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ROHLIN FLOWS ON VON NEUMANN ALGEBRAS
TOSHIHIKO MASUDA1 AND REIJI TOMATSU2
Abstract. We will introduce the Rohlin property for flows on von Neumann
algebras and classify them up to strong cocycle conjugacy. This result provides
alternative approaches to some preceding results such as Kawahigashi’s classi-
fication of flows on the injective type II1 factor, the classification of injective
type III factors due to Connes, Krieger and Haagerup and the non-fullness of
type III0 factors. Several concrete examples are also studied.
1. Introduction
In this paper, we study flows on von Neumann algebras. Our purpose is to
classify highly outer flows called Rohlin flows.
A flow, that is, a one-parameter automorphism group, appears in many scenes
in the theory of operator algebras, and it has attracted attention among opera-
tor algebraists. We have known some examples of classification of non-periodic
flows on injective factors. In [19], Haagerup has solved the Connes’ bicentral-
izer problem for injective type III1 factors. As an important consequence, the
uniqueness of the injective type III1 factor follows. In other words, trace scaling
flows on the injective type II∞ factor are (cocycle) conjugate to one another if
their Connes-Takesaki modules are equal. In the type II1 setting, Kawahigashi
has studied several kinds of flows on the injective type II1 factor [30, 31, 32, 33].
Among them, he has obtained the classification of flows on the injective type II1
factor such that they have the full Connes spectrum and fix a Cartan subalgebra.
We can expect that these examples may possess some sort of right “outer-
ness”, and consequently they are classifiable. Thus it is a natural attempt to
give a comprehensive method of classifying flows on von Neumann algebras. In
classification of group actions, “outerness”, which, to be precise, includes the cen-
tral freeness, is considered as an essentially important notion. In this point, the
usual pointwise outerness is known to be not so sufficiently strong that we can
classify flows up to cocycle conjugacy. Indeed, Kawahigashi has found a family of
non-cocycle conjugate outer flows on the injective factor of type II1 [33]. Thus it
is conceivable that both pointwise outerness and pointwise central non-triviality
are not right notions of “outerness” for flows.
One formulation of “outerness” is to observe how non-trivially a given group
is acting on a central sequence algebra. This is the case for actions of discrete
amenable groups [6, 26, 29, 52] or duals of compact groups [47, 49]. A flow,
however, causes a serious problem concerning discontinuity on a central sequence
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algebra Mω. One prescription of that is to focus on the much smaller subalge-
bra Mω,α, which consists of (α, ω)-equicontinuous sequences (see Definition 3.4).
Then the Rohlin property, which has been introduced by Kishimoto to flows on
C∗-algebras [37] and later by Kawamuro to flows on finite von Neumann algebras
[35], can be a candidate of “outerness”. This property means that we can find
out a unitary eigenvector in Mω,α with the eigenvalue p for any p ∈ R.
Assuming the Rohlin property, we will prove the following main theorem of
this paper (Theorem 5.14).
Theorem 1. Let α, β be Rohlin flows on a von Neumann algebra with separable
predual. Then α and β are strongly cocycle conjugate if and only if αtβ−t is
approximately inner for all t ∈ R.
We emphasize that either the factoriality or the injectivity are not required in
our assumption. For injective factors, we obtain the following result in terms of
the Connes-Takesaki module (Corollary 5.15).
Corollary 2. Let α, β be Rohlin flows on an injective factor. Then α and β are
strongly cocycle conjugate if and only if mod(αt) = mod(βt) for all t ∈ R.
It turns out that if a flow α on the injective type II1 factor fixes a Cartan sub-
algebra and the Connes spectrum Γ(α) equals R, then α has the Rohlin property.
Thus Theorem 1 implies the following Kawahigashi’s result (Theorem 6.4).
Theorem 3 (Kawahigashi). Let α be a flow on the injective type II1 factor M.
If α pointwise fixes a Cartan subalgebra of M and Γ(α) = R, then α is cocycle
conjugate to a product type flow, and absorbs any product type flows. Thus such
action α is unique up to cocycle conjugacy.
Thanks to works due to Connes and Haagerup, a modular automorphism group
on any injective factor is an approximately inner flow, and hence the dual flow has
the Rohlin property (Theorem 4.11, Proposition 4.19). Then Theorem 1 implies
the following result (Theorem 6.17).
Theorem 4 (Connes, Haagerup, Krieger). Let M1 and M2 be injective factors
of type III. Then they are isomorphic if and only if their flows of weights are
isomorphic.
This paper is organized as follows. In Section 2, the basic notions such as the
core of a von Neumann algebra and an ultraproduct von Neumann algebra are
reviewed.
In Section 3, to a Borel map α : R → Aut(M), we introduce the notion of
(α, ω)-equicontinuity and the (α, ω)-equicontinuous parts Mωα and Mω,α of M
ω
and Mω, respectively.
In Section 4, the Rohlin property and the invariant approximate innerness are
introduced. We show they are dual notions to each other.
Section 5 is devoted to proving the main classification result. We first prove the
2-cohomology vanishing for Borel cocycle actions of R with Rohlin property. We
next obtain the approximate vanishing of the 1-cohomology of a Rohlin flow. We
2
show that by disintegration, it suffices to prove the main theorem for centrally
ergodic flows. Then the Bratteli-Elliott-Evans-Kishimoto intertwining argument
achieves strong cocycle conjugacy
In Section 6, we apply the main result to give alternative proofs of some known
results: Kawahigashi’s results about flows on the injective type II1 factor, the
classification of injective type III factors (assuming Haagerup’s work on a bi-
centralizer) and the non-fullness of an arbitrary type III0 factor, more precisely,
the approximate innerness of a modular automorphism group. We also discuss
results obtained by Hui and Aoi-Yamanouchi in [1, 22]. Some concrete examples
of Rohlin flows are given. In particular, we will classify product type flows and
quasi-free flows coming from a Cuntz algebra up to cocycle conjugacy.
In Section 7, we will give a characterization of the Rohlin property which states
that a flow α on a factor M has the Rohlin property if and only if α is faithful
on Mω,α.
In Section 8, we will pose a plausible conjecture on a characterization of the
Rohlin property. Some unsolved problems are also mentioned.
We will close this paper with appendix in Section 9, where basic results on
measure theory and a disintegration of automorphisms are studied. Also, with
some assumptions on a factor, we will show that the condition of Theorem 1
derives an approximation of αt by Ad v(t) ◦ βt with v being a continuous unitary
path.
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2. Preliminary
Throughout this paper, we mainly treat a von Neumann algebra with separable
predual unless otherwise noted.
2.1. Notation. Let M be a not necessarily separable von Neumann algebra. Let
us denote by MU, MP, MPI and M1 the set of unitaries, projections, partial
isometries and contractions in M, respectively. The center of M is denoted by
Z(M). The set of faithful normal semifinite weights is denoted by W (M).
For α ∈ Aut(M), a ∈M and ϕ ∈M∗, let α(ϕ), aϕ, ϕa, [a, ϕ] ∈M∗ be
α(ϕ) := ϕ ◦ α−1, ϕa(x) := ϕ(ax), aϕ(x) := ϕ(xa), [a, ϕ] := aϕ− ϕa,
respectively. For a ∈M and ϕ ∈ (M∗)+, we define the following seminorms:
‖a‖ϕ := ϕ(a∗a)1/2, ‖a‖♯ϕ := 2−1/2(ϕ(a∗a) + ϕ(aa∗))1/2.
In this paper, {H, J,P} denotes the standard Hilbert space of M (see [17] for
the notations). We regard H as an M-M-bimodule as follows:
xξy := xJy∗Jξ, x, y ∈M, ξ ∈ H.
For α ∈ Aut(M), there uniquely exists a unitary U(α) on H such that α(x) =
AdU(α)(x) for x ∈M, JU(α) = U(α)J and U(α)P = P. We use the notation as
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α(ξ) := U(α)ξ. Then we have α(xξy) = α(x)α(ξ)α(y). Since U(Ad u) = uJuJ
for u ∈MU, we have Ad u(ξ) = uξu∗.
We equip Aut(M) with the u-topology as usual. Namely, a net αλ ∈ Aut(M)
converges to α ∈ Aut(M) if αλ(ϕ) → α(ϕ) for all ϕ ∈ M∗. Then the map
Aut(M) ∋ α 7→ U(α) is strongly continuous. If M is separable, that is, M∗ is
norm separable, then Aut(M) is a Polish group.
Let us denote by Int(M) the set of inner automorphisms. An automorphism
which belongs to the closure Int(M) of Int(M) is said to be approximately inner.
Throughout this paper, we always equip Rn with the usual Lebesgue measure.
2.2. Actions and cocycle actions. In this paper, we mean by a flow a one-
parameter automorphism group on a von Neumann algebra, that is, a group
homomorphism α : R→ Aut(M) with the following continuity:
lim
t→0
‖αt(ϕ)− ϕ‖ = 0 for all ϕ ∈M∗,
or equivalently,
lim
t→0
‖αt(ξ)− ξ‖ = 0 for all ξ ∈ H.
By Mα, we denote the fixed point algebra of α. We say that α is ergodic if
Mα = C, and centrally ergodic if Z(M)α = C.
A flow α is said to be inner if αt ∈ Int(M) for all t ∈ R, and outer if αt /∈ Int(M)
for all t ∈ R \ {0}. Thanks to [27, Theorem 0.1] or [50, Theorem 5], if M
is separable, then an inner flow α is implemented by a one-parameter unitary
group u : R→MU. See also Corollary 9.14.
An α-cocycle means a strongly continuous unitary path v in M such that
v(s)αs(v(t)) = v(s+ t). The perturbed flow is defined by α
v
t := Ad v(t) ◦ αt.
Let α and β be flows on von Neumann algebras M and N, respectively. They
are said to be
• conjugate if there exists an isomorphism θ : N → M such that αt = θ ◦
βt ◦ θ−1. We write α ≈ β;
• cocycle conjugate if there exist an isomorphism θ : N → M and an α-
cocycle v such that αvt = θ ◦ βt ◦ θ−1. We write α ∼ β;
• stably conjugate if α⊗ idB(ℓ2) and β ⊗ idB(ℓ2) are cocycle conjugate.
When M = N, α and β are said to be strongly cocycle conjugate if there exist
θ ∈ Int(M) and an α-cocycle v such that αvt = θ ◦ βt ◦ θ−1.
A Borel cocycle action means a pair (α, c) of Borel maps α : R→ Aut(M) and
c : R2 →MU such that for all r, s, t ∈ R, c(s, 0) = 1 = c(0, s), α0 = id and
αs ◦ αt = Ad c(s, t) ◦ αs+t,
c(r, s)c(r + s, t) = αr(c(s, t))c(r, s+ t).
The perturbation of (α, c) by a Borel unitary path v : R → MU is the Borel
cocycle action (αv, cv) defined by
αvt := Ad v(t) ◦ αt, cv(s, t) := v(s)αs(v(t))c(s, t)v(s+ t)∗ for all s, t ∈ R.
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As is well-known, if M is properly infinite, then any 2-cocycle is a coboundary.
However, the solution presented below is always “big” even if a given 2-cocycle
is close to 1.
Lemma 2.1. Let M be a properly infinite von Neumann algebra and (α, c) a
Borel cocycle action of R on M. Then there exists a Borel unitary path u(t) ∈M
such that u(t)αt(u(s))c(t, s)u(t+ s)
∗ = 1 for all (t, s) ∈ R2.
Proof. Let H be a separable infinite dimensional Hilbert space. Regard B(H) as
a von Neumann subalgebra of M such that B(H)′ ∩M is properly infinite. Let
{eij}∞i,j=1 be a system of matrix units of B(H) such that
∑
i eii = 1 and e11 is min-
imal in B(H). Take an isometry v with vv∗ = e11. Set w(t) :=
∑
i ei1vαt(v
∗e1i).
It is easy to see w(t) is a Borel unitary path, and w(t)αt(eij)w(t)
∗ = eij .
Hence we may and do assume that (α, c) is of the form (β ⊗ id, d ⊗ 1) on
M = N ⊗ B(L2(R)) for a von Neumann algebra N ⊂ B(K) and a Hilbert space
K. As given in the proof of [56, Proposition 2.1.3], the following u(t) does the
job:
(u(t)ξ)(s) = d(t, s)ξ(t+ s) for all ξ ∈ K ⊗ L2(R), s, t ∈ R.

Remark 2.2. In the proof above, it turns out that the unitary path w is in fact
an α-cocycle when α is a flow. Thus if α is a flow on a properly infinite von
Neumann algebra M, then α ∼ α⊗ idB(H). Indeed,
α ∼ β ⊗ idB(H) ≈ β ⊗ idB(H) ⊗ idB(H) ∼ α⊗ idB(H).
Hence the stable conjugacy implies the cocycle conjugacy ifM is properly infinite.
When M is finite, this is not true in general (see [33, Theorem 2.9]).
Let α be a flow on M. we define πα(x), λ
α(t) ∈M⊗ B(L2(R)) for x ∈M and
t ∈ R as follows:
(πα(x)ξ)(s) = α−s(x)ξ(s), (λ
α(t)ξ)(s) = ξ(s− t) for ξ ∈ H ⊗ L2(R), s ∈ R.
Then the crossed product M ⋊α R is the von Neumann algebra generated by
πα(M) and λ
α(R). Note that λα(t) = 1⊗λ(t), where λ(t) denotes the left regular
representation. Let us denote by ρ(t) the right regular representation.
The dual flow αˆ on M⋊α R is defined as
αˆp(πα(x)) = πα(x), αˆp(λ
α(t)) = e−iptλα(t) for x ∈M, p, t ∈ R.
2.3. Core and canonical extension. The core M˜ of a von Neumann algebraM
is introduced in [16], and that is generated by a copy of M and a one-parameter
unitary group {λϕ(t)}t∈R, ϕ ∈ W (M). Their relations are described as follows:
for x ∈M, t ∈ R and ϕ, ψ ∈ W (M),
λϕ(t)x = σϕt (x)λ
ϕ(t), λϕ(t) = [Dϕ : Dψ]tλ
ψ(t).
Then the core M˜ is naturally isomorphic to M⋊σϕ R.
The restriction of the dual flow θ of σϕ on Z(M˜) is called the (smooth) flow of
weights of M [10]. Note that Z(M˜)θ = Z(M).
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It is known that the flow of weights is a complete invariant for isomorphic
classes among injective type III factors. We will present a proof of this fact in
Theorem 6.17 as an application of our classification of Rohlin flows.
Let N be another von Neumann algebra. Any isomorphism π from M onto N
extends to the isomorphism π˜ : M˜→ N˜ such that for x ∈M and t ∈ R,
π˜(x) := π(x), π˜(λϕ(t)) := λπ(ϕ)(t),
where ϕ ∈ W (M) and π(ϕ) := ϕ◦π−1. We call π˜ the canonical extension of π (see
[16, Theorem 2.4] and [21, Proposition 12.1]). Let θM and θN be the dual flows
on M˜ and N˜. Then π˜ intertwines them, that is, θNt ◦ π˜ = π˜ ◦ θMt . The restriction
π˜|Z(M˜) : Z(M˜)→ Z(N˜) is called the Connes-Takesaki module of π [10].
When N = M, we note that the canonical extension Aut(M) ∋ α → α˜ ∈
Aut(M˜) is a continuous group homomorphism.
Let G be a locally compact group and α : G → Aut(M) an action. For ϕ ∈
W (M), we denote by ϕˆ the dual weight on M⋊α G. Then we have
σϕˆt (πα(x)) = πα(σ
ϕ
t (x)), σ
ϕˆ
t (λ
α(g)) = δG(g)
itλα(g)πα([Dϕ ◦ αg : Dϕ]t), (2.1)
where δG denotes the modular function of G. See [18, Theorem 3.2].
We introduce the action αˇ : G→ Aut(M˜) defined by αˇg := α˜g ◦ θlog δG(g). Then
the core of M⋊α G is canonically isomorphic to M˜⋊αˇ G as shown below.
Lemma 2.3. One has the isomorphism ρ : (M⋊α G)˜ → M˜⋊αˇ G such that
• ρ(πα(x)) = παˇ(x) for all x ∈M;
• ρ(λα(g)) = λαˇ(g) for all g ∈ G;
• ρ(λϕˆ(t)) = παˇ(λϕ(t)) for all ϕ ∈ W (M) and t ∈ R.
In particular, when G is abelian, we have ρ ◦ ˜ˆαp = ̂˜αp ◦ ρ for all p ∈ Gˆ.
Proof. Let N := M ⋊α G and ϕ ∈ W (M). Then we have the canonical iso-
morphisms Ξϕˆ : N˜ → N ⋊σϕˆ R and Λϕ : M˜ ⋊αˇ G → (M ⋊σϕ R) ⋊αˇ G. Let
U : L2(G×R)→ L2(R×G) be the flip unitary. Set the unitary V ∈M⊗L∞(R×G)
defined by V (t, g) := δG(g)
it[Dϕ : Dϕ ◦ αg]−t.
We will show ρ := Λ−1ϕ ◦AdV (1⊗U)◦Ξϕˆ is the well-defined isomorphism from
N˜ onto M˜⋊αˇR satisfying the required conditions. Let x ∈M. Then Ξϕˆ(πα(x)) =
πσϕˆ(πα(x)). By (2.1), we have AdV (1 ⊗ U)(Ξϕˆ(πα(x))) = παˇ(πσϕ(x)). Thus we
get ρ(πα(x)) = παˇ(x). For g ∈ G, we have Ξϕˆ(λα(g)) = πϕˆ(λα(g)). Recall that
σϕˆ−t(λ
α(g)) = λα(g)πα(V
∗
t,g). Thus for ξ, η ∈ H ⊗ L2(R×G), we have
〈AdV (1⊗ U)(Ξϕˆ(λα(g)))ξ, η〉
=
∫
R
dt
∫
G
dh
〈
Vt,h ·
(
σϕˆ−t(λ
α(g))V ∗ξ
)
(t, h), η(t, h)
〉
=
∫
R
dt
∫
G
dh
〈
Vt,h ·
(
λα(g)πα(V
∗
t,g)V
∗ξ
)
(t, h), η(t, h)
〉
=
∫
R
dt
∫
G
dh
〈
Vt,hαh−1g(V
∗
t,g)V
∗
t,g−1hξ(t, g
−1h), η(t, h)
〉
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=∫
R
dt
∫
G
dh
〈
ξ(t, g−1h), η(t, h)
〉
= 〈Λϕ(λαˇ(g))ξ, η〉.
Thus ρ(λα(g)) = λαˇ(g).
Since Ξϕˆ(λ
ϕˆ(t)) = λσ
ϕˆ
(t) and αˇg−1(λ
σϕ(t)) = δG(g)
itπσϕ([Dϕ◦αg : Dϕ]t)λσϕ(t),
we have
πα˜(λ
σϕ(t)) = πσϕ(V (−t, ·)∗)λσϕ(t).
Then
V λσ
ϕ
(t)V ∗πα˜(λσ
ϕ
(t)∗) = V λσ
ϕ
(t)V ∗λσ
ϕ
(t)∗πσϕ(V (−t, ·)).
For (s, g) ∈ R×G, we have(
V λσ
ϕ
(t)V ∗λσ
ϕ
(t)∗
)
(s, g) = V (s, g)V (−t + s, g)∗
= δG(g)
is[Dϕ : Dϕ ◦ αg]−s · δG(g)it−is[Dϕ : Dϕ ◦ αg]∗t−s
= δG(g)
itσϕ−s([Dϕ ◦ αg : Dϕ]t)
= πσϕ(V (−t, ·)∗)(s, g),
and V λσ
ϕ
(t)V ∗πα˜(λσ
ϕ
(t)∗) = 1. 
Remark 2.4. The previous lemma shows that M˜ is regarded as a von Neumann
subalgebra of (M ⋊α G)˜ . This is generalized as follows. Let N ⊂ M be an
inclusion of von Neumann algebras. When there exists an operator valued weight
T from M onto N, we can regard N˜ as a von Neumann subalgebra of M˜ in such a
way that λϕ(t) = λϕ◦T (t) for ϕ ∈ W (N) and t ∈ R. Note that this identification
depends on the choice of T . If we take T as the canonical operator valued weight
Tαˆ : M⋊αG→ πα(M), which is given by Tαˆ(x) =
∫
Gˆ
αˆp(x) dp when G is abelian,
then the associated map is nothing but παˇ : M˜→ M˜⋊αˇ G.
2.4. Ultraproduct von Neumann algebras. Our standard reference is [52,
Chapter 5]. Let M be a von Neumann algebra. We denote by ℓ∞(M) the C∗-
algebra of norm bounded sequences in M. Let ω be a free ultrafilter over N.
An element (xν)ν of ℓ
∞(M) is said to be
• trivial if xν → 0 as ν →∞ in the strong∗ topology;
• ω-trivial if xν → 0 as ν → ω in the strong∗ topology;
• central if for all ϕ ∈M∗, ‖[ϕ, xν ]‖M∗ → 0 as ν →∞;
• ω-central if for all ϕ ∈M∗, ‖[ϕ, xν ]‖M∗ → 0 as ν → ω.
Let Tω(M) and Cω(M) be the collections of ω-trivial and ω-central sequences
in M, respectively, which are unital C∗-subalgebras of ℓ∞(M). Let Nω(M) be
the normalizer of Tω(M) in ℓ∞(M). Then Tω(M) ⊂ Cω(M) ⊂ Nω(M). We often
simply write Tω, Cω and Nω for them unless otherwise confused.
The quotient C∗-algebras Mω := Nω/Tω and Mω := Cω/Tω are in fact von
Neumann algebras. We call them ultraproduct von Neumann algebras. The quo-
tient map from Nω onto Mω is denoted by πω. Each x ∈ M is mapped to the
constant sequence (x, x, . . . ) ∈ Nω. Then M is regarded as a von Neumann
subalgebra of Mω.
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Let τω : Mω → M be the map defined by τω(πω((xν)ν)) := limν→ω xν , where
the limit is taken in the σ-weak topology in M. Then τω is a faithful normal
conditional expectation. For ϕ ∈ M∗, we denote by ϕω the functional ϕ ◦ τω.
Any element a ∈Mω commutes with ϕω, that is, ϕωa = aϕω.
If M is a factor, then τω gives a faithful normal tracial state on Mω. We often
denote the trace by τω. Note that in this case, ϕ
ω = ϕ(1)τω onMω for all ϕ ∈M∗.
Each α ∈ Aut(M) extends to the automorphism αω ∈ Aut(Mω) by putting
αω(πω((x
ν)ν)) = πω((α(x
ν))ν). Then α
ω(Mω) = Mω. We often simply write α
for αω.
When αω is trivial on Mω, α is said to be centrally trivial. Denote by Cnt(M)
the set of centrally trivial automorphisms that is a Borel subgroup of Aut(M) as
shown in Lemma 9.7.
In this paper, the compactness of a subset of H or M∗ means the norm com-
pactness.
Lemma 2.5. If (xν)ν ∈ Tω and Ψ ⊂ H is compact, then supη∈Ψ(‖xνη‖+ ‖ηxν‖)
converges to 0 as ν → ω.
Proof. Take C > 0 with C > supν ‖xν‖. Let ε > 0 and take η1, . . . , ηn ∈ Ψ so
that any η ∈ Ψ has some ηi with ‖η − ηi‖ < ε/4C. Using such ηi, we have
‖xνη‖+ ‖ηxν‖ ≤ ‖xν(η − ηi)‖+ ‖xνηi‖+ ‖ηixν‖+ ‖(ηi − η)xν‖
≤ Cε/4C + ‖xνηi‖+ ‖ηixν‖+ Cε/4C
≤ ε/2 + max
i
(‖xνηi‖+ ‖ηixν‖).
Thus
sup
η∈Ψ
(‖xνη‖+ ‖ηxν‖) ≤ ε/2 + max
i
(‖xνηi‖+ ‖ηixν‖) for all ν ∈ N.
If ν is sufficiently close to ω, the second term in the right hand side becomes less
than ε/2. Hence we obtain limν→ω supη∈Ψ(‖xνη‖+ ‖ηxν‖) ≤ ε. 
In a similar way, we can prove the following.
Lemma 2.6. Let (xν)ν ∈ Cω. Then for any compact set Ψ ⊂ H, supη∈Ψ ‖[xν , η]‖
converges to 0 as ν → ω.
Lemma 2.7. Let (xν)ν ∈ ℓ∞(M) and ξ ∈ H a cyclic and separating vector for
M. Then the following statements are equivalent:
(1) (xν)ν ∈ Nω;
(2) For any ε > 0 and compact set Ψ ⊂ H, there exist δ > 0 and W ∈ ω such
that if y ∈M1 and ‖yξ‖+ ‖ξy‖ < δ, then supη∈Ψ(‖xνyη‖+ ‖ηxνy‖) < ε,
and supη∈Ψ(‖yxνη‖+ ‖ηyxν‖ < ε for all ν ∈ W .
Proof. (1)⇒(2). Suppose on the contrary that there exist ε > 0 and a compact set
Ψ ⊂ H such that for any n ∈ N, there exists yn ∈M1 with ‖ynξ‖+ ‖ξyn‖ < 1/n,
but the following set belongs to ω:
An :=
{
ν ∈ N | sup
η∈Ψ
(‖xνynη‖+ ‖ηxνyn‖) + sup
η∈Ψ
(‖ynxνη‖+ ‖ηynxν‖) ≥ ε
}
.
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Let W0 := N and Wn := A1∩· · ·∩An∩ [n,∞) for n ≥ 1. We may and do assume
that Wn ) Wn+1. For ν ∈ Wn \Wn+1, we set zν := yn. Then (zν)ν ∈ Tω, and
(xνzν)ν , (z
νxν)ν ∈ Tω since (xν)ν ∈ Nω. Nevertheless, we have
sup
η∈Ψ
(‖xνzνη‖+ ‖ηxνzν‖) + sup
η∈Ψ
(‖zνxνη‖+ ‖ηzνxν‖) ≥ ε for all ν ∈ N,
which is a contradiction to Lemma 2.5.
(2)⇒(1). This implication is trivial. 
The following result is probably well-known for experts (see [5, Lemma 2.11]
for example), but we give a proof for readers’ convenience.
Lemma 2.8. Let M be a separable von Neumann algebra and Q a separable type
I factor. Put N := M⊗ Q. Then Nω ∼= Mω ⊗ Q and Nω ∼= Mω ⊗ C, naturally.
Proof. Let us use the notations Tω(N), Nω(N), Tω(M) and Nω(M) to distinguish
Tω and Nω of N and M. We prove the following claim.
Claim. (xν)ν ∈ Nω(M) if and only if (xν ⊗ 1)ν ∈ Nω(N).
Proof of Claim. The “if” part is trivial. We show the “only if” part. Suppose
that (xν)ν ∈ Nω(M). Let (yν)ν ∈ Tω(N). Let θ1 ∈ (M∗)+ and θ2 ∈ (Q∗)+ be
faithful states. Then ‖yν(xν ⊗ 1)‖2θ1⊗θ2 = θ1((xν)∗(id ⊗ θ2)((yν)∗yν)xν). Since
(id⊗θ2)((yν)∗yν)1/2 ∈ Tω(M), it turns out that ‖yν(xν⊗1))‖θ1⊗θ2 → 0 as ν → ω.
Thus yν(xν ⊗ 1) → 0 strongly as ν → ω. In a similar way, we can show that
yν(xν ⊗ 1) and (xν ⊗ 1)yν converges to 0 in the strong* topology as ν → ω. Thus
(xν ⊗ 1)ν ∈ Nω(N). 
Let us consider the inclusion Q ⊂ Nω. Since Q is a type I factor, we have the
tensor product decomposition Nω = (Q′ ∩ Nω) ∨ Q ∼= (Q′ ∩ Nω) ⊗ Q. Let p be a
minimal projection of Q. Let x ∈ Q′ ∩ Nω and (aν)ν its representing sequence.
Take xν ∈M with (1⊗ p)aν(1⊗ p) = xν ⊗ p. Then x(1⊗ p) = (1⊗ p)x(1⊗ p) =
πω((x
ν ⊗ p)ν). Since (xν ⊗ p)ν ∈ Nω(N), (xν)ν ∈ Nω(M).
By the claim above, we can consider the element πω((x
ν ⊗ 1)ν) ∈ Nω. Hence
we have x(1 ⊗ p) = πω((xν ⊗ 1)ν)(1 ⊗ p). Since the normal ∗-homomorphism
Q′ ∩Nω ∋ y 7→ y(1⊗ p) ∈ (Q′ ∩Nω)p is faithful, we have x = πω((xν ⊗ 1)ν).
Thus we obtain the natural ∗-homomorphism Φ: Q′ ∩ Nω → Mω defined by
Φ(x) = πω((x
ν)ν). The faithfulness of Φ is trivial. The claim above implies the
surjectivity of Φ. Hence Φ is an isomorphism, and we obtain an isomorphism
Ψ: Nω →Mω ⊗ Q.
Since Nω ⊂ Q′ ∩Nω, Φ maps Nω into Mω ⊗C. Then it is immediately verified
that the image is precisely equal to Mω ⊗ C.
We verify the naturality of Ψ as follows. Let {eij}i,j∈I be a system of ma-
trix units of Q such that eii are minimal projections and
∑
i eii = 1. Let
x = πω((x
ν)ν) ∈ Nω. For each ν, we have the decomposition xν =
∑
i,j x
ν
ij ⊗ eij
with xνij ∈M. It is easy to see that (xνij)ν ∈ Nω(M) for all i, j ∈ I.
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Then Ψ
(
πω((x
ν
ij ⊗ eij)ν)
)
= πω((x
ν
ij)ν)⊗ eij . For a diagonal finite rank projec-
tion q ∈ Q, we obtain
Ψ((1⊗ q)x(1⊗ q)) = (1⊗ q) · (∑
i,j
πω((x
ν
ij)ν)⊗ eij
) · (1⊗ q)
Since ‖Ψ((1⊗ q)x(1⊗ q))‖ ≤ ‖x‖ for any q, the operator ∑i,j πω((xνij)ν)⊗ eij is
norm bounded. Hence letting q → 1, we have
Ψ(x) =
∑
i,j
πω((x
ν
ij)ν)⊗ eij .

2.5. Ultraproduct of reduced von Neumann algebras. Let M be a von
Neumann algebra. For a projection p ∈ M, we denote by Mp the reduced von
Neumann algebra.
Lemma 2.9. The following properties hold:
(1) Tω(Mp) = {(pxνp)ν | (xν)ν ∈ Tω(M)} ⊂ Tω(M);
(2) Nω(Mp) = {(pxνp)ν | (xν)ν ∈ Nω(M)} ⊂ Nω(M);
(3) Cω(Mp) = {(pxνp)ν | (xν)ν ∈ Cω(M)}.
Proof. (1). It is trivial.
(2). It suffices to show that the inclusion Nω(Mp) ⊂ Nω(M) because the others
are clear. Let (xν)ν ∈ Nω(Mp) and (yν)ν ∈ Tω(M). Let ξ ∈ H. Since p|yν|2p→ 0
in the strong∗ topology as ν → ω, we obtain
‖yνxνξ‖2 = 〈p|yν|2pxνξ, xνξ〉 → 0.
Hence (xν)ν ∈ Nω.
(3). It is clear that the right hand side is contained in the left. We will show
the converse inclusion. Let (xν)ν ∈ Cω(Mp) and ϕ ∈ M∗. In the following, we
assume that ‖xν‖ ≤ 1. Put q := 1− p. For any y ∈Mq, we have
[ϕ, xν + y] = [pϕp, xν ] + qϕxν − xνϕq + [qϕq, y] + pϕy − yϕp.
Thus it suffices to show that there exists (yν)ν ∈ Cω(Mq) such that
lim
ν→ω
‖qϕxν − yνϕp‖ = 0, lim
ν→ω
‖xνϕq − pϕyν‖ = 0 for all ϕ ∈M∗. (2.2)
If this is the case, then indeed we obtain (xν+yν)ν ∈ Cω(M) and xν = p(xν+yν)p.
Take a maximal orthogonal family of projections {qi}i∈I such that qi ≤ q and
qi  p. We let r := q−
∑
i qi. Then there exist z1, z2 ∈ Z(M)P such that z1+z2 = 1
and rz1  pz1 rz2  pz2. By maximality, we deduce pz1 = 0 and rz2 = 0. Hence
pz2 = p. Since z2x
ν = xν = xνz2, we get qϕx
ν = qϕz2x
ν = qz2ϕx
ν , and likewise,
xνϕq = xνϕqz2 for all ν and ϕ. Hence we may and do assume that z2 = 1, that
is, r = 0. Then q =
∑
i qi.
For each i, take vi ∈MPI such that qi = v∗i vi and viv∗i ≤ p. Set yν :=
∑
i v
∗
i x
νvi.
Then ‖yν‖ ≤ ‖xν‖ ≤ 1, and (yν)ν ∈ ℓ∞(Mq). We will check that (yν)ν ∈ Cω(Mq).
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Let ε > 0 and ϕ ∈M∗ a state. Take a finite subset J ⊂ I such that ϕ(q−qJ ) < ε
with qJ :=
∑
i∈J qi. Then
‖qϕq − qJϕqJ‖ ≤ ‖qJϕ · (q − qJ)‖+ ‖(q − qJ)ϕq‖
≤ 2ϕ(q − qJ )1/2 < 2ε1/2.
Using this, we obtain
‖yνqϕq − qϕqyν‖ ≤ 2‖yν‖‖qϕq − qJϕqJ‖+ ‖yνqJϕqJ − qJϕqJyν‖
≤ 4ε1/2 +
∑
i,j∈J
‖v∗i xνviϕqj − qjϕv∗i xνvi‖
= 4ε1/2 +
∑
i,j∈J
‖v∗i [xν , viϕv∗j ]vj‖
≤ 4ε1/2 +
∑
i,j∈J
‖[xν , viϕv∗j ]‖.
Since ‖[xν , viϕv∗j ]‖ → 0 as ν → ω, we have ‖yνqϕq − qϕqyν‖ < 5ε1/2 for ν being
close to ω. Thus (yν)ν ∈ Cω(Mq).
Now we will check (2.2). Using ϕ(q − qJ) < ε, we have
‖qϕxν − yνϕp‖ ≤ ‖qϕxν − qJϕxν‖+ ‖yν(qJ − q)ϕp‖+
∑
i∈J
‖qiϕxν − v∗i xνviϕp‖
< 2ε1/2 +
∑
i∈J
‖v∗i [viϕp, xν ]‖.
Hence for ν being close to ω, we have ‖qϕxν − yνϕp‖ < 3ε1/2. Similarly, ‖xνϕq−
pϕyν‖ < 3ε1/2 Thus (2.2) holds. 
The previous lemma implies the following result.
Proposition 2.10. Let M be a von Neumann algebra and p ∈ MP. Then the
ultraproduct von Neumann algebras (Mp)
ω and (Mp)ω are realized in M
ω as fol-
lows:
(Mp)
ω = (Mω)p, (Mp)ω = (Mω)p.
3. Flows on ultraproduct von Neumann algebras
Let α, β be flows on a von Neumann algebra M. Assume that αtβ
−1
t ∈ Int(M)
for each t ∈ R. Then, as will be shown in Lemma 5.6, we can take a Borel
unitary path u such that Ad u(t) ◦αt is close to βt on a closed interval. The path
may be arranged to be strongly continuous with a certain assumption on M (see
Proposition 9.15). However, we do not know whether this is true for a general
von Neumann algebra. Therefore, we have to treat a Borel unitary path, and a
Borel cocycle action.
When one classifies flows, an analysis of them on an ultraproduct von Neumann
algebra shall be inevitable. Nevertheless, a flow is usually acting onMω discontin-
uously, which is the most significant difference from discrete group actions. One
way to treat a flow or a Borel map on Mω is to collect elements which behave
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continuously by the given flow. However, the continuity is insufficient in lifting a
continuous or Borel path from Mω to M. As a result, we have to think of a much
smaller von Neumann subalgebra in Mω that is called the (α, ω)-equicontinuous
part (see Definition 3.9).
3.1. ω-equicontinuity.
Definition 3.1. Let (Ω, d) be a metric space and {xν : Ω → M}ν∈N a family of
maps. We will say that {xν}ν is ω-equicontinuous if for any ε > 0 and finite set
Φ ⊂ H, there exist δ > 0 and W ∈ ω such that for all s, t ∈ Ω with d(s, t) < δ,
ν ∈ W and ξ ∈ Φ, we have
‖(xν(s)− xν(t))ξ‖ < ε, ‖ξ(xν(s)− xν(t))‖ < ε.
Several statements in this paper can be replaced with normal functionals for
vectors in a standard Hilbert space. We should note that the ω-equicontinuity
does not necessarily require the continuity of each xν .
Lemma 3.2. Let (Ω, d) be a metric space and {xν : Ω → M}ν a family of uni-
formly bounded maps, that is, supt∈Ω,ν∈N ‖xν(t)‖ <∞. Then the following state-
ments are equivalent:
(1) {xν : Ω→M}ν is ω-equicontinuous;
(2) For any ε > 0 and compact set Ψ ⊂ H, there exist δ > 0 and W ∈ ω such
that for all s, t ∈ Ω with d(s, t) < δ, ν ∈ W and ξ ∈ Ψ, we have
‖(xν(s)− xν(t))ξ‖ < ε, ‖ξ(xν(s)− xν(t))‖ < ε;
(3) Let ξ0 ∈ H be a cyclic and separating vector for M. For any ε > 0, there
exist δ > 0 and W ∈ ω such that for all s, t ∈ Ω with d(s, t) < δ and
ν ∈ W , we have
‖(xν(s)− xν(t))ξ0‖ < ε, ‖ξ0(xν(s)− xν(t))‖ < ε.
Proof. (1)⇒(2). Take C > 0 with C ≥ supt,ν ‖x(t)ν‖. Let Ψ and ε be given.
Choose {ξi}Ni=1 in Ψ such that for any ξ ∈ Ψ, there exists ξi such that ‖ξ − ξi‖ <
ε/4C. Using the ω-equicontinuity of xν , we can take δ > 0 and W ∈ ω such that
for any s, t ∈ Ω with d(s, t) < δ, ν ∈ W and i = 1, . . . , N , we have
‖(xν(s)− xν(t))ξi‖ < ε/2, ‖ξi(xν(s)− xν(t))‖ < ε/2.
Then it is clear that these δ and W are desired ones.
(2)⇒(3). This implication is trivial.
(3)⇒(1). Let ε > 0 and Φ := {ξi | i = 1, . . . , N} ⊂ H. Take C > 0 as C ≥
supt,ν ‖xν(t)‖. Let ai, bi ∈M such that ‖ξi−ξ0ai‖ < ε/4C and ‖ξi−biξ0‖ < ε/4C.
Set M := max{‖ai‖, ‖bi‖, 1 | i = 1, . . . , N}. By our assumption, there exist δ > 0
and W ∈ ω such that for all s, t ∈ Ω with d(s, t) < δ and ν ∈ W , we have
‖(xν(s)− xν(t))ξ0‖ < ε/2M, ‖ξ0(xν(s)− xν(t))‖ < ε/2M.
Then
‖(xν(s)− xν(t))ξi‖ ≤ ‖(xν(s)− xν(t))(ξi − ξ0ai)‖+ ‖(xν(s)− xν(t))ξ0ai‖
≤ 2C · ε/4C +M · ε/2M = ε.
13
Similarly, we obtain ‖ξi(xν(s)−xν(t))‖ < ε. Thus {xν}ν is ω-equicontinuous. 
The following result is frequently used in this paper.
Lemma 3.3. Let (Ω, d) be a metric space and E ⊂ Ω a relatively compact set.
Let {f ν : Ω → C}ν be a family of functions. Suppose that {f ν : E → C}ν is
ω-equicontinuous. Then the convergence limν→ω f ν(t) is uniform on E.
Proof. Put F (t) := limν→ω f ν(t) for t ∈ E. For ε > 0, take δ > 0 and W1 ∈ ω
such that for all s, t ∈ E with d(s, t) < δ and ν ∈ W1, we have |f ν(s)−f ν(t)| < ε.
Letting ν → ω, we obtain |F (s)− F (t)| ≤ ε which shows the uniform continuity
of F on E.
Let us keep ε, δ and W1 introduced above. Since E is relatively compact, there
exists a finite set E0 ⊂ E such that E ⊂
⋃
t∈E0 B(t, δ), where B(t, δ) := {s ∈ Ω |
d(s, t) < δ}. Then there exists W2 ∈ ω such that for all s ∈ E0 and ν ∈ W2, we
have |f ν(s) − F (s)| < ε. Let t ∈ E, and take s ∈ E0 with d(s, t) < δ, Then for
all ν ∈ W1 ∩W2, we have
|f ν(t)− F (t)| ≤ |f ν(t)− f ν(s)|+ |f ν(s)− F (s)|+ |F (s)− F (t)|
< 3ε.
Thus we are done. 
3.2. Borel maps and flows.
Definition 3.4. Let α : R → Aut(M) be a Borel map. An element (xν)ν ∈
ℓ∞(M) is said to be (α, ω)-equicontinuous if for any Borel set E ⊂ R with µ(E) <
∞ and ε > 0, there exists a compact K ⊂ E such that
• α|K is continuous;
• µ(E \K) < ε;
• the family {K ∋ t 7→ αt(xν) ∈M}ν is ω-equicontinuous.
We denote by E ωα the set of (α, ω)-equicontinuous sequences.
In the definition above, µ denotes the Lebesgue measure on R with µ([0, 1]) = 1.
Lemma 9.1 implies that for any Borel set E ⊂ R, we can take a compact K ⊂ E
satisfying the first and second conditions above. The reason why we must consider
the third is to make the stability holds with respect to a perturbation of a cocycle
action (Lemma 3.8). To flows, the following characterization is useful.
Proposition 3.5. Let α be a flow on M and (xν)ν ∈ ℓ∞(M). Let ξ ∈ H be a
cyclic and separating vector for M. Then the following statements are equivalent:
(1) (xν)ν is (α, ω)-equicontinuous;
(2) For any ε > 0, there exist δ > 0 and W ∈ ω such that if |t| < δ and
ν ∈ W , we have
‖(αt(xν)− xν)ξ‖+ ‖ξ(αt(xν)− xν)‖ < ε.
(3) For any ε > 0 and compact set Ψ ⊂ H, there exist δ > 0 and W ∈ ω such
that if |t| < δ and ν ∈ W , we have
sup
η∈Ψ
(‖(αt(xν)− xν)η‖+ ‖η(αt(xν)− xν)‖) < ε.
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(4) For any T > 0, {[−T, T ] ∋ t 7→ αt(xν) ∈M}ν is ω-equicontinuous.
Proof. (4)⇒(1) is trivial.
(1)⇒(2). Suppose that (xν)ν is (α, ω)-equicontinuous. For E := [0, 1], there
exists a compact set K ⊂ E such that µ(K) ≥ 1/2, α|K is continuous, and
{K ∋ t 7→ αt(xν) ∈M}ν is ω-equicontinuous. Since µ(K) > 0, we can find δ > 0
with (−δ, δ) ⊂ K −K.
Set Ψ := {αs(ξ) | s ∈ K} that is compact. Then by Lemma 3.2, for any ε > 0,
there exist δ′ > 0 and W ∈ ω such that for all s, t ∈ K with |s − t| < δ′ and
ν ∈ W , we have
sup
η∈Ψ
(‖(αs(xν)− αt(xν))η‖+ ‖η(αs(xν)− αt(xν))‖) < ε.
Then for s, t ∈ K with |s− t| < δ′ and ν ∈ W , we have
‖(αs−t(xν)− xν)ξ‖+ ‖ξ(αs−t(xν)− xν)‖
= ‖(αs(xν)− αt(xν))αt(ξ)‖+ ‖αt(ξ)(αs(xν)− αt(xν))‖
≤ sup
η∈Ψ
(‖(αs(xν)− αt(xν))η‖+ ‖η(αs(xν)− αt(xν))‖)
< ε.
Hence if |t| < min(δ, δ′) and ν ∈ W , then
‖(αt(xν)− xν)ξ‖+ ‖ξ(αt(xν)− xν)‖ < ε.
(2)⇒(3). By compactness, it suffices to prove (3) for a finite Ψ. We may and
do assume that ‖xν‖ ≤ 1/2 for all ν ∈ N. Let ε > 0. Take δ > 0 so that if a ∈M
satisfies ‖a‖ ≤ 1 and ‖aξ‖ + ‖ξa‖ < δ, then supη∈Ψ(‖aη‖ + ‖ηa‖) < ε. By (2),
there exist δ′ > 0 and W ∈ ω such that if |t| ≤ δ′ and ν ∈ W , then
‖(αt(xν)− xν)ξ‖+ ‖ξ(αt(xν)− xν)‖ < δ.
Hence it implies
sup
η∈Ψ
(‖(αt(xν)− xν)η‖+ ‖η(αt(xν)− xν)‖) < ε.
(3)⇒(4). Let ε > 0, T > 0 and Ψ := {αt(ξ) | |t| ≤ T}. By (3), there exist
δ > 0 and W ∈ ω such that for all t with |t| < δ and ν ∈ W ,
sup
η∈Ψ
(‖(αt(xν)− xν)η‖+ ‖η(αt(xν)− xν)‖) < ε.
This implies the following:
‖(αt+s(xν)− αs(xν))ξ‖+ ‖ξ(αt+s(xν)− αs(xν))‖ < ε if |t| < δ, |s| ≤ T, ν ∈ W.
Hence we are done. 
Lemma 3.6. Let (Ω, d) be a compact metric space, {xν : Ω→M}ν and {yν : Ω→
M}ν families of maps. Suppose that the following conditions hold:
• They are uniformly bounded and ω-equicontinuous;
• For each t ∈ Ω, (x(t)ν)ν and (y(t)ν)ν belong to Nω(M).
Then the family of their multiplications {xνyν : Ω→M}ν is also ω-equicontinuous.
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Proof. We may and do assume that ‖x(t)ν‖, ‖y(t)ν‖ ≤ 1 for all t ∈ Ω and ν ∈ N.
Let ε > 0 and ξ ∈ H a cyclic separating vector for M. Then there exists δ > 0
and W1 ∈ ω such that if s, t ∈ Ω satisfies d(s, t) < δ and ν ∈ W1, then
‖(y(s)ν − y(t)ν)ξ‖ < ε. (3.1)
Since Ω is compact, there exists a finite subset F ⊂ Ω such that each s ∈ Ω
has t ∈ F with d(s, t) < δ. Then by Lemma 2.7, we can take δ′ > 0 and W2 ∈ ω
such that if a ∈ M with ‖a‖ ≤ 2 satisfies ‖aξ‖ + ‖ξa‖ ≤ δ′, then ‖ay(s)νξ‖ < ε
for s ∈ F .
By ω-equicontinuity of {xν}ν , we take δ′′ > 0 and W3 ∈ ω such that if s, t ∈ Ω
satisfies d(s, t) < δ′′ and ν ∈ W2, then
‖(x(s)ν − x(t)ν)ξ‖+ ‖ξ(x(s)ν − x(t)ν)‖ < δ′.
This implies
‖(x(s)ν − x(t)ν)y(t0)νξ‖ < ε for all t0 ∈ F. (3.2)
Let s, t ∈ Ω with d(s, t) < min(δ, δ′′) and ν ∈ W1 ∩W2 ∩W3. Take t0 ∈ F with
d(t, t0) < δ. Then we have
‖(x(s)νy(s)ν − x(t)νy(t)ν)ξ‖
≤ ‖x(s)ν(y(s)ν − y(t)ν)ξ‖+ ‖x(s)ν(y(t)ν − y(t0)ν)ξ‖
+ ‖(x(s)ν − x(t)ν)y(t0)ν)ξ‖+ ‖x(t)ν(y(t0)ν − y(t)ν)ξ‖
≤ ‖(y(s)ν − y(t)ν)ξ‖+ ‖(y(t)ν − y(t0)ν)ξ‖
+ ‖(x(s)ν − x(t)ν)y(t0)ν)ξ‖+ ‖(y(t0)ν − y(t)ν)ξ‖
< ε+ ε+ ε+ ε = 4ε by (3.1), (3.2).
Likewise, we can show that there exist δ′′′ > 0 and W4 ∈ ω such that if s, t ∈ Ω
satisfies d(s, t) < δ′′ and ν ∈ W4, then
‖ξ(x(s)νy(s)ν − x(t)νy(t)ν)‖ < 4ε.
Hence we are done. 
Lemma 3.7. Let α : R→ Aut(M) be a Borel map. Then the following hold:
(1) If (xν)ν ∈ E ωα and (yν)ν ∈ ℓ∞(M) satisfy (xν−yν)ν ∈ Tω, then (yν)ν ∈ E ωα ;
(2) E ωα contains Tω;
(3) E ωα ∩Nω is a C ∗-subalgebra of ℓ∞(M).
Proof. (1). Let E be a Borel set and K a compact set in E such that α|K is
continuous and {K ∋ t 7→ αt(xν)}ν is ω-equicontinuous. Then for ε > 0 and
a finite set Φ ⊂ H, there exist δ > 0 and W ∈ ω such that for s, t ∈ K with
|s− t| < δ, ν ∈ W and ξ ∈ Φ, we have
‖(αs(xν)− αt(xν))ξ‖+ ‖ξ(αs(xν)− αt(xν))‖ < ε/2.
Set Ψ := {α−1s (ξ) | ξ ∈ Φ, s ∈ K} that is a compact subset of H. We let
sν := supη∈Ψ(‖(xν−yν)η‖+‖η(xν−yν)‖). By Lemma 2.5, we have limν→ω sν = 0.
Thus we may and do assume that sν < ε/4 for ν ∈ W .
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Then for ξ ∈ Φ, s, t ∈ K with |s− t| < δ and ν ∈ W , we have
‖(αs(yν)− αt(yν))ξ‖+ ‖ξ(αs(yν)− αt(yν))‖
≤ ‖αs(yν − xν)ξ‖+ ‖(αs(xν)− αt(xν))ξ‖+ ‖αt(xν − yν)ξ‖
+ ‖ξαs(yν − xν)‖+ ‖ξ(αs(xν)− αt(xν))‖+ ‖ξαt(xν − yν)‖
= ‖(yν − xν)α−1s (ξ)‖+ ‖(αs(xν)− αt(xν))ξ‖+ ‖(xν − yν)α−1t (ξ)‖
+ ‖α−1s (ξ)(yν − xν)‖+ ‖ξ(αs(xν)− αt(xν))‖+ ‖α−1t (ξ)(xν − yν)‖
< 2sν + ε/2 < ε/2 + ε/2 = ε.
Hence (yν)ν is (α, ω)-equicontinuous.
(2). Let K ⊂ R be a compact set on which α is continuous. Then Ψ :=
{α−1s (ξ) | s ∈ K} is compact inH. Thus if (xν)ν ∈ Tω, then sν := supη∈Ψ(‖xνη‖+
‖ηxν‖)→ 0 as ν → ω by Lemma 2.5. Then the statement is clear because of the
inequalities ‖(αs(xν)− αt(xν))ξ‖ ≤ 2sν and ‖ξ(αs(xν)− αt(xν))‖ ≤ 2sν .
(3). It is easy to see that E ωα is a norm closed operator system in ℓ
∞(M). We
show that E ωα ∩Nω is closed under multiplication.
Let E ⊂ R be a Borel set with 0 < µ(E) < ∞ and 0 < κ < 1/2. Let
(xν)ν , (y
ν)ν ∈ E ωα ∩ Nω. Take a compact set K0 ⊂ E such that µ(E \K0) < κ,
α|K is continuous and the maps {K0 ∋ t 7→ αt(xν)}ν , {K0 ∋ t 7→ αt(yν)}ν
are ω-equicontinuous. Hence {K0 ∋ t 7→ αt(xνyν)}ν is ω-equicontinuous by the
previous lemma. 
Lemma 3.8. Let (α, c) be a Borel cocycle action of R. Then the following state-
ments hold:
(1) E ωα ∩Nω is α-invariant;
(2) Let (αv, cv) be the perturbation by a Borel unitary path v : R→MU. Then
E ωα ∩Nω = E ωαv ∩Nω.
Proof. (1). Let E ⊂ R be a Borel set with 0 < µ(E) < ∞. Let ε, κ > 0 and
(xν)ν ∈ E ωα ∩ Nω. We may and do assume ‖xν‖ ≤ 1 for all ν ∈ N. Fix s ∈ R.
Then we can take a compact set K1 ⊂ E+ s such that µ((E+ s) \K1) < κ, α|K1
is continuous, and {K1 ∋ t 7→ αt(xν)ν}ν is ω-equicontinuous.
Next, we take a compact set K2 ⊂ E such that µ(E \K2) < κ, and the map
K2 ∋ t 7→ c(t, s) is continuous. Set K := (K1 − s) ∩K2, which satisfies K ⊂ E
and µ(E \K) < 2κ. Let ξ ∈ H be a cyclic and separating vector for M. We set
the following compact set
Ψ := {c(t, s)∗ξ | t ∈ K} ∪ {α−1t+s(c(t, s)∗ξ) | t ∈ K}.
Take δ > 0 and W1 ∈ ω such that for all t, t′ ∈ K1 with |t− t′| < δ and ν ∈ W1,
we have
sup
η∈Ψ
‖η(αt(xν)− αt′(xν))‖ < ε, sup
η∈Ψ
‖(αt(xν)− αt′(xν))η‖ < ε. (3.3)
By Lemma 2.7, there exist δ′ > 0 and W2 ∈ ω such that if a ∈M with ‖a‖ ≤ 2
and ‖aξ‖+ ‖ξa‖ < δ′, then supη∈Ψ(‖axνη‖+ ‖ηaxν‖) < ε, and supη∈Ψ(‖xνaη‖+
‖ηxνa‖) < ε for all ν ∈ W2.
17
Take δ′′ > 0 so that if t, t′ ∈ K with |t− t′| < δ′′, then
‖(c(t, s)− c(t′, s))ξ‖+ ‖ξ(c(t, s)− c(t′, s))‖ < ε, (3.4)
‖α−1t′+s(c(t, s)− c(t′, s))ξ‖+ ‖ξα−1t′+s(c(t, s)− c(t′, s))‖ < δ′.
Then for t, t′ ∈ K with |t− t′| < min(δ, δ′′) and ν ∈ W1 ∩W2, we have
sup
η∈Ψ
‖α−1t′+s(c(t, s)− c(t′, s))xνη‖ < ε, (3.5)
and
‖(αt(αs(xν))− αt′(αs(xν)))ξ‖
= ‖(c(t, s)αt+s(xν)c(t, s)∗ − c(t′, s)αt′+s(xν)c(t′, s)∗)ξ‖
= ‖c(t, s)αt+s(xν)(c(t, s)∗ − c(t′, s)∗)ξ‖+ ‖c(t, s)(αt+s(xν)− αt′+s(xν))c(t′, s)∗ξ‖
+ ‖(c(t, s)− c(t′, s))αt′+s(xν)c(t′, s)∗ξ‖
≤ ‖(c(t, s)∗ − c(t′, s)∗)ξ‖+ sup
η∈Ψ
‖(αt+s(xν)− αt′+s(xν))η‖
+ ‖α−1t′+s(c(t, s)− c(t′, s))xνα−1t′+s(c(t′, s)∗ξ)‖
< ε+ ε+ sup
η∈Ψ
‖α−1t′+s(c(t, s)− c(t′, s))xνη‖ by (3.3), (3.4)
< 3ε by (3.5).
We can obtain a similar estimate for ‖ξ(αt(αs(xν))−αt′(αs(xν)))‖. Therefore,
(αs(x
ν))ν ∈ E ωα .
(2). Let (xν)ν ∈ E ωα ∩ Nω. Let E ⊂ R be a Borel set with 0 < µ(E) < ∞.
Take a compact set K ⊂ E such that
• µ(E \K) < κ;
• α, v are continuous on K;
• {K ∋ t 7→ αt(xν)}ν is ω-equicontinuous.
Then {K ∋ t 7→ vtαt(xν)v∗t }ν is ω-equicontinuous by Lemma 3.6. 
In the following, we generalize the ω-equicontinuous part of Mω introduced in
[35, Definition 2.2] to a Borel map.
Definition 3.9. Let α : R→ Aut(M) be a Borel map. We letMωα be the quotient
C∗-algebra (E ωα ∩ Nω)/Tω, and Mω,α := Mωα ∩ Mω. We call them the (α, ω)-
equicontinuous parts of Mω and Mω, respectively.
Lemma 3.10. The C ∗-subalgebras Mωα and Mω,α are von Neumann subalgebras
of Mω and Mω, respectively.
Proof. We show the unit ball of Mωα is strongly closed in M
ω. Suppose a sequence
Xn ∈ (Mωα)1 strongly converges to X ∈ (Mω)1 as n → ∞. Let 0 < κ < 1/2.
Let E be a Borel set with 0 < µ(E) < ∞ and K0 ⊂ R a compact set such that
µ(E \ K0) < κ and α : K0 → Aut(M) is continuous. Let ϕ ∈ M∗ be a faithful
state. Recall the fact that for any φ ∈M∗, the function K0 ∋ t 7→ αt(φω) ∈ (Mω)∗
is continuous since αt(φ
ω) = αt(φ)
ω. Thus Ψ := {α−1t (ϕω) | t ∈ K0} is compact
in (Mω)∗, and we have supt∈K0 ‖Xn −X‖♯α−1t (ϕω) → 0 as n→∞.
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Let ε > 0. Then we can find n0 such that supt∈K0 ‖Xn0 − X‖♯α−1t (ϕω) < ε/3.
Fix representing sequences of Xn and X , (x
ν
n)ν and (x
ν)ν with ‖xνn‖, ‖xν‖ ≤ 1,
respectively. Then again by compactness of Ψ, there exists W1 ∈ ω such that
‖xνn0 − xν‖♯α−1t (ϕ) < ε/3 for all t ∈ K, ν ∈ W1.
Since Xn0 ∈Mωα, there exist a compact set K1 ⊂ K0, 0 < δ < 1 and W2 ∈ ω such
that µ(K0 \K1) < κ, and
‖αs(xνn0)− αt(xνn0)‖♯ϕ < ε/3 for all s, t ∈ K1, |s− t| < δ, ν ∈ W2.
Thus for s, t ∈ K1 with |s−t| < δ and ν ∈ W1∩W2, we have ‖αs(xν)−αt(xν)‖ϕ <
ε. This shows that X ∈Mωα since µ(E \K1) < 2κ. Hence Mωα is a von Neumann
algebra, and so is Mω,α = M
ω
α ∩Mω. 
We should note that M ⊂Mωα and Mω,α ⊂M′ ∩Mωα.
Suppose that an flow α fixes p ∈ MP. Denote the reduced flow by αp. It is
trivial that E ωαp ⊂ E ωα . By Lemma 2.9, we obtain the following result.
Corollary 3.11. Let M be a von Neumann algebra and α a flow on M. Suppose
that p ∈ MP is fixed by α. Then the (α, ω)-equicontinuous parts of (Mp)ω and
(Mp)ω are described as follows:
(Mp)
ω
αp = (M
ω
α)p, (Mp)ω,αp = (Mω,α)p.
The following result is a direct consequence of Lemma 3.8, and this shows that
the (α, ω)-equicontinuous parts Mωα and Mω,α are invariant under perturbation.
Lemma 3.12. If (α, c) be a Borel cocycle action of R on a von Neumann algebra
M. and (β, d) is a perturbation of (α, c) by a Borel unitary path. Then Mωα = M
ω
β
and Mω,α = Mω,β.
3.3. Flows on Mωα or Mω,α.
Lemma 3.13. Let M be a von Neumann algebra. The following statements hold:
(1) If α is a flow on M, then so is α on Mωα;
(2) If (α, c) is a Borel cocycle action of R on M, then α is a flow on Mω,α.
Proof. (1) Let ϕ ∈ M∗ be a faithful state. Since ϕω is faithful, {aϕω | a ∈ Mωα}
is dense in (Mωα)∗, the predual of M
ω
α. Then
‖αt(aϕω)− aϕω‖(Mωα)∗ ≤ ‖αt(a)(αt(ϕω)− ϕω)‖(Mωα)∗ + ‖(αt(a)− a)ϕω‖(Mωα)∗
≤ ‖a‖‖αt(ϕ)− ϕ‖M∗ + ‖αt(a)− a‖ϕω .
If t → 0, the last two terms converge to 0 because R ∋ t 7→ αt(a) is strongly
continuous for all a ∈Mωα by Proposition 3.5.
(2). Note that αsαt = αs+t on Z(M). Since the group homomorphism
α : R → Aut(Z(M)) is the composition of the Borel map α : R → Aut(M) and
the restriction Aut(M) → Aut(Z(M)), which is continuous, α is a Borel homo-
morphism that is in fact continuous because Aut(Z(M)) is Polish.
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Let ϕ ∈ M∗ be a faithful normal state and E : M → Z(M) be the conditional
expectation such that ϕ◦E = ϕ. We put χ := ϕ|Z(M). As in (1), {aϕω | a ∈Mω,α}
is dense in (Mω,α)∗. Using ϕω = χ ◦ τω on Mω, we have
‖αt(aϕω)− aϕω‖(Mω,α)∗ ≤ ‖a‖‖αt(χ)− χ‖Z(M)∗ + ‖αt(a)− a‖ϕω .
Since the first term in the right hand side converges to 0 as t → 0, it suffices to
show ‖αt(a)− a‖ϕω → 0 as t→ 0.
Let a ∈ Mω,α and (aν)ν a representing sequence. Since α is a flow on Z(M),
the set {αr(χ) ◦E | r ∈ [0, 1]} is compact in M∗. Then for any ε > 0, there exist
a compact set K ⊂ [0, 1] with µ(K) > 0, δ > 0 and W ∈ ω such that for s, t ∈ K
with |s− t| < δ and ν ∈ W , we have ‖αs(aν)−αt(aν)‖αr(χ)◦E < ε for all r ∈ [0, 1].
Letting ν → ω, we have ‖αs(a)− αt(a)‖αr(χ)◦τω ≤ ε. Then
‖αs−t(a)− a‖ϕω = ‖αs(a)− αt(a)‖αt(χ)◦τω ≤ ε for all s, t ∈ K, |s− t| < δ
because αsαt = αs+t onMω,α. Since the setK−K contains an open neighborhood
of 0, there exists δ′ > 0 such that if |t| < δ′, then ‖αt(a)− a‖ϕω ≤ ε. Therefore,
α is a flow on Mω,α. 
Let α be a flow on a von Neumann algebra M. For f ∈ L1(R) and x ∈M, we
let αf (x) :=
∫
R
f(t)αt(x) dt. The following result provides us with a method of
creating elements which belongs to Mωα though those may be trivial sequences.
Lemma 3.14. Let (xν)ν ∈ ℓ∞(M) and f ∈ L1(R). If α is a flow, then the
following statements hold:
(1) (αf(x
ν))ν ∈ E ωα ;
(2) If (xν)ν ∈ E ωα ∩Nω, then (αf(xν))ν ∈ E ωα ∩Nω;
(3) If (xν)ν ∈ Cω, then (αf(xν))ν ∈ Cω.
Proof. (1). Observe that αt(αf(x
ν)) − αf (xν) = αλtf−f (f), where (λtf)(s) =
f(s− t). Let C := supν ‖xν‖. Then
‖αt(αf(xν))− αf(xν)‖ ≤ C‖λtf − f‖1 for all ν ∈ N.
Hence (αf(x
ν))ν ∈ E ωα by Lemma 3.5.
(2). Suppose that (xν)ν ∈ E ωα ∩Nω. Let (yν)ν ∈ Tω. Then
yναf(x
ν) =
∫ ∞
−∞
f(t)yναt(x
ν) dt for all ν ∈ N.
By Lemma 3.3, yναt(x
ν)→ 0 compact uniformly in the strong topology as ν → ω.
This implies that yναf(x
ν)→ 0. Hence (αf(xν))ν ∈ Nω.
(3). Suppose that (xν)ν is ω-central. For ε > 0, take T > 0 such that ‖f −
f1[−T,T ]‖1 < ε. By Lemma 2.6, there exists W ∈ ω such that if ν ∈ W , then
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supt∈[−T,T ] ‖xνα−t(ξ)− α−t(ξ)xν‖ < ε. Then for any ξ ∈ H,
‖αf(xν)ξ − ξαf(xν)‖ ≤
∫
R
|f(t)|‖αt(xν)ξ − ξαt(xν)‖ dt
≤
∫ T
−T
|f(t)|‖xνα−t(ξ)− α−t(ξ)xν‖ dt
+
∫
[−T,T ]c
|f(t)|‖αt(xν)ξ − ξαt(xν)‖ dt
≤ ‖f‖1ε+ 2C‖ξ‖ε.
Hence (αf(x
ν))ν is ω-central. 
Lemma 3.15. Let x = πω((x
ν)ν) ∈ Mωα and f ∈ L1(R). If α is a flow, then
αf(x) = πω((αf(x
ν)ν)).
Proof. Put a := πω((αf(x
ν)ν)) that belongs to M
ω
α by the previous lemma. It
suffices to show that τω(ay) = τω(αf(x)y) for all y ∈ Mωα, where αf (x) is well-
defined by Lemma 3.13. On the one hand, we have
ϕ(αf(x
ν)yν) =
∫ ∞
−∞
f(t)ϕ(αt(x
ν)yν) dt for all ϕ ∈M∗, ν ∈ N.
By Lemma 3.3, ϕ(αt(x
ν)yν) → ϕ(τω(αt(x)y)) compact uniformly as ν → ω.
Hence
ϕ(τω(ay)) = lim
ν→ω
ϕ(αf(x
ν)yν) =
∫ ∞
−∞
f(t)ϕ(τω(αt(x)y)) dt.
On the other hand, the normality of the conditional expectation τω : Mωα →M
and the continuity of α on Mωα implies that
∫∞
−∞ f(t)τ
ω(αt(x)y) dt = τ
ω(αf (x)y).
Hence ϕ(τω(ay)) = ϕ(τω(αf(x)y)) for any ϕ ∈ M∗, and we have τω(ay) =
τω(αf(x)y). 
3.4. Connes spectrum of αω. We show the fast reindexation trick is applicable
to our interesting case. Namely, we will construct a reindexation map in the
(α, ω)-equicontinuous part Mωα. Our proof is almost in parallel with [52, Lemma
5.3], but we should be careful of a construction of that because a reindexation
map constructed in [52, Lemma 5.3] may not send given elements into Mωα nor
commute with αt for all t ∈ R.
Lemma 3.16 (Fast reindexation trick). Let α be a flow on a von Neumann
algebra M, and F ⊂Mω and N ⊂Mωα separable von Neumann subalgebras. Sup-
pose that N is α-invariant. Then there exists a faithful normal ∗-homomorphism
Φ: N →Mωα with the following properties:
(1) Φ = id on N ∩M;
(2) Φ(N ∩Mω,α) ⊂ F ′ ∩Mω,α;
(3) τω(Φ(a)x) = τω(a)τω(x) for all a ∈ N , x ∈ F ;
(4) αt ◦ Φ = Φ ◦ αt on N for all t ∈ R.
We call such Φ a fast reindexation map.
21
Proof. Let us introduce the same notations as the proof of [52, Lemma 5.3]. We
may suppose that M ⊂ N . For n ∈ N , we take finite subsets Nn ⊂ Nn+1 of N ,
Fn ⊂ Fn+1 of F , Mn ⊂ Mn+1 of M∗ and Bn ⊂ Bn+1 of B := {αt | t ∈ Q} such
that
• N˜ := ⋃nNn is a unital ∗-algebra over Q+ iQ, weakly dense in N ;
• N˜ is globally invariant by B;
• N˜ ∩M is weakly dense in M;
• N˜ ∩Mω,α is weakly dense in N ∩Mω,α;
• F˜ := ⋃n Fn is weakly dense in F ;
• ⋃nMn is norm dense in M∗;
• B = ⋃nBn.
For each x ∈ F ∪N , we choose a representing sequence (xν)ν such that for all
ν ∈ N and λ ∈ C, we have ‖xν‖ ≤ ‖x‖, (x∗)ν = (xν)∗, (λx)ν = λxν , and (xν)ν is
constant if x ∈M.
Let φ ∈ M∗ be a faithful state. For each x ∈ Mωα and n ∈ N, we find δn(x) >
δn+1(x) > 0 and a neighborhood Wn(x) ) Wn+1(x) of ω in N such that for all
y ∈M1 with ‖y‖♯φ < δn(x), we have ‖xνy‖♯φ + ‖yxν‖♯φ < 1/n for ν ∈ Wn(x).
For n ∈ N and ε > 0, take γn,ε > 0 such that the following set belongs to ω:
En,ε := {ν ∈ N | ‖αt(xν)− xν‖♯φ < ε, |t| ≤ γn,ε, x ∈ Nn}
For n ≥ 1, we choose p(n) ∈ N such that p(n) ≥ n and
• p(n) ∈ ⋂x∈Nn Wn(x) ∩⋂nm=1Em,1/m;
• ‖xp(n)yp(n) − (xy)p(n)‖♯φ < 1/n for x, y ∈ Nn;
• ‖[xp(n), an]‖♯φ < 1/n for x ∈ Nn ∩Mω,α, a ∈ Fn;
• |ψ(anxp(n))− ψ(anτω(x))| < 1/n for x ∈ Nn, a ∈ Fn, ψ ∈Mn;
• ‖β(xp(n))− (βω(x))p(n)‖♯φ < 1/n for x ∈ Nn, β ∈ Bn.
Letting Φ(x) = πω((x
p(n))n) for x ∈ N˜ , we obtain a faithful normal ∗-
homomorphism Φ: N →Mω which satisfies (1), (2) and (3), and commutes with
αt for t ∈ Q. We will check that Φ(N) is contained in the (α, ω)-equicontinuous
part. Let ε > 0 and x ∈ Nm. Take a large mε ∈ N such that 1/mε < ε and
m ≤ mε. Then
{n ∈ N | n ≥ mε, ‖αt(xp(n))− xp(n)‖♯φ < ε, |t| ≤ γmε,1/mε} = [mε,∞) ∩ N.
Indeed, let n ≥ mε. Then p(n) ∈ Emε,1/mε . It turns out that ‖αt(xp(n))−xp(n)‖♯φ <
1/mε < ε for all |t| ≤ γmε,1/mε since x ∈ Nmε . This implies that (xp(n))n is (α, ω)-
equicontinuous, and Φ(x) ∈ Mωα for x ∈ Nm. Since Φ is normal, we see that Φ
maps N into Mωα.
Then the commutativity Φ ◦αt = αt ◦Φ holds for all t ∈ R since α is a flow on
Mωα by Lemma 3.13. 
Lemma 3.17. Let α be a flow on a von Neumann algebra M. Then the following
statements hold:
(1) Γ(α|Mω,α) ⊂ Γ(α);
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(2) If α is centrally ergodic, then Sp(α|Mω,α) = Γ(α|Mω,α). In particular,
Sp(α|Mω,α) is the annihilator group of ker(α|Mω,α).
Proof. (1). By Lemma 3.14 and 3.15, if f ∈ L1(R) satisfies αf = 0 on M, then
αf = 0 onMω,α. Hence Sp(α|Mω,α) ⊂ Sp(α). Applying this observation to αe with
a projection e ∈ Mα, we have Sp(αe|(Me)ω,αe ) ⊂ Sp(αe). By Corollary 3.11, we
have the natural identification (Mω,α)e = (Me)ω,αe . Thus Sp(α|(Mω,α)e) ⊂ Sp(αe).
Let z be the central support projection of e in Mω,α. Then z is fixed by α,
and the map (Mω,α)z ∋ x 7→ xe ∈ (Mω,α)e is an isomorphism. Obviously, this
intertwines the flows coming from α. Hence,
Γ(α|Mω,α) ⊂ Sp(α|(Mω,α)z) = Sp(α|(Mω,α)e) ⊂ Sp(αe).
Since e is arbitrary, we have Γ(α|Mω,α) ⊂ Γ(α).
(2). Let p ∈ Sp(α|Mω,α), ε > 0 and T > 0 be given. Then there exists a
non-zero x ∈ Mω,α such that ‖αt(x) − eiptx‖ < ε‖x‖ for all t ∈ [−T, T ]. Let
f ∈ (Mω,α)α be a non-zero projection, N := {αt(x) | t ∈ R}′′ and F = {f}′′.
Take a fast reindexation map Φ: N → F ′∩Mω,α as in the previous lemma. Since
α is centrally ergodic, τω(f) ∈ Z(M)α = C. This implies ‖Φ(a)f‖2 = ‖a‖2‖f‖2
for all a ∈ N . Hence the ∗-homomorphism N ∋ a 7→ Φ(a)f is faithful, and we
have ‖Φ(a)f‖ = ‖a‖. Thus for t ∈ [−T, T ], we obtain
‖αt(Φ(x)f)− eiptΦ(x)f‖ = ‖Φ(αt(x)− eiptx)f‖
= ‖αt(x)− eiptx‖
< ε‖x‖ = ε‖Φ(x)f‖.
This means p ∈ Sp(αf |Mω,α). Therefore p ∈ Γ(α|Mω,α). 
In particular, if α is a flow on a factor M with Γ(α) = {0}, then Γ(α|Mω,α) =
{0}, that is, α = id on Mω,α. We do not know whether the converse holds or not
for injective factors.
Proposition 3.18. Let α be a centrally ergodic flow on a von Neumann algebra
M. If Γ(α) = {0} and 0 is isolated in Sp(α), then any element in Mω,α is
represented by a sequence in Mα.
Proof. Let x = πω((x
ν)ν) ∈ Mω,α. By the previous lemma, αt(x) = x for all
x ∈ R. Since 0 is isolated in Sp(α), there exists a non-negative f ∈ L1(R) such
that αf gives a faithful normal conditional expectation from M onto M
α. By
Lemma 3.15, we have x = αf (x) = πω((αf(x
ν))ν). 
3.5. Lift of Borel unitary path. In this subsection, we solve the problem
concerning a lift of a Borel unitary path U : R → Mωα in Lemma 3.21. A Borel
path U : R→Mωα means that {U(t) | t ∈ R} generates a separable von Neumann
subalgebra, and U is a Borel map into it.
Lemma 3.19. Let M be a von Neumann algebra, φ ∈ M∗ a state and u ∈ MU.
Then ‖eθLog(u) − 1‖φ ≤
√
2‖u − 1‖1/2φ for |θ| ≤ 1, where Log eix = ix for −π ≤
x < π.
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Proof. Let u =
∫ π
−π e
iλ dE(λ) be the spectral decomposition on the torus R/2πZ =
[−π, π), and ε := ‖u− 1‖φ ≤ 2. Then we have
ε2 =
∫ π
−π
|eiλ − 1|2 dφ(E(λ)) =
∫ π
−π
4 sin2(λ/2) dφ(E(λ)).
Thus if we set Aε := {λ ∈ [−π, π) | sin(λ/2) ≥ ε1/2}, then we have φ(E(Aε)) ≤
ε/4. Using Log(u) =
∫ π
−π iλ dE(λ) and e
θ Log(u) =
∫ π
−π e
iθλ dE(λ), we have
‖eθ Log(u) − 1‖2φ =
∫ π
−π
|eiθλ − 1|2 dφ(E(λ)) =
∫ π
−π
4 sin2(θλ/2) dφ(E(λ))
=
∫
Aε
4 sin2(θλ/2) dφ(E(λ)) +
∫
Acε
4 sin2(θλ/2) dφ(E(λ))
≤ 4φ(E(Aε)) +
∫
Acε
4 sin2(λ/2) dφ(E(λ))
≤ 4φ(E(Aε)) +
∫ π
−π
4 sin2(λ/2) dφ(E(λ))
= 4φ(E(Aε)) + ε
2.
If ε ≤ 1, then 4φ(E(Aε)) ≤ ε. If ε > 1, then Aε = ∅, and φ(E(Aε)) = 0. As a
result, we obtain ‖eθLog(u) − 1‖2φ ≤ 2ε in both cases. 
Lemma 3.20. Let t1, . . . , tn ∈ R with t1 < t2 < · · · < tn. Suppose that unitaries
u1, . . . , un ∈ M are given. If for ε > 0 and a faithful state φ ∈ M∗, we have
‖uj −uj+1‖♯φ < ε for j = 1, . . . , n− 1, then there exists a continuous unitary path
u : [t1, tn] → M such that u(tj) = uj for all j, and ‖u(t) − u(tj)‖♯φ <
√
2ε1/2 for
t ∈ [tj , tj+1]. If moreover, we have ‖ui−uj‖♯φ < ε for all i, j, then ‖u(s)−u(t)‖♯φ <
4ε1/2 for all s, t ∈ [t1, tn].
Proof. Let 1 ≤ j ≤ n − 1. Set vj(θ) := uj exp(θ Log(u∗juj+1)) for θ ∈ [0, 1]. The
previous lemma implies the following:
‖vj(θ)− uj‖φ = ‖ exp(θ Log(u∗juj+1))− 1‖φ ≤
√
2‖uj − uj+1‖1/2φ ,
and
‖vj(θ)∗ − u∗j‖φ = ‖eθ Log(u
∗
j+1uj)u∗j − u∗j‖φ = ‖u∗jeθ Log(uju
∗
j+1) − u∗j‖φ
= ‖eθ Log(uju∗j+1) − 1‖φ
≤
√
2‖u∗j − u∗j+1‖1/2φ .
Hence
‖vj(θ)− uj‖♯φ ≤
√
2(‖uj − uj+1‖♯φ)1/2 <
√
2ε1/2.
Then vj : [0, 1]→MU is strongly continuous and vj(0) = uj and v(1) = uj+1. By
connecting vj ’s, we have a desired path u(t). The last statement is verified by
using the triangle inequality. 
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Lemma 3.21 (Lift of Borel unitary path). Let α : R→ Aut(M) be a Borel map.
Let U : R → Mωα be a Borel unitary path. Then for any Borel set E ⊂ R with
0 < µ(E) < ∞ and ε > 0, there exist a compact set K ⊂ E and a sequence
(u(t)ν)ν for t ∈ E such that
• πω((u(t)ν)ν) = U(t) for almost every t ∈ E, and the equality holds for all
t ∈ K;
• µ(E \K) < ε;
• For all ν ∈ N, the map E ∋ t 7→ u(t)ν is Borel, and the map K ∋ t 7→
u(t)ν is strongly continuous;
• the family {K ∋ t 7→ u(t)ν ∈M}ν is ω-equicontinuous.
Proof. By Lemma 9.1, we have a compact set K ⊂ E such that µ(E \ K) < ε
and U is continuous on K. Continuing this process, we get a mutually disjoint
series of compact sets K = K0, K1, . . . ⊂ E such that µ(E \
⋃
j Kj) = 0 and U is
continuous on each Kj . By lifting piecewise, we see that it suffices to show the
existence of a continuous lift for U : K →Mωα.
We may and do assume that K ⊂ [0, 1] by changing the variable of U(t). Let
ϕ ∈ M∗ be a faithful state. For each t ∈ K, we choose a representing unitary
sequence (U˜(t)ν)ν of U(t). Then for each k ∈ N, we can construct by induction
Nk ∈ N (N0 := 1), Fk ∈ ω (F0 := N) and a finite set Ak ⊂ K (A0 := ∅) with the
following properties:
• If s, t ∈ K satisfies |s− t| ≤ 1/Nk, then ‖U(s)− U(t)‖♯ϕω < 1/2k;
• Nk > Nk−1 and 2/Nk + 1/(2Nk−1) < 1/Nk−1;
• [k,∞) ⊃ Fk−1 ) Fk;
• Ak := {akj , bkj}Nk−1j=0 ∪Ak−1, where
akj := min[j/Nk, (j + 1)/Nk] ∩K, bkj := max[j/Nk, (j + 1)/Nk] ∩K;
• If s, t ∈ Ak and ν ∈ Fk, then
‖U˜(s)ν − U˜(t)ν‖♯ϕ ≤ ‖U(s)− U(t)‖♯ϕω + 1/2k. (3.6)
Note that ∆kj := [j/Nk, (j +1)/Nk]∩K may be empty, and aj , bj are not defined
in this case. Since |s− t| ≤ 1/Nk for s, t ∈ Ak ∩ [akj , bkj ], we have
‖U˜(s)ν − U˜(t)ν‖♯ϕ ≤ ‖U(s)− U(t)‖♯ϕω + 1/2k < 1/k for all ν ∈ Fk.
Applying Lemma 3.20 to Ak ∩ [akj , bkj ] for each j, U˜(t)ν and ε := 1/k, we obtain
a continuous unitary path U(t)k,ν on
⋃
j [a
k
j , b
k
j ] such that U(t)
k,ν = U˜(t)ν for all
t ∈ ⋃j Ak ∩ [akj , bkj ] = Ak, and
‖U(s)k,ν − U(t)k,ν‖♯ϕ ≤ 4/k1/2 for all s, t ∈ [akj , bkj ], ν ∈ Fk. (3.7)
Put u(t)ν := U(t)k,ν for ν ∈ Fk \ Fk+1 and t ∈ K. We show {K ∋ t 7→ u(t)ν}ν
is ω-equicontinuous. Let s, t ∈ K with |s− t| < 1/2Nk and ν ∈ Fk. Take m ≥ k
with ν ∈ Fm \Fm+1. Let s0, t0 ∈ Am be the nearest points from s, t, respectively.
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Then we have
‖u(s)ν − u(t)ν‖♯ϕ
≤ ‖U(s)m,ν − U(s0)m,ν‖♯ϕ + ‖U˜(s0)ν − U˜(t0)ν‖♯ϕ + ‖U(t0)m,ν − U(t)m,ν‖♯ϕ
≤ 4/m1/2 + ‖U˜(s0)ν − U˜(t0)ν‖♯ϕ + 4/m1/2 by (3.7)
≤ 8/k1/2 + ‖U(s0)− U(t0)‖♯ϕω + 1/m by (3.6).
Since
|s0 − t0| ≤ |s0 − s|+ |s− t|+ |t− t0| ≤ 1/Nm + 1/(2Nk) + 1/Nm ≤ 1/Nk,
we have ‖U(s0)− U(t0)‖♯ϕω < 1/k, and
‖u(s)ν − u(t)ν‖♯ϕ ≤ 8/k1/2 + 1/k + 1/k ≤ 10/k1/2.
Thus {K ∋ t 7→ u(t)ν}ν is ω-equicontinuous, and the function K ∋ t 7→
πω((u(t)
ν)ν) ∈ Mω is continuous. Since u(t)ν = U˜(t)ν for all t ∈ Ak and ν ∈ Fk,
πω((u(t)
ν)ν) = U(t) for all t ∈
⋃
k Ak. It is clear that
⋃
k Ak is dense in K, and
we have πω((u(t)
ν)ν) = U(t) for all t ∈ K. 
We close this section with the following three lemmas.
Lemma 3.22. Let K1, K2 ⊂ R be compact sets. Let α : R→ Aut(M) be a Borel
map and {wν : K2 →M}ν a family of continuous maps. Suppose that
• α is continuous on K1;
• {K1 ∋ s 7→ αs(w(t)ν)}ν is ω-equicontinuous for each t ∈ K2;
• {K2 ∋ t 7→ w(t)ν}ν is ω-equicontinuous.
Then {K1 ×K2 ∋ (s, t) 7→ αs(wν(t))}ν is ω-equicontinuous.
Proof. Let ε > 0 and ξ ∈ H a cyclic and separating vector for M. Set Ψ :=
{α−1s (ξ) | s ∈ K1} that is a compact set. By Lemma 3.2, there exist δ > 0 and
W1 ∈ ω such that for all t, t′ ∈ K2 with |t− t′| < δ, ν ∈ W1 and η ∈ Ψ, we have
‖(w(t)ν − w(t′)ν)η‖ < ε, ‖η(w(t)ν − w(t′)ν)‖ < ε. (3.8)
Take {t1, . . . , tN} in K2 such that each t ∈ K2 has ti with |t− ti| < δ. By the
second condition, there exist δ′ > 0 and W2 ∈ ω such that for all s, s′ ∈ K1 with
|s− s′| < δ′, ν ∈ W2 and i = 1, . . . , N , we have
‖(αs(w(ti)ν)− αs′(w(ti)ν))ξ‖ < ε, ‖ξ(αs(w(ti)ν)− αs′(w(ti)ν))‖ < ε. (3.9)
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Now let s, s′ ∈ K1 and t, t′ ∈ K2 with |s− s′| < δ′ and |t− t′| < δ. Take ti such
that |t′ − ti| < δ. Then for ν ∈ W1 ∩W2, we obtain
‖(αs(w(t)ν)− αs′(w(t′)ν))ξ‖ ≤ ‖(αs(w(t)ν)− αs(w(t′)ν))ξ‖
+ ‖(αs(w(t′)ν)− αs(w(ti)ν))ξ‖
+ ‖(αs(w(ti)ν)− αs′(w(ti)ν))ξ‖
+ ‖(αs′(w(ti)ν)− αs′(w(t′)ν))ξ‖
≤ ‖(w(t)ν − w(t′)ν)α−1s (ξ)‖
+ ‖(w(t′)ν − w(ti)ν)α−1s (ξ)‖
+ ε by (3.9)
+ ‖(w(ti)ν − w(t′)ν)α−1s′ (ξ)‖
≤ 4ε by (3.8).
Similarly, we obtain
‖ξ(αs(w(t)ν)− αs′(w(t′)ν))‖ < 4ε.
Hence we are done. 
Lemma 3.23. Let α : R → Aut(M) be a Borel map and C ⊂ R a compact set.
Suppose that {C ∋ t 7→ x(t)ν ∈ M}ν is ω-equicontinuous and (x(t)ν)ν ∈ E ωα for
all t ∈ C. Then for all κ > 0 and Borel set E ⊂ R with 0 < µ(E) < ∞, there
exists a compact set L ⊂ E such that
• µ(E \ L) < κ;
• α is continuous on L;
• {L ∋ s 7→ αs(x(t)ν)}ν is ω-equicontinuous for all t ∈ C.
Proof. Take an increasing sequence of finite sets C1 ⊂ C2 ⊂ · · ·C such that their
union is dense in C. Then for each n ∈ N, we can find a compact set Ln ⊂ E
such that
• µ(E \ Ln) < κ/2n+1;
• α is continuous on Ln;
• {L ∋ s 7→ αs(x(t)ν)}ν is ω-equicontinuous for all t ∈ Cn.
Set L :=
⋂
n Ln. Then µ(E \ L) ≤
∑
n κ/2
n+1 < κ, and α is continuous on L.
We will check the third condition. Let ξ ∈ H be a cyclic and separating vector.
Let ε > 0 and Ψ := {α−1s (ξ) | s ∈ L} that is compact. Then there exist δ > 0
and W ∈ ω such that if t, t′ ∈ C with |t′ − t| < δ and ν ∈ W , then
‖(x(t)ν − x(t′)ν)ζ‖+ ‖ζ(x(t)ν − x(t′)ν)‖ < ε for all ζ ∈ Ψ. (3.10)
Fix t ∈ C and take t0 ∈ Cn with |t − t0| < δ. Then by (α, ω)-equicontinuity,
we have δ′ > 0 and W ′ ∈ ω such that if s, s′ ∈ L with |s − s′| < δ′ and ν ∈ W ′,
then
‖(αs(x(t0)ν)− αs′(x(t0)ν))ξ‖+ ‖ξ(αs(x(t0)ν)− αs′(x(t0)ν))‖ < ε. (3.11)
27
Then for all s, s′ ∈ L with |s− s′| < δ′ and ν ∈ W ∩W ′,
‖(αs(x(t)ν)− αs′(x(t)ν))ξ‖ ≤ ‖(αs(x(t)ν)− αs(x(t0)ν))ξ‖
+ ‖(αs(x(t0)ν)− αs′(x(t0)ν))ξ‖
+ ‖(αs′(x(t0)ν)− αs′(x(t)ν))ξ‖
< ‖(x(t)ν − x(t0)ν)α−1s (ξ)‖
+ ε by (3.11)
+ ‖(x(t0)ν − x(t)ν)α−1s′ (ξ)‖
< 3ε by (3.10).
In a similar way, we obtain ‖ξ(αs(x(t)ν) − αs′(x(t)ν))‖ < 3ε. Hence {L ∋ s 7→
αs(x(t)
ν)}ν is ω-equicontinuous. 
Lemma 3.24. Let (α, c) be a Borel cocycle action of R on M. Suppose that
U : R→ Mωα is a Borel unitary path. Then for any T > 0, δ > 0 with 0 < δ < 1
and finite set Φ ⊂ M+∗ , there exist a compact set K ⊂ [−T, T ] × [−T, T ] and a
lift (u(t)ν)ν of U as in Lemma 3.21 such that
• µ(K) ≥ 4T 2(1− δ);
• {K ∋ (t, s) 7→ u(t)ναt(u(s)ν)c(t, s)(u(t+ s)ν)∗}ν is ω-equicontinuous;
• The following limit is the uniform convergence on K for all ϕ ∈ Φ:
lim
ν→ω
‖u(t)ναt(u(s)ν)c(t, s)(u(t+s)ν)∗−1‖♯ϕ = ‖U(t)αt(U(s))c(t, s)U(t+s)∗−1‖♯ϕω .
Proof. Let η := δ/6, k ∈ N. Take a compact set C ⊂ [−2T, 2T ] for U(t) as
in Lemma 3.21, that is, µ(C) ≥ 4T (1 − η), µ(C ∩ [−T, T ]) ≥ 2T (1 − η) and
{C ∋ t 7→ u(t)ν}ν is ω-equicontinuous.
By the previous lemma, we have a compact subset L ⊂ [−T, T ] such that
µ(L) ≥ 2T (1−η), L ∋ t 7→ αt ∈ Aut(M) is continuous and {L ∋ t 7→ αt(u(s)ν)}ν
is ω-equicontinuous for all s ∈ C. Then µ(C ∩ L) ≥ 2T (1− 2η), and the family
{L× C ∋ (t, s) 7→ αt(u(s)ν)}ν is ω-equicontinuous by Lemma 3.22.
Next we consider the Borel map [−T, T ]2 ∋ (t, s) 7→ c(t, s) ∈ MU. Take a
compact subset M ⊂ [−T, T ]2 such that µ(M) ≥ 4T 2(1− η), and c is continuous
on M as before.
Note that the map C × C ∋ (t, s) 7→ u(t + s)ν may not be ω-equicontinuous.
Let f(t, s) = t + s on [−T, T ]2 and set the compact set N := f−1(C). Then
{N ∋ (t, s) 7→ u(t+ s)ν}ν is ω-equicontinuous, and we have
µ(N c ∩ [−T, T ]2) =
∫ T
−T
dt
∫ T
−T
ds 1{(t,s)|t+s∈Cc∩[−2T,2T ]}(t, s)
=
∫ T
−T
µ((Cc ∩ [−2T, 2T ]− t) ∩ [−T, T ]) dt
≤
∫ T
−T
µ(Cc ∩ [−2T, 2T ]− t) dt
= 2Tµ(Cc ∩ [−2T, 2T ]) ≤ 8T 2η.
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Now we set the compact subset K in [−T, T ]2 as follows:
K := ((C ∩ L)× C) ∩M ∩N.
Then
µ(Kc ∩ [−T, T ]2) = µ ((((C ∩ L)× C) ∩ [−T, T ]2)c ∪M c ∪N c)
≤ 4T 2 − µ ((C ∩ L)× (C ∩ [−T, T ])) + 4T 2η + 8T 2η
= 4T 2 − µ(C ∩ L)µ(C ∩ [−T, T ]) + 12T 2η
≤ 4T 2 − 2T (1− 2η) · 2T (1− η) + 12T 2η
= 4T 2η(6− 2η) < 24T 2η = 4T 2δ.
Then {K ∋ (t, s) 7→ u(t)ναt(u(s)ν)c(t, s)(u(t + s)ν)∗}ν is ω-equicontinuous by
Lemma 3.6, and we have the uniform convergence stated in Lemma 3.3. 
4. Rohlin flows
4.1. Rohlin flows. In [37], Kishimoto has introduced the notion of the Rohlin
property for flows on C∗-algebras. This property has been defined also for fi-
nite von Neumann algebras by Kawamuro [35]. Following their works, we will
introduce the Rohlin property for a Borel cocycle action.
Definition 4.1. Let (α, c) be a Borel cocycle action of R on a separable von
Neumann algebra M. We will say that α has the Rohlin property if for any
p ∈ R, there exists a unitary v ∈Mω,α such that αt(v) = eiptv for all t ∈ R.
A flow α with Rohlin property is simply called a Rohlin flow. We call the
unitary v in the above a Rohlin unitary for p ∈ R. By definition, αt is centrally
non-trivial if t 6= 0. Therefore, any full factor does not admit a Rohlin flow.
Several examples are investigated in Section 6.
Lemma 3.17 implies the following result.
Lemma 4.2. If α is a Rohlin flow on a factor, then Γ(α) = R.
Thus it is natural to ask if an outer flow with full Connes spectrum on the
injective type II1 factor has the Rohlin property or not. This problem has been
open so far. See Section 8 for related problems.
We remark that there does not exist a strongly continuous path R ∋ p 7→
wp ∈ Mω,α such that αt(wp) = eiptwp when M is a factor. Indeed, τω gives
an α-invariant inner product on Mω,α, and {wp}p is an orthonormal system. In
particular, this spans a non-separable Hilbert space.
Lemma 3.12 implies the stability of the Rohlin property under cocycle pertur-
bation.
Lemma 4.3. If a Borel cocycle action of R on a von Neumann algebra has the
Rohlin property, then so does its any perturbation.
The following result states a sequence-version of the definition of the Rohlin
property.
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Lemma 4.4. Let α be a flow on a von Neumann algebra M. Then the following
statements hold:
(1) α has the Rohlin property;
(2) For any p ∈ R, there exists a unitary central sequence (vν)ν such that
αt(v
ν)− eiptvν → 0 compact uniformly in the strong topology as ν →∞;
(3) For any p ∈ R, there exists a unitary central sequence (vν)ν such that for
each t ∈ R, one has αt(vν)− eiptvν → 0 in the strong topology as ν →∞.
Proof. (1)⇒(2). Let p ∈ R. Take a unitary v ∈ Mω,α with αt(v) = eiptv. Let
(vν)ν be a unitary representing sequence of v.
Take a compact set K ⊂ R with µ(K) > 0 such that K = −K, α|K is
continuous and {K ∋ t 7→ αt(vν)}ν is ω-equicontinuous.
Let ξ ∈ H be a cyclic and separating vector for M. Then it turns out that
sups,t∈K ‖(αt(vν) − eiptvν)αs(ξ)‖ converges to 0 as ν → ω by Lemma 3.3 and
the compactness of {αs(ξ) | s ∈ K}. By taking an appropriate subsequence, we
may and do assume that (vν)ν is central, and sups,t∈K ‖(αt(vν) − eiptvν)αs(ξ)‖
converges to 0 as ν →∞. Let s, t ∈ K. Then
‖(αs−t(vν)− eip(s−t)vν)ξ‖ = ‖αs(α−t(vν)− e−iptvν)ξ‖+ ‖e−ipt(αs(vν)− eipsvν)ξ‖
= ‖(α−t(vν)− e−iptvν)α−s(ξ)‖+ ‖(αs(vν)− eipsvν)ξ‖.
Hence
lim
ν→∞
sup
s,t∈K
‖(αs−t(vν)− eip(s−t)vν)ξ‖ = 0.
Let δ > 0 with (−δ, δ) ⊂ K − K. Then we have sup|t|≤δ ‖(αt(vν) − eiptvν)ξ‖
converges to 0 as ν → ∞. From this fact, we can deduce that the uniform
convergence on any compact sets.
(2)⇒(3). This implication is trivial.
(3)⇒(1). Let p ∈ R, and take such a sequence (vν)ν . Let ξ ∈ H. Then for
each t ∈ R, we obtain
‖ξ(αt(vν)− eiptvν)‖ ≤ ‖[ξ, αt(vν)]‖+ ‖(αt(vν)− eiptvν)ξ‖+ ‖[vν, ξ]‖
= ‖[α−t(ξ), vν]‖+ ‖(αt(vν)− eiptvν)ξ‖+ ‖[vν , ξ]‖,
which converges to 0 since (vν)ν is central. Thus we have the strong∗ convergence
αt(v
ν)− eiptvν → 0 as ν →∞. Let f(t) = e−ipt1[0,1](t) ∈ L1(R). Then we have
‖(αf(vν)− vν)ξ‖ ≤
∫ 1
0
‖(αt(vν)− eiptvν)ξ‖ dt,
which converges to 0 as ν →∞ by the dominated convergence theorem. Likewise,
we obtain ‖ξ(αf(vν) − vν)‖ → 0 as ν → ∞. Thus (vν)ν belongs to E ωα ∩ Cω by
Lemma 3.7 and 3.14. Hence v := πω((v
ν)ν) ∈Mω,α satisfies αt(v) = eiptv. 
4.2. Invariant approximate innerness. We investigate a relation between the
Rohlin property and the invariant approximate innerness.
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Definition 4.5. Let α be a flow on a von Neumann algebra M. We will say that
α is invariantly approximately inner if for any T ∈ R, there exists a sequence of
unitaries (wν)ν in M such that
• αT = limν→∞Adwν in Aut(M);
• ‖(αt(wν) − wν)ξ‖ + ‖ξ(αt(wν) − wν)‖ → 0 compact uniformly for t ∈ R
as ν →∞ for all ξ ∈ H.
Lemma 4.6. Let α be a flow on a von Neumann algebra M. Then the following
statements are equivalent:
(1) α is invariantly approximately inner;
(2) For any T ∈ R, there exists a sequence of unitaries (wν)ν in M such that
• αT = limν→∞Adwν in Aut(M);
• ‖(αt(wν)−wν)ξ‖+ ‖ξ(αt(wν)−wν)‖ → 0 for each t ∈ R and ξ ∈ H
as ν →∞.
(3) For any T ∈ R, there exists a unitary w ∈Mωα such that
• αT (x) = wxw∗ for all x ∈M;
• αt(w) = w for all t ∈ R;
Proof. (1)⇒(2). This implication is trivial.
(2)⇒(3). Take such a sequence (wν)ν . Then as in the proof of Lemma 4.4,
we can show that (wν)ν ∈ E ωα . Since Adwν → αT in Aut(M), (wν)ν normalizes
Tω. Thus we can consider a unitary w := πω((wν)ν) in Mωα which satisfies the
required properties.
(3)⇒(1). We suppose that the conditions of (2) are fulfilled. Let (wν)ν be a
unitary representing sequence of w. Let T > 0, ε > 0 and Φ ⊂ H a finite set. By
(α, ω)-equicontinuity, there exist N ∈ N and W1 ∈ ω such that if s, t ∈ [−T, T ]
satisfies |s− t| < T/N and ν ∈ W1, then
‖(αs(wν)− αt(wν))ξ‖ < ε, ‖ξ(αs(wν)− αt(wν))‖ < ε for all ξ ∈ Φ.
Put tj := jT/N , j = −N, . . . , N . Since αt(w) = w, there exists W2 ∈ ω such
that if ν ∈ W2, then
‖(αtj (wν)− wν)ξ‖ < ε, ‖ξ(αtj (wν)− wν)‖ < ε for all j = −N, . . . , N, ξ ∈ Φ.
Let t ∈ [−T, T ] and take tj with |t− tj | < T/N . If ν ∈ W1 ∩W2, then
‖(αt(wν)− wν)ξ‖ ≤ ‖(αt(wν)− αtj (wν))ξ‖+ ‖(αtj (wν)− wν)ξ‖
< 2ε.
Likewise, we obtain ‖ξ(αt(wν) − wν)‖ < 2ε for ξ ∈ Φ, t ∈ [−T, T ] and ν ∈
W1 ∩ W2. Then an appropriate subsequence of wν satisfies the condition of
Definition 4.5. 
Lemma 4.7. The invariant approximate innerness is stable under cocycle per-
turbation.
Proof. Let α be an invariantly approximately inner flow on a von Neumann al-
gebra M. Let v be an α-cocycle. For T ∈ R, take a unitary w ∈ Mωα such that
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αT (x) = wxw
∗ for x ∈M and w is fixed by α. We set u := vTw that belongs to
Mωα = M
ω
αv . Then α
v
T (x) = uxu
∗, and
αvt (u) = vtαt(vT )αt(w)v
∗
t = vt+Twv
∗
t = vt+TαT (v
∗
t )w = u.
By the previous lemma, αv is invariantly approximately inner. 
Lemma 4.8. Let α be a flow on a von Neumann algebra M and p ∈ R. Suppose
that there exists a unitary central sequence (vν)ν in M such that for each t ∈ R,
limν→∞(αt(vν)− eiptvν) = 0 in the strong topology. Then αˆp = limν→∞Ad πα(vν)
in Aut(M⋊α R).
Proof. Set N := M ⋊α R and e−p ∈ Cb(R) defined by e−p(t) := e−ipt. Then
πα(v
ν) − vν ⊗ e−p → 0 in the strong topology in M ⊗ B(L2(R)). Indeed, let
ξ ∈ H and f ∈ L2(R). Then
‖(πα(vν)− vν ⊗ e−p)(ξ ⊗ f)‖2 =
∫
R
|f(t)|2‖(α−t(vν)− e−iptvν)ξ‖2 dt,
which converges to 0 by the dominated convergence theorem. Thus for φ ∈ M∗
and ψ ∈ B(L2(R))∗,
‖πα(vν)(φ⊗ ψ)πα((vν)∗)− vνφ(vν)∗ ⊗ e−pψe∗−p‖ → 0.
Since (vν)ν is central, we have
‖πα(vν)(φ⊗ ψ)πα((vν)∗)− φ⊗ e−pψe∗−p‖ → 0.
This means Ad πα(v
ν) → Ad (1 ⊗ e−p) in Aut(M ⊗ B(L2(R))). Since αˆp =
Ad (1⊗ e−p) on N, we have Ad πα(vν)→ αˆp in Aut(N). 
Remark 4.9. In the proof above, we have used the following fact. Let N ⊂
M be an inclusion of von Neumann algebras. Denote by Aut(M,N) the set
of automorphisms α on M such that α(N) = N. It is fairly easy to see that
Aut(M,N) is a closed subgroup of Aut(M) with respect to the u-topology. Then
the map Aut(M,N) ∋ α 7→ α|N ∈ Aut(N) is continuous.
Indeed, let α, β ∈ Aut(M,N). Take ϕ ∈ N∗ and its normal extension ψ ∈M∗.
Then trivially, ‖α(ϕ)− β(ϕ)‖N∗ ≤ ‖α(ψ)− β(ψ)‖M∗ . This shows the continuity.
We recall the modular conjugation of M⋊α R introduced in [18, Lemma 2.8]:
(J˜ξ)(s) = Jα−s(ξ(−s)) for ξ ∈ H ⊗ L2(R).
Lemma 4.10. Let α be a flow on a von Neumann algebra M and p ∈ R. Suppose
that there exists a sequence of unitaries (wν)ν in M such that αp = limν→∞Adwν
in Aut(N) and αt(w
ν) − wν → 0 as ν → ∞ in the strong∗ topology for each
t ∈ R. Then the sequence (vν)ν defined by vν := λα(p)∗πα(wν) is central in
M⋊αR, and belongs to E
ω
αˆ . In particular, one has αˆt(v) = e
iptv for t ∈ R putting
v := πω((v
ν)ν).
Proof. We will check that (vν)ν is central. As in the proof of the previous lemma,
we can show that πα(w
ν)−wν ⊗ 1→ 0 as ν →∞ in the strong∗ topology. Then
for all η ∈ H and f ∈ L2(R), we have
lim sup
ν→∞
‖vν(η⊗f)−(η⊗f)vν‖ = lim sup
ν→∞
‖λα(p)∗(wνη⊗f)−(η⊗f)λα(p)∗πα(wν)‖
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The right hand side equals 0. Indeed,
‖λα(p)∗(wνη ⊗ f)− (η ⊗ f)λα(p)∗πα(wν)‖
= ‖wνη ⊗ λ(p)∗f − J˜πα(wν)∗λα(p)J˜(η ⊗ f)‖
= ‖wνη ⊗ λ(p)∗f − αp(η)wν ⊗ ρ(p)f‖
= ‖wνη − αp(η)wν‖‖f‖,
where we have used J˜λα(p)J˜ = Uα(p) ⊗ ρ(p) and J˜πα(x∗)J˜ = Jx∗J ⊗ 1 for all
p ∈ R and x ∈ M. Hence (vν)ν is central. Since αˆt(vν) = eiptvν for all ν ∈ N,
(vν)ν belongs to E
ω
αˆ . Thus v = πω((v
ν)ν) ∈ (M⋊α R)ω,αˆ and αˆt(v) = eiptv. 
The following result is the von Neumann algebra version of [39, Theorem 1.3].
This states that the Rohlin property and the invariantly approximate innerness
are mutually dual notions. See [25, Lemma 3.8] for the corresponding result in
the case of finite group actions on C∗-algebras.
Theorem 4.11. Let α be a flow on a von Neumann algebra M. Then the fol-
lowing statements hold:
(1) α has the Rohlin property if and only if αˆ is invariantly approximately
inner;
(2) α is invariantly approximately inner if and only if αˆ has the Rohlin prop-
erty.
Proof. (1). Set N := M⋊αR. Suppose that α is a Rohlin flow. Then Lemma 4.8
shows that αˆ is invariantly approximately inner because αˆ fixes πα(M).
Suppose that αˆ is invariantly approximately inner. By the previous lemma,
the dual flow of αˆ has the Rohlin property, and so does the flow α ⊗ Ad ρ on
M ⊗ B(L2(R)) by Takesaki duality [58]. Lemma 2.8 implies that α has the
Rohlin property.
(2). If a flow α on M is invariantly approximately inner, then the dual flow
αˆ has the Rohlin property by the previous lemma. Conversely, suppose that αˆ
is a Rohlin flow. Then by Takesaki duality and Lemma 4.7, β := α ⊗ idB(ℓ2) on
N := M⊗B(ℓ2) is invariantly approximately inner. Let T ∈ R. Then by Lemma
4.6, there exists a unitary w ∈ Nωβ such that wx = βT (x)w and βt(w) = w for all
x ∈ N and t ∈ R. By the description of Nω in Lemma 2.8, we get the natural
isomorphism Nω ∼= Mω ⊗B(ℓ2). In fact, it turns out that the isomorphism maps
Nωβ onto M
ω
α ⊗ B(ℓ2). Hence w is regarded as an element in Mωα ⊗ B(ℓ2), and
we have wx = (αT ⊗ id)(x)w for x ∈ M⊗ B(ℓ2). Then w commutes with 1 ⊗ y
for any y ∈ B(ℓ2), and w ∈ Mωα ⊗ C. This shows the invariantly approximate
innerness of α. 
Remark 4.12. Let α be a flow on a von Neumann algebraM. Then the following
statements hold:
(1) If α has the Rohlin property, then so does α˜;
(2) If α is invariantly approximately inner, then so is α˜.
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The first one follows from the inclusion Mω ⊂ M˜ω (see the proof of [48, Lemma
4.11]). The second is directly proved.
We obtain the following useful corollaries of the previous theorem.
Corollary 4.13. If α is a Rohlin flow on a von Neumann algebra M, then
πα(M)
′ ∩ (M⋊α R) = π(Z(M)),
πα˜(M˜)
′ ∩ (M˜⋊α˜ R) = πα˜(Z(M˜)).
In particular, Z(M˜⋊α˜ R) = Z(M˜)
α˜.
Proof. By the previous theorem, αˆ is invariantly approximately inner. In fact, by
Lemma 4.8, each αˆT is approximated by Ad πα(w
ν) with wν ∈MU. Thus αˆ fixes
πα(M)
′ ∩ (M⋊α R), and we get the first equality. The second equality is proved
similarly. 
Hence if M is a type III1 factor, then so is M⋊α R.
Corollary 4.14. If α is an invariantly approximately inner on a von Neumann
algebra M, then
πα(M)
′ ∩ (M⋊α R) = π(Z(M⋊α R)),
πα˜(M˜)
′ ∩ (M˜⋊α˜ R) = πα˜(Z(M˜⋊α˜ R)).
In particular, Z(M˜⋊α˜ R)
̂˜α = Z(M˜).
Proof. By Theorem 4.11, αˆ has the Rohlin property. Then we get the result by
employing the previous result and the following mirroring (see [24, Lemma 5.7]
for its proof):
J˜(πα(M)
′ ∩ (M⋊α R))J˜ = (M⋊α R)′ ∩ (M⊗ B(L2(R))).

Therefore, if α is a Rohlin flow onM and invariantly approximately inner, then
the inclusion πα(M) ⊂ M ⋊α R has the common flow of weights. In particular,
M⋊αR is of the same type asM whenM is a factor. This assumption corresponds
to the central freeness and the approximate innerness for discrete group actions
on a factor.
Corollary 4.15. Let α be a Rohlin flow on a von Neumann algebra M. Suppose
that α is centrally ergodic, Then
Spd(α|Z(M)) = {p ∈ R | αˆp ∈ Int(M⋊α R)}.
Proof. If αˆp = Ad u for some unitary u ∈M⋊αR, then u ∈ πα(M)′∩ (M⋊αR) =
πα(Z(M)). Then putting u = πα(v), v ∈ Z(M), we have
πα(αt(v)) = λ
α
t u(λ
α
t )
∗ = λαt αˆp(λ
α
t )
∗u = eiptπα(v).
Hence p ∈ Spd(α|Z(M)).
Suppose conversely that p ∈ Spd(α|Z(M)). By polar decomposition, there exists
a non-zero partial isometry v ∈ Z(M) such that αt(v) = eiptv for t ∈ R. The
central ergodicity implies that v is in fact a unitary. Then αˆp = Ad πα(v). 
34
A classification of invariantly approximately inner flows will be treated in §6.1.
A typical example of an invariantly approximately inner flow not of infinite tensor
product type comes from a modular flow, or more generally, an extended modular
flow as introduced below.
Definition 4.16. We will say that a flow β on a von Neumann algebra N is
extended modular when βt is an extended modular automorphism for each t ∈ R,
that is, β˜t ∈ Int(N˜).
The definition above is slightly different from that of [10, Proposition IV.2.1].
However, it is essential to consider the canonical extension in what follows, and
we adopt the definition above (see also [20, Proposition 5.4] and [24, Definition
3.1]).
Lemma 4.17. Let β be an extended modular flow on a von Neumann algebra
N and T ∈ R. Suppose that there exists a unitary (vν)ν in ℓ∞(N) such that
βT = limν→∞Ad vν. Then βt(vν) − vν converges to 0 compact uniformly in the
strong∗ topology as ν →∞.
Proof. The canonical extension β˜ is inner. Thanks to the result due to Kallman
and Moore as mentioned in §2.2, we can take a one-parameter unitary group
wt ∈ N˜ such that β˜t = Adwt.
Let K be the standard Hilbert space of N˜. We regard K as an N˜-N˜ bimodule
as usual. Let ξ ∈ K, S > 0 and Ψ := {w∗t ξ | t ∈ [−S, S]}. Then we have
supη∈Ψ ‖vνη − β˜T (η)vν‖ → 0 since β˜T = limν→∞Ad vν in Aut(N˜), and Ψ is
compact. Thus,
‖(βt(vν)− vν)ξ‖ = ‖(wtvνw∗t − vν)ξ‖
= ‖wtvνw∗t ξ − wtβ˜T (w∗t ξ)vν‖+ ‖wtβ˜T (w∗t ξ)vν − vνξ‖
≤ sup
η∈Ψ
‖vνη − β˜T (η)vν‖+ ‖wtβ˜T (w∗t ξ)vν − vνξ‖
= sup
η∈Ψ
‖vνη − β˜T (η)vν‖+ ‖β˜T (ξ)vν − vνξ‖,
where we have used β˜T (wt) = wTwtw
∗
T = wT+t−T = wt. The last terms are
converging to 0 as ν → ∞. Hence we have ‖(βt(vν) − vν)ξ‖ → 0 uniformly on
[−S, S] as ν → ∞. Similarly, ‖ξ(βt(vν) − vν)‖ → 0 uniformly on [−S, S] as
ν →∞. 
Remark 4.18. For a modular automorphism group, the previous lemma is shown
without use of the canonical extension. Indeed, let us assume that a faithful state
ϕ ∈ N∗ and T ∈ R satisfy σϕT = limν→∞Ad vν in N as above. Using σϕT (ϕ) = ϕ,
we have ‖[vν , ϕ]‖ = ‖Ad vν(ϕ) − ϕ‖ → 0 as ν → ∞. Thus by [5, Lemma 2.7],
‖σϕt (vν)− vν‖♯ϕ → 0 compact uniformly as ν →∞.
By Lemma 4.10, Theorem 4.11 and Lemma 4.17, we have the following result.
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Proposition 4.19. Let β be an extended modular flow on a von Neumann algebra
N. If β is pointwise approximately inner, the dual flow α := βˆ has the Rohlin
property.
Let α, β be as above. We show that the Connes-Takesaki module flow of α is
faithful. Denote by M the crossed product N⋊βR. Then M˜ = N˜⋊β˜R and α˜ =
̂˜
β
by Lemma 2.3. Since β˜ is implemented by a one-parameter unitary group as
mentioned before, we have an isomorphism {M˜, θ, α˜} ∼= {N˜⊗L(R), θ, id⊗Ad e−t},
where e−t ∈ Cb(R) is e−t(s) := e−ist. By simple calculation, we have cs(t) ∈ Z(N)
satisfying
θs(a⊗ λ(t)) = (θs(a)⊗ 1)(cs(t)∗ ⊗ λ(t)).
Since cs(t+ t
′) = cs(t)cs(t′), we have a positive operator Ks affiliated with Z(N)
such that cs(t) = K
it
s .
Then by the isomorphism π : L(R) → L∞(R∗+) with π(λ(t))(h) = hit, we have
{M˜, θ, α˜} ∼= {N˜⊗L∞(R∗+), θ, id⊗Adλ(t)}, where (λ(t)ξ)(s) = ξ(e−ts) for t, s > 0.
In particular, mod(αt) is the translation on R
∗
+ := {h ∈ R | h > 0}.
If we regard Ks as the function Ks : XN → R∗+, we have the following for all
x ∈ XN and h > 0:
θs(1⊗ f)(x, h) = f(Ks(x)h)
Hence the flow space XM is naturally isomorphic to XN × R∗+. Let FM and
FN be the flow of weights of M and N, respectively. Then we have FMs (x, h) =
(FNs x,Ks(x)h). Summarizing the discussion above, we have the following result.
Theorem 4.20. Let β be an extended modular flow on N and α := βˆ be the dual
flow on M := N⋊β R. Then there exists an R
∗
+-valued F
N-cocycle K : XN⋊R→
R∗+ such that
(1) XM = XN × R∗+, FMs (x, h) = (FNs x,K(x, s)h) for all s ∈ R, x ∈ XM and
h > 0;
(2) mod(αt)(x, h) = (x, e
−th) for all t ∈ R, x ∈ XM and h > 0.
5. Classification of Rohlin flows
In this section, we will prove our main theorem (Theorem 5.14) of this paper.
5.1. Rohlin projection and averaging technique. The classification of gen-
eral Rohlin flows will be reduced to that of centrally ergodic Rohlin flows (see the
proof Theorem 5.14). Hence let us assume that (α, c) is a Borel cocycle action of
R on a von Neumann algebra M with the following properties:
• Rohlin property;
• Z(M)α = C and Spd(α|Z(M)) 6= R.
The case that Spd(α|Z(M)) = R will be treated separately in the proof of Lemma
5.12. Let us put Hα := Spd(α|Z(M)) that is a Borel subgroup of R. The following
result is probably well-known to experts, but we present a proof for readers’
convenience.
Lemma 5.1. For any ε > 0, there exists p > 0 such that p < ε and Zp∩Hα = {0}.
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Proof. Let E := [0, 1] ⊂ R, E0 := {t ∈ E | Zt ∩Hα = {0}} and
Ek := {t ∈ E | ℓt /∈ Hα, ℓ = 1, . . . , k − 1, kt ∈ Hα}, k ∈ N.
Since E0 =
⋂∞
ℓ=1(1/ℓ)H
c
α∪{0}, and Ek = (1/k)Hα∩
⋂k−1
ℓ=1 (1/ℓ)H
c
α, Ek’s are Borel
sets. Hence 1 = µ(E) =
∑∞
k=0 µ(Ek). Suppose that µ(Ek) > 0 for some k > 0.
Then there exists δ > 0 such that (−δ, δ) ⊂ Ek − Ek. Since kEk ⊂ Hα, we have
(−kδ, kδ) ⊂ kEk − kEk ⊂ Hα. This forces Hα to be R, which is a contradiction.
Thus µ(E0) = 1, and we are done. 
The above lemma states that an arbitrarily large S > 0 can be chosen in such
a way that (2π/S)Z∩Hα = 0. Let v ∈Mω,α be a Rohlin unitary for −2π/S, that
is, αt(v) = e
−2πit/Sv. Then α is a flow on W ∗(v) with period S. By the equality
τω ◦ αt = αt ◦ τω, we have τω(vn) ∈ Z(M) satisfies αt(τω(vn)) = e−2nπit/Sτω(vn)
for n ∈ Z, which yields, however, τω(vn) = 0 if n 6= 0 because −2nπ/S /∈ Hα.
Hence τω is a faithful normal state on W ∗(v).
Let v =
∫ 2π
0
eiλ dE(λ) be the spectral decomposition on T = [0, 2π). By easy
calculation, we have αt(dE(λ)) = dE(λ + 2πt/S). We set e(λ) := E(2πλ/S)
for λ ∈ [0, S). Then αt(de(λ)) = de(λ + t) and v =
∫ S
0
e2πiλ/S de(λ). Thus
dτω(e(·)) coincides with the Haar measure on the torus [0, S) = R/SZ, that is,
the normalized Lebesgue measure. Therefore, for f ∈ L∞[0, S), we can define
f(v) =
∫ S
0
f(t) de(λ). Then L∞[0, S) ∋ f 7→ f(v) ∈ W ∗(v) is an isomorphism.
Following [35, 37], we introduce a normal ∗-homomorphism Θ: M⊗L∞[0, S)→
Mωα such that Θ(a⊗ f) = af(v).
Lemma 5.2. Let S > 0 with (2π/S)Z∩Hα = {0}. Then there exists an isomor-
phism Θ: M⊗ L∞[0, S)→M ∨W ∗(v) such that
• Θ(a⊗ f) = af(v) for all a ∈M and f ∈ L∞[0, S);
• αt ◦Θ = αt⊗γt, where [0, S) is regarded as a circle R/SZ, and γt denotes
the rotation by t on [0, S);
• τω ◦ Θ = idM ⊗ µ, where µ denotes the integration by the normalized
Lebesgue measure.
Proof. Let z(λ) := e2πiλ/S for λ ∈ [0, S). Then we have
ϕω(avn) = ϕ(aτω(vn)) = δn,0ϕ(a) = (ϕ⊗ µ)(a⊗ zn).
Since {a ⊗ zn | n ∈ Z} and {avn | n ∈ Z} span strongly dense ∗-algebras in
M⊗ L∞[0, S) and M ∨W ∗(v), respectively, we have such Θ. 
The map Θ plays a role of Shapiro’s lemma, that is, Θ(a), a ∈ M⊗ L∞[0, S),
can be regarded as the average of a(s) along with the Rohlin tower e(s). We may
write Θ(a) in a formal manner as
Θ(a) =
∫ S
0
a(s) de(s).
From the previous lemma, for any ϕ ∈M+∗ , we obtain the following equality:
‖Θ(w)‖2ϕω =
1
S
∫ S
0
‖w(s)‖2ϕ ds. (5.1)
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Lemma 5.3. Let (α, c) be a Borel cocycle action of R as before. Let S > 0 with
(2π/S)Z ∩Hα = {0}. Let u : [−T, T )× [0, S)→MU be a Borel map, Φ ⊂M∗ a
finite set and e(λ) ∈Mω,α a Rohlin projection over [0, S). Set w(t) := Θ(u(t, ·)),
which is a Borel unitary path in Mωα. Then for any ε > 0 with
1
2ST
∫ T
−T
dt
∫ S
0
ds ‖[u(t, s), ϕ]‖ < ε for all ϕ ∈ Φ,
there exist W ∈ ω and a lift (w(t)ν)ν of w(t) as in Lemma 3.21 with respect to
E := [−T, T ) such that
1
2T
∫ T
−T
‖[w(t)ν, ϕ]‖ dt < 3ε for all ϕ ∈ Φ, ν ∈ W.
Proof. Since ‖[u, ϕ]‖ = ‖[u, ϕ∗]‖ for a unitary u, we may and do assume that
Φ∗ = Φ. Note that [−T, T ) ∋ t 7→ u(t, ·) ∈ M ⊗ L∞(T) is a Borel unitary path.
Hence so is t 7→ Θ(u(t, ·)) ∈Mωα. Fix 0 < δ < 1 so that for all ϕ ∈ Φ,
δ2+4δ‖ϕ‖ < δ1/2, (δ+ ε)/(1− δ1/2)+2δ1/2‖ϕ‖ < δ1/4+2ε, 5δ1/4+2δ‖ϕ‖ < ε/2.
(5.2)
Since u(t, s) is Borel, there exists a compact set K ⊂ [−T, T ) × [0, S) such that
µ(K) ≥ 2ST (1− δ) and u is continuous on K.
Let N ∈ N, and for i = −N, . . . , N − 1 and j = 0, . . . , N − 1, we set
Ii := {t ∈ R | iT/N ≤ t < (i+ 1)T/N},
Jj := {s ∈ R | jS/N ≤ s < (j + 1)S/N},
∆i,j := Ii × Jj.
Fix a large N so that for all (t, s), (t′, s′) ∈ ∆i,j ∩K and ϕ ∈ Φ, we have
‖u(t, s)− u(t′, s′)‖♯|ϕ| < δ, ‖[ϕ, u(t, s)− u(t′, s′)]‖ < δ. (5.3)
If ∆i,j ∩ K 6= ∅, we fix an element ki,j ∈ ∆i,j ∩ K. If empty, we put ki,j :=
(iT/N, jS/N). We set the following unitary in M:
u0(t, s) :=
∑
i,j
u(ki,j)1∆i,j (t, s), (t, s) ∈ [−T, T )× [0, S).
Then
‖u(t, s)− u0(t, s)‖♯|ϕ| < δ for all (t, s) ∈ K, ϕ ∈ Φ. (5.4)
Let V (t) := Θ(u0(t, ·)) ∈Mωα. Then
V (t) =
∑
i,j
u(ki,j)1Ii(t)e(Jj).
We estimate ‖w(t) − V (t)‖♯|ϕ|ω as follows. Put K0 := pr(K) ⊂ [−T, T ), where
pr denotes the projection (x, y) 7→ x. Then Kc0 × [0, S) ⊂ Kc, where Kc0 and
Kc are the complements in [−T, T ) and [−T, T ) × [0, S), respectively. Hence
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µ(Kc0) · S ≤ 2STδ, and µ(K0) ≥ 2T (1 − δ). For t ∈ [−T, T ), we set Kt := {s ∈
[0, S) | (t, s) ∈ K}. Then for t ∈ [−T, T ), we have
‖w(t)− V (t)‖♯ 2|ϕ|ω = ‖Θ(u(t, ·))−Θ(u0(t, ·))‖♯2|ϕ|ω
=
1
S
∫ S
0
‖u(t, s)− u0(t, s)‖♯2|ϕ| ds by (5.1)
=
1
S
∫
Kt
‖u(t, s)− u0(t, s)‖♯ 2|ϕ| ds
+
1
S
∫
Kct
‖u(t, s)− u0(t, s)‖♯ 2|ϕ| ds
≤ δ2 + 4µ(Kct )‖ϕ‖/S by (5.4).
Note that ∫ T
−T
µ(Kct ) dt =
∫ T
−T
(S − µ(Kt)) dt = 2ST − µ(K) ≤ 2STδ.
Then by (5.2),∫ T
−T
‖w(t)− V (t)‖♯ 2|ϕ|ω dt ≤ (2δ2 + 8δ‖ϕ‖)T ≤ 2Tδ1/2 for all ϕ ∈ Φ.
Let C be a compact set in [−T, T ] as in Lemma 3.21 with respect to w(t) such
that µ(C) ≥ 2T (1− δ). By the inequality above, we get∫
C
‖w(t)− V (t)‖♯ 2|ϕ|ω dt ≤ 2Tδ1/2 for all ϕ ∈ Φ. (5.5)
Put ui,j := u(ki,j). For (t, s) ∈ K, we have∑
i,j
‖[ϕ, ui,j]‖1∆i,j∩K(t, s) ≤ ‖[ϕ, u(t, s)]‖+
∑
i,j
‖[ϕ, ui,j − u(t, s)]‖1∆i,j∩K(t, s)
≤ ‖[ϕ, u(t, s)]‖+ δ by (5.3). (5.6)
Integrating them by (t, s) ∈ K, we have∑
i,j
‖[ϕ, ui,j]‖µ(∆i,j ∩K) ≤
∫
K
‖[ϕ, u(t, s)]‖ dtds+ 2STδ
≤
∫ T
−T
dt
∫ S
0
ds ‖[ϕ, u(t, s)]‖+ 2STδ
≤ 2STε+ 2STδ = 2ST (ε+ δ). (5.7)
Note that
∑
i,j µ(∆i,j ∩Kc) = µ(Kc) < 2STδ. Set
L := {(i, j) | µ(∆i,j ∩Kc) < STδ1/2/N2}.
Then |Lc|/2N2 < δ1/2 by the Chebyshev inequality, and for (i, j) ∈ L,
µ(∆i,j ∩K) = µ(∆i,j)− µ(∆i,j ∩Kc) > ST/N2 − STδ1/2/N2
= (1− δ1/2)ST/N2.
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Thus by (5.7), we have∑
(i,j)∈L
‖[ϕ, ui,j]‖/2N2 ≤ (δ + ε)/(1− δ1/2).
By definition of L, we obtain∑
(i,j)∈Lc
‖[ϕ, ui,j]‖/2N2 ≤ 2‖ϕ‖|Lc|/2N2 < 2δ1/2‖ϕ‖.
Hence by (5.2), we get the following inequality for ϕ ∈ Φ:∑
i,j
‖[ϕ, ui,j]‖/2N2 ≤ (δ + ε)/(1− δ1/2) + 2δ1/2‖ϕ‖ < δ1/4 + 2ε. (5.8)
Let (Eνj )ν be a representing sequence of Ej := e(Jj) consisting of projections
with
∑
j E
ν
j = 1 for each ν. We set V (t)
ν :=
∑
i,j 1Ii(t)ui,jE
ν
j . On C ∩ Ii, which
may be non-compact, {t 7→ w(t)ν}ν and {t 7→ V (t)ν}ν are ω-equicontinuous since
V (t)ν is constant. Thus by Lemma 3.3, we have limν→ω ‖w(t)ν − V (t)ν‖♯|ϕ| =
‖w(t)− V (t)‖♯|ϕ|ω is a uniform convergence on C ∩ Ii. We set
Φ′ := {|[ϕ, ui,j]| | ϕ ∈ Φ, −N ≤ i ≤ N − 1, 0 ≤ j ≤ N − 1}.
Note that τω(Ej) = 1/N by Lemma 5.2. Using (5.5) and the above uniform
convergence, we can find W ∈ ω such that∫
C
‖w(t)ν − V (t)ν‖♯ 2|ϕ| dt < 3Tδ1/2 for all ϕ ∈ Φ, ν ∈ W, (5.9)
‖[ϕ,Eνj ]‖ < ε/6N for all ϕ ∈ Φ ∪ Φ′, 0 ≤ j ≤ N − 1, ν ∈ W,
|‖ψ‖/N − ψ(Eνj )| < ε/6N for all ψ ∈ Φ′, 0 ≤ j ≤ N − 1, ν ∈ W.
Then for all ϕ ∈ Φ, i, j and ν ∈ W ,
‖[ϕ, ui,jEνj ]‖ ≤ ‖[ϕ, ui,j]Eνj ‖+ ‖ui,j[ϕ,Eνj ]‖ ≤ ‖[ϕ, ui,j]Eνj ‖+ ε/6N.
Putting ψ := [ϕ, ui,j] and ψ = u|ψ|, the polar decomposition, we obtain the
following estimate for x ∈M with ‖x‖ ≤ 1 and ν ∈ W :
|([ϕ, ui,j]Eνj )(x)| = ||ψ|(Eνj xu)| ≤ |[|ψ|, Eνj ](Eνj xu)|+ ||ψ|(Eνj xuEνj )|
≤ ‖[ψ,Eνj ]‖‖x‖+ |ψ|(Eνj )1/2‖x‖|ψ|(Eνj )1/2
< ε/6N + |ψ|(Eνj ) < ε/3N + ‖ψ‖/N.
Then for all ϕ ∈ Φ, i, j and ν ∈ W , we obtain
‖[ϕ, ui,jEνj ]‖ < ε/2N + ‖[ϕ, ui,j]‖/N.
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Hence for ϕ ∈ Φ and ν ∈ W ,∫ T
−T
‖[ϕ, V (t)ν ]‖ dt ≤
∑
i,j
∫ T
−T
‖[ϕ, ui,jEνj ]‖1Ii(t) dt
<
∑
i,j
(ε/2N + ‖[ϕ, ui,j]‖/N) · (T/N)
≤ εT + 2(δ1/4 + 2ε)T by (5.8)
≤ 2T (δ1/4 + 5ε/2). (5.10)
We estimate
∫
C
‖[ϕ,w(t)ν − V (t)ν ]‖ dt as follows:∫
C
‖[ϕ,w(t)ν − V (t)ν ]‖ dt
≤
∫
C
‖(w(t)ν)∗ − (V (t)ν)∗‖|ϕ| dt+
∫
C
‖w(t)ν − V (t)ν‖|ϕ∗| dt
≤ µ(C)1/2
(∫
C
‖(w(t)ν)∗ − (V (t)ν)∗‖2|ϕ| dt
)1/2
+ µ(C)1/2
(∫
C
‖w(t)ν − V (t)ν‖2|ϕ∗| dt
)1/2
≤ µ(C)1/2 · (2 · 3Tδ1/2)1/2 + µ(C)1/2 · (2 · 3Tδ1/2)1/2 by (5.9)
≤ 7Tδ1/4. (5.11)
Then for ν ∈ W ,∫
C
‖[ϕ,w(t)ν]‖ dt ≤
∫
C
‖[ϕ,w(t)ν − V (t)ν ]‖ dt+
∫
C
‖[ϕ, V (t)ν ]‖ dt
≤ 2T (5δ1/4 + 5ε/2) by (5.10), (5.11),
and ∫ T
−T
‖[ϕ,w(t)ν]‖ dt ≤
∫
C
‖[ϕ,w(t)ν]‖ dt+
∫
Cc
‖[ϕ,w(t)ν]‖ dt
≤ 2T (5δ1/4 + 5ε/2) + 2‖ϕ‖µ(Cc)
≤ 2T (5δ1/4 + 5ε/2) + 2‖ϕ‖ · 2Tδ
= 2T (5δ1/4 + 2δ‖ϕ‖+ 5ε/2) < 6Tε by (5.2).

5.2. 2-cohomology vanishing. Let (α, c) be a Borel cocycle action of R on a
von Neumann algebra M as in the previous subsection, that is, it has the Rohlin
property and the ergodicity on Z(M) such that α on Z(M) is not conjugate to
the translation on L∞(R). We will show that the 2-cocycle c can be perturbed
to be close to 1. Let 0 < δ < 1, T > 0 and a finite set Φ ⊂ M+∗ . Take S > T
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such that (2π/S)Z ∩Hα = {0} and
4T 1/2/S1/2 < δ/24T 2. (5.12)
Let e(λ) be a Rohlin projection over [0, S). We put U(t) := Θ(c˜(t, · − t)∗),
where c˜ denotes the periodization of c with respect to the second variable, that
is, c˜(x, y) := c(x, y) for y ∈ [0, S), and c˜(x, y + S) = c˜(x, y) for y ∈ R.
Lemma 5.4. In the above setting, there exist W ∈ ω and a lift (u(t)ν)ν of U(t)
as in Lemma 3.24 such that for all ϕ ∈ Φ,∫ T
−T
dt
∫ T
−T
ds ‖u(t)ναt(u(s)ν)c(t, s)(u(t+ s)ν)∗ − 1‖♯ϕ < δ for all ν ∈ W.
If ε > 0 satisfies
1
2ST
∫ T
−T
dt
∫ S
0
ds ‖[c(t, s), ϕ]‖ < ε for all ϕ ∈ Φ,
then one can take W so that
1
2T
∫ T
−T
‖[u(t)ν , ϕ]‖ dt < 3ε for all ϕ ∈ Φ, ν ∈ W.
Proof. By Lemma 5.2, we have αt(U(s)) = Θ(αt(c˜(s, · − t − s)∗)). Let −T ≤
s, t ≤ T . When t + s ≥ 0, then
c˜(x, λ− t− s) = c(x, λ− t− s)1[t+s,S)(λ) + c(x, λ− t− s+ S)1[0,t+s)(λ).
Thus we have
U(t)αt(U(s))c(t, s)U(t + s)
∗
= Θ(c˜(t, · − t)∗αt(c˜(s, · − t− s)∗)c(t, s)c˜(t+ s, · − t− s))
= Θ(c(t, · − t)∗αt(c(s, · − t− s)∗)c(t, s)c(t+ s, · − t− s)1[t+s,S)(·))
+ Θ(c˜(t, · − t)∗αt(c˜(s, · − t− s)∗)c(t, s)c˜(t+ s, · − t− s)1[0,t+s)(·))
= Θ(1[t+s,S)(·))
+ Θ(c˜(t, · − t)∗αt(c˜(s, · − t− s)∗)c(t, s)c˜(t+ s, · − t− s)1[0,t+s)(·)).
Then for ϕ ∈ Φ+ and t, s with t+ s ≥ 0:
‖U(t)αt(U(s))c(t, s)U(t + s)∗ − 1‖♯ϕ
≤ ‖1[t+s,S)(·)− 1‖♯ϕ⊗µ + ‖1[0,t+s)(·)‖♯ϕ⊗µ
= 2‖1[0,t+s)(·)‖♯ϕ
= 2‖ϕ‖1/2(t + s)1/2/S1/2
≤ 2
√
2‖ϕ‖1/2T 1/2/S1/2 < δ/24T 2 by (5.12).
The same inequality also holds when t + s ≤ 0. Hence for all t, s ∈ [−T, T ] and
ϕ ∈ Φ,
‖U(t)αt(U(s))c(t, s)U(t + s)∗ − 1‖♯ϕ < δ/24T 2. (5.13)
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Then by Lemma 3.24, there exist a compact subset K ⊂ [−T, T ]2 and a lift
(u(t)ν)ν of U(t) such that µ(K) ≥ 4T 2(1 − δ/24T 2), and for all ϕ ∈ Φ, we have
the following uniform convergence on K as ν → ω:
‖u(t)ναt(u(s)ν)c(t, s)(u(t+ s)ν)∗ − 1‖♯ϕ → ‖U(t)αt(U(s))c(t, s)U(t + s)∗ − 1‖♯ϕω .
By (5.13), there exists W ∈ ω such that if (t, s) ∈ K, ν ∈ W and ϕ ∈ Φ, then
‖u(t)ναt(u(s)ν)c(t, s)(u(t+ s)ν)∗ − 1‖♯ϕ < δ/24T 2.
If ν ∈ W and ϕ ∈ Φ, then we obtain∫ T
−T
dt
∫ T
−T
ds ‖u(t)ναt(u(s)ν)c(t, s)(u(t+ s)ν)∗ − 1‖♯ϕ
=
∫
K
dtds ‖u(t)ναt(u(s)ν)c(t, s)(u(t+ s)ν)∗ − 1‖♯ϕ
+
∫
Kc
dtds ‖u(t)ναt(u(s)ν)c(t, s)(u(t+ s)ν)∗ − 1‖♯ϕ
≤ µ(K)δ/24T 2 + 2‖ϕ‖1/2µ(Kc)
≤ 4T 2(1 + 2‖ϕ‖1/2)δ/24T 2 < δ/2 by (5.12).
Next if we have (1/2ST )
∫ T
−T dt
∫ S
0
ds ‖[ϕ, c(t, s)]‖ < ε for all ϕ ∈ Φ, then
1
2ST
∫ T
−T
dt
∫ S
0
ds ‖[ϕ, c˜(t, s− t)]‖ = 1
2ST
∫ T
−T
dt
∫ S
0
ds ‖[ϕ, c(t, s)]‖ < ε,
and we can apply Lemma 5.3 to U(t) = Θ(c˜(t, ·− t)). Then we have the following
for ν close to ω:
1
2T
∫ T
−T
‖[ϕ, u(t)ν]‖ϕ dt < 3ε for all ϕ ∈ Φ.

Let us take a decreasing sequence {εn}n, increasing sequences {Tn}n and {Sn}n
such that 0 < εn < 1/n, Tn, Sn > n, (2π/Sn)Z ∩Hα = {0}, and
Tn + Sn < Tn+1,
∞∑
k=n+1
√
44Tkεk < εn, 4T
1/2
n+1/S
1/2
n+1 < εn+1/24T
2
n+1. (5.14)
The last inequality satisfies (5.12) for δ = εn+1. For a finite set Φ ⊂ M∗, we
define
d(Φ) := max ({1} ∪ {‖ϕ‖ | ϕ ∈ Φ}) .
Theorem 5.5 (2-cohomology vanishing). Let (α, c) be a Borel cocycle action of
R on a von Neumann algebra M. Suppose that (α, c) has the Rohlin property, and
α is an ergodic flow on Z(M) that is not conjugate to the translation on L∞(R).
Then the following statements hold:
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(1) The 2-cocycle c is a coboundary, that is, there exists a Borel unitary path
v in M such that
v(t)αt(v(s))c(t, s)v(t+ s)
∗ = 1 for almost every (t, s) ∈ R2;
(2) If for some n ≥ 2 and a finite set Φ ⊂ (M∗)+, one has∫ Tn+1
−Tn+1
dt
∫ Tn+1
−Tn+1
ds ‖c(t, s)− 1‖♯ϕ ≤ εn+1 for all ϕ ∈ Φ,
then one can choose v(t) in (1) such that∫ Tn
−Tn
‖v(t)− 1‖♯ϕ dt < εn−1d(Φ)1/2 for all ϕ ∈ Φ;
(3) If for some n ≥ 2 and a finite set Φ ⊂M∗, one has∫ Tn
−Tn
dt
∫ Tn+1
0
ds ‖[c(t, s), ϕ]‖ < ε for all ϕ ∈ Φ,
then one can take v in (1) satisfying∫ Tn
−Tn
‖[v(t), ϕ]‖ dt ≤ (3εn−1 + 3ε)d(Φ) for all ϕ ∈ Φ.
Proof. We may assume that Φ is contained in the unit ball of M∗.
(1), (2). First we assume that M is finite. Let τ ∈ M∗ be a faithful tracial
state. Let In := [−Tn, Tn] and Jn := In × In.
Employing Lemma 5.4, we have a Borel unitary path vn(t) such that with
αnt := Ad vn(t) ◦ αt and cn(t, s) := vn(t)αt(vn(s))c(t, s)vn(t+ s)∗, we get∫
Jn+1
‖cn(t, s)− 1‖2 dtds < εn+1, (5.15)
where ‖ · ‖2 = ‖ · ‖τ = ‖ · ‖♯τ . It suffices to prove (1) and (2) for αn. Then (αn, cn)
has the Rohlin property by Lemma 4.3. Again by Lemma 5.4, there exists a Borel
path u(t) such that∫
Jn+2
‖u(t)αnt (u(s))cn(t, s)u(t+ s)∗ − 1‖2 dtds < εn+2.
By (5.15), we have∫
Jn+1
‖u(t)αnt (u(s))u(t+ s)∗ − 1‖2 dtds < 2εn+1. (5.16)
Let e(λ) ∈ Mω,α be a Rohlin projection over [0, Sn) with respect to α. Then
e(λ) is also a Rohlin projection for αn by Lemma 4.3. Set W := Θ(u˜(·)) ∈ Mωα,
where u˜ is the periodization of u with period Sn. By Lemma 5.2, α
n
t (W ) =
Θ(αnt (u˜(· − t))). For 0 ≤ t ≤ Tn, we have
u˜(λ− t) = u(λ− t)1[t,Sn)(λ) + u(λ− t + Sn)1[0,t)(λ).
44
Then
W ∗u(t)αnt (W ) = Θ(u˜(·)u(t)αnt (u˜(· − t)))
= Θ(u(·)∗u(t)αnt (u(· − t))1[t,Sn)(·))
+ Θ(u(·)∗u(t)αnt (u(· − t + Sn))1[0,t)(·)).
Thus ∫ Tn
0
‖W ∗u(t)αnt (W )− 1‖22 dt
≤ 2
∫ Tn
0
‖Θ((u(·)∗u(t)αnt (u(· − t)− 1)1[t,Sn)(·))‖22 dt
+ 2
∫ Tn
0
‖Θ(u(·)∗u(t)αnt (u(· − t+ Sn)− 1)1[0,t)(·))‖22 dt
≤ 2
Sn
∫ Tn
0
dt
∫ Sn
t
ds ‖u(s)∗u(t)αnt (u(s− t))− 1‖22
+
2
Sn
∫ Tn
0
4t dt
≤ 2
Sn
∫
Jn+1
‖u(t+ s)∗u(t)αnt (u(s))− 1‖22 dtds
+ 4T 2n/Sn
≤ 8εn+1/Sn + 4T 2n/Sn < 9εn by (5.14), (5.16).
Similarly, we have the same inequality as the above for the integration over
[−Tn, 0]. Hence ∫ Tn
−Tn
‖W ∗u(t)αnt (W )− 1‖22 dt < 18εn.
Let (wν)ν be a representing unitary sequence of W ∈Mωα. Take a compact set
K ⊂ [−Tn, Tn] with µ(K) > 2Tn(1−εn/2Tn), such that α, vn and u are continuous
on K, and moreover, the family {K ∋ t 7→ αnt (wν)}ν is ω-equicontinuous. Then
we have the following estimate by Lemma 3.3:
lim
ν→ω
∫
K
‖(wν)∗u(t)αnt (wν)− 1‖22 dt =
∫
K
‖W ∗u(t)αnt (W )− 1‖22 dt < 18εn.
Hence
lim
ν→ω
∫ Tn
−Tn
‖(wν)∗u(t)αnt (wν)− 1‖22 dt
< 18εn + lim
ν→ω
∫
Kc∩[−Tn,Tn]
‖(wν)∗u(t)αnt (wν)− 1‖22 dt
≤ 18εn + 4µ(Kc ∩ [−Tn, Tn])
< 18εn + 4εn = 22εn.
45
Thus for some ν ∈ N, we obtain∫ Tn
−Tn
‖(wν)∗u(t)αnt (wν)− 1‖22 dt < 22εn.
We set vn+1(t) := (w
ν)∗u(t)αnt (w
ν) for t ∈ R. Then∫ Tn
−Tn
‖vn+1(t)− 1‖2 dt ≤ (2Tn)1/2
(∫ Tn
−Tn
‖vn+1(t)− 1‖22 dt
)1/2
< (44Tnεn)
1/2,
and ∫
Jn+2
‖vn+1(t)αnt (vn+1(s))cn(t, s)vn+1(t+ s)∗ − 1‖2 dtds < εn+2.
Let (αn+1, cn+1) be the perturbation of (α
n, cn) by vn+1.
Repeating the above process, we obtain a family of Borel cocycle actions
(αk, ck) and Borel unitary paths vk, k = n, n + 1, . . . such that (α
k+1, ck+1) is
the perturbation of (αk, ck) by vk+1, and for k ≥ n+ 1,∫
Ik−1
‖vk(t)− 1‖2 dt < (44Tk−1εk−1)1/2,
∫
Jk+1
‖ck(t, s)− 1‖2 dtds < εk+1.
Then a subsequence of vk(t)vk−1(t) · · · vn+1(t) strongly converges to a Borel path
v(t) almost everywhere on R, and we have v(t)αnt (v(s))c(t, s)v(t+ s)
∗ = 1 almost
everywhere on R2. On the norm ‖v(t)− 1‖2, we have∫ Tn
−Tn
‖v(t)− 1‖2 dt = lim sup
k→∞
∫ Tn
−Tn
‖vk(t)vk−1(t) · · · vn+1(t)− 1‖2 dt
≤
∞∑
k=n
√
44Tkεk < εn−1 by (5.14).
Next we consider the case that M is properly infinite. By Lemma 5.4, we
perturb (α, c) to (αn, cn) so that∫
Jn+1
‖cn(t, s)− 1‖♯ϕ dtds < εn+1 ϕ ∈ Φ.
By Lemma 2.1, we can take a Borel map u(t) as
u(t)αnt (u(s))c
n(t, s)u(t+ s)∗ = 1 for all (t, s) ∈ R2.
Thus we have∫
Jn+1
‖u(t+ s)∗u(t)αnt (u(s))− 1‖♯ϕ dtds < εn, |t|, |s| ≤ Tn+1, ϕ ∈ Φ.
A computation as given in the finite case shows that for W := Θ(u˜), we have∫ Tn
−Tn
‖W ∗u(t)αnt (W )− 1‖♯2ϕ dt < 18εn ϕ ∈ Φ.
Then we can prove (1) and (2) in a similar way to the above.
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(3). We may assume that Φ∗ = Φ. By Lemma 5.4, we find a Borel unitary
path w such that∫ Tn+1
−Tn+1
dt
∫ Tn+1
−Tn+1
ds ‖w(t)αt(w(s))c(t, s)w(t+ s)∗ − 1‖♯|ϕ| < εn+1,
and
∫ Tn
−Tn ‖[ϕ,w(t)]‖ dt < 3ε for all ϕ ∈ Φ. Let (α′, c′) be the perturbation of
(α, c) by w. Then (α′, c′) is a Borel cocycle action with Rohlin property. By
(2), there exists a Borel unitary path v such that v(t)α′t(v(s))c
′(t, s)v(t+ s)∗ = 1
almost everywhere on R2, and
∫ Tn
−Tn ‖v(t)− 1‖
♯
|ϕ| dt < εn−1 for all ϕ ∈ Φ. Thus∫ Tn
−Tn
‖[ϕ, v(t)]‖ dt =
∫ Tn
−Tn
‖[ϕ, v(t)− 1]‖ dt
≤
∫ Tn
−Tn
‖v(t)∗ − 1‖|ϕ| dt+
∫ Tn
−Tn
‖v(t)− 1‖|ϕ∗| dt
< 2
√
2εn−1.
Then we obtain∫ Tn
−Tn
‖[ϕ, v(t)w(t)]‖ dt ≤
∫ Tn
−Tn
‖[ϕ, v(t)]‖ dt+
∫ Tn
−Tn
‖[ϕ,w(t)]‖ dt
< 2
√
2εn−1 + 3ε.

5.3. Approximation by cocycle perturbation. Let α, β be flows on a von
Neumann algebra M with αtβ
−1
t ∈ Int(M). Then we can approximate βt by a
perturbation of αt for finite t’s. We would like to connect these unitaries by a
continuous path, but we have not solved this problem. We can do for an ITPFI
factor with a lacunary product state (see Proposition 9.15). Instead, we connect
those by a Borel unitary path.
Lemma 5.6. For any T > 0, ε > 0 and a compact set Φ ⊂ M∗, there exists a
Borel unitary path {u(t)}|t|≤T such that
‖Ad u(t) ◦ αt(ϕ)− βt(ϕ)‖ < ε for all ϕ ∈ Φ, t ∈ [−T, T ].
Proof. Since Φ is compact, we can take a finite set Φ0 ⊂ Φ such that each ϕ ∈ Φ
has ϕ0 ∈ Φ0 such that ‖ϕ− ϕ0‖ < ε/4. Choose a large N ∈ N so that
‖αt(ϕ)− ϕ‖ < ε/6, ‖βt(ϕ)− ϕ‖ < ε/6 for all ϕ ∈ Φ0, |t| ≤ T/N.
For each tj := jT/N , j = −N, . . . , N , we can take a unitary uj such that
‖Ad uj ◦ αtj (ϕ)− βtj (ϕ)‖ < ε/6 for all ϕ ∈ Φ0, j = −N, . . . , N.
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We put a unitary u(t) :=
∑N−1
j=−N uj1[tj ,tj+1)(t)+uN1{tN}(t). Then for t ∈ [tj, tj+1),
j = −N, . . . , N − 1 and ϕ ∈ Φ0, we have
‖Ad u(t) ◦ αt(ϕ)− βt(ϕ)‖ = ‖Ad uj ◦ αt(ϕ)− βt(ϕ)‖
≤ ‖Ad uj(αt(ϕ)− αtj (ϕ))‖+ ‖Aduj ◦ αtj (ϕ)− βtj (ϕ)‖
+ ‖βtj (ϕ)− βt(ϕ)‖
< ε/6 + ε/6 + ε/6 = ε/2.
For ϕ ∈ Φ, take ϕ0 ∈ Φ0 such that ‖ϕ− ϕ0‖ < ε/4. Then
‖Ad u(t) ◦ αt(ϕ)− βt(ϕ)‖ ≤ ‖Adu(t) (αt(ϕ)− αt(ϕ0)) ‖
+ ‖Ad u(t) ◦ αt(ϕ0)− βt(ϕ0)‖+ ‖βt(ϕ0)− βt(ϕ)‖
≤ ‖ϕ− ϕ0‖+ ε/2 + ‖ϕ− ϕ0‖ < ε.

Lemma 5.7. For any T > 0, ε > 0 and a finite set Φ ⊂M∗, there exists a Borel
unitary path {u(t)}|t|≤2T such that
‖Ad u(t) ◦ αt(ϕ)− βt(ϕ)‖ < ε for all ϕ ∈ Φ, t ∈ [−2T, 2T ]
‖[u(t)αt(u(s))u(t+ s)∗, ϕ]‖ < ε for all ϕ ∈ Φ, t, s ∈ [−T, T ].
Proof. Let Ψ := {βt(ϕ) | ϕ ∈ Φ, |t| ≤ 2T}, which is a compact set by continuity
of β. By the previous lemma, we can take a Borel unitary path u(t) such that
‖Ad u(s) ◦ αs(ψ)− βs(ψ)‖ < ε/3 for all ψ ∈ Ψ, s ∈ [−2T, 2T ].
Then for t, s ∈ [−T, T ] and ψ ∈ Ψ, we have
‖Ad u(t)αt(u(s)) ◦ αt+s(ψ)− βt+s(ψ)‖
≤ ‖Ad u(t) ◦ αt(Ad u(s) ◦ αs(ψ))− Ad u(t) ◦ αt(βs(ψ))‖
+ ‖Adu(t) ◦ αt(βs(ψ))− βt(βs(ψ))‖
= ‖Ad u(s) ◦ αs(ψ)− βs(ψ)‖+ ‖Ad u(t) ◦ αt(βs(ψ))− βt(βs(ψ))‖
< ε/3 + ε/3 = 2ε/3.
Together with ‖αt+s(ψ)− Ad u(t+ s)∗βt+s(ψ)‖ < ε/3, we have
‖Ad u(t)αt(u(s))u(t+ s)∗ ◦βt+s(ψ)−βt+s(ψ)‖ < ε for all ψ ∈ Ψ, t, s ∈ [−T, T ].
Since β−t−s(ϕ) ∈ Ψ for ϕ ∈ Φ, we are done. 
Lemma 5.8. Suppose that α is a centrally ergodic Rohlin flow on M such that
Spd(α|Z(M)) 6= R. Then for any T > 0, ε > 0 and finite set Φ ⊂M∗, there exists
an α-cocycle u for α such that∫ T
−T
‖Ad u(t) ◦ αt(ϕ)− βt(ϕ)‖ dt < ε for all ϕ ∈ Φ.
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Proof. We may and do assume that Φ is contained in the unit ball of M∗. Let
η > 0 be such that 8η1/4 < 1 and 2η + 8η1/4 < ε. Take a large N ∈ N so that
‖αt(ϕ)− ϕ‖ < η, ‖βt(ϕ)− ϕ‖ < η/T for all ϕ ∈ Φ, |t| ≤ T/N. (5.17)
Set
A(N, T ) := {tj | j = −N, . . . , N}, tj := jT/N, (5.18)
and
Ψ := {βt(ϕ) | ϕ ∈ Φ, t ∈ A(N, T )}.
Recall (5.14) and fix n ∈ N with T < Tn and 3εn−1 < η/(4N + 2). By Lemma
5.7, there exists a Borel unitary path v(t) such that
‖Ad v(t) ◦ αt(ψ)− βt(ψ)‖ dt < η/Tn+1 for all ψ ∈ Ψ, |t|, |s| ≤ 2Tn+1,
‖[v(t)αt(v(s))v(s+ t)∗, ψ]‖ < η/(8N + 4)TnTn+1 for all ψ ∈ Ψ, |t|, |s| ≤ Tn+1.
Set γt := Ad v(t)◦αt, and c(t, s) := v(t)αt(v(s))v(t+s)∗. Then (γ, c) is a Borel
cocycle action. By Theorem 5.5, there exists a Borel unitary path w such that
w(t)γt(w(s))c(t, s)w(t+ s)
∗ = 1 almost everywhere on R2, and∫ Tn
−Tn
‖[βtj (ϕ), w(t)]‖ dt < 2η/(2N + 1) for all j = −N, . . . , N, ϕ ∈ Φ.
It is known that there exists a Borel α-cocycle u(t) that coincides with w(t)v(t)
almost everywhere on R (see [10, Remark III.1.9]). Moreover, any Borel α-cocycle
is automatically strongly continuous (see the remark after the proof). We set
Bϕ,j := {t ∈ [−Tn, Tn] | ‖[βtj (ϕ), w(t)]‖ < η1/2/Tn}, j = −N, . . . , N, ϕ ∈ Φ.
By the Chebyshev inequality, we have µ(Bcϕ,j) < η
1/2/(2N + 1), where Bcϕ,j =
[−Tn, Tn] \ Bϕ,j. We let Bϕ :=
⋂N
j=−N Bϕ,j. Then µ(B
c
ϕ) ≤
∑
j µ(B
c
ϕ,j) < η
1/2.
Thus for all ϕ ∈ Φ,∫ tj+1
tj
‖[βtj (ϕ), w(t)]‖ dt =
∫
Bϕ∩[tj ,tj+1]
‖[βtj (ϕ), w(t)]‖ dt
+
∫
Bcϕ∩[tj ,tj+1]
‖[βtj (ϕ), w(t)]‖ dt
< η1/2T/NTn + 2µ(B
c
ϕ ∩ [tj , tj+1]). (5.19)
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Therefore, for ϕ ∈ Φ, we have∫ T
−T
‖[βt(ϕ), w(t)]‖ dt =
N−1∑
j=−N
∫ tj+1
tj
‖[βt(ϕ), w(t)]‖ dt
≤
N−1∑
j=−N
∫ tj+1
tj
‖[βt(ϕ)− βtj (ϕ), w(t)]‖ dt
+
N−1∑
j=−N
∫ tj+1
tj
‖[βtj (ϕ), w(t)]‖ dt
<
N−1∑
j=−N
∫ tj+1
tj
2‖βt(ϕ)− βtj (ϕ)‖ dt
+
N−1∑
j=−N
(
η1/2T/NTn + 2µ(B
c
ϕ ∩ [tj, tj+1])
)
by (5.19)
< 2N × 2η/N + 2η1/2 + 2µ(Bcϕ) by (5.17)
≤ 4η + 2η1/2 + 2η1/2 < 8η1/2.
By the inequality above, we obtain∫ T
−T
‖Ad u(t) ◦ αt(ϕ)− βt(ϕ)‖ dt =
∫ T
−T
‖Adw(t)v(t) ◦ αt(ϕ)− βt(ϕ)‖ dt
≤
∫ T
−T
‖Adw(t)(Ad v(t) ◦ αt(ϕ)− βt(ϕ))‖ dt
+
∫ T
−T
‖Adw(t) ◦ βt(ϕ)− βt(ϕ)‖ dt.
< 2η +
∫ T
−T
‖[w(t), βt(ϕ)]‖ dt
< 2η + 8η1/2 < ε.

Remark 5.9. Let α be a flow on a separable von Neumann algebra M, and v
a Borel α-cocycle in M. Then v is strongly continuous. Indeed, in the crossed
product M⋊αR, we have the Borel one-parameter unitary group v(t)λ
α(t). Since
(M⋊α R)
U is Polish, v(t)λα(t) is continuous, and so is v(t).
Lemma 5.10. Let α be a flow on a von Neumann algebra M and u an α-cocycle.
Then for all t ∈ R and ϕ ∈M∗, one has
‖[u(t), ϕ]‖ = ‖α−t(ϕ)− Ad u(−t) ◦ α−t(ϕ)‖.
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Proof. Since Ad u(t) ◦ αt ◦ Ad u(−t) ◦ α−t = id, we have
‖[u(t), ϕ]‖ = ‖Ad u(t)(ϕ)− ϕ‖
= ‖Ad u(t) ◦ αt ◦ α−t(ϕ)−Ad u(t) ◦ αt ◦ Ad u(−t) ◦ α−t(ϕ)‖
= ‖α−t(ϕ)− Ad u(−t) ◦ α−t(ϕ)‖.

5.4. Approximate vanishing of 1-cohomology.
Theorem 5.11. Let α be a Rohlin flow on a von Neumann algebra M. Suppose
that α is centrally ergodic and Spd(α|Z(M)) 6= R. Let ε, δ, T > 0 and Φ ⊂ M∗ a
finite set. Take S > 0 such that T‖ϕ‖/S < ε2/4 for all ϕ ∈ Φ and (2π/S)Z ∩
Spd(α|Z(M)) = {0}. Then for any α-cocycle u with
1
S
∫ S
0
‖[u(t), ϕ]‖ dt < δ for all ϕ ∈ Φ,
there exists a unitary w ∈M such that
‖[w, ϕ]‖ < 3δ for all ϕ ∈ Φ,
‖ϕ · (u(t)αt(w)w∗− 1)‖ < ε, ‖(u(t)αt(w)w∗− 1) · ϕ‖ < ε for all |t| ≤ T, ϕ ∈ Φ.
Proof. We may and do assume that Φ∗ = Φ. Let e(λ) ∈ Mω,α be a Rohlin
projection over [0, S). Put W := Θ(u˜) ∈ U(Mωα), where u˜ is the periodization of
u with period S. Then it is trivial that
u˜(λ− t) = u(λ− t)1[t,S)(λ) + u(λ− t+ S)1[0,t)(λ) for all λ ∈ [0, S).
For 0 ≤ t ≤ T , we have
u(t)αt(W )W
∗ = Θ(u(t)αt(u˜(· − t))u˜(·)∗)
= Θ(u(t)αt(u(· − t))u(·)∗1[t,S)(·)) + Θ(u(t)αt(u(· − t+ S))u(·)∗1[0,t)(·))
= Θ(1[t,S)(·)) + Θ(u(t)αt(u(· − t + S))u(·)∗1[0,t)(·)).
Hence for all ϕ ∈ Φ, we have
‖u(t)αt(W )W ∗ − 1‖♯|ϕ|ω ≤ ‖Θ(1[t,S)(·)− 1)‖♯|ϕ|ω
+ ‖Θ(u(t)αt(u(· − t + S))u(·)∗1[0,t)(·))‖♯|ϕ|ω
= 2‖1[0,t)(·)‖♯|ϕ|⊗µ
≤ 2t1/2‖ϕ‖1/2/S1/2.
The same estimate as the above is valid for −T ≤ t ≤ 0. Thus if |t| ≤ T , we have
‖u(t)αt(W )W ∗ − 1‖♯|ϕ|ω ≤ 2t1/2‖ϕ‖1/2/S1/2 < ε for all ϕ ∈ Φ.
Take a representing sequence (wν)ν of W ∈ Mωα. By Lemma 3.3, we have the
following uniform convergence on [−T, T ]:
lim
n→ω
‖u(t)αt(wν)(wν)∗ − 1‖♯|ϕ| = ‖u(t)αt(W )W ∗ − 1‖♯|ϕ|ω .
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Hence if ν ∈ N is close to ω, then for all t ∈ [−T, T ],
‖ϕ · (u(t)αt(wν)(wν)∗ − 1)‖ < ε, ‖(u(t)αt(wν)(wν)∗ − 1) · ϕ‖ < ε.
Applying Lemma 5.3 to u(t, s) := u(s), we have ‖[wν, ϕ]‖ < 3δ for ν being close
to ω. 
5.5. Proof of the main theorem. We will prove our main theorem for centrally
ergodic Rohlin flows by using the Bratteli-Elliott-Evans-Kishimoto intertwining
argument [15].
Lemma 5.12. Let α and β be Rohlin flows on a von Neumann algebra M. Sup-
pose that α is centrally ergodic. Then α and β are strongly cocycle conjugate if
and only if αtβ−t ∈ Int(M) for all t ∈ R.
Proof. The “only if” part is trivial. We will prove the “if” part. Assume αtβ−t ∈
Int(M) for all t ∈ R.
Case 1. Spd(α|Z(M)) = R.
In this case, the covariant system {L∞(R),Adλ} embeds into {Z(M), α}. Since
α is centrally ergodic, this embedding is surjective. (See Remark 5.13.) Note
that α = β on Z(M) since αtβ−t ∈ Int(M). By duality theorem, we obtain the
following decompositions:
M = Mα ∨ Z(M) ∼= Mα ⊗ Z(M). (5.20)
Note that Z(Mα) ⊂ Z(M), and Z(Mα) = C = Z(Mβ), that is, the fixed point
algebra Mα is a factor.
The ergodic flow α = β on Z(M) is identified with the translation on L∞(R),
which produces the groupoid G := R⋉R. Applying [61, Corollary XIII.3.29] to G
and α, β : G → G with G := Int(Mα) and H := Int(Mα), we can find θ ∈ Aut(M)
and a Borel unitary path u : R → M such that θ = ∫
R
θx dx with θx ∈ Int(Mα)
and
Ad u(t) ◦ αt = θ ◦ βt ◦ θ−1.
We should note that the statement of [61, Corollary XIII.3.29] is concerned with
a properly ergodic flow, but the proof is also applicable to R ⋉ R by setting a
base space Z with natural transformation and a ceiling function r = 1.
By Theorem 9.4, θ is approximately inner. If we use [61, Proposition XIII.3.34],
then it turns out that we may arrange u(t) to an α-cocycle. In our case, it
is directly checked as follows. Since β is a flow, the cocycle action (Ad u(t) ◦
αt, c(t, s)) must be a flow, where we have put c(t, s) = u(t)αt(u(s))u(t + s)
∗
which belongs to Z(M). By the conjugacy {M, α} ∼= {Mα⊗L∞(R), id⊗Ad λ}, c
is regarded as an L∞(R)-valued 2-cocycle with respect to the translation. Then
c is a coboundary by [10, Proposition A.2]. Hence we may assume that v is an
α-cocycle, and we are done.
Case 2. Spd(α|Z(M)) 6= R.
Take εn, Tn > 0 and Sn > 0 which satisfy (5.14). Let us denote Hα :=
Spd(α|Z(M)) as before. We should note that the choice of Sn depends on α,
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that is, (2π/Sn)Z ∩Hα = {0}. In what follows, we introduce a sequence of flows
γ(m). They are cocycle perturbations of α and β, and Hα = Hβ = Hγ(n) . Hence
(2π/Sn)Z ∩Hγ(m) = {0}, and we can apply the preceding results to γ(m).
Now for N ∈ N and T > 0, let A(N, T ) be as defined in (5.18). Let {ϕi}∞i=1 be
a dense countable set of the unit ball of M∗, and set Φn = {ϕi}ni=0 with a faithful
state ϕ0 ∈M∗. Set Φˆ0 := Φ0, Φˆ1 := Φ1, γ(−1)t := βt and γ(0)t := αt.
By Lemma 5.8, there exists a γ(−1)-cocycle u1(t) such that∫ T2
−T2
‖Ad u1(t) ◦ γ(−1)t (ϕ)− γ(0)t (ϕ)‖ dt < ε1 for all ϕ ∈ Φˆ1.
Set γ
(1)
t := Ad u
1(t) ◦ γ(−1)t , w1 := 1, vˆ−1(t) := 1, v1(t) := u1(t) =: vˆ1(t) and
θ−1 = θ0 = θ1 := id. Choose M1 ∈ N such that ‖(vˆ1(t) − vˆ1(s))ϕ‖ < ε1 and
‖ϕ · (vˆ1(t)− vˆ1(s))‖ < ε1 for t, s ∈ [−T1, T1] with |t− s| ≤ T1/M1 and ϕ ∈ Φˆ0.
We will inductively construct a flow γ(n), an automorphism θn ∈ Int(M), a
γ(n−2)-cocycle un(t), unitary paths vn(t), vˆn(t), a unitary wn ∈ MU, a natural
number Mn ∈ N, and a finite set Φˆn ⊂M satisfying the following conditions:
(n.1) Φˆn = Φn ∪ θn−1(Φn) ∪
{
ϕ0vˆ
k(t), vˆk(t)ϕ0 | t ∈ A(Mk, Tk), 1 ≤ k ≤ n− 1
}
;
(n.2) γ
(n)
t = Ad u
n(t) ◦ γ(n−2)t ;
(n.3) vn(t) = un(t)γ
(n−2)
t (wn)w
∗
n, vˆ
n(t) = vn(t)wnvˆ
n−2(t)w∗n;
(n.4) θn = Adwn ◦ θn−2;
(n.5)
∫ Tn+1
−Tn+1 ‖γ
(n)
t (ϕ)− γ(n−1)t (ϕ)‖ dt < εn for ϕ ∈ Φˆn;
(n.6) ‖(vn(t)− 1)ϕ‖ < εn, ‖ϕ · (vn(t)− 1)‖ < εn, |t| ≤ Tn, ϕ ∈ Φˆn−1;
(n.7) ‖[wn, ϕ]‖ < 3εn−1, ϕ ∈ Φˆn−1;
(n.8) ‖(vˆn(t)− vˆn(s))ϕ‖ < εn and ‖ϕ · (vˆn(t)− vˆn(s))‖ < εn for t, s ∈ [−Tn, Tn]
with |t− s| ≤ Tn/Mn and ϕ ∈ Φˆn−1.
Suppose we have constructed them up to the n-th step. Define Φˆn+1 as the
condition (n+1.1). Employing Lemma 5.8, we take a γ(n−1)-cocycle un+1(t) such
that∫ Tn+2
−Tn+2
‖Adun+1(t) ◦ γ(n−1)t (ϕ)− γ(n)t (ϕ)‖ dt < εn+1 for ϕ ∈ Φˆn ∪ Φˆn+1.
Combining this with (n.5), we have∫ Tn+1
−Tn+1
‖Ad un+1(t) ◦ γ(n−1)t (ϕ)− γ(n−1)t (ϕ)‖ dt < 2εn for ϕ ∈ Φˆn.
By Lemma 5.10, ∫ Tn+1
−Tn+1
‖[un+1(t), ϕ]‖ < 2εn for ϕ ∈ Φˆn.
Using Tn/Sn < εn/4, Sn < Tn+1 and Theorem 5.11, we get a unitary wn+1 ∈ M
such that
‖[wn+1, ϕ]‖ < 6εn/Sn < 3εn for ϕ ∈ Φˆn,
‖ϕ · (un+1(t)γ(n−1)t (wn+1)w∗n+1 − 1)‖ < εn if |t| ≤ Tn, ϕ ∈ Φˆn,
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and
‖(un+1(t)γ(n−1)t (wn+1)w∗n+1 − 1)ϕ‖2 < εn if |t| ≤ Tn, ϕ ∈ Φˆn.
Set γ
(n+1)
t = Ad u
n+1(t) ◦ γ(n−1)t , θn+1 = Adwn+1 ◦ θn−1 and
vn+1t = u
n+1(t)γ
(n−1)
t (wn+1)w
∗
n+1, vˆ
n+1(t) = vn+1(t)wn+1vˆ
n−1(t)w∗n+1.
Then the conditions from (n+ 1, 2) to (n+ 1.7) are satisfied. Choose Mn+1 ∈ N
as in (n+ 1.8) and the induction procedure is done.
We first show the convergence of {θ2n}n and {θ2n+1}n. By (n + 2.7),
‖θn+2(ϕ)− θn(ϕ)‖ = ‖[wn+2, θn(ϕ)]‖2 < 4εn+1
and
‖θ−1n+2(ϕ)− θ−1n (ϕ)‖ = ‖[wn+2, ϕ]‖2 < 4εn+1 for all ϕ ∈ Φn+1.
Thus the limits limn→∞ θ2n = σ0 and limn→∞ θ2n+1 = σ1 exist.
We next show vˆ2n(t) converges compact uniformly. If |t| ≤ Tn+2, then
‖ϕ0 · (vˆn+2(t)− vˆn(t))‖
= ‖ϕ0 · (vn+2(t)wn+2vˆn(t)w∗n+2 − vˆn(t))‖
≤ ‖ϕ0 · (vn+2(t)− 1)‖+ ‖ϕ0 · (wn+2vˆn(t)w∗n+2 − vˆn(t))‖
< εn+2 + ‖ϕ0 · (wn+2vˆn(t)w∗n+2 − vˆn(t))‖ by (n+ 2.6). (5.21)
For |t| ≤ Tn, take t0 ∈ A(Mn, Tn) so that 0 ≤ |t− t0| < Tn/Mn. Note ϕ0vˆn(t0) ∈
Φˆn+1. By (n.8),
‖ϕ0 · (vˆn(t)− vˆn(t0))‖ < εn.
Hence the second term of (5.21) can be estimated as follows;
‖ϕ0 · (wn+2vˆn(t)w∗n+2 − vˆn(t))‖
≤ ‖[wn+2, ϕ0]‖+ ‖wn+2ϕ0vˆn(t)− ϕ0vˆn(t)wn+2‖
≤ 3εn+1 + 2εn + ‖wn+2ϕ0vˆn(t0)− ϕ0vˆn(t0)wn+2‖ by (n+ 2.7), (n.8)
< 3εn+1 + 2εn + 3εn+1 < 8εn by (n + 2.7).
Thus we get
‖ϕ0 · (vˆn+2(t)− vˆn(t))‖ < 9εn if |t| ≤ Tn.
We estimate ‖(vˆn+2(t)− vˆn(t))ϕ0‖ as follows:∥∥(vˆn+2(t)− vˆn(t))ϕ0∥∥
= ‖(vn+2(t)wn+2vˆn(t)w∗n+2 − vˆn(t))ϕ0‖
≤ ‖(vn+2(t)− 1)wn+2vˆn(t)w∗n+2ϕ0‖+ ‖(wn+2vˆn(t)w∗n+2 − vˆn(t))ϕ0‖
In the same way as above, we can show ‖(wn+2vˆn(t)w∗n+2− vˆn(t))ϕ0‖ < 8εn. The
first term is estimated as follows. We take t0 as above. Since vˆ
n(t0)ϕ0 ∈ Φˆn+1,
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we have
‖(vn+2(t)− 1)wn+2vˆn(t)w∗n+2ϕ0‖
≤ 2‖[w∗n+2, ϕ0]‖+ ‖(vn+2(t)− 1)wn+2vˆn(t)ϕ0‖
≤ 6εn+1 + ‖(vn+2(t)− 1)wn+2(vˆn(t)− vˆn(t0))ϕ0‖
+ ‖(vn+2(t)− 1)[wn+2, vˆn(t0)ϕ0]‖+ ‖(vn+2(t)− 1)vˆn(t0)ϕ0wn+2‖
≤ 6εn+1 + 2εn + 3εn+1 + εn+2
< 12εn+1.
Hence we have
‖(vˆn+2(t)− vˆn(t)) · ϕ0‖ < 20εn if |t| ≤ Tn.
Thus vˆ2n(t) converges compact uniformly in the strong* topology. In the same
way, so does vˆ2n+1(t). Put v¯0(t) := limn→∞ vˆ2n(t) and v¯1(t) := limn→∞ vˆ2n+1(t),
which are cocycles of σ0 ◦ αt ◦ σ−10 and σ1 ◦ βt ◦ σ−11 , respectively. By (n.5), we
have
Ad v¯0(t) ◦ σ0 ◦ αt ◦ σ−10 = Ad v¯1(t) ◦ σ1 ◦ βt ◦ σ−11 for all t ∈ R.
Therefore, α and β are strongly cocycle conjugate. 
Remark 5.13. Let P be a von Neumann algebra and α a flow on P. Suppose
that the covariant system {L∞(R),Adλ} is embedded into {Z(P), α}. Then any
α-cocycle is a coboundary as checked below.
Thanks to [44, Theorem 1], it turns out that α is a dual flow. Indeed, es ∈
L∞(R) satisfies Adλt(es) = e−istes, where es(x) = eisx. Let π : L∞(R) → Z(P)
be an equivariant normal ∗-homomorphism. Put w(s) := es. Since w(s) belongs
to Z(P), we obtain
P = Pα ∨ {w(R)}′′ ∼= Pα ⋊Adw R ∼= Pα ⊗ L∞(R).
Then α is conjugate to id⊗Adλ. Thus α is stable (see the proof of [60, Theorem
XII.1.11]).
Now we will prove the main theorem for general Rohlin flows.
Theorem 5.14. Let α and β be Rohlin flows on a von Neumann algebra M.
Then α and β are strongly cocycle conjugate if and only if αtβ−t ∈ Int(M) for all
t ∈ R.
Proof. We only prove the “if” part. The assumption implies that α = β on Z(M).
Let (X, µ) be a measure theoretic spectrum of Z(M)α = Z(M)β. Then we obtain
the following disintegrations:
M =
∫ ⊕
X
Mx dµ(x), α
x
t =
∫ ⊕
X
αxt dµ(x), β
x
t =
∫ ⊕
X
βxt dµ(x).
Note that αx and βx are centrally ergodic flows on Mx for almost every x.
Claim 1. For almost every x ∈ X, αxt βx−t ∈ Int(Mx) for all t ∈ R.
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Proof of Claim 1. Employing Theorem 9.4, we deduce that for each t ∈ R,
αxt β
x
−t ∈ Int(Mx) for almost every x ∈ X . Thus by usual measure theoretic
discussion, it turns out that for almost every x ∈ X , αxt βx−t ∈ Int(Mx) for all
t ∈ Q. Since R ∋ t 7→ αxt βx−t ∈ Aut(Mx) is continuous, we see that for almost
every x ∈ X , αxt βx−t ∈ Int(Mx) for all t ∈ R. 
Claim 2. For almost every x ∈ X, αx and βx are Rohlin flows.
Proof of Claim 2. Let p ∈ R. Employing Lemma 4.4, we take a central sequence
(vν)ν in M such that v
ν ∈MU and αt(vν)− eiptvν → 0 compact uniformly in the
strong∗ topology as ν → ∞. By Lemma 9.8, a subsequence of (vνx)ν is central
for almost every x ∈ X . Hence we may and do assume that (vνx)ν is central for
almost every x ∈ X .
Let {ϕk}k be a norm dense sequence in M∗. Then
‖(αt(vν)− eiptvν)ϕk‖ =
∫
X
‖(αxt (vνx)− eiptvνx)ϕkx‖ dµ(x),
‖ϕk · (αt(vν)− eiptvν)‖ =
∫
X
‖ϕk · (αxt (vνx)− eiptvνx)‖ dµ(x),
As the discussion in the proof of Lemma 9.8, we may and do assume that for
each t ∈ R, αxt (vνx)− eiptvνx converges to 0 in the strong∗ topology as ν →∞ for
almost every x ∈ X .
Let f(t) = e−ipt1[0,1](t). Then for all ν ∈ N and x ∈ X , we have
‖(αf(vνx)− vνx)ϕkx‖ ≤
∫ 1
0
‖(αxt (vνx)− eiptvνx)ϕkx‖ dt.
Hence ∫
X
‖(αf(vνx)− vνx)ϕkx‖ dµ(x) ≤
∫ 1
0
dt
∫
X
dµ(x) ‖(αxt (vνx)− eiptvνx)ϕkx‖
=
∫ 1
0
‖(αt(vν)− eiptvν)ϕk‖ dt,
which converges to 0 as ν → ∞. Similarly we have ∫
X
‖ϕkx · (αf (vνx) − vνx)‖ →
0. Again by taking a subsequence if necessary, we may and do assume that
(αf(v
ν
x)− vνx)ν is a trivial sequence for almost every x ∈ X .
By Lemma 3.14, (vνx)ν is a Rohlin unitary for p ∈ R for almost every x ∈ X . 
Combining the above claims, Lemma 5.12 and Theorem 9.13, we see that α
and β are strongly cocycle conjugate. 
Thanks to [34, Theorem 1 (i)] and Theorem 9.11, we know Int(M) = ker(mod)
when M is injective. Hence we obtain the following corollary.
Corollary 5.15. Let M be an injective von Neumann algebra and α, β Rohlin
flows on M. Then α and β are strongly cocycle conjugate if and only if mod(αt) =
mod(βt) for all t ∈ R.
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Corollary 5.16. If M is an injective factor of type II1 or III1, then any Rohlin
flow is cocycle conjugate to idM ⊗ α0, where α0 is a (unique) Rohlin flow on the
injective factor of type II1.
Proof. Since Aut(M) = Int(M), any Rohlin flows are cocycle conjugate. 
Corollary 5.17. Let α be a flow on the type II1 injective factor M. Then the
following statements are equivalent:
(1) α has the Rohlin property;
(2) α is invariantly approximately inner and Γ(α) = R.
In this case, α is stably self-dual, that is, αˆ ∼ α⊗ idB(ℓ2).
Proof. (1)⇒(2). The α is cocycle conjugate to a product type action as we will
see in Example 6.13 in the next section. Thus α is invariantly approximately
inner by Lemma 4.7.
(2)⇒(1). Suppose that the condition (2) holds. Then the dual flow αˆ has the
Rohlin property by Theorem 4.11. Since αˆ preserves the trace on the type II∞
factor N := M⋊αR, mod(αˆ) is trivial. Hence αˆ is cocycle conjugate to σ⊗ id on
M ⊗ B(ℓ2), where σ is the a product type action given in Example 6.13. Thus
the bidual flow ̂ˆα is conjugate to σˆ ⊗ id.
By Takesaki duality, ̂ˆα ∼ α ⊗ id on M ⊗ B(ℓ2). Hence α ⊗ id ∼ σˆ ⊗ id on
M⊗B(ℓ2). Since σ is invariantly approximately inner, σˆ has the Rohlin property
by Theorem 4.11. Thus α has the Rohlin property by Lemma 2.8. Since both
α⊗ id and αˆ are trace preserving Rohlin flows, they are cocycle conjugate. 
Since the tensor product flow of an arbitrary flow and a Rohlin flow has the
Rohlin property, we see the following result.
Corollary 5.18. Let α and β be flows on an injective factor M such that
mod(αt) = mod(βt) for all t ∈ R. Let σ be a Rohlin flow on the injective factor
N of type II1. Then α⊗ σ is strongly cocycle conjugate to β ⊗ σ.
6. Applications
In this section, we discuss several applications of our classification result.
Among them, we present a new proof of Kawahigashi’s work on flows on the
injective type II1 factor [30, 31, 32] and also that of classification of injective type
III factors.
6.1. Classification of invariantly approximately inner flows. Let α, β be
flows on an injective factor M. Let N1 := M⋊αR and N2 := M⋊βR. We denote
by {Z(N˜1), θ1,mod(αˆ)} and {Z(N˜2), θ2,mod(βˆ)} the triples of the flow spaces,
the flows of weights and the Connes-Takesaki modules for αˆ and βˆ, respectively.
Theorem 6.1. Let α, β be flows on an injective factor M. Suppose that they are
invariantly approximately inner. Then the following statements hold:
(1) Two flows α and β are stably conjugate if and only if the types (I, II and
III) of M ⋊α R and M ⋊β R are same, and the R
2-actions θ1s ◦mod(αˆt)
and θ2s ◦mod(βˆt) on the corresponding flow spaces are conjugate;
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(2) In (1), if one of the following conditions holds, then α and β are cocycle
conjugate:
• M is infinite;
• M⋊α R and M⋊β R are not of type I.
Proof. (1). The “only if” part is clear. We will show the “if” part. Recall that
the dual flows αˆ and βˆ have the Rohlin property by Theorem 4.11. Since M
is a factor, the dual flows are centrally ergodic. In particular, N1 and N2 are
von Neumann algebras of type I, II1, II∞ or III. To show the stable conjugacy,
we may and do assume that N1 and N2 are properly infinite by considering
α⊗ idB(ℓ2) and β⊗ idB(ℓ2). Then their core von Neumann algebras are isomorphic.
Let Θ: Z(N˜1) → Z(N˜2) be an isomorphism which conjugates θ1s ◦ mod(αˆt) and
θ2s ◦ mod(βˆt). Then by Lemma 6.19, which will be proved later, there exist an
isomorphism ρ : N1 → N2 and a self-adjoint operator h affiliated with Z(N2) such
that Θ = θ2h ◦mod(ρ). (See (6.4) for the definition of θh.)
We set γt := ρ ◦ αˆt ◦ ρ−1. Then
mod(γt) = mod(ρ) ◦mod(αˆt) ◦mod(ρ)−1
= θ2−h ◦Θ ◦mod(αˆt) ◦Θ−1 ◦ θ2h
= θ2−h ◦Θ ◦mod(αˆt) ◦Θ−1 ◦ θ2h
= θ2−h ◦mod(βˆt) ◦ θ2h
= mod(βˆt).
By Corollary 5.15, it turns out that γ ∼ βˆ. Hence αˆ ∼ βˆ, and α ⊗ idB(ℓ2) ∼
β ⊗ idB(ℓ2) by Takesaki duality.
(2). If M is infinite, then α ∼ β as usual. Hence we suppose that M is of type
II1. Then N1 and N2 are of type II by our assumption. Since α and β are stably
conjugate, there exist an α⊗ idB(ℓ2)-cocycle w and θ ∈ Aut(M⊗B(ℓ2)) such that
Adwt ◦ (αt ⊗ idB(ℓ2)) = θ ◦ (βt ⊗ idB(ℓ2)) ◦ θ−1.
It turns out from (1) that α and α⊗ idM are also stably conjugate. Thus there
exist an α⊗idB(ℓ2)-cocycle v and an isomorphism θα : M⊗M⊗B(ℓ2) −→M⊗B(ℓ2)
such that
Ad vt ◦ (αt ⊗ idB(ℓ2)) = θα ◦ (αt ⊗ idM ⊗ idB(ℓ2)) ◦ θ−1α .
Ad θ−1α (v
∗
t ) ◦ (αt ⊗ idM ⊗ idB(ℓ2)) = θ−1α ◦ (αt ⊗ idB(ℓ2)) ◦ θα.
We set
θ1 := θα ◦ (idM ⊗ θ−1) ◦ θ−1α ◦ θ, v′t := θ1(θ−1(v∗t )), w′t := θ1(θ−1(wt)).
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The θ1 is an automorphism on M ⊗ B(ℓ2) which satisfies mod(θ1) = 1. This is
verified by computing its module with respect to a tracial weight. Then
θ1 ◦ (βt ⊗ idB(ℓ2)) ◦ θ−11
= Adw′t ◦ θα ◦ (idM ⊗ θ−1) ◦ θ−1α ◦ (αt ⊗ idB(ℓ2)) ◦ θα ◦ (idM ⊗ θ) ◦ θ−1α
= Ad (w′tv
′
t) ◦ θα ◦ (idM ⊗ θ−1) ◦ (αt ⊗ idM ⊗ idB(ℓ2)) ◦ (idM ⊗ θ) ◦ θ−1α
= Ad (w′tv
′
t) ◦ θα ◦ (αt ⊗ idM ⊗ idB(ℓ2)) ◦ θ−1α
= Ad (w′tv
′
tvt) ◦ (αt ⊗ idB(ℓ2)).
Hence we may and do assume that w and θ satisfy
Adwt ◦ (αt ⊗ idB(ℓ2)) = θ ◦ (βt ⊗ idB(ℓ2)) ◦ θ−1, mod(θ) = 1.
By the latter condition, we can take a unitary u ∈ M ⊗ B(ℓ2) and σ ∈ Aut(M)
such that Ad u ◦ θ = σ ⊗ idB(ℓ2). By setting ut := uwt(αt ⊗ idB(ℓ2))(u∗), we have
Ad ut ◦ (αt ⊗ idB(ℓ2)) =
(
σ ◦ βt ◦ σ−1
)⊗ idB(ℓ2).
From the above relation, ut ∈M⊗ C is clear, and we obtain
Ad ut ◦ αt = σ ◦ βt ◦ σ−1.
Therefore α and β are cocycle conjugate. 
Lemma 6.2. Let θ be an automorphism on a von Neumann algebra N and α
an automorphism on the crossed product N ⋊θ Z. Suppose that θ is ergodic and
faithful on Z(N), and α = id on N. Then there exists a sequence of unitaries
(vn)n in Z(N) such that α = limn→∞Ad vn in Aut(M).
Proof. Put A := Z(N) and U := λθ(1), the implementing unitary ofM := N⋊θZ.
Since Z(M)θˆ = Aθ = C, θˆ is a centrally ergodic action of T. By [51, Corollary
VI.1.3], we have A′ ∩M = N. In particular, Z(M) = Aθ = C.
Then c(m) := α(Um)U∗m belongs to N′ ∩M = A, which is a θ-cocycle. We
will show that c is approximated by a coboundary.
Let ϕ ∈ N∗ be a faithful state and ϕˆ the dual state on M. Note that ϕˆ ◦α = ϕˆ
since α fixes N. Let n ∈ N and εn := 1/2n2(2n + 1). Take δn > 0 so that if
x ∈ A1 satisfies |x|ϕ < δn, then |θk(x)|ϕ < εn with |k| ≤ n. Next take Nn ∈ N
such that 12/Nn < δn.
By [34, Lemma 10], there exists a partition of unity {f}∪{ei}Nni=0 in A such that
θ(ei) = ei+1, i = 0, . . . , Nn − 1, |f |ϕ < 1/Nn, |e0|ϕ < 1/Nn and |eNn |ϕ < 2/Nn.
Using the following inequalities:
θ(eNn) ≤ e0 + f ≤ θ(eNn) + θ(f) + f, θ(f) = f + e0 − θ(eNn),
we get
|θ(eNn)|ϕ < 2/Nn, |θ(f)|ϕ < 4/Nn |θ−1(e0)|ϕ < 3/Nn, |θ−1(f)|ϕ < 6/Nn.
59
Set vn := f +
∑Nn
i=0 c(i)ei ∈ A. Then vn is a unitary, and
c(1)θ(vn)− vn = c(1)θ(f) +
Nn∑
i=0
c(1)θ(c(i))θ(ei)− vn
= c(1)θ(f) +
Nn∑
i=0
c(1 + i)θ(ei)− vn
= c(1)θ(f) +
Nn∑
i=1
c(i)ei + c(1 +Nn)θ(eNn)− vn
= c(1)θ(f)− f − c(0)e0 + c(1 +Nn)θ(eNn).
Hence we have
|c(1)θ(vn)− vn|ϕ ≤ |θ(f)|ϕ + |f |ϕ + |e0|ϕ + |θ(eNn)|ϕ
< 4/Nn + 1/Nn + 1/Nn + 2/Nn
= 8/Nn < δn,
and by c(−1) = θ−1(c(1)∗),
|c(−1)θ−1(vn)− vn|ϕ = |c(1)θ(vn)− vn|θ(ϕ)
≤ |θ(f)|θ(ϕ) + |f |θ(ϕ) + |e0|θ(ϕ) + |θ(eNn)|θ(ϕ)
= |f |ϕ + |θ−1(f)|ϕ + |θ−1(e0)|ϕ + |eNn|ϕ
< 1/Nn + 6/Nn + 3/Nn + 2/Nn
= 12/Nn < δn.
Therefore, if |k| ≤ n, then
|θk(c(1)θ(vn)− vn)|ϕ < εn, (6.1)
|θk(c(−1)θ−1(vn)− vn)|ϕ < εn. (6.2)
We will prove the following inequality by induction:
|c(k)θk(vn)− vn|ϕ < |k|εn if |k| ≤ n. (6.3)
We first consider when k > 0. Suppose that we have proved the inequality
above for k − 1. Using the cocycle identity c(k) = c(k − 1)θk−1(c(1)), we obtain
the following:
|c(k)θk(vn)− vn|ϕ = |c(k − 1)θk−1(c(1)θ(vn))− vn|ϕ
≤ |θk−1(c(1)θ(vn)− vn)|ϕ + |c(k − 1)θk−1(vn)− vn|ϕ
< εn + |c(k − 1)θk−1(vn)− vn|ϕ by (6.1)
< kεn.
Next we consider when k < 0. Suppose that we have proved the inequality
above for k+1. Using the cocycle identity c(k) = c(k+1)θk+1(c(−1)), we obtain
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the following:
|c(k)θk(vn)− vn|ϕ = |c(k + 1)θk+1(c(−1)θ−1(vn))− vn|ϕ
≤ |θk+1(c(−1)θ−1(vn)− vn)|ϕ + |c(k + 1)θk+1(vn)− vn|ϕ
< εn + |c(k + 1)θk+1(vn)− vn|ϕ by (6.2)
< −kεn.
Hence (6.3) holds.
We will prove that α = limnAd vn in Aut(M). Since ϕˆ ◦ α = ϕˆ and vn ∈ Mϕˆ,
it suffices to show that α(x) = limnAd vn(x) in the strong topology for x =∑
|k|≤ℓ xkU
k with xk ∈ N. When n ≥ ℓ, we obtain
‖α(x)− vnxv∗n‖2ϕˆ =
∥∥∥∑
|k|≤ℓ
xk(c(k)− vnθk(v∗n))Uk
∥∥∥2
ϕˆ
<
∑
|k|≤ℓ
‖xk(c(k)− vnθk(v∗n))‖2ϕ
≤
∑
|k|≤ℓ
‖x‖2 · 2|c(k)− vnθk(v∗n)|ϕ
< ‖x‖2 · 2(2ℓ+ 1)ℓεn by (6.3)
≤ ‖x‖2/n.
Thus α(x) = limn vnxv
∗
n, and we are done. 
Lemma 6.3. Let α be a flow on an injective factor M. Suppose that α fixes a
Cartan subalgebra A of M. Then α is invariantly approximately inner.
Proof. By [9, Theorem 10], we may and do assume that there exists a Z-action
θ on A such that M = A ⋊θ Z. The factoriality of M implies the ergodicity and
the faithfulness of θ. Thus by the previous lemma, α is invariantly approximately
inner. 
In particular, Kawahigashi’s example [33, Theorem 1.4] is invariantly approxi-
mately inner.
If a flow α fixes a Cartan subalgebra of an injective type II1 factor and Γ(α) =
R, then α has the Rohlin property by Corollary 5.17 and the previous lemma.
This means the uniqueness of α. As a result, we have proved the following main
result of [32]. See Example 6.13 for a product type flow with the Rohlin property.
Theorem 6.4 (Kawahigashi). Let α be a flow on the injective type II1 factor M.
If α fixes a Cartan subalgebra of M and Γ(α) = R, then α is cocycle conjugate to
a product type flow, and absorbs any product type actions. Thus such an action
α is unique up to cocycle conjugacy.
In [1, Proposition 6.5, Theorem 6.6], Aoi and Yamanouchi have generalized the
above Kawahigashi’s result to the case of an action of a locally compact group on
injective factors by groupoid method. We will prove their result for flows making
use of a classification of Rohlin flows.
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Corollary 6.5 (Aoi-Yamanouchi). Let α, β be flows on an injective injective
factor M. Suppose that they fix a Cartan subalgebra of M, and both M⋊α R and
M⋊β R are not of type I. Then α and β are cocycle conjugate if and only if the
R2-actions θ1s ◦ mod(αˆt) and θ2s ◦ mod(βˆt) on the corresponding flow spaces are
conjugate.
Proof. By Lemma 6.3, α and β are invariantly approximately inner. When N1 is
of type III, so is N2 since their flow spaces are isomorphic. Hence when N1 is of
type II, so is N2. By Theorem 6.1, α ∼ β. 
Remark 6.6. If N := M ⋊α R is of type I, then Γ(α) = {0}. This fact is
verified as follows. Take a type I subfactor P in N such that P′ ∩ N = Z(N).
Hence we have the tensor product decomposition N = P ⊗ Z(N). Let γt be the
restriction of αˆt on Z(N). Then γ is an ergodic flow. Since (id⊗γ−t)◦ αˆt = id on
Z(N), (id ⊗ γ−t) ◦ αˆt is inner. Take a measurable unitary map R ∋ t 7→ Ut ∈ N
such that αˆt = AdUt ◦ (id ⊗ γt). Then c(t, s) := (id ⊗ γt)(U∗s )U∗t Ut+s is a 2-
cocycle of γ which belongs to C⊗ Z(N). Thanks to [10, Proposition A.2], c is a
coboundary. Hence we may and do assume that U is an (id ⊗ γ)-cocycle. Then
P⊗ (Z(N)⋊γ R) ∼= N⋊αˆ R ∼= M⊗B(L2(R)) that is a factor. In particular, γ is
faithful, that is, {0} = ker γ = Γ(α).
By the remark above, we have interest in a classification of flows with trivial
Connes spectrum.
Lemma 6.7. Let M be a factor and α a flow on M. If Γ(α) = {0}, then α is
invariantly approximately inner.
Proof. When α is inner, α is implemented by one-parameter unitary group as
usual. Thus the statement is trivial.
Suppose that α is not inner. Let N := M ⊗ B(ℓ2) and α¯ := α ⊗ idB(ℓ2). By
the same discussion as [4, §5.3], there exist a perturbation σ of α¯ and µ > 0 such
that 0 ∈ Sp(σ) is isolated and N = Nσ ⋊γ Z whose implementing unitary λγ(1)
satisfies Spσ(λ
γ(1)) ⊂ [µ,∞).
Claim. The Z(Nσ) is non-atomic, and γ is a faithful ergodic action on Z(Nσ).
Proof of Claim. The factoriality of N implies the central ergodicity of γ. Note
that Z(Nσ) 6= C. If so, then Γ(σ) = Sp(σ) ⊃ Spσ(λγ(1)) 6= {0}. This is
a contradiction. Assume that Z(Nσ) were atomic. Take a minimal projection
e ∈ Z(Nσ). By [4, Lemme 2.3.3], {0} = Γ(σ) = Γ(σe). However, (Ne)σe = (Nσ)e
is a factor, and Γ(σe) = Sp(σe). Hence σe is trivial. Since N is a factor, σ must
be inner by [4, Lemme 1.5.2], and this is a contradiction. Therefore, Z(Nσ) is
non-atomic.
Suppose that n > 0 is the period of γ on Z(Nσ). The ergodicity of γ implies
that Z(Nσ) ∼= ℓ∞(Z/nZ), which is atomic. Hence γ must be faithful on Nσ. 
By Lemma 6.2, we can deduce the invariantly approximate innerness of σ and
that of α. 
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Remark 6.8. We can also prove the previous lemma in the following way. The
condition Γ(α) = {0} means that αˆ is faithful on Z(M⋊αR). If we use Theorem
6.21, then it turns out that αˆ has the Rohlin property. Thus α is invariantly
approximately inner by Theorem 4.11.
By Theorem 6.1 and the previous lemma, we obtain the following result due
to Kawahigashi for type II1 case [30, Theorem 1.4] and Hui for type III case [22,
Theorem 1.3].
Corollary 6.9. Let α, β be flows on the injective factor M. Suppose that Γ(α) =
{0} = Γ(β). Then the following statements hold:
(1) The α is stably conjugate to β if and only if the types (I, II and III) of
M ⋊α R and M ⋊β R are same, and the R
2-actions θ1s ◦ mod(αˆt) and
θ2s ◦mod(βˆt) are conjugate as before;
(2) In (1), if one of the following conditions hold, then α and β are cocycle
conjugate:
• M is infinite;
• M⋊α R and M⋊β R are not of type I.
Example 6.10 (Kawahigashi). The difference between the cocycle conjugacy
and the stable conjugacy occurs only when M is of type II1. We let α
(k) be the
flow on the injective factor of type II1 defined by
α
(k)
t =
∞⊗
n=1
Ad
(
1 0
0 e2πi·3
n+kt
)
.
They are mutually stably conjugate, but not cocycle conjugate. See [33, Theorem
2.9]. In particular, their crossed products are of type I.
6.2. Examples of Rohlin flows on the injective factor of type II1. We
recall the notion of minimality (cf. [54]).
Definition 6.11. Let α be an action of a locally compact group G on a factor
M. We will say that α on M is minimal if α is faithful and (Mα)′ ∩M = C.
Theorem 6.12. Let α be an almost periodic and minimal flow on the injective
type II1 factor M. Then α has the Rohlin property.
Proof. Set M(p) := {x ∈ M | αt(x) = eiptx}, p ∈ R, and H := Spd(α) = {p ∈
R | M(p) 6= {0}}. As shown in [62, Lemma 2.4, Proposition 7.3], the eigenspace
M(p) contains a unitary, and H is a dense countable subgroup of R. Take a
unitary v(p) ∈ M(p), and set γp := Ad v(p)|Mα, c(p, q) := v(p)v(q)v(p + q)∗.
Then (γ, c) is a free cocycle action on Mα, where we regard H as a discrete
group. Since (Mα)′ ∩M = C, Mα is an injective subfactor of type II1. By the
2-cohomology vanishing theorem [52, Theorem 7.6], we may assume v(p) is a
unitary representation of H , and γ is a free action of H on Mα. By [52, Lemma
9.2], there exists {u(p)n}∞n=1 ⊂ U(Mα) for each p ∈ H such that for all p, q ∈ H ,
γp = lim
n→∞
Ad u(p)n, lim
n→∞
‖γp(u(q)n)− u(q)n‖2 = 0.
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In fact, we may assume limn→∞ ‖u(p)nu(q)n − u(p+ q)n‖2 = 0 holds, but this is
unnecessary in this proof.
Fix p ∈ H , and set wn := u(p)∗nv(p). Then trivially αt(wn) = eiptwn, and (wn)n
is a central sequence as verified below. For x ∈Mα and q ∈ H , we have
‖wnxv(q)− xv(q)wn‖2 = ‖u(p)∗nv(p)xv(q)− xv(q)u(p)∗nv(p)‖2
= ‖u(p)∗nγp(x)v(p+ q)− xγq(u(p)∗n)v(p+ q)‖2
= ‖γp(x)− u(p)nxγq(u(p)∗n)‖2
≤ ‖γp(x)− u(p)nxu(p)∗n‖2 + ‖x (γq(u(p)∗n)− u(p)∗n)‖2 ,
and the last terms converge to 0 by the choice of {u(p)n}. Since the linear span
of {Mαv(q)}q∈H is a strongly dense ∗-subalgebra of M, (wn)n is central. Thus
πω((wn)n) ∈Mω,α is a Rohlin unitary for p ∈ H .
We next show the existence of a Rohlin unitary for an arbitrary p ∈ R. Take
a strongly dense countable set {xj}∞j=1 ⊂M1.
For any n > 0, take qn ∈ H such that |eipt − eiqnt| < 1/n, |t| ≤ n. Let wn ∈M
be a unitary such that
αt(wn) = e
iqntwn, ‖[wn, xj ]‖2 < 1/n, 1 ≤ j ≤ n.
Then for |t| ≤ n,
‖αt(wn)− eiptwn‖2 < 1/n.
Thus πω((wn)n) is a Rohlin unitary for p. 
Example 6.13. Let µ, ν ∈ R \ {0} be such that µ/ν /∈ Q. Let σ be the flow on
the injective type II1 factor M as defined below
σt :=
∞⊗
n=1
Ad
1 0 00 eiµt 0
0 0 eiνt
 .
It is straightforward to check that σ satisfies the condition of Theorem 6.4 or
Theorem 6.12. Indeed, Spd(σ) = µZ+ νZ. Hence σ has the Rohlin property. We
can also show this fact from Corollary 7.9 without using the classification result
of discrete amenable group actions due to Ocneanu.
By uniqueness of a Rohlin flow on the injective type II1 factor, any Rohlin flow
is cocycle conjugate to σ. We will study product type flows as above in more
general setting in §6.5.
Example 6.14. Let θ ∈ R \ Q and Aθ be the irrational rotation C∗-algebra
generated by u and v satisfying uv = e2πiθvu. For µ, ν ∈ R \ {0}, we introduce
the ergodic flow α on Aθ defined by αt(u) = e
iµtu and αt(v) = e
iνtv. If µ/ν 6∈ Q
and µ/ν 6∈ GL(2,Q)θ, where each g ∈ GL(2,Q) acts on R as the linear fractional
transformation, then α is a Rohlin flow in the C∗-sense by [37, Proposition 2.5].
We lift α to the weak closure of Aθ with respect to the unique trace. Then
we obtain a Rohlin flow on the injective type II1 factor. Hence Theorem 5.14
implies that the flow σ introduced in Example 6.13 and α are mutually cocycle
conjugate. This fact is originally proved by Kawahigashi [31, Theorem 16].
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This example can be generalized to a higher-dimensional noncommutative torus
[37, Proposition 2.5].
Remark 6.15. Let A be a C∗-algebra and π : A→ B(H) be a representation. A
central sequence (xν)ν in A needs not to be central in π(A)
′′ in the von Neumann
algebra sense. Indeed, let ϕ ∈ A∗ be a state and πϕ : A → B(Hϕ) be the GNS
representation. Suppose that the normal extension of ϕ on M := πϕ(A)
′′ is
faithful. Then {ϕπϕ(a) | a ∈ A} is a dense subspace of M∗.
Let (xν)ν be a central sequence in A. Then we have
‖[ϕπϕ(a), πϕ(xν)]‖M∗ ≤ ‖a‖‖[ϕ, πϕ(xν)]‖M∗ + ‖[a, xν ]‖.
By the Kaplansky density theorem, we have ‖[ϕ, πϕ(xν)]‖M∗ = ‖[ϕ, xν ]‖A∗ .
Therefore, (πϕ(x
ν))ν is central in M if and only if limν→∞ ‖[ϕ, xν ]‖A∗ = 0.
6.3. The classification of injective factors of type III. We recall the fol-
lowing fundamental result. A sketch of a proof is given in order that we can
understand the outline.
Theorem 6.16 (Connes, Haagerup, Kawahigashi-Sutherland-Takesaki). Let M
be an injective von Neumann algebra and ϕ a faithful normal state on M. Then
σϕt ∈ Int(M) for all t ∈ R.
Proof. By Theorem 9.4 and the disintegration of σϕ as (9.2), we may and do
assume that M is a factor. The semifinite case is trivial.
If M is of type IIIλ with 0 < λ < 1, then there exists an automorphism θ on
the injective type II1 factor N such that M = N⋊θ Z and τ ◦ θ = λτ . Then by [6,
Lemma 5, Theorem 1.2.5], θ has the Rohlin property as a Z-action, and the dual
action θˆt = σ
ϕ
t is invariantly approximately inner as a torus action. This fact is
proved in a similar way to Theorem 4.11.
By [5, Proposition 3.9], a modular automorphism is approximately inner for
any factor of type III0. We will prove this fact by using Rohlin flows in Corollary
6.24.
If M is of type III1, then the asymptotic bicentralizer of any faithful normal
state is trivial [19, Corollary 2.4]. As is proved in [8, Theorem IV.1], the semidis-
creteness implies the approximate innerness of a modular automorphism. 
Assuming this theorem, we present the classification of injective type III von
Neumann algebras from a viewpoint of Rohlin property.
Theorem 6.17 (Connes, Haagerup, Krieger). Let M1 and M2 be injective von
Neumann algebras of type III. Then they are isomorphic if and only if their flows
of weights are isomorphic.
Proof. The “only if” part is clear, and we will show the “if” part. LetM1 andM2
as above. Let ϕ1 and ϕ2 be faithful normal states on M1 and M2, respectively.
By our assumption and the uniqueness of the injective type II∞ factor, we may
regard M˜1 = M˜2, and the dual flows θ
1 := σ̂ϕ1 and θ2 := σ̂ϕ2 are equal on Z(M˜1).
By standard prescription (see the proof of Lemma 6.19), we may and do assume
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that θ1 and θ2 are scaling the same trace τ as τ ◦ θ1t = e−tτ = τ ◦ θ2t . Thus
mod(θ1t ) = mod(θ
2
t ).
By Proposition 4.19 and the previous theorem, it turns out that θ1 and θ2
have the Rohlin property. Thus by Corollary 5.15, they are cocycle conjugate.
In particular, M˜1 ⋊θ1 R ∼= M˜2 ⋊θ2 R. Hence M1 ∼= M2 by Takesaki duality. 
Let us denote by R0, R0,1 and R∞ the injective factors of type II1, II∞ and III1.
Let us focus on the injective type III1 factor R∞. The core of R∞ is isomorphic
to R0,1. The dual flow θ scales the trace τ as τ ◦ θt = e−tτ . As we have seen, θ
has the Rohlin property. We summarize this fact as follows.
Theorem 6.18. A trace scaling flow on R0,1 has the Rohlin property.
Proof. Let θ be a trace scaling flow on R0,1 and τ a faithful normal tracial weight
on R0,1. Then there exists a non-zero p ∈ R such that τ ◦ θt = e−ptτ for t ∈ R.
Using θ′t := θt/p if p 6= 1, we may and do assume τ ◦ θt = e−tτ . We have known
that θ has the Rohlin property. 
Let us refine Theorem 6.17 for later use (see Theorem 6.28). Let M be a von
Neumann algebra. For a self-adjoint operator h affiliated with Z(M), we define
θh ∈ Aut(M˜) by
θh(x) = x, θh(λ
ϕ(t)) = e−ithλϕ(t) for x ∈M, ϕ ∈ W (M), t ∈ R. (6.4)
Lemma 6.19. Let P1 and P2 be injective von Neumann algebras which are one of
type I, II1, II∞ or III. Let {Z(P˜1), θ1} and {Z(P˜2), θ2} be the flow of weights of P1
and P2, respectively. Suppose that P˜1 ∼= P˜2 as von Neumann algebras and there
exists an isomorphism Θ: Z(P˜1)→ Z(P˜2) with Θ ◦ θ1t = θ2t ◦ Θ on Z(P˜1) for all
t ∈ R. Then there exist an isomorphism ρ : P1 → P2 and a self-adjoint operator
h that is affiliated with Z(P2) such that Θ = θ
2
h ◦mod(ρ) = mod(ρ) ◦ θ1ρ−1(h).
Proof. By the assumption of the injectivity, there exist a semifinite injective factor
Q, an abelian von Neumann algebra A and isomorphisms πj : P˜j → Q ⊗ A with
j = 1, 2. We put ψjt := πj ◦θjt ◦π−1j . By Proposition 4.19 and Theorem 6.16, they
are Rohlin flows.
Then Θ0 := π2◦Θ◦π−11 |A is an automorphism on A such that Θ0◦ψ1t = ψ2t ◦Θ0
on A. By replacing with π1 with (idQ ⊗ Θ0) ◦ π1, we may and do assume that
ψ1t = ψ
2
t on A and π
−1
2 ◦ π1|Z(P˜1) = Θ.
Claim. There exists γ ∈ Aut(Q⊗A) such that γ|A = idA and γ ◦ ψ1t ◦ γ−1 = ψ2t
modulo Int(Q⊗A).
Proof of Claim. When P1 is of type I, so is Q. Since ψ
1
tψ
2
−t|A = idA and Aut(Q) =
Int(Q), we can deduce ψ1tψ
2
−t ∈ Int(Q⊗A) by Theorem 9.5.
When P1 is of type II1, so is Q. Since Aut(Q) = Int(Q), ψ
1
tψ
2
−t ∈ Int(Q ⊗ A)
by Theorem 9.4.
When P2 is of type II∞ or III, Q is the injective factor of type II∞. Let
τ be a faithful normal semifinite tracial weight on Q. Take ϕj ∈ W (A) with
(τ ⊗ ϕj) ◦ ψjt = e−t(τ ⊗ ϕj) for j = 1, 2.
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Realize A as L∞(X, µ2) where ϕ2(a) =
∫
X
a(x) dµ2(x). Let h(x) be a positive
measurable function such that ϕ1(a) =
∫
X
h(x)a(x)dµ2(x). Take γ ∈ Aut(Q⊗A)
of the form γ =
∫ ⊕
X
γx dµ2(x) such that τ ◦γx = h(x)τ . Then (τ⊗ϕ2)◦γ = τ⊗ϕ1,
and
(τ ⊗ ϕ2) ◦ γ ◦ ψ1t ◦ γ−1 = e−t(τ ⊗ ϕ2).
Since γ ◦ ψ1t ◦ γ−1 = ψ2t on A, we obtain mod(γ ◦ ψ1t ◦ γ−1) = mod(ψ2t ). By
Theorem 9.11, γ ◦ ψ1t ◦ γ−1 ◦ ψ2−t ∈ Int(Q⊗A). 
Replacing π1 with γ ◦ π1, we may assume that ψ1t = ψ2t modulo Int(Q ⊗ A).
Then by Theorem 5.15, there exist γ′ ∈ Int(Q⊗A) and a ψ2-cocycle w such that
γ′ ◦ψ1t ◦ γ′−1 = Adwt ◦ψ2t . Then π−12 ◦ γ′ ◦π1 = Θ on Z(P˜1). Thus we can extend
Θ to the isomorphism from P˜1 onto P˜2 by putting Θ := π
−1
2 ◦ γ′ ◦ π1 on P˜1.
Put vt := π
−1
2 (wt). Then v is a θ
2-cocycle and we obtain Θ◦θ1t ◦Θ−1 = Ad vt◦θ2t .
By stability of θ2 [10, Theorem III.5.1], there exists a unitary w ∈ P˜2 such that
vt = w
∗θ2t (w). Set Θ
′ := Adw◦Θ. Then Θ′ = Θ on Z(P˜1) and Θ′◦θ1t ◦(Θ′)−1 = θ2t
for t ∈ R. Thus we may and do assume that Θ ◦ θ1t ◦Θ−1 = θ2t . This implies that
Θ(P1) = P2. Put ρ := Θ|P1.
Let ϕ ∈ W (P1). Then ut := Θ(λϕ(t))λρ(ϕ)(t)∗ belongs to P˜2
θ2
= P2, and
utσ
ρ(ϕ)
t (us) = Θ(λ
ϕ(t))λρ(ϕ)(t)∗ · λρ(ϕ)(t)Θ(λϕ(s))λρ(ϕ)(s)∗λρ(ϕ)(t)∗
= ut+s.
Hence there exists ψ ∈ W (P2) such that ut = [Dψ : Dρ(ϕ)]t. For x ∈ P2 and
t ∈ R, we have
σψt (x) = utσ
ρ(ϕ)
t (x)u
∗
t
= Θ(λϕ(t))xΘ(λϕ(t)∗) = ρ(σϕt (ρ
−1(x)))
= σ
ρ(ϕ)
t (x).
Thus ut ∈ Z(P2). Let h be a positive operator affiliated with Z(P2) such that
ut = e
ith. The u does not depend on ϕ. Indeed, for another χ ∈ P1, we have
Θ(λχ(t)) = Θ([Dχ : Dϕ]tλ
ϕ(t))
= [Dρ(χ) : Dρ(ϕ)]t · utλρ(ϕ)(t)
= utλ
ρ(χ)(t).
This shows Θ = θ2h ◦ ρ˜. 
6.4. Non-fullness of type III0 factors. In [5], it is shown that a modular
automorphism group on any type III0 factor M is approximately inner. This
implies the non-fullness of an arbitrary type III0 factors. If we apply Lemma 6.7
to the discrete decomposition of M, then the invariant approximate innerness of
σϕ is immediately obtained. We will present another approach to that by showing
that any non-periodic ergodic flow on a commutative von Neumann algebra has
the Rohlin property.
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Let (X, µ,Ft) be a non-singular properly ergodic flow with µ(X) = 1. We can
assume that (X, µ,Ft) is given by a flow built under a ceiling function with a
base space (Y, ν, S) and a positive function r(y) on Y . We represent x ∈ X as
(π(x), h(x)) ∈ Y × R with 0 ≤ h(x) < r(π(x)). We can assume that 0 < R1 ≤
r(y) < R2 for some Ri > 0. (In fact, we can assume that r(y) takes only two
values. See [41, 55].) Let Z ⋉ Y be the groupoid whose multiplication rule is
given by (n, Smy)(m, y) := (n+m, y). For (n, y) ∈ Z ⋉ Y , we set
T (n, y) :=

∑n−1
k=0 r(S
ky) if n ≥ 1,
0 if n = 0,
−T (−n, Sny) if n ≤ −1.
Then T : Z ⋉ Y → R is a homomorphism.
Next for (t, x) ∈ R ⋉ X , we define N(t, x) = m if T (m, π(x)) ≤ t + h(x) <
T (m+ 1, π(x)), where we note that limn→∞ T (n, x) = +∞ since r(y) ≥ R1 > 0.
It turns out that N : R ⋉ X → Z is a homomorphism. The maps T and N are
related to each other as follows:
SN(t,x)π(x) = π(Ftx),
t = T (N(t, x), π(x)) + h(Ftx)− h(x) for all (t, x) ∈ R⋉X. (6.5)
Define a homomorphism p : R⋉X → Z ⋉ Y by p(t, x) = (N(t, x), π(x)). This
induces the group homomorphism p∗ : Z1(Z⋉Y )→ Z1(R⋉X) by p∗(c) := c ◦ p,
where each Z1(·) denotes the set of T-valued cocycles. Let us denote by B1(·)
the set of coboundaries. Then p∗(B1(Z⋉ Y )) ⊂ B1(R⋉X). Hence the following
group homomorphism is well-defined:
p∗ : H1(Z ⋉X)→ H1(R⋉X). (6.6)
In fact, p∗ is an isomorphism though we do not use this fact in what follows. See
[10, Proposition A.2] or [57, Theorem 3.1] for its proof.
For c1, c2 ∈ Z1(R⋉X) and d1, d2 ∈ Z1(Z ⋉ Y ), we set the following metrics:
ρX(c1, c2) := max
0≤t<R1
∫
X
|c(t, x)− c′(t, x)| dµ(x),
ρY (d1, d2) :=
∫
Y
|d1(1, y)− d2(1, y)| dν(y).
Lemma 6.20. For d1, d2 ∈ Z1(Z ⋉ Y ), we have
ρX(p
∗(d1), p∗(d2)) ≤ R2ρY (d1, d2).
In particular, p∗ is continuous.
Proof. Note that N(t, x) ∈ {0, 1} for 0 ≤ t < R1. Indeed, since 0 ≤ h(x) <
r(π(x)), we obtain
t ≤ h(x) + t < r(π(x)) + t < r(π(x)) + r(Sπ(x)).
If h(x) + t < r(π(x)), then N(t, x) = 0. If r(π(x)) ≤ h(x) + t, then N(t, x) = 1.
Fix t with 0 ≤ t < R1. Let
X1 := {x ∈ X | 0 ≤ h(x) < r(x)− t}, X2 := {x ∈ X | r(x)− t ≤ h(x) < r(x)}.
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Then for x1 ∈ X1 and x2 ∈ X2, we have N(t, x1) = 0 and N(t, x2) = 1. Hence
p∗(d1)(t, x1) = 1 = p∗(d2)(t, x1). Then∫
X
|p∗(d1)(t, x)− p∗(d2)(t, x)| dµ(x) =
∫
X2
|p∗(d1)(t, x)− p∗(d2)(t, x)| dµ(x)
=
∫
X2
|d1(1, π(x))− d2(1, π(x))| dµ(x)
≤ R2
∫
Y
|d1(1, y)− d2(1, y)| dν(y).

Theorem 6.21. Let A be an abelian von Neumann algebra and α a non-periodic
ergodic flow on A. Then α has the Rohlin property.
Proof. If Spd(α) = R, then α is conjugate to the translation on L
∞(R). Thus the
function t 7→ eipt does the job.
We consider when Spd(α) 6= R. Let (X, µ,Ft) be a point realization of α with
µ(X) = 1. Note that F is properly ergodic since α is non-periodic. Then we
represent (X, µ,Ft) as a flow built under a ceiling function r with a base space
(Y, ν, S) as before. We let θ(f)(y) := f(S−1y) for f ∈ L∞(Y ).
Let p ∈ R. For (t, x) ∈ R ⋉ X and (n, y) ∈ Z ⋉ Y , we set c(t, x) := eipt and
d(n, y) := eipT (n,y) which are cocycles of R⋉X and Z⋉Y , respectively. Then for
(t, x) ∈ R⋉X , we have
p∗(d)(t, x) = d(N(t, x), π(x)) = eipT (N(t,x),π(x))
= eip(t−h(Ftx)+h(x)) by (6.5)
= c(t, x)e−iph(Ftx)eiph(x).
This means p∗(d) = c in H1(R⋉X).
We let un(y) := d(−n, y) for n ∈ Z and y ∈ Y . Then u : Z → L∞(Y )U is a
θ-cocycle. By the proof of Lemma 6.2, for any ε > 0, there exists v ∈ L∞(Y )
such that |uk − v∗θk(v)|ν < ε for k with |k| ≤ 1.
Let v(y) be a bounded measurable function representing v ∈ L∞(Y ). We set a
coboundary ∂v on Z ⋉ Y defined by ∂v(n, y) := v(Sny)v(y)∗. Then
ρY (d, ∂v) = |u−1 − v∗θ−1(v)|ν < ε.
By the previous lemma, we obtain ρX(p
∗(d), p∗(∂v)) ≤ R2ε.
Therefore, we have proved that c is approximated by a coboundary. More
precisely, for any n ∈ N, there exists a measurable function wn : X → T such
that
ρX(c, ∂wn) = max
0≤t<R1
∫
X
|eipt − wn(x)∗αt(wn)(x)| dµ(x) < 1/n.
Regarding wn as a unitary in L
∞(X, µ), we obtain
|αt(wn)− eiptwn|µ < 1/n if 0 ≤ t < R1.
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Then w := πω((wn)n) ∈ Aω satisfies αt(w) = eiptw for all t ∈ R. We will
check that (wn)n is (α, ω)-equicontinuous. Let f(t) := R
−1
1 e
−ipt1[0,R1](t) and
w′n := αf(wn). Then
|αf(wn)− wn|µ ≤ R−11
∫ R1
0
|αt(wn)− eiptwn|µ dt < 1/nR1.
Thus αf (wn) − wn → 0 in the strong∗ topology as n → ∞. By Lemma 3.14,
w ∈ Aα,ω. 
Remark 6.22. By Theorem 5.11, any α-cocycle is approximated by a cobound-
ary. To see this fact, we can avoid the Shapiro type argument for the flow α
when we use the fact that p∗ defined in (6.6) is isomorphism. The surjectivity of
p∗ implies that any α-cocycle c may be assumed to be of the form p∗(d) with d a
θ-cocycle. As we have seen d is approximated by a coboundary, and so is c.
Corollary 6.23. Let N be a von Neumann algebra and α a flow on N. If α is
non-periodic and ergodic on Z(N), then α has the Rohlin property.
Since the dual flow of a Rohlin flow is invariantly approximately inner by
Theorem 4.11, we get the following result due to Connes [5].
Corollary 6.24 (Connes). Let M be a type III0 factor. Then any modular auto-
morphism group of M is approximately inner, and hence M is not a full factor.
6.5. Product type flows. We will generalize Example 6.13 to a factor of type
III. Let λ = (λ1, . . . , λm) with all λj > 0 and µ = (µ1, . . . , µm) ∈ Rm. We
consider the following flow:
Mλ :=
∞⊗
k=1
(Mm+1(C), φλ), φλ :=
1
1 + λ1 + · · ·+ λmTr ·

1 0 · · · 0
0 λ1 · · · 0
...
...
. . .
...
0 0 · · · λm
 ,
αλ,µt :=
∞⊗
k=1
Ad

1 0 · · · 0
0 eiµ1t · · · 0
...
...
. . .
...
0 0 · · · eiµmt
 , t ∈ R.
Let ϕλ =
⊗∞
k=1 φλ. In what follows, we simply write α = α
λ,µ, M = Mλ and
ϕ = ϕλ. It is trivial that α is invariantly approximately inner, and the dual flow
has the Rohlin property. This fact will enable us to classify α in terms of λ and
µ. Note that ((Mϕ)
α)′ ∩M = C because the infinite symmetric group S∞ is
represented into (Mϕ)
α canonically.
The flow α fixes the diagonal Cartan subalgebra of M, and we have already
classified such flows in Theorem 6.1 for injective infinite factors. However, we
can easily compute the flow of weights of M ⋊α R because of the minimality of
α, and we will classify α without use of the results obtained in §6.1.
By Lemma 2.3, we have the following identification:
N˜ = M˜⋊α˜ R = (M⋊σϕ R)⋊α˜ R.
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Note that α˜t(λ
ϕ(s)) = λϕ(s). Since (Mϕ)
α ⊂ M has the trivial relative com-
mutant, we have M˜′ ∩ N˜ ⊂ C ⊗ {λϕ(R)}′′ ⊗ {λα˜(R)}′′. From the picture of
the product type flows, we can observe that M is strongly densely spanned by
eigenvectors for both σϕ and α. Take a non-zero element xj ∈ M such that
σϕs (αt(xj)) = e
i(log λjs+µjt)xj . Then we have
πα˜(πσϕ(xj)) = xj ⊗ e− log λj ⊗ e−µj ,
where es(t) := e
ist for s, t ∈ R. Hence we obtain the natural identification
Z(N˜) = M˜′ ∩ N˜ = (L(R)⊗ L(R)) ∩ {e− log λj ⊗ e−µj | j = 1, . . . , m}′, (6.7)
where the flow of weights θs and the dual flow ̂˜αt are given by the restrictions of
Ad e−s ⊗ 1 and 1 ⊗ Ad e−t. By the Fourier transform, we have the isomorphism
L(R) ⊗ L(R) → L∞(R) ⊗ L∞(R) such that λϕ(s) ⊗ λα˜(t) 7→ es ⊗ et. Then we
have
M˜ ∩ (M˜⋊α˜ R) = Z(N˜) ∼= (L∞(R)⊗ L∞(R)) ∩ {λ(log λj)⊗ λ(µj)}′.
The θt and ̂˜αs are transformed to Adλ(t)⊗ 1 and 1⊗Adλ(s), respectively. Note
that Z(M˜) = (M˜′ ∩ (M˜⋊α˜ R))̂˜α, and
Z(M˜) ∼= L∞(R) ∩ {λ(log λj)}′.
For s1, . . . , sk ∈ R2, we denote by 〈s1, . . . , sk〉 the closed subgroup generated
by them. We put
Gλ,µ := 〈(log λj , µj), | j = 1, . . . , m〉.
Put pr1(x, y) := x and pr2(x, y) = y. Then we have
pr1(Gλ,µ) = Γ(σ
ϕλ), pr2(Gλ,µ) = Γ(α
λ,µ),
where prj(Gλ,µ) denotes the closure of prj(Gλ,µ).
Theorem 6.25. Let Mλ, α := α
λ,µ and N := Mλ ⋊α R as before. Let (XN, F
N)
be the flow of weights of N. Then the following holds:
(1) One has the identification L∞(XN) = L∞(R2)Gλ,µ that is the fixed point
algebra of the translation action of Gλ,µ on R
2;
(2) The flow of weights FN is given by
f(FNt (r, s)) = f(r + t, s) for f ∈ L∞(XN), r, s, t ∈ R;
(3) The Connes-Takesaki module of αˆt is given by
(mod(αˆt)f)(r, s) = f(r, s− t) for f ∈ L∞(XN), r, s, t ∈ R.
Thus we obtain the following characterization of the factoriality and the type
of N. Remark 6.6 states that if N were of type I, then Γ(α) = {0}. Hence µj = 0
for all j, and N ∼= M ⊗ L∞(R) that is not of type I, and this is a contradiction.
Thus N must be a von Neumann algebra of type II1, II∞ or III. When N is a
factor, its type is either II∞ or III.
Corollary 6.26. The following statements hold:
(1) Mλ ⋊αλ,µ R is a factor if and only if pr2(Gλ,µ) = R;
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(2) Mλ ⋊αλ,µ R is a factor of
• type II∞ if and only if Gλ,µ ∼= R and Gλ,µ 6= R× {0};
• type III1 if and only if Gλ,µ = R2;
• type III0 if and only if Gλ,µ ∼= Z2 and pr2(Gλ,µ) = R;
• type IIIρ, 0 < ρ < 1 if and only if Gλ,µ ∼= R⊕ Z and Gλ,µ 6= R× Z.
Proof. We let N := Mλ ⋊αλ,µ R.
(1). This is because pr2(Gλ,µ) = Γ(α), or Z(N) = Z(N˜)
θ.
(2). Recall that any closed subgroup in R2 is isomorphic to one of the following:
R2, R× Z, R, Z2, Z, 0.
The factoriality of N excludes the cases Gλ,µ ∼= Z, 0.
We know that N is semifinite if and only if the flow of weights is the translation
on R, that is, Gλ,µ ∼= R.
Since N is a factor of type III1 if and only if L
∞(XN) = C, we have Gλ,µ = R2.
Let us consider the case that Gλ,µ ∼= Z2. Then we can take a parallelogram as
a fundamental domain of the action of Gλ,µ on R
2. Then the flow of weights of
N must be non-periodic because of the ergodicity. Thus N is of type III0 if N is
a factor.
When Gλ,µ ∼= R⊕ Z, a fundamental domain is a segment. By the factoriality,
we have pr2(Gλ,µ) = R, and Gλ,µ 6= R × Z. Then it is easy to see that the flow
of weights of N is periodic, that is, N is of type IIIρ with 0 < ρ < 1. 
Example 6.27. We consider the case of m = 2. Then Gλ,µ is isomorphic to
one of R, Z and Z2. Hence if N is a factor, then N must be of type II∞ or
III0. The former comes from the modular flow σ
ϕλ
at for some a ∈ R. Let us
consider the latter. Namely, µ1, µ2 6= 0 and µ1/µ2 /∈ Q, and the vectors v1 :=
(log λ1, µ1) and v2 := (log λ2, µ2) are linearly independent. With this assumption,
we obtain (λ1, λ2) 6= (1, 1), that is, Mλ is of type III. Then Gλ,µ = Zv1+Zv2 and
pr2(Gλ,µ) = R. Denote by β the dual flow of α
λ,µ.
We let S1t (r, s) := (r + t, s) and S
2
t (r, s) := (r, s + t) for r, s, t ∈ R. Then
L∞(R)Gλ,µ is nothing but the fixed point algebra of L∞(R) with respect to the
transformations S1log λjS
2
µj
, j = 1, 2. Recall that the flow of weights of N and the
Connes-Takesaki module of β are given by S1t and S
2
t on L
∞(R)Gλ,µ , respectively.
We pull back the flows S1 and S2 through the linear transformation T : R2 →
R2, where
T :=
(
log λ1 log λ2
µ1 µ2
)
.
Then we have
T−1 ◦ S1t ◦ T
(
x
y
)
=
(
x
y
)
+ tT−1
(
1
0
)
, T−1 ◦ S2t ◦ T
(
x
y
)
=
(
x
y
)
+ tT−1
(
0
1
)
.
Note that
T−1 ◦S1log λ1S2µ1 ◦ T
(
x
y
)
=
(
x
y
)
+
(
1
0
)
, T−1 ◦S1logλ2S2µ2 ◦ T
(
x
y
)
=
(
x
y
)
+
(
0
1
)
.
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Thus the triple (XN,F
N
t ,mod(βt)) is conjugate to the Kronecker flow on [0, 1]
2.
More precisely, with this identification, we have
F
N
t
(
x
y
)
=
(
x
y
)
+
t
∆λ,µ
(
µ2
−µ1
)
, mod(βt)
(
x
y
)
=
(
x
y
)
+
t
∆λ,µ
(− log λ2
log λ1
)
,
where ∆λ,µ := det(T ) = µ2 log λ1 − µ1 log λ2. This means that the vectors λ
and µ determine the directions of mod(βt) and F
N
t , respectively. In particular,
mod(βt) is non-periodic if and only if log λ1Z+log λ2Z is dense in R, that is, Mλ
is of type III1.
We will prove in Lemma 6.31 that the modular part of α is equal to pr2(G
⊥
λ,µ),
where we denote byG⊥λ,µ the annihilator group ofGλ,µ. Hence (x, y) ∈ G⊥λ,µ if and
only if (x, y)T ∈ (2πZ, 2πZ). This implies that pr2(G⊥λ,µ) = (2π/∆λ,µ)(log λ1Z+
log λ2Z). This is not equal to R. Hence α is not extended modular.
Now we will prove that the closed subgroup Gλ,µ is a complete invariant of the
cocycle conjugacy class of αλ,µ.
Theorem 6.28. Let m,n ∈ N. Let λ ∈ Rm and ρ ∈ Rn be such that λj , ρk > 0
for all j, k. Let µ ∈ Rm and ν ∈ Rn. Consider the flows αλ,µ and αρ,ν on Mλ
and Mρ, respectively. Then they are cocycle conjugate if and only if Gλ,µ = Gρ,ν.
Proof. Let us simply write αµ := αλ,µ and αν := αρ,ν . Let βµ := α̂µ and
βν := α̂ν . We put P1 := Mλ ⋊αµ R and P2 := Mρ ⋊αν R. Recall that we have
the isomorphism Z(P˜1) ∼= L∞(R2)Gλ,µ and Z(P˜2) ∼= L∞(R2)Gρ,ν .
Suppose that αµ and αν are cocycle conjugate flows, that is, there exist an αν-
cocycle v and an isomorphism φ : Mλ →Mρ such that Ad v(t)◦ανt = φ◦αµt ◦φ−1.
Then φ extends to the isomorphism φ : P1 → P2 such that φ(παµ(x)) = παν (φ(x))
and φ(λα
µ
(t)) = παν (v(t))λ
αν(t) for x ∈Mλ and t ∈ R. Then βνt = φ ◦ βµt ◦ φ−1.
Let φ˜ : P˜1 → P˜2 be the canonical extension of φ. Let θ1 and θ2 be the dual flows
on P˜1 and P˜2, respectively. Then θ
2
t = φ˜ ◦ θ1t ◦ φ˜−1 and β˜νt = φ˜ ◦ β˜µt ◦ φ˜−1. Hence
we have an isomorphism L∞(R2)Gλ,µ ∼= L∞(R2)Gρ,ν preserving the translation of
R2. Thus Gλ,µ = Gρ,ν .
Next suppose that Gλ,µ = Gρ,ν . Then we have an isomorphism σ : Z(P˜1) →
Z(P˜2) preserving their flows of weights and the Connes-Takesaki modules of β
µ
and βν . Applying prj to Gλ,µ = Gρ,ν, we obtain Γ(σ
ϕλ) = Γ(σϕρ) and Γ(αµ) =
Γ(αν). In particular, Mλ is semifinite if and only if λj = 1 for all j. In this case,
ρj = 1 for all j, and Mλ ∼= Mρ is of type II1. When Mλ is of type III, then Mρ
is the same type as Mλ. Since they are not of type III0, Mλ ∼= Mρ.
Case 1. Γ(αµ) = R.
In this case, Γ(αν) = pr2(Gρ,ν) = R. Thus P1 and P2 are factors. By Corollary
6.26 (2), P˜1 and P˜2 must be a von Neumann algebra of type II∞. Hence P˜1 ∼= P˜2.
By Lemma 6.19, there exist s ∈ R and an isomorphism φ : P1 → P2 such that
σ = mod(φ) ◦ θ1s .
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Consider the flow γt := φ ◦ βµt ◦ φ−1 on P2. Then they satisfy
mod(γt) = mod(φ) ◦mod(βµt ) ◦mod(φ)−1
= σ ◦ θ1−s ◦mod(βµt ) ◦ θ1s ◦ σ−1
= σ ◦mod(βµt ) ◦ σ−1
= mod(βνt ).
Since they have the Rohlin property, γ ∼ βν by Corollary 5.15. Hence by Takesaki
duality, αµ ⊗ idB(L2(R)) ∼ αν ⊗ idB(L2(R)).
Case 2. Γ(αµ) 6= R.
When Γ(αµ) = {0}, µj = 0 = νj for all j. Thus there is nothing to prove
because αµt = idMλ and α
ν
t = idMρ.
We consider the case that Γ(αµ) = pZ for some p > 0. Then αµ and αν have
the period T := 2π/p. When we regard them as the actions of the torus R/TZ,
we denote them by γ1 and γ2, respectively. Note that they are minimal.
Let Q1 := Mλ ⋊γ1 R/TZ and Q2 := Mρ ⋊γ2 R/TZ. Let δ
1 and δ2 be the
dual pZ-actions of γ1 and γ2, respectively. By a similar computation to (6.7), we
obtain the following natural isomorphism:
Z(Q˜1) ∼= L∞(R× pZ)Gλ,µ , Z(Q˜2) ∼= L∞(R× pZ)Gρ,ν ,
where the flows of weights act on the first coordinate, and the Connes-Takesaki
modules of δ1 and δ2 do on the second. Define an isomorphism σ : Z(Q˜1)→ Z(Q˜2)
by this expression.
Since Q˜1 and Q˜2 must be of type II∞, there exist an isomorphism φ : Q1 → Q2
and s ∈ R such that σ = mod(φ) ◦ θ1s by Lemma 6.19, where θ1 denotes the flow
of weights of Q1. Putting δ
′ := φ ◦ δ1 ◦ φ−1, we obtain mod(δ′) = mod(δ2).
We compute the modular invariants of δ1 and δ2. Suppose that δ˜1pn = Ad u for
some n ∈ Z and u ∈ Q˜U1 . Since δ˜1 fixes M˜λ and M˜λ
′ ∩ Q˜1 = Z(Q˜1), we must
have u ∈ Z(Q˜1), that is, δ˜1pn = idQ˜1 . Thus n = 0. Likewise, it turns out that the
modular part of δ2 is trivial. Hence δ1 and δ2 are centrally free.
Therefore, δ1 ∼ δ2 as pZ-actions by [29, Theorem 6.1] or [34, Theorem 20] (see
[46, Theorem 3.1] for a simple proof). Thus γ1⊗ idB(ℓ2) ∼ γ2⊗ idB(ℓ2) by Takesaki
duality. This implies that αµ ⊗ idB(ℓ2) ∼ αν ⊗ idB(ℓ2) as R-actions.
Hence in either case, αµ is stably conjugate to αν . If M is infinite, this implies
αµ ∼ αν as shown in Remark 2.2. When Mλ ∼= Mρ is finite, {0} = Γ(σϕλ) =
Sp(σϕλ). Thus λj = 1 for all j. Likewise, ρk = 1 for all k. Then the condition
Gλ,µ = Gρ,ν implies that H := 〈µj | j〉 = 〈νj | j〉.
When H = TZ for some T > 0, αµ and αν have the period 2π/T . Then they
are regarded as minimal actions of the torus R/(2π/T )Z on the injective type II1
factor. Hence αµ is conjugate to αν by the uniqueness of a minimal action of the
torus on the injective type II1 factor.
When H = R, the both actions have the Rohlin property by Theorem 6.12 or
6.32. Therefore, they are cocycle conjugate by Corollary 5.16. 
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Next we describe the modular part Λ(αλ,µ) of α := αλ,µ on M := Mλ. By
Lemma 9.7, Λ(αλ,µ) is a Borel subgroup of R which consists of elements t ∈ R
such that α˜t are inner.
Lemma 6.29. One has Λ(α) = Spd(
̂˜α|Z(M˜⋊α˜R)).
Proof. Let p ∈ Λ(α). Take a unitary up ∈ M˜ such that α˜p = Ad up. Then
vp := πα˜(u
∗
p)λ
α˜(p) belongs to M˜′ ∩ (M˜⋊α˜ R) = Z(M˜⋊α˜ R), and ̂˜αt(vp) = e−iptvp.
Thus −p, and hence, p belong to Spd(̂˜α|Z(M˜⋊α˜R)).
Suppose that −p ∈ Spd(̂˜α|Z(M˜⋊α˜R)). Take a non-zero z ∈ Z(M˜⋊α˜R) such that̂˜αt(z) = e−iptz. We put a := z∗λα˜(p). Then a is fixed by ̂˜α, and a ∈ πα˜(M˜). Let
b be such that a = πα˜(b). For x ∈ M˜, we have bx = α˜p(x)b. Then by ergodicity
of θ on Z(M˜), we can take a unitary u ∈ M˜ such that ux = α˜p(x)u for all x ∈ M˜
(see the proof of [24, Proposition 3.4]). Hence p ∈ Λ(α). 
Let p ∈ Λ(α) and take up, vp as given in the proof above. Since Z(M˜ ⋊α˜ R)
is included in C ⊗ L(R) ⊗ L(R), there exists wp ∈ L(R) = {λϕ(R)}′′ such that
vp = 1 ⊗ wp ⊗ λα˜(p) = πα˜(1 ⊗ wp)λα˜(p). Thus up = 1 ⊗ w∗p. In particular,
α˜t(up) = up.
Next we compute the modular invariant of up. By (6.7), vp commutes with
1⊗ e(log λj)⊗ e(µj) for all j. Hence
θlog λj (wp) = e
ipµjwp.
Then we obtain the character 〈log λj | j〉 = Γ(σϕ) ∋ t 7→ θt(wp)w∗p ∈ T. Thus
there exists q such that eiq log λj = eipµj for all j.
Lemma 6.30. An element p ∈ R belongs to Λ(α) if and only if there exists q ∈ R
such that eiq log λj = eipµj for all j = 1, . . . , m.
Proof. The “only if” part has been shown. We show the “if” part. Suppose that
q satisfies eiq log λj = eipµj for all j = 1, . . . , m. Put u := πα˜(λ
ϕ(q)∗)λα˜(p). Then
u is fixed by the action of Gλ,µ, and it turns out that u ∈ Z(M˜⋊α˜ R). Thus we
are done from the previous lemma. 
We let G⊥λ,µ be the annihilator group of Gλ,µ with respect to the pairing of R
2,
that is, (a, b) ∈ G⊥λ,µ if and only if ei(ax+by) = 1 for all (x, y) ∈ Gλ,µ. Then the
following lemma is an immediate consequence of the previous result.
Lemma 6.31. The modular part Λ(α) coincides with pr2(G
⊥
λ,µ).
Now we will characterize when αµ has the Rohlin property.
Theorem 6.32. Let M := Mλ and α := α
λ,µ as before. Then the following
statements are equivalent:
(1) The flow α has the Rohlin property;
(2) M˜′ ∩ (M˜⋊α˜ R) = Z(M˜);
(3) Γ(α) = R and αt /∈ Cnt(M) for all t 6= 0;
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(4) {0} × R ⊂ Gλ,µ.
In this case, Gλ,µ = Γ(σ
ϕ)×R. Moreover, M⋊α R is an injective infinite factor
of the same type as M⊗ B(L2(R)).
Proof. (1)⇒(2). This is proved in Corollary 4.13.
(2)⇒(3). The relative commutant property M˜′ ∩ (M˜ ⋊α˜ R) = Z(M˜) implies
that α˜ is an outer flow, and αt /∈ Cnt(M) for t 6= 0. By assumption, we have
Z(M⋊α R) = Z(M˜⋊α˜ R)
θ = C. Thus Γ(α) = R.
(3)⇒(4). Since Γ(α) = R, M ⋊α R is a factor. By the previous lemma, we
obtain pr2(G
⊥
λ,µ) = {0}. Thus G⊥λ,µ is of the form H × {0} for a unique closed
subgroup H ⊂ R. Then Gλ,µ = H⊥ × R, and (4) follows.
(4)⇒(1). The assumption of (4) implies that Gλ,µ = Γ(σϕ)× R. This implies
the factoriality of M⋊α R and mod(αˆt) = id for all t ∈ R. Hence αˆ is pointwise
approximately inner. Since Gλ,µ = Γ(σ
ϕ) × R, we have Z(N˜) = L∞(R)Γ(σϕ).
Thus N is an injective infinite factor of the same type as M⊗B(L2(R)).
As remarked before, αˆ has the Rohlin property. Hence αˆ ∼ α0 ⊗ idN by
Theorem 5.14, where α0 is a Rohlin flow on the injective type II1 factor. Then
the Takesaki duality implies that α has the Rohlin property by Theorem 4.11
and Corollary 5.17. 
Remark 6.33. Whenm = 2, Gλ,µ is generated by two vectors (log λj, µj). Hence
Gλ,µ is isomorphic to one of Z
2, Z and R. Then Gλ,µ = Γ(σ
ϕ)×R if and only if
Γ(σϕ) = {0}. This means that ϕ is tracial and 〈µ1, µ2〉 = R, that is, αλ,µ is the
flow given in Example 6.13.
The following lemma is also used in the next subsection.
Lemma 6.34. Let M be an injective factor and γ a minimal action of Tm. Let
E : M→Mγ be the faithful normal conditional expectation. Suppose that Mγ has
the faithful normal tracial state τ . Let ϕ := τ ◦E. Then the following statements
hold:
(1) There exists λ = (λ1, . . . , λm) such that λj > 0 and σ
ϕ
t = γ(ei log λ1t,...,ei logλmt);
(2) γ(z1,...,zm) ∼ γλ1z1 ⊗ · · · ⊗ γλmzm , where the T-action γλj is defined as
Mλj :=
∞⊗
n=1
(M2(C), φj)
′′, φλj :=
1
1 + λj
Tr ·
(
1 0
0 λj
)
,
γλjz =
∞⊗
n=1
Ad
(
1 0
0 z
)
.
Proof. (1). See [24, Proposition 5.2 (5)].
(2). Let N := M⋊γT
m. Then σϕˆt is implemented by λ
γ((ei log λ1t, . . . , ei log λmt)).
Thus N is the injective factor of type II∞. Let h be a positive operator affiliated
with N such that
hit = λγ((ei log λ1t, . . . , ei log λmt)).
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Then τ := ϕˆh−1 is a faithful normal tracial weight on N. We compute the module
of γˆ as follows. Let (k1, . . . , km) ∈ Zm. By definition of the dual action, we get
γˆ(k1,...,km)(h
it) = e−i(k1 log λ1+···+km log λm)thit,
and
γˆ(k1,...,km)(h) = e
−(k1 log λ1+···+km logλm)h.
Hence
τ ◦ γˆ(k1,...,km) = ϕˆγˆ(−k1,...,−km)(h)−1 = e
−(k1 log λ1+···+km log λm)τ = λ−k11 · · ·λ−kmm τ.
Thanks to [52, Theorem 2.9], we have the cocycle conjugacy as the Zm-actions:
γˆ(k1,...,km) ∼ θk11 ⊗ · · · ⊗ θkmm , (k1, . . . , km) ∈ Zm,
where θj is an aperiodic automorphism on the injective factor R0,1 such that
τj ◦ θj = λ−1j τj for a faithful semifinite normal trace τj on R0,1. By Takesaki
duality, ̂ˆγ ∼ γ ⊗ idB(ℓ2). Thus we have the following conjugacy:
γ(z1,...,zm) ⊗ idB(ℓ2) ≈ θ̂1z1 ⊗ · · · ⊗ θ̂mzm , (z1, . . . , zm) ∈ Tm.
First we consider j such that λj 6= 1. Let τ̂j be the dual weight of τj on
R0,1⋊θj Z. Then we have (θ̂j)λitj = σ
τ̂j
t , which is cocycle conjugate to σ
φλj
t because
R0,1 ⋊θj Z is isomorphic to Mλj . Thus (θ̂j)eit ∼ σ
φλj
t/ logλj
= γ
λj
eit.
Next we suppose that λj = 1. In this case, θj comes from an aperiodic auto-
morphism on R0 that is unique up to cocycle conjugacy. Thus θ̂j ∼ β ⊗ idB(ℓ2)),
where β is a minimal action of T on R0. By uniqueness of β, βz is conjugate to
γ
λj
z . Hence (θ̂j)z ∼ γλjz ⊗ idB(ℓ2). Therefore,
γ(z1,...,zm) ⊗ idB(ℓ2) ∼ γλ1z1 ⊗ · · · ⊗ γλmzm ⊗ idB(ℓ2). (6.8)
We will remove idB(ℓ2) as follows. Recall that Γ(σ
ϕ) = Sp(σϕ) = 〈log λj | j〉.
Hence M is infinite, then λj 6= 1 for some j. By Remark 2.2 (to locally compact
abelian groups), γ ∼ γ ⊗ idB(ℓ2) and γλj ∼ γλj ⊗ idB(ℓ2). Thus we are done.
Let us consider the case thatM is finite, that is, λj = 1 for all j. Then γ(z1,...,zm)
and γλ1z1 ⊗· · ·⊗γλmzm are minimal actions of Tm on R0, and they are conjugate. 
Let λ,µ ∈ Rm as before. Regarding λj, µj ∈ R1, we obtain the the flow αλj ,µj
as follows:
Mλj :=
∞⊗
n=1
(M2(C), φj)
′′, φλj :=
1
1 + λj
Tr ·
(
1 0
0 λj
)
,
α
λj ,µj
t =
∞⊗
n=1
Ad
(
1 0
0 eiµjt
)
.
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Let us consider the gauge action γ of Tm on Mλ:
γz :=
∞⊗
k=1
Ad

1 0 · · · 0
0 z1 · · · 0
...
...
. . .
...
0 0 0 zm
 , (z1, . . . , zm) ∈ Tm. (6.9)
Then
αλ,µt = γ(eiµ1t,...,eiµmt), σ
ϕλ
t = γ(ei log λ1t,...,ei log λmt).
Employing Lemma 6.34, we obtain the following result.
Theorem 6.35. Let λ,µ be as before. Then αλ,µ ∼ αλ1,µ1 ⊗ · · · ⊗ αλm,µm.
This implies the following result.
Corollary 6.36. Let λ,µ ∈ Rm and ρ,ν ∈ Rn with λj > 0 and ρk > 0 for all
j = 1, . . . , m and k = 1, . . . , n. Then we have αλ⊕ρ,µ⊕ν ∼ αλ,µ ⊗ αρ,ν.
Remark 6.37. If we put n = 1, ρ = 1 and ν = 0 in the above corollary, we have
αλ⊕ρ,µ⊕ν ∼ αλ,µ ⊗ idR0. Since Gλ⊕ρ,µ⊕ν = Gλ,µ, αλ⊕ρ,µ⊕ν ∼ αλ,µ by Theorem
6.28. Thus we have αλ,µ ∼ αλ,µ ⊗ idR0
As an application of Theorem 6.32 and 6.35, we will give an example of Rohlin
flows on the injective type III1 factor. Let P be the injective type III1 factor and
ϕ1, ϕ2 ∈ W (P). Let M := P ⊗ P. We study when the flow σϕ1µt ⊗ σϕ2νt on M has
the Rohlin property for given µ and ν.
Thanks to the Connes cocycle and the uniqueness of an injective type III1
factor, we may and do assume that the both ϕ1 and ϕ2 are equal to the following
product state χ = φλ ⊗ φρ, where λ, ρ satisfy 0 < λ, ρ < 1, log λ/ log ρ /∈ Q and
φλ :=
∞⊗
n=1
1
1 + λ
Tr ·
(
1 0
0 λ
)
, φρ :=
∞⊗
n=1
1
1 + ρ
Tr ·
(
1 0
0 ρ
)
.
Then trivially we have
σϕ1µt ⊗ σϕ2νt ∼ σφλµt ⊗ σφλνt ⊗ σφρµt ⊗ σφρνt .
Thus letting
λ = (λ, λ, ρ, ρ), µ = (µ log λ, ν log λ, µ log ρ, ν log ρ),
we have σϕ1µt ⊗ σϕ2νt ∼ αλ,µt . Then Gλ,µ is the closure of
(Z log λ+ Z log ρ)(1, µ) + (Z log λ+ Z log ρ)(1, ν).
Since log λ/ log ρ is irrational, Gλ,µ is the closure of R(1, µ) + R(1, ν). Thus if
µ 6= ν, then Gλ,µ = R2, which is also equivalent to say {0} × R ⊂ Gλ,µ.
Proposition 6.38. The σϕ1µt ⊗ σϕ2νt has the Rohlin property if and only if µ 6= ν.
In this case, σϕ1µt ⊗ σϕ2νt ∼ α0t ⊗ idR∞ , where α0 is a (unique) Rohlin flow on R0.
Therefore, for any ϕ ∈ W (R∞), σϕµt⊗ idR∞ is a Rohlin flow unless µ = 0 though
this sounds a little strange since the modular flow is centrally trivial.
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6.6. Quasi-free flows on Cuntz algebras. We recall basic facts on a Cuntz
algebra and a quasi-free flow. Our standard references are [11, 14, 23].
Let 2 ≤ n < ∞ and On the Cuntz algebra generated by isometries s1, . . . , sn
satisfying
∑
j sjs
∗
j = 1. Then On admits the canonical action of the unitary group
U(n), that is, each unitary u = (uij)i,j ∈ U(n) maps the generator sk to
∑
j ujksj .
We embed Tn into U(n) diagonally. Denote by γ the action of Tn on On, that is,
γ(z1,...,zn)(sj) = zjsj , j = 1, . . . , n.
We regard T as a closed subgroup of Tn via the map z 7→ (z, . . . , z). Denote by
OU(n) and F
n the fixed point algebras by U(n) and T, respectively. Let us denote
by An the fixed point algebra (F
n)γ. Then it is trivial that
OU(n) ⊂ An = Oγn ⊂ F n ⊂ On.
It is known that F n is canonically isomorphic to
⊗
NMn(C). Let us denote by
F the conditional expectation from On onto F
n given by averaging the action of
T. For µ := (µ1, . . . , µn) ∈ Rn, we introduce the quasi-free flow αµ as follows:
αµt (sj) = e
iµj tsj , j = 1, . . . , n.
Then we have OU(n) ⊂ Oγn ⊂ Oαµn . Put 1 := (1, . . . , 1). Then α1 is nothing but
the action of T as stated above. Thus F (x) =
∫ 2π
0
α1t (x) dt for x ∈ On. Note that
the restriction of γ(1,z1,...,zn−1) on F
n for zj ∈ T is of the form defined in (6.9).
By [14, Proposition 2.2] (and also [53, Theorem 2] in the case of µj = 1), α
µ
has a KMS state if and only if µiµj > 0 for all i, j. In fact, a KMS state ϕ
µ and
an inverse temperature β ∈ R are unique, and given by
ϕµ = ψµ ◦ F,
n∑
j=1
e−βµj = 1, (6.10)
where
ψµ :=
∞⊗
k=1
Tr ·

e−βµ1 0 · · · 0
0 e−βµ2 · · · 0
...
...
. . .
...
0 0 · · · e−βµn
 .
Let πµ : On → B(Hµ) be the GNS representation with respect to the KMS
state ϕµ. We simply write M and N for πµ(On)
′′ and πµ(An)′′, respectively.
The modular automorphism of ϕµ is given by σϕ
µ
t = α
µ
−βt. Hence we have
πµ(OU(n))
′′ ⊂ N ⊂ Mϕµ . Thanks to [23, Proposition 4.5], we have πµ(OU(n))′ ∩
M = C. In particular, M is a type III factor, which is of type IIIλ (0 < λ < 1) if
µi/µj ∈ Q for all i, j, and of type III1 otherwise [23, Theorem 4.7].
Since the Tn-action γ preserves ϕµ, it extends to M. Thus so does αω for any
ω ∈ Rn. Note N = Mγ and the following formulae:
αωt = γ(eiω1t,...,eiωnt), σ
ϕµ
t = γ(e−iβµ1t,...,e−iβµnt).
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Since πµ(OU(n))
′ ∩M = C, γ is a minimal action of Tn on an injective factor
M. Applying Lemma 6.34 to ϕ := ϕµ, we have
γ(z1,...,zn) ∼ γλ1z1 ⊗ · · · ⊗ γλnzn ,
where λj := e
−βµj < 1. Recall αλ,ω defined in the previous subsection. Then by
Theorem 6.35, we obtain
αωt = γ(eiω1t,...,eiωnt) ∼ γλ1eiω1t ⊗ · · · ⊗ γλneiωnt = αλ1,ω1t ⊗ · · · ⊗ αλn,ωnt ∼ αλ,ωt .
Lemma 4.7 implies that αω is invariantly approximately inner.
We also get the following results by Corollary 6.26, Theorem 6.28 and Theorem
6.32 putting
Hµ,ω := 〈(−βµj, ωj) | j = 1, . . . , n〉.
Note that β depends on µ as (6.10).
Theorem 6.39. Let µ ∈ Rm and ν ∈ Rn with µiµj > 0 for all i, j and νkνℓ > 0
for all k, ℓ. Let ω ∈ Rm and η ∈ Rn. Then the flows αω on πµ(Om)′′ and αη on
πν(On)
′′ are cocycle conjugate if and only if Hµ,ω = Hν,η.
Theorem 6.40. Let αω be the quasi-free flow on M := πµ(On)
′′ as before. Then
the following conditions are equivalent:
(1) αω has the Rohlin property;
(2) M˜′ ∩ (M˜⋊α˜ω R) = Z(M˜);
(3) Γ(αω) = R and αωt /∈ Cnt(M);
(4) {0} × R ⊂ Hµ,ω.
Moreover, M⋊αω R is an injective type III factor of the same type as M.
When n = 2, Hµ,ω never fulfills the fourth condition above. Thus any quasi-free
flow on πµ(O2)
′′ does not have the Rohlin property.
Example 6.41. Put n = 3 and µ1 = µ2 = µ3 = 1. Then the inverse temperature
β equals log 3. Put ω1 = 1, ω2 = 2 and ω3 =
√
2. The group Gµ,ω contains
(0, 1) = (−βµ2, ω2) − (−βµ1, ω1) and (0,
√
2) = (−βµ3, ω3) − (−βµ1, ω1). Thus
αω on πµ(O3)
′′ has the Rohlin property.
So far, we have obtained the classification of αω by using product type flows.
Let us prove the invariant approximate innerness of αω in another way which is
motivated by Kishimoto’s results [38, 40]. In those works, he has shown, in the
C∗-algebra level, that αω has the Rohlin property as a flow on On if and only if the
semigroup generated by ωj , j = 1, . . . , n, is dense in R. In his proof, a sequence
of endomorphisms φk : On → On plays a crucial role. Those are based on the
1-cocycle property of the shift automorphism on
⊗
ZMn(C), which is proved by
deeply understanding its gauge invariant C∗-subalgebra.
However, it turns out not so involved to prove that the 1-cocycle property
in the von Neumann algebra level. For this, we should understand how the
shift endomorphism σ on F n =
⊗
NMn(C) acts on N, and furthermore, the
ultraproduct von Neumann algebras Nω and Nω (one should not confuse the
vector ω with a free ultrafilter ω).
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By definition of σ, we have ψµ ◦ σ = ψµ and σ(γz(x)) = γz(σ(x)) for z ∈ Tn
and x ∈ Fn. Thus σ extends to R := πµ(F n)′′, and σ(N) ⊂ N ⊂ R.
Let us denote by R′∩Nω the subalgebra of Nω which consists of πω((xν)ν) ∈ Nω
such that ‖yxν − xνy‖♯ψµ → 0 as ν → ∞ for all y ∈ R. Since there exists a
faithful normal conditional expectation from R onto N by averaging γ, we obtain
Nω ⊂ Rω, and R′ ∩ Nω is a von Neumann subalgebra of Nω. Moreover, ψµ is a
trace on N, and R′ ∩Nω ⊂ Nω.
Lemma 6.42. The R′ ∩Nω is a type II1 factor.
Proof. Let x be a non-zero element in R′∩Nω with τω(x) = 0. We will show that
x is not central. We can take a representing sequence (xν)ν of x and Wm ∈ ω for
m ∈ N such that [m,∞) ⊃ Wm ) Wm+1, xν ∈
⊗∞
k=mMn(C)
′′ for ν ∈ Wm and
ψµ(xν) = 0.
Since ψµ is the tracial state on the type II1 factor N, there exists a sequence
of unitaries (uν)ν in N such that u
ν ∈⊗∞k=mMn(C)′′ and ‖[uν , xν ]‖2 ≥ ‖xν‖2/2.
Putting u := πω((u
ν)ν), we have u ∈ R′ ∩Nω and ux 6= xu. 
Lemma 6.43. The σ is an aperiodic automorphism on R′ ∩Nω.
Proof. Let φ(x) := n−1
∑
j s
∗
jxsj for x ∈M. Then φ ◦ σ = idM. Since φ(N) ⊂ N,
φ extends to Nω (see [47, Lemma 3.2]). Using R = {sis∗j}′′i,j ∨ σ(R), we obtain
σ(R′ ∩Nω) ⊂ R′ ∩ Nω. Since aφ(x)b = φ(σ(a)xσ(b)) for all x, a, b ∈ M, we have
φ(R′ ∩ Nω) ⊂ R′ ∩ Nω. Take any x = πω((xν)ν) and y = πω((yν)ν) in R′ ∩ Nω.
Then in the strong∗ topology, we have
φ(xν)φ(xν) =
1
n2
∑
i,j
s∗ix
νsis
∗
jy
νsj → φ(xνyν), ν → ω.
Hence φ(xy) = φ(x)φ(y), that is, φ is a faithful endomorphism on R′∩Nω. Since
φ ◦ σ = idR′∩Nω , φ is a surjection, and an automorphism. Thus so is σ = φ−1.
Suppose that for some non-zero element a ∈ R′ ∩ Nω and k ∈ N, we have
ax = σk(x)a for all x ∈ R′ ∩ Nω. Let us denote by {eνij}i,j a system of n × n-
matrix units in the ν-th matrix algebra Mn(C) in F
n. We let x := πω((e
ν
11)ν).
Then x ∈ R′ ∩Nω and
‖σk(x)− x‖22 = lim
ν→ω
(
ψµ(ek+ν11 + e
ν
11)− 2ψµ(ek+ν11 eν11)
)
= 2e−βµ1(1− e−βµ1) > 0. (6.11)
Since R′ ∩Nω ⊂ Rω, we have a fast reindexation map Φ: {σℓ(x)}′′ℓ∈Z → {a}′ ∩
Rω such that Φ(σ(y)) = σ(Φ(y)) and τ
ω(Φ(y)aa∗) = τω(y)τω(aa∗) for all y ∈
{σℓ(x)}′′ℓ∈Z. By constructing method of Φ, it turns out that Φ(x) ∈ R′ ∩Nω. On
the one hand, we have
τω
(|Φ(x)− σk(Φ(x))|2aa∗) = τω ((Φ(x∗)− σk(Φ(x∗))) · (Φ(x)− σk(Φ(x)))aa∗)
= τω
(
(Φ(x∗)− σk(Φ(x∗))) · (aΦ(x)− σk(Φ(x))a)a∗)
= 0.
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On the other hand,
τω
(|Φ(x)− σk(Φ(x))|2aa∗) = τω (Φ(|x− σk(x)|2)aa∗)
= ‖x− σk(x)‖22τω(aa∗)
> 0 by (6.11).
This is a contradiction. 
Thanks to [6, Theorem 1.2.5], we can prove the following 1-cohomology almost
vanishing by Shapiro’s lemma (see Lemma 6.2).
Lemma 6.44. For any unitary v ∈ N and ε > 0, there exists a unitary N such
that ‖v − wσ(w∗)‖2 < ε, where ‖ · ‖2 = ‖ · ‖ψµ.
This is the von Neumann algebra version of [40, Theorem 1.1 (1)]. We apply
this not to the permutation unitary
∑
i,j sisjs
∗
i s
∗
j but to ut :=
∑
j e
iωjtsjs
∗
j ∈ N.
Lemma 6.45. The flow αω is invariantly approximately inner on M.
Proof. Fix T ∈ R. By the previous lemma, we obtain a sequence of unitaries
(wk)k in N such that ‖uT − wkσ(wk)∗‖2 → 0 as k →∞. Then we have
αωT (sj) = uTsj = lim
k→∞
wksjw
∗
k
in the strong∗ topology. Thus for all x ∈ On, we have αωT (x) = limk→∞wkxw∗k.
Let a ∈ On. Since wk ∈ N ⊂ Mϕµ , wk(ϕµa)w∗k = ϕµwkaw∗k, which converges to
ϕµαωT (a) = α
ω
T (ϕ
µa) in the norm topology of M∗. Hence limk→∞Adwk = αωT in
Aut(M). Then the statement is clear because wk ∈ N ⊂Mαω . 
With this fact, we can proceed to compute the flow of weights of M⋊αω R as
shown in the previous subsection, and obtain Theorem 6.39 and 6.40.
Remark 6.46. The pointwise approximate innerness of αω is easily verified.
Indeed, if M is of type III1, then it is trivial because Aut(M) = Int(M). When
M is of type IIIλ with 0 < λ < 1, then ϕ
µ is the periodic state which is invariant
under αω. Thus we have mod(αωt ) = id for all t ∈ R.
Remark 6.47. If we apply the 1-cohomology almost vanishing to the permuta-
tion
∑
i,j sisjs
∗
i s
∗
j , then by the same argument as that of [40], we can show that
there exist endomorphisms {ρk}k∈N on M with the following conditions:
(1) There exists a unitary uk ∈ N such that ρk(sj) = uksj for all j;
(2) ρk ◦ γz = γz ◦ ρk for all z ∈ Tn;
(3) ϕµ ◦ ρk = ϕµ;
(4) limk→∞[ρk(x), y] = 0 in the strong∗ topology for all x, y ∈M.
On the last condition, (ρk(x))k is central in M if and only if x ∈ Mϕ. Indeed,
since ρk(M) ⊂M and ϕµ ◦ ρk = ϕµ, we have ‖[ρk(x), ϕµ]‖ ≥ ‖[x, ϕµ]‖ for all k.
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7. A characterization of Rohlin property
The main purpose of this section is to show Theorem 7.8 which states that a
flow α on a factor M has the Rohlin property if and only if α faithfully acts on
Mω,α.
We begin with the following lemma.
Lemma 7.1. Let p ∈ Sp(α|Mω,α), and µ1, . . . , µn be finite Borel measures on R.
Then for any ε > 0, there exists a non-zero partial isometry v ∈Mω,α such that∫
R
‖αt(v)− eiptv‖2 dµj(t) < ε‖v‖2
m∑
j=1
µj(R).
Proof. Fix a small positive number η such that η < min(ε2, 1/400). Let µ :=∑n
j=1 µj and ν := µ(R)
−1µ. Note that ν is a regular Borel measure with ν(R) = 1.
Take R > 0 so that ν(R \ [−R,R]) ≤ η/4.
Since α preserves the tracial state τω on Mω,α, there exists a non-zero element
x ∈Mω,α such that
‖αt(x)− eiptx‖2 ≤ η‖x‖2/2 for all t ∈ [−R,R].
Then∫
R
‖αt(x)− eiptx‖2 dν(t) =
∫ R
−R
‖αt(x)− eiptx‖2 dν(t)
+
∫
R\[−R,R]
‖αt(x)− eiptx‖2 dν(t)
≤ η‖x‖2/2 · ν([−R,R]) + 2‖x‖2 · ν(R \ [−R,R])
≤ η‖x‖2.
Since Mω,α is finite, we can take a unitary w ∈ Mω,α with x = w|x|. Put
yt := e
−iptw∗αt(x). Then we have
‖y∗t − |x|‖2 = ‖yt − |x|‖2 = ‖αt(x)− eiptx‖2.
By the Powers-Størmer inequality, we have
‖αt(|x|)− |x|‖22 ≤ 2‖yt − |x|‖2‖x‖2.
Thus ∫
R
‖αt(|x|)− |x|‖22 dν(t) ≤
∫
R
2‖yt − |x|‖2‖x‖2 dν(t)
≤ 2η‖x‖22.
Next we have∫
R
‖yt − |yt|‖22 dν(t) ≤
∫
R
2‖yt − |x|‖22 dν(t) +
∫
R
2‖|x| − αt(|x|)‖22 dν(t)
≤ 4‖x‖2 · η‖x‖2 + 2 · 2η‖x‖22
= 8η‖x‖22.
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Using Fubini’s theorem and [7, Lemma 1.2.5, 1.2.6], we have∫
R∗+
(∫
R
‖u√a(yt)− u√a(|yt|)‖22 dν(t)
)
da =
∫
R
‖yt − |yt|‖22 dν(t) ≤ 8η‖x‖22,
and∫
R∗+
(∫
R
‖u√a(|yt|)− u√a(|x|)‖22 dν(t)
)
da ≤
∫
R
‖yt − |x|‖2‖yt + |x|‖2 dν(t)
≤ 2η‖x‖22.
Thus we obtain∫
R∗+
(∫
R
‖u√a(yt)− u√a(|x|)‖22 dν(t)
)
da ≤ 2(8η + 2η)‖x‖22 = 20η‖x‖22.
Now let G(a) = ‖u√a(|x|)‖22. Then
∫
R∗+
G(a) da = ‖x‖22. We let
A :=
{
b > 0
∣∣∣∣ ∫
R
‖u√b(yt)− u√b(|x|)‖22 dν(t) > η1/2‖u√b(|x|)‖22
}
.
Then ∫
A
G(a) da < η−1/2 · 20η‖x‖22 = 20η1/2‖x‖22.
Since the measure G(a) da is normal, we can take an open set U ⊂ R+ such that
0 ∈ U , A ⊂ U and ∫
U∩R∗+ G(a) da < 20η
1/2‖x‖22. Take the smallest b > 0 such
that b ∈ U c satisfies (0, b) ⊂ U . Then∫
(0,b)
G(a) da ≤
∫
U
G(a) da < 20η1/2‖x‖22 < ‖x‖22.
Hence b <∞. Then we have∫
R
‖u√b(yt)− u√b(|x|)‖22 dν(t) ≤ η1/2‖u√b(|x|)‖22,
and
‖x− u√b(x)|x|‖22 = τ(|x|2(1−Eb(|x|2))) ≤
∫ b
0
τ(Es(|x|2)) ds
=
∫ b
0
G(s) ds < 20η1/2‖x‖22
< ‖x‖22.
Hence v := u√b(x) is a non-zero partial isometry. Trivially, u√b(yt) = αt(v), and
we are done. 
We consider the standard Hilbert space H ⊗ L2(R) of the crossed product
M ⋊α R. Recall that for x ∈ M, the right action of πα(x) on this Hilbert space
is nothing but Jx∗J ⊗ 1. Hence
(ζ ⊗ f)πα(x) = ζx⊗ f for all ζ ∈ H, f ∈ L2(R).
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Note that the one-parameter unitary group associated with αˆ is 1⊗ e−·, that is,
αˆp(ξ) = (1⊗ e−p)ξ for all p ∈ R, ξ ∈ H ⊗ L2(R).
Lemma 7.2. Let p ∈ Sp(α|Mω,α) and f ∈ MP. For any ε > 0 and ξ1, . . . , ξn ∈
πα(f)(H ⊗ L2(R))πα(f), there exists a non-zero x ∈Mf such that
‖πα(x)ξj − αˆp(ξj)πα(x)‖2 ≤ ε
n∑
j=1
‖πα(x)ξj‖2 for all j = 1, . . . , n.
Proof. Note that for ξ ∈ H ⊗ L2(R), the functionals M ∋ x 7→ 〈πα(x)ξ, ξ〉 and
M ∋ x 7→ 〈(x⊗ 1)ξ, ξ〉 are normal. Hence for x = πω((xν)ν) ∈Mω, we obtain
lim
ν→ω
‖πα(xν)ξ‖ = ‖x‖2‖ξ‖ = lim
ν→ω
‖(xν ⊗ 1)ξ‖. (7.1)
Let p, ε and ξj be given as in the statement above. Take δ > 0 and R > 0
with 8δ2 + 42δ(1 − δ)−2 < ε and ‖ξj − ηj‖ < δ‖ξj‖, where we have put ηj :=
(1⊗ 1[−R,R])ξj. By Lemma 7.1, there exists a non-zero partial isometry v ∈Mω,α
such that ∫ R
−R
‖αt(v)− eiptv‖2‖ηj(−t)‖2 dt < δ‖v‖2
n∑
j=1
‖ηj‖2.
From the inequality ‖αt(v)− eiptv‖2 ≤ 2‖v‖2, we obtain∫ R
−R
‖αt(v)− eiptv‖22‖ηj(−t)‖2 dt < 2δ‖v‖22
n∑
j=1
‖ηj‖2. (7.2)
Take a representing sequence (vν)ν of v such that each v
ν is a non-zero partial
isometry. To proceed a proof, we need the following claim.
Claim. For each j = 1, . . . , n, the following holds:
lim
ν→ω
‖πα(vν)ηj − (vν ⊗ e−p)ηj‖2 < 21δ‖v‖22
n∑
j=1
‖ηj‖2. (7.3)
Proof of Claim. Let κ > 0 so that 8κ2 < δ. We fix j. Take ζ1, . . . , ζm ∈ H
and continuous functions f1, . . . , fm such that supp fk ⊂ [−R,R] for all k, and
ηoj :=
∑m
k=1 ζk ⊗ fk satisfies ‖ηj − ηoj‖ < κ‖ηj‖. Then
‖πα(vν)ηoj − (vν ⊗ e−p)ηoj‖2 =
∫ R
−R
‖(α−t(vν)− e−iptvν)ηoj (t)‖2 dt
=
∫ R
−R
‖
m∑
k=1
fk(t)(α−t(vν)− e−iptvν)ζk‖2 dt.
Note that (vν)ν is (α, ω)-equicontinuous. Hence the following functions
‖
m∑
k=1
fk(t)(α−t(vν)− e−iptvν)ζk‖2 =
m∑
k,ℓ=1
fk(t)fℓ(t)〈|α−t(vν)− e−iptvν |2ζk, ζℓ〉
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converge to
m∑
k,ℓ=1
fk(t)fℓ(t)‖α−t(v)− e−iptv‖22〈ζk, ζℓ〉 = ‖α−t(v)− e−iptv‖22‖ηoj (t)‖2.
uniformly on [−R,R] as ν → ω. Thus we have
lim
ν→ω
‖πα(vν)ηoj − (vν ⊗ e−p)ηoj‖2 =
∫ R
−R
‖α−t(v)− e−iptv‖22‖ηoj (t)‖2 dt
≤
∫ R
−R
2‖α−t(v)− e−iptv‖22‖ηoj (t)− ηj(t)‖2 dt
+
∫ R
−R
2‖α−t(v)− e−iptv‖22‖ηj(t)‖2 dt
≤ 8‖v‖22‖ηoj − ηj‖2 + 4δ‖v‖22
n∑
j=1
‖ηj‖2 by (7.2)
≤ (8κ2 + 4δ)‖v‖22
n∑
j=1
‖ηj‖2
< 5δ‖v‖22
n∑
j=1
‖ηj‖2. (7.4)
From (7.1), (7.4) and the following inequality:
‖πα(vν)ηj − (vν ⊗ e−p)ηj‖2 ≤ 4‖πα(vν)(ηj − ηoj )‖2 + 4‖(vν ⊗ e−p)(ηj − ηoj )‖2
+ 4‖πα(vν)ηoj − (vν ⊗ e−p)ηoj‖2,
we obtain
lim
ν→ω
‖πα(vν)ηj − (vν ⊗ e−p)ηj‖2 ≤ 8‖v‖22‖ηj − ηoj‖2 + 5δ‖v‖22
n∑
j=1
‖ηj‖2
≤ (8κ2 + 20δ)‖v‖22
n∑
j=1
‖ηj‖2
< 21δ‖v‖22
n∑
j=1
‖ηj‖2.
Hence Claim follows. 
In the following inequality:
‖πα(vν)ξj − αˆp(ξj)πα(vν)‖ ≤ ‖πα(vν)(ξj − ηj)‖+ ‖αˆp(ηj − ξj)πα(vν)‖
+ ‖πα(vν)ηj − αˆp(ηj)πα(vν)‖,
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we let ν → ω and then
lim
ν→ω
‖πα(vν)ξj − αˆp(ξj)πα(vν)‖ ≤ 2‖v‖2‖ξj − ηj‖+ lim
ν→ω
‖πα(vν)ηj − αˆp(ηj)πα(vν)‖
< 2δ‖v‖2‖ξj‖+ lim
ν→ω
‖πα(vν)ηj − αˆp(ηj)πα(vν)‖.
(7.5)
On the last term, we have αˆp(ηj)πα(v
ν) = (1 ⊗ e−p)ηj(vν ⊗ 1), where ηj(vν ⊗ 1)
means that (J(vν)∗J ⊗ 1)ηj . Thus
‖πα(vν)ηj − αˆp(ηj)πα(vν)‖ ≤ ‖πα(vν)ηj − (vν ⊗ e−p)ηj‖+ ‖[vν ⊗ 1, ηj]‖.
Since (vν)ν is ω-central, we have
lim
ν→ω
‖πα(vν)ηj − αˆp(ηj)πα(vν)‖2 ≤ 21δ‖v‖22
n∑
j=1
‖ηj‖2 by (7.3)
< 21δ(1− δ)−2‖v‖22
n∑
j=1
‖ξj‖2. (7.6)
By (7.5) and (7.6), we get
lim
ν→ω
‖πα(vν)ξj − αˆp(ξj)πα(vν)‖2 ≤ (8δ2 + 42δ(1− δ)−2)‖v‖22
n∑
j=1
‖ξj‖2
< ε‖v‖22
n∑
j=1
‖ξj‖2
= lim
ν→ω
ε
n∑
j=1
‖πα(vν)ξj‖2.
Since [vν , f ] → 0 as ν → ω in the strong∗ topology and ξj = πα(f)ξjπα(f), we
have
lim
ν→ω
‖πα(fvνf)ξj − αˆp(ξj)πα(fvνf)‖2 < lim
ν→ω
ε
n∑
j=1
‖πα(fvνf)ξj‖2.
Note that fvf = fv 6= 0 in Mω. Hence x := fvνf does the job for a sufficiently
large ν. 
Lemma 7.3. Let N be a von Neumann algebra and L2(N) its standard Hilbert
space. Then for x, y ∈ N and ξ, η ∈ L2(N), one has∫ ∞
0
‖u√a(x)ξ − ηu√a(y)‖2 da
≤ 4(‖xξ − ηy‖+ ‖x∗η − ξy∗‖)(‖xξ‖+ ‖x∗η‖+ ‖ξy∗‖+ ‖ηy‖).
Proof. Let
H :=
(
0 x∗
x 0
)
, K :=
(
0 y∗
y 0
)
, ζ :=
(
ξ 0
0 η
)
.
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Then we have
u√a(H) =
(
0 u√a(x)∗
u√a(x) 0
)
, u√a(K) =
(
0 u√a(y)∗
u√a(y) 0
)
,
and
Hζ − ζK =
(
0 x∗η − ξy∗
xξ − ηy 0
)
.
Claim. ∫ ∞
0
‖u√a(H)ζ − ζu√a(K)‖2 da ≤ 4‖Hζ − ζK‖(‖Hζ‖+ ‖ζK‖).
Proof of Claim. Applying the proof of [60, Proposition IX.1.22] to
H ′ :=
(
H 0
0 K
)
, ζ ′ :=
(
0 ζ
0 0
)
,
we obtain ∫ ∞
0
‖[u√a(H ′), ζ ′]‖2 da ≤ 4‖[H ′, ζ ′]‖(‖H ′ζ ′‖2 + ‖ζ ′H ′‖2)1/2.
This proves the claim. 
By the claim above, we have∫ ∞
0
‖u√a(x)ξ − ηu√a(y)‖2 + ‖u√a(x)∗η − ξu√a(y)∗‖2 da
=
∫ ∞
0
‖u√a(H)ζ − ζu√a(K)‖2 da
≤ 4‖Hζ − ζK‖(‖Hζ‖+ ‖ζK‖)
≤ 4(‖xξ − ηy‖+ ‖x∗η − ξy∗‖)(‖xξ‖+ ‖x∗η‖+ ‖ξy∗‖+ ‖ηy‖).

Lemma 7.4. Let p ∈ Sp(α|Mω,α) and f ∈ MP. For any ε > 0 and ξ1, . . . , ξn ∈
πα(f)(H ⊗ L2(R))πα(f) with ξj = J˜ξj, there exists a non-zero partial isometry
v ∈M such that v = fvf and
‖πα(v)ξj − αˆp(ξj)πα(v)‖2 ≤ ε
n∑
j=1
‖πα(v)ξj‖2 for all j = 1, . . . , n.
Proof. Let δ > 0 with 32δ1/2 + 16δ ≤ ε. By Lemma 7.2, we have a non-zero
x ∈Mf such that
‖πα(x)ξj − αˆp(ξj)πα(x)‖2 ≤ δ
n∑
j=1
‖πα(x)ξj‖2 for all j = 1, . . . , n.
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Employing the previous lemma, we obtain∫ ∞
0
‖πα(u√a(x))ξj − αˆp(ξj)πα(u√a(x))‖2 da
≤ 4(‖πα(x)ξj − αˆp(ξj)πα(x)‖+ ‖πα(x∗)αˆp(ξj)− ξjπα(x∗)‖)
· (‖πα(x)ξj‖+ ‖πα(x∗)αˆp(ξj)‖+ ‖ξjπα(x∗)‖+ ‖αˆp(ξj)πα(x)‖)
≤ 8‖πα(x)ξj − αˆp(ξj)πα(x)‖ · 2(‖πα(x)ξj‖+ ‖αˆp(ξj)πα(x)‖)
≤ 16‖πα(x)ξj − αˆp(ξj)πα(x)‖
· (2‖πα(x)ξj‖+ ‖πα(x)ξj − αˆp(ξj)πα(x)‖)
≤ 32δ1/2
n∑
j=1
‖πα(x)ξj‖2 + 16δ
n∑
j=1
‖πα(x)ξj‖2
≤ ε‖πα(x)ξj‖2 = ε
∫ ∞
0
‖πα(u√a(x))ξj‖2 da.
Thus for some a > 0, v := u√a(x) does the job. 
We can show the following lemma in the same way as in [8, Lemma III.3].
Lemma 7.5. Let p ∈ Sp(α|Mω,α) and f ∈ MP. For any ε > 0 and ξ1, . . . , ξn ∈
πα(f)(H ⊗L2(R))πα(f) with J˜ξj = ξj, there exist a non-zero projection E ∈Mf
and a non-zero x ∈Mf such that
(1) ‖x‖ ≤ 1, x = ExE;
(2)
∑n
j=1 ‖πα(x)ξj‖2 ≥ 112800
∑n
j=1 ‖πα(E)ξj‖2;
(3) ‖[πα(E), ξk]‖2 ≤ ε2
∑n
j=1 ‖πα(E)ξj‖2, 1 ≤ k ≤ n;
(4) ‖πα(x)ξk − αˆp(ξk)πα(x)‖2 ≤ ε2
∑n
j=1 ‖πα(x)ξj‖2, 1 ≤ k ≤ n.
Let P♮
N
be the natural cone of N := M ⋊α R in the standard Hilbert space
H ⊗ L2(R).
Lemma 7.6. Let p ∈ Sp(α|Mω,α) and ξ0 be a cyclic and separating unit vector for
M⋊α R. Then for any ε > 0 and ξ1, . . . , ξn ∈ P♮N, there exists a non-zero x ∈M
such that
• ‖x‖ ≤ 1;
• ‖πα(x)ξ0‖2 ≥ 1/102400;
• ‖πα(x)ξk − αˆp(ξk)πα(x)‖ ≤ ε
∑n
j=1 ‖ξj‖2 for all k = 1, . . . , n.
Proof. We prove this lemma in a similar way to that of [8, Lemma III.4]. Put
d = 12800−1. Let J be the set of all (n + 2)-tuples (x, E, β1, . . . , βn) in M ×
MP × (H ⊗ L2(R))n such that
(1) ‖x‖ ≤ 1, x = ExE;
(2) πα(E)βj = βj , ηj := ξj − βj − J˜βj ∈ P♮N and [πα(E), ηj] = 0, 1 ≤ j ≤ n;
(3) ‖βk‖2 ≤ ε2
∑n
j=1 ‖Eξj‖2;
(4)
∑n
j=1 ‖πα(x)ηj‖2 ≥ d/2
∑n
j=1 ‖πα(E)ηj‖2;
(5) ‖πα(x)ηk − αˆp(ηk)πα(x)‖2 ≤ ε2
∑n
j=1 ‖πα(x)ξj‖2, 1 ≤ k ≤ n.
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We will equip J with a partial order as (x, E, β1, . . . , βn) ≤ (x′, E ′, β ′1, . . . , β ′n)
if
• E ≤ E ′;
• x = x′E;
• πα(E)β ′j = βj , 1 ≤ j ≤ n;
• ‖β ′k − βk‖2 ≤ ε2
∑n
j=1 ‖πα(E ′ − E)ξj‖2, 1 ≤ k ≤ n.
Take a maximal element (x, E, β1, . . . , βn). It suffices to show that E = 1.
Indeed, suppose that we have proved E = 1. Let ε > 0 and ξ1, . . . , ξn ∈ P♮N with
‖ξj‖ = 1. Put ζj = ξ0 for j = 1, . . . , n2 and ζn2+k = ξk for k = 1, . . . , n. Then for
ε and {ζj}n2+nj=1 , we have non-zero x ∈M1 such that
n2+n∑
j=1
‖πα(x)ζj‖2 ≥ d/4
n2+n∑
j=1
‖ζj‖2 = (n2 + n)d/4,
‖πα(x)ζk − αˆp(ζk)πα(x)‖2 ≤ ε2
n∑
j=1
‖πα(x)ζj‖2.
Readers are referred to the proof of [45, Lemma B.1] for a detail. Then we have
‖πα(x)ξ0‖2 ≥
(
(n2 + n)d/4− n) /n2 = d/4− (1− d/4)/n.
If we take a sufficiently large n, then we have ‖πα(x)ξ0‖2 ≥ d/8.
Suppose on the contrary that f := 1−E is not equal to 0. Then πα(f)βj = 0 =
(Jβj)πα(f). Hence πα(f)ηjπα(f) = πα(f)ξjπα(f). Take a non-zero projection
F ∈ Mf and a non-zero y ∈ MF which satisfy the conditions in the previous
lemma for πα(f)ξ1πα(f), . . . , πα(f)ξnπα(f).
We set
x′ := x+ y, E ′ := E + F, β ′j := βj + πα(F )ηjπα(f − F ).
We will check that (x′, E ′, β ′1, . . . , β
′
n) belongs to J . The condition (1) is trivial.
On the condition (2), we put η′j := ξj − β ′j − Jβ ′j. Then
η′j = ηj − πα(F )ηjπα(f − F )− πα(f − F )ηjπα(F )
= πα(E)ηjπα(E) + πα(F )ηjπα(F ) + πα(f − F )ηjπα(f − F )
= πα(F )ηjπα(F ) + πα(1− F )ηjπα(1− F ) ∈ P♮N,
and [πα(E
′), η′j] = 0.
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Next, the condition (3) is verified as follows:
‖β ′k‖2 = ‖βk‖2 + ‖πα(F )ηjπα(f − F )‖2
≤ ε2
n∑
j=1
‖πα(E)ξj‖2 + ‖πα(F )[πα(f)ηjπα(f), πα(F )]‖2
≤ ε2
n∑
j=1
‖πα(E)ξj‖2 + ε2
n∑
j=1
‖πα(F )πα(f)ξjπα(f)‖2
≤ ε2
n∑
j=1
‖πα(E ′)ξj‖2.
We will verify the condition (4). Since x = xE and [πα(E), ηj] = 0, we have
πα(x
′)η′j = πα(x+ y)(πα(F )ηjπα(F ) + πα(1− F )ηjπα(1− F ))
= πα(x)ηjπα(1− F ) + πα(y)ηjπα(F )
= πα(x)ηj + πα(y)ηjπα(F ), (7.7)
and
αˆp(η
′
j)πα(x
′) = πα(1− F )αˆp(ηj)πα(x) + πα(F )αˆp(ηj)πα(y)
= αˆp(ηj)πα(x) + πα(F )αˆp(ηj)πα(y). (7.8)
Since
‖πα(y)ηjπα(f)‖2 = ‖πα(y)ηjπα(F )‖2 + ‖πα(y)ηjπα(f − F )‖2
= ‖πα(y)ηjπα(F )‖2 + ‖πα(y)[πα(f)ηjπα(f), πα(F )‖2
≤ ‖πα(y)ηjπα(F )‖2 + ε2
n∑
j=1
‖πα(F )πα(f)ηjπα(f)‖2,
we have
‖πα(y)ηjπα(F )‖2 ≥ ‖πα(y)ηjπα(f)‖2 − ε2
n∑
j=1
‖πα(F )πα(f)ηjπα(f)‖2.
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Then it follows that
‖πα(x′)η′j‖2 = ‖πα(x)ηj‖2 + ‖πα(y)ηjπα(F )‖2
≥ d/2
n∑
j=1
‖πα(E)ηj‖2 + ‖πα(y)ηjπα(f)‖2
− ε2
n∑
j=1
‖πα(F )πα(f)ηjπα(f)‖2
≥ d/2
n∑
j=1
‖πα(E)ηj‖2 + (d− ε2)
n∑
j=1
‖πα(F )πα(f)ηjπα(f)‖2
≥ d/2
n∑
j=1
‖πα(E)πα(1− F )ηjπα(1− F )‖2
+ d/2
n∑
j=1
‖πα(F )ηjπα(F )‖2
= d/2
n∑
j=1
‖πα(E)πα(1− F )ηjπα(1− F ) + πα(F )ηjπα(F )‖2
= d/2
n∑
j=1
‖πα(E + F )(πα(1− F )ηjπα(1− F ) + πα(F )ηjπα(F ))‖2
= d/2
n∑
j=1
‖πα(E ′)η′j‖2,
which shows (4).
Using πα(F )βj = 0 = (J˜βj)πα(F ) in (7.7) and (7.8), we can verify (5) as
follows:
‖πα(x′)η′k − αˆp(η′k)πα(x′)‖2
= ‖αˆp(ηk)πα(x)− αˆp(ηk)πα(x)‖2
+ ‖πα(y)ηkπα(F )− πα(F )αˆp(ηk)πα(y)‖2
≤ ‖αˆp(ηk)πα(x)− αˆp(ηk)πα(x)‖2
+ ‖πα(y) · πα(f)ξkπα(f)− πα(f)αˆp(ξk)πα(f) · πα(y)‖2
≤ ε2
n∑
j=1
‖πα(x)ξj‖2 + ε2
n∑
j=1
‖πα(y)ξj‖2
= ε2
n∑
j=1
‖πα(x′)ξj‖2.
Therefore, (x′, E ′, β ′1, . . . , β
′
n) belongs to J , and is strictly larger than
(x, E, β1, . . . , βn). This is a contradiction. Hence E = 1. 
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Thus we have proved there exists a sequence (xn)n in M1 which does not
converge to 0 in the strong∗ topology, and
lim
n→∞
‖πα(xn)ξ − αˆp(ξ)πα(xn)‖ = 0 for all ξ ∈ H ⊗ L2(R).
Note that (xn)n is a central sequence in M. Indeed, let ξ ∈ H ⊗ L2(R) and set
ϕ(a) := 〈πα(a)ξ, ξ〉 for a ∈M. Then for y ∈M1,
[xn, ϕ](y) = 〈πα(yxn)ξ, ξ〉 − 〈πα(xny)ξ, ξ〉
= 〈πα(y) (πα(xn)ξ − αˆp(ξ)πα(xn)) , ξ〉
+ 〈πα(y)αˆp(ξ)πα(xn), ξ〉 − 〈πα(xny)ξ, ξ〉
= 〈πα(y) (πα(xn)ξ − αˆp(ξ)πα(xn)) , ξ〉
+ 〈πα(y)αˆp(ξ), ξπα(x∗n)〉 − 〈πα(xny)ξ, ξ〉
= 〈πα(y) (πα(xn)ξ − αˆp(ξ)πα(xn)) , ξ〉
+ 〈πα(y)αˆp(ξ), (ξπα(x∗n)− πα(x∗n)αˆp(ξ))〉
+ 〈πα(y)αˆp(ξ), πα(x∗n)αˆp(ξ)〉 − 〈πα(xny)ξ, ξ〉
= 〈πα(y) (πα(xn)ξ − αˆp(ξ)πα(xn)) , ξ〉
+ 〈πα(y)αˆp(ξ), (ξπα(x∗n)− πα(x∗n)αˆp(ξ))〉
holds, since
〈πα(y)αˆp(ξ), πα(x∗n)αˆp(ξ)〉 = 〈πα(xny)αˆp(ξ), αˆp(ξ)〉 = 〈αˆp(πα(xny)ξ), αˆp(ξ)〉
= 〈πα(xny)ξ, ξ〉.
Thus
‖[xn, ϕ]‖M∗ ≤ ‖πα(xn)ξ − αˆp(ξ)πα(xn)‖+ ‖ξπα(x∗n)− πα(x∗n)αˆp(ξ)‖,
and the right hand side converges to 0 as n→∞.
Theorem 7.7. Suppose that p ∈ Sp(α|Mω,α). Then there exists a unitary central
sequence (un)n in M such that αˆp = limn→∞Adπα(un).
Proof. Set Q := M2(C) ⊗M. Let Aω be the set of all (Xn)n in ℓ∞(Q) such that
[(id⊗ πα)(Xn), ϕ⊕ αˆp(ϕ)]→ 0 as ν → ω for all ϕ ∈ N∗. Then Pω := Aω/Tω(Q)
is a von Neumann algebra. By the remark above, Pω ⊂ M2(C)⊗Mω naturally.
We will show that e := e11 ⊗ 1 is equivalent to f := e22 ⊗ 1 in Pω. Let z be a
central element of Pω. Clearly, z = e11⊗a+e22⊗b for some a, b ∈Mω. Take (xn)n
as above. Then (xn)n defines a non-zero element x of Mω and e21 ⊗ x ∈ ePωf .
Then [z, e21 ⊗ x] = 0 implies xa = bx. Since x is central, we may assume that
xa = ax, and moreover ‖(a− b)x‖2 = ‖a− b‖2‖x‖2 by the fast reindexation trick.
Thus we have a = b. Hence Z(Pω) ⊂ C⊗ Z(Mω). This implies that e ∼ f . 
By Lemma 4.10, we obtain the following result.
Theorem 7.8. Let α be a flow on a factor M. Then p ∈ Sp(α|Mω,α) if and
only if there exists a unitary v ∈ Mω,α such that αt(v) = eiptv for all t ∈ R. In
particular, the following statements are equivalent:
(1) α is faithful on Mω,α;
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(2) Sp(α|Mω,α) = Γ(α|Mω,α) = R;
(3) α is a Rohlin flow on M.
This result immediately implies the following.
Corollary 7.9. Let α be a faithful flow on a finite factor. Then the product type
flow
⊗∞
n=1 αt has the Rohlin property.
8. Concluding remarks and Problems
In this paper, we have studied Rohlin flows on von Neumann algebras. We
can generalize the Rohlin property for actions of a locally compact abelian group
by using the dual group. Hence it is natural attempt to extend our work more
general. In studying this, one needs to think of the map Θ that is introduced in
Lemma 5.2.
Problem 8.1. Classify actions with the Rohlin property of a locally compact
abelian group on von Neumann algebras.
Our main theorem is applicable to non-McDuff factors. When its central se-
quence algebra is non-trivial and commutative, there is a chance that they have
a Rohlin flow.
Problem 8.2. Characterize a factor admitting a Rohlin flow.
We should notice that the classification of “outer actions” of R on injective
factors has not yet been completely finished. Indeed, we do not know a charac-
terization of the Rohlin property without using a central sequence algebra. In
the light of classification results for amenable discrete or compact group actions
obtained so far, we will pose the following plausible conjecture.
Conjecture 8.3. Let α be a flow on an injective factor M. Then the following
conditions are equivalent:
(1) α has the Rohlin property;
(2) πα˜(M˜)
′ ∩ (M˜⋊α˜ R) = πα˜(Z(M˜)).
We have seen the implication (1)⇒(2) holds for a general von Neumann algebra
in Corollary 4.13.
Example 8.4. Let α be a flow on an injective type III0 factor M such that
α is ergodically and faithfully acting on the space of the flow of weights. Let
N = M ⋊α R. Then N˜ = M˜ ⋊α˜ R canonically. Since the action α˜ on Z(M˜) is
faithful, we have πα˜(Z(M˜))
′ ∩ N˜ = πα˜(M˜) by [51, Corollary VI.1.3]. Hence α
satisfies (2) in Conjecture 8.3. The dual flow of an extended modular flow has
such property (see Theorem 4.20).
Thus it must be interesting to consider the weak version of Conjecture 8.3.
Problem 8.5. Suppose that α is a flow on an injective type III0 factor such that
mod(α) is faithful and ergodic. Then does α have the Rohlin property?
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Readers are referred to [24] for a faithful action of a compact group on a flow
space. The following problem is related with Lemma 3.17.
Problem 8.6. Assume that M is an injective factor and α is a pointwise centrally
non-trivial flow. Then Γ(α|Mω,α) = Γ(α)?
Since we always have Γ(α|Mω,α) ⊂ Γ(α) by Lemma 3.17, what we must do is
to study the case when Γ(α) 6= {0}. If this problem is affirmatively solved, the
following condition, which looks much weaker than (2) in the above conjecture,
could imply the Rohlin property of α by Theorem 7.8:
(3) α is pointwise centrally non-trivial and Γ(α) = R.
Indeed in Theorem 6.32 and 6.40, we have shown that the three conditions
mentioned above are equivalent for product type flows and quasi-free flows in-
duced from Cuntz algebras. We should note that if α is an action of a compact
abelian group, then the above condition (3) indeed implies the Rohlin property.
Problem 8.7. Let α be a flow on the injective type II1 factor R0. Suppose that
α⊗ idR0 has the Rohlin property. Then does α also have?
This problem is a direct consequence of the above conjecture. Proposition 6.38
shows that the assumption on the type is necessary.
In Theorem 6.18, we have proved that a trace scaling flow on the injective type
II∞ factor has the Rohlin property by using Connes-Haagerup theory. Another
proof of that theorem will yield the uniqueness of the injective type III1 factor.
Hence we have interest in the following problem.
Problem 8.8. Prove Theorem 6.18 without using the fact that σϕt ∈ Int(M) for
an injective type III1 factor.
9. Appendix
9.1. Basic measure theoretic results. We recall the following elementary re-
sult of measure theory.
Lemma 9.1. Let X be a Polish space and f : Rn → X be a Borel map. Let
E ⊂ Rn be a Borel set with 0 < µ(E) < ∞, where µ denotes the Lebesgue
measure on Rn. Then the following statements hold:
(1) For any ε > 0, there exists a compact set K ⊂ E such that µ(E \K) < ε
and f is continuous on K;
(2) Let d be a complete metric on the Polish space X. For any ε1, ε2 > 0,
there exist disjoint Borel sets A0, A1, . . . , AN ⊂ E and x1, . . . , xN ∈ X
such that
∑N
j=0Aj = E, µ(A0) < ε1, d(f(t), xj) < ε2 for all t ∈ Aj,
j = 1, . . . , N .
Proof. (1). This is shown by using Lusin’s theorem. See [36, Theorem 17.12]
(2). Let K be as above with ε = ε1. Since f |K is uniformly continuous, for
any ε2 > 0, there exists a Borel partition {Aj}Nj=1 of K such that any s, t ∈ Aj
satisfy d(f(s), f(t)) < ε2. Put A0 := E \K, and take an element xj ∈ f(Aj) for
each j. Then these xj have the required property. 
95
Employing the previous lemma, we have the following result.
Lemma 9.2. Let M be a separable finite von Neumann algebra with a faithful
normal tracial state τ . Let us write ‖x‖2 := τ(x∗x)1/2 as usual. Let w : [0, 1] →
MU be a Borel map. Then for any ε1, ε2 > 0, there exist disjoint Borel sets
A0, A1, . . . , AN of [0, 1] and u1, . . . , uN ∈MU such that µ(A0) < ε1, ‖wt−uj‖2 <
ε2 for all t ∈ Aj, j = 1, . . . , N .
9.2. Disintegration of automorphisms. Let (X,B) be a standard Borel space
and µ a σ-finite Borel measure. Recall the following basic result.
Lemma 9.3. Let f : X → R be a µ-measurable function. Then there exists a
Borel µ-null set N ⊂ X such that the restriction f : X \N → R is Borel.
Proof. Take a sequence {qn}n whose union equals Q. Then An := {x | f(x) > qn}
is µ-measurable. Since An is µ-measurable, we can take Borel sets Bn, B
′
n ⊂ X
such that Bn ⊂ An ⊂ B′n and µ(B′n \Bn) = 0. We put Nn := B′n \ Bn. Then we
have An \Nn = Bn that is Borel. We let N :=
⋃∞
k=1Nn. Then
{x ∈ X | x /∈ N, f(x) > qn} = An ∩N cn ∩
⋂
k 6=n
N ck ,
and this set is Borel. Since Q is dense in R, f : X \N → R is Borel. 
Let {Hx}x∈X and {Mx}x∈X be measurable fields of separable Hilbert spaces
and separable von Neumann algebras, respectively, such that Mx ⊂ B(Hx). Let
{αx}x∈X be a measurable field of automorphisms with αx ∈ Aut(Mx). We set
M :=
∫ ⊕
X
Mx dµ(x), H :=
∫ ⊕
X
Hx dµ(x), α :=
∫ ⊕
X
αx dµ(x).
Theorem 9.4. Let α and αx be as above. Then α ∈ Int(M) if and only if
αx ∈ Int(Mx) for almost every x ∈ X;
Proof. We may and do assume that Hx = H0 with H0 ∼= ℓ2 for all x ∈ X ,
and µ(X) < ∞. Let vN(H0) be the set of von Neumann algebras on H0. We
equip vN(H0) with the Effros Borel structure as usual [12]. Then we have a µ-
measurable map X ∋ x 7→ Mx ∈ vN(H0). Using the previous lemma and choice
functions of vN(H0), we may and do assume that the maps x 7→ Mx, x 7→ M′x
and x 7→ αx are Borel.
Suppose that α ∈ Int(M). Then there exists a sequence of unitaries {vν}ν in
M such that α = limν Ad v
ν in the u-topology. Then we obtain
‖α(ϕ)− vνϕvν∗‖ =
∫
X
‖αx(ϕx)− vνxϕxvν∗x ‖(Mx)∗ dµ(x) for all ϕ ∈M∗.
Thus there exists a subsequence {vνk}k such that for all ϕ ∈ M∗, we have
‖αx(ϕx) − vνkx ϕxvνk∗x ‖ → 0 as k → ∞ for almost all x. Hence αx ∈ Int(Mx)
for almost all x since {ϕx | ϕ ∈M∗} is dense in (Mx)∗ for almost every x.
Suppose conversely that αx ∈ Int(Mx) for almost every x. For an integrable
Borel map X ∋ x 7→ ϕx ∈ B(H0)∗, we set
Fϕ : X × B(H0)U ∋ (x, v) 7→ ‖αx(ϕx|Mx)− vϕxv∗|Mx‖(Mx)∗ ∈ R,
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where B(H0)
U denotes the unitary group that is Polish with respect to the strong*
topology. The function Fϕ is Borel. Indeed, let {ax}x be a Borel operator field
such that ax ∈Mx. Then
(αx(ϕx|Mx)− vϕxv∗)(ax) = ϕ(α−1x (ax))− vϕxv∗(ax). (9.1)
It is trivial that x 7→ ϕx(α−1x (ax)) is Borel. Since the maps B(H0)U × B(H0)∗ ∋
(v, ϕ) 7→ vϕv∗ ∈ B(H0)∗ and the coupling B(H0)∗ × B(H0) → C are both
continuous, the second term in (9.1) is Borel. Hence Fϕ is Borel.
Let bj : vN(H0) → B(H0)1 be a Borel choice function such that {bj(N)}∞j=1 is
strongly dense in N1 for all N ∈ vN(H0). We let bjx := bj(M′x) that is a Borel
function from X into B(H0)1. Let {ϕk}∞k=1 be a norm dense set in L1B(H0)∗(X, µ).
We set the function
Gn : X ×B(H0)U ∋ (x, v) 7→ sup
1≤j,j′≤n
‖[v, bjx]ϕj
′
x ‖ ∈ R.
Then Gn is Borel since the left multiplication B(H0) × B(H0)∗ → B(H0)∗ is
continuous. For m,n ∈ N, we set the following Borel subset:
Zm :=
m⋂
k=1
F−1
ϕk
([0, 1/m]) ∩
∞⋂
n=1
G−1n ({0}).
Note that
Zm =
{
(x, v) ∈ X ×B(H0)U
∣∣∣∣ sup
1≤k≤m
‖αx(ϕkx|Mx)− vϕkxv∗|Mx‖(Mx)∗ ≤ 1/m, v ∈Mx
}
.
Let pr1 : X × B(H0)U → X be the projection. By approximate innerness of
αx, it turns out that pr1 |Zm : Zm → X is surjective. Thanks to the measurable
cross section theorem (see [3, Theorem 3.2.4] or [59, Theorem A.16]), we have a
µ-measurable map f : X → Zm such that pr1 ◦f = idX .
Let pr2 : X × B(H0)U → B(H0)U be the projection. Since pr2 is Borel,
pr2 ◦f : X → B(H0)U is µ-measurable. We set vx := pr2(f(x)) ∈Mx and
v :=
∫ ⊕
X
vx dµ(x) ∈M.
Then for all k = 1, . . . , m,
‖α(ϕk)− vϕkv∗‖M∗ =
∫
X
‖αx(ϕkx|Mx)− vxϕkxv∗x|Mx‖(Mx)∗ dµ(x) ≤ µ(X)/m.
This means that α ∈ Int(M). 
In the proof above, we have implicitly proved the following result which has
been proved by Lance [43, Theorem 3.4].
Theorem 9.5. Let α =
∫ ⊕
X
αx dµ(x) be an automorphism on M as before. Then
α ∈ Int(M) if and only if αx ∈ Int(Mx) for almost every x.
Next we study centrally trivial automorphisms.
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Lemma 9.6. Let us fix a faithful normal state ψ on M. An automorphism α
on M is centrally trivial if and only if for any ε > 0, there exist δ > 0 and a
finite set F ⊂ M∗ such that if a ∈ M1 satisfies ‖[a, ϕ]‖ < δ for all ϕ ∈ F , then
‖α(a)− a‖♯ψ < ε.
Lemma 9.7. The subgroup Cnt(M) is Borel in Aut(M).
Proof. Note that if α ∈ Cnt(M) and (aν)ν is central, then ‖α(aν)− aν‖♯ψ → 0 as
ν → ∞. Let {Fm}m be an increasing sequence of finite subsets in M∗ such that
their union is norm dense in M∗. Let {aj}j be a strongly dense sequence in M1.
For m ∈ N, we let Jm := {j ∈ N | ‖[aj , ϕ]‖ < 1/m, ϕ ∈ Fm}.
Then the previous lemma implies that α ∈ Aut(M) is centrally trivial if and
only if
inf
m∈N
sup
j∈Jm
‖α(aj)− aj‖♯ψ = 0.
Since ‖α(aj) − aj‖♯ψ is continuous with respect to α ∈ Aut(M), the function
α 7→ infm supj∈Jm ‖α(aj)− aj‖♯ψ is Borel. In particular, Cnt(M) is a Borel subset
in Aut(M). 
Lemma 9.8. If a sequence aν :=
∫ ⊕
X
aνx dµ(t) is central in M, then a subsequence
(aνmx )m is central in Mx for almost every x ∈ X.
Proof. Let {ϕk}k∈N be a dense sequence of M∗. Then (aν)ν is central if and only
if
‖[aν , ϕk]‖ =
∫
X
‖[aνx, ϕkx]‖ dµ(x)→ 0 as ν →∞
for all k. This means ‖[aνx, ϕkx]‖ → 0 in L1(X, µ). Hence we are done. 
Theorem 9.9. Let α =
∫ ⊕
X
αx dµ(x) be an automorphism on M as before. Then
α ∈ Cnt(M) if and only if αx ∈ Cnt(Mx) for almost every x ∈ X.
Proof. We may and do assume that all relevant maps such as x 7→Mx and x 7→ αx
are Borel as before. By replacing µ if necessary, µ is assumed to be finite. Let
ϕ0 ∈ B(H0)∗ be a faithful state and ψ := ϕ0 ⊗ µ.
Suppose that αx ∈ Cnt(Mx) for almost every x ∈ X . If α were not centrally
trivial, there exist ε0 > 0 and a central sequence (a
ν)ν inM such that infν ‖α(aν)−
aν‖♯ψ ≥ ε0. This implies for all ν,∫
X
‖αx(aνx)− aνx‖♯ 2ϕ0 dµ(t) ≥ ε20.
By the previous lemma, a subsequence (aνmx )m is central for almost every x ∈ X .
Hence ‖αx(aνmx )− aνmx ‖♯ϕ0 → 0 as m→ ∞. Then by the dominated convergence
theorem, the left hand side above converges to 0, and this is a contradiction.
Suppose conversely α ∈ Cnt(M). We let aj : X → B(H0)1 be a choice function
such that {ajx}j is strongly dense in (Mx)1. By discarding µ-null sets, we may
take a norm dense sequence {ϕk}k in LB(H0)∗(X, µ) such that {ϕkx|Mx}k is norm
dense in (Mx)∗ for all x ∈ X . We set
Aj,m := {x ∈ X | ‖[ajx, ϕkx]‖(Mx)∗ < 1/m, k = 1, . . . , m},
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which is a Borel subset of X since the map B(H0)∗× vN(H0) ∋ (ϕ,M) 7→ ‖ϕ|M‖
is Borel. Then
{x ∈ X | αx ∈ Cnt(Mx)} =
{
x ∈ X
∣∣∣∣ infm∈N supj∈N 1Aj,m(x)‖αx(ajx)− ajx‖♯ϕ0 = 0
}
.
Since x 7→ ‖αx(ajx)− ajx‖♯ϕ0 is Borel, the set {x ∈ X | αx ∈ Cnt(Mx)} is Borel.
Suppose that N := {x ∈ X | αx /∈ Cnt(Mx)} satisfied µ(N) > 0. Since the
positive function g : N ∋ x 7→ infm supj 1Aj,m(x)‖αx(ajx) − ajx‖ϕ0 is Borel, there
exists ε1 > 0 such that N1 := {x ∈ N | g(x) > ε1} satisfies µ(N1) > 0. Thus for
all m ∈ N, we obtain jm ∈ N such that
µ
( jm⋃
j=1
{x ∈ Aj,m | ‖αx(ajx)− ajx‖♯ϕ0 ≥ ε1}
)
≥ µ(N1)/2.
Let Bj,m := {x ∈ Aj,m | ‖αx(ajx)− ajx‖♯ϕ0 ≥ ε1} and Xm := B1,m ∪ · · · ∪ Bjm,m.
We set cmx as follows:
cmx :=
{
ajx if x ∈ Bj,m ∩Bc1,m ∩ · · · ∩ Bcj−1,m,
0 if x ∈ X \Xm.
Then ‖[cmx , ϕkx]‖(Mx)∗ ≤ 1/m for all x ∈ X and k = 1, . . . , m, and ‖αx(cmx ) −
cmx ‖♯ϕ0 ≥ ε1 for all x ∈ Xm. Put cm :=
∫ ⊕
X
cmx dµ(x). Then we obtain
‖[cm, ϕk]‖M∗ =
∫
X
‖[cmx , ϕkx]‖(Mx)∗ dµ(x) ≤ µ(X)/m for all k = 1, . . . , m,
and
‖α(cm)− cm‖♯ 2ψ =
∫
Xm
‖αx(cmx )− cmx ‖♯ 2ϕ0 dµ(t) ≥ ε21µ(Xm) ≥ ε21µ(N1)/2.
Then (cm)m is central, but lim infm ‖α(cm) − cm‖♯ 2ψ ≥ ε21µ(N1)/2. This is a
contradiction. 
Let M be a von Neumann algebra and ϕ a faithful normal state on M. Then
we obtain the central decompositions of M and ϕ as follows:
M =
∫ ⊕
X
Mx dµ(x), ϕ =
∫ ⊕
X
ϕx dµ(x),
where Z(M) is identified with L∞(X, µ).
We may and do assume that all Mx are von Neumann subalgebra acting on a
common Hilbert space H0 as before. Thus M acts on H := L
2(X, µ)⊗H0.
Let Nx := Mx ⋊σϕx R and Kx := H0 ⊗ L2(R). We will show that {Nx, Kx}x
is a measurable field of von Neumann algebras with respect to
∫ ⊕
X
Kx dµ(x) =
L2(X)⊗H0 ⊗ L2(R).
Let aj : X → B(H0)1 be a µ-measurable choice function such that {ajx}∞j=1 is
strongly dense in (Mx)1 for almost every x. Then x 7→ πσϕx (ajx) is µ-measurable.
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Indeed, let ξ, η ∈ ∫ ⊕
X
Kx dµ(x). Then
〈πσϕx (ajx)ξx, ηx〉 =
∫
R
〈σϕx−t (ajx)ξx(t), ηx(t)〉 dµ(t).
Since (x, t) 7→ 〈σϕx−t (ajx)ξx(t), ηx(t)〉 is µ-measurable, x 7→ 〈πσϕx (ajx)ξx, ηx〉 is µ-
measurable by Fubini’s theorem.
Note that {πσϕx (ajx)}j is strongly dense in πσϕx (Mx)1. Each Nx contains the
left regular representation λϕx(t) = 1 ⊗ λ(t). Thus {Nx, Kx} is a µ-measurable
field. Let N be the disintegration of Nx, that is,
N :=
∫ ⊕
X
Nx dµ(x),
which acts on the Hilbert space L2(X, µ)⊗H0 ⊗ L2(R). Using
σϕt =
∫ ⊕
X
σϕxt dµ(t), (9.2)
we obtain ∫ ⊕
X
πσϕx (a
j
x) dµ(x) = πσϕ(a
j).
It is trivial that
∫ ⊕
X
λϕx(t) dµ(x) = λϕ(t). Thus N is nothing but M ⋊σϕ R.
Summarizing this discussion, we obtain the following result.
Lemma 9.10. In the above setting, one has the following natural identification:
M⋊σϕ R =
∫ ⊕
X
Mx ⋊σϕx R dµ(x).
Let α ∈ Aut(M) which fixes any element of Z(M). Then α is described as
α =
∫ ⊕
X
αx dµ(x).
By the previous lemma, we have
α˜ =
∫ ⊕
X
α˜x dµ(x), mod(α) =
∫ ⊕
X
mod(αx) dµ(x).
Combining Theorem 9.4, 9.5, 9.9 and Kawahigashi-Sutherland-Takesaki’s re-
sult [34, Theorem 1], we obtain the following.
Theorem 9.11. Let M be an injective von Neumann algebra with separable pre-
dual. Then the following statements hold:
(1) Int(M) = ker(mod);
(2) Cnt(M) = {α ∈ Aut(M) | α˜ ∈ Int(M˜)}.
We need the following lemma.
Lemma 9.12. Let M be a von Neumann algebra and θ ∈ Aut(M). Then θ ∈
Int(M) if and only if for any ε > 0 and a finite Φ ⊂ M+∗ , there exists a ∈ M1
such that
‖θ(ϕ)− aϕa∗‖ < ε, ‖a∗a− 1‖ϕ + ‖aa∗ − 1‖ϕ < ε.
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Proof. By assumption, we obtain a sequence (an)n inM1 such that for all positive
ϕ ∈M∗,
θ(ϕ) = lim
n→∞
anϕa
∗
n, lim
n→∞
‖a∗nan − 1‖ϕ + ‖ana∗n − 1‖ϕ = 0.
This also implies that limn a
∗
nϕan = θ
−1(ϕ).
It turns out that (an)n belongs to Nω(M). Indeed, let (xn)n ∈ Tω(M) with
supn ‖xn‖ ≤ 1. Then we have
‖xnanϕ‖ ≤ ‖xnanϕ · (1− a∗nan)‖+ ‖xnanϕa∗nan‖
≤ ‖ϕ · (1− a∗nan)‖+ ‖xn(anϕa∗n − θ(ϕ))an‖+ ‖xnθ(ϕ)an‖
≤ ‖1− a∗nan‖ϕ + ‖anϕa∗n − θ(ϕ)‖+ ‖xnθ(ϕ)‖,
and
‖ϕanxn‖ ≤ ‖(1− ana∗n)ϕanxn‖+ ‖ana∗nϕanxn‖
≤ ‖1− ana∗n‖ϕ + ‖an(a∗nϕan − θ−1(ϕ))xn‖+ ‖anθ−1(ϕ)xn‖
≤ ‖1− ana∗n‖ϕ + ‖a∗nϕan − θ−1(ϕ)‖+ ‖anθ−1(ϕ)xn‖.
Thus ‖xnanϕ‖ → 0 and ‖ϕanxn‖ → 0 as n→∞. Hence (an)n normalizes Tω(M).
We let u := πω((an)n) ∈ Mω that is a unitary. Take a unitary representing
sequence (un)n of u. This satisfies un−an → 0 in the strong∗ topology as n→ ω,
and we are done. 
Let M be a von Neumann algebra and A a von Neumann subalgebra of Z(M).
Let (X, µ) be the measure theoretic spectrum ofA. LetH be the standard Hilbert
space of M. Then we have the following disintegrations putting A = L∞(X, µ)
as usual:
M =
∫ ⊕
X
Mx dµ(x), H =
∫ ⊕
X
Hx dµ(x).
We may assume that dimHx is constant in what follows. Let K be a Hilbert
space with dimK = dimHx for all x. Then {Hx}x is regarded as a constant field
{K}x, and we obtain the natural identification
H =
∫ ⊕
X
K dµ(x) = L2(X, µ)⊗K.
Note that any automorphism θ on Mx is implemented by a unitary on K.
Now let α and β be actions of a locally compact group G on M which are fixing
A. Then they are written as follows:
αt =
∫ ⊕
X
αxt dµ(x), βt =
∫ ⊕
X
βxt dµ(x) for all t ∈ G.
Theorem 9.13. Let α, β be as above. Then the following statements hold:
(1) They are cocycle conjugate if and only if αx and βx are for almost every
x ∈ X;
(2) They are strongly cocycle conjugate if and only if αx and βx are for almost
every x ∈ X.
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Proof. (1). It is useful to consider those actions in terms of a Kac algebra [13].
Namely, α, β are regarded as the faithful normal ∗-homomorphisms α, β : M →
M ⊗ L∞(G) by putting (α(a)ξ)(t) = αt(a)ξ(t), (β(a)ξ)(t) = βt(a)ξ(t) for all
ξ ∈ H ⊗ L2(G) and t ∈ G. Then we obtain
(α⊗ id) ◦ α = (id⊗ δ) ◦ α, (β ⊗ id) ◦ β = (id⊗ δ) ◦ β,
where the coproduct δ : L∞(G) → L∞(G) ⊗ L∞(G) is defined by δ(f)(r, s) :=
f(rs) for f ∈ L∞(G) and r, s ∈ G.
Take unitary representations U, V : G → B(H) such that αt = AdUt and
βt = AdVt on M. Regarding U, V ∈ B(H)⊗ L∞(G), we have
(id⊗ δ)(U) = U12U13, (id⊗ δ)(V ) = V12V13,
and
α(a) = U(a⊗ 1)U∗, β(a) = V (a⊗ 1)V ∗ for all a ∈M.
Since A is fixed by α and β, U and V are diagonalizable, that is,
U =
∫ ⊕
X
Ux dµ(x), V =
∫ ⊕
X
V x dµ(x),
where Ux, V x ∈ B(K)⊗ L∞(G) and we have used the following identification:
H ⊗ L2(G) =
∫ ⊕
X
K⊗ L2(G) dµ(x).
Then Ux and V x implement αx and βx, respectively, for almost every x. Note
that a unitary v ∈ B(K) ⊗ L∞(G) is an αx-cocycle if and only if v ∈ Mx ⊗
L∞(G) and vUx is a unitary representation, that is, it satisfies (id ⊗ δ)(vUx) =
(vUx)12(vU
x)13.
By Lemma 9.3, we may and do assume that all the relevant measurable maps
in what follows are in fact Borel. Take Borel maps aj : X → (Mx)1 and bk : X →
(M′x)1 for j, k ∈ N.
Let {ξi}i∈N be a dense sequence of K ⊗ L2(G). Let Ym be the subset of X ×
(B(K) ⊗ L∞(G))U × B(K)U which consists of elements (x, v, w) such that for
i, j, k = 1, . . . , m,
‖[v, bkx ⊗ 1]ξi‖ < 1/m, (id⊗ δ)(vUx) = (vUx)12(vUx)13,
‖[wajxw∗, bkx]ξi‖+ ‖[w∗ajxw, bkx]ξi‖ < 1/m,
‖ (vαx(ajx)v∗ − (w ⊗ 1)Ux(w∗ajxw ⊗ 1)(Ux)∗(w∗ ⊗ 1)) ξi‖ < 1/n.
We can show that Ym is Borel as before. Thus Y :=
⋂
m Ym is Borel. Then
(x, v, w) ∈ Y if and only if v ∈Mx ⊗ L∞(G), wMxw∗ = Mx and
(id⊗ δ)(v) = (v ⊗ 1)(αx ⊗ id)(v), Ad v ◦ αx = (θ ⊗ id) ◦ βx ◦ θ−1,
where we have put θ := Adw|Mx. By our assumption, Y is non-empty, and we
get the Borel projection prX : Y → X .
102
Then there exists a measurable cross section s : X → Y with prX ◦s = idX .
We let s(x) = (x, vx, wx). Hence {vx}x and {wx}x are measurable, and we set
v :=
∫ ⊕
X
vx dµ(x) ∈M⊗ L∞(G), w :=
∫ ⊕
X
wx dµ(x) ∈
∫ ⊕
X
B(K) dµ(x).
Put θ := Adw|M and we obtain
(id⊗ δ)(v) = (v ⊗ 1)(α⊗ id)(v), Ad v ◦ α = (θ ⊗ id) ◦ β ◦ θ−1.
Thus we are done.
(2). We first show that the following set is Borel:
Z := {(x, w) ∈ X × B(K)U | Adw|Mx ∈ Int(Mx)}.
Take a norm dense sequence {ϕk}k in L1B(K)(X, µ) such that {ϕkx|Mx}k is norm
dense in Mx for almost every x. For m ∈ N, we define Zm ⊂ X × B(K)U which
consists of elements (x, w) such that there exists ℓ ∈ N satisfying the following
conditions for all i, j, k = 1, . . . , m:
‖[wajxw∗, bkx]ξi‖+ ‖[w∗ajxw, bkx]ξi‖ < 1/m,
‖wϕixw∗|Mx − aℓxϕix(aℓx)∗|Mx‖(Mx)∗ < 1/m,
‖((aℓx)∗aℓx − 1)ξi‖+ ‖(aℓx(aℓx)∗ − 1)ξi‖ < 1/m.
Then Zm is Borel.
We will show that Z =
⋂
m Zm. Let (x, w) ∈
⋂
m Zm. Then θ = Adw|Mx ∈
Aut(Mx), and for any ε > 0 and a finite set Φ ⊂ (Mx)+∗ , there exists an element
a ∈ (Mx)1 such that
‖θ(ϕ)− aϕa∗‖ < ε,
‖a∗a− 1‖ϕ + ‖aa∗ − 1‖ϕ < ε for all ϕ ∈ Φ.
This implies that θ is approximately inner by Lemma 9.12. Hence (x, w) ∈ Z.
Suppose conversely that (x, w) ∈ Z. Put θ := Adw|Mx ∈ Int(Mx). Then
for any ε > 0 and a finite Φ ⊂ (Mx)+∗ , there exists a unitary u ∈ Mx such
that ‖θ(ϕ) − uϕu∗‖ < ε for ϕ ∈ Φ. We can take a subsequence {aknx }n which
converging to u in the strong∗ topology. Thus (x, w) ∈ ⋂m Zm.
Therefore Z =
⋂
m Zm, which is Borel. We modify Y defined above as follows:
Y ′ := Y ∩ {(x, v, w) | (x, w) ∈ Z}.
By our assumption, Y ′ is non-empty, and we obtain the projection prX : Y
′ → X .
Then we are done in a similar way to the above. 
As an application, we obtain the following result due to Kallman and Moore.
See [27, Theorem 0.1] or [50, Theorem 5].
Corollary 9.14 (Kallman, Moore). Any inner flow on a separable von Neumann
algebra is implemented by a one-parameter unitary group.
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Proof. Let α be such a flow on a von Neumann algebra M. Since α fixes Z(M),
we obtain the central decomposition αt =
∫ ⊕
X
αxt dµ(x). Then α
x is an inner
flow on a factor Mx for almost every x. Since a T-valued 2-cocycle of R is a
coboundary, αx is cocycle conjugate to the trivial flow idMx . The previous result
implies α ∼ id. 
9.3. Perturbation by continuous unitary path. Let ϕ be a normal state on
a von Neumann algebra M. We need the following basic inequalities:
‖xϕ‖ ≤ ‖x‖ϕ, ‖ϕx‖ ≤ ‖x∗‖ϕ, ‖xϕ‖+ ‖ϕx‖ ≤ ‖x‖ϕ + ‖x∗‖ϕ ≤ 2‖x‖♯ϕ.
‖x‖2ϕ ≤ ‖xϕ‖‖x‖, ‖x∗‖2ϕ ≤ ‖ϕx‖‖x‖, ‖x‖♯2ϕ ≤ (‖xϕ‖+ ‖ϕx‖) ‖x‖/2.
For ψ ∈ M∗, let ψ = wl|ψ| and ψ = |ψ∗|wr be the left and right polar decom-
positions, respectively. Then
‖ψx‖ = ‖|ψ|x‖ ≤ ‖x∗‖|ψ|, ‖xψ‖ = ‖x|ψ∗|‖ ≤ ‖x‖|ψ∗|,
In what follows, we assume that M =
⊗∞
k=1(Lk, ρk) and ϕ0 :=
⊗∞
k=1 ρk is
lacunary, i.e., 1 is isolated in Sp(∆ϕ0), where Lk is a finite dimensional type I
factor, and ρk is a faithful normal state on Lk. Denote Lˆk := L1⊗· · ·⊗Lk. Note
that any injective type II and IIIλ factors with 0 < λ < 1 have such form (see
[2]). Then we can strengthen Lemma 5.6 as follows.
Proposition 9.15. Let M be an ITPFI factor as above. Let α and β be flow on
M with mod(αt) = mod(βt) for all t ∈ R. Then for any T > 0, ε > 0 and a finite
set Φ ⊂M∗, there exists a continuous unitary path {u(t)}|t|≤T such that
‖Ad u(t) ◦ αt(ϕ)− βt(ϕ)‖ < ε, for all ϕ ∈ Φ, t ∈ [−T, T ].
We first recall some results proved in [5].
Lemma 9.16 ([5, Proposition 3.2, Lemma 2.7]). The following statements hold:
(1) There exists a universal constant C0 > 0 such that for any von Neumann
algebra M and its faithful normal state ϕ,
‖σϕt (x)− x‖♯ϕ < C0(1 + |t|)‖[x, ϕ]‖
1
2 , t ∈ R.
(2) Let M be a von Neumann algebra and ϕ ∈ M∗ a faithful lacunary state.
Let Eϕ be the ϕ-preserving conditional expectation fromM ontoMϕ. Then
there exists a constant Cϕ, which depends only on ϕ, such that for all
x ∈M,
‖Eϕ(x)− x‖♯ϕ < Cϕ‖[x, ϕ]‖
1
2 .
Proof. (1). See [5]. (2). Choose a positive f ∈ L1(R) as follows;∫
R
f(t)dt = 1,
∫
R
|t||f(t)|dt <∞, supp(fˆ) ∩ Sp(∆ϕ) = {1},
where fˆ(λ) =
∫
R
λitf(t)dt. Then σϕf (x) = Eϕ(x). Set Cϕ :=
∫
R
C0(1 + |t|)|f(t)|dt
and we are done. 
The following result can be found in [26, Lemma 3.2.1].
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Lemma 9.17. Let M be a finite von Neumann algebra with a normal tracial state
τ , and a ∈M such that ‖a∗a− 1‖τ < δ. Then there exists a unitary v ∈M such
that ‖a− v‖τ < (3 + ‖a‖)δ.
Lemma 9.18. Let Φ ⊂M∗ be a finite set, and assume v ∈ U(M) satisfies
‖ϕ · (v − 1)‖ < ε, ‖(v − 1)ϕ‖ < ε, ϕ ∈ Φ.
Then there exists a continuous unitary path v(t), 0 ≤ t ≤ 1, such that v(0) = 1,
v(1) = v and
‖ϕ · (v(t)− 1)‖ <
√
2ε, ‖(v(t)− 1)ϕ‖ <
√
2ε, ϕ ∈ Φ.
Proof. Let v =
∫ π
−π e
iλ deλ be the spectral decomposition of v. We set v(t) :=∫ π
−π e
itλ deλ. Then for all ϕ ∈ Φ, we have∫ π
−π
|e−iλ − 1|2 d|ϕ|(eλ) = ‖v∗ − 1‖2|ϕ| ≤ ‖|ϕ| · (v − 1)‖‖v − 1‖ ≤ 2ε.
Thus
‖v(t)∗ − 1‖2|ϕ| =
∫ π
−π
|e−itλ − 1|2 d|ϕ|(eλ) ≤
∫ π
−π
|e−iλ − 1|2 d|ϕ|(eλ) ≤ 2ε
holds for 0 ≤ t ≤ 1. Hence
‖ϕ · (v(t)− 1)‖ ≤ ‖|ϕ| · (v(t)− 1)‖ ≤ ‖v(t)∗ − 1‖|ϕ| ≤
√
2ε.
If we replace |ϕ| with |ϕ∗| above, then we get
‖(v(t)− 1)ϕ‖ ≤
√
2ε.

Lemma 9.19. Let α and β be as in Proposition 9.15. For any k ∈ N, a finite
set F ⊂ Lˆk, T > 0, and ε > 0, there exists a continuous unitary path {u(t)}|t|≤T
such that
‖Ad u(t) ◦ αt(ϕ0a)− βt(ϕ0a)‖ < ε, a ∈ F, t ∈ [−T, T ].
Proof. Let m :=
(
dim Lˆk
)1/2
and {eij}1≤i,j≤m a system of matrix units of Lˆk. We
may assume that {1} ∪ {eij}i,j ⊂ F ⊂M1. Set
Φ0 := {ϕ0a | a ∈ F}, Φ := {aϕ0 | a ∈ F} ∪ {ϕ0a | a ∈ F}.
Let ε′ > 0. Fix N ∈ N with N ≥ m so that if |t| ≤ T/N and ϕ ∈ Φ,
‖αt(ϕ)− βt(ϕ)‖ < ε′/4m, ‖αt(ϕ)− ϕ‖ < ε′/4m, ‖βt(ϕ)− ϕ‖ < ε′/4m. (9.3)
Set t0 := T/N . Since αtβ
−1
t ∈ Int(M) for all t ∈ R, we can take an αt0-cocycle
{wn}n∈Z such that
‖Adwn ◦ αnt0(ϕ)− βnt0(ϕ)‖ ≤ ε′/4m, |n| ≤ N, ϕ ∈ Φ. (9.4)
Set w := w1, B := αt0(Lˆk), ψ0 := αt0(ϕ0), Ψ := αt0(Φ) and fij := αt0(eij). We
will find a continuous unitary path w(t), 0 ≤ t ≤ t0 so that w(t) connects 1 and
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w, and Adw(t) ◦ αt approximates βt on F . Note Sp(∆ψ0) = Sp(∆ϕ0). Thus we
can assume Cψ0 = Cϕ0 in Lemma 9.16. Using (9.4), we have
‖Adw(ψ)− βt0α−1t0 (ψ)‖ ≤ ε′/4m, ψ ∈ Ψ.
Thus for ψ = αt0(ϕ) ∈ Ψ, we have
‖[w, ψ]‖ = ‖Adw(ψ)− ψ‖
≤ ‖Adw(ψ)− βt0α−1t0 (ψ)‖+ ‖βt0(ϕ)− αt0(ϕ)‖
≤ ε′/2m. (9.5)
Since ψ0, ψ0fij ∈ Ψ, we have
‖ψ0 · (wfij − fijw)‖ ≤ ‖ψ0wfij − wψ0fij‖+ ‖[w, ψ0fij ]‖
≤ ‖ψ0w − wψ0‖+ ‖[w, ψ0fij ]‖
≤ ε′/m.
In the same way, we have ‖(wfij − fijw)ψ0‖ < ε′/m.
Let E(x) = m−1
∑
i,j fijxfji. Then E is a conditional expectation fromM onto
B′ ∩M. Set c := E(w), and then
‖ψ0 · (c− w)‖ ≤ 1
m
∑
i,j
‖ψ0 · (fijwfji − wfijfji)‖ ≤ 1
m
∑
i,j
‖ψ0[w, fij]‖ < ε′.
We also have ‖(c− w)ψ0‖ < ε′. Using (9.5), we obtain
‖[c, ψ0]‖ ≤ ‖[w, ψ0]‖+ ‖ψ0 · (c− w)‖+ ‖(c− w)ψ0‖ < 3ε′.
Since ‖w − c‖ψ0 < ε′ and ‖(w − c)∗‖ψ0 < ε′, we have
‖w − c‖♯ψ0 <
√
ε′. (9.6)
Set d := Eψ0(c). Note that d ∈ (B′ ∩M)ψ0, and Sp(∆ψ0|B′∩M) ⊂ Sp(∆ϕ0).
Thus we can assume Cψ0|B′∩M = Cϕ0 by the definition of Cϕ0 in Lemma 9.16. By
the lemma,
‖d− c‖♯ψ0 ≤ Cϕ0‖[c, ψ0]‖
1
2 < Cϕ0
√
3ε′.
Hence by (9.6), we get
‖w − d‖♯ψ0 <
√
3ε′(1 + Cϕ0).
We should note that [x, ψ] = 0 for x ∈ (B′ ∩ M)ψ0 and ψ ∈ Ψ since Ψ =
{bψ0, ψ0b | b ∈ αt0(F )} and αt0(F ) ⊂ αt0(Lˆk) = B. We have
‖d∗d− 1‖ψ0 ≤ ‖d∗d− w∗d‖ψ0 + ‖w∗d− w∗w‖ψ0
≤ ‖d∗ − w∗‖ψ0 + ‖d− w‖ψ0
≤ 2
√
3ε′(1 + Cϕ0).
Thus by Lemma 9.17, we can take a unitary v ∈ (B′ ∩M)ψ0 such that
‖d− v‖ψ0 = ‖d− v‖♯ψ0 < 8
√
3ε′(1 + Cϕ0).
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Then setting ε′′ := ε′ + 8
√
3ε′(1 + Cϕ0), we obtain
‖w − v‖♯ψ0 < ε′′. (9.7)
Let v(t) ∈ (B′ ∩M)ψ0 , t0/2 ≤ t ≤ t0, be a continuous path of unitaries with
v(t0/2) = v and v(t0) = 1. Set u(t) := wv(t)
∗. Note that (B′ ∩M)ψ0 ⊂ Mψ0 .
Since [v(t), ψ] = 0 for all ψ ∈ Ψ, for all ϕ ∈ Φ, we have
‖Ad u(t) ◦ αt0(ϕ)− βt0(ϕ)‖ = ‖Adw ◦ αt0(ϕ)− βt0(ϕ)‖ < ε′/4m. (9.8)
We will find a path which connects 1 and wv∗. For b ∈ αt0(F ), we obtain
‖(ψ0b) · (wv∗ − 1)‖ = ‖ψ0bw − ψ0bv‖
≤ ‖[ψ0b, w]‖+ ‖wψ0b− ψ0vb‖
≤ ‖[ψ0b, w]‖+ ‖wψ0 − ψ0v‖
≤ ‖[ψ0b, w]‖+ ‖[w, ψ0]‖+ ‖ψ0w − ψ0v‖
≤ ε′ + 2ε′′ by (9.4), (9.5), (9.7),
and by (9.7),
‖(wv∗ − 1)ψ0b‖ = ‖(w − v)ψ0vb‖ ≤ ‖(w − v)ψ0‖ ≤ 2ε′′.
Hence by Lemma 9.18, there exists a continuous unitary path u(t), 0 ≤ t ≤ t0/2
such that u(0) = 1 , u(t0/2) = wv
∗ and
‖(u(t)−1)ψ0a‖ ≤
√
2(ε′ + 2ε′′), ‖(ψ0a)·(u(t)−1)‖ ≤
√
2(ε′ + 2ε′′), a ∈ αt0(F ).
Summarizing the inequalities (9.3) and (9.8), we get a continuous unitary path
u(t), 0 ≤ t ≤ t0, such that u(0) = 1, u(t0) = w, and
‖Adu(t) ◦ αt0(ϕ)− βt0(ϕ)‖ < 2
√
2(ε′ + 2ε′′) + ε′, ϕ ∈ Φ0, 0 ≤ t ≤ t0.
Then we have
‖Adu(t) ◦ αt(ϕ)− βt(ϕ)‖ < 2
√
2(ε′ + 2ε′′) + 2ε′, ϕ ∈ Φ0, 0 ≤ t ≤ t0.
For t ∈ [−T, T ], let t = nt0 + s, 0 ≤ s < t0, and define u(t) := wnαnt0(u(s)).
Then u(t) is a continuous unitary path and for ϕ ∈ Φ0,
‖Ad u(t) ◦ αt(ϕ)− βt(ϕ)‖
= ‖Adwn ◦ αnt0 ◦ Ad u(s) ◦ αs(ϕ)− βnt0 ◦ βs(ϕ)‖
≤ ‖Adwn ◦ αnt0 ◦ Ad u(s) ◦ αs(ϕ)− Adwn ◦ αnt0 ◦ βs(ϕ)‖
+ ‖Adwn ◦ αnt0 ◦ βs(ϕ)− βnt0 ◦ βs(ϕ)‖
≤ ‖Ad u(s) ◦ αs(ϕ)− βs(ϕ)‖+ ε′/m+ ‖Adwn ◦ αnt0(ϕ)− βnt0(x)‖
< 2
√
2(ε′ + 2ε′′) + 3ε′ by (9.4).
For any given ε > 0, we choose ε′ as 2
√
2(ε′ + 2ε′′) + 3ε′ < ε, and we get the
conclusion. 
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Proof of Proposition 9.15. Let Φ := {ψi}ni=1 be a finite set of M∗. Since the set
{ϕ0a | a ∈
⋃∞
k=1 Lˆk} is dense in M∗, there exist k > 0 and {ai}ni=1 ⊂ Lˆk such that
‖ψi − ϕ0ai‖ < ε/3. By Lemma 9.19, there exists a continuous path of unitaries
u(t), |t| ≤ T , such that
‖Ad u(t) ◦ αt(ϕ0ai)− βt(ϕ0ai)‖ < ε/3, 1 ≤ i ≤ n, |t| ≤ T.
Then we obtain
‖Ad u(t) ◦ αt(ψi)− βt(ψi)‖ < ε, 1 ≤ i ≤ n, |t| ≤ T.

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