Numerical models are used to enhance the understanding of the behavior of real world systems.
INTRODUCTION
Numerical models are applied in many research fields to better understand the behavior of real world systems. In the field of urban water management there are a number of software products frequently applied (e.g. EPANET, SWMM5, CityDrain3 (Burger et al. ) ). Increasing complexity of models (i.e. increasing number of parameters), as well as modern analysis methods applied to urban water management, require a multitude of model simulation runs (e.g. in sensitivity-, scenario-or uncertainty analysis). As a result, more computational power is needed. In the last decades, the ever increasing demand for computational power was satisfied simply by increasing the clock frequency of Central Processing Units (CPUs). However, a point has been reached where this method of improving hardware performance is no longer efficient. Adding more CPUs on a single chip and leaving the clock frequency nearly unchanged was deemed a better alternative (Olukotun et al. ) . This decision has consequently changed conventional programming techniques that developers are used to (Sutter ) . The era of parallel programming has now reached all fields of software development as the necessary hardware has become available on inexpensive desktop machines (Hill & Marty ) .
This new trend implies several new programming paradigms and frameworks for concurrent programming on different levels. For example, fine-grained parallelism can be realized with the help of GPGPUs (general-purpose graphics processing units) or using SIMD (single instruction multiple data) registers of CPUs by exploiting data parallelism. Mediumgrained parallelism is, for example, using programming paradigms like OpenMP (Dagum & Menon ) on shared coarse-grained parallelism where parallelism is on the level of the workflow within a scientific domain.
Numerical models in the field of urban water management are often implemented sequentially, e.g. SWMM5 (Rossman ) and EPANET2 (Rossman et al. ) .
Such algorithms can only utilize one single CPU within a simulation run. Recently developed or optimized numerical models, however, also contain parallel code e.g. CityDrain3 (Burger et to be simulated. This also results in a huge amount of independent simulation runs.
The tasks described above (calibration, sensitivity analysis, uncertainty analysis, etc. of numerical models) can either be performed manually (by starting a sequence of model runs) or by a software in itself that coordinates these tasks. This manuscript shows the potential of using a parallel programming environment in such a 'coordinating' software for multiple runs of parallel and sequentially implemented modeling software in the field of urban water management.
Usually, for such tests, a limited number of case studies can be used due restricted availability of case study data. However, evaluating the speedup behavior with one or more case studies results in case specific results which cannot (or at least are difficult to) be generalized or transferred to boundary conditions (e.g. memory usage). Thus, the aim of this study is to generate case unspecific results for the question at hand. Therefore, the impact of different model sizes on the overall runtime is analyzed with a benchmark set of 2,280 synthetic model setups (Möderl et al. b) and
additionally with three real model setups. With the presented approach, this knowledge gap can be addressed. Additional to Mair et al. (b) one more test case is analyzed where nested-parallelism is applied by using a parallel version of SWMM5 (Burger & Rauch ) . In this investigation, we put emphasis on decreasing the overall runtime by parallelizing programming code on the MCS-2 level. The code base of the MS-1 level is hence left unchanged. This is the typical scenario for a software user who does not have access to the source code or the ability to implement parallel algorithms in the modeling software.
MATERIAL AND METHODS
A speedup should be achieved by parallel execution of different model simulation runs, regardless of whether the employed modeling software includes parallel or sequential code. Parallel code on both levels is denoted as nested parallelism. This is of special interest in this study as a mutual interference is to be expected for such cases. Figure 1 shows the general parallelization strategy used in this work. The input is an initial model setup (e.g. input-file of SWMM5). The model analysis software performs several analyses by altering the initial setup and simulating the new model setups in parallel (e.g. SWMM5, EPANET2) or nested parallel (e.g. CD3 and par-SWMM).
Description of case studies
According to the previously defined parallelization strategy, two types of MCS-2 level tools (Achilles and Calimero, see below) are analyzed with regard to their runtime and speedup behavior with increasing number of available cores on a multi core system with shared memory. new scenario, which could be a potential candidate to become representative for a hazardous event with a negative impact on the urban water infrastructure. To analyze the whole system, this step has to be repeated for each infrastructure element (e.g. for each pipe or junction in a water supply network model or for each conduit or node in a com- Here, a combined sewer system that is located in an alpine city with approximately 120,000 inhabitants (model size of The performance tests (runtime and speedup) of the two case studies were performed on the following test environment: Intel ® Xeon ® Processor X5650 (TE). The system has two Intel ® Xeon ® ProcessorX5650 @ 2.67 GHz and 24 GB of DDR3 ram. Each processor has 12 MB L2 cache and six cores running 12 hardware threads in Hyper-threading mode. The installed operating system is Arch Linux using the Linux kernel version 2.6.39-ARCH.
RESULTS
Runtime and speedup tests of all case studies are presented below along with an interpretation and discussion of their value. is at 3.74 and 3.17 by using 10 threads. In the medium category the median speedup is even better with 4.78 by using eight threads.
Achilles (CS1.1)
Assuming that the used parallelization strategy is embarrassingly parallel there should be a linear speedup up to 12 used threads (number of real physical cores on the test environment). Between 12 and 24 threads there should also be a speedup increase but not as high as is expected between one and 12 cores because of the hyper threading mode. However, the box plots in Figure 3 show that there must be another boundary for the speedup maximum because the peak is at eight and 10 used threads instead of 12.
This behavior can be explained with the help of Amdahl's law (Equation (1)), which predicts the theoretical maximum speedup S(N) by knowing the number of cores N on a multi core system and P the fraction of parallel code in the program. According to the medium category in Figure 3 The reason being that the efficiency in terms of processor load of the single threaded par-SWMM version is higher than the multi-threaded version and therefore parallelism only on the MCS-2 level can better utilize all available cores on a multi-core system. Comparing the resulting speedup with CS1.1 we can see that Achilles using par-SWMM with one thread for par-SWMM and 1-24 threads for Achilles is scaling slightly better. The reason for this is because of the smaller critical code section, which converts the SWMM5 results into the Achilles data structure. In this example the runtime spent within MS-1 level is much higher than in CS1.1 and therefore data communication has a minor impact. Figure 6 ). One kink occurs at 12 used threads with a speedup of seven. There is nearly a linear speedup up to 12 threads, which is the number of physical cores on the test environment. By using more threads than available cores (between 12 and 24 threads), speedup once again increases but not that high. This is because of the hyper threading mode in which resources Up to 12 used threads the speedup is nearly linear. Between 12 and 24 used threads the speedup increases but not that high. We can conclude Calimero calibrating a SWMM5 model is embarrassingly parallel and has nearly 100% of parallel executed code. This is due to the fact that the runtime of SWMM5 models is so high compared to the communication overhead that the latter is of minor importance.
Calimero with nested parallelism (CS2.3)
In this test case parallelism is applied on the MCS-2 and MS-1 level. The model analysis software calibrates a CD3 model by parallel executing CD3 instances (Figure 8) . The
x-axis in both diagrams shows the total number of used threads by Calimero and CD3. Again, applying nested parallelism does not increase the speedup (Figure 8 , triangle marker -CD3 12 threads). Applying parallelism only on the second level utilizes all available cores better and therefore has a better speedup behavior (Figure 8, diamond marker -CD3 1 thread). For all case studies data communication between MCS-2 and MS-1 level was realized with reading and writing output and input files of the modeling software. Case studies with Achilles showed that a performance improvement is possible by applying parallelism at the MCS-2 level. Speedup tests were performed on a set of 2,280 different sized water supply systems. Therewith, statistical evaluations and bandwidths of results were obtained. Also size dependent characteristics were analyzed by splitting the data set into three categories.
It was shown that Achilles has a non-constant overhead depending on the number of used cores. This is because of a critical code section within Achilles, which can only be executed by one thread at a time. Also, with increasing number of used cores the probability increases that more than one thread tries to enter this code section at a time. This results in a decrease of parallel executed code by increasing the number of used threads. In contrast to that our investigations proved that Calimero performs better. The percentage of parallel executed code is constant in the range of real physical cores used, resulting in a nearly linear speedup.
In cases in which parallelism was applied on both levels (nested parallelism) no performance improvement was seen as compared to the parallel version only on the MCS-2 level.
All used modeling software (par-SWMM and CD3) are not fully utilizing all given resources at runtime if they are using more threads. The best performance improvement can be obtained by applying parallelism only on the MCS-2 level, which is an important message for practical applications.
In conclusion, performance improvement of numerical model simulations in the field of urban water management can be obtained by parallelizing model simulation runs regardless of whether the modeling software itself is implemented sequentially or parallel. Even more, best speedup results can be obtained by applying parallelism only on the level of the model analyzing software (MCS-2 level). The more the data communication can be decreased, and especially critical code sections eliminated, the higher speedup values are obtained.
