In this paper we prove for a generalized N-body Schrodinger operator that the non-trapping condition on the classical hamiltonian and all classical subhamiltonians is both necessary and sufficient for obtaining good semiclassical bounds on the boundary values of the resolvent and their energy derivatives. We accomplish this by generalizing Gerard's geometrical construction of an escape function for three-body problems to N-body problems.
INTRODUCTION
This work is motivated by a recent paper of Ch. Gerard [3] in which he proved for three-body problems that if the classical hamiltonian and all classical sub-hamiltonians are non-trapping at the energy E, then the resolvent of the corresponding semiclassical Schrodinger operator satisfies the estimates II(x)-~R(~fiO,h)(x)~SIIdCh~', for s > f, (1.1) for i near E and h > 0 small. He conjectured that similar results should hold for generalized N-body semiclassical Schrodinger operators. The results obtained in this paper show that his conjecture is true. Before stating the results of this paper, let us introduce some notations for generalized N-body Schriidinger operators. See [l&3,7] .
Let X be a real finite-dimensional vector space, equipped with a positive definite quadratic form q. Usually we take (X, q) to be R" or a subspace of it with the usual metric. Let {A', , a E A } be a finite collection of linear subspaces of X. Let X" denote the orthogonal complement of X, and rr", 71, denote the orthogonal projection onto X", X,, respectively. For XE X, we write xa = Tfx, x, = l-c& Let T*X, T*XU, and T*X, denote the (trivial) cotangent bundle over X, X", and X,, respectively, and c (t", 5, resp.) denote the dual variables of x (x0, x, resp.). We assume that {X,, a E A} has the following structures: if a, a' E A, there are b = a u a' and c = a n a' in A with Xh=XonX,, and X,.I(XanXa')'. Let umax=UatAu. Then x am= 10) ( w ic h' h . q is e uivalent to saying fib X, = (0)). Assume also that there is amin E A with X,,,, = X. We shall say a, c u2 if Xul c Xu2. For a E A we define #a to be the maximal number n such that Here -d is the Laplace-Beltrami operator over X associated with q, V, E C" (X,; R) satisfies for some s0 > 0 lcTV(x")l d CI(Xa)-'s'-eO (1.3) on X" for all a E NHR with n, = dim X", (x0) = ( 1 + xu2)"*, and x2 = q(x, x). Let us mention that the usual N-body Schrbdinger operators enter into the above framework: If P is obtained by the removal of the mass centre from the operator
X,E R3 i= 1 l<i<j<N then we can take X= (x E R3N; C mix, = 0} and q(x, x) = 2 1 ml xj. A is the set of all cluster partitions of (1, 2, . . . . N). For a E A, a = (a,, u2, . . . . a,), one takes X, = {x E X; xi = xi if i, j are in the same a, for some I}. The operators "U" and "n" can be taken to be those introduced in [ we can take X= R3N and q(x, x) = c,!= i xi'. Then A is the set of all cluster decompositions of (0, 1, 2, . . . . N). For UE A, a= (a,, . . . . ok), one takes X, = {x E X; xi = x, if i, j are in the same u,}. Here we put x0 = 0. "U" and "n" can be introduced in a way similar to that above. Let P=12+~atA VJx") with t2 = q'(t, t), where q' is the quadratic form on the cotangent fiber dual to q. For UEA define the classical sub-hamiltonians p, by pU(xU, y) = y* + c V,(Xh). h c 0 Let E > 0 and HP, denote the hamiltonian vector field of p". We shall say that p" is non-trapping at the energy E if the hamiltonian flow satisfies lim Iexp(tH,,(x", (")I = cc, for (x0, 5") up"-'(E).
Let R(A + i0, h) = limCl,(P -I f is))'. The main result of this paper is the following THEOREM 1.1. Assume that p and all p, are non-trapping at the energy E. Then there exists a seu-adjoint h-pseudodtfferential operator F, whose Weyl symbol G satisfies G = x. 5 + 0( (<) -"), and some 6 > 0, h, > 0 such that the following results hold for any kE N, s > k + i, and for 1% -El < 6, O<h<h,, 
Here (F) = (1 + F')l'*.
By the construction given in Section 2, (see Theorem 2.2), one sees that the symbol G satisfies G -x . < E S( (5) Pk, g), for any k > 0. Here S(m, g) is the class of symbols introduced in Section 2 with weight function m. Let F, denote the generator of dilation F, = h(x D, + D, .x)/2. Then by the composition and the continuity of h-pseudodifferential operators, we can derive that for any s E [w, (F) P-S (F,)" is uniformly bounded on L2. Consequently (1.5) is equivalent to II(~~)--dk/d~~kR(;lfiO, h) (F,,-"11 <CkshPk-l.
(1.5)'
The following result shows the necessity of the non-trapping assumption made in Theorem 1.1 on the classical hamiltonians. Remark that Theorems 1.1 and 1.2 are known for two-body Schrodinger operators (except (1.8)). See [4, 12, 13, 151 . In particular in [4] , Gerard and Martinez gave an elegant proof for (1.9) with k = 0, a result first proved by Robert and Tamura. For the three-body case, Gerard [3] arrived at proving (1.5) and (1.9) for k = 0 and also partially justifying the necessity of the non-trapping condition. Explicitly by appealing to the results on the necessity of the non-trapping condition in two-body problems [15] , he showed that estimates of the form (1.11) with s > 2 for three-body Schrodinger operators imply that all two-body classical subhamiltonians are non-trapping at the energy E. Jensen [7] also obtained results similar to Theorem 1.1 (with m = 0 and c _ = 0 = c + in (1.8)) for general N-body problems. He studied the high energy case (A 9 l), so the geometrical feature of multi-channels for N-body problems does not appear there. Our proof for Theorem 1.1 is based on a generalization of Gerard's work on the construction of an escape function, i.e., a function G satisfying HPG > c > 0 on p-'(E). Here the geometry of cluster decompositions of N-body problems plays an important role. To prove Theorem 1.2, we remark that (1.10) implies that (x) -' is locally P-smooth near E uniformly in h > 0. Thus we can apply our earlier results on the classical limit of quantum wave functions [14] to recover the classical trajectories without having to prove the uniform time-decay results of scattering solutions, as we did in [15] .
The organization of this work is as follows: In Section 2 we construct the escape function G. Theorem 1.1 is proven in Section 3 by Mourre's commutator method and Theorem 1.2 is proven in Section 4.
CONSTRUCTION OF AN ESCAPE FUNCTION
In this section, we keep the notations and conditions of Theorem 1.1. Note first that if p satisfies the conditions of Theorem 1.1, then any subhamiltonians of p also satisfy similar conditions. So we can try to construct a desired escape function by an induction on N.
For a E A, we have X= X" @ A',, where the sum is orthogonal. If b E A with b c a, then Xh c X" and we can decompose X"=Xh@X;:, where X; is the orthogonal complement of Xh in X". Lemma 2.1 follows from the assumptions on (X,, a E A}. The proof is elementary and thus is omitted. See also [2] for a slightly different finite covering. To describe the properties of the escape function, let us introduce a class of symbols like those in [3 and 61. Let g = g.,e be the metric on T*X defined by dY VI = 1 ~"Y2/<x">* + r2/(5>'.
(2.3) UEA For a g-temperate weight function m over T*X (see [6] for the notion of g-temperate), we denote by S(m, g) the space of functions u E Cm( T*X) such that (iv) For any k>O, G-x.SES((oPk,g).
Here HP denotes the hamiltonian vector field of p and G, is the escape function for the sub-hamiltonian pa on T*X' constructed in the inductive steps. Note that N(a) 6 N -1.
Part (iii) of Theorem 2.2 shows that for some E' > 0, HPG > ~' 12, for (x, S)E~-'([E-E', E+E']).
(2.5)
This is used in Section 3 to construct a conjugate operator at the energy E. Let us first prove Theorem 2.2 for the case N = 2. The following result is essentially due to Gerard [3, Lemma 2.31. Our construction is slightly different from that given in [3] and will be used in the inductive steps for general N. So we still give a sketch. (2.10)
Note that pR > 0 and p > 0. In order to obtain a precise lower bound on H,G,, we establish the following result. where r E Cz and r =0 for 1x1 >2R. Since g= 1 for 1x1 < 3, the above estimate gives HpG + Ip -El > c'/4, for C$ R large enough, on p-'( [E-6, E+ S)]. Now (iii) follows from (ii) with E < c'/8. To show (iv), remark that modulo a smooth function with compact support in T*X, we have on J,, a#a,,,, '3x3 5)-x,(p) x.i'+xAp) (G<,(-~U> t")+x;L) = x . r + x1(p) (G, (x" '5") -x" . 4"). By the induction assumptions, G, -x" .<" E S( (5") pk, g,) for any k > 0. Here g, is the metric on T*X": ga(Y, tl) = 2 I~bY12/(+~b)2 + 111*/w>*. btA, So G,--x".t"ES(l,g).
It is clear that X2(P)ES((t)-k,g) for any k>O. Part (iv) is proved for G by making use of a partition of the unity via Lemma 2.1. This finishes the proof of Theorem 2.2 by induction. fi
The proof of Theorem 2.2 shows that if all subhamiltonians p" of p are non-trapping at E, then p is non-trapping at infinity for any energy near E.
SEMICLASSICAL RESOLVENT ESTIMATES
For a symbol aE C", we denote by op Wa the h-pseudodifferential operator defined by op"au(x) = (27rnh))" j 5 e'("pY)'Sik a((x+y)/2, <) u(y) d{ dy, for u E Y(X).
Here n is the dimension of the real vector space X. Under the assumptions of Theorem 1.1 let G be the escape function constructed in Theorem 2.2. G is a real valued and op"'G is essentially self-adjoint on C,Z Let F denote the self-adjoint extension of op"G in L2(X). The proof for the necessity of the non-trapping condition given here is more direct. However, it would be interesting to establish the uniform timedecay results similar to (4.1) for N-body wave functions. Now applying the results on the classical limit of quantum wave functions [14] , one obtains = (x(t;xo, 50~~~*"X~P~~0~~0~~llfl12 = ~~~~;~o,50~~~2"llfl12r locally uniformly in t E R.
Here x(t; x0, to) = 71, exp tH,,(x,, to) and we used the results on functional calculus [4] which say that x(P) is an h-pseudodifferential operator with principal symbol x(p). From (4.4) it follows that s (x(t; x0, 50))-2" dt < C (4.5) R with the same constant C as in (4.4). Here we insist that the local uniformity of the classical limit is sufficient for us to obtain (4.5) from (4.4). In fact (4.5) follows by taking the classical limit in any finite interval C-R, R] and then letting R tend to the infinity. Equation (4.5) implies lim,, m Ix(c x0, to)1 = co. In fact if it were not true, there would be a sequence { tn} with (t,l +coasn+c~andsomeR>Osuchthat Ix(tn, x07 to)1 <R for all n.
By the continuity on initial data of the hamiltonian flow, one sees that for any R >O, there is to> 0 so that if (y, r~)~p-'(E) with lyl <R, then Ix(t;y,q)l <2R for all ItI <to. So when It-tt,l <to, we would have Ix(t; x0, to)1 = Ix(t -t,; exp Wp(xO, W < 2~
