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Subtypes of GABAergic interneurons (INs) are crucial
for cortical function, yet their specific roles are
largely unknown. In contrast to supra- and infragra-
nular layers, where most somatostatin-expressing
(SOM) INs are layer 1-targeting Martinotti cells, the
axons of SOM INs in layer 4 of somatosensory cortex
largely remainwithin layer 4.Moreover, we found that
whereas layers 2/3 SOM INs target mainly pyramidal
cells (PCs), layer 4 SOM INs target mainly fast-
spiking (FS) INs. Accordingly, optogenetic inhibition
of SOM INs in an active cortical network increases
the firing of layers 2/3 PCs whereas it decreases
the firing of layer 4 principal neurons (PNs). This
unexpected effect of SOM INs on layer 4 PNs occurs
via their inhibition of local FS INs. These results
reveal a disinhibitory microcircuit in the thalamoreci-
pient layer through interactions among subtypes of
INs and suggest that the SOM IN-mediated disinhibi-
tion represents an important circuit mechanism for
cortical information processing.
INTRODUCTION
The complex functions of the cerebral cortex rely on neuronal
networks of highly interconnected glutamatergic principal
neurons (PNs) and GABAergic interneurons (INs). Although
GABAergic INs represent a minority of all cortical neurons
(10%–20% in rodents) their dense axonal arborization allows
them to control the entire cortical network. There is a large diver-
sity of cortical GABAergic INs based on differences in
morphology, intrinsic membrane properties, connectivity, the
efficacy, kinetics, and dynamics of their input and output
synapses, and the expression of specific molecular markers (As-
coli et al., 2008; Fishell and Rudy, 2011; Freund and Buzsa´ki,
1996; Kawaguchi and Kubota, 1997; Rudy et al., 2011; Somogyi
and Klausberger, 2005). This diversity critically contributes to the
ability of the cerebral cortex to perform complex operations
(Isaacson and Scanziani, 2011; Klausberger and Somogyi,
2008; McBain and Fisahn, 2001; Somogyi and Klausberger,
2005). Determining the specific roles of different subtypes of
GABAergic INs is therefore fundamental to understand corticalfunction. To date, however, the specific roles played by different
GABAergic interneuron subtypes are poorly understood.
In sensory cortex, layer 4 is the primary recipient of sensory
input from the thalamus and relays sensory information to other
neocortical layers for further processing. The activity of layer 4
neurons is largely determined by the interplay of synaptic
excitation and synaptic inhibition (Miller et al., 2001). Synaptic
excitation can be initiated by relatively sparse but synchronous
thalamocortical inputs and amplified by highly recurrent intra-
cortical synapses interconnecting PNs (Bruno and Sakmann,
2006; Douglas et al., 1995; MacLean et al., 2005). Synaptic inhi-
bition in this layer is mediated by two main subtypes of
GABAergic INs, i.e., parvalbumin-expressing (PV) fast-spiking
(FS) INs, which constitute 60% of GABAergic neurons in layer
4, and somatostatin-expressing (SOM) INs, which constitute
20%–30% of GABAergic neurons in this layer (Lee et al., 2010;
Rudy et al., 2011).
PV-expressing FS INs make powerful synapses onto the
somatic and perisomatic compartments of PNs (Kawaguchi
and Kubota, 1997), receive strong excitatory input from the
thalamus and mediate disynaptic feedforward inhibition of
PNs, thus controlling spike timing of the output neurons (Cruik-
shank et al., 2007; Gabernet et al., 2005; Higley and Contreras,
2006; Miller et al., 2001; Pinto et al., 1996). In contrast, SOM
INs receive facilitating excitatory input from local PNs but do
not receive strong input from thalamus (Beierlein et al., 2003;
Cruikshank et al., 2010) and their function in regulating layer 4
activity is not known.
In this study, we combined electrophysiological and
optogenetic approaches in mouse somatosensory cortex to
characterize the properties and connectivity of SOM INs and
investigated their function in the network. We found that layer
4 SOM INs differ in morphology, intrinsic electrophysiological
properties and output connectivity from layers 2/3 SOM INs.
We observed a great deal of specificity of the inhibitory connec-
tions made by SOM INs in terms of their preferred targets in
different layers. Importantly, this connection specificity is asso-
ciated with functional consequences in an active cortical net-
work: in layers 2/3 SOM INs suppress pyramidal cell (PC)
activity; in layer 4 SOM INs suppress FS INs and hence relieve
FS INs-mediated inhibition of PNs and consequently enhance
PNs output. The disinhibitory circuit revealed in this study repre-
sents a novel circuit mechanism by which SOM INs could regu-
late cortical information processing in the thalamorecipient
cortical layer 4.Neuron 77, 155–167, January 9, 2013 ª2013 Elsevier Inc. 155
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Figure 1. Layer 4 SOM INs in Mouse So-
matosensory Cortex Are aSingle Population
with Axons that Mainly Target Layer 4
(A) Confocal image of RFP-expressing neurons
(left), X94 neurons (middle) and their overlay (right)
in layer 4 barrel cortex of an adult SOM-Cre/RFP/
X94 mouse. Note that three out of the six SOM-
RFP neurons in the image are X94 cells.
(B) Representative membrane potential responses
of subgroups of SOM INs to the indicated current
injections. Note that the non-X94 L4 SOM inter-
neuron responded to current injections in a
manner identical to the L4 X94 cell. The traces in
the third row show the responses at threshold
current injection, and the insets illustrate the first
action potential from the corresponding traces,
shown at the same vertical scale and at a 200-fold
expanded horizontal scale. Note the differences in
spike width between layer 4 and layers 2/3 or 5
SOM INs.
(C) Representative morphologies of reconstructed
SOM INs. The SOM-expressing Martinotti cells
(two leftmost) from either infragranular or supra-
granular layers send their axons to layer 1 and
branched extensively in this layer; however, layer 4
SOM-expressing X94 cells (two middle) and non-
X94 cells (two rightmost) confined their axons
largely to layer 4. Soma and dendrites are shown in
blue, axons in red.
See also Figure S1.
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Layer 4 SOM INs Mainly Target Layer 4
In neocortex, SOM INs have traditionally been identified as Mar-
tinotti cells, neurons that have an ascending axon that usually
gives rise to an axonal arborization in layer 1 andmakes synaptic
contacts with the distal apical dendrites of pyramidal cells (PCs).
Analysis of a transgenicmouse line known as X94 suggested that
at least some of the SOM INs in layer 4 may differ fromMartinotti
cells (Ma et al., 2006). In the X94 line a subset of SOM INs
express GFP. The labeled neurons are concentrated in layer 4
and instead of targeting layer 1 they profusely innervate layer 4
(Ma et al., 2006). However, less than half of all SOM INs in layer
4 express GFP in the X94 line (Ma et al., 2006; see also Figure S1,
available online). In the present study, we first set out to charac-
terize the non-X94 SOM INs in this layer.
To identify non-X94 SOM INs we used SOM-Cre mice, in
which Cre recombination occurs in nearly all cortical SOM INs156 Neuron 77, 155–167, January 9, 2013 ª2013 Elsevier Inc.(Taniguchi et al., 2011), crossed to an
RFP reporter line to label SOM INs with
red fluorescent protein (Luche et al.,
2007; Figure 1A). These mice were then
crossed to X94 mice to generate the
SOM-Cre/RFP/X94 mouse line, in which
non-X94 SOM INs were labeled with red
fluorescent protein, while X94 cells were
labeled with both red and green fluores-
cent proteins (Figure 1A). This strategy
allowed us to successfully visualize anddifferentiate X94 and non-X94 SOM INs in brain slices. To obtain
brain slices in which the preservation of ascending axons is
maximized, the brains were tilted approximately 30 dorsally
from the standard coronal plane (such that the vibratome blade
cut perpendicularly to the pial surface at the level of the barrel
field) resulting in sections that are parallel to the axis of cortical
columns (Markram et al., 1997).
Whole-cell patch-clamp recordings showed that non-X94
SOM INs responded to incremental step current injections in
a manner strikingly different from Martinotti cells but similar to
X94 neurons (Figure 1B). Non-X94 SOM INs and X94 SOM INs
exhibited indistinguishable membrane properties including
resting membrane potential, input resistance, membrane time
constant, rheobase, and spike width (Table 1). However,
compared to layers 2/3 or layer 5 Martinotti cells, layer 4 SOM
INs (either X94 or non-X94) exhibited significantly hyperpolarized
resting membrane potential, smaller input resistance, faster
membrane time constant, larger rheobase and narrower spike
Table 1. Electrophysiological Parameters of Subgroups of SOM INs in Somatosensory Cortex
L4 X94 (n = 23) L4 non-X94 (n = 30) L2/3 Martinotti (n = 24) L5 Martinotti (n = 15)
Vrest (mV) 64.6 ± 0.6 64.9 ± 0.5 59.5 ± 0.7**** 59.6 ± 0.9****
Rin (MU) 132 ± 9 122 ± 6 251 ± 21*** 265 ± 19****
tm (ms) 8.4 ± 0.4 8.2 ± 0.3 17.7 ± 0.9**** 21.6 ± 1.4****
Rheobase (pA) 174 ± 8 196 ± 10 59 ± 7**** 53 ± 8****
Threshold (mV) 43.1 ± 0.9 41.2 ± 0.7 42.3 ± 0.8 43.0 ± 1.7
Spike width (ms) 0.41 ± 0.01 0.41 ± 0.02 0.50 ± 0.01**** 0.55 ± 0.02****
Fmax, steady-state (Hz) 110 ± 9 101 ± 5 77 ± 8** 61 ± 8***
Fmax, initial (Hz) 272 ± 15 270 ± 14 191 ± 12*** 202 ± 14**
Spike adaptation ratio 0.40 ± 0.03 0.38 ± 0.03 0.40 ± 0.02 0.31 ± 0.03*
Note that layer 4 non-X94 SOM INs are indistinguishable from layer 4 X94 INs in these parameters but are significantly different from layers 2/3 or layer 5
Martinotti cells. For an explanation of the parameters, see Experimental Procedures. Values shown are expressed as mean ± SEM. Significant differ-
ences between layer 4 non-X94 SOM INs and other subgroups of SOM INs are expressed as *p < 0.05; **p < 0.01; ***p < 0.001; ****p < 0.0001. Two
sample t test.
Neuron
Layer-Specific Function of Somatostatin Neurons(Figure 1B; Table 1). Moreover, layer 4 SOM INs were capable of
firing at much higher frequency than SOM INs in layers 2/3 and 5,
both initially (Fmax, initial) and at steady state (Fmax, steady state)
(Figure 1B; Table 1).
Post hoc morphological reconstructions of a portion of the re-
corded cells (26 out of 108 SOM INs: 6 L4 X94 SOM INs; 10 L4
non-X94 SOM INs; 8 L2/3 Martinotti INs; 2 L5 Martinotti INs)
showed that non-X94 SOM INs in layer 4, like X94 SOM INs,
restricted their axonal arbors largely to layer 4, a feature that
distinguished them from Martinotti INs (Figure 1C). Taken
together, both the electrophysiological and the morphological
evidence suggest that, although only half of the SOM INs in layer
4 of somatosensory cortex express GFP in the X94mouse, most,
if not all, are X94-cell like and their axonal projections preferen-
tially target layer 4.
Layer 4 SOM INs Preferentially Inhibit Layer 4 FS INs
The functional connectivity of a neuron is fundamental to its role
in cortical information processing. Given that the axons of layer 4
SOM INs mainly target layer 4, we next performed dual record-
ings in acute brain slices of somatosensory cortex to examine
their functional connections with excitatory principal neurons
(PNs) which are the dominant neuronal population in layer 4,
and PV-expressing FS INs which are the largest population of
inhibitory neurons in the layer. SOM INs made functional
contacts with both PNs and FS INs (Figure 2A). The postsynaptic
currents (IPSCs) elicited by SOM INs in both PNs and FS INs
were fully blocked by 10 mM GABAzine (a GABAaR antagonist;
Figure S2A) and had a reversal potential (EIPSC = 76.1 ±
0.6 mV, n = 6) close to theoretical Cl equilibrium potential
(ECl = 77 mV) (Figures S2B–S2D). However, surprisingly, the
amplitude of the unitary IPSC in FS cells was much larger than
that in PNs (Figure 2A). To confirm this target cell type differential
inhibition by SOM INs, we performed triple recordings between
a SOM neuron and both a PN and a FS neuron. As shown in
Figure 2B, the same SOM neuron produced a much larger
unitary IPSC in the FS cell than in the PN. When data from dual
and triple recordings were pooled, we found that the unitary
inhibitory postsynaptic conductance (IPSG) in FS INs wasalmost 7 times larger than that in PNs (FS: 4.42 ± 0.75 nS,
n = 21; PN: 0.68 ± 0.09 nS, n = 17; two sample t test, p <
0.0001; Figure 2C).
Since FS INs and PNs have a different input resistance in slices
(FS: 77.5 ± 12.4 MU, n = 15; PN: 187.2 ± 29.9 MU, n = 15; two
sample t test, p < 0.001), we also examined the unitary inhibitory
postsynaptic potentials (IPSPs) and found that SOM INs
produced unitary IPSPs in FS cells that were significantly larger
than those in PNs (FS: 1.54 ± 0.29 mV, n = 16; PN: 0.64 ±
0.11 mV, n = 14; two sample t test, p < 0.01). Although the differ-
ence in unitary IPSP amplitude between FS cells and PNs is still
large, it is less than the difference in IPSCs, likely because of the
difference in input resistance of the two cell types in slices.
However, since in vivo the PNs have a much lower input resis-
tance (Gentet et al., 2010), the differences in unitary IPSPs
between the two cell types in vivo might be larger and approach
the difference seen for IPSCs. Furthermore, in addition to the
large difference in synaptic strength, the connection probability
of SOM INs with FS INs was much higher than their connection
probability with PNs (FS: 62%, 37 connections out of 60 pairs;
PN: 35%, 31 connections out of 89 pairs, Fisher’s exact test,
p < 0.01).
The functional impact of these connectivity patterns will also
depend on the short term dynamics of the synapses made by
SOM INs. For example, if the synapse with FS cells was
depressing but the synapse with PNs was facilitating, SOM INs
could have a larger effect on PNs during repetitive activity in spite
of the smaller unitary conductance and lower connection proba-
bility. However, we found that the amplitude of unitary IPSCs
evoked by SOM INs (5 pulses at 10 Hz) was moderately
depressing in both FS and PNs, and the degree of depression
was similar (Figures S3A and S3B). Therefore, layer 4 SOM INs
preferentially inhibit layer 4 FS INs during both sparse and repet-
itive activity.
Target Cell Type Differential Inhibition by SOM INs Is
Layer Specific
We next performed dual and triple recordings between SOM INs
and PCs or FS INs in layers 2/3 to determine whether the targetNeuron 77, 155–167, January 9, 2013 ª2013 Elsevier Inc. 157
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Figure 2. Layer 4 SOM INs Preferentially Inhibit FS INs
(A) Representative paired recording between a layer 4 SOM interneuron and
a PN (left) or a FS interneuron (right). Single action potentials in SOM INs
(bottom) elicited IPSCs in the PN (top left; red, average of 10) or the FS
interneuron (top right; red, average of 10). Note that the amplitude of the unitary
IPSC in the FS interneuron is much larger than the one in the PN.
(B) Representative triple recording between a L4 SOM interneuron and a PN
and a FS interneuron. Single action potentials in the SOM interneuron (bottom)
elicited IPSCs in both the PN (middle; red, average of 10) and the FS inter-
neuron (top; red, average of 10). Note that the same SOM interneuron
produced a unitary IPSC of larger amplitude in the FS cell.
(C) Population results showing that SOM INs produced a significantly larger
unitary inhibitory postsynaptic conductance (IPSG) in FS INs than in PNs. Data
from triple recordings are connected by a line. Open symbols represent IPSGs
of individual neurons, and filled symbols represent the mean IPSG.
Error bars indicate SEM. The difference in IPSG between FS INs and PNs was
highly significant (****p < 0.0001, two sample t test). Schematics in (A) and (B)
illustrate recording configurations.
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Figure 3. Layers 2/3 SOM INs Preferentially Inhibit PCs
(A) Representative paired recordings between a SOM interneuron and a PC
(left) or a SOM interneuron and a FS cell (right). Single action potential in the
SOM interneuron elicited IPSCs in the PC (top left; red, average of 10) or the FS
interneuron (top right; red, average of 10). Note that the amplitude of the unitary
IPSC in the PC is larger than the IPSC in the FS interneuron.
(B) Representative triple recording between a L2/3 SOM interneuron and a PC
and a FS interneuron. Single action potentials in the SOM neuron induced
IPSCs in both the PC (middle; red, average of 10) and the FS neuron (top; red,
average of 10). Note that the same SOM interneuron produced a unitary IPSC
of larger amplitude in the PC.
(C) Population results showing that SOM INs produced a significantly larger
IPSG in PCs than in FS INs. Data from triple recordings are connected by a line.
Open symbols represent IPSGs of individual neurons, and filled symbols
represent the mean IPSGs.
Error bars indicate SEM. The difference of the IPSG in FS INs and PCs was
significant (**p < 0.01 two sample t test). Schematics in (A) and (B) illustrate
recording configurations.
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Layer-Specific Function of Somatostatin Neuronscell type differential inhibition by layer 4 SOM INs was a general
property of SOM INs. Interestingly, contrary to what was
observed in layer 4, in layers 2/3, SOM INs produced larger
unitary IPSC in PCs than in FS INs (Figures 3A and 3B). When
data from dual and triple recordings were pooled we found
that the unitary IPSG in PCs was significantly larger than that in
FS INs (FS: 0.79 ± 0.10 nS, n = 9; PC: 1.31 ± 0.14 nS, n = 35;
two sample t test, p < 0.01; Figure 3C). In addition, the connec-
tion probability from SOM INs to PCs was two times higher than
their connection probability with FS INs (FS: 29%, 9 connections
out of 31 pairs; PC: 63%, 35 connections out of 56 pairs, Fisher’s
exact test, p < 0.01).158 Neuron 77, 155–167, January 9, 2013 ª2013 Elsevier Inc.The IPSGs recorded in layers 2/3 PCs are more variable than
those for other connections (Figure 3C). A test for normality of
the distribution indicated that the IPSG values were drawn
from a normally distributed population (Kolmogorov-Smirnov
test, p = 0.28), arguing against the existence of discrete popula-
tions. We found that the IPSG strength of a particular pair was
not associated with the layer location of the PCs (L2: 0.99 ±
0.18 nS, n = 7; L3: 1.31 ± 0.20 nS, n = 9, two sample t test,
p = 0.3), age of the animals (R2 = 0.03) or their anatomy or
intrinsic electrophysiology. We also found no correlation
between IPSG values and the depth in the slice of the recorded
PCs (R2 = 0.07) but observed a moderate correlation between
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Figure 4. Layer and Target Cell Type Differ-
ential Inhibition by SOM INs Confirmed by
Optogenetic Approach
(A) Confocal image of SOM-GFP neurons (left),
ChR2-mCherry expression (middle) and the over-
lay (right) in barrel cortex of an adult SOM-Cre/
RCE mice, showing that ChR2 expression was
confined to SOM INs.
(B) Brief photo stimulation reliably evoked action
potentials in a ChR2-mCherry expressing SOM
interneuron. Blue vertical bars represent photo
stimulation (470 nm, 2 ms, 0.2 mW).
(C) In layer 4, photostimulation (470 nm, 2 ms) of
incremental intensity (0.2 to 1.0 mW at 0.2 mW
steps) produced IPSCs of increasing amplitude in
simultaneously recorded PN and FS cell, but the
IPSC amplitude was larger in the FS interneuron at
all light intensities.
(E) In layer 2/3, photostimulation (470 nm, 2 ms)
of incremental intensity (0.2 to 1.0 mW at
0.2 mW steps) produced IPSCs of increasing
amplitude in the simultaneously recorded PC and
FS neuron, but the IPSC amplitude was larger in
the PC.
(D and F) Population results showing layer and
target-cell-type differential IPSC amplitude pro-
duced by photostimulation of ChR2-expressing
SOM INs: in layer 4 IPSCs were significantly larger
in FS INs (n = 7 pairs); in layers 2/3 IPSCs were
significantly larger in PCs (n = 6 pairs).
Error bars indicate SEM. *p < 0.05, **p < 0.01,
***p < 0.001, paired t test. Schematics in (C) and (E)
illustrate recording configurations. The spatial
extent of efficient neuronal recruitment by the
maximum photostimulation (470 nm, 2 ms,
1 mW) was about 200 mm in diameter under our
experimental conditions. See also Figures S6A
and S6B.
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Layer-Specific Function of Somatostatin Neuronsthe IPSG values and the depth of the SOM INs (R2 = 0.43). These
observations suggest that the variability is associated with vari-
ability in the presynaptic SOM INs and not the pyramidal cells.
Given that layers 2/3 SOM INs contact PCs locally in layers 2/3
as well as in their distant apical dendrites with their ascending
axon, the observed variability in IPSGs might reflect in part the
variability in the anatomy of SOM IN axons (Wang et al., 2004;
see Figure S4 for an example of reconstructed SOM INs making
a weak and a strong connection). Since some of this variability in
axonal anatomy might be associated with preservation of the
axon, the average calculated IPSG may actually represent an
underestimate of the IPSG from SOM INs to layer 2/3 PCs.
As discussed earlier, the functional impact of the observed
differences in connectivity could be affected by differences in
the short term dynamics of the synapses of layers 2/3 SOM
INs with PCs or FS INs. However, we found that the synapses
of the SOM INs with both types of postsynaptic cells depressed.
Furthermore, while they depressed more than the synapses
made by SOM INs in layer 4, the degree of depression of the
synapses made by layers 2/3 SOM INs with PCs or FS INs was
similar (Figure S3).The layer and target cell type differential inhibition by SOM INs
revealed using electrophysiological recording of connected
pairs was further confirmed using an optogenetic approach. We
used viral injection to conditionally express mCherry-tagged
channelrhodopsin (ChR2-mCherry) in GFP-labeled SOM INs in
somatosensory cortex (Sousa et al., 2009; Taniguchi et al.,
2011; Figure 4). Immunohistochemical analysis revealed that
there was a near complete overlap between mCherry and GFP
expression in virus injected animals (98% of GFP neurons
expressed ChR2-mCherry, n = 100; 97% of the ChR2-mCherry-
expressing neurons also expressed GFP, n = 100) (Figure 4A),
indicating efficient and selective expression of ChR2 in SOM INs.
Photo stimulation (470 nm) readily evoked spikes in ChR2-
mCherry infected SOM INs in slices (Figure 4B). Consistent
with the unitary connection studies, photo stimulation evoked
IPSCs of larger amplitude in layer 4 FS INs than in PNs over
a large range of light intensities (0.2 to 1.0 mW) (Figures 4C
and 4D). In contrast, in layers 2/3, photo stimulation consistently
evoked significantly larger amplitude IPSCs in PCs than in FS INs
(Figures 4E and 4F). In conclusion, SOM INs produce a layer-
specific target cell type differential inhibition: in layers 2/3 SOMNeuron 77, 155–167, January 9, 2013 ª2013 Elsevier Inc. 159
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Layer-Specific Function of Somatostatin NeuronsINs preferentially inhibit PCs; in layer 4 SOM INs preferentially
inhibit FS INs. These results show that the inhibitory synapses
made by SOM INs exhibit remarkable specificity in their connec-
tion probability and strength with specific targets in different
layers.
Given that layer 4 SOM INs differ from those in layers 2/3 in
anatomy and connectivity we also investigated the dynamics
of their excitatory inputs. SOM-expressing Martinotti cells in
supra- and infragranular layers (Kapfer et al., 2007; Silberberg
and Markram, 2007) are known to receive strong facilitating
excitatory inputs from local PNs. We found that layer 4 PNs
made frequent functional contacts with SOM INs (connection
probability: 40%; 12 connections out of 30 pairs) yet their unitary
EPSPs had small amplitude (0.32 ± 0.05mV, n = 12) (Figure S5C).
However, in response to brief trains of action potentials in the
PNs, the EPSPs of the SOM INs displayed prominent short-
term facilitation (Figures S5C and S5D). Thus with regard to
this important property of Martinotti cells, layer 4 SOM INs
behave in a similar fashion.
Suppression of SOM INs Activity in an Active Cortical
Network
FS INs produce strong perisomatic inhibition of PNs and effi-
ciently regulate their output (Cruikshank et al., 2007; Gabernet
et al., 2005; Higley andContreras, 2006;Miller et al., 2001). Given
that SOM INs strongly inhibited FS INs in layer 4, we hypothe-
sized that activity of SOM INs could prevent action potential
generation in FS INs and therefore relieve FS INs-mediated inhi-
bition of PNs. We set out to test this hypothesis in an active
cortical network (the UP state) that was achieved by perfusing
mouse somatosensory thalamocortical slices with a solution
more closely mimicking the ionic composition of natural CSF
(1mMCa2+, 1mMMg2+, and 3.5mMK+) as previously described
(Sanchez-Vives and McCormick, 2000; Shu et al., 2003). Spon-
taneously occurring UP states in a given neuron always ap-
peared in other neighboring neurons, independent of cell type,
in a temporally synchronous manner (Figure S7A), indicating
that neocortical UP states involved the simultaneous participa-
tion of all neuronal subtypes within a local circuit. In agreement
with previous studies (MacLean et al., 2005; Shu et al., 2003;
Wester and Contreras, 2012), neocortical UP states could be
initiated reliably through a single electrical stimulation to the ven-
trobasal nucleus of the thalamus (Figure S7B). As with sponta-
neous UP states, thalamically triggered UP states occurred
simultaneously in all local neuronal subtypes and they were typi-
cally accompanied by firing of action potentials (Figure S7B).
To assess the role of SOM INs in network activity, we em-
ployed a loss-of-function strategy to suppress the activity of
SOM INs duringUP states and examined the effect of thismanip-
ulation on PNs. We conditionally expressed the light-sensitive
chloride pump halorhodopsin (NpHR-YFP) in somatosensory
cortex using viral injection into SOM-Cre mice. Immunohisto-
chemical analysis showed that NpHR expression (as detected
by YFP-expression) extensively overlapped with SOM INs
(93% of SOM immunopositive neurons expressed NpHR-YFP,
n = 100; 92% of NpHR-YFP expressing neurons were SOM im-
munopositive, n = 100), indicating efficient and selective expres-
sion of NpHR in SOM INs (Figure 5A and Figure 7A).160 Neuron 77, 155–167, January 9, 2013 ª2013 Elsevier Inc.We next examined the efficiency of NpHR in suppressing the
activity of SOM INs in the active cortical network. Under our
experimental conditions, photostimulation (591 nm, 200 ms, 5
mW) efficiently hyperpolarized infected SOM INs within a spatial
extent of about 200 mm in diameter (Figures S6C and S6D). UP
states were triggered by thalamic stimulation and spiking activity
was compared in the presence and absence of photo stimula-
tion. As shown in Figure 5B, photo stimulation (591 nm, 5 mW)
induced a large hyperpolarization (10.1 ± 1.4 mV, n = 11;
Figures 5B and 5C) in NpHR-YFP expressing SOM INs in layer
4 and almost completely suppressed their spiking activity during
UP states (LED OFF: 5.08 ± 0.94 spikes/UP state; LED ON:
0.73 ± 0.26 spikes/UP state; n = 7, p < 0.001, paired t test;
Figures 5D and 5E) decreasing the mean firing rate by 86.8%.
Thus, the optogenetic approach efficiently suppressed activity
of SOM INs and allowed us to investigate the influence of SOM
INs on the active cortical network.
Inhibition of SOM INs Decreases Firing of Layer 4 PNs
Next, we examined the effect of suppressing SOM INs on the
activity of FS INs and PNs in layer 4 during UP states triggered
by thalamic stimulation. Optogenetic inhibition of SOM INs did
not affect the duration of UP states in either FS INs (LED OFF:
444.3 ± 91.9 ms; LED ON: 464.7 ± 102.7 ms; n = 12, p = 0.36,
paired t test) or PNs (LED OFF: 495.8 ± 91.3 ms; LED ON:
518.6 ± 104.5 ms; n = 12, p = 0.47, paired t test). However,
when SOM INs activity was reduced by photo stimulation, layer
4 FS INs fired 32.8% more action potentials (LED OFF: 6.86 ±
1.04 spikes/UP state; LED ON: 9.04 ± 1.11 spikes/UP state;
n = 9, p < 0.001, paired t test, Figures 5F and 5G) increasing
their mean firing rate by 32.3%. When individual cells were
compared before and after photostimulation, firing activity
was significantly (p < 0.05) increased in 6 out of 9 FS INs. In
contrast, PNs fired 27.2% less action potentials (LED OFF:
1.91 ± 0.22 spikes/UP state; LED ON: 1.39 ± 0.17 spikes/UP
state; n = 12, p < 0.01, paired t test; Figures 5H and 5I)
decreasing their mean firing rate by 28.5%. When individual
cells were compared before and after photostimulation, a sig-
nificant (p < 0.05) decrease in firing activity was observed in
7 out of 12 PNs.
Since SOM INs also inhibit PNs (Figure 2), suppressing SOM
INs should produce a direct increase in their firing. Therefore,
the observed decreased firing of PNs was most likely mediated
by an indirect effect through FS INs which increased their firing
after inhibition of SOM INs (Figures 5F and 5G). To obtain
evidence that FS INs can regulate PNs activity in the active
network studied above, we targeted NpHR expression to FS
INs using PV-Cre mice and examined the effect of inhibiting FS
INs activity on PNs. NpHR expression in the PV-Cre mouse
was efficient and selective for PV-expressing FS INs (Figure 6A)
and photo stimulation (591 nm, 5 mW) induced a large hyperpo-
larizing potential in NpHR-YFP expressing FS INs (9.74 ±
1.28 mV, n = 10; Figures 6B and 6C) and significantly reduced
their spiking during UP states (LED OFF: 6.97 ± 0.84 spikes/UP
state; LED ON: 2.26 ± 0.43 spikes/UP state; n = 8, p < 0.0001,
paired t test; Figures 6D and 6E) decreasing their mean firing
rate by 68.8%. As anticipated, when FS INs were inhibited by
photo stimulation, PNs fired 52.4%more action potentials during
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Figure 5. Inhibition of SOM IN Activity
Decreases Firing of Layer 4 PNs in an Active
Network
(A) Confocal images showing NpHR-YFP expres-
sion (green) was confined to SOM INs (red) in layer
4 barrel cortex of an adult SOM-Cre mouse.
(B) Yellow light induced a large amplitude hyper-
polarization in a layer 4 NpHR-YFP-expressing
SOM interneuron.
(C) Summary plot of the membrane potential of
layer 4 NpHR-YFP-expressing SOM INsmeasured
in the absence or presence of yellow light.
(D) Yellow light reduced the spiking of a layer 4
NpHR-YFP-expressing SOM interneuron during
a thalamus-triggered UP state due to the hyper-
polarization induced by photostimulation.
(E) Population results showing that yellow light
nearly completely suppressed spiking activity of
layer 4 NpHR-YFP-expressing SOM INs during UP
states.
(F) Yellow light increased spiking of a layer 4
FS interneuron during a thalamus-triggered UP
state.
(G) Population results showing that yellow light
significantly increased spiking of FS INs during UP
states.
(H) Yellow light decreased spikes of a layer 4 PN
during a thalamus-triggered UP state.
(I) Population results showing that yellow light
significantly decreased spiking of PNs during UP
states.
In (B), (D), (F), and (H), yellow bars represent
photostimulation (591 nm, 1 s, 5 mW) and arrows
represent thalamic stimulation. In (C), (E), (G)
and (I), data from the same cell are connected by
a line. Open symbols represent the mean values
of ten trials for individual cells, and filled symbols
represent mean values across all cells. Error
bars indicate SEM. **p < 0.01, ***p < 0.001, paired
t test.
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2.53 ± 0.26 spikes/UP state; n = 9, p < 0.001, paired t test,
Figures 6F and 6G) increasing their mean firing rate by 56%.
When individual cells were compared before and after photosti-
mulation, the firing activity of 7 out of 9 PNs was significantly
(p < 0.05) increased.
Together, these data demonstrate that activity of SOM INs
reduces the firing of FS INs and hence relieves the inhibition
produced by FS INs onto PNs, and consequently enhances
PNs output. Silencing SOM INs suppressed this disinhibitory
circuit and as a result PNs became less responsive.
Inhibition of SOM INs Increases the Firing of Layers 2/3
PCs
We also examined the effect of suppressing SOM INs activity
in layers 2/3. As in layer 4, photo stimulation (591 nm, 5 mW)
in layers 2/3 induced a large hyperpolarizing potential (13.7 ±Neuron 77, 155–161.7 mV, n = 7; Figures 7B and 7C)
in NpHR-YFP expressing SOM INs and
almost completely suppressed their spik-ing during UP states (LED OFF: 6.01 ± 0.76 spikes/UP state;
LED ON: 0.74 ± 0.30 spikes/UP state; n = 6, p < 0.001, paired
t test; Figures 7D and 7E) decreasing their mean firing rate by
88.1%. However, in contrast to what we observed in layer 4
PNs, when SOM INs were inhibited by photostimulation in
layers 2/3, PCs fired 77.6% more action potentials during
UP states (LED OFF: 0.98 ± 0.18 spikes/UP state; LED ON:
1.74 ± 0.29 spikes/UP state; n = 8, p < 0.01, paired t test;
Figures 7F and 7G) increasing their mean firing rate by 71.8%.
When individual cells were compared before and after photosti-
mulation, their firing activity was increased significantly (p < 0.05)
in 5 out of 8 PCs. This effect is in agreement with the notion
that SOM INs mediate strong disynaptic inhibition between
PCs in supra- and infragranular layers (Kapfer et al., 2007;
Silberberg and Markram, 2007) and can be explained by our
observation that in layers 2/3 SOM INs preferentially inhibit
PCs (Figures 3 and 4).7, January 9, 2013 ª2013 Elsevier Inc. 161
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Figure 6. Inhibition of PV INs Increases
Firing of Layer 4 PNs in an Active Network
(A) Merged confocal image of NpHR-YFP-ex-
pressing neurons (green) and RFP-immunopositive
neurons (red) in layer 4 barrel cortex of an adult PV-
Cre-RFP reporter mouse. Note that NpHR-YFP
expression occurs only in RFP-expressing PV INs.
Boxed region is expanded to illustrate the overlay
(yellow, right) of NpHR-YFP expression (green,
middle) and RFP immunostaining (red, left).
(B) Yellow light induced a large amplitude hyper-
polarization in a layer 4 NpHR-YFP-expressing PV
interneuron.
(C) Summary plot of membrane potential of layer 4
NpHR-YFP-expressing PV INs measured in the
absence or presence of yellow light.
(D) Yellow light reduced spiking of a layer 4
NpHR-YFP-expressing PV interneuron during a
thalamus-triggered UP state due to the large
hyperpolarization induced by photostimulation.
(E) Population results showing that yellow light
potently inhibited spiking activity of layer 4 NpHR-
YFP-expressing PV INs during UP states.
(F) Yellow light increased spiking of a layer 4 PN
during a thalamus-triggered UP state.
(G) Population results showing that yellow light
significantly increased spiking of layer 4 PNs during
UP states.
In (B), (D), and (F), yellow bars represent photo-
stimulation (591 nm, 1 s, 5mW) and arrows indicate
thalamic stimulation. In (C), (E), and (G), data from
the same cell are connected by a line. Open
symbols represent the mean value of ten trials for
individual cells, and filled symbols represent the
mean values across all cells. Error bars indicate
SEM. ***p < 0.001, paired t test.
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The cerebral cortex is the largest structure in the mammalian
brain and is involved in functions ranging from sensory percep-
tion to learning andmemory. The spatial and temporal properties
of the computations required for these and other cortical func-
tions are thought to rely on the existence of a diversity of
GABAergic interneurons (INs) differentially controlling the inputs
and outputs of PNs depending on their differential electrores-
ponsiveness and synaptic dynamics and by targeting specific
domains of the PNs and other INs. It is widely accepted that
understanding IN diversity and its functional consequences is
critical to understanding information processing within the
cerebral cortex.
In rodent neocortex around 30% of GABAergic INs express
the neuropeptide SOM, thus representing the second largest
population of GABAergic INs in neocortex (Lee et al., 2010;
Rudy et al., 2011). SOM INs have typically been associated
with Martinotti cells, neurons which send axons to supragranular
layers and ramify in layer 1 spreading horizontally to neighboring
columns and making synapses on the dendritic tufts of PCs
(Silberberg and Markram, 2007; Wang et al., 2004). Martinotti
cells can be recruited by repetitive firing in a single PC as a result
of strong facilitating excitatory inputs, and hence mediate
a strong feedback inhibition on neighboring PCs (Berger et al.,162 Neuron 77, 155–167, January 9, 2013 ª2013 Elsevier Inc.2010; Kapfer et al., 2007; Silberberg and Markram, 2007). By
virtue of their unique anatomic and synaptic features, Martinotti
cells are well suited to control dendritic integration of synaptic
inputs onto PCs. Indeed, the dendritic inhibition mediated by
Martinotti cells has been experimentally shown to regulate the
activity of PCs both in vitro and in vivo (Berger et al., 2010; Gentet
et al., 2012; Murayama et al., 2009).
A different subtype of cortical SOM INs was discovered in
a mouse line (X94) exhibiting expression of GFP in a population
of SOM INs that differed from Martinotti cells in a number of
intrinsic electrophysiological properties and axonal distribution
(Ma et al., 2006). In the mouse somatosensory cortex, X94 cells
were found to be enriched in layer 4, where they accounted for
about half of all SOM INs in this layer (Ma et al., 2006; see also
Figure S1). In this study, we demonstrate that most, if not all,
SOM INs in layer 4 of mouse somatosensory cortex are X94-
cell like (Ma et al., 2006; Figure 1). In comparison with Martinotti
cells, layer 4 SOM INs have axonal projections that instead of
ascending and targeting layer 1, innervate profusely layer 4 (Fig-
ure 1C), they have a much lower input resistance and membrane
time constant and are capable of firing at higher frequency than
Martinotti cells (Figure 1B; Table 1). Moreover, we found that
layer 4 SOM INs also differ significantly from layers 2/3 SOM
INs (most of which are Martinotti cells [Xu et al., 2006]) in their
output connectivity onto neighboring FS and PNs. Layer 4
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B C Figure 7. Inhibition of SOM INs Increases
Firing of Layers 2/3 PCs in an Active
Network
(A) Merged confocal image of NpHR-YFP-ex-
pressing neurons (green) and SOM-immuno-
positive neurons (red) in layers 2/3 barrel cortex of
an adult SOM-Cre mouse, indicating NpHR ex-
pression was confined to SOM INs. Boxed region
is expanded to show the overlay (yellow, right) of
NpHR-YFP expression (green, middle) and SOM
immunostaining (red, left).
(B) Yellow light induced a large amplitude hyper-
polarization in a layers 2/3 NpHR-YFP-expressing
SOM interneuron.
(C) Summary plot of membrane potential of layers
2/3 NpHR-YFP expressing SOM INs measured in
the absence or presence of yellow light.
(D) Yellow light reduced spiking of a layers 2/3
NpHR-YFP-expressing SOM interneuron during
thalamus-triggered UP state due to the large
hyperpolarization induced by photostimulation.
(E) Population results showing that yellow light
nearly completely suppressed the spiking activity
of layers 2/3 NpHR-YFP-expressing SOM INs
during UP states.
(F) Yellow light increased spikes of a layer 2/3 PC
during a thalamus-triggered UP state.
(G) Population results showing that yellow light
significantly increased spiking of layers 2/3 PCs
during UP states.
In (B), (D), and (F), yellow bars represent photo-
stimulation (591 nm, 1 s, 5 mW) and arrows indi-
cate thalamic stimulation. In (C), (E), and (G), data
from the same cell are connected by a line. Open
symbols represent the mean values of ten trials for
individual cells, and filled symbols represent the
mean values across all cells. Error bars indicate
SEM. **p < 0.01, ***p < 0.001, paired t test.
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Layer-Specific Function of Somatostatin NeuronsSOM INs make much more frequent and stronger connections
with PV-expressing FS INs than with PNs, while layers 2/3
SOM INs make much more frequent and stronger contacts
with PCs (Figures 2, 3, and 4).
Layers 2/3 SOM Martinotti cells have an ascending axon that
makes synapses with the distal dendrites and dendritic tufts of
PCs in layer 1, whereas layer 4 SOM INs innervate within layer
4. Consistent with this anatomical difference, SOM IN-mediated
IPSCs in layers 2/3 PCs had significantly slower kinetics than
those in layer 4 PNs (rise time, PC: 1.19 ± 0.09 ms, n = 15; PN:
0.74 ± 0.07 ms, n = 16, two sample t test, p < 0.001, and decay
time constant, PC: 11.1 ± 0.9ms, n = 15; PN: 5.5 ± 0.3ms, n = 16,
two sample t test, p < 0.001). Martinotti cells in layers 2/3 can
also contact PCs through their extensive local axonal collaterals
within layers 2/3 (Wang et al., 2004) (Figure 1 and Figure S4).
Since there are no PV cells in layer 1, these cells can only be
innervated by the local collaterals of the SOM INs. This axonal
anatomy likely contributes to the observation that layers 2/3
SOM INs produce larger responses in PCs than PV cells.
The striking differences in morphology, intrinsic electrophysi-
ological properties and synaptic connectivity between layer 4
SOM INs and Martinotti cells strongly suggest that these
subtypes of SOM INs have different functions in the cortical
network.This hypothesis is supported by our observation that inhibition
of SOM INs in an active cortical network increases the firing of
PCs in layers 2/3 whereas it decreases the firing of PNs in layer
4 (Figures 5 and 7). We showed this unexpected effect of SOM
INs on layer 4 PNs occurs via their inhibition of layer 4 FS INs
(Figures 5 and 6). Together, our results reveal a disinhibitory
microcircuit for tuning the output of layer 4 PNs through interac-
tions among subtypes of layer 4 INs and suggest that SOM
INs-mediated disinhibition could be an important circuit mecha-
nism for cortical information processing.
Specificity of the Synaptic Contacts of Neocortical SOM
INs
The patterns of neuronal connectivity are fundamental to infor-
mation processing in the brain. One central issue of cortical
neuronal connectivity is the specificity of neuronal connections
in the cortex. The specificity of excitatory connectivity serves
to form vertical functional columns (Douglas and Martin, 2004).
Even within columns, subnetworks of excitatory neurons are
wired with a fine level of specificity (Yoshimura et al., 2005).
Specificity of connection to PNs has also been found for canna-
binoid type 1 receptor-expressing GABAergic basket cells in
entorhinal cortex (Varga et al., 2010). In striking contrast, recent
mapping studies using two-photon glutamate uncaging showedNeuron 77, 155–167, January 9, 2013 ª2013 Elsevier Inc. 163
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Layer-Specific Function of Somatostatin Neuronsa lack of fine level connectivity of PV or SOM INs with PCs in
upper layers of mouse frontal cortex (Fino and Yuste, 2011;
Packer and Yuste, 2011). Consistent with these findings, our
dual and triple recordings in mouse somatosensory cortex re-
vealed a fairly high connection probability (63%) from SOM INs
to PCs in layers 2/3, leaving little room for SOM INs to connect
to specific PCs. However, we do find a great specificity of
SOM INs in terms of their target cell type in different layers
(Figures 2 and 3). And importantly, the connection specificity
revealed in the present study is associated with functional
consequences in an active cortical network, namely in layers 2/
3 SOM INs suppress PC activity whereas in layer 4 SOM INs
enhance the activity of PNs (Figures 5 and 7).
Interactions among Inhibitory Neurons in Neocortex
In neocortex, studies on inhibitory neuronal circuits have been
mostly focused on the interactions between GABAergic neurons
and glutamatergic PNs. GABAergic neurons are recruited by
PNs and inhibit PNs, and this connectivity pattern forms the
basis for ubiquitous feedforward and feedback inhibitory circuits
in neocortex (Agmon and Connors, 1991; Cruikshank et al.,
2007; Gabernet et al., 2005; Kapfer et al., 2007; Kruglikov and
Rudy, 2008; Silberberg and Markram, 2007). Consequently, it
is well accepted that GABAergic neurons produce an inhibitory
effect on PNs and are therefore usually believed to suppress
brain activity.
In addition to contacting PNs, GABAergic neurons also make
inhibitory synapses onto the same type and/or different types of
GABAergic neurons (Galarreta and Hestrin, 2002; Gibson et al.,
1999; Hu et al., 2011; Tama´s et al., 1998; Figures 2 and 3), yet
we know little about the functional consequences of this connec-
tivity. Theoretical studies suggest that inhibitory coupling
between inhibitory neurons promotes synchronous firing (Van
Vreeswijk et al., 1994) which has been confirmed experimentally
by electrophysiological recordings (Hu et al., 2011). Another
potential implication of interactions between GABAergic INs is
to mediate disinhibition. For example, in the auditory cortex, a
disinhibitory microcircuit consisting of layer 1 GABAergic INs
inhibiting layers 2/3 FS INs was recently suggested to mediate
associative fear learning (Letzkus et al., 2011). In hippocampus, a
recent report shows PV INs provide large amplitude GABAergic
input to dendrite-targeting bistratified SOM INs and hence disin-
hibit the dendritic compartment of CA1 PCs during CA3 Schaffer
collateral input (Lovett-Barron et al., 2012).
The present study reveals a role of SOM INs as a source of
disinhibition of PNs, and specifically of the PNs in the thalamor-
ecipient or input layer of the mouse somatosensory cortex
(Figures 5H and 5I). This form of disinhibition is implemented
through interactions between SOM INs and FS INs based on
three lines of evidence. First, SOM INs strongly and preferentially
inhibit FS INs in layer 4 (Figures 2 and 4). Second, reducing the
activity of SOM INs significantly increases the firing of FS INs
in layer 4 (Figures 5F and 5G). Third, FS INs suppress PNs firing
in an active cortical network (Figure 6).
Although there are only scant data and no consensus
regarding the activity of SOM INs in intact brain (Gentet et al.,
2012; Kerlin et al., 2010; Ma et al., 2010), our finding suggests
the activity of layer 4 SOM INs reduces the firing of FS INs and164 Neuron 77, 155–167, January 9, 2013 ª2013 Elsevier Inc.hence relieves the strong inhibition produced by FS INs onto
PNs and consequently disinhibits PNs in this layer.
In layer 4 of sensory cortex, FS cells mediate feedforward inhi-
bition of thalamocortical inputs that has been shown to be impor-
tant in determining the timing of firing of PNs in layer 4 and their
receptive field properties (Cruikshank et al., 2007; Gabernet
et al., 2005; Higley and Contreras, 2006; Miller et al., 2001).
The SOM INs-mediated disinhibitory circuit via FS INs in layer
4 revealed by the present study may therefore contribute to
the processing of sensory information. When may this disinhibi-
tory circuit be activated? In principle layer 4 SOM INs could be
activated by thalamic inputs, since this layer is the primary
recipient of sensory input from the thalamus. If this input was
facilitating, it could replace the thalamic activation of FS cells,
which is strongly depressing. However, previous reports have
indicated that in contrast to FS cells and PNs, layer 4 SOM
neurons receive very weak, depressing thalamic input (Beierlein
et al., 2003; Cruikshank et al., 2010). Our own experiments
confirmed this conclusion. We recorded simultaneously from
a SOM IN and either a PN or a FS IN in thalamocortical slices.
Postsynaptic potentials (EPSPs) were evoked by stimulating
thalamic afferents with an extracellular stimulating electrode.
The amplitude of the maximum EPSP evoked in SOM INs was
strikingly smaller than that evoked in FS cells or PNs (Figures
S5A and S5B).
One possible scenario when the layer 4 SOM IN-mediated dis-
inhibitory circuit might be activated is suggested by the finding
that layer 4 SOM INs, like SOM INs in layers 2/3 and 5 (Fanselow
et al., 2008; Kawaguchi, 1997), are potently activated by acetyl-
choline (ACh) via a muscarinic receptor mediated mechanism
(Figure S8A). The disinhibition of PNs produced in layer 4 as a
result of this cholinergic activation of SOM cells may act in con-
junction with the muscarinic inhibition of GABA release from FS
cells (Kruglikov and Rudy, 2008) and the nicotinic enhancement
of thalamocortical synapses on PNs (Gil et al., 1997) to facilitate
the entry of sensory information into the neocortex during
arousal and attention (Hasselmo, 1995; Figure S8B).
EXPERIMENTAL PROCEDURES
All experimental procedures were conducted in accordance with the National
Institutes of Health guidelines and were approved by the Institutional Animal
Care and Use Committee of the NYU School of Medicine.
Brain Slice Preparation
Mice were anesthetized with intraperitoneal injection of pentobarbital (100mg/
kg body weight) and decapitated. The brain was quickly removed and im-
mersed in ice-cold oxygenated artificial CSF (ACSF) containing the following
(in mM): 87 NaCl, 75 sucrose, 2.5 KCl, 1.25 NaH2PO4, 26 NaHCO3, 1 CaCl2,
2 MgSO4 and 10 glucose. As previously described (Agmon and Connors,
1991; Kruglikov and Rudy, 2008), coronal slices (300 mm) or thalamocortical
slices (400 mm) through primary somatosensory cortex were generated using
Vibratome 1000 plus (Vibratome, St. Louis, MO) and incubated in a holding
chamber at 32C–35C for approximately 30 min followed by continued
incubation at room temperature for at least 1 hr before physiological record-
ings. A slice was then transferred to a recording chamber attached to the
microscope stage and completely submerged in ACSF containing (mM) 124
NaCl, 26 NaHCO3, 2.5 KCl, 1.25 NaH2PO4, 2 CaCl2, 2 MgSO4, and 10 glucose
(pH 7.4; when bubbled with 95% O2/5% CO2). ACSF was perfused in the
recording chamber at 5 ml/min at 32C. To induce active cortical network
activity (UP states), the slice solution was modified to contain 1 mM CaCl2,
Neuron
Layer-Specific Function of Somatostatin Neurons1mMMgSO4, and 3.5mMKCl as previously reported (Sanchez-Vives andMc-
Cormick, 2000; Shu et al., 2003).
Electrophysiological Recordings
Whole-cell patch-clamp recordings were obtained from visually identified
neurons. For current clamp, the internal pipette solution contained (in mM)
130 K-gluconate, 0.5 EGTA, 7 KCl, 10 HEPES, 4Mg-ATP, 0.3 Na-GTP, 5 phos-
phocreatine (pH 7.2) with KOH. For voltage clamp, the pipette solution con-
tained (in mM) 130 Cs-gluconate, 0.5 EGTA, 7 KCl, 10 HEPES, 4 Mg-ATP,
0.3 Na-GTP, 5 phosphocreatine, 5 QX-314 (pH 7.2) with CsOH. Patch elec-
trodes (4–8 MU) were pulled from borosilicate glass capillary (1.5 mm OD).
Series resistances were usually 15–30 MU upon break-in and were compen-
sated by 70%, and only cells with stable series resistance (<20% change
throughout the recording) were used for analysis. Data were collected using
an Axopatch 700B amplifier (Molecular Devices), low-pass filtered at 5 kHz
and digitally sampled at 20 kHz on-line, and analyzed off-line with pClamp9
software (Molecular Devices). To characterize the intrinsic membrane proper-
ties of neurons, current-clamp recordings were made and hyperpolarizing and
depolarizing current steps were injected at 0.1 Hz. For dual and triple record-
ings, whole-cell current-clamp recordings in SOM neurons were paired with
voltage-clamp recordings (VHOLD = 0 mV) in excitatory neurons and/or FS
INs. To activate thalamic afferents, extracellular stimuli were delivered to the
ventrobasal nucleus through a concentric bipolar-stimulating electrode. Stim-
ulation intensities were chosen to be just above the threshold for inducing UP
states (range 10–60 mA).
Electrophysiological Analysis
The following parameters were measured to characterize neuronal membrane
properties: resting membrane potential (Vrest) was recorded immediately
after the rupture of the neuronal membrane; input resistance (Rin) was
determined by measuring the voltage change in response to a small hyperpo-
larizing current pulse (50 pA, 1000 ms) at resting potential; membrane time
constant (tm) was determined using a monoexponential fit to the voltage
produced by a small hyperpolarizing current pulse at resting potential
(50 pA, 1000 ms); rheobase was defined as the smallest 1,000 ms rectan-
gular current injection that elicited a spike; spike threshold was defined as
the membrane potential at the point at which dV/dt = 10 mV/ms; spike width
was measured at half height between threshold and peak action potential;
Fmax, steady state was calculated as the reciprocal of the average of the last
five interspike intervals, measured at the maximal current step applied before
spike inactivation became evident; Fmax, initial was calculated as the recip-
rocal of the average of the first five interspike intervals, measured at the
maximal current step applied before spike inactivation became evident; spike
adaptation ratio was defined as the ratio of Fmax, steady state to Fmax, initial.
Population data are presented as mean ± SEM. To compare the results
between different groups, statistical tests (two sample t test, paired t test)
were performed using statistic software (Origin 7.5; Origin-Lab, Northampton,
MA). In all cases, statistical significance was defined as p < 0.05 unless
otherwise indicated.
Virus Injection and Optical Stimulation
SOM-Cre or PV-Cre mice, aged between postnatal days 10 and 15, were
anesthetized with 2% isoflurane and placed in a stereotaxic frame (Kopf,
Model 1900). The skull was exposed under antiseptic conditions, and a small
craniotomy was made with a thin drill over barrel cortex (typical coordinate:
0.80 mm posterior to Bregma; 3.6 mm lateral to the midline). Adenoassociated
viruses carrying fusion genes for ChR2 (AAV2/1.EF1.dflox.hChR2(H134R)-
mCherry.WPRE.hGH) or NpHR (AAV2/1.EF1a.DIO.eNpHR-EYFP.WPRE.hGH)
were delivered using a glass micropipette (tip diameter 20 mm) attached to
a Nanoliter 2000 pressure injection apparatus (World Precision Instruments).
Over a 10 min period, 0.5–1 ml of virus was injected at a depth of 200–
500 mm from the cortical surface. Experiments were conducted at least
2 weeks after virus injection.
Photostimuli were produced by a light emitting diode (blue LED, 470 nm;
yellow LED, 591 nm) and delivered through a 403 water immersion objective.
To ensure that SOM/PV neurons were hyperpolarized during the UP state,
photo stimulation was timed to precede the electrical thalamic stimulationby a short time period (100 ms) and to outlast the full duration of the UP states
(see Figures 5, 6, and 7).
Immunohistochemistry
Mice were transcardially perfused with 20 ml phosphate-buffered saline (PBS)
containing heparin (10 U/ml), followed by 50 ml 4% paraformaldehyde in 0.1 M
PB (pH 7.4). Dissected brains were postfixed in 4% paraformaldehyde in 0.1M
PB for 2 hr at 4C and then placed in a 30% sucrose solution at 4C until the
brains sank. Using a microtome (Leica VT100), 40-mm-thick coronal sections
were collected in PBS. Sections were washed in PBS two times (15 min
each time) and then incubated with blocking solution (10% normal goat serum,
1%BSA, 0.2% cold fish gelatin, and 0.3% Triton X-100 in PBS) for 1 hr at room
temperature. Sections were then incubated with primary antibody in diluted
(1:10) blocking solution overnight at 4C. The following primary antibodies
were used: rat anti-RFP (1:500; Allele Biotechnology), rabbit anti-GFP
(1:1000; Invitrogen), rabbit anti-DsRed (1:500; Clontech), rabbit anti-somato-
statin (1:1000; Peninsula Laboratories LLC), rat anti-somatostatin (1:500;
Millipore). After washing in diluted (1:10) blocking solution three times
(15 min each time), sections were then incubated with species-specific fluoro-
phore-conjugated secondary antibodies (Alexa 488 or 594; 1:1,000; Invitro-
gen) in diluted (1:10) blocking solution for 1 hr at room temperature. After
washing in PBS three times (15 min each time), sections were mounted on
glass slides with Vectashield (Vector Laboratories) and coverslipped. Using
a Zeiss LSM510 microscope with a 10X or 20X objective, confocal images
were acquired for cell counting. Scans from each channel were collected in
multi-track mode to avoid cross-talk between channels.
Neuronal Reconstruction
0.3%–0.5% biocytin was added to the internal recording solution. After
recording, a picture at low magnification of the pipette position above the slice
was taken to confirm the position of the recorded cell. Brain slices were then
fixed in 4% PFA. Slices were then washed with PBS and incubated with
streptavidin conjugated Alexa (1:500) and 0.3% Triton X-100 in PBS overnight.
Slices were then washed with phosphate buffer and mounted on microscope
slides. Confocal image stacks were acquired using a Zeiss LSM510 micro-
scope with a 40X objective. Stacks were then imported on the Neurolucida
software for digital reconstruction. Layers and barrels boundaries were deter-
mined using DAPI staining.
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