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Abstract 
High energy price and the increasing requirements of quality and low cost of 
products have created an urgent need to implement new technologies in current 
automated manufacturing environments. Condition monitoring systems of 
manufacturing processes have been recognised in recent years as one of the essential 
technologies that provide the competitive advantage in many manufacturing 
environments.  
This research aims to develop an effective sensor fusion model for turning processes 
for the detection of tool wear. Multi–sensors combined with a novelty detection 
algorithm and Learning Vector Quantisation (LVQ) neural networks are used in this 
research to detect tool wear and provide diagnostic and prognostic information. 
A novel approach, termed ASPST, (Automated Sensor and Signal Processing 
Selection System for Turning) is used to select the most appropriate sensors and 
signal processing methods. The aim is to reduce the number of sensors needed in the 
overall system and reduce the cost. The ASPST approach is based on simplifying 
complex sensory signals into a group of Sensory Characteristic Features (SCFs) and 
evaluating the sensitivity of these SCFs in detecting tool wear. A wide range of 
sensory signals (cutting forces, strain, acceleration, acoustic emission and sound) and 
signal processing methods are also implemented to verify the capability of the 
approach. A cost reduction method is also implemented based on eliminating the 
least utilised sensor in an attempt to reduce the overall cost of the system without 
sacrificing the capability of the condition monitoring system. The experimental 
results prove that the suggested approach provides a responsive and effective 
solution in monitoring tool wear in turning with reduced time and cost. 
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Nomenclature 
 
Sensory Signals and Sensors 
Fx = Cutting force in the x direction measured by a dynamometer (N). 
Fy = Cutting force in the y direction measured by a dynamometer (N). 
Fz = Cutting force in the z direction measured by a dynamometer (N). 
AE = Acoustic Emission Signal/Sensor (V). 
AE_RMS = Root Mean Square of the AE signal (V). 
Sd = Sound Signal (dB). 
Vb = Vibration Signal . )/( 2sm
DOC = Depth of Cut (mm). 
 
Signal Processing Methods 
std = standard deviations. 
FFT (f1,f2) = Average value of the FFT between frequencies f1and f2. 
FFT1= FFT (20 Hz, 200 Hz) 
FFT2= FFT (200 Hz, 400 Hz) 
FFT3= FFT (400 Hz, 600 Hz) 
FFT4= FFT (600 Hz, 800 KHz) 
FFT5= FFT (800 KHz, 1 KHz) 
FFT6= FFT (1 KHz, 1.2 KHz) 
FFT7= FFT (1.2 KHz, 1.4 KHz) 
FFT8= FFT (1.4 KHz, 1.6 KHz) 
FFT9= FFT (1.6 KHz, 1.8 KHz) 
FFT10= FFT (1.8 KHz, 2 KHz) 
FFT11= FFT (2 KHz, 2.2 KHz) 
FFT12= FFT (2.2 KHz, 2.5 KHz) 
Wav_i = Standard deviations of the ith level of the wavelet analysis. 
S = Sensor. 
SP = Signal Processing Method. 
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ASPST Terminology 
ASPST = Automated Sensory and Signal Processing Selection System for Turning. 
SCF = Sensory Characteristic Feature. 
SFM = Sensory Feature Matrix 
ASM = Association Matrix 
RV= Range Value Detection Method. 
SCIV = Sudden Change In Value Detection Method 
SU = Sensor Utilisation coefficient (%). 
SUA = Overall average utilisation of a monitoring system (%). 
S= Number of SCFs used from the sensor. 
T= Total number of features in the system. 
P= Number of signals produced by the sensor. 
ASPK = Average sensitivity of the kth signal processing method. 
ASP = Average sensitivity of all signal processing methods implemented in a system. 
ASK = Average sensitivity of the kth sensor (or sensory signals). 
AS = Average sensitivity of all sensors (or sensory signals) implemented in a system. 
Ac = Average of the summation of sensitivity coefficients of the ASM matrix. 
dij = Sensitivity coefficient of a SCF obtained using the machining signal of the ith 
sensor and the jth signal processing method. 
fij = The SCF obtained using the machining signal of the ith sensor and the jth signal 
processing method. 
 
Classification Systems 
ND = Novelty Detection Algorithm. 
LVQ = Learning Vector Quantisation Neural Networks. 
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Chapter 1 
Introduction 
1.1 General Introduction 
Global competition and increased requirements for high quality, low cost and 
increased volatility in the surroundings create an urgent need for implementing new 
technologies and using existing commercial technologies for industrial survival. In 
modern competitive manufacturing industry, machining processes are expected to 
have high accuracy, improved reliability and excellent quality with reduced costs. 
From the technical side, new demands are being placed on monitoring systems in the 
manufacturing environment because of recent developments and trends in machining 
technologies such as high speed machining, hard cutting and dry cutting. Condition 
monitoring systems of manufacturing processes have been recognised in recent years 
as one of the essential technologies that provide the competitive advantage in many 
manufacturing environments. Such a system is capable of providing an essential 
means to reduce cost, increase productivity, improve quality and prevent damage to 
the machine or work-piece. Machining such as milling, turning, grinding and drilling 
are material removal processes which have been widely used since the industrial 
revolution.  
In the 20th century there has been a major advancement in machining processes 
technology, from a single machine tool to computerised machining processes, 
leading to fully automated and independent manufacturing operations. In order to 
fully recognise the potential of these systems it is essential to monitor and control the 
performance of the machine intelligently [1]. Among the parameters to be monitored, 
is tool wear which is clearly one of the most significant faults.  
Conventional condition monitoring procedures can be utilised using as off-line 
method that is by determining the amount of tool wear when the tool is at rest or at 
station. Once the determined tool wear gets to a predefined level, the worn tool is 
replaced by a fresh tool. This direct method is costly and time consuming due to 
equipment cost and the time necessary for careful measurement. Therefore, an on- 
line method would be extremely useful in terms of cost, quality and performance 
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effectiveness. It is thus necessary to develop an on-line monitoring system which can 
recognise different levels of tool wear monitoring [2]. 
 
1.2 Research Background 
Machining processes have played an important role in recent manufacturing history. 
In addition, to being a primary manufacturing process, the machining process is also 
a finishing operation implemented to achieve very high dimensional precision and 
close to a preferred surface finish. The most general machining processes are 
drilling, turning, milling and grinding. These machining processes relied on highly 
skilled human operators until the last 60 years when automated machining began to 
replace human operators with more efficient and less costly automated machining 
processes. Moreover, automated machining, soon, captured a great deal of 
consideration from the main manufacturers, who were looking for product with 
reduced costs and improved quality. Manufacturers recognised that automated 
machining processes could replace the human operator to increase productivity, 
minimise costs and improve the quality of the product [3-5]. Thus, automated 
machining processes soon replaced highly skilled operators in many conventional 
industrial environments. 
For the time being, the industry also demanded an additional task of manufacturers. 
Product demands became more varied and the complexity of manufacturing 
processes increased. Manufacturers needed new technologies and methods that 
would allow small production to gain the economic advantages of mass production 
[6, 7]. The expansion of automated manufacturing systems seemed to be the perfect 
solution for many of these problems. Although, the automated technologies showed 
great promise as a cost-effective solution to meet new demands, automated 
manufacturing systems could not be implemented until certain requirements were 
met. One major requirement is continuous machining. Manufacturing processes must 
be non-stop to achieve maximum efficiency [8]. On the other hand, faulty process 
conditions frequently force manufacturers to stop machining processes to react to 
faulty production conditions such as tool wear. Therefore, developing an effective 
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method of monitoring tool conditions has become one of the most important issues in 
the automation of the machining process [9]. 
 
1.3 Problem Definition 
Among the many possible tool conditions that can be monitored, tool wear is the 
most significant for ensuring continuous machining. Any effective monitoring 
system must sense tool conditions, allow for effective tool change strategies when 
tools fail, and keep proper cutting conditions throughout the process [10]. If the 
monitoring function cannot maintain proper cutting conditions, the cutting process 
can result in poor surface quality, dimensional workpiece damages, and even 
machine damage [9]. 
Manufacturers have required methods to monitor tool wear. These methods are an 
area of active research because tool condition strongly influences the surface finish 
and dimensional reliability of the workpiece. In addition, a consistent tool wear 
monitoring system can decrease machine downtime caused by changing the tool, 
hence leading to fewer process disturbances and higher efficiency. The information 
obtained from the tool wear sensors can be used for several reasons, including the 
tool change policy, online process actions to compensate for tool wear and the 
avoidance of catastrophic tool failure. 
On-line tool wear monitoring is one of the main problems in automating turn-
ing processes. Several attempts have been made previously to develop on-line 
tool wear monitoring methods in the machining process domain. 
Condition monitoring system methods can be classified into direct and indirect 
methods, depending on the source of signals collected by sensors. Direct methods 
sense tool conditions by direct measurement of the tool. Direct methods include 
optical, radioactive and electrical resistance. On the other hand, indirect methods 
sense the tool condition by measuring secondary effects of the cutting process, such 
as cutting force, acoustic emission (AE), motor current, sound and vibrations. Direct 
methods are advantageous because they take close readings directly from the tool 
itself. However, direct methods are limiting because the machining process must be 
stopped to make the direct measurements [11]. As a result, machine downtime 
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increases and the costs of the tool condition monitoring. Researchers then have 
desired indirect methods to study on-line tool condition monitoring systems.  
Recent research findings show that no single process variable (such as force, 
temperature, acoustic emission, or vibration) by itself is sufficient to monitor 
tool wear states under all conditions [12]. 
A limited number of sensors have been adopted in most studies involving indirect 
sensing systems. The most widely used indirect sensor is the dynamometer, which 
has been used to measure the forces during the cutting processes [10, 13-15]. 
However, applying the dynamometer is not practical because of its high cost and lack 
of overload protection [16]. On the other hand, temperature is good for tool wear 
monitoring under certain conditions but not for tool wear detection. The 
acoustic emission (AE) sensor is another sensing technology that has been used in a 
number of studies [17, 18], but it is limited in its application by its noise integrity 
[19]. Machining processes are one of the most complex manufacturing processes. 
The variability in the process parameters, material types, machine types, fault 
variation and machined features makes it one of the most difficult processes to be 
monitored. Using one sensor might be insufficient to detect the required fault for a 
specific process or all the required faults. Single sensory systems have often proven 
to be ineffective due to the relatively large number of parameters and the complexity 
of manufacturing processes reliability, etc [20].  
There has been a significant number of researches in on-line condition monitoring 
systems of machining operations, and specifically on turning operations using several 
sensor fusion models [12]. Many types of sensor fusion models have been already 
suggested in research, see for example [12, 21-26]. However, the success in the 
industrial application of such systems has been limited. So far, little success has been 
reported on the implementation of condition monitoring systems for turning 
operations in industry. This is mainly caused by the absence of sensor-fusion models 
that provide effective information about the process in a hostile machining 
environment [12, 23] and the effective flexible pattern recognition and classification 
system. More research is needed in this area to construct an effective approach 
towards the development of indirect online monitoring for turning processes using an 
efficient sensor fusion model and effective pattern recognition system. This is 
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becoming important due to the fact that many new sensor technologies are available 
for researchers to use in developing new sensor fusion systems [27]. 
The sensor fusion approach described in reference [28] uses a combination of several 
sensors (e.g. acoustic emission, vibration, power, infrared, temperature, and force) to 
improve the reliability of the diagnostic and prognostic capabilities in milling 
operations. Because of its importance, the proposed research will focus on the 
turning process and its associated family of processes that could be performed on a 
lathe machine. There are many types of faults associated with turning processes 
including high surface roughness, catastrophic cutter breakage, gradual tool wear and 
collision. 
This requires the development of techniques for using multiple sensors and 
classification methods. Therefore, in the present research a method based on 
sensor data fusion and artificial intelligent classification systems (Novelty 
Detection, Neural Networks) for fault detection is developed. The present 
method is based on the understanding that a machining process produces 
dynamic signals which contain information about the changing process 
conditions such as high surface roughness, catastrophic cutter breakage, gradual 
tool wear and collision, and that this information can be extracted and related to 
the type of failure. The proposed method relies on the possibility that these 
dynamic signals from the machining process can be measured and processed in 
real-time to obtain on-line tool wear monitoring. 
The main issue addressed in this research is development of an efficient sensor 
fusion model for a condition monitoring system for the turning process, minimising 
cost, decreasing down time and increasing product quality. This includes the 
selection of multi-sensors signals and signal processing methods which give the 
minimum error for the decision-making system. This research work is building on 
the available information in condition monitoring systems to advance the state of the 
art and present a more comprehensive, simple and efficient sensor fusion model for 
condition monitoring of manufacturing operations. 
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1.4 Research Aims and Objectives 
The aim of this research is to develop an effective condition monitoring system for 
turning processes with reduced time and improved performance. 
The nature of the problem suggests that to develop a method for practical and 
accurate tool wear monitoring, the following four criteria should be 
considered:  
1. The capability to develop a self-learning approach. 
2. The approach could be used for different machining parameters and 
different faults (i.e. fault and parameters independent). 
3. No understanding necessary regarding the process/fault mechanism. 
4. Learning could be developed from experience. 
 
The aim of the research is supported by the following objectives: 
1. To perform a literature review of machine and process condition monitoring 
systems and their applications. 
2. To determine the process variables in turning processes that contain useful 
information related to tool wear. 
3. To determine the appropriate sensors that can be used for monitoring the 
process variables that are related to tool wear. 
4. To design a data acquisition system for machine and process condition 
monitoring including a data acquisition card and computer selection, data 
acquisition software, sensors installation and an overall system calibration. 
5. To design and implement an effective sensor fusion model for turning 
processes for the detection of the most common industrial faults (e.g. gradual 
wear). 
6. To design the experimental investigation needed to obtain the necessary 
machining data. 
7. To integrate a wide range of sensory systems and their signal processing 
methods into a novel and effective sensor fusion model. The sensors to be 
used are: force, acoustic emission, strain, vibration, and sound. 
8. To investigate an efficient pattern recognition and classification system. 
9. To test and evaluate the novel sensor fusion model. 
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1.5 Thesis Structure 
The structure of the thesis is designed to cover the background of the subject, the 
suggested methodology and results of the experimental work as follows: 
 
Chapter 1: Introduces the competitive global market and the need for condition 
monitoring systems. This chapter states the current problems in process condition 
monitoring and the aims and objectives of this reported research. 
Chapter 2:  Describes the fundamental information of metal removal processes with 
special emphasis on turning operations and turning characteristics and terminology. 
 Chapter 3:  Outlines tool wear and chip formation in metal cutting with emphasis 
on turning processes.  
Chapter 4: Describes the basic concepts of machine and process condition 
monitoring. It presents an overall survey of the condition monitoring technologies 
that have been implemented in research and industry in recent years.  
Chapter 5: Presents a review of condition monitoring methods that have been 
developed or implemented in industry. It displays the problems in current monitoring 
methods to obtain an understanding of the current research on condition monitoring 
systems in turning processes. In addition, this chapter briefly reviews the potential 
sensors available for monitoring turning processes. 
Chapter 6: Presents the methodology and the requirements of the research. It 
provides a description of how the project aims and objectives are developed and how 
the condition monitoring methodology is conceived. The chapter also explains the 
main steps of the suggested methodology and the assumptions which require testing 
as a part of the study. The chapter also provides a detailed description of how the 
subsequent chapters are organised to prove the proposed methodology. 
Chapter 7: Describes the components and stages of condition monitoring 
system implemented in this research. The chapter briefly explains the sensors 
and signal processing methods used in this research to produce the required 
sensory characteristic features. In addition, it explains the implemented neural 
networks and novelty detection systems.  
Chapter 8: Includes a detailed description of the main experimental set-up of 
the research. It includes a description of the machine tools and the condition 
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monitoring system including sensors and related hardware, the data acquisition 
system, and sensors placement. 
Chapter 9: Presents a practical description of the implemented ASPST (Automated 
Sensor and Signal Processing Selection System for Turning) approach and the way it 
can be used to systematically develop a condition monitoring system for multi-
sensors. The ASPST approach is explained through a gradual wear of a turning 
cutting tool. 
Chapter 10:  Shows the implementation of different applications of the ASPST 
approach to detect tool wear with different multi-sensory signals groups and different 
classification systems. 
Chapter 11: This chapter presents the full capabilities and testing of the 
implemented ASPST approach. The application of the ASPST approach to detect 
tool wear for several sensors and two classification systems is described. It includes a 
description of how the ASPST approach can be used to detect wear in cutting tools. 
Twenty similar sets of experiments are used to evaluate the system and to optimise 
cost and performance. Neural networks and novelty detection are also used to 
evaluate the design process. The ASPST approach is also expanded in this chapter to 
show how to use the ASM matrix as an evaluation of signal processing methods 
which can be used as independent features for condition monitoring design. 
Chapter 12: Present a summary of the thesis and a discussion of the results 
obtained. It explains how new knowledge has been generated and tested. It includes 
the contribution to knowledge and outstanding problems and constraints on methods, 
testing and findings. It also contains general conclusions and further work in the filed 
of condition monitoring systems. 
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Chapter 2 
Metal Removal and Machining Processes 
2.1 Introduction 
The final shape of most mechanical parts is obtained by a machining operation. 
Metal removal operations in their various forms contribute to over 70% of 
manufacturing processes practised in industry. Machining is the process of removing 
unwanted material from a workpiece in the form of chips. The process is called metal 
removal or metal cutting if the workpiece is metal. Industries spend significant 
money to perform metal removal operations because the huge majority of 
manufactured products require machining at some stage in the production to high 
precision. This chapter describes the fundamental information of a metal removal 
process with special emphasis on turning operations and turning characteristics and 
terminology. In addition, it outlines the wear and chip formation in turning. 
 
2.2 Fundamentals of Metal Removal 
Metal removal forms include turning, boring, forming, facing, drilling, shaping and 
milling. Generally, cutting tools can be grouped into two groups: single point tools 
such as turning, planning, and shaping which have one and only one cutting part and 
a shank, while multiple tool points have more than one cutting part such as milling, 
drilling and broaching. This research will focus on turning processes, where turning 
is defined as a machining process of producing external surfaces by engagement of a 
cutting tool on a turning workpiece, regularly done on a lathe machine [29, 30]. 
The final shape of most mechanical parts is obtained by a machining operation. 
Metal removal operations in their various forms contribute to over 70% of 
manufacturing processes practised in industry [30, 31]. The machining operations 
can be classified under two major categories: cutting and grinding processes. In 
cutting operations the material is removed by shear action. The most common cutting 
operations are turning and milling. All metal cutting operations can be linked to the 
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process shown in Figure 2.1, where the tool has a straight cutting edge and is 
constrained to move relative to the workpiece in such a way that a layer of metal is 
removed in the form of a chip. Figure 2.1 (a) shows the case known as orthogonal 
cutting where the cutting tool approaches the workpiece at right angles to the 
direction of cutting, with the cutting edge parallel to the uncut surface. Figure 2.1 (b) 
shows the general case of cutting known as oblique cutting, where the chip flows 
over the rake face and have an angle more than zero with the normal to the cutting 
edge. Since orthogonal cutting represents a two-dimensional rather than three-
dimensional problem, it lends itself to research investigations where it is desirable to 
eliminate as many of the independent variables as possible. The relatively simple 
arrangement of orthogonal cutting is therefore widely used in theoretical and 
experimental work. It could be argued that orthogonal cutting is the most common 
form of cutting and represents a reasonable approximation of cutting on the major 
cutting edge [30]. 
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Figure 2.1: (a) Orthogonal cutting; (b) Oblique cutting. 
 
2.3 Procedure of Orthogonal Cutting  
Orthogonal cutting is a two-dimensional cutting process. In orthogonal cutting, as 
shown in Figure 2.2, the material is removed by a cutting edge that is perpendicular 
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to the direction of relative tool/workpiece motion. Orthogonal cutting resembles a 
shaping process with a straight tool whose cutting edge is perpendicular to the 
cutting velocity (V). A chip with a width of cut (w) and depth of cut (d) is sheared 
away from the workpiece. 
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Figure 2.2: Orthogonal cutting. 
 
In orthogonal cutting, the cutting is assumed to be uniform along the cutting edge. 
Therefore, it is a two-dimensional plane strain deformation process without side 
spreading of the material. Hence, the cutting forces are applied only in the directions 
of velocity and uncut chip thickness, which are called tangential (Ft) and feed forces 
(Ff). There are three deformation zones in the cutting process as shown in the cross-
sectional view of the orthogonal cutting in Figure 2.3. As the edge of the tool goes 
through into the workpiece, the material ahead of the tool is sheared over the primary 
shear zone to form a chip. The contact area between the chip and the rake face of the 
tool is called the secondary deformation zone. The friction area, where the flank of 
the tool rubs the newly machined surface, is called the third zone (Tertiary zone) 
[32].  
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Figure 2.3: Deformation zones in metal cutting. 
 
2.4 Procedure of Oblique Cutting  
Oblique cutting is a three-dimensional cutting operation that is widely used in 
industry. In oblique cutting, the cutting edge is oriented with an inclination angle and 
there is an additional third force acts in the radial direction (Fr) as shown                  
in Figure 2.4.  
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Figure 2.4: Oblique cutting geometry. 
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2.5 General Terms and Definitions 
The wedge-shaped cutting tool basically consists of two surfaces intersecting to form 
the cutting edge as shown in Figure 2.5. The surface along which the chip flows is 
known as the rake face, and the surface that is ground back to clear the new or the 
machined workpiece surface is known as the flank. The unreformed chip thickness is 
the depth of the layer of the material removed by the action of the tool as illustrated 
in Figure 2.5. The slope of the tool face is considered as one of the most important 
variables and is specified in orthogonal cutting by the angle between the tool face 
and a line perpendicular to the new work surface as shown in Figure 2.5. This angle 
is known as the rake angle.  
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Figure 2.5: Terms used in metal cutting. 
 
The tool flank has no serious influence on the process of chip removal. However, the 
angle between the flank and the new workpiece surface can significantly affect the 
rate at which the cutting tool wears and is defined as the "clearance angle". As shown 
in Figure 2.5 the sum of the rake, clearance, and wedge angles is equal to 90° degrees 
where the wedge angle is the angle included between the face and the flank [33].  
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2.6 Tool Geometry  
The geometrical aspects, terms and definitions relating to single-point cutting tools 
are illustrated in Figure 2.6.  
2.6.1 Clearance Angle  
It is the angle between the flank face and the newly generated surface.  
2.6.2 Nose Radius  
The nose radius strengthens the finishing point of the tool and improves the surface 
finish on the workpiece. The nose radius of most cutting tools should be more or less 
double the amount of feed per revolution. An over-sized nose radius may cause 
chatter and under-sized radius weakens the tool tip [34].  
2.6.3 Side Rake Angle  
In order to allow the chips to run away from the workpiece readily, without 
weakening the cutting edge, the side rake angle should be as large as possible as 
shown in Figure 2.6. The type and grade of the cutting tool, the type of material 
being cut, and the feed per revolution will determine the amount of side rake. The 
included angle formed by the side rake and side clearance is called the angle of 
keenness. This angle will vary depending on the material being cut. For difficult to 
machine metals, it may be advisable to use a small side rake angle or at times even a 
negative side rake [34].  
S id e  V ie w
C l e a r a n c e  A n g le
B a c k  R a k e  A n g l e
T o p  V i e wS id e  C u t t in g
A n g le
N o s e  R a d iu s
E n d  C u t t i n g
A n g le
 
Figure 2.6: Single-point tool classifications. 
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2.6.4 Back Rake Angle  
The angle formed between the top face of the tool and the top of the tool shank, is 
known as the back rake angle. It may be positive, negative, or neutral. When a tool 
has negative back rake angle, the top face of the tool slopes upward away from the 
point. Negative back rake angle protects the tool point from the cutting pressure. 
When a tool has positive back rake angle, the top face of the tool slopes downward 
away from the cutting point. This allows chips to flow away freely from the cutting 
edge. For tools with inserts, the cutting inserts are usually flat, because the 
manufacturer builds the required side and back rake angles into the tool holder. The 
type of rake angle used depends on the machining operation performed and the 
characteristic of the work material, as each type of rake angle serves a specific 
purpose. Rake angles can be ground on cutting tools or, in the case of cutting tool 
inserts, they can be held in suitable holders, which provide the rake angle      
preferred [34].  
2.6.5 Positive Rake Angle  
A positive rake angle is considered to be the best for an efficient removal of the 
metal. It creates a large shear angle at the shear zone, reduces friction and heat, and 
allows the chip to flow freely along the chip-tool interface. Positive-rake angle 
cutting tools are not too hard or abrasive, thus they are used for continuous cuts on 
ductile materials. Even though positive rake angle tools remove metal efficiently, 
they are not recommended for all work materials or cutting applications [34].  
The following factors must be considered when the type and the amount of rake 
angle of a cutting tool are being determined:  
• The type of the cutting operation (continuous or interrupted). 
• The strength of the cutting edge. 
• The shape and material of the cutting tool.  
• The hardness of the workpiece material.  
2.6.6 Negative Rake Angle  
A negative rake angle is used for interrupted cuts and whenever the metal is hard 
(brittle) or abrasive. It creates a small shear angle and a long shear zone on the tool; 
hence more friction and heat are created. Although the increase in heat may seem to 
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be a disadvantage, it is desirable when tough metals are machined with carbide 
cutting tools. Cutters with carbide tool inserts are a good example of the use of 
negative rake for interrupted and high-speed cutting [34].  
The advantages of negative rake on cutting tools are:  
• Surfaces with interrupted cuts can be readily machined.  
• Higher cutting speeds can be used.  
• The outer hard scale on the metal does not come into contact with the cutting 
edge.  
• The shock from the workpiece meeting with the cutting tool is on the tool's 
face, not on its point or edge, which extend the life of the tool.  
 
2.7 Essential Features of Metal Cutting  
While metals and alloys are too hard, therefore, tool materials must be strong enough 
to withstand the stresses, which are imposed on a very fine part of the cutting edges. 
The cutting layer must be thin enough to allow the tool and the work to withstand the 
forced stress and a clearance angle must be formed on the tool to ensure that the 
clearance face does not make contact with the newly-formed work surface.  
In practical machining, the angle included between the tool edges varies from 55° to 
90°, so that the chip which is the removed layer is diverted through an angle of at 
least 60° as it moves away from the workpiece, across the rake face of the tool. In 
this process, the whole volume of the metal removed is "plastically deformed"; 
therefore a large amount of energy is required to form the chip and to move it across 
the tool face. In this process, two new surfaces are formed, the new surface of the 
workpiece and the lower surface of the chip. The formation of new surfaces requires 
energy. In metal cutting, the theoretical minimum energy required to form the new 
surfaces is insignificant when compared to that required to plastically deform the 
metal removed [35].  
2.7.1 Chip Formation  
Similar to other machining processes the chip is formed in turning by a localised 
shear process that takes place over a very narrow region. The process is characterised 
by large strain with high strain rates such that the stress state evolves from elastic 
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compression to plastic compression and finally to shear when the work hardening 
reaches a saturated condition. The shear takes place along a shear zone, which is 
usually referred to as the shear plane [36, 37]. 
Generally, in turning, the chip is formed by the main cutting edge, the nose and a 
small part of the secondary cutting edge of the tool. The shape and type of chips that 
are produced control significantly the surface finish, the tool life, vibration and 
chatter.  The chip is extremely variable in shape and size. Forming a chip involves a 
shearing of the work material in the region of a plane extending from the tool edge to 
the position where the upper surface of the chip leaves the work surface. Most strain 
takes place in this region in a very short interval of time, but not all metals can 
withstand this strain. For example, grey cast iron chips are always fragmented and 
the chip of more brittle materials may be produced as segments, particularly at very 
low cutting speeds. This "discontinuous chip" is one of the principal classes of chip 
form that is easily cleared from the cutting area and has a practical advantage; under 
a majority of cutting conditions, the ductile metals and alloys do not fracture on the 
shear plane and a "continuous chip" is produced.  
2.7.2 Types of Chips  
Three basic types of chip are produced by the machining operations performed on 
lathe machines as follows [35]: 
• Discontinuous. 
• Continuous. 
• Continuous Chip with Built-Up Edge.  
2.7.3 Discontinuous Chip  
When brittle metals such as cast iron and hard bronze are cut, and even when some 
ductile metals are under poor cutting conditions, a discontinuous or segmented chip 
is produced. As the point of the cutting tool contacts the metal some compression 
occurs, and the chip begins flowing along the chip-tool interface. The stress applied 
to brittle metal by the cutting action increases until it reaches a point where it breaks, 
and the chip separates from the un-machined portion. When this cycle is repeated the 
break (split) of each segment occurs on the shear plane. As a result of these 
succeeding breaks, a poor surface is produced on the workpiece. Machine tool 
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chatter or vibration sometimes causes a discontinuous chip, which is produced when 
ductile metal is cut [34]. The following conditions help the production of 
discontinuous chips:  
• Low cutting speed. 
• Large chip thickness. 
• Excessive machining chatter. 
• Brittle work material. 
• Small tool rake angle. 
2.7.4 Continuous Chip 
The second type of chip is a continuous chip produced when the flow of metal next 
to the tool face is not highly retarded by friction at the chip-tool interface. This chip 
is considered ideal for efficient cutting action because it results in better surface 
finishes. The crystal structure of the ductile metal is extended when it is compressed 
by the action of the cutting tool and as the chip separates from the metal. The process 
of chip formation occurs in a single plane extending from the cutting tool to the un-
machined work surface; and the area where plastic deformation of the crystal 
structure and shear occurs is called the "shear zone". The angle on which the chip 
separates from the metal is called the "shear plane or shear angle".  
As the cutting action progresses, the metal instantly ahead of the cutting tool is 
compressed, with a resultant deformation of the crystal structure. This deformation 
takes place in the direction of shear. As this process of compression and deformation 
continues, the material above the cutting edge is forced along the chip-tool interface 
and away from the work [34]. Machining steel generally forms a continuous chip 
(unbroken) with little or no built-up edge when machined with a cemented-carbide 
cutting tool or a high-speed steel tool bit. To reduce the amount of resistance 
occurring as the compressed chip slides along the chip-tool interface, a suitable rake 
angle created on the tool and cutting fluid is used during the cutting operation. These 
features allow the compressed chip to flow relatively freely along the chip-tool 
interface. A shiny layer on the back of a continuous chip type shows ideal cutting 
conditions with little resistance to chip flow.  
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The conditions that produce a continuous chip are:  
1. Sharp cutting-tool edge.  
2. High cutting speeds.  
3. Cutting tool and workpiece are kept cool by using cutting fluids. 
4. Small chip thickness. 
5. Ductile work material.  
6. A large rake angle on the cutting tool.  
7. A minimum resistance to chip flow by: -  
• Use of cutting fluids to prevent the formation of a built-up edge. 
• Free-machining materials (those alloyed with elements such as lead, 
phosphor and sulphur).  
• A high polish on the cutting-tool face.  
• Use of cutting-tool materials, such as cemented carbides, which have 
a low coefficient of friction.  
2.7.5 Continuous Chip with Built-Up Edge  
When cutting low-carbon steel material at a low cutting speed with a high speed steel 
cutting tool and without the use of cutting fluids, a continuous-type chip with a built-
up edge is generally produced. The metal ahead of the cutting tool begins to flow 
along the chip-tool interface, which is compressed and forms a chip. As a result of 
the high temperature, high pressure and high frictional resistance against the flow of 
the chip along the chip-tool interface, small particles of metal begin adhering to the 
edge of the cutting tool while the chip shears away. As the cutting process continues, 
more particles adhere to the cutting tool; a larger buildup results, which affects the 
cutting action. The built-up edge increases in size and becomes unstable; to a point 
where fragments are torn off. Portions of the fragments that break off stick to both 
the chip and the newly generated surface. The buildup and breakdown of the built-up 
edge occur rapidly during cutting action and cover the machined surface with a 
multitude of built-up fragments usually identified by a rough and grainy surface. 
These fragments adhere to and score the machined surface, resulting in a poor 
surface finish [34]. The main cause of the poor surface roughness is the continuous 
chip with the built-up edge. It also shortens the cutting-tool life. When a cutting tool 
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starts dulling, it creates a rubbing action on the workpiece and a work-hardened 
surface is produced [38]. This type of chip affects cutting-tool life in two ways:  
 
• A cratering effect is caused a short distance back from the cutting edge where 
the chip contacts the tool face. As this cratering continues, it eventually 
extends closer to the cutting edge until fracture or breakdown occurs 
• The fragments of the built-up edge scrape the tool flank as they escape with 
the workpiece and chip [36, 37]. 
 
2.8 Turning Characteristics and Terminology  
The basic operation of turning is the most commonly employed metal removal 
process. In turning, the workpiece is clamped in a lathe using a chuck or other 
workholding device and subjected to a rotary motion around the spindle axis. The 
tool is fed into the workpiece at a certain rate to generate an external or internal 
surface concentric with the axis of rotation. Figure 2.7 presents the schematics of a 
simple turning operation with the representation of the main forces acting on the 
cutting tool. 
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Figure 2.7: Turning schematics. 
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In addition, Figure 2.8 presents the nomenclature of a basic cutting tool used in 
turning. The cutting speed is the rate at which the uncut surface of the workpiece 
passes the cutting edge of the tool. The distance moved by the tool in axial direction 
at each revolution of work is the feed rate, in turning machine. The thickness of 
metal removed from the bar is the depth of cut and measured in the radial direction. 
Mainly, these three parameters determine how quickly or slowly the metals are 
removed, and their product, the metal removal rate measured as a volumetric 
quantity, could be considered an efficiency indicator of the cutting operation [33]. A 
large quantity of energy is needed to shape the chip creating two new surfaces by 
shearing, during the orthogonal cutting, the new surface of the workpiece and the 
underside of the chip. Most of the energy in metal removal is used to plastically 
deform and remove the chip. Therefore, considerable research investigation is 
needed to understand the phenomenon [33]. It is not intended here to discuss the full 
understanding of the mechanics of the orthogonal cutting process, as it is out of the 
focus of the research. However, it is reasonable to assume that high strain and stress 
rates developed as the cutting tool works through the workpiece give rise to high 
temperatures, complicated forces and dynamic behaviour across a broad spectrum of 
frequencies. Orthogonal cutting causes considerable amounts of heat and energy at a 
rate proportional to both the cutting speed and the consequential tool force. The 
elastically deforming materials cause a small quantity of energy which is 
accumulated in the material strain energy. The plastically deforming materials 
generate large amounts of heat as the workpiece material is subjected to high strain 
levels that is changed to heat energy at the sections of primary and secondary 
deformation [33]. Due to friction between the tool and the new workpiece surface 
some heat also arises. Static and dynamic forces make up the cutting forces in any 
metal cutting processes; the dynamic force represents the degree of fluctuation in the 
cutting force, where the static force gives an indication of force magnitude levels. 
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Figure 2.8: Nomenclature for right hand-cutting tool. 
 
The cutting force become larger as the depth of cut increases and should be therefore 
limited to the available power of the machine. Feed rate depends on the rigidity, 
strength of the machine and the finish desired. Roughing cuts are often large with the 
cutting speed dependent totally on workpiece hardness whereas finish cuts require a 
light feed rate. Many other machining processes can be carried out in combination 
with turning like reaming, facing, boring. In turning the only limit may be the 
accessibility of equipment size to grasp and swivel the workpiece with difficulties in 
holding and handling as size and weight rises [29].  
 
2.9 Conclusion 
As most manufacturing systems are increasingly converting into fully automated 
environments (such as computer integrated manufacturing (CIM), flexible 
manufacturing systems (FMS) and computerised numerical control (CNC) 
machines), condition monitoring without doubt will become an automated aspect of 
such a manufacturing environment. A protective detection to recognise a worn tool 
and have it replaced as soon as possible becomes necessary to implement a condition 
monitoring system. Failure might lead to damage to the machine and the workpiece. 
In view of the damage that tool could cause to machine and workpiece material, there 
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has been a need to develop and implement systems aimed at providing early 
warnings of imminent tool failure such as condition monitoring systems.  
In this chapter, the fundamental of metal removal and machining processes are 
described. This chapter summaries the fundamental information of a metal removal 
process with special emphasis on turning operations. The chapter has also described 
the turning characteristics and terminology. In addition, it has outlined the wear and 
chip formation in turning. From condition monitoring point of view, there are many 
parameters and cutting conditions that could influence the signal of the process for 
the design of a condition monitoring system. 
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Chapter 3 
Tool Wear and Tool Life 
3.1 Introduction  
Tool wear is a result of physical and chemical interactions between the cutting tool 
and workpiece as a consequence of the removal of small parts of the cutting material 
from the edge of the tool. To determine the real cause of tool wear is very difficult 
because the wear mechanisms in cutting tools are highly non-linear and complicated 
processes associated with many variables such as contact stress, nature and 
composition of the workpiece and cutting tool, temperature on the cutting edge, 
cutting speed, feed and cutting fluid, etc. Basically a cutting tool wears because of 
higher loads on the wear surface than normal loads and because of rapid movement 
of cutting chips and workpiece over the wear surface. 
If tool wear reaches a certain limit, then it may cause catastrophic failure of the tool 
and can result in high forces. This is a highly undesirable situation in machining 
since severe damage may occur to the workpiece material or the machine. To solve 
this problem and to determine the time when a cutting tool should be changed, 
condition monitoring systems are needed to monitor the machining processes [34]. 
Tool life is an important cost factor in manufacturing operations. It is one of the most 
important economic considerations in metal cutting. In roughing operations the 
various tool angles, cutting speeds, and feed rates are usually chosen to give an 
economical tool life. Conditions giving a very short tool life are uneconomical 
because tool replacement and tool grinding costs are high. In addition, the use of 
very low speeds and feeds to give long tool life is uneconomical because of the low 
production rate. Clearly, any tool or work material improvements that increase tool 
life will be useful. This chapter discusses wear in metal cutting, forms of tool wear 
and modes of tool wear such as flank, crater and nose wear. In addition, it describes 
the factors affecting tool life.   
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3.2 Wear in Metal Cutting  
Cutting tool failures can be classified into two main groups according to the 
processes by which failure occurs [35]:-  
1. Gradual tool wear that progressively develops on the tool flank face (flank 
wear) or on the tool rake face (crater wear).  
2. Failure mechanisms that bring the life of the cutting tool to a sudden, early 
end.  
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Workpiece
Shape of the tool after wear
 
Figure 3.1: Schematic of the effect wear on the tool geometry. 
 
The gradual wear of a cutting tool occurs mainly in the two areas as shown in Figure 
3.1. The second group can be subdivided into failure modes based on either 
excessive temperatures or excessive stresses. 
3.2.1 Progress of Tool Wear  
Wear in a cutting tool is a regular incident, which cannot be avoided and is a function 
of time. In metal cutting, three main forms of wear are likely to occur: adhesion, 
abrasion, and diffusion [35].  
 
Adhesion wear is caused by the fracture of welded roughness junctions between the 
two metals. In metal cutting, junctions between the chip and tool materials are 
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formed as part of the friction mechanism. When these junctions are fractured, small 
fragments of tool material can be torn out and carried away on the underside of the 
chip or new workpiece surface. The conditions that exist in metal cutting are suited 
to adhesive wear as new material surfaces uncontaminated with oxide films are 
continually produced, and this facilitates the formation of welded roughness 
junctions [34]. This mechanism contributes to flank wear as well as to the formation 
of the crater wear.  
 
Another form of wear which is known as "abrasion wear" occurs when hard 
particles underside of the chip pass over the tool face and remove tool material by 
mechanical action. These hard particles may be high strain hardened fragments of an 
unstable built-up edge, fragments of the hard tool material removed by adhesion 
wear, or hard constituents in the work material. This mechanism is significant for 
tool wear only in those instances where the workpiece material is very hard or 
contains hard particles. The machined surface is cooler than the tool flank and it may 
happen that the tool material is softened more than some of the constituents of the 
workpiece materials, and this creates the conditions for abrasion.  
 
The third form of wear which is known as "diffusion wear" occurs when atoms in a 
metallic crystal lattice move from a region of high atomic concentration to one of 
low concentration. This process is dependent on the existing temperature and the rate 
of diffusion increases exponentially with increases in temperature. In metal where 
close contact between the work and tool materials occurs and high temperatures 
exist, diffusion can occur where atoms move from the tool material to the work 
material. This process takes place within a very narrow reaction zone at the interface 
between the two materials and causes a weakening of the surface structure of the tool 
[34]. Diffusion plays a significant role at higher cutting speeds in some 
workpiece/tool material combinations. The diffusion rate depends on the affinity of 
the materials in contact, very strongly on temperature, and on the gradient of 
concentration of the penetrating atoms in the solvent material. Diffusion plays an 
important role in the development of crater wear.  
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3.2.2 Tool Failure Due to Excessive Temperature  
The high temperatures that take place in the primary and secondary deformation 
zones could cause an initially sharp cutting tool to lose some of its strength and flow 
plastically under the pressures developed by the cutting force. The flow of the tool 
material along the flank surfaces causes the cutting tool to assume a configuration 
resembling that shown in Figure 3.2. 
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Figure 3.2: Schematic of edge depression due to plastic deformation. 
 
As shown in Figure 3.2, the clearance angle of the cutting tool is reduced to zero for 
a portion along the flank and for some period of time, the contact area between the 
tool and workpiece increases. Throughout this period, layers of the tool material in 
contact with the workpiece gradually separate. For a short period of time, the tool 
may carry on cutting with this form, for stability. The large area of close contact 
results in greater friction between the cutting tool and workpiece, causing the 
temperature to increase rapidly. The cutting tool after that loses its form stability and 
fails quickly because of additional softening of the tool material in the cutting area 
due to the increased temperature level. This kind of tool failure is not limited to high-
speed steel cutting tools; even though cemented carbide cutting tools are relatively 
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brittle, they have a certain amount of ductility under the high compressive loads and 
high temperatures which happen during cutting [34]. 
  
3.3 Forms of Tool Wear  
Cutting tools are subjected to an extremely severe rubbing process. They are in metal 
to metal contact with the chip and workpiece under conditions of very high stress and 
high temperature. The situation is further forced by the existence of great stress and 
temperature gradients near the surface of the tool. Cracks on both the flank and the 
rake face are usually due to irregular cutting. Three types of wear are generally 
associated with cutting tools: flank wear, crater wear and nose wear [30, 34, 35]: 
3.3.1 Flank Wear 
Wear on the flank of a cutting tool occurs on the side of the cutting edge as a result 
of friction between the newly machined workpiece surface and the contact area on 
the tool flank. The damaged area, referred to as the flank wear land, is parallel to the 
resultant cutting direction [34]. Too much flank wear increases friction energy along 
the tool workpiece interface and deteriorates the machined surface. 
3.3.2 Crater Wear 
The crater formed on the tool face conforms to the shape of the chip underside and is 
restricted to the chip-tool contact area. In addition, the region near the cutting edge 
where sticking friction or a built-up edge occurs is subjected to relatively slight wear. 
Crater wear starts at a certain distance from the tool point and grows deeper. It 
should be noticed that once the crater is established, its depth grows more rapidly 
than its top width. The edge of the crater approaches the cutting edge, both by crater 
wear and by flank wear. This weakens the tool close to the cutting edge and a major 
failure may occur by fracture from the crater through to the clearance face. This 
scenario is more likely to occur under discontinuous cutting conditions. In metal 
cutting, the highest temperatures along the chip tool interface is located at some 
distance along the tool face; at high cutting speeds these temperatures can easily 
reach the order of 1000o c. Under these high-temperature conditions high-speed steel 
tools wear very rapidly because of thermal softening of the tool material. In 
 34
experimental work, the maximum depth of the crater is usually a measure of the 
amount of crater wear and can be determined by a surface-measuring instrument. The 
rate of wear is high at the tool nose, generally under very-high-speed cutting 
conditions; crater wear is often the factor that determines the life of the cutting tool 
[30, 34]. 
3.3.3 Nose Wear 
This kind of wear occurs on the nose or point of the cutting tool as a result of friction 
between the nose and the metal being machined. Wear on the nose of the cutting tool 
affects the quality of the surface finish on the workpiece. A small reduction in speed 
may eliminate excessive nose wear and could give a large increase in the tool's life 
[34].  
 
3.4 Factors Affecting Tool Life  
The following factors affect the life of a cutting tool [34]:  
• Tool geometry. 
• Work material. 
• Cutting fluid. 
• Tool material. 
• Cutting conditions (i.e., speed, feed, and depth of cut). 
• Built-up edge. 
3.4.1 Effect of Tool Geometry  
Tool geometry will influence tool life. Increasing the normal rake angle reduces the 
cutting forces and the heat generated during cutting. This would suggest that the 
cutting temperatures are lowered so that tool life is increased. Generally an increase 
in rake angle usually leads to an improvement in cutting conditions; a longer tool life 
would be expected. On the other hand, large rake angles will also reduce the 
mechanical strength of the cutting tool. So, that, although the forces are lowered, tool 
failure by chipping of the cutting edge or fracture can occur. However, when the tool 
rake is large, the cutting edge is mechanically weak, resulting in higher wear rates 
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and shorter tool life. Build-up-edge formation, which may develop at low speeds, can 
be more detrimental to the mechanically weaker large rake angle tools [34, 39].  
It is common practice to:  
• Increases in side cutting edge angle, results in some improvements in tool life 
(load per unit length of edge is better). 
• For the same wear land, larger clearance angles require greater tool wear by 
volume so that longer tool life values are obtained. Using large clearance 
angles, on the other hand, may reduce the tool mechanical strength.  
• Use small or negative rake angles for the harder and relatively more brittle 
cutting tools such as carbides and ceramics.  
3.4.2 Effect of Workpiece Material  
The common variables considered are workpiece material composition and 
microstructure (heat treatment), its hardness and work-hardening properties. The 
workpiece material hardness is the easiest variable to measure and relate to tool life. 
As might be expected the harder the work material, the shorter the tool life [34]. It 
should also be noted that the hardness of the work material constituents and their 
proportions would influence the average hardness and the tool life.  
3.4.3 Effect of Tool Material  
The requirements of cutting tools are high hardness and toughness, good wear 
resistance, mechanical and thermal shock resistance, and the ability to maintain these 
properties at the temperatures occurring during cutting [34]. High hardness usually 
gives the tool good wear resistance, but may be associated with low toughness and 
poor mechanical shock resistance. The lack of chemical similarity between the tool 
and work material will also improve wear resistance. Thermal shock resistance is 
obtained when the tool material has high thermal conductivity and specific heat, a 
low coefficient of thermal expansion and high tensile strength.  
3.4.4 Effect of Cutting Conditions  
The variables, feed, speed, and depth of cut are of significant importance since they 
control the metal removal rate (MRR) and the production rate. If we begin with 
Taylor's equation [39]:  
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Alike trends happen for the feed and depth of cut. So, the tool life may be expressed 
as:     2/11/1/1 nnn afV
KT =     3.4 
Where    T= Tool Life      min               V = Cutting speed        ft/min 
   f = Feed     inch/rev                a=    Depth of cut        inch 
  n= Constant               C=   Cutting speed for T = 1 min 
  K = Constant for a given tool-work combination and tool geometry  
                 (1/n, 1/n1, 1/n2) are exponents. 
3.4.5 The Effect of Built-up Edge on Tool Life  
The presence of a built-up edge on the tool face during cutting can affect the tool-
wear rate in different ways [34, 40]:  
• In the presence of a stable built-up edge, it would protect the tool surface 
from wear and perform the cutting action itself, which would be beneficial 
and increase the tool's life especially when very hard materials are being cut.  
• Due to an unstable built-up edge the highly strain-hardened fragments, which 
adhere to the chip undersurface and the new workpiece surface, can increase 
the tool-wear rate by abrading the tool faces [34, 38, 40]. 
  
3.5 Additional Comments on Tool Wear  
Crater wear, flank wear and chipping of the cutting edge affect the performance of 
the cutting tool in various ways:  
• The cutting forces normally increase due to tool wear. Crater wear may, 
however, under certain circumstances, reduce forces by effectively increasing 
the rake angle of the tool. Flank wear and chipping increase the cutting forces 
as a result of more rubbing forces.  
• The surface finish produced in a machining operation usually deteriorates as 
the tool wears.  
• Flank wear influences the geometry of the tool, which may affect the 
dimensions of the components produced.  
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The final result of tool wear is the complete removal of the cutting point. This may 
come about by temperature rise, which causes the tool tip to soften until it flows 
plastically at very low shear stress. An alternative mechanism by which failure may 
take place is that of mechanical fracture of a relatively large portion of the cutting 
tip. This often results from a weakening of the tool by crater formation[34, 39].  
 
3.6 Tool Wear Monitoring 
Although in many machining processes the cutting tool is the least expensive 
component of the cutting system, compared to the machine and workpiece, most of 
the monitoring effort is concentrated on ensuring that the tool is in good working 
condition. This is because damage to the cutting tool results in unproductive time 
which is costly. Therefore, an essential part of an untended machining system is the 
ability to change cutting tools before they are worn or broken. The cutting tools need 
to be changed before catastrophic failure damages the workpiece and the machine. 
For this reason a conventional approach is mostly used at present which estimates 
expected tool life based upon past wear data such as Taylor’s equations. Tools are 
then replaced when this tool life is reached, regardless of the actual tool condition. 
This, however, means that in many cases tools are underutilised and down time has 
been unnecessarily increased. 
Tool wear is an important factor in assuring the quality of the machined product. In 
particular, finish turning requires close attention to the cutting tools condition. A 
worn tool produces a poor surface finish. If deterioration of the tool is not monitored 
continually, the workpiece surface finish may be insignificantly degraded, with the 
consequent loss of the workpiece and associated machining time. Tool wear, if 
undetected, can also result in catastrophic failure and damage to the machine and 
workpiece resulting in significant down times and loss in productivity. This again 
requires a tool condition monitoring system. Frequently, subjective wear levels are 
set which translate on the workpiece as the maximum or minimum permitted 
tolerance. If this value of wear is replaced, a costly result could occur in the rejection 
of the workpiece during quality control assessment and probably an increase in 
scrapped material levels. Tool wear examinations focus on common tool wear forms 
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such as flank, crater and nose wear. Different mechanisms could be responsible for 
these failures, such as diffusion wear, plastic deformation and built-up edge. These 
mechanisms depend partly on a combination of the type of the required shape, 
cutting condition, workpiece material and the nature of the cutting tool. 
As most manufacturing systems are increasingly adapting and changing into fully 
automated environments, tool wear monitoring certainly would become an 
automated aspect of such a manufacturing environment. Defensive measures are 
needed to recognise a worn cutting tool and have it replaced as soon as possible. 
Failures might lead to a catastrophic tool breakage causing excessive power 
overloads and damage to the machine tool and the workpiece. In cases of high 
replacement costs, prevention or limitation of such a failure becomes paramount. In 
view of the damage that tool failure can cause to a machine tool and its marginal 
components, there has been a big drive to develop a system aimed at providing 
advanced warnings of coming up tool failure. These devices have taken the form of 
tool wear detection and identification mechanisms, referred as Condition Monitoring 
Systems (CMS). 
 
3.7 Conclusion 
Tool wear and tool life in metal cutting are described in this chapter. The chapter 
covers the main forms of tool wear that occur in machining processes. The chapter 
summarises the modes of tool wear and the factors affecting tool life. It could be 
concluded that the complexity of the cutting process necessitates the utilisation of a 
condition monitoring system. In addition, tool failure and wear in turning could be 
complex phenomena for condition monitoring systems. Therefore, a system that 
would ease the variety of underlying effects occurring during such a machining 
process is required for flexible monitor because different types of wear could have 
different effects on the cutting signals. Therefore, the use of a condition monitoring 
system is needed in machining processes and has to be explored. 
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Chapter 4 
Condition Monitoring Systems 
4.1 Introduction 
In competitive manufacturing, condition monitoring provides a powerful means in 
the manufacturing operation to improve productivity and reduce cost. Condition 
monitoring technologies can be used in order to determine the machining process 
condition, and potentially predict failure. It gives a fast and accurate picture of what 
is happening in the machining processes. In addition, it can help to reduce machine 
downtime, maximise equipment performance, increase reliability, save operating cost 
and prevent catastrophic failure of machinery. In this chapter, a review of the 
condition monitoring concept, basic stages and elements is presented. The review 
seeks to show machine and process condition monitoring and monitoring methods. In 
addition, it shows the condition monitoring system structures. 
 
4.2 Monitoring Systems 
The global manufacturing competition in recent years has attracted the 
manufacturer's attention to the application of condition monitoring systems as a 
method of enhancing manufacturing productivity, eliminating inspection, and 
improving quality of products. An effective condition monitoring system depends 
mainly on the ability of the system to identify any faults and react, in real time, with 
a suitable action.  
Manufacturing systems have become automated and more complex but generally 
become more reliable because of the new and improved design and the 
implementation of improved condition monitoring and maintenance strategies [31, 
41]. Condition monitoring involves the process, the machine characteristic and the 
health of the machine. In terms of machine health, this could be divided into [42]:  
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• General maintenance: Technical and any associated actions intended to 
keep the machine perform its required function. 
• Unplanned maintenance: Maintenance carried out to no programmed plan 
or when a fault occurs. 
• Preventive maintenance: Maintenance carried out at programmed intervals 
or corresponding to predescribed criteria and intended to reduce the 
probability of failure. 
• Condition based maintenance (CBM): Preventative maintenance based on 
the condition of the machine using condition monitoring techniques. Under 
this approach, maintenance is only conducted as and when it is needed. 
• Condition monitoring: Continuous or periodic measurements and 
interpretation of data captured using a condition monitoring system to 
indicate the condition of an item to determine the requirements for 
maintenance. Condition monitoring includes the monitoring of machine tools 
and machining processes to ensure the quality of the products and the health 
of the machine during production. This is different from maintenance since 
that objective is to define the state of the product based on the 
health/characteristic of the machine tool and the process. It also can be used 
for condition monitoring and diagnostic systems in machining processes to 
detect machine and process failure. Machine and process condition 
monitoring and diagnostic can be defined as “providing a manufacturing 
system with the reasoning capability and knowledge to adaptively control its 
actions and thereby optimise its operations in response to given criteria, 
environmental and system stimuli” [43]. 
 
4.3 Machine and Process Monitoring 
Machine tools are extremely complex systems which include electronics, electrical, 
hydraulic and pneumatic drive systems, mechanical systems, control systems, 
measurement systems, gears, bearings, ball screws, lubrication systems and coolant 
systems. Therefore, there is a great complication in dealing with the large number of 
parameters that determine the process characteristics without the use of a condition 
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monitoring system [44]. To fully understand and attempt to control the behaviour of 
a machine tool and the machining process, effective condition monitoring systems 
should be developed which guarantee the reliability of the system operations and 
quality of products. These signals can provide useful inputs to a machine and process 
condition monitoring and diagnostic system. The evaluation process of the signals 
may be used to determine the health of the machining process and the machine tool 
in addition to the kind of feed-back that can be used for on-line control. 
In order to extract useful information from machine condition monitoring data, 
several stages are normally needed. The original machining signals, such as force, 
vibration, AE, temperature, sound, etc., contain noise and extra unusable information 
for monitoring purposes. It is extremely difficult technically and mathematically to 
derive any information from such signals. A pattern recognition strategy, which 
includes signal processing and data analysis, is therefore needed to simplify and 
analyse machining data for pattern recognition and classification of the signals. The 
ultimate goal of data analysis is to search for the needed structure in the data for 
patterns that can relate to a physical event [45]. Generally, data analysis can be 
considered as a task in which starting from some given data set, information about a 
specific unit can be extracted [46]. In machining, signals are described by some 
sensory characteristic features or attributes. Such features are essential to classifying 
or recognising the physical phenomena. This leads to complexity simplification in 
the considered application which permits enhanced decisions based on the extracted 
information. 
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Figure 4.1: Stages of a condition monitoring system for turning. 
 
A condition monitoring system consists of sensors, signal processing stages, and 
decision-making systems to interpret the sensory information and to decide on the 
essential corrective action as shown in Figure 4.1.  The capability of a condition 
monitoring system relies on two basic elements: firstly, the number and type of 
sensors used and secondly, the associated signal processing and simplification 
methods utilised to extract the important information from signals. The first element 
involves expensive hardware which influences the cost of the system. The second 
element affects the efficiency and the speed of the system. The main issue addressed 
in condition monitoring is the efficient design of a condition monitoring system, 
minimising cost, development time and the number of sensors used [47]. This 
includes the selection of sensors and associated signal processing methods which 
provide the minimum error for the pattern recognition system. 
 
4.4 Monitoring Methods 
On-line and off-line are two methods that can be implemented for the condition 
monitoring of the machine tools and machining processes.  
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4.4.1 Direct Method 
Off-line monitoring is performed when the machine is not running or machining. It 
could also be performed by measuring the work-piece dimensions. [28]. Off-line 
monitoring also includes calibration routines that can be done on the machine tool 
[28]. The main use of off-line monitoring is not for condition monitoring of the 
machine, but to correct the error in dimension by adjustment on the machine. It also 
could be used to condition monitoring the process. It is the normal quality 
monitoring method used in all processes at some stage. The advantages of the off-
line monitoring methods which include simplicity of use, direct measurement in most 
cases and measurement principles, are well recognised. However, there is one major 
disadvantage: the process is considered unproductive and could waste considerable 
time and resources. In addition, errors are recognised long after the product has been 
completed. The direct method is also unable to determine the cause of some specific 
failures. Direct methods measure the real values of certain characteristic such as wear 
parameters (the size of wear area) [12]. The measurement technology of direct 
methods is expensive and these methods are liable to faults due to environmental 
conditions in a machine tool (chips, coolant, etc.) [12]. The direct technique can be 
implemented using procedures such as optical sensors, touch trigger probes and 
proximity sensors to measure the cutting edge [48].    
4.4.2 Indirect Method 
The on-line method monitors the parameters while the machine is in actual 
production. On-line simply means that the monitoring process does not occur at a 
particular time and there is no need to stop the production to perform on-line 
monitoring. The monitoring process in this case occurs independently from the 
production schedule. The advantage of this is saving time and improves productivity. 
Moreover, on-line monitoring has the benefit of more real-time diagnosis of machine 
faults and provides competitive advantage for automation [49]. Indirect methods 
measure some process parameters which are associated with process faults. For 
example, for tool wear some signals (such as cutting forces, AE, vibration, etc.) can 
be used for monitoring [12, 48]. Indirect methods utilise parameters which are easier 
to measure, but the computer computational efforts could be extremely demanding 
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[12, 48, 50]. The indirect techniques are based on the acquisition of signal features 
from which process/machine condition can be determined when compared to healthy 
known signal features.  
 
4.5 Structure of Condition Monitoring Systems 
As described in Figure 4.1, condition monitoring systems includes three main 
components: sensors, signal processing methods, and pattern recognition and 
identification systems. This section will discuss in some detail modern development 
and difficulties associated with each component. 
4.5.1 Signals and Sensors 
When a machine tool is operating, several types of signals are produced from the 
machine tool and the machining process. Figure 4.2 shows some of the signals 
produced during machining process. These signals can provide significant inputs to 
the condition monitoring system. The evaluation process of the signal could be used 
to establish the condition of the machining process. 
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Figure 4.2: Signals emitted from the machining process. 
 45
To carry out a condition monitoring system effectively and rapidly, the machine must 
be fixed with sensors that convert the status of the manufacturing process into 
measurements. The success of a condition monitoring system depends on the type, 
suitability and reliability of information captures by the sensors [51]. According to 
the “Sensor Markets 2008” report, the sensor market, under very conservative 
assumptions, is expected to reach $50–51 billion by 2008. Figure 4.3 shows an 
overview of the sensor market development for the major application sector. 
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Figure 4.3 Sensor market developments for the major application sector. 
 
In the sensors manufacturing sector the leading sectors are motor vehicles with 
around 20% of the global demand for sensors in 1998. A 30% price reduction for 
sensors in the motor vehicle industry is expected over the next 10 years. The sensors 
market for the manufacturing industries is about 18.5 % of the total market. For 
example, the process industries market is expected to grow from US $ 6 billion in 
1998 to US $ 9.1 billion in 2008.  Different types of sensors have been commercially 
available, see for example [51, 52]. The sensors should be sufficiently durable to 
survive the hostile environment and they should be simple to operate and robust and 
comply with the expected requirements in manufacturing operations. They should 
also be close to the machining point, supporting the static and dynamic solidity on 
the machine tool, maintain the working space and cutting parameters, wear and 
maintenance free, be easily replaceable and cost-effective, resistant to dirt, chips and 
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mechanical, electromagnetic and thermal influences, functionally independent of tool 
and work-piece and reliable in signal transmission [23, 51]. New and diverse 
technologies have been reached over the last two decades in the area of sensor 
technology [42]. Reliable sensors are required to identify the behaviours of the 
machine tool and the process. Various sensors have been developed and 
implemented for the monitoring of tool failure, part dimensions, surface roughness, 
surface burn, chatter, etc. The selected sensor depends on the particular fault to be 
monitored as well as on the type of machine. Therefore, a large variety of sensors 
and signals have been investigated in literature [53]. The type and the nature of the 
signal being monitored will determine the most appropriate sensor to capture that 
particular signal.  
The selection of sensor and signal processing in the field of condition monitoring 
systems is essential for setting up a reliable system [54]. This is due to the fact that 
manufacturing processes are difficult to model mathematically and sensors are used 
to provide the data that are needed to describe the process. It is possible by using this 
data to describe the process through different approaches where these include 
empirical modelling expert systems, neural networks and fuzzy logic [23]. Many 
types of sensors have been implemented in condition monitoring research. The types 
of sensory signals such as force, temperature, vibration, sound, acoustic emission, 
motor current, coolant pump pressure, motor voltage and speed, have been verified to 
be effective for condition monitoring applications [55]. Also other off-line 
monitoring techniques using tool probing have been found useful [2, 56]. Many 
sensors have been developed to meet their demand. For a given process and fault, a 
minimum number of sensors that are most sensitive to the measured parameters need 
to be selected. However, the problem of selecting suitable sensors for a specific 
process remains under investigation or untested in some areas. Solving this problem 
requires a thorough understanding of the monitoring process, types of failure and the 
sensory system [47]. The ASPS  method [57-63] has been modified and implemented 
in this thesis to ease the turning processes by providing an automated method for 
selecting the most appropriate sensor and signal processing method for monitoring 
tool wear. The ASPS approach helps to design a condition monitoring system for a 
machining process using an automated simple procedure to detect the sensory 
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characteristic features which are most sensitive to process faults but less sensitive to 
other machining variables and parameters. The sensory characteristic features 
provide essential information for the detection or classification of machining faults. 
The ASPS approach uses the “black box” concept where the monitoring system is 
designed based on the inputs and outputs of the process rather than its mechanics and 
the faults mechanism. More details will be mentioned in Chapter 6 section 6.4.  
4.5.2 Signal Processing  
The sensory data acquired usually includes high level of noise and some random 
characteristic. Therefore, signal analysis is required to simplify and abstract the 
meaningful characteristics for the decision-making process. Pre-processing methods 
such as filtering and amplifying are sometimes used to reduce noise and improve 
signal-to-noise ratios. Once complete, the next step is to gain an understanding of 
what type of data is being measured. Monitoring systems rely on data analysis. 
Industrial problems of machine condition monitoring demand sufficient 
interpretation of data which occurs in particular applications such as: process 
monitoring and diagnostics; quality control; and tool condition prediction. An 
effective tool wear monitoring system, for example, should have a good signal 
processing algorithm able to identify the signals of tool wear from those due to 
changes in cutting conditions, such as a change in depth of cut. Filtering signals is 
important to be performed, when needed, to solve the noisy input problems and 
aliasing. Generally, signal processing methods include frequency domain, time 
domain and the other statistical methods. Frequency domain analysis produces 
frequency spectrum analysis such as FFT which has been a commonly applied signal 
processing technique in engineering applications [64]. Discrete wavelet 
transformation (DWT)  is a signal processing technique in the time–frequency 
domain which gives signal decomposition with reasonable resolutions in both the 
time and the frequency domains and a better reconstruction of the original signal in 
terms of the decomposition results [57]. Time domain methods include RMS, peak 
level value [57], kurtosis analysis [57], crest factor analysis [60, 61], moving average 
techniques [64], time domain average (TDA) [62, 63] and shock pulse counting [65]. 
Singular spectrum analysis (SSA) is a new non-parametric technique of time series 
analysis based on principles of multivariate statistics [47]. The role of signal 
 48
processing could be described as a tool which tries to pick up the meaningful 
knowledge out of the mass of information [57, 59]. Investigations have shown the 
signals of particular conditions normally have particular spectral distributions [61]. A 
relatively modern approach to conventional signal processing techniques is the 
application of wavelet transformation. [66]. Statistical methods are also used to 
discover relations within a data set describing a special kind of application. In this 
area, correlation analysis and regression analysis could be applied [67].   
The type of the signal processing technique is important for a successful condition 
monitoring system. Some researchers believe that if the calculated signal includes the 
needed information about the process, then it could be possible with an intelligent 
diagnostic tool to produce successful prognostic and diagnostic results. Processing of 
the signal data from the sensors is very significant for precise estimation of the 
condition of the cutting tool. Several algorithms are applied for condition monitoring 
systems. Lately, more than one algorithm has been used for improving the efficiency 
of the system [68]. New signal processing methods appear frequently in literature 
that could also be used to improve the signal processing methods. 
4.5.3 Artificial Intelligence and Pattern Recognition  
The majority of manufacturing processes are basically noisy and non-deterministic 
[69, 70]. Because of this complex nature, it is difficult to build a perfect 
mathematical model from captured and processed signals. With the increases in 
computer technology, the last decade has monitored the development of several 
artificial intelligence methods to the area of condition monitoring systems [71]. 
Artificial Intelligence (AI) is a broad term used to explain computerised approaches 
that use knowledge, reasoning, self learning and decision-making to make machines 
operate or ‘think’ as human beings. Generally, artificial intelligence may be 
separated into two groups: symbolic intelligence contain expert systems, knowledge 
based systems, case-based reasoning, etc; and the second is computational 
intelligence which contains artificial neural networks (ANN) [72, 73]. The problem 
of the machine can be identifying from the signals gained from the sensors by the 
pattern recognition to identify the condition of the manufacturing process. Many 
artificial intelligence techniques which have been developed for manufacturing 
systems have been found reasonably successful [74]. In addition, all pattern 
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recognition techniques described in the literature have disadvantages, not all are 
absolute. Measurements have to be made on the healthy system to store the healthy 
response [66] and in most cases the information contained in the data is not utilised 
adequately or the data base is uncertain [75]. In the pattern recognition technique the 
response of some parameters is recorded and it is repeated over time as the failure 
generates and the record will be changed over that time. If the parameter which has 
been chosen is good then the record will change in a different shape if a different 
fault is generated, though, the response demonstrates different patterns depending on 
the fault. If the pattern is recognised then the fault can be diagnosed [75-77]. In this 
work, two unsupervised approaches have been selected. The approaches are Novelty 
Detection (ND) and Learning Vector Quantisation (LVQ). 
Novelty detection [77] requires no comparison between healthy and unhealthy 
signals. Only normal conditions are needed to characterise the normal process.  Any 
deviation from normal conditions will be identified as novel. Novelty detection [77] 
is a classification technique that recognises a presented data as novel (i.e. new) or 
non-novel (i.e. normal). The training data for the novelty detection algorithm consists 
of only the normal class which is often much easier to obtain than data for multiple 
classes. Since a degree of overlap is normally expected between different classes, 
classification problems have a probabilistic nature [78]. Novelty detection involves 
estimating the probability-density–function (PDF) of a normal class from the training 
data and then estimating the probability that a new set of data belongs to the same 
class. The accuracy of novelty detection classification is dependent on the accuracy 
of the modelled density functions [79]. Three main methods are normally used to 
model the PDF: parametric methods [80], non-parametric methods [77] and semi-
parametric methods [81]. The parametric methods assume sufficient statistical 
information about the training data set which is not normally available. In non-
parametric methods no assumptions are made regarding the underlying density 
functions and they depend on the training data to find the probability-density-
function for a new input. Reference [82] classifies such methods as being Kernel 
based techniques and K-Nearest Neighbour techniques. The K-Nearest Neighbour 
method depends on the probability that K number of data points of a vector fall 
within a specific volume. The Kernel-based technique calculates the volume by 
 50
defining width parameters for a number of known probability distribution functions 
(Kernels) to provide a general model for the training set. However, non-parametric 
methods require long computations for every input vector. Semi-Parametric density 
estimation is used in this research for novelty detection because it combines the 
advantage of both parametric and non-parametric techniques and does not require 
extensive computational effort. Semi parametric methods use fewer numbers of 
Kernels. A Gaussian Mixture Model (GMM) is used in this research to estimate the 
PDF. Unlike non-parametric methods the training data are used only during the 
process of construction of the density model and are not needed for calculation of the 
PDF for new vectors. Different novelty detection algorithms and applications have 
been reported. Reference [83] generalised radial basis function neural networks. 
These are used to form a Bayesian classifier that is capable of detecting novel data. 
The advantage of novelty detection comes from the ability to distinguish between 
training data and new data that have not been seen before. Reference [84] uses the 
novelty detection approach to diagnose failure in structure. In reference [85], novelty 
detection is used for the detection of special causes in multivariate statistical process 
control. 
Learning Vector Quantisation neural network (LVQ), which implements competitive 
neural network, is an unsupervised neural network which uses Associative Learning 
Rules which allow the network to learn the association between the inputs and the 
outputs in reply to the data presented to them. A competitive neural network belongs 
to Self-Organising neural networks where such networks can learn to detect 
regularities and correlation in their inputs and adapt their future responses according 
to that input. A competitive neural network basically learns to recognise similar input 
vectors and to classify them together in one group. The basic structure of this 
network is that the input vector to the competitive layer is obtained by calculating the 
negative distance between an input vector p and the weight vector w and adding the 
bias b. For any layer, the neurons are in competition, all the output of the neuron will 
be zero, except the winner neuron, which its output will be one. When the weight w 
of a neuron is the closest to the input vector p, it will have least negative input, and 
then it will win the competition and its output will equal to 1. The user has to select 
the length of the input vector and the number of layers and then the network will 
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group the inputs according to the needed groups. The advantage of using LVQ is that 
it learns to classify input vectors into target classes chosen by the user. Though, the 
learning rules are done according to the competitive layers depending on the distance 
between the input vectors and the weight and not according to the error between the 
output and the target unlike to back propagation neural networks [86]. Therefore, 
there is no mechanism in the network to dictate whether or not any two input vectors 
belong to the same category. LVQ has an input layer, a competitive layer, and a 
linear output layer. The competitive layer learns to classify the input vectors to 
subclasses while the output linear layer transforms the competitive subclasses into 
the desired target classes. The results of a literature review shows that novelty 
detection and LVQ have the potential to be applied successfully in many 
applications. More details about novelty detection and LVQ will be described in 
Chapter 7 section 7.4. 
 
4.6 Sensor Fusion 
Monitoring methods based on a single sensor may not be accurate for the 
identification of the nature and the location of tool wear because tool wear is a very 
complex process and dependent on diverse machining factors such as cutting velocity 
and feed rate which affect the reliability of detecting tool wear and failure. For 
example, cutting forces are a function of cutting velocities and in the case of 
significant change of the cutting velocity, thrust and torque signals change 
remarkably. This may not result in meaningful information on the tool condition 
monitoring [87]. Hence, there must be another type of sensor, e.g. vibration or 
acoustic emission (AE) sensors, which can complete the force sensors. Besides, some 
sensors are sensitive to particular types of fault. Thus, the information from a single 
sensor may simply not be good enough to make a reliable decision on tool condition 
monitoring. 
In order to increase the predication reliability sensor fusion is used. Multiple sensors 
are combined to measure the same phenomena. This is called sensor fusion. The 
integration of various sensors and therefore the analysis of rich data from several 
different sources may improve the success of the condition monitoring system. Other 
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typical applications of sensor fusion are robotic systems, automatic target 
recognition, autonomous vehicle navigation, etc. 
Because of the rising complexity of recent machines and the increasing demand for 
reliability, availability, cost effective and safety, condition monitoring has become an 
ordinary strategy in industry. Successful condition monitoring is becoming  
extremely dependent on the ability to interpret multi-sensor data based on advanced 
signal processing methods [88]. Sensor fusion has already been widely used in 
various applications in which multiple sources of information are presented. It is well 
known from recent research that employing multiple sensors using sensor fusion 
methods provides improved and robust estimates.  
If the quantitative relationships between simple sensor measurements and physical or 
chemical characteristics of a sample are known, or can be empirically calibrated, 
these relationships can be used to determine the characteristics of a new sample from 
sensor measurements on that sample. Simple sensors are easily calibrated using 
standards, and occasionally, calibrations made by the sensor manufacturer can be 
used. When two or more sensors are used jointly, the calibration is called 
multivariate calibration. Two or more characteristics can be determined at the same 
time if at least the same number of sensors is used. However, there are advantages in 
using more sensors than the minimum number. Not only will the precision in the 
determination of a characteristic be increased, but also error control is possible, for 
example, to detect a malfunctioning sensor or a process failure [89]. 
Sensor fusion is capable of producing an improved model for system estimation by 
using a set of independent data sources [90]. It manages to make full use of 
information and can effectively increase the fault signal to noise ratio, and improve 
the information quality and strength and thus help improve diagnosis accuracy [91]. 
 
4.7 Conclusion 
Condition monitoring systems are widely used in research and industry for condition-
based maintenance activities as well as process and machine monitoring for fault 
diagnostic and to maintain an acceptable product’s quality. Condition monitoring 
systems include three main stages: sensors, signal processing methods, and decision-
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making. The success of the condition monitoring system depends on the integrated 
results produced by the complete system. This chapter has presented an overall 
concept of the condition monitoring technologies that have been implemented in 
research and industry in recent years. 
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Chapter 5 
Review of Implemented Condition Monitoring 
Systems in Turning Processes 
5.1 Introduction 
A broad range of monitoring methods have been proposed and developed in the last 
decades. Only a limited number of methods, however, have been implemented in a 
real industrial environment. This chapter presents a review of condition monitoring 
methods that have been developed or implemented in industry and research. The 
review seeks to display the problems in current monitoring methods and to obtain an 
idea about the current research in condition monitoring systems in turning processes. 
A wide variety of direct and indirect methods of condition monitoring systems are 
described. Some successful and descriptive references found in the field of condition 
monitoring systems have been analysed and introduced. In addition, this chapter 
briefly reviews the potential sensors for monitoring process output variables 
useful for tool wear monitoring in turning processes and discusses the criteria 
for sensor selection based on their applicability, robustness, and reliability in a 
real industrial environment. This chapter concludes with a summary of the current 
problems in condition monitoring systems. 
 
5.2 Monitoring Methods 
As mentioned earlier, tool condition monitoring methods can be classified into direct 
and indirect methods, depending on the source of signals collected by sensors. Direct 
methods sense tool conditions by direct measurement of the tool. Direct methods 
include contact switched, optical, radioactive and electrical resistance. Alternatively, 
indirect methods sense the tool condition by measuring the secondary effects of the 
cutting process, such as vibration, sound, acoustic emission (AE), cutting force, 
spindle and feed motor current. Direct methods are beneficial because they take close 
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reading directly from the tool itself. By contrast, indirect methods must rely on 
conditions other than the tool itself to judge tool condition. However, direct methods 
are limited because the machining process must be interrupted to make the direct 
measurement[92]. As a result, machine down time increases, as does cost for tool 
condition monitoring. Researchers therefore have preferred indirect methods to 
examine on-line tool condition monitoring systems. Since indirect methods do not 
require access to the tool itself to measure tool condition, signals that indicate tool 
condition can be gathered in real time, while the machine is running [11]. In the 
following sections some of the more successful direct and indirect methods of tool 
wear monitoring will be introduced and their merits and shortcomings will be 
discussed. Because of the large amount of literature in this area, the following section 
aims to provide the reader with a general outline of the state-of-the-art. 
 
5.3 Direct Methods 
5.3.1 Optical measurement 
Since the tool wear land has a higher reflectivity than its surface, optical and electro-
optical methods can be used to measure tool wear directly by using contrast. Using 
the increased computing power and reliability of electronic devices, optical systems 
have been designed to analyse the image of the illuminated wear zone. A system 
which employs CCD cameras coupled to an expert system has been proposed for tool 
life management in flexible manufacturing cells [93, 94]. This method has the 
advantage of being persistent and interference with machining hardware is kept to a 
minimum. One problem with this approach is that optical sensing can only be used 
between cutting cycles when the tool is removed from the workpiece (i.e. off line 
process). In addition, distinguishing the worn area is made difficult when a built-up 
edge or metal deposit is present. This kind of method is inflexible and cannot be 
applied to on-line monitoring. 
5.3.2 Workpiece Dimensions 
As the cutting tool wears, particularly on the edge in contact with final machined 
surface, the workpiece size changes. For example, the depth of cut will be decreased 
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with tool nose and flank wear in turning. Therefore, by measuring the workpiece 
size, tool wear can be estimated directly. Reference [94] planned a method for tool 
wear monitoring based on measurement of workpiece difference. Two 
electromagnetic probes are employed on opposite sides of the workpiece so that the 
electromagnetic waves flow from the probe to the metal thus allowing precise 
measurements of the workpiece diameter. The sensor outputs a voltage directly 
related to the gap between the sensor and the workpiece. Since the machine has to be 
stopped in order to measure the workpiece size, systems of this type cannot be 
implemented on line. These systems are not able to diagnose different tool failure 
modes. For example, it is not possible to distinguish between flank or nose wear. 
Moreover, errors can be introduced by thermal expansion or lead screw inaccuracies. 
5.3.3 Electrical Resistance Measurement 
It has been observed that the electrical resistance of the tool/workpiece interface 
decreases with progression of wear due to increases in the contact area. Measurement 
of this change in electrical resistance has, therefore, been used as a tool wear 
monitoring method. Simply measuring the electrical resistance has proved ineffective 
because of the resistance change due to the variations in temperature and cutting 
forces during the machining process. A more accurate method has been found to be 
one in which a thin film conductor is bonded to the tool flank. As the tool flank wear 
progresses, part of the conductor is also worn, increasing the resistance. This increase 
is then correlated to flank wear. The problems with this method include the need for 
special tooling, the high level of noise due to high temperatures and plastic 
deformation and the possible separation of the conductor from the flank surface due 
to high pressure and temperature. In addition, this method cannot be used to measure 
other modes of wear [96]. 
5.3.4 Tool-workpiece Distance Measurement 
As the turning tool wears, the distance between the tool holder and the workpiece 
decreases as the tool wears. To use this observation for tool wear monitoring, the 
distance between tool holder and workpiece can be measured by a variety of sensors 
such as electronic micrometers, reflected ultrasonic waves and pneumatic gauges. 
The distance can be measured by proximity sensors such as feeler micrometers and 
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touch trigger probes and sensed by using an electronic micrometer fixed on the tool 
post or a stylus attached to the tool post [97]. However, these methods are not 
suitable for use in condition monitoring systems because the measurement of this 
distance is influenced by the thermal expansion of the tool, surface quality, vibration 
of the workpiece, cutting fluid and the deflection of the tool due to the cutting force, 
etc.  
5.3.5 Radioactivity 
It is well known that, in turning processes, most of the wear particles of cutting tools 
are carried away adhering to the surface of the chip. Therefore, a practical way for 
measuring wear could be to track these lost particles. Radioactive sensors have been 
used to measure the volumetric overall loss of the tool material. In most cases, the 
tools are made radioactive by irradiation in atomic reactors [98]. Tool wear is then 
monitored by measuring the radioactivity transferred to the chip. Since the total 
amount of wear at the normal wear rate is very small, the chips have to be collected 
and their radioactivity measured. This means that radioactive methods cannot be 
used as an on-line wear monitoring system. Environmental and health considerations 
also limit use of radioactive material on the shop floor. 
 
5.4 Indirect Methods 
5.4.1 Force Sensor 
One of the more common indirect tool wear monitoring methods is the use of cutting 
force measurements. Typical cutting force components are shown in Figure 5.1. It 
has been reported that cutting force signals are more sensitive to tool wear than 
vibration or power measurement [99]. The reliability of force measurements is 
another factor for their popularity in tool wear monitoring applications. The 
relationship between cutting force components and tool wear has been investigated 
by many researchers. Reference [100] found that the tangential force decreased as the 
insert broke while the feed force might decreases or increases depending on the 
cutting edge. Reference [101] recognised the relationship between the wear and the 
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tangential force. The amplitude of the dynamic force increased with tool wear and 
decreased before tool failure.  
 
rpm
T ool
Lathe M achine W orkp iece
Fx
F y
F z
x
 
Figure 5.1: Cutting forces in turning operations. 
 
Reference [102] proposed and implemented a model for tool wear prediction using 
cutting force signals. Turning tests are performed on a lathe and the required data 
collected and resulting wear measured. A number of tests are initially performed 
under a variety of cutting conditions. From these tests, the force components least 
sensitive to process parameter change but most sensitive to tool wear are identified. 
The results showed close correlation between actual data and estimated values. With 
varying cutting speed and depth of cut, an error estimate of 6-9.5% is reported for 
constant feed-rate, chip breaker and workpiece data. Therefore, this error is high for 
tool wear prediction. 
Reference [103-105] proposed a combined method of cutting tool flank and crater 
wear estimation. In the implementation stage of their method, data from experiments 
performed on a vertical lathe were used. The experiments involved recording the pre-
processed (low pass filtering) components of the cutting forces from two sets of tests 
conducted. For the first set, used coated carbide inserts and carried out the tests at 
low cutting speeds. The second set of tests used ceramic inserts and was carried out 
at higher speeds. The same workpiece material, feed-rate and depth of cut were 
utilised in both test sets. Force-wear relationships partly based on the same principle 
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as reported in [3, 103] were employed to select the input coefficients for training the 
network. Results showed relatively good flank wear estimation but poor crater wear 
estimation. Overall, the proposed method demonstrated an ability to estimate tool 
wear closely, over a wide range of cutting conditions but lacked vital accuracy. The 
inaccuracies could be attributed to poor input coefficient estimation; researchers 
related the cutting forces to tool wear with linear equations. It is therefore misleading 
to contemplate combining the two data types and expect unanimity. 
References [3, 101, 102, 106] performed cutting tests from which researchers 
recorded the dynamic cutting force signature. A dimensional space features selection 
process and three different implementations were carried out. In [102] researchers 
used a wavelet technique to extract such features from the convoluted force signal. 
Results obtained showed inaccuracies due to changed chip shape as a result of tool 
state change. The main reason for this, the researcher claimed, is the fact that in any 
cutting process more than two classes of cutting states actually exist, and a network 
with just one output can only recognise two of them. Thus, the final classification 
results would not be entirely correct.  
References [107] also used the cutting forces signal. The net output gave an 
indication of the product surface finish established earlier as representative of the 
tool state. Effectively, reference [107, 108] used this experiment to relate tool wear, 
surface finish and cutting forces, and reported a high but un-quantified achievement 
rate. Reference [3] approach and methodology was similar to that of [109], but 
differed in terms of sensor signal inputs, data processing. Reference [3] argued that 
there is no need to use dimensionally selected features. Instead, the amplified 
components of the cutting force signal are used as samples, together with the three 
cutting parameters [110].  
Reference [111] utilised the cutting forces as sensor signal inputs with an additional 
component, depiction of the occurrence of tool breakage to monitor the cutting 
process. The reference incorporated the cutting condition parameters (cutting speed, 
radial and axial depth of cut) with the chosen sensor signals and workpiece material. 
Reference [112] utilised the integration of cutting forces and AE signals in their 
studies of the influence of flank wear on the individual signals. Machining test cuts 
were performed from which the cutting forces and the AE signals were recorded. 
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Researchers concluded that by combining different source signals for tool wear and 
classifying their success rate significantly improved the performance of the system. 
Reference [112] carried out single-point cutting test experiments and measured and 
recorded the tool tip temperature, the true root mean squared value (RMS) of the AE 
signal, and the three components of the cutting forces. The reference reportedly 
achieved very precise wear evaluation but no quantification of the results was 
provided.  
Reference [107, 108, 112] used the vibration and cutting forces from both turning 
and milling tests to perform tool state classification, continuous estimation of tool 
wear and the inverse modelling of the cutting process. Reference [113] experiments 
involved carrying out milling and turning test cuts utilising both fresh and worn 
inserts, recording the cutting forces, and vibration components from each cut. Using 
the measured signals, statistical and spectral features were computed, followed by 
performance of a sequential forward search or feature selection process using the 
same selection criteria as [114] used the force data to perform classification tests.  
5.4.2 Sound Sensor 
The concept of sensing tool wear from the sound signal during a cutting process goes 
back more than thirty years. Sound from a machining operation contains a variety of 
information on cutting. There have been several studies using sound signals in this 
situation [6], and their results confirm the correlation between tool wear and the 
sound emitted during the turning process.  
It has been reported that tool wear is correlated with an increase in the amplitude of 
the high frequency bands of the sound signal [115]. In this research work, a sound 
signal was used to extract valuable information correlated with tool wear.  
The main problem of using this signal in the development of a tool condition 
monitoring system is the ambient noise, as has been identified and studied in several 
research studies [116]. These studies concluded that in the region between 0 and 
2 kHz the influence of the surroundings and of the noise from adjacent machines, 
motors, conveyors, etc. or processes may contaminate the signals. However, they 
concluded that this effect can be moderated by using noise cancellation methods in 
the signal processing algorithm. In this way, several researchers focused their studies 
on certain frequency bands in the region 2–20 KHz. Tool failure can be detected also 
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by using the noise spectra resulting from the rubbing action of the tool and the 
workpiece. Reference [117] discovered that noise in the 2.75 – 3.5 kHz frequency 
range is significantly increased from 9 to 24 dB as the sharp tool becomes worn. 
Reference [118] developed a pattern recognition analysis of sound radiation as basis 
for tool condition monitoring. They recorded the sound pressure signals radiation 
using a sharp tool, a worn tool and a broken tool. They used the spectral component 
in the 0 – 10 kHz range as a feature with the fresh and worn tool resulting in a 100% 
classification with just two features and an average of (0-5 kHz) and a high of (5-15 
kHz) range. Reference [115] used a microphone sensor to detect the nearest 
approaching point of the workpiece. The investigations showed that ultrasonic and 
AE sensors are good enough for detecting the nearest approaching point. Reference 
[91] presented research work based on texture analysis of machined surfaces and 
signal processing of sound generated by the machining process. They investigated 
the correlation between tool wear and the quantity of the machined surfaces and 
sound patterns. The results indicate that tool condition monitoring in this 
investigation between sharp, semi-worn and worn tool can be successfully 
accomplished by combining sensory data from a camera and microphone.  
5.4.3 Power/Motor Current Sensor 
Reference [119] studied the relationship between the power or the current of the 
main drive motor of the spindle and tool breakage and tool wear. He found that the 
motor current dropped and then improved to a level before the drop as the tool broke. 
At the steady spindle speed of the cutting state, the percentage increase of the motor 
current from the start to the end of the tool life was almost constant when similar 
material was machined. The spindle motor power from a vertical milling machine is 
measured by [24] as well as the power spectral density. It was proven that the 
variation of the spectral energy of the motor power was linearly linked to the tool 
wear rate and that these were affected by the tool geometry and the cutting 
conditions. 
Reference [24] carried out cutting tests in order to examine tool breakage detection 
and compared success rates achieved by these methods on a lathe machine. The 
sensor signal inputs used included the fusion of vibration ultrasonic energy, and 
current inputs to the carriage drive motors. Additional to these signals, the feed-rate 
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and the spindle speed were used as further inputs. Data having the breakage 
signatures were recorded as cutting progressed until a breakage happened. The 
recorded signals were then analysed by application of selective time windowing and 
block averaging, to reduce the data size. Using four methods of measurements from 
each test the relative success of each method was evaluated. Reference [24] used AE 
and motor power sensors to detect the tool breakage in the turning machine. To 
process different AE signals emitted from cutting process, reference [65] used time–
frequency analysis and observed four types of power signal variation in the 
experiments when tool breakage occurred. Reference [120-122] suggested that the 
change of power signals in the time domain is stochastic and proposed a delayed 
variance to extract features from the power signals. 
5.4.4 Acoustic Emission Sensor 
Acoustic emission (AE) can be defined as the transient elastic energy released in 
materials undergoing deformation, fracture or both. In metal cutting processes, AE is 
attributed to many sources, such as elastic and plastic deformations of both the 
workpiece and the cutting tool, friction, fracture of the workpiece, wear and failure 
of the tool. AE provides a means of sensing tool wear or tool fracture, since it is 
generated from the process that causes tool failure. The emission signal is usually 
detected by transducers, then amplified and transmitted to a processing device. 
Spectral analysis has been found to be the most informative analysis tool for 
monitoring tool failure in turning. In [123] burst type AE and continuous AE waves 
are the two kinds of acoustic emission waves that can in general be met during the 
machining processes. The burst type of AE is a sign of discrete actions with its main 
source being tool and chip breakage. The other is the continuous kind which results 
from the shear of the workpiece, the contact between the workpiece and the cutting 
tool, and tool and chips are the main area of focus of the continuous AE type. During 
the machining process considerably AE is thought to be produced compared to the 
larger amount accompanying tool fracture and breakage [124]. 
Consequently, AE has been found to for more dependent on the workpiece structure 
than on the cutting tool. The signals of AE reflect more the behaviour response from 
the machine tool set up than the cutting tool [93] since AE may be available on the 
whole machining area. The disadvantage of the application of AE as an indicator of 
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tool failure is that the signals are more sensitive to variation in the cutting conditions 
and the noise more than the tool itself. Therefore, the use of the AE sensor by itself 
to monitor the condition of the tool is difficult [125]. AE is suitable to be used as an 
additional sensing technique to increased reliability.  
Reference [126] utilised acoustic analysis to predict tool wear in the turning process. 
The parameters chosen were recorded at the same time and the resultant tool wear 
length measured. Analysis showed that the AE signals can determine clearly the 
cutting condition of a sharp, worn or damaged tool. Reference [127, 128] reviewed 
AE sensing methods in machining processes. Among other methods mentioned, it 
reported that tool wear detection in machining process could be done by applying 
AE. Reference [129] used AE and force signals combined with a pattern recognition 
analysis system to carry out progressive tool breakage detection and tool wear 
monitoring. References [108] applied the combination of AE and force sensors to 
gradient adaptive lattice analysis and pattern recognition. Reference [130], inspired 
by previous successful works by [131] and others, proposed and investigated an in-
process method of tool condition monitoring. The method principally involved 
monitoring the progressive increase of tool wear during a turning operation. Cuttings 
tests were conducted using a lathe machine from which 300 samples of raw 
AE_RMS, signals were recorded at three seconds intervals. From the recorded 
AE_RMS, four dimensional features were extracted: integral (energy), skew, kurtosis 
distribution and the auto-regressive coefficients. Reference [132, 133] extended 
[134] work by conducting turning experiments from which the cutting forces and AE 
signals were recorded under different cutting conditions. They continued to extract 
100 features from all the measured force and AE signals and these were used as 
inputs. References [89] proposed four methods for integrating several sensor signals 
from a machining process. Test cuts were performed from which the cutting forces, 
temperature, and acoustic emission were recorded for known tool conditions. 
Reference [132, 133]  proposed an approach based on sensing the AE signals from 
carbide inserts to develop a new method for the automatic detection of cutting tool 
wear and life in turning operations, making use of its characteristic features for worn 
and sharp states. The results confirmed that tool wear and life were correctly 
identified. However, no clear justifications of the findings were provided. Reference 
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[135] proposed, examined, and compared the performance of two approaches of 
multi-sensor information from a machining process. These approaches concerned the 
fusion of multiple sensor signals through ANN and compared the results with those 
gained from methods based on statistical analysis. This is an addition of the work 
reported in [136]. Test cuts were performed using a CNC lathe, and the cutting 
forces, tool-workpiece interface temperature, and AE signals were recorded for 
identified values of tool wear. The recorded signals were processed through a 
combination of techniques. Initially, four sets of tests were performed at a constant 
feed rate, depth of cut and cutting speed. Each set consisted of machining 
experiments with each experiment in turn consisting of a particular machining time 
period.  
Reference [137] investigated data from spindle power and acoustic emission sensors. 
Face milling and drilling processes were combined to successfully identify a state of 
tool wear, workpiece hardness, and a stock size dimensional variation. The results 
showed that the system is capable to correctly identify the correct state.  
5.4.5 Vibration Sensor 
Vibration is a method that has been widely used in tool failure detection. The 
vibration sensor can be installed easily on the tool holder. The vibration signals vary 
with tool failure in some ranges of frequency. Vibrations are created due to the 
rotation difference in the dynamic components of the cutting forces. Regularly 
vibration action starts as small chatter, practical for the roughness on the finished 
surface and chip thickness irregularity and development to what has come to be 
normally called vibration. Because of the periodic wave motion, it generally 
produces mechanical vibration. The vibration produced in the machining processes is 
a mix of different types such as forced, free, random and periodic [138]. Because of 
the dependent frequency of the vibration, it is difficult to achieve a direct 
measurement of the vibration because of its determining characteristic features. 
Therefore, a parameter like the acceleration is measured and obtained the vibration 
from the pattern. Reference [138] studied and discussed the detection and estimation 
of groove wear at the minor cutting edge of the total monitor vibration. An 
accelerometer attached to a lathe machine was used to perform the cutting test. 
Measurement of the wear was taken after each cut when it was interrupted. The 
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analysis showed the cutting and thrust vibration components. Reference [139] 
performed turning tests using a CNC lathe machine and measured the vibration 
signals on the tool holder. An extensive feature selection process utilising the 
sequential forward selection algorithm with respect to clustering properties was 
performed. It concluded that the main disadvantage in the investigation was the large 
amount of data and required extensive time for analysis. Reference [140] mostly 
concentrated on the problems related with varying the cutting conditions for tool 
condition recognition using vibration and force features fuse all the way through a 
neural network. The concern was in classifying whether or not the tool condition had 
been damaged or not. The main disadvantage in this study is its limited validity over 
a broader range of machining parameters. 
Reference [141] argued that tool wear levels alone were responsible for the level of 
chattering on a machine tool. To examine this, a test was carried out on a 
conventional lathe machine using carbide inserts, and existing records of the 
vibration and AE signals. Time displays of the recorded signals clearly showed the 
coupling between chatter and tool wear with the surface outline becoming rougher as 
the AE and acceleration signals increased.  
5.4.6 Temperature Sensor 
As a cutting tool wears, the temperature developed at the tool edge increases due to 
increased forces, contact area and friction. In most cases the final breakdown of the 
tool is due to this increased temperature. Therefore, the cutting temperature can be 
used to indicate the condition of the tool wear, and the rapid increase in temperature 
near the end of tool life could be used to predict the final breakdown.  
During the machining processes, heat is generated within the primary and secondary 
shear zones due to plastic deformation of the material. Along the tool chip interface, 
heat is generated. If the cutting edge is not perfectly sharp, an additional frictional 
heat is generated due to ploughing. Thermocouple is an application to monitor 
temperature at the tool chip interface that may be practical for an on-line monitoring 
system [142]. 
In the tool-workpiece thermocouple technique both the tool and workpiece are 
electrically isolated from the machine tool structure. This technique is used for tool 
failure detection, controlling the machining process, and tool wear monitoring. It has 
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been found that the reliability of the tool-workpiece thermocouple method is affected 
by the material properties at a junction and by the noisy thermocouple voltage signal 
which is sensitive to cutting conditions. On the other hand, in embedded or remote 
thermocouple technique, one or more thermocouples are located on the cutting tool 
remote from the cutting edge. Usually thermocouples are located at the seat of the 
tool inserts. This approach can be used for predicting tool wear from temperature 
measurements. Using this approach, it is difficult to measure temperature at the 
cutting edge because the thermocouples are embedded within the cutting tool a 
distance away from the cutting edge. Temperature measurement in this method tends 
to have errors primarily because the temperature gradients near the edge are steep, 
and the heat conduction characteristics in the cutting tool are alerted by presence of 
holes in which the thermocouples are embedded [143]. Moreover, there are two more 
drawbacks associated with the application of this type of sensor. First, the 
relationship between cutting temperature and wear must be known in advance with 
great reliability and under various cutting conditions. Secondly, due to the time lag 
during heat transfer, the response time is very poor. In summary, the reliability of the 
temperature signal is affected by material properties and noisy thermal voltage 
signals. The on-line application of temperature sensors is generally difficult due to 
the inaccessibility of the cutting zone. 
5.4.7 Infrared Sensor 
There has been significant progress into the development of infrared technologies for 
the measurement of temperature. An infrared sensor is a non-contact technology of 
measuring the temperature of an object based on its emitted infrared energy. The 
radiation emitted by the tool/work-piece includes the infrared radiation which can be 
detected by an infrared sensor. The amount of infrared emitted by the tool is partly a 
function of the temperature of the tool. The infrared energy emitted increases as 
temperature increases. Infrared radiation is electromagnetic waves of a length 
between 0.7µm and 1000µm. However, the available infrared cameras in the market 
normally work between 0.7µm and 20µm. [144]. The temperature information of the 
tool or work-piece is extracted by an infrared sensor and analysed using a variety of 
signal processing methods to extract the necessary information to identify the tool 
condition. The extracted information is the key information to recognise faults and 
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classify signals. Reference [145] used an infrared sensor to measure the shear plane 
temperature in a metal chip and the clearance face temperature of the cutting tool. 
Reference [146] used an infrared sensor to measure the temperature distribution in 
the tool during cutting. An improved design of this detection equipments and 
calibration was introduced by [147] which decreased the amount of setup time and 
improved the reliability of the method.  
Reference [148] used an infrared camera to relate wear of a cutting tool, to the 
cutting temperature. This was done by measuring the chip back temperatures as well 
as the tool chip interface temperature using cutting tools with different wear values. 
Reference [149] used the infrared camera successfully to study the temperature 
effects in chip formation. Reference [150] also used an infrared camera to determine 
the temperature distribution during turning process. 
Reference [21] described several cases studies which showed that the new low-cost 
technology could provide an inexpensive and autonomous methodology for 
monitoring machining processes. A novelty detection technique was used to compare 
normal and faulty conditions to provide an automated system for fault detection. 
Reference [151] devised a direct method of tool wear monitoring based on infrared 
images of the cutting tool utilising a sensor system for optical tool wear monitoring 
comprising a camera and infra-red flashlight. The set-up was such that an external 
trigger system synchronous with tool wear was selected.  
Clearly none of these measurements can be applicable in industrial condition 
monitoring of tool wear/faults. The suggested off-line methods are time consuming, 
inflexible, highly inaccurate and cannot be applied on-line. 
 
5.5 Single Sensor  
The use of a single sensor signal in the development of a tool condition monitoring 
system fails to recognise the complex and diverse nature of the cutting process [108]. 
Such models are often less robust, unreliable and generally not capable of total tool 
condition monitoring (ability to recognise incipient, partial, complete or catastrophic 
tool failure). The adoption of feature space dimensioning as a means of increasing 
input dimension whereby various wear sensitive features are identified and extracted 
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from a single signal, is debatable. This is because multi-feature extraction from a 
single signal does not constitute multi-sensing. Feature space dimensioning involves 
the representation of statistically independent probability distribution in just a single 
signal with minimal common information acquired compared to features extracted 
from more than one different source signal [27, 28, 126]. As a result, it is better to 
employ more than one singular sensor as they will hold more information, 
particularly when they are used as an input to decision-making. 
If the noise level in a sensor signal totally contains its tool wear sensitivity feature 
without the attendance of other sensor signals, its tool wear sensitivity is lost. If 
several sensors are positioned the loss of sensitivity information from one sensor 
could be off-set and substituted if dependable information can be obtained from the 
other sensors i.e. improved and enhanced performance of such a system could be 
expected. Monitoring methods based on a single sensor may not be accurate for the 
identification of the nature and the location of tool failure because tool failure is a 
very complex process and dependent upon diverse machining factors such as cutting 
speed, feed rate and depth of cut which affects the reliability of detecting tool failure. 
For example, cutting forces are a function of cutting velocities and in the case of 
significant change of the cutting velocity, thrust and torque signals change extremely. 
This may not result in meaningful information on the tool condition monitoring. 
Hence, there must be another type of sensor, for example, an acoustic emission 
sensor, which can complement the force [16]. Thus, the information from a single 
sensor may simply not be good enough to make a reliable decision on tool condition 
monitoring [152, 153]. 
 
5.6 Sensor Fusion  
Tool condition monitoring methods are categorised into direct and indirect methods, 
based on the type of sensor technology used. Direct methods collect information 
from the tool itself. A number of studies using optical sensors (e.g., CCD camera, 
optical fiber, laser, etc.) showed the accuracy of the information directly related with 
the amount of tool wear. However, these studies were limited because they could not 
be used on-line and were affected greatly by the presence of other materials, such as 
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coolant and debris. Therefore, direct methods have no benefit for use in this proposed 
tool condition monitoring system in a non-laboratory environment. In contrast, 
indirect methods sense secondary details of the machining process such as vibration, 
sound, cutting forces, acoustic emission, temperature, etc, to determine tool 
condition. Indirect methods are optimal for integration into on-line tool condition 
monitoring systems. However, indirect methods require additional processes to 
determine the relationship between the signal and the amount of tool wear. Indirect 
methods rely on sensors, for example, among which the dynamometer sensor has 
achieved the greatest correlation with tool condition. However, the dynamometer is 
limited because it may affect the tool capability when it is installed on the machine. 
In addition, it is limited because of its high cost and lack of overlap protection      
[13, 18, 154-157]. 
Acoustic emissions (AE) also have been used in tool condition monitoring 
researches. However, AE is limited as a sensing technology because noise 
contamination interferes with accurate data collection [158]. To overcome the 
limitations of sensor methods, many investigations have proposed the use of multi-
sensors to create a stronger correlation between indirect signals and actual tool 
condition [157, 159]. These investigations demonstrate that multi-sensor systems 
could give additional signals for better prediction results. However, the distribution 
of different weights to each signal brings more complexity to the tool condition 
monitoring system. Tables 5.1-5.5 summarise some of the sensor methods employed 
by other researches. 
 
          Table 5.1: Optical Sensor. 
Author(s) Sensor Year Ref. 
Cao et al. Optical Sensor 2006 [158] 
Bouzakis, et al. SEM 2001 [159] 
Lanzetta CCD 2001 [160] 
Zawada et al. CCD 2001 [161] 
Kassim et al. CCD 2000 [163]  
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          Table 5.2: Force Sensor. 
Author(s) Sensor Year Ref. 
Bhattacharyya, et al. Dynamometer 2007 [64] 
Huang et al. Dynamometer 2007 [162] 
Martinho et al. Dynamometer 2007 [164] 
Shi et al. Dynamometer 2007 [165] 
Ghosh Dynamometer 2007 [166] 
Devillez et al. Dynamometer 2007 [167] 
Cakir et al. Dynamometer 2005 [22] 
Topal et al. Dynamometer 2005 [168] 
Choudhury et al. Dynamometer 2004 [169] 
Oraby et al. Dynamometer 2004 [170] 
Devillez et al. Dynamometer 2004 [171] 
özel et al. Dynamometer 2002 [172] 
Choudhury et al. Dynamometer 2000 [173] 
Liu et al. Dynamometer 1999 [174] 
Grabec et al. Dynamometer 1998 [175] 
Purushothaman et al. Dynamometer 1998 [3] 
Szecsi Dynamometer 1998 [176] 
Lee et al. Dynamometer 1998 [10] 
Venkatesh et al. Dynamometer 1997 [8]  
Zhou et al. Dynamometer 1997 [103] 
Obikawa et al. Dynamometer 1996 [177] 
 
           
                     Table 5.3: Vibration Sensor. 
Author(s) Sensor Year Ref. 
Alonso et al. Accelerometer 2008 [136] 
Devillez et al. Accelerometer 2007 [178] 
Orhan et al. Accelerometer 2007 [179] 
Salgado et al. Accelerometer 2006 [65] 
O’Donnell et al. Accelerometer 2001 [5] 
Li et al. Accelerometer 2000 [9]  
Jun et al. Accelerometer 1999 [180] 
         Table 5.4: Acoustic Emission Sensor. 
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Author(s) Sensor Year Ref. 
Marinescu et al. AE 2008 [181] 
Lee et al. AE 2005 [182] 
Guo et al. AE 2005 [183] 
Nakao et al. AE 2003 [184] 
Li et al. AE 2002 [18] 
Al-habaibeh et al. AE 2001 [185] 
Chiou et al. AE 2000 [186] 
Govekar et al. AE 2000 [187] 
Liang et al. AE 1989 [17]  
 
          
         
                   Table 5.5: Sensor-Fusion. 
Author(s) Sensor Year Ref. 
Lin et al. Force, Temp. 2008 [188] 
Aliustaoglu et al. AE &Acc. 2008 [189] 
Ghosh,  et al. AE & Dynamo 2007 [166] 
Salgado et al. Sound, Current 2007 [6] 
Chung et al. Force, AE 2003 [21] 
Chungchoo et al. Force, AE 2002 [190]  
Mannan et al. Sound, Temp. 2002 [91]  
Scheffer et al. Acc & Strain 2001 [154] 
Chen et al. Dynamo & Acc. 2000 [157] 
Dimla et al. Dynamo & Acc. 2000 [152] 
Dimla et al. Dynamo & Acc. 1999 [191] 
 
 
As discussed previously, each method has its advantages and disadvantages. The 
optical measurement methods disadvantage is the off-line method because 
measurement can be taken only when the machine is not running or when the tool is 
not cutting. However, the method looks to be accurate and reliable. The disadvantage 
of the other method, the radioactive method, is that safety and good protection are 
needed to eliminate or minimise the effects of radiation on the operator and the shop 
floor. The disadvantage of the changing size method is the movement of the machine 
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tools and the heat of the workpiece expansion. The disadvantage of the use of cutting 
forces is the dependence on the properties of the workpiece and the cutting tool 
materials and changes in the cutting conditions. The sound method has limitation 
because the noise on the shop floor is higher than that of the tool. The on-line direct 
methods are mainly unachievable in a continuous moving system [108, 109, 194]. 
Indirect methods have been tried and used by many researchers in order to improve 
reliability and sensitivity. Multi-sensor data fusion is used where the loss of 
sensitivity in one sensor can be made up for by another sensor. Reference [130, 138] 
concluded that where several tool failure monitoring methods had been developed in 
laboratories few of these methods were being used effectively in industry. In order to 
increase the prediction reliability, multiple sensors are combined to measure the 
same phenomena. The integration of various sensors, and therefore the analysis of 
rich data from several different sources, may improve the success of tool failure 
monitoring systems. Other typical applications of sensor fusion are robotic systems, 
autonomous vehicle navigation, automatic target recognition, etc. Multiple sensors 
can be advantageously used in a complex system, such as tool condition monitoring 
for manufacturing operations, to get opposite information about the process. This 
helps to improve the assurance factor of the resulting diagnosis. The use of multiple 
sensors, though, requires integration and fusion of the sensory information to draw 
the necessary features from the data by removing the redundancy present in the data 
[107, 108, 195]. 
Sensor fusion serves the following purposes: 
• Enhances the richness of the underlying information contained in each signal. 
• Increases the reliability of the monitoring process as loss of sensitivity in one 
signal could be offset by that from other. 
• Sensitivity of failure potentially increases number of times for number of 
sensors fused [153]. 
• Confirms that previous effort to find a unique signal for all tool condition 
monitoring applications have failed [9]. 
On the other hand, focusing on non-linear principles and foundations of metal cutting 
would be useless, as the tool condition monitoring system could become fully 
sophisticated. Therefore, as substitute for the use of a single sensor, the integration of 
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a number of sensors has been investigated. This has led to what is now normally 
termed a multiple sensor tool condition monitoring system [196]. There are still some 
problems with tool monitoring systems and the issues which need serious 
consideration are the sensitivity and reliability. This will involve research into multi-
sensor data fusion and multi-sensor planning and multi-sensors system structural 
design. 
 
5.7 Conclusion 
The chapter has outlined the current knowledge in condition monitoring of turning 
processes. Several sensors have been suggested in literature including forces, 
vibration, acoustic emission, temperature and sound. Each suggested technique 
seems to have its own drawbacks and practical problem. The literature survey carried 
out seems to suggest that most of the surviving tool condition monitoring systems 
have not been successfully implemented in industry because adequate sensor 
information and machining models have been utilised, even though they do not 
satisfactory reflect the process complexity. There is still a need to design and 
evaluate more comprehensive approaches to condition monitoring. The outlined 
study involves the utilisation of not one sensor but several. While it is difficult to 
emulate the human operator who is subjective and inaccurate in order to develop a 
tool condition monitoring system, multi-sensors are evaluated for monitoring faults 
in the turning process combined with artificial neural networks and novelty detection 
algorithms to detect the difference between a normal and novel condition for 
automating the machining process. This literature review has demonstrated a need 
for a new tool condition monitoring system that can provide accurate information 
using modem sensing and signal processing technologies  
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Chapter 6 
Methodology 
6.1 Introduction 
This chapter presents current problems found in the area of the development of 
condition monitoring systems and compares them with current best practice in the 
field. It provides an explanation of the research aim, objectives and the condition 
monitoring methodology used. It also seeks to explain in detail important 
assumptions behind these aims and objectives which are described both definitively 
and in experimental terms. The chapter describes the general stages of the approach. 
In addition, it explains how the following chapters are structured to assess the 
planned methodology. 
 
6.2 Problem Definition 
Among the many possible tool conditions that could be monitored, tool wear is the 
most significant for ensuring continuous machining. Any effective monitoring 
system must sense tool conditions, allow for effective tool change strategies when 
tools fails, and keep proper cutting conditions throughout the process [10]. If the 
monitoring function cannot maintain proper cutting conditions, the cutting process 
could result in poor surface quality, dimensional workpiece accuracy, and even 
machine damage [196]. 
Researchers have attempted to develop reliable methods to monitor tool wear. These 
methods are an area of active research because tool condition strongly influences the 
surface finish and dimensional reliability of the workpiece. In addition, a consistent 
tool wear monitoring system can decrease machine downtime caused by changing 
the tool, hence leading to fewer process disturbances and higher efficiency. The 
information obtained from the tool wear sensors can be used for several reasons, 
including tool change policy, online process action to compensate for tool wear and 
the avoidance of catastrophic tool failure. In order to identify the problems in 
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condition monitoring development and the draw-backs of current practice, it is 
important to describe the basic structure of a monitoring system. 
In order to monitor an on-line machining process the system must provide for [185]: 
1. The selection of suitable sensory signals. 
2. The selection of suitable signal processing methods. 
3. The extraction of valuable information from the suitable sensitive sensors and 
the suitable signal processing methods. 
4. The improvement of a classification system strategy. 
Machining processes can produce different types of information. Consequently, it 
has to be possible to select one or a set of sensors to recover information about the 
process which recognises the condition of the machining process. The selection of a 
suitable sensor is a difficult task. When the process to be monitored on-line is 
complex, such as tool wear, it is difficult to instantly recommend a suitable sensor 
for on-line monitoring the condition of the machining process. Hence, the selection 
of appropriate sensors is most important. The selection of an appropriate signal 
processing technique is necessary as well. The information extracted by a sensor 
could be set for use directly or it might include noise or other unnecessary 
information. Therefore, certain signal processing techniques are required to extract 
the essential information. The classification system is an extremely important stage 
in categorising the extracted information by the sensors and taking the decision 
regarding the condition of the machining process. The decision-making approach 
changes according to the application of a simple threshold value to more complex 
strategies. Machining processes have dissimilar levels of complication. Therefore, 
direct measurements which are found useful in some simple processes might not be 
successful, or even applicable, for more complex machining processes. 
6.2.1 Problems in Condition Monitoring 
Based on the previous argument and the review of literature, the following common 
problems and needs are: 
1. How to choose a suitable sensor or group of sensors.  
2. How to choose efficient signal processing techniques. 
3. How to choose an efficient and cost effective sensor fusion model. 
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These problems are general problems in the development of condition monitoring 
systems. Some problems have been solved in some areas of condition monitoring 
while others remain unsolved due to differentiation and complications of the 
monitored machining processes. Complications in the second group, due to indirect 
measurement, make it more difficult to solve the technical problems. In addition, the 
decision-making stage is normally dependent on the process to be monitored and the 
form of reaction required.  
The existing practices in condition monitoring design cover all aspects of the 
monitoring design but with different levels of success in different areas. The 
decision-making stage has been well investigated in the monitoring area using 
different approaches such as statistical methods, artificial neural networks, etc. But it 
has been found that the decision making stage is not considered as the main difficulty 
in condition monitoring design for the following reasons [185, 196, 197]:  
1. The achievement of any decision-making method is governed by the quality 
of the information. When the data extracted from the process and fed to the 
decision-making stage is useful and contains the required information about 
the process and its conditions, the decision-making stage is normally 
expected to produce acceptable results. However, whatever decision-making 
method is used, it is expected to produce misleading results when the data 
used does not include helpful information about the process and its 
conditions. 
2. The methods used can be assessed by general means. In spite of the source of 
data used in the decision stage and what it presents, the decision-making 
technique can still be used to evaluate the processed data and make a decision 
on the essential prediction or classification and any further decision-making. 
3. The response required from this stage is application dependent. For the same 
processes and faults, different techniques can be used based on the 
requirements or the outputs of every technique. Therefore, it has been found 
from the literature that the success of a condition monitoring system relies on 
two significant aspects [27]: 
• The selection of appropriate sensors. 
• The selection of appropriate signal processing techniques. 
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Research in condition monitoring systems has examined and assessed most of the 
major types of sensors existing in today’s commercial market. Some common 
methodologies have been found practical in selecting the sensors used in a condition 
monitoring system. The techniques described provide broad guidance on which 
sensors can be used, and how to maximise the failure coverage and minimise the 
number of sensors used. However, these techniques do not provide practical 
information or a structured methodology on how to select sensors which can provide 
high quality information about the process with minimal costs. When investigating 
sensor selection in machining processes in particular, this point becomes more 
significant. The selection of sensors based on previous research can provide a 
primary point to start from. However, it might not be good engineering practice in 
this field to assume that the same types of sensor can provide the same results. This 
is because machining processes show high complexities and differences which make 
dependency on previous research in selecting suitable sensors a starting point in the 
design process rather than a perfect solution [47]. 
The next problem to be solved in the design of condition monitoring systems is the 
selection of appropriate signal processing techniques. The selection of these 
techniques is reliant on the type of sensor used. If the selected sensors are not useful, 
then the applied signal processing techniques are not expected to give satisfactory 
information. Different signal processing techniques have been suggested and 
implemented in condition monitoring systems including statistical methods, time 
domain and frequency domain methods. The current practice in selecting the signal 
processing techniques is normally done in a manual procedure of visual inspection to 
search for the information within the signals. This approach, although it is successful, 
can be considered costly and time consuming. Another current practice is to build a 
complete monitoring system in order to test the applicability of the sensors and the 
associated signal processing techniques. Therefore, if the system performance is 
acceptable, then the sensors and the signal processing techniques are assumed 
appropriate and satisfactory. When the system does not work as effectively as 
expected, then another search for other sensors or signal processing techniques is 
restarted. This technique of constructing a complete system could also include a 
detailed examination of fault processes to view the signals and search for the sensory 
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features which allow the pattern recognition system to provide better results. In 
addition, when automated pattern recognition methods are used, such as neural 
networks, the training and testing procedures recur and require lengthy periods of 
time and computational effort. If the sensors or signal processing methods are not 
appropriate, the recurring training methods could take longer to reach different 
results. 
From the above discussion and the literature review in Chapter 5, it can be concluded 
that the research which examines the design problem of condition monitoring is 
limited. Even if a wide range of monitoring methods has been examined, not many 
have been implemented in complex industrial environments. All the methods 
reviewed so far look to have variable capabilities. A method found to be successful 
in one situation may not give an adequate outcome in another. The methods found in 
the literature cannot provide an automated design methodology of monitoring 
systems even when providing sufficient results. There is a need to use methods in 
order to reduce the experimental work in turning processes. Moreover, cost of the 
implemented systems is rarely considered in current practice during the design 
process. Hence, current practice in condition monitoring design, particularly in 
machining, does not provide structured and automated design methodology which 
can provide practical selection criteria of sensors and signal processing methods with 
reduced experimental work, time and cost. 
A novel method, called ASPS (Automated Sensor and Signal Processing selection) 
has been presented in [196]. This methodology, which will be described in section 
6.4, depends on a self-learning multi-sensor approach. The method has been tested 
for milling. This thesis modifies and develops the approach for turning and defines a 
new automated sensor and signal processing selection for a turning (ASPST) 
approach which deals with turning processes. 
 
6.3 Problem Domain and Objectives 
The aim of the investigation is the development of condition monitoring systems for 
machining operations with specific emphasis on turning processes. The domain of 
this research is in implementing the ASPS approach in selecting the sensors and 
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signal processing techniques essential for monitoring turning processes and 
conditions. This new modified methodology is called ASPST (Automated Sensor and 
Signal Processing selection for Turning). The use of the decision-making stage is to 
confirm and assess this methodology for selecting sensors and signal processing 
methods. 
6.3.1 Aim and Objectives 
The aim of this research is to develop an effective sensor-fusion model for turning 
processes using a cost-effective methodology with reduces experimental work. This 
research is supported by the following objectives: 
1. To perform a literature review of machine and process condition monitoring 
systems and their applications. 
2. To determine the process variables in turning processes that contain useful 
information related to tool wear. 
3. To determine the appropriate sensors that can be used for monitoring the 
process variables related to tool wear. 
4. To determine the appropriate signal processing methods. 
5. To design a data acquisition system for machine and process condition 
monitoring including data acquisition card and computer selection, data 
acquisition software implementation, sensor installation and overall system 
calibration. 
6. To design and implement an effective sensor-fusion model for turning 
processes to detect the most common industrial faults (e.g. gradual wear). 
7. To design an investigatory model to obtain the necessary machining data. 
8. To integrate a wide range of sensory systems and their signal processing 
methods into a novel and effective sensor fusion-model. The sensors to be 
used are: force, acoustic emission, strain, vibration, and sound. 
9. To implement the ASPST (Automated Sensor and Signal Processing 
Selection for Turning) approach and investigate an efficient pattern 
recognition and classification system. 
10. To test and evaluate the novel sensor fusion-model. 
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In order to achieve these objectives within the problem domain, the methodology is 
implemented in turning processes. The turning process is selected to implement and 
evaluate the ASPS approach [47] as this approach has been implemented and 
evaluated in an end-milling process in previous research. In addition, the turning 
process is selected for the following reasons: 
1. The turning process is an important process in manufacturing environment as 
one of the main metal removal processes. 
2. It is a complex process where signals show high variations and complexity 
and information cannot be extracted directly from the sensors. 
3. ASPST is used to develop an effective sensor-fusion model for turning 
processes based on ASPS approach. 
6.3.2 How the ASPST Approach is Conceived 
This research builds on the recent knowledge in industrial environment and current 
practice in condition monitoring for advanced performance. In addition, it does not 
recommend new sensors or signal processing methods. Nor does it suggest new 
classification methods. The tools used in this methodology have already been 
examined and investigated in different fields’ of condition monitoring [196]. The 
suggested approach (ASPST) utilised sensors, signal processing methods and 
classification methods to develop an automated methodology of condition 
monitoring for turning processes. 
The methodology of the ASPST approach meant is to be generic for turning with 
reduced time and cost. In addition, it provides quality of information regarding the 
turning process and its conditions.   
The ASPST approach is utilised to discover the best combination of sensitive sensors 
and signal processing methods to design a monitoring system with reduced cost and 
experimental work. The objective is to extract sensory characteristic features (SCFs) 
obtained from the sensory signals using different signal processing methods and to 
find out the sensitivity of such features on the machine which has gone faulty. If a 
specific feature from a specific sensor shows high sensitivity to the fault this simply 
means this SCF is useful in detecting or evaluating the fault. This research extends 
the methodology into monitoring gradual tool wear in turning. In this section a 
description of how the suggested condition monitoring design methodology is 
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conceived is based on previous evaluation and implementation of this approach in 
end milling process [185]. In addition, it is based on enhancing the design tools and 
methods of previous research described in the literature.  
The author's main contribution is to implement the ASPST approach and to combine 
previous points with the idea of developing a generic structured sensor-fusion model 
using the following three techniques:  
1. Evaluating the new ASPST approach (Automated Sensor and Signal 
Processing Selection for Turning). 
2. The automated simplification of complex signals into simple sensory 
characteristic features (SCFs). 
3. Automated detection techniques of sensitive SCFs and hence the associated 
sensors and signal processing methods. 
4. Testing novelty detection and neural networks for turning processes. 
5. The technique of cost-reduction based on removing the unused sensors when 
possible. 
The details of the main techniques developed will be described in the following 
sections with more technical description and examples in the subsequent chapters. 
 
6.4 The General Concept of the ASPST Approach 
The main idea of the implemented approach is described in general terms in this 
section. The detailed procedure for using the implemented approach for turning 
operations will be described in section 6.5 of this chapter and with more detail and 
experimental examples in the subsequent chapters of this thesis. The implemented 
approach aims to design a condition monitoring system for turning processes using 
an automated simple procedure to detect the sensory characteristic features which are 
most sensitive to the process states or faults and show less sensitivity to other process 
operating variables and parameters. The ASPST approach is based on the ASPS 
approach and on conducting studies to prove that there is a dependency between a 
measured sensory value (SCF) and the monitored state or physical phenomenon 
[196]. The cost of the system should also be considered; if a low-cost sensor can be 
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used to do the same task instead of an expensive sensor, then the expensive sensor 
should be eliminated from the system. 
6.4.1 The ASPST Approach  
The implemented approach is named ASPST, Automated Sensor and Signal 
Processing Selection System for Turning. Figure 6.1 shows the basic principle of an 
ASPST approach. It systematically relates the sensory signal and the signal 
processing methods used to the state or the physical phenomenon which needs to be 
detected or evaluated. 
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Figure 6.1: The Basic Structure of the ASPST approach. 
 
The ASPST approach starts by defining the process to be monitored and its states 
(e.g. healthy or faulty condition). Then, a wide range of sensors is installed for 
process monitoring in order to produce sensory signals that contain information 
about the process. The following stage of the proposed approach is for extracting 
sensory characteristic features (SCFs) obtained from the sensory signals using a wide 
range of signal processing methods and then discovering the sensitivity of such 
features on the investigated process state. If a specific feature from a specific sensor 
shows high sensitivity to the fault, this means this sensory characteristic feature is 
useful in detecting or evaluating that fault. A particular number of sensitive sensors 
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and signal processing methods are then selected as an initial monitoring system. Cost 
reduction can then be performed based on the number of SCFs extracted from the 
selected sensors. If insignificant numbers of SCFs are extracted from a sensor, then 
that sensor might be eliminated from the monitoring system to reduce its cost. More 
details about the main concept of the ASPST approach are followed in the next 
sections of this Chapter. 
 
6.5 Techniques Developed within the ASPST Approach 
6.5.1 Simplification of Complex Signals 
For a complex process such as the turning process with different signals to be 
processed to extract the required information, the first stage is to remove signals 
from a complex shape into a group of simplified sensory signals called Sensory 
Characteristic Features (SCFs). SCFs can be obtained from any signal processing 
technique or combination of signal processing techniques as long as the output is, or 
can be presented as, a real number. The complex sensory signals and the machining 
process are presented as a function of time. Consider the machining process begins 
gradually or in an unexpected way with a fresh cutting tool and moves to worn 
condition. It is difficult to consider the condition of the process from the generated 
complex signal and a simplification method is needed to take out the sensory 
characteristics features (SCF). Several numbers of SCFs can be calculated when 
taking samples of the complex signals at constant intervals and processes these 
signals using a broad variety of signal processing methods. These sensory signals, 
during the processing time, can be simplified into a number of SCFs. The SCFs 
could be a perfect tool to investigate the essential information regarding the 
presented process conditions. SCFs can be attained from any or a number of 
processing methods since the output is a real number or entered as a real number. 
6.5.2 Automated Sensitivity Detection   
A sensitive sensory characteristic feature (SCF) is a SCF which includes an 
important amount of information about the state of the process which should lead to 
superior recognition. It is expected to react to the change in a process condition by an 
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important change in its values. The sensitivity of a SCF can be evaluated by several 
methods such as:  
1. The use of manual observation and visual inspection of the signals. 
2. The use of a classification system as they are automated processes with 
complete independence such as novelty detection, neural networks, etc 
3.  The use of statistical techniques to detect the change in the SCFs levels.  
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Figure 6.2: Simplification of complex sensory signal into simple SCFs. 
 
The sensory signals information, simplified signals, can be detected visually. Figure 
6.2 shows a simplification of a complex sensory signal into simple sensory 
characteristic features (SCFs), SCF1 is increasing gradually between the two 
conditions of the process. In addition, SCF2 is decreasing gradually between the 
conditions of the process when the process changes from one condition to the other. 
SCFN-1 and SCFN are changing randomly between the process conditions with time. 
These sensory characteristics features (SCFN-1 and SCFN) are identified as insensitive 
SCFs while both SCF1 and SCF2 are identified as sensitive SCFs.  The detection of 
the sensitivity of the SCFs has to be automated in order to develop a rapid and 
structured methodology of selecting sensors and signal processing methods. Several 
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methods can be utilised for sensitivity measurements. For example, Figure 6.3 shows 
an example of two methods which can be used for sensitivity detection measurement. 
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Figure 6.3: Example of two measuring sensitivity methods of the SCFs. 
 
It is essentially a detection of a change in the SCF level forming a precise pattern or 
trend as a function of time. In order to keep the automated sensitivity measurement 
simple, the Sudden Change In Value (SCIV), the difference between the initial 
minimum and the final maximum values, is developed in this work as a sensitivity 
detection method, a sensitivity indicator. For a turning process with several sets of 
machining parameters, detecting the change of the level of the SCFs with time 
should be sufficient to detect their sensitivities. More details about the equations to 
calculate the average difference are described in Chapter 7. 
6.5.3 Sudden Change in Value Method (SCIV) 
There is an essential assumption to be made that the change in the SCF value is due 
to the change in the process condition. For example, if the cutting force is increasing 
gradually during a machining process, this could be due to a specific reason such as 
gradual tool wear. The possibility that a SCF demonstrates a specific and clear trend 
and change in values as a random behaviour is rather low and it is ignored in this 
study mainly when using several SCFs. As shown in Figure 6.4 when utilising a 
linear regression method to detect the sensitivity and to monitor SCFs with time, the 
values of an SCF can behave randomly producing high and low values of the SCF as 
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a function of time. When a SCF changes randomly then it is described as being a 
Low-Sensitivity SCF, which means that it includes no information about the process, 
and expected to have relatively low-Sensitivity which does not change in a specific 
pattern. The ASPS approach [47] used linear regression method which is not an 
accurate and sensitive measure for turning processes in this work while SCIV is more 
sensitive and accurate measure.  
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Figure 6.4: Examples of SCFs using linear regression and SCIV method. 
 
As shown in Figure 6.4 both signals (SCF1 and SCF2) have high sensitivity when 
utilising the SCIV method. The SCIV method calculates the difference between an 
average of 5% of the first sample and 5% of the last sample maximum value. On the 
other hand, utilising a linear regression method shows high sensitivity of one of the 
signals while the other shows low sensitivity. However, the problem with the 
utilisation of a linear regression method is its sensitivity to the number of data points 
used to calculate the linear regression and the position of the data to the condition to 
be monitored.  
The SCIV is a relative measure and it depends on the process information. The 
advantage of using SCIV can be summarised as follows: 
1. Relatively accurate, simple to calculate and automated. 
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2. Easy to compare the results of several SCFs obtained from different sensors 
and signal processing methods by normalising the SCF values during the 
same period of time. 
3. SCIV can present a good indication of the sensitivity of the SCFs by 
indicating the average change in the SCF values (i.e. the higher the difference 
in values the higher the sensitivity of the SCFs). 
6.5.4 Association Matrix (ASM) 
After calculating the sensitivity of each sensory characteristic feature on the 
machining conditions, another matrix is constructed called the Association Matrix 
(ASM). The Association Matrix (ASM) is a matrix which associates the obtained 
sensitivity values for the corresponding sensory features. It gives a simple 
presentation of the sensitivity values associated with each feature. The ASM for a 
fault Y is defined as follows: 
        
               d11     d12    d13     d14    … d1m 
                      d21     d22     d23       d24   … d2m 
 ASMY =         d31     d32    d33       d34   … d3m          =   dij  
    …       …      ...           …           … 
   dn1   dn2     dn3       dn4   … dnm 
 
 Where 1≤ i ≤n and 1≤ j ≤ m  
 
The element dij is called the sensitivity coefficient of the machining feature obtained 
using the machining signal of the ith sensor and the jth signal processing method. 
The ASM gives the essential evaluation for the most appropriate sensor and signal 
processing method to be used since each column is associated with one signal 
processing method while each row is associated with one sensor. Basically, the 
sensory characteristic features with relatively high sensitivity coefficient are the most 
sensitive to the cutting conditions and they are the most appropriate features to be 
used. Therefore, the related sensory signals and signal processing methods are the 
most appropriate ones to be used. 
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6.5.5 Sensor Fusion and Cost Reduction 
In order to design a monitoring system with high sensitivity and constancy, a group 
of high-sensitivity SCFs should be used in combination. When all SCFs extracted 
from the sensors are ranked according to their sensitivity values, the highest sensitive 
number of SCFs can be used together to form the initial monitoring system. The cost 
of the system can be easily calculated according to the number and type of sensors 
used. The value of the highest sensitive number of SCFs can be selected based on the 
cost of the system, the required quality of interpretation, the speed of signal 
processing and the implemented decision making method. The value chosen in this 
research is 10 based on a previous implementation of the ASPS approach for end-
milling processes and on using a decision-making method in the end-milling process 
[198]. The last value is also found satisfactory in providing sufficient monitoring 
capability with reasonable signal processing speed. 
Consider Figure 6.5 where n sensors are processed by m signal processing methods 
to produce (n × m) sensory characteristic features. These features need to be 
calculated during the process in order to identify the sensitivity of the SCFs to the 
process states. The SCFs are arranged in order of sensitivity and the most sensitive 
number of SCFs are selected to create the initial condition monitoring system, the 
cost of the system can be calculated based on the sensors of the selected SCFs. 
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Figure 6.5: Structure of sensors, signal processing methods and SCFs. 
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A cost reduction stage can also be implemented in order to minimise the cost of the 
system. This might or might not decrease the monitoring capability of the system. 
The cost reduction of the system is performed by eliminating sensors which do not 
significantly contribute to the selected number of SCFs by removing their SCFs from 
the system and replacing them from SCFs which come next on the rank, see Figure 
6.5, from sensors already in the system without having to significantly reduce the 
overall sensitivity of the system (i.e. the new SCFs should still have relatively high 
sensitivity). The contribution of a sensor in a system is defined as the utilisation of a 
sensor. It is defined as the number of SCFs used in a system from that sensor relative 
to the total number of SCFs used in the overall system. The utilisation is also defined 
in this research to be dependent on the number of signals produced from a sensor. 
More details are described in the following chapters. Assume, for the process shown 
in Figure 6.5, that the first sensitive number SCFs are found from sensors (S1, S3, S5, 
Si, Sn-1, Sn). Therefore, the cost of the hardware will be the cost of the sensors in 
addition to their signal conditioning devices. Assume CSj is the cost of the jth sensor 
and its signal conditioning devices and all the associated hardware. 
 
Therefore, the cost of the system will equal to: 
 
Cost = CS1 + CS3 + CS5 + CSi + CSn-1 + CSn 
 
Assume that the sensor Sn-1 contributes in only h SCFs where h is much less than the 
contribution of the other sensors. Then that SCF from the Sn-1 can be removed from 
the system and exchanged by another h SCF from the other sensors (S1, S3, S5, Si, Sn) 
as long as these new SCFs have relatively high sensitivity on the rank. Now, the cost 
of the new system will be: 
 
Cost = CS1 + CS3 + CS5 + CSi + CSn 
 Where the new system is reduced by CSn-1 
The number of SCFs in the system is still not changed, even though, the number of 
sensors is reduced and therefore the cost of the system is also reduced. This removal 
process can be very efficient as long as:  
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• The new SCFs have high sensitivity so that the overall system performance 
does not deteriorate. 
• The removed sensor is relatively expensive. 
The previous discussion will be explained in much more detail in the subsequent 
chapters. 
6.5.6 The Sensitivity of a Group of SCFs 
Since the ASPST approach is based on using different types of sensitive SCFs 
together in order to form the required monitoring system, an assumption should be 
made regarding the sensitivity of a group of SCFs with relation to the sensitivity of 
an individual SCF in the system. A group of sensitive SCFs should form a 
monitoring system with minimum sensitivity equal to the sensitivity of the most 
sensitive SCF within that group, which means that the system should have more or 
equal sensitivity to the maximum sensitivity of the most sensitive SCF. The 
sensitivity values are calculated in this research work using the sudden change in 
value (SCIV) method. The overall sensitivity of a monitoring system is the average 
sensitivity of the SCFs in the system. The explanation of the assumption is based on 
the definition of the sensitivity of SCFs, where sensitive SCFs include more 
information than low sensitivity features. If the information is totally independent, 
then the overall system sensitivity will increase as a reason of more information 
included in the system. When high sensitive SCFs include the same information, then 
the overall system will have the sensitivity of the most sensitive one only. This fact 
will be proven practically in the next chapters. For low sensitivity SCFs, the 
monitoring system of low sensitivity SCFs could still have high sensitivity in some 
cases when a group of SCFs develop unexpectedly a unique combination of patterns 
when fused together.  
 
6.6 Criteria for Sensor Selection 
The methodology in this thesis considers multiple sensors for tool wear monitoring 
because more reliable and consistent tool wear monitoring is possible through sensor 
fusion. Sensor fusion refers to the combination of information from multiple sensors 
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into a single result. The potential advantages of integrating information from 
multiple sensors are as follows [89]:  
1. The quality of decisions will be better if the information comes from 
multiple sensors rather than from a single sensor because using 
information from multiple sensors means using more information at the 
same time. Using information from several sensors is similar to taking 
several samples from a random population. This clearly narrows the mean 
confidence interval and reduces uncertainty in a decision.  
2. The decisions based on multiple sensors will be more fault-tolerant 
because even if some of the sensors fail, the other sensors will 
compensate for the lack of information from the defective sensors.  
3. The reliability of information from different sensors might change relative 
to another depending on the process input parameters. If this change can 
be correlated, a sensor integration scheme can be designed to selectively 
weight the appropriate sensors at different conditions to make the 
decision more reliable for a wide range of cutting conditions. 
Most of the techniques for tool wear monitoring described in the literature use 
one or more combination of cutting force, temperature, vibration, and acoustic 
emission sensors. To a lesser degree, other process variables such as power/motor 
current, sound, and workpiece surface roughness have also been used for the 
same purpose. All these possible sensors for the present application are evaluated 
using the following criteria [199]: 
• The process variable being monitored by a sensor should have a good 
correlation with tool wear.  
• A sensor should be able to give consistent and reliable measurements of 
the process variable being measured.  
• A sensor should be able to provide a signal of high signal to noise ratio. 
Even if the signal carries noise, it should be possible to filter out the noise 
from the signal.  
• A sensor should have a short response delay. This is necessary to 
implement on-line tool wear monitoring.  
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• It should be possible to physically locate a sensor on the tooling set up 
without obstructing the machining operation. The sensor should be robust 
enough to resist the impact of chips and temperature fluctuations.  
• A sensor should have a long life and be cost efficient.  
 
6.7 The Application of the ASPST Approach for Turning 
The ASPST approach has been implemented in this thesis over the following three 
stages: 
1. Initial implementation of the ASPST approach. 
This part can be considered as a self-learning methodology for the classification of 
the system normal and faulty states and the selection of the most appropriate sensors 
and signal processing methods for detecting machining faults in turning. The ASPST 
approach is performed by installing multi-sensors (force and strain) on the machine 
tool. The experimental evaluation will be described in Chapter 9. 
 
2. Initial implementation of the ASPST approach using pattern recognition 
 systems. 
The ASPST approach for turning operations, similar to the previous section, is 
performed by installing another group of multi-sensory signals on the machine tool. 
The ASPST approach is performed by installing acoustic emission, accelerometer 
and sound sensors using Learning vector quantisation (LVQ) neural networks in the 
first investigation and acoustic emission, accelerometer and strain sensors using 
novelty detection algorithm in the second investigation. The experimental evaluation 
will be described in Chapter 10. 
 
3. ASPST approach using multi-sensor fusion model and pattern 
 recognition systems. 
In this part the ASPST approach is performed by installing a group of sensors (force, 
acoustic emission, strain, accelerometer and sound) on the machine tool. The 
experimental evaluation will be described in Chapter 11. 
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6.8 Structure of Subsequent Chapters 
The subsequent chapters of this thesis are organised to investigate the applicability of 
the ASPST approach for designing condition monitoring systems for turning 
processes and to explain, in detail, the main steps for the approach. The subsequent 
chapters are outlined in order to provide a logical basis for testing the assumptions 
and describing the findings. Figure 6.6 shows a simplified flow diagram of the basic 
structure of the subsequent chapters. 
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Figure 6.6: Diagram of the basic structure of the subsequent chapters. 
 
Chapter 7 describes the components of the implemented monitoring system. It 
presents the tools used in designing the monitoring system including:  
• Sensors. 
• Signal processing and simplification methods. 
• Classification techniques including neural networks and novelty detection. 
The chapter outlines the tools which have been used to prove the applicability of the 
methodology for turning processes.  
Chapter 8 describes the general experimental set-up which has been performed to 
prove the capability of the ASPST approach for turning processes. It describes the 
machine tools used, the faults investigated and the data acquisition software.  
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Chapter 9 explains how the ASPST approach can be used to design a monitoring 
system for a turning process with four sensory signals (force and strain). The main 
aim of the chapter is to describe the details of the ASPST approach in a practical way 
aided by real experimental tests. The chapter presents a monitoring design for 
monitoring gradual tool wear in turning processes. The chapter introduces the 
following points: 
1. The common problem of selecting the most appropriate sensors and signal 
processing method for designing a condition monitoring system in turning. 
2. The basic main steps of the ASPST approach for two sensory signals. It 
describes how the SCFs are created and how they can be arranged in order to 
calculate their sensitivity for gradual tool wear detection.  
3. The capability of sudden change in value (SCIV) analysis to detect the 
sensitivity of SCFs. The response of the SCFs is visually investigated and 
compared to the sudden change in value (SCIV) analysis.  
4. The method of choosing the most sensitive SCFs to form the required 
condition monitoring system. 
Chapter 10 presents further applications of the suggested ASPST approach 
described in Chapter 9. The chapter presents more experimental work to prove the 
capability of the ASPST approach in designing a condition monitoring system by 
selecting the most sensitive sensors and signal processing methods with reduced cost 
and less experimental work. The aim of this chapter is to confirm the theory and the 
technique established in Chapter 9 using pattern recognition systems. 
Chapter 11 presents the full capability of the ASPST approach and confirms the 
results obtained in Chapter 9 and 10. It builds on the results found using two types of 
pattern recognition systems (LVQ and Novelty Detection). The chapter addresses the 
following key issues:  
1. A group of SCFs with high average sensitivity produce a high sensitivity 
system compared with a group of SCFs with low average sensitivity. 
2. The reduced cost of the system based on sensor utilisation and overall SCF 
sensitivity. Novelty detection and neural networks (LVQ) are used to prove 
the results. 
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Chapter 12 summarises the use of the design methodology. It also investigates 
whether the results in previous chapters indicate that ASPST is a re-usable structured 
methodology for selecting sensors and signal processing methods with reduced cost 
and experimental work in the turning process. It explains how new knowledge has 
been generated and tested, and what remains to be tested. It also describes the 
contribution of the author, quotes outstanding problems and identifies constraints on 
the methods. Tests and finding are clearly stated and future work is suggested to 
assist subsequent researchers. 
 
6.9 Conclusion 
This chapter has summarised the methodology used and the investigations of this 
research work. The aim is to develop a systematic structured methodology for the 
design and implementation of the ASPST approach of condition monitoring systems 
for machining operations with experimental conformation for turning processes. The 
problems of condition monitoring design have been described and compared with the 
current practice in the field. Not only the way the ASPST approach is conceived has 
been described but also techniques modified as a result of previous research and 
more recent development. The chapter has explained the general steps of the ASPST 
approach and described its applicability for turning processes with multi-sensor 
fusion. The chapter has also described how the subsequent chapters are organised to 
prove the proposed methodology.  
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Chapter 7 
Elements of the Implemented Condition 
Monitoring Systems 
7.1 Introduction 
This chapter covers the elements and stages of the machine condition monitoring 
system implemented in this research. It includes a brief description of sensors, signal 
processing methods and pattern recognition systems utilised for developing the 
proposed model. Force dynamometers, accelerometers, sound, strain and acoustic 
emission sensors are used for monitoring the machining processes. Signals are 
processed in the time and frequency domains using different types of signal 
processing methods to extract the sensory characteristic features. Statistical methods 
are used to calculate the sensitivity of the sensory characteristic features of the 
monitored physical phenomena. The last part of this chapter addresses all pattern 
recognition techniques used in developing the model including neural networks and 
the novelty detection classification method. More details regarding the experimental 
set-up, sensor positioning, and the complete data acquisition system can be found in 
Chapter 8. 
 
7.2 The Implemented Sensors 
The sensors used in this research are force dynamometer, strain sensor, 
accelerometer sensor, acoustic emission sensor and microphone for measuring sound.  
7.2.1 Force dynamometers 
Force dynamometers have been used widely in research for the following reasons 
[200]: 
• Less dependent on the structure of the machine tool. 
• Cutting forces can be easily simulated. 
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In addition, there are investigations on implementing force dynamometers in real 
industrial environments [200], though, since the ASPST approach is an experimental 
model which does not use simulation, the earlier mentioned advantages are not the 
only reason for using an expensive sensor such as force dynamometer sensor. The 
main reason is to compare how useful an expensive sensor could be compared with 
much cheaper ones (e.g. strain, sound) in developing an effective condition 
monitoring system. 
 
 
 
Figure 7.1: Photo of the Kistler Dynamometer (9257) [200]. 
 
Figure 7.1 shows a photo of the Kistler Dynamometer (9257) used in this research 
which is attached to the tool holder. The force dynamometer is simply a piezoelectric 
transducer for measuring forces in three directions perpendicular to each other. The 
charge produced from the piezoelectric transducer is proportional to the force applied 
on the device. Hence, the charge can be measured as an output voltage following an 
amplification stage by a charge amplifier. The tool is mounted on the dynamometer 
to allow direct measurement of the turning forces to which it is subjected. 
7.2.2 Accelerometer 
The significant relationship between tool conditions and vibrations during machining 
is well recognised, and the comparably low noise implication of the vibration sensors 
is discussed in other tool condition monitoring investigations. Accelerometers are 
used to measure acceleration and vibration. Among the several vibration detection 
techniques, piezoelectric accelerometers are often adopted for tool wear 
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investigations for measuring vibrations. These instruments rely on the piezoelectric 
effect of quartz or ceramic crystals to generate an electronic output related to 
acceleration. The piezoelectric effect produces an opposed accumulation of charged 
particles on the crystal. This charge is proportional to the applied force or stress. The 
main advantage of using vibration based monitoring systems for monitoring machine 
tools and industrial machinery is that they are simple, accurate and inexpensive. 
Moreover, they are easy to use and no modification to the machine or the work-piece 
fixture is normally required. However, vibration methods do have drawbacks such as 
dependency of the vibration signals on work-piece materials, cutting conditions, and 
machine structure. 
The accelerometer mounting position in turning operations has been proposed in a 
number of studies. In this study, the sensor is mounted on the top of the shank, 
determined to be an efficient position to detect the vibration from the cutting tool. 
After the mounting position is decided, a thread hole is cut in the shank, and a thread 
pin is installed to connect the sensor and the shank. Vibration has been found useful 
in machine tools as well as continuous process industries [39]. Figure 7.2 shows a 
photo of the Kistler accelerometer (8704B) used in this research. 
 
 
Figure 7.2: Photo of the Kistler accelerometer [200]. 
7.2.3 Acoustic Emission 
Acoustic emission (AE) refers to the generation of transient elastic waves during the 
rapid release of energy from localised sources within a material. The source of these 
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emissions in metals is closely associated with the dislocation movement 
accompanying plastic deformation and the start and extension of cracks in a structure 
under stress. Other sources of acoustic emission include: melting, phase 
transformation, thermal stresses, cool down cracking, and stress build up. Reference 
[200] classified the source of acoustic emission during metal cutting process into the 
following categories: 
• Plastic deformation of a workpiece. 
• Plastic deformation of the chip. 
• Frictional contacts of workpiece and tool having flank wear and crater wear. 
• Collisions between chip and tool.  
• Chip breakage. 
• Tool fracture.  
In recent years, AE instruments have been adopted for use in structure integrity 
valuation, non-destructive testing, and quality testing for advanced material 
industries. AE is also proposed as a possible signal source to detect the tool condition 
in a number of studies. AE can be defined as: low amplitude, high frequency elastic 
stress wave generation due to a rapid release of strain energy within a solid material 
associated with the plastic deformation, fracture and phase transformation of the 
material. Frequency analysis of measured AE levels during machining shows that 
vibrations of the tool and work-piece due to shear, friction, and impact forces are the 
main sources of this AE radiation. An AE sensor is attached to the tool holder to 
monitor AE signals transmitted during machining. The proposed sensor provides an 
improved installation method since it does not require close setup to workpiece. As a 
result, it can avoid frictional damage caused by chips formed during the cutting 
process.  Recently, acoustic emission (AE)-based monitoring systems are finding 
increased applications in condition monitoring. Acoustic emission and audible sound 
waves produced during cutting have been found useful in several researches for the 
identification of process condition. Figure 7.3 shows a photo of the Kistler AE sensor 
(8152B) used in this research. 
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Figure 7.3: Photo of the Kistler AE sensor (8152B) [200]. 
7.2.4 Strain 
The strain sensor is suitable for measuring dynamic and quasistatic forces on fixed or 
moving machine parts. The sensor measures the force-proportional strain at machine 
or structural surfaces (indirect force measurement). The high sensitivity and 
acceleration-compensated design of the sensor allows process monitoring on fast-
running process machinery (e.g. presses, automatic assembly machines). The strain 
of the basic material acts via the two contact surfaces on the sensor as a change in 
distance. The sensor enclosure serves as an elastic transmission element and converts 
the change in distance into a force. The particular advantages compared with the 
familiar wire strain gauge technology rest in the high sensitivity, large overload 
resistance and practically unlimited life even under fluctuating loads. The measuring 
signal can be further processed as a relative value [201]. Figure 7.4 shows a photo of 
the Kistler strain sensor (9232A) used in this research. 
 
 
Figure 7.4: Kistler strain sensor (9232A) [200]. 
 101
7.2.5 Sound 
The concept of sensing tool wear from the sound signal during a cutting process goes 
back more than thirty years [202, 203]. There have been several studies using sound 
signals in this context, and their results confirm the correlation between tool wear 
and the sound emitted during the turning process [202, 204, 205].  
It has been reported that tool wear is correlated with an increase in the amplitude of 
the high frequency bands of the sound signal [196]. In this thesis, a sound signal is 
used to extract valuable information correlated with tool wear. The main problem of 
using this signal in the development of a tool condition monitoring system is the 
ambient noise, as has been identified and studied in several research papers [196]. 
These papers conclude that in the region between 0 and 2 kHz the influence of the 
surroundings and of the noise from adjacent machines, motors, conveyors, etc. or 
processes may contaminate the signals. However, they conclude that this effect can 
be moderated by using noise cancellation methods in the signal processing algorithm. 
Figure 7.5 shows a photo of the microphone used in this research 
 
 
Figure 7.5: Sound sensor (microphone). 
 
7.3 Signal Processing 
To utilise the information (or signal) obtained from the sensor mounted on a machine 
tool (e.g., turning machine in this research), a signal processing technique is required. 
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The signal processing methods applied in this work are chosen carefully from the 
most commonly used methods. The ASPST approach utilise similar methods used in 
the ASPS. However, it is not limited to those methods only and is general enough to 
allow other methods to be used. The signal processing methods used in this research 
are: average value, standard deviations (std), maximum, minimum, range, power, 
kurtosis value, skew value, wavelet analysis and Fourier Transformation (FT). In the 
case of wavelet analysis, the standard deviation of the sub-signals, as will be 
described later, are used as system sensory characteristic features. More details are 
described below. 
 
7.3.1 Time Domain Methods 
Standard Deviations (std) 
The standard deviation (std) which is normally represented by the Greek symbol σ, 
where σ measures the variation of the data from the average. It is defined as: 
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Power (P) 
Power is a measure of the amplitude of a signal. The power value is proportional to 
the square of the amplitude of the signal values. The power value can be defined as 
follows [128]: 
 Power = 
N
N
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2
       7.2 
Average (μ) 
The average value of a signal is the mean of the values of the vector. It is one of the 
simplest signal processing methods. Mathematically, the average value of a signal 
can be defined for a vector of length (N) as follows: 
 103
 
N
x
N
k
k∑
== 1μ          7.3 
 Where ∑
=
N
k
kx
1
=  xxxxx N.....,4321 ++++  
 Where x  is the sensory signal 
Skew Value 
The skew of a signal measures the symmetry of the distribution about its mean level. 
The skew value can be defined for an assumed β distribution as [52]: 
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Kurtosis Value 
Kurtosis values are useful in identifying transients and spontaneous events within 
signals. The kurtosis value of a time series is defined as the fourth central moment of 
Gaussian distribution. The Kurtosis value simply measures the sharpness of the 
peaks in the signals [64] and can be calculated as follows [52]: 
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7.3.2 Frequency Domain Analysis Methods 
Fourier Transformation 
It is essential to break down the signal into its frequency spectrum in order to 
confirm the presence of certain frequencies. Because of this the frequency content of 
a signal is not regularly clear from the time domain. The discrete Fourier 
transformation (DFT) algorithm is used to exchange a digital signal from time 
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domain into a signal in the frequency domain. The discrete Fourier transformation is 
a very computationally intensive algorithm which contains a huge number of 
mathematical operations, though when the length of the signal is a power of two, 
then Fast Fourier Transformation (FFT) can be used which reduces the computation 
necessary to make the transformation from time domain to frequency domain [83, 
206].  
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Wavelet Analysis  
Fourier transformation has an important disadvantage. The transformation process 
from the time domain to frequency domain removes the time information. 
Consequently, when looking at a frequency spectrum, it is not possible to know when 
an exact event has happened. Wavelet analysis provides an alternative technique of 
breaking a signal down into sub-signals or levels with different frequencies which 
carry the time information. In wavelet analysis, the length of the signal, i.e. number 
of values contained in the signal, determines how many wavelet levels there will be 
in the decomposition. In general, for a signal of length N, where N = n2  there are 
n+1 wavelet levels. The shape of the wavelet levels depends on the mother wavelet 
signal which is used to build these levels. Wavelet analysis involves breaking the 
signal into sub-signals, each of which is generated from a combination of shifted and 
scaled wavelet signals. For every level the number of wavelet signals used to 
construct the signals equals n2  where n is the level number. The standard deviation 
(std) of the wavelet levels is used as sensory characteristic features for the condition 
monitoring system. The standard deviation of each level reflects the actual 
contribution of that level in building the original signal [77]. 
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7.3.3 Statistical Methods 
Linear Regression 
Linear regression is used to find the linear equation which best represents the linear 
relationship between two variables. The first variable is the independent variable 
which could be the degree of cutter wear, etc. The second variable is the dependent 
variable and this variable is a sensory characteristic feature which changes according 
to the change in the independent variable. The line is obtained by using the least 
squares straight line fitting. The least squares line is defined as: 
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Equation 7.8 represents the slope of the least squares straight line. The absolute value 
of b1 is to find out the most sensitive sensory feature to the independent variables 
(e.g. degree of cutter wear) of machining parameters. 
 
Range Value (RV) 
The Range Value (RV) statistical method is used in this research to find the 
difference between the highest value and the lowest value. RV is defined as: 
 
RV= Highest Value – Lowest Value. 
 
Sudden Change in Value (SCIV) 
The Sudden Change In Value (SCIV) statistical method is used in this research to 
find the average difference between the firs points and the last points. The first 
variable is the minimum average value of the first values (5%). While the second 
variable is the maximum value of the last values (95%). The sudden value is the 
difference between the last value and the first values. SCIV is defined as: 
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Last values = maximum of (Last point - (0.05* Last point)). 
First values = mean of the (0.05* Last point). 
SCIV = Last values – First values. 
 
This method has been found the best statistical method to use in this research for 
turning. The theory behind using this method is described in Chapter 6, section 6.5.3. 
More details regarding the application of this method and the reason for using it are 
shown in Chapter 9. 
 
7.4 Data Analysis and Pattern Recognition 
A machine condition monitoring problem will be finally transformed into a pattern 
recognition problem to identify, from the sensory signals, the machine or process 
conditions. Two types of pattern recognition systems are used to demonstrate the 
application of the ASPST approach. The application of two systems is used to 
compare their result in order to evaluate the ASPST approach independently from 
specific pattern recognition. Novelty detection and Learning vector quantisation 
neural networks (LVQ) are implemented in order to compare their result directly. 
These methods are implemented to compare the result of each one. More details 
about these methods are briefly described. The ASPST approach is not limited to 
these methods but can be implemented with other methods such as the Back 
Propagation Neural Network (PB) and the Radial Basis Neural Network (RB), etc.  
7.4.1 Novelty Detection 
Novelty detection is used in this research as a self-learning approach to characterise 
the “fresh” or normal state of the cutter. Novelty detection [83] is a classification 
technique that recognises a presented data as novel (i.e. new) or non-novel (i.e. 
normal). The training data for the novelty detection algorithm consists of only the 
normal class which is often much easier to obtain. Since a degree of overlap is 
normally expected between different classes, classification problems have a 
probabilistic nature [78]. Novelty detection involves estimating the probability-
density–function (PDF) of a normal class from the training data and then estimating 
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the probability that a new set of data belongs to the same class. The classification 
decision in novelty detection is based on Bayes’ theorem as shown in equation 7.9. 
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Figure 7.6: The application of novelty detection. 
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The Posterior Probability, the probability that a given vector, x , 
belongs to class iC . 
The Prior Probability, the probability that a future input, x belongs to 
a class, iC , based on the ratio of training examples that belong to the 
same class. 
The Class-Conditional Probability Density, the probability of 
obtaining an input vector from a given class based on estimating the 
PDF of a class. 
Unconditional Probability Density, probability density of x regardless 
of which class it belongs to. 
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The Unconditional Probability Density should also satisfy the following equation: 
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The accuracy of novelty detection classification is dependent on the accuracy of the 
modelled density functions [79]. Three main methods are normally used to model the 
PDF: parametric methods [80], non-parametric methods [77] and semi-parametric 
methods [77]. The parametric methods assume sufficient statistical information about 
the training data set which is not normally available. In non-parametric methods no 
assumptions are made regarding the underlying density functions and they depend on 
the training data to find the probability density function for a new input. Reference 
[83] classified such methods as being Kernel based techniques and K-nearest 
neighbour technique. The K-nearest neighbour method depends on the probability 
that K number of data points of a vector fall within a specific volume. The Kernel-
based technique calculates the volume by defining width parameters for a number of 
known probability distribution functions (Kernels) to provide a general model for the 
training set. However, non-parametric methods require long computations for every 
input vector. Semi-parametric density estimation is used in this research for novelty 
detection because it combines the advantage of both parametric and non-parametric 
techniques and does not require extensive computational effort. Semi-parametric 
methods use fewer numbers of Kernels. A Gaussian Mixture Model (GMM) is used 
in this work to estimate the PDF. Unlike non-parametric methods the training data 
are used only during the process of construction of the density model and are not 
needed for calculation of the PDF for new vectors.  
The probability density estimation of GMM is obtained by Bayes’ theorem, similar 
to equation (7.10), as follows [207] : 
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M is the number of components in the mixture model 
)( jp  is the Prior probability of selecting the jth kernel function 
)|( jxp  is the conditional density of  x  on the jth kernel. 
 
 
For a Gaussian Mixture Model, the following equation is derived: 
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Where  
φ j  is the response of the jth Gaussian component 
jα  is the mixing coefficient (priors) of φ j  
 
When the probability distribution function is calculated, a threshold value can be 
used to define the boundaries between a novel vector and a normal data set [77, 207]. 
Figure 7.6 explains the methodology through which the novelty detection is used in 
this work to detect faulty conditions. Novelty detection software NETLAB [208] is 
incorporated with Matlab programs as a decision-making algorithm for the 
diagnostic and prognostic of tool wear. More details regarding the novelty detection 
can be found in [84]. 
7.4.2 Learning Vector Quantisation Neural Networks (LVQ)  
Neural networks, or artificial neural networks to be more specific, represent an 
emerging technology rooted in many disciplines. They are endowed with some 
unique attributes: universal approximation (input–output mapping), the ability to 
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learn from and adapt to their environment, and the ability to invoke weak 
assumptions about the underlying physical phenomena responsible for the generation 
of the input data. The operation of a neural network can be divided into two steps. 
The first step is called the learning phase, whilst the second step is called the 
retrieving phase. During the learning phase, the learning rule can be also divided into 
supervised learning and unsupervised learning. The supervised learning rule includes 
the error correction rule and delta algorithm, and the unsupervised learning rule 
includes the competitive learning rule. The back propagation algorithm is one of the 
supervised learning rules. The other algorithm used in this research is LVQ, which is 
one of the competitive learning rules. 
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Figure 7.7: Artificial neural networks. 
 
An artificial neural network (ANN), is a mathematical model or computional model 
based on biological neural networks. It consists of an interconnected group of 
artificial neurons and process information using a connectionist approach of 
compution. In most cases the ANN is an adaptive system that changes its structure 
based on external or intenal information that flows through the network during the 
learning phase. Neural networks are an expanding field of interest in the area of 
condition monitoring. In machine condition monitoring, there is a complication in 
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dealing with the large number of signals and data that determine the condition of the 
cutter, process, and the machine itself. In theory, neural networks are able to learn 
complex relationships between inputs and outputs without a preceding knowledge of 
the system or any of its mathematical models. Neural networks can be a very 
effective signal analyser for pattern recognition systems in condition monitoring. 
They can be implemented to optimise the control system used. Neural networks in 
this research are used for pattern recognition and data fusion. However, neural 
networks have been mentioned in literature to be used in other applications such as: 
function approximation and complex regression, data reduction, process control and 
unfamiliarity detection. The main advantage of using neural networks is the full 
automation of the learning and classification processes. Therefore, neural networks 
can be implemented in fully automated condition monitoring systems to recognise 
and classify patterns without human involvement. The basic issues in the application 
of neural networks are the selection of the neural architecture type and choice of the 
most appropriate sensory features to be introduced to the neural networks. Selecting 
the best architecture with the most appropriate input information is a key factor in 
establishing a successful application [209]. Many different neural network structures 
have been developed to achieve different learning and processing speed capabilities. 
Neural networks are classified as supervised and unsupervised according to their 
learning characteristics. The decision is greatly dependent on the data obtainable for 
training the networks. If there is a target class or output for each pattern, then a 
supervised neural network can be used. However, when the input data do not have 
target output specified previously, then “unsupervised” neural networks have to be 
implemented. Unsupervised neural networks, such as LVQ use a special algorithm to 
group similar patterns in the input data space into similar output classes.  
The functional behaviour of the whole system is determined mainly by the pattern of 
connectivity of the nodes. As a system, they are capable of performing some high 
level functions such as adaptation, generalisation and target learning. These 
capabilities are particularly attractive for tool wear monitoring applications. The one 
developed and applied in this work, is the Learning Vector Quantisation (LVQ) [210] 
which implements a competitive neural network. LVQ constitutes a particularly 
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intuitive and simple though powerful classification scheme which is very appealing 
for the following reasons: 
1. The method is easy to implement. 
2. The complexity of the resulting classifier can be controlled by the user. 
3. The classifier can naturally deal with multi-class problems. 
For these reasons, LVQ has been used in a variety of academic and commercial 
applications such as image analysis, telecommunication, robotics, etc. A competitive 
neural network is an unsupervised neural network which uses Associative Learning 
Rules which allow the network to learn the association between the inputs and the 
outputs in reply to the data presented to them. A competitive neural network 
basically learns to recognise similar input vectors and to classify them together in 
one group. The basic structure of this network is that the input vector to the 
competitive layer is obtained by calculating the negative distance between an input 
vector p and the weight vector w and adding the bias b. For any layer, the neurons are 
in competition. All the output of the neurons will be zero, except the winner neuron, 
whose output will be one. When the weight w of a neuron is the closest to the input 
vector p, it will have least negative input, and then it will win the competition and its 
output will equal 1. The user has to select the length of the input vector and the 
number of groups and then the network will group the inputs according to the needed 
groups. LVQ has an input layer, a competitive layer and a linear output layer. The 
competitive layer learns to classify the input vectors to subclasses while the output 
linear layer transforms the competitive subclasses into the desired target classes. The 
advantage of using LVQ is that it learns to classify input vectors into target classes 
chosen by the user. Nevertheless, the learning rules are done according to the 
competitive layers depending on the distance between the input vectors and the 
weight and not according to the error between the output and the target unlike back 
propagation neural networks. Therefore, there is no mechanism in the network to 
dictate whether or not any two input vectors belong to the same category. LVQ is a 
very useful network in the application of classification because its output is logically 
‘0’ and ‘1’.Figure 7.8 shows the LVQ network architecture. LVQ neural networks 
can be seen in reference [84].   
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Figure 7.8: LVQ network architecture. 
 
7.5 Conclusion 
This chapter covers the components and stages used to implement the experimental 
condition monitoring systems, including: sensors, signal processing methods and 
artificial intelligence recognition systems. Different types of signals, including force, 
AE, sound, strain and vibration, are used to obtain the process information. Time and 
frequency domain signal processing methods are used to extract sensory features for 
the design process of the monitoring system. The most appropriate sensory features 
are chosen by the ASPS approach to be introduced to the pattern recognition system 
to identify process faults. Two types of pattern recognition system learning vector 
quantisation neural networks and novelty detection are used in this research to 
classify process states independently. 
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Chapter 8 
Experimental Set-up 
8.1 Introduction 
In order to develop a condition monitoring system, it is necessary to undertake 
cutting tests from which the chosen process parameters can be measured and their 
trend used in accessing their true indication of on-line monitoring. This chapter 
describes the main experimental set-up for this research work. It covers a description 
of the machine tools and the condition monitoring system set-up including the 
placement of sensors, the data acquisition system and programmed software. 
 
8.2 Machine Tools and Process 
The type of machining process used in this research is a turning process on a lathe 
machine as it is the most common and flexible machining process. Like any other 
machining process, the ultimate economic performance of a lathe depends on the 
cutting tool that actually takes the chip off the workpiece. The experimental work is 
done on a Colchester Student (1800) Lathe machine shown in Figure 8.1. 
 
 
Figure 8.1: Colchester Student (1800) Lathe Machine. 
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8.3 Workpiece and Tool Insert 
The experimental work is designed to present and simulate a real industrial 
environment. The work mainly involved turning processes of stainless steel material 
for the gradual tool wear test. The tool inserts used, Sandvik Coromant P25 (SCMT 
120408 UM), is cemented carbide coated via chemical vapour deposition and 
consisting of grades of “throw-away” indexable inserts with integral chip-breaker 
geometry, held in place by a negative rake tool holder. P25 had a thick layer on top 
of titanium carbon nitride (TiCN) giving it a high wear resistance and good edge 
security. This combination gives P25 excellent wear resistant properties. No cutting 
fluid is used. The workpiece material used is stainless steel which is relatively hard 
in order to accelerate tool-wear at the expense of a shorter tool life. In addition, 
stainless steel is used in this research as it is a very common material used in 
domestic applications, application in automotive market and other industrial 
applications. The stainless steel work piece had a diameter of 30 mm. 
The type of machining process carried out is semi-orthogonal turning on a lathe as it 
is the most regular and adaptable form of machining process. Similar to any other 
machining process equipment, the ultimate economic performance of a lathe depends 
on the cutting tool that actually takes the chips off the workpiece. Productivity and 
economy have made indexable inserts the primary tooling method for lathes. With 
due thought to the power limitations of the machine and the tool/workpiece 
combination, the tool manufacturers particularly recommend cuts be carried within 
the following ranges (minimum–maximum) for each cutting parameter to incorporate 
various tool wear modes[185].  
The selection of these parameters for any particular turning operation requires a 
complex variety of considerations involving the interaction of the workpiece, 
machine tool and tooling material as a system [196]. Using the tool insert 
manufacturer's guidelines, a cutting range is selected based on the insert type and the 
resulting cutting parameters are chosen accordingly. This involves reading the 
maximum and minimum values of the feed-rate and depth of cut values of ISO charts 
that corresponded to the chosen tool inserts. For the tool selected, the recommended 
values are as follows: feed-rates, 0.1–0.5 mm/rev while DOC varied from 0.5 to 3 
mm. Cutting speed is selected based on the toughness of the workpiece to be 
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machined. The recommended cutting conditions for the workpiece-tooling geometry 
configuration are as follows: feed-rate of 0.5 mm/rev; DOC of 2 mm, and cutting 
speed of 500 m/min. A decision is made to conduct the wear tests at a fixed cutting 
condition to achieve significant wear within a short time. 
 
8.4 Sensors 
The chosen process parameters monitored are the cutting forces (three axes), strain, 
vibration, acoustic emission (RMS and AE signal), and sound. Figure 8.2 shows a 
schematic diagram of the complete monitoring system. 
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Figure 8.2: Schematic diagram of the complete monitoring system. 
 
The force signals are monitored using 3-component Dynamometer (Kistler 9257A) 
and the cutting tool is fixed on the dynamometer bolted rigidly on the tool turret so 
that the turret speed and the feed components of the cutting forces can be measured. 
The vibration signals are monitored using an accelerometer (Kistler 8704B) which is 
mounted close to the tool holder in order to measure the radial acceleration due to the 
workpiece-cutting tool system vibration. Both the force dynamometer and the 
vibration accelerometer are connected to a 4-channel charge amplifier (Kistler 
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5070A). The acoustic emission signals are monitored using an AE-Piezotron Sensor 
(Kistler 8152B) which is mounted close to the tool holder and is connected to AE-
Piezotron Coupler (Kistler 5125B) which gives the AE signals and the RMS of the 
AE signals. The dynamic and quasistatic force signals are monitored using a strain 
sensor (Kistler 9232A) which is mounted at the side of the tool and it is connected to 
a charge amplifier (Kistler 5855A).  The sound signals are monitored using a Back 
Electret Condenser Microphone (Yago EM-400) which is mounted in a post on the 
tool turret and is connected directly to the DAQ card. The signals are monitored 
using data acquisition card NI PCI-6071E from National Instruments using special 
data acquisition software written using the National Instrument CVI programming 
package and a computer. Matlab software is used for the complete analysis of this 
research. Figure 8.3 shows a photo of the sensors installed on the machine.   
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Figure 8.3: The sensors installed on the lathe machine. 
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Figure 8.4: Shows the equipment used in the monitoring system. 
 
8.5 Data Acquisition Card 
The data acquisition card used is the NI PCI-6071E from National Instruments, a 
multifunction analogue, digital, and timing I/O boards for PC AT. The card has 12-
bits ADCs with 64 analogue input single ended or 32 differentials with a guaranteed 
sampling rate up to 500k sample. The analogue input used was configured as 
differential inputs because of the low voltage levels involved, the noisy environment, 
and long wires used in connecting the signals to the data acquisition card. The 
analogue channel is used to acquire the machining data using a sampling rate of 
15000 or 16000 samples per channel. The card is used in a bipolar mode of +10V or 
-10V with a board gain of 0.5. Hence, for 12-bit data samples the resolution is up to 
9.76 mV. 
 
8.6 Data Acquisition Software 
The data acquisition card is programmed using LabWindows/CVI from National 
Instruments, a developed software package for data acquisition and monitoring. The 
data acquisition software is flexible multipurpose data acquisition software using the 
LabWindows/CVI package from National Instruments. The software also has simple 
GUI panels which give the user a friendly and fast interaction. The software loads the 
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acquired data to the computer memory first, draws it on the screen and then gives the 
user the option to save the data. Consequently, it gives the user more flexibility for 
data analysis, but at the same time, it limits the maximum number of samples which 
can be acquired. The Configuration Panel is used to choose the channels to monitor 
their colour, save the configuration to a file and load any configuration file to the 
program. Figure 8.5 shows the Configuration Panel. 
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Channel Selection
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Figure 8.5: The configuration panel used for channel selection. 
 
The configuration file contains the sampling rate, number of channels, their colour, 
and description. The configuration panel allows the user to enable or disable any 
channel monitored, either on line or off line, just by clicking the toggle button. The 
LED indicator next to the channel will indicate if the channel is active or not. The 
user can add the description of each channel and the required colour. All these 
configurations can be either saved to a configuration file or loaded from a 
configuration file. The software also utilises an option to start the acquisition process 
after the value of one of the operating channels exceeds a specific threshold value 
with an option to delay the acquisition until the cutting process reaches a steady state. 
An example of a data file format is shown in Figure 8.6. Each data file includes the 
original configuration information contained in the configuration panel. The data file 
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also includes any description the user would like to add such as the date of the test, 
and the time. 
 
number of channels, number of samples, sampling rate
8,               5000,                  40000.000000  
upper limit, lower_limit, Back_colour, and grid colour
10.00,       -10.00,           11579568,        14737632  
Channel number,     colour,                 and description
0,                   16711680,             FX
1,                   255,                       FY
2,                   16750848,             FZ
3,                   2105376,               ST
4,                   10053120,             VB
5,                   16777215,             AE
6,                   16724889,             AER
7,                   6750003,               MIC
Data:
-0.693359, 0.771484,-0.004883,-0.161133,-0.717773
.
. 
.  
-0.566406, 0.170898,-0.336914,-0.112305, 0.03418…
Cut1tool3
Date 03-24-2006   Time: 11:58:44
Configuration
File Information
Machining 
Data
Text 
Information
 
Figure 8.6: An example of a saved data file. 
 
8.7 Conclusion 
This chapter outlined the general experimental set-up of this research work. The 
descriptions dwelled on the lathe machine tool. Similarly, it also describes the sensor 
types and their position focusing on cutting tools, workpiece materials, software and 
the data acquisition system. 
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Chapter 9 
ASPST Initial Evaluation 
9.1 Introduction 
This chapter explains the initial evaluation and implementation of the Automated 
Sensor and Signal Processing Selection for Turning (ASPST). The chapter shows 
how the ASPST approach can be utilised to develop a sensor fusion model of a 
condition monitoring system to detect tool wear in turning processes in an efficient 
way. The chapter introduces the details of the ASPST approach using a gradual tool 
wear fault with multi-sensor signals during a turning process. This chapter uses force 
and strain sensors to examine the suitability of the ASPST condition monitoring. It 
covers the main stages of the ASPST approach, the Association Matrix (ASM) of the 
wear test, the sensitivity detection, the selection of the most sensitive SCFs for a 
condition monitoring system and the cost of the implemented monitoring system. 
More experimental work for the evaluation of the ASPST approach for other sensors 
will be described in the following chapters. The implementation of the ASPST 
approach will answer the following questions: 
 
1. What is the difference between the two groups of signals for monitoring 
turning processes? 
2. Which is the most sensitive signal to tool wear for turning processes?  
3. Is one machining signal sufficient to monitor tool wear or is more than one 
sensor needed? 
4. If a signal is chosen for the condition monitoring system, how can it be fed to 
the pattern recognition system? 
5. How can we choose between those sensors so that we can design an efficient 
monitoring system? 
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Figure 9.1: The basic principles of the ASPST approach. 
 
Figure 9.1 shows the basic principles of the ASPST approach. It is designed to 
systematically relate the sensory signal and the signal processing methods utilised to 
the fault which is to be detected.  
 
9.2 Experimental Work 
The experimental work in this chapter is conducted to examine the behaviour of the 
signals for fresh and worn tools and to find the most sensitive sensory characteristic 
features to tool wear. The experimental work is performed on a turning process using 
a stainless steel workpiece. It is a relatively hard material in order to accelerate tool-
wear at the expense of a shorter tool life. In addition, stainless steel used in this 
research as it is a very common material used in domestic applications, application in 
automotive market and other industrial applications. The stainless steel work piece 
has a diameter of 30 mm; and a total machining distance of 1500 mm is machined 
during the full tests to transfer the tool from fresh to completely worn. The machined 
distance are divided into 6 machining samples with lengths of 250 mm each (i.e. 6 
machining samples are obtained during the test for analysis). In total, 6 independent 
experiments are conducted on the turning of stainless steel bars with a fresh tool used 
for each experiment, all with the same basic configuration. The tool insert used, 
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Sandvik Coromant P25 (SCMT 120408 UM), is cemented carbide coated via 
chemical vapour deposition and consisting of grades of indexable inserts with 
integral chip-breaker geometry, held in place by a negative rake tool holder. Care is 
taken to ensure that all experimental conditions remained the same. The machining 
parameters are selected to resemble industrial practice. The experimental cutting 
conditions are chosen to cover the manufacturer's recommended interval for inserts 
type. Figure 9.2 shows a schematic diagram of the implemented monitoring system 
for this chapter. For more details see Chapter 8, section 8.3. 
 
Force
Dynamometer
Turning Process
Work-piece
Cutter
4 Channel
Charge Amplifier
Strain Sensor
Fy
Fz
Fx
 
Figure 9.2: Schematic diagram of the monitoring system. 
 
The chosen process parameters monitored are the cutting forces (three axes) and 
strain. The force signals are monitored using 3-component Dynamometer (Kistler 
9257A) and the cutting tool is fixed on the dynamometer bolted rigidly on the tool 
turret so that the turret speed and the feed components of the cutting forces could be 
measured. The dynamic and quasistatic force signals are monitored using strain 
sensor (Kistler 9232A) which is mounted at the side of the tool. Both the force 
dynamometer and the strain sensor are connected to a 4-channel charge amplifier 
(Kistler 5070A). The level of tool wear is visually monitored in this experimental 
work and the experimental work shows that wear increases with machining time.  
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9.3 Signal Simplifications  
For a complex machining process such as turning, the first step is to transfer signals 
from its complex form into a group of simplified sensory signals denoted Sensory 
Characteristic Features (SCFs). For example, if a turning process sensory signal can 
be transformed into a group of SCFs with relatively simple nature with less variation, 
then it is expected to be much easier to retrieve the necessary information which 
presents the state of the process based on the change in the level of the extracted 
SCFs. As explained in Chapter 6, a sensitive SCF is a SCF which includes a 
significant amount of information regarding the state of the process. This should lead 
to better recognition. The sensitivity of the SCFs for this experimental work in this 
chapter is evaluated by the following methods: 
1. Visual inspection of the signals. 
2. Using Sudden Change In Value (SCIV) method. 
9.3.1 Visual Inspection Method 
In this section the simplified sensory information are detected visually. Figure 9.3 
and 9.4 shows examples of the machining signals for the fresh and worn tool 
respectively. 
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Figure 9.3: The machining signals for fresh tool. 
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Figure 9.4: The machining signals for worn tool. 
 
It can be observed from Figures 9.3 and 9.4 that the vibration level of some signals 
has decreased for the worn tool, as in the cutting forces signals. In addition, the level 
of some sensory signals has changed such as the strain signal. Because turning has 
complex machining signals, it has been found difficult to predict the most sensitive 
signals to tool wear directly from the raw data.  
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Figure 9.5: Example of the SCFs of the signals. 
 126
 
Figure 9.5 presents an example of the general visual observation of the sensory 
signal which includes the sensitivity of SCFs of the force sensor. Looking at Figure 
9.5, it is apparent that the force signal (Fx) has three different sensitivity levels, low, 
medium and high, with different signal processing methods. It shows low sensitivity 
with the std, medium sensitivity with the skew and high sensitivity with the power. It 
can be observed that among the signals, some signal processing methods are more 
sensitive with the sensory signal than others. Therefore, it can be concluded that 
manual investigation could help in finding the sensitivity of the sensory signal. Table 
9.1 shows general visual observation of the Association Matrix (ASM) which 
includes the sensitivity of all SCFs implemented in this monitoring system. Figure 
9.6 presents an image of the SCFs of the signals. 
 
         Table 9.1: Example of ASM for Tool 1. 
Signal Processing Methods Sensory 
Signal Std Avg. Max Min Range Kurtosis Skew Power 
Fx L H L H M L M H 
Fy M H H H L L L H 
Fz M M H H H L L H 
Strain L H H H H M H H 
(H: High sensitivity, M: Medium sensitivity, L: Low sensitivity). 
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Figure 9.6: Example of the SCFs images of the signals. 
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Table 9.1 shows general visual observation of the Association Matrix (ASM) which 
includes the sensitivity of all SCFs implemented in this monitoring system. In 
addition, Figure 9.6 presents an image of the SCFs of the signals. For example, the 
strain sensor shows high sensitivity with the skew signal processing method, while 
the force sensor (Fy and Fz) shows low sensitivity with the same signal processing 
method. Although such general visual observations as shown above might helps to 
find some sensory features which are sensitive to the tool wear. But it still does not 
provide a systematic method to study the system and there could be more sensitive 
sensory characteristic features which are obtained from less expensive sensors than 
the force dynamometer, for example strain sensor in this experimental work. From 
the above discussions it may be concluded that manual investigation of the 
monitored signals is time consuming and should be automated in order to develop a 
faster and more structured methodology for selecting sensors and signal processing 
methods. In this research, the Sudden Change In Value (SCIV) automated sensitivity 
method is utilised to automate the system. 
 
9.3.2 Sudden Change In Value (SCIV) Method 
The discussion in the previous section suggests that manual investigation of the 
monitored signals could be time-consuming and the system should be automated. 
Therefore, in this section the practical steps of the ASPST approach for the same four 
(Fx, Fy, Fz, strain) sensory signals are described. The theoretical ideas of the ASPST 
approach are presented in Chapter 6. In general, assuming that the monitoring system 
has n number of sensory signals which can be processed by m number of signal 
processing methods to produce a sensory characteristic features (SCFs). For 
example, a sensory characteristic feature extracted from the skew value of the Fy 
sensory signal can be presented as SCF (Fy, skew). The sensory feature matrix 
(SMF) can be calculated for every set of signals, or machining samples, during the 
machining process. For any sensory characteristic feature, it is possible to study its 
behaviour in relation to tool wear. There are different mathematical ways to study the 
effect of a machining fault as an independent variable on a sensory characteristic 
feature as a dependent variable. 
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Figure 9.7: The practical steps of the ASPST approach. 
 
Figure 9.7 shows a schematic diagram of the practical steps of the ASPST approach. 
The sensory signals are simplified and processed to give specific sensory 
characteristic features arranged in the SFM which can be used to calculate the 
sensitivity of every feature on tool conditions. The sensitivity coefficients are then 
arranged in the ASM matrix for further analysis. After calculating the sensitivity of 
each sensory characteristic feature on the machining conditions, tool wear level in 
this case, another matrix is constructed. This is Association Matrix (ASM). It is a 
matrix which associates the obtained sensitivity values for the corresponding sensory 
features. It gives a simple presentation of the sensitivity values associated with each 
feature. The sensitivity coefficient of the machining feature is obtained using the 
machining signal of the sensor and the signal processing method. The ASM gives the 
key evaluation for the most appropriate sensor and signal processing method to be 
used since each column is associated with a signal processing method while each row 
is associated with a sensor. Therefore, the sensory characteristic features with 
relatively high sensitivity coefficient are the most sensitive to the cutting conditions 
and they are the most appropriate features to be used. Therefore, the related sensory 
signals and signal processing methods are the most appropriate ones to use. 
For the described cutting tool wear test, 8 signal processing methods are used to 
process 4 sensory signals. The signal processing methods are standard deviations 
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(std), the average (μ), maximum (max), minimum (min), the range, kurtosis value 
(K), skew value and power. For more details regarding the signal processing methods 
see Chapter 7. The sensory signals monitored during this test are the cutting forces in 
three directions and the strain sensor. Therefore, the ASM for this system has a 
dimension of (4 × 8) which makes a total of with 32 sensory characteristic features 
for the selection process. The sensors and signal processing methods used here are 
just an example and the ASPST approach is not limited to the used sensory 
characteristic features. More signal processing methods and sensory signals will be 
used to develop condition monitoring systems in the following chapters. 
The statistical method used in this research is the Sudden Change In Value (SCIV) 
instead of the line regression methods used in ASPS for end-milling [47] process as 
this has some drawbacks when applied to turning processes. The linear regression 
method is not sensitive to turning processes and the SCIV method found to be 
appropriate. The application of the sudden change in value method will be described 
in this section.  
From the previous discussion, there is a need to find a method to calculate the 
sensitivity of every feature to the wear of the cutting tool. Since the importance of a 
feature is in its relative value compared to others, a normalising process is performed 
using equation 9.1 below so that any sensory characteristic feature will have a value 
between 0.1 and 0.9 making it possible to compare all calculated sensory features 
relative to each other [196]. There is no specific reason for using this type of 
normalising and any other normalising values could be used. The only reason is that 
such values are expected to have better effect on the classification systems [196]. 
Also, in order to be able to compare the sensitivity of SCFs of this test with the 
sensitivity of SCFs in similar tests, all features are normalised using the same 
equation [211]. 
 
min)(
minmax
8.01.0 −−+= ixx       9.1 
Where: 
max: is the maximum value of a sensory characteristic feature. 
min: is the minimum value of a sensory characteristic feature . 
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The sensitivity coefficient for this type of test is the Sudden Change In Value (SCIV) 
(i.e. absolute value) using the difference between the maximum and the minimum of 
the data (see Chapter 7, section 7.3.3). Hence, features which have high relative 
value are sensitive to tool wear. The SCFs are visually tested for their sensitivities to 
gradual tool wear. Figure 9.8 shows an example of two sensory characteristics 
features with high sensitivity to tool wear. 
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Figure 9.8: Example of high sensitivity features. 
 
Figure 9.9 shows two features with low sensitivity to the tool wear. As can be 
observed from the figures, the absolute value of the difference of the maximum and 
minimum presents a good indication of how sensitive a sensory feature is to tool 
wear. 
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Figure 9.9: Example of low sensitivity features. 
 
Table 9.2 shows the ASM matrix for this particular tool wear test where sensitivity 
values are the Sudden Change In Value (SCIV) of the normalised features. 
 
    Table 9.2: ASM matrix for tool wear test. 
  Std Avg. Max Min Range Kurtosis Skew Power 
Fx 0.1348 0.7826 0.0875 0.7519 0.1915 0.0485 0.6602 0.7879 
Fy 0.402 0.7797 0.7806 0.7363 0.1588 0.0634 0.1698 0.7788 
Fz 0.3001 0.3666 0.5953 0.6916 0.5645 0.01 0.008 0.7867 
Strain 0.0144 0.7832 0.765 0.7786 0.7055 0.334 0.7254 0.7756 
 
Figure 9.10 shows images of the ASM matrix for the tool wear test where sensitivity 
values are the Sudden Change In Value (SCIV) of the normalised features. The 
numbers with small value in Table 9.2 are shown in navy in the images in Figure 
9.10. This mean low sensitivity, numbers with medium values are shown in blue 
which means medium sensitivity, and numbers with high values are shown in red 
which means high sensitivity. 
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Figure 9.10: Example of the SCFs images of the signals using SCIV. 
 
As can be observed from Table 9.2 and Figure 9.10 using the SCIV and Table 9.1 
and Figure 9.6 using manual investigations, there is significant similarity between the 
two methods. This proves that using an automated sensitivity detection method such 
as Sudden Change In Value (SCIV) to calculate the ASM matrix could minimise 
time and effort. For example, if we take the SCF of the strain and power signal 
processing method and investigate it manually it shows that it has high sensitivity 
(H) as in Table 9.1 and Figure 9.6. On the other hand, when applying the automated 
method, SCIV ASM matrix, it shows that SCF for Strain and power signal 
processing method is 0.7756; this means high relative sensitivity as in Table 9.2 and 
red in Figure 9.10 which means high sensitivity also. It can be concluded from this 
discussion that using the automated method, Sudden Change In Value (SCIV) 
analysis method, and utilising the Association Matrix (ASM) to find out the most 
sensitive features to detect tool wear in turning processes, is useful and less time-
consuming when compared to manual investigation. 
 
9.4 Selection of Sensory Characteristics Features (SCFs) 
To enable the classification system to be fast and to give good classification, it has 
been decided based on previous applications of the ASPS approach (end milling 
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process) [211] to base the implementation and the design of the ASPST condition 
monitoring system of this test on a set of 10 SCFs. The sensory characteristic 
features are grouped into 3 systems, with 10 features in each. A Matlab computer 
program is used to arrange the ASM features according to the absolute Sudden 
Change In Value (SCIV) and arrange every 10 as a separate system. The three 
systems have the average sensitivity as shown in Figure 9.11. It can be observed that 
the first system has the most sensitivity features for tool wear detection compared to 
the other systems.  
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Figure 9.11: Comparison between the systems sensitivity. 
 
The first system which includes the most sensitive 10 features is shown in Table 9.3. 
In addition, Table 9.4 shows the next 10 features and Table 9.5 shows the least 
sensitive 10 feature to tool wear.  
The first system is found to have relative sensitivity (SCIV average of 0.782) which 
is much more than the average sensitivity of the second. In addition, the third system 
is found to have the lowest sensitivity for the detection of the tool wear. 
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                     Table 9.3: First system with the SCFs sensitivity (SCIV). 
Sensory 
Signal 
 Signal Processing 
Methods 
Sensitivity 
(SCIV) 
Fx Power 0.7879 
Fz Power 0.7867 
St Maximum 0.7865 
St Average 0.7832 
Fx Average 0.7826 
Fy Maximum 0.7806 
Fy Average 0.7797 
Fy Power 0.7788 
St Minimum 0.7786 
St Power 0.7756 
Average 0.7820 
 
                    Table 9.4: Second system with the SCFs sensitivity (SCIV). 
Sensory 
Signal 
 Signal Processing 
Methods 
Sensitivity 
(SCIV) 
Fx minimum 0.7519 
Fy minimum 0.7363 
St Skewness 0.7254 
St Range 0.7055 
Fz minimum 0.69165 
Fx Skewness 0.66025 
Fz maximum 0.5953 
Fz Range 0.5645 
Fy Std 0.4021 
Fz average 0.3666 
Average 0.6199 
       
                     Table 9.5: Third system with the SCFs sensitivity (SCIV). 
Sensory 
Signal 
 Signal Processing 
Methods 
Sensitivity 
(SCIV) 
St kurtosis 0.3342 
Fz Std 0.3001 
Fx Range 0.1915 
Fy Skewness 0.1698 
Fy Range 0.1588 
Fx Std 0.1348 
Fx maximum 0.0875 
Fy Kurtosis 0.0634 
Fx Kurtosis 0.0485 
St Std 0.0144 
Average 0.1503 
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As can be observed from the above tables, the first system has the highest sensitivity, 
for example, the force (Fx) and power have the highest sensitivity (0.7879). The 
second system has a medium to high level of sensitivity and third system has the 
lowest sensitivity. For example, strain sensor and standard deviation have the lowest 
SCFs (0.0144) in the third system. Looking at the above tables, it can be seen that the 
first 16 SCFs are almost the same but then the sensitivity of the other SCFs drops 
considerably. Therefore, the ASM matrix is found very useful in predicting the 
sensitivity of the SCFs. The sensitivity of the SCFs is proven to be measurable. 
The details of the first few SCFs structure can be used to optimise system cost 
without significantly affecting system performance. It is important to notice that the 
statement of high sensitivity means high information is based on the visual 
inspection of each feature and the way it behaves during the fault's development. 
Therefore, a statement is made that the average sensitivity of a system is a reflection 
of the expected behaviour of the system. The proof of this statement will be 
described in the next chapters using neural networks and novelty detection 
classification systems. 
 
9.5 System Cost and Utilisation 
It is necessary in real industrial applications to control the cost of a condition 
monitoring system. In an industrial environment, the main target is not only to 
develop and implement a successful condition monitoring system, but to minimise 
cost. The ASPST approach can be used to minimise the cost of a condition 
monitoring system without significantly affecting its performance. The cost of the 
monitoring system can be easily calculated according to the number and type of 
sensors used. It is important to reduce the cost of the system by eliminating sensors 
which do not significantly contribute to the selected SCFs. This is achieved by 
removing their SCFs from the system and replacing them by SCFs which come next 
on the rank from sensors already in the system. This cost reduction is possible 
without having to significantly reduce the overall sensitivity of the system (i.e. the 
new SCFs should still have relatively high sensitivity). The contribution of a sensor 
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in a system is defined as the sensor utilisation (U). The U for a sensor is defined as 
shown in equation 9.2: 
 
         9.2 
 
S: number of SCFs used from the sensor. 
T: total number of features in the system (10 in this case) 
P: number of signals produced by the sensor (e.g. 3 for the 3-components force 
dynamometer, 1 for the strain, 1 for Vibration). 
The UA, the overall sensor utilisation average factor for a system, is defined as the 
average value of the sensor utilisation (U) of all the sensors used in the system. 
When removing the least used sensors in the system, it has been found that the sensor 
utilisation (U) factor is useful in minimising the cost of the system. The changeable 
supposed cost of each system is calculated and compared to optimise the 
performance of the system related to its cost. The cost reduction process is discussed 
in Chapter 6, section 6.5.5. It explains and evaluates the cost reduction process with 
the aid of the tool wear experimental work. Figure 9.12 shows the sensor set-up for 
the experimental work in this chapter. In this work, cost means the supposed variable 
cost of the monitoring system since the objective is to compare systems. 
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Figure 9.12: The sensors set-up used to calculate the cost of the system. 
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9.5.1 System Optimisation 
From Tables 9.3 and 9.4, it can be observed that there is no significant difference in 
the average sensitivity for both systems. The cost of both systems is the same 
(£19,040). But it is still can be optimised by increasing the system utilisation. By 
replacing the sensory characteristic features of the strain sensor from the first system 
with the forces sensory signals from the second system to reduce the cost and still 
have the sensitivity level.  
 
                  Table 9.6: Sensors utilisation. 
Sensors U 1st System 
U 
2nd System 
Optimised 
System 
Dynamometer 20% 23.3% 33.3% 
Strain 40% 30% ------ 
UA 
Utilisation Average 30% 26.65% 33.3% 
System Cost £19,040 £19,040 £18,620 
Average Sensitivity 0.7820 0.6199 0.7537 
 
As shown in Table 9.6, the overall average utilisation has increased in the first 
system from 30% up to 33.3% and from 26.65% up to 33.3% in the second system 
and the cost is reduced by 3% from £19040 to £18620. In addition, the average 
sensitivity of the system did not significantly change as can be seen in Table 9.7. In 
fact the average sensitivity has increased to 0.7537 compared with the second 
system. 
                    Table 9.7: The optimised system (1st and 2nd system).  
Sensory Signal  Signal Processing Methods 
Sensitivity 
(SCIV) 
Fx Power 0.7879 
Fz Power 0.7867 
Fx Average 0.7826 
Fy Maximum 0.7806 
Fy Average 0.7797 
Fy Power 0.7788 
Fx minimum 0.7519 
Fy minimum 0.7363 
Fz minimum 0.69165 
Fx Skewness 0.66025 
Average 0.7537 
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From the previous discussion, it has been found that the force sensor is the most 
appropriate sensor to monitor tool wear based on the ASPST approach. The above 
results prove that the ASPST approach can be used to reduce the cost and the number 
of sensors while keeping high sensitivity.   
9.5.2 System Evaluation 
The ASM matrix could be utilised to evaluate the effectiveness of a sensor or signal 
processing method based on the sensitivity of every sensor and signal processing 
method to the fault which is embedded in the ASM matrix. 
 
The average sensitivity of all the sensory characteristic features, for a Signal 
Processing method SPk, obtained using all the sensory signals (ASP) can be used as 
an indication of how relatively the signal processing method is valuable. The average 
value of the kth column of the ASM matrix for a signal processing SPk is the average 
sensitivity of the kth signal processing method and can be defined as [211]: 
n
d
A
n
i
ik
SpK
∑
== 1          9.3 
where n is the number of rows in the ASM. 
In addition, the average sensitivity of the kth signal (As) can represent the general 
sensitivity of a signal to the failure and can be defined as: 
 
m
d
A
m
i
jk
SK
∑
== 1          9.4 
where m is the number or columns in the ASM.  
 
For the ASM matrix, the average of the summation of sensitivity coefficients (AC) 
can provide an evaluation of the condition monitoring system sensitivity in the 
detection of the failure under investigation. And can be defined as: 
mn
d
A
n
i
ij
m
j
C ×=
∑∑
= =1 1         9.5 
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The As values for the sensory signals used in the system are shown in Figure 9.13 
and the Asp values for the signal processing methods used in the system are shown in 
Figure 9.14. As can be noticed from the figures, the results reflect what is found in 
the optimum system where the strain sensor is the most sensitive sensor to tool wear. 
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Figure 9.13: As values for the sensory signals. 
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Figure 9.14: Asp values for the signal processing methods.  
 
The Ac factor of this system is found to be (0.48). However, to find the effectiveness 
of the selection of the utilised sensors and signal processing methods, the evaluated 
values can be compared with other systems. The high Ac value mean high sensitivity 
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level, meaning high information and low Ac, means low sensitivity value and less 
information. But a low Ac could include features with high sensitivity. 
9.6 Conclusion 
In this chapter, the practical details of the ASPST approach are introduced. The 
ASPST approach for four sensory signals is explained using an experimental 
machining test to monitor a gradual tool wear in turning process. The implemented 
ASPST approach utilises a matrix, named the Association Matrix (ASM), to compare 
the sensitivity of the features to the fault under investigation and also to evaluate the 
overall monitoring system using the average sensitivity of sensors and signal 
processing methods. The sudden change in value (SCIV) analysis is used to find out 
the most sensitive features to detect tool wear. The SCFs are visually examined and 
examples of high-sensitivity and low sensitivity SCFs are presented. Sensory 
utilisation is implemented within the ASPST approach to reduce the cost of the 
system without affecting the sensitivity of the system. The ASPST approach is found 
useful in selecting the most sensitive sensors and signal processing methods to 
design a condition monitoring system for turning process. 
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Chapter 10 
The Applications of ASPST Approach Using 
Pattern Recognition Systems 
10.1 Introduction 
In this chapter, different applications for the implementation of the ASPST approach 
for different groups of multi-sensor fusion models are presented. The chapter 
provides more experimental work to prove the capability of the implemented ASPST 
approach in developing and designing a sensor fusion model of a condition 
monitoring system for turning process by selecting the most sensitive sensors and 
signal processing methods using pattern recognition systems. It presents the same 
implemented methodology and steps discussed in the previous chapter for the 
following investigations: 
 
• LVQ Investigation: The chosen process parameters monitored are acoustic 
emission (AE), accelerometer and sound sensors using Learning Vector 
Quantisation (LVQ) neural networks. 
• ND Investigation: The chosen process parameters monitored are strain, 
acoustic emission and accelerometer sensors using a Novelty Detection 
Algorithm (ND). 
Both investigations present the same methodology and experimental work to detect 
tool wear and provide diagnostic and prognostic information. This chapter seeks to 
confirm the methodology and the technique implemented in Chapter 9 for the turning 
process with different multi-sensors using different pattern recognition systems. The 
main assumption to be tested is that sudden change in value (SCIV) method is 
capable of detecting the sensitivity of the SCFs. 
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10.2 General Experimental Set-Up 
The experimental work for both investigations in this chapter is performed on the 
lathe machine tool for machining stainless steel. Gradual tool wear is examined as 
the fault to be monitored. The stainless steel work piece used in this experiment has a 
diameter of 30 mm and a total machining distance of 1750 mm is machined during 
the full tests to transfer the tool from fresh to completely worn. The machined 
distance is divided into 7 machining samples with lengths of 250 mm each (i.e. 7 
machining samples are obtained during the test for analysis for each investigation). 
In total, 7 independent experiments are conducted in the machining of stainless steel 
workpieces for each investigation. Every test starts with a fresh tool and finishes with 
a completely worn tool. The tool inserts used are Sandvik Coromant P25 (SCMT 
120408 UM). The machining parameters are selected to resemble industrial practice. 
The experimental cutting conditions are chosen to cover the manufacturer's 
recommended interval for insert type. For more details see Chapter 8, section 8.3. 
 
10.3 LVQ Investigation 
The chosen process parameters monitored in the first investigation are vibration, 
sound and acoustic emission (AE and AE-RMS signal). The vibration signals are 
monitored using an accelerometer (Kistler 8704B) which is mounted close to the tool 
holder in order to measure the radial acceleration due to the workpiece-cutting tool 
vibration and it is connected to a charge amplifier (Kistler 5855A). The acoustic 
emission signals are monitored using an AE-Piezotron sensor (Kistler 8152B) which 
is mounted close to the tool holder and it is connected to an AE-Piezotron coupler 
(Kistler 5125B) which gives the AE signals and the Root-Mean-Square (RMS) of the 
AE signals. The sound signals are monitored using a Back Electret Condenser 
Microphone (Yago EM-400) which is mounted in a post on the tool turret and it is 
connected directly to the DAQ card. The level of tool wear is visually monitored in 
this experimental work and shows that wear increases with machining time. Figure 
10.1 shows a schematic diagram of the implemented monitoring system for the first 
(LVQ) investigation. 
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Figure 10.1:  A schematic diagram of the monitoring system. 
 
10.3.1 Signals Simplifications 
10.3.1.1 Visual Inspection Method 
Examples of the machining signals for the fresh and worn tool for a turning process 
are shown in Figure 10.2 and 10.3 respectively. It can be noticed that the vibration 
level has decreased for the worn tool. In addition, the level of the other signals has 
changed. The acoustic emission signals have less variation. However, the sound 
signal has included more audible vibration noise. The microphone signal level is 
relatively low, and the variation could have been related to external noise. In 
addition, the level of some sensory signals has changed such as the AE (RMS) 
signal. Because turning has complex machining signals, it has been found difficult to 
predict the most sensitive signals to tool wear directly from the raw data. Therefore, 
the ASPST approach should be able to detect if the variation is random or consistent 
due to tool wear. Although such general observations can help to find some sensory 
features which are sensitive to tool wear, signal processing and analysis is needed to 
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extract the important information from the signals (i.e. Sensory Characteristic 
Features (SCFs)). 
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Figure 10.2: Signals from a fresh tool. 
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Figure 10.3: Signals for the worn tool. 
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Table 10.1 shows general visual observation of the Association Matrix (ASM) which 
includes the sensitivity of all SCFs implemented in this monitoring system. Figure 
10.4 presents an image of the SCFs of the signals.  
 
         Table 10.1: Example of ASM for Tool 1. 
Signal Processing Methods Sensory 
Signal Std Avg. Max Min Range Kurtosis Skew Power 
Vibration L H H M L H L H 
AE L H H H L L L H 
AE_RMS L H H H L M L H 
Sound H H H M H H M H 
(H: High sensitivity, M: Medium sensitivity, L: Low sensitivity). 
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Figure 10.4 Example of the SCFs images of the signals. 
 
Table 10.1 shows a general visual observation of the Association Matrix (ASM) 
which includes the sensitivity of all SCFs implemented in this monitoring system. In 
addition, Figure 10.4 presents an image of the SCFs shown in Table 10.1. For 
example, sound sensor shows high sensitivity with all signal processing methods 
except the minimum and Skewness signal processing methods show medium 
sensitivity, while the vibration sensor shows medium sensitivity levels with 
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minimum signal processing methods even though such general visual observations as 
shown above could help to find some sensory features which are sensitive to the tool 
wear. But it still does not provide a systematic method to study the system and there 
could be more sensitive sensory characteristic features to be obtained from less 
expensive sensors than the acoustic emission sensor such as sound sensor in this 
experimental investigation. It can be observed that among the signals, some signal 
processing methods are more sensitive with the sensory signal than others. Therefore, 
it can be concluded that manual investigation could help in finding the sensitivity of 
the sensory signal. In this research, the implementation of the ASPST for tool wear 
detection in the turning process will be tested to automate the system.  
10.3.1.2 Sudden Change In Value (SCIV) Method 
The raw signals are processed using several time-domain signal processing methods 
to extract 8 SCFs form every sensory signal. The 8 signal processing methods are 
used to process the 4 sensory signals establishing an ASsociation Matrix ASM of (4 
× 8) which allows the investigation of 32 sensory characteristic features (SCFs) for 
the design of the monitoring system. The ASM matrix for this test has 4 sensory 
signal and 8 signal processing methods. The 32 sensory characteristic features of the 
ASM matrix for this work are calculated for the 7 tools and then the Sudden Change 
In Value (SCIV) method is calculated from the normalised features. The SCFs are 
arranged according to their sensitivity to tool wear based on the SCIV method. The 
SCFs are visually inspected and it has been observed that the features which show a 
high value of the (SCIV) have better sensitivity for the wear of the cutting tool. 
Figure 10.5 shows an example of two sensory characteristic features with high 
sensitivity and Figure 10.6 shows an example of two features with low sensitivity to 
wear. 
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Figure 10.5: Example of high sensitivity SCF. 
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Figure 10.6: Example of low sensitivity SCF. 
 
As it can be observed from the above figures, the absolute value of the Sudden 
Change In Value (SCIV) method presents a good indication of how sensitive a 
sensory feature is to tool wear. 
Table 10.2 shows the ASM matrix for this particular tool wear test where sensitivity 
values are the Sudden Change In Value (SCIV) of the normalised features. 
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    Table 10.2: ASM matrix for tool wear test. 
  Std Avg. Max Min Range Kurtosis Skew Power
Vibration 0.0893 0.6812 0.6222 0.5771 0.2301 0.65245 0.01697 0.6815
AE 0.1463 0.6816 0.6752 0.6356 0.1376 0.01409 0.0078 0.6818
AE_RMS 0.0762 0.6590 0.6481 0.6624 0.0996 0.09265 0.0007 0.6807
Sound 0.6803 0.6743 0.6814 0.6221 0.6807 0.6457 0.5989 0.6817
 
Figure 10.7 presents images of the ASM matrix for the tool wear test where 
sensitivity values are the Sudden Change In Value (SCIV) of the normalised features. 
The numbers with small values in Table 10.2 which appear in navy in the images 
figure mean low sensitivity; numbers with medium values which appear in green 
mean medium sensitivity; and numbers with big values which appear in red in the 
images mean high sensitivity. 
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Figure 10.7: Example of the SCFs images of the signals using SCIV. 
 
As can be observed from Figure 10.4, using manual investigation, and Figure 10.7, 
using the SCIV, there is a similarity between the two methods. This proves that using 
an automated sensitivity detection method such as Sudden Change In Value (SCIV), 
ASM matrix, could minimise time and effort. For example, if we take the SCF of the 
sound and average signal processing method and investigate it manually, it shows 
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that it has high sensitivity (H) as in Table 10.1 and Figure 10.4. On the other hand, 
when applying the automated method, SCIV, it shows that the SCF for the sound and 
average signal processing method is 0.674; this means high value as in Table 10.2 
and red as in Figure 10.6 which means high sensitivity also. In addition, using the 
SCIV method shows more accuracy than visual investigation. For example, when 
investigating the SCF of sound and skew visually it shows medium sensitivity and 
appears as light green colour in Table 10.1, but when utilising the SCIV method it 
shows light red. When comparing these two colours it can be observed that their 
values are between 0.4 and 0.5 which is not too far from the value shown in Table 
10.2. It can be concludes from the discussion that using the automated method, 
Sudden Change In Value (SCIV) analysis and utilising the Association Matrix 
(ASM), to find out the most sensitive features to detect tool wear in turning 
processes, is found useful and time-consuming compared to manual investigation. 
As in the previous chapter, it is decided to base the implementation and the design of 
the ASPST condition monitoring system on a set of 10 SCFs. The sensory 
characteristic features are grouped into 3 systems, 10 features each. A computer 
program is used to arrange the ASM features according to the absolute Sudden 
Change In Value (SCIV) and arrange every 10 as a separate system. The three 
systems have the average sensitivity as shown in Figure 10.8. It can be observed 
from that the first system has the most sensitivity features for tool wear detection 
compared to the other systems.  
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Figure 10.8: Comparison between the systems sensitivity. 
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The first system which includes the most sensitive 10 features is shown in Table 
10.3. In addition, Table 10.4 shows the next 10 features and Table 10.5 shows the 
least sensitive 10 features to tool wear. The first system is found to have relative 
sensitivity (SCIV average of 0.6806) which is much more than the average 
sensitivity of the second. In addition, third system is found to have the lowest 
sensitivity for the detection of the tool wear. 
 
                     Table 10.3: First system with the SCFs sensitivity (SCIV). 
Sensory 
Signal 
 Signal Processing 
Methods 
Sensitivity 
(SCIV) 
AE Power 0.6818 
Sound Power 0.6817 
AE Average 0.6816 
Vibration Power 0.6815 
Sound Maximum 0.6814 
Vibration Average 0.6812 
AE_RMS Power 0.6807 
Sound Range 0.6806 
Sound Std 0.6803 
AE Maximum 0.6752 
Average 0.6806 
 
                    Table 10.4: Second system with the SCFs sensitivity (SCIV). 
Sensory Signal  Signal Processing Methods Sensitivity (SCIV) 
Sound Average 0.6743 
AE_RMS Minimum 0.6624 
AE_RMS Average 0.6590 
Vibration Kurtosis 0.6523 
AE_RMS Maximum 0.6481 
Sound Kurtosis 0.6457 
AE Minimum 0.6356 
Vibration Maximum 0.6222 
Sound Minimum 0.6221 
Sound Skewness 0.5989 
Average 0.6421 
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                   Table 10.5: Third system with the SCFs sensitivity (SCIV). 
Sensory Signal  Signal Processing Methods Sensitivity (SCIV) 
Vibration Minimum 0.5771 
Vibration Range 0.2301 
AE Std 0.1463 
AE Range 0.1376 
AE_RMS Range 0.09965 
AE_RMS Kurtosis 0.09265 
Vibration Std 0.08933 
AE_RMS Std 0.07624 
Vibration Skewness 0.01697 
AE Kurtosis 0.01409 
Average 0.1480 
 
As can be observed from the above tables, the first system has the highest sensitivity; 
for example, the AE signal and power has the highest sensitivity. In addition, the first 
and second systems have no significant difference between them in the average 
which means that it is excellent when optimising the system with low cost sensors 
and high sensitivity. On the other hand, the third system has the lowest sensitivity. 
For example, the AE signal and Kurtosis signal processing method are the lowest 
SCFs in the system. Looking at the above tables and figures, it can be observed that 
the first 21 SCFs have similar sensitivity. Then the sensitivity of the other SCFs 
drops to the lowest value. Therefore, the ASM matrix is found very useful in 
predicting the sensitivity of the SCFs. The previous discussion proved that high 
sensitivity of the SCFs means high information and low sensitivity means low 
information. 
The details of the first few SCFs structure can be used to optimise the system cost 
without affecting the system performance significantly. It is important to notice that 
the statement of high sensitivity means high information is based on the visual 
inspection of each feature and the way it behaves during the fault's development. 
Therefore, a statement is made that the average sensitivity of a system is a reflection 
of its expected behaviour. The proof of this statement will be described in the next 
sections using Learning Victor Quantisation (LVQ) neural networks. 
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10.3.2 System Cost and Utilisation  
The same method used in Chapter 9 to calculate the cost of the system is used here 
again. Figure 10.9 shows the sensor set-up for the experimental work in this section. 
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Figure 10.9: The sensor set-up used to calculate the cost of the system. 
10.3.2.1 System Optimisation 
The same method used before to optimise the system is used here again. From Table 
10.3 and Table 10.4, it can be seen that there is no significant difference in the 
average sensitivity for both systems. The cost of both systems is the same. But it can 
still be optimised by increasing system utilisation. By replacing the sensory 
characteristic features of the vibration sensor from the first system with the sound 
and acoustic emission sensors from the second system to reduce the cost and have no 
affects on the sensitivity level.  
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                    Table 10.6: Sensors Optimisation. 
Sensors U 1st System 
U 
2nd System 
Optimised 
System 
Vibration 20% 20% -------- 
AE 40% 40% 50% 
Sound 40% 40% 50% 
UA 
Utilisation 
Average  
33.33% 33.33% 50% 
System Cost £4095 £4095 £3107 
Average 
Sensitivity 0.6806 0.6421 0.6780 
 
As shown in Table10.6, the overall average utilisation has increased from 33.33% up 
to 50% in the first and the second systems and the cost is reduced by 25% from 
£4095 to £3107. On the other hand, the average sensitivity of the systems did not 
significantly change; the average sensitivity has increased in the second system from 
0.6421 to 0.6780. 
                    Table 10.7: The optimised system (from systems 1 and 2). 
Sensory Signal  Signal Processing Methods 
Sensitivity 
(SCIV) 
AE Power 0.6818 
Sound Power 0.6817 
AE Average 0.6816 
Sound Maximum 0.6814 
AE_RMS Power 0.6807 
Sound Range 0.6806 
Sound Std 0.6803 
AE Maximum 0.6752 
Sound Average 0.6743 
AE_RMS Minimum 0.6624 
Average 0.6780 
 
From the previous discussion, it has been found that the sound and acoustic emission 
sensors are appropriate sensors to monitor tool wear in turning processes based on 
the ASPST approach. The above results prove that the ASPST approach can be used 
to minimise system cost and to reduce the number of sensors while keeping 
sensitivity high. 
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10.3.2.2 System Evaluation 
The same method used previously to evaluate the system is used here again.  
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Figure 10.10: As values for the sensory signals.  
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Figure 10.11: Asp values for the signal processing methods.  
 
The Ac factor of this system is found to be (0.46). However, to find the effectiveness 
of the selection of the utilised sensors and signal processing methods, the values 
obtained can be compared with other systems. A high Ac value means a high 
sensitivity level meaning high information, and low Ac means low sensitivity value 
and less information. But a low Ac value could include features with high sensitivity. 
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10.3.3 Performance of LVQ Neural Networks 
The sensitivity of a sensory characteristics feature to detect tool wear in the turning 
process is visual and using automated method (SCIV) tested for several sensors and 
signal processing methods. It is noticed that sensitive characteristics features will 
indicate the fault with a significant change in their values. In order for the ASPST 
approach to be a useful methodology, the sensory characteristics features which are 
assumed to have a higher sensitivity on the tool wear should result in better 
identification when it is tested by a pattern recognition system. For this purpose a 
Learning Vector Quantisation (LVQ) neural network is used to test the complete 
monitoring system. The details of the LVQ neural network are briefly explained in 
Chapter 7 section 7.4.2. The SCFs from the first tool are used to train the LVQ neural 
networks. Then SCFs from all tools are fed to the neural networks for testing. 
Figures 10.12 present the result of using the LVQ for detecting tool wear in turning 
process. It can be seen that the arrows show the maximum number of cuts for each 
tool (i.e. tool-life) until complete wear or failure.  The number 0 means that the tool 
is in normal condition where 1 means that the tool is in worn condition.  
 
 
0
1
0
1
0
1
0
1
0
1
0
1
0 20 40 60 80 100 120 140
0
1
41
23
60
72
100
125
93
Normal
Normal
Normal
Normal
Normal
Normal
Normal
Tool 1
Tool 2
Tool 3
Tool 4
Tool 5
Tool 6
Tool 7
Sample Number
LVQ Detection W ear
 
Figure 10.12: The result of the LVQ neural network to detect tool wear. 
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For example, for tool 1 the LVQ neural networks has identified that cut/sample 25 is 
the start of tool failure. However, the actual tool failure happened at 38 cuts/samples. 
The ASPST approach has been found successful in detecting tool wear in the turning 
process. However, looking at Figure 10.13, there has been early warning regarding 
the end of the tool life. When examining the signals, it has been found that there is 
less stability on the nature of the signal for tool 1. This explains the early warning.  
In some cases, unexpected wear or tool breakage does occur. However, the 
subsequent machining cuts could re-sharpen the tool and extend its life for a specific 
period before total failure. 
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Figure 10.13: Sensory Characteristic Features of tool 1. 
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Figure 10.14: Sensory Characteristic Features of tool 2. 
 
For tool 2 as shown in Figure 10.14, the maximum number of cut is 60, and failure is 
identified at sample 59.  The number of cuts/samples needed to produce a worn tool 
is significantly different for each tool. This proves that using statistical methods is 
not a suitable option. Also the system has been found successful in detecting tool 
wear before the end-of-life of the tool. Because this approach uses the ‘black-box’ 
concept (i.e. looking at the process signals and outputs without studying the 
intermediate tool conditions), it is difficult to confirm the conditions of the tool at 
every stage of the process. 
 
10.4 Novelty Detection Investigation 
This part of this chapter presents the second investigation of the experimental work 
using Novelty Detection. The same experimental set-up is conducted. The sensors 
used to monitor the process in this investigation are vibration, acoustic emission (AE 
and AE-RMS signal) and strain. The vibration signals are monitored using an 
accelerometer (Kistler 8704B) which is mounted close to the tool holder in order to 
measure vibration. The acoustic emission signals are monitored using AE-Piezotron 
Sensor (Kistler 8152B) which is connected to AE-Piezotron Coupler (Kistler 5125B) 
which gives the AE signals and the AE-RMS of the AE signals. The dynamic and 
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quasistatic force signals are monitored using strain sensor (Kistler 9232A) which is 
mounted at the side of the tool. Both the vibration accelerometer and strain sensor are 
connected to a charge amplifier (Kistler 5070A). Figure 10.15 shows a photo of the 
sensors installed on the machine.  
 
 
S tra in  Sensor A coustic Em ission
S ensor
T oo l InsertW orkpiece V ibra tion Sensor
 
Figure 10.15:  Photo of the sensors installed on the machine. 
10.4.1 Signals Simplifications 
10.4.1.1 Visual Inspection Method 
The level of tool wear is visually monitored in this experimental work and it shows 
that wear increases with machining time. Examples of the machining signals of a 
fresh and worn tool of turning process are shown in Figure 10.16 and Figure 10.17 
respectively. 
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Figure 10.16: Signals from a fresh tool. 
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Figure 10.17: Signals from a worn tool. 
 
It can be observed from Figure 10.16 and Figure 10.17 that the signals have more 
variation when a worn tool compared with a fresh tool. This could be related to a 
worn edge of the tool. Because turning has complex machining signals, it has been 
found difficult to predict the most sensitive signals to tool wear directly from the raw 
data. Therefore, the ASPST approach should be able to detect if the variation is 
random or consistent due to tool wear. As has been discussed previously, although 
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such general observations can help to find some sensory features which are sensitive 
to tool wear, signal processing and analysis are needed to extract the important 
information from the signals (i.e. Sensory Characteristic Features (SCFs)). Table 
10.8 shows general visual observation of the Association Matrix (ASM) which 
includes the sensitivity of all SCFs implemented in this monitoring system. In 
addition, Figure 10.18 presents an image of the SCFs shown in Table 10.8. 
 
         Table 10.8: Example of ASM for Tool 1. 
  Std Avg. Max Min Range Kurtosis Skew Power 
Strain L H H H M M L H 
Vibration M H H H M M L H 
AE M H H H M L L H 
AE_RMS L H H H L M L H 
(H: High sensitivity, M: Medium sensitivity, L: Low sensitivity). 
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Figure 10.18: Example of the SCFs images of the signals. 
 
As can be observed from Table 10.8 and Figure 10.18, all the sensory signals have a 
high sensitivity level with power, average, minimum and maximum signal 
processing methods. Even though such general visual observations as shown above 
could help to find some sensory features which are sensitive to the tool wear, but it 
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still does not provide a systematic method to study the system and there could be 
more sensitive sensory characteristic features which are obtained from less expensive 
sensors than the acoustic emission sensor, such as the strain sensor in this 
experimental investigation. It can be observed that among the signals, some signal 
processing methods are more sensitive with the sensory signal than others. Therefore, 
it can be concluded that manual investigation could help in finding the sensitivity of 
the sensory signal. 
10.4.1.2 Sudden Change In Value (SCIV) Method 
In order to extract the sensory characteristic features (SCFs), the test from the first 
tool is used to investigate the process characteristic and to select the sensitive 
Sensory Characteristic Features (SCFs) using the ASPST approach. The raw signals 
are processed using several time domain signal processing methods to extract 8 SCFs 
form every sensory signal. The 8 signal processing methods are used to process the 4 
sensory signals establishing an ASsociation Matrix ASM of (4 × 8) which allows the 
investigation of 32 sensory characteristic features (SCFs) for the design of the 
monitoring system. The ASM matrix for this test has 4 sensory signal and 8 signal 
processing methods. The 32 sensory characteristic features of the ASM matrix for 
this work are calculated for the 7 tools and then the Sudden Change In Value (SCIV) 
is calculated from the normalised features. The SCFs are arranged according to their 
sensitivity to tool wear based on Sudden Change In Value (SCIV) method. The SCFs 
are visually inspected and it has been observed that the features which show a high 
value with the SCIV method have better sensitivity for the wear of the cutting tool. 
Therefore, the ASPST approach is used to find out the most appropriate sensors and 
signal processing methods for the detection of tool wear in turning using other sensor 
and novelty detection. Figure 10.19 shows an example of two sensory characteristic 
features with high sensitivity and Figure 10.20 shows an example of two features 
with low sensitivity to the wear. 
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Figure 10.19: Example of two sensory features with high sensitivity. 
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Figure 10.20: Example of two sensory features with low sensitivity. 
 
As can be seen in Figure 10.19 and 10.20, the absolute value of the difference of the 
maximum and minimum presents a good indication of how sensitive a sensory 
feature is to tool wear. 
Table 10.9 shows part of the ASM matrix for this particular tool wear test where 
sensitivity values are the Sudden Change In Value (SCIV) of the normalised features. 
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     Table 10.9: ASM matrix for tool wear test. 
  Std Avg. Max Min Range Kurtosis Skew Power
Strain 0.107 0.676 0.676 0.67 0.132 0.216 0.061 0.781 
Vibration 0.148 0.602 0.553 0.505 0.187 0.171 0.018 0.601 
AE 0.186 0.603 0.590 0.565 0.177 0.036 0.038 0.603 
AE_RMS 0.105 0.573 0.558 0.580 0.128   0.126 0.028 0.599 
 
Figure 10.21 shows part of the ASM matrix for tool wear test where sensitivity 
values are the Sudden Change In Value (SCIV) of the normalised features. The 
numbers with small values in Table 10.9 which appear in navy in the images figure 
means low sensitivity; numbers with medium values appear in green or yellow 
means medium sensitivity; and numbers with high values which appear in red in the 
images means high sensitivity. 
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Figure 10.21: Example of the SCFs images of the signals using SCIV. 
 
As can be noticed from Table 10.9 and Figure 10.21 utilising the SCIV method, and 
Table 10.8 and Figure 10.17 using the visual method, there is similarity between the 
two methods. This proves that using an automated sensitivity detection method such 
as Sudden Change In Value (SCIV) method could minimise time and effort. For 
example, if we take the SCF of the strain and power signal processing method and 
investigate it manually, it shows that it has high sensitivity (H) as in Table 10.8 and 
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Figure 10.18. On the other hand, when applying the automated method, SCIV 
method, it shows that SCF for strain and power signal processing method is 0.781. 
This means high value in Table 10.9 and the red in Figure 10.21 mean high 
sensitivity also. In addition, using the SCIV method shows more accuracy than visual 
investigation. For example, investigation of the SCFs of vibration sensor and 
minimum signal processing method visually shows high sensitivity and the colour 
red in Table 10.8, but when utilising the SCIV method yellow is shown. When 
comparing these two colours it can be seen that their values are between 0.5 and 0.6 
which is not too far from the value shown in Table 10.9.  It can be concludes from 
the discussion that using the automated method, Sudden Change In Value (SCIV) 
analysis and utilising the Association Matrix (ASM), to discover the most sensitive 
features to detect tool wear in turning processes is found useful and time consuming 
comparing to manual investigation. To enable the classification system to be fast and 
to give a good classification, it is decided, as in the previous sections/chapter, to base 
the implementation and the design of the ASPST condition monitoring system of this 
test on a set of 10 SCFs. The sensory characteristic features are grouped into 3 
systems, 10 features each. A computer program is used to arrange the ASM features 
according to the absolute Sudden Change In Value (SCIV) and arrange every 10 as a 
separate system. It can be seen from Figure 10.22 that the first system has the most 
sensitivity features for tool wear detection in turning process compared to other 
systems.  
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Figure 10.22: Comparison between systems’ sensitivity. 
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Looking at Table 10.10, it can be observed that the first system includes the most 
sensitive 10 features. In addition, Table 10.11 shows the next 10 features and Table 
10.12 shows the least sensitive 10 feature to tool wear. The first system is found to 
have relative sensitivity (SCIV average of 0.6402) which is much more than the 
average sensitivity of the second. In addition, third system is found to have the 
lowest sensitivity for the detection of tool wear. 
 
                       Table 10.10: First system with the SCFs sensitivity.  
Sensory 
Signal 
 Signal Processing 
Methods 
Sensitivity 
(SCIV) 
Strain Power 0.7806 
Strain Maximum 0.6760 
Strain Average 0.6758 
Strain Minimum 0.6705 
AE Power 0.6029 
AE Average 0.6029 
Vibration Average 0.6022 
Vibration Power 0.6006 
AE_RMS Power 0.5999 
AE Maximum 0.5905 
Average 0.6402 
 
 
                      Table 10.11: Second system with the SCFs sensitivity.  
Sensory 
Signal 
 Signal Processing 
Methods 
Sensitivity 
(SCIV) 
AE_RMS Minimum 0.5800 
AE_RMS Average 0.5732 
AE Minimum 0.5654 
AE_RMS Maximum 0.5585 
Vibration Maximum 0.5532 
Vibration Minimum 0.5051 
Strain Kurtosis 0.2165 
Vibration Range 0.1868 
AE Std 0.1865 
AE Range 0.1761 
Average 0.4101 
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                     Table 10.12: Third system with the SCFs sensitivity. 
Sensory 
Signal 
 Signal Processing 
Methods 
Sensitivity 
(SCIV) 
Vibration Kurtosis 0.17138 
Vibration Std 0.14767 
Strain Range 0.13184 
AE_RMS Range 0.12763 
AE_RMS Kurtosis 0.12602 
Strain Std 0.10679 
AE_RMS Std 0.10508 
Strain Skewness 0.06018 
AE Skewness 0.03744 
AE Kurtosis 0.03636 
Average    0.1050 
 
As can be seen from the above tables, the first system shows the highest sensitivity 
level of the SCFs. On the other hand, the third system shows the lowest sensitivity 
level of the SCFs. Therefore, the ASM matrix is found very useful in predicting the 
sensitivity levels of the SCFs. The sensitivity of the SCFs has proved that a high 
sensitivity level of the SCFs means high information and a low sensitivity level 
means low information. In addition, the details of the first few SCFs structure can be 
used to optimise system cost without affecting system performance significantly. 
However, it is important to notice that the statement of a high sensitivity level means 
high information is based on the visual inspection of each feature and the way it 
behaves during the fault's development. Therefore, a statement is made that the 
average sensitivity level of a system is a reflection of the expected behaviour of the 
system. The proof of this statement will be described in the next sections using 
Novelty Detection. 
10.4.2 System Cost and Utilisation  
The same method used in section 10.3.2 to calculate the cost of the system is used 
here again. Figure 10.23 shows the sensors set-up for the experimental work in this 
section. 
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Figure 10.23: The sensors set-up used to calculate the cost of the system. 
10.4.2.1 System Optimisation 
The same method used previously to optimise the system is used here again. It can be 
noticed from Table 10.10 and Table 10.11 that the sensors are utilised in both system 
and cost could be minimised by optimising the systems to increase the system 
utilisation. To optimise the system by replacing the SCFs of the AE sensor from first 
system with SCFs of vibration and strain sensors from second system to minimise 
cost with affecting the sensitivity.  
 
           Table 10.13: Sensors utilisation. 
Sensors U 1st System 
U 
2nd System Optimised System 
Strain 40% 10% 50% 
Vibration 20% 30% 50% 
AE 40% 60% --------- 
UA 
Utilisation 
Average  
33.33% 33.33% 50% 
System Cost £4485 £4485 £3606 
Average Sensitivity 0.6402 0.4101 0.5467 
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As shown in Table10.13, the overall average utilisation has increased from 33.33% 
up to 50% in the first and the second systems and the cost of the system is reduced 
by 20% from £4485 to £3606. On the other hand, the average sensitivity of the 
systems showed no significant change.  
 
  Table 10.14: The optimised system (from systems 1 and 2). 
Sensory 
Signal 
 Signal Processing 
Methods 
Sensitivity 
(SCIV) 
Strain Power 0.7806 
Strain Maximum 0.6760 
Strain Average 0.6758 
Strain Minimum 0.6705 
Vibration Average 0.6022 
Vibration Power 0.6006 
Vibration Maximum 0.5532 
Vibration Minimum 0.5051 
Strain Kurtosis 0.2165 
Vibration Range 0.1868 
Average 0.5467 
 
From the above results and discussion, it has been concluded that the strain and 
vibration sensors are appropriate sensors to monitor tool wear in turning processes 
based on the ASPST approach. The above results prove that the ASPST approach 
can be used to minimise system cost and to reduce the number of sensors while 
maintaining high sensitivity. 
10.4.2.2 System Evaluation  
The same method used previously to evaluate the system is used here again. To 
evaluate the effectiveness of the condition monitoring system elements (sensors and 
signal processing methods) the ASM matrix can be used based on the sensitivity of 
every sensor and signal processing method to the faults which are included in the 
ASM matrix.  
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Figure 10.24: As values for the sensory signals.  
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Figure 10.25: Asp values for the signal processing methods.  
 
The Ac factor of this system is found to be (0.36). However, to find out the 
effectiveness of the selection of the utilised sensors and signal processing methods, 
the values obtained can be compared with those of other systems. Therefore, the high 
Ac values mean high sensitivity, high information; and low Ac means low sensitivity 
value and less information. But low Ac values could include features with high 
sensitivity. From results of the first and second investigation and from the previous 
discussions, it can be concluded that the ASM matrix can be helpful to evaluate the 
significance of a sensor or a signal processing method to a monitoring system. In 
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addition, it can be employed to evaluate and compare the sensitivity of the 
monitoring system with other similar monitoring systems. 
10.4.3 Performance of Novelty Detection Algorithm 
In order for the ASPST approach to be a useful methodology, the sensory 
characteristics features which are assumed to have a higher sensitivity on the tool 
wear should result in better identification when they are tested by a pattern 
recognition system. For this purpose Novelty Detection is used to test the complete 
monitoring system. The details of the Novelty Detection algorithm are briefly 
explained in Chapter 7 section 7.4.1. 
The SCFs of all the 7 tools are then fed into a novelty detection algorithm to 
investigate the capability of the ASPST approach and the complete monitoring 
system. NETLAB software is used for the implementation of the novelty detection. 
The response of the Gaussian kernels φj is defined by a covariance matrix (a 
spherical matrix in this case) and a centre (i.e. the centroid of the input clusters). A 
single variance parameter for each Gaussian component is calculated using 6 centres 
in the mixture which has been found to be a suitable structure that gives a relatively 
quick learning process and consistent results. 
Following the training of the novelty detection on normal samples from the first test, 
the complete captured of normal and faulty features are tested. Figure 10.26 presents 
the results of using the novelty detection for testing the sensory characteristic 
features. One of the problems of the novelty detection algorithm is the need to 
establish a suitable threshold value; sometimes, because of the variation in the 
machining process parameters, it is difficult to establish this threshold. As shown in 
Figure 10.26 it is difficult to create a threshold value. A single threshold value could 
either give false detection or fail to detect tool wear before complete wear.  
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Figure 10.26: Results of the novelty detection of all tools. 
 
In order to solve the threshold problem, this work suggests a novel approach by 
utilising the moving average ( tX ), and the standard deviation of the novelty 
detection output to create a dynamic threshold value. 
The moving average ( tX ), is defined mathematically as: 
 ( )∑−
=
− −=
1
0
1 n
i
tt ixn
X         10.1 
 
where tx , is the average of the novelty detection output; and n is the number of 
samples. Hence, the dynamic threshold value could be defined as: 
Dynamic threshold value= σmX t −
−
       10.2 
     where,  
σ  is the standard deviation number of samples (4 to 6); and m is a constant.  
The standard deviation, σ , is calculated for the first initial samples (e.g. 4 to 6 
samples) when the tool is still fresh and there is no wear in the first cuts. The 
constant, m, depends on the process and it has a typical value of 2-20 depending on 
the material, and the process (i.e. case dependent). The success of the novelty 
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detection algorithms and the moving average dynamic threshold equation is found to 
be 100%.  Moreover, the dynamic threshold value could be selected for each 
individual tool wear prediction to be efficient before the actual tool wear occurs. 
Figures 10.27 – 10.30 shows the dynamic threshold for the tools. The threshold show 
that the points above the threshold indicate that the tool is normal (fresh tool) and the 
points falling under the dynamic threshold indicates that tool is novel (worn tool). 
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Figure 10.27: The dynamic threshold for tools 1 and 2. 
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Figure 10.28: The dynamic threshold for tools 3 and 4. 
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Figure 10.29: The dynamic threshold for tools 5 and 6. 
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Figure 10.30: The dynamic threshold for tools 7. 
 
From Figures 10.27 -10.30, it can be noticed that the life of each tool is different in 
each case. This proves that it is difficult to use statistical methods to predict tool 
failure time and an ASPST approach implementing for condition monitoring is the 
most suitable technique to predict when a tool will fail. 
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10.5 CONCLUSION 
In this chapter, the ASPST approach for multi-sensors combined with artificial 
neural networks (LVQ) in the first experimental test, and novelty detection in the 
second experimental test, is explained using two experimental machining tests to 
monitor gradual tool wear in the turning process. The ASPST approach utilises the 
Association Matrix (ASM) to compare the sensitivity of the feature to the fault under 
investigation. In addition, it evaluates the overall monitoring system using the 
average sensitivity of sensors and signal processing methods. The Sudden Change In 
Values (SCIV) analysis is used to find the most sensitive features to detect tool wear 
in turning processes. The SCFs are visually examined and examples of low 
sensitivity and high sensitivity SCFs are presented. Sensory utilisation is 
implemented within the ASPST approach to minimise the cost of the system without 
affecting the system sensitivity. The ASPST approach has been found useful in 
selecting the most sensitive sensors and signal processing methods to design a 
condition monitoring system with low experimental work and minimised cost. 
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Chapter 11 
The Application of ASPST Approach Using 
Multi- Sensor Fusion 
11.1 Introduction 
This chapter examines the full capabilities of the ASPST approach using a wide 
range of sensors. The approach is utilised in this chapter to design a condition 
monitoring system which can detect gradual tool wear in turning processes. The 
design process for monitoring tool wear in turning processes is presented. Turning 
cutter tool is used to investigate gradual tool wear using the ASPST approach. The 
chapter shows how the ASPST approach can be utilised in turning processes in an 
efficient way taking into consideration the cost of the implemented monitoring 
system. The chapter builds on the results found in Chapters 9 and 10 to prove the 
following key issues: 
 
1. The sudden change in value (SCIV) method can be used as a measurement of 
sensitivity for group of SCFs. 
2. A group of SCFs with high average sensitivity produce a high sensitivity 
system compared with a group of SCFs with low average sensitivity. 
3. A partial number of tests are adequate to design a condition monitoring 
system for the gradual tool wear tests in turning processes. 
4. The cost of the system can be reduced based on sensor utilisation and overall 
SCF sensitivity. 
5. Novelty detection and learning vector quantisation neural networks (LVQ) 
are used to confirm the results. 
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11.2 Experimental Work 
The experimental work in this chapter is conducted to examine the behaviour of 8 
sensory signals and 33 signal processing methods for fresh and worn tools and to 
find out the most sensitive sensory characteristic features to tool wear in turning 
processes. The experimental work is conducted on a turning process using stainless 
steel workpiece. This is a relatively hard material which can accelerate tool-wear at 
the expense of a shorter tool life. In addition, stainless steel used in this research as it 
is very common material in domestic, automotive market, and other industrial 
applications. The stainless steel work piece which has a diameter of 30 mm and a 
total machining distance of 5000 mm is machined during the full tests to transfer the 
tool from fresh to completely worn. The machined distances are divided into 20 
machining samples each with a length of 250 mm (i.e. 20 machining samples are 
obtained during the test for analysis). In total, 20 independent experiments are 
conducted in the turning of stainless steel bars using a fresh tool in each experiment, 
each with the same basic configuration. The tool inserts used, Sandvik Coromant P25 
(SCMT 120408 UM), are cemented carbide coated via chemical vapour deposition 
and consist of grades of indexable inserts with integral chip-breaker geometry, held 
in place by a negative rake tool holder. The chosen process parameters monitored are 
the cutting forces (three axes), strain, vibration, acoustic emission (RMS and AE 
signal) and sound. Care is taken to ensure that all experimental conditions remain the 
same. The machining parameters are selected to resemble industrial practice. The 
experimental cutting conditions are chosen to cover the manufacturer's recommended 
interval for insert type. Figure 11.1 shows a schematic diagram of the implemented 
monitoring system for this chapter. For more details see Chapter 8, section 8.3. 
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Figure 11.1: Schematic diagram of the complete monitoring system. 
 
11.3 Signal Simplifications  
The Associated Matrix (ASM) for this test has a size of 8x33, and embodies 264 
features. These features are divided into 26 different systems each system contains 
10 features. The features are arranged in descending order so that the system number 
1 containing the features of maximum sensitivity while system number 26 contains 
the feature of minimum sensitivity. As mentioned in Chapter 9, section 9.4, the 
suggested number of features in every system, 10, is based on previous 
implementation of the ASPS in end-milling. However, any other number could be 
used based on the applications. 
The level of tool wear is visually monitored in this experimental work and it shows 
that wear increases with machining time. Figure 11.2 and 11.3 show, respectively, 
examples of the raw machining signals of a fresh and worn tool during the turning 
process. 
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Figure 11.2: Machining signals of the fresh tool. 
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Figure 11.3: Machining signals of the worn tool. 
 
Looking at Figures 11.2 and 11.3, it can be observed that the cutting forces, strain 
and AE_RMS signals include more vibration noise. For example, the AE signal level 
is relatively low, forces Fz and Fy are high and vibration is low. On the other hand, 
the vibration level of some signals has decreased for the worn tool, as in the 
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acoustics emission and cutting forces signals. In addition, the level of some sensory 
signals has changed such as in the sound and strain signals.  
In Chapter 9 and 10, the SCFs are visually inspected and compared with the 
utilisation of the automated detection method. The results prove that using visual 
(manual) inspection is time consuming and the automated method can give better and 
more accurate detection because the turning process has complex machining signals 
and there are too many features, 264 SCFs, in this experimental work. The signals 
cannot easily be interpreted to find the most appropriate signal or sensor for the 
detection of tool wear conditions. Therefore, it has been found difficult to predict the 
most sensitive signals to tool wear manually. From the above discussion it is 
concluded that visual inspection of the monitored signals is time consuming and 
should be automated. In this chapter, the implementation of the ASPST for tool wear 
detection in turning processes will be tested using several sensory signals and signal 
processing methods to automate the system. Therefore, this experimental work 
should provide a basis for the evaluation of the ASPST approach in designing a 
condition monitoring system to detect tool wear in turning processes which develop 
massive data. 
The detection of the sensitivity of the SCFs should be automated in order to develop 
a rapid and structured methodology of selecting sensors and signal processing 
methods. Any method can be used as long as it can indicate a change in the average 
level of the SCF as a function of time and show a reason for change in the process 
condition. It is basically a detection of change in the SCF level forming a specific 
trend with time. The following statistical methods are utilised in this Chapter to find 
the best method to detect sensitivity: 
 
1. The Range Value (RV) method. 
2. The Linear Regression Slope method. 
3. The Sudden Change In Value (SCIV) method. 
11.3.1 Range Value (RV) Method 
The range value (RV) method is used in this test to calculate the sensitivity of every 
feature to the wear of the tool. In this method, the range value is the difference 
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between maximum and minimum values in the SCFs. Hence, features which have 
high values mean high sensitivity and low values mean low sensitivity. Figures 11.4 
and 11.5 show two examples of features with high sensitivity to tool wear according 
to the range value method.  
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Figure 11.4: Example of SCFs with high sensitivity using range value method. 
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Figure 11.5: Example of SCFs with high sensitivity using range value method. 
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Looking at Figure 11.4, it can be noticed visually that applying the range value 
method is significant. On the other hand, Figure 11.5 shows high sensitivity features 
when applying the range value method. But, in fact, when testing the features 
manually it shows that these features have low sensitivity. Therefore, the Range 
Value (RV) method is found insignificant method to detect the sensitivity of the 
SCFs of tool wear in turning processes, which means it is not an appropriate analysis 
method to be utilised in the ASPST approach. For more analysis verification, Figure 
11.6 shows an image of the SCFs using the range value method.  
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Figure 11.6:  Example of the result for all the SCFs using range value method. 
 
It can be observed from Figure 11.6, that the SCF (sound, wavelet_4) has high 
sensitivity. This means that it is reflecting the real feature when investigated 
manually. On the other hand, the SCF of (Fx, wavelet_2) does not reflect the real 
features when it is investigated manually, where it shows low sensitivity when 
investigated visually and high sensitivity when utilising the range value method. 
Figure 11.6 confirms that implementing the range value method in not accurate. 
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Therefore, this confirms that the range value method is not suitable for the ASPST 
approach as an automated sensitivity detection method due to unconfirmed output. 
 
11.3.2 Linear Regression Slope Method 
The linear regression method is used to find the linear equation which best represents 
the linear relationship between two variables. The first variable is the independent 
variable which could be the degree of cutter wear, etc. The second variable is the 
dependent variable and this variable is a sensory characteristic feature which changes 
according to the change in the independent variable. The line is obtained by using the 
least squares straight line fitting. This section presents the utilisation of the linear 
regression method as a sensitivity detection method for the ASPST approach to 
detect tool wear in turning processes. For more information, see Chapter 7, section 
3.3. Figures 11.7 and 11.8 show examples of two features with high sensitivity and 
two features with low sensitivity to tool wear respectively according to the linear 
regression analysis method.  
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Figure 11.7: Example of two features with high sensitivity using linear regression.  
 
Investigating these features manually, it can be noticed that the SCF (Fx, Minimum) 
shows high sensitivity to tool wear. On the other hand, the second feature (Strain, 
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Wave_9) shows low sensitivity to tool wear but it shows high sensitivity when 
utilising the linear regression to detect the sensitivity in turning. 
 
In addition, Figure 11.8 shows two SCFs with low sensitivity when utilising the 
linear regression method. It can be seen from the features in Figure 11.8, that the 
(AE, FFT_9) shows low sensitivity which is the same as visual investigation. But, 
the other feature (Sound, Wave_8) shows visually high sensitivity to tool wear. It can 
be concluded that the result from the linear regression method does not provide the 
real sensitivity level of tool wear in turning processes. 
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Figure 11.8: Example of two features with low sensitivity using linear regression. 
 
Figure 11.9 shows the images of the SCFs with the linear regression method. This is 
used as additional proof to confirm that the linear regression methods are not an 
appropriate method to detect tool wear in turning processes. This contradicts the 
milling result found in [20].  
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Figure 11.9:  Example of the result for all the SCFs using linear regression. 
 
It can be noticed from Figure 11.9, that the SCF of (AE, FTT_9) and (sound, 
wavelet_8) appear in navy which means low sensitivity. But the SCF of the (sound, 
wavelet_8) shows high sensitivity in its real feature. This confirms that the linear 
regression slope method is not an appropriate method to be utilised in the ASPST 
approach as an automated detection method to detect tool wear in turning processes.  
11.3.3 Sudden Change In Value (SCIV) Method 
In order to automate the sensitivity detection of the systems and to keep the 
automated measurements simple for a complex machining process such as turning, it 
has been found that the SCIV method is a significant method to be used in this 
research as a sensitivity detection method. The details of SCIV method are presented 
in Chapter 7, section 7.3.3. Figures 11.10 and 11.11show examples of two features 
with low sensitivity and two features with high sensitivity to tool wear respectively.  
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Figure 11.10: Example of two features with low sensitivity using SCIV. 
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Figure 11.11: Example of two features with high sensitivity using SCIV. 
 
As can be observed from the above figures, the absolute value of the Sudden Change 
In Value (SCIV) method presents a good indication of how sensitive a sensory 
feature is to tool wear. 
Table 11.1 shows a part of the ASM matrix for this particular tool wear test where 
sensitivity values are the Sudden Change In Value (SCIV) of the normalised features.  
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   Table 11.1 Part of the ASM matrix (using SCIV). 
 Std Avg. Max Min Range Kurtosis Skewness … 
FX 0.72121 0.72611 0.73879 0.72975 0.7397 0.68131 0.53461 … 
FY 0.69115 0.77365 0.73003 0.77532 0.73343 0.58857 0.10311 … 
Fz 0.10487 0.72975 0.75149 0.71418 0.1027 0.56133 0.61405 … 
Strain 0.60758 0.73975 0.77648 0.72336 0.70702 0.602 0.60318 … 
Vibration 0.58458 0.69316 0.74036 0.49323 0.53379 0.75149 0.7464 … 
AE 0.53687 0.59562 0.73369 0.72311 0.73343 0.27331 0.50736 … 
AE_RMS 0.60253 0.64621 0.64673 0.64959 0.6648 0.24121 0.10217 … 
Sound 0.69565 0.59557 0.5657 0.58393 0.69536 0.64988 0.59012 … 
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Figure 11.12:  Example of the result for all the SCFs for one tool (SCIV). 
 
Figure 11.12 shows the result of using the Sudden Change In Value (SCIV) method. 
It can be noticed from Figure 11.10 that the SCFs of (strain, wavelet_8) and (Fx, 
wavelet_3) are not sensitive to tool wear. Looking at the result in Figure 11.12, it is 
noticed that when utilising the Sudden Change In Value (SCIV) method it indicates 
that both have low sensitivity as indicated manually. In addition, looking at Figure 
11.12 it can be observed that the SCFs of (AE_RMS, FTT_2) and (vibration, 
wavelet_2) are very sensitive to tool wear with high sensitivity. Therefore, the 
Sudden Change In Value (SCIV) method is an appropriate method to use as an 
automated detection method with the ASPST approach. From the above figures, it is 
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concluded that the Sudden Change In Value (SCIV) method is a good indicator of 
the automated sensitivity detection. In addition, the SCIV method indicates the same 
result when it is used as an automated sensitivity detection method and gives 
accurate result when it is applied to the massive data of the SCFs. Therefore, the 
Sudden Change In Value (SCIV) method is an excellent method to detect sensitivity 
and to keep measurement automated and simple.    
 
11.4 Selection of Sensory Characteristics Features (SCFs) 
From the results and the discussion in section 11.3 and the previous chapter, it can be 
concluded that the Sudden Change In Value (SCIV) method shows excellent results 
as an automated sensitivity detection method compared with the range value and 
linear regression methods. The result shows that the range value method is not 
suitable as an automated method to detect sensitivity in turning processes. In 
addition, the linear regression method shows good results with some features but is 
insignificant with others. This section presents the selection of the sensory 
characteristics feature (SCFs) using the SCIV method to confirm that the utilisation 
of the SCIV method can also show excellent results in the optimisation of the system. 
To enable the classification system to be fast and to give a good classification, it was 
decided to base the implementation and the design of the ASPST condition 
monitoring system of this test on a set of 10 SCFs. The sensory characteristic 
features are grouped into 26 systems, 10 features each. A Matlab computer program 
is utilised to arrange the ASM features according to the absolute Sudden Change In 
Value (SCIV) to arrange every 10 as a separate system. All systems have the average 
sensitivity as shown in Figure 11.13. It can be observed from that the first system has 
the most sensitivity features for tool wear detection compared to the other systems.  
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Figure11.13: Comparison between the 26 systems according to their sensitivity. 
 
The first system which includes the most sensitive 10 features is shown in Table 
11.2. In addition, Tables 11.3 and 11.4 show the next 10 features and Table 11.5 
shows the least sensitive 10 feature to tool wear. The first system is found to have 
relative sensitivity (SCIV average of 0.7797) which is more than the average 
sensitivity of the second (0.7372). In addition, system number 26 is found to have the 
lowest sensitivity for the detection of the tool wear (0.2210). The following tables are 
examples of the first three systems and system number 26. 
 
                         Table 11.2: First system with the SCFs sensitivity. 
Sensory 
Signal 
 Signal Processing 
Methods 
Sensitivity 
(SCIV) 
Fy Wavelet_3 0.79668 
Fy Wavelet_4 0.79635 
Strain Wavelet_1 0.78646 
Fx Power 0.78141 
Vibration Wavelet_5 0.78058 
Fy Power 0.77813 
Vibration Wavelet_1 0.77648 
Fy Minimum 0.77532 
Fy Average 0.77365 
Vibration Kurtosis 0.75149 
Average 0.7797 
                        
 
 
                       Table 11.3: Second system with the SCFs sensitivity. 
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Sensory 
Signal 
 Signal Processing 
Methods 
Sensitivity 
(SCIV) 
Vibration Skewness 0.74646 
Fy Wavelet_6 0.74039 
Vibration Maximum 0.74036 
Strain Average 0.73975 
Fx Maximum 0.73879 
Sound Wavelet_4 0.73633 
AE Maximum 0.73369 
AE Range 0.73343 
Fy Wavelet_2 0.73245 
Strain Wavelet_6 0.73003 
Average 0.7372 
              
                        Table 11.4: Third system with the SCFs sensitivity. 
Sensory 
Signal 
 Signal Processing 
Methods 
Sensitivity 
(SCIV) 
Fx Minimum 0.72975 
Strain Wavelet_8 0.72747 
Sound Wavelet_5 0.72611 
Strain Wavelet_5 0.72496 
Fx Wavelet_7 0.72336 
AE Minimum 0.72311 
Vibration FFT_1 0.72209 
Fz Wavelet_1 0.71475 
Sound Wavelet_7 0.71418 
Strain Wavelet_9 0.71273 
Average 0.7219 
 
                        Table 10.5: System 26 with the SCFs sensitivity. 
Sensory 
Signal 
 Signal Processing 
Methods 
Sensitivity 
(SCIV) 
Fx FFT_1 0.30635 
Fy Wavelet_5 0.29562 
AE Kurtosis 0.27331 
Fx Wavelet_12 0.26596 
Fz FFT_1 0.26562 
Vibration Wavelet_2 0.25142 
Fx Std 0.24121 
Fx Wavelet_3 0.10487 
Fy Skewness 0.10311 
AE_RMS Skewness 0.10217 
Average 0.2210 
 
The details of the first few SCFs structure can be used to optimise the systems cost 
without significantly affecting performance. 
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11.5 Cost and Performance 
The costs of condition monitoring systems are essential in industrial application. The 
aim is not only to produce a successful condition monitoring system, but also to keep 
the system as cheap as possible in order to be economically justifiable. In order to 
keep the monitoring system as cheap as possible, the utilisation of sensors in the 
system should be kept relatively high. The overall Average Sensor Utilisation factor 
for a system, SUA, is defined as the average value of the SU of all the sensors used 
in a system. It has been found that the SU factor is useful in reducing the cost of the 
system by removing the least utilised sensors in the monitoring system. The 
changeable supposed cost of each system is calculated and compared with the 
attempt to optimise the performance of the system relative to its cost. The cost 
reduction process theory is discussed in Chapter 6, section 6.5. This section explains 
and evaluates the cost reduction process with the aid of the tool wear experimental 
work.  
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Figure 11.14: The sensor set-up used to calculate the cost of the system. 
 
Figure 11.14 shows the complete sensor set-up used to calculate the cost of the 
monitoring system for the experimental work in this chapter. The analysis is done 
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using the variable cost of the system, i.e. the cost of the sensors. The cost analysis is 
based on using the same equipment shown in Figure 11.14. The fixed costs such as 
the PC, data acquisition card, and the software should be added to the supposed 
variable cost to obtain the total cost of the system. The variable supposed cost of 
each system is calculated and compared in an attempt to optimise the performance of 
the system relative to its cost.  In this research work, the term "cost” means the 
supposed variable cost of the monitoring system since the aim is to compare systems. 
The sensory characteristics features are grouped into 26 systems, 10 features each. 
Figure 11.15 shows the cost of the 26 systems. 
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Figure 11.15: Comparison between the 26 systems according to their cost. 
 
11.5.1 System Optimisation  
The same method used previously to optimise the system is used here again. From 
Table 11.2 and 11.3, it can be observed that there is no big difference in the average 
sensitivity for both systems. But it can still be optimised by increasing system 
utilisation. By replacing the sensory characteristic features of the strain sensor from 
the first system with the vibration sensor signals from the second system, the cost can 
be reduced and the sensitivity maintained.  
                    Table 11.6: Sensor optimisation. 
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Sensors U 1st System 
U 
2nd System 
Optimised 
System 
Dynamometer 20% 10% 20% 
Strain 10% 20% ------- 
Vibration 30% 20% 40% 
AE ----- 20% ------- 
Sound ------ 10% ------- 
UA 
Utilisation 
Average  
20% 16% 30% 
System Cost £20028 £20935 £18883 
Average 
Sensitivity 0.7797 0.7372 0.7757 
                 
                    Table 11.7: The optimised system (form 1st and 2nd systems).  
Sensory Signal  Signal Processing Methods 
Sensitivity 
(SCIV) 
Fy Wavelet_3 0.79668 
Fy Wavelet_4 0.79635 
Fx Power 0.78141 
Vibration Wavelet_5 0.78058 
Fy Power 0.77813 
Vibration Wavelet_1 0.77648 
Fy Minimum 0.77532 
Fy Average 0.77365 
Vibration Kurtosis 0.75149 
Vibration Skewness 0.74646 
Average 0.7757 
 
Table 11.6 shows sensor utilisation of system numbers 1 and 2, and the optimised 
system (from systems 1 and 2). It can be observed from Table 11.6, that the overall 
average utilisation has increased in the first system from 20% to 30%, from 16% to 
30% in the second system and the cost is reduced by 10% from £20935 to £18883. In 
addition, the average sensitivity of the system has not significantly changed as can be 
seen in Table 11.7. In fact the average sensitivity has increased to 0.7757 compared 
with 0.7372 in the second system. From the previous discussion, it has been found 
that the force and vibration sensors are the most appropriate sensors to monitor tool 
wear based on the ASPST approach. 
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Figure 11.16 shows a comparison between the cost and the sensitivity of systems 1, 2 
and the optimised system. 
 
System Number
C
os
t £
S
en
si
tiv
ity
(A
ve
ra
ge
 S
C
IV
)
Sensitivity
Cost
0.71
0.72
0.73
0.74
0.75
0.76
0.77
0.78
0.79
1 2 Optimised
17500
18000
18500
19000
19500
20000
20500
21000
21500
C
os
t £
S
en
si
tiv
ity
(A
ve
ra
ge
 S
C
IV
)
 
Figure 11.16: A comparison between the cost and the sensitivity. 
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Figure 11.17: A comparison between the sensitivity of the systems and their cost. 
 
Figure 11.17 shows a comparison between the cost and the relative sensitivity 
(Average SCIV) of the 26 systems. From Figure 11.17, it can be seen that system 12 
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has the lowest cost of £19040 and has a sensitivity level of 0.5958. On the other 
hand, system 3 has a sensitivity level of 0.7219 but it has a high cost of £20935. By 
comparing systems 12 and 3, it can be noticed that an improvement in sensitivity of 
0.126 has caused an increase in the system cost of £1895. Therefore, it is essential to 
compromise between cost and sensitivity of the systems if a cheaper system with 
relatively acceptable sensitivity is needed.  
 
11.5.2 System Evaluation  
The same method used in Chapter 10 to evaluate the system is used here again. To 
evaluate the effectiveness of the condition monitoring system elements (sensors and 
signal processing methods) the ASM matrix could be used based on the sensitivity of 
every sensor and signal processing method to the faults which are included in the 
ASM matrix.  
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Figure 11.18: As values for the sensory signals. 
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Average Sensitivity of the Signal Processing Method
(Asp)
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
St
d
A
ve
ra
ge
M
ax
im
um
M
in
im
um
Ra
ng
e
K
ur
to
sis
Sk
ew
ne
ss
Po
w
er
FF
T_
1
FF
T_
2
FF
T_
3
FF
T_
4
FF
T_
5
FF
T_
6
FF
T_
7
FF
T_
8
FF
T_
9
FF
T_
10
FF
T_
11
FF
T_
12
W
av
e_
1
W
av
e_
2
W
av
e_
3
W
av
e_
4
W
av
e_
5
W
av
e_
6
W
av
e_
7
W
av
e_
8
W
av
e_
9
W
av
e_
10
W
av
e_
11
W
av
e_
12
W
av
e_
13
Signal Processing Method
Av
er
ag
e 
S
en
si
tiv
ity
 
 
Figure 11.19: Asp values for the signal processing methods. 
 
The Ac factor of this system is found to be 0.56. However, to find out the 
effectiveness of the selection of the utilised sensors and signal processing methods, 
the evaluated values can be compared with other systems. The high Ac value means a 
high sensitivity level and meaning high information and low Ac means low 
sensitivity level and less information. But low Ac values could include features with 
high sensitivity. 
From the results from the first and second investigation and from the previous 
discussions, it can be concluded that the ASM matrix can be helpful to evaluate how 
significant a sensor or a signal processing method is to a monitoring system. In 
addition, it can be employed to evaluate and compare the sensitivity of the 
monitoring system compared with other similar monitoring systems. 
 
11.6 The Performance of the Pattern Recognition Systems 
The sensitivity of a sensory characteristics feature to detect tool wear in turning 
processes for all the tools is investigated automatically using the automated Sudden 
Change In Value (SCIV) sensitivity detection method for the 8 sensors and 33 signal 
processing methods which represent the 264 SCFs. Two tools are selected arbitrarily 
for the analysis and the training of pattern recognition systems and testing the 20 
tools. It is noticed that the sensitive characteristics features will indicate a fault by a 
significant change in their values. In order for the ASPST approach to be a useful 
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methodology, the sensory characteristics features which are assumed to have a higher 
sensitivity to tool wear should result in better identification when it is tested by a 
pattern recognition system. On the other hand, the sensory characteristics features 
which are assumed to have a lower sensitivity to tool wear should result in poorer 
identification when they are tested by a pattern recognition system. For this purpose 
two pattern recognitions are used to test the system: 
 
1. Learning Vector Quantisation (LVQ). 
2. Novelty Detection Algorithm. 
 
The details of the two pattern recognitions are briefly explained in Chapter 7, section 
7.4. The parameters used in both pattern recognitions, LVQ and Novelty Detection, 
are selected to given a practical response. Nevertheless, it is significant to note that 
neither pattern recognitions are optimised for this application since the target here is 
to evaluate the systems to select the most suitable sensor and signal processing 
method. The implemented LVQ and Novelty Detection systems used in this research 
are programmed using Matlab toolbox. 
11.6.1  Learning Vector Quantisation (LVQ) using High Sensitivity SCFs 
The advantage of using LVQ is that it learns to classify input vectors into target 
classes chosen by the user. However, the learning rules are done according to the 
competitive layers depending on the distance between the input vectors and the 
weight and, unlike back propagation neural networks, not according to the error 
between the output and the target. Hence, there is no mechanism in the network to 
dictate whether or not any two input vectors belong to the same category. LVQ has 
an input layer, a competitive layer, and a linear output layer. The competitive layer 
learns to classify the input vectors to subclasses while the output linear layer 
transforms the competitive subclasses into the desired target classes. The parameters 
used are a learning rate 0.05, hidden layer size 50, training iteration 500 and bias 
time constant 0.99. The parameters are chosen in order to give a reasonable response. 
However, it is important to point out that the neural networks are not optimised for 
this application since the objective in this research is to compare systems in order to 
select the most appropriate sensors and signal processing methods. For more details 
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see Chapter 7 section 7.4. Two tools are selected arbitrarily to train the LVQ neural 
networks. In addition, using one tool for the analysis and the training of the neural 
networks could be sufficient to give an excellent result, but in this test the purpose of 
using two tools is due to the mass of production in the industrial environment. 
Therefore, this will confirm that the ASPST approach is suitable for real industrial 
implementation purposes.  
The SCFs from all tools are fed to the neural networks for testing. Figures 11.20 -
11.23 present the results of using the LVQ for detecting tool wear for all tools. For 
example, in Figure 11.20, the arrows show the maximum number of cuts for each 
tool (i.e. tool-life) until complete wear or failure. The number 0 means that the tool is 
in normal condition where 1 means that the tool is in worn condition. For example, 
for tool 2 the LVQ neural networks has identified that cut/sample 27 is the start of 
tool failure. However, the actual tool failure happened at 40 cuts/samples, as shown 
in Figure 11.24.  For tool 3, the maximum number of cuts is 60, and failure is 
identified at sample 59. In addition, the maximum numbers of cuts in tool 19 are 87, 
and failure is identified at sample 86, as shown in Figure 11.25. The number of 
cuts/samples needed to produce a worn tool is significantly different for each tool. 
This proves that using statistical methods is not a suitable option. Also the system is 
successful in detecting tool wear before the end-of-life of the tool. The ASPST 
approach has been found successful in detecting tool wear. However, for tool 2, there 
has been early warning regarding the end of its life. When examining the signals, it 
has been found that there is less stability on the nature of the signal for tool 2. In 
addition, when examining the insert this explains the early warning.  In some cases, 
unexpected wear or tool breakage does occur. However, the subsequent machining 
cuts could re-sharpen the tool and extend its life for a specific period before total 
failure. Because this approach presented in this work uses the ‘black-box’ concept 
(i.e. looking at the process signals and outputs without studying the intermediate tool 
conditions), it is difficult to confirm the conditions of the tool at every stage of the 
process. 
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Figure 11.20: The result of the LVQ to detect tool wear (tools 1-5). 
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Figure 11.21: The result of the LVQ to detect tool wear (tools 6-10). 
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Figure 11.22: The result of the LVQ to detect tool wear (tools 11-15). 
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Figure 11.23: The result of the LVQ to detect tool wear (tools 16-20). 
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Figure 11.24: Sensory Characteristic Features of tool 2. 
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Figure 11.25: Sensory Characteristic Features of tool 19. 
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Figure 11.26: Top view of worn tool edges. 
 
Figure 11.26 shows images of wear modes of four tools out of twenty as an example. 
It can be seen from the images that there are different wear modes. Nose wear and 
notch wear are the main failure modes for tools 2 and 19. Crater wear is the 
predominant failure mode for tool 9 and flank wear for tool 13. From the analysis 
and the images, it is concluded that the mode of the wear could play a major role in 
the result of the sensitivity level. In addition, the mode of the wear could affect the 
sensitivity of the feature as in tool 2 where there is less stability and re-sharpening of 
the tool. In addition, tool wear processes generally occur in combination with the 
predominant wear mode dependant upon the cutting conditions, workpiece and tool 
material and tool insert geometry. Therefore, the early detection could be due to tool 
geometry or chipping which is not an element of wear detection as are the rest of the 
cuts. 
Looking at the above figures, it can be noticed that systems with high sensitivity 
levels produce better identification and less error. In addition, a system with high 
sensitivity levels will be steadier and have less average variation. Thus, it can be 
concluded that the higher the sensitivity level of the system, the better and more 
stable, the classification of the pattern recognition system. Therefore, the ASPST 
approach is found very useful in predicting the behaviour of condition monitoring 
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systems. The result of the LVQ neural networks has proved that high sensitivity 
means better information for the neural networks.  
11.6.2  Novelty Detection using High Sensitivity SCFs 
Novelty detection is used in this work as a self-learning approach to characterise the 
“fresh” or normal state of the cutter. Novelty detection is a classification technique 
that recognises presented data as novel (i.e. new) or non-novel (i.e. normal). The 
details of the Novelty Detection are briefly explained in Chapter 7, section 7.4. The 
SCFs of all the 20 tools are then fed into a novelty detection algorithm to investigate 
the capability of the ASPST approach and the complete monitoring system. 
NETLAB software is used for the implementation of the novelty detection. The 
response of the Gaussian kernels φj is defined by a covariance matrix (a spherical 
matrix in this case) and a centre (i.e. the centroid of the input clusters). A single 
variance parameter for each Gaussian component is calculated using 6 centres in the 
mixture which has been found to be a suitable structure that gives a relatively quick 
learning process and consistent results. 
Figure 11.27 shows the novelty detection result for tool 2. It can be seen that there is 
an early warning before tool wear detected. By comparing this with the results from 
the LVQ and SCFs of tool 2 as shown in Figure 11.20 and Figure 11.24, it can be 
seen that both systems show same detections. This proves that the utilisation of the 
SCIV automated method in ASPST approach is successful. 
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Figure 11.27: The result of the Novelty Detection of tool 2. 
 
In addition, Figure 11.28 shows the novelty detection result for tool 19. Looking at 
Figures 11.23, it can be observed that the result of the LVQ shows gradual tool wear 
detection as well as the Novelty Detection result for the same tool (tool 19). 
Moreover, Figure 11.25 shows the SCFs of tool 19 which prove the results of the 
novelty detection.  
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Figure 11.28: The result of the Novelty Detection of tool 19. 
 
 204
The above figures present examples of the Novelty Detection results that verify the 
utilisation of the Sudden Change In Value (SCIV) method in the ASPST approach, 
Figures 11.29 – 11.33 show the novelty detection results and include an analysis of 
the first 5 tools based on the sensory characteristics features for each system where 
the top 10 features are used. The tools used for analysis and training are tools 6 and 
10 as for the LVQ neural networks. By selecting a suitable threshold value the 
success of the novelty detection algorithms is found 100%. Moreover, the threshold 
value could be selected for efficient wear prediction before the actual tool wear 
occurs. Figure 11.34 shows the novelty detection results for tools (1-5). The novelty 
detection results of tools 6-20 are shown in Appendix (B). 
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Figure 11.29: The result of the Novelty Detection (tool 1). 
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Figure 11.30: The result of the Novelty Detection (tool 2). 
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Figure 11.31: The result of the Novelty Detection (tool 3). 
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Figure 11.32: The result of the Novelty Detection (tool 4). 
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Figure 11.33: The result of the Novelty Detection (tool 5). 
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Figure 11.34: The result of the Novelty Detection (tools 1-5). 
 
11.6.3 Learning Vector Quantisation (LVQ) using Low Sensitivity SCFs 
The same method used in section 11.6.1 to test the neural networks is used here 
again. From the previous section, it is concluded that the sensory characteristics 
features with high sensitivity on the tool wear resulted in better identification when 
they are tested by LVQ neural networks. In this section, the sensory characteristics 
features from all tools with low sensitivity to tool wear are fed to the neural networks 
for testing. Figures 11.35 -11.38 present the results of using the LVQ for detecting 
tool wear for all tools. They include an analysis of all the 20 tools analysis based on 
10 sensory characteristics features for each system where the last 10 features are 
used. The tools used for analysis and training are tool 6 and 10. 
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Figure 11.35: The result of the LVQ to detect tool wear (tools 1-5). 
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Figure 11.36: The result of the LVQ to detect tool wear (tools 6-10). 
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Figure 11.37: The result of the LVQ to detect tool wear (tools 11-15). 
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Figure 11.38: The result of the LVQ to detect tool wear (tools 16-20). 
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Figure 11.39: Comparison between low sensitivity SCF and LVQ result. 
 
Figure 11.39 shows the comparison between the behaviour of the SCF (AE_RMS 
sensory signal and the range signal processing method) and the LVQ result for tool 
13. This verifies that the utilisation of the Sudden Change In Value (SCIV) method 
as an automated detection method in the ASPST approach and the performance of 
the LVQ neural networks. 
It can be concluded from the above figures, that systems with low sensitivity level 
produce bad recognition and more error. Furthermore, a system with low sensitivity 
levels will be unsteady and have more variation. Therefore, it can be concluded that 
the lower the sensitivity level of the system, the worse and less stable the 
classification of the pattern recognition system. Therefore, the ASPST approach is 
found very useful in predicting the behaviour of condition monitoring systems. The 
result of the LVQ neural networks has proved that low sensitivity means worse 
information for the neural networks. 
11.6.4  Novelty Detection using Low Sensitivity SCFs 
Figures 11.40 – 11.44 shows the novelty detection results. They include an analysis 
of the first 5 tools based on the sensory characteristics features for each system 
where the last 10 features are used. The tools used for analysis and training are tools 
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6 and 10 as for the LVQ neural networks. The previous figures are an example of the 
Novelty Detection results that verify the utilisation of the Sudden Change In Value 
(SCIV) method in the ASPST approach. Figure 11.45 shows the result of the Novelty 
Detection for tools (1-5).  The novelty detection results for tools 6-20 are shown in 
Appendix (B). 
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Figure 11.40: The result of the Novelty Detection for tool 1. 
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Figure 11.41: The result of the Novelty Detection for tool 2. 
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Figure 11.42: The result of the Novelty Detection for tool 3. 
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Figure 11.43: The result of the Novelty Detection for tool 4. 
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Figure 11.44: The result of the Novelty Detection for tool 5. 
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Figure 11.45: The result of the Novelty Detection for tools (1-5). 
 
 214
0 50 100-10
-5
0
5
10
Novelty Detection Result Tool 17
Fresh Tool W orn Tool
Machining Sample Number
Lo
g 
(P
(X
))
0
The Sensitivity of the SCF ( Vibration, Skew) Tool 17
Low Sensitivity SCF W orn ToolFresh Tool
N
or
m
al
is
ed
 S
C
F
0.5
0.9
Lo
g 
(P
(X
))
N
or
m
al
is
ed
 S
C
F
Lo
g 
(P
(X
))
N
or
m
al
is
ed
 S
C
F
 
Figure 11.46: Comparison between low sensitivity SCF and ND result. 
 
In addition, Figure 11.46 shows the novelty detection result for tool 17. The above 
figure is an example of the Novelty Detection results that verify the utilisation of the 
Sudden Change In Value (SCIV) method in the ASPST approach and the pattern 
recognition performance. 
As shown in previous LVQ and Novelty Detection results, there is a clear trend that 
systems with high sensitivity values produce better identification, better information, 
and less error. In addition, systems with low sensitivity values produce worse 
identification, worse information and more error. Furthermore, for systems with high 
sensitivity the results are steadier. Therefore, it can be concluded that the higher the 
sensitivity of the SCFs, the better, and more stable, the classification of the pattern 
recognition system; and the lower the sensitivity of the SCFs, the worse, and less 
stable, the classification of the pattern recognition system. Therefore, the ASPST 
approach is found very useful in predicting the behaviour of condition monitoring 
systems. The results of the LVQ neural networks and Novelty Detection Algorithm 
have proved that high sensitivity means better information and low sensitivity means 
worse information for the neural networks. In general, the behaviour of LVQ neural 
networks and Novelty Detection has shown similar results for the twenty tools for 
both high and low sensitivity. Since the behaviour of both systems is found relatively 
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similar, any one of them can be chosen for further analysis since it shows a stable 
and average performance.  
 
11.7 Conclusion 
This chapter has proved the full capability of the proposed ASPST approach. It has 
been used in this chapter to design a relatively effective and cheap system to monitor 
tool wear in turning processes. A wide range of sensor and signal processing method 
applications to evaluate the ASPST approach for turning processes has been 
presented. The sensors have been carefully chosen to evaluate the generality of the 
ASPST approach (i.e. dynamometer, strain, vibration, sound and AE). The presented 
work has included using a lathe machine to detect wear in a cutting tool when 
machining stainless steel workpiece. 
The Associate Matrix (ASM) is constructed to choose the most sensitive sensory 
characteristic features to detect tool wear in turning processes based on a Sudden 
Change In Value (SCIV) analysis of the sensory characteristic features. Neural 
networks (LVQ) and Novelty Detection Algorithm are used to test and prove the 
capability of the ASPST approach. 
System evaluation and cost analysis have been performed on the tool wear test to 
reduce the cost of the monitoring system without significantly affecting its 
predication capability based on the average sensitivity of the monitoring system. 
Based on the utilisation of sensors and the overall SCFs sensitivity it is possible to 
reduce the cost of the system.  
The results presented in this chapter show that the proposed ASPST approach can be 
utilised to design a condition monitoring system in turning processes. In addition, the 
experiments show that the methodology described in this work can be used to reduce 
the complexity of condition monitoring systems and reduce the number of sensors 
required for tool wear in turning processes without compromising the systems ability 
to detect tool wear. 
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Chapter 12 
Discussion and Conclusions 
12.1 Introduction 
This thesis has developed an effective sensor-fusion model for turning processes 
using a cost-effective methodology with reduced experimental work. Figure 12.1 
shows a summary of the overall structure of the thesis. Chapter 1 presented an 
introduction to the research work. Chapters 2, 3, 4 and 5 presented the literature 
review for the problem domain under investigation. The scope of investigation, the 
aim of the thesis, the suggested ASPST approach and the elements of the 
implemented condition monitoring systems, were presented in Chapters 6 and 7. 
Chapter 8 described the general experimental set-up and the details of the ASPST 
approach and its implementation for turning processes were presented in Chapters 9, 
10 and 11.  
 
Chapter 1
Introduction
Chapters 7 & 8
Elements of ASPST 
Approach &  
Experimental Set-Up 
Chapters 2,3,4 and 5
Literature Review
Chapter 6
Methodology
Chapters 9, 10 & 11
Detailed Description 
and Implementation of 
the ASPST Approach 
for Turning Processes 
Chapter 12
Conclusions
 
Figure 12.1: Summary of the overall structure of the thesis. 
 
This chapter provides a summary of the thesis and a discussion of the results 
obtained in this work. It describes how new knowledge has been produced and 
tested. It contains the contribution to knowledge, outstanding problems, testing and 
findings. Moreover, it presents general conclusions and suggested further work. 
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12.2 Quantifiable Objectives 
The aim of this research is to develop an effective sensor-fusion model for turning 
processes using a cost-effective methodology with reduced experimental work. This 
aim has been accomplished by the selection of the most effective and suitable sensors 
and signal processing methods and achieved by the following steps:  
• Simplification of complex signals by transferring the complex sensory signals 
automatically into simplified forms (Sensory Characteristic Features, SCFs). 
• Automated sensitivity detection by assessing the extracted SCFs 
automatically for their quality of information. 
• The selection of a specific number of sensors and signal processing methods 
based on their associated SCFs to produce the required monitoring system. 
• Reducing the cost of the monitoring system by eliminating any sensor which 
comparatively contributes to a limited number of SCFs compared with other 
sensors used in the system.  
The above steps has been performed with taking into consideration the industrial 
environment of self learning or by using reduced experimental tests; and the design 
of the process is based on the inputs and outputs of the system rather than by 
studying the mechanics of the process. 
 
12.3 Discussion 
The applicability of the suggested approach has been demonstrated with respect to 
the condition monitoring of turning processes. A wide range of sensors were installed 
to investigate the applicability and capability of the ASPST approach for turning 
processes. Force, strain, acceleration, acoustic emission and sound sensory signals 
were used to design and develop the condition monitoring systems. The signal 
processing methods used included: standard deviation; range; mean; maximum; 
minimum; power; kurtosis value; skew value; Fourier transformation; and wavelet 
analysis. For more details of the experimental tests, see Chapters 9, 10 and 11. 
The main steps to verify the ASPST approach were explained and verified in Chapter 
9. Furthermore, Chapters 10 and 11 provided more experimental tests and analysis in 
order to confirm the capability of the ASPST approach. This methodology is based 
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on ASPS [47] approach, but it has been implemented in turning taking into 
consideration all the required modifications and improvements. 
 12.3.1 Automated Simplification Method 
Simplification was introduced by processing all the sensory signals produced within 
a period of time by using a wide range of signal processing methods to produce an 
adequate number of sensory characteristic features (SCFs) automatically. The signal 
processing and simplification techniques were selected so that the SCFs produced 
real numbers. The simplification process was successfully implemented for all 
sensory signals using the selected signal processing method. The SCFs were placed 
in a three-dimensional matrix called the Sensory Feature Matrix (SFM), where every 
two dimensional parts presented the SCFs of a machining sample. Figure 12.2 
presents a schematic diagram of the automated simplification process. 
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Figure 12.2: The automated simplification process. 
 
This stage has successfully moved the complex signals into more simplified SCFs to 
look for the required information for the condition monitoring system. The SCFs 
were extracted for all the experimental tests. For more details of the simplification 
method, see Chapter 9 section 9.3. 
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12.3.2 Automated Sensitivity Detection Method 
The research shows that the Sudden Change In Value (SCIV) analysis method is a 
useful automated method for detecting the sensitivity of the SCFs contained in the 
SFM matrix. In Chapter 9, the sensitivity of SCFs to the gradual tool wear was 
inspected visually and compared with the Sudden Change In Value (SCIV) analysis 
method. It shows that sensitive SCFs which show significant change in their levels 
due to gradual tool wear, have relatively high value with the Sudden Change In 
Value (SCIV) method. Similar results for the other experimental tests were 
introduced in Chapters 10 and 11. The sensitivity of the SCFs of all experimental 
tests was visually tested to confirm that the Sudden Change In Value (SCIV) method 
is an appropriate method to measure the sensitivity of SCFs. The reader has been 
provided with a limited number of low sensitivity and high sensitivity SCFs of every 
test due to the high number of SCFs produced in all the experiments. 
12.3.3 The Selection of Sensors and Signal Processing Methods. 
Sensor and a signal processing method were used to produce a SCF. When a SCF is 
found sensitive to a fault it can be concluded that its related sensor and signal 
processing method should be chosen for the monitoring system. The sensitivity 
coefficients were used to make another matrix, named the Association Matrix 
(ASM). The ASM is a two dimensional matrix which includes the sensitivity values 
of all the SCFs obtained using the initial sensors and signal processing method. The 
SCFs with high sensitivity should be selected for the design of a condition 
monitoring system. The most sensitive 10 SCFs were selected to form the foundation 
of the monitoring system. Therefore, the related sensors and signal processing 
methods could be chosen as the most sensitive and appropriate tools to design and 
develop the monitoring system.  
12.3.4 Cost Reduction 
The cost of the monitoring systems, based on the previous step, was calculated by 
adding the costs of the selected sensors and their conditioning devices. Cost 
reduction was performed based on removing sensors which contribute to a relatively 
small number of SCFs into the system. A limited number of SCFs was removed from 
the selected system of SCFs and exchanged with other sensitive SCFs from the 
 220
sensors which were already in the system. The Sensor Utilisation factor (SU) is 
found helpful in identifying the least utilised sensors within the monitoring system 
for the removal process. The cost reduction step was found useful in all the 
experimental tests in reducing the cost of the system without significantly affecting 
the sensitivity of the monitoring system. 
12.3.5 System Evaluation 
The Association Matrix (ASM) matrix can be used for evaluation, based on the 
sensitivity values, the overall sensitivity of the set-up and the average sensitivity of 
every sensor and signal processing method. It was found that the ASM matrix 
includes useful general information to rapidly compare signals and signal processing 
methods and to evaluate how useful they can be to a condition monitoring system. 
See Chapter 11, section 11.5 as an example. 
 
  
12.4 Contribution to Knowledge 
It is a difficult task to find an on-line monitoring method which exactly determines 
tool condition during turning operations. The use of ASPST approach for continuous 
monitoring seems to have as a real-time and data trainable system that does not 
require any mechanical or mathematical model of the machine tool. The main 
contribution of this thesis is in developing a structured and effective sensor-fusion 
model for turning processes with reduced cost and experimental work. The 
development of the approach includes several conceptual and technical contributions. 
These contributions can be summarised as follows: 
12.4.1 Conceptual Contributions: 
The suggested approach includes the following conceptual contributions for the 
development of condition monitoring systems for turning processes: 
1. The ASPST approach has been suggested which takes the ASPS [47] 
approach into a new dimension and different application. 
2. The flexibility and generality of the suggested methodology is based on the 
inputs and outputs of the turning process rather than an investigating the 
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mechanics of the process and fault mechanisms. Thus it is possible to apply 
this methodology to turning processes.  
3. The sensor fusion concept had been broadly investigated in previous research 
in condition monitoring and confirms that the implementation of more than 
one sensor could increase the detection reliability of the system. This thesis 
justifies the previous research by affirming the sensitivity concept of the 
features and the average sensitivity of a system. 
4. The suggested approach does not require any manual or visual examination of 
the sensory signals searching for information. An automatic search for 
information has been proven to be achievable by using automated sensitivity 
detection techniques. 
5. The proposed tool wear estimation method, ASPST approach, is generic 
general enough to extend its application to other sensor-based monitoring 
problems in manufacturing. 
 
12.4.2 Technical Contributions: 
The ASPST approach consists of several new or modified techniques for 
implementing the design methodology: 
 
1. An automated simplification technique has been implemented for turning in 
this thesis to transfer complex signals into a group of simplified SCFs. This 
simplification technique which uses a wide range of signal processing 
methods enables an automated search for information by calculating the 
sensitivity values. 
2. Automated sensitivity detection has been introduced by using the novel 
Sudden Change In Value (SCIV) analysis method. The Association Matrix 
(ASM), which includes the sensitivity values of the SCFs to machining faults 
are used to simplify the analysis and systematically select sensitive sensors 
and, a signal processing method for the design of a condition monitoring 
system. 
3. The utilisation and comparison between the following automated detection 
methods: 
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• The Range Value method (RV). 
• The Linear Regression Slope method. 
• The Sudden Change In Value methods (SCIV). 
4. Comparison between high sensitivity and low sensitivity systems. 
5. A novel approach using dynamic threshold is utilised to improve the accuracy 
of the novelty detection system: 
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6. The sensor utilisation factor was implemented in turning to reduce the cost of 
monitoring system. It has been used to evaluate the contribution of every 
selected sensor in the monitoring system and to eliminate sensors with a 
relatively limited contribution. 
7. The system has been implemented in real-time and several extensive 
experiments were conducted to verify and validate the performance of the 
ASPST approach. 
8. In this research a wide range of the state-of-the-art sensors, force, vibration, 
strain, acoustic emission and sound, are proposed and installed as the sensors 
for on-line monitoring system  
9. The ASPST approach uses novelty detection and LVQ neural networks as 
they require less training time compared to other neural networks and has 
been tested with satisfactory results. 
 
12.5 Final Conclusion 
The main aim of this research work is to develop an effective sensor-fusion model 
for turning processes using a cost-effective methodology with reduced experimental 
work. This has been achieved and successfully tested. A systematic approach, named 
ASPST (Automated Sensor and Signal Processing Selection System for Turning), 
has been introduced to develop an effective sensor-fusion model for turning 
processes. This system will help to find the most sensitive sensors and signal 
processing methods for use in a condition monitoring system. The approach does not 
use any theorises methods in developing the system and it is also combined with a 
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new procedure to reduce the cost of the system without significantly affecting its 
prediction consistency. The experimental results of this research work have shown, 
with clear consistency, that this approach has been successful in developing a 
condition monitoring system for turning processes without the need for involvement 
in the actual mechanics of the process or the mechanism of the faults. 
 
12.6 Research limitation and Further Work   
Due to the time limitation involved in completing this research, further work is still 
needed. It is believed that the following areas need to be considered in more detail in 
developing an ASPST approach: 
1. The suggested methodology has been only tested for one type of fault 
(gradual tool wear). More experimental estimations of the approach for other 
industrial faults such as breakage, collision, and chatter could be done.  
2. Fixed cutting conditions were selected during the evaluation of the approach. 
Thus, several cutting conditions could be selected for a more complete 
evaluation of the approach. 
3. The suggested approach has been only tested for one type of insert and one 
type of material. Different inserts and material types could be tested using the 
ASPST approach. 
4. Limited numbers of sensory signals were utilised. The approach could be 
evaluated using more signal processing methods types and other of sensors 
such as infrared sensors. 
5. Limited numbers of pattern recognition systems have been implemented and 
greater investigation on optimising pattern recognition systems and 
performance comparisons are still needed. This could lead to changing the 
proposed number of SCFs in the designed system. 
 
 
 
 
 
 224
References 
1. Javed, M.A., Littlefair, G. and Smith, G.T., "Tool Wear Monitoring for 
Turning Centres", Proc. of LAMDAMAP'95, Computational Mechanics 
Publications, pp 251-259, 1995. 
 
2. Littlefair, G., Javed, M.A. and Smith, G.T., " Fusion of Integrated Multi-
Sensor Data for Tool Wear", IEEE International Conference on Neural 
Networks, Australia, Vol. 2, pp 734-737, 1995. 
 
3. Purushothaman, S. and Srinivasa, Y.G., "A Back-Propagation Algorithm 
Applied to Tool Wear Monitoring", International Journal of Machine Tools 
and Manufacture, Vol. 34 (5), pp 625-631, 1998. 
 
4. Park, K.S. and Kim, S.H., "Artificial Intelligence Approach to Determination 
of CNC Machining Parameters in Manufacturing: A Review", international 
Journal of Artificial Intelligence in Engineering, Vol. 12, pp 127-134, 1998. 
 
5. O'Donnell, G., Young, P., Kelly, K. and Byrne, G., "Toward the 
Improvement of Tool Condition Monitoring Systems in the Manufacturing 
Environment", Journal of Materials Processing Technology, Vol. 119, pp 
133-139, 2001. 
 
6. Salgado, D.R. and Alonso, F.J., "An Approach Based on Current and Sound 
Signals for In-Process Tool Wear Monitoring", International Journal of 
Machine Tools and Manufacture, Vol. 47 (14), pp 2140-2152, 2007. 
 
7. Raj, K.H., Sharma, R., Srivastava, S. and Patvardhan, C., "Modeling of 
Manufacturing Processes with ANNs for Intelligent Manufacturing", 
International Journal of Machine Tools & Manufacture, Vol. 40, pp 851-868, 
2000. 
 
8. Venkatesh, K., Zhou, M. and Caudill, R.J., "Design of Artificial Neural 
Networks for Tool Wear Monitoring", Journal of Intelligent Manufacturing, 
Vol. 8 (3), pp 215-226, 1997. 
 
9. Li, X., Dong, S. and Venuvinod, P.K., "Hybrid Learning for Tool Wear 
Monitoring", International Journal of Advanced Manufacturing Technology, 
Vol. 16, pp 303-307, 2000. 
 
10. Lee, J.H., Kim, D.E. and Lee, S.J., "Statistical Analysis of Cutting Force 
Ratios for Flank Wear Monitoring", Journal of Materials Processing 
Technology, Vol. 74, pp 104-114, 1998. 
 
11. Bradley, C. and Wong, Y.S., "Surface Texture Indicators of Tool Wear - A 
Machine Vision Approach", International Journal of Advanced 
Manufacturing Technology, Vol. 17, pp 435 - 443, 2001. 
 
12. Sick, B., "On-Line and Indirect Tool Wear Monitoring in Turning with 
Artificial Neural Networks: A Review of More Than a Decade of Research" 
Mechanical Systems and Signal Processing, Vol. 16 (4), pp 487-546, 2002. 
 
 225
13. Stein, J.L. and Huh, K., "Monitoring Cutting Forces in Turning: A Model-
Based Approach", Journal of Manufacturing Science and Engineering, Vol. 
124, pp 26-31, 2002. 
 
14. Chen, J., "An Effective Fuzzy-Nets Training Scheme for Monitoring Tool 
Breakage", Journal of Intelligent Manufacturing, Vol. 11, pp 85-101, 2000. 
 
15. Ertune, H.M. and Loparo, K.A., “A Decision Fusion Algorithm for Tool 
Wear Condition Monitoring in Drilling", International Journal of Machine 
Tools and Manufacture, Vol. 41, pp 1347-1362, 2001. 
 
16. Li, X., "Real-Time Tool Wear Condition Monitoring in Turning", 
International Journal of Production Research, Vol. 39 (5), pp 981-992, 2001. 
 
17. Liang, S.Y. and Dornfeld, D.A., "Tool Wear Detection Using Time Series 
Analysis of Acoustic Emission", Journal of Engineering for Industry, Vol. 
111, pp 199-205, 1989. 
 
18. Li, X., "A Brief Review: Acoustic Emission Method for Tool Wear 
Monitoring During Turning", International Journal of Machine Tools and 
Manufacture, Vol. 42 (2), pp 157-165, 2002. 
 
19. Dimla, D.E., "Sensor Signals for Tool-Wear Monitoring in Metal Cutting 
Operations - A Review of Methods", International Journal of Machine Tools 
and Manufacture, Vol. 40 (8), pp 1073-1098, 2000. 
 
20. Al-Habaibeh, A., Zorriassatine, F. and Gindy, N., "Comprehensive 
Experimental Evaluation of a Systematic Approach for Cost Effective and 
Rapid Design of Condition Monitoring Systems Using Taguchi Method", 
Journal of Materials Processing Technology, Vol. 124 (3), pp 372-383, 2002. 
 
21. Chung, K.T. and Geddam, A., "A Multi-Sensor Approach to the Monitoring 
of End Milling Operations", Journal of Materials Processing Technology, 
Vol. 139 (1-3), pp 15-20, 2003. 
 
22. Cakir, M.C. and Isik, Y., "Detecting Tool Breakage in Turning Aisi 1050 
Steel Using Coated and Uncoated Cutting Tools", Journal of Materials 
Processing Technology, Vol. 159 (2), pp 191-198, 2005. 
 
23. Scheffer, C. and Heyns, P.S., "An Industrial Tool Wear Monitoring System 
for Interrupted Turning", Mechanical Systems and Signal Processing, Vol. 18 
(5), pp 1219-1242, 2004. 
 
24. Haili, W., Hua, S., Ming, C. and Dejin, H., "On-Line Tool Breakage 
Monitoring in Turning", Journal of Materials Processing Technology, Vol. 
139 (1-3), pp 237-242, 2003. 
 
25. Huang, Y. and Liang, S.Y., "Cutting Forces Modeling Considering the Effect 
of Tool Thermal Property - Application to CBN Hard Turning", International 
Journal of Machine Tools and Manufacture, Vol. 43 (3), pp 307-315, 2003. 
 
26. Balazinski, M., Czogala, E., Jemielniak, K. and Leski, J., "Tool Condition 
Monitoring Using Artificial Intelligence Methods", Engineering Applications 
of Artificial Intelligence, Vol. 15 (1), pp 73-80, 2002. 
 
 226
27. Al-Habaibeh, A., Shi, F., Brown, N., Kerr, D., Jackson, M. and Parkin, R.M., 
"A Novel Approach for Quality Control System Using Sensor Fusion of 
Infrared and Visual Image Processing for Laser Sealing of Food Containers", 
Measurement Science and Technology, Vol. 15 (10), pp 1995-2000, 2004. 
 
28. Al-Habaibeh, A., Liu, G.P. and Gindy, N., "Sensor Fusion for an Integrated 
Process and Machine Condition Monitoring System", International 
Federation of Automatic Control, Barcelona, Spain, pp 25-30, 2002. 
 
29. Alting, L., "Manufacturing Engineering Processes", Second Edition, Marcel 
Dekker Inc., New York, 1994. 
 
30. Shaw, M.G., "Metal Cutting Principles", Clarendon Press, Oxford, 1984. 
 
31. Martin, K.F., "A Review by Discussion of Condition Monitoring and Fault 
Diagnosis in Machine Tools", International Journal of Machine Tools and 
Manufacture, Vol. 34 (4), pp 527-551, 1994. 
 
32. Yusuf A., "Manufacturing Automation, Metal Cutting Mechanics, Machine 
Tool Vibration and CNC Design", Cambridge University Press, 2000. 
 
33. Boothroyd, G., "Fundamentals of Metal Machining and Machine Tools", First 
Edition, Scrapta Book Company, 1975. 
 
34. Krar, S.F. and Check, A.F., "Technology of Machine Tools", 5th Ed, 
Glencoe/ McGraw-Hill, 1997. 
 
35. Trent, E.M., "Metal Cutting", 3rd Edition, Butterworth-Heinemann Ltd, 
2000. 
 
36. Schey, J.A., "Introduction to Manufacturing Processes", 3rd Ed, McGraw-
Hill Book Company, 2000. 
 
37. Moore, H.R. and Kibbey, D.R., "Manufacturing Materials and Processes", 
3rd Ed, Grid Publication Inc., Columbus, OH, USA, 1982. 
 
38. Radford, J.D. and Richardson, D.B., "Production Engineering Technology", 
the MacMillan Press Ltd, London, 1974. 
 
39. DeGarmo, B.a.K., "Materials and Processes in Manufacturing", 8th Ed, 
Prentice-Hall, 1997. 
 
40. Tlusty, G., "Manufacturing Processes and Equipment", Prentice Hall Inc., 
Upper Saddle, New Jersey, 2000. 
 
41. Dawe, G.P., Howlett, R.J., Joyce, I. and Nowell, T., "Condition Monitoring 
of High-Power, Q-Switched and Diode Pumped Lasers", International 
Conference on Condition Monitoring, Kings College, Cambridge, UK, pp. 
449, 2005. 
 
42. Rao, B.K., "Condition Monitoring Technology - A Wise Investment in 
Excellence", 5th International Conference on Profitable Condition 
Monitoring Fluids and Machinery Performance Monitoring, UK, pp 45-56, 
2005. 
 
 
 
 
 227
43. Higgs, P.A., Parkin, R., Jackson, M., Al-Habaibeh, A., Zorriassatine, F. and 
Coy, J., "A Survey on Condition Monitoring Systems in Industry", Biennial 
Conference on Engineering Systems Design and Analysis, Manchester, 
England, pp 163-178, 2004. 
 
44. Al-Habaibeh, A. and Parkin, R., "An Autonomous Low-Cost Infrared System 
for the on-Line Monitoring of Manufacturing Processes Using Novelty 
Detection", International Journal of Advanced Manufacturing Technology, 
Vol. 22 (3/4), pp 249-258, 2003. 
 
45. Principe, J.C. and Yoon, T., "A New Algorithm for the Detection of Tool 
Breakage in Milling", International Journal of Machine Tools and 
Manufacture, Vol. 31 (4), pp. 443-454, 1991. 
 
46. Kasper, C., and Weber, R., "Quality Control with Fuzzy Logic and Neural 
Networks in Labview", National Instrument Publication, 1996. 
 
47. Al-Habaibeh, A. and Gindy, N., "A New Approach for Systematic Design of 
Condition Monitoring Systems for Milling Processes", Journal of Materials 
Processing Technology, Vol. 107 (1-3), pp 243-251, 2000. 
 
48. Shao, H., Wang, H.L. and Zhao, X.M., "A Cutting Power Model for Tool 
Wear Monitoring in Milling", International Journal of Machine Tools and 
Manufacture, Vol. 44 (14), pp 1503-1509, 2004. 
 
49. Kacprzynski, G.J. and Roemer, M.J., "Health Management Strategies for 21st 
Century Condition-Based Maintenance Systems", Condition Monitoring and 
Diagnostic Engineering Management; COMADEM, Houston, TX, pp 245-
256, 2000. 
 
50. Al-Habaibeh, A., Whitby, D.R., Parkin, R.M., Jackson, M.R., Mansi, M. and 
Coy, J., "The Development of an Internet-Based Mechatronic System for 
Remote Diagnostic of Machinery Using Embedded Sensors", International 
conference on mechatronics, Loughborough, pp 297-302, 2003. 
 
51. Al-Habaibeh, A., "Modern Developments in Sensors Technology and Their 
Application in Condition Monitoring of Manufacturing Process" Vol. 19, pp 
12, 2004. 
 
52. Jemielniak, K., "Commercial Tool Condition Monitoring Systems", The 
International Journal of Advanced Manufacturing Technology, Vol. 15 (10), 
pp 711 - 721, 1999. 
 
53. Gomes de Oliveira, J.F., and Dornfeld, D. A., "Application of AE Contact 
Sensing in Reliable Grinding Monitoring", CIRP Ann, Vol. 50, pp 217-220, 
2001. 
 
54. Al-Habaibeh, A. and Parkin, R.M., "An Automated Low-Cost Condition 
Monitoring System for Quality Control of Automotive Speedometers", 
Journal of Engineering Manufacture, Vol. 217 (12), pp 1763-1770, 2003. 
 
55. Monostori, L., "AI and Machine Learning Techniques for Managing 
Complexity, Changes and Uncertainties in Manufacturing", Engineering 
Applications of Artificial Intelligence, Vol. 16 (4), pp 277-291, 2003. 
 
 228
56. Wang, L., Kannatey-Asibu, E. and Mehrabi, M.G., "A Method for Sensor 
Selection in Reconfigurable Process Monitoring", Journal of Manufacturing 
Science and Engineering, Vol. 125 (1), pp 95-99, 2003. 
57. Heng, R.B. and Mohd Nor, M.J., "Condition Monitoring using Acoustic 
Signals", 5th International Conference on Profitable Condition Monitoring 
Fluids and Machinery Performance Monitoring, Mechanical Engineering 
Publication Limited,  Harrogate, UK, 1996. 
 
58. El-Wardany, T.I., Gao, D. and Elbestawi, M.A., "Tool Condition Monitoring 
in Drilling Using Vibration Signature Analysis", International Journal of 
Machine Tools and Manufacture, Vol. 36 (6), pp 687-711, 1996. 
 
59. Kar, C. and Mohanty, A.R., "Monitoring Gear Vibration through Motor 
Current Signature Analysis and Wavelet Transform", Mechanical Systems 
and Signal Processing, Vol. 3, pp 243-248, 2004. 
 
60. Ko, T.J. and Cho, D.W., "Cutting State Monitoring in Milling by a Neural 
Network", International Journal of Machine Tools and Manufacture, Vol. 34 
(5), pp 659-676, 1994. 
 
61. Tansel, I.N., Mekdeci, C., Rodriguez, O. and Uragun, B., "Monitoring Drill 
Conditions with Wavelet Based Encoding and Neural Networks", 
International Journal of Machine Tools and Manufacture, Vol. 33 (4), pp 
559-575, 1993. 
 
62. James, C., Ma, L.J., Hwang, B. and Nickerson, G.W., “Pattern Recognition 
Based Analysis of Vibration for Bearing Condition Monitoring", Sensors, 
Controls, and Quality Issues in Manufacturing, ASME, 1991. 
 
63. Tallian, O.G., "Detection of Damage in Assembled Rolling Bearings", Trans. 
ASLE, Vol. 5, 1962. 
 
64. Bhattacharyya, P., Sengupta, D. and Mukhopadhyay, S., "Cutting Force-
Based Real-Time Estimation of Tool Wear in Face Milling Using a 
Combination of Signal Processing Techniques", Mechanical Systems and 
Signal Processing, Vol. 21 (6), pp 2665-2683, 2007. 
 
65. Salgado, D.R. and Alonso, F.J., "Tool Wear Detection in Turning Operations 
Using Singular Spectrum Analysis", Journal of Material Process Technology, 
Vol. 171, pp 451-458, 2006. 
 
66. Rolo-naranjo, A. and Montesino-Otero, M., "A Method for the Correlation 
Dimension Estimation for On-Line Condition Monitoring of Large Rotating 
Machinery", Mechanical Systems and Signal Processing, Vol. 19 (5), pp 939-
954, 2005. 
 
67. Das, S. and Chattopadhyay, A.B., "Application of the Analytic Hierarchy 
Process for Estimating the State of Tool Wear", International Journal of 
Machine Tools and Manufacture, Vol. 43 (1), pp 1-6, 2003. 
 
68. Milfelner, M., Cus, F. and Balic, J., "An Overview of Data Acquisition 
System for Cutting Force Measuring and Optimization in Milling", Journal of 
Materials Processing Technology, Vol. 164, pp 1281-1288, 2005. 
 
 229
69. Garcia, C., "Artificial Intelligence Applied to Automatic Supervision, 
Diagnosis and Control in Sheet Metal Stamping Processes", Journal of 
Material Process Technology, Vol. 165, pp 1351-1357, 2005. 
 
70. Taylor, J., "Expert Systems for Diagnosing Rotating Machinery Problems", 
Proceedings of the 8th International Congress on Condition Monitoring and 
Diagnostic Engineering Management, Canada, pp 1995. 
71. Peng, z., "An Integrated Intelligence System for Wear Debris Analysis", 
Wear, Vol. 252 (9-10), pp 730-743, 2002. 
 
72. Vitanov, V.I., Voutchkov, I.I. and Bedford, G.M., "Neuro fuzzy Approach to 
Process Parameter Selection for Friction Surfacing Applications", Surface 
and Coating technology, Vol. 140 (3), pp 256-262, 2001. 
 
73. Zhong, B., "An Intelligent Fault Diagnosis System for Rotating Machines", 
Proceedings of the International Symposium on Intelligence, Knowledge and 
Integration for Manufacturing, China, 1995. 
 
74. Kacprzynski, M.R., "Health Management Strategies for 21st Century 
Condition-Based Maintenance Systems", 13th International Congress on 
COMADEM, Houston, TX, USA, 2000. 
 
75. Kothamasu, R., Huang, S.H., Verduin, W.H. and Gao, H., "Comparison of 
Computational Intelligence and Statistical Methods in Condition Monitoring 
for Hard Turning", International Journal of Production Research, Vol. 43, pp 
597-610, 2005. 
 
76. Zorriassatine, F., Al-Habaibeh, A., Parkin, R.M., Jackson, M.R. and Coy, J., 
"Novelty Detection for Practical Pattern Recognition in Condition Monitoring 
of Multivariate Processes: A Case Study", International Journal of Advanced 
Manufacturing Technology, Vol. 25 (9-10), pp 954-963, 2005. 
 
77. Bishop, C.M., "Neural Networks for Pattern Recognition", Claredon Press, 
Oxford, UK, 1995. 
 
78. Fukunaga, K., "Introduction to Statistical Pattern Recognition", 2nd ED, 
Boston; London Academic Press, 1990. 
 
79. Parzen, E., "Stochastic Processes", Holden-Day, 1962. 
 
80. Specht, D.F., "Probabilistic Neural Networks", Neural Networks, Vol. 3 (1), 
pp 109-118, 1990. 
 
81. Albrecht, S., Bush, J., Kloppenburg, M., Metze, F. and Tavan, P., 
"Generalised Radial Basis Function Networks for Classification and Novelty 
Detection: Self-Organisation of Optimal Bayesian Decision", Institution of 
Electrical Engineering Science Measurement Technology, Vol. 147, (6), pp 
363-367, 2000. 
 
82. Manson, G., Piece, S.G., Worden, K., Monnier, T., Guy, P. and Atherton, K., 
"Long Term Stability of Normal Condition Data for Novelty Detection", 
SPIE, 3985, pp 323-334, 2000. 
 
83. Zorriassatine, F., "Application of Neural Networks for Detection of Special 
Causes in Multivariate Statistical Control", University of Nottingham, 2000. 
 
 230
84. Kohonen, T., "Self Organization and Associative Memory", 3rd, Berlin 
Springer, 1989. 
 
85. Wright, P.K., "Physical Models of Tool Wear for Adaptive Control in 
Flexible Machining Cells", Computer Integrated Manufacturing, Vol. 8, pp 
19-31, 1983. 
86. Liu, X., Ma, L. and Zhang, S., "Machinery Fault Diagnosis Based on Fuzzy 
Integral Theory", international Conference on Condition Monitoring, Kings 
College, Cambridge, UK, pp 2005. 
 
87. Gao, J.B. and Harris, C.J., "Some Remarks on Kalman Filters for the 
Multisensor Fusion", Information Fusion, Vol. 3 (3), pp. 191-201, 2002. 
 
88. Pham, D.T. and Pham, P.T.N., "Artificial Intelligence in Engineering", 
International Journal of Machine Tools and Manufacture, Vol. 39 (6), pp 
937-949, 1999. 
 
89. Chryssolouris, G., Domroese, M. and Beaulieu, P., "Sensor Synthesis for 
Control of Manufacturing Processes", ASME J. of  Eng. Ind., Vol. 114, pp 
158-174, 1992. 
 
90. Karthik, A., Chandra, S., Ramamoorthy, B. and Das, S., "Tool Wear 
Measurement and Visualization Using Stereo Imaging", International 
Journal of Machine Tools and Manufacture, Vol. 37 (1), pp 1573-1581, 
1997. 
 
91. Mannan, M.A., Kassim, A.A. and Jing, M., "Application of Image and Sound 
Analysis Techniques to Monitor the Condition of Cutting Tools", Pattern 
Recognition Letters, Vol. 21 (11), pp. 969-979, 2002. 
 
92. Villa, A., "An Expert Control System for Tool Life Management in Flexible 
Manufacturing Cells", Annals of the CIRP, Vol. 34, pp 87-90, 1985. 
 
93. Smith, G.T., "Trends in Tool Condition Monitoring Techniques-Wear and 
Cutting Forces-on Turning Centres", Condition Monitoring and Diagnostic 
Engineering Management, pp 314-324, 1993. 
 
94. Uehara, K., "New Attempts for Short Time Tool-Life Testing" Ann. CIRP 
Vol. 22, pp 23-24, 1973. 
 
95. Weinamann, H.S., "An on-Line Tool Wear Sensor for Straight Turning 
Operations", J. Engineering Ind, Vol. 107, pp 397-399, 1985. 
 
96. Lunde, G., "A Study of the Wear Processes on Cemented Carbide Cutting 
Tool by a Radioactive Tracer Technique", International Journal Machine 
Tool, Vol. 10, pp 79-93, 1990. 
 
97. Du, R. and Elbestawi, M.A., "Automated Monitoring of Manufacturing 
Processes", Journal of Engineering Ind, Vol. 117, pp 121-141, 1995. 
 
98. Dornfeld, M.S., "In-Process Tool Fracture Detection." J. Engineering 
Material Technology, Vol. 106, pp 111-118, 1984. 
 
99. Lee, K.S., Lee, L.C. and Teo, S.C., "On- Line Tool Wear Monitoring" 
Journal of Material Process Technology, Vol. 29, pp 3-13, 1992. 
 
 231
100. Lee, J.H., Kim, D.E. and Lee, S.J., "Application of Neural Networks to Flank 
Wear Prediction", Mechanical Systems and Signal Processing, Vol. 10 (3), pp 
265-276, 1996. 
 
101. Elanayar, S. and Shin, Y.C., "Robust Tool Estimation with Radial Basis 
Function Neural Networks", Journal of Dynamic Systems, Measurement and 
Control, Vol. 117, pp 459-467, 1995. 
102. Elanayar, S., Shin, T. and Kumara, S., "Machining Condition Monitoring of 
Automation Using Neural Networks", ASME, Vol. 44, pp 85-100, 1990. 
 
103. Zhou, Q., Hong, G.S. and Rahman, M., "A New Tool Life Criterion for Tool 
Condition Monitoring Using a Neural Network", Engineering Applications of 
Artificial Intelligence, Vol. 8 (5), pp 579-588, 1997. 
 
104. Rahman, M., Zhou, Q. and Hong, G.S., "On-Line Cutting State Recognition 
in Turning Using a Neural Network", International Journal of Advanced 
Manufacturing Technology, Vol. 10, pp 87-92, 1995. 
 
105. Hong, G.S., Rahman, M. and Zhou, Q., "Using Neural Network for Tool 
Condition Monitoring Based on Wavelet Decomposition", International 
Journal of Machine Tools and Manufacture, Vol. 36 (5), pp 551-566, 1996. 
 
106. Yao, Y. and Fang, X., "Assessment of Chip Forming Patterns with Tool Wear 
Progression in Machining via Neural Networks", international Journal of 
machine Tool and Manufacture, Vol. 33 (1), pp 89-102, 1993. 
 
107. Rangwala, S. and Dornfeld, D.A., "Sensor Integration Using Neural 
Networks for Intelligent Tool Condition Monitoring", Trans. ASME J. Engng 
Ind, Vol. 110 (137), 1987. 
 
108. Dornfeld, D., "Neural Network Sensor Fusion for Tool Condition 
Monitoring", Annals CIRP, Vol. 39, (1), pp 101-105, 1990. 
 
109. Tanner, R. and Loh, N.K., "A Taxonomy of Multi-Sensor Fusion", Journal of 
Manufacturing Systems, Vol. 11 (5), pp 314-325, 1994. 
 
110. Kakade, S., "Monitoring of Tool Status Using Intelligent Acoustic Emission 
Sensing and Decision Based Neural Network", International Conference on 
Industrial Automation and Control, Hyderabad, India, pp 25-30, 1995. 
 
111. Masory, O., "Detection of Tool Wear Using Multi-Sensor Readings Defused 
by Artificial Neural Network", SPIE, Int. Soc for Optical Eng., Vol. 1469, 
(2), pp 515-525, 1991. 
 
112. Monostori, L., "A Step Towards Intelligent Manufacturing Modelling and 
Monitoring of Manufacturing Processes through Artificial Neural Networks", 
Annals CIRP, Vol. 42, 1, pp 485-488, 1993. 
 
113. Kannatey-Asibu, E., "Flank Wear and Process Characteristic Effect on 
System Dynamics in Turning", Journal of Manufacturing Science and 
Engineering, Vol. 126 (1), pp 131–140, 2004. 
 
114. Kannatey-Asibu, E., "Analysis of Sound Signal Generation Due to Flank 
Wear in Turning", Journal of Manufacturing Science and Engineering, Vol. 
124 (4), pp 799-808, 2002. 
 
 232
115. Raman, A.B., "Detection of Tool Flank Wear Using Acoustic Signature 
Analysis", Wear, Vol. 115, pp 265-272, 1987. 
 
116. Trabelsi, H. and Kannatey, E., "Pattern Recognition Analysis of Sound 
Radiation in Metal Cutting", The International Journal of Advanced 
Manufacturing Technology, Vol. 6, pp 220-231, 1991. 
 
117. Kim, S., Ko, T. and Ahn, J., "Reduction of Air Grinding Time Using 
Collaboration of Dual Sensors", The International Journal of Advanced 
Manufacturing Technology, Vol. 17, pp 252-256, 2001. 
 
118. Liao, Y.S., "Development of a Monitoring Technique for Tool Change 
Purpose in Turning Operations", In: Proc. 26th Int. Machine Tool Design and 
Research Conf., pp 331-337, 1986. 
 
119. Jammu, V.B., Danai, K. and Malkin, S., "Unsupervised Neural Network for 
Tool Breakage Detection in Turning", Annals CIRP, Vol. 42, 1, pp 67-70, 
1993. 
 
120. Tansel, I.N. and McLaughlin, C., "Detection of Tool Breakage in Milling 
Operations-I - The Time Series Analysis Approach", International Journal of 
Machine Tools and Manufacture, Vol. 33 (4), pp 531-544, 1993. 
 
121. Tansel, I.N. and McLaughlin, C., "Detection of Tool Breakage in Milling 
Operations-II - The Neural Network Approach", International Journal of 
Machine Tools and Manufacture, Vol. 33 (4), pp 545-558, 1993. 
 
122. Lee, L.C.L., Gann, C. S., "On the Correlation between Dynamic Cutting 
Force and Tool Wear", International Journal of Machine Tools and 
Manufacture, Vol. 29 (3), pp 295-303, 1989. 
 
123. Ibrahim, N., Mekdeci, C. and McLaughlin, C., "Detection of Tool Failure in 
End Milling with Wavelet Transformations and Neural Networks", 
International Journal of Machine Tools and Manufacture, Vol. 35 (8), pp 
1137-1147, 1995. 
 
124. Yan, D., El-Wardany, T. and Elbestawi, M.A., "A Multi-Sensor Strategy for 
Tool Failure Detection in Milling", International Journal of Machine Tools 
and Manufacture, Vol. 35 (3), pp 383-398, 1995. 
 
125. Dornfeld, D., "Application of Acoustic Emission Techniques in 
Manufacturing, NDT & E International, Vol. 25, (6), pp 259-269, 1994. 
 
126. Emel, E. and Kannatey-Asibu, E.J., "Acoustic Emission and Force Sensor 
Fusion for Monitoring the Cutting Process", International Journal of 
Mechanical Sciences, Vol. 31 (11-12), pp 795-809, 1989. 
 
127. Jiaa, C.L. and Dornfeld, D.A., "Detection of Tool Wear Using Gradient 
Adaptive Lattice and Pattern Recognition Analysis", Mechanical Systems and 
Signal Processing, Vol. 6 (2), pp 97-120, 1992. 
 
128. Jiaa, C.L. and Dornfeld, D.A., "Experimental Studies of Sliding Friction and 
Wear via Acoustic Emission Signal Analysis", Wear, Vol. 139 (2), pp 403-
424, 1990. 
 
 233
129. Wang, Z. and Dornfeld, D.A., "In-Process Tool Wear Monitoring Using 
Neural Networks", Japan/USA Symposium on Flexible Automation, ASME, 
Vol. 1, 1992. 
 
130. Barschdorff, D., Monostori, L., Kottenstede, T. and Warnecke, G., "Wear 
Estimation and State Classification of Cutting Tools in Turning via Artificial 
Neural Networks" International Conference on Fault Diagnosis, Toulouse, 
France, pp 669-677, 1993. 
131. Monostori, L., "New Trends in Machine Tool Monitoring and Diagnostics", 
Robotics and Computer-Integrated Manufacturing, Vol. 4 (3/4), pp 445-464, 
1988. 
 
132. Chryssolouris, G. and Domroese, M., "Sensor Integration for Tool Wear 
Estimation in Machining", ASME Sensors and Control for Manufacturing, 
PED, Vol. 33, pp 115-123, 1988. 
 
133. Chryssolouris, G. and Domroese, M., "An Experimental Study of Strategies 
for Integrating Sensor Information in Machining", Annals CIRP, Vol. 38, 1, 
pp 425-428, 1989. 
 
134. Moriwaki, T. and Hino, R., "Application of Neural Network to AE Signal 
Processing for Automatic Detection of Cutting Tool Life", JSPE, Vol. 57 (7), 
pp 1259-1264, 1991. 
 
135. Dey, S. and Stori, J.A., "A Bayesian Network Approach to Root Cause 
Diagnosis of Process Variations", International Journal of Machine Tools 
and Manufacture, Vol. 45 (1), pp 75-91, 2005. 
 
136. Alonso, F.J. and Salgado, D.R., "Analysis of the Structure of Vibration 
Signals for Tool Wear Detection", Mechanical Systems and Signal 
Processing, Vol. 22 (3), pp 735-748, 2008. 
 
137. Fang, X.D., Yao, Y. and Arndt, G., "Monitoring Groove Wear Development 
in Cutting Tools via Stochastic Modelling of Three-Dimensional Vibrations", 
Wear, Vol. 151 (1), pp 143-156, 1991. 
 
138. Barschdorff, D., Monostori, L., Kottenstede, T. and Warnecke, G., "Cutting 
Tool Monitoring in Turning under Varying Cutting Conditions: An Artificial 
Neural Network Approach", Industrial and Engineering Applications of 
Artificial Intelligence and Expert Systems, Vol. 3, pp 353-359, 1993. 
 
139. Chung, E.S., Chiou, Y.S. and Liang, S.Y., "Tool Wear and Chatter Detection 
in Turning via Time Series Modelling and Frequency Band Averaging", 
ASME PED, Vol. 64, pp 351-358, 1993. 
 
140. Radulescu, R. and Kapoor, S.G., "An Analytical Model for Prediction of Tool 
Temperature Fields during Continuous and Interrupted Cutting", Journal of 
Engineering for Industry, Vol. 116, pp 135-143, 1994. 
 
141. Jetly, S., "Measuring Cutting Tool Wear on Line: Some Practical 
Considerations", Manufacturing Engineering, Vol. 2, pp 55-60, 1984. 
 
142. www.raytheoninfrared.com, "Raytheon Company", June 2000. 
 
143. Reichenbach, G.S., "Experimental Measurement of Metal Cutting 
Temperature Distributions", ASME, Vol. 80, pp 525-546, 1958. 
 234
144. Boothroyd, G., "Photographic Technique for the Determination of Metal 
Cutting Temperatures", Journal of Applied Physics, Vol. 12 (5), pp 238-242, 
1961. 
 
145. Chao, B.T., Jeng, D.R. and Trigger, K.J., "The Effect of Flank Wear on Tool 
Temperatures in the Machining of Cast Iron", ASME, Vol. 61, pp 1-14, 1961. 
 
146. Young, H.T., "Cutting Temperature Response to Flank Wear", Wear, Vol. 
201, pp 117-120, 1996. 
 
147. Wang, L., Satio, K. and Jawahir, I.S., "Infrared Temperature Measurement of 
Curled Chip Formation in Metal Machining", ASME, Vol. 78, pp 87-92, 
1996. 
 
148. Yourong, L., Jia, L. and Baoliang, Z., "Temperature Distribution near Cutting 
Edge of Ceramic Cutting Tools Measured by Thermal Video System (TVS)", 
Prog. Natl. Sci, Vol. 8 (1), pp 44-50, 1998. 
 
149. Al-Habaibeh, A., Gindy, N. and Parkin, R.M., "Experimental Design and 
Investigation of a Pin-Type Reconfigurable Clamping System for 
Manufacturing Aerospace Components", Journal of Engineering 
Manufacture, Vol. 217 (12), pp 1771-1778, 2003. 
 
150. Weis, W., "Processing Optical Sensor Data for Tool Monitoring with Neural 
Networks", WESCON 94 IDEA/ Microelectronic, pp 351-355, 1994. 
 
151. Parra, L., Deco, G. and Miesbach, S., "Statistical Independence and Novelty 
Detection with Information Preserving Non-Linear Maps", Neural 
Computation, Vol. 8, pp 260-269, 1996. 
 
152. Dimla, D.E. and Lister, P.M., "On-Line Metal Cutting Tool Condition 
Monitoring-I: Force and Vibration Analyses", International Journal of 
Machine Tools and Manufacture, Vol. 40 (5), pp 739-768, 2000. 
 
153. Dimla, D.E. and Lister, P.M., "On-Line Metal Cutting Tool Condition 
Monitoring-II: Tool-State Classification Using Multi-Layer Perception 
Neural Networks", International Journal of Machine Tools and Manufacture, 
Vol. 40 (5), pp 769-781, 2000. 
 
154. Scheffer, C. and Heyns, P.S., "Wear Monitoring in Turning Operations Using 
Vibration and Strain Measurements", Mechanical Systems and Signal 
Processing, Vol. 15 (6), pp 1185-1202, 2001. 
 
155. Silva, R.G., Reuben, R.L., Baker, K.J. and Wilcox, S.J., "Tool Wear 
Monitoring of Turning Operations by Neural Network and Expert System 
Classification of a Feature Set Generated from Multiple Sensors", 
Mechanical Systems and Signal Processing, Vol. 12 (2), pp 319-332, 1998. 
 
156. Yeo, S.H., Khoo, L.P. and Neo, S.S., "Tool Condition Monitoring Using 
Reflectance of Chip Surface and Neural Network" Journal of Intelligent 
Manufacturing, Vol. 11, pp 507-514, 2000. 
 
157. Chen, S.L. and Jen, Y.W., "Data Fusion Neural Network for Tool Condition 
Monitoring in CNC Milling Machining", International Journal of Machine 
Tools and Manufacture, Vol. 40, pp 381-400, 2000. 
 
 235
158. Gao, a., Makoto Tanoa, Satoa, S. and Kiyonoa, S., "On-Machine 
Measurement of a Cylindrical Surface with Sinusoidal Micro-Structures by 
an Optical Slope Sensor", Precision Engineering, Vol. 30 (3), pp 274-279, 
2006. 
 
159. Bouzakis, K., Michailidis, N., Vidakis, N. and Efstathiou, K., "Failure 
Mechanisms of Physically Vapour Deposited Coated Hard Metal Cutting 
Inserts in Turning", Wear, Vol. 248 (1-2), pp 29-37, 2001. 
 
160. Lanzetta, M., "A New Flexible High-Resolution Vision Sensor for Tool 
Condition Monitoring", Journal of Materials Processing Technology, Vol. 
119 (1-3), pp 73-82, 2001. 
 
161. Zawada, A., "Classifying the Wear of Turning Tools with Neural Networks", 
Journal of Materials Processing Technology, Vol. 109 (3), pp 300-304, 2001. 
 
162. Huanga, Y. and Dawson, T.G., "Tool Crater Wear Depth Modeling in CBN 
Hard Turning", Wear, Vol. 268 (9), pp 1455-1461, 2007. 
 
163. Kassim, A., Mannan, M.A. and Jing, M., "Machine Tool Condition 
Monitoring Using Workpiece Surface Texture Analysis", Machine Vision and 
Applications, Vol. 11, pp 257-263, 2000. 
 
164. Martinho, R.P., Silva, F.J.G. and Baptista, A.P.M., "Wear Behaviour of 
Uncoated and Diamond Coated Tools under Severe Turning Conditions", 
Wear, Vol. 263 (7-12), pp 1417-1422, 2007. 
 
165. Shi, D. and Gindy, N.N., "Development of an Online Machining Process 
Monitoring System: Application in Hard Turning", Sensors and Actuators A: 
Physical, Vol. 135 (2), pp 405-414, 2007. 
 
166. Ghosh, N., et al., "Estimation of Tool Wear During CNC Milling Using 
Neural Network-Based Sensor Fusion", Mechanical Systems and Signal 
Processing, Vol. 21 (1), pp 466-479, 2007. 
 
167. Devillez, A., Schneider, F., Dominiak, S., Dudzinski, D. and Larrouquere, D., 
"Cutting Forces and Wear in Dry Machining with Coated Carbide Tools", 
Wear, Vol. 7-8, pp 931-942, 2007. 
 
168. Topal, E.S. and Çogun, C., "A Cutting Force Induced Error Elimination 
Method for Turning Operations", Journal of Materials Processing 
Technology, Vol. 170 (1-2), pp 192-203, 2005. 
 
169. Choudhury, S.K. and Srinivas, P., "Tool Wear Prediction in Turning", 
Journal of Materials Processing Technology, Vol. 153-154, pp 276-280, 
2004. 
 
170. Oraby, S.E. and Hayhurst, D.R., "Tool Life Determination Based on the 
Measurement of Wear and Tool Force Ratio Variation", International 
Journal of Machine Tools and Manufacture, Vol. 44 (12-13), pp 1261-1269, 
2004. 
 
 
171. Devillez, S.L. and Mozer, W., "Cutting Tool Crater Wear Measurement with 
White Light Interferometry", Wear, Vol. 256 (1-2), pp 56-65, 2004. 
 
 236
172. Özel, T. and Nadgir, A., "Prediction of Flank Wear by Using Back 
Propagation Neural Network Modeling When Cutting Hardened H-13 Steel 
with Chamfered and Honed CBN Tools", International Journal of Machine 
Tools and Manufacture, Vol. 42 (2), pp 287-297, 2002. 
 
173. Choudhury, S.K. and Kishore, K.K., "Tool Wear Measurement in Turning 
Using Force Ratio", International Journal of Machine Tools and 
Manufacture, Vol. 40 (6), pp 899-909, 2000. 
 
174. Liu, Q. and Altintas, Y., "On-Line Monitoring of Flank Wear in Turning with 
Multilayered Feed-Forward Neural Network", International Journal of 
Machine Tools and Manufacture, Vol. 39 (12), pp 1945-1959, 1999. 
 
175. Grabec, E.G., Susi, E. and Antolovi, B., "Monitoring Manufacturing 
Processes by Utilizing Empirical Modeling", Ultrasonics, Vol. 36 (1-5), pp 
263-271, 1998. 
 
176. Szecsi, T., "Automatic Cutting-Tool Condition Monitoring on CNC Lathes" 
Journal of Materials Processing Technology, Vol. 77, pp 64-69, 1998. 
 
177. Obikawa, T., Kaseda, C., Matsumura, T., Gong, W.G. and Shirakashi, T., 
"Tool Wear Monitoring for Optimizing Cutting Conditions", Journal of 
Materials Processing Technology, Vol. 62 (4), pp 374-379, 1996. 
 
178. Devillez, A. and Dudzinski, D., "Tool Vibration Detection with Eddy Current 
Sensors in Machining Process and Computation of Stability Lobes Using 
Fuzzy Classifiers", Mechanical Systems and Signal Processing, Vol. 21 (1), 
pp 441-456, 2007. 
 
179. Orhan, S., Er, A.O., Camuscu, N. and Aslan, E., "Tool Wear Evaluation by 
Vibration Analysis During End Milling of Aisi D3 Cold Work Tool Steel 
with 35 HRC Hardness", NDT & E International, Vol. 40 (2), pp 121-126, 
2007. 
 
180. Jun, C.H. and Suh, S.H., "Statistical Tool Breakage Detection Scheme Based 
on Vibration Signals in CNC Milling" International Journal of Machine 
Tools & Manufacture, Vol. 39, pp 1733-1746, 1999. 
 
181. Marinescu, I. and Axinte, D.A., "A Critical Analysis of Effectiveness of 
Acoustic Emission Signals to Detect Tool and Workpiece Malfunctions in 
Milling Operations", International Journal of Machine Tools and 
Manufacture, Vol. 4 (1), pp 243-253, 2008. 
 
182. Lee, D.E., Hwang, I., Valente, C.M.O., Oliveira, J.F.G. and Dornfeld, D.A., 
"Precision Manufacturing Process Monitoring with Acoustic Emission", 
International Journal of Machine Tools and Manufacture, Vol. 3, pp 142-
148, 2005. 
 
183. Guo, Y.B. and Ammula, S.C., "Real-Time Acoustic Emission Monitoring for 
Surface Damage in Hard Machining", International Journal of Machine 
Tools and Manufacture, Vol. 45 (14), pp 1622-1627, 2005. 
 
184. Nakao, Y. and Dornfeld, D.A., "Diamond Turning Using Position and AE 
Dual Feedback Control System", Precision Engineering, Vol. 27 (2), pp 117-
124, 2003. 
 237
185. Al-Habaibeh, A. and Gindy, N., "Self-Learning Algorithm for Automated 
Design of Condition Monitoring Systems for Milling Operations", 
International Journal of Advanced Manufacturing Technology, Vol. 18 (6), 
pp 448-459, 2001. 
 
186. Chiou, R.Y. and Liang, S.Y., "Analysis of Acoustic Emission in Chatter 
Vibration with Tool Wear Effect in Turning", International Journal of 
Machine Tools and Manufacture, Vol. 40 (7), pp 927-941, 2000. 
 
187. Govekar, E., Gradiek, J. and Grabec, I., "Analysis of Acoustic Emission 
Signals and Monitoring of Machining Processes", Ultrasonics, Vol. 38 (1-8), 
pp 598-603, 2000. 
 
188. Lin, H.M., Liao, Y.S. and Wei, C.C., "Wear Behaviour in Turning High 
Hardness Alloy Steel by CBN Tool", Wear, Vol. 264 (7-8), pp 679-684, 
2008. 
 
189. Aliustaoglu, C., Ertunc, H.M. and Ocak, H., "Tool Wear Condition 
Monitoring Using a Sensor Fusion Model Based on Fuzzy Inference System", 
Mechanical Systems and Signal Processing, Vol. 23 (2), 2008. 
 
190. Chungchoo, C. and Saini, D., "On-Line Tool Wear Estimation in CNC 
Turning Operation Using Fuzzy Neural Network Model" International 
Journal of Machine Tools & Manufacture, Vol. 42, pp 29-40, 2002. 
 
191. Dimla, D.E., "Artificial Neural Networks Approach to Tool Condition 
Monitoring in a Metal Turning Operation", Emerging Technologies and 
Factory Automation, Barcelona, Spain, pp 313-320, 1999. 
 
192. Dimla, D.E., Lister, P.M. and Leighton, N.J., "Tool Condition Monitoring in 
Metal Cutting through Application of MLP Neural Networks", Colloquium 
Digest- IEE, pp 9, 1997. 
 
193. Dan, L. and Mathew, J., "Tool Wear and Failure Monitoring Techniques for 
Turning - A Review", International Journal of Machine Tools and 
Manufacture, Vol. 30 (4), pp 579-598, 1990. 
 
194. Azouzi, R. and Guillot, M., "On-Line Prediction of Surface Finish and 
Dimensional Deviation in Turning Using Neural Network Based Sensor 
Fusion", International Journal of Machine Tools and Manufacture, 37 (9), pp 
1201-1217, 1997. 
 
195. Liu, T. and Anantharaman, K., "Intelligent Classification and Measurement 
of Drill Wear", Journal of Eng. Ind., 116, pp 392-397, 1994. 
 
196. Al-Habaibeh, A., “Rapid Design of Condition Monitoring Systems", the 
University of Nottingham, 2000. 
 
197. Al-Habaibeh, A. and Gindy, N.N.Z., "Rapid Design of Condition Monitoring 
System for Milling Operations", International Conference on Computer-
Aided Production Engineering, Durham, UK, pp 457-464, 1999. 
 
198. Stone, R. and Krishnamurthy, K., "A Neural Network Thrust Force 
Controller to Minimize Delamination During Drilling of Graphite-Epoxy 
Laminates", International Journal of Machine Tools and Manufacture, Vol. 
36 (9), pp 985-1003, 1996. 
 238
199. Shiraishi, M., "Scope of in-Process Measurement, Monitoring, and Control 
Techniques in Machining Processes-Part3: In-Process Techniques for Cutting 
Processes and Machine Tools", Precision Engineering, Vol. 11 (1), 1989. 
 
200. www.Kistler.com. 
 
201. Weller, E.J., Schrier, H.M. and Weichbrodt, B., "What Sound Can Be 
Expected from a Worn Tool" Journal of Engineering Industry, Vol. 91 (3), 
pp 525-534, 1969. 
 
202. Lu Jr, M.C. and Kannatey-Asibu, E., "Flank Wear and Process Characteristic 
Effect on System Dynamics in Turning", Journal of Manufacturing Science 
and Engineering—Transactions of the ASME, Vol. 126 (1), pp 131-140, 
2004. 
 
203. Alonso, F.J. and Salgado, D.R., "Application of Singular Spectrum Analysis 
to Tool Wear Detection Using Sound Signals", Proceedings of the IMechE 
Journal of Engineering Manufacture, Vol. 219 (9), pp 703–710, 2005. 
 
204. Lu Jr, M.C. and Kannatey-Asibu, E., "Analysis of Sound Characteristics 
Associated with Adhesive Wear in Machining", Transactions of NAMRI, Vol. 
28, pp 257-262, 2000. 
 
205. Silva, R.G., Baker, K.J. and Wilcox, S.J., "The Adaptability of a Tool Wear 
Monitoring System under Changing Cutting Conditions", Mechanical 
Systems and Signal Processing, Vol. 14 (2), pp 287-298, 2000. 
 
206. Al-Habaibeh, A., Zorriassatine, F., Parkin, R. and Jackson, M., "Application 
of Infrared Technology for Quality Control of Diesel Engine Glow Plug", 
Proc IMechE, part B, Journal of Engineering Manufacture, Vol. 219, 2005. 
 
207. Nabney, I. and Bishop, C.M., "NetLab Neural Networks Software, 
(Www.Ncr.Uk/Netlab/Index.Html)", Neural Computing Research Group, 
Information Engineering, Aston University, Birmingham, UK, 2000. 
 
208. Sanches, E. and Clifford, I., "Artificial Neural Networks, Paradigms, 
Applications, and Hardware Implementations." IEEE, Vol. 3, 1992. 
 
209. AB Sandvik Coromant Metal Working Products Catalogue- Turning Tools.  
 
210. Hatschek, R.L., "Turning with Inserts", American Machinist, pp 101-117, 
1987. 
 
211. Al-Habaibeh, A., Powell, N.P. and Gindy, N.N.Z., "Comprehensive Process 
and Machine Condition Monitoring Strategy for the Variax Hexacenter", 
Computational intelligence for modelling, control and automation: Neural 
networks & advanced control strategies, Vienna, pp 249-254, 1999. 
 
 
 
 239
Appendices 
 Appendix A: Refereed Publications 
 Appendix B: Novelty Detection Algorithm Results 
