In this article we establish a new kind of local decomposition of a given Gaussian log-correlated field X on R d into a sum of an almost ⋆-scale invariant field (a stationary log-correlated field with a 'cone-like' white noise representation) and an independent Hölder continuous field. This decomposition holds whenever the term g in the covariance CX (x, y) = log(1/|x−y|)+g(x, y) has locally H d+ε Sobolev smoothness. We use this result to extend several results that have been known basically only for ⋆-scale invariant fields to general log-correlated fields. These include the existence of critical multiplicative chaos, analytic continuation of the subcritical chaos in the so-called inverse temperature parameter β, as well as generalised Onsager-type covariance inequalities which play a role in the study of imaginary multiplicative chaos.
Introduction
Gaussian multiplicative chaos (GMC) measures are random measures that can be formally thought of as the exponential of a log-correlated Gaussian field. They have connections to many models in mathematical physics such as 2d quantum gravity [18, 14, 25] , SLE [4, 19, 37] , and random matrices [39, 11, 27] , as well as to number theory [34] . A good review of Gaussian multiplicative chaos theory is given in [33] .
Many of the key results in the theory are proven under rather strong assumptions on the field, which one would not expect to be required. The goal of this article is to partially rectify the situation via a new decomposition method for the underlying log-correlated field. Before describing our results in more detail, let us briefly recall how GMC measures are constructed.
A typical construction of a GMC measure goes as follows: given a sequence of continuous approximations X n of a given log-correlated field X, i.e. a Gaussian field with a covariance kernel satisfying E X(x)X(y) = − log |x − y| + O(1), one constructs a sequence of approximating measures dµ n (x) = e βXn(x)− β 2 2 E Xn(x) 2 dx, where β ∈ R is a parameter. Then, under fairly general conditions for the approximations X n , for β ∈ (− √ 2d, √ 2d) the sequence µ n converges in probability in the weak * -topology of Radon measures (see Definition 4.1 for the definition of this concept), and the limiting measure µ is almost surely non-zero and singular with respect to the Lebesgue measure [24, 33, 10, 35] . The range |β| < √ 2d of parameter values is called subcritical, the case |β| = √ 2d is called critical and |β| > √ 2d is supercritical. For critical and supercritical β the standard normalization scheme yields a limiting measure that is almost surely 0.
In the critical β = √ 2d case, there are two ways to modify the renormalization to obtain a non-trivial limiting measure. The first way is the so-called Seneta-Heyde normalization, where one looks at the sequence µ (crit)
where the extra factor E X n (x) 2 blows up at just the right rate to yield a non-trivial limiting measure. The second approach (yielding the same limiting object) is known as the derivative martingale approach, where one looks at the derivative of µ n with respect to β and defines µ ′ n (x) = − d dβ µ n (x) = −(X n (x) − βE X n (x) 2 )µ n (x). 1 The existence and uniqueness of critical Gaussian chaos has been studied in various papers [16, 17, 22, 32] . In particular, the existence was established basically only for so called * -scale invariant fields, which form a rather specific class of log-correlated fields. GMC measures are closely related to another model of random measures called multiplicative cascades. Multiplicative cascades are based on a tree structure, which makes the analysis of these models relatively simple due to the independence relations that the tree structure induces. Independence properties are also present to some degree in certain very specific approximations of log-correlated Gaussian fields -in particular in the white noise type approximations of ⋆scale invariant fields. The special structure of these fields has allowed one to prove in the GMC setting many important results that were already known for cascades and whose proofs heavily depended on the cascade structure. Such results include the aforementioned existence of critical chaos [16, 17] and analyticity of subcritical chaos in the parameter β [4] .
Our main theorem, which allows extending many results from the ⋆-scale invariant setting to more general log-correlated fields, is the following theorem (see Section 3 for definitions and Theorem 3.5 for the precise statement).
Theorem A Assume that X is a log-correlated field on a domain U ⊂ R d , whose covariance C X (x, y) = log(1/|x − y|) + g(x, y) satisfies g ∈ H s loc (U × U ) for some s > d (see Section 2.2 for the definition of the local Sobolev space). Then, any point x 0 ∈ U has a neighbourhood on which X can be decomposed as
where L a ⋆-scale invariant field, L is an almost ⋆-scale invariant field (see Remark 3.2 for the notion), and R, R are regular Gaussian fields with Hölder continuous realisations. Moreover, L and R are independent.
In other words, one may locally decompose any log-correlated Gaussian field whose covariance kernel satisfies some mild regularity assumptions into (i) the sum of an almost ⋆-scale invariant field and an independent Hölder continuous field, or alternatively into (ii) the sum of a truly ⋆-scale invariant field and a no longer independent but still Hölder continuous field.
The above result is proven in Section 3. It has several strong corollaries, that are the the topic of the remaining sections of the paper. Namely, we deduce the existence of critical chaos (Theorem 4.3 below) and analyticity (Theorem 5.1 below) for a fairly general class of logcorrelated fields. This is important in view of many applications, since one often meets fields that are far from ⋆-scale invariant type. Also, the general result on analyticity gives strong information on the regularity of dependence on β and provides new gateways for establishing convergence to chaos. In addition, we prove a general Onsager-type covariance inequality in all dimensions (previously corresponding inequalities have been proven in the case g ≡ 0 in dimension 2), which is a key tool in [23] for bounding the growth rate of moments of general imaginary Gaussian chaos in [23] . We also expect that the decomposition result will be helpful in studying the fine distribution of the maxima of general log-correlated fields, and also for analogous extensions of the theory of supercritical chaos.
where g ∈ C(U ×U ) is called a log-correlated field. Naturally then C X is symmetric and positive semi-definite: C X (x, y) = C X (y, x) and
Conversely, given such a covariance kernel, and assuming e.g. that
one may easily prove the existence of a Gaussian field with covariance (2.1) and with nice regularity properties like a.s. X ∈ H s (U ) for any s < 0 (see e.g [23, Proposition 2.3] ). It will be convenient to extend C X (x, y) to R d × R d by setting C X (x, y) = 0 whenever (x, y) / ∈ U × U . The Gaussian multiplicative chaos "e βX " is defined by replacing X by suitable approximations X n , which are a.s. continuous Gaussian fields. One exponentiates, renormalizes and then removes the smoothing by taking an appropriate limit in n. We refer to e.g. the review [33] for basic definitions and properties of multiplicative chaos. Usually the approximating fields X n are given in terms of the problem under consideration, or often they are just standard mollifications of X. Most of the approximations one encounters have certain useful properties in common, that are described by the notion of a 'standard approximation' : Definition 2.1 (Standard approximation). Let the covariance C X be as in (2.1) and (2.2) . We say that a sequence (X n ) n≥1 of continuous jointly Gaussian centered fields on U is a standard approximation of X if it satisfies: (i) One has lim
where convergence is in measure with respect to the Lebesgue measure on U × U . (ii) There exists a sequence (c n ) ∞ n=1 such that c 1 ≥ c 2 ≥ ... > 0, lim n→∞ c n = 0, and for every compact
A typical standard approximation is obtained by mollifications X εn := ψ εn * X, where ψ ≥ 0 is a compactly supported smooth test function with integral 1, ψ ε := ε −d ψ(ε −1 ·) and ε n ց 0 as n → ∞ (see e.g. [23, Lemma 2.8]).
Classical function spaces.
We recall here the standard definition of L 2 -based Sobolev spaces of smoothness index s ∈ R. One sets
where ϕ stands for the Fourier transform of the tempered distribution ϕ -our convention for the Fourier transform is 
. We shall make use of the standard Sobolev embedding
and of the super-critical Sobolev embeddings (say for δ ∈ (0, 1))
Here for δ ∈ (0, 1), C δ (R d ) denotes the space of δ-Hölder continuous functions vanishing at infinity and C 1+δ (R d ) the space of once differentiable functions vanishing at infinity whose derivatives are in C δ (R d ) and both spaces are endowed with their standard norms -for a proof of the embeddings and further details, see e.g. [38, Section 2.8.1] and note that H s (
We also need a basic result from interpolation theory of function spaces: let s 1 , s 2 , s ′ 1 , s ′ 2 ∈ R with s 1 < s 2 and s ′ 1 < s ′ 2 , and assume that the linear operator T (perhaps originally defined only on say C ∞ c (R d )) extends both to a bounded operator T :
Then for any θ ∈ (0, 1) the operator T also extends to a bounded operator T :
(see [38, Section 2.4] ). Moreover, for a fixed function f an application of Hölder's inequality and definition (2.
3) yields
In the proof of the analytic dependence of multiplicative chaos on the inverse temperature parameter it will be convenient to employ Hilbert space valued Hardy spaces. Thus, let E be a separable Hilbert space, D the open unit disk, and p ∈ (1, ∞). A function f : D → E belongs to the E-valued Hardy space H p (D, E) if f is analytic, i.e. for all e ∈ E the map z → f (z), e E is analytic, and
It is also easy to check by using the Cauchy integral formula that we have the uniform bound
The space H p (D, E), p ∈ (1, ∞), is reflexive and separable, and hence has the Radon-Nikodym property. This can be verified by an elementary argument, or one may deduce it from the general results of [12] . One actually notes that H p (D, E) is isometrically isomorphic to a closed a subspace M ⊂ L p (∂D, E) via the Poisson extension. Here L p (∂D, E) is the standard E-valued Lebesgue space, which is separable and reflexive for p ∈ (1, ∞), and M consists of those elements whose negative Fourier coefficients vanish. Finally, given a ball B ⊂ C, the function f : B → E belongs to the Hardy space
Local decomposition of log-correlated fields: Proof of Theorem A
In this section we establish our basic result on local splitting of log correlated fields. We start by constructing a suitable split of ⋆-scale invariant fields. where k(x − y) is a covariance on R d , with some regularity, and k has suitable decay at infinity, e.g.
(3.2) |k(x)| |x| −a for some a > 0, which in particular makes K well-defined. We call k the 'seed covariance function' of the construction. These fields are quite natural because (3.1) implies that they possess a certain self-similar structure, and they appear in the characterisation of ⋆-scale invariant measures [5] . Moreover, several basic results related to multiplicative chaos have been previously established only in connection of these fields, including the construction of critical and supercritical chaos, maximal analytic continuation in the inverse temperature parameter, and sharp estimates for maxima of log-correlated Gaussian fields [4, 16, 17, 28, 29] . In the following auxiliary result we revisit the construction of such fields and, in particular, introduce a useful split of the constructed field L = L+S into independent summands where L is an 'almost ⋆-scale invariant' field (see Remark 3.2 below for clarification of our terminology here) and S has Hölder continuous realisations. For our later purposes non-rotationally invariant ⋆-scale invariant covariance kernels are not so useful, so in the what follows we will always assume rotational symmetry 1 .
yields a translation invariant covariance on R d . We also assume that k(0) = 1 and k satisfies the decay (3.2) . Then there is a constant ε 0 > 0 and almost surely continuous centered (jointly) Gaussian fields (x, t) → L t (x) and (x, t) → S t (x), indexed by (x, t) ∈ R d × (0, ∞) with the following properties: (i) The fields L {·} (·) and S {·} (·) are independent of each other. In addition, for any 0 ≤ t 0 < t 1 < . . . < t n , the increment fields L t j − L t j−1 on R d , j = 1, . . . , n, are independent, and the same is true for the increments of S {·} (·). For arbitrary x, x ′ ∈ R d and t, t ′ ∈ (0, ∞) we have
Moreover, the field S := S ∞ is almost surely ε 0 -Hölder continuous, and we have
The fields ( L t ) t≥0 provide a standard approximation of L in the sense of Definition 2.1.
(v) For t > 0 set L t := L t + S t , and denote L := L + S. The field L is a ⋆-scale invariant log-correlated field whose covariance kernel is obtained from (3.1), and L t → L in H s loc (R d ) for any s < 0 as t → ∞. Moreover, the fields (L t ) t≥0 provide a standard approximation of L.
We first verify that the expressions on the right hand side of (3.3) are covariances on R d × (0, ∞). In the case of S we need to prove for any x 1 , . . . , x n ∈ R d , any t 1 , . . . , t n ∈ (0, ∞), and arbitrary reals a 1 , . . . a n that one has n j,k=1
By symmetry we may assume that 0 ≤ t 1 ≤ t 2 ≤ . . . ≤ t n < ∞. Set t 0 = 0. The desired positivity is then seen directly from the covariance property of k by writing the left hand side in the form
Moreover, the covariance is clearly locally ε-Hölder with respect to the space-variables and even locally Lipschitz with respect to the t-variables. In particular, it is jointly ε-Hölder over compacts, and the existence of an almost surely locally ε 0 -Hölder field S {·} (·) follows from the standard regularity theory of Gaussian fields, see e.g. [1, Theorem 1.3.5]. The proof for the field L {·} (·) is similar, and we may naturally construct both fields on a common probability space so that they will be independent of each other. This yields (i) and (ii) as the stated independence of increments follows from the covariance structure.
In order to verify (iii) it is convenient to reparametrize by considering S t (x) := S log(1/t) (x), t ∈ (0, 1]. Then the field S has the covariance structure
which yields an extension to a covariance on R d × [0, 1]. In order to estimate the continuity of the extended covariance, we set ε ′ = 1/2 min(ε, δ). We clearly have δ-Hölder continuity with respect to the t-variables, and given |x − x 0 | ≤ r ≤ 1 and |y − y 0 | ≤ r ≤ 1 one obtains
Thus S has a ε ′ -Hölder continuous covariance, which again implies existence of a modification that is a.s. Hölder continuous on compacts, and we may assume that we obtained our initial construction of S from such a S. This and decreasing the ε 0 obtained in (ii) if needed clearly yields (iii). Towards (iv) and (v), we first note that since L t = L t + S t , with independence of the summands, the uniform convergence properties of the field S t and its covariance as
We shall perform comparison with the special case 2 
From this and the 2 It is well known that k (0) (z) = πe −|z| which is positive and hence k (0) gives rise to a translation invariant covariance. Moreover, it clearly satisfies the other conditions of the proposition, so this is indeed a special case.
In particular, we can make use of parts (i) to (iii). 6 martingale property of (L (0) t ) t≥0 it is straightforward to check that for any sequence t n ր ∞ the fields (L (0) tn ) n≥1 yield a standard approximation in the sense of Definition 2.1 to the limit field L (0) (whose existence we shall shortly prove with covariance kernel C L (0) (x, y) = 1 2 log 1+ |x− y| −2 . In order to treat the general case, we denote by e 1 the first unit vector and note that for any k satisfying the conditions of the theorem one has K (0)
The function r is continuous and uniformly bounded on [0, ∞) with lim y→∞ r(y) = 0. To check these claims, one applies the Hölder continuity of k (0) − k, the fact that k (0) (0) = k(0) = 1, and the estimate (3.2). Since we know the desired claim (namely being a standard approximation) for the fields L (0) t , the above equality implies it for the fields L t .
In order to prove the stated convergence in H s loc (R d ), we fix s ∈ (−1/2, 0) and pick a test 
which is the desired uniform bound. It is then clear that the limit field L has the stated covariance structure (3.1). The facts that L is log-correlated and L is ⋆-scale invariant follow immediately from the covariance structures and the relevant definitions. This concludes the proof of (iv) and (v). Finally, we turn to the statement (vi) and examine the local smoothness of g in the decomposition (2.1) for the field L. Recall that we are now assuming that k ∈ H s loc (R d ) for some s > d. Let us assume first in addition that k has compact support, whence K also has, and then the Fourier transform K is smooth. It is readily checked that h(· − ·) ∈ H s loc (R 2d ) if h(·) ∈ H s loc (R d ) with s ≥ 0, which means that, as everything is translation invariant, to get a hold of the regularity of g(x, y) we only need to study the local smoothness of K − log(1/| · |) as a function on R d . We may write for ξ = 0
where e 1 is the first unit vector, |S n−1 | stands for the (n − 1)-measure of the unit (n − 1)-sphere, and we used that k(0) = 1 = R d k(z)dz. Since outside the origin the Fourier-transform of log(1/| · |) is given by the function |S n−1 | −1 |ξ| −d , the above equality enables us to write
where the Fourier transform of h 0 ∈ S ′ (R d ) is supported in B(0, 1), so that h 0 is smooth, and
It is then enough to check that h H s ′ (R d ) < ∞ for some s ′ > d, which in turn follows as soon as we verify that | h(ξ)| ≤ |ξ| −a for some a > 3d/2. By Cauchy-Schwarz
which yields the claim (recall here that we are assuming that s > d, k is compactly supported, and that k ∈ H s loc (R d ), which in the compactly supported case is of course equivalent to k ∈ H s (R d )). To finish, our computations in this part did not use the fact that k is a covariance. By writing K(x) = ∞ |x| k(ue 1 )u −1 du we see that the smoothness of K −log(1/|·|) on a given ball B(0, R) depends only on (say) values of k on B(0, 2R), and we infer that the general situation reduces to the case of compact k.
Remark 3.2. In case k is compactly supported, the covariance structure (3.3) of the field L shows that the field admits a representation in terms of a suitably weighted hyperbolic white noise on R d × (0, ∞) such that formally L(x) is given by integrating the white noise against the function h(x − ·, ·), where
One may note that h is supported in a cone {(x, t) ∈ R d × (0, ∞) : |x| ≤ ct, t ≤ 1}. See in this connection also Lemma 3.4 below. The 'almost' in the notion of almost ⋆-scale invariant refers to this weighting in the hyperbolic white noise and is visible in the covariance structure (3.3) through the 1 − e −δu -term. ⋄ Remark 3.3. The reason why we restrict ourselves here to rotationally invariant functions is that for the ⋆-scale invariant log-correlated field L the function g in the representation (2.1) is not in general continuous at the diagonal, but it is so in case k is rotationally invariant. ⋄
Having in mind applications to analytic continuation of multiplicative chaos and to Onsager type inequalities, we record explicitly the following almost 'cascade-like' independence property. 
Similar statements hold true for the fields L t .
Proof. This is an immediate consequence of the covariance structure (3.3)
3.2.
Decomposing log-correlated fields. The following theorem contains Theorem A from the introduction, and it can be used both in order to construct locally log-correlated fields with a given covariance where g is almost arbitrary, or in order to split a given log-correlated field into a sum of a regular field and an (almost) ⋆-scale invariant field. ) with the additional assumptions that k ∈ L 1 (R d ) and R d k > 0. Then for all small enough ε > 0 it holds that: (i) The function C |B(0,ε)×B(0,ε) is the covariance of a log-correlated field X on the ball B(0, ε).
(ii) In the neighbourhood B(0, ε) (a copy of) the field X can be written as the sum of independent Gaussian fields
where R has almost surely Hölder-continuous realizations, and L is the almost ⋆-scale invariant field from Proposition 3.1 obtained by using a dilation of the seed covariance k(λ 0 ·) with a suitable dilation factor λ 0 ≥ 1.
(iii) In the neighbourhood B(0, ε) (a copy of) the field X can be written as the sum of (not necessarily independent) Gaussian fields
where R has almost surely Hölder-continuous realizations, and L is the ⋆-scale invariant field from Proposition 3.1 obtained by using the seed covariance k.
Proof. We shall base the proof on a couple of auxiliary lemmas that will be used to show that one may add any (smooth enough) function to the covariance of the field S in Proposition 3.1 and still obtain a covariance.
(ii) Let δ > 0 and the field S be as in Proposition 3.1. The covariance kernel C S (x, y) satisfies
where c > 0 is a positive constant.
Proof. (i) The quantity on the left hand side equals
and the result follows by Cauchy-Schwarz and by noting that (|ξ j | 2 + 1) ≤ (1 + |ξ 1 | 2 + |ξ 2 | 2 ).
(ii) The assumption that k is integrable with R d k > 0 yields that k is continuous with k(0) > 0. We may thus pick b > 0 so that k(ξ) ≥ b if |ξ| ≤ b. By the covariance property of k(x − y) we also have k ≥ 0 everywhere. As we have C S (x, y) = H(x − y) with H(x) := ∞ 0 k(e u x)e −δu du, it follows that
with c > 0. We may then estimate
Lemma 3.7. Let V ⊂ R 2d be a neighbourhood of the origin and assume that δ ∈ (0, 1/2).
Proof. For a given ε > 0 let us denote by T ε the linear operator
For fixed ε > 0 it is obviously bounded on any Sobolev space H s (R 2d ) with s > d since point evaluations are then continuous on H s (R 2d ) by the Sobolev embedding (2.5). Towards our claim we first prove that there is a finite constant C, independent of ε > 0, so that
We first consider (3.5), for which it is enough to bound T ε f L 2 (R 2d ) and D d T ε f L 2 (R 2d ) . Again by (2.5) we have the obvious bound T ε f L 2 (R 2d ) f H d+δ (R 2d ) , and the d:th derivative can be estimated by
Here we applied the Sobolev embedding (2.5) on (components of) the function D k f with the exponent q = q k such that
. This yields (3.5). In turn, we proceed similarly to obtain
where the first part was handled by the fact that the latter embedding in (2.5) yields a uniform
Lipschitz bound on f . This time we applied (2.4) with the exponents
By applying interpolation (2.6) on the inequalities (3.5) and (3.6) with respect to the smoothness index we obtain that T ε f H d+δ (R 2d ) ≤ C f H d+2δ (R 2d ) with a uniform bound with respect to ε. In order to apply this to prove that the stated limit is zero, it is now enough to use the density of smooth functions to be able to assume that F ∈ C ∞ c (R 2d ) with F (0) = 0. In that case we see immediately from (3.7) that T ε F H d (R 2d ) → 0 as ε → 0 + . As we already know that at the same time T ε F H d+1 (R 2d ) stays bounded, again interpolation (now for a fixed single function, see (2.7)) implies that T ε F H d+δ (R 2d ) → 0 as ε → 0 + .
We now continue the proof of the Theorem 3.5 and consider first part (ii). We write C X = log(1/|x − y|) + g(x, y). By Proposition 3.1, for our given function k, there exists a ⋆-scale invariant field L for which we have C L (x, y) = log(1/|x − y|) + g 0 (x, y), where g 0 ∈ H s loc (R 2d ) with s > d in some neighbourhood of the origin. Let L, S, L stand for the fields from Proposition 3.1, where the construction is performed by using the dilated seed covariance function k(λ 0 ·), where the dilation factor λ 0 will be determined in the course of the proof. We may write
Assume first that a := g(0, 0) − g 0 (0, 0) ≥ 0. Then we set F (x, y) = (g − g 0 )(x, y) − a and pick a non-negative test function ψ ∈ C ∞ c (R 2d ) such that ψ |B(0,2) (x) = 1 and ψ = 0 outside B(0, 3). Since in a suitable neighbourhood V of the origin F ∈ H s loc (V ) with s > d, with F (0, 0) = 0, by combining Lemmas 3.6 and 3.7 we see that C S + ψ ε F is positive definite for small enough ε > 0. Especially, then C S + F is a Hölder continuous covariance kernel on B(0, ε) by (2.5), and we may construct on B(0, ε) a centred Gaussian field R 0 with C R 0 = C S + F with a.s. Hölder continuous realizations. Let G ∼ N (0, 1) be a Gaussian variable independent from R 0 and L. Set R := R 0 + √ aG. It follows that on B(0, ε) × B(0, ε) it holds that
which yields the claim in the case a ≥ 0 (thus in this case we may take λ 0 = 1). The case a := g(0, 0) − g 0 (0, 0) < 0 can be reduced to the previous case if we show that by replacing k by the dilation k(λ 0 ·) we may decrease g 0 (0, 0) as much as we want. Namely, denote by g 0 the function g 0 after the replacement, and note that directly from formula (3.1) we obtain that
from which the claim follows since we may choose λ 0 ≥ e −a . We have thus completed the proof of (ii), which clearly implies (i).
Finally, (iii) follows simply by noting that by the proof of case (ii) we have in case a ≥ 0
whence we pick versions for the field so that X +S = L+ R, and we may choose R = R−S. If a < 0 we can do the same for the field X ′ := X + √ −aG, and finally choose R = R − S − √ −aG.
Remark 3.8. We observe that the condition on smoothness of k and g are satisfied if these functions have C d+ε loc -smoothness. However, the actual requirement of H d+ε loc -smoothness is in a certain sense much less restrictive as it e.g. allows for local behaviour of type |x − x 0 | ε . ⋄
Critical multiplicative chaos
We recall that the definition of critical chaos was given in Section 1. Critical chaos appears in many facets of the multiplicative chaos theory, even when dealing with non-critical chaos. In particular, it encodes the location of maxima of the log-correlated Gaussian field and it appears as a building block for the super-critical chaos [33, 29, 9] .
As noted in the introduction, existence of the correctly normalized critical chaos has been proven only in the setting of ⋆-scale invariant fields (again, we refer to [16, 17, 22, 32] here), and our goal is to extend this to a more general class of log-correlated fields. The basic idea will be to use Theorem A to reduce to the ⋆-scale invariant case and apply the known results of [16, 17, 22, 32] . Before going into this, we will introduce the notion of convergence of random measures which is relevant to the critical case. Definition 4.1. Let K ⊂ R d be a compact subset, and let µ, µ 1 , µ 2 , . . . be random Borel probability measures on K (defined on a common probability space). We say that µ n → µ weak * in probability, denoted by µ n w * −→ P µ, if for every φ ∈ C(K) one has
⋄
We collect in the following lemma some basic properties of weak- * convergence in probability. Below, when we speak of convergence of continuous random functions in probability, we refer to convergence in probability with respect to the sup-norm unless others stated. We note that as a compact set K ⊂ R d is separable, also C(K) is separable. (iii) Assume that f, f n ∈ C(K) (n ≥ 1) are random continuous functions on K with the property that f n → f in probability in C(K), and assume that µ n w * −→ P µ. Then
Proof. (i) This follows easily by applying (4.1) with the choice φ ≡ 1. In turn (ii) follows by approximating given φ ∈ C(K) up to ε by suitable φ j and invoking part (i) of the lemma. Finally, (iii) follows by a similar argument.
The following theorem generalizes the result on the existence of critical chaos [17] for a large class of log-correlated fields, and in particular verifies that ⋆-scale invariance is not needed a priori. The mollification X ε := ψ ε * X in the stated result below may be performed by using any compactly supported and non-negative smooth test function with integral 1. Theorem 4.3. Let X be a log-correlated Gaussian field with a covariance given by the decomposition (2.1) with g ∈ H s loc (U × U ). Then the corresponding critical chaos exists, i.e. there is a locally finite random Borel measure µ √ 2d on U such that for a mollification X ε of the field X we have the convergence
over any compact subset K ⊂ U . The random limit measure µ √ 2d is independent of the mollification used.
Proof. We first consider the convergence in a neighbourhood of a given point x 0 ∈ U . For notational convenience, we may assume that x 0 = 0. According to Theorem 3.5 (iii), in a neighbourhood (say) B(0, 3r) we may write
where L is a ⋆-scale invariant field and R is a Gaussian field with a.s. Hölder continuous realizations. We may choose the 'seed covariance' in Theorem 3.5 to be smooth and compactly supported so that [17, Theorem 5] applies. This is possible since we have considerable freedom in the choice of k -Theorem 3.5 was a statement about any function k satisfying the relevant properties. Hence the critical chaos constructed from the approximations L t of L converges to a limit measure on B(0, 3r) as t → ∞, let us call it ν √ 2d . Proposition 3.1 verifies that for any sequence t n ր ∞ the approximations L tn of the field Y satisfy the conditions of [22, Theorem 1.1. and 4.4], whence we deduce the convergence in probability for the standard convolution approximations (we write (L) ε to denote a convolution approximation of L -this is to avoid confusion with L t which referred to the approximation of L from Proposition 3.1)
We may then write
where the random continuous function f ε on B(0, 2r) is given by the expression
. C(B(0, 2r) ), so in view of Lemma 4.2 (iii), to prove the stated convergence on B(0, 2r) it only remains to prove that E (L) ε (x) 2 − E X ε (x) 2 converges uniformly on B(0, 2r) as ε → 0. However, just by the definitions, we have L = L + S, where S is a Hölderregular field and we have the independences L ⊥ S and L ⊥ R, whence also L ⊥ ( R − S) = R.
Hence it follows that
which clearly converges uniformly to C S (x, x) − C S+R (x, x) due to the regularity of the fields S and R.
In particular, we have seen that after a suitable localisation to a neighbourhood of an arbitrary point, the convolution approximations of the original chaos converge in probability. The proof is completed by covering the given compact set K by a finite number of such neighbourhoods B(x 0 , r) and employing a suitable partition of unity with respect to the covering.
We will next show that one can also construct the critical chaos via the so called derivative normalization, which is obtained by taking the derivative
Theorem 4.4. Let X be a log-correlated Gaussian field with a covariance given by the decomposition (2.1) with g ∈ H s loc (U × U ) for some s > d. Then the derivative renormalization measures
for the mollifications X ε of the field X converge weak * in probability as ε → 0 to π/2µ √ 2d , where µ √ 2d is the critical chaos measure given in Theorem 4.3. Proof. By utilizing a suitable partition of unity it is again enough to work locally, so we can use Theorem 3.5 (iii) and write X = L + R with L a ⋆-scale invariant field and as in the previous proof, we choose the 'seed covariance' k to be compactly supported and C 1 as required by [32, Theorem 1.2.] . Thus, [32, Theorem 1.2.] yields that the derivative renormalization measures constructed from (L) ε converge weak * in probability to π/2ν √ 2d , where ν is as in the proof of Theorem 4.3. Next we split the renormalization in two parts by writing
The second term goes to 0 weak * in probability (by e.g. Theorem 4.3) since the factor
) is almost surely uniformly bounded and converges uniformly as ε → 0, a fact which can be deduced as in the proof of Theorem 4.3. Similarly, the first term converges to π/2µ √ 2d as we wanted.
5.
Analytic dependence on β J. Barral [7] made the important observation that evaluations of subcritical cascade measures against test functions continue analytically in the intermittency parameter β to the the domain
i.e., to the open domain that is the intersection of the ball B(0, √ d) and the quadrilateral domain defined by the four lines passing through points ± √ 2d at angles ±π/4. This is illustrated in Figure 1 .
In the case of multiplicative chaos, this is easy to check in the L 2 -range |β| < √ d. In [4, Appendix 1] it was noted, that the analytic dependence also holds for the Gaussian chaos constructed from certain 1-dimensional essentially ⋆-scale invariant fields. The case of more general fields has remained an open question.
Our next result resolves positively this problem with the aid of the decomposition of Theorem 3.5. For the reader's convenience we shall give all the details of the argument here, although after Theorem 3.5 a considerable portion of the proof basically repeats the ideas in [7, 4] and [21, Lemma 15] .
Theorem 5.1. Let X be a log-correlated field in a domain U ⊂ R d with the covariance structure
Then for every β ∈ A there exist a H −d loc (U )valued random variables µ β , all on the same probability space, which for any fixed β ∈ (0, √ 2d) almost surely agrees with the standard definition of the chaos " exp(βX)". Moreover, for any ψ ∈ C ∞ c (U ), almost surely the map β → ψµ β is holomorphic in A with values in H −d (R d ). Proof. We pick an arbitrary x 0 ∈ U and claim first that there is a neighbourhood U x 0 := B(x 0 , r x 0 ) with r x 0 ∈ (0, 1/3) such that for any fixed ψ
where for any fixed real value of the inverse temperature β ∈ R ∩ A there is an almost sure agreement with the standard chaos measure: (5.2) η x 0 (β) = "ψ x 0 exp(βX)" almost surely as elements in H −d (R d ).
Let X = L + R (a.s.) be a decomposition 3 of X on U x 0 as in Theorem 3.5 (ii), where we choose k to be smooth and supported on B(0, 1). Let β 0 ∈ A be arbitrary. We will first indicate how the claim can be deduced from the fact that for arbitrary β 0 ∈ A there exists an exponent p = p(β 0 ) ∈ (1, 2) and a radius δ := δ β 0 > 0 so that by denoting B β 0 := B(β 0 , δ) we have B β 0 ⊂ A and the uniform estimate
where L n was defined Proposition 3.1 (now t = n). We will postpone the proof of (5.3) and first show how it implies our claim.
The inequality (5.3) transfers to
which yields on U x 0 an approximation of the actual chaos we are after. Namely, (5.4) follows as one applies (5.3) to exp β R(x) − β 2 2 E R(x) 2 ψ(x) instead of ψ, conditions on L, and the fact that by Fernique's theorem
) (recall here the definition and basic properties of Hilbert space valued Hardy spaces from Section 2.2). Thus, by construction, (ψ x 0 µ n,β ) n≥1 is a H p (B β 0 , H −d (R d ))-valued martingale, and its p-boundedness obviously follows as soon as we establish the uniform pointwise estimate
In order to obtain this bound, by translation invariance we may assume that x 0 = 0. Since then supp(ψ 0 ) ⊂ [−1/3, 1/3] d , we may compute the Sobolev norm in terms of the the standard Fourier coefficients. In particular, the concavity of x → x p/2 for x ≥ 0 (recall that 1 < p < 2) and (5.4) yield ) ). Finally, one observes by (2.8) that due to the convergence in the Hardy space we have almost sure uniform pointwise convergence in B(β 0 , 1 2 δ) of the sequence ψ x 0 µ β,n . We may then cover A by countably many such discs B(β 0 , 1 2 δ). It follows that almost surely the sequence ψ x 0 µ n,β of analytic H −d (R d )-valued functions on A converges locally uniformly. We denote the almost sure limit, that is then an analytic H −d (R d )-valued random function on the domain A by η x 0 . The construction is completed as soon as we check (5.2) . Thus, let β ∈ (− √ 2d, √ 2d) = A ∩ R. By Proposition 3.1, ( L n ) n≥1 yields a standard approximation of L, which implies that ( L n + R) n≥1 provides one for X. It then follows from standard multiplicative chaos theory that η(β) coincides with "ψ x 0 exp(βX)".
In order to complete the proof of the claim we made in the beginning of the proof, it remains to prove (5.3). To that end, by translation invariance we may obviously replace U x 0 by the unit cube [0, 1) d ⊂ R d and assume that ψ ∈ L ∞ ((0, 1) d ). Set k n := 2⌈e n /2⌉ so that k n ∼ e n is even and larger than e n , and divide [0, 1) d into (k n ) d copies of the small cube [0, 1/k n ) d , call them Q j , j = (j 1 , . . . j d ) ∈ {1, . . . , k n } d . Let A n ⊂ {1, . . . , k n } d consist of those d-tuples whose all components are odd, so that {1, . . . , k n } d = r∈{0,1} d j∈An {j + r}. Our aim is to prove exponential decay for the quantity
We note that by Proposition 3.1 (i) the fields ∆ n,β (·) := ν n+1,β (·) − ν n,β (·) and ν n,β (·) are independent. In order to simplify notation, we assume that our probability space is of product form Ω = Ω ′ × Ω ′′ , P = P ′ × P ′′ , and the fields ν n,β depend only on ω ′ , and ∆ n,β on ω ′′ . We also note that E (∆ n,β (x)) 2 = 1 for any x. Moreover, by Lemma 3.4, the restrictions of the field ∆ n,β to different cubes Q j and Q j ′ , j, j ′ ∈ A n are independent. Since [0, 1) d may be expressed as the disjoint union of 2 d translates of the set j∈An Q j , we may use the von Bahr-Esseen inequality [6] to estimate
We may use Hölder's inequality and translation invariance to bound
Putting the above estimates together, it follows that M n exp(c β n), where c β := (p 2 − p)(Re β) 2 /2 + p(Im β) 2 /2 − d(p − 1). We may choose p > 1 so that this quantity is negative assuming that (Re β) 2 + 1 p − 1 (Im β) 2 < 2d p .
One easily checks for each β 0 ∈ A we may choose p > 1 so that above inequality is satisfied in a neighbourhood B(β 0 , δ) of the point β 0 . Finally, the obtained exponential decay of the increments clearly yields (5.3) . In order to finish the proof of the theorem, we may pick a cover of U by neighbourhoods U j := B(x j , ε x j ), j = 1, . . . (here x j replaces x 0 above) so that each compact subset of U intersects only finitely many of the neighbourhoods U j . We choose the related elements ψ x j ∈ C ∞ c (U j ) so that they form a partition of unity in U , and form the H −d (R d ) valued random variables η x j as above. By construction, the random H −d loc (U )-valued analytic function on A µ β := j η x j (β) has all the properties stated in the theorem. Only one thing perhaps needs to be discussed: that for each fixed j ≥ 1 the analytic continuation η x j (β) is a.s. σ(X)-measurable, i.e. a.s. it is a function of the original field X. Let h : A → D be the Riemann map that fixes origin and maps R ∩ A onto R ∩ D. Set η x j (β) := η x j (h −1 (β)). Then we have η x j (β) = η x j ( β) with β := h(β), and we may instead consider the map β → η x j ( β), which is analytic on the unit disc. Hence we have the power series expansion This yields what we wanted, since a.s. all the values η x j (h −1 (j/m)) are obtained as in the standard definition of the chaos, and hence are functions of X.
Remark 5.2. The above theorem does not take any stand on what is the optimal Sobolev regularity of the complex chaos µ β , and this will be one of the topics of a sequel to the present paper. ⋄
Generalized Onsager inequalities
As the last application of Theorem 3.5 we shall prove a local Onsager-type inequality for general log-correlated fields. As mentioned in the introduction, this result is crucial (see [23] ) in order to obtain obtain good enough moment bounds for imaginary chaos in general dimensions, so that the moments determine the chaos uniquely. The idea of the proof is again that it is simple for ⋆-scale invariant fields and extends to general log-correlated fields through Theorem A. Theorem 6.1. Assume that X is a log-correlated field on a domain U ⊂ R d with 0 ∈ U and with the same conditions on the covariance as in Theorem 3.5. Then, there is a neighbourhood B ε (0) ⊂ U of the origin so that X satisfies an Onsager type inequality in B δ (0): for any n ≥ 1, q 1 , . . . , q n ∈ {−1, 1} and distinct x 1 , . . . , x n ∈ B ε (0) it holds that (6.1) − 1≤j<k≤n q j q k E X(x j )X(x k ) ≤ 1 2 n j=1 log 1
where C is independent of the points x j or n, but may depend on the neighbourhood B(0, ε).
Proof. Let B(0, ε) be a neighbourhood for which a decomposition X = L+ R, given by Theorem 3.5(ii), is valid, obtained by some allowed seed covariance function k that is supported on B(0, 1) (observe that any dilatation k(λ 0 ·) is then also supported in B(0, 1) for λ 0 ≥ 1). Especially, Lemma 3.4 applies to the field L. By independence, it is obviously enough to prove the result separately for both of the fields L and R. Since C R is locally bounded, say |C R (x, y)| ≤ A for x, y ∈ B(0, δ), we obtain
In turn, to treat the contribution of L we may assume that δ < 1/2 and denote for each j ∈ {1, . . . , n} half of the shortest distance to the neighbours by r j := 1 2 min k =j |x k − x j |. Define the variables G j for j = 1 . . . n by setting G j = L log(1/r j ) , Lemma 3.4 implies for distinct j, k that E L(x j ) L(x k ) = E G j G k . Put together, the claim follows with C = A/2.
