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Abstract
We propose a learning approach for map-
ping context-dependent sequential instruc-
tions to actions. We address the prob-
lem of discourse and state dependencies
with an attention-based model that consid-
ers both the history of the interaction and
the state of the world. To train from start
and goal states without access to demon-
strations, we propose SESTRA, a learning
algorithm that takes advantage of single-
step reward observations and immediate
expected reward maximization. We eval-
uate on the SCONE domains, and show
absolute accuracy improvements of 9.8%-
25.3% across the domains over approaches
that use high-level logical representations.
1 Introduction
An agent executing a sequence of instruc-
tions must address multiple challenges, includ-
ing grounding the language to its observed en-
vironment, reasoning about discourse dependen-
cies, and generating actions to complete high-level
goals. For example, consider the environment and
instructions in Figure 1, in which a user describes
moving chemicals between beakers and mixing
chemicals together. To execute the second instruc-
tion, the agent needs to resolve sixth beaker and
last one to objects in the environment. The third
instruction requires resolving it to the rightmost
beaker mentioned in the second instruction, and
reasoning about the set of actions required to mix
the colors in the beaker to brown. In this paper,
we describe a model and learning approach to map
sequences of instructions to actions. Our model
considers previous utterances and the world state
to select actions, learns to combine simple actions
to achieve complex goals, and can be trained using
Start
Goal
throw out first beaker
POP 1, STOP
pour sixth beaker into last one
POP 6, POP 6, PUSH 7 O, PUSH 7 O, STOP
it turns brown
POP 7, POP 7, POP 7, PUSH 7 B, PUSH 7 B, PUSH 7 B, STOP
pour purple beaker into yellow one
POP 3, PUSH 5 P, STOP
throw out two units of brown one
POP 7, POP 7, STOP
Start
Goal
Figure 1: Example from the SCONE (Long et al.,
2016) ALCHEMY domain, including a start state (top),
sequence of instructions, and a goal state (bottom).
Each instruction is annotated with a sequence of ac-
tions from the set of actions we define for ALCHEMY.
goal states without access to demonstrations.
The majority of work on executing sequences
of instructions focuses on mapping instructions
to high-level formal representations, which are
then evaluated to generate actions (e.g., Chen and
Mooney, 2011; Long et al., 2016). For example,
the third instruction in Figure 1 will be mapped
to mix(prev_arg1), indicating that the mix action
should be applied to first argument of the previ-
ous action (Long et al., 2016; Guu et al., 2017). In
contrast, we focus on directly generating the se-
quence of actions. This requires resolving refer-
ences without explicitly modeling them, and learn-
ing the sequences of actions required to complete
high-level actions; for example, that mixing re-
quires removing everything in the beaker and re-
placing with the same number of brown items.
A key challenge in executing sequences of in-
structions is considering contextual cues from
both the history of the interaction and the state of
the world. Instructions often refer to previously
mentioned objects (e.g., it in Figure 1) or actions
(e.g., do it again). The world state provides the set
of objects the instruction may refer to, and implic-
itly determines the available actions. For example,
liquid can not be removed from an empty beaker.
Both types of contexts continuously change during
an interaction. As new instructions are given, the
instruction history expands, and as the agent acts
the world state changes. We propose an attention-
based model that takes as input the current instruc-
tion, previous instructions, the initial world state,
and the current state. At each step, the model com-
putes attention encodings of the different inputs,
and predicts the next action to execute.
We train the model given instructions paired
with start and goal states without access to the
correct sequence of actions. During training, the
agent learns from rewards received through ex-
ploring the environment with the learned policy
by mapping instructions to sequences of actions.
In practice, the agent learns to execute instruc-
tions gradually, slowly correctly predicting pre-
fixes of the correct sequences of increasing length
as learning progress. A key challenge is learning
to correctly select actions that are only required
later in execution sequences. Early during learn-
ing, these actions receive negative updates, and the
agent learns to assign them low probabilities. This
results in an exploration problem in later stages,
where actions that are only required later are not
sampled during exploration. For example, in the
ALCHEMY domain shown in Figure 1, the agent
behavior early during execution of instructions can
be accomplished by only using POP actions. As
a result, the agent quickly learns a strong bias
against PUSH actions, which in practice prevents
the policy from exploring them again. We address
this with a learning algorithm that observes the re-
ward for all possible actions for each visited state,
and maximizes the immediate expected reward.
We evaluate our approach on SCONE (Long
et al., 2016), which includes three domains,
and is used to study recovering predicate logic
meaning representations for sequential instruc-
tions. We study the problem of generating a
sequence of low-level actions, and re-define the
set of actions for each domain. For example, we
treat the beakers in the ALCHEMY domain as
stacks and use only POP and PUSH actions. Our
approach robustly learns to execute sequential
instructions with up to 89.1% task-completion
accuracy for single instruction, and 62.7% for
complete sequences. Our code is available at
https://github.com/clic-lab/scone.
2 Technical Overview
Task and Notation Let S be the set of all pos-
sible world states, X be the set of all natural lan-
guage instructions, and A be the set of all actions.
An instruction x¯ ∈ X of length |x¯| is a sequence
of tokens 〈x1, ...x|x¯|〉. Executing an action modi-
fies the world state following a transition function
T : S ×A → S. For example, the ALCHEMY do-
main includes seven beakers that contain colored
liquids. The world state defines the content of each
beaker. We treat each beaker as a stack. The ac-
tions are POP N and PUSH N C, where 1 ≤ N ≤ 7
is the beaker number and C is one of six colors.
There are a total of 50 actions, including the STOP
action. Section 6 describes the domains in detail.
Given a start state s1 and a sequence of in-
structions 〈x¯1, . . . , x¯n〉, our goal is to generate the
sequence of actions specified by the instructions
starting from s1. We treat the execution of a se-
quence of instructions as executing each instruc-
tion in turn. The execution e¯ of an instruction x¯i
starting at a state s1 and given the history of the
instruction sequence 〈x¯1, . . . , x¯i−1〉 is a sequence
of state-action pairs e¯ = 〈(s1, a1), ..., (sm, am)〉,
where ak ∈ A, sk+1 = T (sk, ak). The final
action am is the special action STOP, which indi-
cates the execution has terminated. The final state
is then sm, as T (sk, STOP) = sk. Executing a
sequence of instructions in order generates a se-
quence 〈e¯1, ..., e¯n〉, where e¯i is the execution of
instruction x¯i. When referring to states and ac-
tions in an indexed execution e¯i, the k-th state and
action are si,k and ai,k. We execute instructions
one after the other: e¯1 starts at the interaction ini-
tial state s1 and si+1,1 = si,|e¯i|, where si+1,1 is the
start state of e¯i+1 and si,|e¯i| is the final state of e¯i.
Model We model the agent with a neural net-
work policy (Section 4). At step k of execut-
ing the i-th instruction, the model input is the
current instruction x¯i, the previous instructions
〈x¯1, . . . , x¯i−1〉, the world state s1 at the begin-
ning of executing x¯i, and the current state sk.
The model predicts the next action ak to exe-
cute. If ak = STOP, we switch to the next in-
struction, or if at the end of the instruction se-
quence, terminate. Otherwise, we update the state
to sk+1 = T (sk, ak). The model uses attention to
process the different inputs and a recurrent neural
network (RNN) decoder to generate actions (Bah-
danau et al., 2015).
Learning We assume access to a set of N in-
struction sequences, where each instruction in
each sequence is paired with its start and goal
states. During training, we create an exam-
ple for each instruction. Formally, the training
set is {(x¯(j)i , s(j)i,1 , 〈x¯(j)1 , . . . , x¯(j)i−1〉, g(j)i )}N,n
(j)
j=1,i=1,
where x¯(j)i is an instruction, s
(j)
i,1 is a start state,
〈x¯(j)1 , . . . , x¯(j)i−1〉 is the instruction history, g(j)i is
the goal state, and n(j) is the length of the j-th in-
struction sequence. This training data contains no
evidence about the actions and intermediate states
required to execute each instruction.1 We use a
learning method that maximizes the expected im-
mediate reward for a given state (Section 5). The
reward accounts for task-completion and distance
to the goal via potential-based reward shaping.
Evaluation We evaluate exact task comple-
tion for sequences of instructions on a test set
{(s(j)1 , 〈x¯(j)1 , . . . , x¯(j)nj 〉, g(j))}Nj=1, where g(j) is
the oracle goal state of executing instructions
x¯
(j)
1 , . . . ,x¯
(j)
nj in order starting from s
(j)
1 . We also
evaluate single-instruction task completion using
per-instruction annotated start and goal states.
3 Related Work
Executing instructions has been studied using the
SAIL corpus (MacMahon et al., 2006) with focus
on navigation using high-level logical representa-
tions (Chen and Mooney, 2011; Chen, 2012; Artzi
and Zettlemoyer, 2013; Artzi et al., 2014) and low-
level actions (Mei et al., 2016). While SAIL in-
cludes sequences of instructions, the data demon-
strates limited discourse phenomena, and instruc-
tions are often processed in isolation. Approaches
that consider as input the entire sequence focused
on segmentation (Andreas and Klein, 2015). Re-
cently, other navigation tasks were proposed with
focus on single instructions (Anderson et al., 2018;
Janner et al., 2018). We focus on sequences of
environment manipulation instructions and mod-
eling contextual cues from both the changing en-
vironment and instruction history. Manipulation
using single-sentence instructions has been stud-
1This training set is a subset of the data used in previous
work (Section 6, Guu et al., 2015), in which training uses all
instruction sequences of length 1 and 2.
ied using the Blocks domain (Bisk et al., 2016,
2018; Misra et al., 2017; Tan and Bansal, 2018).
Our work is related to the work of Branavan et al.
(2009) and Vogel and Jurafsky (2010). While both
study executing sequences of instructions, similar
to SAIL, the data includes limited discourse de-
pendencies. In addition, both learn with rewards
computed from surface-form similarity between
text in the environment and the instruction. We
do not rely on such similarities, but instead use a
state distance metric.
Language understanding in interactive scenar-
ios that include multiple turns has been studied
with focus on dialogue for querying database sys-
tems using the ATIS corpus (Hemphill et al., 1990;
Dahl et al., 1994). Tür et al. (2010) surveys work
on ATIS. Miller et al. (1996), Zettlemoyer and
Collins (2009), and Suhr et al. (2018) modeled
context dependence in ATIS for generating formal
representations. In contrast, we focus on environ-
ments that change during execution and directly
generating environment actions, a scenario that is
more related to robotic agents than database query.
The SCONE corpus (Long et al., 2016) was
designed to reflect a broad set of discourse
context-dependence phenomena. It was stud-
ied extensively using logical meaning representa-
tions (Long et al., 2016; Guu et al., 2017; Fried
et al., 2018). In contrast, we are interested in
directly generating actions that modify the envi-
ronment. This requires generating lower-level ac-
tions and learning procedures that are otherwise
hardcoded in the logic (e.g., mixing action in Fig-
ure 1). Except for Fried et al. (2018), previous
work on SCONE assumes access only to the ini-
tial and final states during training. This form of
supervision does not require operating the agent
manually to acquire the correct sequence of ac-
tions, a difficult task in robotic agents with com-
plex control. Goal state supervision has been
studied for instructional language (e.g., Branavan
et al., 2009; Artzi and Zettlemoyer, 2013; Bisk
et al., 2016), and more extensively in question an-
swering when learning with answer annotations
only (e.g., Clarke et al., 2010; Liang et al., 2011;
Kwiatkowski et al., 2013; Berant et al., 2013; Be-
rant and Liang, 2014, 2015; Liang et al., 2017).
4 Model
We map sequences of instructions 〈x¯1, . . . , x¯n〉
to actions by executing the instructions in or-
Utterance
initial state s1
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Throw out first beaker It turns brownPour sixth beaker into last one
Previous Utterances: x¯1, x¯2
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Decoder
snippet
<latexit sha1_base64="ZQxgHwmHHzW9gN4+WfjZUN/xCJ0=">AAACQXicbVD LThtBEJwl4bU8Yocjl1EMiJO1iyIBN0vhwJFIGCx5V9bsbBtGzGM10wtYq/0BviZXcs5P8AucolxzYWyMlNiU1FKpqnt6urJCCodR9BQsfPi4uLS8shqurW9sfmo0 P184U1oOXW6ksb2MOZBCQxcFSugVFpjKJFxmN9/G/uUtWCeMPsdRAaliV1oMBWfopUFjZ48mCPdYnQA3OdiaJgl905wWRQFYDxqtqB1NQOdJPCUtMsXZoBksJbnh pQKNXDLn+nFUYFoxi4JLqMOkdFAwfsOuoO+pZgpcWk3OqemuV3I6NNaXRjpR/52omHJupDLfqRheu1lvLL7r5W784Mx2HB6lldBFiaD56/JhKSkaOs6L5sICRznyh HEr/P8pv2aWcfSphmFiQcMdN0oxnVcJr/txWlWJVbQV13Xok4tnc5on3YP2cTv6/rXViaYRrpBt8oXsk5gckg45JWekSzh5ID/II/kZ/Aqeg9/Bn9fWhWA6s0X+Q/ D3BTD+rzY=</latexit><latexit sha1_base64="ZQxgHwmHHzW9gN4+WfjZUN/xCJ0=">AAACQXicbVD LThtBEJwl4bU8Yocjl1EMiJO1iyIBN0vhwJFIGCx5V9bsbBtGzGM10wtYq/0BviZXcs5P8AucolxzYWyMlNiU1FKpqnt6urJCCodR9BQsfPi4uLS8shqurW9sfmo0 P184U1oOXW6ksb2MOZBCQxcFSugVFpjKJFxmN9/G/uUtWCeMPsdRAaliV1oMBWfopUFjZ48mCPdYnQA3OdiaJgl905wWRQFYDxqtqB1NQOdJPCUtMsXZoBksJbnh pQKNXDLn+nFUYFoxi4JLqMOkdFAwfsOuoO+pZgpcWk3OqemuV3I6NNaXRjpR/52omHJupDLfqRheu1lvLL7r5W784Mx2HB6lldBFiaD56/JhKSkaOs6L5sICRznyh HEr/P8pv2aWcfSphmFiQcMdN0oxnVcJr/txWlWJVbQV13Xok4tnc5on3YP2cTv6/rXViaYRrpBt8oXsk5gckg45JWekSzh5ID/II/kZ/Aqeg9/Bn9fWhWA6s0X+Q/ D3BTD+rzY=</latexit><latexit sha1_base64="ZQxgHwmHHzW9gN4+WfjZUN/xCJ0=">AAACQXicbVD LThtBEJwl4bU8Yocjl1EMiJO1iyIBN0vhwJFIGCx5V9bsbBtGzGM10wtYq/0BviZXcs5P8AucolxzYWyMlNiU1FKpqnt6urJCCodR9BQsfPi4uLS8shqurW9sfmo0 P184U1oOXW6ksb2MOZBCQxcFSugVFpjKJFxmN9/G/uUtWCeMPsdRAaliV1oMBWfopUFjZ48mCPdYnQA3OdiaJgl905wWRQFYDxqtqB1NQOdJPCUtMsXZoBksJbnh pQKNXDLn+nFUYFoxi4JLqMOkdFAwfsOuoO+pZgpcWk3OqemuV3I6NNaXRjpR/52omHJupDLfqRheu1lvLL7r5W784Mx2HB6lldBFiaD56/JhKSkaOs6L5sICRznyh HEr/P8pv2aWcfSphmFiQcMdN0oxnVcJr/txWlWJVbQV13Xok4tnc5on3YP2cTv6/rXViaYRrpBt8oXsk5gckg45JWekSzh5ID/II/kZ/Aqeg9/Bn9fWhWA6s0X+Q/ D3BTD+rzY=</latexit>
Current state s3
<latexit sha1_base64="wP0LmfnIO 0hDCuIKBqTz5N56Nd0=">AAACNnicbVDLSsNAFJ34Nr5aXYmbwSK4KokK6q7 gxmUFq0ITymRyWwdnkjBzo5YQ/Bq3uvZTXLkSt36C08dCWw8MHM65rzlRJoVB z3t3Zmbn5hcWl5bdldW19Y1KdfPKpLnm0OKpTPVNxAxIkUALBUq4yTQwFUm4 ju7OBv71PWgj0uQS+xmEivUS0RWcoZU6le0A4RGLs1xrSJAaZAi0pKZz2KnUv Lo3BJ0m/pjUyBjNTtVZCOKU58oO4pIZ0/a9DMOCaRRcQukGuYGM8TvWg7alC VNgwmL4h5LuWSWm3VTbZw8Zqr87CqaM6avIViqGt2bSG4j/erEZDJzYjt2TsB BJliMkfLS8m0uKKR2ERGOhgaPsW8K4FvZ+ym+ZZhxtlK4b2KzggadKsSQuAl 62/bAoAq1ozS9L1ybnT+Y0TVoH9dO6d3FUa3jjCJfIDtkl+8Qnx6RBzkmTtAg nT+SZvJBX5835cD6dr1HpjDPu2SJ/4Hz/AG+Oqts=</latexit><latexit sha1_base64="wP0LmfnIO 0hDCuIKBqTz5N56Nd0=">AAACNnicbVDLSsNAFJ34Nr5aXYmbwSK4KokK6q7 gxmUFq0ITymRyWwdnkjBzo5YQ/Bq3uvZTXLkSt36C08dCWw8MHM65rzlRJoVB z3t3Zmbn5hcWl5bdldW19Y1KdfPKpLnm0OKpTPVNxAxIkUALBUq4yTQwFUm4 ju7OBv71PWgj0uQS+xmEivUS0RWcoZU6le0A4RGLs1xrSJAaZAi0pKZz2KnUv Lo3BJ0m/pjUyBjNTtVZCOKU58oO4pIZ0/a9DMOCaRRcQukGuYGM8TvWg7alC VNgwmL4h5LuWSWm3VTbZw8Zqr87CqaM6avIViqGt2bSG4j/erEZDJzYjt2TsB BJliMkfLS8m0uKKR2ERGOhgaPsW8K4FvZ+ym+ZZhxtlK4b2KzggadKsSQuAl 62/bAoAq1ozS9L1ybnT+Y0TVoH9dO6d3FUa3jjCJfIDtkl+8Qnx6RBzkmTtAg nT+SZvJBX5835cD6dr1HpjDPu2SJ/4Hz/AG+Oqts=</latexit><latexit sha1_base64="wP0LmfnIO 0hDCuIKBqTz5N56Nd0=">AAACNnicbVDLSsNAFJ34Nr5aXYmbwSK4KokK6q7 gxmUFq0ITymRyWwdnkjBzo5YQ/Bq3uvZTXLkSt36C08dCWw8MHM65rzlRJoVB z3t3Zmbn5hcWl5bdldW19Y1KdfPKpLnm0OKpTPVNxAxIkUALBUq4yTQwFUm4 ju7OBv71PWgj0uQS+xmEivUS0RWcoZU6le0A4RGLs1xrSJAaZAi0pKZz2KnUv Lo3BJ0m/pjUyBjNTtVZCOKU58oO4pIZ0/a9DMOCaRRcQukGuYGM8TvWg7alC VNgwmL4h5LuWSWm3VTbZw8Zqr87CqaM6avIViqGt2bSG4j/erEZDJzYjt2TsB BJliMkfLS8m0uKKR2ERGOhgaPsW8K4FvZ+ym+ZZhxtlK4b2KzggadKsSQuAl 62/bAoAq1ozS9L1ybnT+Y0TVoH9dO6d3FUa3jjCJfIDtkl+8Qnx6RBzkmTtAg nT+SZvJBX5835cD6dr1HpjDPu2SJ/4Hz/AG+Oqts=</latexit>
a2<latexit sha1_base64="SUbkZWmj3PoRhhsHQX1zVFHCx3E=">AAACHni cbVDLSsNAFJ34qDW+Wl26GSyCq5IUQd0V3LisaG2hCWUyuW2HzkzCzEQpIZ/gVtd+jStxq3/j9LHQ1gMXDufcFydKOdPG876dtfWNzdJWedvd2d3bP6hUD x90kikKbZrwRHUjooEzCW3DDIduqoCIiEMnGl9P/c4jKM0SeW8mKYSCDCUbMEqMle5Iv9Gv1Ly6NwNeJf6C1NACrX7VKQVxQjMB0lBOtO75XmrCnCjDKI fCDTINKaFjMoSepZII0GE++7XAp1aJ8SBRtqTBM/X3RE6E1hMR2U5BzEgve1PxXy/W04VL183gMsyZTDMDks6PDzKOTYKnYeCYKaCGTywhVDH7P6Yjogg1 NjLXDRRIeKKJEETGeUCLnh/meaAErvlF4drk/OWcVkm7Ub+qe7fntaa3iLCMjtEJOkM+ukBNdINaqI0oGqJn9IJenTfn3flwPueta85i5gj9gfP1A41Qo T4=</latexit><latexit sha1_base64="SUbkZWmj3PoRhhsHQX1zVFHCx3E=">AAACHni cbVDLSsNAFJ34qDW+Wl26GSyCq5IUQd0V3LisaG2hCWUyuW2HzkzCzEQpIZ/gVtd+jStxq3/j9LHQ1gMXDufcFydKOdPG876dtfWNzdJWedvd2d3bP6hUD x90kikKbZrwRHUjooEzCW3DDIduqoCIiEMnGl9P/c4jKM0SeW8mKYSCDCUbMEqMle5Iv9Gv1Ly6NwNeJf6C1NACrX7VKQVxQjMB0lBOtO75XmrCnCjDKI fCDTINKaFjMoSepZII0GE++7XAp1aJ8SBRtqTBM/X3RE6E1hMR2U5BzEgve1PxXy/W04VL183gMsyZTDMDks6PDzKOTYKnYeCYKaCGTywhVDH7P6Yjogg1 NjLXDRRIeKKJEETGeUCLnh/meaAErvlF4drk/OWcVkm7Ub+qe7fntaa3iLCMjtEJOkM+ukBNdINaqI0oGqJn9IJenTfn3flwPueta85i5gj9gfP1A41Qo T4=</latexit><latexit sha1_base64="SUbkZWmj3PoRhhsHQX1zVFHCx3E=">AAACHni cbVDLSsNAFJ34qDW+Wl26GSyCq5IUQd0V3LisaG2hCWUyuW2HzkzCzEQpIZ/gVtd+jStxq3/j9LHQ1gMXDufcFydKOdPG876dtfWNzdJWedvd2d3bP6hUD x90kikKbZrwRHUjooEzCW3DDIduqoCIiEMnGl9P/c4jKM0SeW8mKYSCDCUbMEqMle5Iv9Gv1Ly6NwNeJf6C1NACrX7VKQVxQjMB0lBOtO75XmrCnCjDKI fCDTINKaFjMoSepZII0GE++7XAp1aJ8SBRtqTBM/X3RE6E1hMR2U5BzEgve1PxXy/W04VL183gMsyZTDMDks6PDzKOTYKnYeCYKaCGTywhVDH7P6Yjogg1 NjLXDRRIeKKJEETGeUCLnh/meaAErvlF4drk/OWcVkm7Ub+qe7fntaa3iLCMjtEJOkM+ukBNdINaqI0oGqJn9IJenTfn3flwPueta85i5gj9gfP1A41Qo T4=</latexit> a3<latexit sha1_base64="GbHL2sz697mZWBzIQupVbiLk95o=">AAACHnicbVDLSsNAFJ3 UV42vVpduBovgqiQqqLuCG5cVrS00oUwmt+3QmUmYmSgl5BPc6tqvcSVu9W+cPhbaeuDC4Zz74kQpZ9p43rdTWlldW98ob7pb2zu7e5Xq/oNOMkWhRROeqE5ENHAmoWWY4dBJFRARcWhH o+uJ334EpVki7804hVCQgWR9Romx0h3pnfUqNa/uTYGXiT8nNTRHs1d11oM4oZkAaSgnWnd9LzVhTpRhlEPhBpmGlNARGUDXUkkE6DCf/lrgY6vEuJ8oW9Lgqfp7IidC67GIbKcgZqgXv Yn4rxfrycKF66Z/GeZMppkBSWfH+xnHJsGTMHDMFFDDx5YQqpj9H9MhUYQaG5nrBgokPNFECCLjPKBF1w/zPFAC1/yicG1y/mJOy6R1Wr+qe7fntYY3j7CMDtEROkE+ukANdIOaqIUoGq Bn9IJenTfn3flwPmetJWc+c4D+wPn6AY8IoT8=</latexit><latexit sha1_base64="GbHL2sz697mZWBzIQupVbiLk95o=">AAACHnicbVDLSsNAFJ3 UV42vVpduBovgqiQqqLuCG5cVrS00oUwmt+3QmUmYmSgl5BPc6tqvcSVu9W+cPhbaeuDC4Zz74kQpZ9p43rdTWlldW98ob7pb2zu7e5Xq/oNOMkWhRROeqE5ENHAmoWWY4dBJFRARcWhH o+uJ334EpVki7804hVCQgWR9Romx0h3pnfUqNa/uTYGXiT8nNTRHs1d11oM4oZkAaSgnWnd9LzVhTpRhlEPhBpmGlNARGUDXUkkE6DCf/lrgY6vEuJ8oW9Lgqfp7IidC67GIbKcgZqgXv Yn4rxfrycKF66Z/GeZMppkBSWfH+xnHJsGTMHDMFFDDx5YQqpj9H9MhUYQaG5nrBgokPNFECCLjPKBF1w/zPFAC1/yicG1y/mJOy6R1Wr+qe7fntYY3j7CMDtEROkE+ukANdIOaqIUoGq Bn9IJenTfn3flwPmetJWc+c4D+wPn6AY8IoT8=</latexit><latexit sha1_base64="GbHL2sz697mZWBzIQupVbiLk95o=">AAACHnicbVDLSsNAFJ3 UV42vVpduBovgqiQqqLuCG5cVrS00oUwmt+3QmUmYmSgl5BPc6tqvcSVu9W+cPhbaeuDC4Zz74kQpZ9p43rdTWlldW98ob7pb2zu7e5Xq/oNOMkWhRROeqE5ENHAmoWWY4dBJFRARcWhH o+uJ334EpVki7804hVCQgWR9Romx0h3pnfUqNa/uTYGXiT8nNTRHs1d11oM4oZkAaSgnWnd9LzVhTpRhlEPhBpmGlNARGUDXUkkE6DCf/lrgY6vEuJ8oW9Lgqfp7IidC67GIbKcgZqgXv Yn4rxfrycKF66Z/GeZMppkBSWfH+xnHJsGTMHDMFFDDx5YQqpj9H9MhUYQaG5nrBgokPNFECCLjPKBF1w/zPFAC1/yicG1y/mJOy6R1Wr+qe7fntYY3j7CMDtEROkE+ukANdIOaqIUoGq Bn9IJenTfn3flwPmetJWc+c4D+wPn6AY8IoT8=</latexit>
zc3
<latexit sha1_base64="EJC7QrFvNSewx3yUndYnljjFodc=">AAACKXi cbVA9T8MwFHTKd/gqMLJYVEhMVQJIwFaJhbFIlFZqQuU4L2DVdiLbAZUo/4MVZn4NE7DyR3DaDlA4ydLp7j2/00UZZ9p43odTm5tfWFxaXnFX19Y3Nutb2 9c6zRWFDk15qnoR0cCZhI5hhkMvU0BExKEbDc8rv3sPSrNUXplRBqEgt5IljBJjpZtAEHMXJcVjeUMHR4N6w2t6Y+C/xJ+SBpqiPdhyFoM4pbkAaSgnWv d9LzNhQZRhlEPpBrmGjNAhuYW+pZII0GExjl3ifavEOEmVfdLgsfpzoyBC65GI7GQVU896lfivF+vqw5nrJjkNCyaz3ICkk+NJzrFJcdULjpkCavjIEkIV s/kxvSOKUGPbc91AgYQHmgpBZFwEtOz7YVEESuCGX5aubc6f7ekv6Rw2z5re5XGj5U0rXEa7aA8dIB+doBa6QG3UQRQp9ISe0Yvz6rw5787nZLTmTHd20 C84X98/k6ZN</latexit><latexit sha1_base64="EJC7QrFvNSewx3yUndYnljjFodc=">AAACKXi cbVA9T8MwFHTKd/gqMLJYVEhMVQJIwFaJhbFIlFZqQuU4L2DVdiLbAZUo/4MVZn4NE7DyR3DaDlA4ydLp7j2/00UZZ9p43odTm5tfWFxaXnFX19Y3Nutb2 9c6zRWFDk15qnoR0cCZhI5hhkMvU0BExKEbDc8rv3sPSrNUXplRBqEgt5IljBJjpZtAEHMXJcVjeUMHR4N6w2t6Y+C/xJ+SBpqiPdhyFoM4pbkAaSgnWv d9LzNhQZRhlEPpBrmGjNAhuYW+pZII0GExjl3ifavEOEmVfdLgsfpzoyBC65GI7GQVU896lfivF+vqw5nrJjkNCyaz3ICkk+NJzrFJcdULjpkCavjIEkIV s/kxvSOKUGPbc91AgYQHmgpBZFwEtOz7YVEESuCGX5aubc6f7ekv6Rw2z5re5XGj5U0rXEa7aA8dIB+doBa6QG3UQRQp9ISe0Yvz6rw5787nZLTmTHd20 C84X98/k6ZN</latexit><latexit sha1_base64="EJC7QrFvNSewx3yUndYnljjFodc=">AAACKXi cbVA9T8MwFHTKd/gqMLJYVEhMVQJIwFaJhbFIlFZqQuU4L2DVdiLbAZUo/4MVZn4NE7DyR3DaDlA4ydLp7j2/00UZZ9p43odTm5tfWFxaXnFX19Y3Nutb2 9c6zRWFDk15qnoR0cCZhI5hhkMvU0BExKEbDc8rv3sPSrNUXplRBqEgt5IljBJjpZtAEHMXJcVjeUMHR4N6w2t6Y+C/xJ+SBpqiPdhyFoM4pbkAaSgnWv d9LzNhQZRhlEPpBrmGjNAhuYW+pZII0GExjl3ifavEOEmVfdLgsfpzoyBC65GI7GQVU896lfivF+vqw5nrJjkNCyaz3ICkk+NJzrFJcdULjpkCavjIEkIV s/kxvSOKUGPbc91AgYQHmgpBZFwEtOz7YVEESuCGX5aubc6f7ekv6Rw2z5re5XGj5U0rXEa7aA8dIB+doBa6QG3UQRQp9ISe0Yvz6rw5787nZLTmTHd20 C84X98/k6ZN</latexit>
zp3
<latexit sha1_base64="8Bany60kVwAIAuetY5K9K0r4ASs=">AAACKXicbVA 9T8MwFHT4JnzDyGJRITFVCSABGxILY5EIrdSEynFeWgvbiWwHVKL8D1aY+TVMwMofwWk7QOEkS6e79/xOF+ecaeN5H87M7Nz8wuLSsruyura+sbm1faOzQlEIaMYz1 YmJBs4kBIYZDp1cARExh3Z8d1H77XtQmmXy2gxziATpS5YySoyVbkNBzCBOy8fqNu8d9TYbXtMbAf8l/oQ00ASt3pazECYZLQRIQznRuut7uYlKogyjHCo3LDTkhN6 RPnQtlUSAjspR7ArvWyXBaabskwaP1J8bJRFaD0VsJ+uYetqrxX+9RNcfTl036WlUMpkXBiQdH08Ljk2G615wwhRQw4eWEKqYzY/pgChCjW3PdUMFEh5oJgSRSRnSq utHZRkqgRt+Vbm2OX+6p78kOGyeNb2r48a5N6lwCe2iPXSAfHSCztElaqEAUaTQE3pGL86r8+a8O5/j0RlnsrODfsH5+gZWBaZa</latexit><latexit sha1_base64="8Bany60kVwAIAuetY5K9K0r4ASs=">AAACKXicbVA 9T8MwFHT4JnzDyGJRITFVCSABGxILY5EIrdSEynFeWgvbiWwHVKL8D1aY+TVMwMofwWk7QOEkS6e79/xOF+ecaeN5H87M7Nz8wuLSsruyura+sbm1faOzQlEIaMYz1 YmJBs4kBIYZDp1cARExh3Z8d1H77XtQmmXy2gxziATpS5YySoyVbkNBzCBOy8fqNu8d9TYbXtMbAf8l/oQ00ASt3pazECYZLQRIQznRuut7uYlKogyjHCo3LDTkhN6 RPnQtlUSAjspR7ArvWyXBaabskwaP1J8bJRFaD0VsJ+uYetqrxX+9RNcfTl036WlUMpkXBiQdH08Ljk2G615wwhRQw4eWEKqYzY/pgChCjW3PdUMFEh5oJgSRSRnSq utHZRkqgRt+Vbm2OX+6p78kOGyeNb2r48a5N6lwCe2iPXSAfHSCztElaqEAUaTQE3pGL86r8+a8O5/j0RlnsrODfsH5+gZWBaZa</latexit><latexit sha1_base64="8Bany60kVwAIAuetY5K9K0r4ASs=">AAACKXicbVA 9T8MwFHT4JnzDyGJRITFVCSABGxILY5EIrdSEynFeWgvbiWwHVKL8D1aY+TVMwMofwWk7QOEkS6e79/xOF+ecaeN5H87M7Nz8wuLSsruyura+sbm1faOzQlEIaMYz1 YmJBs4kBIYZDp1cARExh3Z8d1H77XtQmmXy2gxziATpS5YySoyVbkNBzCBOy8fqNu8d9TYbXtMbAf8l/oQ00ASt3pazECYZLQRIQznRuut7uYlKogyjHCo3LDTkhN6 RPnQtlUSAjspR7ArvWyXBaabskwaP1J8bJRFaD0VsJ+uYetqrxX+9RNcfTl036WlUMpkXBiQdH08Ljk2G615wwhRQw4eWEKqYzY/pgChCjW3PdUMFEh5oJgSRSRnSq utHZRkqgRt+Vbm2OX+6p78kOGyeNb2r48a5N6lwCe2iPXSAfHSCztElaqEAUaTQE3pGL86r8+a8O5/j0RlnsrODfsH5+gZWBaZa</latexit>
zs1,3
<latexit sha1_base64="n3EkG0a5jSiHqVLmztodlUtaw1s=">AAACL3 icbVBNS8QwFEz9tn6tevQSXAQPsrQqqLcFLx4VXBW2dUnTVw0maUlSdQ39K1717K/Ri3j1X5iue9DVgcAw817eMEnBmTZB8OaNjU9MTk3PzPpz8wuL S43llTOdl4pCh+Y8VxcJ0cCZhI5hhsNFoYCIhMN5cnNY++e3oDTL5anpFxALciVZxigxTuo1ViJBzHWS2YfqUvdsuLVT9RrNoBUMgP+ScEiaaIjj3rI 3FaU5LQVIQznRuhsGhYktUYZRDpUflRoKQm/IFXQdlUSAju0gfIU3nJLiLFfuSYMH6s8NS4TWfZG4yTqqHvVq8V8v1fWHI9dNth9bJovSgKTfx7OSY 5Pjuh2cMgXU8L4jhCrm8mN6TRShxnXo+5ECCXc0F4LI1Ea06oaxtZESuBlWle+aC0d7+ks6262DVnCy22wHwwpn0BpaR5soRHuojY7QMeogiu7RI3p Cz96L9+q9ex/fo2PecGcV/YL3+QXRdKgL</latexit><latexit sha1_base64="n3EkG0a5jSiHqVLmztodlUtaw1s=">AAACL3 icbVBNS8QwFEz9tn6tevQSXAQPsrQqqLcFLx4VXBW2dUnTVw0maUlSdQ39K1717K/Ri3j1X5iue9DVgcAw817eMEnBmTZB8OaNjU9MTk3PzPpz8wuL S43llTOdl4pCh+Y8VxcJ0cCZhI5hhsNFoYCIhMN5cnNY++e3oDTL5anpFxALciVZxigxTuo1ViJBzHWS2YfqUvdsuLVT9RrNoBUMgP+ScEiaaIjj3rI 3FaU5LQVIQznRuhsGhYktUYZRDpUflRoKQm/IFXQdlUSAju0gfIU3nJLiLFfuSYMH6s8NS4TWfZG4yTqqHvVq8V8v1fWHI9dNth9bJovSgKTfx7OSY 5Pjuh2cMgXU8L4jhCrm8mN6TRShxnXo+5ECCXc0F4LI1Ea06oaxtZESuBlWle+aC0d7+ks6262DVnCy22wHwwpn0BpaR5soRHuojY7QMeogiu7RI3p Cz96L9+q9ex/fo2PecGcV/YL3+QXRdKgL</latexit><latexit sha1_base64="n3EkG0a5jSiHqVLmztodlUtaw1s=">AAACL3 icbVBNS8QwFEz9tn6tevQSXAQPsrQqqLcFLx4VXBW2dUnTVw0maUlSdQ39K1717K/Ri3j1X5iue9DVgcAw817eMEnBmTZB8OaNjU9MTk3PzPpz8wuL S43llTOdl4pCh+Y8VxcJ0cCZhI5hhsNFoYCIhMN5cnNY++e3oDTL5anpFxALciVZxigxTuo1ViJBzHWS2YfqUvdsuLVT9RrNoBUMgP+ScEiaaIjj3rI 3FaU5LQVIQznRuhsGhYktUYZRDpUflRoKQm/IFXQdlUSAju0gfIU3nJLiLFfuSYMH6s8NS4TWfZG4yTqqHvVq8V8v1fWHI9dNth9bJovSgKTfx7OSY 5Pjuh2cMgXU8L4jhCrm8mN6TRShxnXo+5ECCXc0F4LI1Ea06oaxtZESuBlWle+aC0d7+ks6262DVnCy22wHwwpn0BpaR5soRHuojY7QMeogiu7RI3p Cz96L9+q9ex/fo2PecGcV/YL3+QXRdKgL</latexit>
zs3,3
<latexit sha1_base64="tM1KNEgIwbncVNhrpEpM3h4jr44=">AAACL3icbVB NS8QwFEz9tn6tevQSXAQPsrSuoN4ELx4VXBW2dUnTVw0maUlSdQ39K1717K/Ri3j1X5iue9DVgcAw817eMEnBmTZB8OaNjU9MTk3PzPpz8wuLS43llTOdl4pCh+Y8V xcJ0cCZhI5hhsNFoYCIhMN5cnNY++e3oDTL5anpFxALciVZxigxTuo1ViJBzHWS2YfqUvdse6td9RrNoBUMgP+ScEiaaIjj3rI3FaU5LQVIQznRuhsGhYktUYZRDpU flRoKQm/IFXQdlUSAju0gfIU3nJLiLFfuSYMH6s8NS4TWfZG4yTqqHvVq8V8v1fWHI9dNthdbJovSgKTfx7OSY5Pjuh2cMgXU8L4jhCrm8mN6TRShxnXo+5ECCXc0F 4LI1Ea06oaxtZESuBlWle+aC0d7+ks62639VnCy0zwIhhXOoDW0jjZRiHbRATpCx6iDKLpHj+gJPXsv3qv37n18j455w51V9Ave5xfU6qgN</latexit><latexit sha1_base64="tM1KNEgIwbncVNhrpEpM3h4jr44=">AAACL3icbVB NS8QwFEz9tn6tevQSXAQPsrSuoN4ELx4VXBW2dUnTVw0maUlSdQ39K1717K/Ri3j1X5iue9DVgcAw817eMEnBmTZB8OaNjU9MTk3PzPpz8wuLS43llTOdl4pCh+Y8V xcJ0cCZhI5hhsNFoYCIhMN5cnNY++e3oDTL5anpFxALciVZxigxTuo1ViJBzHWS2YfqUvdse6td9RrNoBUMgP+ScEiaaIjj3rI3FaU5LQVIQznRuhsGhYktUYZRDpU flRoKQm/IFXQdlUSAju0gfIU3nJLiLFfuSYMH6s8NS4TWfZG4yTqqHvVq8V8v1fWHI9dNthdbJovSgKTfx7OSY5Pjuh2cMgXU8L4jhCrm8mN6TRShxnXo+5ECCXc0F 4LI1Ea06oaxtZESuBlWle+aC0d7+ks62639VnCy0zwIhhXOoDW0jjZRiHbRATpCx6iDKLpHj+gJPXsv3qv37n18j455w51V9Ave5xfU6qgN</latexit><latexit sha1_base64="tM1KNEgIwbncVNhrpEpM3h4jr44=">AAACL3icbVB NS8QwFEz9tn6tevQSXAQPsrSuoN4ELx4VXBW2dUnTVw0maUlSdQ39K1717K/Ri3j1X5iue9DVgcAw817eMEnBmTZB8OaNjU9MTk3PzPpz8wuLS43llTOdl4pCh+Y8V xcJ0cCZhI5hhsNFoYCIhMN5cnNY++e3oDTL5anpFxALciVZxigxTuo1ViJBzHWS2YfqUvdse6td9RrNoBUMgP+ScEiaaIjj3rI3FaU5LQVIQznRuhsGhYktUYZRDpU flRoKQm/IFXQdlUSAju0gfIU3nJLiLFfuSYMH6s8NS4TWfZG4yTqqHvVq8V8v1fWHI9dNthdbJovSgKTfx7OSY5Pjuh2cMgXU8L4jhCrm8mN6TRShxnXo+5ECCXc0F 4LI1Ea06oaxtZESuBlWle+aC0d7+ks62639VnCy0zwIhhXOoDW0jjZRiHbRATpCx6iDKLpHj+gJPXsv3qv37n18j455w51V9Ave5xfU6qgN</latexit>
 O(a2)
<latexit sha1_base64="SyYd38ATr7lW/RbaJR76zfrCZnQ=">AAACJnicbVD LSsNAFJ34rPHV6tLNYBHqpiQiqLuCG3dWsCo0sUwmt+3gPMLMRCkhn+FW136NKxF3forT2oVWD1w4nHNfnCTjzNgg+PDm5hcWl5YrK/7q2vrGZrW2dWVUril0qOJ K3yTEAGcSOpZZDjeZBiISDtfJ3enYv74HbZiSl3aUQSzIQLI+o8Q6qRtlQ3Z73iC9g/1etR40gwnwXxJOSR1N0e7VvKUoVTQXIC3lxJhuGGQ2Loi2jHIo/Sg3kBF6 RwbQdVQSASYuJj+XeM8pKe4r7UpaPFF/ThREGDMSiesUxA7NrDcW//VSM144c932j+OCySy3IOn38X7OsVV4HApOmQZq+cgRQjVz/2M6JJpQ66Lz/UiDhAeqhCAy LSJadsO4KCItcD0sS98lF87m9Jd0DponzeDisN4KphFW0A7aRQ0UoiPUQmeojTqIIoUe0RN69l68V+/Ne/9unfOmM9voF7zPL0QipCk=</latexit><latexit sha1_base64="SyYd38ATr7lW/RbaJR76zfrCZnQ=">AAACJnicbVD LSsNAFJ34rPHV6tLNYBHqpiQiqLuCG3dWsCo0sUwmt+3gPMLMRCkhn+FW136NKxF3forT2oVWD1w4nHNfnCTjzNgg+PDm5hcWl5YrK/7q2vrGZrW2dWVUril0qOJ K3yTEAGcSOpZZDjeZBiISDtfJ3enYv74HbZiSl3aUQSzIQLI+o8Q6qRtlQ3Z73iC9g/1etR40gwnwXxJOSR1N0e7VvKUoVTQXIC3lxJhuGGQ2Loi2jHIo/Sg3kBF6 RwbQdVQSASYuJj+XeM8pKe4r7UpaPFF/ThREGDMSiesUxA7NrDcW//VSM144c932j+OCySy3IOn38X7OsVV4HApOmQZq+cgRQjVz/2M6JJpQ66Lz/UiDhAeqhCAy LSJadsO4KCItcD0sS98lF87m9Jd0DponzeDisN4KphFW0A7aRQ0UoiPUQmeojTqIIoUe0RN69l68V+/Ne/9unfOmM9voF7zPL0QipCk=</latexit><latexit sha1_base64="SyYd38ATr7lW/RbaJR76zfrCZnQ=">AAACJnicbVD LSsNAFJ34rPHV6tLNYBHqpiQiqLuCG3dWsCo0sUwmt+3gPMLMRCkhn+FW136NKxF3forT2oVWD1w4nHNfnCTjzNgg+PDm5hcWl5YrK/7q2vrGZrW2dWVUril0qOJ K3yTEAGcSOpZZDjeZBiISDtfJ3enYv74HbZiSl3aUQSzIQLI+o8Q6qRtlQ3Z73iC9g/1etR40gwnwXxJOSR1N0e7VvKUoVTQXIC3lxJhuGGQ2Loi2jHIo/Sg3kBF6 RwbQdVQSASYuJj+XeM8pKe4r7UpaPFF/ThREGDMSiesUxA7NrDcW//VSM144c932j+OCySy3IOn38X7OsVV4HApOmQZq+cgRQjVz/2M6JJpQ66Lz/UiDhAeqhCAy LSJadsO4KCItcD0sS98lF87m9Jd0DponzeDisN4KphFW0A7aRQ0UoiPUQmeojTqIIoUe0RN69l68V+/Ne/9unfOmM9voF7zPL0QipCk=</latexit>
Start state
context zs1,3
<latexit sha1_b ase64="WWUGQFpqtV8IiAsh8xOrQDg JrZk=">AAACWXicbVBNTxRBEO0dFdZ BcIEjl44bjAezmQETIPFA4sUjRFZId sZNT08NdOiPSXcNuHTmz/hrvOrNxB9 jz7IkuviSTr+8V9VV/YpaCodJ8qsXP Xn6bGW1/zxee7G+8XKwufXZmcZyGHM jjb0omAMpNIxRoISL2gJThYTz4vpD5 5/fgHXC6DOc1ZArdqlFJTjDIE0H71/ TDOEr+k/ILFKHDKGlWUYfdG50d9MgK oZXReXv2i9u6tO3++10MExGyRz0MUk XZEgWOJlu9lay0vBGgUYumXOTNKkx9 2G04BLaOGsc1Ixfs0uYBKqZApf7+Td buhuUklbGhqORztW/OzxTzs1UESq7V d2y14n/9UrXPbg0HavD3AtdNwia3w+ vGknR0C5HWgoLHOUsEMatCPtTfsUs4 xjSjuPMgoZbbpRiuvQZbydp7n1mFR2 mbRuH5NLlnB6T8d7oaJScvhseJ4sI+ 2SHvCJvSEoOyDH5SE7ImHDyjXwnP8j P3u8oivpRfF8a9RY92+QfRNt/ACL5t P0=</latexit><latexit sha1_b ase64="WWUGQFpqtV8IiAsh8xOrQDg JrZk=">AAACWXicbVBNTxRBEO0dFdZ BcIEjl44bjAezmQETIPFA4sUjRFZId sZNT08NdOiPSXcNuHTmz/hrvOrNxB9 jz7IkuviSTr+8V9VV/YpaCodJ8qsXP Xn6bGW1/zxee7G+8XKwufXZmcZyGHM jjb0omAMpNIxRoISL2gJThYTz4vpD5 5/fgHXC6DOc1ZArdqlFJTjDIE0H71/ TDOEr+k/ILFKHDKGlWUYfdG50d9MgK oZXReXv2i9u6tO3++10MExGyRz0MUk XZEgWOJlu9lay0vBGgUYumXOTNKkx9 2G04BLaOGsc1Ixfs0uYBKqZApf7+Td buhuUklbGhqORztW/OzxTzs1UESq7V d2y14n/9UrXPbg0HavD3AtdNwia3w+ vGknR0C5HWgoLHOUsEMatCPtTfsUs4 xjSjuPMgoZbbpRiuvQZbydp7n1mFR2 mbRuH5NLlnB6T8d7oaJScvhseJ4sI+ 2SHvCJvSEoOyDH5SE7ImHDyjXwnP8j P3u8oivpRfF8a9RY92+QfRNt/ACL5t P0=</latexit><latexit sha1_b ase64="WWUGQFpqtV8IiAsh8xOrQDg JrZk=">AAACWXicbVBNTxRBEO0dFdZ BcIEjl44bjAezmQETIPFA4sUjRFZId sZNT08NdOiPSXcNuHTmz/hrvOrNxB9 jz7IkuviSTr+8V9VV/YpaCodJ8qsXP Xn6bGW1/zxee7G+8XKwufXZmcZyGHM jjb0omAMpNIxRoISL2gJThYTz4vpD5 5/fgHXC6DOc1ZArdqlFJTjDIE0H71/ TDOEr+k/ILFKHDKGlWUYfdG50d9MgK oZXReXv2i9u6tO3++10MExGyRz0MUk XZEgWOJlu9lay0vBGgUYumXOTNKkx9 2G04BLaOGsc1Ixfs0uYBKqZApf7+Td buhuUklbGhqORztW/OzxTzs1UESq7V d2y14n/9UrXPbg0HavD3AtdNwia3w+ vGknR0C5HWgoLHOUsEMatCPtTfsUs4 xjSjuPMgoZbbpRiuvQZbydp7n1mFR2 mbRuH5NLlnB6T8d7oaJScvhseJ4sI+ 2SHvCJvSEoOyDH5SE7ImHDyjXwnP8j P3u8oivpRfF8a9RY92+QfRNt/ACL5t P0=</latexit>
Current state
context zs3,3
<latexit sha1_base64="IHRIBcXwd mI+lhfupt36Qb2Aieo=">AAACXXicbVBNb9QwEPUGWEooZUsPHLhYrKg4oFX SIlFuK/XSY5HYttImrBxn0lr1R2RPoIsVfg6/ptciceOn4GxzoFtGsvz03oz n+RW1FA6T5PcgevDw0fDxxpP46eazreej7RcnzjSWw4wbaexZwRxIoWGGAiW c1RaYKiScFpeHnX76FawTRn/GZQ25YudaVIIzDNRiNN2lGcIV+sPGWtBIHTK ElmYZ3aU/eo0b3d000IrhRVH57+0Xt/D77/bbxWicTJJV0fsg7cGY9HW82B4 Ms9LwRoVtXDLn5mlSY+6ZRcEltHHWOKgZv2TnMA9QMwUu96uvtvRNYEpaGRt OcLti/53wTDm3VEXo7Ky6da0j/6uVrntwbTtWB7kXum4QNL9dXjWSoqFdlrQ UFjjKZQCMWxH8U37BLOMYEo/jLAQK37hRiunSZ7ydp7n3mVV0nLZtHJJL13O 6D2Z7k4+T5NP78TTpI9wgr8hr8pak5AOZkiNyTGaEk5/kmtyQX4M/0TDajLZ uW6NBP7ND7lT08i+VNLaa</latexit><latexit sha1_base64="IHRIBcXwd mI+lhfupt36Qb2Aieo=">AAACXXicbVBNb9QwEPUGWEooZUsPHLhYrKg4oFX SIlFuK/XSY5HYttImrBxn0lr1R2RPoIsVfg6/ptciceOn4GxzoFtGsvz03oz n+RW1FA6T5PcgevDw0fDxxpP46eazreej7RcnzjSWw4wbaexZwRxIoWGGAiW c1RaYKiScFpeHnX76FawTRn/GZQ25YudaVIIzDNRiNN2lGcIV+sPGWtBIHTK ElmYZ3aU/eo0b3d000IrhRVH57+0Xt/D77/bbxWicTJJV0fsg7cGY9HW82B4 Ms9LwRoVtXDLn5mlSY+6ZRcEltHHWOKgZv2TnMA9QMwUu96uvtvRNYEpaGRt OcLti/53wTDm3VEXo7Ky6da0j/6uVrntwbTtWB7kXum4QNL9dXjWSoqFdlrQ UFjjKZQCMWxH8U37BLOMYEo/jLAQK37hRiunSZ7ydp7n3mVV0nLZtHJJL13O 6D2Z7k4+T5NP78TTpI9wgr8hr8pak5AOZkiNyTGaEk5/kmtyQX4M/0TDajLZ uW6NBP7ND7lT08i+VNLaa</latexit><latexit sha1_base64="IHRIBcXwd mI+lhfupt36Qb2Aieo=">AAACXXicbVBNb9QwEPUGWEooZUsPHLhYrKg4oFX SIlFuK/XSY5HYttImrBxn0lr1R2RPoIsVfg6/ptciceOn4GxzoFtGsvz03oz n+RW1FA6T5PcgevDw0fDxxpP46eazreej7RcnzjSWw4wbaexZwRxIoWGGAiW c1RaYKiScFpeHnX76FawTRn/GZQ25YudaVIIzDNRiNN2lGcIV+sPGWtBIHTK ElmYZ3aU/eo0b3d000IrhRVH57+0Xt/D77/bbxWicTJJV0fsg7cGY9HW82B4 Ms9LwRoVtXDLn5mlSY+6ZRcEltHHWOKgZv2TnMA9QMwUu96uvtvRNYEpaGRt OcLti/53wTDm3VEXo7Ky6da0j/6uVrntwbTtWB7kXum4QNL9dXjWSoqFdlrQ UFjjKZQCMWxH8U37BLOMYEo/jLAQK37hRiunSZ7ydp7n3mVV0nLZtHJJL13O 6D2Z7k4+T5NP78TTpI9wgr8hr8pak5AOZkiNyTGaEk5/kmtyQX4M/0TDajLZ uW6NBP7ND7lT08i+VNLaa</latexit>
Instruction history context zp3
<latexit sha1_base64="1/uQc8uZl 9PjheJu1+kCxdeR7gE=">AAACUXicbVBNTxRBEO0ZEHFQWfDIpcNG42kzIyT ojcSL3jBhhWRn3PT01LAd+mPSXQOunfkj/hquePbiX/Fkz7IHWKykk5f3qupV v7KRwmGa/onitfUnG083nyVbz1+83B7s7H51prUcxtxIY89L5kAKDWMUKOG8s cBUKeGsvPzY62dXYJ0w+hTnDRSKXWhRC84wUNPB4RuaI3xH/1k7tC3vWToLv sbOKTe612hHc8VwVtb+R/etmR5MB8N0lC6KPgbZEgzJsk6mO9FGXhneKtDIJX NukqUNFp5ZFFxCl+Stg4bxS3YBkwA1U+AKv/heR18HpqK1seFppAv2/oRnyr m5KkNnf6Zb1Xryv1rl+oUr7li/L7zQTYug+Z153UqKhvb50UpY4CjnATBuRbi f8hmzjGNIOUlyCxquuVGK6crnvJtkhfe5VXSYdV0SkstWc3oMxu9GH0bpl8P hcbqMcJPskX3ylmTkiByTT+SEjAknP8kNuSW/ot/R35jE8V1rHC1nXpEHFW/9 AxAhs6I=</latexit><latexit sha1_base64="1/uQc8uZl 9PjheJu1+kCxdeR7gE=">AAACUXicbVBNTxRBEO0ZEHFQWfDIpcNG42kzIyT ojcSL3jBhhWRn3PT01LAd+mPSXQOunfkj/hquePbiX/Fkz7IHWKykk5f3qupV v7KRwmGa/onitfUnG083nyVbz1+83B7s7H51prUcxtxIY89L5kAKDWMUKOG8s cBUKeGsvPzY62dXYJ0w+hTnDRSKXWhRC84wUNPB4RuaI3xH/1k7tC3vWToLv sbOKTe612hHc8VwVtb+R/etmR5MB8N0lC6KPgbZEgzJsk6mO9FGXhneKtDIJX NukqUNFp5ZFFxCl+Stg4bxS3YBkwA1U+AKv/heR18HpqK1seFppAv2/oRnyr m5KkNnf6Zb1Xryv1rl+oUr7li/L7zQTYug+Z153UqKhvb50UpY4CjnATBuRbi f8hmzjGNIOUlyCxquuVGK6crnvJtkhfe5VXSYdV0SkstWc3oMxu9GH0bpl8P hcbqMcJPskX3ylmTkiByTT+SEjAknP8kNuSW/ot/R35jE8V1rHC1nXpEHFW/9 AxAhs6I=</latexit><latexit sha1_base64="1/uQc8uZl 9PjheJu1+kCxdeR7gE=">AAACUXicbVBNTxRBEO0ZEHFQWfDIpcNG42kzIyT ojcSL3jBhhWRn3PT01LAd+mPSXQOunfkj/hquePbiX/Fkz7IHWKykk5f3qupV v7KRwmGa/onitfUnG083nyVbz1+83B7s7H51prUcxtxIY89L5kAKDWMUKOG8s cBUKeGsvPzY62dXYJ0w+hTnDRSKXWhRC84wUNPB4RuaI3xH/1k7tC3vWToLv sbOKTe612hHc8VwVtb+R/etmR5MB8N0lC6KPgbZEgzJsk6mO9FGXhneKtDIJX NukqUNFp5ZFFxCl+Stg4bxS3YBkwA1U+AKv/heR18HpqK1seFppAv2/oRnyr m5KkNnf6Zb1Xryv1rl+oUr7li/L7zQTYug+Z153UqKhvb50UpY4CjnATBuRbi f8hmzjGNIOUlyCxquuVGK6crnvJtkhfe5VXSYdV0SkstWc3oMxu9GH0bpl8P hcbqMcJPskX3ylmTkiByTT+SEjAknP8kNuSW/ot/R35jE8V1rHC1nXpEHFW/9 AxAhs6I=</latexit>
Instruction
context zc3
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Figure 2: Illustration of the model architecture while generating the third action a3 in the third utterance x¯3 from
Figure 1. Context vectors computed using attention are highlighted in blue. The model takes as input vector
encodings from the current and previous instructions x¯1, x¯2, and x¯3, the initial state s1, the current state s3, and
the previous action a2. Instruction encodings are computed with a bidirectional RNN. We attend over the previous
and current instructions and the initial and current states. We use an MLP to select the next action.
der. The model generates an execution e¯ =
〈(s1, a1), . . . , (smi , ami)〉 for each instruction x¯i.
The agent context, the information available to the
agent at step k, is s˜k = (x¯i, 〈x¯1, . . . , x¯i−1〉, sk, e¯[:
k]), where e¯[: k] is the execution up until but
not including step k. In contrast to the world
state, the agent context also includes instruc-
tions and the execution so far. The agent policy
piθ(s˜k, a) is modeled as a probabilistic neural net-
work parametrized by θ, where s˜k is the agent con-
text at step k and a is an action. To generate exe-
cutions, we generate one action at a time, execute
the action, and observe the new world state. In
step k of executing the i-th instruction, the net-
work inputs are the current utterance x¯i, the previ-
ous instructions 〈x¯1, . . . , x¯i−1〉, the initial state s1
at beginning of executing x¯i, and the current state
sk. When executing a sequence of instructions,
the initial state s1 is either the state at the begin-
ning of executing the sequence or the final state of
the execution of the previous instruction. Figure 2
illustrates our architecture.
We generate continuous vector representations
for all inputs. Each input is represented as a set
of vectors that are then processed with an atten-
tion function to generate a single vector represen-
tation (Luong et al., 2015). We assume access to
a domain-specific encoding function ENC(s) that,
given a state s, generates a set of vectors S repre-
senting the objects in the state. For example, in the
ALCHEMY domain, a vector is generated for each
beaker using an RNN. Section 6 describes the dif-
ferent domains and their encoding functions.
We use a single bidirectional RNN with a
long short-term memory (LSTM; Hochreiter and
Schmidhuber, 1997) recurrence to encode the in-
structions. All instructions x¯1,. . . ,x¯i are encoded
with a single RNN by concatenating them to x¯′.
We use two delimiter tokens: one separates previ-
ous instructions, and the other separates the previ-
ous instructions from the current one. The forward
LSTM RNN hidden states are computed as:2
−−→
hj+1 =
−−−−−→
LSTME
(
φI(x′j+1);
−→
hj
)
,
where φI is a learned word embedding func-
tion and
−−−−−→
LSTME is the forward LSTM recur-
rence function. We use a similar computation
to compute the backward hidden states
←−
hj . For
each token x′j in x¯
′, a vector representation h′j =[−→
hj ;
←−
hj
]
is computed. We then create two sets of
vectors, one for all the vectors of the current in-
struction and one for the previous instructions:
Xc = {h′j}J+|x¯i|j=J
Xp = {h′j}j<Jj=0
where J is the index in x¯′ where the current in-
struction x¯i begins. Separating the vectors to two
sets will allows computing separate attention on
the current instruction and previous ones.
To compute each input representation dur-
ing decoding, we use a bi-linear attention func-
tion (Luong et al., 2015). Given a set of vectors
H , a query vector hq, and a weight matrix W, the
attention function ATTEND(H,hq,W) computes
a context vector z:
αi ∝ exp(hᵀiWhq) : i = 0, . . . , |H|
z =
|H|∑
i=1
αihi .
2To simplify the notation, we omit the memory cell (often
denoted as cj) from all LSTM descriptions. We use only the
hidden state hj to compute the intended representations (e.g.,
for the input text tokens). All LSTMs in this paper use zero
vectors as initial hidden state h0 and initial cell memory c0.
We use a decoder to generate actions. At each
time step k, we compute an input representation
using the attention function, update the decoder
state, and compute the next action to execute. At-
tention is first computed over the vectors of the
current instruction, which is then used to attend
over the other inputs. We compute the context
vectors zck and z
p
k for the current instruction and
previous instructions:
zck = ATTEND(X
c,hdk−1,W
c)
zpk = ATTEND(X
p, [hdk−1, z
c
k],W
p) ,
where hdk−1 is the decoder hidden state for step
k− 1, and Xc and Xp are the sets of vector repre-
sentations for the current instruction and previous
instructions. Two attention heads are used over
both the initial and current states. This allows the
model to attend to more than one location in a state
at once, for example when transferring items from
one beaker to another in ALCHEMY. The cur-
rent state is computed by the transition function
sk = T (sk−1, ak−1), where sk−1 and ak−1 are the
state and action at step k − 1. The context vectors
for the initial state s1 and the current state sk are:
zs1,k = [ATTEND(ENC(s1), [h
d
k−1, z
c
k],W
sb,1);
ATTEND(ENC(s1), [hdk−1, z
c
k],W
sb,2)]
zsk,k = [ATTEND(ENC(sk), [h
d
k−1, z
c
k],W
sc,1);
ATTEND(ENC(sk), [hdk−1, z
c
k],W
sc,2)] ,
where all W∗,∗ are learned weight matrices.
We concatenate all computed context vectors
with an embedding of the previous action ak−1 to
create the input for the decoder:
hk = tanh([z
c
k; z
p
k; z
s
1,k; z
s
k,k;φ
O(ak−1)]W
d + bd)
hdk = LSTM
D
(
hk;h
d
k−1
)
,
where φO is a learned action embedding function
and LSTMD is the LSTM decoder recurrence.
Given the decoder state hdk, the next action ak
is predicted with a multi-layer perceptron (MLP).
The actions in our domains decompose to an ac-
tion type and at most two arguments.3 For exam-
ple, the action PUSH 1 B in ALCHEMY has the type
PUSH and two arguments: a beaker number and a
color. Section 6 describes the actions of each do-
main. The probability of an action is:
3We use a NULL argument for unused arguments.
hak = tanh(h
d
kW
a)
sk,aT = h
a
kbaT
sk,a1 = h
a
kba1
sk,a2 = h
a
kba2
p(ak = aT (a1, a2) | s˜k; θ) ∝
exp(sk,aT + sk,a1 + sk,a2) ,
where aT , a1, and a2 are an action type, first ar-
gument, and second argument. If the predicted
action is STOP, the execution is complete. Other-
wise, we execute the action ak to generate the next
state sk+1, and update the agent context s˜k to s˜k+1
by appending the pair (sk, ak) to the execution e¯
and replacing the current state with sk+1.
The model parameters θ include: the embed-
ding functions φI and φO; the recurrence param-
eters for
−−−−−→
LSTME ,
←−−−−−
LSTME , and LSTMD; WC ,
WP , Wsb,1, Wsb,2, Wsc,1, Wsc,2, Wd, Wa,
and bd; and the domain dependent parameters, in-
cluding the parameters of the encoding function
ENC and the action type, first argument, and sec-
ond argument weights baT , ba1 , and ba2 .
5 Learning
We estimate the policy parameters θ using an
exploration-based learning algorithm that maxi-
mizes the immediate expected reward. Broadly
speaking, during learning, we observe the agent
behavior given the current policy, and for each
visited state compute the expected immediate re-
ward by observing rewards for all actions. We
assume access to a set of training examples
{(x¯(j)i , s(j)i,1 , 〈x¯(j)1 , . . . , x¯(j)i−1〉, g(j)i )}N,n
(j)
j=1,i=1, where
each instruction x¯(j)i is paired with a start state
s
(j)
i,1 , the previous instructions in the sequence
〈x¯(j)1 , . . . , x¯(j)i−1〉, and a goal state g(j)i .
Reward The reward R(j)i : S × S × A → R is
defined for each example j and instruction i:
R
(j)
i (s, a, s
′) = P (j)i (s, a, s
′) + φ(j)i (s
′)− φ(j)i (s) ,
where s is a source state, a is an action, and s′ is a
target state.4 P (j)i (s, a, s
′) is a problem reward and
φ
(j)
i (s
′)− φ(j)i (s) is a shaping term. The problem
reward P (j)i (s, a, s
′) is positive for stopping at the
goal g(j)i and negative for stopping in an incorrect
4While the reward function is defined for any state-action-
state tuple, in practice, it is used during learning with tuples
that follow the system dynamics, s′ = T (s, a).
Algorithm 1 SESTRA: Single-step Reward Observation.
Input: Training data {(x¯(j)i , s(j)i,1 , 〈x¯(j)1 , . . . , x¯(j)i−1〉,
g
(j)
i )}N,n
(j)
j=1,i=1, learning rate µ, entropy regularization
coefficient λ, episode limit horizon M .
Definitions: piθ is a policy parameterized by θ, BEG is a spe-
cial action to use for the first decoder step, and STOP
indicates end of an execution. T (s, a) is the state transi-
tion function, H is an entropy function, R(j)i (s, a, s
′) is
the reward function for example j and instruction i, and
RMSPROP divides each weight by a running average of
its squared gradient (Tieleman and Hinton, 2012).
Output: Parameters θ defining a learned policy piθ .
1: for t = 1, . . . , T, j = 1, . . . , N do
2: for i = 1, . . . , n(j) do
3: e¯← 〈 〉, k ← 0, a0 ← BEG
4: » Rollout up to STOP or episode limit.
5: while ak 6= STOP ∧ k < M do
6: k ← k + 1
7: s˜k ← (x¯i, 〈x¯1, . . . , x¯i−1〉, sk, e¯[: k])
8: » Sample an action from policy.
9: ak ∼ piθ(s˜k, ·)
10: sk+1 ← T (sk, ak)
11: e¯← [e¯; 〈(sk, ak)〉]
12: ∆← 0¯
13: for k′ = 1, . . . , k do
14: » Compute the entropy of piθ(s˜k′ , ·).
15: ∆← ∆ + λ∇θH(piθ(s˜k′ , ·))
16: for a ∈ A do
17: s′ ← T (sk′ , a)
18: » Compute gradient for action a.
19: ∆← ∆ +R(j)i (sk′ , a, s′)∇θpiθ(s˜k′ , a)
20: θ ← θ + µRMSPROP
(
∆
k
)
21: return θ
state or taking an invalid action:
P
(j)
i (s, a, s
′) =

1.0 a = STOP ∧ s′ = g(j)i
−1.0 a = STOP ∧ s′ 6= g(j)i
−1.0− δ s = s′
−δ otherwise
,
where δ is a verbosity penalty. The case s =
s′ indicates that a was invalid in state s, as in
this domain, all valid actions except STOP mod-
ify the state. We use a potential-based shaping
term φ(j)i (s
′)− φ(j)i (s) (Ng et al., 1999), where
φ
(j)
i (s) = −||s− g(j)i || computes the edit distance
between the state s and the goal, measured over
the objects in each state. The shaping term densi-
fies the reward, providing a meaningful signal for
learning in nonterminal states.
Objective We maximize the immediate ex-
pected reward over all actions and use entropy reg-
ularization. The gradient is approximated by sam-
pling an execution e¯ = 〈(s1, a1), . . . , (sk, ak)〉 us-
ing our current policy:
∇θJ = 1
k
k∑
k′=1
(∑
a∈A
R (sk, a, T (sk, a))∇θpi(s˜k, a)
+λ∇θH(pi(s˜k, ·))
)
,
where H(pi(s˜k, ·) is the entropy term.
Algorithm Algorithm 1 shows the Single-step
Reward Observation (SESTRA) learning algo-
rithm. We iterate over the training data T times
(line 1). For each example j and turn i, we first
perform a rollout by sampling an execution e¯ from
piθ with at most M actions (lines 5-11). If the roll-
out reaches the horizon without predicting STOP,
we set the problem reward P (j)i to−1.0 for the last
step. Given the sampled states visited, we com-
pute the entropy (line 15) and observe the imme-
diate reward for all actions (line 19) for each step.
Entropy and rewards are used to accumulate the
gradient, which is applied to the parameters using
RMSPROP (Dauphin et al., 2015) (line 20).
Discussion Observing the rewards for all actions
for each visited state addresses an on-policy learn-
ing exploration problem. Actions that consistently
receive negative reward early during learning will
be visited with very low probability later on, and in
practice, often not explored at all. Because the net-
work is randomly initialized, these early negative
rewards are translated into strong general biases
that are not grounded well in the observed con-
text. Our algorithm exposes the agent to such ac-
tions later on when they receive positive rewards
even though the agent does not explore them dur-
ing rollout. For example, in ALCHEMY, POP ac-
tions are sufficient to complete the first steps of
good executions. As a result, early during learn-
ing, the agent learns a strong bias against PUSH
actions. In practice, the agent then will not ex-
plore PUSH actions again. In our algorithm, as the
agent learns to roll out the correct POP prefix, it is
then exposed to the reward for the first PUSH even
though it likely sampled another POP. It then un-
learns its bias towards predicting POP.
Our learning algorithm can be viewed as a cost-
sensitive variant of the oracle in DAGGER (Ross
et al., 2011), where it provides the rewards for all
actions instead of an oracle action. It is also related
to Locally Optimal Learning to Search (LOLS;
Chang et al., 2015) with two key distinctions: (a)
instead of using different roll-in and roll-out poli-
cies, we use the model policy; and (b) we branch
at each step, instead of once, but do not rollout
Rollin
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Rollout
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Single-step
Reward
Observations
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Figure 3: Illustration of LOLS (left; Chang et al.,
2015) and our learning algorithm (SESTRA, right).
LOLS branches a single time, and samples complete
rollout for each branch to obtain the trajectory loss.
SESTRA uses a complete on-policy rollout and single-
step branching for all actions in each sample state.
ALC SCE TAN
# Sequences (train) 3657 3352 4189
# Sequences (dev) 245 198 199
# Sequences (test) 899 1035 800
Mean instruction
8.0±3.2 10.5±5.5 5.4±2.4length
Vocabulary size 695 816 475
Table 1: Data statistics for ALCHEMY (ALC), SCENE
(SCE), and TANGRAMS (TAN).
Refs/Ex 1 2 3 4
ALCHEMY 1.4 Coref. 28 7 2 0Ellipsis 0 0 3 1
SCENE 2.4 Coref. 49 16 5 3Ellipsis 0 0 0 0
TANGRAMS 1.7 Coref. 25 14 2 1Ellipsis 4 0 0 0
Table 2: Counts of discourse phenomena in SCONE
from 30 randomly selected development interactions
for each domain. We count occurrences of coreference
between instructions (e.g., he leaves in SCENE) and el-
lipsis (e.g., then, drain 2 units in ALCHEMY), when the
last explicit mention of the referent was 1, 2, 3, or 4
turns in the past. We also report the average number of
multi-turn references per interaction (Refs/Ex).
from branched actions since we only optimize the
immediate reward. Figure 3 illustrates the compar-
ison. Our summation over immediate rewards for
all actions is related the summation of estimated
Q-values for all actions in the Mean Actor-Critic
algorithm (Asadi et al., 2017). Finally, our ap-
proach is related to Misra et al. (2017), who also
maximize the immediate reward, but do not ob-
serve rewards for all actions for each state.
6 SCONE Domains and Data
SCONE has three domains: ALCHEMY, SCENE,
and TANGRAMS. Each interaction contains five
instructions. Table 1 shows data statistics. Table 2
shows discourse reference analysis. State encod-
ings are detailed in the Supplementary Material.
ALCHEMY Each environment in ALCHEMY
contains seven numbered beakers, each contain-
ing up to four colored chemicals in order. Figure 1
shows an example. Instructions describe pouring
chemicals between and out of beakers, and mix-
ing beakers. We treat all beakers as stacks. There
are two action types: PUSH and POP. POP takes
a beaker index, and removes the top color. PUSH
takes a beaker index and a color, and adds the color
at the top of the beaker. To encode a state, we en-
code each beaker with an RNN, and concatenate
the last output with the beaker index embedding.
The set of vectors is the state embedding.
SCENE Each environment in SCENE contains
ten positions, each containing at most one person
defined by a shirt color and an optional hat
color. Instructions describe adding or removing
people, moving a person to another position, and
moving a person’s hat to another person. There
are four action types: ADD_PERSON, ADD_HAT,
REMOVE_PERSON, and REMOVE_HAT.
ADD_PERSON and ADD_HAT take a posi-
tion to place the person or hat and the color of
the person’s shirt or hat. REMOVE_PERSON
and REMOVE_HAT take the position to remove
a person or hat from. To encode a state, we use
a bidirectional RNN over the ordered positions.
The input for each position is a concatenation of
the color embeddings for the person and hat. The
set of RNN hidden states is the state embedding.
TANGRAMS Each environment in TANGRAMS
is a list containing at most five unique objects. In-
structions describe removing or inserting an object
into a position in the list, or swapping the positions
of two items. There are two action types: INSERT
and REMOVE. INSERT takes the position to insert
an object, and the object identifier. REMOVE takes
an object position. We embed each object by con-
catenating embeddings for its type and position.
The resulting set is the state embedding.
7 Experimental Setup
Evaluation Following Long et al. (2016), we
evaluate task completion accuracy using exact
match between the final state and the annotated
goal state. We report accuracy for complete in-
teractions (5utts), the first three utterances of each
interaction (3utts), and single instructions (Inst).
For single instructions, execution starts from the
annotated start state of the instruction.
Systems We report performance of ablations
and two baseline systems: POLICYGRADIENT:
policy gradient with cumulative episodic reward
without a baseline, and CONTEXTUALBANDIT:
the contextual bandit approach of Misra et al.
(2017). Both systems use the reward with the
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Figure 4: Instruction-level training accuracy per epoch
when training five models on SCENE, demonstrating
the effect of randomization in the learning method.
Three of five experiments fail to learn effective models.
The red and blue learning trajectories are overlapping.
shaping term and our model. We also report super-
vised learning results (SUPERVISED) by heuristi-
cally generating correct executions and comput-
ing maximum-likelihood estimate using context-
action demonstration pairs. Only the supervised
approach uses the heuristically generated labels.
Although the results are not comparable, we also
report the performance of previous approaches
to SCONE. All three approaches generate logical
representations based on lambda calculus. In con-
trast to our approach, this requires an ontology of
hand built symbols and rules to evaluate the logical
forms. Fried et al. (2018) uses supervised learning
with annotated logical forms.
Training Details For test results, we run each
experiment five times and report results for the
model with best validation interaction accuracy.
For ablations, we do the same with three experi-
ments. We use a batch size of 20. We stop train-
ing using a validation set sampled from the train-
ing data. We hold the validation set constant for
each domain for all experiments. We use patience
over the average reward, and select the best model
using interaction-level (5utts) validation accuracy.
We tune λ, δ, and M on the development set. The
selected values and other implementation details
are described in the Supplementary Material.
8 Results
Table 3 shows test results. Our approach signifi-
cantly outperforms POLICYGRADIENT and CON-
TEXTUALBANDIT, both of which suffer due to bi-
ases learned early during learning, hindering later
exploration. This problem does not appear in
TANGRAMS, where no action type is dominant at
the beginning of executions, and all methods per-
form well. POLICYGRADIENT completely fails
to learn ALCHEMY and SCENE due to observing
only negative total rewards early during learning.
Using a baseline, for example with an actor-critic
method, will potentially close the gap to CONTEX-
TUALBANDIT. However, it is unlikely to address
the on-policy exploration problem.
Table 4 shows development results, including
model ablation studies. Removing previous in-
structions (– previous instructions) or both states
(– current and initial state) reduces performance
across all domains. Removing only the initial state
(– initial state) or the current state (– current state)
shows mixed results across the domains. Provid-
ing access to both initial and current states in-
creases performance for ALCHEMY, but reduces
performance on the other domains. We hypoth-
esize that this is due to the increase in the num-
ber of parameters outweighing what is relatively
marginal information for these domains. In our
development and test results we use a single ar-
chitecture across the three domains, the full ap-
proach, which has the highest interactive-level ac-
curacy when averaged across the three domains
(62.7 5utts). We also report mean and standard
deviation for our approach over five trials. We ob-
serve exceptionally high variance in performance
on SCENE, where some experiments fail to learn
and training performance remains exceptionally
low (Figure 4). This highlights the sensitivity of
the model to the random effects of initialization,
dropout, and ordering of training examples.
We analyze the instruction-level errors made by
our best models when the agent is provided the
correct initial state for the instruction. We study
fifty examples in each domain to identify the type
of failures. Table 5 shows the counts of major error
categories. We consider multiple reference resolu-
tion errors. State reference errors indicate a failure
to resolve a reference to the world state. For exam-
ple, in ALCHEMY, the phrase leftmost red beaker
specifies a beaker in the environment. If the model
picked the correct action, but the wrong beaker,
we count it as a state reference. We distinguish
between multi-turn reference errors that should be
feasible, and these that that are impossible to solve
without access to states before executing previous
utterances, which are not provided to our model.
For example, in TANGRAMS, the instruction put
it back in the same place refers to a previously-
removed item. Because the agent only has access
to the world state after following this instruction, it
does not observe what kind of item was previously
removed, and cannot identify the item to add. We
ALCHEMY SCENE TANGRAMS
System Inst 3utts 5utts Inst 3utts 5utts Inst 3utts 5utts
Long et al. (2016) – 56.8 52.3 – 23.2 14.7 – 64.9 27.6
Guu et al. (2017) – 66.9 52.9 – 64.8 46.2 – 65.8 37.1
Fried et al. (2018) – – 72.0 – – 72.7 – – 69.6
SUPERVISED 89.4 73.3 62.3 88.8 78.9 66.4 86.6 81.4 60.1
POLICYGRADIENT 0.0 0.0 0.0 0.0 1.3 0.2 84.1 77.4 54.9
CONTEXTUALBANDIT 73.8 36.0 25.7 15.1 2.9 4.4 84.8 76.9 57.9
Our approach 89.1 74.2 62.7 87.1 73.9 62.0 86.6 80.8 62.4
Table 3: Test accuracies for single instructions (Inst), first-three instructions (3utts), and full interactions (5utts).
ALCHEMY SCENE TANGRAMS
System Inst 3utts 5utts Inst 3utts 5utts Inst 3utts 5utts
SUPERVISED 92.0 83.3 71.4 85.3 72.7 60.6 86.1 81.9 58.3
POLICYGRADIENT 0.0 0.0 0.0 0.9 1.0 0.5 85.2 74.9 52.3
CONTEXTUALBANDIT 58.8 6.9 5.7 12.0 0.5 1.5 85.6 78.4 52.6
Our approach 92.1 82.9 71.8 83.9 68.7 56.1 88.5 82.4 60.3
– previous instructions 90.1 77.1 66.1 79.3 60.6 45.5 76.4 55.8 27.6
– current and initial state 25.7 4.5 3.3 17.5 0.0 0.0 45.4 15.1 3.5
– current state 89.8 78.0 62.9 83.0 68.7 54.0 87.6 78.4 60.8
– initial state 81.1 68.6 42.9 82.7 67.7 57.1 88.6 82.9 63.3
Our approach (µ± σ) 91.5
±1.4
80.4
±2.6
69.5
±5.0
62.9
±17.7
37.8
±23.5
29.0
±21.1
88.2
±0.6
80.8
±2.8
59.2
±2.3
Table 4: Development results, including model ablations. We also report mean µ and standard deviation σ for all
metrics for our approach across five experiments. We bold the best performing variations of our model.
Class ALC SCE TAN
State reference 23 13 7
Multi-turn reference 12 5 13
Impossible multi-turn reference 2 5 13
Ambiguous or incorrect label 2 19 12
Table 5: Common error counts in the three domains.
also find a significant number of errors due to am-
biguous or incorrect instructions. For example, the
SCENE instruction person in green appears on the
right end is ambiguous. In the annotated goal, it
is interpreted as referring to a person already in
the environment, who moves to the 10th position.
However, it can also be interpreted as a new person
in green appearing in the 10th position.
We also study performance with respect to
multi-turn coreference by observing whether the
model was able to identify the correct referent
for each occurrence included in the analysis in
Table 2. The models were able to correctly re-
solve 92.3%, 88.7%, and 76.0% of references in
ALCHEMY, SCENE, and TANGRAMS respectively.
Finally, we include attention visualization for
examples from the three domains in the Supple-
mentary Material.
9 Discussion
We propose a model to reason about context-
dependent instructional language that display
strong dependencies both on the history of the
interaction and the state of the world. Future
modeling work may include using intermediate
world states from previous turns in the interaction,
which is required for some of the most complex
references in the data. We propose to train our
model using SESTRA, a learning algorithm that
takes advantage of single-step reward observations
to overcome learned biases in on-policy learning.
Our learning approach requires additional reward
observations in comparison to conventional rein-
forcement learning. However, it is particularly
suitable to recovering from biases acquired early
during learning, for example due to biased action
spaces, which is likely to lead to incorrect blame
assignment in neural network policies. When the
domain and model are less susceptible to such bi-
ases, the benefit of the additional reward observa-
tions is less pronounced. One possible direction
for future work is to use an estimator to predict re-
wards for all actions, rather than observing them.
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A Domain-Specific Implementation
Details
For each domain ALCHEMY, SCENE, and TAN-
GRAMS, we describe the world state representa-
tion, state distance function, transition function,
and the state encoder. For all states s, s =
T (s, STOP).
ALCHEMY The world state in ALCHEMY is a
sequence of beakers 〈b¯1, b¯2, ..., b¯N 〉 of fixed length
N = 7. Each beaker b¯i = 〈ci,1, ci,2, ...ci,|b¯i|〉
is a variable length sequence containing chemi-
cal units c, each one of six possible colors. The
distance between two world states is the sum over
distances for each corresponding beaker pair. The
distance between two beakers is the edit distance
of the list of chemical units in each. The action
space of ALCHEMY includes two action types,
POP and PUSH. The POP action takes one argu-
ment: N ∈ {1, . . . , N} denoting the beaker to
pop a chemical unit from. The PUSH action takes
two arguments: N and C, one of six colors. The
transition function T is defined by two cases: (a)
T (s, a = PUSH N C) will return a state where
C is added to the beaker with index N; and (b)
T (s, a = POP N ) will remove the top element
from the beaker with index N, or if the beaker
with index N is empty, the input state s is returned.
The state encoding function ENC is parameterized
by (a) φc, an embedding function for each color;
(b) φp, a positional embedding function for each
beaker position; and (c) LSTMB , a forward RNN
used to encode each beaker. We encoder each
beaker b¯i with an RNN:
hbi,j = LSTM
B
(
φc(ci,j);h
b
i,j−1
)
.
ENC returns a set of N vectors {hi}Ni=1 , where
each hi = [hbi,|b¯i|;φ
p(i)] represents a beaker.
SCENE The world state in SCENE is a se-
quence of positions S = 〈p1, p2, ..., pN 〉 of
fixed length N = 10. Each position is a tuple
pi = 〈si, hi〉, where si is a shirt color hi is a hat
color. There are six colors, and a special NULL
marker indicating no shirt or hat is present. The
distance between two world states is the sum
over positions of the number of steps required
to modify two corresponding positions to be
the same given the domain actions space. The
action space of SCENE includes four action types:
APPEAR_PERSON, APPEAR_HAT, REMOVE_PERSON,
and REMOVE_HAT. APPEAR_PERSON and
APPEAR_HAT take two arguments: a position
index N and a color C. REMOVE_PERSON and
REMOVE_HAT take one argument: a position
index N. The transition function T is defined by
four cases: (a) T (s, a = APPEAR_PERSON N C)
returns a state where position N contains shirt
color C if the shirt color in position N is NULL,
otherwise the action is invalid and the input state
s is returned; (b) T (s, a = APPEAR_HAT N C)
is defined analogously to APPEAR_PERSON; (c)
T (s, a = REMOVE_PERSON N) returns a state
where the shirt color at position N is set to NULL if
there is a color at position N, otherwise the action
is invalid and the input state s is returned; and (d)
T (s, a = REMOVE_HAT N) is defined analogously
to REMOVE_PERSON. The state encoding function
ENC is parameterized by (a) φc, an embedding
function for shirt and hat colors; (b) φp, a posi-
tional embedding for each position in the scene;
and (c) LSTMS , a bidirectional RNN over all
positions in order. Each position is embedded
using a function φ′(pi) = [φc(si);φc(hi);φp(i)].
We compute a sequence of forward hidden states:
−→
h si =
−−−−→
LSTMS
(
φ′(pi);
−→
h si−1
)
.
The backward RNN is equivalent. ENC returns
the set {hi}Ni=1, where hi = [
−→
h si ;
←−
h si ;φ
′(pi)] rep-
resents a position.
TANGRAMS The world state in TANGRAMS is a
list of positions T = 〈p1, p2, ..., pn〉 of a variable
length n. Each position contains one of five unique
shapes. The distance function between states is the
edit distance between the lists, with a cost of two
for substitutions. The action space of TANGRAMS
includes two action types, INSERT and REMOVE.
The INSERT action takes two arguments: a posi-
tion N ∈ {1, · · · ,M}, where M is the maximum
length of a state in the TANGRAMS dataset, and a
shape type T, which is one the five possible shapes.
The REMOVE action takes a single argument: a po-
sition N. The transition function T is defined by
two cases: (a) T (s, a = INSERT N T) returns a
state where the shape T is in position N and all ob-
jects to its right shifted by one position if T is not
already in the state, otherwise the action is invalid
and s is returned; and (b) T (s, a = REMOVE N) re-
turns a state where the object in position N was
removed if N ≤ n, otherwise the action is in-
valid and s is returned. The state encoding func-
tion ENC is parameterized by (a) hNULL, a vector
used when n = 0; (b) φs, an embedding function
1 2 3 4
Coref.
Beaker 24 7 2 0
Action 3 0 0 0
Action + Arguments 1 0 0 0
Ellipsis Beaker 0 0 3 1
Table 6: Count of phenomena in ALCHEMY.
1 2 3 4
Coref.
Person 42 16 5 3
Hat 2 0 0 0
Action + Arguments 3 0 0 0
Position 2 0 0 0
Table 7: Count of phenomena in SCENE.
for the shapes; and (c) φp, a positional embedding
of the position i. ENC returns a set {hi}ni=1, where
hi = [φ
p(i);φs(pi)] is the position encoding, or it
returns {hNULL} if the state contains no objects.
B Data Analysis
We analyze SCONE to identify the frequency
of various discourse phenomena in the three do-
mains, including explicit coreference and ellipsis,
which is implicit reference to previous entities.
We observe references to previous objects (e.g.,
beakers in ALCHEMY), actions, locations (e.g.,
positions in SCENE), and world states. We ana-
lyze thirty development set interactions for each
domain for presence of these references. We de-
fine the age of each referent as the number of turns
since it was last explicitly mentioned. This illus-
trates the extent to which this dataset challenges
models for context-dependent reasoning.
ALCHEMY Table 6 shows phenomena counts in
ALCHEMY. Each interaction contains on average
1.4 references dependent on the interaction his-
tory. Each non-first utterance contains on average
0.3 references. The most common form of refer-
ence is explicit coreference (Coref.) to previously-
mentioned beakers, for example mix it. Other ref-
erences are to previous actions, referring to the ac-
tion only (e.g., same with the last beaker) or the
action as well as the arguments (e.g., same for
one more unit, referring to draining one unit from
a previously-used beaker). Ellipsis occurred four
times in the thirty evaluated interactions, for ex-
ample then, drain 1 unit, implicitly referring to a
specific beaker to drain from.
SCENE Table 7 shows phenomena counts in
SCENE. Each interaction contains on average
2.4 references dependent on the interaction his-
1 2 3 4
Coref.
Object 13 0 0 0
Object via Arguments 6 10 2 1
Position 0 2 0 0
Action 5 2 0 0
Action + Arguments 1 0 0 0
Ellipsis Position 3 0 0 0Action + Arguments 1 0 0 0
Table 8: Count of phenomena in TANGRAMS.
tory. Each non-first utterance contains on average
0.6 references. The most common form of refer-
ence is explicit coreference (Coref.) to previously-
mentioned people, for example he moves to the left
end. Coreference also occurs on hat colors (e.g.,
he gives it back), actions along with their argu-
ments (e.g., they did it again referring to trading
specific hats), and positions (e.g., he moves back).
TANGRAMS Table 8 shows phenomena counts
in TANGRAMS. Each interaction contains on av-
erage 1.7 references dependent on the interaction
history. Each non-first utterance contains on av-
erage 0.4 references. The most common form of
reference is on objects via reference to a previous
step, for example put the item you just removed
in the second spot. This requires recalling actions
taken in previous turns, including the actions’ ar-
guments and the previous world state. Coreference
(Coref.) also occurs for positions (e.g., ...where
the last deleted figure was), actions (e.g., do the
same with the second to last figure and one before
it), and actions along with the previously-used ar-
guments (e.g., repeat the first step). Ellipsis oc-
curs for positions (e.g., add it again, implicitly
referring to the item’s previous location) and ac-
tions along with their arguments (e.g., undo the
last step).
C Attention Analysis
Figure 5 shows attention distributions for a hand-
picked example in ALCHEMY. We show the at-
tention probabilities (α in Section 4) for the cur-
rent and previous utterances, initial state, and cur-
rent state throughout execution. In this example,
the previous-instruction attention puts most of the
weight on brown one during generation, which is
the referent of it in the current instruction. The
initial and current state attentions are placed heav-
ily on the beaker being manipulated. However, for
randomly selected examples, we observe that the
attention distribution does not always correspond
to intuitions about what should be attended on.
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Figure 5: Example of the attention distributions for executing the instruction It turns completely brown in
ALCHEMY. This is the fifth instruction in the interaction. The correct action sequence mixes the chemicals in
the sixth beaker by removing the three units and re-adding three brown units. Our model correctly predicts this
sequence. We show the different attention distributions when generating this sequence of actions. Clockwise start-
ing from the top left: (a) attention over the current instruction; (b) two attention heads over the initial state; (c) two
attention heads over the current world state, which changes following each action; and (d) the attention over the
previous instructions in the interaction.
Figures 6, 7, and 8 show examples of attention
distributions for three random instructions in the
development sets of the three domains where the
action sequence was predicted correctly.
D Architecture and Training Details
Model Architecture We use an embedding size
of 50 for words and action types and argu-
ments. Action embedding is a concatenation of
the embeddings of each part, including the ac-
tion type and the two arguments; an embed-
ded action is a vector of size 150. Embed-
dings of colors in ALCHEMY and SCENE, and
shapes in TANGRAMS, are of size 10. Posi-
tional embeddings are of size 10. Wd and Wa
are square matrices. All matrices are initial-
ized by sampling from the uniform distribution
U
([
−
√
6
M+N ,
√
6
M+N
])
(Glorot and Bengio,
2010), where M and N are the matrix dimension-
ality. All RNNs are single-layer LSTMs. For the
main model, both the instruction encoder and ac-
tion sequence decoder use a hidden size of 100 in
each direction. The action sequence decoder is ini-
tialized by first setting the hidden state and cell
memory to zero-vectors, and passing in a zero-
vector to update the states, after which attention
is computed for the first time. For ALCHEMY, the
world state encoder has a hidden size of 20. For
SCENE, the world state encoder has a hidden size
of 5.
Training We apply dropout in three places: (a)
in each attention computation after multiplying by
W; (b) after computing hk, the input to each de-
coder step; and (c) for all attention keys except
for the current utterance. For POLICYGRADI-
ENT, CONTEXTUALBANDIT, and our approach,
we optimize parameters using RMSPROP (Tiele-
man and Hinton, 2012). For supervised learning,
we use ADAM (Kingma and Ba, 2014) for opti-
mization. We use a learning rate of 0.001 for all
experiments. Our validation set is a held-out sub-
set containing 7.0% of the training data. We stop
training by observing the instruction-level reward
on the validation set. We use patience for early
stopping. We reset patience to 50 · 1.005x the x-
th time the reward has improved on the validation
set, decrease by one each epoch reward does not
improve, and stop when patience runs out. Re-
gardless of patience, we terminate training after
200 epochs. We tune λ, δ, and M on the devel-
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Figure 6: Example of attention for a randomly selected instruction from the development set for SCENE. The
instruction A person with a blue shirt appears to the left of him is the second in the interaction, following the
instruction The person with a red shirt and a blue hat moves to the right end. The correct action sequence consists
of a single action, ADD_PERSON 9 B, where a person wearing a blue shirt appears in position 9, to the left of the
person in the red shirt. Our model predicts this action correctly. We show the different attention distributions when
generating this sequence of a single action. From top to bottom: (a) attention over the current instruction; (b)
attention over the previous instruction; and (c) attention over the world state. As the sequence contains a single
action only, the current and initial world states are the same, and their distributions are shown together. There are
two attention heads over both the initial (top two rows) and current (bottom two rows) world states.
opment set. In ALCHEMY, λ = 0.1, δ = 0.15,
and M = 7. In SCENE, λ = 0.07, δ = 0.2, and
M = 5. In TANGRAMS, λ = 0.1, δ = 0.0, and
M = 5.
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Figure 7: Example of attention for a randomly selected instruction from the development set for ALCHEMY. The
instruction executed is Pour green beaker into orange one, the fifth instruction in the sequence. We show the
different attention distributions when generating the correct action sequence, which removes green items from the
sixth beaker and adds the same number of green items to the beaker containing orange. Clockwise starting from
the top left: (a) attention on the current instruction; (b) the two attention heads over the initial state; (c) the two
attention heads over the current state as it changes during execution; and (d) attention over previous instructions.
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Figure 8: Example of attention for a randomly selected instruction from the development set for TANGRAMS. The
instruction executed is Switch the first and second figure, the fourth instruction in the sequence. We show the
different attention distributions when generating the correct action sequence, which removes the figure in position
two and adds it in position one, thereby swapping the first two items. Clockwise starting from the top left: (a)
attention on the current instruction; (b) the two attention heads over the initial state; (c) the two attention heads
over the current state as it changes during execution; and (d) attention over previous instructions.
