For an open and dense subset in the Teichmüller space, we introduce a coordinate system which is well-behaved under the action of the mapping class group. Surprisingly, the coordinates involve the K-theory of certain operator algebras. Our approach is an interplay of the noncommutative geometry with the Teichmüller theory, which opens new vistas of the both.
Introduction
Let S be a compact surface uniformly covered by a thin metal film conducting electricity. The ends of a battery are assumed connected with two (not necessarily distinct) points of S. The equipotential lines have the form of simple closed curves around the two poles. Thanks to topology of S, there will be a finite set of separating lines whose "ends" tend to the critical saddles.
The above partition into lines can be seen as the level set of a harmonic function f : S → R 2 . The potential f generates a harmonic flow ϕ t on S according to the equation
(The existence of such flow on S we take for granted. The reader can take for base either a physical analogy described in the first paragraph, or the Dirichlet principle proved by D. Hilbert.) If S is a Riemann surface, then f becomes an analytic function on S which has a simple pole at the point where the ends of battery are applied and zeroes in the critical points of equipotential lines. In fact, S is naturally a "domain" for the analytic function f . The image of f will be the entire complex plane with a finite number of parallel rays excluded, so-called "parallel-slit domain". (Morally, the rays are images of the separating equipotential lines discussed in the first paragraph.) The parallel-slit domains make up a family depending on 6g − 6 real parameters, where g is the genus of S. Such a family parametrizes the Teichmüller space T g [3] .
The configuration of slits in the complex plane depends continuously on position of zeroes and pole of function f . The idea of our approach is to try to "measure" these positions in global terms, and therefore to introduce a coordinate system in the Teichmüller space. There are at least three models for such coordinates, which can be called "bubbling-a-handle" model, Bers's model and Hubbard-Masur's model. All models lead to essentially the same results. Bubbling-a-handle model. One "covers" the harmonic flow ϕ t on surface S g by a flow ϕ t on surface S g+1 . First, the dipole is teared apart into source and sink, and two holes are made in S g , which replace given source and sink and such that ϕ t is transversal to the boundary. Finally, a handle is glued into the holes. A flow on the handle can be chosen such that it has no critical points and complements ϕ t to a flow ϕ t on S g+1 . The mapping of the first return of ϕ t is an interval exchange transformation (I.E.T.), i.e pair (λ, π) consisting of vector λ = (λ 1 , . . . , λ n ) of lengths of intervals and permutation π ∈ Σ n . It can be shown that n = 6g − 6 and therefore (λ, π) represents the required "global coordinates" of flow ϕ t . Bers's model. For a point S in the Teichmüller space consider a quasiconformal mapping of minimal dilatation. By Teichmüller's theorem such mapping exists and is given by a holomorphic 2-form ω. Form ω can be written as ω = 6g−6 i=1 α i q i , α i ∈ R in a basis of integrable holomorphic 2-forms q 1 , . . . , q 6g−6 . Since extremal quasiconformal mappings are bijective (and continuous) with the points of the Teichmüller space T g , one can consider (α 1 , . . . , α 6g−6 ) as global coordinates in T g [1] , §4. Hubbard-Masur's model. On a Riemann surface S g consider a holomorphic 2-form ω with simple zeroes. Let F 1 be a horizontal and F 2 vertical foliation of ω. Denote by S ′ g a variation of S g ∈ T g viewed as a point in the Teichmüller space T g . There exists a unique holomorphic 2-form ω ′ on S ′ g whose horizontal foliation F ′ 1 coincides with F 1 and vertical foliation F ′ 2 varies [4] . Now denote by ω ′ a 1-form on the surface S g which is a double cover of S g with the ramification in Sing ω ′ . The 1-form ω ′ covers the 2-form ω ′ . The homology H 1 ( S g , Sing ω ′ ; Z) has a basis (γ 1 , . . . , γ 6g−6 ), and the real parts of the integrals γ 1 ω ′ , . . . , γ 6g−6 ω ′ are coordinates in T g [5] . Notice that the horizontal foliation fixed makes the imaginary part of the integrals fixed, but the real parts vary because they reflect the change of the vertical foliation.
The Hubbard-Masur model will be the main model for us.
Recall that the set of projections in a C * -algebra is most conveniently described by an ordered abelian group satisfying the Riesz (interpolation) property [2] . The C * -algebras whose set of projections is non-empty and spans the C * -algebra itself, are known as the AF C * -algebras. We refer to the ordered abelian groups with the Riesz property as "dimension groups". Such groups appear in many ways, the most significant for us will be the dimension groups associated to dense embeddings of a lattice Z r into R n , n ≥ 1 [2] , Corollary 4.7. For example, the embedding r = 6g − 6 and n = 1 in the Hubbard-Masur model:
Re
is dense, provided the "periods" λ i = Re γ i ω ′ , are linearly independent over Q.
1 The positive cone P ⊂ Z 6g−6 is a pull-back of positive reals, and the order satisfies the Riesz property.
The object of our study will be the above dimension group. Recall that r is called a rank of the dimension group G. By a state on G one understands a positive homomorphism s : G → R such that s(u) = 1, where u is the order-unit of G. The set S(G) of all states on G is a convex compact set in the topology of pointwise convergence. An affine function on S(G) is a map (The reader can think of Theorem 1 as a "compactification" of the Teichmüller space T g by the dimension groups. We shall see later, that the base G 0 is homeomorphic to the (6g − 7)-dimensional sphere; the fibers Af f S(G) are one-dimensional and coincide with the Teichmüller geodesics issued from a marked point of T g . From this point of view, the novelty of our appoach consists in an "algebraization" of the boundary of the Teichmüller space.)
Corollary 1 There exists a faithful representation
In other words, M is a linear arithmetic group.
The article is organized as follows. In Section 1 we introduce helpful lemmas and prove main theorem. The applications are discussed in Section 2. We reserve Appendix for definition of interval exchange transformations and C * -algebras.
1 Main construction and proof
Masur homomorphism
Let S ∈ T g be Riemann surface and ω a holomorphic 2-form on S. We assume that ω is "generic", in particular, that it has only simple zeroes. Note that in this case m = |Sing ω| = 4g − 4.
We wish to "cover" horizontal (vertical) trajectories of ω by horizontal (vertical) trajectories of 1-form ω on surface S. For that we take a double cover S ramified over the set Sing ω. Note that Hurwitz's formula g = 2g + m 2 − 1 implies g = 4g − 3. Denote the covering involution on S by τ . The 1-form ω is skew symmetric, i.e. τ * ( ω) = − ω. It is clear that Sing ω consists of saddle points with six saddle sections and |Sing ω| = 4g − 4. The rank of first homology group of S relatively Sing ω is given by formula: rk H 1 ( S, Sing ω; Z) = 2 g + |Sing ω| − 1 = 12g − 11. It will be proved later on that only 6g − 6 cycles are independent. Let γ 1 , . . . , γ 6g−6 be a basis in H 1 ( S, Sing ω; Z). As it was explained in the Introduction, we can let λ i = Re γ i ω.
Lemma 1 The real numbers
Proof. See Masur [5] , Lemma 4.2 and discussion on page 178.
Definition 1 The homomorphism:
given by formula (Zγ 1 , . . . , Zγ 6g−6 ) → Zλ 1 + . . . + Zλ 6g−6 is called a Masur homomorphism.
Lemma 2 Let Re ω (Im ω) be foliation on S given by horizontal (vertical) trajectories of the holomorphic 2-form ω. Then positive reals
(|λ 1 |, . . . , |λ 6g−6 |) are
lengths of intervals in the (generalized) I.E.T. induced by Re ω (Im ω).
Proof. Let ω be holomorphic 1-form on covering surface S. As we noted, Sing ω consists of 4g − 4 saddle points of index −2, i.e. each saddle point has 6 saddle sections. It is not hard to see that every interval in the I.E.T. induced by the vertical trajectories of 1-form ω, comes from a pair of distinct saddle sections of the set of saddle points. Indeed, the outgoing separatrices of the saddle give rise to the ends of intervals of the I.E.T., so that it takes two outgoing separatrices to define an interval.
There is a total of 24g − 24 saddle sections on S. Therefore, the I.E.T. must have 12g − 12 intervals in the exchange. Since ω is involutive, so must be the intervals in the I.E.T. Thus, only 6g − 6 intervals are independent.
Finally, let us calculate the lengths of the intervals. Since ω is holomorphic, the holonomy of ω preserves the measure Re l ω of any transverse segment l to the flow ω. For simplicity, suppose that l has ends at the set Sing ω.
It is an easy exercise to verify that the generators γ 1 , . . . , γ 6g−6 of the abelian group H 1 ( S, Sing ω; Z) can be identified with l i 's. (In fact, in this form they were originally introduced in [5] .) Lemma 2 follows.
Dimension group of Riemann surface
The dimension groups measure projections in a C * -algebra [2] . In this section we shall explain how they appear in the Teichmüller theory.
Recall that dimension group G is the limit of simplicially ordered groups Z n and positive isomorphisms ϕ
Let (λ, π) be an I.E.T. on n ≥ 2 intervals. Recall [6] that (λ, π) defines a unique induced I.E.T. (λ ′ , π ′ ). Namely, permutations π, π ′ belong to the same Rauzy class, and vector λ ′ is constructed as follows. Take an interval I = [0, |λ|) and consider a subinterval J ⊂ I such that:
consists of points of interval I which "hit" a ij times interval λ j before they reach λ ′ i . It is known that if I.E.T. is minimal, the induced I.E.T. is so. Moreover,
where A = (a ij ) is matrix with non-negative integers.
Definition 2 Suppose that: (i) (λ, π) is an I.E.T in Hubbard-Masur's model of Riemann surface S;
(
. is (infinite or finite) chain of induced I.E.T.'s.
By dimension group of S we understand the dimension group
where ϕ
Action of the mapping class group
Let M = M g be the mapping class group of genus g ≥ 2. In this section we study the effect of M on G λ . Roughly speaking, the action reduces to a change of basis in H 1 ( S, Sing ω; Z). First, let us prove the following lemma. 
2 ) for some m, n > 0.
Denote by U(λ) the set of all I.E.T.'s which are commensurable with given I.E.T. (λ, π). The pull-back of Masur's homomorphism gives us a set of bases B(λ) in Z 6g−6 corresponding to U(λ). We leave it to the reader to prove that eventually any basis in Z 6g−6 belongs to B(λ). Notice that for commensurable I.E.T.'s (λ 1 , π 1 ) and (λ 2 , π 2 ), the chains of induced I.E.T.'s coincide after a finite number of iterations. Namely, if
then (λ
1 ) for some k, l > 0.
Lemma 4
The orbit of dimension group G λ under the action of mapping class group M consists of dimension groups whose "tails" in the limit
Proof. Fix a basis γ = {γ 1 , . . . , γ 6g−6 } in H 1 ( S, Sing ω; Z). Let f ∈ M/M 0 be a diffeomorphism of S. It is easy to see that f * : H 1 ( S, Sing ω; Z) → H 1 ( S, Sing ω; Z) sends γ to new basis γ ′ . Lemma follows.
Generic Riemann surfaces
Let (λ, π) be minimal I.E.T. Recall that (λ, π) is called ergodic if every invariant measure is proportional to the Lebesgue measure on real line. It is known that "generic" I.E.T.'s are ergodic [5] .
Recall that I.E.T. is irrational iff λ 1 , . . . , λ n are linearly independent over Q. The irrational I.E.T's are minimal. Clearly, irrational I.E.T.'s are "generic" in the sense that the Lebesgue measure of rational I.E.T.'s in R n + is zero. The ergodic I.E.T. are made of minimal I.E.T.'s except those which have two or more linearly independent invariant measures. The measure of such "exceptional" minimal I.E.T.'s in R n + will be still zero. By a generic I.E.T. we understand a subset in R n + of full Lebesgue measure. The following definition seems to be reasonable.
Definition 3
We call Riemann surface S ∈ T g generic if its Hubbard-Masur's model "coordinates" (λ 1 , . . . , λ 6g−6 ) are ergodic. By T 0 ⊂ T g we denote the set of generic Riemann surfaces.
Proof of Theorem 1
Notice that groups G λ and G kλ (k > 0) are isomorphic. Therefore, G λ can be thought as an "orbit" of Teichmüller flow diag (e k , e −k ) in T g . Roughly speaking, our goal will be to recover k, thus establishing the required bijection between Riemann surfaces and C * -algebras.
Lemma 5 Let S ∈ T 0 be generic Riemann surface and G λ be its dimension group. Consider the orbit S t ⊂ T 0 of S under the effect of the Teichmüller flow diag (e t , e −t ) on S. Then G λt = G λ for every t ∈ (−∞, ∞).
Proof. Let (λ, π) be "coordinate" I.E.T. for S, where λ i = Re γ i ω, i = 1, . . . , 6g − 6. The Teichmüller flow acts on the holomorphic 2-form ω by formula [5] :
The action pulls back to Re ω and Im ω of the 1-form ω on S. Let us denote by ω t the corresponding orbit.
Recall that I.E.T. (λ, π) is a mapping of the first return of foliation Re ω. Denote by (λ t , π t ) the orbit of (λ, π) under the Teichmüller flow. By integration, λ i (t) = e t λ i , i = 1, . . . , 6g − 6 and π t = π. Therefore,
In other words, the "coordinate" I.E.T.'s for surfaces S t are proportional. By construction, the dimension group associated to (λ, π) doesn't depend on scaling of λ. Indeed, "scaled" I.E.T (e t λ, π) will produce "scaled" induced I.E.T. (e t λ ′ , π ′ ) as it is easy to see. Moving forth, one gets the "scaled" chain of induced I.E.T.'s whose transition matrices A i doesn't depend on scaling. Lemma 5 follows.
Recall that a state on dimension group G is a positive homomorphism s : G → R, such that s(u) = 1 for the order-unit u.
Example 1 Masur's homomorphism s ω is a state on G λ .
Recall that the set of states S(G) is a compact convex subspace of R k . The dual space Af f S(G) to S(G) consists of the affine functions f : S(G) → R. The space Af f S(G) is isomorphic to R n , where n = 1 + dim S(G).
Lemma 6
Let G λ be a dimension group of the Riemann surface, such that S(G λ ) is a singleton. Then:
(ii) any f ∈ Af f S(G λ ) has the form f = e t f 0 (s ω ), where f 0 is a dual to the Masur state s ω , i.e. f 0 (s ω ) = 1.
Proof. The first part is a consequence of the general formula for dim S(G λ ) = 0. To prove the second part, notice that from Lemma 5 one gets the following formula:
Lemma 6 follows.
Part I. Let us prove item (i) of Theorem 1. If S ∈ T 0 , then its "coordinate" I.E.T. is ergodic. In this case S(G λ ) is a singleton.
In view of Lemmas 5 and 6, the points of the "fiber" Af f S(G λ ) over G λ are in a one-to-one correspondence with the Riemann surfaces S t , − ∞ < t < ∞. Taking the union of all such fibers, we get a fiber bundle S. Item (i) follows.
Part II. Let us pass to the item (ii) of Theorem 1. First, let us study action of the mapping class group M on base G 0 . By Lemma 4, two points G λ , G λ ′ ∈ G 0 belong to the same orbit of M, iff G λ , G λ ′ differ in a finite number of terms of the "simplicial" representation.
in at most finite number of term of their limit representation;
(ii) S(G λ ) and S(G λ ′ ) = are singletons.
Then:
Proof. Let N be minimal integer, such that ϕ n = ψ n whenever n ≥ N. (Such N always exists, if one throws in, when necessary, finite number of identity isomorphisms.) Let G N be dimension group defined by above "infinite tail". Then G λ is order-isomorphic to G N , since isomorphism ϕ Proof. Totally ordered dimension group of rank 6g − 6 can be naturally identified with the points of sphere S 6g−7 . Indeed, dim S(G) = 1 implies that positive cone of G is bounded by a hyperplane in R 6g−6 . The unit normal vector to the hyperplane belongs to S 6g−7 . Let us consider topology on G 0 induced by topology of the sphere. By item (ii) of Lemma 7, M acts by matrices B λ ′ λ ∈ GL(6g − 6, Z). In other words, each x ∈ S 6g−7 goes to B
Clearly, the orbit of such action can be dense in S 6g−7 . Remark 1 follows.
Let us prove statement (b) of Theorem 1. First, let us give an idea of why the action of the mapping class group M on the fibers Af f S(G λ ) is discrete. Recall that the minimal dilatation λ min over the set of all pseudoAnosov elements of M is bounded away from 1. If ϕ ∈ M fixes the fiber Af f S(G λ ) (i.e. ϕ(G λ ) = G λ ), then its action on the fiber is given by the formula
where λ ϕ is the dilatation of ϕ. Since λ ϕ ≥ λ min > 1, the action of ϕ is discrete on the fiber Af f S(G λ ) ∼ = R. But one can come to the same result in terms of the "induced I.E.T.'s". Indeed, the mapping class group M acts on the I.E.T. (λ, π) by induced I.E.T.'s (λ ′ , π ′ ), see Sections 1.2, 1.3. Namely, except finite number of elements of M, the effect of any ϕ ∈ M on λ is given by integer matrix A ∈ GL(6g − 6, Z) such that λ ′ = Aλ. Without loss of generality, we may assume that all entries of A are strictly positive. (For otherwise, we take product A 1 . . . A k of sufficient length k.)
It is not hard to see that
In particular, if g ≥ 2, |λ ′ | − |λ| ≥ (6g − 7)|λ| > 1. Thus again, we come to a discrete action on the fiber Af f S(G λ ). Item (b) of Theorem 1 follows.
Proof of Corollary 1
Corollary 1 follows formally from Lemma 4 and item (ii) of Lemma 7. But we wish to give an overall picture.
Recall that mapping class group M preserves the Teichmüller geodesics, i.e. families of Riemann surfaces S t ⊂ T 0 which are orbits of the Teichmüller flow [5] . In terms of the fiber bundle S, the action of M preserves fibers of S.
Remark 2 Although action of M on base G 0 is non-discrete, its action on fibers is discrete. Therefore, mapping class group acts properly discontinuous on S, and the "moduli space" S/M is an orbifold.
Given element f ∈ M one can study its action on G 0 . In general, g moves points of G 0 to each other. However, it may happen that g(G λ ± ) = G λ ± for a pair of isolated points G λ + , G λ − ∈ G 0 . This case is of particular interest, and has various applications in complex dynamics, low-dimensional topology and number theory. We call dimension group G λ ± stationary, and discuss it later on. Stationary dimension groups are closely related to pseudo-Anosov elements of M as they describe stable (unstable) foliations of such diffeomorphisms.
Applications
In this section we discuss possible applications of Theorem 1 to Riemann surfaces (Section 2.1), algebraic geometry of complex surves (Section 2.2) and low-dimensional topology (Section 2.3).
Projective curvature of a fiber
Recall that each fiber of S lies over G λ , which is a dimension group of rank 6g −6. We wish to assign to G λ a real quantity, which changes according to a simple law under the action of group M. Such a number should be sufficient to "recover" group G λ .
To give an idea, let ω be holomorphic 2-form on Riemann surface S. Consider foliation F = Re ω whose mapping of the first return generates the "coordinate" I.E.T. for S. Denote by θ ∈ R an "average slope" of leaves of F relatively generators of the fundamental group of S. (Such a number is most visible at the universal cover, where it measures the asymptotic direction of non-closed leaves of F approaching the "absolute".) It can be shown that θ defines foliation F , and eventually G λ itself.
If Af f S(G λ ) is a fiber over G λ , we call θ a projective curvature of the fiber. Indeed, points of Af f S(G λ ) are bijective with points of T 0 (Riemann surfaces) which lie at the same orbit of the Teichmüller flow. Using wellknown duality between Riemann surfaces and isometric embeddings of 2-manifolds in R 3 , one can talk of a "projective family" of embeddings, and think of θ as "projective curvature" of the family.
Technically, projective curvature is given by a regular continued fraction θ = a 0 + 1
which converges to an irrational (rational) number if the fraction is infinite (finite). The importance of projective curvature is stipulated by the following lemma.
Lemma 8 Dimension groups
Since M acts on G 0 by order-isomorphisms, we conclude that numbers θ mod GL(2, Z) are invariants of the "moduli space" T 0 /M. Projective curvature θ ∈ R "parametrizes" base G 0 ∼ = S 6g−7 continuously (but not C 1 -smooth!), however the nature of such a mapping is still to be clarified.
Algebraic curves and C*-algebras
The Riemann surfaces can be interpreted as complex algebraic curves. On the other hand, dimension groups are known as "measure" of projections in a C * -algebra [2] . It seems interesting to compare properties of dimension groups (C * -algebras) with those of complex algebraic curves. We have mimicked the above relations by rows of Table 1 Some relations in the above table are to be clarified. In particular, it would be interesting to better understand the arithmetic of numbers θ.
Stationary dimension groups and hyperbolic 3-manifolds
We noticed earlier that among points of the base G 0 there are "special" points for which ϕ(G λ ) = G λ , ϕ ∈ M. We called the fixed fiber (and respective dimension group) "stationary". It turns out that when ϕ is a pseudo-Anosov homeomorphism, the stationary dimension group G λ can be used to describe the "mapping torus" of ϕ.
Recall that a big class of the 3-dimensional manifolds can be obtained by pasting together two copies of a handlebody with the boundary surface S along the homeomorphism ϕ:
M ϕ is called a mapping torus of ϕ. In particular, if ϕ is periodic, then the mapping torus is a Seifert manifold. The most interesting and unexplored case is when ϕ is a pseudo-Anosov homeomorphism. In this case M ϕ admits a hyperbolic metric. An important observation is given by the following lemma.
Lemma 9
The projective curvature of the stationary fiber is a quadratic irrationality.
Consider the real quadratic number field K = Q( √ d) generated by the projective curvature in question. The field K turns to be a homotopy invariant of the mapping torus M ϕ . There are several conjectures relating the arithmetic of K with the hyperbolic volume, Dehn surgery invariants and number of cusps of the manifold M ϕ . We omit the discussion at this point.
Appendix
In this section we give (very sketchy) account of interval exchange transformations, C * -algebras and their K-theory (dimension groups in particular). We recommend papers of Masur [5] , Rauzy [6] , Veech [8] and monographs [2] , [7] for an extended exposition.
Interval exchange transformations
Let m ≥ 2 be a positive integer and let λ = (λ 1 , . . . , λ m ) be a vector with positive components λ i > 0. One sets
Let π be a permutation on the index set N = {1, . . . , m} and ε = (ε 1 , ..., ε m ) a vector with coordinates ε i = ±1, i ∈ N. An interval exchange transformation (I.E.T.) is a mapping ϕ(λ, π, ε) : [0, |λ|] → [0, |λ|] which acts by piecewise isometries
where β π is a vector corresponding to λ π = (λ π −1 (1) , λ π −1 (2) , ..., λ π −1 (n) ). Mapping ϕ preserves or reverses orientation of v i depending on the sign of ε i . If ε i = 1 for all i ∈ N then the I.E.T. is called oriented. Otherwise, the interval exchange transformation is said to have flips. Interval exchange transformation is said to be irreducible if π is an irreducible permutation. An irreducible I.E.T. is called irrational if λ 1 , ..., λ m are linearly independent over Q.
K-theory of C*-algebras
By the C * -algebra one understands a noncommutative Banach algebra with an involution [7] . Namely, a C * -algebra A is an algebra over C with a norm a → ||a|| and an involution a → a * , a ∈ A, such that A is complete with respect to the norm, and such that ||ab|| ≤ ||a|| ||b|| and ||a * a|| = ||a|| 2 for every a, b ∈ A. If A is commutative, then the Gelfand theorem says that A is isometrically * -isomorphic to the C * -algebra C 0 (X) of continuous complexvalued functions on a locally compact Hausdorff space X. For otherwise, A represents a "noncommutative" topological space X.
Let A be a unital C * -algebra and V (A) be the union (over n) of projections in the n×n matrix C * -algebra with entries in A. Projections p, q ∈ V (A) are equivalent if there exists a partial isometry u such that p = u * u and q = uu Functor A → K 0 (A) maps a category of unital C * -algebras into the category of abelian groups so that projections in algebra A correspond to a "positive cone" K + 0 ⊂ K 0 (A) and the unit element 1 ∈ A corresponds to an "order unit" [1] ∈ K 0 (A). The ordered abelian group (K 0 , K + 0 , [1] ) with an order unit is called a dimension group.
Dimension groups
We use notation Z, Z + , Q and R for integers, positive integers, rationals and reals, respectively and GL(n, Z) for the group of n × n matrices with entries in Z and determinant ±1.
By an ordered group we shall mean an abelian group G together with a subset P = G + such that P + P ⊆ P, P ∩ (−P ) = {0}, and P − P = G. We call P the positive cone on G. We write a ≤ b (or a < b) if b − a ∈ P (or b − a ∈ P \{0}). G is said to be a Riesz group if:
(i) g ∈ G and ng ≥ 0, n ∈ Z + implies g ≥ 0;
(ii) u, v ≤ x, y in G implies existence of w ∈ G such that u, v ≤ w ≤ x, y.
An ideal J in a Riesz group G is a subgroup such that J = J + − J + (where J + = J ∩ G + ), and if 0 ≤ a ≤ b ∈ J + , then a ∈ J + . We say that G is simple if only ideals are G and {0}.
Given ordered groups G and H, we say that a homomorphism ϕ : G → H is positive if ϕ(G + ) ⊆ H + , and that ϕ : G → H an order isomorphism if ϕ(G + ) = H + . A positive homomorphism s : G → R is called a state if s(u) = 1, where u ∈ G + is an order unit of G. We let S(G) be the state space of G, i.e. the set of states on G endowed with natural topology [2] .
S(G) is a compact convex subset of vector space Hom (G, R). By the Krein-Milman theorem, S(G) is the closed convex hull of its extreme points, which are called pure states.
An ordered abelian group is a dimension group if it is order isomorphic to lim m. 
of matrices ϕ k ∈ GL(r, Z + ). In particular, dimension group is stationary if ϕ 0 = ϕ 1 = . . . = Const.
Riesz groups are dimension groups and vice versa. Riesz groups can be viewed as an "abstract" dimension groups, while dimension groups as a "quantum representation" of Riesz groups by infinite sequences of positive homomorphisms.
