For a simply connected (non-nilpotent) solvable Lie group G with a lattice Γ the de Rham and Dolbeault cohomologies of the solvmanifold G/Γ are not in general isomorphic to the cohomologies of the Lie algebra g of G. In this paper we construct, up to a finite group, a new Lie algebrag whose cohomology is isomorphic to the de Rham cohomology of G/Γ by using a modification of G associated with a algebraic sub-torus of the Zariski-closure of the image of the adjoint representation. This technique includes the construction due to Guan and developed by the first two authors. In this paper, we also give a Dolbeault version of such technique for complex solvmanifolds, i.e. for solvmanifolds endowed with an invariant complex structure. We construct a finite dimensional cochain complex which computes the Dolbeault cohomology of a complex solvmanifold G/Γ with holomorphic Mostow bundle and we give a construction of a new Lie algebrag with a complex structure whose cohomology is isomorphic to the Dolbeault cohomology of G/Γ. *
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Introduction
Let G/Γ be a solvmanifold, i.e. a compact quotient of a connected and simply connected solvable Lie group G by a lattice Γ. If G is nilpotent, G/Γ is called a nilmanifold.
In [23] , Nomizu showed that the de Rham cohomology of a nilmanifold G/Γ is isomorphic to the cohomology of the Lie algebra g of G. The de Rham cohomology of a solvmanifold G/Γ is not in general isomorphic to the cohomology of the Lie algebra g of G. The isomorphism holds if G is completely solvable [17] and more in general if G/Γ satisfies the Mostow condition, i.e. if the algebraic closure A(Ad G (G)) of Ad G (G) coincides with the algebraic closure A(Ad G (Γ)) of Ad G (Γ) (see [22] and [24, Corollary 7.29] ).
In the general case, techniques for the computation of the de Rham cohomology of compact solvmanifolds were provided in [16, 7] and by the third author in [19, 20] .
(1) The first two authors in [7] , using results by D. Witte [30] on the superigidity of lattices in solvable Lie groups, obtained a different proof of a result of Guan [16] , which can be applied to compute the Betti numbers of a compact solvmanifold G/Γ, even in the case that the solvable Lie group G and the lattice Γ do not satisfy the Mostow condition. The basic idea of this method is to modify the solvable Lie group G into a new solvable Lie groupG (diffeomorphic to G) and possibly considering a finite index subgroupΓ of Γ, in such a way that the new compact solvmanifoldG/Γ satisfies the Mostow condition (cf. Theorem 2.6 here). (2) The third author constructed the explicit finite dimensional differential graded algebra (shortly DGA) A * Γ which computes the de Rham cohomology of a solvmanifold G/Γ.
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The finite dimensional cochain complex A * Γ is associated with the diagonal representation Ad s : G → Aut(g) which is defined by the decomposition of the Lie algebra g as in [14, Proposition III.1.1]. (cf. Theorem 2.3 here).
One of the purposes of this paper is to unify these two approaches for the computation of the de Rham cohomology of G/Γ. To do this, we describe a general modification with respect to an algebraic subtorus S of the maximal torus T = A(Ad s (G)) of A(Ad G (G)), which includes as a particular case the Witte modification (cf. Proposition 3.2). We extend the results in [19, 20] and the modification method in [7] (see Remark 3.4 and Examples 3.5 and 3.6).
Next, we turn to solvmanifolds G/Γ endowed with an invariant complex structure J (i.e., with a complex structure induced by a left-invariant one on G). We will call (G/Γ, J) a complex solvmanifold. We are interested in computing the Dolbeault cohomology of a complex solvmanifold (G/Γ, J), providing Dolbeault analogues of the above arguments for de Rham cohomology.
For a complex solvmanifold (G/Γ, J), we consider the relation between the Dolbeault cohomology of (G/Γ, J) and the Dolbeault cohomology of the Lie algebra g associated with a complex structure J as in [6, 10] . We say that a complex solvmanifold (G/Γ, J) admits a good Dolbeault cohomology if the Dolbeault cohomology of a complex solvmanifold (G/Γ, J) is isomorphic to the Dolbeault cohomology of the associated Lie algebra g with a complex structure J Suppose G is nilpotent. Then, similar to the Nomizu's theorem, the Dolbeault cohomology of a complex nilmanifold (G/Γ, J) is isomorphic to the Dolbeault cohomology of the Lie algebra g associated with a complex structure J if one of the following conditions holds:
• (G, J) is a complex Lie group ( [26] ); • J is an abelian complex structure ( [6] ); • J is a nilpotent complex structure ( [10] ) ; • J is a rational complex structure ( [6] ).
It is conjectured that every nilmanifold with an invariant complex structure admits a good Dolbeault cohomology.
A complex solvmanifold (G/Γ, J) does not admit a good Dolbeault cohomology even if (G/Γ, J) is complex parallelizable (i.e. a compact quotient of a complex solvable Lie group). Steps towards the computation of the Dolbeault cohomology of a complex solvmanifold (G/Γ, J) were previously taken by the third author in [19, 20] . In particular, a finite dimensional cochain complex which allows to compute the Dolbeault cohomology of complex parallelizable solvmanifolds was given. In this paper, we generalize these results constructing a differential bigraded algebra (DBA) which allows to compute the Dolbeault cohomology in more general situations (Theorem 5.2). Moreover, in such situations, we provide Dolbeault analogues of our results, unifying the Console-Fino technique and the Kasuya technique on de Rham cohomology (Theorem 6.4). In particular, we show that for a complex parallelizable solvmanifold (G/Γ, J) (i.e. (G, J) is a complex Lie group), there exists a finite index subgroupΓ of Γ and a complex Lie algebrag such that the Dolbeault cohomology of a complex parallelizable solvmanifold (G/Γ, J) is isomorphic to the Dolbeault cohomology of the complex Lie algebrag (Corollary 6.7).
Preliminaries
Solvmanifolds G/Γ are determined up to diffeomorphisms by their fundamental groups (which coincide with their lattices Γ). This can be formulated by the following Theorem 2.1. [24, Theorem 3.6] If Γ 1 and Γ 2 are lattices in simply connected solvable Lie groups G 1 and G 2 , respectively, and Γ 1 is isomorphic to Γ 2 , then G 1 /Γ 1 is diffeomorphic to G 2 /Γ 2 .
2.1.
Constructions of Ad s and Kasuya's result. Let g be a solvable Lie algebra and n the nilradical of g. By Proposition III.1.1 in [14] there exists a vector space V ∼ = R k such that g = V ⊕n as direct sum of vector spaces and ad(A) s (B) = 0, for any A, B ∈ V , where ad(A) s denotes the semisimple part of ad(A).
Like in [19] one can define the map
The map ad s is linear and [ad s (g), ad s (g)] = 0.
Since the commutator g 1 = [g, g] is contained in the nilradical n of g, the map ad s : g → Der(g) is a representation of g and the image ad s (g) is abelian and consists of semisimple elements. Note that, since ad(A) s (B) = 0 for any A, B ∈ V , the vector space V is a trivial sub-module of g which is a complement to n.
We will denote by Ad s : G → Aut(g) the extension of the map ad s to G. By the previous properties, it follows that Ad s (G) is diagonalizable. Let T = A(Ad s (G)) be the Zariski closure of Ad s (G) in Aut(g C ). Then T is diagonalizable and it is a torus in A(Ad G (G)).
As in [19, Proof of Proposition 3.2], we have the following lemma.
where U is the unipotent radical of A(Ad G (G)) and we have Ad s = p • Ad, with p : A(Ad G (G)) = T ⋉ U → T the projection on the maximal torus T .
Proof. It is known that the map
is a global diffeomorphism (see [12, Lemma 3.3] ). For A ∈ V , we consider the Jordan decomposition Ad(exp(A)) = exp(ad(A) s ) exp(ad(A) n ) where ad(A) n is the nilpotent part of ad(A). As in [5] , we have exp(ad(A) s ), exp(ad(A) n ) ∈ A(Ad G (G)). For g = exp(A) exp(X) ∈ G, we get Ad g = exp(ad(A) s ) exp(ad(A) n ) exp(X) and here exp(ad(A) s ) = (Ad s ) g . Let U be the unipotent radical of A(Ad G (G)). Then we get exp(ad(A) s ) = (Ad s ) g ∈ T and exp(ad(A) n ) exp(X) ∈ U . Hence we have Ad g ∈ T · U and so Ad G (G) ⊂ T · U ⊂ A(Ad G (G)). Thus T · U = A(Ad G (G)) and T is a maximal torus of A(Ad G (G)). As a consequence we obtain T · U = T ⋉ U and for the projection p :
Hence the lemma follows.
Let G be a simply connected solvable Lie group with a lattice Γ and g the Lie algebra of G. Take a basis X 1 , . . . , X n of the complexification g C of g such that Ad s is represented by diagonal matrices as (Ad s ) g = diag (α 1 (g), . . . , α n (g)) ,
for any g ∈ G, i.e. (Ad s ) g X i = α i (g)X i for the characters α i of G. Let x 1 , . . . , x n be the dual basis of X 1 , . . . , X n .
We consider the sub-DGA A * Γ of the de Rham complex A * (G/Γ) ⊗ C which is given by
where for a multi-index I = {i 1 , . . . , i p } we write x I = x i1 ∧ · · · ∧ x ip , and α I = α i1 · · · α ip .
Since the characters α I I ⊂ {1, . . . , n}, (α I ) |Γ = 1 are obstructions for the invariance of elements of the DGA A * Γ , we have the following theorem. Theorem 2.4 ( [19] ). Let G be a simply connected solvable Lie group with a lattice Γ and g the Lie algebra of G. Suppose that the following condition holds: for any I ⊂ {1, . . . , n} if the product α I is non-trivial, then the restriction of α I | Γ in Γ is also non-trivial. Then the isomorphism
holds.
As a consequence, we obtain the isomorphism H * dR (M ) ∼ = H * (g). Remark 2.5. There exist solvmanifolds which satisfy the assumption of the previous theorem, but G and Γ do not satisfy the Mostow condition (see for instance Example 3 in [19] ).
Nilshadows and Witte modification.
When G and Γ do not satisfy the Mostow condition, one may apply the Witte modification [30] , which is a variation of the construction of the nilshadow due to Auslander and Tolimieri [2] . In general, one has that A(Ad G (G)) = T ⋉ U is not unipotent, where T is a non trivial maximal torus of A(Ad G (G)). Moreover, we have T = T split × T cpt , where by T split we denote the maximal R-split subtorus of T and by T cpt the maximal compact subgroup of T . The basic idea for the construction of the nilshadow is to kill T in order to obtain a nilpotent group. In order to do this we define, following [30] , a natural homomorphism π : G → T , which is the composition of the homomorphisms:
The traditional nilshadow construction kills the entire maximal torus T in order to get the nilpotent Lie group ∆(G). It is known that ∆(G) is the nilradical of T ⋉ G, which is called the nilshadow of G. Witte introduced in [30] a variation of the nilshadow construction, killing only a subtorus S of T cpt . It is well known that, for every subtorus S of a compact torus T , there is a torus S ⊥ complementary to S in T , i.e. such that T = S × S ⊥ .
As a consequence of [30, Proposition 8.2] the following was proved Theorem 2.6. [16, 7] Let M = G/Γ be a solvmanifold, compact quotient of a simply connected solvable Lie group G by a lattice Γ, and let T cpt be a compact torus such that
Then there exists a subgroupΓ of finite index in Γ and a simply connected normal subgroupG of T cpt ⋉ G such that A(AdG(Γ)) = A(AdG(G)).
Therefore,G/Γ is diffeomorphic to G/Γ and H * dR (G/Γ) ∼ = H * (g), whereg is the Lie algebra ofG.
The idea of the proof in [7] is to construct a modificationG of the solvable Lie group G that we will now review shortly. By [24, Theorem 6.11, p . 93] we may consider a finite index subgroup Γ of Γ such that A(Ad G (Γ)) is connected. Let T cpt be a maximal compact torus of A(Ad G (G)) which contains a maximal compact torus S ⊥ cpt of A(Ad G (Γ)). There is a natural projection from A(Ad G (G)) to T cpt , given by the splitting A(Ad G (G)) = (A × T cpt ) ⋉ U, where A is a maximal R-split torus and U is the unipotent radical.
Let S cpt be a subtorus of T cpt complementary to S ⊥ cpt so that T cpt = S cpt × S ⊥ cpt . Let σ be the composition of the homomorphisms:
One may define the nilshadow map:
which is not a homomorphism (unless S cpt is trivial and then σ is trivial), but, with respect to the product on G, one has
and ∆(γg) = γ∆(g), for every γ ∈Γ, g ∈ G. The nilshadow map ∆ is a diffeomorphism from G onto its image ∆(G) and then ∆(G) is simply connected. More explicitly, the product in ∆(G) is given by:
for any a, b ∈ G. 
Modified solvable Lie groups and Ad s -invariant geometry
In this section we will define a modification of a simply connected real solvable Lie group G with respect to a sub-algebraic torus S of the maximal torus T = A(Ad s (G)), which extends the Witte modification ∆(G) =G described in the previous Section.
3.1. S-modification for any sub-algebraic torus S ⊂ T . Definition 3.1. Let G be a simply connected solvable Lie group. Consider the C-diagonalizable representation Ad s : G → Aut(g) and the Zariski-closure T of Ad s (G) in Aut(g). Let S ⊂ T be a sub-algebraic torus. Consider the homomorphism π S : G π → T → S (where π is the map in (1)). Then we define the new product • S on G by
for a, b ∈ G. We denote by G S the Lie group G endowed with the product • S and call G S the S-modification of G.
Note that, by definition, G S is still solvable. By using Definition 3.1 and the results in [1] we can show the following properties. (1) If S = T , then G S is the nilshadow of G.
(2) If S = T cpt (resp T split ), then G S is completely solvable (resp. of (I)-type).
(3) Suppose that G has a lattice Γ. If the restriction π S | Γ is trivial, then Γ is also a lattice in G S and hence we have a diffeomorphism G/Γ ∼ = G S /Γ. (4) Suppose that G has a lattice Γ and that the Zariski-closure of Ad s (Γ) is connected. Take S a subtorus complementary to a maximal compact torus of the Zariski-closure of Ad s (Γ).
Then G S and Γ satisfy the Mostow condition. (5) Suppose that G has a lattice Γ. Then G is of (I)-type if and only if there exists a finite index subgroupΓ of Γ such that the restriction Ad s |Γ is trivial.
Proof.
(1) If S = T , we can easily check that G S is isomorphic to the nilshadow that we constructed in Section 2.2.
(2) If S = T cpt (resp T split ), for the modified Lie group G S , considering the map Ad s : G S → Aut(g S ), we can check Ad s (G S ) ⊂ T split (resp. Ad s (G S ) ⊂ T cpt ) and hence G S is completely solvable (resp. of (I)-type). (3) The restriction of the product • S on Γ is not changed and hence Γ is a subgroup of G S .
Obviously, Γ is discrete and cocompact in G S . (4) See Section 2.2 and [7] . (5) Note that the (I)-type corresponds to the "type R" in [1] . Denote by N G the nilshadow of G. We have T ⋉ G = T ⋉ N G . If we suppose that G is of (I)-type, then by the argument in [1, Chapter IV. 5.] and the inclusion
Hence the restriction Ad s |Γ is trivial. Conversely, suppose there exist a finite index subgroupΓ of Γ such that the restriction Ad s |Γ is trivial. By [30, Theorem 3.28], for the Zariski-closure T Γ of Ad s (Γ) in Aut(g), we have T = T Γ ·T cpt . Therefore, since Ad s |Γ is trivial, T = T cpt and hence G is of (I)-type.
Modification and invariant cohomology.
Let g be the Lie algebra of G and g S the Lie algebra of the S-modification G S with product • S defined in (2) . Denote by L G g the left translation of g ∈ G on G and by L G S g the left translation of g in
Since Ad s : G → Aut(g) is C-diagonalizable, there exists a basis X 1 , . . . , X n of g C = g ⊗ C such that Ad s = diag (α 1 , . . . , α n ) for some characters α 1 , . . . , α n . We also have π S = diag (β 1 , . . . , β n ) for some characters β 1 , . . . , β n . Then, since
where u is the Lie algebra of the nilshadow of G.
Consider a finite index subgroupΓ ⊂ Γ such that S ⊥ = A(Ad s (Γ)) (and hence A(Ad(Γ))) is connected. We take a sub-torus S ⊂ T such that T = S × S ⊥ . Then we have A * Γ ⊂ * (g S ) * C . Hence Theorem 3.3 is a generalization of Theorem 2.6.
Indeed, consider the projections p S : T → S and p S ⊥ : T → S ⊥ . Observe that π S = p S • Ad s . Let D n (C) be the set of the complex n × n diagonal matrices. For
. . , n} and consider
Then, since Ad s (Γ) ⊂ S ⊥ , we get (g I ) |Ads(Γ) = 1. Hence
Since S ⊥ is Zariski-closure of Ad s (Γ), we obtain h I = 1 and thus f I = g I . Hence if (α I )⌊ Γ = 1 for I ⊆ {1, . . . , n}, we have α I = β I . This implies A * Γ ⊂ (g S ) * C and gives a proof of the above remark.
Then G has two lattices Γ 1 = Z ⋉ Z 2 and Γ 2 = 2Z ⋉ Z 2 . In the case of Γ 1 , we take S trivial. Then A * Γ ⊂ (g S ) * C and hence H * (G/Γ 1 ) ∼ = H * (g S ) ∼ = H * (g). In the case of Γ 2 , we take S = T = Ad s (G). Then,
Then we have the Jordan decomposition
Hence the maximal torus A(Ad s (G)) is
By T = S 1 , G S 1 is the nilshadow N G and so the cohomology H * (G/Γ) is computed by the Lie algebra of N G = R ⋉φ R 4 .
Modification and invariant complex structures.
Let J be a left-invariant complex structure on G such that J • (Ad s ) g = (Ad s ) g • J for every g ∈ G. Since T is the Zariski closure of Ad s (G), t and J commute, for every t ∈ T . Moreover, for anyX ∈ g S we have
Then J can be considered as a left-invariant complex structure on the Smodification G S = (G, • S ). Moreover for a lattice Γ of G such that the restriction π S | Γ is trivial, the complex solvmanifold (G/Γ, J) is biholomorphic to G S /Γ endowed with the invariant complex structure induced by the left-invariant complex structure J on G S . We can apply Proposition 3.7 to the following two examples. 
A basis of complex left-invariant 1-forms is given by
and in terms of the real basis of left-invariant 1-forms (e 1 , . . . , e 6 ) defined by
the structure equations are: where we denote by e ij the wedge product e i ∧ e j . Let B ∈ SL(2, Z) be a unimodular matrix with distinct real eigenvalues: λ, 1 λ . If t 0 = log λ, i.e. e t0 = λ, then there exists a matrix P ∈ GL(2, R) such that
Then, by [28] 
Since G has trivial center, we have that Ad G (G) ∼ = G and thus Ad G (G) is a semidirect product R 2 ⋉ R 4 . Moreover, for the Zariski closures of Ad G (G) and Ad G (Γ) we obtain
where the split torus R # corresponds to the action of e 1 2 (z+z) and the compact torus S 1 to the one of e 1 2 (z−z) . Therefore in this case A(Ad G (G)) = S 1 A(Ad G (Γ)) and A(Ad G (Γ)) is connected. By applying Theorem 2.6 there exists a simply connected normal subgroupG = ∆(G) of S 1 ⋉ G. The new Lie groupG is obtained by killing the action of e 1 2 (z−z) . Indeed, we get that
Note thatG is the modification G S of G, where the algebraic subtorus S of T = A(Ad s (G)) ∼ = R # × S 1 corresponds to the action of e 1 2 (z−z) . The diffeomorphism between G/Γ andG/Γ was already shown in [28] . Then in this case one has the isomorphism H * dR (G/Γ) ∼ = H * (g), whereg denotes the Lie algebra ofG and the de Rham cohomology of the Nakamura manifold G/Γ is not isomorphic to H * (g) (see also [11] ). The Nakamura manifold G/Γ is a complex parallelizable manifold and it is endowed with the bi-invariant complex structure J with (1, 0)-forms (φ 1 , φ 2 , φ 3 ). In particular we have J • (Ad s ) g = (Ad s ) g • J, for every g ∈ G. Applying Proposition 3.7 J can be viewed as a left-invariant complex structure on the S-modification G S =G and since the restriction π S | Γ is trivial, the Nakamura manifold (G/Γ, J) is biholomorphic to (G S /Γ, J). This property was already proved in [28] .
and H 3 (R) is the 3-dimensional real Heisenberg group which is considered as R 3 with the multiplication
G admits a basis of left-invariant 1-forms (e 1 , . . . , e 4 ) such that
By [9] the Lie group G admits lattices of the form Λ k,l = lZ ⋉ Γ k , where k ∈ N, l = π, π 2 and Γ k = Z × Z × 1 2k Z. The left-invariant complex structure on G defined by Je 1 = e 2 , Je 3 = e 4 satisfies the condition J • (Ad s ) g = (Ad s ) g • J, for every g ∈ G. Therefore, by applying Proposition 3.7, we have that J can be viewed as a left-invariant complex structure on the S-modification G S ∼ = R × H 3 (R), where S = S 1 is generated by e 4 .
Modifications and Holomorphic Mostow fibrations
Let G be a simply connected solvable Lie group with a lattice Γ and g be the Lie algebra of G. Let N be the nilradical of G. It is known that Γ ∩ N is a lattice of N and Γ/Γ ∩ N is a lattice of the abelian Lie group G/N (see [24] ). The solvmanifold G/Γ is a fiber bundle N/Γ ∩ N = N Γ/Γ / / G/Γ / / G/N Γ = (G/N )/(Γ/Γ ∩ N ) over a torus with a nilmanifold N/Γ ∩ N as fiber. Here the identification N/Γ ∩ N = N Γ/Γ is given by the correspondence
This fiber bundle is called the Mostow bundle of G/Γ. Its structure group is N Γ/Γ 0 , where Γ 0 is the largest normal subgroup of Γ which is normal in N Γ, and the action is by left translations (see [27] ). For a maximal torus T of A(Ad(G)), consider the group T ⋉G. Take the centralizer C = C T (G). Then C is a simply connected nilpotent subgroup of G such that G = C · N (see [13] ). Note that N Γ = N · (Γ ∩ C).
Suppose that N admits a left-invariant complex structure J N . For nc ∈ N · (Γ ∩ C), using the correspondence (3), we have nc · (n ′ Γ ∩ N ) = ncn ′ c −1 Γ ∩ N. Proof. Suppose that for any c ∈ Γ ∩ C we have Ad c • J N = J N • Ad c on n. We can assume that A(Ad(Γ)) is connected, otherwise we can pass to a finite index subgroup of Γ. Let T be a maximal torus of A(Ad(G)) and S ⊥ a maximal torus of A(Ad(Γ)). Consider the semi-direct product T ⋉ G. Then this group is a real algebraic group as T ⋉ G = T ⋉ U G , where U G is the nilshadow of G. Therefore, the nilradical N of G is a unipotent algebraic subgroup of U G . Take the Zariski-closures A(C) and A(Γ ∩ C) in T ⋉ U G . Since for any c ∈ Γ ∩ C we have Ad c • J N = J N • Ad c on n and the action of T ⋉ U G on n is algebraic, for any [13] ). Hence C ∩ Γ = C T ⋉UG (T ) ∩ Γ. Since the Zariski closures of Γ and G in T ⋉ U G are S ⊥ ⋉ U G and T ⋉ U G respectively, A(C) and A(Γ ∩ C) have the same unipotent radical U ′ = U G ∩ C T ⋉UG (T ) and we get A(C) = T ⋉ U ′ and
Suppose G has a left-invariant complex structure J. Then in the above settings, we consider the following condition. Note that if the above condition is satisfied, then the Mostow fibration of G/Γ is holomorphic. If (G, J) is a complex Lie group, then we can take N and C as complex subgroups and hence the condition 4.2 holds.
We can state the following Proof. Since Ad s is identified with the map G = C · N ∋ cn → (Ad c ) s ∈ Aut(g), it follows that (1) ⇒ (2). Suppose that the condition (2) holds. Since T = A(Ad S (G)), using the splitting T ⋉ G = T ⋉ U , we have C = C T ⋉U (T ) ∩ G. Like in the proof of Proposition 4.1, we have
From the conditions (Ad s ) g • J = J • (Ad s ) g and π S (c) ∈ T , we get that π S (c) • J N = J N • π S (c). Hence we obtain
and therefore also the assertion (2) ⇒ (1) follows.
Using Proposition 4.1 it is possible to obtain a left-invariant complex structure on a modification of G starting with (a not necessarily integrable) almost complex structure. We consider the sum g = c + n associated with the product G = C · N, where c is the Lie algebra of the subgroup C ⊂ G as above. We suppose that G admits a left-invariant almost complex structure J such that J(c) ⊂ c, J(n) ⊂ n and J is integrable on c and n, i.e., N J (X, Y ) = 0 for any X, Y ∈ c and for any X, Y ∈ n, where N J is the Nijenhuis tensor for J. In this case, since it is possible that N J (X, Y ) = 0 for X ∈ c and Y ∈ n, J may not be integrable on G. By Proposition 4.1, we obtain the following result. Proof. We take a S-modification G S as in Proposition 4.1. Then we have the sum g S = c ′ + n, where c ′ is the Lie algebra of C ′ . By the construction of C ′ (see the proof of Proposition 4.1), we have an isomorphism c ′ ∼ = c. Thus, corresponding to the almost complex structure J, we can define the left-invariant complex structureJ on G S such thatJ (c ′ ) ⊂ c ′ ,J(n) ⊂ n and NJ (X, Y ) = 0 for any X, Y ∈ c ′ and for any X, Y ∈ n. As in Proposition 4.1, for every c ′ ∈ C ′ we have Ad c ′ •J N =J N • Ad c ′ and hence for any X ∈ c ′ and Y ∈ n we have [X,JY ] =J[X, Y ]. This implies that NJ (X, Y ) = 0 for any X ∈ c ′ and Y ∈ n and henceJ is integrable.
This corollary and its proof give the following useful result. 
Then there exists a finite index subgroupΓ ⊂ Γ and a S-modification G S = C n ⋉φ N containing Γ such that, for any t ∈ C n , we haveφ(t) • J N = J N •φ(t). In particular the almost complex structure J C n ⊕ J N on g S = C n ⋉φ n is integrable. 
Consider on R 8 the left-invariant complex structure J R 8 given by
and for J R 2 with J R 2 (X) = Y the almost complex structure J R 2 ⊕ J R 8 is not integrable. We can take as a lattice of G the subgroup Γ = (aZ + 2π √ −1Z) ⋉ Γ ′′ for some a ∈ R and some lattice Γ ′′ in R 8 . Then we can apply Corollary 4.5. Indeed, J R 8 satisfies the condition φ(t)
Dolbeault cohomology
The aim of this section is to construct a differential bigraded algebra (DBA) which allows to compute the Dolbeault cohomology of a solvmanifold (G/Γ, J) endowed with an invariant complex structure J, in the case that the Mostow fibration is holomorphic and J commutes with Ad s .
We first recall some results in [18] . Consider a solvable Lie group G which is a semi-direct product of the form C n ⋉ φ N where:
• N is a simply connected nilpotent Lie group with the Lie algebra n and a left-invariant complex structure J N ; • for any t ∈ C n , φ(t) is a holomorphic automorphism of (N, J N ); • φ induces a semi-simple action on the Lie algebra n of N .
• G has a lattice Γ (then Γ can be written by Γ = Γ ′ ⋉ φ Γ ′′ such that Γ ′ and Γ ′′ are lattices of C n and N respectively and for any t ∈ Γ ′ the action φ(t) preserves Γ ′′ ); • the inclusion * , * n * ⊂ A * , * (N/Γ ′′ ) induces an isomorphism H * , * ∂ (n) ∼ = H * , * ∂ (N/Γ ′′ ) . By using the Borel spectral sequence (see [15] ) of the holomorphic fibration N/Γ N → G/Γ → C n /Γ C n determined by the splitting (in fact this spectral sequence is degenerate at E 2 (see [18, Section. 4] ), the third author constructed in [18] an explicit finite dimensional sub-DBA of the Dolbeault complex A * , * (G/Γ) which computes the Dolbeault cohomology of (G/Γ, J).
Given a complex representation V ρ of a simply connected complex abelian Lie group we define as in [24] the holomorphic flat bundle E ρ = (A×V ρ )/Γ given by the equivalence relation (γg, ρ(γ)v) ∼ (g, v) for g ∈ A, v ∈ V ρ and γ ∈ Γ. We can prove the following 
where E ρ is the holomorphic flat vector bundle induced by the representation ρ.
Proof. Let E ρα i be the holomorphic flat vector bundle induced by the representation ρ αi . Since ρ αi is triangularizable, we have a sequence Consider the natural inclusion * , *
Then since the line bundle L β −1 i αi is trivial, inductively this inclusion induces a cohomology isomorphism. Hence the lemma follows.
Let G be a simply connected solvable Lie group with a left-invariant complex structure J, Γ be a lattice of G and N be the nilradical of G.
In the same setting as in Section 4, we suppose that Condition 4.2 holds. By Corollary 4.3, we have (Ad s ) g • J = J • (Ad s ) g and we can take a basis X 1 , . . . , X n , Y 1 , . . . , Y m of g 1,0 such that Y 1 , . . . , Y m is a basis of n 1,0 and (Ad s ) g Y i = α i (g)Y i for any g ∈ G. Consider unitary characters β i and γ i such that α i β −1 i andᾱ i γ −1 are holomorphic on G/N as in [18, Lemma 2.2] . Let x 1 , . . . , x n , y 1 . . . , y m be the dual basis of X 1 , . . . , X n , Y 1 , . . . , Y m . Define the differential bigraded algebra (DBA) Observe that ρ = Ad s on G/N Γ. Let σ : G/N → Aut( * , * n) be the action induced by Ad s and * , * n = V σ δ i the generalized weight decomposition. Then the V σ δ i are sub-cochain complexes of * , * n and this decomposition is a direct sum of cochain complexes. Hence
Since σ : G/N → Aut( * , * n) induces the semisimple part of the action ρ : G/N → Aut(H * , * (n)), we have H * , * (V σ δ i ) ∼ = V ρ δ i , and consequently * Ẽ * , * 1
So the theorem follows.
where k 0 is a real constant number so that the matrix e k0 0 0 e −k0 is conjugate to an element of SL(2, Z). Then, the nilradical has Lie algebra n = B 1 , B 2 , C 1 , C 2 , C 3 , C 4 , D 1 , D 2 , D 3 , D 4 and the extension 0 → n → g → g/n → 0 cannot split. Consider the complex structure J on g defined by
Let G be the simply connected Lie group with the Lie algebra g and N the nilradical. Then G cannot split as G = C ⋉ N , but on the other hand we have Remark 5.4. Suppose that G is the semi-direct product C n ⋉ φ L such that L is a simply connected nilpotent Lie group with the Lie algebra l. Then in general L is not necessarily the nilradical of G.
On the other hand, in this case, we have Ad s = id C n ⊕ φ s on g = C n ⋉ l where φ s is a semi-simple part of φ : C n → Aut(l). By a similar proof as the one of Theorem 5.2, as a generalization of the result in [18] we obtain the following theorem.
Theorem 5.5. Let G be a solvable Lie group which is the semi-direct product C n ⋉ φ L where:
• L is a simply connected nilpotent Lie group with the Lie algebra l and a left-invariant complex structure J L . • For any t ∈ C n , φ(t) is a holomorphic automorphism of (L, J L ). 1 • G has a lattice Γ. (Then Γ can be written by Γ = Γ ′ ⋉ φ Γ ′′ such that Γ ′ and Γ ′′ are lattices of C n and L respectively and for any t ∈ Γ ′ the action φ(t) preserves Γ ′′ ). • The inclusion * , * l * ⊂ A * , * (H/Γ ′′ ) induces an isomorphism H * , * ∂ (l) ∼ = H * , * ∂ (L/Γ ′′ , J L ). Consider a basis X 1 , . . . , X n , Y 1 , . . . , Y m of g 1,0 such that Y 1 , . . . , Y m is a basis of l 1,0 and φ s (g)Y i = α i (g)Y i for any g ∈ C n . Take unitary characters β i and γ i such that α i β −1 i and α i γ −1 are holomorphic on C n as in [18, Lemma 2.2] . Let x 1 , . . . , x n , y 1 . . . , y m be the dual basis of X 1 , . . . , X n , Y 1 , . . . , Y m and define the differential bigraded algebra (DBA)
Then the inclusion B * , * Γ ⊂ A * , * (G/Γ) induces a cohomology isomorphism.
Dolbeault cohomology and modifications
Using the DBA described in the previous Section, we will show that for some cases the Dolbeault cohomology of (G/Γ, J) is isomorphic to the invariant Dolbeault cohomology of a modification of the Lie algebra of G.
Consider the same assumptions as in Theorem 5.2 and the DBA be a representation such that ρ(g)
1 Note we do not need to suppose φ is semi-simple. Lemma 6.1. We denote by Aut d n C (g C ) the group of automorphisms of the complex Lie algebra g C which are diagonalized by the basis X 1 , . . . , X n ,X 1 , . . . ,X n , Y 1 , . . . , Y m ,Ȳ 1 , . . . ,Ȳ m such that f ∈ Aut d n C (g C ) satisfies f X i = X i and fX i =X i . Then for any g ∈ G, we have ρ(g) ∈ Aut d n C (g C ).
Choosing the parameters (t 1 , . . . , t m , s 1 , . . . , s m ) such that f Y i = t i Y i and fȲ i = s i Y i , the algebraic group Aut d (n C ) is then defined by equations of the form
where for a multi-index
hold, by definition of β i and γ i we get
. Hence, since by construction (Ad s ) g ∈ Aut d n C (g C ), we have ρ(g) ∈ Aut d n C (g C ). We have that T = A(ρ(G)) and thus by the previous lemma T ⊂ Aut d n C (g C ). Let S ⊥ the connected subtorus of T defined by S ⊥ = A(ρ(Γ)). We assume S ⊥ is connected. In case S ⊥ is not connected, we can take a finite index subgroup Γ ⊂ Γ such that A(ρ(Γ)) is connected. We have the direct decomposition T = S × S ⊥ , where S is a complement of S ⊥ in T . Consider the projection π : G → T → S, then π : G → (β 1 , . . . ,β m ,γ 1 , . . . ,γ m ). Consider the vector spacesg
. . x n ,β 1 y 1 , . . . ,β m y m >, (g 0,1 ) * = span < x 1 , . . . x n ,γ 1 y 1 , . . . ,γ m y m >, and the subcomplex (g 1,0 ) * ⊗ (g 0,1 ) * of the Dolbeault complex A * , * (G/Γ). Then we can show the following: Lemma 6.2. B * , * Γ ⊂ (g 1,0 ) * ⊗ (g 0,1 ) * . Proof. We regard T ⊂ Aut d (n C ) as a subset of the group of the complex diagonal matrices D 2m (C). For
Suppose that (β J γ L )⌊ Γ = 1 for some J, L ⊆ {1, . . . , m} and consider
Then, since ρ(Γ) ⊂ S ⊥ , we have (g J g ′ L ) |ρ(Γ) = 1. Hence
Since S ⊥ is the Zariski closure of ρ(Γ), we get h J h ′ L = 1 and consequently f J f ′ Sinceβ i andγ i are unitary, there exist holomorphic characters δ i such that
Then we can prove the following
defining the algebraic group Aut d n C (g C ), as in the proof of Lemma 6.1. Since S is a sub-torus of T = A(ρ(G)) ⊂ Aut d n C (g C ), we haveβ
. By the complex conjugation, we also get
and this implies
and soγ
. Thus we haveβ
. By the construction of δ i , we obtainδ
.
Since δ i is holomorphic, the following relation holds
Therefore ρ ′ (g) ∈ Aut d n C (g C ).
Takeg 1,0 = span < X 1 , . . . X n ,β −1 1 δ −1 1 Y 1 , . . . ,β −1 m δ −1 m Y m >, g 0,1 = span < X 1 , . . . X n ,γ −1 1 δ −1 1 Y 1 , . . . ,γ −1 m δ −1 m Y m >, Theng 1,0 ⊕g 0,1 is a complex Lie algebra andβ i δ i =γ i δ i yields g 1,0 =g 0,1 .
Sinceg 1,0 is closed under bracket, the complex Lie algebrag 1,0 ⊕g 0,1 has a real formg endowed with a integrable complex structureJ. Consider the cochain complex (g 1,0 ) * ⊗ (g 0,1 ) * .
Since δ i is holomorphic, we have a cochain complex isomorphism (g 1,0 ) * ⊗ (g 0,1 ) * ∼ = (g 1,0 ) * ⊗ (g 0,1 ) * .
Thus H * , * ∂ (G/Γ) ∼ = H * , * ∂ (g,J) and we can state the following theorem. Theorem 6.4. Let G be a simply connected solvable Lie group with a left-invariant complex structure J, a lattice Γ and the nilradical N . In the same setting as in Section 4, we suppose Condition 4.2. Furthermore, we assume H * , * ∂ (N/Γ ∩ N ) ∼ = H * , * ∂ (n). Then there exists a finite index subgroupΓ of Γ and a real Lie algebrag with a complex structurȇ J such that H * , * ∂ (G/Γ) ∼ = H * , * ∂ (g,J).
Moreover
(1) If we suppose furthermore that g is completely solvable, then we can chooseg as a completely solvable Lie algebra.
(2) If we suppose furthermore that J is an abelian complex structure (i.e. g 1,0 is abelian), then we can chooseJ as an abelian complex structure ong.
Proof of the assertion (1). Since α i =ᾱ i , we have β i = γ i and henceβ i =γ i . We have δ i =α iβi for some real characterα i and thus g 1,0 = span < X 1 , . . . X n ,α −1 1 Y 1 , . . . ,α −1 m Y m >, g 0,1 = span < X 1 , . . . X n ,α −1 1 Y 1 , . . . ,α −1 m Y m > .
Proof of the assertion (2) . We have [JX, JY ] = [X, Y ], ∀X, Y ∈ g , or equivalently d(g 1,0 ) * ⊂ (g 1,1 ) * .
We have ad X (JY ) = −ad JX Y, ∀X, Y ∈ g.
If Z ∈ g 1,0 , i.e. if JZ = √ −1Z, we get (ad X + √ −1Jad X )(Z) = 0, ∀X ∈ g, and so in particular that ad s vanishes on g 1,0 . This implies that α 1 , . . . , α n are anti-holomorphic. Hence by the constructions of γ i , each γ i is trivial and eachγ i is also trivial.
Sinceβ i andγ i are unitary, we have holomorphic characters δ i such that
We can show that the complex structureJ ong is abelian sincȇ g 1,0 = span < X 1 , . . . X n , δ Remark 6.5. Note that since J is abelian we always have [7, 10] H * , * ∂ (n) ∼ = H * , * ∂ (N/Γ N , J N ) , where N is the nilradical of G and J N is the abelian complex structure induced by J on N . Example 6.6. We can apply Theorem 6.4 to the Lie group G = C ⋉ φ C 2 with φ(z 1 ) = e z 1 0 0 e −z1 .
Consider on G the abelian complex structure J defined by
There is a lattice Γ in G of the form (Z + 2π √ −1Z) ⋉ Γ ′ with Γ ′ lattice in N = C 2 . In this case we have δ i = α i andα i = α i . Since α 1 = e z 1 , α 2 = e −z1 we obtain thatg 1,0 = span < X 1 , Y 1 , Y 2 >= span ∂ ∂z 1 , ∂ ∂z 2 , ∂ ∂z 3 .
Therefore the modification (g,J) of (g, J) is the abelian Lie algebra C 3 .
In the case of a complex parallelizable compact solvmanifold, the assumptions of Theorem 6.4 hold and hence we can show the following. Corollary 6.7. Let G be a simply connected complex solvable Lie group with a lattice Γ. Then there exists a finite index subgroupΓ of Γ and a complex Lie algebrag such that H * , * ∂ (G/Γ) ∼ = * g 1,0 ⊗ H * (g 0,1 ) .
Proof. In case g is a complex solvable Lie algebra, α i is holomorphic and so β i andβ i are trivial. Hence we haveδ i = δ iγi and g 1,0 = span < X 1 , . . . X n , δ −1 1 Y 1 , . . . , δ −1 m Y m >, g 0,1 = span < X 1 , . . . X n ,δ −1 1 Y 1 , . . . ,δ −1 m Y m > . Thus the corollary follows. with a lattice Γ = (aZ + 2π √ −1) ⋉ Γ ′′ . Then we have H * , * (G/Γ) ∼ = C 3 and hence we getg ∼ = C 3 . But no lattice in G embeds inG = C 3 with the Lie algebrag.
