We show how the spatial character of unconstrained motion in a network of bonds can be directly inferred from the topological arrangement of constraints. Relaxation time scales of these soft modes are determined, and from this information we generate spatial maps of the heterogeneous distribution of relaxation times in the disordered network. We show that the nature of the dynamic heterogeneity and its sensitivity to changes in bond configuration depends dramatically on the proximity of the system to the rigidity percolation point.
T
he kinetic behavior of supercooled liquids is dominated by those configurations, known as inherent structures (1) , which correspond to the local minima of the potential energy. This perspective, articulated by Goldstein (2) in 1969, is now generally accepted (3) (4) (5) (6) . The inherent structures can be regarded as zero-temperature disordered solids. The continuous transition from fluidity to rigidity that characterizes the glass transition is accomplished by the supercooled liquid sampling these disordered solids at nonzero temperatures for durations that increase as the temperature drops. Eventually, a low enough temperature is reached such that 1 local minimum persists indefinitely. To understand the kinetic and structural features of the transitions between different inherent structures we must understand the types of motion available to disordered solids. In this article we start from the proposal that constraint networks provide a general description of such solids and then develop a method for identifying the spatial distribution of the motions that remain unconstrained in such materials (i.e., the soft modes) and the spectrum of relaxation times associated with these modes.
In the absence of explicit structural correlates for dynamics, the descriptive approach of dynamic heterogeneities has proved a powerful way forward in developing microscopic accounts of glassy relaxation and in articulating questions about determining dynamics from structure (7) . Recently, it was shown that the spatial distribution of low-frequency quasi-localized normal modes is strongly correlated with the spatial distribution of irreversible reorganization (8) . This study and related work (9) (10) (11) (12) (13) underline the importance of understanding the relation between local soft modes and structure in disordered solids. Understanding how features of an inherent structure determine the spatial pattern of motions is of central importance in developing a useful microscopic treatment of glass transitions and is the goal of this article.
Faced with the daunting variety of particle arrangements that typically comprise a disordered solid, geometrical characterizations of such solids are difficult to both perform and interpret. An alternative treatment of amorphous rigidity is based on networks of constraints. The constraint approach to rigidity focuses on topology, instead of geometry, and the global balance between constraints and degrees of freedom. Interactions between particles are treated as constraints, and the rigidity of a network of these constraints is established when the number of independent constraints equals the number of degrees of freedom (minus those associated with the center of mass motion of the system). These ideas were introduced into the glass field by Phillips (14) and Thorpe (15) and to the problem of granular packing by Guyon et al. (16) . Once the nature of the constraints associated with each bond is specified, the Maxwell condition establishes the minimum number of bonds required for there to be no internal floppy modes left in a system of particles. This particular state is called the isostatic state, and it is defined as a rigid state resulting from the absence of any flexibility. In this study we equate floppy modes and soft modes; therefore, it follows that a rigid state has no soft modes. Whether a particular simulation of a constraint network can achieve rigidity via the isostatic state depends on the choice of the protocol (e.g., random placement, stress avoidance, bond aggregation, etc.) by which bonds are added.
The condition for rigidity, as defined here, is more stringent than is required to define solidity. A solid is a material that exhibits rigidity with respect to macroscopic distortions. The onset of solidity, therefore, corresponds to the minimum bond density for which the probability of finding a rigid cluster spanning the system jumps (in the limit of large system size) from 0 to 1. This transition is known as the rigidity percolation transition. The onset of solidity will always take place at a bond density less than that of rigidity, with the difference between the 2 transition points depending on what, if any, correlations are imposed on the placement of the bonds. The basic thesis of this article is that inherent structures of a liquid are (i) solids and (ii) retain sufficient floppy modes to allow them to undergo transitions to other inherent structures. In the language of constraint networks, this thesis corresponds to the proposal that inherent structures are described by constraint networks lying between the appropriate solidity and rigidity transitions.
Although the original applications of constraints in glassforming liquids focused exclusively on covalent network materials (14, 15) , there are now both theoretical arguments (17) and numerical evidence (18) establishing that random close-packed structures of hard spheres represent isostatic structures. In 1998, Liu and Nagel (19) speculated that the jamming transition associated with granular material was equivalent to a glass transition at zero temperature where density is used as the control parameter. Although the merits of this proposal are still debated, there has been considerable research exploring the parallels between glassy and granular phenomena. Driven granular material was found to exhibit dynamic heterogeneities similar to those seen in glass-forming liquids (20, 21) . The distribution of forces (22) and the low-frequency Boson peak (23) have been shown to be similar in models of quenched glasses and in isostatic granular packings. O'Hern et al. (24) have argued that rigidity coincides with the isostatic state at the random close-packed density for hard spheres. This article is a PNAS Direct Submission.
In the following section (section I), we review the treatment of constraints and floppy modes introduced by Phillips and Thorpe to the study of network glass-forming liquids. In section II, we introduce the concept of unconstrained motion and show how these motions can be unambiguously provided with a spatial distribution. In section III, we present our results for the spatial distribution of these unconstrained motions as a function of the bond density on a triangular lattice. We consider the moment of inertia of each unconstrained motion and use it to assign an average thermal velocity to each motion and, hence, determine a relaxation time for each lattice site in the random network. In section IV, we examine the sensitivity of the spatial distributions of unconstrained motions with respect to small changes in bond arrangements. A discussion and conclusion of our results follow in sections V and VI, respectively.
I. Model and Methods
The Model. We shall consider the following model: a 2D system of particles represented by the vertices of a triangular lattice in periodic boundary conditions. We have studied system sizes varying from 100 to 10,000 vertices. Unless otherwise specified, the results shown herein have been obtained by using a 2,500-site lattice. Because the subsequent description of structure involves only the topology of constraints between particles, the geometrical features of the lattice are irrelevant. Constraints, in the form of rigid bonds between neighboring particles, are assigned at random. Each bond configuration is fixed; therefore, the unconstrained motions described in this article are, specifically, a property of a particular bond configuration (i.e., the inherent structure).
Redundant Bonds and Floppy Modes. In 1979, Phillips (14) used the stability condition, developed by Maxwell to describe trestle structures, to address the rigidity of network glasses. The number of floppy degrees of freedom f is equal to the number of internal degrees of freedom of a collection of N particles (i.e., 3N Ϫ 6, in 3D) minus the number of constraints. It follows that 3N Ϫ 6 constraints are required to convert the N particles into a single rigid solid. The possible types of constraints (bars, struts, and tethers) have been discussed by Connelly et al. (25) . In this article we shall consider only rigid bonds (known as bars) between pairs of particles.
The problem with this simple counting is that it implicitly assumes that every constraint removes 1 more degree of freedom. This assumption is not true if a constraint is redundant, that is, the bond has been placed between 2 particles that are fully constrained already, with the result that there is a local overconstraint. To count the true number of floppy modes in a network it is necessary to identify these redundant constraints. This problem was solved in 2D by Jacobs and Thorpe (26, 27) with their introduction of the Pebble Game algorithm. The algorithm calculates the number of floppy modes, locates regions that are overconstrained, and decomposes the system into separate rigid clusters.
The Pebble Game is implemented in 2D as follows. Initially each site has 2 free pebbles attached to it, representing the degrees of freedom available to that site (in d dimensions there would be d pebbles per site). The object of the Pebble Game is to move pebbles from their sites and onto bonds attached to the same site such that (i) there is no more than 1 pebble per bond and (ii) the number of pebbles moved to bonds is maximized. The pebbles on bonds correspond to the degrees of freedom removed by the bond constraints. When a new bond is added, pebbles are moved around the system, with the intention of obtaining 2 free pebbles on each of the newly connected sites, 4 in total. However, the movement of the pebbles is restricted by the conditions that all independent bonds must remain covered and that pebbles must remain attached to their original sites. One of the 4 collected pebbles is then used to cover the bond. If 4 free pebbles cannot be found (it is always possible to find 3 pebbles, because they correspond to the rigid body motion of the bond), the bond is redundant and an overconstrained region is identified. The overconstrained region consists of the set of bonds searched in trying to free the fourth pebble.
Once the network has been built, rigid clusters can be identified. A pair of sites belong to the same rigid cluster if an additional bond between the 2 sites would be redundant. Otherwise, the 2 sites belong to different rigid clusters. We also have clusters of size 1 (i.e., unbound particles). By this method, the system is then decomposed into rigid clusters and isolated, nonbonded sites. The degrees of freedom remaining in the system, floppy modes, are represented by pebbles that do not cover bonds but remain attached to their original sites.
The rigidity percolation transition occurs when the probability of finding a spanning rigid cluster undergoes an abrupt jump in magnitude with increasing bond density. For a triangular lattice with randomly placed bonds, the percolation transition occurs at a bond density of 0.66 (26) . Because the inherent structures we are looking to model are solid, the relevant constraint networks are those with a bond density greater than or equal to 0.66. We shall, however, include data from bond densities below the transition density for completeness.
Although there is, generally, little known about the nature of constraints in inherent structures, granular studies have provided examples in which local stability is associated with configurations at their rigidity transition and their isostatic rigid state [both points coinciding for spheres with short-range repulsions (24) ]. Our choice of randomly distributed bonds means that we cannot produce the isostatic state (because we do not avoid redundant bonds). Even when redundant bonds are disallowed on the triangular lattice, the rigidity onset and the isostatic point do not coincide, the former occurring at a slightly lower bond density than the latter (28). Our discussion, therefore, shall be about the dynamic consequences of inherent structures being either at the rigidity transition or at higher bond densities. We shall leave for future work the study of the inf luence of nonrandom-bond distributions, such as those responsible for the isostatic state, on the heterogeneity of soft modes.
Unconstrained Motions and the Unambiguous Assignment of Dynamic
Heterogeneity. In this article we aim to characterize the spatial distribution of modes in a constraint network. To this end, we need to translate the spatial distribution of floppy modes as generated by the Pebble Game into a spatial distribution of particle movement. Unconstrained motions in the constraint network come in 2 forms. Each isolated (or free) cluster has 3 unconstrained degrees of freedom (these are the modes, 2 translational and 1 rotational, corresponding to rigid body motion). A site with no bond (i.e., a free particle) is a cluster of size 1, and its rigid body motion consists of 2 translational modes. The second type of unconstrained motion arises from flexions or internal motions within nonrigid free clusters. A nonrigid cluster can be resolved into a set of rigid subclusters. These subclusters are linked together by common sites that act as pivots. A single free cluster may include many pivots. In fact, there are normally many more pivots within the system than remaining degrees of freedom (i.e., unassigned pebbles), because the motion of each pivot is not normally independent of the other pivots in the system.
The analysis of pivots and the identification of underconstrained regions have been used to analyze f lexibility in proteins. Thorpe and coworkers (29) have pointed out that substantial increases in efficiency for simulations of largeamplitude motions in globular proteins can be achieved if only the equations of motion for the degrees of freedom associated with f loppy modes are integrated. Employing an algorithm (30) similar in spirit to that described in this article, these authors have implemented this approach to the study of complex protein dynamics (31, 32) .
We identify unconstrained motions by using the following protocol: (i) all isolated sites have 2 degrees attached to them (translational modes); (ii) all isolated clusters have 3 degrees of freedom distributed evenly across all of the participating vertices (translational and rotational modes; these clusters can be composed of groups of rigid clusters that are connected by pivots); and (iii) for each pivot point (i.e., a vertex common to 2 or more different rigid clusters) a bond is placed across the pivot so that the 2 adjoining clusters are linked. The Pebble Game routine is re-run, and the change in rigid clusters caused by the probe bond is determined. In this way, by placing a bond across each pivot and noting the other pivots that no longer exist as a result of placing this bond, groups of pivots can be identified. The clusters joined together by pivots within the same group form a pivot cluster. Each pivot cluster describes 1 unconstrained motion. Note that a single free cluster may play host to many different pivot clusters, each corresponding to a distinct unconstrained motion.
If the pivot grouping described above is performed by testing each pivot (which, at this particular stage of the analysis, does not already belong to a group) independently, the result is found to be independent of the starting positions of the free pebbles and the order of pivot testing and so provides a unique description of movement within the system that does not depend on the order of bond construction. Spatial maps of the floppy modes themselves have been found not to have this useful property, exhibiting variations when, for example, the sequencing of sites in the Pebble Game is changed. Fig. 1 shows the average number of unconstrained motions associated with pivot and free clusters, shown by crosses and circles, respectively, as a function of bond density. The number of free clusters decays quickly at relatively low bond density, whereas the number of pivot clusters reaches a maximum at a bond density of Ϸ0.5, before decaying rapidly through the rigidity percolation transition. The size of the largest cluster of each type (Fig. 2) shows that the number of clusters of either type reduces rapidly as 1 large cluster starts to span the whole system. The largest free cluster spans the system at low density (Fig. 2, circles) , whereas the size of the largest pivot cluster (Fig. 2, crosses) increases dramatically around the rigidity percolation transition to span the whole system. Beyond this percolation transition there are very few small clusters (free or pivot) in the system. Normalized histograms of the average distribution of pivot and free-cluster sizes for 5 different bond densities are shown in Figs. 3 and 4 , respectively. The distribution of pivot clusters widens as the rigidity percolation transition is approached before splitting into 2 peaks for bond densities above the transition. Above the percolation transition, the position of the peak at large cluster sizes is limited by the system size, whereas the distribution of smaller clusters shows little system-size dependence. The distribution of free-cluster sizes shrinks steadily (apart from the system-spanning cluster) as the bond density increases through the rigidity percolation transition.
II. Cluster Statistics

III. The Time Scales of Collective Motion
Structural relaxation requires that a particle's position becomes decorrelated with its position at an earlier time. Particles bonded together within a free cluster can still undergo such relaxation via the translation and rotation of the free cluster as a whole. Each unconstrained motion has a characteristic thermal velocity determined by its inertia and the temperature. The larger the number of particles coupled together in a particular motion, the larger the inertia and the slower the associated thermal velocity. For the rotational modes, we can obtain the equilibrium mean-squared value of the angular velocity ͗⍀ 2 ͘ from the moment of inertia, I, of the whole cluster as follows:
Here, the role of the temperature is simply to rescale all of the angular velocities; in the following discussion we shall set k B T ϭ 1 for simplicity. We obtain a moment of inertia by assigning a mass of 1 unit to each lattice site and assuming a distance of 1 unit between adjacent sites. For the translational modes, we can replace the moment of inertia by the total mass of the cluster. We shall identify the inverse thermal velocity of the cluster as the structural relaxation time for that cluster so that
[2]
These relaxation time scales can then be assigned to each site in the free cluster.
We must also assign a characteristic time to the motions within free clusters. These internal flexions can be resolved into what we have called pivot clusters. In 1987, Zwanzig (33) considered a model consisting of random clusters of intermeshed cogs. Because the rotation of any 1 cog required the rotation of all of the cogs in the cluster, the moment of inertia would be equal to the sum of the individual moments of inertia of all of the coupled cogs in the cluster. If one restricts Zwanzig's cogs to small angular motions, they provide a nice picture of the motion of the rigid clusters that make up a pivot cluster, with the pivot points playing the role of the cogs' meshed teeth. Like the cogs, the rotation of any rigid cluster within the pivot cluster couples to rotations and translations of the other rigid clusters in that pivot cluster so that, as with the cogs, the moment of inertia of the unconstrained motion associated with the pivot cluster is the sum of the moments of inertia of all of the rigid clusters that make up that pivot cluster. However, for pivot groups containing 1 large rigid cluster, this method can overestimate the time scales required for relaxation of the smaller clusters. It makes sense to consider motion of the group with respect to the large cluster frozen in position to exclude its moment of inertia from the calculation and assign this shorter time scale to the smaller rigid clusters in the group.
Then, for the motion of the largest rigid cluster, we can calculate another time scale by freezing in position the next largest rigid cluster. We shall use this method to calculate the 2 shortest time scales for each pivot group.
We can now obtain time scales of relaxation for each pivot and free cluster by using the appropriate mass or moment of inertia. In Fig. 5 we have plotted the distribution of relaxation frequencies due to pivot and free clusters, respectively, for a number of bond densities. Note the direct connection between these distributions and the analogous distributions of cluster sizes in Figs. 3 and 4. Close to the rigidity percolation transition we see that the frequency distribution of unconstrained motions stretches continuously from the highest frequency to the lowest allowed by the system size. These results are in qualitative agreement with calculations for particles with short-range interactions (34) . For bond densities above the percolation transition, we see the distribution of frequencies break into 2 separate groups: one is located at high frequency, and the other is centered around a frequency that vanishes with increasing system size. The appearance of this broad spectrum of soft modes is a characteristic of structures close to the rigidity transition (i.e., structures of minimal rigidity). The reader is reminded that we have not included the phonon density of states, associated with a finite elastic constant for the bonds.
Next, we turn to the spatial distribution of relaxation times associated with the soft modes and, therefore, need to identify a relaxation time for each particle. In moving from the time scales for collective modes plotted in Fig. 5 to the time scales for individual particles needed to study the spatial distribution of dynamics, we must address the fact that a particle may participate in many collective motions, each with its own time scale. We have chosen to simply assign to each particle the shortest relaxation time out of all of the soft modes in which the particle participates. In this process, we ignore the relaxation times calculated for any free or rigid cluster that spans the system, because these can be regarded as being of infinite extent and assigned an infinite relaxation time.
Maps of the time scales for single bond configurations for a range of bond densities are plotted in Fig. 6 . As bond density approaches the percolation transition from either side, we see an increase in the spatial extent of the various kinetic subregions along with the growth in the distribution of time scales. At bond densities above the percolation value, the soft modes appear as increasingly isolated pockets embedded in the spanning rigid cluster. An inherent structure resembling a network close to rigidity percolation will have hyperheterogeneous dynamics, whereas an inherent structure corresponding to a higher bond density will have dynamic heterogeneities reminiscent of point defects in solids.
IV. How Sensitive Is Dynamic Heterogeneity to Changes in the Bond Configuration?
Structural relaxation in a supercooled liquid requires that multiple inherent structures be visited. Although we have postponed the inclusion of bond fluctuations to future work, we examine, in this section, the sensitivity of the spatial distributions of relaxation times at different densities when 1 bond is moved to a randomly chosen vacant position in the system. We are concerned with changes in relaxation times, particularly the shortest relaxation time for each site as assigned in section III. If the spatial distribution of soft modes can be substantially changed by a small number of bond changes, it would mean that (i) the soft modes would be rapidly distributed through the system via bond fluctuations in stark contrast to diffusing defect models and (ii) the spatial distribution of soft modes could provide little information about the long-time evolution of the configuration.
For single bond moves at these densities, we find that the general shape of the distribution of time scales does not change but that large changes in the spatial distribution of kinetics can be observed. We can quantify these changes in time scale by calculating the variance in time scale for each site, averaged over 100 bond changes,
where i is the shortest time scale for the site in the configuration formed by the ith bond move. For particles that cannot relax, in spanning clusters, we use a value of i ϭ 1,000. The maps of this variance for configurations at a number of bond densities are plotted in Fig. 7 . Gray areas show regions of no change. For intermediate bond densities, before and around the percolation transition, there are relatively large changes in time scale for most sites. At low and high densities, only small pockets of high variability are observed. We find that constraint networks close to the rigidity percolation show a very high degree of sensitivity of their mode maps to changes in the bond configuration. This sensitivity decreases rapidly as the bond density increases above the percolation value.
V. Discussion
The relaxation of a disordered network of constraints, as presented in this article, turns naturally to a cluster picture to describe complex relaxation. In focusing on the small displacements associated with the relaxation of structure and stress, the coupling of the motion of different clusters is neglected. Such coupling is described in the gel transition by Martin et al. (35, 36) in which a cluster of size R diffuses in a medium whose viscosity has contributions from the clusters of size less than R and whose confinement is determined by clusters of size greater than R. Within the constraint network picture, an explicit, but partial, treatment of collective motion and its cooperative character emerges quite naturally. Collective motions arise here because constraints induce local rigidity, which compels a group of particles to move as one while pivots link these clusters so that motion of one can only occur with the cooperative motion of the other clusters in the pivot group. This description can only be considered as a partial picture, because we neglect any consideration of how any motion might change the pattern of constraints. The rotation through any finite angle of any isolated rigid cluster, for example, would also include the influence of interactions with clusters that were not connected to it in the initial configuration via any constraints. We suggest that, although this geometrical confinement is of considerable importance with regards to the nonlinear response of the network, the topological character of the constraints, treated here, dominates the linear response.
We have arrived at a picture in which the distribution of soft modes over frequency broadens as the rigidity transition is approached from either direction in bond density. At the rigidity percolation transition this distribution spans the entire range of possible frequencies. This picture is qualitatively similar to that arrived at in studies of the anomalous phonon modes about the Fig. 6 . Spatial maps of the shortest relaxation time per particle (lattice site) for a number of different bond densities (from left to right): 0.597, 0.65, 0.66, and 0.67. We consider each unconstrained motion in the system involving the translation or rotation of free clusters or the collective motion of groups of rigid clusters connected by interdependent pivots. Each site on the lattice may be involved in any number of unconstrained motions but is assigned a time scale according to the mode with the maximum thermal velocity. The logarithmic color scale gives the relaxation time for each site. jamming transition (23, 34) . This similarity provides some encouragement that, despite the simplicity of the present model, the random constraint network provides a useful representation of the relationship between soft modes and the topology of constraints in a disordered solid.
VI. Conclusion
In this article we have presented an analysis of the spatial distribution of motions left unconstrained in a random-bond network. The spatial extent of the unconstrained motions provides a complement to the spatial extent of the rigid clusters and its associated percolation transition. As has been demonstrated in the context of the glass transition (8) and protein dynamics (29) , local mode structure provides powerful insights into the complex cooperative dynamics of these systems. In this article we demonstrate that the degree of heterogeneity of the local mode structure, and along with its sensitivity to small configuration changes, exhibits clear maxima on approaching the rigidity percolation from either direction in bond density.
We have established that the dynamic heterogeneity arising from the soft modes of the inherent structures of a particular supercooled liquid will depend crucially on whether these local minima are best described by constraint networks at the onset of solidity, the rigidity percolation, or by networks with higher densities of bonds. In the random-bond model, the approach to the rigid state (i.e., that for which unconstrained motions vanish) occurs with highly localized floppy modes embedded in heavily overconstrained clusters. Inherent structures corresponding to the rigidity percolation point exhibit large spatial and amplitude variations in their soft modes. The spatial distribution of these modes can change abruptly as a result of small changes in configuration. Such behavior is reminiscent of the avalanches described in particle simulations (12) . Inherent structures that are better described by higher bond densities would be characterized by isolated soft modes embedded in the spanning rigid cluster with significant overconstraints. The gradual evolution of these highly localized soft modes with configurational change would resemble something more like defect diffusion. We conclude that the ongoing effort to understand the relationship between the glass transition and the rigidity transition has important implications for the description of the dynamics in the deeply supercooled liquid.
