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“Discovery consists in seeing what everyone else has seen and thinking what no one
else has thought.” - Albert Szent Gyorgi (1893-1986)

“1 have yet to see any problem, however complicated, which, when you looked at it in
the right way, did not become still more complicated.” - Poul Anderson (1926-2001)
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Abstract
A wireless ad-hoc network is a collection of autonomous nodes or terminals that
communicate with each other by forming a multi-hop radio network and maintaining
connectivity in a decentralised manner. In an ad hoc network routing is used to find and
maintain a path through the network. Routing requires each node to have a unique
identifier, to ensure that packets sent to a particular node reach their intended
destination. Most ad-hoc routing protocols assume that a node already has an address
prior to its entry into a network and so the issue of address assignment is largely
ignored. This however restricts the dynamic nature of an ad hoc network as it introduces
an element of centralised control; a dynamic approach to the assignment of addresses is
required.

In the wired environment a number of different methods can be used to dynamically
assign an address.

The Internet Protocol (IP) is the most popular network layer

communication protocol used in the wired environment and requires each node in the
network to be configured w'ith a unique IP address. A number of approaches are used to
dynamically assign IP addresses in the wired environment, such as the Dynamic Host
Configuration Protocol (DHCP), Mobile IP and IPv6 Stateless Address Auto
configuration. Problems exist however when these approaches are applied to an ad-hoc
networks. As a result, a number of approaches for dynamic address assignment within
mobile ad hoc networks have been proposed.

This study presents a classification of the various approaches for address assignment
within an ad-hoc network. The various approaches are classified into two different
categories, stateful and stateless. In order to evaluate the various approaches a
simulation environment was developed. Using this simulation environment, a number of
the address assignment approaches are analysed using various simulation scenarios.
Based on the analysis of the results obtained from these simulations, various
modifications are proposed to the different approaches in order to improve their
performance and functionality.
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Chapter 1
Introduction
An ad-hoc network can be defined, as a collection of autonomous nodes or terminals
that communicate with each other by forming a multi-hop radio network and
maintaining connectivity in a decentralised manner. The main characteristics of an adhoc network include dynamic topology, erratic communication links, restricted
bandwidth and nodes with limited battery and processing power. There are two main
types of ad-hoc networks, mobile ad-hoc networks (MANET) and sensor networks.
MANET’s are commonly used in situations where temporary network connectivity is
required and are formed on a dynamic basis. An example of a MANET may be a
number of people at a meeting; in order to exchange information with each other they
form a MANET. Another example of a MANET may be found in a disaster area where
all traditional communication architecture has been destroyed, e.g. earthquake. Sensor
networks on the other hand, consists of a number of sensors spread across a
geographical area. Each sensor has wireless capabihty and sufficient intelligence for
signal processing and networking of data. An example of a sensor network may be
found in a car park, whereby stationary sensors are used to detect empty spaces within
the car park.

In an ad-hoc network, routing is used to find and maintain a path through the network.
Routing however, requires that each node have a unique identifier, to ensure that
packets sent to a particulai' node reach their intended destination. Most ad-hoc routing
protocols assume that a node already has an address prior to its entry into a network and
so the issue of address assignment is largely ignored. This however restricts the
dynamic nature of an ad-hoc network as it introduces an element of centralised control;
a dynamic approach to the assignment of addresses is required.

In the wired environment, the Internet Protocol (IP) [1,2] is the most popular network
layer communication protocol currently in use today. When using IP, each node within
the network is required to be assigned with a unique IP address. In the wired
environment a number of different methods can be used to dynamically assign IP

addresses such as the Dynamic Host Configuration Protocol (DHCP) [3], Mobile IP
[4,5] and IPv6 stateless address auto-configuration [6]. Problems exist however, when
these approaches are applied to mobile ad-hoc networks. As a result, a number of
approaches for dynamic address assignment within mobile ad-hoc networks have been
proposed. The motivation for this project herein, the objective being to categorise,
simulate, analyse and improve upon the various approaches for dynamic address
assignment within an ad-hoc network. The various approaches proposed for address
assignment in ad-hoc networks and the wired environment are categorised and their
limitations are identified. A simulation environment was developed for the analysis of a
number of the address assignment approaches. The various approaches are analysed
through various simulation scenarios using the simulation environment. A number of
modifications are proposed to the simulated approaches in order to improve their
performance and functionality based on the results. Various performance metrics are
used to analyse the performance of the different approaches. These performance metrics
were chosen as they enable an analysis of the key functions of the address assignment
process, namely address assignment, address recovery and network merger.

The outline of the thesis is as follows:
Chapter 2 provides an introduction into the Internet Protocol (IP) [1,2] and ad-hoc
networks. It begins with a description of IP, its history and the differences between the
two versions of IP, namely IPv4 and IPv6. The significance of the migration from IPv4
to IPv6 is also discussed. The chapter then proceeds to discuss the various types and
characteristics of ad-hoc networks. The latter part of the chapter outlines some of the
problem areas within ad-hoc networks.

Chapter 3 details the problem of address assignment within an ad-hoc network. TTie
chapter begins by providing an introduction to the problem of address assignment and
outlines the requirements for a possible solution. The chapter then proceeds to outline
the address assignment approaches developed for the wired environment and identifies
problems with these approaches when apphed to an ad-hoc network. Address
assignment approaches developed for ad-hoc networks are then introduced and
categorised. Each approach is discussed and its hmitations are identified.

Chapter 4 details the simulation environment developed for the simulation of address
assignment approaches within an ad-hoc network. The chapter begins by introducing
the various models such as the mobility, path loss, routing and MAC layer models,
which were developed and incorporated into the simulation environment. These models
are discussed and their importance is outlined. The latter part of this chapter outlines
how each of the various models interact with each other in order to provide an accurate
simulation of an ad-hoc network.

Chapter 5 discusses the various address assignment approaches analysed using the
simulation environment. The chapter commences by introducing the performance
metrics used for the evaluation of the various approaches and discusses how the
simulations aie setup. The chapter then proceeds to outline each of the simulated
approaches individually. Each approach is analysed through various simulation
scenarios. Modifications to various approaches are then described and verified through
further simulations. The last part of this chapter presents an overall comparison of the
simulated approaches and outlines the conclusions drawn.

Finally, chapter 6 presents a summary of the conclusions drawn from this study and
outlines proposed areas for future work.

1.1 Publications and Presentations
Formally published
•

“Influence of Network Merger on Address Assignment Strategies for Mobile Ad
Hoc Networks” John Paul O Grady, Aidan McDonald & Dirk Pesch. In
proceeding of IEEE Vehicular Technology Conference (VTC) Fall 2004, Los
Angles, California, USA. Sept 26-29 2004.

•

"Dynamic Configuration Management for MANETs: An Overview" John Paul
O Grady, Susan Rea, Sinead Cummins, Dirk Pesch and Rajiv Mathur. In
proceedings of International Symposium on hifonnation and Communication
Technologies (ISICT) 2003, Trinity College Dublin, Sept 24-26 2003

•

“Network Merger and its Influence on Address Assignment Strategies for
Mobile Ad Hoc Networks” John Paul O Grady, Aidan McDonald & Dirk Pesch.
In proceedings of Information Technology and Telecommunications Conference
2004 (IT&T 04), Limerick Institute of Technology, 20-21 October 2004.

Conference presentations

•

"Managing Wireless Ad-hoc Networks, IP Addressing and Service Delivery"
Sinead Cummins, John Paul O’Grady & Fergus O’Reilly. In proceedings of
Open M-Zdnes workshop, Waterford Institute of Technology, December 11
2003

•

"Dynamic IP Address Assignment in Ad Hoc Networks" John Paul O Grady,
Aidan McDonald. In proceedings of Irish Telecommunications Systems
Research Symposium 2003. lEI Clyde Road Dubhn 4, Ireland. May 6 2003

Chapter 2
The Internet Protocol and Ad-hoc Networks
This chapter presents an introduction into ad-hoc networks and the Internet Protocol
(IP). IP is discussed as it by far the most popular network layer communication protocol
currently in use in computer networks today, and its use is expected to increase in the
next ten to fifteen years. The various versions of IP are introduced and the addressing
structure within IP is outlined as they can have a major impact on address assignment.
Ad-hoc networks are wireless networks where the nodes are potentially mobile. The
chapter discusses the various types of ad-hoc networks and introduces some of the
problem areas within ad-hoc networks.

2.1 Internet Protocol (IP)
The Internet Protocol [1,2] is the most popular non-proprietary network communication
protocol in use today. It was developed in the mid seventies when the Defence
Advanced Research Projects Agency (DARPA) funded research into the area of
heterogeneous

connectivity

at Stanford

University.

IP

provides

a suite of

communication protocols in a layered stack; together these protocols provide a
connectionless, unreliable, best-effort packet delivery service. The Internet protocol
requires that each node have a unique IP address and provides for the transmission of
blocks of data called datagrams from source to destination nodes in the network. Each
datagram is stamped with the address of both the source and destination node, and the
datagram is routed through the network based on these addresses. There are currently
two versions of IP, IPv4 and IPv6.

2.1.1 IPv4
IPv4 was the original version of IP developed in the 1970’s and provides a 32-bit
logical address, which theoretically provides 2^^ possible unique addresses. A 32-bit IP
address is grouped into four octets. Each bit in the octet has a binary weight (128, 64,
32, 16, 8, 4, 2, 1). The minimum value for an octet is 0, and the maximum value for an
octet is 255. When illustrated, these octets are converted to decimal and separated by a
dot; an example of an IPv4 address is 152.14.55.33. Fig. 2-1 illustrates the format of the
octets.

8-bits

8-bits

8-bits

8-bits

Figure 2-1: IPv4 Address Format

The 32-bit IP address can be divided into two parts, the network number and the host
number. The network number identifies the network, and the host number identifies an
individual host on the network. Nodes in a network may share the same network
number, however each node must have a unique host number. Fig. 2-2 illustrates the
layout.
32 bits
<^==-------- --------------------------------Network Number

Host Number

Figure 2-2: IPv4 Address Layout

There are a number of different classes of IP addresses. By modifying the number of
bits in the network and host portion of an IP address, different classes of IP addresses
can be created. There are five different classes of IP addresses, ranging from Class A to
Class E, although Classes D and E are generally not used and are reserved for special
use and research purposes. The class of an IP address can be determined by examining
the prefix bits of an address and this determines the number of bits allocated to the
network and host portion of an address. For example, a Class A address is prefixed with
a leading zero bit, and this defines the network number to be 8-bits and the host number
to be 24-bits.

TTie creation of a unique host number within a network may be a problem. For example
consider an IP address with 24-bits allocated to the network number and 8-bits allocated
to the host number. All nodes within the network will share the same network number
as part of their IP address, however each node will require a unique host number as part
of their IP address. A host number of 8-bits however will only allow the creation of 'f'
(256) unique host numbers. As a result there will only be 256 possible unique IP
addresses. To tackle this problem, the concepts of subnetting and Classless Intra
Domain Routing (CIDR) were introduced.

Subnetting is used with IPv4 addresses in order to create multiple logical network
addresses from a single Class A, B or C address. By reduced the number of bits
allocated to the host portion of an IP address, and adding them to the network portion of
an IP address, you can break a major address (Class A, B or C) into multiple smaller
network addresses.

CIDR was introduced together with subnetting in order to improve address space
utilization and routing scalability within the Internet. CIDR moves away from the
traditional notion of IP classes of address. With CIDR, the network portion of an IP
address is represented by a variable number of prefix bits. A CIDR address includes the
standard 32-bit IP address and also information on how many bits are used for the
network prefix. For example, in the CIDR address 206.13.01.48/25, the '725" indicates
the first 25 bits are used to identify the unique network leaving the remaining bits to
identify the specific host. CIDR also introduces a number of mechanisms to the overall
routing process in order to improve efficiency.

Another problem associated with IPv4 is the possible shortage of globally unique IPv4
addresses. In order for a node to communicate with the Internet it requires a globally
unique address. IPv4 provides iP' possible unique addresses, however even with CIDR
and subnetting it is impossible to assign unique addresses compactly enough in order to
obtain 100% utilization. In the early 1990’s, due to the alarming rate of IPv4 addresses
depletion, technologies such as network address translation (NAT) [7] were developed.
NAT makes it possible for a site of thousands of nodes to use only a small number of
globally unique addresses. NAT translates a node’s non-globally unique internal address
into a globally unique address prior to it accessing the Internet.

NAT however

introduces a number of its own problems, such as compUcating the issue of security
within a network. Technologies such as CIDR, subnetting and NAT allowed the Internet
to grow exponentially while reducing the rate of IPv4 address depletion.

While technologies such as NAT and CIDR have reduced the rate of depletion of IPv4
addresses, it is generally accepted that the pool of available IP addresses will be
exhausted some time in the next 10-15 years. In response to this problem, the Internet
Engineering Task Force (IETF) set about developing the next generation of IP, the
result of this development was IPv6.

2.1.2 IPv6
IPv6 addresses are set at 128-bit addresses, which should preclude running out of
addresses in the foreseeable future. 128-bit addresses theoretically provide enough
unique addresses for every square inch of every planet in the solar system. IPv6
redesigns the basic packet format and introduces a number of improvements to IP in
order to overcome some of the limitations associated with IPv4. Some of these
improvements include

•

Improved Security
All IPv6 nodes support cryptographic based authentication and encryption. As a
result, any application developed for IPv6 can make certain assumptions as to
the security practices in use.

•

IPv6 Plug and Play Operation
Nodes in an ad-hoc network have the ability to auto-configure themselves

•

Improved Performance
A number of changes were also made to the packet header such as eliminating
the checksum in order to improve overall performance

IPv6 addresses are 128-bit addresses. An IPv6 address is represented in eight 16-bit
hexadecimal fields. Fig. 2-3 illustrates the format of an IPv6 address. An example of
such an address is 2000:0000:1243:0000:C1C0:0000:A2D3:A2B1
128 bits
16bits

16bits

16bits

16bits

16bits

16bits

16bits

16bits

Figure 2-3: IPv6 Address Format

IPv6 supports three different types of addresses

•

Unicast
A unicast address is an identifier for a single interface; a separate unicast address
is assigned to each network interface. IPv6 unicast address can be classified by

scopes. A scope defines the area in which an address is unique. There are two
types of scope, global scope and local scope associated with unicast addresses.
An address with global scope can be guaranteed to be globally unique whereas
an address with local uniqueness is only guaranteed to be unique within a certain
area. There are two types of local scope, link local scope and site local scope.
Link-local unicast addresses are used within a single network hnk. Link-local
addresses cannot be used outside a network link. Site-local unicast addresses aie
used within a site or intranet. A site consists of multiple network links, and sitelocal addresses identify nodes inside the intranet. Site-local addresses cannot be
used outside the site.

Multicast
A multicast address is an identifier for a set of interfaces. A packet is sent to all
of the interfaces associated with the address. For example, a number of nodes in
a network may share the same multicast address X, as a result a packet destined
for X, will be received by ail of the nodes with the multicast address X.

Multicast addresses also utilize a number of different types of address scopes,
global, organization-local, site-local, link-local, and node-local. Organizationlocal scope and node-local scope are two new types of addresses not seen in
unicast address. Organization-local scope is used in organization with several
sites. Node local scope is apphcable within a node. Such a scope is defined
because IPv6 nodes may have multiple addresses.

Anycast
An anycast address is a new type of address incorporated into IPv6. An anycast
address is a global unicast address that is assigned to a set of interfaces that
typically belong to a number of different nodes. As a result, an anycast address
identifies multiple interfaces. A packet sent to an anycast address is dehvered to
the closest interface identified by the anycast address. They are used in order to
conduct a certain function, for example during DNS discovery, if multiple
DNS’s are available each with the same anycast address, a DNS discovery
packet sent to out to the anycast address will be delivered to the closest DNS.

2.2 Ad-hoc Networks
An ad-hoc network can be defined, as a collection of autonomous mobile nodes or
terminals that communicate with each other by forming a multi-hop radio network and
maintaining connectivity in a decentralised manner.

2.2.1 Characteristics of Ad-hoc Networks
•

Dynamic Topology
Nodes in an ad-hoc network are mobile and are free to move around. As a result
the network topology of ad-hoc networks can be highly dynamic.

•

Erratic Communication Links
Due to node mobility, communication links will constantly change. The
communication links may be unidirectional and may have to contend with the
side effects of radio communication, such as noise, fading and interference.

•

Restricted Bandwidth
Many different types of communication layer protocols could be used in an adhoc network such as Bluetooth [8] and IEEE 802.11b [9]. As a result, no
assumptions can be made regarding bandwidth as it changes significantly
depending on the technology in use.

•

Energy Constraints
Since nodes in an ad-hoc network are battery powered, battery consumption has
to be as efficient as possible. Protocols developed for ad-hoc networks ought to
be as energy efficient as possible as the sending/receiving of information
consumes battery power, for example, the use of periodic broadcasts should be
kept to a minimum as each broadcast consumes a considerable amount of
energy.

2.2.2 Types of Ad-hoc Networks
The two main types of ad-hoc networks are mobile ad-hoc networks and wireless sensor
networks.

10

A mobile ad-hoc network (MANET) is an autonomous collection of mobile users that
communicate over relatively bandwidth constrained wireless links. Since the nodes are
mobile, the network topology may change rapidly and unpredictably over time.
MANET’s are commonly used in situations where temporary network connectivity is
required. They are formed on a dynamic basis, i.e. a number of users may wish to
exchange information and services between each other on an ad-hoc basis, in order to
do this they may form an ad-hoc network. There are a number of different types of
MANET.

•

Home Networks/Personal Area Networks
Personal Area Networks (PAN) / Home Networks are small networks formed by
wireless communication between devices by way of technologies such as
Bluetooth and Infrared (IR) [10] communication. A PAN may be formed
between various user devices such as PDA’s, laptops, mobile phones etc. One of
the characteristics of such networks is their small size and relatively bandwidth
constrained wireless links.

•

Spontaneous Networks
Spontaneous networks are small-scale networks created between various user
devices by way of technologies such as IEEE 802.11b and Hiper LAN [11]. An
example might be a number of users exchanging information at a conference
through the creation of a spontaneous network using their laptops. Spontaneous
networks may have a rapidly changing topology due to node mobility however;
bandwidth

restrictions

may

not

be

as

severe

compared

to

Home

Networks/Personal Area Networks.

•

Campus Area Network
A campus area network can be regarded as middle to large scale MANET. They
are usually created by way of technologies such as IEEE 802.11b and Hiper
LAN. They are similar to spontaneous networks however their size is greater.

•

Military Networks/ Disaster Recovery Situations
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There are many possible examples of Military networks, for example, a number
of ground troops may form an ad-hoc network to enable better communication
and co-ordination on the battlefield. A number of characteristics of military
networks set them apart from other types of MANET. Since military networks
are designed to maintain a low probability of interception/detection, the nodes
prefer to radiate as little power as necessary and transmit as infrequently as
possible, thus decreasing the probabiUty of detection. These types of restrictions
are generally not found in other types of MANET.

A smart sensor network consists of a number of sensors spread across a geographical
area. Each sensor has wireless capability and sufficient intelligence for signal
processing and networking of data. Sensor networks generally consist of a large number
of (most stationary) sensors. As sensor networks can vary in size enormously e.g. 10
nodes to 10,000, making scalability a major issue. Nodes in a sensor network should
also be able to self configure and organise, as due to the potentially large number of
nodes, manual configuration is impossible. Since the nodes will be of minimum
complexity and battery life, data processing at the nodes should also to be kept to a
minimum. Examples of such networks may include the following.

•

Military Sensor Networks
Sensor networks could be deployed to detect enemy movements or the presence
of hazardous materials.

•

Environmental Sensor Networks
Sensor networks could be deployed in forests in order to detect forest fires.

•

Traffic Sensor Networks
Sensor networks could be used to detect free parking spaces in a parking lot or
to detect traffic congestion in cities.

There are a number of problem areas within ad-hoc networks. These areas and their
associated problems are described in the following sections.
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2.2.3 Routing in Ad-hoc Networks
Routing is used to find and maintain a communication path through a network before
the exchange of messages. In an ad-hoc network, each individual node, due to network
decentralisation perfonns routing functionality. Characteristics of nodes within an adhoc network such as high node mobility and reduced battery power can affect routing.
Node mobility in an ad-hoc network causes unpredictable topology change; as a result
source/destination communication paths cannot be maintained for an extended period of
time. Power consumption is another problem in ad-hoc networks, as nodes need to be as
energy efficient as possible as the sending and receiving of routing information
consumes battery power. As a result of some of the above problems, numerous routing
protocols for wireless networks have been proposed. These protocols are based on
routing techniques such as distance vector and link state, which were developed for
wired networks. Routing protocols proposed for ad-hoc networks fall into three
different categories.

•

Proactive Routing Protocols
Proactive routing protocols require each node in the network to maintain one or
more tables to store up to date routing information and to propagate routing
updates throughout the network. These protocols try and maintain valid routes to
all mobile nodes all the time, which means before a route is actually needed.
Periodic route updates are exchanged in order to synchronise the tables.

Some examples of table driven ad-hoc routing protocols include Dynamic
Destination Sequenced Distance-Vector Routing Protocol (DSDV) [12],
Optimized Link State Routing Protocol (OLSR) [13] and Fisheye State Routing
Protocol (FSR) [14]. These protocols differ in the number of routing related
tables and how network topology changes are broadcasted within the network
structure. The main problem with proactive routing protocols is the associated
network overhead. Excess network overhead can be generated as the protocols
propagate and maintain routing information, regardless of whether or not is
needed.

•

Reactive Routing Protocols
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Reactive routing protocols discover communication paths through a network
only when required by the source node. Once a communication path through the
network has been discovered and established, it is maintained by a route
maintenance procedure until either the destination becomes inaccessible or until
the route is no longer required.

Some examples of reactive routing protocols include the Dynamic Source
Routing Protocol (DSR) [15], Ad-hoc On Demand Distance Vector Routing
Protocol (AODV) [16], and Temporally-Ordered Routing Algorithm (TORA)
[17]. No periodic updates are required as routing information is only generated
as needed. One problem however can be the added latency involved in
discovering a communication route through the network prior to sending a
message.

Hybrid Routing Protocols
Hybrid routing protocols try to incorporate various aspects of both proactive and
reactive routing protocols. They are generally used to provide hierarchical
routing. Routing in general can be either flat or hierarchical, with a flat routing
approach, the nodes communicate directly with each other. The problem with
flat routing however, is that it does not scale well, as it also does not allow for
route aggregation of updates.

In a hierarchical approach, the nodes are grouped into clusters; within each
cluster there is a cluster head, which acts as a gateway between different
clusters. Fig. 2-4 below illustrates the concept. Here we have two network
clusters, and communication between the two networks is achieved through the
cluster heads. The advantage of a hierarchical structure is that within a cluster,
an on-demand routing protocol could be used which is more efficient in smallscale networks. For inter cluster communication, a table driven protocol could
be used which, would allow the network to scale better. An example of such a
hybrid routing protocol is the Zone Routing Protocol (ZRP) [18].
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2.2.4 Quality of Service
The provision of quality of service within an ad-hoc network is another open problem.
In the wired environment quality of service is used to provide guarantees of service
within a network. For example, quality of service agreements between the user and the
network provider may guarantee the user certain bandwidth when running real time
applications.

Quality of service within an ad-hoc network is complicated by unpredictable channel
characteristics as a result of node mobility. There are also difficulties in sharing a
channel with many neighbours, each of which has its own set of potentially changing
quality of service requirements. A number of different approaches [19,20,21] have been
proposed which provide quality of service architectures for ad-hoc networks.

2.2.5 Security
Ad-hoc networks, as a result of offering communication over a shared wireless channel
are vulnerable to many different types of security attacks. Unlike wired networks, where
an adversary must gain physical access to the wired link or sneak through a security
hole, wireless attacks may come from anywhere on all direction. An ad-hoc network
does not have a clear line of defence. As a result, every node must be prepared to repel
attacks from any adversary. Examples of attacks on ad-hoc networks include passive
eavesdropping of wireless links, denial of service attacks or attacks from compromised
or stolen nodes. Another problem is authentication of nodes within an ad-hoc network.
In the wired environment, authentication can be easily applied though the use of central
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authentication servers. An ad-hoc network however requires a distributed approach be
applied, which significantly complicates the problem. A distributed approach introduces
many more points of attack for a malicious node. It also removes a central trusting
authority from the network. Nodes are required to continuously create and maintain
trusting relationships with each other.

Many security schemes have been proposed for ad-hoc networks. Numerous proposals
122,23,24,25] deal with the securing of the routing process within ad-hoc networks.
Malicious attacks on the routing process could disrupt the normal routing functions of
route discovery and maintenance. Other proposals [26,27,28,29] aim to provide a
distributed authentication service to nodes within ad-hoc networks. These proposals
either assume a secret association between nodes or assume the existence of a
centralised tnisted entity within the ad-hoc network.

2.2.6 Address Assignment
As mentioned earlier, routing is used to find and maintain a path through an ad-hoc
network. Since routing requires a node to have a unique identifier, each node in the adhoc network is required to have a unique addiess to ensure that packets sent to a
particular node reach their intended destination. Most ad-hoc routing protocols assume
that a node already has an address prior to its entry into a network and so the issue of
address assignment is largely ignored. This however restricts the dynamic nature of an
ad-hoc network as it introduces an element of centralised control; a dynamic approach
to the assignment of addresses is required.

1. Address Assignment in the Wired Environment
In the wired environment a number of different methods can be used to
dynamically assign an address. The Internet Protocol (IP) is the most popular
network layer communication protocol used in the wired environment and
requires each node in the network to be configured with a unique address. A
number of approaches are used to dynamically assign these IP addresses in the
wired environment. Of these the Dynamic Host Configuration Protocol (DHCP)
[3] is the most popular although both Mobile IP [4,5] and IPv6 stateless address
auto-configuration [6] could also be used. Problems exist with these approaches
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when they aie applied to ad-hoc networks. These problems will be discussed in
detail in chapter 3.

2. Address Assignment in Ad-hoc Networks
The peer-to-peer nature of an ad-hoc network means that a distributed approach
to address assignment is required. The process of dynamic assignment of
addresses in an ad-hoc network can basically be divided into two different
categories, stateful and stateless approaches.

•

Stateful Approach
In the stateful approach when a new node enters the network and requires
an address, it chooses a configured node to assist it in tlie selection of a
unique address. This configured node may assist the new node in a
number of ways. The configured node may for example choose an
address and verify the uniqueness of this address on behalf of the un
configured node. It may also provide information to the un-configured
node to assist it in the uniqueness verification process.

•

Stateless Approach
In a stateless approach when a node enters into the network and requires
an address, it creates and verifies the uniqueness of an address without
any assistance from other nodes within the network. Two methods are
generally used here, a MAC based approach and a random selection
approach. In a random selection based approach, a node selects an
address at random from a predefined pool of addresses and then performs
a process to verify the uniqueness of this address within the network.
Another approach is for a unique identifier such as a MAC address to be
embedded into an address. The uniqueness of this address is then tested
within the network.

The problem of address assignment will be discussed in detail in chapter 3.

17

2.2.7 Network Connectivity
For a node to be able to communicate with the Internet, it needs to have a globally
unique address and a route to a node (Gateway), which has access to the Internet. The
creation of both a globally unique address and the selection of a default gateway can be
complicated by node mobility within an ad-hoc network. Provided IP is used as the
communication protocol, the need for the creation of a globally unique address can
seriously affect address assignment, as the creation of a globally unique address can be
difficult. The assignment of a unique address differs greatly depending on whether you
are using IPv6 or IPv4. This is due to the fact that the creation of globally unique IP
addresses is much easier in IPv6 compared to IPv4. IPv4 addresses are 32-bit addresses
compared to IPv6 128-bit addresses. As a result, a unique identifier such as a MAC
address (48-bit) could be embedded into an IPv6 128-bit address in order to create a
globally unique address. This is not possible with a 32-bit IPv4 address.

If IPv4 is used then the creation of a globally unique address can be difficult due to the
current shortage of unique IPv4 addresses. To overcome this shortage, nodes could be
dynamically assigned IPv4 private addresses. A private address is an address that is
unique within the local network but does not have global uniqueness. If private
addresses were to be used a translation function such as “Network Address Translation
(NAT)” [7] would be required at the gateway. The NAT process would translate a
source nodes locally unique address into a globally unique address at the gateway,
which would allow the node to connect to the Internet.

For a node to access the Internet, it also requires a route to a gateway node, which has
access to the Internet. In the wired environment default routes are commonly used to
provide a route to a gateway node. A default route is an entry in a routing table, which
specifies where a node should forward a message if no route for that message is
available in the routing table. Default routes such as these however, cannot be used in
an ad-hoc network. As a result of node mobiUty, default routes may change and so a
dynamic approach to the selection of a default route is required. Two approaches are
used for the creation of default routes in an ad-hoc network, a proactive approach and a
reactive approach. With a proactive approach, a gateway advertises itself to nodes in a
network periodically and so a node creates a default route prior to requiring one. With a
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reactive approach, a node initiates a gateway discovery process when it requires a
default route to access the Internet.

A number of approaches have been proposed for the dynamic creation of default routes
in ad-hoc networks. One proposed solution is outhned by Perkins et al [30], where both
proactive and reactive approaches for gateway discovery' are discussed. The proactive
approach utilizes periodically gateway advertisements to all nodes in the network.
Using this information nodes create a default route to the gateway prior to it being
required.

The reactive approach utilizes soUcitation and advertisement signalling

between the node and tlie gateway. Cha et al [31,32] present similai- approaches to the
proposal outlined by Perkins [30], whereby the process is optimised for use with the
AODV [16] routing protocol. Jelger and Noel [33] present a passive approach to the
selection of a gateway node. In this proposal, potentially multiple gateway nodes
periodically advertise their presence to all nodes in the network. Nodes in the ad-hoc
network continuously monitor these messages in order to determine which node is most
suitable to act as a gateway node. The main problem with all of the above approaches is
that they are only applicable to IPv6 ad-hoc networks.

A number of approaches [34,35,36,30] propose the use of Mobile IP to provide Internet
connectivity to ad-hoc networks. Using Mobile IP, a foreign agent could act as a
gateway to the Internet. Nodes upon arriving into the network could receive a globally
unique care of address from a foreign agent. In this situation a node could use the
foreign agent as a default route within the ad-hoc network and forward packets destined
for the Internet node towards the foreign agent. The foreign agent upon receiving these
packets forwards them towards the Internet node. One problem associated with these
approaches is that it would mean all nodes in the ad-hoc network would have to be
enabled with Mobile IP.

Another problem associated with Internet connectivity is how the destination address is
represented in the routing header while being sent to the gateway. Consider the
following scenario, when a node A reahses that a destination B is an Internet node,
packets destined for B are forwarded to the gateway C. One problem with this approach
is that each intermediate node between A and the gateway C upon receiving the packet
may first try and find a route to B before forwarding the packet on using its default
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gateway. If reactive routing protocols are used considerable added latency may be
introduced into the network. One method to reduce this added latency; is for A to
change the destination header in the routing packet from the Internet nodes address to
the gateways address. The gateway node upon receiving these packets changes the
destination address back to the Internet nodes address. This technique however requires
a modification to routing protocols within an ad-hoc network.
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2.3

Conclusion

In this chapter ad-hoc networks and the Internet Protocol were discussed. The two
versions of IP were discussed and the differences between them were examined. The
various types of ad-hoc networks were also identified and some of the problem areas
associated with ad-hoc networks were acknowledged and discussed.
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Chapter 3
Address Assignment in Ad-hoc Networks
For a mobile node to utilize routing to communicate with other nodes, it requires an
address, which uniquely identifies the node. Two methods are used to assign addresses
to nodes, manual assignment or dynamic/automatic assignment. Manual assignment
requires that a network administrator assign an address to every node. With
dynamic/automatic configuration, a node is assigned an address automatically as
required. The distributed nature of ad-hoc networks requires that a dynamic approach to
the assignment of addresses be applied.

In this chapter the requirements for dynamic address assignment within an ad-hoc
network will be identified. The various approaches for dynamic address assignment
within the wired environment will be outlined and their limitations when apphed to an
ad-hoc networks will be discussed. A classification of the various approaches for
dynamic address assignment within an ad-hoc network will then be outlined and the
limitations of each approach will be identified,

3.1 Requirements for Dynamic Address Assignment in an
Ad-hoc Network
An ad-hoc network requires that a node be dynamically allocated an address when
required. The requirements for this assignment are influenced by the particular
characteristics of ad-hoc networks such as random node mobility and topology change.

•

Address Allocation
A node joining a network and requiring an address should be allocated a unique
address in a timely manner. There are two ways in which a node can join a
network, independently or as a group of nodes arriving into the network
simultaneously, for example, a number of people at a meeting.

•

Duplicate Address Detection
Address conflicts whereby two or more nodes share the same address within a
network should be detected promptly and continuously. Upon detection of
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duplicate addresses, one or more of the nodes will be required to relinquish the
use of their address. The problem of duplicate addresses may not appear to be a
significant problem for small ad-hoc networks considering that a potential pool
of addresses may be large but it can be a profound problem in wide area ad-hoc
networks such as sensor networks, with potentially thousands of nodes. Address
duphcations can cause problems for routing whereby a message is misrouted to
the wrong destination, as illustrated in Fig. 3-1.

F'igure 3-1: Address Duplication

In Fig. 3-1, we have a number of nodes; two nodes however (node A and node
B) have the same address (Address X). As a result routing errors may occur,
whereby a message originated by node C and destined for node A is misrouted
to node B.

Node Departures
Nodes in an ad-hoc network are free to move arbitrarily due to node mobility.
As a result, nodes may join and depart from the network in a random and
unpredictable manner. Node departure in particular can cause problems for
address assignment as a node may either temporally or permanently depart from
the network. Nodes that permanently depart should release their address so that
another node may acquire it. However, it is important to ensure that temporally
departed nodes retain their address while absent from the network and to ensure
that the departed node’s address is not inadvertently allocated to another node
during its absence.
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Figure 3-2: Node Departure

Fig. 3-2 illustrates the problem. Within the network, node A permanently
departs the network; node B however continuously departs and rejoins the
network. An example of such a scenario may be found in a sensor network
where one node is at the edge of the network and as a result of fluctuations in
wireless communication continuously joins and depart from the network.

Network Partitioning
At any time, a network may split into multiple different partitions. The problem
of network partitioning is basically one of detecting multiple node departures.
Nodes in a network need to be able to recover node addresses, which are no
longer in use within a particular partition.

Fig. 3-3 illustrates the problem. In the scenario below, a network splits into two
different partitions R and T. The partitioning needs to be detected in order for
nodes in both the partitioned networks R and T recover addresses, which are no
longer in use within the particular paitition. An example of such a situation may
be found at a college ad-hoc network where students are nodes within an ad-hoc
network. As a result of student mobility within the college, the network may
split up into multiple smaller partitioned networks.
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Figure 3-3: Network Partitioning

•

Network Merger
A merger occurs when two or more separately configured networks are
combined together to form one network. Network merger in particular can cause
problems for address assignment, as address duplication can occur. If each
partition has independently allocated or configured its own addresses, two nodes
may end up having the same address.

Figure 3-4: Network Merger

The problem is illustrated in Fig. 3-4 where we have two networks (M and N);
each of which, has a node with address X. If these two networks were to start
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moving towards each other and merge together into one network, address
duphcation would occur because two nodes in the merged network would have
the same address. One of these nodes would have to relinquish their use of the
address.

An example of such a scenario could be found in a wireless sensor network.
Consider a body sensor network used in health care applications, whereby a
number of sensors are attached to a patient in order to continuously monitor the
patient’s health. In a hospital environment where patients may be moving
around, the possibility of merger of such sensor networks is high. The critical
nature of such networks would require that they are able to deal with the
problem of network merger.

Security
The address assignment process should be secure. This requirement can be
difficult to achieve since ad-hoc networks are vulnerable to many types of
security attacks, mainly due to their dynamic topology and high node mobility.
There are many possible attacks on the address assignment process. An example
of one possible attack is a denial of service attacks in which a malicious node
monopolizes all of the available addresses.

Scalability
In large-scale ad-hoc networks, address assignment needs to be able to deal with
a large number of nodes and numerous requests for unique addresses from nodes
within the network. For example, scalability becomes a major issue if a node
requires permission from all nodes for the allocation of a unique address, as
requiring permission from every node within a large-scale network will
complicate the address assignment process.
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3.2 Dynamic Address Assignment in the Wired Environment
In the wired environment, the Internet Protocol (IP) [1,2] is the most popular network
layer communication protocol currently in use. IP requires that each node have an IP
address, which uniquely identifies the node within the network. In the wired
environment a number of approaches are in use to dynamically assign an IP address to a
node when required. These approaches and their associated limitations when applied to
ad-hoc networks are outlined below.

3.2.1 Dynamic Host Configuration Protocol
The Dynamic Host Configuration Protocol (DHCP) [3] provides configuration
par ameters to Internet nodes. DHCP is built on a client server model and consists of two
components; a protocol for delivering host specific configuration parameters from a
DHCP server to a node and a mechanism for allocation of network addresses to nodes.

The first seiwice provided by DHCP is to provide persistent storage of network
parameters for network clients. A client can query the DHCP service to retrieve its
configuration parameters. The second service provided by DHCP is the allocation of
temporary or permanent IP addresses to clients. In order to allocate an address using
DHCP, a client requests the use of an address for a period of time, defined as the lease.
The allocation process guarantees not to reallocate this address within the lease period
and attempts to return the same network address each time the client requests an
address. A client is required to renew the lease on its address before it expires in order
to maintain ownership of the address. In some situations, the DHCP server will reuse
addresses whose lease has expired.

A client requests an address by broadcasting a DHCP Discover message looking for a
DHCP server. If a server is available, it responds to this message with a DHCP Offer
message. If the client receives multiple responses, it selects one server and issues a
DHCP Request message. The DHCP server then allocates a unique address to the client
through the use of a DHCP Ack message. At this stage the client is now configured. To
release an address, a client issues a DHCP Release message to the DHCP server
indicating that it no longer requires its address. A client may ask for a permanent
address by requesting an infinite lease on an address, if however a finite lease is
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required, the client renews its lease through the use of a special DHCP Request
message. The following example details the message exchanges between a chent and a
DHCP server and is illustrated in a sequence diagram in Fig. 3-5

DHCP SERVER

DHCP CLIENT
DHCP DISCOVER

DHCP OFFER
DHCP REQUEST

DHCP ACK
DHCP REQUEST (Extend Lease)

DHCP RELEASE

Figure 3-5: DHCP Sequence Diagram

If a client remembers a previously allocated address, and wishes to use its old address
again, it may omit the DHCP discovery stage and request a specific address from the
DHCP server using a special “DHCP Request” message.

DHCP could be used to assign addresses within an ad-hoc network, there are however a
number of problems with this approach. The main problem with DHCP is that it is
based upon a client server model. The peer-to-peer nature of an ad-hoc network
suggests that a distributed approach to addiess assignment be applied. This would limit
its suitability for ad-hoc networks considerably. The problems of network merger and
partitioning are also not considered.

3.2.2 IPv6 Stateless Address Auto-configuration
Providing methods to provide auto-configuration within a network was central to the
development of IPv6. IPv6 stateless address auto-configuration [6] allows a host to
generate its own addresses using a combination of locally available information and
information advertised by routers. Routers advertise “prefixes” that identify the
subnets(s) associated with a link, while hosts generate an “interface identifier” that
uniquely identifies an interface on a subnet. Combining the prefix and the interface
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identifier creates an address. In the absence of routers, a host can only generate a link
local address. Link local addresses however are sufficient for allowing communication
among nodes attached to the same hnk.

A node creates a link local address by pre-pending a well-known hnk local prefix such
as a MAC address to its interface identifier. Before however, the hnk local address can
be assigned to an interface, a node must attempt to verify that this “tentative” address is
not already in use by another node on the hnk. In order to test the uniqueness of an
address a node sends a Neighbour Sohcitation message containing the tentative address
as the target. If another node is already using that address, it will return a Neighbour
Advertisement indicating as such.

Once a node determines that its tentative address is unique, it assigns the address to the
interface. The next stage involves obtaining a Router Advertisement or determining that
no routers are present. If a router is present, it will advertise its prefix to nodes within
the network. A node can then create a unique address by combining its hnk local
address to the advertised prefix.

IPv6 stateless address auto-configuration could be used to assign addresses within an
ad-hoc network. There are however a number of problems

The uniqueness verification process would need to be altered to ensure that
network wide uniqueness is guaranteed. Nodes in an ad-hoc network need
addresses with network wide uniqueness. At present the uniqueness
verification process only guarantees hnk local uniqueness.
In an ad-hoc network all routers are regarded as routers, this issue would
complicate the issue of prefix advertisement within the network
The problems of network merger and partitioning are not considered.
The process can also only be used within IPv6 networks, IPv4 networks are
not considered.

3.2.3 Mobile IP
When the Internet Protocol (IP) is used as the communication layer protocol, an IP
address is used to uniquely identify a node within a network. When a node changes its
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point of attachment to a network, it is required to change its IP address. This however
can result in a number of problems, as messages destined to the node’s old IP address
may be lost. It also makes it impossible for a node to maintain transport and higher layer
communications when it changes location. IP addresses are used by transport and higher
layer communications. As a result, if a node were to change its address these
communications would be broken.

Mobile IP [4,5] provides a modification to IP, which enables a mobile node to receive
messages no matter where the node happens to be attached to the Internet. This is
achieved through the use of extra control messages. When using Mobile IP, a mobile
node basically has two different IP addresses. The mobile node is given a long-term
“home address” on its home network, which is maintained as a permanent IP address.
While the mobile node is away from its home network, a temporary “care of address” is
associated with the mobile node. This address is used to reflect the mobile nodes current
point of attachment and changes depending on the mobile nodes current location within
the network. This concept is similar to Global System for Mobile communications
(GSM), where a mobile has a globally unique MS ISDN number used for routing but in
a visited network is assigned a Mobile Station Roaming Number (MSRN) for routing
purposes. Mobile IP introduces the following new functional entities into the network.

•

Mobile Node
A mobile node is a host that changes its point of attachment from one
network to another, with or without changing its IP address.

•

Home Agent
A home agent is a router on a mobile nodes home network, which is used
to tunnel datagrams destined for the mobile node constant home address
toward the mobile node current care of address, which reflects its current
location.

•

Foreign Agent
A foreign agent is a router on a network visited by a mobile node. It
allocates a care of address to a mobile node arriving into the network and
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co-operates with the mobile node’s home agent in order to complete the
delivery of datagrams to the mobile node while it is away from its home
network.

Mobile IP in essence consists of three separate processes, namely a discovery,
registration and tunnelling process. Their function is described in the example contained
in Fig. 3-6 below. In Fig. 3-6 a mobile node A moves from its home network to a
foreign network. In the mobile nodes home network is its home agent, which maintains
information regarding node A’s current location within the Internet.

Figure 3-6: Mobile IP Example

When node A arrives into the foreign network, it receives an agent advertisement from
the foreign agent advertising its services. Node A responds to this advertisement and
receives a temporary care of address from the foreign agent. This address allows node A
to communicate within the foreign network. Node A now registers its care of address
with its home agent. This is done by way of a registration message, the home agent
responds to the registration message indicating how long the registration will be
honoured by the home agent. As a result, node A is required to periodically renew its
registration with its home agent. Once the home agent knows the location of a mobile
node within the Internet, it is able to tunnel datagrams destined for the mobile nodes
home address towards the mobile node’s care of address. In Fig. 3-6 you can see that
when the internet node communicates with node A, messages sent to node A’s home
address are tunnelled towards the foreign agent and onto node A.

Mobile IP could be used to provide address assignment within an ad-hoc network. A
foreign agent could be used to assign care of addresses to new nodes that enter into the
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network. Nodes could then use these addresses for communication within a network.
There are a number of problems with this approach to address assignment. If Mobile IP
were to be used, it would require that a node have a globally unique home address. An
Internet connection would also be required so that the node could register its care of
address with its home agent. Mobile IP also fails to address the problems of network
merger and partitioning.
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3.3 Dynamic Address Assignment in Ad-hoc Networks
A number of dynamic assignment techniques have been proposed for unique address
assignment within an ad-hoc network. One simple approach is to use a node’s hardware
address as a unique identifier, for example, a node’s MAC address. This solution
however has a number of disadvantages

1. Hardware addresses such as MAC addresses cannot be guaranteed to be unique
as it is possible for example to re-programme the MAC address of a card.

2. Not all devices in an ad-hoc network may be enabled with a hardware address
such as a MAC address, which are technology dependent. The use of technology
specific hardware addresses would restrict the types of devices allowed within
an ad-hoc network.

3. Interconnecting an ad-hoc network to a wired IP network would also be
complicated, as some sort of address translation function would be required to
map between the two networks. The mapping function would be required to
translate the nodes hardware address to an IP address so that it could
communicate with the wired IP network.

Dynamic address assignment is the most popular approach used in the allocation of a
unique address to a node. The current approaches for dynamic address assignment
within an ad-hoc network can be divided into two different categories, a stateful and a
stateless approach. Many of the approaches make use of a duplicate address detection
(DAD) process, whereby a node verifies the uniqueness of an address within the
network. A node already equipped with an address may also take part in the DAD
process in order to protect its address from being accidentally used by another node.
The stateful and the stateless approaches are outlined below.

3.3.1 Stateful Approaches
In the stateful approach when a node enters into the network and requires an address, it
chooses one configured node to assist it in determining its address. This configured
node may assist the new node in a number of ways. The configured node may for
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example generate a unique address and allocate this address to the new node. It may
also perform a DAD process on behalf of the un-configured node, information may also
be provided to the un-configured node to assist it in a DAD process. Proposals based on
a stateful approach are outlined below.
3.3.1.1 MANET Conf
Nesargi and Prakash [37] propose an address assignment scheme based upon a
distributed mutual exclusion process. A new node entering the network chooses one
configured node to act on its behalf for the creation and verification of a unique address.
The process is similar to a two-phase commit process whereby a node obtains
pemiission from the other nodes in the network for the allocation of an address to a
node. This proposal is discussed in more detail in chapter 5.
3.3.1.2 Efficient Network Layer Addressing for Mobile Ad-hoc Networks
Boleng [38] proposes a similar approach to that outlined by Nesargi and Prakash [37].
Whereas Nesargi and Prakash made use of a two phase commit process in order to test
the uniqueness of an address, this approach utilises timeouts. This approach also
proposes changes to the address structure of IP, which should allow a node to select a
unique address using locally available infonnation.

A new node arriving into the network, selects a configured node to act on its behalf
during the address assignment process. Using locally available information, the
configured node selects an address, which it believes is not in use within the network.
The configured node then requests permission from all other nodes within the network
for the allocation of the selected address, nodes, which beheve that the address is not
unique reply indicating as such. If the configured node receives no reply before a
timeout expires, it allocates the address to the new node. One problem with the use of
timeouts however, is that they may limit the scalability of the approach, as a large
timeout value will be required for a large-scale ad-hoc network. This in turn, will
increase the average period of time needed for a node to be assigned a unique address
from when it enters the network. The distributed nature of the approach should however
introduce robustness into the network, as there is no central point of failure within the
network.
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A number of techniques are proposed for detecting network merger. One method
utilizes the concept of a network ID, whereby all nodes within the same network share
the same network ID. A merger is detected when two or more nodes with different
network IDs come in contact with each other.

There are a number of problems with this approach. TTiis approach proposes a change to
how addresses are represented which will limit its use in conventional networks. The
proposal also fails to deal with both the problem of temporarily and permanently
departed nodes and fails to tackle the problem of security within the address assignment
process.
3.3.1.3 Prophet Address Allocation
Mutka, Ni and Zhou [39] propose an approach for address assignment based upon
number theory. An address is created using locally available information and a function
f (n). A new node arriving into the network, selects a configured node, which creates
and allocates a unique address to the new node using locally available information and a
function f (n).

To tackle the problem of network partitioning and merger, this approach utilises the
concept of a network ID, whereby all nodes within the same network share the same
network ID. When two previously distant nodes come into contact with each other they
exchange network ID’S. If these two network ID’S are different then two separately
configured networks have merged together. Even though there is no hierarchical
structure within the approach, it should still scale effectively to large ad-hoc networks.
This is due to the fact that unique address assignment is assured through the use of
number theory and that any configured node can create a unique address for a new node
without the assistance of other nodes. Its distributed nature also introduces robustness.

One problem with this proposal is that it fails to tackle the problems of node departure
and address reclamation. As a result, nodes that permanently depart the network will not
have their address reclaimed for use by other nodes. The approach also fails to tackle
the problem of security within the address assignment process.
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3.3.1.4 IPv6 Approaches
Both Gunes and Reibel [40] and Weniger and Zitterbart [41] propose solutions based
upon the IPv6 stateless address auto-configuration protocol. Both proposals make use of
a hierarchical structure for the assignment of IPv6 site local addresses within an ad-hoc
network. An IPv6 site local address consists of two parts, an interface ID generated by
the node and prefix advertised by the router. Together the prefix and the interface ID
form a unique address.

Gunes and Reibel [40] propose a hierarchical structure, whereby one node within the
network acts as an address agent. The address agent maintains a list of all the allocated
addresses within the network and is responsible for the distribution of a prefix to new
nodes entering into the network. Nodes arriving into the network create a unique
address by combining the prefix advertised by the address agent, and its MAC address,
which acts the interface ID.

Weniger and Zitterbart [41] propose a similar approach whereby a leader node
periodically advertises a prefix to nodes witliin the network. The proposal also uses a
modified duplicate address detection process similar to the one found IPv6 Stateless
Address Auto-configuration. A link local address is created in a similar to that outlined
in IPv6 Stateless Address Auto-configuration. This link local address is then used as the
interface ID, and combining the interface ID to a prefix advertised by a leader node
creates a site local address.

Both approaches utihse a synchronisation process to ensure that the departure of a
leader node/ address agent is detected and so introduce robustness into the network.
Once a leader node/ address agent departure has been detected a “leader” election
process takes place in order to elect a new leader node/ address agent within the
network. The hierarchical nature of both approaches should also enable them to scale
effectively whereby multiple “leader” nodes could be used within a large-scale ad-hoc
networks. These leader nodes however, would be required to synchronise with each
other in order to detect duplicate address within the overall network. The main problem
with both these approaches is that their use is hmited to IPv6 ad-hoc networks because
of their use of IPv6 site local addresses and the IPv6 stateless address auto-
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configuration process. Tlie proposals also fail to tackle the problems of network
partitioning, network merger and security within the address assignment process.
3.3.1.5 SONAM
O’Mahony and Toner [42] present a distributed hierarchical approach for the
assignment of addresses. One node in the network is responsible to the assignment of
addresses to new nodes entering the network. This leader node maintains a hst of all
allocated addiesses in the network and allocates addresses to new nodes in a client
server fashion. The proposal is discussed in more detail in chapter 5.
3.3.1.6 Distributed DHCP Approaches
A number of proposals [43,44,45,46] present distributed DHCP approaches, whereby a
pool of available addresses is distributed between a number of nodes. The assignment of
a unique address to a new node is achieved though the assumption that nodes taking part
in address assignment have disjoint address pools and so unique addiess assignment is
assured. The basic technique used by all of the approaches is outlined below.

When two nodes A and B come together to form a network, one of those nodes (e.g. B)
takes control of a pool of addiesses. Node B then picks an address from this pool of
addresses as its own address and splits the pool of available addresses in half. Node B
allocates one half of the pool of addresses to Node A, who in turn selects an address
from the pool as its own address. Henceforth, new nodes entering the network, hereafter
called a “client”, chooses one configured node “server” to act on its behalf for the
allocation of an address. The server splits its pool of available addresses in half, and
allocates one half of its pool of addresses to the chent and keeps the remainder for
himself. The client then chooses one address from this pool of addresses as its own
address. This process is repeated as other nodes join the network. The distributed nature
of the technique introduces robustness. A potential problem exists however with the
recovery of a departed nodes pool of available addresses, as a permanently departed
node needs to have its addresses reclaimed so that they may be acquired by another
node. The various approaches outlined below introduce different techniques to tackle
this problem. A problem may also exist in regard to scalability, as there is no central
leader node within the network. As a result, a large network cannot be broken up into
smaller networks. This problem combined with a need for some sort of a
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synchronisation process to recover a permanently departed node’s pool of addresses
may limit its suitability to large-scale ad-hoc networks. The synchronisation process in
particular would be very complicated in a large-scale network. Each of the proposals
based on the technique outlined above are explained below. Note that none of the
approaches outhned below tackle the problem of security within the address assignment
process.

•

Mohsin and Prakash [43] present an address assignment protocol based on the
technique outlined above. To deal with the problem of node departure and
address reclamation, a synchronisation process is proposed. This proposal is
discussed in more detail in chapter 5.

•

Das, McAuley and Misra [44] also present an address assignment protocol based
on the technique outlined above. To detect node departures, they propose to use
leases whereby a node leases a pool of addresses from another node for a period
of time. In order to maintain ownership of the pool of addresses, nodes renew
their lease. This technique however can lead to problems as a node may further
divide and lease a portion of its pool to a new node. As a result, a node’s pool of
addresses and leases on those addresses will change constantly, which will make
the recovery of unused addresses difficult.

To deal with the problem of network merger, they propose to use a poisoning
concept, whereby when two networks merger together, all the nodes in one of
the networks are required to change their address in order to avoid possible
address duplication. This technique, however introduces significant overhead as
a node may be required to change its address even if its address if unique within
the merged network.

•

Mase, Narita and Yoshida [45] propose an address assignment protocol based on
the distributed DHCP approach outlined above. It utilizes routing updates
triggered by proactive routing in order to keep track of all addresses in use
within the network. Each node maintains a list of all the addresses allocated in
the network, by continually monitoring routing update packets. When a new
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node arrives into the network, it selects one configured node to act on its behalf
for the allocation of a unique address. The configured node using its list of
allocated address, determines its current pool of addresses, and allocates a
portion of its pool to the new node. This process is repeated as more nodes join
the network.

Using a list of allocated addresses also makes it easier to detect node departures.
Nodes, which permanently depart the network, will “time out” from the list of
allocated addresses. An address X will “time out” from a node’s list of allocated
addresses if the node fails to receive successive routing updates packets from
address X. There are a number of potential problems with this approach
however.

1. The address assignment process is dependent upon a proactive routing
process. This however, embeds the address assignment process into the
routing process, which is not ideal as the two aspects are fundamentally
different network functions.
2. 'Fhe problem of temporary node departures is not discussed. If a node leaves
the network for a short period of time and later returns, the node may find
that its address has been allocated to another node during its absence.
3. The proposal does not tackle the problem of network merger.

•

Patnaik and Tayal [46] also present an address assignment proposal based on
the distributed DHCP technique outlined above. It differs from the other
approaches in how it detects node departures and address recovery. When a node
joins the network, it selects one other configured node to act on its behalf. If
however, this node does not have any available addresses left in its pool of
addresses, it initiates a search process, whereby a message is broadcasted to all
nodes within the network. Nodes are required to respond to this message
informing the configured node of their pool of addresses, the configured node
then combines the various pools together. As a result, an abrupt node departure
will be detected if a node finds that the combined pool of addresses fails to
match the defined pool of addresses for the overall network. One problem with
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this approach is that a node departure is only detected when a new node joins the
network.

The authors also outline a synchronisation process, which could be used to
detect any possible duplicate addresses after network merger, they fail however
to outline how network merger is detected. The problem of temporarily departed
nodes is also not considered.

3.3.2

Stateless Approaches

In a stateless approach when a node enters the network and requires an address, it
selects and verifies an address without any assistance from other nodes within the
netw'ork. Generally, the new node chooses an address at random from a predefined list
of addresses and performs a DAD to verify the uniqueness of the address within the
network.
3.3.2.1 Auto Conf
Perkins et al [47] present an address assignment proposal, which can be classified as a
stateless approach. The address assignment process consists of a simple DAD process.
A new node airiving into the network selects an address at random and verifies the
uniqueness of this address through a repeated flooding process. This approach is further
discussed in chapter 5.
3.3.2.2 Dynamic Conf
Belding-Royer and Sun [48] present a dynamic address assignment approach based
upon the approach proposed by Perkins et al [47]. One problem with the approach
outlined Perkins et al is that it fails to tackle the problem of network merger and that of
temporarily departed nodes. This proposal introduces a hierarchical stmcture to tackle
the above problems. Again, this proposal is further discussed in chapter 5.
3.3.2.3 Address Assignment Utilizing Routing
A number of approaches utilise the routing process, either for the assignment of a
unique address or during the DAD process. These approaches are outlined below. Note
that none of the approaches outlined below tackle the problem of security within the
address assignment process.
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Jeong et al [49] presents a number of modifications to the proposed outlined by
Perkins et al [47] in order to tackle problems such as network merger. The
proposal sphts the process of address assignment into two different phases, a
strong and a weak phase. The strong DAD phase is required to check for address
duphcation within a stand-alone ad-hoc network, while the weak DAD phase
checks for address duphcation in the situation where a number of ad-hoc
networks merge together. The strong phase is used by a node upon entry into a
network to verify the uniqueness of an address within the network and is
identical to the DAD phase outlined by Perkins et al. One problem with the
strong DAD phase based on the technique outlined by Perkins et al is that it
utihses timeouts to detect duplicate addresses. As mentioned earlier, this may
limit the scalability of the approach, as a large timeout value will be required for
a large-scale ad-hoc network. This in turn, wiU increase the average period of
time needed for a node to be assigned a unique address from when it enters the
network. The distiibuted nature of the approach, however introduce robustness
into the network.

The second phase is called the weak DAD phase and is used to detect address
duplication during network merger. The proposal builds on the idea of weak
DAD proposed by Vaidya [50]. Virtual addresses are used, which are a
combination of address and key used to detect address duphcation during
network merger. When a node chooses an address during strong DAD, it also
chooses a random unique key, which is associated with the address. To detect
address duplication during network merger routing control packets are utihzed,
which contain all the entries a node has in its routing table. By modifying these
control packets to include addresses and keys, a node can identify address
duplication when two networks merge. When a node receives a control packet, it
examines each entry in the update packet and compares that entry to entries in its
routing table. If the node finds that their exists an entry in its routing table that
shares the same address as the update entry but with a different key then the
node can assume that an address duplication exists. When dupUcate address is
discovered, one of the nodes with the duplicate address is required to change its
address.
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There are a number of problems with this approach.

1. The main problem is that address assignment is dependent upon
information from routing for the detection of duplicate addresses during
network merger. Again, this embeds the address assignment process into
the routing process, which is not ideal.

2. The proposal fails to tackle the problem of temporary departed nodes. If
a node leaves the network for a short period of time and later returns, the
node may find that its address has been allocated to another node during
its absence.

3. While the proposal does detect duplicate addresses during network
merger, it does not distinguish between duplicate addresses detected
during network merger and those detected within a stand-alone network.
As a result, there is no way to deteimine whether or not a merger has
occurred.

Fazio et al [51] presents an approach based the proposal outlined by Perkins et al
[47]. To tackle the problem of detecting duplicate addresses during network
merger, the approach utilizes reactive routing protocols. All nodes within the
same network are required to share the same network ID. Using this network ID,
duphcate addresses are detected during the route discovery process of a reactive
routing protocol. Reactive routing protocols such as AODV [16] often utilise
source routing and timeouts in the route discovery process. During the route
discovery process, a node A broadcasts a request looking for a destination node
B. Intermediate nodes forward the request, until the destination is found. If
however, the timeout expires, the destination is deemed unreachable. The
destination node B on receiving the request sends a message to A informing it of
the appropriate route from A to B.

The approach modifies the above process in order to detect duplicate addresses.
Basically, when a node initiates a search for a destination during the route
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discovery process, the destination node, on receiving this message sends back its
network ID together with the route created during the discovery process. As a
result, a node will detect a duplicate address if it receives multiple responses
from nodes with different network ID’s. Again, the use of timeouts Umits the
scalability of the approach to large-scale ad-hoc networks. Its distributed nature
does however introduce robustness into the network.

The authors also propose a gradual merging mechanism to limit the frequency of
network mergers. Each node periodically monitors the number of neighbours of
its own network and of another network, and merges with another network if a
certain number of its neighbouring nodes are contained within the network.

One problem with this approach however is that a duplicate address can only be
detected during the route discovery process of a reactive routing protocol. It also
embeds the address assignment process into the routing process. The proposal
also fails to tackle the problem of temporarily departed nodes.

Keisala and Rantonen [52] propose a dynamic address assignment scheme
similar to the one outlined by Perkins et al [47]. It presents an enhancement to
the DAD process, which improves efficiency. The DAD approach outlined by
Perkins et al utilises a flooding process to verifying the uniqueness of an
address. A node sends out successive requests looking for an address, and
expects to receive rephes to these requests if the address is not unique. This
proposal utilizes routing information to speed up the DAD process. When a node
issues an address request looking for an address, each node compares the
address in the requests against those in its routing table. If a match is found, then
obviously the address is already in use within the network and so a reply is
generated. By comparing the address within an address request against addresses
in a nodes routing table, the DAD process should be speeded up, as most
duplicate addresses will be detected within one hop of the originator of the
address request. Its distributed nature also introduces robustness into the
network. There are however a number of problems with this approach.

1. The approach embeds the DAD process into the routing process.
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2. Routing tables are only used with proactive routing protocols; as a result
modifications would be required for reactive routing protocols.
3. The proposal fails to deal with the problem of a temporarily departed
node.
4. The proposal also fails to deal with the problem of network merger.
5. Its use of timeouts in the address assignment process may hmit its
scalabiUty to large-scale networks.

Weniger [53] presents a probabihstic algorithm for the assignment of addresses.
Building on an earher idea outlined by Weniger [54], an algorithm is used to
determine a virtual address space from which a node chooses an address at
random.

To determine duplicate addresses, a passive detection process is proposed. Each
node analyses incoming routing protocol packets to derive hints about address
conflicts. Each node also maintains a table, which contains the probability of
conflicts for each address that is monitored. Nodes then derive hints about
address conflicts by monitoring routing packets and modify the probability for
the corresponding address in its table accordingly. If a certain thieshold is
reached, a node may assume that the address is a duplicate and triggers an
address resolution process. A number of algorithms are proposed, which could
be used to derive hints about duplicate addresses. One such algorithm utiUzes
sequence numbers to detect duplicate addresses. Whenever a node generates a
message, a sequence number is associated with that message. By monitoring the
sequence numbers associated with routing update packets, a node should be able
to detect address duplication during network merger. The passive nature of this
approach may however limit its robustness, as it may take a while to detect
address duplications. As a result, careful consideration needs to be applied when
determining probability thresholds for duplicate addresses.

Again the main disadvantage of this approach is it embeds the address
assignment process into the routing process. Its lack of a hierarchical structure
may also limit its scalability to large-scale networks.
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3.3.2.4

IPv6 Approach

Park et al [55] propose an address assignment approach based upon the IPv6 stateless
address auto-configuration process and IPv6 site local addresses. As mentioned earlier,
a site local address consists of an interface ID and a prefix. In this approach, every new
node entering into the network creates its own hnk local address (interface ID), using an
approach similar to that outlined in IPv6 stateless address auto-configuration. The node
then selects a random subnet ID (prefix), which is combined with the interface ID in
order to create a unique address. The approach shares a number of similarities to the
approaches outlined by Gunes and Reibel [40] and Weniger and Zitterbart [41],
however it differs to those approaches in that new nodes entering into the network
create their own site local addresses without the assistance of another node.

The main disadvantage of this approach is that its use is limited to IPv6 networks. The
proposal also fails to address the problems of network partitioning and merger. Its lack
of a hierarchical structure may also limit the suitability of this approach in large-scale
networks.
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3.4

Conclusions

This chapter has presented an analysis of the various approaches used to dynamically
assign an address to a node. The requirements for address assignment within an ad-hoc
network were outlined. Approaches used in the wired environment were discussed and
their limitations when applied to ad-hoc networks were identified. Finally, various
approaches proposed for address assignment within ad-hoc networks were considered,
their implementations were outlined and their Umitations identified.
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Chapter 4
Simulation Environment
This chapter describes the simulation environment developed for the simulation and
analysis of address assignment approaches within an ad-hoc network. The simulation
environment was developed using the Communication Network Class Library (CNCL)
[56]. CNCL is a C-i-i- class librai-y, which can be used to provide event driven
simulation of communication networks. CNCL is both a class library featuring generic
C-i-i- classes as well as a simulation library with strong points in random number
generation, statistics, and event driven simulation. The CNCL libraiy was created at
Communication Networks, Aachen University of Technology, Germany. This chapter
firstly presents the vai'ious components and models needed for a simulation of an ad-hoc
network. A high level view of the simulation environment is then introduced and the
interaction between the vai'ious components is discussed.

In order to simulate an ad-hoc network a number of models need to be developed, these
include a mobility model, path loss model, routing model and a MAC layer model.

4.1

Mobility Model

A mobility model is used to describe how a mobile node moves around within the
simulated area. Since nodes are only able to communicate with other nodes directly
within their wireless range, mobility models are important as they are used to describe
the position of mobile nodes relative to each other and their movement.

The simulation environment developed utilises the Way Point Mobility Model [57] as
its mobility model. The Way Point model is used to describe node mobility within an
area in a random manner. A node within the network moves around according to the
following model.

1. Node selects a random destination (x2, y2) within the simulation area.
2. Node selects a random speed, V, 0<V<=Vmax.
3. Node begins to move from its current position (x, y) to its new destination (x2,
y2) at a speed V.
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4. When the node arrives at its destination, it pauses for a random period of time,
P, 0 < P <= Pmax
5. When a node is finished pausing, it returns to step 1.

This model has been used in may related studies of ad-hoc networks and therefore
allows a comparison between the results obtained in this study and those of other
studies.

4.2

Path Loss Model

Path loss models are used to describe the signal attenuation between transmit/receive
antenna as a function of the propagation distance and other parameters. Some models
also include details of the terrain profile to better estimate the signal attenuation. The
simulation environment developed contains an implementation of the Dual Slope
Empirical model [58] as its path loss model, which effectively models aspects of the
physical data transmission. The Dual Slope Empirical model uses two separate path loss
model components to characterise the propagation, a Free Space model [58] and the
Two Way Ground Reflection model [58].

Figure 4-1: Free Space Model

The Free Space model assumes ideal propagation conditions, i.e. that there is only one
clear hne of sight between the transmitter and receiver. In free space, the received signal
power of an electromagnetic wave is known to decay with the square of the distance as
path length. As a result, this model represents the communication range as a circle
around the transmitter. If the receiver is within the circle, it can receive all signals
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generated by the transmitter. This point is illustrated in Fig. 4-1, whereby the circle
around node A represents its communication range.

In the Free Space model, the received power Pr can be expressed as follows:

Pr = Pt -I- 10 Logio Gt Gr (kdAndf' where Pt is in dBm

Where

Pt = Transmitted Power (mWatts)
Gt = Transmitter Antenna Gain (dB)
Gr = Receiver Antenna Gain (dB)
d = Radio Path Length (Metres)

In a real terrestrial radio propagation environment, however, the radio propagation is not
as per the Free Space model. Instead the effects of reflection cause signal decay
significantly beyond the square of distance. The Two Way Ground Reflection model
considers both a direct path and a ground reflection path, as illustrated in Fig. 4-2. By
considering the effect of the earth surface on a signal, the expressions for tlie received
signal becomes more complicated than in the case of Free Space propagation, however
this model is able to achieve a more accurate prediction at a long distance (generally
200-500 metres) compared to the Free Space model.

Figure 4-2: Two Way Ground Reflection

The received power Pr in the Two Way Ground Reflection model can be expressed as
follows:

Pr = Pt -1-10 logio Gt Gr (Hb Hm/d^)^ where Pt is in dBm
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Where

Pt = Transmitted Power (mWatts)
Gt = Transmitter Antenna Gain (dB)
Gr = Receiver Antenna Gain (dB)
d = Radio Path Length (Metres)

The Dual Slope Empirical model utiUses the Free Space model to characterise
propagation for short distances up to the breakpoint and the Two Way Ground
Reflection model for longer distances. A breakpoint is used to describe the distance in
metres where propagation changes from the Free Space model to the Two Way Ground
Reflection model. A typical propagation exponent of four is experienced with the Two
Way Ground Reflection model compared to a value of two for the Free Space model.
Breakpoint distances are generally between 200-500 metres and depend on the
transmission frequency. The breakpoint can be calculated as:

Breakpoint = ((4 * 7t * h * h) / wave_len)

Where

h = Height in Metres
wave_len = Wave length of carrier (Metres)

The path loss can be modelled as follows in decibels

lOni log d -I- Li

for d <= rb

10n2 log d/rb -i- lOni log rb + Li

for d > rb

L=

Where

Li = reference path loss at d = Im
rb = breakpoint distance (Metres)
ni = path loss exponent for d <= rb (Free Space Model)
n2 = path loss exponent for d > rb (Two Way Ground Reflection)
d = Radio Path Length (Metres)

Shadowing is also considered, as it profoundly impacts on propagation. In any
environment, obstacles such a trees, buildings etc along a path at a given distance will
be different for every path. This will cause variations in the received signal power at

50

each node. Some paths will suffer increased loss, while others may have increased
signal strength. Once one of the path loss models outlined above has been applied, a
shadowing value is estimated for the communication path based on a log normal
distribution. The dB value of shadowing power is thus normally distributed. A standard
deviation of 6db has been used in the normal distribution.

4.3

Routing Model

When a node wishes to communicate with another node within an ad-hoc network and
the node does not have a route to the destination node, routing is used to find and
maintain a route to the destination node. The simulation environment developed
contains an implementation of Dijkstra Shortest Path [59] algorithm as its routing
model. Dijkstra's algorithm was chosen as it always produces the shortest path/ least
cost route from a chosen source to any given destination and as such the delay will be
minimum and results will present lower bound. A Dutch engineer, Edsger Wybe
Dijkstra developed the algorithm in the 1970’s. In the process of finding the shortest
paths to all destinations, Dijkstra's algorithm computes a spamiing h'ee for the network.
A spanning tree eliminates any loops between the source and destination nodes, only the
shortest paths to destination nodes are preserved.

Figure 4-3: Before Dijkstra's Algorithm is Applied
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Figure 4-4: After Dijkstra's Algorithm is Applied

Fig. 4-3 illustrates a network before the Dijkstra algorithm is applied. Each link in the
network is full duplex with a cost of 1. Fig. 4-4 displays the network after the Dijkstra
algorithm is applied with respect to node A. Dijkstra’s algorithm creates a spanning tree
with node A as the root. The spanning tree computes the various shortest paths from
node A to all destinations in the network, ignoring any other possible routes. Once the
algorithm it applied, it is a simple task to compute the number of hops to any
destination. From the graph, it can be seen that the number of hops (links) from the
source node A to each possible destination are as follows:

4.4

Node A - Node B

Hops 1

Node A - Node C

Hops 2

Node A - Node D

Hops 1

Node A - Node E

Hops 3

Node A - Node F

Hops 2

Node A - Node G

Hops 2

Node A - Node H

Hops 2

MAC Layer

The Media Access Control (MAC) Layer is one of two sub-layers that make up the Data
Link Layer of the OSI model. The data link layer is divided into two sub-layers: The
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Media Access Control (MAC) layer and the Logical Link Control (LLC) layer. The
MAC sub-layer controls how a node on the network gains access to the data and
permission to transmit it. The LLC layer controls frame synchronization, flow control
and error checking.

The MAC layer is involved in the process of moving data packets from one network
interface card to another card across a shared channel. The MAC sub-layer uses MAC
protocols to ensure that signals sent from different stations across the same channel do
not collide. One such MAC layer protocol is the IEEE 802.11b [9] protocol. The
802.11b standard specifies a common MAC layer, which provides a variety of functions
that support the operation of 802.11-based wireless local area networks. The MAC layer
manages and maintains communications between 802.11 stations (radio network cards
and access points) by co-ordinating access to a shared radio channel and utilizing
protocols that enhance communications over a wireless medium. The MAC layer uses
an 802.11b Physical (PHY) layer, to perform the tasks of carrier sensing, transmission,
and receiving of 802.11 frames. Before transmitting frames, a station must first gain
access to a shared radio channel. The 802.11 standard defines two forms of channel
access, distributed coordination function (DCF) and point coordination function (PCF;.
DCF is mandatory and based on the CSMA/CA (carrier sense multiple access with
collision avoidance) protocol. With DCF, 802.11 stations contend for access and
attempt to send frames when there is no other station transmitting. If another station is
sending a frame, stations are polite and wait until the channel is free in order to avoid
collisions.

The simulation environment developed for the analysis of address assignment
approaches utilises 802.11b as its MAC layer model. The simulation environment
utilises the MAC layer in order to estimate the one hop delay associated with nodes
communicating within an ad-hoc network. These values are obtained through a separate
simulation of an ad-hoc network, whereby one-hop MAC delay values generated by
nodes within the network are gathered. These values are then analysed in a histogram
and a distribution of the one hop MAC layer delay is created.
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MAC Probability Distribution
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Figure 4-5: MAC Probability Distribution

Fig. 4-5 illustrates a probability distribution of one-hop MAC values obtained from a
simulation of 50 nodes. From these results, it can be seen that there is a high probability
of a node experiencing a one-hop delay of around 50 microseconds. This is due to the
fact that the minimum MAC delay that can be experienced by a node is 50
microseconds. Using the probability associated with the different MAC values a
distribution is created. This distribution is then called, whenever a one hop MAC value
needs to be estimated. This modelling approach results in fast simulations of address
assignment as the detailed MAC operation is captured in a probability distribution.

4.5

Assumptions

A number of assumptions are made in regard to the simulation of an ad-hoc network,
these include:

•

All nodes in the network can communicate with each other, i.e. a route can
always be found from one node to another node within the network.

•

During the simulation, it is assumed that the routing tables of nodes are
continually updated. As a result, at the point of address assignment the routing
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table of each node is up to date and so no added delay is incurred in route
discovery.

These assumptions were made as the main focus of this research is in the area of address
assignment, not routing within ad-hoc networks, which is in itself a very complex
problem.

4.6

High Level View

Fig. 4-6 illustrates a high level view of the simulation environment. The simulation
environment can be broken down into a number of different components. To simulate
the communication between nodes during the process of address assignment, the
various nodes within the network create events. ITiese events are sent to various nodes
in the network, where they are processed and certain actions are performed depending
on the information contained within the events. The events in effect act as the data
packets, which are created during communication between nodes.

Figure 4-6: High Level View of Simulation Environment

•

Ad-hoc Node
This component is used to define a node within an ad-hoc network, parameters
such as node position, speed etc are used to describe a node within the network.
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Different address assignment protocols are implemented by modifying the adhoc node.

Traffic Manager
The traffic manager is used to control the overall simulation. The traffic
manager controls the length of the simulation and the speed of entry and
departure of nodes within the network.

Dijkstra
This component contains an implementation of Dijkstra’s shortest path
algorithm

MAC
This component contains an implementation of the 802.11b MAC layer model.

Path Lx)ss Model
This component contains an implementation of the Dual Slope Empirical model.

•

Mobility model
This component contains the implementation of the Way Point mobility model.

During a simulation of an ad-hoc network, nodes are free to move around the simulation
environment according to the Way Point mobility model. As a result, the position of
nodes relative to each other may change. This affects how nodes communicate with
each other as a node can only communicate with other nodes directly within its wireless
range. If a node wishes to communicate with a node that is not directly within its
wireless range, a multi-hop route to the destination node must be determined. Another
problem is that of estimation of end-to-end delay within an ad-hoc network. When a
node is communicating with another node, it is necessary to estimate the end-to-end
delay associated with this communication.
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4.7

Route Discovery and Delay Estimation

Before end-to-end delay within an ad-hoc network can be estimated, the position of
nodes relative to each other and the associated shortest routes between these nodes
needs to be estimated. As mentioned earlier, the simulation environment utiUses
Dijkstra’s algorithm to determine the shortest multi-hop route to a destination node
within the network, and as such the delay associated with that route will be minimal and
results will present lower bound. In order to utilise Dijkstra’s algorithm to discover the
shortest multi-hop routes, the simulation environment first represents the ad-hoc
network as a graph. This is achieved by utilizing the mobility and path loss models.

In order to build up an image of the network as a graph, each node determines its
current position within the network. This is achieved by comparing a node’s old
position and future destination according to the Way Point mobility model. A node’s
current position is determined by analysing the speed at which the node is travelling to
its proposed destination. Once a node has determined its present position within the
network, it determines the position of every other node within the network. Each node,
then in turn detennines its neighbouring nodes, which are nodes within its
communication range, by applying the Dual Slope Empirical path loss model. After
each node has determined its neighbouring nodes, an overall image of the network as a
graph is generated. Dijkstra’s algorithm is then applied to the network with respect to
one node within the network. Dijkstra’s algorithm creates a spanning tree in order to
determine the shortest routes to all other nodes within the network.

Once a node has determined the shortest route to each node within the network, the
delay associated with each of the shortest routes is estimated through the use of the onehop MAC layer delay function. This distribution, as mentioned earlier is created
through a separate simulation of the 802.11b MAC model, whereby a probabihty
distribution of one-hop MAC delay values is generated. An estimation of the delay to
each node within the network can be achieved by combining this distribution with
Dijkstra’s algorithm. For example, if the shortest path between two nodes is two hops,
the delay Z associated with this shortest path can be estimated by calling the one hop
MAC distribution X twice and adding the two results, i.e. once for each of the links. As
nodes within the network move around, their position relative to each other may change.
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As a result, the above process is repeated every time a node is required to send
information to another node. The above process is also illustrated in a flow diagram
outlined in Fig. 4-7

Source Ad Hoc Node

Mobility Model

Node selects Destiriation

Diikstra's Algorithm

Path Loss Model

MAC Laver Model

{

-------------------------------------- ^
N^ghbouring Nodes calculated
'----------------------------------

Network as a graph

D^kstra's Algorithm Called

Spahring Tree for Source Ad Hoc Node created
------------------- j------------------------------------^-------------

I

Number of hops to Destinalion determined

Delay to Destination Estimated

Event (Packet) sent to Destination with added delay

Figure 4-7: Sequence Diagram of Shortest Path and Delay Estimation
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Past Ad Hoc Nods

4.8

Conclusions

This chapter presented an overview of the simulation environment developed for the
simulation and analysis of address assignment approaches within ad-hoc networks. Its
various components were identified and their role within the overall simulation was
discussed.
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Chapter 5
Evaluation and Enhancement of Address Assignment
Approaches
This chapter outlines the results obtained from simulations of address assignment
proposals for ad-hoc networks. Five different approaches [37,42,43,47,48] for address
assignment within an ad-hoc network are identified and extensively simulated under
various simulation scenarios. The above approaches were chosen for a number of
reasons:

•

Three of the approaches [37,42,43] can be classified as stateful address
assignment approaches, with two [47,48] being classified as stateless
approaches. By choosing various approaches across each of the ad-hoc address
assignment categories, a comparison between the two categories is achieved.

•

The various approaches utilise different techniques for address allocation,
address recovery and merger detection, therefore enabling a comparison between
the various address assignment techniques.

Firstly, the setup of the simulations will be discussed and the various performance
metrics used to evaluate the address assignment proposals will be identified. Each
simulated approach for address assignment is then introduced, the performance of which
is analysed through various simulation scenarios. Through analysis of the results
obtained, modifications are made to these approaches in order to improve their
performance and functionality. These modifications are verified through further
simulations. An overall comparison between the various approaches is also discussed.

5.1

Performance Metrics

In order to analyse the various approaches for address assignment, different
performance metrics need to be identified. These performance metrics were chosen as
they enable an analysis of the key functions of the address assignment process, namely
address assignment, address recovery and network merger. The overhead associated

60

with the address assignment process is also analysed. The performance metrics chosen
include:

•

Average Latency for Address Assignment
The average period of time needed for a node to be assigned a unique address
from when it enters into the network.

•

Address Assignment Overhead
The average number of address assignment messages generated by each node
during the simulation. There are two types of address assignment overhead
messages, unicast messages and broadcast messages. Unicast messages are
messages, which are sent to a particular node, whereas a broadcast message is
sent to every node within the network. Broadcast messages have a greater
impact on overall address assignment overhead compared to a unicast messages.

•

Average Latency for Network Merger Detection
The average period of time taken by a node to detect network merger and
resolve any possible address duplications.

•

Average Latency for Address Recovery
The average period of time taken for a node departure to be detected and for the
departed node’s address to be recovered.

5.2

Simulation Setup

Various simulation parameters are required in order to setup a simulation of an ad-hoc
network, these include:

•

Number of nodes in the network

•

Node Mobility
The Way Point mobility model [58] governs node mobility within the network.
For the simulations, maximum node speed was set to lOm/s and pause time was
uniformly distributed between zero and thirty seconds.
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•

Area Size
The size of the area in which the ad-hoc network is created, for example,
500x500m squared.

•

Available Address Space
The number of available addresses within tlie network, reducing the available
address space increases the probability of duphcate addresses within the
network.

•

Entry Distribution
Governs node entry, nodes entering into the network are uniformly distributed,
for example, node entry may be uniformly distributed between zero and ten
seconds.

•

Simulation Length
Defines the length of the simulation

•

Node Departures
Nodes within the network may depart and rejoin the network after a random
period of time. The percentage of node departures defines the percentage of
nodes within the network, which are guaranteed to depart the network at least
once and rejoin the network after a random period of time.

Once all the above parameters have been set, a simulation of an ad-hoc network can
proceed. The address assignment approach in use will then dictate how the individual
nodes are allocated addresses.

Analysing the performance of address assignment approaches during network merger
can be difficult as it is the random movement of mobile nodes, which generally causes
network merger. This makes it difficult to calculate the latency for merger detection, as
it is hard to determine which node caused the merger and the exact time needed to
detect the merger. To simplify the problem and enable accurate analysis, only one node
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is allowed to move between two networks. As a result, the exact time of a network
merger can be determined. During the simulation, two independent networks are
initiahsed, one node then moves from one network to another network, effectively
becoming a bridge.

Analysing the problem of network partitioning is easier, as it is basically a problem of
abrupt node departure. Network partitioning occurs when a number of nodes break
away from the main network, i.e. they permanently depart the network. Nodes need to
be able to detect both permanent and temporary node departures and so partitioning, as
it is important to recover a departed nodes address so that it can be reused.

5.3

Simulated Approaches

The following sections outline each simulated approach. Each approach is discussed in
detail and various simulation results are presented. Modifications are also outlined and
simulation results for the various modifications are presented.

Unless otherwise stated, simulation parameters were set as follows:

•

Number of nodes was set to 35-nodes

•

Network area size was set to 1500x1500m squared

•

Pool of available addresses was set to 500

•

Entry distribution was uniformly distributed between 0 and 50 seconds

•

Percentage of node departures was set to 75%

•

Simulation length was set to 3600 seconds
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5.4

Auto Conf

The first approach simulated was the “Auto Conf’ [47] approach proposed by Perkins et
al. This approach can be classified as a stateless approach and presents a simple DAD
procedure for the allocation of unique addresses to nodes within a network. The process
is outhned below.

1. A node arriving into a network chooses an address at random from a predefined
list of addresses. This address serves as the node’s temporary address during the
DAD process.
2. The node then selects a tentative address at random from the predefined list of
addresses and attempts to verify the uniqueness of this address using the DAD
process.
3. DAD is a flooding process, whereby a node broadcasts an address request with
its selected tentative address as its destination.
4. A node receives an address request, compai*es its address against that in the
request and if they ai'e they same the node generates a reply to the originator of
the message.
5. Asa result, a node expects to receive a unicast address reply to its request in the
case where the address is already in use within the network. If no reply is
received after successive broadcasts, the uniqueness check is passed.
6. Once the DAD process is passed, the node assigns itself its tentative address and
exits the address assignment process.

With the Auto Conf approach, the selection of the timeout value for the address requests
is critical. Selecting too short a timeout value may result in duplicate addresses, as all of
the network may not be thoroughly checked during the DAD process. Selecting too
large a timeout value may in turn result in added latency for the address assignment
process. During the initial simulations, three successful address requests are required for
the verification of a unique address.

The Auto Conf approach is easily able to tackle the problem of permanently departed
nodes. When a node permanently departs the network, it will fail to respond to address
request messages for its address, and so its address will be made available to other
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nodes within the network. As a result, the departure of a node will not be detected,
however the departed node’s address will be recovered for possible use by another node.
One problem with this approach is that it fails to tackle the problem of temporarily
departed nodes.
Average Address Assignment Latency
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Figure 5-1: Impact of Varying Timeout Period on Auto Conf
Num of Nodes

50

35

20

Ave Address Assignment Latency (Seconds)

3.602

3.605

3.6

Ave Num of Unicast Msgs Sent by Each Node

0.053

0.061

0.058

Ave Num of Broadcast Msgs Sent by Each Node

5.38

5.37

5.3

Table 5-1: Impact of varying network density on Auto Conf

Fig. 5-1 illustrates the effect of varying the timeout period on the address assignment
process. As mentioned earlier, the timeout period is the period of time, which a node
waits for a response to an address request. Since three successful address requests are
required for the uniqueness verification of an address, the average address assignment
latency is at least 3*Timeout Period. From these results, it can be seen that as the
timeout period is increased, the average address assignment latency increases
accordingly. For the rest of the simulations, the timeout value is set to 1.2 seconds.
Table 5-1 illustrates the effect of varying network density. Note that there is little
difference in address assignment latency as the number of nodes increases. This is due
to the fact that the pool of available address was set to 500 and so the possibility of
duplicate addresses was low. The average number of unicast messages sent by each
node also remains very low because unicast messages are only generated when a
duplicate address is detected, i.e. when a node selects an address that is already in use
within the network.
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Table 5-2 shows the effect of varying the pool of available addresses within the
network. Note that varying the number of available addresses, results in an increase in
average address assignment latency and address assignment overhead. This occurs,
because by reducing the pool of available addresses, the probability of a node selecting
a duplicate address during the DAD process increases. As a result, each node may have
to check numerous addresses before it finds an address that is unique within the
network, which results in an increase in address latency and overhead. Note that once
the pool of available address is reduced below the number of nodes within the network,
i.e. 35, there is a significant increase in address assignment latency and overhead. This
is due to the fact that some nodes upon entering into the network are unable to select a
unique address within the network.

Pool of Available Addresses

500

400

250

100

75

50

40

25

Ave Address Assignment Latency (Seconds)

3.605

3.603

3.603

3.607

3.61

3.67

3.7

22.4

Ave Num of Unicast Msgs Sent by Each Node

0.052

0.068

0.114

0.31

0.63

1.4

3.2

6.1

5.37

5.43

5.43

5.6

5.94

6.89

8.5

16.3

Ave Num of Broadcast Msgs Sent by Each Node

Table 5-2: Impact of varying pool of available addresses Auto Conf

Table 5-3 illustrates the effect of varying the uniform entry distribution on the address
assignment process. Note that varying the entry distribution of nodes has little effect on
address assignment latency or overhead. Table 5-4 illustrates the effect of varying the
number of node departures on the address assignment process. From these results, it is
observed that increasing the number of departures, results in an increase the overhead
generated by each node, due to the fact that nodes leave and re-enter the network more
often and so generate more messages.
Entry Distribution

0 to 10s

0 to 30s

0 to 50s

0 to 70s

0 to 100s

Ave Num of Unicast Msgs Sent by Each Node

0.051

0.067

0.083

0.077

0.075

Ave Num of Broadcast Msgs Sent by Each Node

5.43

5.42

5.37

5.31

5.43

3.606

3.606

3.605

3.6

3.6005

Ave Address Assignment Latency (Seconds)

Table 5-3: Impact of varying entry distribution on Auto Conf
Num Departures

25%

50%

75%

100%

Ave Num of Unicast Msgs Sent by Each Node

0.056

0.066

0.089

0.127

Ave Num of Broadcast Msgs Sent by Each Node

3.82

4.63

5.37

6.34

3.6

3.605

3.605

3.6

Ave Address Assignment Latency (Seconds)

Table 5-4: Impact of varying number of departures on Auto Conf
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Table 5-5 illustrates the effect of varying the area size in which a network is created.
Reducing the area in which a network is created reduces the number of hops needed to
traverse the network. As a result, the delay experienced by a node communicating with
other nodes within the network is reduced. Varying the area size however has little or no
effect on the performance of the Auto Conf approach. This is because the Auto Conf
proposal utilises timeouts to verify the uniqueness of an address, whereby the
uniqueness of an address is verified if a node fails to receive any replies to successive
queries before a timer expires. Timeouts however do not take the area size of the
network into consideration. For example, it may take 100 microseconds or one second
to traverse the network and reply to an address request depending on network size. The
address latency however, will not significantly change as the uniqueness of an address
can only be verified once the timer expires.

Area Size (Metres Squared)
Ave Num of Unicast Msgs Sent by Each Node
Ave Num of Broadcast Msgs Sent by Each Node
Ave Address Assignment Latency (Seconds)

500x500

1000x1000 1500x1500

0.062

0.057

5.4

5.37

5.37

3.601

3.602

3.602

0.049

Tabic 5-5: Impact of varying area size on Auto Conf

While the Auto Conf approach assigns a unique address to a node in a relatively short
period of time with little overhead, it has a number of problems.

1. It fails to tackle the problem of temporarily departed nodes. A node may find
that its address has been allocated to another node during its temporary absence
from the network.

2. The proposal fails to deal with the problem of network merger.

3. Another potential problem exists with the temporary addresses used during the
DAD process. An address conflict is possible as two nodes may choose the
same temporary address.

4. A problem may also exist in regard to scalability, as a large timeout value will
be required for a large-scale ad-hoc network in order to thoroughly search the
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entire network. This in turn, will increase the average period of time needed for
a node to be assigned a unique address from when it enters the network.

5. The approach also fails to tackle the problem of security within the address
assignment process.

5.4.1 Auto Conf Modifications
Another problem with the Auto Conf proposal is that the delay associated with address
assignment may be large, especially if a large timeout value is used for the DAD
address requests as illustrated in Fig. 5-1. As part of the work contained within this
study, a modification to the Auto Conf approach was developed to improve its
performance. This modification significantly reduces address assignment delay by
introducing the concept of a primary and secondary address. A node’s primary address
is the one it uses in the normal routing process; its secondary address is a virtual
addiess, which is used to speed up the process of address assignment. A number of
nodes in the network are assigned secondary addresses. These addresses serve no use in
routing functionality but their uniqueness is verified through the normal Auto Conf
DAD process. As a result, these addresses can be quickly allocated to nodes, which
require a primary address. Because the uniqueness of these addresses will have already
been verified, the node will be able to begin using the addiess immediately. This in turn
should significantly reduce the latency involved in address assignment. The modified
DAD process is outhned below.

1. A node arriving into a network chooses a random address from a predefined list
of addresses. This address serves as the nodes temporary address during the
DAD process.

2. The new node, hereafter called the Requestor, broadcasts a Neighbour Query
message looking for a neighbour node and starts a timer. A neighbouring node
that has a secondaiy address configured and is not cunrently involved in a
configuration with another node, responds to this request by issuing a unicast
Neighbour Reply message, which contains its secondary address. Once a
Neighbour Reply message is sent to the Requestor the node starts a timer. If an
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Acknowledgement is received from the Requestor before the timer has expired,
the node proceeds to step 5. If no Acknowledgement is received, the node
assumes the Requestor did not use its secondary address, and will reclaim this
address and use it to respond to any future requests.

3. If the Requester node fails to receive a response from successive Neighbour
Query messages, it proceeds to step 4. If one or more Neighbour Reply
messages are received, the Requester selects one and ignores the others. The
Requestor node then uses the advertised secondary address as its primary
address, issues a unicast Acknowledgement and then proceeds to step 5.

4. The Requestor node selects a random tentative address and sends out successive
broadcast Request Primary messages looking for this address. Any node that has
a primary address matching the requested address responds with a unicast Reply
Primary message. If a nodes secondary address matches the address in the
Request Primary message, the node proceeds to step 5. If the Requester node
fails to receive any response to successive Request Primary messages, then it
takes the tentative address as its primary address. If a Reply Primary message is
received, the requestor node repeats step 4.

5. If a node is capable of configuring a secondary address, the node selects a
random tentative address and sends successive Request Secondary broadcast
messages looking for this address. Any node that has a primary or secondary
address matching this address will respond with a unicast Reply Secondary
message.

If the node fails to receive any response to successive Request

Secondary message, then it takes the tentative address as its secondary address.
If a Reply Secondary is received, the node repeats step 5.

The above process enables a node to be assigned an address in a much shorter period of
time compared the Auto Conf proposal. Simulation results are presented below. Unless
otherwise stated, five percent of the nodes in the network are configured with secondary
addresses. This value is altered later in order to access its impact on performance.
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Average Num of Msgs Sent by Each Node

- Auto Conf Modified
Unicast Msgs
- Auto Conf Unicast
Ivbgs
Auto Conf Modified
Broadcast Msgs
- Auto Conf Broadcast
Msgs

Figure 5-2: Auto Conf vs. Auto Conf Modified (Part 1)

Fig. 5-2 and 5-3 illustrates a comparison between the Auto Conf and Auto Conf
Modified approaches whereby the network density is varied. It can be seen from these
results that the modification significantly reduces the average latency involved in
address assignment. This modification, however, does introduce extra overhead in the
form of additional unicast and broadcast messages. Very few unicast messages are
generated by the Auto Conf approach due to the low probability of dupUcate addresses.
The Auto Conf Modified proposal on the other hand, generates numerous unicast
messages, for example. Neighbour Reply and Acknowledgement messages. These
messages are reduced however as the number of nodes within the network is reduced.
Overall, while the modification significantly reduces the average latency involved in
address assignment, it does introduce extra overhead. A choice needs to be made as to
whether the reduction in latency is of more benefit than the added messages.

Average Address Assignment Latency

-4— Auto Conf
Modified
-■— Auto Conf

Figure 5-3: Auto Conf vs. Auto Conf Modified (Part 2)
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Table 5-6 illustrates the impact of varying the number of departures within the network.
Note that similar to the Auto Conf proposal increasing the number of departures in the
network results in an increase in the amount of overhead generated by each node. This
increase is as a result of nodes leaving and rejoining the network more often.

Num Departures

25%

50%

75%

100%

Ave Num of Unicast Msgs Sent by Each Node

6.486

6.89

8.3

9.86
8.71
0.0434

Ave Num of Broadcast Msgs Sent by Each Node

5.51

6.8

7.7

Ave Address Assignment Latency (Seconds)

0.037

0.043

0.031

Table 5-6: Impact of varying number of departures on Auto Conf Modified

Fig. 5.4 illustrates the effect of varying the percentage of nodes capable of being
configured with a secondary address. Note that increasing the percentage of nodes
capable of being assigned a secondar>' address significantly increases the amount of
overhead generated by each node. Careful consideration is needed when deciding on
the percentage of secondary nodes, as choosing too high a percentage will severely
impact on address assignment overhead.
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Figure 5-4: Impact of Varying Percentage of Secondary Nodes on Auto Conf Modified
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5.5 Dynamic Conf
The next approach simulated was the “Dynamic Conf’ [48] approach, proposed by
Belding-Royer and Sun. This approach can be classified as a stateless approach and
presents a dynamic address assignment approach based upon the Auto Conf [47]
proposal. This proposal introduces a number of modifications to the Auto Conf
approach to tackle the problems of network merger and temporarily departed nodes.
This proposal introduces the concept of a Primary Address Authority (PAA) and a
Backup Address Authority (BAA). The function of the PAA is to detect network merger
and to ensure that a temporally departed node’s address is protected from being
inadvertently allocated to another node during the node’s temporary absence. Network
ID’s are used to detect network mergers, whereby all nodes in the same network share
the same network ID. The PAA is responsible for the selection and distribution of the
network ID. The PAA periodically broadcasts its presence together with the network ID
throughout the network and a merger is detected when a PAA node receives a PAA
update from a foreign PAA node, with a network ID different from its own. When a
merger is detected, the two PAA nodes exchange their list’s of allocated addresses and
resolve any address duplications. One PAA then becomes sole PAA for the merged
network and generates a new network ID for the network.

The PAA also maintains a list of the allocated addresses within the network with a lease
associated with each address on the list. The concept of a lease was first introduced in
DHCP [3]. The function of the BAA is to serve as a backup to the PAA and so provide
redundancy within the network. The BAA is periodically updated by the PAA to ensure
that its allocated list of addresses within the network is synchronised with the PAA’s list
of addresses. If the PAA were to leave the network, its disappearance would be
detected, as nodes would fail to receive successive advertisements from the PAA. In this
situation, the BAA would become the PAA.

When a node arrives into a network it selects and verifies the uniqueness of an address
as per the technique outlined in the Auto Conf proposal. Once a node has been assigned
a unique address, it waits to receive an advertisement form the PAA. If no
advertisement is received the node becomes the PAA, creates a network ID and begins
to periodically advertise its presence throughout the network. If the node receives an
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advertisement from a PAA, it notes its advertised network ID and sends a register
message to the PAA, indicating its desired lease period. The PAA on receiving this
message adds the node’s address to its list of allocated addresses and notes its lease.
Each node is required to periodically renew the lease on their address by sending re
register messages to the PAA. The use of address leases solves the problem of both
permanent and temporarily departed nodes. The PAA node will protect a temporarily
departed node’s address from being reassigned to another node during its absence. If a
node were to select a temporarily departed node’s address and perform the DAD
process upon this address as per the Auto Conf proposal, the PAA would respond to
these DAD requests as long as the lease on the temporarily departed nodes address had
yet to expire. This technique ensures the integrity of the departed node’s address. Once
a node returns to the network, it can renew the lease on its address provided it has yet to
expire. If the lease on a node’s address expires, then it is removed from the PAA list of
allocated addresses and upon re-entry into the network, the node is required to be
configured with a new address.

The hierarchical nature of the Dynamic Conf should allow it to scale effectively,
however similar to the Auto Conf approach, its use of timeouts in the address
assignment process may limit its effectiveness in large networks, as a large timeout
value would be required. One possible way to limit the impact of a laige timeout value
would be to divide a large network into a number of smaller sub networks, each with
their own PAA node. A timeout value could then be devised, whereby an address
request is limited to a sub network, which would reduce the size of the timeout value.
The PAA nodes, however, would now be required to synchronise with each other from
time to time in order to detect duplicate addresses within the overall network. One
disadvantage of the Dynamic Conf approach is that it fails to tackle the problem of
security within the address assignment process.

Simulation results are presented below. Unless otherwise stated, the period between
PAA updates was set to 100 seconds, the timeout period for each address request in the
DAD process was set to 1.2 seconds, with three successful address requests required for
the uniqueness verification of an address. As a result, average address assignment
latency will always be at least 3.6 seconds (1.2 * 3). The timeout value was set to 1.2
seconds in order to achieve a fair comparison with the Auto Conf approach. Each node
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is also required to take a lease on an address, which it periodically updates before it
expires, this was set to 600 seconds unless otherwise stated. Both the interval between
PAA leader updates and the size of the address lease are varied later in order to access
their impact on performance.

Num of Nodes

50 Nodes

Ave Address Assignment Latency (Seconds)

35 Nodes

20 Nodes

3.601

3.6

3.6

Ave Num of Unicast Msgs Sent by Each Node

17.5

16.8

16.1

Ave Num of Broadcast Msgs Sent by Each Node

6.98

6.26

6.8

Table 5-7: Impact of varying network density on Dynamic Conf

Table 5-7 illustrates the effect of varying network density on the Dynamic Conf
approach. From these results, it can be seen that varying the number of nodes has little
effect on overall address assignment overhead. These results in terms of average latency
for address assignment are very similar to the ones found in the Auto Conf approach
due to the fact that the Dynamic Conf approach utilises the DAD technique outlined in
the Auto Conf approach. As with the Auto Conf approach, the selection of a timeout
value for each address request is critical as selecting too large a timeout value will
adversely affect address assignment latency. The timeout value chosen above was 1.2
seconds, which result in an average address assignment latency of at least 3.6 seconds.
If however, the timeout value were to be modified, it would generate an average address
assignment latency similar to those found in Fig. 5-1. Note also that the Dynamic Conf
approach generates a far greater number of unicast messages compared to the Auto
Conf approach. This increase is as a result of the introduction of the hierarchical
structure, which was introduced to tackle the problem of network merger and temporary
departed nodes.
The Dynamic Conf approach responds in a similar manner to the Auto Conf approach
when the pool of available addresses is reduced, as illustrated in Table 5-8. Reducing
the pool of available addresses increases the probabihty of a node selecting a duplicate
address during the DAD process. As a result, a node may have to choose and verify
multiple addresses before it finds an address that is unique within the network. This in
turn, increases the overhead generated by each node and the average address assignment
latency experienced by a node. Note that similar to the Auto Conf approach once the
pool of available address is reduced below the number of nodes within the network, i.e.
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35, there is a significant increase in address assignment latency and overhead. This is
due to the fact that some nodes upon entering into the network are unable to select a
unique address within the network.

Pool of Available Addresses

500

400

300

200

150

100

50

35

25

Ave Address Assignment Latency (Seconds)

3.6

3.601

3.6

3.601

3.606

3.603

3.604

3.707

24.6

Ave Num of Unicast Msgs Sent by Each Node

16.81

16.83

16.89

16.39

16.96

17.12

18.13

20.97 33.44

Ave Num of Broadcast Msgs Sent by Each Node

6.26

6.29

6.31

6.34

6.37

6.49

7.29

8.83

16.33

Table 5>8: Impact of varying pool of available addresses on Dynamic Conf

Entry Distribution

0 to 10s

0 to 30s

0 to 50s

0 to 70s Oto 100s

Ave Num of Unicast Msgs Sent by Each Node

20.2

19.3

16.8

16.7

13.9

Ave Num of Broadcast Msgs Sent by Each Node

6.23

6.31

6.26

6.23

6.26

Ave Address Assignment Latency (Seconds)

3.6

3.6

3.6

3.6

3.6001

Table 5-9: Impact of varying entry distribution on Dynamic Conf

Table 5-9 illustrates the impact of varying the entry distribution of a 35-node network.
Very little difference in terms of performance is observed, which is similar to the results
obtained for the Auto Conf approach. Table 5-10 illustrates the effect of varying the
number of departures on the Dynamic Conf approach. Similar to the results obtained for
the Auto Conf approach, it can be seen that increasing the number of departures results
in an increase in the number of broadcast messages sent by each node. This is as a result
of nodes, which having departed the network, later rejoin and find that the lease in their
address has expired. As a result, they are required to configure a new address, which in
turn increases the average number of broadcast messages sent by each node.
Num Departures

25%

50%

75%

100%

Ave Num of Unicast Msgs Sent by Each Node

20.12

18.91

16.82

17.62

4.74

5.63

6.26

7.12

3.603

3.62

3.6

3.604

Ave Num of Broadcast Msgs Sent by Each Node
Ave Address Assignment Latency (Seconds)

Table 5-10: Impact of varying number of departures on Dynamic Conf

Table 5-11 illustrates the effect of varying the area size in which a network is created.
As mentioned previously increasing the size of the network increases the average
number of hops needed to traverse the network. Note that comparable to the Auto Conf
approach, varying the area size has little effect on performance. Similar to the Auto
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Conf approach, this is as a result of the use of timeouts in the address assignment
process.

Area Size (Metres Squared)
Ave Num of Unicast Msgs Sent by Each Node

500x500

1000x1000

1500x1500

16.7

16.8

16.8

6.23

6.29

6.26

3.6

3.6

3.6

Ave Num of Broadcast Msgs Sent by Each Node
Ave Address Assignment Latency (Seconds)

Table 5-11: Impact of varying area size on Dynamic Conf

Average Latency for Address Recovery

Figure 5-5: Impact of Varying Size of Address Lease on Dynamic Conf (Part 1)
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Figure 5-6: Impact of Varying Size of Address Lease on Dynamic Conf (Part 2)

Fig. 5-5 and 5-6 illustrate the effect of varying the size of address leases on the
Dynamic Conf approach. Note that decreasing the size of an address lease, results in an
increase in the average number of unicast messages sent by each node with a reduction
in the average address recovery time. This increase occurs, because each node is
required to update its lease more often the shorter the lease. A compromise needs to be
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reached in regard to the size of an address lease, as choosing too small a size will result
in excessive unicast messages being generated. Choosing too large a lease on the other
hand, will increase the period of time needed to detect permanent node departures.

Average Period of Time Needed to Detect Network
Merger and Resolve Any Possible Address Duplications
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Figure 5-7: Impact of Network Merger on Dynamic Conf (Part 1)

Figure 5-8: Impact of Network Merger on Dynamic Conf (Part 2)

Fig. 5-7 and 5-8 illustrate the effect of network merger on the Dynamic Conf approach.
A network merger is detected if a PAA node receives three successive updates from a
foreign PAA node. The simulation results presented are for two 20-node networks,
which merge together. The PAA update period is varied in order to assess its impact on
performance. Note that a reduction in the time needed to detect network merger is
observed as the period between PAA updates is reduced. This reduction in the interval
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between PAA updates, however significantly increases the average number of unicast
and broadcast messages generated by each node. A compromise needs to be reached in
regard to the interval between leader updates. Selecting too short an interval
significantly increases overhead, whereas selecting too large an interval increases the
time needed to detect network merger.
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5.6

SONAM

The next approach simulated was the “SONAM” [42] approach proposed by O’Mahony
and Toner, which presents a distributed hierarchical approach for the assignment of
addresses. This approach is different from both the Auto Conf and Dynamic Conf
approaches in that it can be classified as a stateful approach. One node in the network is
responsible for the assignment of addresses to new nodes entering the network. Similar
to the Dynamic Conf approach, this leader node maintains a list of all allocated
addresses within the network and allocates unique addresses to new nodes in a clientserver fashion. The process for address allocation is outlined below.

1. A node arriving into the network, selects one other configured node, hereafter
called an “agent” to act on its behalf during the allocation process.
2. The agent node sends a request for an address to the leader node.
3. The leader node selects an address that is not currently in use within the
network, and adds this address to its list of allocated addresses. The leader then
sends back a response to the agent who in turn forwards the response to the new
node.
4. The leader node also distributes a copy of its allocated list of addresses together
with a version number to the new node. This version number is incremented
every time a new node joins the network.

The leader node periodically broadcasts its presence to all nodes in the network, and its
departure is detected when a node fails to receive successive broadcasts from the leader
node. If the leader node were to leave the network, the use of version numbers reduces
the task of leader election to a task of simply locating the node with the latest version
number. The node with the latest version number would have the most up to date list of
allocated addresses within the network. A network merger is detected if a leader node
were to receive a broadcast from a foreign leader node. In this situation, the two leader
nodes exchange their lists of allocated addresses in order to detect any address
duplications. Once duplicate addresses have been detected and resolved, one of the
leader nodes becomes sole leader for the merged network.
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The SONAM approach deals with the problem of permanent node departure through the
use of a periodic management scheme. This involves the leader node periodically
verifying the presence of all other nodes within the network. If a node fails to respond to
successive unicast query messages then it is assumed to have left the network and so its
address is removed from the leader node’s allocated hst of addresses. This approach
fails however to tackle the problem of temporary node departures.

The hierarchical nature of the SONAM approach should allow it to scale effectively to
large-scale networks, whereby multiple leader nodes could be employed in a large
network. These leader nodes however would be required to synchronise with each other
from time to time in order to detect duplicate addresses within the overall network. One
problem with the proposal is that it fails to tackle the problem of security within the
address assignment process.

Simulation results are presented below. Unless otherwise stated, the period between
leader updates was set to 100 seconds and the leader management scheme was
conducted every 300 seconds. These values were selected as they are comparable to
values used in the approaches simulated thus far, therefore enabling a fair comparison
between the various approaches.

Num of Nodes

50 Nodes

35 Nodes

20 Nodes

Ave Address Assignment Latency (Seconds)

0.129

0.125

0.124

Ave Num of Unicast Msgs Sent by Each Node

71.54

55.9

38.6

3.42

3.34

3.35

Ave Num of Broadcast Msgs Sent by Each Node

Table 5-12: Impact of varying network density on SONAM

Table 5-12 illustrates the effect of varying network density on the SONAM approach.
Note that while the approach allocates a unique address in a relatively short period of
time, the average number of unicast messages sent by each node gradually increases as
the network density is increased. This increase is as a result of the periodic management
scheme used to detect node departures. As the number of nodes within the network is
increased, more messages are generated during the management scheme, which in turn
results in an increase in the average number of unicast messages sent by each node.
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Table 5-13 illustrates die effect of varying the pool of available addresses on the
SONAM approach. Note that reducing the number of available addresses has little
impact on overall performance. This is in contrast to both the Auto Conf and Dynamic
Conf approaches which experienced an increase in overhead as the pool of available
addresses was reduced. The SONAM approach generates no extia overhead as a result
of the leader node. The leader node maintains a hst of allocated addresses, and so will
allocate a unique address to a node, provided there is a free address available. Similar to
the Auto Conf and Dynamic Conf approaches however, if the number of nodes were to
be reduced below the number of nodes within the network, i.e. 35, a denial of service
problem exist, as some nodes entering into the network are unable to select a unique
address. This results in excessive overhead and address assignment latency.
500

300

150

100

50

25

0.113

0.114

0.116

0.111

0.115

26.75

Ave Num of Unicast Msgs Sent by Each Node

52.8

52.9

52.9

53.7

53.8

77.89

Ave Num of Broadcast Msgs Sent by Each Node

3.22

3.25

3.22

3.23

3.24

12.67

Pool of Available Addresses
Ave Address Assignment Latency (Seconds)

Table 5-13: Impact of varying pool of available addresses on SONAM

Table 5-14 illustrates the effect of varying the uniform entry distribution of nodes
within the network. From the results, it can be seen that there is only marginal
difference between the various entry distributions, which is similar to the results
obtained for both the Auto Conf and Dynamic Conf approaches.
0 to 10s

0 to 30s

0 to 50s

0 to 100s

Ave Num of Broadcast Msgs Sent by Each Node

Entry Distribution

53.8

59.6

55.9

43.7

Ave Num of Unicast Msgs Sent by Each Node

3.43

5.09

3.34

2.77

Ave Address Assignment Latency (Seconds)

0.168

0.153

0.158

0.162

Table 5-14: Impact of varying entry distribution on SONAM
Num Departures

25%

50%

75%

100%

Ave Address Assignment Latency (Seconds)

0.106

0.112

0.114

0.113

Ave Num of Unicast Msgs Sent by Each Node

46.8

52.34

55.9

60.4

Ave Num of Broadcast Msgs Sent by Each Node

3.06

3.34

4.02

4.26

Table 5-15: Impact of varying number of departures on SONAM

Table 5-15 illustrates the effect of varying the number of node departures within the
network. Increasing the number of departures within a network results in an increase in
overhead, which is similar to the results obtained for the Auto Conf and Dynamic Conf
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approaches. Table 5-16 illustrates the effect of varying the area size in which a network
is created. Note that increasing the area into which a network is created, results in an
increase in the average latency associated with address assignment. Reducing the area in
which a network is created reduces the number of hops needed to traverse the network.
As a result, the delay experienced by a node communicating with the leader node and
other nodes within the network is reduced. This in turn reduces the average address
assignment latency experienced by nodes within the network. This is in contrast to both
the Dynamic Conf and Auto Conf approaches where varying the area size had little
effect on performance.
500x500

1000x1000

Ave Num of Broadcast Msgs Sent by Each Node

52.97

52.94

55.9

Ave Num of Unicast Msgs Sent by Each Node

3.21

3.22

3.34

0.068

0.072

0.1001

Area Size (Metres Squared)

Ave Address Assignment Latency (Seconds)

1500x1500

Table 5-16: Impact of varying area size on SONAM

Fig. 5-9 and 5-10 illustrate the effect of varying the interval between the leader nodes
management scheme within the network. Note that reducing the management scheme
interval results in an increase in the average number of unicast messages sent by each
node, however it reduces the average latency for address recovery. A compromise needs
to be reached in regard to latency for address recovery versus overhead.
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Figure 5-9: Impact of Varying Management Scheme Interval on SONAM (Part 1)

82

Average Num of Msgs Sent by Each Node
8.
I
^
E

80
60
40
20

4- fj

400

200

300

150

Interval Between Address Cleanup Management
Scheme (Seconds)
□ Ave Num of Broadcast N/bgs Sent by Each Node
■ Ave Num of Unicast Msgs Sent by Each Node

Figure 5-10: Impact of Varying Management Scheme Interval on SONAM (Part 2)

Fig. 5-11 and 5-12 illustrate the effect of network merger on the SONAM approach. A
network merger is detected if a leader node receives three successive updates from a
foreign leader node. The simulation results presented are for two 20-node netv/orks,
which merge together. The period between leader updates was varied in order to assess
its impact on network merger. From tliese results, it can be seen that reducing the period
between leader updates results in an decrease in the time needed to a detect network
merger. This reduction in the interval between leader updates, however, significantly
increases the average number of broadcast messages generated by each node during the
simulation. These results are similar to the results obtained by the Dynamic Conf
approach where reducing the interval between leader updates also significantly reduced
the average time needed to detect network merger while increasing overhead. Similar to
the Dynamic Conf approach a compromise needs to be reached in regard to the interval
between leader updates. Selecting too short an interval significantly increases overhead
whereas selecting too long an interval increases the time needed to detect network
mergers.
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Average Period of Time Needed to Detect Network
Merger and Resolve Possible Address Duplications
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Figure 5-11: Impact of Network Merger on SONAM (Part 1)

ngure 5-12: Impact of Network Merger on SONAM (Part 2)

5.6.1 SONAM Modified
One problem with the SONAM approach is that it fails to distinguish between
permanently and temporarily departed nodes. A permanent node departure is easily
detected though the leader nodes periodic management scheme. This approach fails,
however, to tackle the problem of nodes temporarily departing and rejoining the
network. The modification outlined below introduces a technique, which solves the
problem of nodes temporarily departing and rejoining the network. This modification
was developed as part of the work presented within this study.

The modification introduces the concept of an address lease, similar to that used in
DHCP [3] and further discussed in the Dynamic approach. The use of address leases
allows a temporarily departed node’s address to be protected from use by another node.
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provided the lease on the departed node’s address has yet to expire. As a result, a
temporarily departed node is able to regain use of its address upon re-entry to the
network, provided the lease on its address has yet to expire. If a node fails to renew the
lease on its address then the address is made available for another node to acquire.
Introducing the concept modifies the address assignment process as follows.

1. A node’s address is assigned as per the original approach, however, an extra
number of stages are introduced once a node has been assigned its address.
2. Once a node has been assigned its address, it selects a lease for its address. It
then sends a unicast message to the leader node informing it of its requested
address lease.
3. The leader node maintains a list of aU addresses and their associated address
leases within the network. The leader node, upon receiving the message
indicating a node’s requested lease adds the node’s address and its requested
lease to its list of allocated addresses. If the leader node finds that one of the
address leases in its list of allocated list of addresses has expired, the address is
removed from its list. As a result, a node is required to periodically update its
lease with the leader node.
4. If a node were to rejoin the network after departing for a short period of time, it
checks to see if the lease on its address has expired. If its lease has yet to expire,
it updates its lease with the leader node. If however, tlie node’s lease has already
expired, it sends a message to the leader node requesting its old address. If the
node’s old address is still available, the leader reallocates its old address. If
however, the node’s old address has been allocated to another node during its
absence, the leader node allocates a new address to the node.

One advantage of this modification is that it eliminates the need for the periodic
management scheme described in the original SONAM approach. The management
scheme is no longer required, as a permanently departed node’s address is recovered
once the lease on its address has expired.

Simulation results are presented below. Unless otherwise stated, each node in the
network is required to take a lease on an address, which it periodically updates before it
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expires. Unless otherwise stated, this was set to 600 seconds, which is comparable to the
lease selected during the analysis of the Dynamic Conf approach.
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Figure 5-13: SONAM vs. SONAM Modified (Part 1)

Fig. 5-13 and 5-14 illustrate a comparison between the SONAM and modified SONAM
approach whereby the network density is varied. From these results, it can be seen that
the modification results in a slight increase in address assignment latency with a
significant reduction in the number of unicast messages sent by each node. This is due
to the fact that the modified approach eliminates the need for the periodic management
scheme outhned in the SONAM approach through the use of address leases, which are
used to detect node departures. The average number of unicast messages is reduced in
both approaches as the number of nodes within the network is reduced. This is due to
the fact that fewer nodes take part in the period management scheme and in obtaining
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address leases in the SONAM and SONAM Modified approaches accordingly as the
number of nodes are reduced.
Num Departures

25%

50%

75%

100%

Ave Num of Unicast Msgs Sent by Each Node

28.98

29.11

29.74

29.26

Ave Num of Broadcast Msgs Sent by Each Node

2.09

2.74

2.89

2.77

Ave Address Assignment Latency (Seconds)

0.251

0.252

0.255

0.253

Table 5-17: Impact of varying number of departures on SONAM Modified

Table 5-17 illustrates the effect of varying the number of departures within the network.
From the results, it can be seen that varying the number of departures has little effect on
performance. This is as a result of address leases, whereby a node may depart and rejoin
a network and still be able to utilise its old address. This reduces the number of
messages generated by each node as instead of going through the process of being
assigned a new address upon re-entry into the network, a node may reuse its old
addiess, provided its lease has yet to expire. Fig. 5-15 and 5-16 illustrate the effect of
varying the size of an address lease within the network. Note that the average number of
unicast messages generated by each node increases and the average time needed to
detect node departures decreases as the size of the address lease is reduced. These
results are similar to the results obtained during the simulation of the Dynamic Conf
approach. By reducing the size of address leases each node is required to renew its lease
more often due to its smaller size. Similar to the Dynamic Conf approach a compromise
needs to be reached in regard to the size of an address lease versus overhead.
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Figure 5-15: Impact of Varying Size of Address Lease on SONAM Modified (Part 1)
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Figure 5-16: Impact of Varying Size of Address Lease on SONAM Modified (Part 2)
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5.7

MANET Conf

The next approach simulated was the “MANET Conf’ approach [37], which was
proposed by Nesargi and Prakash. This approach introduces an address assignment
scheme based upon a distributed mutual exclusion process and similar to the SONAM
approach can be classified as a stateful approach. A new node entering the network
chooses one configured node to act on its behalf for the creation and verification of an
address. The process is similar to a two-phase commit process whereby a node obtains
permission from the other nodes within the network for the allocation of an address to a
new node. Similar to the leader node in the Dynamic Conf and SONAM approaches,
each node in the network is required to maintain a data structure “Allocated List”,
which contains all the addresses currently allocated within a network. A technique is
used to ensure that the Allocated Lists of every node remains synchronised with each
other. The address allocation process is outlined below.

1. A new node, hereafter called the “requester”, arriving into a network issues a
series of broadcasts querying the presence of configured neighbouring nodes.
Configured nodes in the network respond to the requestor.
2. If the requester node receives no response to its request, then it chooses an
address at random from a predefined list of addresses as its own address and
exits the assignment process.
3. If the requester receives one or more responses, it chooses one configured node
to act as its “initiator node”. The initiator node is responsible for the selection
and verification of a unique address for the requestor node.
4. The initiator node selects an address that is not on its list of allocated addresses
and then initiates a two phase commit process to verify the uniqueness of the
selected address within the network.
5. In order to test the uniqueness of an address, the initiator node broadcasts the
selected address to aU configured nodes within the network. Configured nodes
upon receiving this request, checks the address against their list of allocated
addresses. They respond in the affirmative if the address is not already contained
within their list of allocated addresses and in the negative if the address is
already contained within their list of allocated addresses.
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6. If one or more of the configured nodes fails to respond to the request or responds
in the negative the initiator returns to step 4.
7. If all the configured nodes in the network respond to the initiator in the
affirmative, the initiator assumes that the selected address is unique within the
network. The initiator node adds the selected address to its list of allocated
addresses and allocates the address to the requestor node.
8. The initiator node also broadcasts its updated list of allocated addresses to all
configured nodes, who in turn update their list of allocated addresses. This
technique is used to ensure that the allocated lists of addresses of all nodes
remain synchronised.

The above process will be able to detect permanently departed nodes, as they will fail to
respond to requests from initiator nodes. If a node fails to respond to successive requests
then it will be removed from the allocated list of addresses. This approach fails however
to tackle the problem of temporarily departed nodes. Another potential problem with
this approach is that a node departure is only detected if a node fails to respond to
messages from an initiator node. As a result, the detection of departed nodes is
dependent upon the airival of new nodes into the network, which may impact on its
ability to detect node departures.

A network ID is used to tackle the problem of network merger, whereby all nodes
within the same network share the same network ID. One “leader” node in the network
is responsible for the selection of this network ID and periodically broadcasts this ID to
all other nodes within the network. The absence of the leader node is detected if a node
fails to receive successive updates from the leader node. When two previously distant
nodes come into contact with each other they exchange network ID’s. If these two
network ID’s are different then two separately configured networks have merged
together. The nodes then exchange their list of allocated addresses in order to determine
whether or not duphcate addresses exist between the two networks.

One problem with the MANET Conf approach is that it may not scale effectively to
large-scale networks. This is due to the fact that a node requires permission from every
node within the network for the allocation of a unique address to a new node. In a very
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large network, this technique would introduce considerable overhead. The approach also
fails to tackle the problem of security within the address assignment process.

Simulation results are presented below. Unless otherwise stated, the period between
leader updates was set to 100 seconds, which is comparable to the “leader” update
valued utilised by other approaches simulated thus far, thereby enabling a far
comparison between the various approaches.

Num of Nodes

50 Nodes

35 Nodes

20 Nodes

1.71

1.69

1.68

Ave Address Assignment Latency (Seconds)
Ave Num of Unicast Msgs Sent by Each Node

95.9

89.1

49.23

Ave Num of Broadcast Msgs Sent by Each Node

6.28

6.23

6.25

Table 5-18; Impact of varying network density on MANET Conf

Table 5-18 illustrates the effect of varying network density on the MANET Conf
approach. Note that increasing the number of nodes within the network results in
proportional increase in address assignment overhead. The average number of unicast
messages sent by each node increases because as the number of nodes is increased,
more nodes take part in the uniqueness verification process.

500

Pool of Available Addresses

400

250

100

50

25

Ave Address Assignment Latency (Seconds)

1.69

1.66

1.71

1.74

1.77

23.55

Ave Num of Unicast Msgs Sent by Each Node

89.1

88.17

87.23

88.71

89.23

122.5

Ave Num of Broadcast Msgs Sent by Each Node

6.23

6.22

6.11

6.26

6.29

16.78

Table 5-19: Impact of varying pool of available addresses on MANET Conf

Table 5-19 illustrates the effect of varying the pool of available addresses on the
MANET Conf approach. Similar to the SONAM approach, however in contrast to the
Dynamic Conf and Auto Conf approaches, it can be seen that varying the number of
available addresses has little effect on overall performance. This is due to the fact that
each node in the network maintains a list of all of the allocated addresses within the
network. As a result, when a node is required to select and test the uniqueness of an
address, it is generally able to select an address that is unique within the network,
provided it has an up to date list of allocated addresses. Similar to all the approaches
simulated thus far, reducing the pool of available addresses below the number of nodes
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within the network, i.e. 35, significantly increases overhead. This is due to the fact that
it is impossible to assign unique addresses to some nodes entering the network.

Entry Distribution

0 to 10s

0 to 20s

0 to 50s

0 to 70s

0 to 100s

Ave Num of Unicast Msgs Sent by Each Node

90.5

93.1

89.1

84.2

85.98

Ave Num of Broadcast Msgs Sent by Each Node

6.69

6.77

6.23

6.91

6.69

Ave Address Assignment Latency (Seconds)

1.67

1.69

1.69

1.71

1.63

Table 5-20: Impact of varying entry distribution on MANET Conf

Table 5-20 illustrates the effect of varying the entry distribution of nodes within the
network. Note that varying the entry distribution has only a marginal impact on
performance, which is similar to the results obtained for all of the address assignment
approaches simulated thus far.

Area Size (Metres Squared)

500x500

1000x1000

1500x1500

88.17

90.06

89.13

Ave Num of Unicast Msgs Sent by Each Node
Ave Num of Broadcast Msgs Sent by Each Node

6.22

6.25

6.23

Ave Address Assignment Latency (Seconds)

1.41

1.603

1.69

Table 5-21: Impact of varying area size on MANET Conf

Table 5-21 illustrates the effect of varying the area size on the MANET Conf approach.
From these results, comparable to the SONAM approach it can be seen that increasing
the area size increases the number of hops needed to traverse the network, which in turn
increases the average address assignment latency, since a requestor requires permission
from every node for the allocation of an address to a new node.

Num Departures

25%

50%

75%

100%

Ave Num of Unicast Msgs Sent by Each Node

53.7

68.5

89.1

102.4

Ave Num of Broadcast Msgs Sent by Each Node

5.06

5.24

6.23

7.23

Ave Address Assignment Latency (Seconds)

1.15

1.34

1.69

1.73

190.3

240.2

120.75

189.5

Ave Address Recovery Latency (Seconds)

Table 5-22: Impact of varying number of departures on MANET Conf

Table 5-22 illustrates the effect of varying the number of departures within a 35-node
network. From the results, an increase in overhead is observed as the number of node
departures is increased, which is similar to the results obtained for all of the address
assignment approaches simulated thus far. This is due to that nodes re-entering the
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network, are required to configure a new address. Note also in contrast to the Dynamic
Conf and SONAM approaches no pattern is visible in regard to average latency for
address recovery. This is due to the fact that address recovery is dependent upon new
nodes arriving into the network, and because node arrival may be random and
unpredictable, no pattern is visible. This is one of the disadvantages of the MANET
Conf approach.

Interval Between Leader Node Update (Seconds)
Ave Num of Unicast Msgs Sent by Each Node

10

25

35

50

70

100

150

47.8

47.9

47.8

47.8

47.8

47.8

47.8

Ave Num of Broadcast Msgs Sent by Each Node

23.2

12.5

10.6

8.9

7.8

7.15

6.6

Ave Address Assignment Latency (Seconds)

1.464

1.444

1.491

1.438

1.449

1.434

1.444

0.11

0.102 0.203 0.059 0.090 0.135

0.228

Time Needed to Detect Network Merger and Resolve
Possible Address Duplications (Seconds)

Table 5-23: Impact of network merger on MANET Conf

Table 5-23 illustrates the effect of network merger on the MANET Conf approach. Ihe
simulation results presented below are for two 20-node networks, which merge together.
The period between updates from the leader node is varied in order to access its impact
on network merger. As mentioned earlier, a merger is detected if two previously distant
nodes come into contact with each other, and find that they each share a different
network ID. Note that the time needed to detect a network merger is very small and
random, no matter how the period between leader updates is varied. This is in contrast
to both the SONAM and Dynamic Conf approaches, where reducing the period between
leader updates resulted in a reduction in the time needed to detect merger. A comparison
between the MANET Conf approach and the SONAM/ Dynamic Conf approaches in
regard to network merger is difficult however, as the MANET Conf approach assumes
that nodes only exchange network ID’s with previously distant nodes. It does not
however, identify how nodes distinguish between ordinary nodes and previously distant
nodes. The use of routing information to determine previously distant nodes is one
solution, however, this would embed the merger detection process into the routing
process, which is not ideal. Another possible solution would be for nodes to exchange
network ID information with all neighbouring nodes. This however, would introduce
significant extra overhead. A more simplistic solution to this problem, which was
developed as part of the work for this thesis is described in the next section.
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5.7.1 MANET Conf Modifications
One problem identified with the MANET Conf approach is that it fails to tackle the
problem of temporarily departed nodes. No technique is available to protect a
temporarily departed node’s address from being reassigned to another node. A
modification to the MANET Conf approach was developed as part of the work for this
research, whereby the problem of temporarily departed nodes is solved, by introducing
the concept of an address lease. If this concept were to be introduced it would ensure,
that were a node to temporarily depart the network, its address would be protected so
long as the lease on the departed node’s address does not expire. The use of address
leases would require each node maintain address lease information for every node
within their allocated list of addresses and would modify the address assignment
process as follows;

1. During the uniqueness verification process, whereby a node obtains permission
from all nodes for the allocation of a new address, a modification is required to
incorporate address leases. In the original approach if a node fails to respond to
successive address requests, it is assumed to have departed the network and so is
removed from the node’s list of allocated addresses. The use of address leases
would modify this process, whereby a node is only removed from another
node’s list of allocated address if it fails to respond to successive address
requests and the lease on its address has expired. If its lease has yet to expire, the
node’s response is ignored for the current address allocation.
2. Once a node has been assigned an address, it selects a lease for its address. The
nodes requested lease is then broadcasted to all nodes, each node on receiving
this message, updates their list of allocated addresses with the node’s requested
lease.
3. Each node is required to periodically renew the lease on its address. If a node
finds that a lease on one of the addresses in its list of allocated addresses has
expired, it removes the address from its list.
4. If a node were to temporarily depart the network, its address would be available
upon re-entry, provided the lease on the departed node’s address had yet to
expire. Upon re-entry a node may regain use of its address by broadcasting a
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lease update. If however, the lease on a node’s address has expired upon re
entry, the node is required to configure a new address.

The use of address leases allows the approach to detect node departures once the lease
on the departed node’s address has expired. As a result, the detection of node departures
is no longer dependent upon new nodes arriving into the network.

Simulation results for the modifications are presented below. Unless otherwise stated,
the period between leader updates was set to 100 seconds. Each node in the network is
required to take a lease on an address, which it periodically updates before it expires.
Unless othei-wise stated, this was set to 600 seconds, which is similar to the values
utihsed by the SONAM Modified approach and the Dynamic Conf approach.
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Figure 5-17: MANET Conf vs. MANET Conf Modified (Part 1)
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Figure 5-18: MANET Conf vs. MANET Conf ModiHed (Part 2)
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Fig. 5-17 and 5-18 illustrate a comparison between the MANET Conf and the Modified
MANET Conf approach. Note that the modifications result in a slight increase in
address assignment latency and average number of broadcast messages generated by
each node. The modification does however, significant reduce the average number of
unicast messages generated by each node. It should also be noted that the modification
increases the functionality of the approach as it enables the approach to tackle the
problem of temporarily departed nodes. Note that an increase in the number of unicast
messages is observed by both approaches as the number of nodes within the network is
increased. This is due to the fact that permission is required from every node within the
network for the allocation of an address to a new node.

Num Departures

25%

50%

75%

100%

Ave Num of Unicast Msgs Sent by Each Node

35.3

39.97

40.5

53.9

Ave Num of Broadcast Msgs Sent by Each Node

15.12

15.09

15.13

15.17

Ave Address Assignment Latency (Seconds)

2.43

2.45

2.44

2.43

Table 5-24: Impact of varying number of departures on MANET Conf Modified

Table 5-24 illustrates the effect of varying the number of departures with the network.
Similar to the results obtained for all the approaches simulated thus far, increasing the
number of departures within the network results in an increase in overhead. The
increase in the average number of unicast messages sent by each node is as a result of
more nodes departing and re-joining the network. Even providing for address leases,
some of these nodes will require new addresses upon re-entry as the lease on their
address may have expired. As a result, these nodes will require a new address and since
all other nodes within the network will be required to take part in the uniqueness
verification process, the average number of unicast messages will increase.

Fig 5-19 and 5-20 illustrate the effect of varying the size of address leases on the
Modified MANET Conf approach. Note that decreasing the size of the address lease
results in a reduction in the time needed to recover a departed node’s address. This is in
contrast with the original MANET Conf approach where no pattern was visible in
regard to address recovery. Introducing the concept of an address lease results in an
average address recovery pattern similar to those found in the Modified SONAM and
Dynamic Conf approaches. Note also that decreasing the size of address leases results in
an increase in address assignment overhead. The number of broadcasts increases
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because each node in the network will have to renew the lease on its address more often
due to its smaller size. Also, because of the reduced size of the address leases, nodes
that depart the network may find that their address has expired upon re-entry into the
network. As a result, they will have to be assigned a new address, which will result in
an increase in the average number of unicast messages sent by each node. As mentioned
in both the Modified SONAM and Dynamic Conf approach a compromise needs to be
reached in regard to the size of an address lease in regard to address assignment
overhead.
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Figure 5-19: Innipact of Varying Size of Address Lease on MANET Conf Modified (Part 1)
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Figure 5-20: Impact of Varying Size of Address Lease on MANET Conf Modified (Part 2)

As discussed earher, it is difficult to test the MANET Conf proposal during network
merger, as it assumes that when a node comes into contact with a previously distant
node, they exchange network ID’s. This approach does not identify however, how nodes
distinguish between ordinary nodes and previously distant nodes. A simpler way of
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detecting merger developed as part of the work undertaken in this study is to utilise the
technique outlined in the SONAM and Dynamic Conf approaches, whereby a merger is
detected, if a node receives three successive updates from a leader node advertising a
different network ID from its own. Once a network merger has been identified, the two
nodes exchange their lists of allocated addresses. These tables are then merged and any
duplicate addresses are identified. The updated table is then distributed to all nodes
within the merged network, a new network ID is chosen and one node takes over
leadership of the merged network. Fig. 5-21 and 5-22 illustrate the effect of network
merger whereby two 20-node networks merger together. The interval between leader
node updates is varied in order access its impact on network merger. Note that similar to
the Dynamic Conf and SONAM approaches, a reduction in the time needed to detect
network merger with an increase in overhead is observed as the period between leader
node updates is reduced. Comparable to the SONAM and Dynamic Conf approaches, a
compromise needs to be reached in regard to overhead versus average merger detection
time.
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Figure 5-21: Impact of Network Merger on MANET Conf Modified (Part 1)

Average Period of Time Needed to Detect Network
Merger and Resolve Any Possible Address
Duplications
800
^ 600
.2.

« 400

H 200

rn
10

25

1

in
35

50

70

100

150

Interval Between Leader Node Update (Seconds)

Figure 5-22: Impact of Network Merger on MANET Conf Modified (Part 2)
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5.8

Buddy System

The final approach simulated was the “Buddy System” [43] approach, which was
proposed by Mohsin and Prakash. This proposal presents a distributed DHCP [3]
approach based on the concept of a buddy system and similar to the SONAM and
MANET Conf approaches it can be classified as a stateful approach. A buddy system is
a type of segregated list that supports an efficient concept of splitting. The assignment
of a unique address to a new node is achieved though the assumption that nodes taking
part in address assignment have disjoint address pools and so unique address
assignment is assured. The technique used for address assignment is similar to the one
outlined in chapter 3 for distributed DHCP approaches and is outlined below.

When two nodes A and B come together to form a network, one of those nodes (e.g. B)
takes control of a pool of addresses. Node B then picks an address from this pool of
addresses as its own address and spUts the pool of available addresses in half. Node B
then allocates one half of the pool of addresses to Node A, who in turn selects an
addiess from the pool as its own address. Henceforth, new nodes entering the network,
hereafter called a “client”, chooses one configured node “server” to act on its behalf for
the allocation of an address. The server splits its pool of available addresses in half,
allocates one half of its pool of addresses to the cUent and keeps the remainder for
himself. The client then chooses one address from this pool of addresses as its own
address. This process is repeated as other nodes join the network.

To deal with the problem of node departure and address leak, whereby a node leaves the
network abruptly, a synchronisation process is proposed. This is important, as departing
nodes need to release their address so that another node may acquire them. The
synchronisation process requires that nodes synchronise with each other from time to
time in order to keep track of all the addresses assigned in the network and so detect
address leaks. To detect node departures, each node in the network maintains a “Buddy
list”. When a client is allocated a pool of addresses from a server, the client is added to
the servers Buddy list and vice versa. During synchronisation nodes broadcast their
presence to all other nodes in the network, if a node fails to receive successive
broadcasts from a node that is on his Buddy list, then it assumes that the node has left
the network and initiates a process to recover the departed nodes pool of addresses. The
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node with the most recent information regarding the departed node recovers its
addresses. This approach fails, however, to tackle the problem of temporarily departed
nodes.

To deal with the problem of network merger, the technique identified in the MANET
Conf approach [37] is utilised, whereby a leader node selects a unique network ID for
the network. The leader node periodically broadcasts this network ID and a merger is
detected if the node comes into contact with a previously distant node, which does not
share its network ID.

One problem with this approach is that it may not scale effectively to large-scale
networks. This is primarily due to its lack of a hierarchical structure. Its use of a
complicated synchronisation process to recover a departed nodes pool of available
addresses may also limit its use in a large network, as this process may adversely affect
battery consumption. The proposal also fails to tackle the problem of security within the
address assignment process.

Simulation results are presented below. Unless otherwise stated, the period between
leader updates was set to 100 seconds and the synchronisation process was conducted
every 300 seconds. These values were chosen, as they are comparable to values used
when evaluating the other approaches simulated thus far, thereby enabling a fair
comparison between the various approaches.

Num of Nodes

50 Nodes

35 Nodes

20 Nodes

0.053

0.049

0.048

Ave Num of Unicast Msgs Sent by Each Node

43.7

32.8

24.8

Ave Num of Broadcast Msgs Sent by Each Node

12.86

12.26

12.87

Ave Address Assignment Latency (Seconds)

Table 5-25: Impact of varying network density on Buddy System

Table 5-25 illustrates the effect of varying the number of nodes on the Buddy System
approach. Similar to all the approaches simulated thus far, an increase in address
assignment overhead is observed as the number of nodes within the network is
increased. Note that the average number of unicast messages is reduced as the number
of nodes within the network is reduced. This is due to the fact that as the number of

100

nodes in the network is reduced, fewer nodes respond to requests from new nodes
entering the network.

500

400

300

100

50

25

Ave Address Assignment Latency (Seconds)

Pool of Available Addresses

0.054

0.057

0.063

0.062

0.058

28.44

Ave Num of Unicast Msgs Sent by Each Node

32.82

31.34

29.13

26.74

19.33

18.32

Ave Num of Broadcast Msgs Sent by Each Node

12.26

12.33

12.14

12.71

12.73

24.72

Table 5-26: Impact of varying pool of available addresses on Buddy System

Table 5-26 illustrates the effect of varying the pool of available addresses on the Buddy
System approach. Comparable to both the SONAM and MANET Conf approaches, very
little change in average address assignment latency is observed as the pool of available
addresses is reduced. This is because, when a node allocates a portion of its addresses to
a new node, it assumes that the addresses it is allocating are unique within the network.
If however, the pool of available addresses is reduced below the number of nodes within
the network, i.e. 35, a denial of service problem exists, as it is impossible to assign
unique addresses to some nodes within the network. This severely affects overall
performance. Note that the average number of unicast messages decreases as you reduce
the pool of available addresses. This is due to the fact that fewer nodes are able to offer
a portion of their address pool to new nodes entering the network as the pool of
available addresses is reduced.

Entry Distribution

0 to 10s

0 to 30s

0 to 50s

0 to 70s

0 to 100s

Ave Num of Unicast Msgs Sent by Each Node

31.21

31.42

32.85

32.12

30.98

Ave Num of Broadcast Msgs Sent by Each Node

14.23

13.46

12.26

12.97

12.27

Ave Address Assignment Latency (Seconds)

0.048

0.057

0.049

0.056

0.054

Table 5-27: Impact of varying entry distribution on Buddy System

Table 5-27 illustrates the effect of varying the entry distribution of nodes on the Buddy
System approach. Comparable to all the approaches simulated thus far, varying the
entry distribution has very little effect on the overall performance. The impact of
varying the number of departures on the Buddy System is illustrated in Table 5-28.
Increasing the number of departures results in an increase in address assignment
overhead, which is comparable to the results obtained for all of the other simulated
approaches.
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Num Departures

25%

50%

75%

100%

Ave Num of Unicast Msgs Sent by Each Node

25.03

29.61

32.82

44.43

Ave Num of Broadcast Msgs Sent by Each Node

11.23

11.83

12.26

12.14

Ave Address Assignment Latency (Seconds)

0.049

0.0603

0.049

0.07

Table 5-28: Impact of varying number of departures on Buddy System

Table 5-29 illustrates the effect of varying network area on the Buddy System. Similar
to the SONAM and MANET Conf approaches, increasing the area size results in an
increase in the number of hops needed to traverse the network. This in turn increases the
end-to-end delay experienced by nodes within the network, which results in a slight
increase in address assignment latency.
Area Size (Metres Squared)
Ave Num of Unicast Msgs Sent by Each Node

500x500

1000x1000

1500x1500

34.53

34.78

34.82

Ave Num of Broadcast Msgs Sent by Each Node

11.97

12.21

12.26

Ave Address Assignment Latency (Seconds)

0.033

0.0397

0.049

Table 5-29: Impact of varying network size on Buddy System

Fig. 5-23 and 5-24 illustrate the effect of varying the synchronisation period used by the
Buddy System to recover a departed node’s pool of addresses. During the
synchronisation process, each node is required to broadcast its presence to all nodes.
Note that comparable to the Dynamic Conf and SONAM approaches, reducing the
interval between synchronisation results in a reduction in average address recovery
latency with an increase in address assignment overhead. Similar to the Dynamic Conf
and SONAM approaches a compromise needed to be reached in regard to address
recovery latency and overhead.
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Figure 5-23: Impact of Varying Synchronisation Process Interval on Buddy System (Part 1)
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Figure 5-24: Impact of Varying Synchronisation Process Interval on Buddy System (Part 2)
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Interval Between Leader Node Update (Seconds)
Ave Num of Unicast Msgs Sent by Each Node

24.53 23.98 24.34 24.87 24.69 24.12 24.39

Ave Num of Broadcast Msgs Sent by Each Node

29.79

Ave Address Assignment Latency (Seconds)

0.226 0.225 0.224 0.222 0.225 0.223 0.223

19.73

17.57

16.14

15.77

14.12

13.62

Time Needed to Detect Network Merger and
0.147 0.194 0.013 0.180 0.339

Resolve Possible Address Duplications (Seconds)

0.01

0.072

Table 5-30: Impact of network merger on Buddy System

Table 5-30 illustrates the effect of network merger on the Buddy System approach. The
simulation results presented are for two 20-node networks, which merge together. The
period between updates from the leader node is varied in order to assess its impact on
network merger. The Buddy System approach uses the technique outlined in the
MANET Conf approach for the detection of network merger, and as a result, shares all
of its limitations. The main problem with the technique outlined in the MANET Conf
approach is that it fails to distinguish between neighbouring and previously distant
nodes. As a result, a comparison against the merger detection utilised by the SONAM
and Dynamic Conf approaches is difficult. From these results, note that similar to the
MANET Conf approach, no pattern is visible in regard to average latency for merger
detection. As part of the research undertaken in this study, a more simplistic solution to
this problem is described in the next section.
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5.8.1 Buddy System Modifications
One problem with the Buddy System approach is that it fails to tackle the problem of
temporary departed nodes and excessive overhead may be generated during the
synchronisation process, which is used to recover a departed nodes pool of addresses as
illustrated in Fig. 5-23. The synchronisation process requires each node to periodically
broadcast its presence throughout the network. This technique however, may result in
excess overhead being generated by each node. One modification, which would lower
the overhead involved in the synchronisation process, would be for each node to
periodically inform each node on its Buddy list of its presence through the use of a
unicast message. A node departure would still be detected if a node failed to receive
successive updates from its buddy node. The overhead involved however would be
reduced, as each node would be sending unicast messages instead of broadcasts, which
have a lower effect on overall address assignment overhead. While this modification
would reduce the overall overhead associated with the synchronisation process, it would
still not tackle the problem of temporarily departed nodes. In order to solve the problem
of temporarily departed nodes, the concept of an address lease, which was outlined in
the Dynamic Conf approach and further discussed in the SONAM and MANET Conf
approaches was developed as part of the work undertaken in this study. The use of an
address lease would ensure, that were a node to temporarily depart the network, its
address would be protected so long as the lease on the departed nodes address does not
expire. A pennanent node departure would be detected if the node failed to renew the
lease on its address.

The use of address leases requires that each node maintain address lease information for
every node on its Buddy list of nodes. If a node finds that the lease of one of its buddy
nodes has expired, it initiates a process to recover the node’s pool of addresses, whereby
the node with the most recent information regarding the departed node’s pool of
addresses recovers its addresses. The use of address leases modifies the address
assignment process as follows.

1. A node is still assigned an address as per the original approach, however once a
node has been assigned an address, it selects a lease and informs the server node
of its requested lease.
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2. Nodes are required to periodically renew the lease on their address. This is
achieved through the use of a unicast update, which is sent to all the nodes
contained on its Buddy list. As a result, the departure of a node will only be
detected by nodes on the departed node’s Buddy list.

3. If a node were to temporarily depart from the network, it would be able to
reclaim its pool of addresses upon re-entry to the network, provided the lease on
its pool of addresses had yet to expire. If however, the lease on a node’s address
has expired upon re-entry, it needs to be assigned a new address.

An advantage of this approach is that it removes the need for the periodic
synchronisation process, whereby each node periodically broadcasts its presence
thi'oughout the network.

Simulation results are presented below. Each node in the network is required to take a
lease on an address, which it periodically updates before it expires. Unless otherwise
stated, this was set to 600 seconds and the period between leader updates was set to
100s. These values were chosen, as they are comparable to values used when evaluating
the other approaches simulated thus far, thereby enabling a fair comparison between the
various approaches.

Fig. 5-25 and 5-26 illustrate a comparison between the Buddy System approach and the
Buddy System Modified approach. Note that the modified approach significantly
reduces the average number of broadcast messages sent by each node while maintaining
a low level of address assignment latency. The modified approach also adds extra
functionally to the Buddy System approach in that it enables the approach to tackle the
problem of temporarily departed nodes. Note that fewer unicast messages are generated
by both approaches as the number of nodes within the network is reduced. This is as a
result of fewer nodes responding to new nodes entering the network.
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Figure 5-25: Buddy System vs. Buddy System Modified (Part 1)

Average Num of Msgs Sent by Each Node

□ Buddy System Modified
Unicast Msgs
■ Buddy System Modified
Broadcast K/bgs
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Broadcast Msgs

Figure 5-26: Buddy System vs. Buddy System Modified (Part 2)

Table 5-31 illustrates the effect of varying the number of departures within the network.
From these results, similar to the Modified SONAM approach it can be seen that
increasing the number of departures within the network has little effect on performance.
This is primarily as a result of address leases, whereby temporarily nodes, re-entering
into the network are able regain use of their old address.

Num Departures

25%

50%

75%

100%

Ave Num of Unicast Msgs Sent by Each Node

63.83

61.69

62.52

61.57

Ave Num of Broadcast Msgs Sent by Each Node

2.31

2.46

2.51

2.64

Ave Address Assignment Latency (Seconds)

0.147

0.153

0.153

0.151

Table 5-31: Impact of varying number of departures on Buddy System Modified

Fig. 5-27 and 5-28 illustrate the effect of varying the size of an address lease on
performance. Note that similar to all the approaches simulated thus far, which
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incorporated address leases, reducing the size of the address lease results in a reduction
in the average time needed to detect node departures with an increase in overhead.

Figure 5-27: Impact of Varying Size of Address Lease on Buddy System Modified (Part 1)
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Figure 5-28: Impact of Varying Size of Address Lease on Buddy System Modified (Part 2)

Fig. 5-29 and 5-30 illustrate the effect of network merger on the Modified Buddy
System approach, whereby two 20-node networks merge together. As mentioned earlier,
the Buddy System approach utihses the technique outlined in the MANET Conf
approach to detect merger. However, a problem exists with this technique during
network merger, whereby a node may not be able to distinguish between ordinary and
previously distant nodes. In order to avoid this problem, the technique utilised by the
SONAM and Dynamic Conf approaches and further discussed in the Modified MANET
Conf was introduced as part of the work undertaken in this study, whereby a merger is
detected if a node receives successive leader updates from a foreign leader node. Note
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that introducing this modification results an average merger detection pattern similar to
that found in the SONAM, Dynamic Conf and Modified MANET Conf approaches.

Average Period of Time Needed to Detect Network
Merger and Resolve Any Possible Address
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Figure 5-29: Impact of Network Merger on Buddy System Modified (Part 1)
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Figure 5-30: Impact of Network Merger on Buddy System Modified (Part 2)
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5.9

Conclusions

This chapter discussed various approaches simulated for address assignment within an
ad-hoc network. Five different approaches, Auto Conf [47], SONAM [42], MANET
Conf [37], Buddy System [43] and Dynamic Conf [48] were simulated. Each approach
was discussed and various modifications were presented, to improve the functionality
and performance of the various approaches. A brief comparison of all the simulated
approaches is presented below.

Average Latency for Address Assignment
10

50 Nodes

35 Nodes

20 Nodes

----- 1-----

H--------

------------- 1-

0.1

0.01
Num of Nodes
—Buddy System
— MANET Conf
—4—SONAM Modified

■

SONAM

Dynamic Conf

—Auto Conf

—•—Auto Conf Mcdified

—— Buddy System Modified — MANET Conf Modified

Figure 5-31: Overall Comparison (Part 1)

Fig. 5-31, 5-32 and 5-33 illustrate a comparison between the various approaches,
whereby the number of nodes within the network is varied. From Fig. 5-31 it can be
seen that both the Auto Conf and Dynamic Conf approaches generate a higher average
address assignment latency compared to the other approaches. This is primarily due to
its use of timeouts and flooding in the address assignment process. The use of timeouts
and flooding may also limit these approaches to large-scale networks, for example,
sensor networks of 1000 nodes. The potentially large size of the network would
introduce significant overhead and added latency, as a large timeout value would be
required to flood the entire network. Note that the Auto Conf Modified approach, which
was developed as part of the work undertaken in this study allocates a unique address in
the shortest period of time compared to the other approaches. The MANET Conf and
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MANET Conf Modified approach have an increased latency for address assignment due
to the fact that both approaches require permission from every node within the network
for the allocation of an address to a new node. This technique may limit the use of both
these approaches to large-scale networks, as requiring permission from every node in a
large network would introduce significant overhead.

Average Num of Unicast Msgs Sent by Each Node

-♦— Buddy System
NMNET Conf
-t—SONAM Modified

Dynamic Conf

SONAM

-5(e- Auto Conf

Auto Conf Modified

— Buddy System Modified

MANET Conf Modified

Figure 5-32: Overall Comparison (Part 2)
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Figure 5-33: Overall Comparison (Part 3)
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SONAM
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Fig. 5-32 and 5-33 illustrate the average number of address assignment unicast and
broadcast messages generated by each node as network density is varied. From these
results, it can be seen that the Auto Conf approach offers the best overall performance.
One major problem with this approach however, in that it fails to tackle the problem of
network merger. Note that both the SONAM and MANET Conf approaches generate
the greatest number of unicast messages. The MANET Conf approach generates a large
number of unicast messages during the address assignment process, whereby a node
requests permission from every other node for the allocation of a unique address to a
new node. The SONAM approach generates a large number of unicast messages during
the periodic management scheme used to detect node departures. Note that the Auto
Conf approach generates very few unicast messages. This is because unicast messages
are only generated when a duplicate address is detected, the probability of which is very
low when a large pool of available address is in use. It can also be seen that the Buddy
System approach generates a large number of broadcast messages. This is primarily as a
result of its synchionisation process, which is used to detect node departures, whereby
each node periodically broadcasts its presence to all nodes within the network. Note that
the modifications developed as part of the work undertaken in this study in the SONAM
Modified, MANET Conf Modified and Buddy System Modified approaches
significantly reduce the overhead generated by each node.

Average Period of Time Needed to Detect Network Merger and Resolve Any
Possible Duplicate Addresses

-•— Buddy System

-X—SONAM

■ MANET Conf
-jie- Buddy System Modified

Dynamic Conf
■MANETConf Modified

Figure 5-34: Overall Comparison During Network Merger (Part 1)
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Fig 5-34 and 5-35 illustrate the effect of network merger on each of the simulated
approaches. The Auto Conf and Auto Conf Modified approaches fail to tackle the
problem of network merger therefore they were not simulated during network merger.
To analyse the problem of network merger, two 20-node networks merge together with
the period between “leader” node broadcasts varied in order to access its impact on
network merger. From these results, it can be seen that the period of time needed to
detect network merger in the SONAM, Dynamic Conf, Buddy System Modified,
SONAM Modified and MANET Conf Modified approaches increases considerably as
the period between leader node updates is increased. This increase is due to the fact that
three successive updates from a foreign node are required for the detection of a network
merger. As a result, reducing the update period significantly reduces the time needed to
detect network merger. On the other hand however, reducing the update period
significantly increases the average number of broadcast messages generated by each
node during the simulation, which can be seen in Fig. 5-35. A compromise needs to be
reached in regard to overhead versus merger detection time.

Average Number of Broadcast Msgs Sent by Each Node

SONAM

—♦—Buddy System

■

Dynamic Conf

-X—MANET Conf

■xc

Buddy System Modified -•—MANETConf Modified

Figure 5-35: Overall Comparison During Network Merger (Part 2)

It can also be seen that both the MANET Conf and Buddy System approaches detect
network merger in a very short period of time compared to the SONAM and Dynamic
Conf approaches. A comparison between the MANET Conf/ Buddy System and the
Dynamic Conf/ SONAM approaches in regard to network merger detection is difficult
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however, as the MANET Conf/ Buddy System approaches assume that nodes only
exchange network ID information with previously distant nodes. As mentioned earlier
in the chapter however, the approaches fail to outline how nodes distinguish between
ordinary nodes and previously distant nodes. As a result, a comparison between the
various approaches is difficult.

As part of the work undertaken in this study,

modifications were made to the MANET Conf and Buddy System approaches whereby
the technique utilised by the SONAM and Dynamic Conf approaches to detect network
merger was introduced. These modifications can be seen in MANET Conf Modified and
Buddy System Modified approaches. Note that introducing the technique utilised by the
SONAM and Dynamic Conf approaches results in an average merger detection latency
pattern similar to that found in the SONAM and Dynamic Conf approaches.

Average Latency for Address Recovery
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— NMNET Conf

—m—

Dynamic Conf

■■■■
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SONAM
—•—Buddy System Modified

—f—SONAM Modified

Figure 5-36: Overall Comparison During Address Recovery

Fig. 5-36 illustrates a comparison between the various approaches in how they recover a
departed nodes address. The Auto Conf and Auto Conf Modified approaches fail to
detect node departure, however they do provide a technique to recover the departed
node’s address so that it may be acquired by another node. Each of the other simulated
approaches utilise different techniques to detect a node departure and recover its
address. The Dynamic Conf approach utilises the concept of an address lease, first
identified in DHCP [3] to detect node departures. The MANET Conf approach requires
that a node obtains permission from all nodes within the network for the allocation of a
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unique address to a node, therefore a node departure can be detected if a node fails to
respond to messages from a node requesting permission for the allocation of an address
to a new node. The Buddy System utihzes a synchronisation process to detect node
departures, whereby nodes periodically synchronise with each other. The SONAM
approach utilises a periodic management scheme to detect node departures, whereby the
leader node periodically queries the presence of nodes within the network. The MANET
Conf Modified, Buddy System Modified and SONAM Modified approaches, which
were developed as part of the work undertaken in this study utilise the concept of an
address lease similai- to that found in the Dynamic Conf approach to detect node
departures.

In order to accurately compare the various approaches, the period between the various
node departure detection techniques outlined above is varied in order to access their
impact on average node departure detection time. From these results, it can be seen that
the SONAM, Dynamic Conf, Buddy System, Buddy System Modified, MANET Conf
Modified and SONAM Modified approaches detect node departure in a shorter period
of time as the interval between the various node departure detection techniques is
reduced. Reducing the period between node departure detection techniques however,
results in an increase in the overhead generated by each node. As a result, a compromise
needs to be reached in regard to detection time versus overhead. From these results, it
can also be seen that a problem exists with the MANET Conf approach, whereby no
pattern is visible in regard to average departure detection time. This is due to the fact
that a node departure is only detected, if a node fails to respond to messages from a
node requesting permission for the allocation of an address to a new node. As a result,
the detection of departed nodes is dependent upon the arrival of new nodes into the
network and because node entry may be random and unpredictable, no pattern is visible
in average departure detection time. Note that introducing the concept of an address
lease seen in the MANET Conf Modified approaches solves this problem.

Based on the overall simulations, some general conclusions can be drawn. The different
approaches have varying levels of complexity, for example the Auto Conf approach
introduces a relatively simple approach for the assignment of a unique address, both
Buddy System and MANET Conf approaches on the other hand are quite complex. This
may have an impact on battery life, as a more complex approach will consume more
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battery power, as more processing will be required during the address assignment
process. The issue of battery power consumption is a particularly important one for
large sensor networks where both battery and processing power are kept to a minimum.

Overall however, while each approach allocates addresses in a relatively short period of
time, various approaches are best suited to different types of networks. For example the
Auto Conf and Dynamic Conf approaches are best suited to small-scale networks,
because of their use of a flooding process for the uniqueness verification of an address.
On the other hand, approaches such as the SONAM approach would allow a network to
scale more effectively, as multiple leader nodes could be used to allocate unique
addiesses to various clusters within an overall network.
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Chapter 6
Conclusions and Future Work
6.1

Conclusions

In an ad-hoc network, routing is often used to find and maintain a path through the
network. Routing however, requires that each node have a unique identifier, to ensure
that packets sent to a particular node reach their intended destination. Most ad-hoc
routing protocols assume that a node already has an address prior to its entry into a
network and so the issue of address assignment is largely ignored. This however
restricts the dynamic nature of an ad-hoc network as it introduces an element of
centrahsed control; a dynamic approach to the assignment of addresses is required. In
the wired environment a number of different methods can be used to dynamically assign
IP addresses such as the Dynamic Host Configuration Protocol (DHCP) [3], Mobile IP
[4,5] and IPv6 stateless address auto-configuration [6]. Problems exist however, when
these approaches are applied to mobile ad-hoc networks. As a result a number of
approaches for dynamic address assignment within mobile ad-hoc networks have been
proposed

The work presented here has investigated the problem of dynamic address assignment
within an ad-hoc network. The work presented a classification of the various approaches
for dynamic address assignment within an ad-hoc network. The various approaches
were classified into two different categories, stateful and stateless. In the stateful
approach, when a node enters into the network and requires an address, it chooses one
configured node to assist it in the creation of an address. The configured node may
determine a unique address for the new node or provide information to the new node,
which can be used to determine a unique address. In a stateless approach, when a node
enters into the network and requires an address, it selects and verifies an address
without any assistance from other nodes within the network. Generally the new node
chooses an address at random from a predefined list of addresses and verifies the
uniqueness of this address within the network.
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To simulate and analyse the vaiious approaches for address assignment, a simulation
environment was developed. Various models, such as mobility, path loss, routing and
MAC layer models were developed. These models are essential for the simulation of an
ad-hoc network and the simulation environment combines these models together in
order to provide an accurate computer simulation model of an ad-hoc network. Five
different approaches [37,42,43,47,48] for address assignment within an ad-hoc network
were then simulated under various simulation scenarios using the simulation
environment. Numerous modifications to the various address assignment approaches
were also proposed, which reduce overhead and enables the approaches to tackle
problems such as detection of temporarily departed nodes.

Based on results obtained from the vaiious simulations, each of the simulated
approaches and proposed modified approaches allocate a unique address in a relatively
short period of time, however with varying levels of overhead. The various approaches
are also suited to different types of ad-hoc networks. Some of the approaches, Auto
Conf [47] for example, utilizes flooding and timeouts for the uniqueness verification of
an address. This technique however, does not scale very well for large-scale networks,
for example, a sensor network of 1000 nodes. This is as a result of the flooding process,
which introduces significant added overhead and latency as the network increases in
size. Other approaches such as SONAM [42] and SONAM Modified present a
distributed approach to address assignment, which should allow the approach to scale
more effectively, as the network increases in size. The various approaches also have
varying levels of complexity, for example Auto Conf [47] introduces a relatively simple
approach for the assignment of a unique address, both MANET Conf [37] and Buddy
System [43] on the other hand are quite complex. This added complexity might have a
significant impact on battery power, as a more complex approach may consume more
battery power, due to the extra processing required. The issue of battery power
consumption is a particularly important one for large sensor networks where both
battery and processing power are kept to a minimum.

Finally taking the overall problem of address assignment into consideration, the
migration from IPv4 to IPv6 will have a significant impact on the problem of address
assignment within IP ad-hoc networks. This is primarily as a result of the increased size
of IPv6 addresses and the introduction of IPv6 stateless address auto-configuration.
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IPv6 addresses are 128-bit addresses compaied to IPv4 32-bit addresses. As a result of
the increased size, it is much easier to create a unique address. For example a unique
identifier such as a MAC address could be embedded into an IPv6 address, which would
help in the creation of a unique IPv6 address. This technique however, is not possible
with 32-bit IPv4 addresses. The introduction of IPv6 stateless address auto
configuration will also benefit the address assignment process. While numerous
problems currently exist with IPv6 stateless address auto-configuration when appUed to
an ad-hoc network, it does provide a solid basis for the creation of an address
assignment protocol. IPv6 also introduces numerous security enhancements, which
could be used to provide improved security within the address assignment process.

6.2

Future Work

This study has presented numerous modifications to various address assignment
approaches, which reduce overhead and enables the approaches to tackle problems such
as detection of temporary departed. A number of problems however, still exist with
these approaches.

•

Security
The issue of securing the address assignment process has yet to be tackled.
Securing the address assignment process can be very difficult, as ad-hoc
networks are vulnerable to many types of security attacks, mainly due to their
dynamic topology and high node mobility. There are many possible attacks on
the address assignment process. An example of one possible attack is a denial of
service attack in which a malicious node monopolizes all of the available
addresses. Another potential problem is that of a misbehaving node, whereby a
node sends out false messages to other nodes within the network pretending, for
example that a node has a duplicate address or that a network merger has taken
place. One area of future work would the addition of security enhancements to
various address assignment approaches.

•

Maintenance of Upper Level Sessions
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Another potential problem area is that of maintenance of upper level sessions
during address duplication. When address duplication is detected, one or more
nodes are required to change their duplicate address with another address. When
using IP, this can cause problems for sessions above the network layer. Higher
layer sessions utilise a node’s unique address and a change in this address may
break these sessions. The problem is illustrated in Fig. 6-1. In the network, node
B is involved in a higher-level session with node C. Node A however, has the
same address (Address X) as node B. As a result, node B is required to change
its address. Tliis change of address however, can break the higher-level sessions
between node B and node C.

Figure 6-1: Maintenance of Upper Level Sessions

A number of different techniques have been proposed to tackle this problem.
These approaches fall into two categories; a tunnelling mechanism and an
address translation based approach.

Jeong et al [49] propose a tunnelling

approach, whereby a node M informs any nodes, which it is currently involved
in a session with of its change of address. After receiving this message, node M
sends its packets to its peer nodes through IP tunnelling, i.e. with two addresses
in the header. The main drawback of this approach is the extra header
information generated. The approach is also only applicable to IPv6 networks.

Zhou et al [60] propose a solution based upon an address translation approach,
whereby a node N, informs any nodes, which it is currently involved in a session
with of its change of address. After receiving this message, node N utihzes an
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address translation process, whereby node N’s address is translated from its
current address to its old address prior to delivery. This process is reversed at the
other end.

Numerous problems however still exist with both these approaches, and there is
much scope for future work within this area.

Duphcate Addresses
When two or more nodes share the same address, one or more of these nodes are
required to change their address. The choice of who gets to change their address
is an aspect of duplicate addresses that has yet to be tackled. Different criteria
such as number of active TCP connections, priority, etc could be used in the
decision on which nodes change their address.
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