Abstract-This paper evaluates the performance of Forward Scatter Radar classification system using as so called "hybrid FSR classification techniques" based on three different data extraction methods which are manual, Principal Component Analysis (PCA) and z-score. By combining these data extraction methods with neural network, this FSR hybrid classification system should be able to classify vehicles into their category: small, medium and large vehicles. Vehicle signals for four different types of cars were collected for three different frequencies: 64 MHz, 151 MHz and 434 MHz. Data from the vehicle signal is extracted using above mentioned method and feed as the input to Neural Network. The performance of each method is evaluated by calculating the classification accuracy. The results suggest that the combination of z-score and neural network give the best classification performance compares to manual and PCA methods.
INTRODUCTION
There has been blooming interest in forward scattering radar (FSR) micro-sensor network [1] [2] [3] [4] [5] which able to detect and recognize target such as human or vehicles entering the network coverage area. When a target crossing the FSR baseline, the receiver will receive a signal which represents the target signature that can be further processed and analyzed for classification purpose.
The earliest research on FSR ground target classification was conducted in 2003 [3] . The researchers proved that the classification can be done at frequency 1 GHz using Principal Component Analysis (PCA) in order to extract target's data and K-Nearest Neighbour (KNN) as a classifier for three different vehicle categories based on the its physical size. Subsequently, [4] applied the same classification method, but using lower frequencies: ultra high frequency(UHF) and very high frequency(VHF) . The study shows that at VHF, an adequate classification accuracy can be attained. Later, Neural network was introduced as a classifier [5] [6] . The obtained result suggests that NN have better classification performance compared to KNN.
Previous papers proved the reliability of the classification technique in FSR system. However, the overall classification performance of ground FSR system can still be improved espcially in uncertain condition for example when target has different trajectories or target exist in a very strong clutter environment which can mask the target signal and deteriorate classification performnce. In order to eliminate this effect, a suitable data should be chosen by determining the similarity or difference of the features in the signal. This can be done by applying different data extraction method with Neural Network. Therefore, this paper evaluates and compares classification performance between three different data extraction methods in order to optimize the classification performance. The three different methods are manual, PCA and z-score, are combined with NN in order to evaluate the accurateness/performance of the classification system. The purpose of this work is to evaluate whether different pattern of NN input will give different perfoamnce to the overall system. The layout of the paper is organized as follows: Section II focuses on the classification system. Type of data used is explained and the approach for vehicle classification are elaborates. Section III presents the results for all data extraction methods. The conclusion and direction for future work are outlined in the last section. 
II. FSR CLASSIFICATION SYSTEM

A. Data Collection
B. FSR Vehicles Classification
Fig . 1 shows the process of classifying the vehicles which consists of pre-processing, data extractions and classification. At the pre-processing stage, a time domain signal of a vehicle (Fig. 2) is transformed into a frequency domain by applying a Fast Fourier Transform in order to extract more hidden information about the target and prior to further processing, the signal is normalized based on its power and speed [4] .This is due to the fact that power and speed of the signal varies with the movement of the target. Then, the pre-processing signal as in Fig. 3 will be passed to different data extraction method in order to choose suitable data as the input to Neural Network based on its similarity or difference in the pre-processing signal. The normalized signal is then passed to the data extraction stage where the normalized signal is converted to a set of values in order to reduce its dimensionality. This is an important process since the selected method will affect the accuracy of data analysis which leads to the false classification. Hence, in this paper, comparative study has been conducted for data extraction methods between manual extraction and the two most common methods that are widely used by other researchers which are Principal component analysis (PCA) and z-score in order to determine the most effective technique for classifying the vehicle. For manual data extraction, no processing is applied to the normalized data while for PCA and z-score, normalized data is converted to a set of value required by both methods. PCA reduces the dimensionality of data, identifying patterns in data and expressing the data to their similarities and differences based on eigenvalues and eigenvectors; whilst Z-score compares between the normative database and standard deviation.
Subsequently, the extracted data is used as the input to the classifier which in this case Neural Network (NN). Based on the given input, NN will classify the vehicle into their category.
In order to achieve high classification accuracy, there are few elements that need to be considered such as NN modeling and NN architecture.
1) NN modeling:
There are nine NN models (equally divided for manual, PCA and z-score) created in this work for three different frequencies. The nine models, namely as NN1, NN2, NN3, NN4, NN5, NN6, NN7, NN8, and NN9. Fig.4 shows the example of the black box of the NN modelling consists of input, output and the type of NN model. As mentioned earlier, the input used in this classification is the extracted data while the output is category of targets which are small, medium or large vehicles. 2) NN architecture: There are several elements that need to consider in the NN architecture such as number of input layer, output layer and a hidden layer. However, the most important element is the hidden layer where the number of nodes placed should be carefully selected. This can be done by optimizes and varies the number of nodes, Hl from 1 to 10 and only selects Hl with the lowest value of mean square error (MSE). In addition to this, the number of learning rate, Lr and momentum rate, Mr also need to be optimized in order to reduce the error in the classification. The optimized values for Hl, Lr and Mr for all combination of data extraction methods with NN are demonstrate in Table II. III. RESULTS AND DISCUSSION As previously mentioned, three different methods are used to extract data from the vehicle signature, namely manual extraction, PCA extraction and z-score extraction. For each NN model, there are two types of result obtained: the results from the NN training and results from the NN testing. NN training is used to train the NN using data training while NN testing is applied in order to measure the performance of NN if different data is used which is known as testing data. For system performance analysis, the division of data used in this paper is 80% for data training and 20% for data testing.
In this paper, classification analyses are conducted for three different frequencies however for illustration propose only results for 64MHz will be displayed.
A. Manual Extraction
As informed earlier, the whole vehicle's signal is fed to the NN without any processing during the manual extraction process. Fig. 5 and Fig. 6 demonstrate the classification pattern for NN training and testing at 64 MHz. As depicted in Fig. 5 , there are few outliers between measured and predicted targets which indicates false targets in the training phase. For testing data as shown in Fig. 6 , we can observe that there are more outliers exists which result the classification accuracy drops by 3%.
B. PCA
Technically, PCA reduces the dimension of target's signal and it accomplishes this reduction by determining directions, called Principal Component (PC). Features of the vehicle can be defined by relatively few numbers of PC instead of by values for thousands of variables. The selection of the number of PCs to be used can be determined by calculating the percentage of variance; minimum of 90% variance is adequate to represent the target's signal. Hence, in this analysis, only the first three PCs are selected as the amount of variance explained achieved more than 90% . Fig. 7 and Fig. 8 portray the classification pattern when the PCA method is applied to data training and data testing, respectively. The plots show an increment of number to nonoverlapping data between measured and predicted target which result in poorer classification performance. 
C. Z-score
The features of targets signals are automatically extracted by Z-score using equation below (1) where is a sample value, is a sample mean and is a standard deviation. The value of Z-score can be either positive or negative value. A positive Z-score indicates the observed value is above the mean of all data values, while a negative Zscore indicates the observed value is below the mean of all data values. In our case for classification purpose, only the positive value of z-score data were taken for further processing.
It is apparent from Fig. 9 that all measured and predicted data are overlapping each other which indicates there is no false target and a perfect classification pattern for training z-score extraction. Unlike NN data training, as shown in Fig. 10 , there are few measured data that are slightly shifted from the predicted data which cause the classification accuracy drops by 1% in NN data testing. MHz. From the graph below, we can observe that classification accuracy drops with the decrement of frequency. This is due to the fact that the optical presentation of forward scattering nature which requires the system wavelength to be shorter than characteristic dimensions of the target shape for the reliable target classification.
It is also apparent from the figure that optimal performance can be achieved for z-score either training or testing data at 151MHz and 434 MHz. The graph also shows that classification performance drops nearly 10% between NN data training and NN data testing especially when using PCA at 64MHz. This might due to the selection of normalized signal's range for dimensionality reduction process. Despite reduction in vehicle classification performance, all data extraction method shows its reliability in classifying vehicle where the percentage of accuracy is more than 90%. Based on the obtained result, zscore provides the best classification performance compared to others. This is might due to the fact that z-score calculate the value for the whole signal while for PCA, the reduced dimensionality of the signal is based on the frequency range selected and the number of PCA as well as input from manual data extraction used is not optimized. The results show the reliability of all data extraction methods when combining with neural network where more than 90% of classification accuracy can be achieved. However, the results suggest that the combination of z-score with neural network gives a perfect classification pattern especially at 151MHz and 434 MHz where no misclassification occurs during data training and testing.
For further improvement, thorough study should be done in order to optimize the performance. In addition to that, more data should be collected especially in non-control parametric and non-ideal environment where clutter and obstacles exist in a surrounding.
