Capsule Networks envision an innovative point of view about the representation of the objects in the brain and preserve the hierarchical spatial relationships between them. This type of networks exhibits a huge potential for several Machine Learning tasks like image classification, while outperforming Convolutional Neural Networks (CNNs). A large body of work has explored adversarial examples for CNNs, but their efficacy to Capsule Networks is not well explored. In our work, we study the vulnerabilities in Capsule Networks to adversarial attacks. These perturbations, added to the test inputs, are small and imperceptible to humans, but fool the network to mis-predict. We propose a greedy algorithm to automatically generate targeted imperceptible adversarial examples in a black-box attack scenario. We show that this kind of attacks, when applied to the German Traffic Sign Recognition Benchmark (GTSRB), mislead Capsule Networks. Moreover, we apply the same kind of adversarial attacks to a 9-layer CNN and analyze the outcome, compared to the Capsule Networks to study their differences / commonalities.
I. INTRODUCTION
Convolutional Neural Networks (CNNs) showed a great improvement and success in many Artificial Intelligence (AI) applications, e.g., natural language processing, document analysis, face recognition and image classification (Bhandare et al., 2016) . These networks achieve high accuracy for object detection, minimizing the classification error. The spatial hierarchies between the objects, e.g., orientation, position and scaling, are not preserved by the convolutional layers. CNNs are specialized to identify and recognize the presence of an object as a feature, without taking into account the spatial relationships across multiple features. Recently, Sabour and Hinton et al. (2017) proposed CapsuleNets, a specialized Neural Network architecture composed of capsules, which is trained based on the Dynamic Routing algorithm between capsules. The key idea behind CapsuleNets is called inverse graphics: when the eyes analyze an object, the spatial relationships between its parts are decoded and matched with the representation of the same object in our brain. Similarly, in CapsuleNets the feature representations are stored inside the capsules in a vector form, in contrast to the scalar form used by the neurons in traditional Neural Networks (Mukhometzianov and Carrillo, 2018 ). Despite the great success in the field of image classification, recent works (18) have demonstrated that, similarly to CNNs, CapsuleNets are also not immune to adversarial attacks. Adversarial examples are small perturbations added to the inputs, which are generated for the purpose to mislead the network. Since these examples can fool the network and point out its security vulnerability, they Networks and studied different methodologies to improve the defense solutions. Adversarial attacks can be categorized according to different properties, e.g., the choice of the class, the kind of the perturbation and the knowledge of the network under attack, as shown in Figure 3 . We analyze these properties in the Section 2B. In this paper, we target the following fundamental research questions:
1) If and how are the CapsuleNets vulnerable to adversarial examples? 2) How can adversarial attack for CapsuleNets be at the same time imperceptible and robust? 3) How does the vulnerability of CapsuleNets to adversarial attacks differ from that for the traditional CNNs?
To address these questions, we develop an algorithm to generate targeted imperceptible and robust (i.e., resistant to phisycal transformations) attacks considering a black-box scenario. To the best of our knowledge, we are the first to perform a comprehensive study of robustness/vulnerability of CapsuleNet to such adversarial attacks for the German Traffic Sign Recognition Benchmark (Houben et al., 2013) , which is more crucial for autonomous vehicle related use cases. We also apply the same type of attacks to a 9-layer CNN having a similar starting accuracy, compared to the CapsuleNet. Our analyses show that CapsuleNets are more vulnerable than CNNs. Moreover, we investigate the impact of universal attacks on CapsuleNet with different (additive and subtractive) perturbations varying in their magnitudes. Our analyses show that, when the noise is subtracted from the intensity of the pixels, the accuracy of the network decreases quickly when compared to the other case. An overview of our approach is shown in Figure 1 . Our Novel Contributions: Figure 2 .
II. RELATED WORK

A. CapsuleNets
B. Adversarial Attacks
Szegedy et al. (2014) were the first to discover that several machine learning models are vulnerable to adversarial examples. Goodfellow et al. (2015) explained the problem observing that machine learning models misclassify examples that are only slightly different from correctly classified examples drawn from the data distribution. Considering an input example x, the adversarial example x * = x + η is equal to the original one, except for a small perturbation η. The goal of the perturbation is to maximize the prediction error, in order to make the predicted class C(x) different from the target one C(x * ). The attackers can force the network to misclassify the inputs into a specific class, called target class, or into a random class: this is the difference between targeted and untargeted attacks. Individual attacks create perturbations of different magnitude for each different input, while universal attacks apply the same perturbation to all the inputs of the dataset (Yuan et al., 2017) . Attacks are applied under black box assumption when the attacker does not know the architecture, the training data and the parameters of the network (Papernot et al., 2017) . When the attacker knows the architecture, the training data and the parameters of the network, the attack is under white box assumption. In recent years, many methodologies to generate adversarial examples and their respective defense strategies have been proposed (Feinman et al., 2017; Bhagoji et al., 2017a; Bhagoji et al., 2017b ). An adversarial attack is very efficient if it is imperceptible and robust: this is the main concept of the analysis conducted by Luo et al. (2018) . They studied the importance to change the pixels in high variance areas, since the human eyes do not perceive so much their modifications. Moreover, an adversarial example is robust if the gap between the probabilities relative to the predicted and the target class is so large that, after an image transformation (e.g., compression or resizing), the example remains misclassified. Recent works showed that CapsuleNet is vulnerable to adversarial attacks. Jaesik Yoon [18] 
III. ANALYSIS: EVALUATING THE ROBUSTNESS OF CAPSULENET
A. Experimental Setup
We consider the architecture of CapsuleNet, represented in Figure 2 . It is composed by a convolutional layer, with kernel 9x9, a convolutional capsule layer, with kernel 5x5, and a fully connected capsule layer. We implement it in Tensorflow, to perform classification on the German Traffic Signs Dataset (Kumar et al., 2018) . This dataset is composed by 32 · 32 RGB 
B. Accuracy of the CapsuleNet under universal adversarial attacks
We analyze the accuracy of the CapsuleNet applying two different types of universal attacks to all the pixels of all the testing images:
• Addition and subtraction of fixed perturbations of different magnitudes. • Addition of gaussian perturbations of different magnitudes. The accuracy of the CapsuleNet on the clean testing examples is approximatively 97%. Applying the noise with different magnitudes, we obtain the results in Figure 4 . Examples of the resulting images under fixed perturbation and gaussian perturbation are shown in Figures 5 and 6 , respectively. When the fixed noise is subtracted from the test images, the accuracy tends to decrease faster, compared to the case in which the noise is added to them. This effect can be explained by analyzing the test images in more detail. The average values of the pixel intensities of all the testing examples are equal to 0.33, 0.30 and 0.32 for the first, the second and the third RGB channel, respectively. Hence, when the noise is subtracted, most of the pixels tend to become closer to 0 and the network easily misclassifies the image, because pixel values at the extremity of their range become meaningless. As shown in the example of Figure 5 , the image with subtracted noise (Figure 5c ) is very dark, while the one with added noise (Figure 5b ) is lighter than the original, but still recognizable also for humans. In Figure 4 , the accuracy of the CapsuleNet with Gaussian noise decreases more sharply than the case relative to the fixed noise: in fact, the wide range of values of the Gaussian distribution, multiplied by the noise magnitude, create perceivable perturbations, as shown in Figure 6b . In our example, as represented in Figure 8 , the sign is recognized as a "Stop" with probability 0.057. In this case, when the noise is added to the pixels, the probability decreases a little bit more than the case in which the noise is subtracted. In fact, in this example, the averages of the pixels are higher than the previous mean average, i.e., 0.52, 0.44 and 0.44, for each channel, respectively. Hence, the network easily misclassifies this image when the noise is added to the pixels. Nevertheless, the network correctly classifies our example because the gap between the probability of the "Stop" class and the highest among the other ones is large and a noise magnitude of 0.3 is not great enough to cause a misclassification. Otherwise, in the case of Gaussian noise, the probability of the "Stop" class decreases significantly, because the intensity of the noise is very perceivable, and thus decreases the quality of the image.
IV. OUR METHODOLOGY: AUTOMATIC GENERATION OF TARGETED IMPERCEPTIBLE AND ROBUST ADVERSARIAL EXAMPLES
An efficient adversarial attack is able to generate imperceptible and robust examples to fool the network. First we analyze the importance of these two concepts and then we describe our algorithm, based on them.
A. Imperceptibility and robustness of adversarial examples
An adversarial example can be defined imperceptible if the modifications of the original sample are so small that humans cannot notice them. To create an imperceptible adversarial example, we need to add the perturbations in the pixels of the image with the highest standard deviation. In fact the perturbations added in high variance zones are less evident and more difficult to detect with respect to the ones applied in low variance pixels. Considering an area of M · N pixels x, the standard deviation (SD) of the pixel x i,j can be computed as the square root of the variance as in Equation 1, where µ is the average value of the M · N pixels:
Hence, when the pixel is in a high variance region, its standard deviation is high and the probability to detect a modification of the pixel is low. In order to measure the imperceptibility, it is possible to define the distance between the original sample X and the adversarial sample X* as in Equation 2, where δ i,j is the perturbation added to the pixel x i,j :
This value indicates the total perturbation added to all the pixels under consideration. We define also D M AX as the maximum total perturbation tolerated by the human eye. An adversarial example can be defined robust if the gap function, i.e., the difference between the probability of the target class and the maximum class probability is maximized:
If the gap function increases, the example becomes more robust, because the modifications of the probabilities caused by some image transformations (e.g., compression or resizing) tend to be less effective. Indeed, if the gap function is high, a variation of the probabilities could not be sufficient to achieve a misclassification.
B. Generation of the attacks
We propose a greedy algorithm that automatically generates targeted imperceptible and robust adversarial examples in a black-box scenario, i.e., we assume that the attacker has access to the input image and to the output probabilities vector, but not to the network model. The methodology is shown in Algorithm 1. The goal of our iterative algorithm is to modify the input image in order to maximize the gap function (imperceptibility) until the distance between the original and the adversarial example is under D M AX (robustness). Moreover, the algorithm takes in account the fact that every pixel is composed by three different values, since the images are based on three channels. Our algorithm chooses a subset P of pixels, included in the area of M ·N pixels, with the highest SD for every channel, so that their possible modification is difficult to detect. Then, the gap function is computed as the difference between the probability of the target class, chosen as the class with the second highest probability, and the maximum output probability. Hence, for each pixel of P, we compute GAP (+) and GAP (−): these quantities correspond to the values of the gap function, estimated by adding and by subtracting, respectively, a perturbation unit to each pixel. These gaps are useful to decide if it is more effective to add or subtract the noise. For each pixel of P, we consider the greatest value between GAP (+) and GAP (−) to maximize the distance between the two probabilities. Therefore, for each pixel of P , we calculate the Variation Priority by multiplying the gap difference to the SD of the pixel. This quantity indicates the efficacy of the pixel perturbation. For every channel, the P values of Variation Priority are ordered and the highest V values, between the three channels, are perturbed. Then, starting from According to the highest value of the previous computed GAP (+) and GAP (−), the noise is added or subtracted. Once the original input image is replaced by the adversarial one, the next iteration can start. The iterations continue until the distance between the original and adversarial example overcomes D M AX . The scheme of our algorithm is shown in Figure 9 .
V. IMPACT OF OUR ATTACK ON THE CAPSULENET AND THE VGGNET
A. Experimental Setup
We apply our methodology, showed in Section 4B, to the previously described CapsuleNet architecture and to a 9-layer VGGNet, implemented in Tensorflow and represented in Figure  10 . The VGGNet, trained for 30 epochs, achieves a test accuracy equal to 97%. Therefore, it allows us to have a good comparison between the two networks, since their accuracy is very similar. To verify how our algorithm works, we test it on two different examples. We consider M=N=32, because the GTRSB dataset is composed by 32·32 images and P=100. The value of δ is equal to the 10% of the maximum value between all the pixels.
The parameter D M AX depends on the SD of the pixels of the input image: its value changes according to the different examples because D(X * , X) does not increase in the same way for each example.
B. Our methodology applied to the CapsuleNet
We test CapsuleNet on two different examples, shown in Figures 12a and 14a . For the first one, we distinguish two cases, in order to verify that our algorithm works independently from the target class, but with different final results:
• Case I: the target class is the class relative to the second highest probability between all the beginning output probabilities. • Case II: the target class is the class relative to the fifth highest probability between all the beginning output probabilities. We can make the following analyses on our examples: 1) CapsuleNet classifies the input image shown in Figures  12a and 13a as "120 km/h speed limit" with a probability equal to 0.0370. For the Case I, the target class is "Double curve" with a probability of 0.0297. After 15 iterations of our algorithm, the image (in Figure 12b ) is classified as "Double curve" with a probability equal to 0.0319. Hence, the probability of the target class has overcome the initial one, as shown in Figure 11a . The traffic signs relative to every class are showed in the table in Figure 7 . At this step, the distance D(X * , X) is equal to 515.64. Increasing the number of the iterations, the robustness of the attack increases as well, because the gap between the two probabilities increases, but also the perceptibility of the noise becomes more evident. After the iteration 20, the distance grows above D M AX = 690: the sample is represented in Figure  12c .
For the Case II, the probability relative to the target class "Beware of ice/snow" is equal to 0.0249, as shown in Figure 11b . The gap between the maximum probability and the probability of the target class is higher than the gap in Case I. After 25 iterations, the distance grows above D M AX and the network has not still misclassified the image (in Figure 13b ). In Figure 11b we can observe that, however, the gap between the two classes has decreased. In this case, we show that our algorithm still works, but, since we choose a target class which does not have the second highest probability, the initial gap between the two probabilities is high and the algorithm needs to perform several iterations to fool the network. Therefore, after many iteration, the noise becomes more perceivable. 2) CapsuleNet classifies the input image shown in Figure  14a as "Children crossing" with a probability equal to 0.042. The target class is "60 km/h speed limit" with a probability equal to 0.0331. After 16 iterations, the network misclassifies the image (in Figure 14b ) because the probability of the target class overcomes the initial Fig. 10 : Architecture of the 9-layer VGGNet.
maximum probability, as shown in Figure 11c . The gap between the two probabilities increases until the iteration 33, when the distance is equal to 190: after this iteration, the value of the distance overcomes D M AX = 195 and the noise becomes perceivable, as represented in Figure  14c . The gap has increased, as we can observe in Figure  11c .
C. Our methodology applied to a 9-layer VGGNet
In order to compare the robustness of the CapsuleNet and the 9-layer VGGNet, we choose to evaluate the previous two examples, misclassified by the CapsuleNet. For the first example, we consider only the Case I as benchmark. The VGGNet classifies the input images with different output probabilities, compared to the ones obtained by the CapsuleNet. Therefore, our metric to evaluate how much VGGNet is resistant to our attack is based on the value of the gap at the same distance. We can make the following considerations on our two examples: 1) the VGGNet classifies the input image (in Figure 15a) as "120 km/h speed limit" with a probability equal to 0.979. The target class is "100 km/h speed limit" with a probability equal to 0.0075. After 4 iterations, the distance overcomes D M AX = 690 and the network do not misclassify the image (in Figure 15b ): our algorithm would needs to perform more iterations before obtaining a misclassification, since the two probabilities at the starting point were much distant, as shown in Figure  17a .
2) the VGGNet classifies the input image (in Figure 16a ) as "Children crossing" with a probability equal to 0.99. We choose as target class "Bicycles crossing" with the third highest probability, 0.0001. After 9 iterations, the distance overcomes D M AX = 195 and the network does not misclassify the image (in Figure 16b ). As in the previous case, this fact happens because the starting probabilities are very far, as shown in Figure 17b . In 15c, when D(X * , X) has overcome D M AX , the noise is more perceivable than in the CapsuleNet at the same iteration (in Figure 12b ).
D. Comparison and results
From our analyses, we can observe that the 9-layer VG-GNet is more resistant to our adversarial attack compared to CapsuleNet, since the perturbations are less perceivable. For instance, in Figure 11c we can notice that at the iteration 33, when D(X * , X) overcomes the value of D M AX , the gap between the probabilities increased a lot. For a similar value of D(X * , X), in Figure 17b , at the iteration 9, when D(X * , X) overcomes the value of D M AX , the gap changes very slowly. Our consideration is justified from the graphs in Figure 18 : in the cases of VGGNet, the value of D(X * , X) increases more sharply than for CapsuleNet. So the percipience of noise in the image can be measured as the value of D(X * , X) divided by the number of iterations: the noise in VGGNet becomes perceivable after few iterations. Moreover, we can observe that the choice of the target class plays an key role for the success of the attack. We notice that other features that evidence the differences between the VGGNet and the CapsuleNet were not considered. The VGGNet is deeper and contains a larger number of weights, while the CapsNet can achieve a similar accuracy with a smaller footprint. This effect causes a disparity in the prediction confidence between the two networks. Thus, such observation raises an important research question: is correct to compare the vulnerability of the CapsuleNet to a CNN with the same accuracy? And, if not, how can it be evaluated? It is clear that the CapsuleNet has a much higher learning capability, compared to the VGGNet, but this phenomena has a negative drawback for the machine learning security point of view.
VI. CONCLUSIONS
In this paper, we proposed a novel methodology to generate targeted adversarial attacks in a black box scenario. We applied our attack to the German Traffic Sign Recognition Benchmarks (GTSRB) dataset and we verified its impact on a CapsuleNet and a 9-layer VGGNet. Our experiments show that the VGGNet appears more robust to the attack, while the modifications of the pixels in the traffic signs are less perceivable when our algorithm is applied to the CapsuleNet. We found an important weakness in the CapsuleNets: in an era in which the autonomous driving community is looking for high security of automatic systems in safety-critical environments, the CapsuleNet does not guarantee a sufficient robustness. Hence, further modifications of the CapsuleNet architecture need to be designed to reduce its vulnerability to adversarial attacks.
