We consider an ill-posed deconvolution problem from astronomical imaging with a given noise-contaminated observation, and an approximately known convolution kernel. The limitations of the mathematical model, and the shape of the kernel function motivate and legitimate a further approximation of the convolution operator by one that is selfadjoint. This simpli es the reconstruction problem substantially because the e cient conjugate gradient method can now be used for an iterative computation of a (regularized) approximation of the true unblurred image. Since the constructed selfadjoint operator fails to be positive de nite, a symmetric inde nite conjugate gradient technique, called mr-ii is used to avoid a breakdown of the iteration. We illustrate how the L-curve method can be used to stop the iterations, and suggest a preconditioner for further reducing the computations. Subject Classi cations: AMS(MOS): 65F10, 65F15, 65F20, 45E10
Introduction
Images of space objects obtained from ground based or the Hubble space telescope are usually blurred by light scattering due to atmospheric turbulence. It is well known, cf., e.g., Lagendijk and Biemond 15] , that the real image x and its observation y { considered as functions in I R 2 { can be related by a rst kind integral equation, Tx = y, which needs to be solved to remove the scattering degradations. This solution process is known to be ill-posed, meaning that numerical reconstructions are very much a ected by the inherent noise in the observed image. Typically, some kind of regularization is employed to obtain reasonable approximations to the true image.
Present day astronomical applications often involve 10 6 pixel values or more, and the corresponding blur matrix cannot be kept in local storage. Rather, the blur is represented by a so-called point spread function (i.e., the image of a delta peak intensity) which allows application of the forward mapping (blur) by superposition, but hinders practical inversion with direct numerical methods. Therefore, iterative restoration algorithms which only require the forward mapping are very common, cf., e.g., 8] .
In these iteration methods regularization can either be incorporated by early termination of the iterative scheme, or by adding a penalty term in the underlying least squares formulation. Here we are concerned with the former approach, and apply it to images obtained from ground based telescopes. In this application it is assumed that the point spread function is spatially invariant, however, the choice of an appropriate point spread function is a delicate matter. A statistically based model of the blur is a two-dimensional Gaussian, but more recently, images of bright guide stars have proven to be better approximations to the point spread function, cf. Mo and Hanisch 18] . Similar approaches can be used for spatially varying point spread functions, cf., e.g., 19] .
Note that the Gaussian is symmetric with respect to the origin, and hence the corresponding convolution operator is selfadjoint, and even positive de nite. For guide star images this is usually not the case. However, they often appear to be fairly symmetric, which can be made precise by measuring their distance (in an appropriate norm) to a symmetric function. One of the intentions of this paper is to exploit this structure by further approximating the given guide star image by such a symmetric function, or in other words, by approximating the given operator T by a selfadjoint convolution operator S. This then allows the use of conjugate gradient type methods for computing approximate solutions of Sx = y without having to resort to the normal equations, as compared to the approaches taken for example in 2, 20] . We cannot, though, expect the operator S to be positive de nite. In order to avoid break down of the classical conjugate gradient method, we therefore choose a minimal residual type variant of its orthodir implementation, that we shall call mr-ii. mr-ii is an equivalent implementation of a method proposed rst by Paige and Saunders 22] . The regularizing e ect of early termination of mr-ii has been established in 9].
In this paper we focus on a particular problem introduced by Carreras 2] from Phillips Air Force Laboratory. The image is a computer simulation of a eld experiment showing a satellite as taken from a ground based telescope. Similarly, the given point spread function is the simulated image of a guide star. We mention that the same problem occurs as a model in 20, 24] . One of the advantages of our approach is the more rapid convergence of mr-ii. Another observation of ours is the fact that the so-called L-curve (cf. Hansen 11] ) provides a robust means for termination of the iteration in this application. We also suggest a preconditioner (which is an extension of some earlier joint work with R. J. Plemmons 10] ) to further reduce the amount of work. Again, the L-curve may be used to select the preconditioner, as well as to stop the iteration. in a least squares sense. An equivalent method, minres, had previously been introduced by Paige and Saunders 22] , and yet another implementation called orthodir has subsequently been proposed by Young and Jea 25] .
For regularization purposes, however, a full mathematical analysis is only available for a slight variant of this method, called mr-ii. It di ers from the above methods in the Krylov space over which the residual is minimized, namely K ii k = spanfSy; S 2 y; : : :; S k?1 yg; k 2 I N:
As shown by Calvetti, Reichel, and Zhang 1] (see also 9]) the minimizing iterates x k 2 K ii k can be computed with the very same orthodir recursion by only using a di erent initial guess. The algorithm is shown in Algorithm 2.1; for its derivation we refer to the aforementioned references.
We also do not want to repeat the analysis of the regularizing properties of this method, which is given in full detail in 9, Chapter 6]. Instead we pursue a more intuitive approach where we simply illustrate what kind of behavior may be expected in various stages of the iteration. To this end we restrict our attention to compact, selfadjoint operators S, and introduce the eigensystem of S. This is a sequence of (positive, negative, and zero) eigenvalues j converging to zero as j ! 1, and an associated orthonormal eigenbasis u j for H. We assume the eigenvalues are given in nonincreasing (absolute value) order.
With this eigensystem at hand we can expand Recall that the mr-ii iterates minimize the residual norm in this Krylov space, and hence the corresponding polynomials p k ( j ) have to be small for those j which contribute most to the entire series on the right-hand side. These must be the smaller values of j since this is where the factors j are largest in absolute value. This means that the components of the solution in the signal subspace are reconstructed rst. When the residual has decreased to about the total noise level, the iteration reaches a second stage. Now terms from the noise subspace provide a substantial contribution to the total value of the series in (2.4), and the iterates pick up more and more noise as the iteration proceeds: the algorithm eventually diverges to in nity. This is known as semiconvergence in the literature.
Summarizing, when the approximations x k satisfy the data up to the noise level then there is no gain in further continuing the iteration. The corresponding stopping rule is the discrepancy principle, analyzed in 9]. The disadvantage of this stopping rule, however, is that it requires a precise approximation of the noise level. In many applications such information is not available, and therefore one has to resort to other, so-called heuristic stopping rules. A popular one is the so-called L-curve criterion advocated by Hansen in 12] for conjugate gradient type methods. The L-curve consists of a log-log plot of the norms of the iterates kx k k versus the residual norms ky ? Sx k k. For small indices k, the norm of the approximations are typically of the same order of magnitude as the true solution x, while the residual tends to decrease quite rapidly in the early stages of the iteration. Thus, this part of the L-curve plot is rather at. In the later stages of the iteration, when the residual slowly approaches the noise level, the norms of the iterates begin (and usually continue) to grow large as a result of the semiconvergence phenomenon. Hence the corresponding part of the L-curve plot typically has a steep slope, and the entire plot, therefore, often resembles the shape of an \L". The iteration index k corresponding to the \corner" (ky?Sx k k; kx k k) of the L is considered a reasonable stopping index, because for this iteration index data t and data error propagation in the approximate solution seem to balance each other. Unfortunately, there still lacks a mathematical analysis for this stopping rule.
From (3.1) it is clear that T is symmetric if and only if the point spread function is
symmetric with respect to the origin, i.e., h(j; k) = h(?j; ?k); j; k 2 Z :
This is the case for the parametric Gaussian models of the point spread function that are suggested in 15]. In fact, the intensity of the true point spread function will often only depend on the radial distance to the origin and thus, in particular, be symmetric.
To understand the lack of symmetry in our problem, we now provide some further details about how these guide star images are obtained in astronomical imaging. A guide star image is either the image of a bright natural (distant) star in the eld of view, or it is obtained arti cially from the backscatter of a laser generated beacon, cf. Hardy 14] . To reduce the e ects of errors in such point source images, actual eld experiments often consist of taking multiple (several hundred) images, and averaging them to obtain one nal photograph, cf. Carreras 2] . The image data from 2] that we use in this paper were created to simulate such a process. Nonetheless, even if the exact guide star image is symmetric, the in uence of noise, movement of stars, and other such factors, in general causes the measured point spread function to be nonsymmetric.
The measured point spread function from our data set is shown in Figure 1 z For display purposes, linear scaling is used on all images to translatee the pixel values to 256 grey levels. For Figure 1 only, further scaling was used to enhance the outer regions, and hence increase the ability to visually distinguish the di erences between the observed and symmetrized point spread functions.
The justi cation for using the symmetrized point spread function s, and the corresponding symmetric matrix S, is based on the fact that jjTx ? Sxjj = jjyjj " ;
where " is the noise to signal ratio in the data. Since the true image is given in this test example, this inequality can easily be con rmed. In a real practical example this won't be the case. However, the magnitude of jjh ? sjj = jjhjj ; along with a reasonable a priori guess of the noise level, can be used to determine whether this is a satisfactory approximation. Note that s is the closest symmetric function to h with respect to the Euclidean norm.
The data from 2] include a distorted satellite image and, for testing purposes, an image of the actual object; these are shown in Figure 2 Although the matrix S is now symmetric, it is probably inde nite, and we therefore apply mr-ii to Sx = y in order to compute regularized approximations of x. Since no information about the noise level is available we cannot use the discrepancy principle as a stopping rule; instead we use the L-curve criterion. In our particular example this stopping criterion performs extremely well in the sense that the plot, shown in Figure 3 , has a distinct L shape. approximately ten iterations. Since the true image is available for this model problem we can actually con rm (compare Figure 7) that the closest mr-ii approximation with respect to the Euclidean norm is attained after k = 16 iterations with a relative error of 0:3536.
Thus, for this problem the L-curve provides a reasonable stopping criterion. We refer to 2] for a debate on whether or not the Euclidean norm is a useful measure of closeness in this context. Nevertheless, as can be seen from Figure 4 , many details of the original image are recovered.
The same data set has also been used in 20] for numerical experiments with the preconditioned conjugate gradient method (pcg) applied to the damped normal equation system. As is reported there, the unpreconditioned conjugate gradient method applied to the unregularized normal equations (cg) takes about fty iterations until the best approximation is obtained, with comparable accuracy. The corresponding image is also very similar, cf. 20, Fig. 3 ]. This illustrates the signi cant savings that can be obtained by avoiding the normal equations. Although we do not know the spectrum of our matrix S, the spectrum of an approximation C of S that we consider in the next section (cf. Figure 5) suggests that a major part of it is on the positive axis. From the theory in 9] it is known that mr-ii will perform much better than cg for such nonsymmetric spectra.
In addition to the point that we need fewer iterations, we emphasize that each iteration of mr-ii takes only half the work required by each iteration of cg. Although the preconditioned algorithm pcg from 20] takes only approximately one third of the total work required by mr-ii (see Section 6), several runs of pcg may be necessary in order to determine a suitable damping parameter for the least squares functional. As we see in the following section, we 
The Preconditioning Scheme
The preconditioning scheme we develop here is an extension of the approach taken in 10]. We begin by recalling that the aim is to reduce the number of iterations required to reach the best approximation, or to put it in terms of the discrepancy principle, the number of iterations required to reduce the residual to about the noise level. In view of (2.4) this depends on the number and the spread of the eigenvalues j corresponding to the signal subspace, i.e., those j whose magnitude is above a certain threshold (the determination of this threshold is discussed in Section 5). At the same time, to prevent a mix up of signal and noise subspaces, the components of the eigensystem corresponding to the noise subspace should not be modi ed.
For this purpose we need an easily computable approximate eigendecomposition of S. By the theory of Grenander and Szeg o 7] such an approximation can be obtained in terms of 2D Fourier vectors; the corresponding approximate eigenvalues are not necessarily close to those of S in a point-wise or even uniform sense, but rather in some average. Since our main restriction is not to mix up the two subspaces, eigenvalue and eigenvector approximations in the average are reasonably good. On the other hand, approximating the eigenvectors of S by Fourier vectors adds a new quality to our distinction between noise and signal subspace, since small approximate eigenvalues now typically correspond to high frequencies whereas larger eigenvalues correspond to lower frequencies. Thus, as is typically done, we can think of the noise as being associated with high frequencies.
The Grenander-Szeg o theory leads us to approximations of S by doubly circulant matrices. By now, various such approximations are known, cf. the survey by Chan and Ng 4]. For simplicity, we have chosen for our implementation the doubly circulant Strang approximation, C, to the symmetric doubly Toeplitz matrix S. By this we mean the straightforward extension to the two-dimensional block case of the preconditioner introduced by Strang 23] .
For its construction each N N Toeplitz block of our block matrix S is modi ed by wrapping around its 2M + 1 main diagonals so as to make them block circulant. In a second step the same procedure is applied on the block level: the 2M + 1 main block diagonals are wrapped around to complete the approximation process.
As indicated earlier, any doubly circulant matrix is diagonalized by the 2D Fourier vectors, i.e., C = F F ; where F is the unitary 2D Fourier matrix and is a diagonal matrix with the eigenvalues~ j of C. The entries of can be obtained from a two-dimensional FFT of the rst column of C, cf. Davis 5] ; as is shown in Section 5, for the Strang preconditioner this can be computed with just a little manipulation of the guide star image (i.e., the point spread function).
Concerning the approximation property of the doubly circulant Strang preconditioner we have S ? C = R + E ; (4.1) where R is a matrix of small rank and E is a matrix of small norm. More precisely, for any > 0 there is a c > 0 such that a decomposition (4.1) holds with kEk ; rank R cN :
Here, c is independent of N, and depends only on the given point spread function. To the best of our knowledge this result has never been published explicitly, but the proof is essentially the same (if not simpler) as the one given in 3, Section 3.1] for the \optimal" 2D circulant preconditioner (see also 4]).
The representation (4.1) with (4.2) means that the spectrum of S lies in a neighborhood of the spectrum of C except for at most cN outlying eigenvalues. For an illustration we refer to Figure 5 showing the spectrum of C in a semilog plot. The two branches of the plot correspond to negative and positive eigenvalues, respectively. As can be seen, the negative eigenvalues of C all belong to (?0:0015; 0). This justi es our belief that the matrix S is \almost" positive de nite.
We now describe the construction of the preconditioning scheme. First note that preconditioning means that the iteration method is applied to the equivalent system Q 1=2 SQ 1=2 z = Q 1=2 y; x = Q 1=2 z :
Here, Q is a symmetric positive de nite matrix, Q 1=2 its square root, and the eigenvalues of Q 1=2 SQ 1=2 should have the desired clustering properties. Following Freund 6] we are heading for two clustering points, one on each side of the origin, since S is inde nite and Q is positive de nite. As in 10] we now select our signal subspace S by choosing a certain tolerance , and then collecting in the signal subspace all the Fourier vectors corresponding to eigenvalues~ j of C bigger than in absolute value (see Section 5 for a method of selecting ). Note that the signal subspace splits into two subspaces S + and S ? , spanned by those Fourier vectors with eigenvalues~ j > and~ j < ? , respectively. Associated with these subspaces we denote by P + and P ? the orthoprojectors onto S + and S ? , respectively, and we denote by P 0 the orthoprojector onto S ? , i.e., the noise and transient subspace.
The preconditioner Q is now taken to be the doubly circulant matrix with eigenvalues j depending on the eigenvalues~ j as follows: j = ( 1=j~ j j; j~ j j > ; 1; j~ j j :
As we will see below, Q 1=2 SQ 1=2 has precisely the clustering properties that we are looking for. First, we derive a decomposition of this operator.
Theorem 1 For every > 0 there is a positive number c independent of N and , such that Q 1=2 SQ 1=2 ? P + + P ? = E + F + R ; where kEk = , kFk , and rank R cN. Moreover, F can be given explicitly as F = (I ? P)C(I ? P), where P = P + + P ? .
Proof. Let P = P + +P ? be the orthoprojector onto the signal subspace S. By We now show how this result can be used to discuss the spectral properties of Q 1=2 SQ 1=2 .
Clearly, the spectrum of matrix A := P + ? P ? + F = P + ? P ? + (I ? P)C(I ? P) consists only of 1, and of the eigenvalues~ j of C which are below in absolute value. By the Bauer-Fike theorem, the eigenvalues of A + E lie in tiny intervals of length = around the eigenvalues of A. Finally, by the interlacing theorem for the eigenvalues of a symmetric matrix and any rank one modi cation of this matrix, we conclude that the eigenvalues of Q 1=2 SQ 1=2 = (A + E) + R belong to the very same union of tiny intervals, except for at most 3 rank R eigenvalues which may lie in between or outside their convex hull. Note that the eigenvalues of Q 1=2 SQ 1=2 corresponding to the small interval around zero originate from perturbations of the noise and transient subspaces. We summarize this discussion in the following statement.
Theorem 2 Except for at most 3cN eigenvalues, the spectrum of the preconditioned coecient matrix Q 1=2 SQ 1=2 belongs to the set (?1 ? ; ?1 + ) (? ? ; + ) (1 ? ; 1 + ) : 
Implementation details
In this section we gather two important details of the implementation, namely a description of how to e ciently encode the operator and the preconditioner, and the selection of an appropriate tolerance level by means of the L-curve.
Representation of matrices
In order to explain how the preconditioner C can be constructed, as well as how to e ciently apply S and C ?1 as operators, it is instructive at this point to consider how the matrix S can be obtained from the data provided by the imaging system. For simplicity we shall assume in the sequel that the given guide star data already corresponds to a symmetric point spread function.
First observe that the image of a point source (i.e., the image of a unit vector) produces one column of S, with every N consecutive entries of this column representing one row of pixel values of the image. Spatial invariance implies that this point source image is independent of the actual position of the guide star, and hence each block of entries in a column of S is simply obtained by shifting the corresponding block of the previous column (this is another way to say that S has a doubly Toeplitz structure). Furthermore, because the extent of the point source image is typically small compared to the dimensions of the image domain (see Figure 1 ), S is doubly banded; that is, each block in S, as well as the block structure itself, are banded. Thus, all we need to construct S is a single column that captures all of its nonzero values. This can easily be done by imaging a point source which is fully contained within the eld of view, and unstacking row-wise to obtain a column of S. The center (peak) of the point source image corresponds to the diagonal entry of S. Fortunately, as we will see below, this unstacking procedure does not need to be carried through, as the matrix S is never formed explicitly.
Matrix-vector multiplications with S can be performed using a standard technique in which the N 2 N 2 doubly Toeplitz matrix S is embedded in a (2N) 2 (2N) 2 doubly circulant matrix S c , cf. 4]. Before elaborating on how to e ciently implement this, we rst note the similarities between the preconditioner C and the matrix S c :
Because S is banded, the N 2 N 2 doubly circulant preconditioner C is obtained by simply lling in appropriate values into the corners of S. S c is obtained by rst extending S to a (2N) 2 (2N) 2 doubly Toeplitz matrix, and then lling in appropriate values into the corners.
Since C and S c are doubly circulant, they are fully determined by their rst columns. It is not di cult to check that these can be obtained from the point source image as follows. obtained from an appropriate extension ofH by zero blocks.
With this notation, we now return to matrix-vector multiplications with S. Suppose we wish to form the product z = Sx, where z and x are N 2 vectors. Implicitly, the standard approach is to extend the vector x by zeros to a (2N) 2 where denotes component-wise multiplication, and ifft2 is the accordingly de ned inverse 2D FFT. A similar implementation, without zero padding, can be used when solving systems with the preconditioner. For example, the solution to Cz = x can be computed as Z = ifft2(fft2(X) 6 fft2(H)) ; where 6 denotes component-wise division, and all matrices are now N N. As can be seen, the matricesH andH e can be overwritten by their 2D Fourier transformations as they themselves are no longer required.
It should be recalled at this point that according to the description of our preconditioner in Section 4 we do not really work with fft2(H), since we rst modify the entries 1=~ j in fft2(H) according to (4.4).
Choosing with the L-curve
Next, we turn to a discussion of the choice of . As previously mentioned, this is a critical item because our decomposition of y into signal and noise is based on . Fortunately, the where n runs from 1 through N 2 and = j n j.
The L-curve for this problem is shown in Figure 6 . It has a signi cant corner marked by the circle corresponding to n = 1321, or = 0:0147. This is the point found by the algorithm of Hansen and O' Leary 13] . We mention, however, that their algorithm is based on cubic spline smoothing, and hence the output depends on the given range of input parameters n. In particular, when using only every 10th parameter n between 1 and 2000 then this will give a di erent estimate for the corner as when using all possible n. Note that the computation of the L-curve has only O(N 2 ) complexity which is only a small amount of extra work as compared to one iteration. In fact, with appropriate subsampling of the index range for n, the costs will be negligible.
Numerical results and conclusions
With the value of as determined in the previous section we have applied the preconditioned mr-ii to the blurred satellite problem. Since we know the true solution we can compute the relative error of any approximation; Figure 7 shows a plot of the relative errors after each iteration. For comparison purposes we also show the relative errors for mr-ii with no preconditioning. We see that the preconditioner is extremely e ective in reducing the number of iterations needed to reconstruct the image. The best preconditioned mr-ii approximation occurs at iteration 15, with a relative error of 0.3648. However, we note that after 3 iterations (where the relative error is 0.3744), the reconstruction improves very little, until it begins to diverge after approximately 17 iterations. Although using the true solution to determine when to stop the iteration method is not realistic, it does provide some insight as to how the iteration proceeds. In practice, we once again suggest using the L-curve. In this case, with the plot shown in Figure 8 , the corner is found after k = 7 iterations. As we can see from the relative error history in Figure 7 , the computed solution is well within the range where the errors remain low. The solutions computed at k = 3, 7 and 15 iterations are shown in Figure 9 . Visually, it is di cult to discern which of these is the best approximation.
As previously mentioned, the same data have been used in 20], for numerical experiments with cg and pcg applied to the damped normal equations. Since the signi cant amount of work per iteration results from computing 2D FFTs, we can compare the e ciency of that approach with the one taken here by counting the total number of N-dimensional 2D FFTs needed for each method. Recall that a 2D FFT of an N N image (matrix) requires about N 2 log N operations. Thus, a matrix-vector multiply, which uses two 2D FFTs of dimension 2N 2N, is essentially as expensive as eight 2D FFTs of dimension N N. Noting also that a preconditioner solve requires two 2D FFTs of dimension N N, the amount of work needed for each scheme can be summarized as in Table 1 . The values associated with cg and pcg correspond to a xed damping parameter for the least squares functional. As can be seen from Table 1 , mr-ii is signi cantly more e cient than cg. Moreover, although the table indicates that pmr-ii and pcg require approximately the same amount of work, we point out that several runs of pcg may be necessary in order to determine a suitable damping parameter. In summary, we have found that mr-ii { if possible in combination with a powerful preconditioner such as the one of Section 4 { is an e cient method for this and similar problems. Furthermore, our numerical tests have shown that the L-curve is an e ective means for choosing the stopping index for both mr-ii and preconditioned mr-ii. In combination with visual inspection of the reconstructions at, say, every lth iteration, we believe that it may be a reliable tool in helping to determine when further iterations are not likely to substantially improve the restoration. 
