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1. Introduction
LetX be a finite-dimensional complex vector space and S be a non-empty subset of L(X ), the space
of all linear transformations on X . Let k be a positive integer. Define the k-reflexive cover of S to be
the space
RefkS = {T ∈ L(X ) : ∀ ε > 0, ∀ x1, . . . , xk ∈ X : ∃S ∈ S : ‖Txi − Sxi‖ < ε, i = 1, . . . , k}.
(1)
One can see that RefkS is a linear subspace of L(X ). A linear subspace S is said to be k-reflexive if
RefkS = S . The k-reflexivity defect is defined by rdk(S) = dim(RefkS) − dim(S).
For a linear transformation S ∈ L(X ) let Sᵀ denote the transpose of S. Let A, B ∈ L(X ) be invertible
linear transformations and let S be a non-empty subset of L(X ). Let us denote ASB = {ASB : S ∈ S}
and Sᵀ = {Sᵀ : S ∈ S}. Let S ⊆ L(X ) be a linear subspace. It is well known that transformations of
the type
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S → ASB and S → Sᵀ (2)
preserve the k-reflexivity defect, a fact we will use often.
Because the k-reflexivity defect is preserved by similarity transformations and X is a finite-
dimensional complex vector space, one can assume that X = Cn for some n ∈ N. Thus, L(X ) may
be identified withMn, the algebra of all n-by-n complex matrices. Throughout this paper we will be
dealing with subspaces ofMn which are of the form
S =
⎛
⎜⎜⎜⎜⎝
S11 . . . S1N
...
...
SM1 . . . SMN
⎞
⎟⎟⎟⎟⎠
,
where, for each pair of indices (i, j), Sij is a subspace of Mmi,nj , the space of all mi-by-nj complex
matrices, and
∑M
i=1 mi =
∑N
j=1 nj = n. It is not hard to see that for spaces of this type one has
Refk(S) =
⎛
⎜⎜⎜⎜⎝
Refk(S11) . . . Refk(S1N)
...
...
Refk(SM1) . . . Refk(SMN)
⎞
⎟⎟⎟⎟⎠
and rdk (S) =
M∑
i=1
N∑
j=1
rdk
(Sij
)
. (3)
In particular, S is k-reflexive if and only if Sij is k-reflexive for every pair of indices i ∈ {1, . . . ,M},
j ∈ {1, . . . ,N}.
In Section 2we give the explicit formulae for the reflexivity defect of the generalized derivation and
of the elementary operator of the form(T) = ATB− T where A, B, T ∈Mn. Moreover, we consider
the elementary operators of length 2 under some additional assumptions on the coefficients such as
commutativity, normality and positive definiteness.We give an example of the elementary operator of
length 2with the coefficients from the set {Jn(0), Jn(0)ᵀ, In}where Jn(0) denotes the nilpotent Jordan
block of order n and In denotes the n-by-n identity matrix. In Section 3 the basics of the well-known
theory of the Kronecker structure of a linear matrix pencil are given. Using the Kronecker canonical
form of a singular matrix pencil we obtain the explicit formula for the reflexivity defect of an arbitrary
elementary operator of length 2 which is the main result of this paper. In section 4 an application of
the result mentioned is given.
2. Elementary operators of length 2
Let (A1, A2) and (B1, B2) be arbitrary pairs of n-by-n complex matrices. The elementary operator
onMn with coefficients (A1, A2) and (B1, B2) is defined by
(T) = A1TB1 − A2TB2, T ∈Mn. (4)
It is not hard to see that thekernel of is a 2-reflexive subspaceofMn, i.e., rdk(ker) = 0 for all k  2.
Hence, it is reasonable to askwhether rd1(ker) canbedetermined. Inwhat follows,we are interested
in the 1-reflexivity defect of the kernel of elementary operators of length 2, i.e., linear transformations
of the form (T) = A1TB1 − A2TB2 (T ∈ Mn), where A1, A2 and B1, B2 are linearly independent.
In other words,  cannot be written as a two-sided multiplication. To shorten the notation we will
write rd(ker) instead of rd1(ker) and wewill refer to 1-reflexivity defect simply as the reflexivity
defect. First we introduce some notation. For k ∈ N and α ∈ C, let Jk(α) denote the Jordan block of
size k, i.e.,
Jk(α) =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
α 1
. . .
. . .
α 1
α
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
∈Mk.
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For a given T ∈ Mn let pT and mT denote the characteristic and minimal polynomial of T , respec-
tively. Let A, B ∈Mn be arbitrary matrices. Define the generalized derivation onMn with coefficients
A and B by δ (T) = AT − TB, T ∈ Mn. In [10] Šul’man has proved that if the coefficients A and B are
normal, then the kernel of δ is reflexive.Moreover, a result of Zajac in [12], states that ker δ is reflexive if
and only if all roots of the greatest common divisor of theminimal polynomialsmA andmB are simple.
Let Jp1(λ1) ⊕ · · · ⊕ JpN (λN) be the Jordan canonical form of A, where
∑N
i=1 pi = n and λ1, . . . , λN
are not necessarily distinct eigenvalues of A. Similarly, let Jr1(μ1) ⊕ · · · ⊕ JrM (μM) be the Jordan
canonical form of B, where
∑M
i=1 ri = n andμ1, . . . , μM are not necessarily distinct eigenvalues of B.
Let R(i, j) be a non-negative integer defined by
R(i, j) :=
⎧⎨
⎩
1
2
min{pi, rj} (min{pi, rj} − 1) if λi = μj,
0 otherwise.
The following, a littlemore general result than the one in [12],which has beenmentioned above, can be
obtained, cf. [1] and the preprint Zajac, Reflexivity of intertwining operators in finite dimensional spaces.
Proposition 2.1. With the above notation, the reflexivity defect of ker δ can be expressed as
rd(ker δ) =
N∑
i=1
M∑
j=1
R(i, j).
In particular, ker δ is a reflexive space if and only if all roots of the greatest common divisor of the minimal
polynomials mA and mB are simple.
Proof. Since similarity preserves the reflexivity defect we can assume that
ker δ =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
⎛
⎜⎜⎜⎜⎝
T11 . . . T1M
...
...
TN1 . . . TNM
⎞
⎟⎟⎟⎟⎠
: Tij ∈Mpi,rj , Jpi(λi)Tij = TijJrj(μj)
⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭
.
Define δpi,rj(T) = Jpi(λi)T − TJrj(μj) for T ∈Mpi,rj , the space of all pi-by-rj matrices. By (3) it suffices
to determine rd(ker δpi,rj). If λi 
= μj , then by [8, Theorem 4] we have that δpi,rj is bijective and hence
ker δpi,rj is reflexive as it is a trivial space. If λi = μj , then by [1, Lemma 4.5, Lemma 4.6] one has
rd(ker δpi,rj) = 12 min{pi, rj} (min{pi, rj} − 1). Hence, rd(ker δpi,rj) = R(i, j), which completes the
proof. 
Let A, B ∈Mn be as before the Proposition 2.1 and let  be the elementary operator onMn defined
by  (T) = ATB − T , T ∈Mn. Then the following holds.
Proposition 2.2. If 1 /∈ σ (A) σ (B) = {λi μj : λi ∈ σ(A), μj ∈ σ(B)}, then ker  is reflexive.
Otherwise
rd (ker ) = ∑
λi μj=1
1
2
min{pi, rj} (min{pi, rj} − 1) .
Proof. Since A is similar to Jp1(λ1) ⊕ · · · ⊕ JpN (λN) and B is similar to Jr1(μ1) ⊕ · · · ⊕ JrM (μM)
the formula in (3) yields that rd(ker ) = ∑Ni=1
∑M
j=1 rd(ker ij), where ij(T) = Jpi(λi) T Jrj(μj) −
T is the elementary operator acting on the space of pi-by-rj matrices. If T satisfies the equation
Jpi(λi) T Jrj(μj) = T , then T is an eigenvector of the Kronecker product Jrj(μj)ᵀ ⊗ Jpi(λi) at eigen-
value 1. Since σ
(
Jrj(μj)
ᵀ ⊗ Jpi(λi)
)
= {λi μj} we can conclude that if λiμj 
= 1, then ker ij = {0}.
Otherwise, if λiμj = 1, then Jpi(λi) and Jrj(μj) are invertible and hence ker ij = ker ˜ij , where ˜ij
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is a generalized derivation of the form ˜ij (T) = Jpi(λi)T − TJrj(μj)−1. Using [6, Example 6.2.13] it
is easy to see that inverting matrices preserves sizes of Jordan blocks, hence the result follows by
Proposition 2.1. 
Let (T) = A1TB1 − A2TB2 (T ∈ Mn), where A1, A2 and B1, B2 are linearly independent. In what
follows we consider reflexivity of ker under some additional assumptions on the coefficients. If
A1, A2 commute and B1, B2 commute and σ(A1)σ (B1) ∩ σ(A2)σ (B2) = ∅, then  is bijective by
[8, Theorem 4] and hence ker is reflexive since it is a trivial subspace. Next, if A1, A2, B1, B2 ∈
Mn are normal and if A1, A2 commute and B1, B2 commute, then ker is reflexive. Indeed, this
is an easy consequence of the fact that a commuting family of normal matrices is simultaneously
unitarily diagonalizable [5, Theorem2.5.5]. In the followingproposition the commutativity assumption
is replaced by some other condition.
Proposition 2.3. Let A1, A2, B1, B2 ∈ Mn be hermitian matrices and let (T) = A1TB1 − A2TB2
(T ∈Mn). If at least one of A1, A2 and at least one of B1, B2 is positive definite, then ker is reflexive.
Proof. If A1, B1 is a pair of positive definite matrices, then ker = ker ˜ where ˜(T) =
A
−1
1 A2TB2B
−1
1 − T . By [4, Corollary 2.2] both matrix coefficients are diagonalizable and therefore
by Proposition 2.2 ker is reflexive. Similarly, if A1, B2 is a pair of positive definite matrices, ker =
ker ˜ where ˜(T) = A−11 A2T − TB1B−12 . Again, [4, Corollary 2.2] and Proposition 2.1 yield that ker
is reflexive. The proof is similar in the remaining two cases. 
Next, we present a preliminary result which will prove itself useful later on. First, we introduce
some notation. Let m, n be non-negative integers. Denote by T (m, n) the space of all m × n Toeplitz
matrices and by UT (n) the algebra of all upper triangular n-by-n Toeplitz matrices. Let m  n and
introduce the following subspaces ofMm,n
A(m, n) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
⎛
⎜⎜⎜⎜⎝
a1 . . . . . . . . . an
. . .
...
a1 . . . an−m+1
⎞
⎟⎟⎟⎟⎠
: ai ∈ C
⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭
,
B(m, n) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
⎛
⎜⎜⎜⎜⎝
a1 . . . an−m+1
. . .
. . .
a1 . . . an−m+1
⎞
⎟⎟⎟⎟⎠
: ai ∈ C
⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭
.
Proposition 2.4. Let m and n be positive integers.
(i) If m  n, then rd(A(m, n)) = (m − 1)(n − 1
2
m) and B(m, n) is a reflexive space,
(ii) rd(UT (n)) = 1
2
n (n − 1),
(iii) rd(T (m, n)) = (m − 1)(n − 1). In particular, if m = 1 or n = 1, then the space T (m, n) is
reflexive, otherwise RefT (m, n) =Mm,n.
Proof. We first prove assertion (i). Let m  n be positive integers. Note that rd(A(m, n)) =
rd(Aᵀ(m, n)), where Aᵀ(m, n) = {Sᵀ : S ∈ A(m, n)}. Computing the reflexive cover of the lat-
ter space is equivalent to solving a system of linear equations with the property that the unknowns
can be eliminated consecutively. Hence, one can easily see that
RefA(m, n) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
⎛
⎜⎜⎜⎜⎝
a11 . . . . . . . . . a1n
. . .
...
amm . . . amn
⎞
⎟⎟⎟⎟⎠
: aij ∈ C, 1  i  m, 1  j  n
⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭
.
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Since dim(A(m, n)) = n and dim(Ref(A(m, n))) = m(n − 1
2
(m − 1)), one has rd(A(m, n)) =
(n− 1
2
m)(m−1). A result ofMeshulam and Šemrl in [9] states that a d-dimensional space of operators
is reflexive if all non-zero operators in it have rank at least d+1 and the underlying field is algebraically
closed. Note that dim(B(m, n)) = n − m + 1 and that every non-zero element of B(m, n) is of rank
m. A brief calculation shows that if n  2(m − 1), then B(m, n) is a reflexive space by [9, Theorem
1.1]. Assume therefore that n > 2(m− 1). The structure of the space B(m, n) yields that the elements
of RefB(m, n) have zeros in the same positions as the elements of B(m, n), i.e.,
RefB(m, n) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
⎛
⎜⎜⎜⎜⎝
∗ . . . ∗
. . .
. . .
∗ . . . ∗
⎞
⎟⎟⎟⎟⎠
: ∗ non-zero entry
⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭
.
Let B ∈ RefB(m, n) and by the discussion above we can assume that
B =
⎛
⎜⎜⎜⎜⎝
b11 . . . b1,n−m+1
. . .
. . .
bmm . . . bmn
⎞
⎟⎟⎟⎟⎠
for some bij ∈ C. Let t ∈ C be a non-zero scalar and let x =
(
1 t . . . tn−1
)ᵀ ∈ Mn,1. By the
definition of the space RefB(m, n) there exists an S ∈ B(m, n) of the form
S =
⎛
⎜⎜⎜⎜⎝
a1 . . . an−m+1
. . .
. . .
a1 . . . an−m+1
⎞
⎟⎟⎟⎟⎠
such that Bx = Sx. This yields the followingm equations
n−m∑
j=0
bk,k+jtj =
n−m∑
j=0
aj+1tj (k = 1, 2, . . . ,m).
Subtracting the first equation from the rest gives
n−m∑
j=0
(bk,k+j − b1,1+j)tj = 0 (k = 2, . . . ,m).
Since t is arbitrary we have bk,k+j = b1,1+j for every k = 2, . . . ,m and every j = 0, . . . , n − m,
hence B ∈ B(m, n). Note that this proof works not only for n > 2(m − 1) but for n  m, as well.
The assertion (ii) is a well-known fact, however, it also follows from (i) since A(n, n) = UT (n). The
assertion (iii) is trivial to prove since reflexive cover respects the inclusion relations, i.e., if S1 ⊆ S2,
then RefS1 ⊆ RefS2. 
For k ∈ N let Ik denote the identity matrix of size k and let Pk denote the standard involutory
permutation matrix of size k, i.e.,
Ik =
⎛
⎜⎜⎜⎜⎝
1
. . .
1
⎞
⎟⎟⎟⎟⎠
, Pk =
⎛
⎜⎜⎜⎝
1
. .
.
1
⎞
⎟⎟⎟⎠ ∈Mk.
Let us consider the following example.
Example 2.5. Let  be a linear transformation of the form (T) = A1TB1 − A2TB2, (T ∈ Mn),
where A1, A2, B1, B2 ∈ {Jn(0), Jn(0)ᵀ, In}. We consider all the possible different forms of  where
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the coefficients A1, A2 and B1, B2 are linearly independent. That is, we are interested in those examples
where  is an elementary operator of length 2 with coefficients from the set {Jn(0), Jn(0)ᵀ, In}. The
reader can easily verify that the kernel of any such elementary operator has the same reflexivity defect
as the kernel of oneof the following linear transformations onMn:1(T) = Jn(0)T−TJn(0), 2(T) =
Jn(0)TJn(0) − T, 3(T) = Jn(0)ᵀTJn(0) − Jn(0)T and 4(T) = Jn(0)TJn(0)ᵀ − Jn(0)ᵀTJn(0). For
example, consider the kernel of the linear transformation ˜(T) = Jn(0)ᵀTJn(0)ᵀ − TJn(0). Using
transformations of the form (2) we will show that rd(ker ˜) = rd(ker3). It suffices to show that
T ∈ ker3 if and only if TᵀPn ∈ ker ˜. Indeed, first transpose the equation Jn(0)ᵀTJn(0) = Jn(0)T
and then multiply by Pn on the right side to get Jn(0)
ᵀTᵀJn(0)Pn = TᵀJn(0)ᵀPn. Since P2n = In and
Jn(0)
ᵀ = PnJn(0)Pn we get Jn(0)ᵀ(TᵀPn)Jn(0)ᵀ = (TᵀPn)Jn(0), i.e., TᵀPn ∈ ker ˜.
Hence, it suffices to determine rd(keri) for i = 1, 2, 3, 4. First let us introduce some notation. For
a given subspace S ⊂Mp,r we define S⊕0i,j = {S⊕0i,j : S ∈ S} ⊆Mp+i,r+j . By Proposition 2.1 one
has rd(ker1) = 12n(n − 1) and Proposition 2.2 yields rd(ker2) = 0. In what follows most of the
computation has been done using program Mathematica. If n = 2l for some positive integer l, then
the elements of ker3 are matrices of the form
(
A1 . . . A2l
)ᵀ
, where Ai ∈ M1,2l , i ∈ {1, . . . , 2l},
are rows of the form
Ai =
⎧⎨
⎩
(
0 . . . 0 a1 . . . al−j+1
)
: i = 2j − 1, j ∈ {1, . . . , l},(
0 . . . 0
)
: i = 2j, j ∈ {1, . . . , l}.
It is easy to see that in this case ker3 is a space similar to UT (l) ⊕ 0l,l . Next, if n = 2l + 1 for
some positive integer l, then the elements of ker3 arematrices of the form
(
A1 . . . A2l+1
)ᵀ
, where
Ai ∈M1,2l+1, i ∈ {1, . . . , 2l + 1}, are rows of the form
Ai =
⎧⎨
⎩
(
0 . . . 0 a1 . . . a2l−j+2
)
: i = 2j − 1, j ∈ {1, . . . , l + 1},(
0 . . . 0
)
: i = 2j, j ∈ {1, . . . , l}.
One can see that in this case ker3 has the same reflexivity defect as the space A(l + 1, 2l + 1).
Now consider ker4. We will characterize its structure by describing the main diagonal, upper
diagonals and lower diagonals of its elements. For a given matrix T ∈ Mn let D(T) denote the row
vector representing the diagonal of T , let DUi (T) denote the row vector representing the ith upper
diagonal and let DLi (T) denote the row vector representing the ith lower diagonal of T . Let T ∈ ker4.
If n = 2l for some positive integer l, then D(T) =
(
0 . . . 0
)
and for i = 1, . . . , 2l − 1 we have
DUi (T) =
⎧⎨
⎩
(
aj 0 aj 0 . . . aj
)
: if i = 2j − 1, j ∈ {1, . . . , l},(
0 . . . 0
)
: if i = 2j, j ∈ {1, . . . , l − 1},
DLi (T) =
⎧⎨
⎩
(
al+j 0 al+j 0 . . . al+j
)
: if i = 2j − 1, j ∈ {1, . . . , l},(
0 . . . 0
)
: if i = 2j, j ∈ {1, . . . , l − 1}.
It is easy to see that in this case ker4 is similar to UT (l)⊕UT (l). Next, if n = 2l+1 for some positive
integer l, then D(T) =
(
a1 0 a1 0 . . . a1
)
and for i = 1, . . . , 2l we have
DUi (T) =
⎧⎨
⎩
(
aj+1 0 aj+1 0 . . . aj+1
)
: if i = 2j, j ∈ {1, . . . , l},(
0 . . . 0
)
: if i = 2j − 1, j ∈ {1, . . . , l},
DLi (T) =
⎧⎨
⎩
(
al+j+1 0 al+j+1 0 . . . al+j+1
)
: if i = 2j, j ∈ {1, . . . , l},(
0 . . . 0
)
: if i = 2j − 1, j ∈ {1, . . . , l}.
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It is not hard to see that in this case ker4 is similar toT (l+1, l+1)⊕0l,l . Hence, Proposition2.4 yields
rd(ker3) =
⎧⎨
⎩
1
2
l(l − 1) if n = 2l, l ∈ N,
1
2
l(3l + 1) if n = 2l + 1, l ∈ N,
rd(ker4) =
⎧⎨
⎩
l(l − 1) if n = 2l, l ∈ N,
l2 if n = 2l + 1, l ∈ N.
3. Linear matrix pencils
Let (T) = A1TB1 − A2TB2 (T ∈ Mn), where A1, A2 and B1, B2 are linearly independent. Note
that depending on the invertibility of the coefficients of  we can sometimes translate the problem
of determining rd(ker) to an already solved one. For example, if A1 and B2 are both non-singular,
then ker is equal to the kernel of the generalized derivation TB1B
−1
2 − A−11 A2T , hence the reflexivity
defect can essentially be determined by Proposition 2.1. But since the Jordan structure of the product in
general cannot be derived from the Jordan structure of the factors a general formula cannot be obtained
in this way. Moreover, parameters that appeared in the formulae for the reflexivity defect in Section 2
were only the corresponding Jordan block sizes. However, one cannot expect the same would happen
in general case. To be able to get the explicit general formulae for reflexivity defect of the kernel of 
we will use the theory of linear matrix pencils and since we will be dealing with pairs of matrices it
is reasonable to expect more parameters will appear. Let us introduce some basic notions, for more
detailed explanation see [3, Chapter XII].
Let A1, A2, B1, B2 be n-by-m complexmatrices. We say that matrix pencils A1 +λB1 and A2 +λB2
are strictly equivalent if there exist two square non-singular matrices P ∈ Mn and Q ∈ Mm such
that P(A1 + λB1)Q = A2 + λB2 or, equivalently, PA1Q = A2 and PB1Q = B2. For a given matrices
A, B ∈Mn,m it is said that the linear matrix pencil A+λB is regular if A and B are squarematrices and
det(A + λB) is not identically equal to zero. If n 
= m or ifm = n and det(A + λB) is identically zero,
then the pencil is singular. Let A + λB be a regular matrix pencil where A and B are n-by-n complex
matrices. We can determine the so-called finite and infinite elementary divisors of this pencil in the
following way. First we give the pencil A + λB in terms of homogeneous parameters λ and μ, i.e.,
μA+λB. Obviously, det(μA+λB) is a homogeneous function of λ andμ. Now determine the greatest
common divisor Dk(λ, μ) of all the minors of order k of the matrix pencil μA + λB for k = 1, . . . , n
and put D0(λ, μ) = 1. From this the factors polynomials can be obtained in a well-known way
i1(λ, μ) = Dn(λ, μ)
Dn−1(λ, μ)
, i2(λ, μ) = Dn−1(λ, μ)
Dn−2(λ, μ)
, . . . , in−1 = D2(λ, μ)
D1(λ, μ)
, in(λ, μ) = D1(λ, μ).
Of course, all the Dk(λ, μ) and il(λ, μ) are homogeneous polynomials in λ and μ. If we split the
invariant polynomials into powers of linear homogeneous polynomials, we obtain the elementary di-
visors ej(λ, μ) for j = 1, 2, . . . of the pencilμA+λB. Note that if we setμ = 1, we get the elementary
divisors ej(λ) of the matrix pencil A + λB. By the formula ej(λ, μ) = μqej( λμ) one can obtain from
elementary divisor ej(λ) of the degree q the corresponding elementary divisor ej(λ, μ). In this way
all the elementary divisors of the pencilμA+λB can be obtained from the elementary divisors of the
pencil A + λB with the exception of the elementary divisors of the form μq. The elementary divisors
of the latter form exist if and only if det B = 0 and we call them the infinite elementary divisors of
the pencil A + λB. The other elementary divisors are called the finite elementary divisors. It is well
known that two strictly equivalent regular pencils need to have the same finite and infinite divisors.
Let us introduce the following matrices
Fi =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 1 0 . . . 0
...
. . .
. . .
. . .
...
...
. . .
. . . 0
0 . . . . . . 0 1
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
∈Mi,i+1, Gi =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 0 . . . . . . 0
0
. . .
. . .
...
...
. . .
. . .
. . .
...
0 . . . 0 1 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
∈Mi,i+1
T. Rudolf / Linear Algebra and its Applications 437 (2012) 1366–1379 1373
and define Li = Fi+λGi. It is well known that everymatrix pencil A+λB ∈Mm,n is strictly equivalent
to a matrix pencil of the following block diagonal form
0w,z ⊕ (La1 ⊕ · · · ⊕ Lae
)⊕ (Lᵀb1 ⊕ · · · ⊕ Lᵀbf
)
(5)
⊕ ((Ic1 + λJc1(0)) ⊕ · · · ⊕ (Icg + λJcg (0))
)
(6)
⊕ ((λId1 + Jd1(α1)) ⊕ · · · ⊕ (λIdh + Jdh(αh))
)
, (7)
called the Kronecker canonical form of pencil A + λB, cf. [2,3,7,11]. Here 0w,z denotes the w-by-z
zero matrix and a1  · · ·  ae, b1  · · ·  bf , c1  · · ·  cg and d1  · · ·  dh are positive
integers. The integers ai, bj and ck are uniquely determined by the pair A, B and the part (7) is uniquely
determined by A and B up to a permutation of the diagonal blocks. The blocks 0w,z , Lai and L
ᵀ
bj
contain
the singularity of the pencil A+λB. Herew = dim⋂λ∈C kel(A+λB) and z = dim⋂λ∈C ker(A+λB),
where kel(Y) = {x ∈ M1,n : xY = 0} denotes the left kernel of a matrix Y ∈ Mn,m. The sizes
of the blocks Lai and L
ᵀ
bj
characterize them completely since there exist polynomial vector columns
xi(λ) =
(
1 −λ λ2 . . . (−1)ai−1λai
)ᵀ
such that Lai xi(λ) = 0 and polynomial vector rows yj(λ) =(
1 −λ λ2 . . . (−1)bj−1λbj
)
such that yj(λ)L
ᵀ
bj
= 0. That is, the block Lai has a one-dimensional
right kernel spanned by xi(λ) for every λ and the block L
ᵀ
bj
has a one-dimensional left kernel spanned
by yj(λ) for every λ. The part (5) is called the singular part of the Kronecker form of the pencil A+ λB
and the integers ai and bj are called the right (or column) and the left (or row) minimal indices of the
pencil A+λB, respectively. The regular part of A+λB consists of (6) and (7). Here, (6) contains infinite
elementary divisors and is uniquely determined by their degrees. The infinite elementary divisors exist
if and only if det B = 0, otherwise there are only finite elementary divisors which are contained in
(7) and which also uniquely determine (7). The numbers −αj are called the eigenvalues of the pencil
A + λB.
Let  be a linear transformation of the form (T) = A1TB1 − A2TB2 (T ∈ Mn), where A1, A2
and B1, B2 are linearly independent. Let 1, . . . , p and η1, . . . , ηq be the right and the left minimal
indices of A1 + λA2, respectively. Let k1, . . . , kr be the degrees of the infinite elementary divisors and
let (λ + α1)l1 , . . . , (λ + αs)ls be the finite elementary divisors of A1 + λA2. Similarly, let a1, . . . , ae
and b1, . . . , bf be the right and left minimal indices of B1 + λB2, respectively. Let c1, . . . , cg be the
degrees of the infinite elementary divisors and let (λ+β1)d1 , . . . , (λ+βh)dh be the finite elementary
divisors of B1 + λB2. The Kronecker canonical forms of matrix pencils A1 + λA2 and B1 + λB2 yield
that coefficients of  are similar to the following block diagonal matrices
A1 ∼ 0u,v ⊕ (F1 ⊕ · · · ⊕ Fp
)⊕ (Fᵀη1 ⊕ · · · ⊕ Fᵀηq
)⊕ (Ik1 ⊕ · · · ⊕ Ikr
)
⊕ (Jl1(α1) ⊕ · · · ⊕ Jls(αs)
)
,
A2 ∼ 0u,v ⊕ (G1 ⊕ · · · ⊕ Gp
)⊕ (Gᵀη1 ⊕ · · · ⊕ Gᵀηq
)⊕ (Jk1(0) ⊕ · · · ⊕ Jkr (0)
)
⊕ (Il1 ⊕ · · · ⊕ Ils
)
,
B1 ∼ 0w,z ⊕ (Fa1 ⊕ · · · ⊕ Fae
)⊕ (Fᵀb1 ⊕ · · · ⊕ Fᵀbf
)⊕ (Ic1 ⊕ · · · ⊕ Icg
)
⊕ (Jd1(β1) ⊕ · · · ⊕ Jdh(βh)
)
,
B2 ∼ 0w,z ⊕ (Ga1 ⊕ · · · ⊕ Gae
)⊕ (Gᵀb1 ⊕ · · · ⊕ Gᵀbf
)⊕ (Jc1(0) ⊕ · · · ⊕ Jcg (0)
)
⊕ (Id1 ⊕ · · · ⊕ Idh
)
.
(8)
According to the notation in (8) define the following non-negative integers
R,b(i, j) = ibj,
Rk,d(i, j) = δβj,0
2
min{ki, dj}(min{ki, dj} − 1),
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Rl,c(i, j) = δαi,0
2
min{li, cj}(min{li, cj} − 1),
Rl,d(i, j) = δαiβj,1
2
min{li, dj}(min{li, dj} − 1),
R,c(i, j) =
⎧⎨
⎩
1
2
cj(cj − 1) i  cj,
i(cj − 12 (i + 1)) i < cj,
R,d(i, j) =
⎧⎨
⎩
1
2
dj(dj − 1) i  dj,
i(dj − 12 (i + 1)) i < dj,
Rk,b(i, j) =
⎧⎨
⎩
1
2
ki(ki − 1) bj  ki,
bj(ki − 12 (bj + 1)) bj < ki,
Rl,b(i, j) =
⎧⎨
⎩
1
2
li(li − 1) bj  li,
bj(li − 12 (bj + 1)) bj < li.
The following theorem provides a general formula for the reflexivity defect of an elementary operator
of length 2 and is the main result of this paper.
Theorem 3.1. Let Ai, Bi ∈ Mn and let their Kronecker canonical decompositions be as in (8). Define
(T) = A1TB1 − A2TB2, T ∈Mn. Then
rd(ker) =
p∑
i=1
f∑
j=1
R,b(i, j) +
p∑
i=1
g∑
j=1
R,c(i, j) +
p∑
i=1
h∑
j=1
R,d(i, j) +
r∑
i=1
f∑
j=1
Rk,b(i, j)
+
r∑
i=1
h∑
j=1
Rk,d(i, j) +
s∑
i=1
f∑
j=1
Rl,b(i, j) +
s∑
i=1
g∑
j=1
Rl,c(i, j) +
s∑
i=1
h∑
j=1
Rl,d(i, j).
Proof. Define the following elementary operators

1,S
ij (T) = Fi TFaj − Gi TGaj , 2,Sij (T) = Fi TFᵀbj − Gi TGᵀbj ,

3,S
ij (T) = Fi T − Gi TJcj(0), 4,Sij (T) = Fi TJdj(βj) − Gi T,

5,S
ij (T) = Fᵀηi TFaj − Gᵀηi TGaj , 6,Sij (T) = Fᵀηi TFᵀbj − Gᵀηi TGᵀbj ,

7,S
ij (T) = Fᵀηi T − Gᵀηi TJcj(0), 8,Sij (T) = Fᵀηi TJdj(βj) − Gᵀηi T,

9,S
ij (T) = TFaj − Jki(0)TGaj , 10,Sij (T) = TFᵀbj − Jki(0)TGᵀbj ,

11,R
ij (T) = T − Jki(0)TJcj(0), 12,Rij (T) = TJdj(βj) − Jki(0)T,

13,S
ij (T) = Jli(αi)TFaj − TGaj , 14,Sij (T) = Jli(αi)TFᵀbj − TGᵀbj ,

15,R
ij (T) = Jli(αi)T − TJcj(0), 16,Rij (T) = Jli(αi)TJdj(βj) − T .
The letter R in the superscript denotes that the given elementary operator has coefficients that ap-
pear only in the regular parts of pencils A1 + λA2 and B1 + λB2 and, similarly, the letter S denotes
that coefficients are of mixed type, some from regular and some from singular parts. The letters in
the subscript are the non-negative integers from (8) with appropriate choice of the domain of i and j.
Using the block diagonal structure of the coefficients of  one can get the following block decompo-
sition of ker
T. Rudolf / Linear Algebra and its Applications 437 (2012) 1366–1379 1375
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 0 0 0 0
0
[
ker
1,S
ij
]p,e
i,j=1
[
ker
2,S
ij
]p,f
i,j=1
[
ker
3,S
ij
]p,g
i,j=1
[
ker
4,S
ij
]p,h
i,j=1
0
[
ker
5,S
ij
]q,e
i,j=1
[
ker
6,S
ij
]q,f
i,j=1
[
ker
7,S
ij
]q,g
i,j=1
[
ker
8,S
ij
]q,h
i,j=1
0
[
ker
9,S
ij
]r,e
i,j=1
[
ker
10,S
ij
]r,f
i,j=1
[
ker
11,R
ij
]r,g
i,j=1
[
ker
12,R
ij
]r,h
i,j=1
0
[
ker
13,S
ij
]s,e
i,j=1
[
ker
14,S
ij
]s,f
i,j=1
[
ker
15,R
ij
]s,g
i,j=1
[
ker
16,R
ij
]s,h
i,j=1
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (9)
Proposition 2.2 yields rd(ker
16,R
ij ) = Rl,d(i, j) and that ker11,Rij = {0}, therefore we get
rd(ker
11,R
ij ) = 0. By Proposition 2.1 one has rd(ker12,Rij ) = Rk,d(i, j) and rd(ker15,Rij ) = Rl,c(i, j).
In what follows most of the computation has been done using program Mathematica. Next, if we
can express rd(ker
1,S
ij ), then we can also express rd(ker
6,S
ij ). Indeed, let T ∈ ker1,Sij , hence
Fi TFaj = Gi TGaj . Transposing this equation we get Fᵀaj TᵀFᵀi = Gᵀaj TᵀGᵀi , hence Tᵀ is the element of
the kernel of the transformation S → Fᵀaj SFᵀi − Gᵀaj SGᵀi . If rd(ker1,Sij ) = f1(i, aj) for some function
of two variables f1, then rd(ker
6,S
ij ) = f1(bj, ηi) since transposing preserves the reflexivity defect. It
is easy to see that ker
1,S
ij = {0} if i  aj . Otherwise, if i < aj , then
ker
1,S
ij =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 . . . 0 t1 . . . . . . taj−i
...
. .
.
. .
.
. .
. 0
0
. .
.
. .
.
. .
.
. .
.
...
t1 . . . . . . taj−i 0 . . . 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
: tl ∈ C
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎭
.
Using transformations of the form (2) which preserve the reflexivity defect we get
rd(ker
1,S
ij ) =
⎧⎨
⎩
rd(B(i + 1, aj)) : i < aj,
0 : i  aj.
Now Proposition 2.4 yields rd(ker
1,S
ij ) = 0 and by the discussion abovewe also have rd(ker6,Sij ) =
0. As for 
2,S
ij , one can see that ker
2,S
ij = T (i + 1, bj + 1) and by Proposition 2.4 we have
rd(ker
2,S
ij ) = R,b(i, j). Next, if we can express rd(ker3,Sij ), then we can also express rd(ker10,Sij ).
Indeed, let T ∈ker3,Sij , hence Fi T=Gi TJcj(0). Transposing this equationwe get TᵀFᵀi = Jcj(0)ᵀTᵀGᵀi .
Now multiply the latter equation by Pcj on the left and consider the facts P
2
cj
= Icj and Pcj Jcj(0)ᵀPcj =
Jcj(0) to get (Pcj T
ᵀ)Fᵀi = Jcj(0)(Pcj Tᵀ)Gᵀi . Hence, Pcj Tᵀ is the element of the kernel of the transforma-
tion S → SFᵀi − Jcj(0)SGᵀi and therefore if rd(ker3,Sij ) = f2(i, cj) for some function of two variables
f2, then rd(ker
10,S
ij ) = f2(bj, ki) since transposing and multiplying by invertible matrix preserves
the reflexivity defect. It is not hard to see that
ker
3,S
ij =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
⎛
⎝ UT (cj)
0i−cj+1,cj
⎞
⎠ : i  cj,
A(i + 1, cj) : i < cj.
ByProposition2.4weget rd(ker
3,S
ij )=R,c(i, j) andby thediscussion abovewehave rd(ker10,Sij ) =
Rk,b(i, j). Similarly, if we can express rd(ker
4,S
ij ), then we can also express rd(ker
14,S
ij ). Indeed, let
T ∈ ker4,Sij , hence Fi TJdj(βj) = Gi T . Transposing this equation we get Jdj(βj)ᵀTᵀFᵀi = TᵀGᵀi . Now
multiply the latter equationbyPdj on the left andconsider the factsP
2
dj
= Idj andPdj Jdj(βj)ᵀPdj = Jdj(βj)
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to get Jdj(βj)(Pdj T
ᵀ)Fᵀi = (Pdj Tᵀ)Gᵀi . Hence, Pdj Tᵀ is the element of the kernel of the transformation
S → Jdj(βj)SFᵀi−SGᵀi and therefore if rd(ker4,Sij ) = f3(i, dj, βj) for some functionof three variables
f3, then rd(ker
14,S
ij ) = f3(bj, li, αi) since transposing andmultiplying by invertible matrix preserves
the reflexivity defect. Let T ∈ ker4,Sij . We can describe T coefficient-wise in the following way. The
coefficients in the last row, i.e., ti+1,1, . . . , ti+1,dj are parameters. The coefficients in the first column
are of the form tk1 = βi−k+1j ti+1,1 for k = 1, . . . , i+1. The rest of the coefficients can be expressed
as tkl = tk+1,l−1+βjtk+1,l for k = 1, . . . , i and l = 2, . . . , dj . Firstwe consider the casewhenβj = 0.
If i  dj , then we get
ker
4,S
ij =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 . . . . . . 0
...
...
0 . . . . . . 0
0 . . . 0 t1
...
. .
.
. .
.
...
0
. .
.
. .
.
...
t1 . . . . . . tdj
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
: tl ∈ C
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
(10)
and if i < dj , then
ker
4,S
ij =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 . . . 0 t1 . . . tdj−i
...
. .
.
. .
.
...
0
. .
.
...
t1 . . . . . . . . . . . . tdj
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
: tl ∈ C
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎭
. (11)
If βj 
= 0, then we can use elementary row operations to transform ker4,Sij to the form (10) if i  dj
and to the form (11) if i < dj . Hence, one can easily see that
ker
4,S
ij ∼
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
⎛
⎝ 0i−dj+1,dj
UT (dj)
⎞
⎠ : i  dj,
A(i + 1, dj) : i < dj.
Since transformations used are of the form (2) and therefore preserve the reflexivity defect, one has
rd(ker
4,S
ij ) = R,d(i, j). By the discussion abovewe also get rd(ker14,Sij ) = Rl,b(i, j). One can easily
see that ker
5,S
ij = {0}, therefore rd(ker5,Sij ) = 0. Next, if we can express rd(ker9,Sij ), then we can
also express rd(ker
7,S
ij ). Indeed, let T ∈ ker9,Sij , hence TFaj = Jki(0)TGaj . Transposing this equation
we get F
ᵀ
aj T
ᵀ = Gᵀaj TᵀJki(0)ᵀ. Nowmultiply the latter equation by Pki on the right and consider the facts
P2ki = Iki and Pki Jki(0)ᵀPki = Jki(0) to get Fᵀaj(TᵀPki) = Gᵀaj(TᵀPki)Jki(0). Hence, TᵀPki is the element of
the kernel of the transformation S → Fᵀaj S − Gᵀaj SJki(0) and therefore if rd(ker9,Sij ) = f4(ki, aj) for
some function of two variables f4, then rd(ker
7,S
ij ) = f4(cj, ηi) since transposing and multiplying
by invertible matrix preserves the reflexivity defect. It is not hard to see that ker
9,S
ij = {0}, hence
rd(ker
9,S
ij ) = rd(ker7,Sij ) = 0. Next, if we can express rd(ker13,Sij ), then we can also express
rd(ker
8,S
ij ). Indeed, let T ∈ ker13,Sij , hence Jli(αi)TFaj = TGaj . Transposing this equation we get
F
ᵀ
aj T
ᵀJli(αi)
ᵀ = Gᵀaj Tᵀ.Nowmultiply the latter equationbyPli on the right andconsider the factsP2li = Ili
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and Pli Jli(αi)
ᵀPli = Jli(αi) to get Fᵀaj(TᵀPli)Jli(αi) = Gᵀaj(TᵀPli). Hence, TᵀPli is the element of the kernel
of the transformation S → Fᵀaj SJli(αi) − Gᵀaj S and therefore if rd(ker13,Sij ) = f5(li, aj, αi) for some
function of three variables f5, then rd(ker
8,S
ij ) = f5(dj, ηi, βj) since transposing and multiplying
by invertible matrix preserves the reflexivity defect. It is not hard to see that ker
13,S
ij = {0}, hence
rd(ker
13,S
ij ) = rd(ker8,Sij ) = 0. Since ker has decomposition of the form (9) we can use the
formula in (3) which completes the proof of the theorem. 
Let Ai, Bi ∈Mn and define(T) = A1TB1−A2TB2, T ∈Mn. The formula for rd(ker) in Theorem
3.1 simplifies if we have additional assumptions on coefficients of. For example, if A1+λA2 is regular
and B1 + λB2 is singular matrix pencil, then Theorem 3.1 yields
rd(ker) =
r∑
i=1
f∑
j=1
Rk,b(i, j) +
r∑
i=1
h∑
j=1
Rk,d(i, j) +
s∑
i=1
f∑
j=1
Rl,b(i, j)
+
s∑
i=1
g∑
j=1
Rl,c(i, j) +
s∑
i=1
h∑
j=1
Rl,d(i, j).
Next, if A1 + λA2 is singular and B1 + λB2 is regular matrix pencil, then
rd(ker) =
p∑
i=1
g∑
j=1
R,c(i, j) +
p∑
i=1
h∑
j=1
R,d(i, j) +
r∑
i=1
h∑
j=1
Rk,d(i, j)
+
s∑
i=1
g∑
j=1
Rl,c(i, j) +
s∑
i=1
h∑
j=1
Rl,d(i, j).
Moreover, if A1 + λA2 and B1 + λB2 are both regular matrix pencils, then
rd(ker) =
r∑
i=1
h∑
j=1
Rk,d(i, j) +
s∑
i=1
g∑
j=1
Rl,c(i, j) +
s∑
i=1
h∑
j=1
Rl,d(i, j).
Note thatProposition2.1andProposition2.2areactually special casesofTheorem3.1sincedetermining
the Jordan form of an arbitrary matrix A ∈ Mn is equivalent to finding the (finite) elementary divisors
of the regular pencil λI + A, see [3].
4. Application of the Theorem 3.1
Let us remember Example 2.5. We were computing reflexivity defect of the kernel of the operators
1(T) = Jn(0)T − TJn(0), 2(T) = Jn(0)TJn(0) − T, 3(T) = Jn(0)ᵀTJn(0) − Jn(0)T and 4(T) =
Jn(0)TJn(0)
ᵀ − Jn(0)ᵀTJn(0). For this purpose we actually had to compute the kernels of operators
i (i = 1, 2, 3, 4) and their reflexivity defects. Thus, we want to apply Theorem 3.1 that enables
us to avoid this kind of computation. Instead, we need to determine the Kronecker structure of the
appropriate matrix pencils.
Let A and B be n-by-n complex matrices. In [11] it is explained that in order to get information
about the Kronecker structure of a matrix pencil A + λB one needs not to actually compute its Kro-
necker canonical form. From a numerical point of view it is more reasonable to compute the so-called
generalized Schur form of the pencil A+ λB, i.e., a quasitriangular form obtained under unitary trans-
formations,⎛
⎜⎜⎜⎜⎜⎜⎝
A + λB ∗ ∗ ∗
0 A∞ + λB∞ ∗ ∗
0 0 Af + λBf ∗
0 0 0 Aη + λBη
⎞
⎟⎟⎟⎟⎟⎟⎠
.
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Here A + λB is a singular matrix pencil containing the right (column) Kronecker structure of pencil
A + λB, A∞ + λB∞ is a square regular pencil containing the infinite elementary divisors of A + λB,
Af + λBf is a square regular pencil containing the finite elementary divisors of A + λB and Aη + λBη
is a singular matrix pencil containing the left (row) Kronecker structure of A + λB. Each of these
diagonal blocks has finer, the so-called staircase structure, which altogether completely determine the
Kronecker canonical form of the matrix pencil A + λB. There exist algorithms implemented in the
commercial software that enable us to compute the generalized Schur form of a matrix pencil and
hence enable us to determine its Kronecker canonical structure. In this way we will be able to obtain
the result of Example 2.5 inmuch simplerway, using Theorem3.1. All the calculations of the Kronecker
structure of given matrix pencils in the following example were carried out using command kroneck
in the program Scilab.
Example 4.1. Let  be a linear transformation of the form (T) = A1TB1 − A2TB2, (T ∈ Mn),
where A1, A2, B1, B2 ∈ {Jn(0), Jn(0)ᵀ, In}. In Example 2.5 we already established that the kernel of
any such elementary operator has the same reflexivity defect as the kernel of one of the following
linear transformations on Mn: 1(T) = Jn(0)T − TJn(0), 2(T) = Jn(0)TJn(0) − T, 3(T) =
Jn(0)
ᵀTJn(0) − Jn(0)T and4(T) = Jn(0)TJn(0)ᵀ − Jn(0)ᵀTJn(0). As we already know, Proposition 2.1
yields rd(ker1) = 12n(n− 1) and by Proposition 2.2 one has rd(ker2) = 0. Using Theorem 3.1 we
will determine rd(ker3) and rd(ker4). We will use the notation of (8). First consider rd(ker3).
We need to determine the Kronecker structure of the matrix pencils A1 + λA2 = Jn(0)ᵀ + λJn(0) and
B1 + λB2 = Jn(0) + λIn. Obviously the latter is a regular pencil which is already in the generalized
Schur form and has only finite elementary divisors. Using command kroneck we get h = 1, d1 = n
andβ1 = 0. The other indices do not appear. Next, the regularity of the pencil Jn(0)ᵀ+λJn(0) depends
on n. If n is even, then Jn(0)
ᵀ+λJn(0) is a regular pencil that has finite and infinite elementary divisors.
Using kroneck we get r = 1, k1 = n2 and s = 1, l1 = n2 , α1 = 0. The other indices do not appear.
If n is odd, then Jn(0)
ᵀ + λJn(0) is a singular pencil that has no regular structure. We get p = 1,
1 = n−12 and q = 1, η1 = n−12 . Again, the other indices do not appear. Hence, if n = 2l for some
l ∈ N, we get rd(ker3) = Rk,d(1, 1) = 12 l(l − 1) and if n = 2l + 1 for some l ∈ N, we have
rd(ker3) = R,d(1, 1) = 12 l(3l + 1).
Now consider rd(ker4). Herewe need to determine the Kronecker structure of thematrix pencils
A1 + λA2 = Jn(0) + λJn(0)ᵀ and B1 + λB2 = Jn(0)ᵀ + λJn(0). Similarly as before we get that if n
is even, then r = 1, k1 = n2 ; s = 1, l1 = n2 , α1 = 0 and g = 1, c1 = n2 ; h = 1, d1 = n2 , β1 = 0.
The other indices do not appear. If n is odd, then p = 1, 1 = n−12 ; q = 1, η1 = n−12 and e = 1,
a1 = n−12 ; f = 1, b1 = n−12 . Again, the other indices do not appear. Hence, if n = 2l for some l ∈ N,
we get rd(ker4) = Rk,d(1, 1) + Rl,c(1, 1) = l(l − 1) and if n = 2l + 1 for some l ∈ N, we have
rd(ker4) = R,b(1, 1) = l2.
Remark 4.2. All the results of this paper can be easily extended to the case of the complex rectangular
matrices. However, a similar approach for elementary operators of length k for k  3 would require
canonical forms for k-tuples of matrices. In terms of matrix pencils one needs to look at the matrix
pencils of k variables.
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