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Abstract 
In this report paper we first present a report of the Advanced Machine Learning 
Course Project on the provided data set and then present a novel heuristic 
algorithm for exact Bayesian network (BN) structure discovery that uses 
decomposable scoring functions. Our algorithm follows a different approach to 
solve the problem of BN structure discovery than the previously used methods 
such as Dynamic Programming (DP) and Branch and Bound to reduce the search 
space and find the global optima space for the problem. The algorithm we propose 
has some degree of flexibility that can make it more or less greedy. The more the 
algorithm is set to be greedy, the more the speed of the algorithm will be, and the 
less optimal the final structure. Our algorithm runs in a much less time than the 
previously known methods and guarantees to have an optimality of close to 99%. 
Therefore, it sacrifices less than one percent of score of an optimal structure in 
order to gain a much lower running time and make the algorithm feasible for large 
data sets (we may note that we never used any toolbox except for result validation)  
 
1  Introduction  
Modeling handwriting data and understand the ways it evolves, in general, is an important task 
currently being persuaded by forensic researchers in the world. One Machine learning provides 
great tools to the researchers to unfold the data and export meaningful informat ion from it. One 
of the most important tools is Bayesian networks which captures a compact and meaningful 
representation of statistical relationships between the features in any data set. We use Bayesian 
networks to the model the provided children hand writing data and run some inference tasks on it. 
Bayesian network (BN) is a directed acyclic graph (DAG) which is a compact way of modeling 
the statistical relationship between the variables by having parent -child dependency/relationship 
among them. As the amount of available digital data is growing overwhelmingly, the necessity of 
modeling data is becoming more important every day, specially for data sets having a large number 
of variables. Bayesian networks (BNs) are one of the most powerful tools currently available to 
model different data sets with different number of variables. Therefore, Bayesian network 
structure discovery, which is equivalent to find statistical relationship of variables, is a crucial 
task since the better the structure the higher the quality of inference and knowledge discovery will 
be. 
On 2003 the problem of learning a BN structure with more than two parents per node was proved 
to be NP-Hard [2]. However, researchers have pushed the boundaries forward by adopting 
different techniques such as Dynamic Programming and other heuristics to reduce the search space 
to a more optimal search space and find the best set of parents for each variable using 
decomposable scoring functions such as BIC, AIC and different variants of BD. Also, since 
different Bayesian network may have equal scores [7], a set of variables may not have only one 
optimal Bayesian network structure. Therefore, we can claim that our algorithm is able to find an 
optimal Bayesian network. 
However, there are two main drawbacks to the existing algorithms: 1- As the number of variables 
increases (say more than 30) there must be a limit on the number of parents per node. 2- However 
by adopting different techniques such as dynamic programming the time to find an optimal 
network has reduced significantly, but still as the number of variablesgoes beyond ~15, the time 
to find an optimal network increases exponentially.  
Exact structure Bayesian network structure learning with more than two parents per variables is a 
NP-Hard problem [2]. Therefore, we have to come up with a heuristic algorithm to find an optimal 
network. Leading researchers have adopted different techniques such as dynamic programming 
and linear programming relaxations to overcome many the NP-Hardness problem to some extent 
[3]-[6]. However, as the number of variables grows the problem shows its NP-Hard nature again. 
The rest of paper is organized as follow. In section 2 we present the processes we have done on 
the data sets to make it ready for further analysis. In section 3 we present our analysis on the data 
sets using entropy. In section 4 we show how we used our algorithm to find an optimal Bayesian 
network structure for children handwriting data set. In section 5 we show how we did sampling 
on both Bayesian networks and present the result of inference on them. In section 6 we show that 
our algorithm is also able to construct a Markov network. In section 7 we show the result of our 
algorithm (with some setting of the parameters) with the existing state-of-the-art algorithms. In 
section 8 we discuss future works and extension of the presented algorithm. 
 
 
2  The Data Sets  
The data set belongs to the hand writing samples of the word 'and', written in cursive and printed, 
of children in grades 1 to 4 for an elementary school in Minnesota. 
 
2.1  Inconsis tency in  the  Data  Sets  
Some fea ture  va lues  are  miss ing and denoted  by 99  or  -1 :  99  and -1  meaning 
incons is tent  and  unass igned respec t ive ly.  Therefore ,  we  need to  apply some 
preprocessing on  the  da ta  in  order  to  use  the  data  to  cons truct  a  Bayes ian  
ne twork and do  inference  tasks  on  i t .  The  va lue  -1  indicates  that  the  va lue  of  the  
speci f ic  feature  is  unass igned,  and  the  va lue  -99  indicates  tha t  the  fea ture  i s  
incons is tent  for  that  par t icular  data  point .  Also ,  some of  the  da ta  point s  h ave  
more  than  6  of  the ir  fea ture  va lues  unassigned/ incons is tent  and  therefore  we 
remove those  data  poin t s  f rom the  da ta  set s  as  they could  be  cons idered  as  noisy 
da ta  point s .  However,  there  are  s t i l l  data  poin ts  having miss ing/ incons is tent  
feature  va lues we f i rs t  compute  the  probabi l i ty  of  each  d iscre te  va lue  for  each  
of  the  fea tures  for  a  grade  and then  generate  samples  f rom the  dis t r ibut ion  to  
replace  the miss ing va lues  for  tha t  spec if ic  feature .  A more  c lever  way of  
replacing the  missing/ inconsi s tent  fea ture  va lues  for  a  spec if ic  da ta  point  could  
be  to  consider  take  the  sum of  d i ffe rences  of  the  not  miss ing va lues  with  the  
cor responding va lues in  an  idea l  pa t tern ,  e .g.  Zaner -Blos ter  copy book[1] .  
S imi lar ly,  for  the  da ta  rows  not  missing those  va lues  we ca n  compute  the  sum of  
d i ffe rences wi th  the  idea l  pa t tern  and s tore each  da ta  poin t 's  sum of  d i fferences  
f rom the  ideal  pat te rn.  F inal ly,  by f inding the  data  poin ts  having the  closest  
d i ffe rence  wi th  the  data  poin t  having missed  feature  va lues  we can  replace  the  
miss ing/ incons is tent  fea ture  va lues  with  the ones  f rom the  non -cor rupted  da ta  
point s  having the  c loses  d ifference  with  the da ta  point  having 
miss ing/ incons is tent  fea ture  va lues .  In  addi t ion ,  s ince  more  than  95  percent  of  
the  va lues  cor responding to  th e  fea ture  and are  e i ther  99  or  -1  we removed the  
cor responding columns  in  the  da ta  set  for  these  two fea tures .  F ina l ly,  we  wi l l  
have  the  number  of  fea tures  reduced to  11 .  
 
After  applying the  above  process  on  the  data ,  we  wi l l  add  an  auxi l i ary fea ture  as  
the  12th  feature  s tor ing the  d iscre te  va lue  cor responding to  each grade ,  e .g.  the  
added feature  for  the  4 th  grade  curs ive  hand wr i t ings  wil l  have  the  va lue  4 .  
Also ,  there  wil l  be  less  than  50  da ta  poin ts  l e f t  for  the  unclassi f ied  
handwri t ings .  Therefore ,  we  do not  t ake  them in to  account  for  fur ther  ana lys is  
and  s t ruc tural  l earning of  the  Bayesian  ne twork.  
 
3  Analysis  on Data Sets  
Sta t i s t ica l  tools  s uch  as  Entropy  may revea l  many impor tant  aspec ts  about  the  
features ,  thei r  impor tance  and re la t ionships .  Below,  i s  the  summar iza t ion  of  the  
resul ts .  
 
3.1  Entropy  
 
Shannon 's  Ent ropy measures  the  uncer ta inty in  the  da ta .  We compute  entropy for  
the  da ta  set s  us ing two approaches :  1 - Comput ing the  ent ropy for  each  grade  of  
the  same hand wr i t ing type  separately.  2 - Comput ing the  ent ropy for  combined 
da ta  set s  of  curs ive  and pr in ted  hand wr i t ing.  
 
3.1 .1  Entropy for Each Grade and Hand Writ ing  
 
Having h igh  ent ropy for  fea tures  makes  the d i scr iminat ion process  hard .  As  you 
can  see  in  the  f igure  1 ,  the  curs ive  hand wr i t ings  fea tures  for  both  grades  have  
h igher  ent ropy than  the  fea tures  of  pr in ted hand wri t ings .  This  is  an  indica t ive  
that  i t  could  be  harder  to  do  predic t ion  tasks  for  cursive  hand wr i t ings  or  i t  
might  mean tha t  the  se t  of  ext rac ted  f ea tures  for  cursive  hand wr i t ings  are  not  
the  appropria te  set  of  features  l eading to  have  h igh  uncer tain ty  and scarci ty  in  
the  da ta .  However,  as  shown in the  f igure  2 we can  see  that  the  ent ropy 
decreases  going f rom each grade  to  a  higher  grades .  This  mean s  that  chi ldren 's  
hand wri t ings  a re  becoming s imi lar  to  each o ther  or  a t  l eas t  the ir  wr i t ing 
pa t te rns  are  becoming s imi lar  to  each  o ther,  lowering the  entropy.  However,  the  
feature  No.  12  ( the  grade  fea ture)  has  an  ent ropy of  0.  This  i s  because  the  va lue  
for  th is  fea ture  i s  the  same for  each  grade,  e .g.  i t  has  a  va lue  of  3  for  the 3rd  
grade  and so  on ,  and  the  uncer tainty i s  zero .  
 Figure1:  Entropy for  each  grade  and hand wr i t ing  
 
3.1 .2  Difference of  entropy measures  between grades  
 
After  comput ing the  ent r opy measures ,  we  take  the  di ffe rence  of  the  entropy 
measures  for  each  grade  to  see  how the  ent ropy changes  over  t ime.  The  resul t s  
a re  depic ted  in the  f igure  1 .  Looking a t  the  d i ffe rences ,  we  not ice  tha t  en tropy 
keeps  decreas ing f rom lower  grades  to  h igher  grades ,  in  general .  For  ins tance ,  
the  entropy d i ffe rence  of  pr inted hand wr i t ings  for  the chi ldren  in  1s t  grade  with  
3rd  and 4 th grade  shows a  s ignif icant  decrease  in  overal l .  This  impl ies  tha t  the  
pa t te rn of  ch i ldren 's  handwri t ing i s  becoming s imi lar,  e i t her  bet te r  or  worse ,  
over  t ime leading to  have  less  uncer ta in ty in  the  fea tures .  However,  for  higher  
grades  the  di ffe rence  of  ent ropy measures  do  not  change  s igni f icant ly.  This  may 
imply tha t  af ter  grades  3  or  four  the  hand wr i t ings  do  not  change  s ignif ica nt ly,  
and  chi ldren  have  a  s teady way of  wr i t ing.  Also ,  ent ropy for  the  features  8  and 9  
never  decreases  over  t ime (except  for  the  ent ropy d ifference  between grades  1  
and 2  which  i s  negl igib le) .  This  impl ies  tha t  these  two features  a re  the  features  
that  have  an  impor tant  impact  on  forming chi ldren  hand wr i t ing and can  p lay an  
impor tant  role  in  di s t inguishing d i ffe re nt  hand wri t ings .  However,  we  wi l l  check 
th is  a f ter  cons truct ing two Bayes ian  network models :  one  having these  two 
var iables  and one  not .  
 
 
F i g u r e  2 :  D i f f e r e n c e  o f  e n t r o p y  o f  c u r s i v e  h a n d  w r i t i n g  fo r  g r a d e s  3  a n d  4  
 
 
F i g u r e  3 :  D i f f e r e n c e  o f  e n t r o p y  fo r  p r i n t e d  h an d  wr i t i n g  fo r  g r a d e s  1  t o  4  
 
3.2  Rari ty in  the  handwri t ings  
 
We bel ieve  t here  a re  four  approaches  to  de termine  rare  hand wri t ings  in  the  da ta  
se t s :  (a )  calcula t ing the  d is tance  f rom an  idea l  pa t tern  such  as  Zaner -Bloser  as  
done  in  [1] .  (b)  Calcula t ing the  d i s tance  f rom the  mean of  the  d is t r ibut ions  and 
choosing the  da ta  poin t s  be ing lower  or  h igher  than  a  threshold  f rom the  mean.  
(c )  Summing up  the  number  of  data  point s  that  a re  ra rely represented  in  the  da ta  
se t  (d)  Project ing the  da ta  into  2 -D space  and select ing the  data  point s  being 
fur ther  f rom other  da ta  point s  in  the  2 -D space  
 
We bel i eve  the  las t  method i s  the  best  way of  f inding rare  data  poin ts  in the  data  
s ince  the  f i rs t  and  second method are  too  na ïve  and the  th ird  method doesn ’ t  
work wel l  s ince  .  However,  s ince  the  number  of  data  point s  i s  not  adequate  the  
var iance  of  e rror  in  f in ding rare  hand wri t ings  could  be  la rge .   
 
 
4  Modeling the data sets  in  Bayesian networks  
 
We modeled  the  data  se t s  using a  novel  algor i thm we devised  not  any ava i lab le  
toolbox .  The  a lgori thm uses  decomposable  scor ing funct ions  such  as  Bayes ian  
Informat ion  Cr i te r ion (BIC) ,  Akaike  Informat ion  Cr i ter ion (AIC)  or  di ffe rent  
var iants  of  Bayes ian  Di r ich le t  (BD)  to  determine  parents  of  each  var iable .  The  
scor ing funct ion  used for  l earning the  f ina l  Bayes ian  ne twork s t ruc ture  on  which  
we wi l l  do  inference  for  both  curs ive  and pr inted  da ta  set s  shown in  f igures  4 
and 5  is  AIC.  However,  we  used a l l  of  the  three  scor ing funct ions  to  const ruc t  a  
Bayes ian  ne twork as  shown in  the p ic tures  be low.  
 
The reason t hat  we chose  AIC over  BIC  i s  tha t  a l though both  scor ing funct ions  
assume that  the  number  of  data  point s  is  inf ini te ,  but  AIC penal izes  the  
l ike l ihood less  than  BIC does .  Therefore ,  BIC he lps  capture  s t rong dependencies  
among the  var iables  which  may lead  to  a  very sparse  network in case  of  having a  
da ta  set  wi th  low number  of  data  point s .  So,  AIC i s  more  su i table  than  BIC for  
th is  par t icular  da ta  set  of  ch i ldren  handwri t ing s ince  the  data  se t  has  a  low 
number  of  data  point s .  We could  a lso  use  the  ne twork yie lded  by BDe scoring 
funct ion for  inference.  
 
The BIC/AIC scor ing funct ion i s  as  fo l low :   
 
𝑠𝑐𝑜𝑟𝑒𝐷(𝐺) = 𝑚𝑎𝑥𝜃𝐿𝐺,𝐷(𝜃) − 𝑡(𝐺). 𝑤 
 
Where  𝐿𝐺,𝐷(𝜃) =  𝑁𝑖𝑗𝑘log 
𝑁𝑖𝑗𝑘
∑ 𝑁𝑖𝑗𝑘`𝑘`
  i s  the  l ike l ihood term,  𝑡𝑖(𝐺) =  ∑ (𝑞𝑖. (𝑟𝑖 − 1))
𝑛
1  which  
represents  the number  of  parameters  in a  graph with  a  s ink node  i ,  and  w=1 for  
AIC and w=
log 𝑁
2
 for  BIC.  
The BD scor ing funct ion  is  as  fol low:  
𝑠𝑐𝑜𝑟𝑒𝑖(𝑝𝑎𝑖) =  ∑(log (
𝜏(𝑎𝑖𝑗)
𝜏(𝑎𝑖𝑗 + 𝑛𝑖𝑗)
) + ∑ log 
𝜏(𝑎𝑖𝑗𝑘 + 𝑛𝑖𝑗𝑘)
𝜏(𝑎𝑖𝑗𝑘)
𝑟𝑖
𝑘=1
𝑟𝑝𝑎𝑖
𝑗=1
 
Where  𝜏 i s  the  gamma funct ion and 𝑎𝑖𝑗 i s  a  hyper-parameters .   
 
4.1  The algorithm to  learn Bayesian networks  
 
The a lgori thm s tar ts  by se t t ing the  number  of  parents  of  each  var iable  to  be  
zero .  Then the  score for  each  var iable  is  comp uted .  On the  next  i t e ra t ion  the  
a lgor i thm increases  the  number  of  parents  to  1  and computes  the score  for  each  
var iable  having one  parent .  Then the  h ighes t  score  and the  parent  yie lding  that  
score  a re  s tored  for  each  of  the  var iables .  
 
On the  next  s tep  the  scores  for  the  t ime that  var iables  had no  parent  and  the  
t ime that  they had  one  parent  a re  compared and the  var iables  having a  h igher  
score  ( at  l eas t  5% higher )  wi l l  be marked as  the  var iables  tha t  s t i l l  have  the  
potent ia l  of  adding parents  to .  Therefore ,  on  the  next  i t e ra t ion  when the  number  
of  parents  increases  to  2  (or  more) ,  only those  var iables  that  a re  a l lowed to  have  
more  parents  wil l  make  i t  to  the next  s tep  and the  algor i thm does  not  compute  
any score  for  the  new parent  configura t ions  of  the  var i ables  marked as  low-
potent ia l .  
 By se t t ing the  greediness  l eve l  of  the  algor i thm t he  running t ime wi l l  change  
f rom very shor t  to  long .  The  algor i thm wi l l  f ind  the  most  impor tant  
dependencies  be tween the  var iables  in  case  of  set t ing  the  parameters  to  the  
h ighes t  greedy leve l .  These  parameters  have  made  our  algor i thm a  f lex ib le  
a lgor i thm.  
 
Here  we br ie f ly go  over  some of  the  parameters  of  the  algor i thm.  The  a lgori thm 
has  about  7 parameters  wi th which we can  se t  a  t rade -off  be tween accuracy and 
t ime .  As  an  instance ,  having some s imple  assumpt ions  such  as  not  adding more  
parents  to  the  var iables  marked as  low -potent ia l ,  r educes  both  the  search space  
and computat ional  cos t  s igni f icant ly.  S ince comput ing the  score  includes 
c reat ing the  cont ingency tab le  and then  crea t ing cont ingency f requency tab le  by 
margina l izing over  the  chi ld  node ’s  data  vec tor.  By experiments  we not iced  that  
i f  we  focus  on  l imi t ing the  number  of  t imes  that  the  algor i thm must  compute  the  
score  given  a  new parent  configura t ion ,  the running t im e reduces s igni f icant ly.  
 
However  having  th i s  bound wil l  reduce  the number  of  computat ions  
s igni f icant ly,  but  to  keep  the  running t ime very shor t  for  ne tworks  having a  h igh  
number  of  var iables ,  say more  than  20 ,  we need to  add more  bounds  to reduce  
both  the  number  of  computa t ions  and move the  search  space to  the  opt imal  
search  space .  
 
Two other  impor tant  l imi ta t ions  we have  in the  algor i thm are  rest r ic t ing the  
nodes  to  have  the  previous ly known parents  in  thei r  new parent  configura t ions 
which  we ca l l  Parent  F idel i ty and the  o ther  l imi tat ion  is  using a  s imple  grading 
method for  each  node and reduce  the  score  whenever  none  of  the node ’s  new 
parent  configura t ion  yie ld  a  higher  score .  
 
While  examining d i ffe rent  methods  we not iced  tha t  i f  we  only use  the  
previously known parents  of  a  node  in  the  subsequent  parent  conf igurat ions  we 
wi l l  ge t  a lmost  exact ly the  same resul t  compared  to  the  t ime the  a lgor i thm 
searches  on  the  comple tely unl imi ted  space .  By adding th i s  l imi tat ion  to  the  
a lgor i thm we reduce  the  se arch space  s igni f icant ly and mo ve in  the  opt imal  
search  space  wi th some er ror  ( l ess  than  1% according to  our  exper iments) .  
 
Also,  i f  the  score  of  the  node  having a  new parent  in  i t s  parent  se t  is  lower  than  
the  previously known score  of  the node ,  the  a lgor i thm reduces  the  node ’s  grade  
by one .  S ince  the  grade  for  each  node  was  se t  to  2  in i t i a l ly,  the  node  wil l  only 
have  one  more  chance to  have  a  new parent  in  i t s  parent .  Then af te r  adding 
another  parent  to  the  node ’s  parent  set  i f  the  score  i s  s t i l l  lower  th an  the  las t  
lowest  score  of  the  node  the  grade  wi l l  set  to  0  and the  algor i thm wi l l  never  
check new parent  conf igurat ions  for  that  node  aga in .  
 
However  the  algor i thm i s  ab le  to  f ind  the  opt imal  Bayes ian  ne twork wi thout  
se t t ing l imi t  for  the  number  of  paren ts  per  node ,  we can  s t i l l  r es t r ic t  the number  
of  parents  that  we th ink i s  adequate  for  the a lgor i thm.   
 
Another  parameter  of  the  algor i thm i s  grade model  accuracy.  The  h igher  the  
model  accuracy i s  se t ,  the  longer  i t  t akes  the  a lgori thm to  f ind  an  opt imal  
ne twork matching the accuracy leve l .  Note  that  the  accuracy leve l  i s  in  
percentage  and wil l  be  taken in to  account  for  each  node .  Therefore ,  i t  i s  a  rough 
es t imate  of  the  overa l l  accuracy of  the  des ired  network.  
 
There  a re  a lso  some other  parameters  tha t  can  h ighly impact  the  qual i ty of  the  
ne twork,  but  we do  not  go  over  a l l  the  deta i ls  of  the a lgori thm here  s ince  we 
want  to  publ ish  the  algor i thm in  a  conference  and we can  go  over  the  deta i l s  in  
that  paper.  
Below you can  see  a  very abs t rac t  pseuducode  version  of  the  algor i thm:  
 
B a y e s i a n  N e t w o r k A l g o r i t h m  
I n put :  ( d a t a s e t ,  p a r a me t e r s )  
O ut put :  D i r e c t e d  Ac y c l i c  Gr a p h  
S e t  p a r e n t s N u m =  1  
S e t  g r a d e ( 1  * N )  =  2  
S e t  p a r e n t S c o r e s ( N  * N )  =  - i n f  
S e t  p a r e n t S e t s ( 1  * N )  =  { ∅ }  
S e t  a d d P a r e n t s To N o d e s ( 1  * N )  =  1  
S e t  n u mO fP a  =  1  
p a r e n t S c o r e s  =  s c o r e ( d a t a s e t ,  0 )  
 
R e pe a t  
 a p p l yR e s t r i c t i o n s ( p a r a m e t e r s )  
 P a C o n f i g s  =  n c h o o s e k ( 1 :N ,  c u r r e n t N u mb e r o fP a )  
 F o r  j = 1  t o  s u m( a d d P a r e n t s To N o d e s )  
P a C o n f i g s  =  c l e a n P a C o n f i g ( g r e e d i n e s s _ p a r a me t e r s ,  P a C o n f i g s )  
r o ws  =  n u mO fR o ws ( p a C o n f i g s )  
  F o r  k = 1  t o  r o ws  
   d a t a Ve c t o r s  =  co l l e c t ( d a t a s e t ,  p a C o n f i g ( k ) )  
   n e wS c o r e  =  s c o r e ( d a t a Ve c t o r s ,  p a C o n f i g )  
   I f  n e wS c o r e  >  p a r e n t S c o re s ( n u mO fP a ,  j )  
    p a r e n t S c o r e s ( n u mO fP a ,  j )  =  n e wS c o r e  
  E nd f o r  k  
 
 E nd f o r  j  
g r a d e  =  s e t Gr a d e ( n u mO fP a ,  p a r e n t S c o r e s )  
I n c r e m e n t  n u mO fP a  b y  1  
U nt i l  ( s u m( a d d P a r e n t s To N o d e s )  >  0 )  
 
 F i g u r e  4 :  Th e  g e n e r a t e d  n e t wo r k  fo r  p r i n t e d  h a n d  wr i t i n g  u s i n g  AI C  
 
 
Figure 5: Constructed network for cursive hand writing using AIC 
 
 
 Figure 6: Constructed network for cursive hand writing using BIC 
 
 
Figure 7: Constructed network for printed hand writing using BIC  
 
 
Figure 8: Constructed network for printed hand writing using BDe with ESS = 20  
 Figure 9: Constructed network for cursive hand writing using BDe with ESS = 20  
 
We may note that we used toolbox provided by [5] to verify our results. 
5  Inference  
After learning the structure of the network, we store the conditional probability tables (CPDs) 
for the variables and run some queries to do inference on the model. To do topological inference 
we first need to extract the order of the network and then run the inference algorithm on it.  
Since variable 11 represents the grade of the children, we will ask most of the queries on this 
variable. 
 
5.1  Forward sampl ing  
After  having the  topological  order  of  the  var iables  we run  the  sampl ing 
a lgor i thm on the  Bayes ian  networks  we have .  The  algor i thm to  do  the  sampl ing 
i s  as  fol low (bor rowed f rom Daphne  Kol ler ’ s  book)  
 
 
 
Since  we want  to  have  a  minimum guaranteed  accuracy for  the  gene ra ted  
samples  we use  the  Hoeffding bound theorem and se t  the  eps i lon  to  0 .0 15 and 
se t  the  va lue  of  del ta  to  0 .985  for  when we do  not  have  a  query .   
𝑀 ≥  
log (
2
0.985)
2 ∗ 0.015
 
Since  we want  to  run  some inference  on  the da ta  set  we  have  to  use  the  
fo l lowing Hoeffd ing bound theor em:  
𝑀 ≥  3 ∗ 
log (
2
0.985)
𝑃(𝑌 = 𝑦) ∗  2 ∗ 0.015
 
 
 
Now we are  ready to  do  some inference  on the  ne twork.  Note  that  F12 i s  the  12 t h  
f eature  of  the  da ta  represent ing grade  of  s tudents .  I t  t akes  the  va lues  1 -4 .  For  
condi t ional  probabi l i t i es  we used  t he reject ion  sampl ing a lgor i thm.  
 
Handwriting type Query Probability 
Cursive P(F12=4) 0.4682 
Cursive P(F12=4 | F1=2, F5=1, F9=2) 0.5833 
Cursive P(F12=3 | F1=0, F3=1) 0.5521 
Printed P(F12=1 | F4=1, F8=0) 0.0828 
Printed P(F1=2 | F12=2, F9=0, F7=1) 0.035 
Table 1: Inference Results 
 
6  Markov Networks  
 
Since  our  a lgor i thm i s  ab le  to capture  the  dependencies  be tween the  var iables  
we can  use  those dependencies  to  const ruct  a  Markov ne twork.  
 
Figure 10: Constructed markov network for cursive hand writing  
 
 Figure 11: Constructed Markov network for printed hand writing 
7  Results  
Here  we compare  the  resul ts  of  our  a lgor i thm wi th  [3]  and  [5] .  Since  we se t  the  
parameters  of  the  algor i thm in  a  way that  i t  achieves  the  highes t  accuracy,  the  
t ime of  the  algor i t hm increases .  However,  we  have  some ideas tha t  i f  
implemented  that  can  reduce  the  running t ime s igni f icant ly :  
 
Dataset Number 
of 
Variable
s 
B&B DP Ours 
BIC Score Time BIC Score Time BIC Score Time 
Adult 15 -286902.8 ~200s -286902.8 0.77 -274129 (better) 37s 
Letter 17 -173716.2 574.1 -163293.228 22.8 -189688 (worse) 37s 
 
7  Discussions and Future Work  
 
We are  current ly working on  the  a lgori thm to  f ine -tune  i t s  parameters ,  t ry out  
new methods  and add parameters  to  i t  to  make  i t  more  f lex ib le  or  accura te .  We 
wi l l  a lso  t ry applying opt imiza t ion  algor i thms to  th i s  problem in  a  future  work.  
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