Abstract. We introduce the Hopf algebra of quasi-symmetric functions with semigroup exponents generalizing the Hopf algebra QSym of quasi-symmetric functions. As a special case we obtain the Hopf algebra WCQSym of weak composition quasi-symmetric functions, which provides a framework for the study of a question proposed by G.-C. Rota relating symmetric type functions and Rota-Baxter algebras. We provide the transformation formulas between the weak composition monomial and fundamental quasi-symmetric functions, which extends the corresponding results for quasi-symmetric functions. Moreover, we show that QSym is a Hopf subalgebra and a Hopf quotient algebra of WCQSym. Rota's question is addressed by identifying WCQSym with the free commutative unitary Rota-Baxter algebra X(x) of weight 1 on generator x, which also allows us to equip X(x) with a Hopf algebra structure.
Introduction
We continue the study from [36] to address a question of Rota [30] on of the relationship between symmetric related functions, especially quasi-symmetric functions, and Rota-Baxter algebras. In the present paper we focus on the free commutative unitary Rota-Baxter algebras of weight 1 generated by one element and weak composition quasi-symmetric functions, a generalization of quasi-symmetric functions.
As a generalization of the algebra of symmetric functions, the algebra QSym of quasi-symmetric functions was introduced by Gessel [15] in 1984 to deal with the combinatorics of P-partitions and the counting of permutations with given descent sets [32, 33] . Most of the studies on quasi-symmetric functions were carried out after the middle 1990s. Since then quasi-symmetric functions have grown in importance, interacting with many areas in mathematics including Hopf algebras [12, 26] , discrete geometry [8] , representation theory [20] and algebraic topology [6] . Generalizations and extensions of quasi-symmetric functions have also been introduced, see for example [3, 13, 22, 28] . Further details on quasi-symmetric functions can be found in the monograph [24] and the references therein.
The study of Rota-Baxter algebras (called Baxter algebras in the early literature) originated from the study of Baxter [7] in 1960 from his probability study to understand Spitzer's identity in fluctuation theory. Formulated formally by Rota and his school in the 1960s [29] , a Rota-Baxter algebra is an associative algebra equipped with a linear operator that generalizes the integral operator in analysis. Recently, several interesting developments of Rota-Baxter algebras have been made, with applications in diverse areas in mathematics and theoretical physics, such as Hopf algebras [11] , operads [2] , combinatorics [10] , quantum field theory [9] , number theory [18] and Yang-Baxter equations [5] . See [16] , as well as [23] , for a more detailed introduction to this subject.
The first link between symmetric functions and Rota-Baxter algebras was established a long time ago when Rota [29] gave the first explicit construction of free commutative nonunitary RotaBaxter algebras. He applied this structure to show that Spitzer's identity that he established for Rota-Baxter algebras has one of its incarnation as the following Waring's identity relating power sum and elementary symmetric functions: Motivated by such links between symmetric functions and Rota-Baxter algebras, Rota conjectured [30] a very close relationship exists between the Baxter identity and the algebra of symmetric functions. and concluded
The theory of symmetric functions of vector arguments (or Gessel functions) fits nicely with Baxter operators; in fact, identities for such functions easily translate into identities for Baxter operators. · · · In short: Baxter algebras represent the ultimate and most natural generalization of the algebra of symmetric functions. The connection of Rota-Baxter algebras and generalized symmetric functions [14] envisioned by Rota turned out to be related to another construction by Gessel [15] , the quasi-symmetric functions. This relationship was gradually established in the following years. First [11] proved the equivalence of the mixable shuffle product [17] (also known as the stuffle product and overlapping shuffle product [19] , among others) in a free commutative Rota-Baxter algebra and the quasishuffle product [21] generalizing quasi-symmetric functions. This realized the algebra of quasisymmetric functions as a large part of a free commutative Rota-Baxter algebra of weight 1 on one generator and thus equipped this part of the Rota-Baxter algebra with a Hopf algebra structure. See Section 4 for details.
To relate the full free commutative nonunitary Rota-Baxter algebra of weight 1 with quasisymmetric functions, the authors of [36] introduced the concept of left weak composition (LWC) quasi-symmetric functions, power series which generalize quasi-symmetric functions with analogous properties. They then realized the free commutative nonunitary Rota-Baxter algebra on one generator as the subalgebra LWCQSym of LWC quasi-symmetric functions.
There the critical step is to realize an element of the free commutative nonunitary Rota-Baxter algebra X(x) 0 as a formal power series. This is achieved by the correspondence which takes a basis element of X(x) 0 , which is in the form of a pure tensor
, and sends it to the power series
Using this approach, it was shown that the linear span of these power series in
is a subalgebra isomorphic to the free commutative nonunitary Rota-Baxter algebra of weight 1 on one generator.
However, this approach does not work for the full free commutative unitary Rota-Baxter algebra X(x) since its basis consists of pure tensors x α 0 ⊗ · · · ⊗ x α k are indexed by all weak compositions, not just left weak compositions and the above correspondence is no longer welldefined. As a simple example, take the element x ⊗ 1 = x ⊗ x 0 of X(x), indexed by the weak composition α := (1, 0). Then it should correspond to x 0 M (0) = x 0 n 1 x 0 n = x 0 n 1 1 which does not make sense. The same problem arises as long as α ends with a zero. Thus in order to further investigate the relationship between the full free commutative unitary Rota-Baxter algebra and the algebra of quasi-symmetric functions, we need to look for a context that is more general than formal power series but still share similar properties in order to define quasi-symmetric functions.
Notice that the definition of mixable shuffle products makes sense for any semigroup and not just for the semigroup of natural numbers, so a possible context to generalize the quasisymmetric functions is formal power series with suitable semigroup exponents. As it turns out, quasi-symmetric functions with semigroup exponents, when the semigroup can be embedded into N r , have been considered in [27] to explain the isomorphism between shuffle and quasi-shuffle algebras and deal with Ecalle's formalism of moulds. We generalizes the results in [27] by taking the semigroup to be any additively finite semigroup without zero-divisors. In particular, when the semigroup is taken to be the monoidÑ obtaining from the additive monoid N of nonnegative integers by adding an extra element ε, we obtain the algebra of weak composition quasi-symmetric functions (WCQSym for short), which will enable us to interpret the full free commutative unitary Rota-Baxter algebra as a suitable generalization of quasi-symmetric functions. The interesting point here is the fact that the subsemigroupÑ\{0} is isomorphic to the additive monoid N, which induces a bijection between the set ofÑ-compositions and the set of weak compositions, so that we have the term of "weak composition quasi-symmetric functions".
The outline of this paper is as follows. In Section 2, we introduce the definitions of formal power series algebras and quasi-symmetric functions with semigroup exponents, and then explore the Hopf algebra structure of the algebra of quasi-symmetric functions with semigroup exponents. By taking the semigroup to beÑ, in Section 3, we focus on the algebra WCQSym, extending the notation of quasi-symmetric functions as a special case of quasi-symmetric functions with semigroup exponent, and investigate some properties of WCQSym. More precisely, we first develop the monomial and fundamental bases for WCQSym respectively and establish the transformation formulas for them, generalizing the corresponding results for quasi-symmetric functions. Then we show that QSym is both a Hopf subalgebra and a Hopf quotient algebra of WCQSym. The WCQSym permits us to put the free commutative unitary Rota-Baxter algebra X(x) on x in the setting of quasi-symmetric functions in Section 4, addressing the question of Rota quoted at the begining of the introduction. In particular, we use these connections to obtain a Hopf algebra structure on X(x), completing the previous efforts [4, 11] on this subject. Convention. Unless otherwise specified, an algebra in this paper is assumed to be commutative, defined over a commutative ring k containing Q with characteristic 0. By a tensor product we mean the tensor product over k. Let N and P denote the set of nonnegative and positive integers respectively.
Quasi-symmetric functions with semigroup exponents
In this section we generalize the notion of quasi-symmetric functions to quasi-symmetric functions with semigroup exponents. When the semigroup is taken to be the additive semigroup N of nonnegative integers, we recover the classical quasi-symmetric functions.
2.1. Formal power series algebras with semigroup exponents. To begin with, let us generalize the formal power series algebra.
A formal power series is a (possibly infinite) linear combination of monomials x
where α 1 , α 2 , · · · , α k are positive integers, which can be regarded as the locus of the map from X := {x n | n 1} to N sending x i j to α j , 1 j k, and everything else in X to zero. Our generalization of the formal power series algebra is simply to replace N by a suitable additive monoid with a zero element. Definition 2.1. Let B be a commutative additive monoid with zero 0 such that B\{0} is a subsemigroup. Let X be a finite or countably infinite totally ordered set of commutating variables. The set of B-valued maps is defined to be
The addition on B equips B X with an addition by
for all f, g ∈ B X and x ∈ X, making B X into an additive monoid. Resembling the formal power series, we identify f ∈ B X with its locus {(x, f (x)) | x ∈ S( f )} expressed in the form of a formal product
called a B-exponent monomial, with the convention x 0 = 1.
By an abuse of notation, the addition on B X becomes
We then form the semigroup algebra Let B be a finitely generated free commutative additively finite monoid with generating set
For example, taking B as the additive monoid N of nonnegative integers, then B X is simply the free monoid generated by X and k[X] B is the free commutative algebra k[X].
2.2.
Quasi-symmetric functions with semigroup exponents. We now generalizes the quasisymmetric functions to the context of formal power series with semigroup exponents. See [27] for semigroup exponent quasi-symmetric functions in the study of moulds.
Let B be a commutative additively finite monoid with zero 0 such that B\{0} is a subsemigroup, and let b ∈ B. A weak B-composition of b is a finite sequence α = (α 1 , α 2 , · · · , α k ) of elements of B which sum to b. We call the α i for 1 i k the entries of α and ℓ(α) := k the length of α. The weight of a weak B-composition α, denoted by |α|, is the sum of its entries. By convention we denote by ∅ the unique weak B-composition whose weight and length are 0, called the empty weak B-composition. We let WC(B) denote the set of all weak B-compositions.
A B-composition α of a non-zero element b ∈ B is a finite-ordered list of non-zero elements whose sum is b. Thus every B-composition is a weak B-composition, but not vice-versa. For convenience, the empty weak B-composition ∅ is also called the empty B-composition. We denote the set of B-compositions of b by C(B, b), and write C(B) := 0 b∈B
C(B, b).
Given a weak B-composition α, the reversal of α, denoted by α r , is obtained by writing the entries of α in the reverse order. For a pair of weak B-compositions α = (α 1 , · · · , α k ) and β = (β 1 , · · · , β ℓ ), the concatenation of α and β is
When the monoid B is taken to be the commutative additive monoid N of nonnegative integers, we obtain the definition of weak compositions and compositions [31] in the literature, which will be called weak N-compositions and N-compositions respectively in what follows for the sake of clarity. Furthermore, we write α | = n if α is an N-composition of n.
The refining order defined as follows plays an important role in the theory of quasi-symmetric functions. Let n be a positive integer. Given an N-composition α = (α 1 , α 2 , · · · , α k ) | = n, define its associated descent set
where [n] is the set {1, 2, · · · , n} for any nonnegative integer n. This gives a bijection between the set C(N, n) of all N-compositions of n and the subsets of [n − 1]. The refining order, denoted by , on C(N, n) is defined by α β if and only if set(β) ⊆ set(α).
For example, if α = (1, 3, 2), β = (4, 2), γ = (6, 5), then α | = 6, β | = 6, set(α) = {1, 4} and set(β) = {4} so that α β. Moreover, α r = (2, 3, 1) and α · γ = (1, 3, 2, 6, 5).
Definition 2.2. Let B be a commutative additively finite monoid with zero 0 such that B\{0} is a subsemigroup, and let X = {x 1 < x 2 < · · · } be an ordered set of mutually commuting variables. Consider the formal power series algebra
k in f are equal for all totally ordered subsets of indeterminates y 1 < y 2 < · · · < y k and z 1 < z 2 < · · · < z k . We denote the set of all B-quasi-symmetric functions by QSym(X) B , or QSym B for short.
Analogous to the monomial basis for quasi-symmetric functions, for a B-
indexed by the B-composition α, with the notation M ∅ = 1. If α is a nonzero element of B, then we write M (α) = M α for simplicity. We show that the family of monomial B-quasi-symmetric functions forms a basis of QSym B .
Lemma 2.3. The set {M α |α ∈ C(B)} is a k-basis for QSym B .
Proof. By Definition 2.2, any B-quasi-symmetric functions f ∈ QSym B can be written as a klinear combination of {M α |α ∈ C(B)}. Hence we need to show that {M α |α ∈ C(B)} is linear independent. Assume that α∈Λ c α M α = 0 where Λ is a finite set of B-compositions and c α ∈ k for all α ∈ Λ. is the free k-module spanned by {M α |α ∈ C(B, b)}. We next show that QSym B is closed under the natural product of formal power series and moreover that the multiplication rule of two monomial B-quasi-symmetric functions is dictated by the quasi-shuffle product defined by the following recursion.
Let kC(B) = α∈C(B) kα be the free k-module generated by the set of all B-compositions. For simplicity, if a ∈ B and α = (α 1 , α 2 , · · · , α k ) ∈ C(B), then we write (a, α) = (a, α 1 , α 2 , · · · , α k ) for short. Now define the quasi-shuffle product, denoted by * , on kC(B) by requiring that ∅ * α = α * ∅ = α for any B-composition α, and that, for any B-compositions α, β and a, b ∈ B,
γ, α * β M γ , where γ, α * β is the coefficient of the B-composition γ in α * β. In other words, the assignment α → M α defines a homogeneous isomorphism from the quasi-shuffle algebra kC(B) to QSym B .
Thus, we will write M α M β = M α * β , for simplicity.
The proof now follows by induction on k + l. If k + l = 0, then k = l = 0 so that α = β = ∅ and hence M α = M β = 1, so the assertion is true. Now assume that the desired identity holds for k + l s for a given s 0 and consider the case k + l = s + 1. Then, by comparing the sizes of n 1 and m 1 , we have
By the induction hypothesis, we obtain that
Thus sums and products of B-quasi-symmetric functions are again B-quasi-symmetric. In other words, the set QSym B of all B-quasi-symmetric functions forms a subalgebra of k[[X]] B , which is called the algebra of quasi-symmetric functions with semigroup B-exponents.
We remark that it is certainly not the case that QSym B is an algebra for all commutative additive monoids with zero 0. For example, if B\{0} is not a subsemigroup of B, then there exist a, b ∈ B\{0} such that a + b = 0, so one has
i which does not make sense by definition. When the semigroup B is specialized to the commutative additive monoid N of nonnegative integers, we obtain the algebra QSym of quasi-symmetric functions. Let QSym n denote the space of homogeneous quasi-symmetric functions of degree n, then QSym = n 0 QSym n . Here QSym 0 is spanned by M ∅ = 1, and for each n 1, QSym n has a natural monomial basis, given by the set of all M α for α = (α 1 , α 2 , · · · , α k ) | = n, where
2.3.
Hopf algebra structure of QSym B . In this subsection, we will show that QSym B forms a B-graded Hopf algebra for any commutative additively finite monoid B with zero 0 such that B\{0} is a subsemigroup. As in the case of QSym, a coproduct ∆ B and a counit ǫ B can be defined on QSym B by the following formulas on the monomial basis elements:
where α = (α 1 , · · · , α k ) is a B-composition. It is easy to see that the coproduct is coassociative. The fact that both the coproduct and the counit are algebra homomorphisms can be proved analogously to [21, for all a, b, c ∈ B.
However the fact that any connected graded bialgebra is naturally a Hopf algebra [35] does not apply here since the grading is not N-graded. Therefore, to show that the bialgebra QSym B admits the structure of a Hopf algebra, we will show directly that the antipode exists. For this purpose, we generalize the refining order on the set C(N, n) of N-compositions of n to an order, denoted by , on the set C(B, b) of all B-compositions of b where 0
For two B-compositions α, β of the same weight, if there exists an N-composition J | = ℓ(α) such that β = J • α, then we say α β. Generally speaking, the N-composition J, if any, such that β = J • α is not unique, since B may not be a cancelative monoid (that is, a + c = b + c ⇒ a = b). For example, let B be a left zero semigroup with zero, that is, a + b = a for all nonzero elements a, b ∈ B, and let α = (a, b, a, a, c), β = (a, a) be B-compositions. Then we have α (2, 3) • α = β. On the other hand, we also have α (3, 2) • α = β.
It is obvious that the partial order on the set C(B, b) of B-compositions of b is generated by the covering relation
In other words, if α β, then we can obtain the entries of β by adding together adjacent entries of α. Proposition 2.5. Let B be a commutative additively finite monoid with zero 0 such that B\{0} is a subsemigroup. Then QSym B is a Hopf algebra, where the antipode S B is given by
Proof. The proof of this statement is quite similar to that of [21, Theorem 3.2], but we include a detailed proof here for completeness.
It suffices to show that S B is the antipode since QSym B is a bialgebra. With Sweedler's sigma notation [34] , it suffices to show that the linear map S B : QSym B → QSym B satisfies the condition
for all B-compositions α, where (2) . The proof of the two identities are analogous, so we only show the first one. By Eq. (8)
for all nontrivial B-compositions α.
We apply the induction on ℓ(α), the length of α. If ℓ(α) = 1, then S B (M α ) = −M α by a simple computation, and hence Eq. (10) holds. For n 2, supposing that Eq. (10) holds for all α ∈ C(B) with ℓ(α) < n.
So it suffices to show
Now the first entry of β for each monomial B-quasi-symmetric function M β occurs in the above expansion on the right hand is one of the following three cases: α k + · · · + α j , α k+1 , or α k+1 + α k + · · · + α j for some 1 j k. Here a distinction is made between α i 1 + α i 1 −1 + · · · + α i 2 and α i 1 +α i 1 −1 +· · ·+α i 3 for distinct i 2 and i 3 , although they may have the same value (see Example 3.4 below). We say that the term is of type k in the first case, and of type k + 1 in the latter two cases. Now consider a monomial B-quasi-symmetric function that appears on the right hand of Eq. (11). If it has type i with 1 i n − 1, then it will occur for both k = i and k = i − 1, and the two occurrences will have opposite signs and hence will cancel each other. Thus the only monomial B-quasi-symmetric functions that do not cancel are those of type n, which will appear only for k = n − 1 and have the coefficient (−1)
n . This gives the left hand side of Eq. (11), completing the proof.
Weak composition quasi-symmetric functions
Now we consider the case when the commutative additively finite monoid B is the monoid obtained from the additive monoid N of nonnegative integers by adjoining a new element ε, that is, B =Ñ := N ∪ {ε}, satisfying 0 + ε = ε + 0 = ε + ε = ε and n + ε = ε + n = n for all n 1. For convenience we extend the natural order on N toÑ by defining 0 < ε < 1.
3.1. WC monomial quasi-symmetric functions. Recall that anÑ-composition is a finite sequence of non-zero elements ofÑ. The connection between the algebra QSymÑ of quasi-symmetric functions with exponents inÑ and the set WC(N) of weak compositions is established by the map
which induces the natural bijection
which induces by k-linearity the linear bijection
So the effect of θ is replacing all entries of α = (α 1 , · · · , α k ) ∈ C(Ñ) which are ε by 0.
Through the bijection θ, the quasi-shuffle product * on kC(Ñ) defines a product on kWC(N), still denoted * , by the transport of structures:
Hence, θ is an algebra isomorphism from (kC(Ñ), * ) to (kWC(N), * ). Combining with Proposition 2.4, we see that QSymÑ is isomorphic to (kWC(N), * ). Based on the above arguments, for anÑ-composition α ∈ C(Ñ), the monomial basis M α will be called a weak composition (WC) monomial quasi-symmetric function. Moreover, we write WCQSym for QSymÑ, and call it the algebra of weak composition (WC) quasi-symmetric functions.
For a given n ∈Ñ, let WCQSym n denote the vector space spanned by the set of all WC monomial quasi-symmetric functions of degree n, that is, WCQSym n = α∈C(Ñ,n) kM α , where the degree of a basis element M α is given by the weight |α| of α. Then WCQSym = n∈Ñ WCQSym n is the graded algebra of WC quasi-symmetric functions. Note that this is anÑ-graded algebra. Since ε + n = n for any n ε, the dimension of each homogeneous piece of degree larger than 0 is infinite.
WC fundamental quasi-symmetric functions.
Besides the monomial basis M α the homogeneous component QSym n of the algebra QSym has a second important basis known as Gessel's fundamental quasi-symmetric functions [15] , also indexed by N-compositions α = (α 1 , α 2 , · · · , α k ) | = n, which can be expressed by
As in the classical case, we will define WC fundamental quasi-symmetric functions, which will be reduced to the fundamental quasi-symmetric functions [15] , and provide the transformation formula for the WC monomial and WC fundamental quasi-symmetric functions.
By definition, eachÑ-composition α can be expressed uniquely in the form
where i 1 , i 2 , · · · , i k+1 ∈ N, s 1 , s 2 , · · · , s k ∈ P and ε i means a string of i components of ε following [25] . We denote by α the N-composition obtaining from α by omitting its ε components, that is, α = (s 1 , s 2 , · · · , s k ). Let ℓ ε (α) denote the number of entries in α which are equal to ε. So
For any N-composition σ = (s 1 , s 2 , · · · , s k ), the fundamental quasi-symmetric function indexed by σ can be written as
More generally, for anÑ-composition α = (ε
), where i 1 , i 2 , · · · , i k+1 ∈ N and s 1 , s 2 , · · · , s k ∈ P, we denote a j = i 1 + s 1 + · · · + i j + s j , j = 1, 2, · · · , k, and denote set(α) = {a 1 , · · · , a k }. We then define the WC fundamental quasi-symmetric function indexed by α to be the formal power series
Evidently, if i 1 = · · · = i k = 0, then α is an N-composition and F α is a fundamental quasisymmetric function of QSym.
3.3.
Relationship between M α and F α . In this subsection, we generalize the well-known relationship between the monomial and fundamental quasi-symmetric functions, that is, F α = β α M β , to WC quasi-symmetric functions. First we extend the refining order on the set C(N, n) of N-compositions to that ofÑ-compositions.
) be twoÑ-compositions of n, where i 1 , · · · , i k+1 , j 1 , · · · , j k+1 are nonnegative integers such that either i k+1 = j k+1 = 0 or i k+1 1, j k+1 1, and
We extended the order on C(N, n) to the set C(Ñ, n) of allÑ-compositions of n, still denoted by , by setting α β if i 1
, 2) and (3, ε 2 , 1, ε, 5, ε 3 ) are not comparable.
) such that β α, with the convention
In particular, c α,α = 1. Moreover, when α runs through allÑ-compositions, the elements F α 's, with the notation F ∅ = 1, form a Z-basis for WCQSym.
Proof. Notice that restricting the map θ in Eq. (14) to the setÑ\{0}, we obtain an isomorphism of additive monoids fromÑ\{0} to N. So following the proof of [36, Proposition 4.3] by substituting 0 with ε, one has
where
and the summation is subject to the condition
By the definition of WC monomial quasi-symmetric functions in Eq. (3), we have
which together with Eq. (17) yields Eq. (16) . According to the definition of , there exist only finitely manyÑ-compositions less than a givenÑ-composition. It follows from Eq. (16) that the transition matrix which expresses the F α in terms of the M β , with respect to any linear order ofÑ-compositions compatible with , is an upper triangular with 1 on the main diagonal. Hence, it is an invertible matrix since Q is contained in k, which shows that F α is a basis for WCQSym. In fact, it is a Z-basis since the diagonal entries are actually 1's, not merely nonzero.
Next we give the explicit transformation formula expressing M α in terms of the F β 's. Proposition 3.2. Adopt the notation c α,β given in Proposition 3.1. For anyÑ-composition α, we have
For instance, if α = (ε, 2, ε 3 ), then
and
Proof. Let A = (a α,β ) be the upper triangular matrix which expresses the F α in terms of the M β 's, with respect to any linear order ofÑ-compositions compatible with . Then, in view of Proposition 3.1, for any α, β ∈ C(Ñ, n), we have a α,β = 0 if β α, and a α,β = c α,β if β α. So it suffices to show that the inverse matrix of A is B = (b α,β ), where b α,β = 0 if β α, and b α,β = (−1) ℓ(β)−ℓ(α) c α,β if β α for all α, β ∈ C(Ñ, n). In other words, we only need to show that for any given α, γ ∈ C(Ñ, n) with γ α, we have γ β α a α,β b β,γ = δ α,γ , that is,
where δ α,γ denotes the Kronecker delta.
) be the givenÑ-compositions of n with γ α, then i k+1 = 0 if and only if j k+1 = 0. Let β = (ε t 1 , β 1 , · · · , ε t k , β k , ε t k+1 ) be añ N-composition such that γ β α. Then, by the definition of the partial order , we know that γ β α is equivalent to γ β α and j p t p i p for p = 1, 2, · · · , k + 1. Thus, we have
(−1)
Since γ β α are N-compositions, we have γ β α (−1) 
An analogous argument shows that
Therefore,
completing the proof. (a) There exists a uniquely N-composition
where b t = l p + l p−1 + · · · + l t + 1 for 1 t p, and b p+1 = 1.
Since β and α r are N-composition, the uniqueness of L is obviously. (b) The idea of the proof is to count the number of ways of obtaining β from α r such that α r β. Let b t = l p + l p−1 + · · · + l t + 1 where 1 t p, and let b p+1 = 1. Then we can obtain thẽ N-composition
in a unique way by summing all the entries of the sub-composition
of α r to give the entry β t for 1 t p, and leaving all other entries of α unchanged. Now we can obtain β from β ′ by considering the expression
and replacing each ⋆ by either a plus sign or a comma in
ways. Then we are done by Proposition 2.5.
As an example, we present the antipodes of M (ε,1,ε,2) and M ε n .
Example 3.4. Let α = (ε 1 , 1, ε 2 , 2). Here subscripts are added to the two occurrences of ε in α for easy identification. Then
For theÑ-composition ε n we have
3.5. Surjective Hopf homomorphism from WCQSym to QSym. In this subsection, we will show that QSym is a Hopf subalgebra and a quotient Hopf algebra of WCQSym. Let C ε = {(ε, δ)|δ ∈ C(Ñ)}, and let C N = C(Ñ)\C ε . Then C N consists of the empty composition and all N-compositions whose first entry is a positive integer. Define a linear map
It is easy to see that the restriction of ϕ to QSym is the identity map. Thus ϕ is surjective and WCQSym is the direct sum of ker ϕ and QSym. The rest of this subsection is devoted to showing that the map ϕ is a Hopf algebra homomorphism and determining the Hopf ideal ker ϕ.
Lemma 3.5. Let a be a positive integer, and let α, β beÑ-compositions. Then
Proof. We proceed by induction on ℓ(α) + ℓ(β) 0. If ℓ(α) + ℓ(β) = 0, then α and β are empty and so ϕ(M a ) = M a is automatic. For each n 1, assume that the desired equation holds for all α, β ∈ C(Ñ) with ℓ(α) + ℓ(β) < n. Now take any α, β ∈ C(Ñ) such that ℓ(α) + ℓ(β) = n.
Since there is nothing to prove if either α or β is empty, we can assume that α = (α 1 , δ) and β = (β 1 , σ) for some α 1 , β 1 ∈Ñ\{0} and δ, σ ∈ C(Ñ). Thus, ,α 1 +β 1 ,δ * σ) ). (20) If α 1 = ε, then the induction hypothesis gives
If α 1 ε, then, by the induction hypothesis,
Since a is a positive integer, it is straightforward to see that
holds. To summarize, we have proved
In an analogous manner we obtain
Combining Eqs. (20), (21), (22) and (23), we have
Since α = (α 1 , δ) and β = (β 1 , σ) if α 1 ε, β 1 ε, it follows that
as required.
Lemma 3.6. The linear map ϕ is an algebra homomorphism.
Proof. As ϕ is a linear map, we only need to prove ϕ(M α M β ) = ϕ(M α )ϕ(M β ) for allÑ-compositions α and β. Since the result is immediate if α or β is empty, we can write α = (a, δ) and
If there is exactly one of a, b is ε, then, without loss of generality, we may assume that a ε, b = ε. Then
and hence, by Lemma 3.5,
On the other hand, ϕ(M α )ϕ(M β ) = 0 clearly holds, which means that
It remains to consider the case when neither a nor b is equal to ε. Since
which together with Lemma 3.5 yields
The hypothesis on a and b implies that α = (a, δ) and β = (b, σ). Hence
which completes the proof.
Lemma 3.7. The linear map ϕ is a coalgebra homomorphism.
According to Eq. (6),
for any weak composition α with α 1 = ε.
If α 1 ε, we may write α as (α 1 , ε i 1 , α 2 , ε i 2 , · · · , α n , ε i n ) where i j ∈ N and α j ∈ P for all j = 1, · · · , n. It follows from Eqs. (6) and (19) that
also holds for all weak composition α with α 1 ε. Moreover, from Eq. (7) we obtain
Thus ǫ N ϕ = ǫ W . The proof is completed.
Theorem 3.8. The linear map ϕ : WCQSym → QSym is a surjective Hopf algebra homomorphism.
Proof. As noted after the definition of ϕ, the map is surjective. Together with Lemmas 3.6 and 3.7, it suffices to show that the antipodes are compatible, that is, ϕ(S W (M α )) = S N (ϕ(M α )) for all N-compositions α. We divide our proof in the two cases of α ∈ C ε and α ∈ C N . If α ∈ C ε , then we may write α = (ε, δ) for someÑ-composition δ. Then by the definition of ϕ, S N (ϕ(M α )) = S N (0) = 0. On the other hand, by Proposition 2.5,
) where i j ∈ N for j = 2, · · · , k + 1 and α j ∈ P for all j = 1, 2, · · · , k. It follows from Proposition 2.5 that
On the other hand, with the notation in Lemma 3.3, one has
where β is of the form (ε
Thus, for each N-composition δ α r , the coefficient of M δ on the right hand side of Eq. (25) is
Therefore, by comparing Eqs. (24) and (25)
We now give a basis for the free k-module ker ϕ and a Hopf ideal generating set for the ideal ker ϕ. Let B ε := {M α |α ∈ C ε }, and let B N := {M α + (−1)
Theorem 3.9. The disjoint union B ε ⊎ B N a basis for the free k-module ker ϕ.
Proof. It is obvious that B ε and B N are disjoint sets. Notice that α ∈ C N \C(N) implies that α ∈ C(N). So if
then we must have c α = 0 for all α ∈ C ε ∪(C N \C(N)), and therefore B ε ⊎B N is linearly independent. By Eq. (19), B ε ⊎ B N is contained in ker ϕ. Let f ∈ ker ϕ. Since {M α |α ∈ C(Ñ)} is a basis of WCQSym, there is a unique linear combination
Noticing that C(Ñ) = C ε ⊎ C N , we have f = g + h where
Since B ε = {M α |α ∈ C ε } ⊆ ker ϕ, we have g ∈ ker ϕ so that h ∈ ker ϕ. Writing (27) for each β ∈ C(N), we conclude that h = β∈C(N) h β . Then
Because {M β | β ∈ C(N)} is a basis for QSym, one has α∈C N with β=α
for each β ∈ C(N). Therefore, for each β ∈ C(N), we have
Combining Eqs. (26), (27) and (28), we obtain
Thus, we can write f as a linear combination of B ε ⊎ B N , completing the proof.
Lemma 3.10. Let α = (a, α 1 , · · · , α r , ε, α r+2 , · · · , α n ) ∈ C N where r ∈ N and a, α 1 , · · · , α r ∈ P. If I is the ideal of WCQSym generated by B ε , then
In view of Theorem 3.9 and Lemma 3.11, we have Corollary 3.12. The Hopf ideal ker ϕ is the ideal generated by the set B ε .
The connection between Rota-Baxter algebras and QSym
We are going to establish the connection between the free Rota-Baxter algebras and the algebras of quasi-symmetric functions. Firstly, we briefly recall the construction of a free Rota-Baxter algebra by the mixable shuffle product. See [16, 17] for more details.
Definition 4.1. For a fixed λ ∈ k, a Rota-Baxter k-algebra (RBA) of weight λ is a commutative k-algebra R together with a k-linear operator P : R → R that satisfies the Rota-Baxter identity (33) P(x)P(y) = P(xP(y)) + P(P(x)y) + λP(xy) ∀x, y ∈ R.
Such an operator P is called a Rota-Baxter operator (RBO) of weight λ. If R is only assumed to be a non-unitary k-algebra, we call R a non-unitary Rota-Baxter k-algebra of weight λ.
A morphism f : (R, P) → (S , Q) of Rota-Baxter k-algebras is a k-algebra homomorphism f : R → S such that f (P(a)) = Q( f (a)) for all a ∈ R. Given a commutative k-algebra A that is not necessarily unitary, the free commutative Rota-Baxter k-algebra on A is defined to be a Rota-Baxter k-algebra (F(A), P A ) together with a k-algebra homomorphism j A : A → F(A) with the property that, for any Rota-Baxter k-algebra (R, P) and any k-algebra homomorphism f : A → R, there is a unique Rota-Baxter k-algebra homomorphismf : (F(A), P A ) → (R, P) such that f =f • j A as k-algebra homomorphisms.
We recall the free commutative Rota-Baxter k-algebra on A constructed in [17] by using the mixable shuffle algebra.
Let A be a commutative k-algebra that is not necessarily unitary. For a given λ ∈ k, the mixable shuffle algebra of weight λ generated by A is the k-module
equipped with the mixable shuffle product * defined as follows. For pure tensors a = a 1 ⊗ · · · ⊗ a m ∈ A ⊗m and b = b 1 ⊗ · · · ⊗ b n ∈ A ⊗n , a shuffle of a and b is a tensor list of a i and b j without change the natural orders of the a i 's and the b j 's. More generally, for the given λ ∈ k, a mixable shuffle (of weight λ) of a and b is a shuffle of a and b where some of the pairs a i ⊗ b j are replaced by λa i b j . The mixable shuffle product a * λ b of a and b is the sum of all mixable shuffles. For example The mixable shuffle product can be also defined by the quasi-shuffle product given by the recursion [11, 21] 
with the convention that 1 * a = a * 1 = a. The mixable shuffle product equipped X + k (A) with a commutative algebra structure [17] .
Let A be a commutative unitary k-algebra. Define
to be the tensor product of the algebras A and X + k (A). For notational convenience we will write a ⊗ 1 k = a for a ∈ A. For two pure tensors a 0 ⊗ a = a 0 ⊗ a 1 ⊗ · · · ⊗ a m and
Thus, we have the algebra isomorphism (embedding of the second tensor factor)
The pair of products * and ⋄ λ is a special case of the double products [16] in Rota-Baxter algebras.
The following theorem was established in [17] .
Theorem 4.2. The algebra (X k,λ (A), ⋄ λ ), with the linear operator P A : X k (A) → X k (A) sending a to 1 ⊗ a, is a free commutative Rota-Baxter algebra of weight λ generated by A.
For the rest of the paper, we will assume that λ = 1 k and drop λ from the notation. The free commutative Rota-Baxter algebra on one generator x is the same as the free commutative Rota-Baxter algebra on the polynomial algebra k [x] . So the special case of Theorem 4.2 in this case can be restated as Theorem 4.3. The k-module
⊗k , (36) with the product in Eq. (35) and the operator P k[x] : a → 1 ⊗ a, is the free unitary Rota-Baxter algebra on x.
Since a k-linear basis of k [x] ⊗k is the set Moreover, we also have (14), we obtain a natural linear bijection
which indeed is an algebra isomorphism from the quasi-shuffle algebra kC(Ñ) to the mixable shuffle algebra X + (x). We are now in a position to realize the free unitary Rota-Baxter algebra X(x) as a subalgebra of a semigroup exponent formal power series algebra. The authors of [36] realized the free commutative nonunitary Rota-Baxter of weight 1 on one generator in terms of left weak composition quasi-symmetric functions. This will be generalized for the unitary case in what follows.
For X := {x n | n 1} with its natural ordering, denote X := {x 0 }∪ X = {x n | n 0} with the linear order such that x 0 < Therefore, the assignment ϕ(M (α 0 ,α 1 ,··· ,α n ) ) := x θ(α 0 ) ⊗ x θ(α 1 ) ⊗ · · · ⊗ x θ(α n ) , where θ is given by Eq. (14) , defines a linear bijection ϕ : WCQSym → X(x). By Eqs. (35) and (40), ϕ is an algebra isomorphism. Further ϕP = P k[x] ϕ by definition. Thus (WCQSym, P) is a Rota-Baxter algebra isomorphic to (X(x), P k [x] ). This completes the proof.
We now try to understand X(x) from the perspective of Hopf algebras. In [11] , the authors showed that for a Hoffman set X = ∪ n 1 X n , the mixable shuffle algebra X + (A), as a subalgebra of X(A), carries a Hopf algebra structure, where A = k{X} is the free k-module on X. If we put X n = {x n } for all n 1 and [x i , x j ] = x i+ j , then it is straightforward to check that the map φ defined by
is an isomorphism of X + (A) onto the algebra QSym of quasi-symmetric functions over k. We now generalize this relationship to establish the connection between QSym and the free commutative Rota-Baxter algebra X(x) of weight 1 k on the generator element x.
Theorem 4.5. The algebra WCQSym of weak composition quasi-symmetric functions is isomorphic to the algebra X + (x) and thus to the subalgebra 1 k ⊗ X + (x) of the free commutative Rota-Baxter algebra of weight 1 k generated by x. Moreover, QSym is a subalgebra of X k (x) and a quotient Hopf algebra of 1 k ⊗ X + (x).
Proof. By Eqs. (37) and (14), we have the isomorphisms
of k-algebras, where the map θ is given by Eq. (14) . Then QSym is a subalgebra of WCQSym so that it is a subalgebra of X k (x). It follows from Theorem 3.8 that QSym is a quotient Hopf algebra of 1 k ⊗ X + (x). This completes the proof.
Recall that the polynomial algebra k[x] is a Hopf algebra with x primitive. The coproduct ∆ k[x] is defined by Since X(x) is the tensor product of the algebras k[x] and X + (x), X(x) is a Hopf algebra. More precisely, we have the following statement which specializes to [4] and extends the Hopf algebras in [11] . Corollary 4.6. The free commutative unitary Rota-Baxter algebra (X(x), ⋄, µ, ∆, ǫ, S ) of weight 1 generated by x is a Hopf algebra, where
