Spectral representations of the dilation and translation operators on L 2 (R) are built through appropriate bases. Orthonormal wavelets and multiresolution analysis are then described in terms of rigid operatorvalued functions defined on the functional spectral spaces. The approach is useful for computational purposes.
Introduction
Wavelets were introduced in the beginning of the 1980s synthesizing ideas originated in engineering (subband coding in signal processing, pyramidal and multipole algorithms in image processing), physics (coherent states, renormalization group), numerical analysis (spline approximation) and pure mathematics (Littlewood-Paley and Calderón-Zygmund theories), and provide us with a particularly simple and powerful tool in mathematical analysis with a great variety of applications [3, 6, 8, 12, 13] .
Two unitary operators on L 2 (R) play an important role in wavelet theory: dilation by r > 0, D r , defined by [D r f ](x) := r 1/2 f (rx), and translation by t, T t , defined by [T t f ](x) := f (x − t). Wavelet bases are built by application of translations and dilations to an appropriate function. Since the main stream of development leading up to wavelets departs from Fourier analysis, Fourier transforms and series are involved in most of the techniques in wavelet theory. A clear reason for this is the fact that the complex exponentials are eigenfunctions of the derivative operator and then give us an spectral representation of the unitary one-parameter group generated by it, i.e., the group of translations {T t : t ∈ R} on L 2 (R) [1] . Paying attention to the discrete theory of wavelets, the values of r and t are fixed (usually r = 2 and t = 1) and one works with the entire powers of the operators D := D 2 and T := T 1 . The spectra of D and T coincide with the unit circle ∂D of the complex plane C and have constant denumerable multiplicity. Thus, the functional spectral representations of both operators live in direct integrals L 2 (∂D, H) of H-valued functions over ∂D, where H is an auxiliary separable Hilbert space [1, 7, 17] . Direct integrals have been already considered in abstract wavelet theory -see [14] and references therein-. Here all these facts are proved in Section 2. Explicit spectral representations of D and T are given in Propositions 1 and 2. They are built on the basis of orthonormal bases of L 2 (R) with appropriate structure and are useful for computational purposes. In practice, any orthonormal basis of L 2 (R), after adapting it, can be used to build such spectral representations. To illustrate this the details for the exponential and Haar bases are included in an Appendix at the end of the paper. Moreover, an additional spectral representation for T is defined in Proposition 4 on the basis of the usual Fourier transform. Remark 8 and Proposition 16 evidence that classical results in wavelet theory join our approach under this spectral model.
The main purpose of this work is to characterize orthonormal wavelets and multiresolution analysis (MRA) of L 2 (R) by means of rigid (operator-valued) functions defined on the functional spectral spaces of D and T . A rigid function on L 2 (∂D, H) is a function A from ∂D into the space L(H) of bounded operators on H such that A(ω) is a partial isometry with the same initial subspace for almost every (a.e.) ω ∈ ∂D. For orthonormal wavelets this is done in Section 4 (Theorem 10) and for MRA in Section 5 (Theorems 18 and 20). The key to obtain these characterizations is the close connection between wandering and invariant subspaces of L 2 (∂D, H) and rigid and range functions defined on it [4, 5, 11, 15] . The fundamental concepts and results of this theory are collected in Section 3.
Section 5.1 is devoted to get the pair of discrete quadrature mirror filters associated with an MRA from the two-scale relations in this context. Remark 26 makes clear these filters act just on the generic spectral models given in Proposition 2.
Theorem 12, Example 14, Corollary 19 and Proposition 28 highlight the usefulness for computational purposes of the spectral models considered in this work. Finite sets of non-zero coordinates imply local character in "time" and "frequency", the meaning of these concepts depending on the bases considered. At the same time, suitable choices of the bases lead to sparse sets of conditions (compare, for example, the matrices α s,j,m i,n for the exponential and Haar bases in Appendix). A detailed analysis of this set of conditions shall be done elsewhere.
Spectral models of dilations and translations
Let D denote the open unit disc of the complex plane C and ∂D its boundary:
In ∂D interpret measurability in the sense of Borel and consider the normalized Lebesgue measure dω/(2π). Given a separable Hilbert space H, let L 2 (∂D; H) denote the set of all measurable functions v : ∂D → H such that
(modulo sets of measure zero); measurability here can be interpreted either strongly or weakly, which amounts to the same due to the separability of H. The functions in L 2 (∂D; H) constitute a Hilbert space with pointwise definition of linear operations and inner product given by
The space L 2 (∂D; H) is a particular case of direct integral of Hilbert spaces. The theory of direct integrals is originally due to von Neumann [17] and is in the basis of the functional spectral models for operators [1, Chapter 7] . In the case of a constant field of Hilbert spaces, H ω = H for all ω ∈ ∂D, the direct integral
is just the space L 2 (∂D; H). Elementary properties of vector and operator valued functions can be found in [7, Chapter III]; see also [4] and [5, Lecture VI] . Now, let r > 1 and consider the dilation operator D r :
D r is unitary on L 2 (R) and then its spectrum is included in ∂D. In order to give the spectral resolution of D r , we must find a direct integral of Hilbert spaces
In other words, GD r G −1 is the operator "multiplication by ω" in the direct integral:
, where J is a denumerable set of indices (usually, J = N or J = Z), so that the set
Let l 2 (J) denote the Hilbert space of sequences of complex numbers (c j ) j∈J such that j∈J |c j | 2 < ∞, and let u s,j s=±,j∈J be a fixed ONB of l 2 (J)⊕l 2 (J), where ⊕ denotes orthogonal sum.
Proposition 1 The operator G defined by
determines a functional spectral model for the dilation operator D r , i.e., G is unitary and satisfies (1) .
In a similar way, for t > 0 and the translation operator
, with I a denumerable set of indices, the translated set {L
and let u i i∈I be a fixed ONB of l 2 (I).
Proposition 2 The operator F given by
determines a functional spectral model for the translation operator T t , i.e., F is unitary and satisfies
Proof: The operator F is unitary since {L
The change of representation between the two models is governed by the matrix α s,j,m i,n , where
In what follows we shall focus attention on the values r = 2 and t = 1, i.e., the operators D := D 2 and T := T 1 .
For these values, the elements of the matrix α i (x)} i∈I,n∈Z of L 2 (R) giving rise to the respective spectral models (2) and (3) of D and T , for f ∈ L 2 (R) we shall write
and
Proof: The result is a straightforward consequence of the change of representation formulas (6) and the fact that GDG −1 is the operator "multiplication by ω" on GL 2 (R) and F DF −1 is the operator "multiplication by ω" on F L 2 (R).
Finally, letf denote the usual Fourier transform of a function f ∈ L 2 (R):
where, if ω = e 2πiθ ,
determines a functional model for the translation operator T .
Moreover, if ω = e 2πiθ , then
3 Wandering and invariant subspaces. Rigid and range functions.
Let H be a separable Hilbert space and denote by L(H) the space of bounded linear operators on H. Consider the functional space L 2 (∂D; H) defined in Section 2 and the subspace C of L 2 (∂D; H) consisting of all constant functions, i.e., the functions v : ∂D → H such that there exists a vector v ∈ H with v(ω) = v for a.e. ω ∈ ∂D. From now on the operator "multiplication by ω" on L 2 (∂D; H) shall be denoted by M , that is,
It is easy to verify that M is unitary and
A subspace of a Hilbert space is called a wandering subspace for an operator U if it is orthogonal to all its images under the (positive) powers of U . For isometries, wandering subspaces behave better than usual: if U is an isometry and if M is a wandering subspace for U , then U m M ⊥ U n M whenever m and n are distinct non-negative integers. If U is unitary, even more is true: in that case U m M ⊥ U n M whenever m and n are any two distinct integers (possibly negative).
A weakly measurable
is called a rigid operator function if A(ω) is for a.e. ω ∈ ∂D a partial isometry 
On the other hand
A range function J = J(ω) is a function on ∂D taking values in the family of closed subspaces of H. J is said measurable if the orthogonal projection P (ω) on J(ω) is weakly measurable. Range functions which are equal a.e. on ∂D are identified. For each measurable range function J, M J denotes the set of all functions v in L 2 (∂D; H) such that v(ω) lies in J(ω) a.e.. The correspondence between J and M J is one-to-one, under the convention that range functions are identified if they are equal a.e..
The following result is implicitly contained in the work of Lax [11] and explicitly proved by Srinivasan [15] -see also [ In what follows by the range of a doubly invariant subspace M J we mean that range function J. This definition can be extended to an arbitrary set of functions: the range of a set of vector functions is the range of the smallest doubly invariant subspace containing all the functions.
To determine the simply invariant subspaces of L 2 (∂D; H) one needs to introduce the Hardy classes. We denote by H 2 (D; H) the Hardy class of functions
with values in H, holomorphic on D, and such that
, has a bound independent of r or, equivalently, such that
exist for almost all ω ∈ ∂D. The functionsũ(λ) and u(ω) determine each other (they are connected by Poisson formula), so that we can identify 3 Fixing some orthonormal basis {u 1 , u 2 , · · ·} for H, each element f of L 2 (∂D; H) may be expressed in terms of its relative coordinate functions f j ,
where the functions f j are in L 2 (∂D) := L 2 (∂D; C) and ||f || 2 = P j ||f j || 2 . A function f in L 2 (∂D; H) belongs to H + (∂D; H) iff its coordinate functions f j are all in the Hardy space H + (∂D) := H + (∂D; C).
where K is a measurable range function and A is a rigid function with range J orthogonal to K almost everywhere. The doubly invariant part
The subspace M uniquely determines the rigid operator function A to within a constant partially isometric factor on the right.
Orthonormal wavelets on
, where
Remark 8 It is a well known result -see, for example, [12, Lemma 2.
an orthonormal system if and only if
k∈Z |ψ(θ + k)| 2 = 1 for a.e. θ ∈ R, whereψ is the Fourier transform of ψ defined in (11) . This result fits in with the concept of rigid function with onedimensional initial subspace on the spectral model for T given by (12) . Indeed,
R) if and only if the closed
subspace spanned byψ * := F * ψ is a wandering subspace for the unitary opera- (13) . By Lemma 5, this is equivalent to the existence of a rigid functionÂ on F * L 2 (R) with one-dimensional initial subspace and such thatψ * (ω) =Â(ω) u, with u a normalized vector belonging to the initial subspace ofÂ(ω), the same one-dimensional subspace of l 2 (Z) for a.e. ω ∈ ∂D. SinceÂ is a partial isometry for a.e. ω = e 2πiθ ∈ ∂D,
From now on in this Section we shall pay attention to the respective spectral models for D and T given in Propositions 1 and 2.C shall denote the subspace of
The expression · shall denote the closed subspace expanded by the argument "·":
We shall use the discrete Dirac delta function δ k defined by
The next result is straightforward.
(a) ψ is a wandering subspace for D and T on L 2 (R). Equivalently, G ψ is a wandering subspace for GDG −1 on GL 2 (R) and F ψ is a wandering subspace for
Now, the results of Section 3 allow us to characterize any orthonormal wavelet of L 2 (R) in terms of rigid functions on GL 2 (R) and F L 2 (R).
The wavelet ψ uniquely determinesÂ,B andC to within constant partially isometric factors on the right. Conversely, assume that there exist rigid functionsÂ on 
Proof: Let ψ be an orthonormal wavelet of L 2 (R). According to Lemma 9.(a) and Lemma 5, there exist rigid functionsÂ on F L 2 (R) andB on GL 2 (R) satisfying (iii).Â andB have one-dimensional initial subspaces because ψ is one-dimensional. Since F T F −1 is the operator "multiplication by ω" on F L 2 (R), Lemma 9.(b) and Lemma 5 ensure that there exists a rigid functioñ C on GL 2 (R) verifying (ii). Moreover,C(ω) is unitary for a.e. ω ∈ ∂D because GDG −1 is the operator "multiplication by ω" on GL 2 (R) and
i.e., CC has full range -see [5, Lecture VII]-. Obviously the function ψ uniquely determines the subspaces ψ and T k ψ : k ∈ Z . Thus, by Lemma 5, ψ uniquely determines the rigid functionsÂ,B andC to within constant partially isometric factors on the right.
Conversely, let (Â,B,C) be a triplet of rigid functions satisfying (i), (ii) and (iii'), and define ψ ∈ L 2 (R) by (15) . Then, by Lemma 5, {D j T k ψ : j, k ∈ Z} is an orthogonal system becauseÂ,B andC are rigid functions. One has ||D j T k ψ|| = 1 for every j, k ∈ Z, since D, T are unitary operators,Â(ω) is a partial isometry for a.e. ω ∈ ∂D and u ∈ l 2 (I) is a normalized vector. The completeness of the orthonormal system {D j T k ψ : j, k ∈ Z} follows from the unitarity ofC(ω) for a.e. ω ∈ ∂D as before.
Finally, Lemma 9.(c) and Lemma 6 imply that there exists a range function J satisfying (16) and such thatĴ(ω) = [F ψ](ω) = Â (ω) u = B (ω) v for a.e. ω ∈ ∂D.
Remark 11
The rigid functionsB andC of Theorem 10 are related as follows: Let N 1 and N 2 be the respective (constant) initial spaces ofB andC. There exists a rigid functionG on For practical purposes it is advisable to deal with coordinates.
is an orthonormal wavelet if and only if the following two conditions are satisfied:
(ii) Completeness: For every finite set F of indices (s, j), with s = ± and j ∈ J, the matrix
has maximal range, i.e., the cardinal of F.
Proof: By definition, a function ψ ∈ L 2 (R) is an orthonormal wavelet if and only the system {ψ p,q = D p T q ψ : p, q ∈ Z} is an orthonormal basis of L 2 (R). Since D and T are unitary operators, the orthonormality of this system is equivalent to
Putting
s,j , condition (18) can be written as
If p = 0, this means that ψ 0,q (ω),ψ(ω) , which is a complex-valued integrable function, is such that all its Fourier coefficients are equal to zero. If p = 0, this means that ψ 0,q (ω),ψ(ω) has Fourier coefficients equal to zero, except the constant term, which is 1. That is, (19) is equivalent to
From (2),
Thus, in terms of coordinates, (20) is written as
Since, by ( . The subspace F consisting of all functions f ∈ L 2 (R) with a finite number of non-zero coordinates f
is dense in L 2 (R). Thus, the completeness of the orthonormal system {ψ p,q : p, q ∈ Z} in L 2 (R) is equivalent to the condition: if f ∈ F and (f, ψ p,q ) = 0 for all p, q ∈ Z, then f = 0. From (5) and (9),
Since m and p are independent, one arrives at the condition (ii) of the result.
Remark 13
Rearranging sums in (17) and using (6) one gets
where
. This gives a direct proof for the orthonormality condition (i) of Theorem 12. We include the former proof as an exercise of style in this context.
Example 14
For both the exponential bases of Appendix A.1 and the Haar bases of Appendix A.2 one has the following result: Let ψ be a function of L 2 (R) with compact support included in the interval [1, 2] (any other interval of length one could be considered). Then, the only possible non-zero coordinates of ψ areψ (0) +,j , j ∈ J, and ψ is an orthonormal wavelet if and only if
and for every finite set F of indices (s, j), with s = ± and j ∈ J, the matrix
has range the cardinal of F. It is easier to deal with these conditions when considering the Haar bases of Appendix A.2, because the matrix α s,j,m i,n is really sparse for them. The solutions of this set of conditions shall be studied elsewhere.
Multiresolution analysis on R
there is a function ϕ ∈ L 2 (R), the scaling function, whose integer translates {T k ϕ : k ∈ Z} form an orthonormal basis of V 0 .
5
5 Sometimes (v) is replaced by the weaker condition: (v') there is a function ϕ ∈ L 2 (R) such that the set {T k ϕ : k ∈ Z} is a Riesz basis of V 0 , i.e. its linear span is dense in V 0 and there exist positive constants A and B such that 
is an orthonormal basis of V n for each n ∈ Z.
With the modest prerequisite that ϕ ∈ L 1 (R) and taking into consideration the spectral model given by F * in (12) one can simply construct MRAs:
R) and such that:
Then ϕ is a scaling function for an MRA V n n∈Z of L 2 (R).
Proof: According to Remark 8 condition (i) is equivalent to the fact that ϕ(· − k) : k ∈ Z is an orthonormal system. Moreover, sinceφ k (e 2πiθ ) = ϕ(θ + k) for θ ∈ [0, 1) and k ∈ Z, in terms of the usual Fourier transformφ, condition (ii) means thatφ(0) = 1 andφ(k) = 0 for k ∈ Z\{0}. It is well known -see, for example, [12, Theorem 2.2.7]-that under these conditions the spaces
Scaling functions and MRAs of L 2 (R) can also be characterized in terms of rigid functions on the spectral models GL 2 (R) and F L 2 (R) given in Section 3. The key to do it is the following simple result:
Lemma 17 Let ϕ be a scaling function for an MRA V n n∈Z of L 2 (R). Then:
Theorem 18 Let ϕ be a scaling function for an
MRA V n n∈Z of L 2 (R). Then there exist rigid functionsR on F L 2 (R) andS on GL 2 (R) such
that: (i) the initial subspace ofR is one-dimensional andS(ω) is unitary for a.e. ω ∈ ∂D;
(ii) 
Then, the pair (R,S) has associated a unique scaling function ϕ for an MRA V n n∈Z of L 2 (R) given by 
Proof: Let ϕ be a scaling function for an MRA V n n∈Z of L 2 (R). According to Lemma 17.(a) and Lemma 5, there exists a rigid functionR on F L 2 (R) satisfying (iii).R has one-dimensional initial subspace because ϕ is one-dimensional. Recall that F T F −1 is the operator "multiplication by ω" on F L 2 (R) and GDG −1 is the operator "multiplication by ω" on GL 2 (R). Then, Lemma 17.(b) and Lemma 7 ensure that there exists a rigid functionS on GL 2 (R) verifying (ii). Here the doubly invariant subspace M K does not appear because ∩ n∈Z V n = {0}. Moreover,S(ω) is unitary for a.e. ω ∈ ∂D because and {D j T k ϕ : j, k ∈ Z} is a basis of L 2 (R), so that SC has full range -see [5, Lecture VII]-. Since the function ϕ uniquely determines the subspaces ϕ and T k ϕ : k ∈ Z , by Lemmas 5 and 7,R andS are determined by ϕ to within constant partially isometric factors on the right.
Conversely, let (R,S) be a pair of rigid functions satisfying (i) and (ii'), and define ϕ ∈ L 2 (R) by (21). Then, by Lemma 5, {T k ϕ : k ∈ Z} is an orthogonal system becauseR is a rigid function. One has ||T k ψ|| = 1 for every k ∈ Z since T is unitary,R(ω) is a partial isometry for a.e. ω ∈ ∂D and w ∈ l 2 (I) is a normalized vector. That ∪ n∈Z V n = L 2 (R) follows from the unitarity of S(ω) for a.e. ω ∈ ∂D as before. That GV 0 has no doubly invariant part implies
Finally, Lemma 17.(c) and Lemma 6 imply that there exists a range function K satisfying (22) and such thatK(ω) = [F ϕ](ω) = R (ω) w for a.e. ω ∈ ∂D.
Corollary 19 Let ϕ ∈ L 2 (R) be a scaling function and
Proof: Condition (23) is equivalent to ||φ(ω)|| = 1 for a.e. ω ∈ ∂D. Indeed,
and the last expression is equal to 1 for a.e. ω ∈ ∂D if and only if (23) is satisfied.
Given a MRA, denote by W n the orthogonal complement of V n in V n+1 , i.e.
Now, suppose that ψ is an orthonormal wavelet.
Since ψ is an orthonormal wavelet, (25) is satisfied. Moreover, the sequence of subspaces {V n : n ∈ Z} defined by (24) satisfies properties (i)-(iv). Thus, {V n : n ∈ Z} will generate an MRA if there exists a function ϕ ∈ L 2 (R) such that the system {T k ϕ : k ∈ Z} is an orthonormal basis for V 0 . In this case we say that the wavelet ψ is associated with and MRA or, more simply, that ψ is an MRA wavelet.
When ψ is an MRA wavelet of L 2 (R) with scaling function ϕ the rigid functionsC of Theorem 10 andS of Theorem 18 coincide. Therefore:
that: (i) the initial subspaces ofÂ,B,R are one-dimensional, andS(ω) is unitary for a.e. ω ∈ ∂D;
(ii) one has
The MRA wavelet ψ and scaling function ϕ uniquely determine (Â,B,R,S) to within constant partially isometric factors on the right.
Conversely, assume that there exist rigid functionsÂ,R on F L 2 (R) andB, S on GL 2 (R) satisfying (i) and
Then the set (Â,B,R,S) has associated a unique MRA wavelet ψ ∈ L 2 (R) with scaling function ϕ given by 
Two-scale relations and mirror filters
Whenever an MRA of L 2 (R) is given there exists an orthonormal wavelet associated with it. Moreover, the wavelet can be constructed explicitly from the MRA. This is carry out thanks to the two-scale relations and a pair of discrete quadrature mirror filters appears. As we shall see in this Section, these filters act just on the spectral model F L 2 (R) given in Proposition 2. Let V n n∈Z be an MRA of L 2 (R) with scaling function ϕ. Since ϕ ∈ V 0 , V 0 ⊂ V 1 and ϕ 1,k : k ∈ Z is an orthonormal basis of V 1 , there exists a sequence {h k } ∈ l 2 (Z) such that
Equation (28) is usually known as the two-scale relation of the scaling function ϕ. A simple change of variable y = 2 j x generalizes this relation to any scale:
In terms of the dilation and translation operators, D and T , since (29) is written as
Taking j = −1 in (30) and going to the spectral model given in (3), by (4) one obtains
where the two-scale symbol for ϕ, defined by
appears in a natural way. In a similar way, if ψ is a wavelet associated to the MRA V n n∈Z , since ψ j,0 ∈ W j and V j+1 = V j ⊕ W j for j ∈ Z, two-scale relations for ψ are also satisfied: there is a sequence {g k } ∈ l 2 (Z) such that
In particular, for j = −1,
where g is the two-scale symbol for ψ:
The following result is easily proved using the spectral model for T of Proposition 2. As usual, the symbol ⊥ means "orthogonal to", the symbol ⊕ "orthogonal sum" and the overline "adherence of" or "closure of".
Proposition 21 Let V n n∈Z be an MRA of L 2 (R) with scaling function ϕ and wavelet ψ. Let h and g be the two-scale symbols for ϕ and ψ, respectively. Then h and g are elements of L 2 (∂D) satisfying the following properties:
Proof: The unitarity of D and the relation
This relation together with (31) and (4) lead to
Thus (the symbol ⊖ means orthogonal complement),
Now, from the two-scale relation (32) for ψ with j = −1,
SinceB is a rigid function and v is a normalized vector of its initial subspace, ||[F ϕ](ω)|| l 2 (Z) = 1 for a.e ω ∈ ∂D and, therefore, equating the right hand sides of (34) and (35), one gets the result.
A straightforward consequence of Proposition 21 is:
The two-scale symbol h(ω) := k∈Z h k ω k satisfies the following two equivalent properties:
Proof: (2) The matrix
is invertible for a.e. ω ∈ ∂D.
Remark 24 From conditions (1) and (2) in Proposition 23 it is possible to find g once h is known (or to find h once g is known). For example, it can be verified in a straightforward way that possible choices of g are given by
for any m ∈ Z, so that g(ω) = k∈Z (−1)
is unitary for a.e. ω ∈ ∂D. Thus, conditions (1) and (2) 
Remark 26
The two discrete quadrature mirror filters {h k } and
the two-scale relations (29) and (32) for j = −1 are equivalent to
On the other hand, relations (31) and (33) can be written aŝ
In general, for j ∈ Z, filtering by {h k } and {g k } the coordinates in F L 2 (R) of ϕ j,0 results in the coordinates of ϕ j−1,0 and ψ j−1,0 , and using the transfer functions h and g as multipliers onφ j,0 results inφ j−1,0 andψ j−1,0 , respectively.
Remark 27 Let V n n∈Z be an MRA of L 2 (R) with scaling function ϕ ∈ V 0 and orthonormal wavelet ψ ∈ W 0 = V 1 ⊖ V 0 . Let H + := H + (∂D; C) denote the space of scalar-valued Hardy functions. Jorgensen [10] considers a spectral transform for D −1 of the form
and G * W 0 =C (the subspace of constant functions), and proves that there exist functions a,
Moreover, there is an inner function c, i.e., c ∈ H + and |c(ω)| = 1 for a.e. ω ∈ ∂D, such that
The inner function c serves as a spectral invariant. It separates distinct examples and is trivial precisely for the Haar wavelet.
Taking into account the two spectral models GL 2 (R) and F L 2 (R) of Propositions 1 and 2, and the change of representation matrix α s,j,m i,n , one reaches the following identities:
Proposition 28 Let V n n∈Z be an MRA of L 2 (R) with scaling function ϕ and F ϕ =φ = φ
. If h(ω) = k∈Z h k ω k is the two-scale symbol for ϕ, then, for every p ∈ I and q ∈ Z,
, where, for every p ∈ I and q ∈ Z,
is an orthonormal wavelet associated with the MRA V n n∈Z .
Proof: The two-scale relation
whereD := F DF −1 andT := F T F −1 . By (7), the first line in (39) is the counterpart of (41) for the coordinates φ
The second line in (39) follows from (42), (7) and (8) . Finally, that the function ψ given by (40) is an orthonormal wavelet associated with the MRA V n n∈Z is a straightforward consequence of Remark 24 with m = 0.
Remark 29 Not every pair (h, g) of functions of L 2 (∂D) verifying conditions (a)-(d) of Proposition 21 or conditions (1) and (2) of Proposition 23 comes from an MRA. Under additional conditions, Cohen [2] and Lawton [9] gave equivalent conditions for it. This question together a deep analysis of relations (39) and (40) shall be considered elsewhere.
In order to obtain the respective spectral models given in Propositions 1 and 2 for the dilation and translation operators, D and T , one must consider orthonormal bases (ONB) of L 2 (R),
The change of representation between the two models is governed by the matrix α s,j,m i,n whose elements satisfy
s,j .
A.1 Exponential bases
For the exponential bases
one has I = J = Z and the change of representation matrix α s,j,m k,n is given by: 6 Taking into account the binary expression v = P u−1 k=0 t k 2 k , with t k = 0 or 1, one has w(u, v, p) = t u−p−1 andˆv/2 u−p˜= P u−1 k=u−p t k 2 k−(u−p) . 
