This paper presents an extremely efficient method for antenna design and optimization. Traditionally, antenna optimization relies on nature-inspired heuristic algorithms, which are time-consuming due to their blind-search nature. In contrast, design of experiments (DOE) uses a completely different framework from heuristic algorithms, reducing the design cycle by formulating the surrogates of a design problem. However, the number of required simulations grows exponentially if a full factorial design is used. In this paper, a much more efficient technique is presented to achieve substantial time savings. By using orthogonal fractional experiments, only a small subset of the full factorial design is required, yet the resultant response surface models are still effective. The capability of orthogonal fractional experiments is demonstrated through three examples, including two tag antennas for radiofrequency identification (RFID) applications and one internal antenna for long-term-evolution (LTE) handheld devices. In these examples, orthogonal fractional experiments greatly improve the efficiency of DOE, thereby facilitating the antenna design with less simulation runs.
Introduction
Following the rapid development of electromagnetic (EM) applications, it is of the utmost importance that the design cycle of antennas is reduced. Since antenna design problems usually involve a large number of design parameters, tuning the numerous unknowns by conventional trial-and-error approaches or one-factor-at-a-time parametric studies is very time-consuming. In order to cope with design problems more efficiently, nature-inspired heuristic algorithms have been successfully applied to many design instances. Among these optimizers, genetic algorithms (GAs) [1] [2] [3] [4] and particle swarm optimization (PSO) [5] [6] [7] [8] have drawn much more attention because of their simplicity and robustness. Also, other approaches including simulated annealing (SA) [9] , ant colony optimization (ACO) [10] , and invasive weed optimization (IWO) [11] have also been recognized as effective techniques for antenna design. However, heuristic algorithms usually need hundreds or even thousands of simulations due to their blind-search nature. No matter what the problem feature is, they just launch candidate solutions and search the solution domain by executing specific operators until a termination condition is met. Such a laborious process is so computationally intensive that the design cycle is inevitably expanded.
In opposition to the blind-search feature of these heuristic algorithms, a statistical optimization methodology called design of experiments (DOE) investigates the problem nature. DOE uses a predesigned simulation combination, analyzing the simulated results and building the response surface model of a design goal, which is the function of design parameters. In other words, the computational effort in DOE focuses on sequentially "building" the interested solution subdomain rather than iteratively "searching" the entire solution domain; therefore, it enables the design process to be more computationally efficient. DOE has been successfully applied to the EM design problems of flip-chip interconnects [12] , microstrip vias [13] , tag antennas for radio-frequency identification (RFID) [14] , baluns [15] , and annular slot ring antennas [16] . However, the above literature uses full factorial designs as the simulation combination. Although full factorial designs provide unbiased estimates on 2 International Journal of Antennas and Propagation all the associated effects of design parameters, the number of required simulations grows exponentially as the number of design parameters increases. Therefore, it is often too costly to perform full factorial experiments. In these earlier reports, the number of design parameters is usually limited to not more than six to prevent hundreds of simulations; meanwhile, other parameters in the antenna structure are fixed at a certain level. If those fixed parameters are close to the true optimum value, these studies are still able to determine an optimum design having not more than six design parameters. However, real-world design problems usually involve a large number of unknowns. If prior knowledge of the fixed parameters is not included in the design process, the earlier approach may fail to find an optimum design, and this further lowers the usefulness of DOE.
In order to reduce the number of required simulations in DOE, this paper presents orthogonal fractional experiments as the simulation combination. The term "orthogonal" has two meanings. Firstly, in two-level experiments, all the column vectors in a simulation combination are perpendicular. That is, after normalizing the high level and low level of a parameter to +1 and −1, respectively, any two column vectors in a treatment are orthogonal since their inner product is zero. Secondly, the term "orthogonal" in statistics is interpreted in the combinatorial sense. For any pair of columns in a treatment, all combinations of parameter levels occur at equal times. On the other hand, the term "fractional" comes from the fact that only a small fraction, or subset, of a "full" factorial design of experiment is performed. The purpose of this paper is to lend validity to orthogonal fractional experiments, which run only a small fraction of full factorial designs, yet the optimized results are impressing. The capability of orthogonal fractional experiments will be illustrated via three examples. The first design concerning an inductive-feed meander dipole is successfully developed by conducting merely 8 simulations. The second design regarding a complex dual-antenna system within a compact area of 0.1 × 0.1 2 is achieved by 16 simulations. Finally, the third antenna structure having 12 design parameters for longterm-evolution (LTE) handheld applications is determined by simply 32 simulations. In these examples, the efficacy of orthogonal fractional experiments will be compared with full factorial designs, and the optimized performances will also be verified by antenna measurements.
Review of DOE
Before the achievement of orthogonal fractional experiments is detailed, this section reviews the procedure of DOE. In particular, the difference between full factorial designs and orthogonal fractional experiments will be thoroughly discussed.
DOE considers a design problem as a process, shown in Figure 1 . The output responses 1 , 2 , . . . , are usually the design goals of an antenna, and the input factors are design parameters 1 , 2 , . . . , . To quantify how influential the design parameters are, antenna designers purposefully vary them at two levels. The degree of a parameter's individual influence on a response variable is called the main effect of the parameter . Usually, the main effect of does not hold constant when other parameters alter their levels. The influence of ( ̸ = ) on is called the two-factor interaction between them. Likewise, two-factor interaction between and may change when the other parameter ( ̸ = ̸ = ) is involved, and the resultant influence is called the three-factor between them. Similarly, other higher-order interactions between multiple factors can thus be defined. Estimating these effects as precisely as possible is the major computational effort in DOE.
Full Factorial Designs.
After the two levels of design parameters are assigned, the complete arrangements result in a combination of 2 simulations; this experimental strategy is called a 2 full factorial design. The 2 full factorial design constructs a response surface model expressed aŝ
wherêis the predicted value of an antenna response variable, ( = 1, 2, . . . , ) is the design parameter normalized from its high level and low level to +1 and −1, respectively, is the coefficient proportional to the main effect , and is the coefficient proportional to the two-factor interaction , and the coefficients for other higher-order interactions are thus denoted. These coefficients are the unknowns to be estimated from the experimental results.
Model (1) is called a saturated model; it contains all possible interactions, up to and including the -factor interaction. The major benefit of 2 full factorial designs is that they provide detailed information on all the associated effects. Besides, they are relatively easy to implement. However, although (1) is a thorough expression, three disadvantages are observed. Firstly, the model involves so many higherorder terms that the complexity of succeeding optimization arises. Secondly, a model with higher-order interactions is more difficult to interpret. Thirdly and most importantly, a large number of unknown coefficients are cast in this model. The estimation of all the coefficients will be very inefficient as increases, for the number of required simulations grows exponentially.
Orthogonal Fractional Experiments.
In order to reduce the number of required simulations, this paper recommends using orthogonal fractional factorial design of experiments International Journal of Antennas and Propagation 3 for complex antenna development. Generally, an antenna design problem has a hierarchical property; that is, when a large number of design parameters are involved, an antenna response is primarily driven by some of the main effects and lower-order interactions. A higher-order interaction is significant only if all lower-order terms involving subsets of the parameters in that term are included. In such situations, the following two-factor interaction model for 2 factorial is very useful:̂=
where and are again the unknown coefficients proportional to the main effect and two-factor interactions, respectively. Since higher-order interactions are excluded, (2) is more convenient for interpretation and optimization. More importantly, the number of unknown coefficients drops, so the number of required simulations decreases. In fact, this is what orthogonal fractional experiments focus on. By performing a small fraction of full factorial design, orthogonal fractional experiments provide unbiased estimates on those main effects and two-factor interactions, so a useful model can be attained in a more efficient way.
To construct a 2 -orthogonal fractional experiment, we first create a full factorial design for -parameters. These -parameters are denoted as the basic variables, and the setting of the remaining parameters, called additional variables, is assigned by multiplying together the coded states of the basic variables. The kernel of orthogonal fractional experiments lies in how to assign these multiplicators, called the design generator. The guideline for the construction of design generator begins by enumerating all the possible design generators for a given and . Next, the defining relation of a design generator can be determined by expressing all the 2 + 3 + ⋅ ⋅ ⋅ + = 2 − − 1 combinations of design generator's multiplication. Therefore, each design generator has its own defining relation, and the rank of all the possible design generators is further sorted by an index called "resolution." By defining, the resolution is the length of the shortest term in the defining relation. The larger the resolution, the better the design generator. Consequently, every design generator is mapped to an associated level of resolution, so a designer is able to determine the best design generator based on the resolution for a given and . Another implication of resolution is that it indicates how main effects and interactions are aliasing. That is, a design of resolution has no -factor effect confounded with any other effect containing less than -factors.
Once the simulation combination is planned by either full factorial designs or orthogonal fractional experiments, the response of design goals can be simulated, and the DOE procedure can proceed to the stage of experimental analysis.
Analysis of Experiments.
Those simulated results provide useful information about the design problem. In particular, the main effect is estimated by subtracting the average of simulated results for fixed at high level ( = +1) from the average of simulated results for fixed at low level ( = −1). The two-factor interaction between and is estimated by subtracting the average main effect for the parameter fixed at high level from the average for fixed at low level. Likewise, three-factor interaction between , , and is estimated by the average for fixed at high level from the average for fixed at low level. By similar approaches, other higher-order interactions are thus defined and estimated. After computing these effects, the statistical significance of them is further inferred by repeated analysis of variance (ANOVA) with a stepwise selection procedure [17] . The operation begins with a forward selection procedure, which selects a response surface model beginning from the most significant effect and adding the terms selected from the most significant effect one by one until a certain level of significance for the model is reached. Then, the operation continues with a backward elimination, excluding one by one the smallest effects from the resultant model of forward selection until another level of significance is reached. The forward selection and backward elimination procedures are repeated, until none of the effects should be added to or eliminated from the model.
Finally, the estimated coefficients of response surface models are computed by dividing the associated effects by two. This is because the coefficients in models (1) and (2) account for a one-unit increase, whereas the estimated effects specify a two-unit increase varied from −1 to +1. In addition, the intercept of the models is estimated by the average of all the simulated results. Consequently, with the mathematical models at hand, numerical optimization methods can be applied to these surrogates straightforwardly, and the optimum design is thus determined.
In order to validate the capability of orthogonal fractional experiments, three design problems are considered: (1) an inductive-feed meander dipole for passive tags, (2) a complex dual-antenna structure for passive tags, and (3) an internal antenna for LTE handheld devices.
An Inductive-Feed Meander Dipole for Passive Tags
The design of tag antennas for passive RFID systems is particularly difficult because the impedance matching does not aim at 50-Ω transmission lines. The design goal is to make the antenna impedance ( + ) conjugate match to the appended chip impedance, which is usually a highly capacitive reactance. To compensate the large capacitive reactance, the inductive-feed structure shown in Figure 2 is a popular choice [18] . Thus, this benchmarking structure is utilized to study the validity of orthogonal fractional experiments. It consists of a meander dipole antenna and a coupled rectangular loop, to which the chip will be mounted, printed on a 0.8-mm thick FR4 (dielectric constant = 4.4 and loss tangent tan = 0.02). In this work, an Impinj Monza Gen2 tag chip with a complex impedance 33 − 112 Ω [19] at 915 MHz is chosen as an example; therefore, the design goals are = 33Ω and = 112 Ω at 915 MHz. The design parameters include the length of the feeding loop , the width of the feeding loop , the gap between the loop and the mender dipole , the length of the central segment , the length of the transverse segment , and the distance between adjacent transverse segments . In this case, is fixed at 35 mm due to a size constraint. Since UHF RFID tags aim at item-level tagging, the size of a tag antenna cannot be too large. Therefore, the benchmarking structure is highly meandered so that the antenna has a compact size. Considering such a meander structure, the most important parameters are the segments which are meandered, namely, and , so they are selected as the design parameters. On the other hand, the length of the segment which is not meandered, namely, , should be kept at a certain small level so that the dimension of the tag antenna is electrically small. Therefore, is not assigned as a design parameter, and it is fixed at 35 mm. If the size constraint is regardless, can also be assigned as a design parameter, and the proposed design technique is generally applicable. Each of the remaining five design parameters, namely, , , , , and , is varied at two levels, respectively. The chosen ranges are shown in Table 1 .
Full Factorial Designs.
The first case to be investigated is the 2 5 full factorial design, which provides the greatest information but spends the hugest computational effort. Table 2 shows the simulation combination conducted in the experiment and the associated simulated results by Ansoft HFSS. From these results, all the 32 information items, including five main effects, 26 multiple-factor interactions, and one mean response, can be estimated. After that, the significance of these effects is examined by the repeated ANOVA. The resultant response surface models are expressed aŝ 
With these models functioning as surrogates, numerical optimization methods can be applied to these expressions to have = 33 Ω and = 112 Ω. The optimum design is = 7.85 mm, = 12.0 mm, = 0.28 mm, = 13.52 mm, and = 5.02 mm. This design is readily verified by HFSS, and the simulated results are = 26.84 Ω and = 106.11 Ω at 915 MHz.
Orthogonal Fractional Experiments.
Next, the efficiency of the proposed method, namely, orthogonal fractional experiments, is verified. To perform the minimum number of simulations yet to predict the antenna responses as precisely as possible, a resolution III 2 5-2 fractional design is employed. The process starts by choosing , , and as the basic variables, constructing its associated 2 3 full factorial design. The state of the two additional variables, namely, and , is assigned as = × and = × , respectively. The resultant 8 simulation combinations and the corresponding results are shown in Table 3 .
Before estimating the coefficients in the response surface models, it is important to investigate the confounding pattern of all effects. The entire defining relation can be deduced by multiplying the design generators together; namely, = × × = × × = × × × , where denotes the identity column. In the identity column, all the levels are always +1. Afterward, the complex aliasing pattern among effects can be determined by using the defining relation. Multiplying any column (or effect) by defining relation obtains the aliases for that column (or effect). For example, the alias of the main effect of can be attained by
Because the square of any column is just the identity , the aliasing pattern of the main effect of is + * + * * * + * * ,
where the symbol " * " denotes the multiple-factor interaction resulting from the associated parameters. For example, * represents the two-factor interaction of and , and * * * represents the four-factor interaction of , , , and . In addition, + * + * * * + * * indicates that the main effect of , the two-factor interaction of and , the four-factor interaction of , , , and , and the three-factor interaction of , , and are confounded together. Similarly, other confounding patterns can be identified as + * + * + * * * * + * * * + * + * * + * + * * * + * * + * * * + * + * * * + * * + * * + * * + * * + * * + * + * * + * * + * * * . 
It is noted that the models obtained by orthogonal fractional experiments are much simpler as compared to those determined by full factorial designs. Afterward, numerical optimization is applied to these surrogates, and the associated parameters of the optimum solution are = 8.95 mm, = 11.95 mm, = 0.2 mm, = 13.76 mm, and = 5 mm. The verified results by HFSS are = 27.54 Ω and = 112.54 Ω. Clearly, even though the response surfaces are built by merely 8 designed simulations, the optimum design still meets our specification.
In order to compare the detailed performances between full factorial designs and orthogonal fractional experiments, the power reflection coefficients, which have been normalized to 33− 112 Ω, are shown in Figure 3 . These results clearly show that the performances are impressively excellent no matter which experimental design is used. However, the technique of orthogonal fractional experiments, which only costs 8 simulations, greatly improves the optimization efficiency. In contrast, full factorial designs require 32 simulations, yet the optimized performances are not better than those determined by orthogonal fractional experiments. In other words, the proposed method reduces the design cycle by 75%.
A Dual-Antenna Structure for Passive Tags
Next, let us examine orthogonal fractional experiments by a more complicated design problem. The antenna to be investigated is a dual-antenna structure (see Figure 4) , which is developed to overcome the two inherent limitations of traditional passive tag structures. The first one is that when a single antenna is used for both power reception and signal backscattering, there would be no power received by the chip as the tag antenna is switched to the short state of loading impedance. Secondly, the two impedance states, namely, the short and conjugate matched states, would not provide the maximum level difference in the backscattered signals, thereby resulting in a shorter read range. Fortunately, a dual-antenna structure for passive RFID tags overcomes the two limitations simultaneously [20] . The dual-antenna structure consists of two independent antennas, one exclusively for receiving and the other for backscattering, such that the requirements for both continuous power supply and maximum level difference in the antenna backscattering can be achieved. However, such a complex antenna system has several design goals which must be attained simultaneously so that its performance will be optimized. These design goals include that the input impedance of the receiving antenna ( re + re ) should be conjugate matched to that of the tag chip, the input reactance of the backscattering antenna ( sc ) must be zero, and the mutual coupling (| 21 |) between the two antennas should be minimized. The benchmarking topology shown in Figure 4 consists of two linearly tapered meander dipoles printed on the opposite sides of a 1.6-mm thick FR4 substrate. The two antennas are perpendicular to each other, and both antennas are antisymmetric and of uniform strip width of 0.2 mm. The design parameters for the receiving (backscattering) antenna include the length of the central segments 1 ( 2 ), the length of the first transverse segments 1 ( 2 ), the spacing between adjacent transverse segments 1 ( 2 ), and the uniform increment in length 1 ( 2 ). Furthermore, the design space is set to be 0.1 × 0.1 2 , namely, 32.8 × 32.8 mm 2 at 915 MHz, suitable for tagging most small objects in UHF RFID applications. Likewise, the chip impedance is set to be 33 − 112 Ω at 915 MHz.
In this example, the selected response variables are the input resistance and reactance of the receiving antenna, the input reactance of the backscattering antenna, and the isolation between them, namely, re , re , sc , and | 21 |, all at the central frequency of the operational band (902-928 MHz). The design goals are, at 915 MHz, re = 33 Ω, re = 112 Ω, sc = 0 Ω, and a minimized | 21 |. Although there are totally 8 design parameters indicated in Figure 4 , it is found that the effects of the lengths of the central segments of the size constraint of the antenna structure. Due to the requirement of item-level tagging, the antenna size is set to 0.1 × 0.1 2 . Within such an electrically small area, the range of 1 and 2 in the DOE process is very limited, so moving these parameters from the low level to the high level causes insignificant change on the response variables. As a result, their effects are found to be statistically insignificant, and their values are both fixed at 7 mm. The ranges of the other parameters are listed in Table 4 .
Full Factorial Designs. Firstly, the 2
6 full factorial design is considered. The simulation combination and the associated simulated results are shown in 
Having the four response surface models, the optimum design can be attained by solving the constrained optimization problem, in which | 21 | should be minimized subject to the constraints of re ≥ 12, 102 ≤ re ≤ 122, and −10 ≤ 
Orthogonal Fractional Experiments.
In order to reduce the number of tests, a resolution IV 2 6-2 orthogonal fractional experiment is demonstrated. The proposed 2 6-2 experiment begins with a basic design, which consists of 16 runs associated with a full factorial in 1 , 1 , 1 , and 2 . Then, two additional columns for 2 and 2 are added by 2 = 1 × 1 × 1 and 2 = 1 × 2 × 2 , respectively. Therefore, the complete defining relation for this design is
, and the complex aliasing patterns of effects are identified by
Once again, 1 + 1 * 1 * 2 + 2 * 2 * 2 + 1 * 1 * 1 * 2 * 2 indicates that the main effect of 1 , the three-factor interaction of 1 , 1 , and 2 , the three-factor interaction of 2 , 2 , and 2 , and the five-factor interaction of 1 , 1 , 1 , 2 , and 2 are confounded together and so forth. The resultant simulation combination and the corresponding results are shown in Table 6 . Based on the effect calculation, 
Following the same procedure of numerical optimization, the optimum parameters are 1 = 3.78 mm, 1 = 0.95 mm, 1 = 3.18 mm, 2 = 3 mm, 2 = 1.18 mm, and 2 = 2.98 mm. This design is then verified by HFSS, and the simulated results at 915 MHz are re = 13.32 Ω, re = 110.63 Ω, sc = 0.72 Ω, and | 21 | = −50.43 dB. The simulated results show that the impedance requirements are met, and the mutual coupling is kept at a very low level. In comparison with the results obtained via the full factorial design, the performances determined by orthogonal fractional experiments are impressive, yet the number of required simulations is reduced by a factor of four.
In order to examine the detailed performances of the proposed method, the optimum structure was fabricated and tested. The return loss of the receiving antenna with the backscattering antenna being open-circuited and the isolation between the two antennas are shown in Figure 5 , which clearly indicates that the bandwidth requirement is satisfied and the isolations are all greater than 43 dB. More importantly, the optimization efficiency is greatly enhanced; only 16 simulations are required, yet the performances attained are still excellent.
A Dual-Band Internal Antenna for LTE Handheld Devices
After describing these successful experiences in RFID applications, the technique of orthogonal fractional experiments is examined through an extremely complicated example. Figure 6 depicts the design environment of an internal antenna for LTE handheld devices [21] . The antenna structure is so complex that 12 design parameters, including the lengths Inductor L 0.8 mm thick Figure 6 : The benchmarking configuration of the internal antenna for LTE handheld devices. , and the inductance of the chip inductor , must be considered into the design process. The design objective is to generate a dual-band LTE operation covering the communication bands of LTE700, GSM1800, GSM1900, UMTS, LTE2300, and LTE2500, namely, 698-806 MHz and 1710-2690 MHz. In this case, the design cycle will be greatly expanded if trial-and-error approaches or onefactor-at-a-time parametric studies are adopted. Meanwhile, performing full factorial designs is improper because a 2 12 full experiment requires 4,048 full-wave simulations, which are too costly to meet the radical innovation of mobile phones.
To reduce the number of simulations, a 2 12-7 orthogonal fractional experiment is performed to optimize the dualband impedance characteristics. The response variables are the lowest frequency that has a 6-dB return loss 6-dB and the bandwidth within the lower band (698-806 MHz) Δ . The levels of the 12 design parameters are listed in Table 7 
According to the theory of optimum experimental designs, the proposed design generators are proved to be the minimum aberration design among all the resolution IV experiments with 32 runs, so the important main effects of all the design parameters are estimated without confounding with each other. After simulating the value of the response variables, the response surface models with the significant coefficients can be determined; hence, the design problem can be modeled into a constrained programming problem, in which Δ should be maximized subject to the constraint of 688 ≤ 6-dB ≤ 708. It is therefore straightforward to determine the optimum solution, the parameters of which are In order to facilitate assessing the efficiency of orthogonal fractional experiments, another reference antenna obtained by 2 12 full factorial design of experiment was developed. That is, the reference antenna was also constructed by the DOE procedure, but all the significant higher-order interactions are incorporated into the response surface models. The resultant parameters derived from these models are 1 = 20.5 mm, and Δ , are assigned as the response variables. As a result, both the optimization approaches focus on the impedance bandwidth in the lower band, so they found comparable performances in 698-806 MHz. However, the effects of the optimum parameters on the upper band are not cast into the optimization process, so the antenna structure determined by the full factorial design and the configuration obtained via the orthogonal fractional experiment have divergent performances in the upper band.
For verification purpose, the optimum antenna obtained by orthogonal fractional experiments was also fabricated and tested. The simulated and measured reflection coefficients of the optimized antenna are shown in Figure 8 . They exhibit very good agreement, and both the lower band (698-806 MHz) and higher band (1710-2690 MHz) meet the bandwidth requirement. Besides, the shift appearing in the upper band may result from the fabrication error. While the lower band is worked by uniting two resonance modes, the bandwidth in the upper band is attained by only one resonance mode resulting from the driven strip. It is speculated that the single resonance mode has a larger variance in the fabrication process, so the upper band has a larger frequency shift as compared to the lower band. Meanwhile, the measured antenna efficiencies are shown in Figure 9 . The level of the efficiencies is larger than 40%, so the optimized antenna is very suitable for LTE handheld devices. Most significantly, by applying the technique of orthogonal fractional experiments, such a complex structure including 12 design parameters is determined with merely 32 simulations. In sum, orthogonal fractional experiments greatly reduce the amount of simulations, thereby leading to a shorter design cycle and a lower development cost.
Conclusion
This paper validates the efficiency of orthogonal fractional experiments for design of complex antenna structures. Unlike nature-inspired heuristic algorithms, which extensively search the entire solution space, the technique of orthogonal fractional experiments builds up the response surface models via performing predefined simulation combination. Moreover, this paper shows that, by performing a small fraction of full factorial experiment, the antenna structure can be successfully developed even though the higher-order interactions are omitted.
Several design problems have been addressed by the proposed technique. The associated results show that orthogonal fractional experiments have great competence in efficiency and accuracy. Specifically, an inductive-feed meander dipole for RFID tags is successfully designed with merely 8 tests. In addition, a complex dual-antenna system for passive RFID tags is developed by performing simply 16 simulations; although the design space is limited to 0.1 × 0.1 2 , the proposed method obtains a design with very low mutual coupling between the constituent antennas (isolation >43 dB throughout the operational band) while the requirement of antenna impedance is fulfilled. Furthermore, an
