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Abstract
One of the major features of biological systems is that the activities at the molec-
ular level are realized in a decentralized fashion, namely, without any central
control. The phenomena are termed self-assembly, deﬁned as the autonomous
organization into patterns or structures without human intervention (Whitesides
et al.), and are expected to play a key role in the realization of life like machines
(e.g. self-repairable machines).
In this thesis, aiming to investigate the potential for developing self-assembly
systems that are applicable to diﬀerent scales, we develop a series of cm-sized
robotic components, which are capable of self-assembling on water. We tackle
our objective mainly focusing on the role of morphology, with the belief that it
is the key to understanding the phenomena.
Each robotic model across the series that we develop has an incremental
level of complexity (from passive to logically reactive) and their evaluation is
performed with respect to the level of autonomy of the systems. By observing
the assembly processes that cause ﬂoating tiles to form a structure, we ﬁrst
elucidate how the diﬀerence of tiles’ shape induces diﬀerent aggregation pat-
terns. The next model, in which we advance the ﬂoating tiles to self-propulsive
modules, is built to examine the inﬂuence of dynamics of the system. The ex-
perimental and mathematical results reveal how dynamics aﬀects the yield of
targeted compounds. In following studies, as an attempt of electronically ex-
tended platforms, we present the achievements on self-assembly by introducing
sensing and selective connection capabilities. Finally, as a conclusion of our
ideas presented in the thesis, we describe the design of magnetic enzymes which
can perform cascade conformation changes in a bottom-up manner. The method
shown here opens up a new possibility for logical self-assembly.
We believe we have opened a possible path for the engineering of physically
grounded high autonomous artiﬁcial self-assembly systems.
i
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Zusammenfassung
Es ist eine wesentliche Eigenschaft biologischer Systeme, dass Vorga¨nge auf
der molekularen Ebene dezentralisiert ablaufen, also ohne zentrale Steuerung.
Dieses Pha¨nomen namens “Selbstassemblierung” (self-assembly) ist deﬁniert als
die autonome Organisation zu Mustern oder Strukturen ohne menschliche In-
tervention (Whitesides et al.). Es wird vermutet, dass Selbstassemblierung bei
der Realisierung von lebensa¨hnlichen (z.B. sich selbst reparierenden) Maschinen
eine Schlu¨sselrolle spielt.
Die vorliegende Dissertation zielt darauf ab, das Potential fu¨r die Entwick-
lung von selbstassemblierenden Systemen in verschiedenen Gro¨ssenskalen zu un-
tersuchen. Wir entwickeln eine Reihe von zentimetergrossen robotischen Kom-
ponenten, die, auf einer Wasseroberﬂa¨che schwimmend, zur Selbstassemblierung
fa¨hig sind. Unser Hauptaugenmerk legen wir dabei auf die Morphologie, von
der wir glauben, dass sie fu¨r das Versta¨ndnis dieses Pha¨nomens von zentraler
Bedeutung ist.
In jeder der von uns entwickelten Serien von Roboter-Modellen nimmt die
Komplexita¨t zu: von passiv bis hin zu logisch-reaktiv. Die Modelle werden in
Abha¨ngigkeit des Grads an Autonomie des Gesamtsystems evaluiert. Durch
Beobachten des Assemblierungsprozesses, der die schwimmenden Segmente zu
Strukturen zusammenﬁnden la¨sst, erla¨utern wir, wie verschiedene Segment-
Formen zu unterschiedlichen Aggregationsmustern fu¨hren. Fu¨r die na¨chste
Serie werden die schwimmenden Segmente zu sich selber antreibenden Mod-
ulen erweitert. Diese Serie dient dazu, den Einﬂuss der Dynamik auf das
System zu untersuchen. Die experimentellen und mathematischen Resultate
zeigen auf, in welcher Weise die Dynamik die Ausbeute gewu¨nschter Aggre-
gate beeinﬂusst. In den weiteren Serien wird die Fa¨higkeit zur Selbstassem-
blierung von elektronischen Modulen untersucht, die mit Sensoren und selek-
tiver Verbindungsfa¨higkeit ausgestattet sind. Als Schlussfolgerung aus den
in dieser Dissertation vorgestellten Ideen beschreiben wir am Ende das De-
sign von magnetischen Enzymen, die kaskadierte Konformations-A¨nderungen
in “bottom-up”-Manier durchfu¨hren ko¨nnen. Die vorgestellte Methode ero¨ﬀnet
neue Mo¨glichkeiten fu¨r die logische Selbstassemblierung.
Wir hoﬀen, einen gangbaren Weg aufgezeigt zu haben fu¨r die Entwick-
lung von durch physikalische Prozesse kontrollierten, hochgradig autonomen
ku¨nstlichen selbstassemblierenden Systemen.
iii
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Chapter 1
Introduction
1.1 The Mystery of Life
Since the dawning era of human civilization, the origin of life has been one
of the largest mysteries. The attempts to answer the question of how a high
degree of order emerged from a molecular soup have produced some acceptable
answers, but the fundamental truths remain obscure. The crystal structure
shown in Figure 1.1 is approximately 50 cm tall and has a plant-like morphology.
However, the structure is clearly dead even though we may know which the
constitutive materials are. It seems we somehow possess a mean to identify
living things out of non-living entities (objects).
Figure 1.1: The mystery of life: CaCO3 crystal displayed in the Smithsonian Na-
tional Museum of National History in Washington (photo taken by the author).
Inspection of the microscopic world of living systems often confronts us with
the core mystery of its amazing capability. The invention of the microscope was
a profound technical advancement, and the ground-breaking discovery of DNA
by Watson and Crick led to enormous advances toward understanding the ma-
terial basis of life. The discoveries in modern science present a new world and
1
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provide an accurate view of microbiological systems. Living organisms form
their own structures by metabolizing constituents simultaneously through an
intricate web of molecular interactions. The scale varies from nanometers to
meters; some of these organisms consist of a single cell, and others, of multi-
cellular structures. Moreover, the components, which include a colony of cells
that are annihilated and replaced, apparently lack a central coordinator, which
complicates the mystery. These structures have evolved with increased com-
plexity and continue to adapt with superb capabilities to severe environmental
changes.
In contrast to the variety of sets of compounds so far revealed, however, dis-
cussions of the emergence of life from local interactions of components still grav-
itate around in-depth descriptions and modeling of interactions, e.g. through
steady-state representations such as reaction pathways. Typically, to date, life
has been thought of as a material-based physical phenomenon. While the intri-
cate web of reaction networks provides us with the requisite level of complexity,
the lack of a global picture suggests the importance of understanding the dynam-
ics from the perspective of distributed systems [5]. Each molecule is governed by
the laws of physics in its own environment, and the processes are autonomous
and distributed without any centralized control. In other words, despite the
progress, the emergence of life from the local interactions of components (such
as molecules, proteins, and cells) remains one of the large mysteries of modern
science. An in-depth examination of the micro-world produces evidence that
warrants an even closer look as scientists attempt to deﬁne life [6, 28, 56, 99].
Recently, however, there is growing interest in the interactions among indi-
vidual components that lead to the process of self-assembly. Such eﬀorts are
required to abstract higher-level design principles to clarify the actual dynamic
processes underlying these interactions. The real challenges are just beginning,
and they involve a thorough examination that treats life as a special ”mode” of
materials.
1.2 Self-assembly
In industry, as the diﬃculty of manufacturing small-sized machines starts to
be a limiting factor, the concern with spontaneous assembly has been brought
to attention. The term self-assembly, deﬁned by Whitesides et al. as the au-
tonomous organization of components into patterns or structures without hu-
man intervention [122]1, elicits images of dynamical components roving around
the environment and spontaneously composing a targeted structure. Many re-
searchers currently anticipate possibilities in self-assembly, such as machines
(e.g. self-repairable machines), that will play a key role in the understanding of
living systems that lead to the realization of life. We believe that examples of
self-assembly, both natural and artiﬁcial, provide primal but engaging instances
of systems that warrant further study.
Organizational phenomena that occur in nature demonstrate the principle of
self-assembly. Such phenomena may be observed from the nano- to the celestial
scale [122]. Figure 1.2 shows three diﬀerent levels of natural entities that are
resulted from self-assembly.
1Note the notion self-assembly does not only contain instance of decentralized functionality.
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LifeObject
a b c
Figure 1.2: Crystal! Crystal? Crystal?? (a) snow ﬂake [105], (b) artiﬁcial nano “T4
bacteriophage” [55], (c) ﬂagellum (sperm) [1].
The molecules forming snowﬂakes are ordered lattices, the result of at-
traction/repulsion interaction that self-assembles in spontaneous crystallization.
Such precise growth was ﬁrst observed by U. Nakaya in a cloud-simulating cham-
ber in the 1930s. Rabbit hair was used for the core of the crystal. The shapes
are commonly hexagonal, but the details of the patterns vary depending on the
environmental conditions, such as the humidity and temperature. Crystalliza-
tion begins with a ”core”, often a speck of dust in the air, which allows other
ﬂoating molecules to connect to the seed. Once molecules connect to the crystal,
they change form, exposing other connection sites to which additional molecules
attach. In other words, information of the connections is conveyed to external
molecules though the formation process. The system is conservative in terms
of energy dispersion; in other words, once an atom connects to the cluster and
changes the form, it preserves the energy and sustains the formation by means
of a hydrogen bond unless the temperature rises and breaks the bond.
The syntheses of viruses may oﬀer a key to an understanding of the cen-
tral issues of “living” systems2. The formation of complex symmetrical protein
shells of spherical viruses is a well-studied example of self-assembly. The organ-
ism consists of about 70 diﬀerent kinds of proteins and exploits the metabolism
of a host cell (e.g., E. coli) to generate copies of itself. Moreover, it is truly
remarkable that if the right kinds of proteins are mixed, the virus can be syn-
thesized in vitro [59, 130]. The interactions at a local level are simple; the
interactions of a large number of entities can lead to the emergence of com-
plex structures through a process of self-assembly. Considering the fact that
hundreds of protein molecules distinguish each other, the capability of selective
binding is noteworthy.
One of the primitive forms of “living system” might be sperm (Figure 1.2).
Sperm has a structure dedicated to one purpose; conveying the host DNA to an
egg. Sperm has a head and a tail. The head contains inactivated DNA, and the
tail propels the sperm toward an egg. The tail is a powerful ﬂagellum, a hair-
like organelle, which propels the organism. It does not contain any ribosome or
endoplasm, which are unnecessary for its function. The dynamics of synthesis
of a ﬂagellum has been revealed recently. It is a well-ordered composition of
2Note that viruses are treated as non-living entities.
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constitutive proteins, which grows from the base of the body.
Self-assembly is a common and arbitrary process in nature in which ba-
sic units come together and form a structure spontaneously. The information
needed for the development of such a complex structure is often stored in the
shape of the basic units, in their internal states, and in the rules of nature,
which determine the precepts of their behavior and interaction [122]. The main
advantage of self-assembly systems is that they are, to some extent, robust
against malfunctioning because failure of one element does not have a great
impact on the system as a whole. This suggests that self-assembly systems
can repair themselves by replacing broken parts, as do many biological systems
(self-repair).
Self-assembly needs to be distinguished from self-organization. While self-
assembly is spontaneous aggregation of substances, self-organization has a more
general meaning. It is the appearance of global patterns from uniform space,
caused by local interactions. The patterns consist not only of substance but
also, for example, of energy or a velocity ﬁeld. Self-organization plays a crucial
role in various disciplines, such as chemistry, biology, physics, and economics.
The Bernard-convection or the Belousov-Zhabotinsky reaction (Turing patterns)
and Hodgkin-Huxley equation are famous examples of self-organization. In this
thesis, however, the main focus should be directed to self-assembly processes,
not to self-organization.
According to Whitesides and Grzybowski, self-assembly can be classiﬁed into
four categories [122]:
• Static self-assembly: this category contains all the systems that are
at global or local equilibrium and do not dissipate energy (e.g., molec-
ular crystals and most folded globular proteins). In this type of self-
assembly, the formation of an ordered structure may require energy, but,
once the structure is formed, it becomes stable. Most of the research in
self-assembly is focused on this type. Many biological structures, such
as actin and myosin ﬁbers or ribosomes, are good examples of static self-
assembly because they statically exist without dissipating energy to main-
tain their structures.
• Dynamic self-assembly: in dynamic self-assembly, interactions between
diﬀerent components that are responsible for the formation of structures or
patterns only occur when the system dissipates energy (e.g., weather pat-
terns or patterns formed by schools of ﬁsh, ﬂocks of birds, solar systems,
and galaxies). Dynamic self-assembly is the category with the closest re-
lationship to self-organization, bridging both ﬁelds. The universe, which
includes solar systems and galaxies, is a dynamic self-assembly system
that started as unstructured matter after the Big Bang and has formed
a complex ﬁgure over billions of years, in response to the laws of physics.
Flocking is an example in which emerging formations can be observed as
a result of interactions of relatively simple components. Birds and ﬁsh,
for example, follow simple interaction rules and show astonishingly fer-
tile schooling behaviors. It contributes optimally to oppose the individual
against a predator or environmental conditions. These behaviors are the
main contributors to birds’ or ﬁsh’ ability to withstand predators or neg-
ative environmental conditions.
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• Templated self-assembly: this process is widely used in engineering,
which is, in brief, a shape-matching process between the components and
the features of the assembly environment. Epitaxy is one example in which
colloids crystallize in directed optical ﬁelds. It involves the deposition of
a monocrystalline ﬁlm on a monocrystalline substrate. This category con-
tains not only the process in which the template determines the global
structure but also phenomena, such as crystallization, in which right ma-
terials grow from a seed under the proper environmental conditions.
• Biological self-assembly: nature is the eﬀect of self-assembly, and bi-
ology is the eﬀect of nature. This classiﬁcation includes the character-
istics of the three categories above. The exemplary feature of biological
self-assembly is the variety and complexity of the functions that are pro-
duced. While the distinction between this category and the other three is
unclear, it is the complexity of each that makes them unique. Examples of
biological processes, such as metabolism, morphogenesis, and self-repair,
among many, demonstrate the capacity for self-assembly. In general nat-
ural systems exhibit hybrid properties and cannot be easily categorized.
1.3 Research Trend in Artiﬁcial Self-Assembly
Despite nature’s eﬃciency and precision in assembling supramolecular and meso-
scopic structures, few attempts involving artiﬁcial self-assembly have been suc-
cessful. Figure 1.3 classiﬁes ﬁelds related to self-assembly. The X-axis represents
the size of the component in each system, and the Y-axis represents the level of
autonomy of the component. In general, the further right along the X-axis, the
Level of autonomy of components (functionality/allostericity)
Stochasticity (size)
Modular/Swarm robot
Self-assembly robot
Self-assembly block
MEMS
crystal
DNA self-assembly
'90s-
Life
'86-
'00s-
'97-
'59, '90s-
viscous worldinertial world
Targeted region
of the project
Figure 1.3: Road map toward living systems. In general, the further right along
the X-axis, the more stochastic the system, and the further up the Y-axis, the more
autonomous the component.
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more stochastic the system, and the further up the Y-axis, the more autonomous
the component. From a broad standpoint, two trends can be recognized: one
originated from robotics, and the other, from synthetic molecular biology. Each
ﬁeld has its advantages and disadvantages, e.g., robotics is suitable for realizing
a module with high autonomous components, such as microchips or memories,
but it is not easy to downscale. On the other hand, it is challenging to realize a
technologically interesting level of autonomy or computational capability with
DNA tiles/strands. The targeted region of our project is shown in yellow in Fig-
ure 1.3. Our eﬀorts will be primarily devoted to the investigation of the level
of component autonomy and stochasticity, aiming at designing self-assembly
robots (see further discussion in Section 1.5).
In this Section, we introduce various research related to artiﬁcial self-assembly
following the trends described in Figure 1.3.
1.3.1 Modular Robots
Modular robots – autonomous machines consisting of typically homogeneous
building blocks – promise a viable solution for the adaptation because they
have the highly versatile ability — to re-conﬁgure their shape according to a
given environment. The essential issues of how to develop cellular (modular)
robotic systems were described already 20 years ago by Fukuda and his collab-
orators [30]. Followed by other early work, such as that proceeded similar idea
and showed a modular robot in which components possessed diﬀerent function-
alities (e.g. vibration motor or battery) [81], or that achieves locomotion of a
reconﬁgurable modular robot [126], several diﬀerent types of modular robotic
systems which could morph into desired target conﬁgurations [19,76], many dif-
ferent types of units that can rearrange the connectivity of their structural units
to create new topologies to accomplish diverse tasks were proposed. Generally
these self-contained modular systems include their own processor, power sup-
ply, communication system, sensors, and actuators, for example, such that can
form aggregates by expanding and contracting its shape [93], aggregate as active
three-dimensional structures that could move and change shape [57], employs
Central Pattern Generator (CPG) for locomotion [71], physically self-reproduce
itself [131], consists of joints and limbs that can elongate and contract [107].
These modules were designed to work in groups as part of a large conﬁguration.
Among various approaches that have been mainly spotted on the design and
construction of basic building blocks of a typically small repertoire, with docking
interfaces, which allow transfer of mechanical forces and moments, and electrical
power, and which can also be used for data communication [7,9,24,77,98,109],
several successful models that resolved the dissociation of algorithm (software)
and hardware [18, 78].
A similar approach can be seen in the work presented by Jorgensen and Lund
et al. [53], which consists of several fully self-contained robot modules. Because
the units move or are directly manipulated into their target locations through
deliberate active motion, the modular system is called “deterministically self-
reconﬁgurable”. The implication is that the exact location of the unit is known
all the time, or needs to be calculated at run time. There are some robots
that can be categorized in this section and have irregular properties, such as
those in motion exploiting the friction to the ground or among modules [48,102],
those use wheels and swarms [20, 72]. The advancement of hardware takes oﬀ
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a derivative ﬁeld which focuses more on practical implementation, such as the
approach for medical surgery/diagnosis [43, 79, 80]. Review papers of this ﬁeld
are [75] and [127].
1.3.2 Self-assembly Robots
Manufacturing technologies and industries heavily rely on robots. For macro-
scopic objects industrial robots are not only economical but are also reliable,
fast, and accurate. They are widely used in production processes (i.e. pick-and-
place car manufacturing robots) and other situations where their environment
as well as their task are well deﬁned and no unexpected situations occur. In con-
trast, as the assembled objects become more complex, conventional engineering
technologies hit on a complexity barrier which entails lower yields and higher
fabrication costs. Recent advances in robotics have pointed out the importance
of self-assembly for building complex objects, aiming at exploiting the obvious
advantages of living organisms.
a) b)
c) d)
Figure 1.4: Self-assembling robots built by (a) Griﬃth et al. [38], (b) White et
al. [119], (c) Klavins et al. [54], (d) White et al. [120]. The way of agitating varies;
adding mechanical turbulence to the ground (b), air-jet turbulence (a, c), ﬂuid turbu-
lence (d).
Self-assembly systems are “stochastically self-reconﬁgurable” implying that
(1) there are uncertainties in the knowledge of the modules’ location (the exact
location is known only when the unit docks to the main structure); and (2) the
modules have only limited (or no) computational (deliberative) abilities. To
date, a few robots that can self-assemble relying on stochastic environments
have been built. These modules are either settled on a ground with low fric-
tion agitated for the achievement of locomotions. The way of agitating varies,
such as adding mechanical turbulence to the ground (Figure 1.4 b) [119], air-jet
turbulence (Figure 1.4 a c) [8, 38, 54]. Some have an unique environment, such
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as one set in oil with ﬂuid turbulence (Figure 1.4 d) [120]. Yokoi et al. took
robotic and chemical approaches, in which he developed physically connected
multi-robots system and a system that can control a drop of mercury [128]. A
signiﬁcant idea was proposed by Reynolds, who showed that a global behavior
can emerge from local interactions [90]. A good review article surveying this
ﬁeld is addressed by Gross and Dorigo [39].
Although in all these systems the units interact asynchronously and con-
currently, the work remains strong inﬂuences of reconﬁgurable modular robots
relying on certain amount of state-based controls required for the modules to
move, communicate, and dock (see Section 1.3.1). Moreover, the main diﬀerence
from existing modular robotics shall be the way of supplying the modules. The
robot or formed cluster waits for a supplemental module to be “delivered” from
environment, instead of supplying it by itself. Although in all these systems the
units interact asynchronously and concurrently, a certain amount of state-based
control is still required for the modules to move, communicate, and dock. Gen-
erally the internal representations of the module’s conﬁgurations, such as having
a rewritable look up table, follow the same lines as conventional approaches.
1.3.3 Self-assembly Blocks
In contrast to those robotics approaches, there exists small but distinct another
tide, which are more based on physics. Those trends, which exploits material
properties for self-assembly can be categorized in two diﬀerent types; pure pas-
sive types (Type I) and reactive types with some (internal) states (Type II).
a) b) c) d)
e) f) g) h)
Figure 1.5: Self-assembly blocks designed by (a) Bowden et al. [15], (b) Mao et
al. [62], (c) Breivik [17], (d) Gracias et al. [36], (e) Penrose et al. [87], (f) Tsutsumi
et al. [113]. Due to their simplicity, these components have substantial capability to
scale down and adopt to diﬀerent environments. (a)-(d) are passive, while (e)-(h) have
“states” and regulate their bindings. Yet few model attained “functionality” of the
compound, such as an electric circuit (Figure 1.5 d).
Pioneering experiments on manual self-assembly were conducted half a cen-
tury ago (Figure 1.5 e) [86, 87], where a provoking mechanical model of natural
8
Chapter 1 - Introduction
self-replication in a stochastic environment was presented. He designed the im-
plementation of internal states to a physical component, whose unit can move
on a 2D plane. The work was followed by several studies on clustering pat-
terns of passive elements, focusing on the role of shape on template and com-
ponents matching [21]. A simple but elegant design was shown by Hosokawa,
in which the components can react to an input and allow new bondings (Fig-
ure 1.5 f) [46]. Notable ideas about conformational switch were proposed by
Saitou et al. (Figure 1.5 g) [94–97]. Although his work was rather concep-
tual demonstrations for theoretical justiﬁcations. A series of studies were con-
ducted by the group of Whitesides; for the realization of positional coordinate
of molecule-mimetic chemistry (Figure 1.5 a) [15,16,42,124], circuit functional-
ity (Figure 1.5 d) [12, 13, 36], reversible aggregation (Figure 1.5 b) [62], folding
structure [10], rotation of magnets [41], and rotation of rotors [40]. Similarly,
numerous research eﬀorts have been devoted to the investigation of morphol-
ogy [106]. Artiﬁcial chemicals that can form in several ways, such as polymers
and dimers, depending on the temperature of the system were demonstrated
in [17] (Figure1.5 c). Diﬀerent aggregation patterns with various sizes of com-
ponents were shown in [125]. An intelligent self-assembling block which can rep-
resent multiple states by the units’ rotational angle was designed by [113] (Fig-
ure 1.5 h). The system can physically conduct XOR calculation on a 2D plane.
These self-assembly blocks can be categorized into two types, namely those
which are passive (such as (a)-(d) in Figure 1.5), or those which have “states”
and regulate their bindings ((e)-(h) in Figure 1.5). What all these models
are simple enough to be scaled down (realized in the physical level). Yet few
model attained “functionality” of the compound, such as an electric circuit (Fig-
ure 1.5 d). Also these models presume environmental turbulence as the driving
force of the reactions (not self-propulsive), which is a reasonable premise when
the size of the modules is small enough.
It is remarkably fertile what Turing machine can express. Nature “carries
out” computation not in the way as we achieve in computer, but in a more phys-
ically grounded way; sometimes in a self-assembly way3. The natural system
often features disassembly (detachment) of components as well as assembly, and
moreover, the components often express diﬀerent functionalities by changing the
internal states. In the case of crystal formation of snow ﬂakes, the atoms change
the shape and allow the next atom to attach. As for the cases with protein as-
semblies, a protein changes the conﬁguration such that it exposes new bonding
sites for a further reaction.
1.3.4 Self-assembly at Small Scales (MEMS, DNA self-
assembly/origami)
By taking tools and methods from nature, many inroads have already been made
to utilize self-assembly for the fabrication of structures at molecular scales. The
early work at this scale (μm ∼ mm) on self-assembly appeared in the ’90s4,
such as the one which exploits hydro phobic/philic interactions [47], or the one
that used capillary force [91]. Knowledge from molecular biology reminds us
of the importance of the fertile encoding capability of molecular bonding; it is
3precisely, nature does not really carry out computation but we ca describe what nature
does as computer
4unless we count work in chemistry
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a) b) 
d) c) 
Figure 1.6: Examples of self-assembly at the micro a) fabrication of a Cylindrical
Display by Patterned Assembly [51], b) self-Assembly of Mesoscopic Metal-Polymer
Amphiphiles [83], and nano-scales c) folding DNA [92], d) selective assembly on a
surface of supramolecular aggregates [129].
noteworthy that no matter how complicated the microscopic systems seem, they
exploit non-covalent bonds (hydrogen bonds, ionic bonds, and van der Waals
attractions) as interaction forces and somehow achieve an amazing speciﬁcity
in docking with other selected molecules. An essentially analogous problem
to the macroscopic approaches is investigated in the context of DNA folding
where one of the objectives is to increase the yield rate of a self-assembly pro-
cess (Figure 1.6 c) [61, 92, 100, 101, 104,123]. While they are designing DNA for
the elements, Yokoyama et al. assigned molecules for the assembly tasks (Fig-
ure 1.6 d) [129]. Their methods are powerful and eﬀective, especially due to the
exploitation of the advantages of the small scale, e.g. controlling the stochas-
ticity through temperature in mass producing the assembled units.
Along with the progress on fabricating micro devices, some work from Micro
Electro Mechanical Systems (MEMS) has shown noticeable outcomes, e.g. rod-
like building blocks that form a series of single-layer superstructures consisting
of bundles, tubes, and sheets (Figure 1.6 a, b) [51, 83]. The disadvantage is, if
any, that the employable assembly parts are limited to what naturally exist or
manufacturable at the scale. A review on small scale self-assembly is introduced
in [11, 63].
It is plausible to assume that self-assembly can also lead to innovation in ap-
plications such as macro-scale multirobot coordination and manufacturing tech-
nologies for microscale devices. Concerning micro autonomous devices (robots),
some pioneering work has been attempted. The main focuses were spotted on
the actuation under externally added magnetic ﬁeld environments [27, 84, 104],
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some with corkscrew conﬁguration [45, 49], or the other exploiting resonated
frequency [97,116]. Another attempt was carried out with chemistry for actua-
tion [118]. Possibilities of microrobots’ applications are described in [103].
1.3.5 Model Oriented Work
The eternal question of whether Physical law is an abstraction of a real entity
or the real entity is a ﬁgure of physical law remains, reﬂecting the observer’s
frame of reference; however, wherever there is a phenomenon, there exists an
eﬀort to model it. In the middle of the last century, von Neumann tackled one
of the problematic questions concerning the condition of self-reproduction. He
developed a model that he demonstrated with a cellular automaton, in which 29
states were deﬁned in each cell [114]. Langton continued with von Neumann’s
model; he simpliﬁed it by focusing exclusively on self-replication processes [58].
An elegant model with a graph structure was advocated by Tomita et al. [112].
Gillespie formalized a kinetic rate reaction of chemistry and established the
basis of a self-assembly mathematical model [33–35]. Adleman, the developer
of a DNA computing model, generalized self-assembly [3, 4]. Mermouod and
Martinoli modeled a rate equation model, a Monte-Carlo model, and a phys-
ical simulation and compared the results [65]. Kumar et al. also used a rate
equation model [64]. They focused on the so-called backward problem (see
Section 1.4.1) and applied the method. These models make it possible to sys-
tematically analyze the critical paths of reactions in their targeted assembly
processes.
1.4 Major Issues in Artiﬁcial Self-assembly
In this section, we systematize the problems of artiﬁcial self-assembling systems,
and derive prerequisites for designing components.
1.4.1 The forward problem and the backward problem
In self-assembly, the problem to derive the ﬁnal conﬁguration from a given set
of components/environments is called the forward problem [85]5.
?
Figure 1.7: The forward problem – the problem to dissolve the net conﬁguration from
a given set of components.
5The game Tetris R© is known as a NP-hard [23]. Also it may be useful to mention that some
situations in self-assembly resemble the Knapsack problem, which is known as a NP-complete.
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Conversely, the problem of designing components for a targeted conﬁguration
is called the backward problem. In this “reverse engineering” process, also known
as one of the central problems in self-assembly, the designer has to start from
the ﬁnal structure and decompose it.
? ? ?
??
?
???
???
Figure 1.8: The backward problem – the problem of designing components for a
targeted conﬁguration.
Several aspects of both, the forward and the backward problem, show strong
dependence on the length scale of the system. A necessary condition for the
prediction of the result of a self-assembly process is detailed knowledge about
the morphology of the components. And this knowledge is easier to get the larger
the components are6. In contrast to cm-sized components, a molecule usually
has many degrees of freedom and therefore the morphology and consequently the
interaction between components are not always known with suﬃcient precision.
Similar considerations hold for the backward problem, and, from an engi-
neering perspective, to an even higher degree. Given an object O for which one
wants to design a self-assembly process. There are many possibilities to divide
a large O into components. The smaller O, the more constraints with respect
to the production of the components have to be considered: On the molecular
scale, chemical synthesis set a limit to what can be accomplished.
We recognize three main problems centering around artiﬁcial self-assembly:
namely, (A) the assembly issues, (B) the dynamics issues, and (C) the interac-
tions issues (Figure 1.9). The explanations for each problem follow.
1.4.2 (A) Assembly Issues
The followings are the issues on assembling processes.
The mismatch problem (Addressing error)
In self-assembly, an assembly error (or undesired attachment) is induced when
the system converges to an energetically local minimum through interactions
between components, mainly due to the low addressing capability to attain the
adequate bonding aﬃnity level for connections (Figure 1.10).
There are two main strategies for solving the problem; increasing encoding
accuracy of bond matching while regulating the agitation level of the system,
6This does not only refer to shape but also to other features of morphology, such as elasticity
and degrees of freedom.
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(C) Interaction issues
(B) Dynamics issues
(A) Assembly issues
F
F
morphology 
    influences
Figure 1.9: Three main issues centering around self-assembly. (A) assembly issues,
(B) dynamics issues, and (C) interaction issues. The inﬂuence of morphology appears
mainly in the assembly issues and interaction issues.
Figure 1.10: The mismatch problem (adressing error). In this jigsaw puzzle example,
an error is enhanced if the agitation level is low. It is always the comparison of the
addressing accuracy and the environmental agitation.
and implementing internal states to components. Insights from molecular biol-
ogy remind us of the importance of the fertile addressing capability to attain the
adequate bonding aﬃnity level for maintaining connections of molecular bond-
ing; they exploit non-covalent bonds (hydrogen bonds, ionic bonds, and van
der Waals attractions) as interaction forces and somehow achieve an amazing
speciﬁcity in docking with other selected molecules7. The agitation level can be
regulated by means of temperature or kinetic turbulence magnitudes. From an
engineering perspective, the scaling behavior of the mismatch problem exhibits
an interesting feature. The relative simplicity of the backward problem enables
one to construct highly speciﬁc, literal plug-and-socket connection sites on the
cm scale.
Molecules, on the other hand, may well be highly ﬂexible (having many de-
grees of freedom) and, agitated by thermal motion, “sample” their conﬁguration
7The trick of proteins distributing bonding sites around the body, and changes the mor-
phology to pose another bonding site reminds us of the importance of internal states, which
enables the component to feature diﬀerent properties.
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?
A
A
Figure 1.11: Addressing capability to attain the adequate bonding aﬃnity level for
maintaining connections. In jigsaw puzzle, only one piece has the “right” shape to
connect to the complement piece (A to A¯). This can be realized by diﬀerentiating the
shapes of all the connection sites of pieces. In general, the strength of bonding can be
calibrated by the implementation of bonding sites. In magnetic systems, the array of
multiple magnets arranged at the bonding sites works equivalently.
space at a rapid pace. Because of this, e.g. two complementary DNA strands
just have to be brought into close proximity: If they match, they will eventually
bind. Such a “fast conﬁguration sampling” is not possible above the molecular
scale. One of the reasons for this is that whereas mechanical structures wear
oﬀ, molecules don’t: A molecular ”joint” can be bent inﬁnitely many times (as
long as the bond doesn’t break, it is in all respects as good as a newly formed
one) 8 9 10.
⇒ Prerequisite I: high addressing capability of bonding is required
The topological dead end problem (Steric hindrance)
This problem occurs when components assemble in an undesired sequential or-
der. The targeted structure is therefore unreachable, since some earlier assem-
bled components block the way (Figure 1.12).
To solve this problem at scales where the beneﬁts of molecular mechanical
ﬂexibility cannot anymore be harvested, the components should reﬂect the pres-
ence of its neighbors e.g. as the internal states, and logically order the assembly
sequence. Yet in practice the amount of expressible internal states is limited
due to the limited space in a component, leading to a risk of misrecognition by
other components.
⇒ Prerequisite II: the module should handle logical assembly
8Note that there is an often overlooked diﬀerence between mechanical plug-and-socket
structures and molecular binding sites: The former are designed to be inﬂexible, mechanically
“hard”, which implies that connecting plugs and sockets requires to bring them together on
a trajectory with a rather narrowly deﬁned tolerance.
9It is the micro-to (sub-)millimeter scale, at which molecular bonding (and corresponding
recognition) is not strong enough anymore, whereas mechanical plug-and-socket connection
mechanisms are still hard to produce.
10The mismatch problem is a fundamental problem in nature. The replication processes of
DNA are greatly assisted by self-repair functionalities of enzymes.
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Figure 1.12: The topological dead end problem (Steric hindrance). The components
should reﬂect the presence of its neighbors e.g. as the internal states, and logically
order the assembly sequence.
The parallel yield problem (Incompletion problem)
The problem of producing a desired conﬁguration in large quantities (while
avoiding incomplete assemblies) by homogeneous system is known as the parallel
yield problem and has been studied in the context of biological and non-biological
self-assembling systems [46]11. Here, we term the problem that speciﬁcally oc-
curs when components assemble in a right manner, however do not complete the
targeted ﬁnal structure, for combinatorial reasons (Figure 1.13; we assume the
circular sector components connect side-by-side). This is because many assem-
bly processes proceed in parallel and components are used in earlier more likely
reactions of other assembly processes since reactions leading to the complement
of the end product are more unlikely than the preceding reactions. This means
that the self-assembly of many products is started but rarely fulﬁlled. In other
Figure 1.13: The parallel yield problem (Incompletion problem). Here, we term the
problem that speciﬁcally occurs when components assemble in a right manner, however
do not complete the targeted ﬁnal structure, for combinatorial reasons; we assume the
circular sector components connect side-by-side).
words, the likelihood to accomplish the desired end product declines with the
rise of the ratio between the likelihood of the earlier and the later reaction.
⇒ Prerequisite III: The system should cope with parallel assembly
11Hosokawa called it “yield problem”. However, since it is often used for more general
meaning, we termed it the parallel yield problem to avoid confusion.
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2D vs. 3D
Self-assembly is probably the only practical way to manipulate and order nano-
and micrometer-sized components into 3D structures (Boncheva et al.) [14]. The
most of the developed platforms for the micro scale assembly have conducted the
assembly process on 2D stages [84]. The distinction between a two dimensional
model and a three dimensional model on self-assembly system is not as trivial
as it may seem at ﬁrst glance. Normally a component has six degree of freedoms
(DOF) (X,Y, Z,Roll(φ), Y aw(θ), P itch(ψ)) in 3D space. Here we distinct them
into two types of 2D:
2DI DOF = (x, y, φ, θ, ψ) (1.1)
2DII DOF = (x, y, θ) (1.2)
The 2DI allows a component to rotate in 3D on a 2D plane, while 2DII does not
(the movement of components is restricted to a 2D plane).
Table 1.1 summarizes the diﬀerence of 2D and 3D in self-assembly.
Table 1.1: The diﬀerence between 2D vs. 3D in “3D” world
component’s supply physical interaction producible structure
2DI dead end problem close to 3D quasi-3D
2DII dead end problem constrained 2D
3D easier than 2D 3D 3D
1. Diﬀerence on components supply The diﬀerence is noticeable. The
supply path is aﬀected by the conﬁguration of the structure in 2D models
(dead end problem), while this has less inﬂuence on 3D structures.
2. Diﬀerence on physical interaction A component in 2DI, can interact
with another component on the plane as if it were in 3D12. Whereas in
2DII, interactions among components is restricted to the 2D plane.
3. Diﬀerence on product structure Exceptions may be components which
possess ﬂexibility and fold (such as proteins).
⇒ Prerequisite IV: 2 dimensional model is minimum but suﬃcient
Targeted region
The increase of the level of similarity among components (or level of homo-
geneity of a system) is expected to improve the mismatch problem, while the
risk to be aﬀected by the parallel yield problem may rise. The implementation
of internal states, on the other hand, is expected to improve the parallel yield
problem, whereas it has little aﬀects on the mismatch problem. Regarding the
dead end problem, it is thought to ease the problem, due to the reusability of the
components (Table 6.1). A possible approach that holds on diﬀerent scales for
a component can be: ﬁnding an adequate level of homogeneity of the system,
12for suﬃciently large distances between the components
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Table 1.2: expected eﬀect of homogeneity and internal states on each problem
mismatch dead end parallel yield
Homogeneity (morphology) better - worse
Allostericity (internal states) ( - ) better better
while increasing the level of autonomy by means of implementing internal states
in each component. The challenging region lies in where the implementation of
internal states keeping the heterogeneity level of systems is possible. Note that
increasing the number of internal states may not always be an economic solu-
tion, thus the mismatch problem would become insuperable. Figure 1.14 shows
the number of types of tiles in various self-assembly system against the number
of states per tile that can be observed in each case (cited from [37]). The note-
worthy characteristic is that few natural systems make use of internal states,
but instead, quite a few of them feature various types of tiles. Griﬃth treated
Figure 1.14: The number of (internal) states per tile (or component) against the
number of diﬀerent tiles (level of heterogeneity) in self-assembly systems (cited from
[37]).
the most basic unit in biological systems as molecules, whereas it is controver-
sial, since proteins change their state in multiple ways by folding. Normally,
the possible number of internal state changes of a component seems to have a
practical limitation. The problem of self-assembly is often ﬁnding the adequate
level of component autonomy (capability of expressing diﬀerent internal states)
as well as the degree of heterogeneity, which are boty physically grounded1314.
⇒ Prerequisite V: target allostericity and homogeneity
13The state change is often captured as diﬀerentiation, which is beyond a frame of self-
assembly.
14Like Rothemund’s nanostructure with DNA string [92], a large degree of freedom may not
be needed for all the components but for some template (relatively large scale) components.
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1.4.3 (B) Dynamics Issues
Self-assembly is commonly believed to range from molecular to cosmological
scales. However, it is also agreeable that few examples of self-assembly exist in
our human living scales (cm −m). The second concern is about stochasticity,
which varies to diﬀerent scales.
Biological systems in the nm − μm scale often show unique behaviors that
cannot be observed in larger scales. This is mostly due to the inﬂuence of
viscosity, which increasingly becomes dominant with decreasing length scales.
The Reynolds number  represents a ratio between viscous forces and inertial
forces [89];
 ≡ inertial forces
viscous forces
≈ avρ
η
. (1.3)
where a is the radius of a particle, v is its speed, μ is ﬂuid viscosity, and ρ is
ﬂuid density.
The size of 1 cm is a critical size for self-assembling systems. For objects
in water at the mm scale, viscosity is as important as inertia (the Reynolds
number, that is, the ratio of inertial forces and viscous forces, is ≈ 1). It follows
that objects smaller than that size are aﬀected more by viscous forces whereas
larger objects are aﬀected more by inertial forces. For objects on the order of
1μm or less, such as bacteria, exploiting an environmental diﬀusion is a more
eﬀective way of locomotion than active propulsion (e.g., swimming bacteria
are slower than diﬀusing molecules [74]). Good thought-provoking suggestions
about the life at low Reynolds number are introduced in [89]. The author states
the eﬃciency of creatures in small scale (μm) such as E. coli to use diﬀusion
through their environment to change their position, rather than self-propelling.
Whitesides implies the mechanical system in nanoscale would be diﬀerent from
that in micro scale, and one should learn more from biological systems [121].
Consider a particle that exists at x = 0 at t = 0. The positioning probability
(ρ(x, t)) of x follows the diﬀusion equation:
∂ρ
∂t
= D
∂2ρ
∂x2
(1.4)
where D is a diﬀusion coeﬃcient.
Considering the initial condition ρ(x, 0) = δ(x), and taking that the ρ satis-
ﬁes the following normalized condition
∫ ∞
−∞
ρ(x, t)dx = 1, (1.5)
we obtain
ρ(x, t) =
1√
4πDt
exp
(
− x
2
4Dt
)
, (1.6)
which obeys the Gaussian distribution.
The mean-square displacement 〈x2〉 can be derived as
〈x2〉 =
∫ ∞
−∞
x2ρ(x, t)dx = 2Dt ∝ t, (1.7)
where D = kBTζ , kB is the Boltzmann constant and ζ is a friction coeﬃcient.
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The time for transporting anything a distance l by stirring, is about l/v.
Whereas, for transport by diﬀusion, it is l2/D, where D is the diﬀusion coef-
ﬁcient in cm2/sec [89]. Namely in the micro scale, and the ratio of these two
time for transport by stirring: l/v
time for transport by diﬀusion: l2/D
(termed stirring number; S) is
S ≡ time for transport by stirring
time for transport by diﬀusion
=
lv
D
≈ 10−2 (1.8)
which shows the eﬃciency of diﬀusion on a small scale [89].
If I have to push that animal to move it, and suddenly I stop pushing, how
far will it coast before it slows down? The answer is, about 0.1 angstrom. And
it takes it about 0.6 μsec to slow down. I think this makes it clear what low
Reynolds number means. Inertial plays no role whatsoever (Purcell 1977 [89]).
At the scale of cm, where the viscosity is negligible, using agitation for
travelling is a good tactic. Whereas at the molecular scale, Brownian motion
enables the speedy spatial transitions. It is in the intermediate scale (μm),
where those tactics lose validity because of the high viscosity and relatively
small momentum.
1
2
3
a) b)
10mm
10mm
Figure 1.15: Self-assembly of mm scale particles. (a) 0.5mm beads in a cup. they
tend to automatically form three layers which are dominantly aﬀected by (1) static
charge on the particles, (2) static charge on the wall, and (3) gravity. (b) Spherical
clusters generated in water. We hypothesize that through the mixing and shaking, tiny
air bubbles are created in the water. The air around each particle acts as a sticking
connector producing attractive forces.
In Figure 1.15 a, 0.5mm size plastic particles are shown. When mixed with
water and shaken, they tend to automatically form three layers which are dom-
inantly aﬀected by (1) static charge on the particles, (2) static charge on the
wall, and (3) gravity. As can be seen in Fig. 1.15b, several numbers of spherical
clusters were generated. We hypothesize that through the mixing and shaking,
tiny air bubbles are created in the water. The air around each particle acts as a
sticking connector producing attractive forces. The implication is that we need
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to be careful when relating our work to small scales. Principles of the scaling
of physical eﬀects can be found in [2, 22].
⇒ Prerequisite VI: the component architecture should be scalable
1.4.4 (C) Interaction Issues
The third issue is physical interactions among components. Here we brieﬂy
describe the basics of two conspicuous physical quantities that play a major role
in self-assembly. We further view collision from the stand point of interaction,
which is mostly aﬀected by morphology of components.
Electrostatic interaction mechanisms
Given that an electric charge qi exists. The electric ﬁeld E created by this
charge is
E =
qi
4π0
ˆr
|r|2 . (1.9)
where 0 is the electric permittivity of free space.
The force Fji that electric charge qj receives is given by
F = q2 E (1.10)
=
q1q2
4π0
ˆr
|r|2 . (1.11)
Therefore the decay of force over space is identical regardless of the scales.
Magnetic interaction mechanisms
We consider the magnets as dipoles with a magnetic moment m. The magnetic
potential φj(r) at a position r due to the magnetic moment mj is given by
φj(r) =
μ0
4π
mj · ˆr
r2
(1.12)
where μ0 = 4π × 10−7Tm/A is the permeability of free space, and ˆr ≡ r/|r|
assuming that |r| = r is much larger than the size of the magnet. The magnetic
ﬂux of the dipole is then given by
Bj = −∇φj (1.13)
and the magnetic potential energy Uij acquired by a second dipole mi placed
in the ﬁeld of mj is given by
Uij = −mi · Bj . (1.14)
Then, the force between the two dipoles is found by diﬀerentiating (6.5) with
respect to r.
Fij = ( mi · ∇) Bj (1.15)
τij = mi × Bj (1.16)
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We can determine the total potential energy of the system as
Utotal =
1
2
∑
i,j i=j
Uij . (1.17)
The interaction force can not be limited to these two, but also such as ﬂuid force
(e.g. capillary force), which is not listed here. The scalability of physical inter-
action mechanisms – especially electrostatic and magnetic – are well examined
in [2,22]. Especially at the micro scale, magnetic force shows favorable scalabil-
ity, behaving dominantly than other physical entities, such as electrostatic force
or van der Waals force.
⇒ Prerequisite VII: employ magnetism
Collisions and Slides
The long range interaction described above is identical, regardless of the shape of
components. However, the short range interaction – collision – is dominated by
shape. The eﬀect of collision in the context of self-assembly has not yet gathered
so much attention. This is because collisions are not considered as main driving
force in assembly, but rather a resistance factor. In our experience, the eﬀect of
morphology appears when components slide their relative positions and change
their places. The issue contains some other factors, which may act an important
role in molecular systems, such as a molecular diﬀusion driven by collisions.
1.5 Motivation
Engineering challenges
There has been a growing demand for the design of small artiﬁcial structures
capable of performing useful tasks. For modular systems smaller than a few cm,
there are three fundamental problems that still await a solution. These problems
relate to actuator, battery (or power in general), and connector technology.
When designing systems where a high quantity of components of small size is
desired, solutions for these problems are of particular relevance. First, actuation
endows the parts with the ability to move and re-conﬁgure. The second problem
is concerned with providing power to the actuator(s). A typical solution is to
use batteries. Batteries, however, are problematic, because they are only able to
provide power for a limited amount of time. The third problem is the connection
mechanism enabling the modular parts to realize suﬃcient degree of freedoms,
by docking each other. Binding is crucial for reorganization and for a desired
structure to hold. There is a strong interdependency between these issues. The
requirements of the connection mechanism as well as the actuator are partly
determined by the weight of each component. The heavier the components are,
the more force needs to be applied to the binding location. In addition, the
actuators have to apply larger torques to displace the components. The use of
more powerful components in general leads to even heavier components. Also,
the power consumption increases as a result of stronger connection mechanisms
and actuators. Surprisingly, small size and weight reduction of modular parts is
not a good way to solve this problem, because not only does the power/weight
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ratio of the most common actuators decrease with a reduction in size, but so does
the strength/weight ratio of common connectors. This implies that the most
common ways of actuating, powering and connecting modular robots cannot
be applied to small-sized entities. It follows that novel solutions to the ABC
bottlenecks are necessary in order to make progress in small-scale self-assembly
robotics.
Lack of focus on morphology
Figure 1.16 shows the scope of research in (a) engineering and (b) biology,
depending on the diﬀerent scale of their objectives (cited from [115]). It is
a) b)
Figure 1.16: Scope of research in (a) engineering and (b) science depending on
diﬀerent scale lengths (cited from [115]).
noteworthy that, in engineering research from the um to the cm scale, most
research focuses on energy, while, in scientiﬁc research, it is also devoted to
structures. Unlike studies in biology, engineering deals with the entire structure
on the material basis in good measure, which therefore enables to withdraw the
energy states of their objectives. On the other hand, the diﬃculty in handling
morphology (“structure” in the ﬁgure) in engineering remains the issue as a
challenging work.
1.5.1 Objective and Prerequisites
The objective of this thesis is to investigate, from the technical viewpoint, the
potential for developing self-assembly systems that are applicable to diﬀerent
scales. Using a novel architecture for artiﬁcial self-assembly systems, we examine
the levels of autonomy within components with respect to performance achieved
with each model. With regard to the components, we focus on morphology with
the belief that it is the key to understanding the phenomena. In addition to
the engineering aspect, another interest is the understanding of living systems
in the abstract. With a closer examination of what constitutes life, premature
functions of animated entities could be observed by means of molecular self-
assembly15. To our knowledge, there have been few attempts to explore those
perspectives.
Considering prerequisites I to VII (Figure 1.17), we manifest the following
three prerequisites as the main objectives for designing modular architectures.
15A good example of successful productions of predeﬁned complex structures can be seen
in the region separating life from non-life, where one could observe premature functions of
desired animated entities by means of molecular self-assembly.
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accurate bonding
logical assembly
parallel assembly
2D
allostericity and homogeneity
scalability
module
magnetism
Figure 1.17: Prerequisites for designing modular architectures.
1. The system should be distributed in a stochastic environment.
Once a set of experimental conditions is invoked, components are expected
to act in parallel, following local causal rules imposed by the environment.
2. The components should be suﬃcient to attain logical assembly.
The assembly sequence is intrinsically ordered by the components.
3. The component architecture should be scalable. The component
design should be simple and scalable in order to minimize the inertial
eﬀect and exploit the environmental (thermal) agitation.
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1.6 Overview of the thesis
morphology
Electronics (Chapter 5)
Dynamics (Chapter 3)
Mechanics (Chapter 2)
Electronics (Chapter 4)
effects
analysis
development
Logic (Chapter 6)
Figure 1.18: Overview of the thesis. Chapter 2, 3, and Appendix E are focusing on
analysis, while Chapter 3, 4, 5, and 6 are on development. The eﬀect of morphology
are discussed in all the Chapters.
Chapter 2 of this thesis is focused on the mechanical aspects of self-assembly
by using cm-sized magnetized ﬂoating tiles. By observing the processes that
cause ﬂoating tiles to form a structure, we examine how the diﬀerence of tiles’
shape induces diﬀerent aggregation patterns.
Chapter 3 is focused on the dynamics of self-assembly. We advance the
ﬂoating tiles to self-propulsive modules and discuss the dynamics of the acting
modules and how they aﬀect the yield of targeted compounds. The model shown
in this chapter is the basis of what is used in subsequent chapters.
Chapter 4 is an introduction of electronically extended platforms, which fea-
ture Hall-eﬀect sensors. The work shown here was carried out as an attempt to
seek the possibilities of technical advancements of our system with conventional
methods.
Chapter 5 is a description of a new connection method for a gate to logical
self-assembly. Instead of mechanical or electromagnetical approaches, we as-
signed thermal means, that is, using Peltier elements that induce adhesion force
between two modules by freezing the media (water) in between. The strong
bonding force and various advantages are veriﬁed.
In Chapter 6, to summarize the ideas presented in the thesis, we describe
the design of magnetic enzymes that can perform cascade conformation changes
that opens up a new possibility for logical self-assembly.
Chapter 7 is a discussion of various concerns that are examined in this thesis.
We mainly examine the role of the morphology of components with respect to
the level of autonomy of the performed systems. Deriving the prerequisites
proposed in Chapter 1, the summaries are presented. Finally, all of the parts
are examined in the conclusion.
Some highly relevant materials are cited in the Appendices.
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How Components’ Shape
Inﬂuences the Assembly
Passive model
Self-assembly is a key phenomenon whereby vast numbers of individual com-
ponents passively interact and form organized structures, as can be seen, for
example, in the morphogenesis of a virus. Abstractly speaking, the process can
be viewed as a spatial placement of attractive and repulsive components. In this
paper, we report on an investigation of how morphology, i.e. the shape of com-
ponents, aﬀects a self-assembly process. The experiments were conducted with
3 diﬀerently shaped ﬂoating tiles equipped with magnets in an agitated water
tank. We propose a novel measure, which qualiﬁes the degree of parallelism
of the assembly process. The results showed that the assembly processes were
aﬀected by the aggregation sequence in their early stages, where shape induces
diﬀerent behaviors and thus results in variations in aggregation speeds.
keywords
passive tile self-assembly; degree of parallelism; morphology; distributed system.
1Parts of the material in this chapter previously appeared in; S. Miyashita, Z. Nagy, B.
J. Nelson and R. Pfeifer (2009) “The Inﬂuence of Shape on Parallel Self-Assembly”, Entropy,
Vol. 11(4), pp. 643-666.
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2.1 Related Work
There have numerous attempts undertaken in various ﬁelds. A pioneering ap-
proach was taken by Penrose about 50 years ago [87]. He developed a mechani-
cal self-replication model, which operated in a stochastic manner. Aggregation
patterns of passive self-assembly were raised into prominence and employed
by Hosokawa et al. [46, 47]. He examined the eﬀect of active elements on the
aggregation. Whitesides and his group investigated many self-assembling and
self-organizing phenomena at diﬀerent scales [15, 40–42] and categorized them
into static, dynamic, templated, and biological self-assemblies, depending on
the energy dissipation. Seminal ideas about conformational switching were pro-
posed by Saitou [94]. He proposed a reactive mechanism for 1D self-assembly
and assessed the functionality with kinetic rate equations. The units he de-
signed feature mechanical internal states, such that the units react diﬀerently
to their inputs, whereas the system is purely passive with respect to physical
causation.
By mimicking tools and methods from nature, many advances have been
made in utilizing self-assembly for the fabrication of structures at molecular
scales [61, 92, 100, 101, 123, 129]. An important fact to stress here is that the
models are grounded in real entities; thus they provide us with eﬀective ideas.
Also, the capacity level of the number of components that can be treated in each
experiment is a certain advantage. Concerns that we have to confront include
the diﬃculty of controllability, that is, the lack of a capability to directly adjust
the level of activity.
To date, few stochastic self-assembling robots have been developed in the
ﬁeld of modular robotics (White et al. [119, 120]; Shimizu et al. [102]; Bishop
et al. [8]; Griﬃth et al. [38]; Nagy et al. [80]; Miyashita et al. [66, 69]). In
contrast to the advantage of such an approach - the possibility of its controlla-
bility - technological constraints such as heavy and big motors or large power
consumption prevent the systems from being highly functional. Also, a certain
amount of state-based control is required for the assembly process, which results
in systems less suited to their complex environments.
In this paper, we use a simple yet eﬀective model for the analysis of self-
assembly — tiles with magnets in a stochastic environment — and examine
the aggregation patterns as a function of the shapes of tiles. We characterize
the diverse ﬁgures of molecules by the combination of shapes and magnetic
forces. Besides we introduce a novel notion, the Degree of parallelism (DOP) as
a measure of self-assembly and experimentally conﬁrm its validity.
The paper is organized as follows. In Section 2.2, we describe the tiles
and the experimental setup. Then, in Section 2.3, we describe the interaction
mechanism, in particular the magnetic interaction, and introduce measures to
quantify the self-assembly process. In Section 2.4, we present experimental
results and a detailed analysis. This is followed by a discussion in Section 2.5
and Section 2.6 concludes the paper.
2.2 The Experimental Self-Assembly Platform
In order to evaluate the role of morphology in the self-assembly process, we
constructed an experimental platform, which consisted of ﬂoating tiles equipped
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with magnets, and a water tank with two vibrators (4 Hz, 6.5 V, 0.5 A) that
induced turbulence on the water surface and thus provided randomness (Fig-
ure 2.1 b, total weight:1.3kg). We developed tiles with three diﬀerent shapes
(Figure 2.1 a): circles, squares, and squares with rounded corners. They were
of identical weight (0.2g), surface area (484mm2) and thickness (2mm). These
shapes were selected after noting that a change in one variable coding the mor-
phology, e.g. surface area, tended to aﬀect the other dependent variables, e.g.
diameter, shortest distance between edges and magnets. On each tile, one or
b)
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Figure 2.1: The experimental setup (unit: mm). a) 3 diﬀerent tiles. b) Agitated
water tank. Stirring the water generated random, ﬂuctuating forces, providing the
system with the energy necessary for assembly.
two (for the double magnet type) vertically oriented magnets were attached.
The double magnet type was constructed to investigate the eﬀects of magnetic
strength (as depicted in Figure 2.1 b right, “second magnet”). On the water, a
ﬂoating tile whose magnet pointed upwards attracted the other type whose mag-
net pointed downwards, whereas tiles with the same type of magnets repelled
each other. Colors were introduced to distinguish between attracting and re-
pelling tiles and to facilitate visual inspection of the self-assembly progress. For
example, the magnet on the green circular tile in Figure 2.1 a is oriented opposed
to the magnet on the yellow circular tile.
Exploiting these characteristics, we examined how such multiple tiles formed
a structure through the interactions. For each trial, we initialized the positions
of the tiles. Using a spacer, 10 tiles of the same color were placed in one side
of the tank, and 10 tiles of the other color were placed at the opposite side.
Then, the spacer was removed and the vibrators were turned on to agitate the
water surface. Now the tiles with similarly oriented magnets (or of the same
color) would repel, while opposing magnets (of diﬀerent colors) would attract
and thereby form a lattice structure. We deﬁned the goal conﬁguration as a
single lattice formation, in which more than 90 % of the tiles touched opposing
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tiles. The magnitude of the agitation was set such that it induced suﬃcient
mobility in the tiles but also such that no two tiles overlapped on the water.
2.3 Interaction Mechanisms andMeasures of the
System
Long range interactions between two tiles are independent of their shapes and
consist of the force between the magnets on the tiles. Because the magnets
are oriented in parallel, there is no magnetic torque between the magnets. We
consider the magnets as dipoles with a magnetic moment m.
2.3.1 Magnetic potential energy
The magnetic potential φj(r) at a position r from the magnetic moment mj is
given by
φj(r) =
μ0
4π
mj · rˆ
r2
(2.1)
where μ0 = 4π × 10−7Tm/A is the permeability of free space, and rˆ ≡ r/|r|
assuming that |r| = r is much larger than the size of the magnet. The magnetic
ﬂux of the dipole is then found as
Bj = −∇φj (2.2)
and the magnetic potential energy Uij acquired by a second dipole mi placed
in the ﬁeld of mj is given by
Uij = −mi ·Bj . (2.3)
Then, the force between the two dipoles is found by diﬀerentiating (6.5) with
respect to r.
Since in our case the magnets are identical, we have |mi| = |mj | = m, and
because they are parallel, the energy and the force expressions simplify to:
Uij = −μ0
4π
m2
r3ij
(2.4)
Fij = −dUij
dr
=
3μ0
4π
m2
r4ij
, (2.5)
and we can determine the total potential energy of the system as
Utotal =
1
2
∑
i,j i=j
{−σij μ0
4π
m2
r3ij
}, σij = mi ·mj|mi||mj | . (2.6)
Finally, we normalize the energy as U ′total ≡ Utotal/(μ04πm2). Note that normal-
izing by this positive number, will make the self-assembly system tend towards
a maximum of U ′total instead of a minimum.
The long range interaction described above is identical for each type of tile,
independently of its shape, because identical magnets were used. Also, because
the size of the tiles is comparable, so is their inertia, and consequently their
dynamic behavior. However, the short range interaction, i.e. the ﬁnal alignment,
is dominated by shape and this was experimentally investigated.
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Figure 2.2: Example of clustering degrees where Xcomp = 7. a) conﬁguration with
two clusters where x1 = 3 (left) and x2 = 1 (right). b) conﬁguration with x = Xcomp =
7. The two local clustering degrees are c1 =
3
7
= 0.43 (left) and c2 =
1
7
= 0.14 (right)
in (a), while C = c = 7
7
= 1 in (b).
2.3.2 Degree of parallelism (DOP)
In self-assembly processes, a cluster consists of diﬀerent components. In ad-
dition, components often exhibit diﬀerent characters and behave diﬀerently by
linking up together: e.g. proteins open/close their bonding sites ﬂexibly. Sys-
tems that contain such multi-states have to be considered together with their
initial conditions or physical boundaries, which makes an analytical derivation
diﬃcult.
For an answer, one useful insight can be derived from network theory. The
idea is to focus only on connections between components (neglecting the iden-
tity of each component), and acquiring information about the compounds. To
measure the geometrical connections of the tiles, we deﬁne the clustering degree.
Let ci be the clustering degree of a cluster i. We refer to it as a local clustering
degree and deﬁne it as:
ci =
number of connections within the i-th cluster
number of connections within the complete conﬁguration
≡ xi
Xcomp
(2.7)
X denotes the total number of connections in the system (X ≡ ∑i xi). We
deﬁned the global clustering degree C as the sum of the local clustering degrees
(C ≡∑i ci).
Figure 3.13 shows examples of clustering degrees with 6 tiles (Xcomp = 7).
The two local clustering degrees are c1 =
3
7 = 0.43 (left) and c2 =
1
7 = 0.14
(right) in (a), while C = c = 77 = 1 in (b). Note that by deﬁning Xcomp
we focus only on the “targeted” connections between the tiles, that can be
recognized in the complete conﬁguration. The concept can be extended and
applied to assembly processes in general. In particular, in our experiments with
20 tiles, we assumed that the complete conﬁguration was a lattice structure that
was an alignment of 4× 5 layers of tiles and had Xcomp = 31.
Entropy is the common term to express the level of disorder, which is ap-
plied in information theory and thermal physics. Adleman [3] described the
information-theoretic entropy of a discrete random variable that draws its val-
ues from a countable universe. Similar to the entropy concept, we deﬁned the
degree of parallelism (DOP) H as a function of the local clustering degrees (ci),
and taking a value between 0 to 1, namely:
H = −
N∑
i=1
ci ln ci. (2.8)
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As an illustration of the DOP, consider the situation with an assembly of
six tiles, depicted in Figure 3.14. In the ﬁgure, we classify and depict diﬀerent
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Figure 2.3: Example of the proposed degree of parallelism H where Xcomp = 7. It
shows the tendency that the more assembly proceeds in parallel, the larger the value
becomes.
conﬁgurational clusters, according to the number of total connections X . We
show each possibility among similar topological clusters, and align considering
the number of formed clusters. The ﬁgure tells that as X increases, the DOP H
increases, attaining a maximum for X = 3 or X = 4, and then decreasing to 0
for X = Xcomp = 7. Also, in each column (that is, within a group having the
same number of connections), the more equally clustered, the higher the DOP.
In other words, high values are derived from states in which the connections are
equally distributed.
Suppose that there exist a number N of clusters. From Shannon’s lemma,
it follows that the value H becomes a maximum when N clusters are equally
formed, namely;
H(X) = −
N∑
i=1
ci ln ci
≤ −
N∑
i=1
{ X
Xcomp
· 1
N
} ln{ X
Xcomp
· 1
N
}
= − X
Xcomp
ln{ X
Xcomp
· 1
N
} (2.9)
The upper limit in Eq. (3.23), i.e. the maximal value for H, is obtained when
ci = { XXcomp · 1N } for ∀ i, that is, when there are equal numbers of clusters of the
same size. This characteristic can be extended to general assembly processes,
irrespective of the number of tiles or clusters.
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2.4 The Experimental Results
We carried out 15 iterative trials for each of 4 diﬀerent combinations; square
tiles and square tiles (S· hereafter, · is either s: with a single magnet or d:
with double magnets), circle tiles and circle tiles (C · ), rounded-square tiles and
rounded-square tiles (R· ), and square tiles and circle tiles (M· ).
2.4.1 Assembly completion time
The assembly completion time (completion of over 80% in (a) and 90% in (b))
of all trials are displayed in Figure 2.4 as a box plot. All the measured data are
listed in the Appendix. The boxes on the left side of each column show assembly
completion times for single magnet tiles, and on the right side show the times
for double magnet tiles. We show the lower quartile (Q1), median (Q2), upper
quartile (Q3), and the average of each combination in Table 2.1. The trials for
which we did not observe convergence in a certain amount of time (>300s), are
included as 300s (2 trials in Ss 80% completion, 5 trials in Sd 90% completion,
1 trial in each of Rd 90% and Md 90% completion).
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Figure 2.4: Comparison of assembly completion times. a) more than 80% completion.
b) more than 90% completion. (S : square, C: circle, R: rounded-square, M: mixed).
The boxes on the left side of each column show the assembly completion times for
single magnet tiles, and on the right side show the times for double magnet tiles.
Comparison between diﬀerent shapes
Regarding the diﬀerence in assembly speed from the perspective of the shapes,
it is seen that on average, square tiles took the longest time to aggregate com-
pared to the other shaped tiles. However, it should be noted that the shortest
completion time of Ss and Sd were as fast as for the other conditions. This
is because the minimum distance between the magnets of two connecting tiles
was the shortest among all the combinations. Considering the changes in the
magnetic attractive force, which is inversely proportional to the distance with
a power of 4 (Eq. 6.7), small diﬀerences were dominant and induced strong at-
tractive forces. As a factor which hindered the aggregation speed in Sd, we
observed that frequently the connected tiles were aligned linearly and so pre-
vented other tiles from connecting (magnetic shielding eﬀect, see Figure 2.5 and
Section 2.5). Once an isolated tile was surrounded by other similarly magnetized
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Table 2.1: The lower quartile Q1, median, upper quartile Q3, and the averages of
80% and 90% completion level over all of the trials (unit:sec).
Ss Sd
80% 90% increase rate 80% 90% increase rate
Q1 26 43 19 69
median 45 56 26 172
Q3 83 129 38 300
average1 56.5 76.6 136% >68.5 >184.2 >269%
Cs Cd
80% 90% increase rate 80% 90% increase rate
Q1 10 26 6 13
median 18 59 10 41
Q3 29 105 22 80
average 31.2 71.0 228% 20.9 54.2 259%
Rs Rd
80% 90% increase rate 80% 90% increase rate
Q1 12 33 5 14
median 15 51 9 37
Q3 26 76 19 117
average1 21.5 67.8 315% 18.3 >71.0 >394%
Ms Md
80% 90% increase rate 80% 90% increase rate
Q1 12 17 7 25
median 15 26 13 42
Q3 18 77 33 96
average1 21.5 42.7 199% 23.8 >71.4 >300%
1 The trials for which we did not observe convergence in a certain amount of
time (>300s), are included as 300s (2 trials in Ss 80% completion, 5 trials in
Sd 90% completion, 1 trial in each of Rd 90% and Md 90% completion). All
the measured data are listed in the Appendix.
tiles connecting each other, the single tile was trapped in the local region and
diﬃcult to transfer to a suitable position. This made it diﬃcult for the system
to converge and was the main source of such diverse variances. As for the other
cases, C, R, and M showed better assembly than S. R showed a slightly better
assembly capability in speed compared to C (Cs 80% vs. Rs 80%, Cs 90% vs.
Rs 90%, and Cd 80% vs. Rd 80%). Here we also saw the eﬀect of the shortest
distance between two magnets. M also showed good assembly speed, mainly
due to rotational movement which facilitated reconﬁguration in the local region.
Comparison between diﬀerently magnetized tiles
We observed two prominent tendencies when comparing conditions with/without
a second magnet. Firstly, square tiles with second magnets had an increased
assembly completion time, while in the other cases, we saw reductions in their
assembly completion time. Secondly, the comparison of percentage rises be-
tween 80% completion and 90% completion in Table 2.1 indicates the diﬃculty
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of the last stages’ assembly in each combination, where we observed the big rises
in Rd and Rs. Taking these two outcomes into account, we can conclude that
square tiles and rounded-square tiles had stricter optimal magnetized levels in
their assemblies. This originated in the diﬀerences in the characteristics of the
dynamics; namely, due to the shape and the strong force between two magnets,
an alignment of square tiles and rounded-square tiles prevent ﬂexible bends and
connection sites. Another noticeable characteristic is that while R didn’t change
the speed so much along with an increase in magnetic force, M decreased the
speed. We think that this is because, whereas rounded-square tiles are able
to rotate around neighboring tiles and change their relative positions, a mixed
combination with square tiles prohibits this movement and acts as a restriction
with a stronger magnetic force.
2.4.2 The formed structures
In this section, we evaluate the formed structures of each assembly that is shown
in Figure 2.5. We selected the fastest 10 aggregations out of 15 trials in each
combination in order to keep the distributions of the population the same. From
top to bottom, the four diﬀerent combinations are listed and, in each combi-
nation, the upper row depicts the case with one magnet and the lower row
depicts the double magnet case. In each row, trials are sorted with respect to
the increase in assembly completion time.
In Figure 2.6, we plotted the DOP of all ﬁnal conﬁgurations versus the time
they took to complete. Considering the wide time range that square tiles took
to reach a complete assembly, we displayed the other combinations in small
windows, whose corresponding area is shown as a dotted square. An increase of
DOP was observed for C and a decrease was observed for S. This suggests that
the combination of circular shape with a strong interaction force works not only
to accelerate the aggregation speed but also works to achieve a dense structure.
Changes were rarely observed with R and M. The addition of a magnet has
several meanings depending on the perspective that is described. In this work,
adding a magnet corresponds not only to enhancing the attractive forces among
the tiles, which was considered to relatively decay the eﬀect of morphology of
the shapes, but also to enhance the eﬀect of shape especially once they connect.
That is, it positively inﬂuences both the long range interaction due to magnetic
forces and the short range interaction through the local shapes.
In some trials, we observed that tiles created gaps within the cluster, such as
we can see in Figure 2.5 Cd15, Rd11, and Ms9. Unlikely to converge into a pure
lattice cluster, they frequently created a hall (Ss2, Sd19), or a small gap (Rs8,
Ms10). We quantiﬁed this tendency by comparing clusters’ surface areas with
their perimeters. Note here that the surface area means the entire area inside
the cluster, including the gaps. We visually processed the image with Matlab,
neglecting stand alone tiles and measured the surface area and the perimeter
simply by counting the number of corresponding pixels (Figure 2.7).
In Figure 2.8, we display perimeters of S and C in (a), and R and M in (b)
compared with the surface areas. Both variables are normalized by the mean
values over all combinations and represented as percentages. In general, the
further right along the x-axis, the more branched conﬁgurations were observed,
and the further left, the more rounded were the conﬁgurations. The further
up the y-axis, the more gaps are observed. We surmised that the normalized
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populations followed Gaussian distributions and calculated the correlations of
each combination. A large negative correlation was observed for C (−0.573),
and a moderate negative correlation was observed in R (−0.322). Linearly
ﬁtted curves of C and R are shown in the ﬁgures as dotted lines. Almost no
correlation could be seen in S = −0.021 and M− 0.036.
These two ﬁtting lines clearly show reductions in the values of C and R.
This suggests that gaps remained for C and R as they formed relatively rounded
clusters, whereas in the case of S and M, gaps were rarely created between tiles,
as we see in Figure 2.8. This is due largely to the characteristics of square tiles.
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Figure 2.5: The formed structures of each assembly of the four diﬀerent combinations.
In each combination, the upper row depicts the case with one magnet and the lower row
depicts the double magnet case. The trials are sorted with respect to the increase in
assembly completion time. Tiles trapped by the magnetic shielding eﬀect are marked
with dotted circles.
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ering the wide time range that square tiles took to complete, we displayed the other
combinations in small windows, whose corresponding area is shown as a dotted square.
Figure 2.7: Image processing for the measurement of surface areas and perimeters of
clusters. Note here the surface area means the entire area inside the cluster including
the gaps.
The sharp corners induced a big diﬀerence in magnetic force, forcing a strong
constraint on the next tiles. For the case of R, they sometimes formed with a
45 degrees rotated formation, resulting in the outcome above.
2.4.3 Time evolution
In Figure 2.9, we selected one of the representative aggregations in which more
than 95% of tiles were aggregated from each combination and displayed (the
respective ﬁnal conﬁgurations can be seen in Figure 2.5 Sd13, Cd16, Rd15, and
Md11). For each case of the raw data, we present the time sequence of trials
listed from the left top to the right bottom (with an illustration of the most
discriminative movement of the set on the left side). On the right side, we show
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Figure 2.8: Comparison of surface areas against perimeters. Both variables are nor-
malized and represented as percentages from mean values. A large negative correlation
was observed in C (−0.573), and a moderate negative correlation was observed in R
(−0.322). Linearly ﬁtted curves of C and R are shown in the ﬁgures.
the transitions of the magnetic potential energy and the clustering degrees. We
discuss each case individually:
• Sd: After the spacer was removed, the tiles moved randomly by changing
their relative positions (1-3). The increase in potential energy and the
clustering degrees can be seen in the right ﬁgure. Once two tiles were
attached (often adjusting their relative positions by sliding), the relatively
strong connection force kept the connection tight (2, 7). Note that this
results in a large value of the potential energy. This caused the tiles to
stay in the same conﬁguration, that is to say, reconﬁguration was made
more diﬃcult (e.g. 8). As a result, the system produced an irregular
shape (8). In this transition, the tiles ﬁrst formed two small clusters (3-6)
and subsequently they bonded together (7). It is worth noting that this
large scale docking did not cause a big stored energy jump as expected
(reﬂected in the right ﬁgure). This suggests that a major dominance of
the energy is induced by locally connecting two tiles but among tiles that
are apart. In addition to that, we observed that a white tile highlighted
with a dotted circle was assisted to attach to the cluster by a red tile in the
transformation from (3) to (5) (magnetic shielding eﬀect, see Section 2.5).
• Cd: In the beginning, several small groups were formed (1-2). The
speed of aggregation was fast, whereas connections between two tiles were
relatively weak and the tiles changed their relative positions smoothly (3-
4 and 6-8). In particular, the transformation highlighted with a dotted
circle that can be seen from (7) to (8) is supposed to be rarely observed in
the square tile combinations (see Section 2.5). The increase in potential
energy is lower than in the case of square tiles, especially since the closest
distance between two magnets is greater (recall that we set the surface area
of the tiles to be the same). The transition took 22s for 90% aggregation,
and took 79s for the further global conﬁguration (7-8).
• Rd: The characteristic of these tiles was that they frequently rotated
and changed directions according to the landscape of potential energy (2-
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Figure 2.9: Representative aggregations of 4 combinations in which more than 95
% of tiles aggregated. For each case of raw data, we present the time sequence of
trials listed from the left top to the right bottom (with an illustration of the most
discriminative movement of the set on the left side). On the right side, we show the
transitions of the magnetic potential energy and the clustering degrees.
4). These tiles possessed positive characteristics of both square and circle
tiles, namely, a ﬂexible reconﬁgurability and a stable lattice formation.
The lattice structure was reached rapidly (23s) and was suﬃciently stable
to resist agitation (8). The potential energy converged to a value between
those for the cases of square tiles and circle tiles (shown on the right).
• Md: This was the only heterogeneous combination in terms of shape.
Rotation was also observed. The circle tiles acted as a “hinge”, carrying
a connected square tile to another position (2-3, 6). Structured lattice re-
gions were stabilized by square tiles ﬁxing the relative positions (8), while
due to the ﬂexibility of such combinations, the system often produced
branching shapes, which were characterized by lowest clustering degrees
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(see Figure 2.5Md).
Figure 2.10 shows the 4 transitions (which are shown in Figure 2.9) of global
clustering degrees plotted against (a) magnetic potential energies (U ′total), and
(b) averaged potential energies (U ′total/U
′
comp). In Figure 2.10 a, a linear in-
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Figure 2.10: Comparisons of the 4 transitions of clustering degrees plotted against
(a) potential energy, and (b) normalized potential energy.
crease in global clustering degrees was observed (note that Cd took longer time
than the others). The linear increase in the number of connections led to an
increase in potential energy, showing that the systems were following the terrain
of their potential energy to their stable minima. Note that we expect to observe
small ﬂuctuations in their energy transitions on the micro scale. Due to the fact
that the closest distance between two magnets is the shortest in S (shape pa-
rameter consistency problem, see Section 2.5), in that situation the largest value
of the potential energy existed among the 4 combinations, irrespective of the
branched conﬁguration. The gradient of the transition represents the tendency
of potential aggregation; here the steeper gradient represents the eﬃcacy of the
tiles with respect to aggregation, in contrast to the potential energy. Therefore,
for the circle tiles (Cd), the clusters sustained a tendency to keep reconﬁguring,
as further agitation occurred. Here, the square tiles (Sd) seemed to have less
probability for reconﬁguration (see Section 2.5 for further discussion). In Fig-
ure 2.10b, linearly ﬁt curves are displayed, along with the plots. Given that
the numbers of tiles contained in a cluster were the same, the clustering degree
tended to be higher, if the cluster had a rounded shape. The inclinations of
each plot are 0.958 (Sd), 0.922 (Cd), 1.10 (Rd), and 0.837 (Md), respectively,
showing that combinations for R exhibited good aggregation behavior, whereas
this was not the case for M.
Figure 2.11 shows the transitions of DOP, where the x-axis represents the
magnetic potential energy normalized by the energy of their complete struc-
tures (U ′total/U
′
comp). It can be seen that Cd traces out relatively low values
representing a rather sequential aggregation. Note that a large decrease in the
value for the last transition of Sd can be observed, where two large clusters
combined and eventually resulted in a conﬁguration of one cluster. Consider-
ing that both aggregations achieved a quick assembly (27 s in Cd and 34 s in
Sd), it can be observed that C proceeds to aggregation at a good pace, irre-
spective of the aggregation sequence, whereas S is aﬀected by the sequence (we
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Figure 2.11: Measured clustering degrees and the DOP plotted against normalized
energy.
show this tendency in Figure 2.14). The attained points for the 4 transitions
tell the complete story of their formed structures, suggesting that the reactions
were still in a state of local minima. Although it is natural to consider that an
increase of the agitation level is needed to overcome this convergence, such a
change often leads to the destruction of some appropriate connections as well.
This is known to happen, especially when the formed structure has isometry —
diﬀerent conﬁgurations with identical connection topologies [29].
2.5 Discussion
Toward the aim of general self-assembly principles, we discuss two issues that
we encountered during the experiments.
2.5.1 Shape parameter consistency problem
This problem arose when we simply tried to compare diﬀerent shapes in the
context of self-assembly; i.e. setting the surface area of diﬀerent shapes to be
the same resulted in a variation in diameters. In other words, this variation
can be exploited for the desired behaviors in self-assembly. As a consequence,
the magnetic force that a square tile can generate on its neighbor is 1.62 times
as large as that of circle tiles. Hence the inducible maximum magnetic force
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between two tiles could not be made consistent, and thus variation resulted in
their stored potential energies.
2.5.2 Magnetic shielding eﬀect and the inﬂuence of shape
on self-assembly
The magnetic shielding eﬀect is the eﬀect where the long range magnetic inter-
action force is eﬀectively canceled by another magnet. This eﬀect was frequently
observed with square tiles, which were not ﬂexible with respect to changing their
relative positions. This can be illustrated with a simple superposition argument,
examining Eq. (4) or (5). For example, the total energy in x-y space can be
shown in Figure 2.12 a, where the three aligned tiles expect another tile (marked
as A) to attach (we show −U ′total, for intuitive visualization). Here we see that
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Figure 2.12: Magnetic shielding eﬀect. a) The positive energy from two red tiles (B,
C) acts as a shield, preventing the red tile (A) from connecting to the white tile. b)
The small attractive region is displayed. The tile A is repelled from the cluster in the
grey region. c) If the ﬁrst two attachments are made with an “L” conﬁguration instead
of a straight one, a wider attractive region is kept open for the third red tile. d) An
additional white tile can expand the attractive region even farther (“O” conﬁguration).
the positive energy from the two red tiles acts as a shield, preventing the red tile
(A) from connecting to the white tile. The force exerted on a fourth tile, marked
by A, is the sum of the three forces —two repulsive and one attractive— from
the three connected tiles. If A is at a suﬃciently large distance, the repulsive
force acts eﬀectively on A, which makes the attachment of A to the rest of the
cluster almost impossible (Figure 2.12b). The tile A needs turbulence which
would enable it to overcome the repulsive force and jump into the attractive re-
gion of the cluster. What has to be noticed is that this problem can be avoided
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with a diﬀerent aggregation sequence. Here, if the ﬁrst two attachments are
made in an “L” instead of a straight conﬁguration, a wider attractive region is
kept open for the third red tile (Figure 2.12 c). Furthermore, an additional white
tile can expand the attractive region even farther (Figure 2.12 d, “O” conﬁgu-
ration). Several fundamental issues can be observed in this phenomenon: the
existence of appropriate sets of complementary tiles, the potential role of the
aggregation pattern, an adequate agitation level, and the necessity of a physical
boundary.
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Figure 2.13: Two examples of square tile assembly. a) Starting with two identical
sets of opponent tiles. b) Starting with one red tile and three white tiles.
For further investigation, we show two representative convergence paths with
4 square tiles in Figure 2.13; starting with 2 red and 2 white tiles in (a), and
1 red and 3 white tiles in (b). Here the orders of the paths are expressed with
arrows. Each DOP H is also shown for the formed cluster. Surprisingly, in
Figure 2.13 a, all the paths allow the system to converge. That is, the system
has little inﬂuence of the magnetic shielding eﬀect, and always completes the
aggregation process. However, in Figure 2.13b, the system has the possibility
to be trapped by the problem and doesn’t manage to converge to a single cluster
(i.e. a white square tile highlighted with red dotted circle). However, this occa-
sion can be avoided if there is another opponent tile in the system (the dotted
red square tile; “supplement of additional unit”). Once this tile is added to
the system, no matter to which direction that the system proceeds to assembly,
it never encounters the problem. This indicates that having a similar number
of sets of opponents on a regular basis helps a system from falling into a local
minimum. It also explains why systems proceeded with a fast aggregation in
the early stages in the experiments.
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In Figure 2.14, we plot the DOP transitions of square tiles (shown in Fig-
ure 2.5Sd) vs. the change in the global clustering degrees. We divide the
transitions into two groups, namely, a fast aggregation group (Figure 2.5 Sd
11 - 14, < 1 min) and a slow aggregation group (Figure 2.5 Sd 15 - 20, > 2
min), and show the transitions in Figure 2.14 a and Figure 2.14b, respectively.
As a reference, we plot mathematically derived DOP curves in which the tiles
aggregate in the most sequential way. Note that these curves are the lowest
values that the system can take. The ﬁgure indicates that, in the case of rapid
a) fast speed assembly b) slow speed assembly
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Figure 2.14: The DOP transitions of square tiles (Figure 2.5Sd) vs. the change in
global clustering degrees. a) Transitions whose assembly completion times (90%) are
less than one minute (Figure 2.5 Sd 11 - 14). b) Transitions which took more than two
minutes (Figure 2.5 Sd 15 - 20). In the case of rapid transitions, the tiles tended to
form two clusters and subsequently aggregated and conﬁgured a cluster. This tendency
can be observed as large DOP reductions in the second half stages of their transitions,
where the global clustering degrees are between 0.4 and 0.8 (highlighted with a gray
colored background).
transitions, the tiles tended to form two clusters and subsequently aggregated
and conﬁgured a cluster. This tendency can be seen as large DOP reductions in
the second half stages of their transitions, where the global clustering degrees
are between 0.4 and 0.8 (highlighted with a gray colored background). This
aggregation pattern can be characterized as parallel growth, where the system
proceeds with its assembly utilizing a high degree of parallelism. However, tran-
sitions that took a relatively long time (more than 2 minutes) show a tendency
to form one large cluster in their early stages, preventing single surrounding
tiles from assuming appropriate positions. This comparison clearly shows that
the method of aggregation aﬀects the eﬃciency of self-assembly.
In Figure 2.15, we investigate the possibility of the transformation which
we see in Figure 2.13 (dotted square in (a)). We measured the transitions
in magnetic potential energy of square tiles and circle tiles. The energy is
normalized by dividing by the absolute initial values (−U ′total/|U ′total
∣∣
θ=90
|).
Each tile is supposed to move from position A(C) to B(D). The ﬁgure indicates
that, in the case of square tiles, a potential barrier has to be overcome to arrive
at a stable position, whereas in the case of circle tiles, the tile is supposed to
roll down to the position D without any assistance (we don’t consider friction).
The eﬀect of shape can be clearly recognized here.
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Figure 2.15: Normalized potential energy (−U ′total/|U ′total
∣∣
θ=90
|) vs. the rotational
angle θ. In the case of square tiles, a potential barrier has to be overcome to arrive at
a stable position (B), whereas in the case of circle tiles, the tile can roll down to the
position D without any assistance.
2.6 Conclusion
In this paper, we have shown how the morphology of components aﬀects the self-
assembly process. We have proposed a new measure, the degree of parallelism
(DOP), to quantify the aggregation characteristics. The DOP captures how
the system allocates connections into diﬀerent clusters. The results acquired
using this measure showed that the early stages of the aggregation pattern are
crucially inﬂuential to the rest of the entire assembly process. It was observed
that a shape which has rounded corners, such as a circle or a rounded-square
eases the problem — the Magnetic shielding eﬀect — and facilitates eﬃcient
assembly at an appropriate magnetized level. We clearly show that a change
in the morphology of components can induce diﬀerent aggregation patterns,
aﬀecting the completed structure of their ﬁnal conﬁgurations.
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Appendix 2A
The assembly completion time [sec] (80% and 90% completion) of all
combinations.
Ss Sd Cs Cd
trials 80% 90% 80% 90% 80% 90% 80% 90%
1 12 34 19 136 9 26 16 56
2 45 45 142 162 8 27 6 10
3 51 56 33 46 19 54 13 29
4 19 129 19 20 18 109 22 24
5 26 53 17 172 29 59 7 13
6 11 24 38 266 18 26 56 119
7 46 55 27 27 10 23 26 117
8 58 58 26 >300 23 166 6 11
9 90 90 >300 >300 29 97 11 80
10 83 157 26 26 182 192 11 46
11 36 67 20 >300 12 13 10 41
12 138 138 21 135 25 105 7 11
13 164 164 29 273 14 59 6 17
14 26 36 11 >300 65 65 5 73
15 43 43 >300 >300 16 44 111 166
average1 56.5 76.6 >68.5 >184.2 31.2 71.0 20.9 54.2
Rs Rd Ms Md
trials 80% 90% 80% 90% 80% 90% 80% 90%
1 14 183 82 139 10 17 20 38
2 18 138 8 14 13 77 7 20
3 13 43 10 28 12 17 36 96
4 26 65 10 174 12 36 5 81
5 8 20 19 39 18 84 124 124
6 12 46 5 11 17 26 14 25
7 24 32 9 11 14 26 10 106
8 27 76 5 8 26 48 13 42
9 15 45 8 17 20 23 34 50
10 13 130 22 37 15 81 15 34
11 12 51 5 37 17 17 8 12
12 15 33 9 >300 10 17 33 37
13 62 62 43 104 12 21 19 >300
14 12 33 11 117 112 132 13 21
15 52 60 29 29 15 19 6 65
average2 21.5 67.8 18.3 >71.0 21.5 42.7 23.8 >71.4
2 The trials which took longer than 300s are included as 300s (listed with “>”).
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Self-propulsive model
Self-assembly is considered to be a key to understanding the nature of life. It is
through autonomous and spontaneous self-aggregation that a truly vast num-
ber of organized structures form from simple parts. In this paper, based on
a novel self-assembly platform consisting of self-propulsive cm-sized modules
capable of aggregation on the surface of water, we study the eﬀect of stochas-
ticity and morphology with respect to the yield rate of targeted formations in
self-assembly processes. Speciﬁcally, we focused on a unique phenomenon that
a number of modules instantly compose a targeted product, while they avoid
some undesired states of certain geometrical formations (termed one-shot ag-
gregation). Together with a focus on the role that the morphology (shape) of
the modules plays, we validate the eﬀect of one-shot aggregation with a kinetic
rate mathematical model. Moreover, we examined the degree of parallelism of
the assembly process, which is an essential factor in self-assembly, but is not
systematically taken into account by existing frameworks.
keywords
dynamics; stochasticity; reverse reaction; one-shot aggregation; yield problem;
degree of parallelism; morphology; distributed system; emergent behavior.
1Parts of the material in this chapter previously appeared in; S. Miyashita, M. Kessler
and M. Lungarella (2008) “How Morphology Aﬀects Self-Assembly in a Stochastic Modular
Robot”, IEEE International Conference on Robotics and Automation (ICRA), pp. 3533-3538.
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3.1 Introduction
Manufacturing technologies and industries heavily rely on robots. For macro-
scopic objects industrial robots are not only economical but are also reliable,
fast, and accurate. Such robots, however, hit a barrier – entailing lower yields
and higher fabrication costs – as the assembled objects become smaller and more
complex. One potential solution to this problem is to exploit processes of self-
assembly, that is, processes in which the interaction of pre-existing components
leads to organized structures without human intervention. Such components
could be, for instance, identical mechanical units (modules).
Self-assembly is known of crucial importance in the biological realm at all
scales. For instance, the formation of the complex symmetrical protein shells of
spherical viruses is a well-studied example of self-assembly. The shell of the T4
bacteriophage (so-called because it infects bacteria) is composed of hundreds of
parts and it is not plausible to assume that the instructions for its construction
are contained only in the genetic material of the virus. The organism consists
of about 70 diﬀerent kinds of proteins and exploits the metabolism of the host
cell (e.g. E. Coli) to generate the copies of itself [59, 130]. Moreover, it is
truly remarkable that if the right kinds of proteins are mixed, the virus can
be synthesized in vitro. Although the discussion of whether or not viruses are
living things has been controversial ever since they were ﬁrst discovered, they
are generally considered to be non-living entities because they cannot reproduce
without the help of a host organism. As the research outlined above shows, the
rules that govern interactions at a local level are simple; the interactions of a
large number of entities can lead to the emergence of complex structures through
a process of self-assembly.
In order to develop a better formal understanding of the general principles
underlying self-assembly, many attempts have been made to create descriptive
models. Pioneering experiments on artiﬁcial self-replication were conducted by
Lionel and Roger Penrose almost 50 years ago [87]. They presented a mechanical
model of natural self-replication in a stochastic environment. Hosokawa’s work
[46, 47] in the 1990’s followed this stream, examining the clustering pattern
of passive elements. The group of Whitesides revealed diﬀerent types of self-
assembly at small scales [15,40–42]. Notable ideas about conformational switch
(physics based internal state of a component) were proposed by Saitou [94].
Recent advances in robotics have highlighted the importance of self-assembly
for building complex objects, aimed at exploiting the obvious advantages of
living organisms. Modular robots – autonomous machines typically consisting of
homogeneous building blocks – promise a viable solution because they have the
ability to be highly versatile. For instance, at least ideally, they can re-conﬁgure
and adapt their shape according to a given task-environment. Work has mainly
been focused on the design and construction of the basic building blocks of
a typically small repertoire, with docking interfaces, which allow transfer of
mechanical forces, moments and electrical power, and which can also be used
for data communication [18–20,30, 53, 57, 72, 76–78,81, 93, 126, 131].
To date, a few self-reconﬁgurable modular robots relying on stochastic self-
assembly have been built [8, 38, 54, 102, 119, 120]. The main diﬀerence from
existing modular robotics is the way in which the modules are supplied. The
robot or formed cluster waits for a supplemental module to be “delivered” from
the environment, rather than supplying it itself. Although in all these systems
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the units interact asynchronously and concurrently, a certain amount of state-
based control is still required for the modules to move, communicate, and dock.
Generally, the internal representations of the module’s conﬁgurations, such as
rewritable look-up tables, follow the same lines as conventional approaches.
By taking tools and methods from nature, many inroads have already been
made in utilizing self-assembly for the fabrication of structures at molecular
scales [61,92,100,101,123,129]. These methods are powerful and eﬀective, espe-
cially due to the exploitation of the advantages of small scales, e.g. the ability
to control stochasticity through temperature during mass production of the as-
sembled units. An essentially analogous problem to the macroscopic approaches
has been investigated in the context of DNA folding where one of the objectives
is to increase the yield of self-assembly processes [92]. Similarly, a lot of re-
search eﬀort is being devoted to the development of high-yield procedures for
integration and mass manufacturing of heterogeneous systems via self-assembly
of mesoscopic and macroscopic components [12, 36, 124]. The disadvantage of
such an approach may be, if anything, that the assembly parts that can be
employed are limited to what naturally exist or are manufacturable at the scale
in question.
In this paper, motivated by the outstanding potential need for realizing
eﬀective self-assembly system, we set the goal of this study is to investigate
the role of stochasticity and morphology on self-assembly from the perspective
of necessary condition and propose the novel approach that can be used in
versatile scales. We made the following set of prerequisites for establishing the
experimental conditions.
1. The system should be “stochastic” and “distributed” with all
components being autonomously assembled in parallel. Small-
scale self-assembly systems that appear in nature, such as molecular reac-
tions, are considered to be distributed systems in stochastic environment,
implying that there are uncertainties in the global information concerning
the components, e.g. locations and total number of modules. Therefore,
the model should be compatible with molecular systems to some degree.
2. The components should have only limited (or no) computational
(decisive) abilities but be self-suﬃcient. Once a set of experimen-
tal conditions is invoked, modules are expected to act independently (be
untethered), following local causal rules imposed by the environment, in
terms of actuation (self-propulsion) and power.
3. The module architecture should be scalable. Based on the fact
that self-assembly must take place on a small scale in order to achieve
environmental stochasticity, the module design should be scalable and
simple.
In the following Section 2, we introduce the proposed model and describe its
behavior. In Section 3, we estimate the convergence of the model based on
kinetic rate calculations. We further examine the observed aggregation pattern
employing the notion of degree of parallelism in Section 4. In Section 5 we
present our conclusions.
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3.2 The model: self-propulsive modules
3.2.1 Modules and experimental setup
The term “self-assembly” implies that the elements or parts involved assemble in
a spontaneous manner without external intervention or control. Such behavior
is typical of dissipative systems. Taking this into account, we chose to produce
a set of modules with diﬀerent shapes that swarm on water.
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Figure 3.1: A self-propulsive module. (a) Photographs of an individual module. (b)
Schematic representation of the module (units: [mm]). Each module weighs 2.8 g and
has a footprint of 12.25 cm2.
The modules, which we call Tribolon2, are equipped with a ﬂat coreless vibra-
tion motor (T.P.C DC MOTOR FM34F, 12000 ∼ 14000 rpm (2.5− 3.5V olts))
on the top of the base plate to allow self-propulsion, and a single permanent
magnet (ﬂux density 1.3T , 5 × 5 × 5mm3, we decided that a single module
should contain only one magnet) at the bottom for attractive/repulsive inter-
actions (Figure 3.2). This allowed the modules to jiggle and move around in
their environment. The “shape” of the modules can be characterized by a set
of angles and lengths. However, an inevitable problem which arises is that a
change in one parameter can lead to changes in other parameters, which makes
it diﬃcult to discuss the implications of a single parameter change. Here, in or-
der to minimize this problem, we chose a circular-sector-shaped tiles spanning
an angle α (α = 60◦ in Figure 3.1).
2derived from Tribology
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Figure 3.2: Illustration of the experimental environment with two modules.
As a power supply, rather than using batteries for each module, we opted
to supply electricity through a pantograph that draws current from a metal-
lic ceiling (Figure 3.2). When an electrical potential is applied to the ceiling
plate, current ﬂows through the pantograph to the vibration motor, returning
to ground via electrodes immersed in the conductive water (salt solution). Due
to this setup, all modules receive the same constant power and they can be
lightweight (2.8 g each), which would not be the case if batteries were used.
The salt solution (83.3 g/l) can generate current ﬂow by the chemical reac-
tions in Eq. (3.1).
2NaCl + H2O → H2 ↑ +Cl2 ↑ +2NaOH (3.1)
The concentration of the salt solution is suﬃcient to sustain current ﬂow during
the entire course of the experiment. In order to avoid chemical deposition onto
the electrodes, we used platinum for the electrode material. The base plate is
made of foam rubber to produce a certain amount of friction. We set a camera
below the tank and observed the modules through the transparent bottom.
3.2.2 Magnetism
Given N as the number of hard magnets existing in the system, the force (F ij)
and the torque (τ ij) experienced by i-th magnet by interacting with j-th magnet
(i, j ∈N) can be expressed and simpliﬁed as:
F ij = μ0
∫
vi
(M i · ∇)Hj dv ≈ μ0vi(M i ·∇)Hj (3.2)
τ ij = μ0
∫
vi
(M i ×Hj) dv ≈ μ0viM i ×Hj (3.3)
where Hj is the magnetic ﬁeld exerted by j-th magnet, μ0 = 4π×10−7 (Tm/A)
is the permeability of free space, vi and M i are the volume and the magnetiza-
tion of i-th magnet, respectively.
The magnetic ﬁeld created by j-th magnet with respect to the position r
can be described as
Hj(r) =
1
4π|r3|
(3(mj · r)r
|r|2 −mj
)
(3.4)
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Figure 3.3: Schematic of a single module.
m Mass of the eccentric weight
M Mass of the module body
I Moment of inertia around the center of mass
θ Rotational angle of the module
Fω Centripetal force
Fn Frictional force
F r Resistive force
F f Buoyancy force
F v Viscous force
g Gravitational acceleration vector
La Amplitude of eccentric mass rotation
Ll Natural length between center of mass and
the ceiling
Lx Radius of the module
Ly Half of the height of the module
Lc Distance between center of mass and center
of vibration motor
Ld Distance between the ceiling and water
where mj = vjM j .
Utilizing H, the total magnetic potential energy of the system (Utotal) can
be described as
Utotal = −μ0
2
N∑
i,j i=j
∫
v
M i ·Hj dv (3.5)
We normalize the energy as U ′total ≡ Utotal/(μ04π v2M2) assuming all the magnets
are equally magnetized.
3.2.3 Model of motion
The long range interaction described above is identical for each type of module,
regardless of its shape, because identical magnets were used. However, the short
range interaction, i.e. the ﬁnal alignment, is dominated by shape and this was
experimentally investigated. For the sake of simplicity, we consider the motion
of a module in two dimensions (Figure 3.3). Note that the modules could tilt,
inducing rather large ﬂuctuations in the current ﬂowing through the motors.
Let x = [x, z]T be a position vector in a Cartesian coordinate system. Tran-
sitional and rotational motions can then be described by Eq. (3.6) and Eq. (3.7),
respectively.
M x¨ = F ω + F r + F f + F n + F v + (M +m)g (3.6)
Iθ¨ = rω × F ω + rω ×mg + rf × F f + rn × F n (3.7)
where rω, rf , rn, and rv are directional vectors from the center of mass of the
module to the action points F ω, F f , F n, and F v, respectively. Each force can
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be simpliﬁed as:
Fω = mLaω
2 cos(ωt+ φ) (3.8)
Fr ≈ −k( y
cos θ
− Ll) (3.9)
Fn = μFr cos θ ≈ −μk(y − Ll cos θ) (3.10)
Ff = −V g (3.11)
F v ≈ −cx˙ (3.12)
where φ speciﬁes the initial phase of the eccentric mass, V is the volume of
foam rubber that is under water, k is the spring constant of the pantograph,
μ is the kinetic frictional coeﬃcient, and c is the coeﬃcient of viscosity of the
salt water. What is important here is that the rotational speed of the eccentric
mass is quasi proportional to the voltage applied. As this speed increases, it
leads to faster movement of the modules and stronger collisions between them.
Figure 3.4 shows snapshots of the characteristic trajectories of two modules
during a 9-sec interval. Module 1 strikes module 2 while being attracted by the
magnetic force between them. It should be noted that due to the rotation of
the eccentric mass, each module repels other modules along a certain direction.
Moreover, because the repulsion force varies, the modules change their relative
positions frequently (illustrated on the right). This is because the repulsion
force between two modules depends on the position of the rotating masses in
each vibration motor as well as on the friction of the rubber foam.
Module 1
Module 2
direction of eccentric 
 mass movement
0 sec
0 sec
9 sec
Figure 3.4: Trajectories of two modules during a 9-sec interval. Module 1 strikes
module 2 while being attracted by the magnetic force between them. The illustration
on the right shows that the relative positions of these two modules are unstable,
depending strongly on the friction of the form rubber.
3.2.4 Aggregation behaviors
Snapshots taken during three experiments using 6 modules are shown in Fig-
ure 3.5 (see the attached movie.). In each experiment, a diﬀerent electric poten-
tial was applied between the ceiling plate and the immersed electrode causing
the modules to aggregate in diﬀerent ways.
In the experiment shown in Figure 3.5 a, we applied a potential of E = 7V .
The modules ﬁrst moved along random paths in a manner vaguely reminiscent
of Brownian motion. After some time (≈ 9 sec), due to the magnetic attraction,
some of the modules were pulled together forming 2-clusters (denoted byX2; Xk
designates a cluster consisting of k modules). These clusters further combined
51
Chapter 3 - How Dynamics Inﬂuences the Yield of Self-assembly Robots
to generate a 4-cluster (X4), then a 5-cluster (X5), and eventually a 6-cluster
(X6) (sequential aggregation). Once this ﬁnal state was reached, the entire
circular structure started to reform a propeller-like structure sliding the relative
positions (see Figure 3.4). This is due to the stability of the conﬁguration
when all remaining spaces were occupied by modules, which induced constant
repulsive forces among them (note that each module repels its neighbor in the
same direction). Subsequently, this stable conﬁguration causes synchronized
contact of the pantographs to the ceiling, leading to a pulsed current ﬂow.
Consequently, the 6-cluster underwent a rotational movement.
In the snapshots reproduced in Figure 3.5 b, the potential was set to E = 8V .
As a result of the higher potential, the motors vibrated at a higher frequency,
increasing the likelihood of breakup of clusters. Most of the time, all cluster
types disintegrated shortly after formation, except for the 6-cluster (X6) which,
due to its symmetry, proved to be a stable structure. It is important to note
that the formation of the 6-cluster at T = 98 sec was accidental (here termed
“one-shot aggregation”). This tendency of suppressing intermediate states is
thought to be a potential solution to the yield problem (see Section 3.2.5). In
Section 3.3, we focus on the characteristics of these two aggregation patterns
and compare the results of numerical simulations.
The snapshots in Figure 3.5 c were obtained at a potential of E = 9V , which
induced such rapid vibration that the formation of a 6-cluster became unlikely.
In fact, even over prolonged experimental observation, no stable cluster was
observed (random movements).
The experimental setup had a deﬁciency in keeping up the vibration motors
speed at a high voltage (8− 9V ) for a long time because of self-generated heat.
We conﬁrmed these results by checking the stability of the circular conﬁgura-
tions shown in (b) and (c) by performing 10 trials, each time initializing the
experiment with 6 modules arranged in a circular conﬁguration (the desired
conﬁguration). It was conﬁrmed in all the cases that while at 8V , the circular
conﬁguration remained stable, it broke up at 9V . Considering that the tendency
of segregations between two modules rises along with higher voltage supply, the
described results seem probable. We further investigate this issue by modeling
mathematical kinetic rate model in Section 3.3.
3.2.5 Yield problem
The problem of producing a desired conﬁguration in large quantities (while
avoiding incorrect assemblies) is known as the yield problem and has been stud-
ied in the context of biological and non-biological self-assembly systems [46,47].
As an example, let us assume that the self-assembly process is initialized with 7
modules. In fact, the likelihood that the system actually settles into the desired
conﬁguration (e.g. a circle) is rather low due, and it is more likely that the
kind of patterns shown in Figure 3.6 will occur. In this respect, suppressing the
probability of producing stable intermediate states may help in reducing the
occurrence of this problem, as is the case in Figure 3.5 b. We further investigate
this issue in Section 3.3.
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a) Sequential aggregation (E=7V).
b) One-shot aggregation (E=8V).
c) Random movements (E=9V).
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Figure 3.5: Experimental results. Self-assembly process as a function of applied
electric potential E. (a) E = 7V , sequential aggregation. (b) E = 8V , “One-shot
aggregation”. (c) E = 9V , random movements. We checked the stability of the
circular conﬁgurations shown in (b) and (c) by performing 10 trials beginning with
circular conﬁgurations. It was observed that at 8V , the circular conﬁguration were
stable, while it broke up at 9V (see the attached movie).
3.3 Chemical kinetics rate model
In order to quantitatively investigate the formation and stability of self-assembled
circular-sector-shaped modules, a mathematical model was developed based on
kinetic rate equations [35, 46, 64, 65]. In this section, we call the conditions
which correspond to the phenomena observed in Figure 3.5 a, b, (voltages of 7V
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Figure 3.6: Yield problem and stable clusters. 7 circular sectors are placed in the
arena. In most cases, however, the modules organize themselves in two clusters.
and 8V ) “sequential aggregation” and “one-shot aggregation”. The diﬀerence
between them is that in the sequential aggregation process, a module should
maintain its connection to a neighboring module once it has attached to it,
while in the one-shot aggregation process, a single module may also disaggre-
gate from a cluster at a constant speed (except for the stable conﬁguration X6,
shown in Figure 3.5).
For the analysis, the intermediate products are represented by state vari-
ables. One can express the state transitions of the clusters as:
2X1  X2, X1 +X2  X3, X1 +X3  X4,
X1 +X4  X5, X1 +X5 → X6, 2X2 → X4,
X2 +X3 → X5, X2 +X4 → X6, 2X3 → X6
(3.13)
where Xk stands for the state of a cluster consisting of k(∈ 1, ..., 6) modules (e.g.
two single modules X1 can merge to form one cluster X2). Reversible reactions
are only possible in case of the one-shot aggregation. Note that we deﬁned the
transitions 2X2 → X4 and X2 +X3 → X5 to be irreversible, and X6 to be the
ﬁnal state, since we seldom observed such disassembly in the experiments. The
robustness of these clusters is mainly due to the geometrical stability of these
conﬁgurations.
The transition of the state vector x = (x1, . . . , x6), in which xk denotes
the number of clusters consisting of k modules, obeys the following diﬀerence
equation if x is large enough:
x(t+ 1) = x(t) + F (x(t)) (3.14)
where t corresponds to the number of time steps, or more precisely, to the
number of collisions between clusters. Fk is a transition function expressed as
the sum of the products of (i) the collision probability P cij (i, j ∈ 1, ..., 6), the
bonding probability P bij , and the stoichiometric number νij and (ii) the sum of
the products of the disassembly probability P di′ and stoichiometric number ν
′
i′ ,
namely:
Fk(x) =
∑
i,j
νijP
c
ijP
b
ij +
∑
i′
ν′i′P
d
i′xi′ (3.15)
where the stoichiometric numbers νij (assembly) and ν
′
i′ (disassembly) are co-
eﬃcients of the reaction seen in Eq. (3.13). The subscripts i and j in νij denote
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the size of the two clusters assembling, and in ν′i′ the size of the disassembling
cluster. The stoichiometric numbers correspond to the number of modules that
make up the colliding clusters, and they have a positive sign if Xk is a product,
and a negative sign if Xk is a reactant. Note that we are only interested in indi-
vidual collision events. The model ignores the speciﬁc positions of the modules,
assuming a well-mixed system.
The collision probability P cij can be represented by Eq. (3.16), assuming that
two clusters Xi and Xj are picked randomly in each time step.
P cij =
{
2xixj/(
∑
k xk)
2 (i = j)
x2i /(
∑
k xk)
2 (i = j).
(3.16)
In Figure 3.7, two conﬁgurations consisting of circular-sector modules are
shown. Here, Sk and Mk represent regions of the plane, and α, β, and γ
represent angles in radians.
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a) b)
Figure 3.7: Two conﬁgurations consisting of circular-sector modules. α, β, and γ
specify the corresponding angles, and Sk(North), Sk(South), and Mk denote the spe-
ciﬁc regions referred to in Eq. (3.17). (a) The size of cluster is less than a half circle.
(b) The size of cluster is more than a half circle.
Considering the geometric coordination, the conditional probability of bond-
ing when two modules Xi and Xj collide is given by
P bij = P ((Xj in Si(South)) ∩ (Xi in (Sj(North) ∪Mj))) · 2
+P ((Xj in Mi) ∩ (Xi in (Sj(North) ∪ Sj(South) ∪Mj)))
=
{
γi
2π · βj+γj2π · 2 + βi2π · βj+2γj2π (i + j ≤ 2πα )
0 (i + j > 2πα )
where
β =
{
α+ (k − 2)α (k ≤ πα )
0 (k > πα )
γ =
{
π + (12 − k)α (k ≤ πα )
(2π − kα)/2 (k > πα )
(3.17)
and k represents the number of modules contained in the cluster. We assume
that these modules will bond if (i) Xi is in the region Sj(South) of Xj , and (ii)
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Xj is in the region Si(North) of Xi; i.e., if the magnetic north pole of module
2 (area N2) faces the south pole of module 1 (area S1) or vice versa.
P d is set to zero for the case of sequential aggregation. In one-shot ag-
gregation, we arrive at P d using a model similar to the law of mass action
used to describe chemical reactions. With the equilibrium constant K of the
reaction Xi + Xj  Xi+j being given by K = k+/k−, k+ and k− can be in-
terpreted as the probability of bond formation and disassembly, respectively.
With the bonding probability Pˆ b set to the average of
∑
j P
b
1,j , K can be writ-
ten as K = Pˆ b/P d = exp(−ΔU
′
ρv2 ), where ΔU
′ is the energy of the bond formed
between two modules. This means K grows exponentially with the bonding
energy divided by the system’s kinetic energy [65]. We set this bond strength
to be the normalized magnetic potential energy of a 2-cluster X2 calculated
with Eq. (3.5). ρv2 is the mean energy of all the modules in our system, which
have a Brownian-like motion. Since we cannot derive the total kinetic energy
of the system, we set ρ to be a constant with units of s2/m5 and v2 to have
a value proportional to the systems’ agitation. This leads to the probability
of disassembly of a bond in the next time step to be P d = Pˆ bexp(ΔU
′
ρv2 ). For
further calculations we set ρ = 1 s2/m5 and v = 0.0232m/s (the mean velocity
of the modules in our system). The disaggregation is set to occur in propor-
tion to the number of each cluster. Taking the geometric conﬁgurations of each
cluster into account, we set P d2 = P
d, since there is only one bond that can be
dissolved. We set P d1 = P
d
6 = 0, since the modules do not disassemble. For X3
to X5 clusters, we consider the leftmost or the rightmost module leaving the
cluster (see Figure 3.7 (b)). Therefore we double the coeﬃcient, namely setting
P d3 = P
d
4 = P
d
5 = 2P
d.
Finally we obtain Fk as:
F1(x) = {−2P b11x21 − 2P b12x1x2 − 2P b13x1x3 − 2P b14x1x4 − 2P b15x1x5
+2P d2 x2 + P
d
3 x3 + P
d
4 x4 + P
d
5 x5}/(
∑
k
xk)
2
F2(x) = {P b11x21 − 2P b12x1x2 − 2P b22x22 − 2P b23x2x3 − 2P b24x2x4
−P d2 x2 + P d3 x3}/(
∑
k
xk)
2
F3(x) = {2P b12x1x2 − 2P b13x1x3 − 2P b23x2x3 − 2P b33x23
−P d3 x3 + P d4 x4}/(
∑
k
xk)
2
F4(x) = {2P b13x1x3 + P b22x22 − 2P b14x1x4 − 2P b24x2x4
−P d4 x4 + P d5 x5}/(
∑
k
xk)
2
F5(x) = {2P b14x1x4 + 2P b23x2x3 − 2P b15x1x5
−P d5 x5}/(
∑
k
xk)
2
F6(x) = {2P b15x1x5 + 2P b24x2x4 + P b33x23}/(
∑
k
xk)
2. (3.18)
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3.3.1 Time evolution
Figure 3.8 shows the change over time of the yield of clusters, obtained by solving
the system of diﬀerence equations described above with the initial condition
x(0) = (100, 0, ..., 0). It shows the time evolution of the yield for the cases
of sequential aggregation (a) and one-shot aggregation (b). In Figure 3.8 (a),
only 38.9 % of modules aggregate into full 6-clusters, which exempliﬁes the
yield problem. Also, since there is no means for the system to disaggregate, it
becomes almost stagnant after a certain number of interactions, that is, only a
few modules continue the assembly process. However, in Figure 3.8 (b), 99.0 %
of modules aggregate to form 6-clusters. Note that the one shot self-assembly
shown in (b) takes much longer to reach a stable state than the sequential
aggregation in (a). In our calculations, increase of yields are observable when
the probability of disaggregation P d is in the range from 1.0×10−8 to 5.0×10−2.
In Figure 3.8 (c) and (d), we plot the trajectories of the time evolution of each
cluster, where both the x and y axes represent yields (sequential aggregation
model in (c) and one-shot aggregation model in (d)). In Figure 3.8 (c), we
see that clusters consisting of 3, 4, and 5 modules are temporarily formed and
subsequently decrease in number by converting to larger-sized clusters. The
convergence in the values represented in (c) denotes yield problem (indicated
with *). In Figure 3.8 (d), we see the convergence of all the intermediate states
and the growth of the number of 6-clusters3. In Figure 3.8 (e), we compare the
transition of the yield for the two conditions, where the improvement in yield
is clearly shown.
The mechanism of one-shot aggregation is illustrated in Figure 3.9 b, in con-
trast to sequential aggregation shown in Figure 3.9 a. The core of one-shot
aggregation is that the system happens to have a chance to conﬁgure a targeted
formation (product) with a small probability, while processing reactions com-
bined with aggregations and disaggregations. Also the condition that a product
is more structurally stable than the other conﬁgurations must be met. We call it
”one-shot aggregation” for the sake of easy understanding of the phenomenon.
Note that we are fully aware of the fact that reverse reactions assisting in the
growth of yield of a product can be frequently observed in chemistry. Our
contribution is that we demonstrated the concept using a macroscopic physical
model.
The voltage (V ) applied to the ceiling determines the level of perturbation
introduced into the system. Thus it can be regarded as a kind of temperature
(T ) which is often employed as a control parameter in molecular self-assembly.
The experimental results obtained show diﬀerent voltages lead to diﬀerent ag-
gregation patterns. Moreover, by applying a large perturbation (e.g. 9V ), the
system returns to its initial state, guaranteeing the reversibility of the reaction,
which is a desirable property of our system. It allows the system to disaggregate
undesired intermediate sub-assemblies.
3.3.2 Eﬀect of morphology
In order to understand how the morphological properties of the modules in-
ﬂuence the ﬁnal state, we studied the stability of diﬀerent conﬁgurations from
3In the mathematical model, we did not consider the “bank-eﬀect”, in which many modules
become stuck together on a wall and stop their dynamical motion.
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Figure 3.8: Change over time of the yield rate of clusters obtained by solving the
model with the initial condition x(0) = (100, 0, ..., 0). (a, b): time evolution of the yield
rate for sequential aggregation (a) and one-shot aggregation (b). (c, d): trajectories of
time evolution of each cluster for sequential aggregation (c) and one-shot aggregation
(d). (e): comparison of the transition of yield rate under the two conditions. The
convergence in the values represented in (c) denote yield problem (indicated with *).
the perspective of the magnetic potential energy. In Figure 3.10, we plot the
normalized potential energy (U ′total) as a function of the position of the magnet
in the module. In this case, we moved the magnet along the symmetry axis of
the module and measured its distance to the vertex (a). The ﬁgure suggests
that shifting the position of the magnet closer to the rounded edge causes the
system to produce dimers (2-clusters) with the rounded edges touching (from
Figure 3.10, the limit is a ≈ 34×10−3 m). In our experiments, a = 25×10−3 m,
which implies that the full circle cluster has minimal energy4. For reference, we
4This example seems to indicate that it is also possible to perceive this change not as a
shift in the position of the magnet, but rather as a change in the entire mass distribution
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Figure 3.9: Mechanisms of aggregation. (a) Sequential aggregation leading to the
yield problem. (b) One-shot aggregation leading to the increase of the targeted prod-
uct.
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Figure 3.10: Potential energy of each conﬁguration (full circle, 3 dimers, and trian-
gular conﬁguration) with respect to the distance of the magnet from the corner.
also considered the case of a triangle conﬁguration which was observed occasion-
ally. The calculations conﬁrmed that this is a rarely produced conﬁguration.
Figure 3.11 shows how the change of the spanning angle of the corner aﬀects
the yield of the self-assembly process in sequential aggregation. The yields are
normalized by multiplying them by the number of modules required to construct
a full circle (i.e., in the case of α = 60◦ the factor is 6; in the case of α = 180◦
the factor is 2), and plotted as a function of the angle α on a logarithmic scale.
As can be seen in the ﬁgure, the narrower the angle becomes, the worse is
the performance of the system. This result can be explained by considering
that the number of clusters required to form the desired structure is inversely
(morphology) from the “force source” (here: magnets).
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proportional to the angle. Interestingly, the relationship between yield and angle
follows a power-law with a scaling exponent of 0.82. That is, the improvement
of the yield saturates as the angle becomes wider. This result indicates that
y   1.35x0.82
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Angles (degree)
Yi
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Figure 3.11: Yields as a function of the angle spanned by the circular-sector module
in sequential aggregation. The relationship between yield and angle follows a power-
law with a scaling exponent of 0.82.
there exists an optimal spanning angle for which both the aggregation rate and
the number of identical modules can be maximized5.
Finite Element Methods Magnetic Analysis
We employ the Finite Elements Method Magnetic (FEMM)6, an open-source
magnetic ﬁeld solver to visualize the magnetic ﬂux density and the magnetic ﬁeld
lines. For the analysis of the other clusters the appropriate numbers of magnets
were added to the calculations. The body of the module itself only consists of
plastic and its edges are only displayed for visualization purposes (they have no
eﬀect on the result). To keep the model simple we omit the vibration motor,
electrode, pantograph and any other metallic objects from our analysis. Since
we are interested in the magnetic properties surrounding the magnets we set the
mesh grid size to only 0.1 for the complete model. For the magnet and air we
use the preset material properties for NbFeB 40MGOe and air respectively. We
want to model the magnetic ﬁeld in an unbounded space while only modeling
a ﬁnite region of that space. We create an asymptotic boundary condition that
approximates the impedance of an unbounded, open space with
1
μrμ0
∂A
∂n
+ c0A+ c1 = 0 (3.19)
where A is magnetic vector potential and μr is the relative magnetic perme-
ability of the region adjacent to the boundary, in our case air with μr = 1. μ0
5In our circular-sector model, we considered the angle α to be an adequate parameter to
measure the heterogeneity of the system. Although the 60◦ and 120◦ modules should be
treated as diﬀerent (heterogeneous) modules, once two 60◦ modules connect, a 120◦ module
forms, which is obviously equivalent to a 120◦ module. This example tells us that the concepts
“homogeneous” and “heterogeneous” cannot be separated from the context in which they are
used.
6Available at: http://www.femm.info/wiki/HomePage.
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is the permeability of free space, and n represents the direction normal to the
boundary. For our asymptotic boundary condition, we need to specify:
c0 =
1
μrμ0R
(3.20)
c1 = 0 (3.21)
where R, here 10 cm, is the outer radius of a spherical problem domain.
Figure 3.12 shows the density plot of the magnetic ﬂux ﬁeld |B| and the
ﬂux lines for the clusters X1-X6. It can be seen that the larger a cluster gets
the more ﬂux is contained within the cluster. Notice how the full circle cluster
in Figure 3.12 f, the magnetic ﬂux lines and most of the magnetic B-ﬁeld is
enclosed within the area covered by the clusters’ body. This suggests that the
morphological properties of the full circle cluster shields the magnets toward the
outside eﬀectively removing it from further magnetically interacting with other
clusters in the system.
a) b) c)
d) e) f)
Figure 3.12: (a) - (f) Density plot of the magnetic ﬂux ﬁeld |B| and the ﬂux lines
for clusters X1 - X6. It can be seen that the larger a cluster gets the more ﬂux is
contained within the cluster.
3.4 Degree of parallelism
In this section, we investigate the pattern of assembly focusing in particular
on combinatorial matching patterns. The idea is to focus only on connections
between components (neglecting the identity of each component), and to acquire
information about the compounds. We now deﬁne the following variables:
To measure the geometrical connections of the modules, we deﬁne the local
and global clustering degrees as:
Note that C = ci in general (see Figure 3.13). This measure allows us to
characterize geometric topologies independent of the energy.
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xi number of connections within the i-th cluster
xcomp number of connections in a complete cluster
X number of all connections (≡∑i xi)
Xcomp number of connections within the complete conﬁguration of clusters
(≡ ∑ xcomp)
Local clustering degree of i-th cluster ci ≡ xixcomp
Global clustering degree C ≡ XXcomp .
The degree of parallelism (DOP) H , as a function of the local clustering
degrees (ci), is used to quantify the aggregation paths [70], namely:
H = −
N∑
i=1
ci ln ci. (3.22)
Suppose that there exists a number N of clusters. From Shannon’s lemma,
it follows that the value H becomes maximum when the N clusters are all of
the same size, namely:
H(X) = −
N∑
i=1
ci ln ci
≤ −
N∑
i=1
{ 1
xcomp
· X
N
} ln{ 1
xcomp
· X
N
}
= − X
xcomp
ln{ 1
xcomp
· X
N
}. (3.23)
The upper limit in Eq. (3.23), i.e. the maximal value for H, is obtained when
ci = { Xxcomp · 1N } for ∀ i, that is, when there are equal numbers of clusters of the
same size. This characteristic can be extended to general assembly processes,
irrespective of the number of tiles or clusters.
The whole aggregation sequence can be quantiﬁed by the area covered by
the DOP transition, namely:
Hpath =
∫
C
H dC. (3.24)
Figure 3.13 shows examples of clustering degrees with 6 modules in (a),
and 12 modules in (b). The DOP of their intermediate states (left sides) are
H = 0.6452 in (a), and H = 1.2904 in (b). Note that the DOP increases
proportionately with the number of identical clusters. The concept can be
extended and applied to assembly processes in general.
3.4.1 The case of 6 modules
In Figure 3.14, the DOP as a function of the global clustering degree C is
shown for the case of 6 modules. Considering the combination patterns, the
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Figure 3.13: Examples of clustering degrees with 6 modules (a), and 12 modules
(b). The DOP of their intermediate states (left sides) are H = 0.6452 in (a), and
H = 1.2904 in (b). Note that DOP increases proportionately with the number of
identical clusters.
probabilities of each transition are calculated and listed inside each path. The
value P represents the probability of a state within the same C. For reference,
the magnetic potential energies U are listed above each state.
The ﬁgure shows that as C increases, the DOP H increases, attaining a
maximum for C = 0.5, and then decreasing to 0 for C = 1. Also, in each
column (that is, within a group having the same number of connections), the
more similar the clusters, the higher the DOP. In other words, high values
are derived from states in which the connections are equally distributed. The
highest DOP path (Hpath), which goes through a state with H = 0.8959, has
a value of 0.461, while the lowest DOP path has a value of 0.236 (which goes
through a state with the lowest H). Note that the possible number of paths is
17 (neglecting disassembly), and the reactions always produce a full circle (the
ﬁnal state is marked with a yellow square).
3.4.2 The case of 7 modules
Conversely, the change in DOP for the case of 7 modules is shown in Figure 3.15.
Surprisingly, the probability of conﬁguring a full circle drops to 1/3 (the three
possible ﬁnal states are marked with yellow squares). Other conﬁgurations with
4 + 3 clusters and 5 + 2 clusters are calculated to both occur with a probabil-
ity of 1/3. This is a typical illustration of the yield problem associated with
self-assembly processes. Here the total number of paths is 25, if we neglect
disassembly.
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Figure 3.14: Change in DOP as a function of global clustering degree (6 modules).
The more that assembly proceeds in parallel, the larger the value becomes. The highest
DOP path (Hpath), which goes through a state with H = 0.8959, has a value of 0.461,
while the lowest has a value of 0.236 (which goes through a state with the lowest value
of H). Note that the possible number of paths is 17 (without considering disassembly),
and the reactions always produce a full circle (the ﬁnal state is marked with a yellow
square).
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Figure 3.15: Change in DOP as a function of global clustering degree (7 modules).
The probability of conﬁguring a full circle drops to 1/3 (the three possible ﬁnal states
are marked with yellow squares).
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3.5 Conclusion
This work showed an inﬂuence of reverse reactions on the improvement of yields
of targeted products of stochastic self-assembly. By using a platform designed
for the analysis of self-assembly systems, we observed a unique aggregation
pattern at a speciﬁc stochasticity level - a number of modules instantly composed
a product while avoiding converging to undesired geometric conﬁgurations. We
hypothesized that this is mainly due to the disaggregation (reverse reaction) of
undesired conﬁgurations that block the system, re-enabling modules to compose
a product at a certain probability. We investigated the model using kinetic rate
calculations and validated the hypothesis. In this regard, the discussion of the
yield problem from a combinatorial perspective in Section 3.4 clearly depicts
the causal reason. We believe this paper projects an insight on the macroscopic
frame on chemical systems, and deepens the theoretical understanding to realize
scalable self-assembly systems.
Appendix 3A - Diﬀusion by Random Walk
In our system, we suppose that a vibrating module randomly moves in a ﬁeld,
inducing Brownian-like motion. As a measure of a traveling diﬀusion, we con-
sider a situation where a particle randomly moves in one dimension [44]. Given
that the distance of each step is one, and the probability that the particle moves
either left or right are both 12 . In order for the particle to be at position m after
n steps, it should move + direction n+m2 times, and - direction
n−m
2 times.
After n steps, the particle moves to + direction for (n +m)/2 times and to -
direction for (n − m)/2 times in order to be at the position m after n steps.
Considering that (n+m)/2 and (n−m)/2 are both integer number, the number
of moving patterns of the particle can be given by
nPn+m
2
=
n!(
n+m
2
)
!
(
n−m
2
)
!
. (3.25)
The number of possible movement after n steps is 2n. Therefore the proba-
bility that the particle positions at position m after n steps P (m,n) is
P (m,n) =
n!
2n
(
n+m
2
)
!
(
n−m
2
)
!
. (3.26)
Suppose n andm are big enough, we assumem/n  1. By utilizing Stirling’s
formula:
ln(x!) 
(
x+
1
2
)
lnx− x+ 1
2
ln(2π) (3.27)
we obtain
lnP (m,n)  1
2
ln
2
πn
− n
2
[(
1 +
m+ 1
n
)
ln
(
1 +
m
n
)
+
(
1 +
1−m
n
)
ln
(
1− m
n
)]
. (3.28)
Considering that m/n  1, Eq. (3.28) can be transformed as
lnP (m,n)  1
2
ln
2
πn
− n
2
(m
n
)2
+ · · · . (3.29)
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Therefore the proportion of the probability is asymptotic to the following
distribution:
P (m,n) 
√
2
πn
exp
[
− n
2
(m
n
)2]
. (3.30)
Supposing lf as the step width, and τf as the time taken to move to the
next site, we obtain x = mlf and t = nτf . The probability that the particle can
be observed in the region [x, x+ dx] is therefore given by
P (x, t)dx = P
( x
lf
,
t
τf
) dx
2lf
. (3.31)
Considering that the diﬀusion coeﬃcient D is described as
D =
l2f
2τf
(3.32)
we obtain
P (x, t)dx =
1√
4πDt
exp
(
− x
2
4Dt
)
dx. (3.33)
The derived distribution shows that the positioning probability of x follows
diﬀusion equation (cf. Eq. (1.4)). In our 2D system, however, due to the
asymmetric motion induced by a vibration motor, the system often showed
unique behaviors (see also Appendix 3B).
Appendix 3B - The Ability to Express Various
Behaviors
Here we present examples of the diverse behaviors exhibited by the proposed
models. Experiments carried out with various types of modules are shown in
Figure 3.16 7. We used diﬀerent types of primitive shapes, such as circles or
triangles, and demonstrated their ability to express a range of behavior in dif-
ferent combinations. The modules containing vibration motors are indicated by
”V”. Some were powered via the ceiling plate (a, e, g, h), while the others were
powered through a wire controlled by hand (c), or sustained by hand (b, d, f).
• Figure 3.16 a: A set of homogeneous modules automatically aligns
into a straight conﬁguration. Each rectangular module contains a vi-
bration motor and a horizontally attached magnet directing to the long
edges. The ﬂuctuation breaks apart unstable formations (directing short
edges together, which is a local minimum state) and causes the long edges
to attach.
• Figure 3.16 b: The large module at the center rotates the small
modules around it. At the same time the small modules rotate
individually. One vibrating module is manually placed in the center.
The magnets are vertically attached to all the modules attracting / re-
pelling each other. Mutual attraction occurs between the large module
7Some of the movies can be seen at: http://tribolon.com/
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at the center and the small modules around it, while the small modules
repel and stay apart from one another. The movement of the large module
forces the small modules to rotate around itself and at the same time they
rotate in the opposite direction to the movement.
• Figure 3.16 c: A vibrating module can produce a string of mod-
ules. Modules with a magnetic north pointing upwards and those with a
magnetic south pointing upwards can become wound around the manually
ﬁxed and controlled module rotating in the opposite direction.
• Figure 3.16d: A simple gear system is created by the combi-
nation of attractive magnetic forces and repulsive friction. This
example shows how far the rotational movement generated by the vibrat-
ing modules can be transferred. In general, a triangular module is able to
trap a module at one side of the edges, due to the relatively short distances
from the edges to the magnet.
• Figure 3.16 e: Modules attract each other and create coupled
modules (dimer). One horizontal magnet attached to each 6 modules
between the center and the end causes the formation of the couple, im-
peding the attachment of a third module.
• Figure 3.16 f: A global rotational movement occurs through local
interactions. A triangular module rotates three circular modules along
its edges. The friction from the triangular module causes the circular
modules to move from the center of the edge, where the magnet is closest,
and to push the edge of the triangle module. This imposes a rotational
movement on the group.
• Figure 3.16 g: A bike-like conﬁguration follows the wall. A trian-
gular module with a vibration motor inertially follows the wall by striking
it. Subsequently, when two circular modules are manually placed next
to it, they turn into “wheels” and the whole cluster starts following the
wall. This happens because the circular modules are attracted to the wall
by capillary forces while the vibration motor pushes the wheels into one
direction.
• Figure 3.16 h: Bending motion can be achieved by exploiting
shape. Four modules contain vibration motors, and the magnets are at-
tached horizontally (similar to case (a) above). By applying a voltage, the
vibration motors rotate into the same directions and generate a bending
force via friction. Also, an inverted voltage enables the cluster to bend in
the opposite direction.
These examples are typical outcomes that we obtained with the described
settings, though this does not mean that these are the only outcomes with the
given conﬁgurations. Table 3.1 lists their properties (isometric conﬁguration,
stability of the product, motion, controllable parameter, function) attributed
to the particular conﬁgurations shown in Figure 3.16 a to h, respectively. It
should be mentioned that the reactions responsible for the structuring of the
system act at a strictly local level, that is, all behaviors described above emerge
spontaneously and autonomously through a decentralized process. Nevertheless,
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Figure 3.16: The ability to express various behaviors. The modules containing
vibration motors are indicated with letters ”V”. Some modules were powered via
the ceiling plate (a, e, g, h), while others were powered through a wire controlled
by hand (c), or sustained by hand (b, d, f). The ﬁndings could shed light on how
interaction between primitive organisms evolved. Some of the videos can be found at
http://tribolon.com/
by contrast to traditional manufacturing processes, less control is required for
the assembly. The process and the conﬁgurations are typically robust against
unforeseen damage (a, b, e, g, h), implying that the system could recover from
failures and external disturbances to some degree. A special attention is dragged
by g, in which the compound acquires mobility function. The ﬁndings could shed
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Table 3.1: Attributes of the systems shown in Figure 3.16 a to h.
isometric stability motion controllable pa-
rameter
functionality
a) Alignment N stable static - -
b) Planet N stable dynamic rotational speed,
number of passive
modules
torque trans-
formation
c) Reel Y - dynamic - number and
size of outer
layer modules
d) Gear Y - dynamic size and number of
modules
torque trans-
formation
e) Dimer N stable static - -
f) Rotation N - dynamic size of circular
modules rota-
tional speed
torque trans-
formation
g) Bike N stable dynamic driving speed mobility
h) Folding N stable - folding angle distortion
light on how interaction between primitive organisms evolved.
We further investigated the assembly process presented in Figure 3.16 f, g.
Figure 3.17 shows an example of the representative behavior observed in an
experiment. We initially positioned three passive modules (colored green) along
the wall such that they were equally distributed, and manually placed a module
with a vibration motor (active module, colored white) at the center of the tank
(Figure 3.17a). Once a voltage was applied the following actions took place:
an assembly motion (the 1st assembly, Figure 3.17b), wall following behavior
driven by the active triangle module (Figure 3.17c-d), the 2nd and the 3rd
assembly (3rd: Figure 3.17 e), rotational movement (Figure 3.17 f,g), and wall
following (Figure 3.17h-j). The rotational movements were observed when at
least one passive module was attached to an active module, and the whole body
has no contact to the wall. The assembly motion, the rotational movement, and
a b c d e
f g h i j
0s 6s 13s 20s 21s
24s 31s 35s 36s 41s
wall follow
(triangle)
wall follow
(triangle)transition?     assembly
assembly
rotation rotation wall follow
(bike)
wall follow
(bike)
wall follow
(bike)
initial configuration
Figure 3.17: Typical observed behavior, consisting of assembly motion (1st assembly,
Figure 3.17b), wall following behavior driven by active triangle module (Figure 3.17 c-
d), 3rd assembly (Figure 3.17 e), rotational movement (Figure 3.17 f, g), and wall
following indirectly managed by passive modules (Figure 3.17 h-j).
the wall following behaviors can be recognized in Figure 3.18, where the time
evolution of x-positions of all the modules are displayed. The rotation of the
whole body can be recognized in 120◦-phase delay (highlighted in dotted boxes),
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Figure 3.18: Time evolution of the x-positions of all the modules. The timing of
assembly (indicated with triangular arrows), rotational movements, and wall following
behaviors can be seen (highlighted in dotted boxes).
and the wall following behavior can be seen as coherent phases (highlighted in
dotted boxes). These dynamical motions are thought to be attractors in the
dynamical system.
In general, magnetic attraction, which plays the main role for the assembly
process, merely works when modules are apart. An active module has to rove
around the ﬁeld to attain physical contacts to the passive modules. Figure 3.19a
shows the assembly time of 15 trials (n=15) that took for the 1st and the 2nd
assembly. We treated some trials which doesn’t show any assembly process for
30s as “trapped” trials and removed them from the statistics. Such “trapped”
trials were observed 6 times out of 21 trials (therefore the success rate with two
passive modules in this condition is 71.4%). The measured average time for the
1st assembly was 2.92s, and for the 2nd assembly was 11.88s, which represents
the ease of the 1st assembly compared to the 2nd. The observed trapped states
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travels, but pushes away
Figure 3.19: Assembly time (a, 7V), and “trapped” patterns (b, c).
are illustrated in Fig. 3.19bc. Figure 3.19b represents the state in which an ac-
tive triangular module and a passive circular module pull each other in opposite
directions. Consequently, the whole body stays. This convergence is avoided if
there exists another active module, which is capable of promoting the couple of
active and passive modules to escape from this state. Another observed con-
verged state is illustrated in Figure 3.19c, where the active module carrying an
70
Chapter 3 - How Dynamics Inﬂuences the Yield of Self-assembly Robots
passive module pushed other passive modules, and eventually hinders further
assembly.
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active triangle
(normal passive modules)
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Figure 3.20: Velocity for the wall following behavior with diﬀerent conﬁgurations
(5.5V, 7V).
As we described above, the wall following behavior was observed (1) when an
active triangle module kicks the wall by itself, and (2) when an active module
kicks two attached passive modules (Figure 3.20, termed bike conﬁguration).
Adhesion force between the modules and the wall was provided by capillary
force. We examined the velocity in the wall following behavior with respect to
the applied voltage (Figure 3.20, the number of each trials is 5). In general, the
higher the applied voltage was, the higher the velocity (4.67 cm to 10.07 cm/s
with triangle, and 7.68 cm/s to 10.22 cm/s with bike conﬁguration). The speeds
of triangle and bike conﬁgurations under 7V showed similar velocities8. In or-
der to evaluate the inﬂuence of the size of the passive modules, we conducted
similar experiments with large passive modules and measured the velocity (10%
increase in size, Fig. 3.20d). Interestingly, the velocity decayed in both con-
ditions (i.e. 5.5V and 7.0V ) with large passive modules (18.1% decrease in
the speed at 5.5V , and 12.9% decrease in the speed at 7.0V from normal bike
conﬁguration, respectively).
8Note that the velocities can be changed to negative by applying negative voltage to the
system.
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Chapter 4
Detection Mechanisms of
Global Conﬁgurations
Sensor mounted model for logical
self-assembly
Self-assembly is a process in which individual components form an organized
structure as a consequence of local interactions. When using magnets to cre-
ate interaction forces, the magnetic ﬂux distribution of a self-assembling system
changes as its assembly state varies. Since Hall-eﬀect sensors are a convenient
and eﬀective means to detect changes in the magnetic ﬁeld, we explore their ap-
plicability to monitoring the morphology of such magnetically self-assembling
systems. We ﬁnd that optimal positions for the sensor can be found where the
ﬂux changes maximally. Our analysis is applied to two diﬀerent systems by
deriving the ﬂux changes for all possible states, and theoretical ﬂux changes are
veriﬁed with experiments. In addition, we show that a small number of sensors
is suﬃcient for robust state determination. In addition to state detection, ex-
periments show the potential for angle measurement for compliant cylindrical
magnet joints using a single Hall-eﬀect sensor.
keywords
magnetic ﬂux distribution, Hall-eﬀect sensor, global conﬁguration, opto-coupler
1Parts of the material in this chapter previously appeared in; Z. Nagy, S. Miyashita, S.
Muntwyler, Ashish K. Cherukuri, J. J. Abbott, R. Pfeifer and B. J. Nelson (2009) “Morphol-
ogy Detection for Magnetically Self-Assembled Modular Robots”, IEEE/RSJ International
Conference on Intelligent Robots and Systems (IROS), pp. 5281-5286.
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4.1 Magnetic Detection
To study self-assembling systems at the cm scale, it is convenient to use magnets
to provide suﬃcient interaction forces and torques, and thus motion, without
the need for additional power. Magnetic interaction has been shown to scale
favorably to the micro and nanodomain, implying that knowledge gained at the
cm-scale will translate well to the sub-mm domain [22].
The morphology, i.e. the shape, of a magnetically self-assembled system is
not only characterized by its geometrical boundary, but also by the distribution
of the magnetic ﬁeld—as the shape of the system changes, so does the magnetic
ﬁeld distribution. If this change is unique, then knowledge of the ﬁeld variation
leads to knowledge of the morphology variation. In this paper, we numerically
and experimentally investigate the existence of such unique mappings for two
diﬀerent situations: detection of individual self-assembly states, i.e. online mon-
itoring of the stochastic self-assembly process, and determination of the relative
position of the modules separated by compliant joints.
In [66,69] the stochastically self-assembling Tribolon system was introduced.
It consists of triangular modules ﬂoating on water and eventually assembling
into a ﬁnal, hexagonal conﬁguration. The modules feature one magnet providing
the intermodular attraction force, and a vibration motor generating a random
motion component. The assembly of the ﬁnal hexagonal conﬁguration is known
to be aﬀected by the so-called yield problem, where clusters of either 4 or 5
modules cannot attach together and remain as “garbage” [46].
Another solution is based on low-level control in which case the formation of
the clusters is restricted to a maximum of three modules and only such clusters
can attach to one another. Our goal here is to achieve this end without the need
for intermodular communication. This requires that the global information of
the cluster size is available to each module locally. In Section 4.2 we propose a
solution that allows a given module to detect its state transitions, and thus the
size of the cluster it is in, and demonstrate simple behavior with three modules.
A Hall-eﬀect sensor is a device for measuring magnetic ﬁelds. The main
advantage of using Hall-eﬀect sensors is that they can be sealed and used in harsh
environments. Moreover they are able to sense magnetic ﬁelds beyond obstacles,
also through the direct neighbor. The modules we used for the experiments
are equilateral triangles (Figure 2). The magnet providing the attraction and
bonding force between them is placed 15mm from the tip of the module facing
left with its south pole. Two hall-eﬀect sensors with a size of approximately
3× 4mm are placed on the edge of each module where the distance to the own
magnet and the magnet of the neighbor is the shortest. Hall-eﬀect sensors are
widely used in position and orientation sensing applications, and, in this work,
we are interested in their applicability to the detection of self-assembly states.
4.1.1 Detecting Changes in Magnetic Fields
The output voltage of the Hall-eﬀect eﬀect sensor we use in our experiments
(A1302 from Allegro Microsystems Inc.) is proportional to the magnetic ﬂux
density across it. In particular, the change in voltage ΔV is related to the
ﬂux change |ΔB| through the sensitivity S = 13mV/mT of the sensor as
ΔV = S|ΔB|. The Hall-eﬀect sensors are interfaced to a PC using a National
Instruments USB-6008 data acquisition card and LabView.
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We are interested in using as few sensors as possible to determine the required
information. Therefore, we numerically determine the optimal position of the
Hall-eﬀect sensor for a given problem. This optimal position is characterized
by the largest change in the magnetic ﬂux as the system changes from one
conﬁguration to another and, thus, allows for the least ambiguous sensing of
the state transition.
For the numerical optimization, the magnetic ﬁeld of the magnets is com-
puted using the surface charge models provided in [31] and partially reproduced
in the Appendix. These equations can be used to determine the ﬁeld of nearby
multipole structures, and are computationally eﬀective as no discretization of
the space is necessary (as opposed to ﬁnite-element-based methods). When the
inter-magnet distance is much larger than the magnet size, a simple point-dipole
model is suﬃcient.
We begin by a qualitative analysis of the ﬂux change. Let BS1 and BS2 be
the ﬂux distributions of a ﬁrst shape S1 and a second shape S2, respectively.
Then, for an arbitrary reference frame j
BjS1(x
j) =
n∑
i=1
gjiB
i(xi) =
n∑
i=1
gjiB
i(gijx
j), and
BjS2(x
j) =
n+m∑
i=1
gjiB
i(xi) =
n+m∑
i=1
gjiB
i(gijx
j)
where xj ∈ R3 is the point where we are computing the ﬁeld, expressed in the
frame j, Bi is the ﬁeld of magnet i in its own frame i, gji is the homogeneous
transformation from frame i to frame j, with gij = g
−1
ji , n is the number of
magnets in the ﬁrst shape, and m is the number of additional magnets in the
second shape. The ﬂux change at xj follows as
ΔBj(xj) = BjS2(x
j)−BjS1(xj) =
n+m∑
i=n+1
gjiB
i(gijx
j) (4.1)
That is, the ﬂux change is simply equal to the ﬂux of the additionally introduced
magnets. In the simplest case (n = m = 1), B1 is provided by a single magnet
on a given module, and ΔB by a second magnet on another module. Thus, to
optimally detect the presence of the second module with sensors inside the ﬁrst
module, the position of the maximal ﬂux due to the second module’s magnet
occurring inside the ﬁrst module is required. This position is close to the second
magnet as the magnetic ﬂux generally decreases with distance from a magnet.
We conclude that the optimal position is near the boundary of the ﬁrst module.
For the numerical analysis, the ﬁeld equations are implemented in MATLAB
and used in the numerical maximization of the ﬂux change between two mor-
phologies as follows. We choose j = 1, i.e. we express the ﬁelds in the frame of
magnet 1 and omit the superscript from now on. We identify the diﬀerent oc-
curring shapes S and derive the transformations g1i. Then, we use MATLAB’s
fmincon to solve the optimization problem in each component Bi of B
minimize −ΔBi
subject to x ∈ C, (4.2)
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and designate the optimal position as x
, C designates the feasible region for
x
—that is, the region where we could realistically place a Hall-eﬀect sensor.
Considering the individual components in the optimization process, rather than
the norm |ΔB|, also considers situations where B rotates while its magnitude
remains constant. Additionally, if the optimal position for two components i
and j is the same, an optimal orientation of the Hall-eﬀect sensor can be derived
as θ = arctan(ΔBi/ΔBj).
4.2 The Model and Experiments
Self-assembling systems at the cm scale are typically considered as distributed
systems, implying that there are uncertainties in the knowledge of the compo-
nents’ global information. Due to the lack of a central controlling system to
coordinate and control the modules, each module is required to possess any
necessary information of the global conﬁguration. Fig. 4.1a) shows the Tribolon
modules employed in this work. The modules are equilateral triangles (see
Fig. 4.1b)), and the magnet (Br = 1.4T) providing the attraction force between
them is a cube of 5mm sidelength magnetized along the x-axis (perpendicular
to the symmetry axis) and placed at L = 15mm from the tip of the module.
y
y
L
53.19 mm
x
x Module 2
Module 1
Magnet 1
Magnet 2O
1
O
2
Hall sensor
Vibration motora)
Base plate Magnet
1 cm
b)
Hall sensors
at the optimal
positions
Figure 4.1: Tribolon modules. a) Photo, b) Employed coordinate frames.
The morphologies that may occur during the self-assembly process are de-
picted in Fig. 4.2. We wish to determine the number and position of the Hall-
eﬀect sensors to enable a given module to sense the size of the cluster it is in, i.e.
know how many left and right neighbors it has. We begin by determining the
optimal position to detect one neighbor—the situation depicted in Fig. 4.1b)—
and deﬁne S1 as the state without any neighbor, and S2 as the state with one
right neighbor (R). Then,
g12 =
⎡
⎢⎢⎣
1/2 −√3/2 0 √3L/2√
3/2 1/2 0 L/2
0 0 1 0
0 0 0 1
⎤
⎥⎥⎦ . (4.3)
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Figure 4.2: Possible morphologies that may occur during the Tribolon self-assembly
process. The nomenclature reﬂects the number of (L)eft and (R)ight neighbors of the
gray module, and H designates the self-assembled hexagon.
With the feasible region C being the whole module 1 except the position
of the magnet, and x0 = [4, 4, 0]mm, we ﬁnd the optimal position to be at
x
 = [2.6, 9.8, 0]mm, which is at the boundary of the module. Also, we ﬁnd that
the change of both ﬂux components ΔBx and ΔBy is maximal at this position,
therefore, the Hall-eﬀect sensor should be oriented to capture the ﬂux at the
angle arctan (ΔBy/ΔBx) = π/6 (perpendicular to the wall of the module).
We also ﬁnd that the ﬂux change at the symmetric position x2

 = [2.6,−9.8, 0]
is negligible, therefore, it can be used to optimally detect a (L)eft neighbour.
Thus, we equip the modules with two Hall-eﬀect sensors at x
 and x2

 and in-
vestigate this conﬁguration for its utility in detecting state transitions. Fig. 4.3
shows the percentage change in the ﬂux for both sensors for all possible state
transitions (except for symmetry). We observe that every transition causes a
ﬂux change of at least 1% which can be detected with appropriate hardware.
For robustness of detection, one could implement the possible transitions onto
the module given a certain cluster size. Then, the number of possible transitions
is greatly reduced. Either way, we conclude that the information on the global
shape and size of the cluster, as well as the position of a given module inside
this cluster, can be made available locally on the module.
X
YΔBleft (%)
ΔB
right
(%)
+4.214
+4.038
+3.972
+1.173
+1.116
+1.121
+1.087
+102.0
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+4.176
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+4.176
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+102.0
+101.9
+1.170 +3.967
+3.976
Figure 4.3: Flux change (in %) for two optimally positioned Hall-eﬀect sensors on
the gray module (see Fig. 4.1b)). Each state transition is unique and allows the gray
module to monitor the size of the cluster.
Experimentally, we investigate the yield problem introduced earlier. To con-
straint the size of the cluster to three modules, it is necessary that a given
module detects the states L, R, LL, LR, and RR. To show this, we implemented
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the following simple rule on one module: run the vibration motor as long as the
cluster size is 1 or 2, else stop it. Before running the experiment we determined
the voltage limits of the Hall-eﬀect sensors for the diﬀerent states as shown in
Table 4.1. The sensor readout and the motor power supply were passed from
and to the module by means of a cable, and the control was done in LabView.
The other two modules were passive, i.e. their sensors and motor information
was not processed. Snapshots of typical assembly states are shown in Fig. 4.4
together with the state of the module (a movie is provided as supporting mate-
rial).
Table 4.1: Voltage limits for the diﬀerent Tribolon states
Left Sensor Right Sensor
State Vmax Vmin Vmax Vmin
N 0.8 0.7 1.3 1.2
R 0.8 0.728 1.2 0.88
L 0.7 0.45 1.3 1.208
RR 0.8 0.7 0.873 0.85
LL 0.727 0.45 1.208 1.2
RL 0.8 0.43 0.879 0.8
We show the experimental result of the eﬀect of a Hall-eﬀect sensor in Fig-
ure 4.4. The insets in each window indicate the state of module a1 of the motor
(green indicates that the motor is running) and the state of the hall-eﬀect sen-
sors (one green dot at one side indicates that there is one neighbor on that side;
two dots indicate two neighbors at that side.) of the controlled module.
In a), the motor is running, all the neighbors keep enough distance and hence
are not detected. In b), the motor is running and one neighbor is connected
and detected on the left side of the module. In c) and d) the motor is turned oﬀ
because two modules are detected. The process of neighbor detection is eﬃcient
because it exploits the characteristics of the decay of magnetic strength with
respect to the distance (inversely proportional to the 4th power of distance).
4.3 Conclusions & Future Work
Based on the premise that the ﬂux distribution of a magnetically self-assembling
system changes as its geometric shape changes, we have shown that linear Hall-
eﬀect sensors can be used to uniquely identify the current state of the system.
In addition, we have numerically derived optimal locations and orientations for
the sensors for maximal ﬂux change. We have also demonstrated the eﬃciency
of Hall-eﬀect sensors because the number of the necessary sensors for unique
state detection can be very low.
Only two sensors per module allow the distinction between sixteen shapes.
This enables a given module to have local information on the global morphology
of the cluster it is in.
In addition to the examples presented in this work, our methodology can
readily be extended to virtually any system undergoing a ﬂux distribution
change upon shape change.
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a) b)
c) d)
Figure 4.4: Example for Tribolon state transition. In a), the motor is running, all
the neighbors keep enough distance and hence are not detected. In b), the motor is
running and one neighbor is connected and detected on the left side of the module.
In c) and d) the motor is turned oﬀ because two modules are detected. The process
of neighbor detection is eﬃcient because it exploits the characteristics of the decay
of magnetic strength with respect to the distance (inversely proportional to the 4th
power of distance). (see Fig. 4.2)
Appendix 4A - Surface Charge Models
For a rectangular bar magnet with edge coordinates (x1, x2), (y1, y2), and
(z1, z2), and magnetization M = [0, 0,Ms]
T the B-ﬁeld outside the magnet
is given by
Bx(x, y, z) =
μ0Ms
4π
2∑
k=1
2∑
m=1
(−1)k+m
× ln [F (x, y, z, xm, y1, y2, zk)]
By(x, y, z) =
μ0Ms
4π
2∑
k=1
2∑
m=1
(−1)k+m
× ln [H(x, y, z, x1, x2, ym, zk)]
Bz(x, y, z) =
μ0Ms
4π
2∑
k=1
2∑
n=1
2∑
m=1
(−1)k+n+m
× arctan
[ (x− xn)(y − ym)
(z − zk)
× g(x, y, z, xn, ym, zk)
]
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with the remanence being Br = μ0Ms, and
F =
(y − y1) + [(x− xm)2 + (y − y1)2 + (z − zk)2]1/2
(y − y2) + [(x− xm)2 + (y − y2)2 + (z − zk)2]1/2
H =
(x− x1) + [(x− x1)2 + (y − ym)2 + (z − zk)2]1/2
(x− x2) + [(x− x2)2 + (y − ym)2 + (z − zk)2]1/2
g =
1
[(x− xn)2 + (y − ym)2 + (z − zk)2]1/2
More details on surface charge models can be found in [31].
Appendix 4B - Consequential Attraction
In self-assembly systems at the macroscopic scale (including our platform), gen-
erally exploit magnetic attraction as a long-range interactive force. However,
the magnetic force decays in proportional to the distance of the order of 4 (r−4),
which acts as relatively short-range force. As Boncheva et al. mentioned once in
his optimistic eye on the possibility in employing magnetism for self-assembly;
“The solutions developed for self-assembly in nature may not be optimal for
self-assembly using non-biological components. As one example, magnetic in-
teractions are essentially never used in self-assembly in biology” [14], molecular
systems utilize environmental diﬀusion as traveling aid and achieve high eﬃ-
cient assembly matching per unit time. This provides us with a good reasoning
especially in a circumstance of utilizing small size magnets are preferable. In
our case, where diﬀusions could aid magnetic systems, the same eﬀect of at-
traction can be realized by stopping repulsion (here vibrational motion) at an
appropriate position.
For the investigation of this scenario – consequential attraction, we focus on
opto-couplers as sensors. An opto-coupler is an electrical device which optically
detects the presence of an object in front. It consists of a pair of infrared
light emitter and detector and the maximum detectable distance that we used
varies from 3mm to 15mm according to the adjustment setting. This infrared
emitter/detector is a compact-package of phototransistor output and reﬂective
photo interrupter, with emitter and detector facing the same direction.
Figure 4.5: Demonstration of halting vibration with an opto-coupler model.
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The eﬀect is demonstrated in Figure 4.5, in which a module with an embed-
ded opto-coupler detected a square-shaped objects and stopped its vibrational
motion. Note that if the module does not stop the motion, the square object
would leave from the place.
opto-coupler 
Vibration motor 
magnets 
pantograph 
electrode 
pantograph 
Vibration motor 
Water base 
electrode 
5cm 
magnets 
detector
connection sites
Figure 4.6: The developed system. The purple module (detector) features opto-
coupler, and the red module (connection sites) possesses 10 magnets in which 2 of
them are placed in pairs orienting opposite direction.
For the experiments, a module (termed detector) featuring an opto-coupler
(purple color module in Figure 4.6), and a module with 5 magnetized bond-
ing sites (red color module in Figure 4.6) were installed. Both modules are
equipped with vibration motors, a pantograph systems, and (a) pairs of mag-
nets, such that they attract each other (the red module (termed connection
sites) is equipped with 10 magnets in which 2 of them are placed in pairs ori-
enting opposite direction).
a) b) c) 
d) e) f)
01’’34 04’’20 11’’22 
15’’10 16’’14 23’’09 
detection 
halt movement 
Figure 4.7: Snapshots of the experiment. It is shown that the detector collides
into bonding sites (c), and eventually attracted by magnets of bonding sites when it
got close to the bonding sites (d). After all, halting motion of the detector can be
recognized in (e, f).
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We show an exemplary experimental result in Figure 4.7 with the snapshots.
It is shown that the detector collides into bonding sites (Figure 4.7 c) following
the wall of arena (Figure 4.7 a b), and eventually attracted by magnets of bond-
ing sites when it got close to the bonding sites (Figure 4.7 d). After all, halting
motion of the detector can be recognized in (Figure 4.7 e f).
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Chapter 5
Peltier-Based Freeze-Thaw
Connector for Logical
Self-Assembly
Connector mounted model for
logical self-assembly
Manufacturing technologies and industries heavily rely on robots. For macro-
scopic objects industrial robots are not only economical but are also reliable,
fast, and accurate. Such robots, however, hit a barrier – entailing lower yields
and higher fabrication costs – as the assembled objects become too complex.
One potential solution to this problem is to exploit processes of self-assembly,
that is, processes in which the interaction of pre-existing components leads to
organized structures without human intervention. Such components could be,
for instance, identical mechanical units (modules). Self-assembly is of crucial
importance in the biological realm at all scales, e.g. for the formation of the
protein shells of viruses and for cell organization. In this chapter, we present
a novel type of inter-module connection mechanism for waterborne modular
robotic systems. The proposed mechanism exploits the thermoelectric eﬀect
to cool down and freeze the water between two modules thus causes them to
attach to each other. We validate the feasibility of this mechanism by embed-
ding a Peltier heat pump (m = 0.8 g) in two types of cm scale self-assembly
systems, one in which the modules are free to move and one in which the mod-
ules are linked together by hinges. Our experimental results demonstrate that
the proposed Peltier-based connector has (a) a high bond strength/weight ratio
for a rather large range of temperatures and (b) is rather robust against mis-
alignments between docking modules, making it a useful alternative to current
connection mechanisms for small scale high autonomy self-assembly systems.
keywords
Peltier Freeze-Thaw Connector, self-reconﬁgurable robot, self-assembly, hinge,
chain, degree of freedom
1Parts of the material in this chapter previously appeared in; S. Miyashita, F. Casanova, M.
Lungarella and R. Pfeifer (2008) “Peltier-Based Freeze-Thaw Connector for Waterborne Self-
Assembly Systems”, IEEE/RSJ International Conference on Intelligent Robots and Systems
(IROS), pp. 1325-1330.
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5.1 Related Work
By taking inspiration from nature, many inroads have already been made to
realize self-assembly systems. For instance, the possibility of using self-assembly
for the fabrication of structures from a given set components (potentially of
nano- or micrometer scale) has been suggested byWinfree [123], Rothemund [92]
or Whitesides et. al [12, 16, 62, 122]. In the related ﬁeld of self-reconﬁgurable
systems, research eﬀort has been devoted to realizing robots that can rearrange
the connectivity of their structural units and create new topologies to accomplish
a task [72]. Special attention has been paid to the design and construction of
basic building blocks of a typically small repertoire, binding or docking interfaces
allowing transfer of mechanical forces and moments, electrical power, and the
sharing of information between the modules [18, 19, 24, 30, 53, 57, 76–78,93, 126,
131].
Most modular systems are “deterministically self-reconﬁgurable” implying
that the exact location of the unit is known all the time. That is, the units
are moved or directly manipulated into their target locations through delib-
erate active motion. In contrast to such systems, self-assembly systems are
“stochastically self-reconﬁgurable” implying that (1) there are uncertainties in
the knowledge of the modules’ location (the location is known exactly only
when the unit docks to the main structure); and (2) the modules have only
limited (or no) computational (deliberative) abilities. To date, a few self-
reconﬁgurable modular robots relying on stochastic self-assembly have been
built [8, 38, 69, 82, 102, 119, 120]. Although in all these systems the units in-
teract asynchronously and concurrently, a certain amount of state-based con-
trol is still required for the modules to move, communicate, and dock. Such
docking/undocking is one of the main challenges towards the realization of self-
assembly system (other two challenges are how to actuate the modules, so that
they can move, and how to supply power to them).
In this paper, we address the docking/undocking challenge by presenting
the design and construction of a novel kind of connection mechanism. The con-
nector works by freezing water close to it so that when another module is in
its neighborhood, the two modules stick to each other. We also show how this
connector can be embedded in a stochastic modular robot. In the following
section 5.2, we provide a brief review of available connection mechanisms with
a special emphasis on the ones used in the ﬁeld of modular robotics. Then, in
section 5.3, we describe our Peltier-based freezing-thawing connection mecha-
nism and validate its functioning as a connector. In section 5.4, we describe the
experiments of proposed connector by embedding it into a group of modular
robots. This is followed by a discussion (section 5.5), some pointers to future
work and a brief conclusion (section 5.6).
5.2 Connection mechanism
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For a modular robot, the ability to attach to and detach from another mod-
ule or to parts of the environment is of fundamental importance. With the
connection mechanism introduced in this paper we tackle the following prob-
lems that arise especially at smaller scales (<1 cm): (1) The actuation that is
necessary for mechanical connectors is not easy to scale down. (2) The connec-
tion strength has to be suﬃciently strong to fulﬁll the robot’s purpose. (3) The
precise alignment of the connector is crucial for a successful binding for some
connection types. (4) The electromechanical complexity of the connector has to
be small enough to allow for mass fabrication.
Table 5.1 lists various popular connection types for modular robots. In what
follows, we will review some of them.
The exploitation of surface tension through the use of hydrophilic and hy-
drophobic materials provides a binding mechanism for modular robots in a ﬂu-
idic environment that is often used for research on cm-scale stochastic self-
assembly systems [12, 16, 47, 62]. The connection strength is weak compared to
other mechanisms but is suﬃcient because the modules are lightweight. Addi-
tional properties make this mechanism useful: (1) no power has to be provided
for attachment and detachment; (2) the alignment is done by the connecting
force itself; and (3) the connection mechanism is easy to produce.
Permanent magnets are a second type of popular connection mechanism for
modular robots. They have many useful properties: (1) they do not require any
power for binding; (2) the relatively strong attractive force eases the alignment
problem; and (3) they are rather straightforward to manufacture. However,
because their attractive force is constantly active, a repelling force is necessary
to revoke the connection. Some robots use a mechanism to push modules away
from each other until the attraction force has no more eﬀect, for example with
a Shape Memory Alloy (SMA) [78]. Others rotate the permanent magnets so
that they repel each other [8]. Permanent magnets are useful at the cm scale
though their attractive force decreases with third power with respect to the size.
A third type of popular connection mechanism are electro-magnets. They
allow for selective connections and are simple to fabricate and implement. How-
ever, they need to be constantly powered to ensure the connection, and their
strength-to-weight ratio decreases with size. It follows that for the use on a
scale smaller than the cm scale they are not applicable.
Mechanical connectors such as latches, lock and key, as well as hooking
mechanisms provide a high connection strength. The docking and undocking
is usually driven by electrical motors. However, they are not a viable solution
at small scales because of the high demands on the precision of the required
alignment. Furthermore, it is a diﬃcult engineering task to build and actuate
small and robust mechanical systems.
Velcro has the advantage that the connection mechanism itself does not
have to be actuated [71, 102]. A repelling force has to be provided only for the
detachment (through an actuator). A further advantage of Velcro is that it does
not have to be aligned precisely to connect and also works at small scales.
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5.3 Peltier-based freeze-thaw connector for
lightweight self-assembly robots
The size of 1 cm is a critical size for self-assembly systems. For objects in
water around that size, viscosity is as important as inertia; for such objects, the
Reynolds number (the ratio of inertial forces and viscous forces) is ≈ 1. It follows
that objects smaller than that size are aﬀected more by viscous forces whereas
larger objects are aﬀected more by inertial forces. In order to make a step
towards smaller and more lightweight systems, we propose a novel connection
mechanism: the water close to the docking interface of one module is frozen to
ice building a local bridge to another module.
5.3.1 The Peltier connector
The core of our connector is the Peltier heat pump – a double-faced cooling-
heating device that can transfer thermal energy from one side of the device to
the other, with consumption of electrical energy. We used the Peltier device
to freeze (and thaw) the water between two modules and thus realize binding
(and unbinding) between modules. The polarity of the current applied to the
device deﬁnes which side is cooled down or heated up. The device consists
of diﬀerent types of semiconducting materials that are connected in series to
take advantage of the so-called thermoelectric or Peltier eﬀect. This eﬀect is
the direct conversion of an electric voltage into a temperature diﬀerence and
vice versa, and allows the element to work as a heat pump. Peltier devices
are available in various sizes. For our purpose we used an 8 × 8 mm element
that weighs 0.8 g (Fig. 5.1). Theoretically, the Peltier heat pump can induce a
temperature diﬀerence of up to 72 ◦ C while consuming approximatively 2.60W .
The connection mechanism is as listed in Figure 5.1 c). The faces of Peltier
elements are initially organized such that the water within the gap can be cooled
down by running current. The energy pured in is enough to alter the hydrogen
bond of water, and to structure a piece of ice between the Peltier elements. We
expect the ice formed is strong enough to sustain the physical connection of the
Peltier elements.
One particular advantage of this type of inter-module connection mechanism
is due to the absence of mechanical parts which makes it scalable. The fact that
the connector is devoid of moving parts makes it also intrinsically less prone to
failures. One disadvantage is that in order to sustain the connections, energy
has to be supplied permanently to the heat pump. For the detachment process,
however, there is no need to supply energy because the ice melts when it is
not cooled down; moreover, the ﬂow of heat from the hot surface supports the
thawing process speeding it up.
Figure 5.2 demonstrates the strong force that can be achieved with two
Peltiers. The precisely measured data will be listed in Chapter 5.3.2.
5.3.2 Feasibility study
To conﬁrm the use of Peltier devices to build a connector, we conducted two
experiments. First, we tested the connector’s functionality for diﬀerent water
temperatures. Second, we measured how much force was required to separate
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8mm
a) b)
1
2
hot surface
cold surface
Peltier element
hot surface
cold surface
hot surface
cold surface
thaw
c)
Figure 5.1: Illustration of Peltier elements. a) Frozen Peltier elements (8 × 8 mm)
sticking together. b) A Peltier element embedded into a module. c) The proposed
connection mechanism.
Figure 5.2: Strong sticking force by Peltier elements.
two modules (once they had connected to each other) also for diﬀerent water
temperatures.
Table 5.2 shows the conditions for which a connection was realized as a func-
tion of the voltage V applied to the Peltier elements and the time T necessary
to achieve a connection. On average it took about one minute to establish a
connection. For low temperatures and high voltages the two Peltier devices
bound quickly to each other, for higher temperatures, however, the required
time increased (e.g. at room temperature for V = 2 V , it took T = 3 min).
Although the time for the connection takes more time than for most other
types of interconnection, the duration and the energy required for freezing de-
creases with the square of the size of the element’s active area (the smallest
commercially available Peltier elements have an area of approximately 1 mm2,
and we assume that a reduction in size can solve the heat dissipation problem
which comes with this device).
We measured the bond strength for several water temperatures by applying
a force perpendicular to the binding side until the connection broke (Fig. 5.3). A
voltage of V = 2 V was applied to two Peltier elements for 60 seconds to bond,
and the two elements were separated by hand from each other. On average,
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Table 5.2: Experimental results of establishing a connection under diﬀerent condi-
tions (V oltage [V ], T ime [seconds]).
water temperature 0 ◦C
V \ T 30 s 60 s 120 s
0.5 V × √ √
1 V
√ √ √
2 V
√ √ √
water temperature 5 ◦ C
V \ T 30 s 60 s 120 s
0.5 V × × ×
1 V × × √
2 V
√ √ √
water temperature 10 ◦C
V \ T 30 s 60 s 120 s
0.5 V × × ×
1 V × × √
2 V
√ √ √
water temperature 15 ◦C
V \ T 30 s 60 s 120 s
0.5 V × × ×
1 V × × ×
2 V
√ √ √
the connector withstood a pulling force of 17.56 N (the standard deviation
was σ = 2.03). Considering the weight cumulated of the two Peltier elements
(1.6 g), it becomes clear that the bond strength/weight ratio is higher than for
other known connection mechanisms (Table 5.1). Moreover, we observe that
the bonding force remaines roughly constant for diﬀerent water temperatures.
This is because the volume of ice that the two Peltier elements built up stayed
relatively constant irrespective of the water temperature. A further advantage
is that in order to connect, the two Peltier elements do not have to be aligned
precisely. This property allows the system to be not only strong and scalable,
but also robust to misalignments.
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Figure 5.3: Temperature - bonding strength comparison. X-axis: water tempera-
ture [◦C], Y-axis: force to detach [N, kgf ]
5.3.3 Scalability
Figure 5.4 lists required energy to cool down a surface of Peltier element for
1 ◦C depending on the size (samples are taken from the products listed in the
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website of Quick-Ohm Kupper & Co. Gmbh). The shown plots obey power-law,
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Figure 5.4: Required energy to cool down a surface of Peltier element for 1 ◦C de-
pending on the size (samples are taken from the products listed in the website of
Quick-Ohm Kupper & Co. Gmbh).
showing the competency of smaller device use.
5.4 Implementation of the Peltier connectors
to Self-assembly robots
Followed by the feasibility of the connector idea (described in Section 5.3),
we embedded the Peltier-based connector into two types of stochastic modular
robots.
5.4.1 Kite-shaped model
The experimental setup was composed of a power supply, a metallic ceiling, a
water tank, and six modules immersed halfway in water (Fig. 5.5). Each module
consisted of a kite-shaped wedge made of durable plastic (acrylnitrile butadene
styrene; ABS) spanning angles of 60 degrees and 30 degrees. The modules
(H: 13 mm, L: 30 mm) contained a permanent magnet oriented orthogonally
to their main axis to attract or repel other modules (Fig. 5.6 a). A vibration
motor was used to endow the modules with a minimal locomotive ability which
allowed the modules to move randomly around – vaguely reminescent of Brown-
ian motion. Rather than using batteries, electricity was supplied to the modules
through a pantograph that drew current from a metal ceiling. This solution not
only led to lightweight modules (m = 6.0 g), but it ensured that all modules
received approximately the same amount of energy in a particular experiment.
When an electrical potential was applied to the metallic ceiling plate, current
ﬂowed through the pantograph to the vibration motor returning to ground via
the electrodes (platinum) immersed in the water (8 % concentration of elec-
trolyte (salt) was added to the water to make it conductive). To speed up the
connection between two modules, the water in which the modules moved was
cooled down to approximately −3 ◦C (due to the concentration of salt this was
slightly higher than the freezing temperature). Two diodes were used to switch
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the direction of the current. Current ﬂowed either through the Peltier element
or the vibration motor depending on the direction of the voltage applied to the
system (Fig. 5.5c, switch).
We ﬁrst carried out experiments to test the reliability of the connector and to
investigate the reconﬁgurability of our self-assembly system. The result is shown
in Fig. 5.6. In the beginning of the experiment the modules were placed in the
arena (Fig. 5.6 a) and arranged by hand to form a hexagonal shape (Fig. 5.6 b).
Voltage was applied via the metallic ceiling (Fig. 5.6 c). After one minute, all
six modules were connected to each other forming one unit (Fig. 5.6 d). We then
ﬂipped the polarity of the current supplied through the pantograph. The Peltier
connectors stopped cooling and the vibration motors started to vibrate causing
a disassembly of the hexagonal shape into 6 separate modules (Fig. 5.6 e). As
a result of the vibrations of the motor, the modules moved around in the arena
where they eventually got magnetically attracted by another module and started
to form triangles (Fig. 5.6 f,g). The experiment was considered completed when
the six modules had formed two triangles (Fig. 5.6 h). We conducted the exper-
iment several times. For suﬃciently long waiting times T , we always observed
two diﬀerent ways of convergence to the ﬁnal states: one is in Fig. 5.6h (two
3-clusters), the other is three 2-clusters (not on the picture, yield problem [46]).
Peltier1cm
vibration
motor
diode
pantograph
electrode
vibration motor
pantograph
Peltiermagnet
diode
electrode
metallic ceiling
water+electrolyte
power supply
electrode
camera
transparent water tank
R1 R2
switch
a) b)
c)
30mm
magnetPeltier
N
S
Figure 5.5: Experimental setup. a) Schematic illustration of a module (bottom
view). b) Picture of 6 modules. c) Experimental setup with 2 modules.
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a) 00:00 b) 00:22 c) 00:51 d) 01:33
e) 01:44 f) 01:48 g) 01:52 h) 02:17
Figure 5.6: Snapshots of the experiment. Initially, the modules were arranged by
hand to form a hexagonal shape (a-b). Voltage was then applied via the metallic
ceiling (c). After a minute, all six modules were connected to each other forming one
unit (d). We then ﬂipped the polarity of the current supplied through the pantograph.
The Peltier connectors stopped cooling and the vibration motors started to vibrate
causing a disassembly of the hexagonal shape into 6 separate modules (e). As a result
of the vibrations of the motor, the modules moved around in the arena where they
eventually got magnetically attracted by another module and started to form triangles
(f,g). The experiment was considered completed when the six modules had formed two
triangles (h).
5.4.2 Hinge-connected chain model
The outcome of the experiments described in section 5.4.1 led to the question of
how to take our modular system to another level of operation. To answer this
question, we took inspiration from protein folding and linked modules through
hinge joints and formed a chain model expecting a drastic reduction of dimen-
sionality of the search space (Fig. 5.8, m = 12.8 g). As a case study to see the
eﬀect of designed chain model, we set the task such that a conﬁguration of a
system scales up the size through self-assembly, sustaining the same geometry
after all.
The main advantage of this implementation is that it avoids a crucial prob-
lem: the increased number of magnets generates also undesired conﬁgurations.
Note that the positions of all the other magnets were replaced and rearranged.
Only the center module (red colored, Fig. 5.8b) had a large magnet oriented
orthogonally to the symmetry axis. The other small cylindrical magnets were
oriented vertically – “S”outh poles attracting “N”orth poles and vice versa. As
in the modules described in the previous section, diodes were used to direct
the current ﬂow. Depending on the polarity of the applied voltage, current
only ﬂowed either through the Peltier elements (12 V ) or through the vibration
motors (10 V ).
The aimed reconﬁguration process is shown in Fig. 5.8. Initially, two modules
are connected by Peltier connector and form a hexagonal shape. By applying
inverted current, it can unfreeze the connection and eventually conﬁgure an
triangle guided by magnets inserted to the module. Once the triangular shape
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hinge
1cm
vibration
motor
Peltier
pantograph
diode
a) b)
N
S
S
hinge
N
Peltier
magnet
25mm
SN
Figure 5.7: Chain model. a) Schematic illustration of a chain. b) Picture of a chain.
Three modules are connected by hinges.
is formed, using the large magnets at the top, it is expected to conﬁgure a large
hexagonal shape.
Figure 5.8: The aimed reconﬁguration process. Initially, two modules are connected
by Peltier connector and form a hexagonal shape. By applying inverted current, it
can unfreeze the connection and eventually conﬁgure an triangle guided by magnets
inserted to the module. Once the triangular shape is formed, using the large magnets
at the top, it is expected to conﬁgure a large hexagonal shape.
Snapshots from a representative experiment are shown in Fig. 5.9. At the
beginning of the experiment, we arranged by hand two chains of 3 modules each
to form a hexagonal shape (Fig. 5.9b). Voltage was applied to the system so that
the Peltier elements were powered (Fig. 5.9c). After one minute, an ice layer
built up between the modules causing them to attach to each other yielding one
single piece (Fig. 5.9d). We then inverted the polarity of the applied voltage and
let the current ﬂow to the vibration motors (Fig. 5.9e). The ice melted and the
modules altered their conﬁguration guided by the magnetic forces (Fig. 5.9f,g).
The transformation was completed in a minute, and two magnetically connected
triangle chains were obtained (Fig. 5.9h). The success rate of the reconﬁguration
just described was not as high as expected. We suspect that this low yield
rate was mainly due to a design problem: the position of the large magnet
was too close to the edge of the module. Therefore a rather strong movement
of the modules was required to induce a disassembly of the initial hexagonal
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a) 00:00 b) 00:04 c) 00:23 d) 01:24
e) 01:37 f) 01:48 g) 01:54 h) 02:11
Figure 5.9: Snapshots of the experiment with chain modules. At the beginning of the
experiment, we arranged by hand two chains of 3 modules each to form a hexagonal
shape (b). Voltage was applied to the system so that the Peltier elements were powered
(c). After a minute, an ice layer built up between the modules causing them to attach
to each other yielding one single piece (d). We then inverted the polarity of the
applied voltage and let the current ﬂow to the vibration motors (e). The ice melted
and the modules altered their conﬁguration guided by the magnetic forces (f,g). The
transformation was completed in a minute, and two magnetically connected triangle
chains were obtained (h).
conﬁguration.
The main implication of the two experiments described in this section 5.4 is
that the restriction of the geometric constraint of modules, in other words, the
“dimensionality reduction” of the reconﬁguration problems enables the system
to transit to a diﬀerent level of functionality, bringing the modules to magneti-
cally connected triangular clusters while avoiding undesirable formations (yield
problem).
5.5 Discussion
In order to achieve highly autonomous self-assembly modules, the realization
of a suﬃcient number of degrees of freedom that are controllable is necessary
for such small scale autonomous-distributed systems. In particular, because of
the diﬃculty in including diﬀerent types of attractive forces within the same
system, realizing a new kind of connection mechanism endows the module with
a better means of reacting in the environment. In this sense, the idea of a
connector exploiting the thermoelectric eﬀect may open yet another possibility
for the state of the art of self-assembly systems. The summarized characteristics
are following:
• Pros:
– Strong bonding force per weight (1.79kgf / 1.6g)
– Robust alignment
– Scalability
94
Chapter 5 - Peltier-Based Freeze-Thaw Connector for Logical Self-Assembly
– Polarity less connection
– Continuous use (Repeatability)
– No interference by magnetism
– Ideal niche use: exploitation of under water environment for heat
dissipation
– Graceful degradation (fail safe)
– Consumer level availability and easy maintenance
– Silent
• Cons:
– Energy required to sustain the connection
– No energy/information transfer between neighboring modules
An important goal of the growing ﬁeld of self-assembly is the development of a
better formal understanding of the speciﬁc mechanisms and general principles
underlying it. It is clear that the discovery of principles which hold at all
scales will require substantial input from various ﬁelds. At the molecular scale,
biological systems are one of the examples that achieve robust self-assembly
system through an intricate web of well ordered reactions. Attention must be
paid to the fact that all components are passively interacting even if it looks as
if they are actively reacting [59].
5.6 Conclusion
We presented a novel type of connection mechanism for small-scale modular
robotic systems. The mechanism exploits the thermoelectric eﬀect to cool down
the temperature and freeze water close to the modules and induce a strong
bonding between modules. To test the connector, we embedded it into water-
based modular robots. The results obtained in this research demonstrate the
utility of the proposed connection mechanism for lightweight self-assembling
systems, and open a door towards more resilient self-assembly system at smaller
scales.
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Logical model
The decay in structure size of manufacturing products has yielded new de-
mands on spontaneous composition methods. The key for the realization of
micro self-assembling robots lies in how to order the assembly sequence in a
bottom-up manner, where the parts have only limited (or no) computational
(i.e. deliberative) abilities. In this paper, we focus on the role played by en-
zymes that regulate biochemical transaction paths in living systems, and pro-
pose a cm-sized enzyme model based on water ﬂoating components that are
capable of inducing cascade conformation changes and thus regulating the re-
action speeds. The model consists of two major parts - enzymes (activators or
inhibitors) and a substrate set - which are all equipped only with permanent
magnets, and can trigger conformation changes (with activator enzyme) or in-
hibit (with inhibitor). Experiments performed with 5 sets of components showed
new possibilities of magnetically realized enzymes, which is a purely distributed
system capable of performing catalysis by passively following the local rules of
magnetic interactions.
keywords
magnetic enzyme; cascade conformation change; morphological computation;
distributed system; activator; inhibitor.
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6.1 Introduction
Micro/Nano-fabrication based on photolithography technology provided remark-
able progress to engineers in the last few decades. Researchers from various do-
mains, such as robotics, micro-device physics, synthetic chemistry, microbiology
have been exploiting this technology aiming at their valuable potential. As for
roboticists, the progress has opened up a new frontier, namely, the creation of
autonomous micro-robots in small scales.
Together with the advancement of robotic technology, medical treatments
employing autonomous robots have gained much attention. Recent applica-
tions illustrate the potential of edible robotic tablets that assemble in a stom-
ach [43,80], and drug blending in vivo by autonomous micro sized capsules [60].
Recent development in tele operating micro objects has shown the capability
to control micro-sized components (robots) in untethered manner, prospecting
a challenge for spontaneous assembly mechanism [25, 27, 84, 104]. Their main
focus was spotted on the actuation under externally added magnetic ﬁeld en-
vironment, some with corkscrew conﬁguration [45, 49], or the other exploiting
resonated frequency [97,116]. Another attempt was carried out using chemistry
as actuation means [118]. A state-of-the-art of the microrobotics is introduced
in [103]. Along with the progress on fabricating micro-devices, some work from
micro electro mechanical systems (MEMS) have shown noticeable outcomes,
e.g. rod-like building blocks that form a series of single-layer superstructures
consisting of bundles, tubes, and sheets [51, 83]. Leong et al. entered this new
domain from chemistry [60]. They demonstrated spatially controlled chemical
reactions, by which two containers are spatially controlled and diﬀuse chemicals.
Figure 6.1: Diﬀerent levels of assembly processes (cited from Gendreau et al.,
2010 [32]). The ﬁgure, which exactly ﬁts to our perception of the ﬁeld, denotes the
present transition period from tele-operated assembly to automatic assembly.
In Figure 6.1, Gendreau et al. classify the progress of the ﬁeld on diﬀerent
levels of assembly processes [32]. The X-axis represents years, and the Y-axis
represents the degree of autonomy of a component on assembly. The ﬁgure,
which exactly ﬁts to our perception of the ﬁeld, denotes the present transition
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period from tele-operated assembly to automatic assembly. However, as the
demand of fabricating small sized complex robots has increased tremendously,
the lack of construction techniques has become an outstanding constraining
factor.
In contrast, biological systems have solved this problem in a bottom-up fash-
ion, where a vast number of molecules autonomously construct a structure in
a decentralized manner, so called self-assembly. Self-assembly is a key phe-
nomenon to understand nature, which was recently redeﬁned by Whitesides et
al. as the autonomous organization of components into patterns or structures
without human intervention [122], and there have been numerous attempts un-
dertaken in various ﬁelds to tackle the self-assembly challenge. Pioneering ex-
periments toward this aim were tackled by Penrose half a century ago [87],
where a provoking mechanical model of natural self-replication in a stochastic
environment was presented. It was followed by speculations about the clus-
tering patterns of passive elements, focusing on the role of shape on template
and components matching [21], and on their time evolution [46]. A series of
studies were conducted by the group of Whitesides with achievements in the re-
alization of positional coordinate of molecule-mimetic chemistry [15,124], circuit
functionality [12,36], reversible aggregation [62], folding structure [10], rotation
of magnets [41], rotation of rotors [40]. Similarly, numerous research eﬀorts
have been devoted to the investigation of morphology [106]. Artiﬁcial chemicals
that can form in several ways, such as polymers and dimers, depending on the
temperature of the system were demonstrated in [17]. Diﬀerent aggregation
patterns with various sizes of components were shown in [125]. An intelligent
self-assembling block, which can represent multiple states by the units’ rota-
tional angle, was designed by [113]. The system can physically conduct XOR
calculation on a 2D plane. To date, a few robots that can self-assemble relying
on stochastic environment have been built. The modules are usually settled on
a ground with low friction, being agitated for the achievement of locomotive
transitions. The way of agitating varies, from adding mechanical turbulence
to the ground [119] to air-jet turbulence [8, 37, 54]. Other type of environment
includes oil to which ﬂuidic turbulence is added [120]. Yokoi et al. took robotic
and chemical approaches, in which they developed a physically connected multi-
robots system and a system that can control a drop of mercury [128].
6.2 Enzyme
Enzymes play one of the major roles in regulating biochemical transaction paths
in living systems. They are large protein molecules of which activated parts
speciﬁcally combine with substrates such that they accelerate chemical reactions
at least a million times [108]. They act on a protein whose conﬁguration will
be changed such that it exposes new bonding sites for a further reaction. First,
an enzyme (E) combines with a substrate (S) and conﬁgure enzyme-substrate
complex (ES). Then it induces a conformation change of the substrate (EP)
and eventually produces a product (P) (Figure 6.2).
k+1 k+2
E + S  ES −→ E + P . (6.1)
k−1
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Such a chemical reaction is caused by the enzyme acting on a free enthalpy
E
S
E E E E
P P PS
E(   )2
a b c d e
E(   )2 E(   )2 E(   )2 E(   )2
Figure 6.2: Illustration of a catalysis. enzyme(E) + substrate(S) 
enzyme-substrate complex(ES) → enzyme-product complex(EP) → enzyme(E) +
product(P).
(Δ G, internal energy) of each reaction, such that the whole system can reach
to a further stable state (Figure 6.3). In this process, which is so called catalysis,
substrate(S)
product(P)
G (normal)
G (catalyzed)
G for the reaction
free enthalpy
reaction progress
E
a
b
c
d,e
S
E
S
P
P
P
b’
c’
S
Figure 6.3: Enzymes speed up reactions by decreasing the free enthalpy. Two distinct
reaction paths can be recognized: one driven by thermal agitation (a → b → d), and
the other assisted by enzymes (a → b′ → d).
the energy triggering the reaction of a substrate is regulated by the enzyme. The
enzyme regains its initial state and becomes able to react upon another target
to proceed further reactions [52]. As the targeted structure becomes complex,
ordering the assembly process arises as a fundamental issue.
In general, it is known that the rate of product formation (v) can be described
by Michaelis-Menten kinetics as:
v =
d[P ]
dt
=
Vmax[S]
KS + [S] , (6.2)
where Vmax = k+2[E ]0 (E0 is the total concentration of enzyme), KS is the
dissociation constant that is deﬁned as KS =
[E][S]
[ES] .
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6.3 Proposed Magnetic Enzyme
The decay in structure size of manufacturing products has yielded demands the
spontaneous composition method. However, the available existing devices, such
as microchips, sensors, actuators, and batteries, are mostly limited to the cm-
order scale, and thus restrict the possibility to realize small scale robots [67].
Thus, the key for the realization of small scale self-assembling robots lies in
how to order the assembly sequence in a bottom up manner, where the parts
have only limited (or no) computational (i.e. deliberative) abilities. The aim of
this study is to realize an innovative self-assembly method that can lead to a
logical construction of small scale robots. More speciﬁcally, we attempt to de-
sign and fabricate components that can self-assemble by mechanically switching
to diﬀerent properties. This entails advancing the current tele operated self-
assembly systems to automatic self-assembly systems (Figure 6.1). Referring to
the knowledge that has been acquired through our past studies, we structured
the prerequisites for enzyme reactions as follows:
attract
repel
repel
attract
a
b’
b
d,e
S
S
E
E
PS
S
2. Attraction/repulsion/parallelism
3. Catalysis (energy employment)
1. Conformation change
4. Scalability
S
Figure 6.4: Four prerequisites for enzyme reactions. 1: Conformation change. 2:
Attraction/repulsion/parallelism. 3: Catalysis (energy employment, a-e corresponds
to the same letters of Figure 6.3). 4: Scalability.
1. Conformation change. The component should be able to exhibit new
properties by changing the physical conformation (Figure 6.4a, we often
call conformation change “reaction” hereafter).
2. Attraction/repulsion/parallelism. For aimed reactions, it is desired
that enzymes attract substrates, and vice-versa, while enzymes themselves
or substrates repel each other (Figure 6.4b), such that it can be able to
cope with parallel assembly.
3. Catalysis (energy employment). The stored energy of a system should
be systematically consumed inducing conformation changes. Particularly
for an enzyme reaction, two diﬀerent energy convergence paths should
exist, such that one can be triggered kinetically, the other can be achieved
by enzyme assist (Figure 6.4 c, see also Figure 6.3).
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4. Scalability. The component architecture should be scalable down (ide-
ally) to the order of sub-mm scale, where inertial eﬀect can be minimized
(Figure 6.4d)
As concluded in the previous chapter, the methodology for the realization of
such self-assembling robots lies in the order of the assembly sequence, in a
bottom up manner, where the parts have only limited (or no) computational
(i.e. deliberative) capabilities. Once a set of experimental conditions is invoked,
components are expected to act in parallel, following local causal rules of the
given environment.
Having considered the prerequisites above, we particularly focused on mag-
nets as driving force and energy. Figure 6.5 illustrates the design principle
of employing magnets. We ﬁrstly started focusing on that two magnets have
S N
S N
S
S N S’ S N
S
relative distances of magnets
tim
e
conformation change stopper catalysis 2nd enzyme can be embedded
a b c d
movement of 
magnets guided 
by sliders (paths)
R6R5
R9R8
R1
R2
R3
R4 R7
enzyme
2nd
enzyme
Figure 6.5: The design of a magnetic catalysis. a: Two magnets have substantial
potential to induce conformation change by reducing the distance (consuming the
magnetic potential energy, R1>R2). b: A stopper can be introduced by the path that
can suppress the conformation change (R3<R4). Note that perturbation may still be
able to invoke the conformation change. c: The third magnet (enzyme) can assist the
trapped magnet (N) to step into the original path and trigger the conformation change
(R5>R6>R7>R9), and moreover, bear oﬀ the enzyme (R8<R9). d: Depending on
the displacement, an additional magnet(s) can reside in the system (S’).
substantial potential to induce conformation change by reducing the distance
(consuming the magnetic potential energy, R1>R2, Figure 6.5a). Then intro-
duced a stopper by the path such that it can suppress the conformation change
(R3<R4, note that perturbation may still be able to invoke the conformation
change, Figure 6.5b). We employed the third magnet (enzyme) so that it can
assist the trapped magnet (N) to step into the original path and trigger the
conformation change (R5>R6>R7>R9), and moreover, bear oﬀ the enzyme
(R8<R9, Figure 6.5 c). Finally, we added an additional enzyme to the system
(Figure 6.5d).
The proposed model only employs magnetic forces for the attractive/repulsive
interactions, yet it can exhibit complex dynamical behaviors. It consists of three
units - a substrate set (combined with left substrate and right substrate) and
two enzymes (either two activators or two inhibitors) (Figure 6.6). The direc-
tions of magnets on each unit are arranged such that the left substrate attracts
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4.50 
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7 0 . 7 
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6 6 . 5 5 
5.60 
0 2 . 6 3 
4.50 left 
substrate right substrate 
(activator) 
N 
S 
S 
S 
hole
external enzyme 
enzyme 
internal enzyme 
substrate set
30 mm 
two enzymes 
Figure 6.6: The proposed enzyme model.
the other three units (two enzymes and the right substrate) - only the magnet in
the left substrate faces upward (North is up), whereas the other three magnets
(two in enzymes and one in the right substrate) face downward (South are up).
The conformation changes induced by an activator and by an inhibitor are
respectively illustrated in Figure 6.7a and b. In Figure 6.7a, an external ac-
A
B
7 8 
1 
2 
3 
4,5,6 
1 
2 
3 5 4 
N 
S 
activator 
inhibitor 
inhibited
flip 
external 
 activator 
internal 
 activator 
R1 
R3 
R4 
R2 
r1 
r3 
r2 
r3 
r4 
R5 
R4 R5 
R6 right and left  
substrate fixed 
repelled by strong 
S on the substrate 
repelled by strong 
S on the substrate 
released entering  
repulsive region 
Figure 6.7: The conformation changes with an activator (a) and an inhibitor (b).
tivator approaching from the left side triggers a conformation change of the
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substrate set, releasing the internal activator while it itself eventually moves
away from the substrate set after the contact. More concretely, the external
activator having reached to the left substrate drags a magnet of the left sub-
strate and delivers it to a certain position by rolling over the edge of the left
substrate (positions 3-5 in Figure 6.7a). Then the magnet of the left substrate
gets attracted by another one on the right substrate, causing a conformation
change (5 in Figure 6.7a). Eventually the sliding magnet enters a hole and
connects to the other magnet of the right substrate (6 in Figure 6.7a). Hence,
the number of activators is doubled, capable of leading to cascade reactions with
multiple substrate sets. Cascades are used in many cellular functions especially
to amplify intensities of chemical signals.
An inhibitor has the same magnetic arrangement as an activator but with
square shaped body. Due to its shape which restricts the rotational movement,
it inhibits the conformation change by ﬁxing a magnet of the left substrate
(position 4 in Figure 6.7b). Nevertheless, the second inhibitor is released due
to the magnetic distribution and the number of free inhibitors is preserved. Note
that after the reaction by an inhibitor, the substrate set cannot neither change
its conformation nor attract another enzyme anymore.
The behaviors of both activators and inhibitors are summarized in Table 6.1,
in which the numbers on the most left column correspond to the number in the
Figure 6.7.
Table 6.1: Summarized description of the conformation changes by activators and
inhibitors shown in Figure 6.7 a and b, respectively. The numbers on the most left
column correspond to the number in the Figure 6.7.
Activators
1
R2<R1
The substrate set keeps an initial conﬁguration. An external activator
is gravitated by a magnet on the left substrate.2
3 R3<R2
The external activator having reached to the left substrate drags a
magnet of the left substrate.
4 R4<R3
The external activator rolls over the edge of the left substrate, deliv-
ering the magnet on the left substrate to a certain position.
5 R5<R4
The magnet of the left substrate gets attracted by another one on the
right substrate.
6 R6<R5
The magnets on the left and right substrates attract each other, caus-
ing a conformation change.
7
R7<R6
The magnet on the left substrate enters a hole and connects to the
other magnet on the right substrate by turning the orientation 180◦.
8
Inhibitors
1
r2<r1
The substrate set keeps an initial conﬁguration. An external inhibitor
is gravitated by a magnet on the left substrate.2
3 r3<r2
The external inhibitor having reached to the left substrate drags a
magnet of the left substrate, however, due to its shape which restricts
the rotational movement, it inhibits the conformation change by ﬁxing
a magnet of the left substrate.
4 r3<r4
The second inhibitor is released due to the magnetic distribution and
the number of free inhibitors is preserved.
The degradation of distances of targeted magnets were designed such that
it occurs on circumference of circles (Figure 6.8). As it can be seen in the
ﬁgure, the path of a magnet on the left substrate consists of 4 traces that can
compose circles and a straight line. Setting the aimed trajectory of an enzyme
by shifting the center and altering the radius of such circles that compose paths,
the distances of guided two magnets can be gradually reduced, as discussed in
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(1.20, -1.20)
trajectory of the external activator
trajectory of the magnet on the right substrate
trajectory of the magnet on the left substrate
Figure 6.8: The degradation of distances of targeted magnets were designed such that
it occurs on circumference of circles. The path of a magnet on the left substrate consists
of 4 traces that can compose circles and a straight line (unit: mm, the corresponding
paths are identically colored in Figure 6.5)
Figure 6.5.
The attractive region (Fx > 0 ∧ Fy > 0) of a substrate set for an external
enzyme is illustrated as a red colored region in Figure 6.9, in which a represents
the attractive region before the reaction, and (b) after the reaction. An enzyme
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Figure 6.9: The attractive region (Fx > 0 ∧ Fy > 0) for an external enzyme. (a)
before the reaction, and (b) after the reaction. Note that attractive region in practice
is larger than it is shown in the ﬁgure, for a substrate can rotate and often captures
an enzyme near the region.
in this region can be attracted by the substrate set and causes a conformation
change of the substrate set. In principle, enzymes out of this region are repelled
by the substrate set. However, in practice, the repulsive torque induces a ro-
tational movement of the substrate set and often captures an enzyme near the
region. The shape of the attractive region is determined by the placement of
three magnets (two on a substrate set and one on an internal enzyme unit). The
shape of the attractive region for the inhibitors is the same as the activators,
for the same magnetic arrangements.
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To investigate the reliability of designed reaction, we conducted 20 trials for
both activators and inhibitors each, and obtained the success rate of 100.0% for
both cases. We show snapshots of reactions with an activator and an inhibitor
in Figure 6.10 and Figure 6.11, respectively. In both cases, initially the exter-
nal enzyme was placed manually at 8 cm left from the center of the substrate
set. Drifting motions were frequently observed (Figure 6.10g-i) in trials with
3.338 3.598 3.824 
3.883 3.914 4.060 
4.110 4.190 4.269 
4.348 4.636 4.836 
(sec.msec)
a b c
d e f
g h i
j k l
Figure 6.10: Reaction with activators. The time taken for the conformation change
(the time after the ﬁrst contact of an activator till the completion of the conformation
change) was 1.012 s, and the success rates of conformation change was 100.0% in 20
trials.
activators. This is because the time needed for the conformation change is rel-
atively longer than the magnets’ transitional movement. This phenomenon is
supposed to disappear with scaling down the system, due to the decay of iner-
tial inﬂuence. This reminds that the size is an important issue for self-assembly
systems. For objects of mm scale or less in water (the world of low Reynolds
number), viscosity is dominant compared to inertia, thus inducing static motion.
The results show an advantageous circumstance for sub-mm scale self-assembly
systems, which may eliminate undesired magnet ﬂuctuations encountered in cm-
scale self-assembly. The reaction time of the activator, which is the time after
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the ﬁrst contact of an activator till the completion of the conformation change,
was 1.012 s.
4.362 4.460 4.612
4.752 4.833 4.910 
4.917 4.933 5.188 
6.398 6.638 7.014 
(sec.msec)
a b c
d e f
g h i
j k l
Figure 6.11: Conformation change by an inhibitor. An inhibitor inhibits the confor-
mation change of the substrate set, due to its angular shape, which is unsuitable to
rolling over (g-l). The success rates of conformation change was 100.0% in 20 trials.
Figure 6.12 shows the relative distances of the magnets on the right substrate
(green color) and external activator (blue color), measured from the magnet on
the left substrate (red color). Note that an inversion of the distances, one be-
tween the activator and the magnet on the left substrate, and the other between
the magnet on the left substrate and the magnet on the right magnet, is clearly
shown (ref. Figure 6.5).
The magnetic potential φj(r) at a position r from the magnetic moment mj
is given by
φj(r) =
μ0
4π
mj · rˆ
r2
(6.3)
where μ0 = 4π × 10−7Tm/A is the permeability of free space, and rˆ ≡ r/|r|
assuming that |r| = r is much larger than the size of the magnet. The magnetic
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Figure 6.12: The relative distances of the magnets on the right substrate (green
color) and external activator (blue color), measured from the magnet on the left sub-
strate (red color). The magniﬁcation of the square region is shown on the right side.
Labels a-j correspond to the same labels in Figure 6.10. The green, blue, and red
color correspond to the same color in Figure 6.5 and Figure 6.8, representing the
corresponding trajectories.
ﬂux of the dipole is then found as
Bj = −∇φj (6.4)
and the magnetic potential energy Uij acquired by a second dipole mi placed
in the ﬁeld of mj is given by
Uij = −mi ·Bj . (6.5)
Then, the force between the two dipoles is found by diﬀerentiating (6.5) with
respect to r.
Since in our case the magnets are identical, we have |mi| = |mj | = m, and
because they are parallel, the energy and the force expressions simplify to:
Uij = −μ0
4π
m2
r3ij
(6.6)
Fij = −dUij
dr
=
3μ0
4π
m2
r4ij
, (6.7)
and we can determine the total potential energy of the system as
Utotal =
1
2
∑
i,j i=j
{−σij μ0
4π
m2
r3ij
}, σij = mi ·mj|mi||mj | . (6.8)
Finally, we normalize the energy as U ′total ≡ Utotal/(μ04πm2). Note that normal-
izing by this positive number, will make the self-assembly system tend towards
a maximum of U ′total instead of a minimum.
Figure 6.13 a and b display the transitions of magnetic potential energy
shown in Figure 6.10 and Figure 6.11, respectively. The corresponding frames
(a - l) are indicated in each ﬁgure with dotted lines. The diﬀerence between the
two transitions is remarkable. In the case with activators, the energy decreases
to less than −0.0015m−3, while with inhibitors, it stops above −0.0005m−3,
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Figure 6.13: Transition of magnetic potential energy of (a) activator, and (g) in-
hibitor (cf. Figure 6.3 (a → b → d)).
representing the incompletion level. The monotonically decreasing energy curve
of the activator tells it does not require inertial velocity to proceed the reaction,
but geometrically able to achieve. This is a good indicator that the system shall
work at smaller scales. Note that we are aware that if we invoke a conformation
change not with an activator but by agitating the water tank, the curve should
rise provisionally to overcome the magnetic potential barrier, and eventually
drops. In this case, the rise of both the magnetic potential energy and the
turbulence level (which correspond to a temperature at the microscopic level)
corresponds to the rise of enthalpy in Figure 6.3 (a → b′ → d).
6.4 Cascade Conformation Changes
In order to investigate the validity of the designed system, we performed ex-
periments with multiple number of components. Experiments were carried out
in a water tank of 40 cm diameter with 5 substrate sets as an initial condition.
Snapshots of one of the trials are shown in Figure 6.14 with activators and in
Figure 6.15 with inhibitors, respectively. In order to avoid situations in which
the substrate sets repel each other and gather around the boarder of the tank,
we circularly submerged 5 metallic plates (φ 3cm), such that they weakly at-
tract the substrate sets. We initially placed 5 enzyme units at the middle of
two substrate sets by hand (Figure 6.14a, and Figure 6.15a), and triggered
conformation change reactions. Trials which didn’t show any reactions for more
than one minute are removed from the results.
In Figure 6.14, the ﬁrst conformation change was triggered at time 57.420 s
after a while of quasi-steady state (Figure 6.14d) (we set time 0 as when the last
enzyme unit was released). Release of an internal activator can be recognized
in Figure 6.14 e. Followed by another conformation change that can be seen in
Figure 6.14g, it can be recognized that one of the released internal activators
also triggered conformation changes (Figure 6.14k, n, and p).
In Figure 6.15, the ﬁrst conformation change was triggered at time 5.214 s,
which occurred relatively quicker than the case of activators, shown in Fig-
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Figure 6.14: Snapshots of a trial with activators.
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Figure 6.15: Snapshots of a trial with inhibitors.
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ure 6.14. In general, the time of a ﬁrst reaction is strongly dependent on the
(randomly) orienting angles of each substrate sets, and this has little inﬂuence
on the time taken in the later conformation changes. After two conformation
changes had been triggered, pre-released internal inhibitors inhibited substrate
sets (Figure 6.15h and l).
Summary of the whole experimental results are shown in Table 6.2 and in
Figure 6.16. In total, successful trials with activators and inhibitors were carried
out 38 times and 47 times, respectively.
Table 6.2: Results of trials
activator Inhibitor
number of success trials 38 trials 47 trials
total number of reactions 228 times 282 times
observed conformation changes 228 times (100%) 238 times (84.4%)
observed inhibitions (-) 46 times (15.6%)
running time per trial (average) 78.29 s 51.932 s
running time per
15.66 s 10.739 s
conformation change (average)
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Figure 6.16: Result of trials. a: running time per trial, b: running time per con-
formation change (average), c: progress of conformation change with activators, d:
progress of conformation change with inhibitors.
The total running times of each reaction with activators and inhibitors are
respectively listed in Figure 6.16 a. It is shown that in general, the case with
activators took longer time than that with inhibitors to complete a trial. This
tendency can also be seen in the Figure 6.16b, where running time per confor-
mation change with activators and inhibitors are compared. We suspect that
this is because substrate sets that ﬁnished changing their conformations acted
as strong repulsive components for activators, hindering their path by creat-
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ing potential “walls”. Diﬀerently from the case with inhibitors, probably the
magnetic potential energy with activators acts as if it increases when a magnet
on the left substrate ﬂips. That is, this is a speciﬁc phenomenon due to the
fact that the components are constraint in a 2D plane. Among all the 38 trials
with activators, 228 times of conformation changes were observed. Where as in
the case with inhibitors, 238 conformation changes and 46 inhibitions (which is
15.6%) occurred out of total 282 reactions. This eﬀect of inhibitions can be seen
in Figure 6.16 c and Figure 6.16d, where the number of reactions are plotted
against the time taken. Quite a few trials with inhibitors didn’t ﬁnish confor-
mation changes 5 times (namely, 15.6% of all the trials; marked with dotted
circle).
6.5 Discussion
The term morphological computation was originally coined by C. Paul, when she
was questioning whether it may be possible for the morphology, or the physical
body of the robot, to perform computation [73]. In the same way as she discov-
ered the link between the two, morphology and computation, performance of
our developed system can be regarded as a logical operation conducted through
morphology. In this context, the “input” for a substrate is either an activator
or an inhibitor, and the outputs are the state of the substrate and the released
enzymes. A substrate acts as a gate, distinguishes the input through the mor-
phology, and determines the action - an output. In spite of the analogue design
of the system, the reaction is achieved in a digital manner, and this mechanism
enables the system to temporally and spatially order the reaction sequence.
As introduced in Chapter 1.3.4, the incipient studies of realizing computa-
tion by physical entities were originally initiated by the group of DNA com-
putation / self-assembly in the 90s. By utilizing a set of available/constructive
“tools” (i.e., molecules, DNAs, controllable thermal agitation, etc.) in chem-
istry, the researchers in the ﬁeld showed the possibility of realizing computation
with physically grounded substances.
One of the main contributions of this study is the achievement of basic com-
putation by combination of morphology and magnetism, that are realized in
the same physics layers, likewise nature carries out, but based on a diﬀerent
technique. In the processes, all the resources for computation (e.g., memory,
sensor, actuator, etc.,) are realized on a physics basis, in other words, these sup-
plies are eﬀectively outsourced to the components’ morphology. We believe that
the presented study provides a good platform, where one can ﬁnd the tight in-
terdependencies between mechanics (component design), physics (magnetism),
chemistry (enzyme reaction), and logic (computation), that all jointly reside.
6.6 Conclusion
In this paper, aiming for alternative innovative techniques to realize logical
self-assembling systems at small scales, we designed and developed a cm-sized
enzyme model based on water ﬂoating components. The designed components
showed the capability to invoke conformation changes in a bottom-up manner,
which is a basic, but has suﬃcient functionality in regulating assembly order.
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The system, by which we mimic the mechanism of enzymes, orchestrates mag-
nets’ transitions through the morphology - which are ideally scalable - by follow-
ing local causal rules, and induces conformation changes of the components in
parallel. The model was investigated in experiments with ﬁve enzyme-substrate
sets and checked for reliability.
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Discussion
In this chapter, we discuss the obtained results in relation to the initial aims
of this thesis (in Section 7.1), and in relation to the ultimate goal of realizing
living systems (in Section 7.2). We conclude the thesis in Section 7.3.
7.1 Summary of Results
As described in Chapter 1, the aim of the present thesis was to design an
innovative self-assembly system that complies with the following prerequisites.
1. The system should be distributed in a stochastic environment.
2. The components should be suﬃcient to attain logical assembly.
3. The component architecture should be scalable.
The models shown in Chapter 2 to Chapter 6 all subscribe to a distributed
approach, and thus lack central control. The interactions were mainly managed
by the embedded magnets on each module, though some global parameters
did exist (the level of agitation of the tank in Chapter 2, or the applied volt-
age in Chapter 3). All these variables led models to assemble in parallel and
stochastic manner, giving rise to diﬀerent aggregation patterns. The study in
Chapter 2 was designed to examine how shape inﬂuences the assembly dynam-
ics, speciﬁcally from a mechanical point of view. The results in our experiments
clearly showed that each shape induces distinctive assembly dynamics, leading
to shape-dependent variations in the aggregation patterns. Consequently, they
revealed a clear correspondence between shape, behavior, and function. In the
experiments, the assembly patterns of diﬀerently shaped tiles (circular, square
with rounded corners, and square) were investigated. For instance, rounded
tiles (e.g., circular tiles or rounded square tiles) were capable of rolling over
other components due to the system’s energetic stabilities, whereas angulated
tiles (square tiles) showed diﬃculty in movement, requiring larger environmen-
tal agitation to overcome the magnetic potential barrier. These diﬀerences in
local interactions resulted in diﬀerences in aggregation patterns (e.g., the quick
assembly with square tiles showed a multiplicative aggregation pattern). We
further discuss this issue in Section 7.2.2.
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In order to explore the possibility of self-propulsive self-assembly systems at
the macro-scale, and the eﬀect of stochasticity, we developed a second model
that can self-propel (Chapter 3). The novel aspect of this model was the em-
ployment of vibration motors for induction of random motion, combined with
an electricity supply mechanism that mimics a pantograph system. The advan-
tage of such a mechanism is that modules no longer have to carry their own
power supply, and therefore become more lightweight without compromising
their power. Apart from wheeled robots, the model showed the ﬁrst possibil-
ity of robots at this scale assembling stochastically even without environmental
agitation. The self-propulsive mechanism also enabled the system to provide
diﬀerent stochasticity levels dependent on the voltage applied to the system.
The analyzed results revealed qualitatively diﬀerent aggregation patterns, and
moreover, some of them showed a positive eﬀect in improving the parallel yield
problem.
As described in Chapter 1, the need for realizing logical assembly is notewor-
thy, speciﬁcally for removing the topological dead end problem. By developing
the modules described in Chapter 4, we pursued the sensing capability of mod-
ules. Consequently, we utilized two types of sensors, an opto-coupler and a
hall sensor, the former of which can optically detect the presence of other mod-
ules within a given range of distance, and the latter of which can measure a
magnetic ﬁeld beyond obstacles, and thus can detect the environment. We fur-
ther attempted to realize a controllable attachment/detachment mechanism in
Chapter 5. The proposed mechanism exploits the thermoelectric eﬀect to cool
down and freeze the water between two modules, thereby causing them to attach
to each other. We validated the feasibility of this mechanism with Peltier ele-
ments, and demonstrated that it has several advantages over the other existing
mechanisms, such as a higher bond strength/weight ratio, and robust alignment
capability between modules. In particular, the diﬃculty in including diﬀerent
types of attractive forces within the same system is an intricate problem in self-
assembly. Hence, realizing a new kind of connection mechanism which endows
the module with better and various means of interaction is critical. The de-
velopment of these models led us to the following question: how do molecular
systems achieve their sensing capabilities and manage such complex assembly
without having distinctive sensor-motor mechanisms? This riddle led us to the
next model, which, after all, although equipped only with permanent magnets,
was capable of performing logical assembly behavior in a passive way.
In Chapter 6, we designed a model that can logically invoke conformation
changes of components. More speciﬁcally, the system orchestrated magnets’
transitions through the morphology by consuming the potential energy, and
was capable of regulating the reaction speeds by performing catalytic reactions
in a bottom-up fashion. The developed system showed a possibility of realizing
“passive but reactive”self-assembly components that are scalable, but can act
logically and in parallel, following local causal rules imposed by the environment.
Considering the fact that the adequate physical laws vary depending on the
structure targeted through self-assembly, it is also worth mentioning that the
models described in Chapter 2 and Chapter 6 feature only magnets, apart from
the constituent body parts. Consequently, this type of structure promises cer-
tain scalability of the system. Moreover, the advocated connection mechanism
utilizing Peltier eﬀect owes its scalability to the semiconductor design, which
also holds promise for downscaling.
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7.2 Design Principles
After the tidal challenge of investigating “life as it could be” in 90s, the trend
which tries to answer to the question “what is life?” seems to have saturated
in its progress. In this section, on the basis of our current experience in design-
ing, constructing and controlling self-assembly systems, we discuss the current
state of our system with respect to Figure 1.3, as well as the particular design
principles that are bridging the gap to living systems.
To begin with, knowing that exceptions can always be found to each deﬁni-
tion of life, let us deﬁne it as a generic term for dynamical, self-assembling,
and self-regulative physical causality. We project our view in Figure 7.1,
which is a modiﬁed version of Figure 1.3. As such, we take stochasticity as
the X-axis, and the degree of autonomy of components as the Y-axis. Each
barometer was considered as an indicator to assess the level of autonomy of the
system in comparison with living systems, and discuss in detail below.
level of autonomy of a system 
level of autonomy of components
stochasticity
internal states contained
logical
passive
emergent
self-observable
self-regulative
life? (active)
Figure 7.1: The level of autonomy realized as a system as a function of stochasticity
and the level of autonomy of components (cf. Figure 1.3).
7.2.1 Level of Autonomy of Components
In this section, we discuss the level of autonomy of components from two per-
spectives: functionality and allostericity.
Functionality
Figure 7.2 demonstrates that the same functionality can be realized in two
ways: by changing the shape of tiles, or by changing the position of magnets
that are embedded on the tiles. In each trial (a to d), a set of magnets are
complementarily mounted on the tiles, such that the tiles attract each other on
a water surface. In a demonstration in Figure 7.2a, a rotational motion of tiles
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a1 a2 a3 a4 a5
b1 b2 b3 b4 b5
c1 c2 c3 c4 c5
d1 d2 d3 d4 d5
circlar shape tiles
with magnets 
at the center
When force is applied to the edges,
the tiles rotate.
ellipsoidal shape
When force is applied,
it acts to constrain the relative positions
close
circlar shape tiles
with magnets shifted
from the center
N
S
N
S
N
S
N
S
open
circlar shape tiles
with magnets further
shifted from the center
When force is applied, it acts in the same way to constrain 
the relative positions
it acts as a stiff hinge or rather 
a connection
rotaterotate
apply forceapply force
Figure 7.2: Changes in functionality induced by varying the shapes of tiles (b) and
the positions of magnets (c). Both changes result in a restricted rotation.
is induced when a force is applied to the edges of the tiles. The demonstration
in Figure 7.2b shows that the whole demonstration shows that a constraint in
the rotational motions can be introduced by using ellipsoidal tiles. A didactic
demonstration can be found in Figure 7.2 c, in which the same constraint is
realized by using circular tiles with magnets shifted from the center. If we
attach the magnets further away from the center, the attraction is nearly as
strong as a bond (Figure 7.2d). Together, these demonstrations imply that
an essential role is often played by the distribution of the body parts from the
“origin of the force” (i.e. the magnets), rather than the overall geometry.
Recall the experimental results by the use of circular sector modules in Chap-
ter 3. We often observed that the modules tended to form dimers (2-clusters)
orienting the rounded edges toward each other instead of forming a circle, when
we shifted the position of the magnets closer to the rounded edge or after we
perturbed the water (Fig. 7.3a). This is attributable to the same cause, since
the convergence of assembly dynamics was chieﬂy driven by the stability of the
potential energy. As we illustrate in Figure 7.3, these examples indicate that
the positional change of a magnet has the same eﬀect as the change of the entire
morphology, and this implies the diﬃculty of realizing a lightweight actuator.
A practical approach is to evaluate shape from an energetic perspective,
and develop a scheme to ground the phenomenon in the context of physics.
Figure 7.4 describes a geometry in which two components change the absolute
angles (θ1, θ2) keeping the contact. The case shown is a generic instance of eval-
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changing the entire morphology?shifting the position?
SN
SN
SN
SN
a b
Figure 7.3: Two interpretations of the change. a) Shifting the position of a magnet.
b) Changing the entire morphology.
uating shape as a measure of the potential energy of the system (e.g. magnetic
potential energy) by independently varying the variables (here, θ1, θ2), and de-
riving the system’s energy as a function. The “shape” of the derived function
reﬂects the stability as well as the expectation of the system’s convergence. As
1 2
e.g., center of mass,
        “force source”
Figure 7.4: Evaluation of shape by assessing the potential energy. By varying the
angles (θ1 and θ2), a function f(θ1, θ2) can be derived.
we previously showed in Figure 2.15 in Chapter 2, the shape of components
constrains the interaction, mainly due to the energetic stability of components.
Connection mechanisms, such as Peltier elements, act to prevent the modules
from converging to an energetically global conﬁguration. The eﬀect of such
connection mechanisms is essentially to regulate the transitions of the system
that minimize the energy. In that sense, a connection mechanism behaves as an
increment of the system’s degree of freedom.
As we noted, it can be said that one of the roles of a component is to alter
the interaction with other components and with the environment through mor-
phology. Besides, as it can be seen in the “bike” conﬁguration in Appendix 3B,
where a combination of two circular modules and a triangular module yielded
functional mobility, combinations of basic components often exhibited a mean-
ingful behavior, or in other words, functionality1. Another example that we
consider from the perspective of functionality can be found in the formed lat-
tice structures in Chapter 2 (i.e., Figure 2.9). In this case, the stability of
1not to mention, the system’s observer ultimately deﬁnes what is functionality
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the formed structures were intrinsically determined by the shape of constitutive
tiles. Besides, rounded tiles, induced folding motion, which was hardly observed
in sharp-cornered tiles, enabling the clusters to smoothly converge to further
stable states. It is also worthy to mention that addressing capability of bond-
ing was commonly reinforced by component’s morphology. Desired connections
demonstrated in this thesis made use of shape matching in addition to magnetic
pole matching to restrict the bonding condition. One ﬁnal point of function-
ality found at the component level is boundary formation (e.g., Figure 3.12).
Depending on the shape of components, the geometry of formed structure pro-
hibits/enables further reactions. These examples advocate that the components
intrinsically comprise “functionality” especially when they make up a compound
with other components.
Allostericity (internal states)
In biology, molecular compounds often exhibit diﬀerent behaviors acting as log-
ical machines [5,26]. By carefully observing the molecular interactive networks,
one notices that the aggregation processes take place in a well organized path-
way. For instance, a protein A can only dock on a protein B by ﬁrst coupling
with a protein C: A+B+C → AC+B → ABC. It follows that, through coupling
with protein C, protein A can acquire a diﬀerent level of functionality, which
then enables the interaction with protein B. In this example, only C requires
internal state (i.e. C′), one which enables bonding with B. As the scale grows
smaller, the control of the order of reactions becomes a crucial matter. These
deliberations on the molecular level of life remind us of the need to examine an
appropriate level of autonomy implemented in a component.
Suppose there are two diﬀerent components/clusters A and B. In general,
interactions of two components/clusters are considered to be able to describe
with combinations of the following three reaction steps, namely:
(I) Forward reaction A+B → AB
(II) State change A → A′
(III) Backward reaction AB → A+B.
A state change can be any conformational/internal change inducing the ac-
quisition of another functionality of the component, e.g., conformation change
of a protein, protruding a sticking site (charged site) out of the body such that
it can react with another protein. In distributed systems, this sort of acquisition
of functionality is normally accompanied with combining to another component,
and can be described as
(I)+(II) Allosteric plus A+B → A′B
(II)+(III) Allosteric minus AB → A′ +B,
which we termed Allosteric plus and Allosteric minus, respectively. In Allosteric
plus reaction, a component connects to another component and eventually ob-
tains a diﬀerent characteristic. Such an acquisition of functionality sponta-
neously leads to the next reaction. Note that the reaction order can be sorted
through this process, and this shall be the only way to sort the aggregation se-
quence in assembly processes. In Allosteric minus reaction, which is the opposite
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case, a cluster disassembles a part of itself, and obtains a diﬀerent characteristic.
In this way, all the reaction processes in a system can be described algebraically
employing causal analysis.
In addition to the logical model presented in Chapter 6, the identical func-
tionality as an allosteric eﬀect can also be achieved as a combination of a simple
set of components, such as the self-assembly process in Figure 2.13. As the
attractive region for the external tiles depends on the conﬁguration of the con-
stitutive tiles, the system diﬀerentiates its characteristics through the structure’s
morphology. The diﬀerence between functionality and allostericity is that while
the former mainly exerts inﬂuence to the system in an analogue manner, the
latter one operates in a digital way, and its features are mostly distinctive. In
addition, an allosteric component is not only capable of playing roles of two
diﬀerent types of components, but also generates various temporal causalities.
Heterogeneous systems which consist of many diﬀerent types of components,
on the other hand, often encounters divergence of components’ combinatorial
problems, in which enrolled components regularly yield undesired compounds,
due to the lack of reaction’s temporal constraint.
Homogeneous systems, such as biological organisms, that commonly con-
sist of homogeneous cells and thus feature redundant properties are thought to
be robust, e.g., self-repairable. In self-assembly systems, however, as we saw
in Chapter 6, having elaborated internal states that enable the component to
physically express a/various state(s) is a trade-oﬀ in two ways: it leads to vul-
nerability against the environmental turbulence, and it induces overweight of
components and hinders rapid motions and structural stability. The beneﬁt of
having diﬀerent types of components compensates for such problems, and even-
tually guarantees the diversity of reactions, while maintaining the complexity of
the causal rule. In other words, fertility in heterogeneity lightens the mechanical
load of components. Finding a suitable level of heterogeneity must become one
of the capital issues in artiﬁcial self-assembly systems.
7.2.2 Stochasticity
Dynamics
In molecular assembly, three conditions are known to be necessary: weak in-
teraction, thermal agitation, and nucleation. The mechanism behind molecular
assembly is numerous trial and error iterations of the connections till the con-
nection strength reaches a sustainable level, which is beyond the pressure of
proofreading through the environmental turbulence. This is one of the funda-
mental diﬀerences from pick-and-place style (deterministic) assembly. Through
such a process, the system gradually shifts to a more energetically stable state.
In artiﬁcial self-assembly systems at macro-scale, due especially to the inertial
eﬀect, the frequency of collisions has a practical limit. This low capacity of
collision-matching of macroscopic self-assembly invokes a demand of accurate
bondings, and the need for long-range instructions that guide to accurate align-
ments in the bonding processes.
Parallelism is another keyword which describes the characteristics of stochas-
tic self-assembly. Unlike the conventional multi-tasking assembly systems, self-
assembly systems deal with multi-degree parallelism in their assembly processes.
The parallelism occurs not only in the spatial dynamics, but also along a tempo-
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ral dimension, where the progress of diﬀerent stages of reactions can be observed
simultaneously. Such as we set in one of the prerequisites in the logical model
developed in Chapter 6.5 – enzymes attract substrates, and vice-versa, while
enzymes themselves or substrates repel each other, most of our systems suppose
magnetic attractions between desired attachments, and either repulsions or no
relation between undesired attachments. This postulate prevents the system
from further extension in the diversity in the type of components, and hence, in
the complexity of reaction paths. The solution may be, as we discussed before,
(i)
A dynamical equilibrium state represents one of the unique characteristics
of dynamical systems, which show certain (in)stabilities in their intrinsic dy-
namics. This aspect can be seen in the results of mathematical analyses car-
ried out in Chapter 3, where we observed some counterintuitive behaviors in
the assembly dynamics of modules (Section 3.3). There, the number of tar-
geted clusters consisting of 6 modules increased by premising the disassembly
of the intermediate-state clusters2. This happened because disassembly of the
intermediate-state clusters provoked multiple single modules, which were sub-
sequently supplied to the same group of intermediate-state clusters such that
they formed targeted (6-) clusters with better eﬃciency. The dynamically stable
states show diﬀerent characteristics from statically stable states. The formed
“structure” can exist only by consuming energy and often shows robustness
against external turbulence.
Passive and self-propulsive
In our model, modules with vibration motors are often regarded as an “active”
system (e.g. Section 3). However, it is most likely that a similar assembly
process can be derived by externally applying turbulence (e.g. an external
rotational magnetic ﬁeld), which is, as a result, expected to induce torque on
the modules’ magnets. As it is often discussed from the frame of reference
problem [88], the diﬀerence between “passive” and “active” is simply a matter
of the point of view of the observer. Therefore, the concept “self-propelled”,
which more appropriately describes the diﬀerence, is preferably used. In this
regard, the distinction resides not in the way the modules are powered, but
in the diﬀerence in a module’s behavior toward its neighbors, that is, in the
functional asymmetry among modules. As we discussed above, molecules exploit
thermal agitation as their means of mobility. In contrast, self-assembly at more
than μm scale needs to compromise the lack of stochasticity. The demand of
self-propulsion may rise for this reason. From the perspective of mechanisms in
biological systems with respect to autonomous and distributed systems, it can be
noticed that the components which form the morphology are not always highly
autonomous [5]. When we discuss autonomy of components in the context of
autonomous and distributed systems, the crucial point might not be whether
the units are passive or active, but whether the units are passive or “reactive”.
Entropy
In chemistry, systems whose molecules’ molar mass is less than approximately
100 g/mol tend to be governed by internal energy. This is our assumption
2some unique results can also be found in [68].
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when we design self-assembly systems. It is also known that molecules whose
molar weight is over 10, 000 g/mol tend to be aﬀected by entropy. In general,
thermodynamic entropy S can be expressed as
S = kB lnD (7.1)
where kB is the Boltzmann constant, and D is a measure of the disorder in the
system.
If the system has a constant temperature and a pressure, Gibbs free energy
deﬁnes the change of free energy (ΔG). The ΔG is given by the combination of
change of the Enthalpy (ΔH) and the Entropy (ΔS), namely
ΔG = ΔH − TΔS, (7.2)
where T is the temperature of the system. The Enthalpy is the sum of the
internal energy as well as the work produced by the system [110]. Entropic
eﬀects, often termed “entropic forces”, play an increasingly important role as
the length of the scale decreases (e.g. the self-assembly of lipid phases is almost
exclusively driven by entropic eﬀects). The fact that entropic eﬀects can be
neglected on macroscopic scales is connected to the fact that the bigger the
scale the smaller the (relative) ﬂuctuations. At ﬁrst glance, the absence of
ﬂuctuations may appear to be beneﬁcial; for self-assembly it certainly is not,
because entropic forces are powerful driving mechanisms for self-assembly on the
scale of up to several tens of nanometers. In our system, we consider the internal
energy to consist mainly of kinetic and magnetic energy. As we expected, the
inﬂuence of entropy was merely seen, for the small number of components and
large scale of components.
7.2.3 Level of Autonomy of a System
The basic design principles derived from our case-studies have provided a path-
way toward more complex/dynamical systems, yet they have merely accom-
modated a convincing feeling on what is life. Let us return to the question
formulated in the Introduction: to what degree can we make our system ap-
proximate a living system? This section discusses the gap laying down between
our current models and the living systems.
Emergence
One of the capabilities that we have not yet speciﬁed precisely is emergence,
which is known as the eﬀect of local interactions that end up with a global phe-
nomenon. The diﬀerence between emergence and self-organization is that the
former implies bidirectional inﬂuences between local interactions and (global)
phenomena, whereas the latter implies that there might exist only local to global
inﬂuences. In our work, the formation of a propeller-like rotating aggregate
(Figure 3.5a and b) is an instance of emergence, whereas the examples listed
in Figure 3.16a to h in Appendix 3B are instances of self-organization, where
the local interactions caused global phenomena, but with only one-directional
inﬂuence. In the process of propeller-like rotation, due to the stable conﬁgu-
ration, each module constantly touched the ceiling, and thus steadily increased
in power as well as physical contacts with the ceiling, which in turn caused a
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resonance frequency of the body dynamics coupled with the vibration motors.
The rotational behaviors were observed with two diﬀerent directions, namely
clock-wise and counter clock-wise, depending on the environmental conditions
(the applied voltage and the length of the pantograph). At this point, the sys-
tem was stable not only as a composed structure but also as an attractor within
a dynamical system.
Meaning of being active (Programmed vs. Controllable)
Control is an important concept in robotics. It could also be said that roboti-
cists only deal with entities that can be controlled. On the other hand, with
regard to self-assembly, researchers in this ﬁeld tend to take the opposite ap-
proach, namely, pre-programming the reaction paths by arranging appropriate
components situated in their systems (embodiment). For them, ”control” parts
should be implemented to the systems so that the entities involved only need
to follow the local physics rules and perform desired actions. This attitude can
be conﬁrmed in Heslop-Harrison’s quotation on self-assembly of biological cells
‘... control must be exerted only at certain strategic points, in determining what
shall associate with what, and in what order, and in mapping out, in interaction
with the cell environment, where the greatest probabilities will be for association
to begin.’ (Heslop-Harrison (1972) [50]). In this respect, the unbridged valley
lying between our self-assembly models and living systems is essentially equiv-
alent to the gap between programmed components and active components, and
this discriminates objects out of life. As our system showed, solely programmed
behaviors are yet to be merely passive systems. Systems that can “consciously”
determine their actions without any external control are still a dream of engi-
neers.
It could be said that life is a blind engineer, because the components, e.g.,
molecules, self-construct into organisms in a completely bottom-up fashion.
7.3 Conclusion
Self-assembly is of crucial importance in the biological realm at all scales. This
thesis has explored the potential for developing artiﬁcial self-assembly systems
that are applicable to diﬀerent scales. The contribution of this work is twofold:
(i) achievement of an artiﬁcial self-assembly system that fulﬁlls the elemental
prerequisites in the thesis (distributed system in a stochastic environment, log-
ical assembly, and scalability) and (ii) elucidation of the eﬀect of morphology
in the context of self-assembly. The achieved self-assembly processes were all
carried out and realized in a distributed and stochastic manner, that is, once a
set of experimental conditions was invoked, components acted in parallel, fol-
lowing local causal rules imposed by the system. By utilizing basic materials
and methods, such as a magnet or a thermal bond, the designed component
architecture left open a possibility of scalability of the system, ideally, for the
miniaturization. Apart from that, various technological advancements of the
models provided a new possibility of artiﬁcial self-assembly systems to engi-
neering. In addition, the designed components showed a capability to logically
assemble, exploiting the morphology. During the process, the system orches-
trated magnets’ transitions through the morphology, and intrinsically ordered
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the assembly sequence. The obtained results further give rise to unique in-
sight into the interdependencies between the components’ morphology, systems’
stochasticity, and complexity of assembly paths. The revealed inﬂuence of shape
and stochasticity cast light on the design principle of components, and enabled
the optimization problem solving in designing assembly pathways. We believe
that this research deepens the theoretical understanding of the formation of
spontaneous structure and function, which ﬁrmly provides the key knowledge
for the realization of scalable self-assembly systems, and will, ultimately, shed
some light on the nature of “living” systems.
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Figure 7.5: What is life? (Courtesy of Tjep. [111])
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