Brachytherapy of local cervical cancer is generally accomplished through film-based treatment planning with the prescription directed to point A, which is invisible on images and is located at a high-dose gradient area. Through a standard reconstruction method by digitizing film points, the location error for point A would be 3 mm with a condition of 30° curvature tandem, which is 10° away from the gantry rotation axis of a simulator, and has an 8.7 cm interval between the flange and the isocenter. To reduce the location error of the reconstructed point A, this paper proposes a method and demonstrates its accuracy. The Cartesian coordinates of point A were derived by acquiring the locations of the cervical os (tandem flange) and a dummy seed located in the tandem above the flange. To verify this analytical method, ball marks in a commercial "Isocentric Beam Checker" were selected to simulate the two points A, the os, and the dummies. The Checker was placed on the simulator couch with its center ball coincident with the simulator isocenter and its rotation axis perpendicular to the gantry rotation axis. With different combinations of the Checker and couch rotation angles, the orthogonal films were shot and all coordinates of the selected points were reconstructed through the treatment planning system and compared with that calculated through the analytical method. The position uncertainty and the deviation prediction of point A were also evaluated. With a good choice of the reference dummy point, the position deviations of point A obtained through this analytical method were found to be generally within 1 mm, with the standard uncertainty less than 0.5 mm. In summary, this new method is a practical and accurate tool for clinical usage to acquire the accurate location of point A for the treatment of cervical cancer patient. PACS number(s): 87.55.km
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II. MATERIALS AND METHODS
In our clinic, the definition of the two points A is based on the modified Manchester system, represented as A 1 and A 2 , the left and right point A on the anterior-posterior (AP) film image (heads-up), respectively, which are located 2 cm superior to the external cervical os and 2 cm right and left lateral to the patient's cervical canal, respectively. In a standard orthogonal film reconstruction, point A would be delineated starting from the radiopaque flange of the tandem that should be adjacent to the cervical os. It is generally reconstructed in the treatment planning system after carefully digitizing the point marks that were previously drawn on the orthogonal radiographs into the system. We will refer to this procedure as the "standard" method. In this work, we propose an alternative, analytical method, as described below.
Preparing the BT treatment for cervical cancer, the patient is placed in a supine position on a movable homemade couch with feet toward the gantry of our Toshiba DC50N simulator (Tokyo, Japan), and then the orthogonal X-ray images are taken for film reconstruction. To calculate point A, a Cartesian coordinate is defined with the origin at the simulator isocenter, the z-axis paralleling the gravity but in the opposite direction, the y-axis paralleling the gantry rotation axis but directed away from the gantry, and the x-axis pointing towards the patient's left. Another three axes, x′, y′, and z′, starting from a point O s with the coordinates (x os , y os , z os ) are defined to have the same directions as the x-, y-, and z-axis, respectively (Fig. 1) . The point O S is coincident with the location of the flange (Fig. 1) , which is also the assumed position of the cervical os.
During BT, the patient's back is assumed to be lying flat on the couch, so that the line connecting the two points A could be taken as parallel to the x′-to y′-plane. The angle between the tandem and the x′-to y′-plane is defined as γ degrees (usually this is the curvature angle of the applicator, if the lower part of the applicator paralleled to the x′-to y′-plane), where the projection of the tandem on the x′-to y′-plane is θ degrees away from the x′-axis (Fig. 1) . To calculate the location of point A requires the location of O s and a reference point u, which can be a dummy seed with coordinates (x u , y u , z u ) located at the tandem above the flange. The coordinates of these two points can be obtained by digitizing their images shown on the orthogonal films and executing the reconstruction using the computer planning system or through manual calculation. (35) According to Fig. 1 , the θ, γ, and the coordinates at the z-axis of A 1 and A 2 points are given by:
Through Fig. 1(b) with O S a = 2 cm, the coordinates at x-axis and y-axis of A 1 and A 2 points could be written as:
y A1 = 2 · cosγ · cosθ + 2 · sinθ + y os (6) y A2 = 2 · cosγ · cosθ -2 · sinθ + y os (7) Then the coordinates of the A 1 and A 2 points can be accurately calculated and input into the planning system for the dose calculation. The "Isocentric Beam Checker" device was used to verify the calculations and processes above. As shown in Fig. 2 , on top of the Checker there are four balls in each of eight directions (viewed from the center) and one ball located at the center (marked as "O s "). All balls have a diameter of approximately 1.5 mm and are embedded on the 2D surface of the Checker. The ball points on one side of the Checker with the smallest carved square (5 cm × 5 cm) were marked as A 1t , a t , and A 2t (Fig. 2) . Points os, a t , and u t were located on the same line in order to mimic the line of a tandem, where a t and u t were 2.5 cm and 10 cm away from the point os, respectively. A 1t and A 2t were the two tested points A and 2.5 cm away from the simulated tandem. Equations (1) to (7) were used for calculations of the verification, but "2 (cm)" was replaced by "2.5 (cm)" in Eq. (3) to (7) . The coordinates of A 1t and A 2t were defined as (x A1t , y A1t , z A1t ) and (x A2t , y A2t , z A2t ), respectively. Two printed protractor transparencies were adhered on both sides of the rotation bar of the Checker to indicate its rotation angle (Fig. 2) . The Checker was placed horizontally on the simulator couch with its center ball coincident with the simulator isocenter, and the line with the marks "os" and "u t " on it was also coincident with the axis of gantry rotation. The distance between point os and simulator isocenter was represented as ρ os , and ideally it is zero here. Then we adjusted the γ angle by rotating the Checker to be 20°, 30°, and 40° according to the index of the tabbed protractor relative to the indication of the laser projection. With the γ angle fixed, the couch angle θ was set to be 
X'
Y' The O S represents the position of the cervical os with the coordinates (x os , y os , z os ); O S u is aligned with the tandem (the intrauterine applicator) and is 2 cm superior from the O S to the "a" point (the center of A 1 and A 2 ); θ is the angle between the projection of the tandem on the x′-to y′-plane and the y′-axis; γ is the angle of between O S u and the x′-to y′-plane; g, f, and h are the projections of the points a, A 1 , and A 2 on the x′-to y′-plane, respectively. 10°, 20°, and 30°. For those setups, a total of 18 films (nine AP films and nine lateral films) for reconstruction were shot and developed. All the points on films, os, A 1t , a t , A 2t , and u t , were digitized and reconstructed through the Abacus treatment planning system (MDS Nordion, Rostok, Germany, version 3.1) and all the information was used for further analysis.
After reconstruction, the distance deviation (Δd 0 ) of the points A 1t and A 2t between the reconstructed positions from the planning system and the theoretically calculated positions through above equations can be written as: (26) "The dose along an axis perpendicular to the intrauterine source at the level of point A decreases from approximately 200% to 100% of the dose to point A when going from 10 to 20 mm from the source, whereas dose decreases from 100% to approximately 60% from 20 to 30 mm." If we simply took the average of dose variation for the two directions, away or toward the source, we could conclude that "the dose variation along the axis perpendicular to the intrauterine source at the level of point A can be approximately estimated as, with respect to the dose at point A, 10% increase per mm or 4% decrease per mm toward or away from the source, respectively." (35) Taking the tandem as approximately parallel to the y-axis, the dose gradient along the line that passes through the point A on the x-to z-plane would be more important and could be taken as essentially the same dose gradient along the axis described in the previous sentence. The distance deviation on the x-to z-plane, represented by Δ dxz0 , for point A 1t and A 2t is given by:
To make an effective choice of the reference point, the point u t was tested by two different locations: one at the same location of point a t , where the distance between u t and os is 2.5 cm, and the other at a position 10 cm away from the os (Fig. 2) .
In clinical practice, the patient os is generally not coincident with the simulator isocenter, so the position error of the os point on plate, if away from the isocenter, was estimated using the results of our previous work. (34) According to Figure 4 in Chang et al., (34) for a point with a distance of ρ mm away from the isocenter (its projection on x-to z-plane represented as ρ xz ), the position error in space and on the x-to z-plane are illustrated in Fig. 3 , which is based on the quality assurance results of ± 0.1 cm for the source-to-film distance (SFD) and ± 0.1° for the angle indicators of the gantry and collimator.
The position error of os in space (Δ dos ) and that on the x-to z-plane (Δ dxz,os ) can be fitted with a single-order polynomial in ρ and ρ xz , respectively. Each of them can be given by:
and
where k 1 , k 2 , k 3 , and k 4 are fitting parameters calculated using the MATLAB software (MathWorks, Natick, MA) with the values of 0.0018, 0.4492, 0.0018, and 0.3814, respectively; ρ and ρ xz are in units of mm. Then the combined position error for a reconstructed ball point can be written as:
and the combined error on the x-to z-plane is given by:
where Δ d0 and Δd xz0 are defined in Eqs. (8) and (9).
A. Uncertainty and deviation prediction for the location of point A
To perform the uncertainty analysis, Eqs. (3) ~ (7) were rewritten by substituting the θ and γ with Eqs. (1) and (2), respectively, in them: where the f is a function representing the distance between points A and O s on each axis; and the subscript of f indicates the axis and one of the two points A. The uncertainty of the f, Δf, in Eqs. (14) ~ (18), can be calculated through a numerical method listed on page 19 of the report "GUM: Guide to the expression of uncertainty in measurement", (36) which is given by: (19) where x 1 , x 2 , x 3 , x 4 , x 5 , and x 6 represent x os , y os , z os , x u , y u , and z u , respectively; Δx i is the standard uncertainty of the variable x i ; for instance, the standard uncertainty of the variable z os is Δz os . In addition Δf Z , Δf X_A1 , Δf Y_A1 , Δf X_A2 , and Δf Y_A2 are the standard deviations calculated through Eq. (19) with the f equal to f Z , f X_A1 , f Y_A1 , f X_A2 , and f Y_A2 , respectively. When performing the reconstruction work, based on our previous report, (33) the standard deviation of a reconstructed point in our facility deviating from its theoretical position is 0.26, 0.21, and 0.26 mm in the x-, y-, and z-axis, respectively. Therefore, to predict the deviation for A 1 and A 2 in our system, all of the Δx i values were assigned the value of 0.26 mm, except for Δy os and Δy u , which were assigned the value of 0.21 mm. The standard uncertainties of x os , y os , and z os , Δx os , Δy os , and Δz os , were also assigned the values of 0.26, 0.21, and 0.26, respectively. According to Eqs. (14) ~ (18), after combining all the uncertainties in each axis, the standard uncertainties of A 1 and A 2 in space were given by:
Similarly, the combined uncertainties of points A 1 and A 2 on the x-to z-plane can be given by:
Equations (14) ~ (23) were also used for the uncertainty prediction of point A 1t and point A 2t in the verification test.
III. RESULTS & DISCUSSION
Combining the deviation prediction (Eqs. (20) ~ (23)), Table 1 shows the distance deviations, Δd 0 (Eq. (8)) and Δd xz0 (Eq. (9)), the deviations between the theoretical calculation (Eqs. (1) ~ (7) with the weight of 2 replaced by 2.5) and the reconstructed positions of points A 1t and A 2t with two different reference points for which u t is 2.5 and 10 cm above the os. The averaged Δd 0 and Δd xz0 are approximately 0.8 mm and 0.5 mm, respectively, and their highest values are less than 1.3 mm and 0.9 mm, respectively. For u t = 10, the reference point 10 cm away from the os, the deviations are consistent with our premeasurements. (34) As previously stated in Chang et al. (33) and Chang et al., (34) the Δd 0 was primarily contributed to by the inaccuracies of the gantry angle, collimator angle, SFD indicators, and the error of magnification and minimization calculation. Equations (1) to (7) were then shown to be valid through this verification test. The differences between the deviation prediction and the averaged Δd 0 and Δd xz0 in each item are less than 0.1 mm.
With different combinations of θ and γ, the position errors (∆d and ∆d xz ) of the tested point A, averaged from the combined position error of points A 1t and A 2t calculated through Eqs. (12) and (13), are listed in Table 2 and Table 3 for u t = 2.5 cm and u t = 10 cm, respectively. The O s coordinates in Tables 2 and 3 are represented by (h, h, h) in centimeters. For u t = 2.5 cm, when γ = 40° with θ ≥ 20° or h = 10, the averaged position errors in space (∆d) are generally greater than 1 mm, but all the errors were less than 1.4 mm. Except for h = 10, the averaged position error on the x-to z-plane (∆d xz ) is less than 0.9 mm. In Table 2 , ∆d is clearly less than 1 mm only for h ≤ 2.5 cm and γ ≤ 40°. All ∆d xz values are less than 1.0 mm in Tables 2 and 3 .
For u t = 10 cm in Table 3 , all averaged position errors are less than 1.1 mm; ∆d is less than 1 mm, except for γ = 40° with θ = 30° or h = 10. For γ ≤ 30° and h = 0, ∆d xz is less than 0.5 mm. For γ ≤ 30° and h ≤ 5, ∆d xz is within 0.7 mm. Comparing Tables 2 and 3 , u t = 10 cm is clearly a better choice than u t = 2.5 cm.
For comparison with the standard method published in Chang et al., (35) Table 4 lists the position deviation of point A t and point A, calculated using the analytical method (Eqs. (12) and (13)) and the standard method, (35) respectively. For h ≥ 5 cm, the deviations of the analytical method will be 1 ~ 5 mm less than that of the standard method. The deviations of the analytical method are also less affected by coordinate variations of the point os.
Using Eqs. (20) ~ (23), with different O S u (2 ~ 10 cm), the interval between the os and the reference point u, Fig. 4 demonstrates the predicted position uncertainty of point A and the tested point A t , both in space and on the x-to z-plane, which was averaged from that of the left and right point A. If the chosen u point is 6 cm away from the os, the position uncertainty of point A in space and on the x-to z-plane would be less than 0.5 mm and 0.4 mm, respectively. In that case, the associated dose uncertainty of the prescribed dose to point A would be around 1.6% and 4%, respectively, deduced from the previous statement that toward the tandem there Table 1 . The distance deviation (Δd 0 and Δd xz0 ) in millimeters between the theoretical calculation and the reconstructed position of point A 1t and A 2t in connection with the deviation prediction (Eqs. (20) ~ (23)). The subscripts "u t = 2.5" and "u t =10" represent the distances chosen of u t 2.5 cm and 10 cm away from the os, respectively. is approximately 4%/mm decrease or 10%/mm increase with respect to the dose at point A, respectively. (35) Theoretically, a larger value of O S u will lead to smaller uncertainty; however, as shown by Fig. 4 , the uncertainty would not change much if O S u is larger than 6 cm. According to Tables 1 to 3 , to have less position error of point A, the best choice for point u is the one further from the os, as demonstrated in Fig. 4 . Therefore, the physicist had better choose the reference dummy point to be at least 6 cm away from the flange to calculate the coordinate of point A. Compared with the standard method, the analytical method provided substantial improvement to make the position deviation of point A generally less than 1 mm (with good choice of the reference point) and the position uncertainty would be less than 0.5 mm. With appropriate uncertainty prediction, the proposed new technique is a practical and excellent tool for clinical usage to acquire the accurate location of point A and deliver a more accurately prescribed dose to the patient. 
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