Formulas are provided for the cumulants and the moments of the time T back to the most recent common ancestor of the Kingman coalescent. It is shown that both the jth cumulant and the jth moment of T are linear combinations of the values ζ(2m), m ∈ {0, . . . , ⌊j/2⌋}, of the Riemann zeta function ζ with integer coefficients. The proof is based on a solution of a two-dimensional recursion with countably many initial values. A closely related strong convergence result for the tree length Ln of the Kingman coalescent restricted to a sample of size n is derived. The results give reason to revisit the moments and central moments of the classical Gumbel distribution.
Introduction
Kingman's coalescent [8, 9] , the most important coalescent among the class of all exchangeable coalescents, is a continuous time Markov process Π = (Π t ) t≥0 with state space P, the set of partitions of N := {1, 2, . . .}. If this process is in a state with b blocks, then by definition during each transition any two blocks merge together at rate 1. This process starts in the partition of N into singletons and reaches its absorbing state, the partition consisting of the single block N, in finite time almost surely. Recently there is much interest in certain functionals of coalescent processes (restricted to a sample of size n ∈ N) such as the number of jumps, the absorption time, or the total tree length to mention a few of them. In this manuscript we provide some new results on the absorption time and the total tree length of the Kingman coalescent. These results give reason to revisit the classical Gumbel distribution. The article is organized as follows. In the following Section 2 results on functionals of the Kingman coalescent, such as the absorption time and the tree length, are provided. Section 3 is devoted to the classical Gumbel distribution. We recall well known results of the Gumbel distribution but also shed some new light in particular on the central moments of this distribution. Proofs are provided in Section 4. The article finishes with an appendix where the first central moments of the Gumbel distribution are given explicitly. The appendix furthermore provides the spectral decomposition of the transition matrix of a pure death process having distinct death rates.
Kingman [8] studied the absorption time T of Π. In the biological context T is called the time back to the most recent common ancestor or the age of the most recent common ancestor. It is well known that T = ∞ k=2 τ k is an infinite convolution of independent exponentially distributed random variables τ k with parameter λ k := k(k − 1)/2. Using the inversion formula for Fourier transforms it is readily checked that T has a bounded and infinitely often differentiable density g : R → [0, ∞) with respect to Lebesgue measure λ on R. Kingman [8, p. 37, Eq. (5.9)] showed that g(t) = ∞ k=2 (−1) k (2k − 1)λ k e −λ k t , t ∈ (0, ∞). It is furthermore known (Watterson [15, p. 213 ], Tavaré [13, p. 132 ] that T has mean E(T ) = 2 and variance Var(T ) = 4π 2 /3 − 12 ≈ 1.15947 and, hence, second moment E(T 2 ) = 4π 2 /3 − 8 ≈ 5.15947. To the best of the authors knowledge higher moments and cumulants of T have not been derived so far. Proposition 2.1 and Theorem 2.2 below provide full information on the cumulants and moments of T .
Proposition 2.1 For the Kingman coalescent the absorption time T has cumulants
and moments
In particular, κ j (T ) ∼ (j − 1)! and E(T j ) ∼ 3j! as j → ∞. Alternatively,
Remarks. 1. For n ∈ N let T n denote the absorption time of the Kingman coalescent restricted to a sample of size n. The proof of Proposition 2.1 provided in Section 4 shows that T n → T almost surely as n → ∞ with convergence of all moments, which implies (see, for example, [6, Proposition 3.12] ) the convergence T n → T in L p for any p ∈ (0, ∞). Moreover, the sequence (T p n ) n∈N is uniformly integrable for any p ∈ (0, ∞). 2. Let g n : R → [0, ∞) denote the density of T n . Using the inversion formula for Fourier transforms it is straightforward to establish the local convergence result sup t∈R |g n (t) − g(t)| = O(1/n). Scheffé's theorem (see, for example, [1, Theorem 16.12] implies that g n → g in L 1 , and, therefore,
With some more effort it can be even verified that sup t∈R |n(g n (t) − g(t)) − 2g ′ (t)| = O(1/n). The proof of this result is again based on the inversion formula for Fourier transforms, however a bit technical and therefore omitted here. We will not use this advanced local convergence result in our further considerations.
The following result shows that the cumulants κ j (T ) and the moments E(T j ) of T are related to the Riemann zeta function ζ. More precisely, κ j (T ) and E(T j ) are both linear combinations of the zeta values ζ(2m), m ∈ {0, . . . , ⌊j/2⌋}, with integer coefficients.
and
where ζ denotes the zeta function.
Remarks. 1. The coefficient in (5) in front of ζ(2m) is integer, since 2
j+1 − 2 j−2m+2 ∈ Z and (2j − 2m − 2)!/(j − 2m)! ∈ Z for all j ∈ N and all m ∈ {0, . . . , ⌊j/2⌋}. 2. Let B 0 , B 1 , . . . denote the Bernoulli numbers defined recursively via B 0 := 1 and B n := −1/(n + 1)
is a rational multiple of π 2m , Theorem 2.2 implies that κ j (T ) and E(T j ) are both polynomials of degree ⌊j/2⌋ with rational coefficients evaluated at π 2 . The following tables are easily computed using (4) and (5) . Table 2 : The first five moments of T .
The proofs provided in Section 4 rely on the fact that the jump chain of the block counting process of the Kingman coalescent is deterministic, which implies that T is an infinite convolution of exponentially distributed random variables. The proof of Theorem 2.2 is based on a solution of a two-dimensional recursion with an infinite number of initial values (see Lemma 4.1). Our methods do not seem to be directly applicable to (absorption times of) other exchangeable coalescent processes, since the jump chain of the block counting process of a coalescent with multiple collisions is in general not deterministic. Our methods are partly useful to analyze further functionals of the Kingman n-coalescent (restricted to a sample of size n ∈ N). As an example we provide detailed information on the tree length L n (the sum of the lengths of all branches of the n-coalescent tree) of the Kingman ncoalescent. Let G be a standard Gumbel distributed random variable with distribution function ) that L n has the same distribution as the maximum of n − 1 independent and exponentially distributed random variables with parameter 1/2 and that L n /2 − log n → G in distribution as n → ∞. We verify the following stronger convergence result.
Theorem 2.3 (Strong asymptotics of the tree length) For the Kingman coalescent, as n → ∞, G n := L n /2 − log n → G almost surely and in L p for any p ∈ (0, ∞), where G is standard Gumbel distributed. Moreover, the sequence (G p n ) n∈N is uniformly integrable for any p ∈ (0, ∞).
Remarks. 1. Theorem 2.3 implies the convergence κ j (G n ) → κ j (G) of all cumulants and the convergence E(G 
The integral in (6) is sometimes called the nth Euler-Mascheroni integral. In the analytic community its interpretation as the nth moment of the Gumbel distribution often remains unmentioned. It is well known that m n ∼ n! as n → ∞. The moments m 1 , m 2 , . . . can be recursively computed via the relation between cumulants and moments
in agreement with the recursion provided on top of p. 214 in the book of Boros and Moll [2] . A useful and well known formula for the moments is
where the sum extends over all partitions π of the set P n of all partitions of {1, . . . , n}, and the product has to be taken over all blocks B of π.
partitions π ∈ P n having a j blocks of size j, 1 ≤ j ≤ n, the above formula can be also written as
where the sum a1,...,an extends over all a 1 , . . . , a n ∈ N 0 satisfying (2), and m 3 = γ 3 +3γζ(2)+2ζ(3). In particular, m n is a polynomial of degree n in the variable x := (x 1 , . . . , x n ) := (γ, ζ (2), . . . , ζ(n)) with nonnegative integer coefficients. In the following we focus on the central moments m
as n → ∞. As for the moments we obtain for the central moments the recursion
with solution
where the last sum a2,...,an extends over all a 2 , . . . , a n ∈ N 0 satisfying n i=2 ia i = n. In particular, for all n ≥ 2, m ′ n is a polynomial of degree ⌊n/2⌋ in the variable (ζ(2), . . . , ζ(n)) with nonnegative integer coefficients. Theorem 3.1 below provides an alternative formula for m ′ n . In order to state the result we introduce the nonnegative integer coefficients
Note that d n is the number of derangements (fixed point free permutations) of n elements.
, and d 6 = 265. A typical element of P i will be denoted by π := {B 1 , . . . , B l }, where l := |π| ∈ {1, . . . , i} is the number of blocks of the partition and the blocks B 1 , . . . , B l of the partition are non-empty disjoint subsets of {1, . . . , i} satisfying B 1 ∪ · · · ∪ B l = {1, . . . , i}. Note that the order of the blocks is unimportant. For a set B and indices n b , b ∈ B, we use in the following the notation n B := b∈B n b . 
with coefficients d n defined in (12) and s i (n 1 , . . . , n i ) given via
where ζ denotes the zeta function and |π| the number of blocks of the partition π.
Remarks. 1. The proof of Theorem 3.1 is based on the fact that the random variable S n defined in (26) converges to G − γ as n → ∞. For more information on this convergence we refer the reader to the proof of Theorem 2.3. 2. Clearly, s i (n 1 , . . . , n i ) is symmetric with respect to the entries n 1 , . . . , n i . For instance,
Eqs. (15) and (16) are reminiscent of sieve formulas, but we have not been able to rigorously relate these equations with some known sieve formula.
The values of the central moments m
′ n for 0 ≤ n ≤ 10 are listed in the appendix. The nth raw moment m n of the Gumbel distribution is either obtained via (8) or (9), or from the central moments m ′ j , 0 ≤ j ≤ n, via (10) . The book of Srivastava and Choi [12, pp. 370-371] contains the values of (−1) n m n = Γ (n) (1) for 1 ≤ n ≤ 10.
Proofs
Proof. (of Proposition 2.1) For n ∈ N let T n denote the absorption time of the Kingman coalescent restricted to a sample of size n. Clearly (see, for example, Kingman [8, Eq. (5.5)]),
. . are independent random variables and τ k is exponentially distributed with parameter λ k = k(k − 1)/2, k ≥ 2. Thus (see, for example, Ross [11, p . 309]), T n has a hypoexponential distribution with density g n (t) := n k=2 a nk λ k e −λ k t , t > 0, where
Alternatively, the density g n of T n is obtained as follows. Let D = (D t ) t≥0 denote the block counting process of the Kingman coalescent restricted to a sample of size n. From Lemma 5.1 (spectral decomposition) provided in the appendix it follows that T n has distribution function
where the second last equality holds since λ 1 = 0. Taking the derivative with respect to t it follows that T n has density g n . In particular, T n has moments
In the following it is shown, essentially by letting n → ∞ in (17), that
Eq. (18) holds for j = 1, since E(T ) = 2. Assume now that j ≥ 2. From T n ր T 
it follows for all n > n 0 that n k=2 a nk
as n → ∞, since b nk → 1 as n → ∞ for each fixed k ∈ {2, 3, . . .}. Since ε > 0 can be chosen arbitrarily small, it follows that the right hand side in (17) converges to the right hand side in (18). Thus, (18) is established. Distinguishing in (18) even k = 2m and odd k = 2m + 1 and summing over all m ∈ N it follows that
and (2) is established. Let us now turn to the cumulants of T . Note that the exponential distribution with parameter λ ∈ (0, ∞) has jth cumulant (
We have verified above that the moments of T n converge to those of T , which implies that the cumulants of T n converge to those of T . Letting n → ∞ in (19) yields (1) . 
,
which is (3). ✷
The proof of Theorem 2.2 is based on the following basic but fundamental lemma, which provides a solution for a certain two dimensional recursion with a countable number of initial values. 
which completes the induction. ✷ Before we come to the proof of Theorem 2.2 we provide a typical application of Lemma 4.1 showing that this lemma can be used to determine the value of certain series.
Example. For j ∈ N we would like to determine the series
We proceed as follows. For i, j ∈ N 0 := {0, 1, 2, . . .} with i + j ≥ 2 define
Note that s 11 = 1, s i0 = ζ(i) − 1, i ≥ 2, and that s 0j = ζ(j), j ≥ 2. For all i, j ∈ N with i + j ≥ 3,
If we additionally define s 01 := 1 and s 10 := 0, then this recursion holds also for i = j = 1, so for all i, j ∈ N. By Lemma 4.1, for all j ∈ N,
Plugging in s 0k + s k0 = 2ζ(k) − 1 for even k and s k0 − s 0k = −1 for odd k we obtain the solution
since ζ(0) = −1/2. For instance s 22 = 2ζ(2) − 3 = π 2 /3 − 3 ≈ 0.28987 and s 33 = 10 − 6ζ(2) = 10 − π 2 ≈ 0.13040.
The following proof of Theorem 2.2 has much in common with the previous example, but a modified double sequence (s ij ) i,j∈N is used having in particular more involved initial values.
Proof. (of Theorem 2.
2) The formula (4) for the cumulants of T follows directly from (1) by multiplying (21) with (j − 1)!2 j . In order to verify the formula (5) for the moments of T define for i, j ∈ N 0 with i + j ≥ 2
Thus it remains to verify that
It is straightforward to check that s 11 = 1, s 02 = 2 log 2 + ζ(2)/2, s 20 = 1 − 2 log 2 + ζ(2)/2,
For all i, j ∈ N with i + j ≥ 3 we have
If we additionally define s 01 := 1 and s 10 := 0, then the recursion (23) holds also for i = j = 1, so for all i, j ∈ N. By Lemma 4.1,
Ordering with respect to even and odd k yields
Plugging in s 0k + s k0 = 1 + 2(1 − 1/2 k−1 )ζ(k) for even k, s 10 − s 01 = −1, and s k0 − s 0k = 1 − 4(1 − 1/2 k−2 ))ζ(k − 1) for odd k ≥ 3, it follows that
where
Substituting k = 2m in ( 
For j = 1 we have
as n → ∞ of all moments. For the convergence G n := L n /2 − log n → G in distribution as n → ∞ we refer the reader to [3, Lemma 7 .1] and the references in the remark thereafter. In order to verify that the convergence G n → G holds even almost surely define
It is well known (see, for example [1, Theorem 22.7] ) that a sum S n = n k=2 Y k of independent random variables converges in distribution if and only if it converges almost surely. Thus we even have S n → G − γ almost surely. Thus, G n → G almost surely as n → ∞. By [6, Proposition 3.12] it follows that G n → G in L p for any p ∈ (0, ∞), and the sequence (G p n ) n∈N is uniformly integrable for any p ∈ (0, ∞).
as n → ∞ of all moments. Furthermore, (S n ) n∈N is a martingale, but we did not use this property in the proof. ✷ Remark. In this remark formulas for the moments of the total tree length L n are provided. It is known (see, for example, [3, Lemma 7.1] and the remark thereafter) that L n has the same distribution as the maximum of n−1 independent and exponentially distributed random variables with parameter 1/2. In particular, L n has distribution function P(L n ≤ t) = (1−e −t/2 ) n−1 , t > 0, and, hence, moments
Alternatively,
where, for m ∈ {2, . . . , n}, a m denotes the number of indices k 1 , . . . , k j being equal to m. Since E(X am m ) = a m !/µ am k , the above expression simplifies to
Comparing (27) with (28) leads to the combinatorial identity
Proof. (of Theorem 3.1) Note first that an exponentially distributed random variable X with parameter α ∈ (0, ∞) has moments E(X n ) = n!/α n and central moments E((X − E(X)) n )) = d n /α n with d n defined in (12) , n ∈ N 0 . Consider the random variable S N defined via (26). From the proof of Theorem 2.3 it is already known that S N → G − γ almost surely as N → ∞ with convergence of all moments. Moreover, for all n ∈ N 0 ,
Letting N → ∞ it follows that G has central moments (13) with s i (n 1 , . . . , n i ) defined via (14) . Obviously, the expressions in (15) and (16) coincide. Thus, it remains to verify that s i (n 1 , . . . , n i ) can be expressed in terms of the zeta function via (15) . We show this by induction on i ∈ N. Clearly, (15) holds for i = 1, since s 1 (n 1 ) = ζ(n 1 ) for all n 1 ≥ 2. Concerning the induction step from 1, . . . , i to i + 1 (≥ 2) note first that, for all i ∈ N and all n 1 , . . . , n i ≥ 2,
By induction we conclude that
Also by induction it is seen that
where, in the last sum, we ordered without loss of generality the blocks A 1 , . . . , A l of the partition such that the element r belongs to the last block A l . Reordering the sums on the right hand side yields i r=1 s i (n 1 , . . . , n r−1 , n r + n i+1 , n r+1 , . . . , n i )
Rewriting this expression in terms of the blocks B 1 := A 1 , . . . , B l−1 := A l−1 and B l := A l ∪{i+1} it follows that i r=1 s i (n 1 , . . . , n r−1 , n r + n i+1 , n r+1 , . . . , n i )
The last sum (over r) consists of |B l | − 1 summands and these summands do not depend on r, which gives rise to a factor |B l | − 1 leading to i r=1 s i (n 1 , . . . , n r−1 , n r + n i+1 , n r+1 , . . . , n i )
Subtracting (31) from (30) and recalling (29) it follows that
which completes the induction. Thus, (15) is established. ✷
Appendix
Central moments of the Gumbel distribution
For completeness we record the central moment m ′ n of the Gumbel distribution for 0 ≤ n ≤ 10. Based on (13) we provide them in terms of the coefficients s i (n 1 , . . . , n i ), in terms of the zeta function, and numerically. The first central moments of the Gumbel distribution are m A spectral decomposition Lemma 5.1 (Spectral decomposition of a pure death process) Let n ∈ N and let X := (X t ) t≥0 be a pure death process on a probability space (Ω, F , P) with state space {1, . . . , n} and pairwise distinct death rates d 1 , . . . , d n . Then, the transition probabilities p ij (t) := P(X t = j | X 0 = i) are given by p ij (t) = i k=j e −d k t r ik l kj , i, j ∈ {1, . . . , n},
where the n × n matrices R = (r ij ) and L = (l ij ) are defined via r ij := l ij := 0 for i < j and
Proof. With some effort it can be checked that RL = I, where I = (δ ij ) 1≤i,j≤n denotes the n × n unit matrix. Let Q = (q ij ) 1≤i,j≤n denote the generator matrix of X, i.e. q ii := −d i , q i,i−1 := d i and q ij = 0 otherwise. Furthermore, let D denote the diagonal matrix with entries d ij := −d i for i = j and d ij := 0 otherwise. It is readily checked that RD = QR, and, hence, RDL = Q. The transition probabilities p ij (t) of the process X are now obtained from the spectral decomposition P (t) := e tQ = e tRDL = R(e tD )L of the transition matrix P (t) as p ij (t) = n k=1 e −d k t r ik l kj = i k=j e −d k t r ik l kj . ✷
