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CONSTRUCTION OF MINIMAL SKEW PRODUCTS OF AMENABLE
MINIMAL DYNAMICAL SYSTEMS
YUHEI SUZUKI
Abstract. For an amenable minimal topologically free dynamical system α of a group
on a compact metrizable space Z and for a compact metrizable space Y satisfying a
mild condition, we construct a minimal skew product extension of α on Z × Y . This
generalizes a result of Glasner and Weiss. We also study the pure infiniteness of the
crossed products of minimal dynamical systems arising from this result. In particular,
we give a generalization of a result of Rørdam and Sierakowski.
1. Introduction
Recall that a topological dynamical system Γ y X is said to be minimal if every Γ-
orbit is dense in X. It is an interesting question to ask that for a given group Γ which
space admits a minimal (topologically) free dynamical system of Γ. Certainly a space
admitting a minimal Γ-dynamical system must have a nice homogeneity. However, this
is not sufficient even for the simplest case, that is, the case Γ = Z. For example, an
obstruction from homological algebra shows that there is no minimal homeomorphism on
even dimensional spheres S2n (see Chapter I.6 of [3] for instance).
In [10], Glasner and Weiss have shown the existence of minimal skew product extensions
of a minimal homeomorphism under mild conditions. Their result in particular shows that
many spaces admit a minimal homeomorphism. For example, it follows that there exists a
minimal homeomorphism on the product of the Hilbert cube and S1. This solved a ques-
tion asked by T. Chapman [7]. For certain amenable groups, their result is generalized
in [16]. (It also deals generalizations of other results in [10]; e.g., the existence of strictly
ergodic skew products.) In this paper, following the argument of Glasner and Weiss in
[10], we construct minimal skew products of amenable minimal topologically free dynam-
ical systems (Theorem 2.1). This provides many new examples of (amenable) minimal
topologically free dynamical systems of exact groups.
We also study the reduced crossed product of these minimal skew products. Recall
that a unital C∗-algebra A is purely infinite and simple if for any nonzero positive element
a ∈ A, there is b ∈ A with b∗ab = 1. Pure infiniteness plays an important role in the
study of C∗-algebras. See [8], [12], [13], [18], and [21] for example. A C∗-algebra is said
to be a Kirchberg algebra if it is simple, separable, nuclear, and purely infinite. A deep
theorem of Kirchberg [12] and Phillips [18] states that the Kirchberg algebras are classified
in terms of the KK-theory. In particular, the Kirchberg algebras in the UCT class are
classified by their K-theoretic data, and consequently each of which is isomorphic to the
one constructed in [21]. For these reasons, it is important to know whether a given C∗-
algebra is purely infinite. Obviously pure infiniteness implies other infiniteness properties;
e.g., tracelessness, properly infiniteness. The latter conditions are easy to check in many
situations. However, even in the nuclear case, Rørdam has constructed a counterexample
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for the converse implications [23]. See [22] and the references therein for more information
on pure infiniteness and Kirchberg algebras. In Section 3, under certain assumptions on
Y and α : Γ y Z, we show that the crossed products of many of dynamical systems
obtained in our result are Kirchberg algebras in the UCT class (Proposition 3.11). For
this purpose, we generalize the notion of the finite filling property, which is introduced in
[11] for dynamical systems, to e´tale groupoids. It turns out that the generalized version
is useful to construct minimal skew products with the purely infinite crossed products.
This result is applied particularly to the case that Y is a connected closed topological
manifold and that α is a dynamical system on the Cantor set constructed in [24]. As a
consequence, we generalize a result of Rørdam and Sierakowski [24], which is a result for
the Cantor set, to the products of connected closed topological manifolds and the Cantor
set (Theorem 3.12). This is the first generalization of their result, and shows that for
topological dynamical systems, not only the structure of groups but also the structure of
spaces is not an obstruction to form a Kirchberg algebra.
In Section 4, we study the K-theory of the crossed products of these minimal skew
products in the free group case. Using the Pimsner–Voiculescu six-term exact sequence,
we prove a Ku¨nneth-type formula for them. As an application, for any connected closed
topological manifold M and for any (non-amenable, countable) virtually free group Γ, we
show that there exist continuously many amenable minimal free dynamical systems of Γ on
the product ofM and the Cantor set whose crossed products are mutually non-isomorphic
Kirchberg algebras. This generalizes a result in [26].
Spaces of dynamical systems. For a compact metrizable space X, let H(X) denote
the group of homeomorphisms on X. We equip the metric d on H(X) as follows. First let
us fix a metric dX on X. Then define
d(ϕ,ψ) := max
x∈X
(dX(ϕ(x), ψ(x))) + max
x∈X
(dX(ϕ
−1(x), ψ−1(x)))
for ϕ,ψ ∈ H(X). It is not hard to check that the metric d is complete and H(X) becomes
a topological group with respect to d. Note that the sequence (ϕn)n in H(X) converges to
ϕ in this topology if and only if ϕn uniformly converges to ϕ. For a countable group Γ, let
H(Γ,X) denote the set of dynamical systems of Γ on X, i.e., H(Γ,X) = Hom(Γ,H(X)).
This set is naturally regarded as a closed subset of
∏
ΓH(X). Since Γ is countable, this
makes H(Γ,X) to be a complete metric space.
Next let Y be a compact metrizable space and let G y Y be a continuous action of a
topological group G on Y . Let α : Γy Z be a topological dynamical system of a group Γ on
a compact metrizable space Z. PutX = Z×Y . Recall that a continuous map c : Γ×Z → G
is said to be a cocycle if it satisfies the equation c(s, t.z)c(t, z) = c(st, z) for all s, t ∈ Γ and
z ∈ Z. When there is a continuous map h : Z → G satisfying c(s, z) = h(s.z)−1h(z) for all
s ∈ Γ and z ∈ Z, the cocycle c is said to be a coboundary. Each cocycle c : Γ × Z → G
defines an extension of α on X by the following equation.
s.(z, y) = (s.z, c(s, z)y) for s ∈ Γ and (z, y) ∈ X.
Such an extension is called a skew product extension. Note that when c is a coboundary,
the associated skew product extension is conjugate to α¯. Here and throughout the paper,
for a dynamical system α : Γ y Z and a compact space Y , we denote by α¯ the diagonal
action of α and the trivial action on Y . Since the space Y is always clear from the context,
we omit Y in our notation.
For a continuous map h from Z into G, we have an associated homeomorphism H on
X defined by the formula H(z, y) := (z, hz(y)) for (z, y) ∈ X. We denote by Gs the set
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of homeomorphisms given in the above way. Obviously, Gs is a subgroup of H(X). For a
topological dynamical system α : Γy Z, we define a subset SG(α) of H(Γ,X) to be
SG(α) := {H−1 ◦ α¯ ◦H : H ∈ Gs}.
We note that the set SG(α) consists of skew product extensions of α by coboundaries.
We denote by SG(α) the closure of SG(α) in H(Γ,X). Note that any β ∈ SG(α) is a
skew product extension of α on X whose associated cocycle takes the value in G. Here G
denotes the closure of the image of G in H(X). In particular, when α is amenable, every
dynamical system contained in SG(α) is amenable. Throughout the paper, we always fix
metrics dY and dZ on Y and Z respectively and consider the metric on X = Z×Y defined
by dX((z1, y1), (z2, y2)) = dY (y1, y2) + dZ(z1, z2), and use these metrics to define metrics
on the homeomorphism groups.
In Section 3, we discuss e´tale groupoids. Throughout the paper, we always assume
that e´tale groupoids are locally compact Hausdorff and their unit spaces are compact and
infinite (as a set). For an e´tale groupoid G, we denote by r and s the range and source
map unless they are specified. As usual, for a dynamical system α of a discrete group
Γ on a compact space X, we usually regard the transformation groupoid X ⋊α Γ as the
following subspace of X × Γ×X.
X ⋊α Γ = {(αg(x), g, x) ∈ X × Γ×X : x ∈ X, g ∈ Γ}.
Note that the range and source map correspond to the projections onto the first and third
coordinate respectively. For detailed explanations and basic knowledges of e´tale groupoids,
we refer the reader to Section 5.6 of [4].
Notation.
• For a subset U of a topological space, its closure and interior are denoted by cl(U)
and int(U) respectively.
• For a ∗-homomorphism α between C∗-algebras, denote by α∗,i the homomorphism
induced on the Ki-groups.
• Denote by K the C∗-algebra of all compact operators on ℓ2(N).
• Let A be a C∗-algebra. For a projection p in A or A⊗K, denote by [p]0 the element
of K0(A) represented by p.
• For a compact space X, we denote Ki(C(X)) by Ki(X) for short. (Note that this
coincides with the usual definition of Ki-group.)
2. Construction of minimal skew product
The goal of this section is to prove the following theorem. The proof is done by following
the same line as that of Theorem 1 in [10].
Before the proof, recall that a dynamical system α : Γy Z of a group Γ on a compact
metrizable space Z is said to be amenable if there is a sequence of continuous maps
µn : Z → Prob(Γ)
satisfying
lim
n→∞
sup
z∈Z
‖s.µzn − µs.zn ‖1 = 0 for all s ∈ Γ.
Here Prob(Γ) denotes the space of probability measures on Γ with the pointwise conver-
gence topology, and Γ acts on Prob(Γ) by the left translation. It is shown by Ozawa [17]
that for discrete groups, the existence of an amenable action is equivalent to exactness.
See [1] and [4] for more information on amenable actions. In the proof of the following
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theorem, we use amenability of dynamical systems to construct suitable continuous func-
tions. In other word, amenability of dynamical systems plays the role of the Følner sets
in the proof of Theorem 1 of [10].
Theorem 2.1. Let G y Y be a minimal action of a path connected group G on a compact
metrizable space Y . Let α : Γ y Z be an amenable minimal topologically free dynamical
system of a countable group Γ on a compact metrizable space Z. Then the set
{β ∈ SG(α) : β is minimal}
is a Gδ-dense subset of SG(α).
Proof. Let G y Y and α : Γy Z be as in the statement. For an open set U of X = Z×Y ,
we define the subset EU of SG(α) to be
EU := {β ∈ SG(α) :
⋃
g∈Γ
βg(U) = X}.
Since X is compact, it is not hard to check that the set EU is open in SG(α).
Let (Un)n be a countable basis of X. We observe that an element in SG(α) is minimal
if and only if it is contained in
⋂
n EUn . Therefore, thanks to the Baire category theorem,
our claim follows once we show the density of EU in SG(α) for each non-empty open set
U in X. To see this, it is enough to show the following claim. For any H ∈ Gs and any
non-empty open set U ⊂ X, H−1 ◦ α¯ ◦ H ∈ cl(EU ). This is equivalent to the condition
α¯ ∈ cl(HEUH−1). A direct computation shows that HEUH−1 = EH(U). Since H(U) is
again a non-empty open set, now it is enough to show the following statement. For any
non-empty open set U ⊂ X, we have α¯ ∈ cl(EU ). Now let U be a non-empty open set in X.
Let S be a finite subset of Γ and let ǫ > 0. Take non-empty open sets V ⊂ Y and W ⊂ Z
with W × V ⊂ U . By assumption, there are h˜0, . . . , h˜n ∈ G satisfying
⋃
0≤i≤n h˜i(V ) = Y .
Since G is path-connected, there is a continuous map h : [0, 1]→ G satisfying hi/n = h˜i for
0 ≤ i ≤ n. By the continuity of h, there is δ > 0 such that the condition |t1−t2| < δ implies
d(h−1t1 ht2 , idY ) < ǫ. Now we use the amenability of α to choose a continuous map µ : Z →
Prob(Γ) satisfying supz∈Z ‖s.µz −µs.z‖1 < δ for all s ∈ S. By perturbing µ within a small
error and replacingW by a smaller one, we may assume that there is a finite set F ⊂ Γ such
that supp(µw) ⊂ F for all w ∈W . (Cf. Lemma 4.3.8 of [4].) Since α is topologically free,
by replacingW by a smaller one further, we may assume that the open sets (g.W )g∈F−1 are
mutually disjoint. Since W is a locally compact metrizable space without isolated points,
we can choose a compact subset K of W homeomorphic to the Cantor set. (To see this,
take a sequence of families ((Ki1,...,in)0≤i1,...,in≤1)n∈N satisfying the following conditions.
Each family (Ki1,...,in)i1,...,in consists of pairwise disjoint closed subsets of W with non-
empty interior, Ki1,...,in ⊂ Ki1,...,in−1 for any i1, . . . , in, and maxi1,...,in{diam(Ki1,...,in)}
converges to 0 as n tends to infinity. Then the set
⋂
n
⋃
i1,...,in
Ki1,...,in gives the desired
subset.)
Next take a continuous surjection θ0 : K → [0, 1]. Extend θ0 to a map
⊔
g∈F−1 gK →
[0, 1] by the formula θ0(g.z) := θ0(z) for g ∈ F−1 and z ∈ K. Then take a continuous
extension θ˜ : Z → [0, 1] of θ0. Using θ˜ and µ, we define θ : Z → [0, 1] by
θ(z) :=
∑
g∈Γ
µz(g−1)θ˜(g.z).
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Note that the continuity of θ˜ and µ implies that of θ. For z ∈ K, since supp(µz) ⊂ F , we
have θ(z) = θ0(z). In particular, θ(K) = [0, 1]. Moreover, for z ∈ Z and s ∈ S, we have
|θ(s.z)− θ(z)| = |
∑
g∈Γ
(µs.z(g−1)θ˜(gs.z) − µz(g−1)θ˜(g.z))|
= |
∑
g∈Γ
(µs.z(g−1)θ˜(gs.z) − µz(s−1g−1)θ˜(gs.z))|
≤ ‖µs.z − s.µz‖1
< δ.
Now define the map g : Z → G by gz := hθ(z) for z ∈ Z. We will show that the
corresponding homeomorphism G ∈ Gs satisfies the following conditions.
(1) d(α¯s, G
−1 ◦ α¯s ◦G) < ǫ for s ∈ S.
(2) G−1 ◦ α¯ ◦G ∈ EU .
Since U , ǫ, and S are arbitrarily, this ends the proof. Let s ∈ S and (z, y) ∈ X. Then a
direct computation shows that
(G−1 ◦ α¯s ◦G)(z, y) = (αs(z), g−1s.z gz(y)).
Since d(g−1s.z gz, idY ) < ǫ for all z ∈ Z, we obtain the first condition.
For the second condition, note that G−1 ◦ α¯ ◦G ∈ EU if and only if
⋃
g∈Γ α¯g(G(U)) = X
holds. By the choice of G, for any 0 ≤ i ≤ n, there is w ∈W satisfying gw = h˜i. It follows
that for any 0 ≤ i ≤ n, there is w ∈ W with {w} × h˜i(V ) ⊂ G(U). Since
⋃
i h˜i(V ) = Y ,
this shows that for any y ∈ Y , the intersection (Z × {y}) ∩ G(U) is non-empty (which is
open in Z × {y}). This with the minimality of α shows that ⋃g∈Γ α¯g(G(U)) = X. 
Remark 2.2. Theorem 2.1 does not hold when Z is not metrizable. To see this, consider
a minimal subsystem α : Γ y Z of Γ y βΓ. (Note that α is amenable when Γ is exact.)
Then α is the universal minimal Γ-system (see Theorem 1.24 of [9]). Thus it does not
have a nontrivial minimal extension.
Remark 2.3. Let α : Γ y Z be a minimal topologically free dynamical system of an
amenable group Γ whose crossed product is quasi-diagonal. Then for any β ∈ SG(α), its
crossed product is quasi-diagonal. Indeed, since β is a limit of conjugations of α¯, there is a
continuous field of C∗-algebras over N ∪ {∞}, the one-point compactification of N, whose
fiber at n ∈ N is isomorphic to C(Y ) ⊗ (C(Z) ⋊α Γ) and the one at ∞ is isomorphic to
C(X)⋊βΓ. (See Corollary 3.6 of [20].) Now Lemma 3.10 of [5] proves the quasi-diagonality
of C(X)⋊β Γ.
3. Pure infiniteness of crossed products of minimal skew products
3.1. Finite filling property for e´tale groupoids. To study the pure infiniteness of
crossed products of dynamical systems arising from Theorem 2.1, we introduce a notion of
the finite filling property for e´tale groupoids. First recall from [11] the finite filling property
for dynamical systems. Although their definition and result also cover noncommutative
C∗-dynamical systems, in this paper, we concentrate on the commutative case. See [11] for
the general case. We remark that, although the following formulation is slightly different
from the original one, it is easily checked that they are equivalent. (Cf. Definition 0.1,
Proposition 0.3, and Remark 0.4 of [11].)
Definition 3.1. A dynamical system Γ y X is said to have the n-filling property if for
any non-empty open set U of X, there are n elements g1, . . . , gn ∈ Γ with
⋃n
i=1 gi(U) = X.
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We say that a dynamical system has the finite filling property if it has the n-filling property
for some n ∈ N.
Note that the finite filling property implies minimality. In [11], it is shown that the
finite filling property of a topological dynamical system implies the pure infiniteness of
the reduced crossed product by a similar way to the one in [14]. However, as shown in
[11], the n-filling property is inherited to factors. This makes the usage of the n-filling
property restrictive in our application. To avoid this difficulty, we introduce a notion of
the finite filling property for e´tale groupoids, which can be regarded as a localized version
of [11]. This helps to construct minimal skew products with the purely infinite reduced
crossed product.
Next we recall that a subset U of an e´tale groupoid G is said to be a G-set if both the
range and source map are injective on U . For two G-sets U and V , we set UV := {uv ∈
G : u ∈ U, v ∈ V, s(u) = r(v)}. Obviously it is again a G-set. Furthermore, if both U
and V are open, then UV is again open. Recall also that an e´tale groupoid is said to be
minimal if for any x ∈ G(0), the set {r(u) : u ∈ G, s(u) = x} is dense in G(0). Note that
the unit space G(0) has no isolated points whenever G is minimal. (Recall that G(0) is
always assumed to be infinite.)
Definition 3.2. Let G be an e´tale groupoid. For a natural number n, we say that G
has the n-filling property if every non-empty open set W of G(0) satisfies the following
conditon. There are n open G-sets U1, . . . , Un satisfying
n⋃
i=1
r(UiW ) = G
(0).
For short, we say that a dynamical system has the weak n-filling (resp. weak finite filling)
property if its transformation groupoid has the n-filling (resp. finite filling) property.
Obviously, for dynamical systems, the n-filling (resp. finite filling) property implies the
weak n-filling (resp. weak finite filling) property. However, the converses are not true.
We also remark that it is possible to define the weak finite filling property without going
through the transformation groupoid. However, this specialization does not make the ar-
guments below easier and this generality makes notation simpler. Considering applications
elsewhere also, we study the property under this generality.
When the unit space G(0) has finite covering dimension, we have a useful criteria for
the finite filling property. The following definition is inspired from [15] and [24].
Definition 3.3. We say that an e´tale groupoid G is purely infinite if for any non-empty
open set U of G(0), there is a non-empty open subset V of U with the following condition.
There are open G-sets U1 and U2 such that r(Ui) ⊂ V ⊂ s(Ui) for i = 1, 2 and r(U1) and
r(U2) are disjoint. We say that a dynamical system is purely infinite if its transformation
groupoid is purely infinite.
We remark that Matui [15] has introduced pure infiniteness for totally disconnected e´tale
groupoids for the study of the topological full groups. Clearly, our definition is weaker
than Matui’s one. We will see later that our definition of pure infiniteness coincides with
Matui’s one for minimal totally disconnected e´tale groupoids.
Proposition 3.4. Let G be a minimal purely infinite e´tale groupoid and assume that
dim(G(0)) = n <∞. Then G has the (n+ 1)-filling property.
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Proof. Let U be a non-empty open subset of G(0). Replacing U by a smaller one, we may
assume that there are open G-sets U1 and U2 such that r(Ui) ⊂ U ⊂ s(Ui) for i = 1, 2 and
r(U1) and r(U2) are disjoint. We first show that for any N ∈ N, there are N open G-sets
V1, . . . , VN satisfying r(Vi) ⊂ U ⊂ s(Vi) for i = 1, . . . , N and the ranges r(V1), . . . , r(VN )
are mutually disjoint. To see this, first take M ∈ N with 2M ≥ N and then take N
mutually distinct elements from the set
{Ui1Ui2 · · ·UiM : ik = 1 or 2 for each k}.
Then it gives the desired sequence.
By the compactness of G(0) and the minimality of G, for some natural number N , there
are N open G-sets W1, . . . ,WN with
⋃N
i=1 r(WiU) = G
(0). Take N open G-sets V1, . . . , VN
as in the previous paragraph and put Zi :=WiV
−1
i for each i. Then we have
N⋃
i=1
r(ZiU) ⊃
N⋃
i=1
r(WiU) = G
(0).
Note that since s(Zi) ⊂ r(Vi), the sources of Zi’s are mutually disjoint. Since dim(G(0)) =
n, we can choose a refinement (Yj)j∈J of (r(ZiU))
N
i=1 with the decomposition J = J0 ⊔
J1 ⊔ · · · ⊔ Jn such that the members of the family (Yj)j∈Jk are mutually disjoint for each
k. Choose a map ϕ : J → {1, . . . , N} satisfying Yj ⊂ r(Zϕ(j)U) for each j ∈ J . Set
Xk :=
⋃
j∈Jk
YjZϕ(j) for each k. Then it is not hard to check that each Xk is an open
G-set and that r(XkU) =
⋃
j∈Jk
Yj. This shows
⋃n
k=0 r(XkU) = G
(0). 
Remark 3.5. The argument in Remark 4.12 of [15] shows that for totally disconnected
e´tale groupoids, the finite filling property implies pure infiniteness in Matui’s sense. Thus
for a minimal totally disconnected e´tale groupoid G, pure infiniteness in Matui’s sense
[15], that in our sense, the finite filling property, and the 1-filling property are equivalent.
(Here total disconnectedness is used to replace open G-sets by clopen ones.)
Next we see a few examples of dynamical systems with the weak finite filling property.
The following three examples are particularly important for us. See [11] for more examples
of dynamical systems with the finite filling property.
Example 3.6. It follows from the proof of Theorem 6.11 of [24] that every countable
non-amenable exact group admits an amenable minimal free purely infinite dynamical
system on the Cantor set. (To see this, use the equivalence of conditions (i) and (iii)
in Proposition 5.5 in the proof of Proposition 6.8.) By Proposition 3.4, it has the weak
1-filling property. We remark that these dynamical systems almost never have the finite
filling property.
Recall that a manifold is said to be closed if it is compact and has no boundaries.
Lemma 3.7. Let M be a connected closed topological manifold. Let H0(M) denote the
path connected component of H(M) containing the identity. Then the action H0(M)yM
has the finite filling property.
Proof. It is not hard to show that the above action is transitive by using the connectedness
of M with the fact that M is locally homeomorphic to Rn.
Take an open cover U1, . . . , UN of M each of which is homeomorphic to R
n. We show
that for any non-empty open set V in M , for any i, and for any compact subset K of
Ui, there is an element g ∈ H0(M) with g(V ) ⊃ K. Since M is compact, the claim with
a standard argument for compactness shows the N -filling property of the action in the
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question. Since the action is transitive, replacing V by g(V ) for a suitable g ∈ H0(X)
and replacing it by a smaller one further, we may assume that V is contained in Ui. Take
a homeomorphism ϕ : Ui → Rn satisfying 0 ∈ ϕ(V ). Take a sufficiently large positive
number λ > 0 with ϕ(K) ⊂ λϕ(V ). Then choose a continuous function f : R≥0 → R≥0
satisfying the following conditions.
(1) For t ≤ diam(ϕ(V )), we have f(t) = λ.
(2) For all sufficiently large t, we have f(t) = 1.
(3) The function t 7→ tf(t) is strictly monotone increasing.
Now set ϕf (x) := ϕ
−1(f(‖ϕ(x)‖)ϕ(x)) for x ∈ Ui. Here ‖ · ‖ denotes the Euclidean norm
on Rn. From the assumptions on f , the map ϕf is a homeomorphism on Ui satisfying
K ⊂ ϕf (V ). We extend ϕf to a homeomorphism ψf on M as follows.
ψf (x) :=
{
ϕf (x) if x ∈ Ui
x if x ∈M \ Ui .
It is clear from the properties of f that ψf is indeed a homeomorphism on M . Clearly we
have K ⊂ ψf (V ). Moreover, the map t ∈ [0, 1] 7→ ψ(1−t)f+tk defines a continuous path in
H(M) from ψf to the identity. Here k denotes the constant function of value 1 defined on
R≥0. Thus we have ψf ∈ H0(M). 
Next we see examples of finite filling actions of path-connected groups on infinite di-
mensional spaces. Let Q :=
∏
N
[0, 1] be the Hilbert cube. Recall that a topological space
is said to be a Hilbert cube manifold if there is an open cover each of the member is
homeomorphic to an open subset of Q. It is not hard to show that open subsets of Q
in the definition can be taken to be [0, 1) × Q. (See Theorem 12.1 of [7] for instance.)
Obvious examples are Q itself and the product of Q and a topological manifold (possible
with boundary). We refer the reader to [7] for more information of Hilbert cube manifolds.
Lemma 3.8. Let M be a connected compact Hilbert cube manifold. Then the action
H0(M)yM has the finite filling property.
Proof. We first show the following claim. For any open subset U of [0, 1) × [0, 1]n of the
form (a, b)n × [0, 1] (0 < a < b < 1) and for any compact subset K of [0, 1) × [0, 1]n,
there is a homeomorphism h ∈ Hc,0([0, 1) × [0, 1]n) satisfying K ⊂ h(U). Here, for a
locally compact metrizable space Y , Hc,0(Y ) denotes the subgroup of homeomorphisms
on Y defined as follows. First we define Hc(Y ) to be the group of homeomorphisms
on Y which coincide with the identity off a compact subset. Then we identify Hc(Y )
with the inductive limit of subgroups of homeomorphism groups of compact subsets of
Y in the natural way. Then we topologize Hc(Y ) with the inductive topology. Now
we define Hc,0(Y ) to be the path-connected component of Hc(Y ) containing the identity
with respect to this topology. To show the claim, we first construct a homeomorphism
h1 ∈ Hc,0([0, 1) × [0, 1]n) satisfying h1({0} × [0, 1]n) ⊂ (a, b)n × [0, 1] in a similar way to
the proof of Lemma 3.7. Then, since h1 is a homeomorphism, there is a positive number
δ > 0 satisfying h1([0, δ) × [0, 1]n) ⊂ (a, b)n × [0, 1]. On the one hand, it is easy to find
h2 ∈ Hc,0([0, 1) × [0, 1]n) satisfying K ⊂ h2([0, δ) × [0, 1]n). Now the homeomorphism
h := h2 ◦ h−11 satisfies the required condition.
Next we observe that for any compact metrizable space X and its open subset U , any
h ∈ Hc,0(U) extends to a homeomorphism h˜ in H0(X) by defining h˜(x) = x off U . Now
thanks to the claim in the previous paragraph with this observation, the rest of the proof
can be completed by a similar way to that of Lemma 3.7. 
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We next show that the finite filling property gives a sufficient condition for the pure
infiniteness of the reduced groupoid C∗-algebra. Recall from [15] that an e´tale groupoid G
is said to be essentially principal if the interior of the set {g ∈ G : r(g) = s(g)} coincides
with G(0). Note that for transformation groupoids, this condition is equivalent to the
topological freeness of the original dynamical system.
Proposition 3.9. Let G be an e´tale groupoid with the finite filling property. Assume fur-
ther that G is essentially principal. Then the reduced groupoid C∗-algebra C∗r (G) is purely
infinite and simple. In particular, if G is additionally assumed to be second countable and
amenable, then C∗r (G) is a Kirchberg algebra in the UCT class.
We note that the last statement immediately follows from the first one since the reduced
groupoid C∗-algebra of an amenable e´tale groupoid is nuclear (see Theorem 5.6.18 of [4])
and is in the UCT class [28]. To show the main statement, we need the following lemma,
which is the analogue of Lemma 1.5 of [11].
Lemma 3.10. Let G be an e´tale groupoid with the n-filling property. Let b be a positive
element in C(G(0)) with norm one. Then for any ǫ > 0, there is c ∈ C∗r (G) such that
‖c‖ ≤ √n and c∗bc ≥ 1− ǫ.
Proof. Set U := {x ∈ G(0) : b(x) > 1 − ǫ}. Take n mutually disjoint non-empty open
subsets U1, . . . , Un of U . Since G is minimal, there are n open G-sets V1, . . . , Vn with the
property that the intersection
⋂
i r(ViUi) is non-empty. Using the n-filling property of G
with this observation, we can find n open G-sets W1, . . . ,Wn satisfying
n⋃
i=1
r(WiUi) = G
(0).
By replacing Wi by WiUi, we may assume s(Wi) ⊂ Ui. Since G is locally compact and
G(0) is compact, replacing each Wi by a smaller one if necessary, we may assume further
that each Wi is relatively compact in G. Since G is locally compact, for each i, it is
not hard to find an increasing net (Wi,λ)λ∈Λ of open subsets of Wi that satisfies the
following conditions. The closure of Wi,λ in G is contained inWi for each λ, and the union⋃
λWi,λ is equal to Wi. Since the unit space G
(0) is compact, there is λ ∈ Λ satisfying⋃n
i=1 r(Wi,λ) = G
(0). Now fix such λ and put Zi := cl(Wi,λ) for each i. Then, by the
choice of Wi,λ, the Zi is a compact G-set. Moreover we have
G(0) =
n⋃
i=1
r(Wi,λ) ⊂
n⋃
i=1
r(Zi).
Now for each i, take a continuous function fi ∈ Cc(G) satisfying the following conditions.
(1) 0 ≤ fi ≤ 1.
(2) supp(fi) ⊂Wi.
(3) fi ≡ 1 on Zi.
(Since Zi and the closure of Wi in G are compact, such function exists.) Since Wi is a
G-set, these conditions imply that fi ∗ f∗i ∈ C(G(0)) and that fi ∗ f∗i ≤ 1. Since the sets
s(W1), . . . , s(Wn) are mutually disjoint, we have fi ∗ f∗j = 0 for two distinct i and j. Now
put c :=
∑n
i=1 f
∗
i . The above observations show that c
∗ ∗ c ∈ C(G(0)) and that c∗ ∗ c ≤ n.
Thus ‖c‖ ≤ √n. Since the G-sets W1, . . . ,Wn have mutually disjoint sources, we also get
c∗ ∗ b ∗ c ∈ C(G(0)). Since s(Wi) ⊂ U for each i and
⋃n
i=1 r(Zi) = G
(0), we further obtain
c∗ ∗ b ∗ c ≥ 1− ǫ. 
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Proof of Proposition 3.9. The rest of the proof is basically the same as that in [11]. We first
observe that since G is essentially principal, it is not hard to show that for any b ∈ Cc(G)
and ǫ > 0, there is a positive element y ∈ C(G(0)) with norm one satisfying yby = yE(b)y
and ‖yby‖ > ‖E(b)‖ − ǫ, where E denotes the restriction map Cc(G) → C(G(0)). Note
that the map E extends to a faithful conditional expectation on C∗r (G). From this with
Lemma 3.10, for any positive element b ∈ Cc(G) with ‖E(b)‖ = 1, there is an element
c ∈ Cc(G(0)) satisfying ‖c‖ ≤
√
n and c∗bc ≥ 1/2. Since the norm of c is bounded by the
fixed constant
√
n, now a standard argument completes the proof. 
3.2. Minimal skew products with purely infinite crossed products. Now using the
finite and weak finite filling property, we construct minimal skew products whose crossed
products are purely infinite.
Proposition 3.11. Let α : Γ y Z be an amenable topologically free dynamical system
with the weak n-filling property. Let G y Y be a minimal dynamical system of a path
connected group G with the m-filling property. Then the set{
β ∈ SG(α) : β has the weak (nm)-filling property
}
is a Gδ-dense subset of SG(α).
Proof. For an open set U of X = Z×Y , let FU denote the set of elements β of SG(α) satis-
fying the following condition. There are nm open Gβ-sets V1, . . . , Vnm with
⋃
i r(ViU) = X.
Here Gβ denotes the transformation groupoid X ⋊β Γ of β. Then for a countable basis
(Un)n of X, the set in the question coincides with the intersection
⋂
n FUn . Hence it
suffices to show that each FU is open and dense in SG(α).
We first show the openness of FU . Let β ∈ FU . Let V1, . . . , Vnm be open Gβ-sets as
above. Replacing Vi’s by smaller ones, we may assume that they are relatively compact in
Gβ and that the sources s(Vi) are contained in U . Set F := π(
⋃
i Vi), where π : X⋊βΓ→ Γ
denotes the projection onto the second coordinate. Since each Vi is relatively compact in
Gβ, the set F is a finite subset of Γ. Now we apply the argument in the proof of Lemma
3.10 to (Vi)i to choose compact Gβ-sets W1, . . . ,Wnm with the following properties. The
Wi is contained in Vi for each i and the union
⋃
i r(int(Wi)) is equal to X. Now for a Gβ-
set W and g ∈ Γ, define the subset Wg ⊂ X to be r(W ∩ π−1({g})). Then, for each i, the
sets (Wi,g)g∈F are mutually disjoint compact sets in X. Moreover, the union
⋃
i,g int(Wi,g)
is equal to X.
For W ⊂ X and δ > 0, we define the (open) subsets Nδ(W ) and Iδ(W ) of X as follows.
Nδ(W ) :=
⋃
x∈W
B(x, δ),
Iδ(W ) := {x ∈ X : there is η > δ with B(x, η) ⊂W}.
Here for x ∈ X and η > 0, B(x, η) denotes the open ball of center x and radius η. Then,
from the properties of Wi’s and the compactness of X, for a sufficiently small positive
number δ > 0, the following conditions hold. The sets (Nδ(Wi,g))g are mutually disjoint
for each i and the sets (Iδ(Wi,g))i,g cover X. We fix such positive number δ. From the first
condition, for any γ ∈ SG(α) satisfying d(γs, βs) < δ for all s ∈ F , each Wi is a Gγ-set.
Here Wi is regarded as a subset of Gγ by identifying the transformation groupoids with
the set Γ ×X by ignoring the first coordinates. Let rβ and rγ denote the range map of
Gβ and Gγ respectively. Then we have⋃
i
rγ(int(Wi)) ⊃
⋃
i
Iδ(rβ(int(Wi))) =
⋃
i,g
Iδ(Wi,g) =
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Therefore we have γ ∈ FU , which proves the openness of FU .
To show the density of FU , by the similar reason to that in the proof of Theorem 2.1,
it suffices to show the following statement. For any ǫ > 0 and any finite subset S ⊂ Γ,
there is a homeomorphism H ∈ Gs satisfying the following conditions.
(1) d(α¯s,H
−1 ◦ α¯s ◦H) < ǫ for s ∈ S.
(2) H−1 ◦ α¯ ◦H ∈ FU .
Replacing U by a smaller open set, we may assume U = W × V for some W ⊂ Z and
V ⊂ Y . By the m-filling property of G y Y , we can choose m elements h˜1, . . . , h˜m of G
with
⋃
i h˜i(V ) = Y . Now proceeding the same argument as in the proof of Theorem 2.1,
we get a continuous map g : Z → G with the following conditions.
(1) d(g−1s.z gz, idY ) < ǫ for all z ∈ Z and s ∈ S.
(2) There are m elements w1, . . . , wm in W with the condition
⋃
i gwi(V ) = Y .
Let H ∈ Gs be the element corresponding to g. Then from the first condition, we conclude
d(α¯s,H
−1 ◦ α¯s ◦H) < ǫ for s ∈ S. To show β := H−1 ◦ α¯ ◦H ∈ FU , it suffices to show
the following claim. There are nm open Gα¯-sets W1, . . . ,Wnm with
⋃
i r(WiH(U)) = X.
Indeed the sets
{(H−1(z), s,H−1(w)) ∈ X × Γ×X : (z, s, w) ∈Wi} (i = 1, . . . , nm)
then define the desired open Gβ-sets. To show the claim, first note that since g is continu-
ous, there are an open subset Ui of U containing wi for i = 1, . . . ,m and an open covering
(Vi)
m
i=1 of Y satisfying the following condition. For any z ∈ Ui, we have Vi ⊂ gz(V ). From
these conditions, we have H(U) ⊃ ⋃mi=1(Ui × Vi). Now for each 1 ≤ i ≤ m, take n open
Gα-sets Wi,1, . . . ,Wi,n with
⋃n
j=1 r(Wi,jUi) = Z. For each 1 ≤ i ≤ m and 1 ≤ j ≤ n, set
Zi,j := ϕ
−1(Wi,j), where ϕ : Gα¯ → Gα denotes the canonical quotient map. Then each
Zi,j is an open Gα¯-set and we further get⋃
i,j
rα¯(Zi,jH(U)) ⊃
⋃
i,j
rα¯(Zi,j(Ui × Vi)) =
⋃
i,j
(rα(Wi,jUi)× Vi) = X.

In [24], Rørdam and Sierakowski have shown that every countable non-amenable exact
group admits an amenable minimal free dynamical system on the Cantor set whose crossed
product is a Kirchberg algebra in the UCT class. Proposition 3.11 particularly gives an
extension of their result to more general spaces.
Theorem 3.12. Let M be a connected closed topological manifold, a connected compact
Hilbert cube manifold, or a countable direct product of these manifolds. Let X be the
Cantor set. Then every countable non-amenable exact group admits an amenable minimal
free dynamical system on M ×X whose crossed product is a Kirchberg algebra in the UCT
class.
Proof. For the first two cases, the statement immediately follows from Example 3.6, Lem-
mas 3.7 and 3.8, and Propositions 3.9 and 3.11.
For the last case, letM1,M2, . . . be a sequence of spaces each of which is either connected
closed topological manifold or connected compact Hilbert cube manifold. Set Nn :=
M1 × · · · × Mn × X for each n. We put α0 := α and N0 := X for convenience. We
inductively apply Proposition 3.11 to αn : Γ y Nn and Mn+1 to get a minimal skew
product extension αn+1 : Γ y Nn+1 of αn with the weak finite filling property. Then we
get the projective system (αn)
∞
n=1 of dynamical systems of Γ. Since pure infiniteness of
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C∗-algebras is preserved under taking increasing union (Prop 4.1.8 of [22]), the projective
limit α∞ := lim←−αn possesses the desired properties. 
4. Minimal dynamical systems of free groups on products of Cantor set
and closed manifolds
In this section, we investigate the K-groups of the crossed products of minimal dynamical
systems obtained in Theorem 2.1 for the free group case. By using the Pimsner–Voiculescu
six term exact sequence [19], we give a Ku¨nneth-type formula for K-groups of their crossed
products. As an application, we give the following generalization of Theorems 4.10 and
4.22 of [26].
Theorem 4.1. Let Γ be a countable non-amenable virtually free group. Let M be ei-
ther connected closed topological manifold or connected compact Hilbert cube manifold.
Then there exist continuously many amenable minimal free dynamical systems of Γ on
the product of M and the Cantor set whose crossed products are mutually non-isomorphic
Kirchberg algebras.
In the below, we regard abelian groups as Z-modules. We simply denote the tensor prod-
uct ‘⊗Z’ by ‘⊗’ for short. Recall that for two abelian groups G,H, the group TorZ1 (G,H)
is defined as follows. First take a projective resolution of G.
· · · → P2 → P1 → P0 → G→ 0.
Then by tensoring H with the above resolution, we obtain a complex
· · · → P2 ⊗H → P1 ⊗H → P0 ⊗H → 0.
The group TorZ1 (G,H) is then defined as the first homology of the above complex. Note
that the definition does not depend on the choice of the projective resolution. We remark
that when we have a projective resolution of length one
0→ P1 → P0 → G→ 0,
then TorZ1 (G,H) is computed as the kernel of the homomorphism P1 ⊗H → P0 ⊗H. See
[3] for the detail.
Proposition 4.2. Let α : Fd y X be an amenable minimal topologically free dynamical
system of the free group Fd on the Cantor set X. Let G y Y be a minimal action of a
path-connected group G on a compact metrizable space Y . Let β ∈ SG(α). Let A and B
denote the crossed product of α and β respectively. Then for i = 0, 1, we have the following
short exact sequence.
0→ K0(A)⊗Ki(Y )→ Ki(B)→ (K1(A)⊗K1−i(Y ))⊕ TorZ1 (K0(A),K1−i(Y ))→ 0.
Moreover, the first map maps [1A]0 ⊗ [1Y ]0 to [1B ]0 when i = 0.
Proof. Since C(X) is an AF-algebra, we have a canonical isomorphism
Ki(X × Y )→ C(X,Ki(Y ))(∼= K0(X)⊗Ki(Y ))
for i = 0, 1. Here C(X,Ki(Y )) denotes the group of continuous maps from X into Ki(Y )
and Ki(Y ) is regarded as a discrete group. For i = 0, the isomorphism is given by
mapping the element [p]0 where p is a projection in K ⊗ C(X) ⊗ C(Y ) to the map x ∈
X 7→ [p(x, ·)]0 ∈ K0(Y ) and similarly for the case i = 1.
From this isomorphism and the fact that G is path-connected, for any γ ∈ SG(α) and
g ∈ Fd, we have (γg)∗,i = (αg)∗,0 ⊗ idKi(Y ) for i = 0, 1. Here we identify Ki(X × Y ) with
K0(X) ⊗Ki(Y ) under the above isomorphism. By continuity of the K-theory, the above
MINIMAL SKEW PRODUCTS 13
equality holds for all γ ∈ SG(α). Now let S be a free basis of Fd. Then by the Pimsner–
Voiculescu six term exact sequence [19], we have the following short exact sequence.
0→ coker(ϕ⊗ idKi(Y ))→ Ki(B)→ ker(ϕ⊗ idK1−i(Y ))→ 0.
Here ϕ denotes the homomorphism
ϕ : K0(X)⊕S → K0(X)
which maps (fs)s∈S to
∑
s∈S(fs − (αs)∗,0(fs)). Since K0(X) is a free abelian group, the
exact sequence
0→ K1(A)→ K0(X)⊕S → K0(X)→ K0(A)→ 0
obtained by the Pimsner–Voiculescu six-term exact sequence is a free resolution of K0(A).
This also gives the free resolution
0→ im(ϕ)→ K0(X)→ K0(A)→ 0
of K0(A). Here the first map is given by the inclusion map, say ι.
Let ψ : K0(X)⊕S → im(ϕ) be the surjective homomorphism obtained by restricting the
range of ϕ. By tensoring Ki(Y ) with the second free resolution, we obtain the following
exact sequence.
0→ TorZ1 (K0(A),Ki(Y ))→ im(ϕ) ⊗Ki(Y )→ K0(X)⊗Ki(Y )→ K0(A)⊗Ki(Y )→ 0.
This shows that
ker(ι⊗ idKi(Y )) ∼= TorZ1 (K0(A),Ki(Y )).
Since the second map surjects onto im(ϕ⊗ idKi(Y )), we also obtain the isomorphism
coker(ϕ⊗ idKi(Y )) ∼= K0(A)⊗Ki(Y ).
Since ϕ = ι ◦ ψ and ψ is surjective, we have the following exact sequence.
(1) 0→ ker(ψ ⊗ idKi(Y ))→ ker(ϕ⊗ idKi(Y ))→ ker(ι⊗ idKi(Y ))→ 0.
Here the first map is the canonical inclusion and the second map is the restriction of
ψ ⊗ idKi(Y ). Since im(ϕ) is free abelian, there is a direct complement K of ker(ϕ) in
K0(X)⊕S . Note that the restriction of ψ on K is an isomorphism. Hence we have the
isomorphism
ker(ψ ⊗ idKi(Y )) = ker(ψ) ⊗Ki(Y ) ∼= K1(A)⊗Ki(Y ).
Again by the freeness of im(ϕ), we have a right inverse σ of ψ. Then the homomorphism
σ⊗ idKi(Y ) gives a splitting of the short exact sequence (1). Combining these observations,
we obtain the isomorphism
ker(ϕ⊗ idKi(Y )) ∼= (K1(A)⊗Ki(Y ))⊕ TorZ1 (K0(A),Ki(Y )).
Now the first exact sequence completes the proof. 
Remark 4.3. Certainly, when K∗(Y ) has a good property, the short exact sequence in
Proposition 4.2 is spilitting. For example, it holds true when K1−i(Y ) is projective or
one of K0(A) or K
i(Y ) is injective. (Recall that K1(A) is always free abelian and that
the tensor product of an injective Z-module with an arbitrary Z-module is again injective
by Corollary 4.2 of Ch.III of [3].) However, we do not know whether it is splitting in
general. Recall that a splitting of the Ku¨nneth tensor product theorem is obtained by
replacing considered C∗-algebras by easier ones by using suitable elements of the KK-
groups (see Remark 7.11 of [25]). However, in our setting, this argument does not work.
Such replacement does not respect the relation among C(X), C(Y ), A,B, and Fd.
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Proof of Theorem 4.1. We first prove the claim for free groups. Theorem 5.3 of [27] shows
that for any finite d, there is an amenable minimal topologically free dynamical system
γ of Fd on the Cantor set whose crossed product A satisfies the following condition. The
unit [1]0 ∈ K0(A) generates a direct summand of K0(A) isomorphic to Z. Note that this
property passes to unital C∗-subalgebras of A. Moreover, since γ is found as a factor of
the ideal boundary action, its restriction to any finite index subgroup of Fd is minimal.
It is also not hard to show that the restriction of γ to any finite index subgroup of Fd is
purely infinite (cf. the proof of Lemma 4.8 of [27]). Applying the argument in the proof
of Theorem 4.22 in [26] using γ instead of the action used there, we obtain the following
consequence. (By finite generatedness, in this case the proof becomes easier than the one
there.) For any non-empty set Q of prime numbers, there is an amenable minimal free
purely infinite dynamical system αQ of Fd on the Cantor set whose K0-group G satisfies
the following condition.
{p ∈ P : [1]0 ∈ pG} = Q.
Here P denotes the set of all prime numbers. The similar statement for F∞ is shown in the
proof of Theorem 4.22 of [26]. We also denote by αQ a dynamical system of F∞ satisfying
the above conditions.
Now let M be as in the statement. Put
R := {p ∈ P : K1(M) contains an element of order p}.
Then by [6], R is finite. (Indeed, in either case, M × [0, 1]N is a compact Hilbert cube
manifold. Now the main theorem of [6] shows that K1(M) is in fact finitely generated.)
Let G denote the path-connected component of H(M) containing the identity. For each
non-empty subset Q of P \R, we apply Proposition 3.11 to αQ to choose β from SG(αQ)
whose crossed product is a Kirchberg algebra. For i = 0, 1, denote by Gi and Hi the
Ki-group of the crossed products of αQ and β respectively. We claim that
Q˜ := {p ∈ P \ R : [1]0 ∈ pH0} = Q.
Since the cardinal of the power set of P\R is continuum, this ends the proof. The inclusion
Q ⊂ Q˜ is obvious. To see the converse, let p ∈ Q˜ and take h ∈ H0 with ph = [1]0. Denote
by ∂i the third map of the short exact sequence in Proposition 4.2. Then since ∂0([1]0) = 0,
we have p∂0(h) = 0. On the other hand, by the definition of R and the fact that G1 is
torsion free, there is no element of order p in the third term of the short exact sequence.
Thus p∂0(h) = 0 implies ∂0(h) = 0. Hence there is an element y in the first term of
the short exact sequence with σ0(y) = h. Here σi denotes the second map in the short
exact sequence. Then from the injectivity of σ0 and the equality ph = [1]0, we must have
py = [1]0⊗[1M ]0. Now let τ : K0(M)→ Z be the homomorphism induced from a character
on C(M). Put w := (id ⊗ τ)(y) ∈ G0. (We identify G0 with G0 ⊗ Z in the obvious way.)
Then we have pw = (id⊗ τ)([1]0 ⊗ [1M ]0) = [1]0. Thus we get p ∈ Q as desired.
The proof for general case is done by taking the induced dynamical systems of the actions
obtained in above. For the detail, see the proof of Theorem 4.7 in [26] for instance. 
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