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mat, 45 Avenue des Etats-Unis, F-78035 Versailles, France. E-mail: emmanuel.rio@uvsq.fr
Key words: Borel-Cantelli, Stationary sequences, absolute regularity, strong mixing, weak
dependence, Markov chains, intermittent maps.
Mathematical Subject Classification (2010): Primary 60F15. Secondary 60G10, 60J05.
Abstract
Let (Xk) be a strictly stationary sequence of random variables with values in some Polish
space E and common marginal µ, and (Ak)k>0 be a sequence of Borel sets in E. In this
paper, we give some conditions on (Xk) and (Ak) under which the events {Xk ∈ Ak} sat-
isfy the Borel-Cantelli (or strong Borel-Cantelli) property. In particular we prove that, if
µ(lim supnAn) > 0, the Borel-Cantelli property holds for any absolutely regular sequence. In
case where the Ak’s are nested, we show, on some examples, that a rate of convergence of the
mixing coefficients is needed. Finally we give extensions of these results to weaker notions of
dependence, yielding applications to non-irreducible Markov chains and dynamical systems.
1 Introduction
Let (Ω, T ,P) be a probability space. Let (Xi)i∈Z be a sequence of random variables defined
on (Ω, T ,P) and with values in some Polish space E, and (Ak)k>0 be a sequence of Borel sets
in E. Assume that
P(B1) > 0 and
∑
k>0
P(Bk) =∞, where Bk = {Xk ∈ Ak}. (1.1)
Our aim in this paper is to find nice sufficient conditions implying the so-called Borel-Cantelli
property ∑
k>0
1Bk =∞ almost surely (a.s.) (1.2)
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or the stronger one
lim
n→∞
(Sn/En) = 1 a.s., where Sn =
n∑
k=1
1Bk and En = E(Sn) , (1.3)
usually called strong Borel-Cantelli property. The focus will be mainly on irreducible or
non-irreducible Markov chains. Nevertheless we will apply some of our general criteria to
dynamical systems and compare them with the results of Kim (2007) and Gouëzel (2007)
concerning the transformation defined by Liverani-Saussol-Vaienti (1999).
Let us now recall some known results on this subject. On one hand, if the sequence (Xi)i∈Z
is strictly stationary, ergodic, and if Ak = A1 for any positive k, then limn n
−1Sn = µ(A1)
a.s., where µ denotes the law of X1. Hence (1.2) holds. However, as pointed out for instance
by Chernov and Kleinbock (2001), the ergodic theorem cannot be used to handle sequences
of sets (Ak)k such that limk µ(Ak) = 0. On the other hand, if the random variables Xk are
independent, then (1.2) holds for any sequence (Ak)k>0 of Borel sets in E satisfying (1.1)
(see Borel (1909), page 252). Extending this result to non necessarilly independent random
variables has been the object of intensive researches. Let Fk = σ(Xi : i ≤ k) and recall that
Bk = {Xk ∈ Ak}. Lévy (1937, p. 249) proved that, with probability 1,∑
k>0
1Bk =∞ if and only if
∑
k>1
P(Xk ∈ Ak | Fk−1) =∞. (1.4)
However the second assertion is still difficult to check in the case of sequences of dependent
random variables. As far as we know, the first tractable criterion for (1.2) to hold is due to
Erdős and Rényi (1959) and reads as follows:
lim
n→∞
En =∞ and lim
n→∞
E−2n Var(Sn) = 0 . (1.5)
Suppose now that the sequence Bk = {Xk ∈ Ak} satisfies the following uniform mixing
condition:
|P(Bk ∩Bk+n)− P(Bk)P(Bk+n)| ≤ ϕn
(
P(Bk) + P(Bk+n)
)
. (1.6)
Then, if
lim
n→∞
En =∞ and
∑
n≥1
ϕn <∞ , (1.7)
the criterion (1.5) is satisfied and consequently (1.2) holds. Furthermore, if (1.7) holds, then
the strong Borel-Cantelli property (1.3) also holds, according to Theorem 8 and Remark
7 in Chandra and Ghosal (1998). This result has applications to dynamical systems. For
example, Philipp (1967) considered the Gauss map T (x) = 1/x (mod 1) and the β-transforms
T (x) = βx (mod 1) with β > 1, with (Xk)k≥0 = (T
k)k≥0 viewed as a random sequence on the
probability space ([0, 1], µ), where µ is the unique T -invariant probability measure absolutely
continuous w.r.t. the Lebesgue measure. For such maps and sequences (Ak) of intervals
satisfying ∑
k>0
µ(Ak) =∞, (1.8)
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he proved that (1.7) is satisfied. More recently, Chernov and Kleinbock (2001) proved that
(1.7) is satisfied when (Xk)k≥0 are the iterates of Anosov diffeomorphisms preserving Gibbs
measures and (Ak) belongs to a particular class of rectangles (called EQR rectangles). We
also refer to Conze and Raugi (2003) for non-irreducible Markov chains satisfying (1.7).
However some dynamical systems do not satisfy (1.7). We refer to Haydn et al. (2013)
and Luzia (2014) for examples of such dynamical systems and Borel-Cantelli type results,
including the strong Borel-Cantelli property. In particular, estimates as in (1.7) are not
available for non uniformly expanding maps such as the Liverani-Saussol-Vaienti map (1999)
with parameter γ ∈]0, 1[. Actually, for such maps, Kim (2007) proved in his Proposition 4.2
that for any γ ∈]0, 1[, the sequence of intervals Ak = [0, k1/(γ−1)] satisfies (1.8) but (Bk) does
not satisfy (1.2). Moreover, there are many irreducible, positively recurrent and aperiodic
Markov chains which do not satisfy (1.6) with ϕn → 0 even for regular sets Ak, such as the
Markov chain considered in Remark 5.1 in the case where Ak = [0, 1/k] (see Chapter 9 in
Rio (2017) for more about irreducible Markov chains). However, these Markov chains are
β-mixing in the sense of Volkonskǐı and Rozanov (1959), and therefore strongly mixing in
the sense of Rosenblatt (1956).
The case where the sequence of events (Bk)k>0 satisfies a strong mixing condition has
been considered first by Tasche (1997). For n > 0, let
ᾱn =
1
2
sup
{
E
(
|P(Bk+n | Fk)− P(Bk+n)|
)
: k > 0
}
. (1.9)
Tasche (1997) obtained sufficient conditions for (1.2) to hold. However these conditions
are more restrictive than (1.1): even in the case where the sequence (ᾱn)n decreases at a
geometric rate and (P(Bk))k is non-increasing, Theorem 2.2 in Tasche (1997) requires the
stronger condition
∑
k>1 P(Bk)/ log(k) =∞. Under slower rates of mixing, as a consequence
of our Theorem 3.2 (see Remark 3.4), we obtain that if (P(Bk))k is non-increasing and
ᾱn ≤ Cn−a for some a > 0, (Bk)k satisfies the Borel-Cantelli property (1.2) provided that∑
n≥1
(P(Bn))(a+1)/a =∞ and lim
n→+∞
naP(Bn) =∞ ,
which improves Item (i) of Theorem 2.2 in Tasche (1997). Furthermore, we will prove that
this result cannot be improved in the specific case of irreducible, positive recurrent and
aperiodic Markov chains for some particular sequence (Ak)k>0 of nested sets (see Remark 3.5
and Section 5). Consequently, for this class of Markov chains, the size property (1.1) is not
enough for (Bk)k>0 to satisfy (1.2).
In the stationary case, denoting by µ the common marginal distribution, a natural ques-
tion is then: for sequences of sets (Ak)k>0 satisfying the size property (1.8), what conditions
could be added to get the Borel-Cantelli property? Our main result in this direction is
Theorem 3.1 (i) stating that if
µ(lim sup
n
An) > 0 and lim
n→∞
β∞,1(n) = 0 , (1.10)
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then (Bk)k>0 satisfies the Borel-Cantelli property (1.2) without additional conditions on the
sizes of the sets Ak (see (3.3) for the definition of the coefficients β∞,1(n)). Notice that
the first part of (1.10) implies the size property (1.8) : this follows from the direct part of
the Borel-Cantelli lemma. For the weaker coefficients β̃1,1(n) defined in (4.2) (resp. β̃
rev
1,1 (n)
defined in Remark 4.2) and when the Ak’s are intervals, Item (i) of our Theorem 4.1 implies
the Borel-Cantelli property under the conditions
µ(lim sup
n
An) > 0 and
∑
n>0
β̃1,1(n) <∞
(
resp.
∑
n>0
β̃rev1,1 (n) <∞
)
. (1.11)
The proof of this result is based on the following characterization of sequences (Ak) of intervals
satisfying the above condition: For a sequence (Ak) of intervals, µ(lim supnAn) > 0 if and only
if there exists a sequence of intervals (Jk) such that Jk ⊂ Ak for any positive k,
∑
k>0 µ(Jk) =
∞ and (Jk) fulfills the asymptotic equirepartition property
lim sup
n
∥∥∥∥ ∑nk=1 1Jk∑n
k=1 µ(Jk)
∥∥∥∥
∞,µ
<∞ , (1.12)
where ‖ · ‖∞,µ denotes the supremum norm with respect to µ. Up to our knowledge, this
elementary result is new. We then prove that, under the mixing condition given in (1.11), the
sequence ({Xk ∈ Jk}) has the strong Borel-Cantelli property (see Item (ii) of Theorem 4.1).
In the case of the Liverani-Saussol-Vaienti map (1999) with parameter γ ∈]0, 1[, the mixing
condition in (1.11) holds for β̃rev1,1 (n) and any γ in ]0, 1/2[. For γ in ]0, 1/2[, our result can
be applied to prove that (Bk)k>0 satisfies the Borel-Cantelli property (1.2) for any sequence
(Ak) of intervals satisfying µ(lim supnAn) > 0, and the strong Borel-Cantelli property (1.3)
under the additional condition (1.12) with Jk = Ak. However, for the LSV map, Gouëzel
(2007) obtains the Borel-Cantelli property (1.2) under the condition
0 < γ < 1 and
∑
k>0
λ(Ak) =∞ (1.13)
(but not the strong Borel-Cantelli property). Now
µ(lim sup
n
An) > 0⇒ λ(lim sup
n
An) > 0⇒
∑
k>0
λ(Ak) =∞ ,
by the direct part of the Borel-Cantelli lemma. Hence, for the LSV map, (1.13) is weaker than
(1.11). Actually the condition (1.13) is the minimal one to get the Borel-Cantelli property
in the case An = [0, an] (see Example 4.1 of Section 4.3).
A question is then to know if a similar condition to (1.13) can be obtained in the setting
of irreducible Markov chains. In this direction, we prove that, for aperiodic, irreducible and
positively recurrent Markov chains, the renewal measure plays the same role as the Lebesgue
measure for the LSV map. More precisely, if (Xk)k∈N and ν are respectively the stationary
Markov chain and the renewal measure defined in Section 5, we obtain the Borel-Cantelli
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property in Theorem 5.2 (but not the strong Borel-Cantelli property) for sequences of Borel
sets such that ∑
k>0
ν(Ak) =∞ and Ak+1 ⊂ Ak for any k > 0 , (1.14)
without additional condition on the rate of mixing. Furthermore we prove in Theorem 5.4
that this condition cannot be improved in the nested case.
The paper is organized as follows. In Section 2, we give some general conditions on
a sequence of events (Bk)k>0 to satisfy the Borel-Cantelli property (1.2), or some stronger
properties (such as the strong Borel-Cantelli property (1.3)). The results of this section,
including a more general criterion than (1.5) stated in Proposition 2.3, will be applied all along
the paper to obtain new results in the case where Bk = {Xk ∈ Ak}, under various mixing
conditions on the sequence (Xk)k>0. In Section 3, we state our main results for β-mixing and
α-mixing sequences; in Section 4, we consider weaker type of mixing for real-valued random
variables, and we give three examples (LSV map, auto-regressive processes with heavy tails
and discrete innnovations, symmetric random walk on the circle) to which our results apply;
in Section 5, we consider the case where (Xk)k>0 is an irreducible, positively recurrent and
aperiodic Markov chain: we obtain very precise results, which show in particular that some
criteria of Section 3 are optimal in some sense. Section 6 is devoted to the proofs, and
some complementary results are given in Appendix (including Borel-Cantelli criteria under
pairwise correlation conditions).
2 Criteria for the Borel-Cantelli properties
In this section, we give some criteria implying Borel-Cantelli type results. Let (Ω, T ,P) be a
probability space and (Bk)k>0 be a sequence of events.
Definition 2.1. The sequence (Bk)k>0 is said to be a Borel-Cantelli sequence in (Ω, T ,P) if
P(lim supk Bk) = 1, or equivalently,
∑
k>0 1Bk =∞ almost surely.
From the first part of the classical Borel-Cantelli lemma, if (Bk)k>0 is a Borel-Cantelli
sequence, then
∑
k>0 P(Bk) =∞.
We now define stronger properties. The first one is the convergence in L1.
Definition 2.2. We say that the sequence (Bk)k>0 is a L
1 Borel-Cantelli sequence in (Ω, T ,P)
if
∑
k>0 P(Bk) =∞ and limn→∞ ‖(Sn/En)−1‖1 = 0, where Sn =
∑n
k=1 1Bk and En = E(Sn).
Notice that, if (Bk)k>0 is a L
1 Borel-Cantelli sequence, then Sn converges to ∞ in proba-
bility as n tends to∞. Since (Sn)n is a non-decreasing sequence, it implies that limn Sn =∞
almost surely. Therefrom (Bk)k>0 is a Borel-Cantelli sequence.
The second one is the so-called strong Borel-Cantelli property.
Definition 2.3. With the notations of Definition 2.2, the sequence (Bk)k>0 is said to be a
strongly Borel-Cantelli sequence if
∑
k>0 P(Bk) =∞ and limn→∞(Sn/En) = 1 almost surely.
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Notice that E(Sn/En) = 1. Since the random variables Sn/En are nonnegative, by The-
orem 3.6, page 32 in Billingsley [1], if (Bn)n>0 is a strongly Borel-Cantelli sequence, then
(Sn/En)n>0 is a uniformly integrable sequence and consequenly (Sn/En)n>0 converges in L
1
to 1. Hence any strongly Borel-Cantelli sequence is a L1 Borel-Cantelli sequence.
We start with the following characterizations of the Borel-Cantelli property.
Proposition 2.1. Let (Ak)k>0 be a sequence of events in (Ω, T ,P) and δ ∈]0, 1] be a real
number. The two following statements are equivalent:
1. P(lim supk Ak) ≥ δ.
2. There exists a sequence (Γk)k>0 of events such that Γk ⊂ Ak,
∑
k>0 P(Γk) =∞ and
lim sup
n
∥∥∥∥ ∑nk=1 1Γk∑n
k=1 P(Γk)
∥∥∥∥
∞
≤ 1/δ . (2.1)
Furthermore, if there exists a triangular sequence of events (Ak,n)1≤k≤n with Ak,n ⊂ Ak,
such that Ẽn :=
∑n
k=1 P(Ak,n) > 0, limn Ẽn = ∞ and
(
Ẽ−1n
∑n
k=1 1Ak,n
)
n≥1 is uniformly
integrable, then P(lim supk Ak) > 0.
Before going further on, we give an immediate application of this proposition which shows
that a Borel-Cantelli sequence is characterized by the fact that it contains a subsequence
which is a L1 Borel-Cantelli sequence.
Corollary 2.1. Let (Ak)k>0 be a sequence of events in (Ω, T ,P) and δ ∈]0, 1] be a real
number. Then the following statements are equivalent:
1. P(lim supk Ak) = 1.
2. There exists a L1 Borel-Cantelli sequence (Γk)k>0 of events such that Γk ⊂ Ak.
Now, if the sets Ak are intervals of the real line, then one can construct intervals Γk
satisfying the conditions of Proposition 2.1, as shown by the proposition below, which will
be applied in Section 4 to the LSV map.
Proposition 2.2. Let J be an interval of the real line and let µ be a probability measure on
its Borel σ-field. Let (Ik)k>0 be a sequence of subintervals of J and δ ∈]0, 1] be a real number.
The two following statements are equivalent:
1. µ(lim supk Ik) ≥ δ.
2. There exists a sequence (Γk)k>0 of intervals such that Γk ⊂ Ik,
∑
k>0 µ(Γk) = ∞ and
(2.1) holds true.
Let us now state some new criteria, which differ from the usual criteria based on pairwise
correlation conditions. Here it will be necessary to introduce a function f with bounded
derivatives up to order 2.
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Definition 2.4. Let f be the application from R in R+ defined by f(x) = x2/2 for x in
[−1, 1] and f(x) = |x| − 1/2 for x in ]−∞,−1[∪]1,+∞[.
We now give criteria involving the so defined function f .
Proposition 2.3. Let f be the real-valued function defined in Definition 2.4 and (Bk)k>0 be
a sequence of events in (Ω, T ,P) such that P(B1) > 0 and
∑
k>0 P(Bk) =∞.
(i) Suppose that there exists a triangular sequence (gj,n)1≤j≤n of non-negative Borel functions
such that gj,n ≤ 1Bj for any j in [1, n], and that this sequence satisfies the criterion below:
if S̃n =
∑n
k=1 gk,n and Ẽn = E(S̃n), there exists some increasing sequence (nk)k of positive
integers such that
lim
k→∞
Ẽnk =∞ and limn→∞E
(
f
(
(S̃nk − Ẽnk)/Ẽnk
) )
= 0. (2.2)
Then (Bk)k>0 is a Borel-Cantelli sequence.
(ii) Let Sn =
∑n
k=1 1Bk and En = E(Sn). If
lim
n→∞
E
(
f
(
(Sn − En)/En
) )
= 0, (2.3)
then (Bk)k>0 is a L
1 Borel-Cantelli sequence.
(iii) If ∑
n>0
P(Bn)
En
sup
k∈[1,n]
E
(
f
(
(Sk − Ek)/En
))
<∞, (2.4)
then (Bk)k>0 is a strongly Borel-Cantelli sequence.
Remark 2.1. Since f(x) ≤ x2/2 for any real x, (2.3) is implied by the usual L2 criterion
(1.5), which is the sufficient condition given in Erdős and Rényi (1959) to prove that (Bk)k>0
is a Borel-Cantelli sequence. Moreover, (2.4) is implied by the more elementary criterion∑
n>0
E−3n P(Bn) sup
k∈[1,n]
Var(Sk) <∞, (2.5)
which is a refinement of Corollary 1 in Etemadi (1983) (see also Chandra and Ghosal (1998)
for a review).
3 β-mixing and α-mixing sequences
In order to state our results, we need to recall the definitions of the α-mixing, β-mixing and
ϕ-mixing coefficients between two σ-fields of (Ω, T ,P).
Definition 3.1. The α-mixing coefficient α(A,B) between two σ-fields A and B of T is
defined by
2α(A,B) = sup{|E(|P(B|A)− P(B)|) : B ∈ B} .
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One also has α(A,B) = sup{ |P(A ∩ B) − P(A)P(B)| : (A,B) ∈ A × B}, which is the usual
definition. Now, if X and Y are random variables with values in some Polish space and
A and B are the σ-fields generated respectively by X and Y , one can define the β-mixing
coefficient β(A,B) and the ϕ-mixing coefficient ϕ(A,B) between the σ-fields A and B by
β(A,B) = E
(
sup
B∈B
|P(B|A)− P(B)|
)
and ϕ(A,B) =
∥∥∥ sup
B∈B
|P(B|A)− P(B)|
∥∥∥
∞
,
where P(·|A) is a regular version of the conditional probability given A. In contrast to the
other coefficients ϕ(A,B) 6= ϕ(B,A) in the general case.
From these definitions 2α(A,B) ≤ β(A,B) ≤ ϕ(A,B) ≤ 1. According to Bradley (2007),
Theorem 4.4, Item (a2), one also has
4α(A,B) = sup{‖E(Y |A)‖1 : Y B-measurable, ‖Y ‖∞ = 1 and E(Y ) = 0} . (3.1)
Let us now define the the β-mixing an α-mixing coefficients of the sequence (Xi)i∈Z.
Throughout the sequel
Fm = σ(Xk : k ≤ m) and Gm = σ(Xi : i ≥ m). (3.2)
Define the β-mixing coefficients β∞,1(n) of (Xi)i∈Z by
β∞,1(n) = β(F−n, σ(X0)) for any n > 0 , (3.3)
and note that the sequence (β∞,1(n))n≥0 is non-increasing. (Xi)i∈Z is said to be absolutely
regular or β-mixing if limn↑∞ β∞,1(n) = 0. Similarly, define the α-mixing coefficients α∞,1(n)
by
α∞,1(n) = α(F−n, σ(X0)) , (3.4)
and note that the sequence (α∞,1(n))n≥0 is non-increasing. (Xi)i∈Z is said to be strongly
mixing or α-mixing if limn↑∞ α∞,1(n) = 0.
3.1 Mixing criteria for the Borel-Cantelli properties
We start with some criteria when the underlying sequence is β-mixing and µ(lim supnAn) > 0
(see Remark 3.1).
Theorem 3.1. Let (Xi)i∈Z be a strictly stationary sequence of random variables with values
in some Polish space E. Denote by µ the common marginal law of the random variables Xi.
Assume that limn↑∞ β∞,1(n) = 0. Let (Ak)k>0 be a sequence of Borel sets in E satisfying∑
k>0 µ(Ak) = +∞. Set Bk = {Xk ∈ Ak} for any positive k.
(i) If µ(lim supnAn) > 0, then (Bk)k>0 is a Borel-Cantelli sequence.
(ii) Set En =
∑n
k=1 µ(Ak) and Hn = E
−1
n
∑n
k=1 1Ak . If (Hn)n>0 is a uniformly integrable
sequence in (E,B(E), µ), then (Bk)k>0 is a L1 Borel-Cantelli sequence.
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(iii) Let QHn be the cadlag inverse of the tail function t 7→ µ(Hn > t). Set
Q∗(0) = 0 and Q∗(u) = u−1 sup
n>0
∫ u
0
QHn(s)ds for any u ∈]0, 1]. (3.5)
If ∑
j>0
j−1β∞,1(j)Q
∗(β∞,1(j)) <∞, (3.6)
then (Bk)k>0 is a strongly Borel-Cantelli sequence in (Ω, T ,P).
Remark 3.1. By the second part of Proposition 2.1 applied with Ak,n = Ak, if (Hn)n>0 is
uniformly integrable, then µ(lim supnAn) > 0. Hence (ii) does not apply if µ(lim supnAn) =
0. On another hand, the map u 7→ uQ∗(u) is non-decreasing. Thus, if β∞,1(j) > 0 for any
j, (3.6) implies that limu↓0 uQ
∗(u) = 0. Then, by Proposition A.1, (Hn)n>0 is uniformly
integrable and therefrom µ(lim supnAn) > 0. Consequently, if µ(lim supnAn) = 0, (iii)
cannot be applied if β∞,1(j) > 0 for any j.
Remark 3.2. If the sequence (Hn)n>0 is bounded in L
p(µ) for some p in ]1,∞], Q∗(u) =
O(u−1/p) as u tends to 0. Then, by Proposition A.1, this sequence is uniformly integrable and
consequently, by (ii), (Bk)k>0 is a L
1 Borel-Cantelli sequence as soon as limn↑∞ β∞,1(n) = 0.
If furthermore
∑
j>0 j
−1β
1−1/p
∞,1 (j) < ∞, then, by (iii), (Bk)k>0 is a strongly Borel-Cantelli
sequence. In particular, if µ(Ai ∩ Aj) ≤ Cµ(Ai)µ(Aj) for any (i, j) with i 6= j, for some
constant C, (Hn)n>0 is bounded in L
2(µ), and consequently (Bk)k>0 is a strongly Borel-
Cantelli sequence as soon as
∑
j>0 j
−1
√
β∞,1(j) <∞.
Remark 3.3. Let Sn =
∑n
k=1 1Ak(Xk) and En = E(Sn). Inequality (6.31) in the proof of
the above theorem applied with Γk,n = Ak gives
lim sup
n
E
(
fn(Sn − En)
)
≤ 2 lim sup
n
∫
E
Gnψmdµ ,
for any m > 0, where ψm is defined in (6.22), Gn = Sn/En and fn(x) = f(x/En). It follows
that
lim sup
n
E
(
fn(Sn − En)
)
≤ 2‖ψm‖∞
for any positive integer m. Now, from inequality (6.22) in the proof of Theorem 3.1, we have
‖ψm‖∞ ≤ ϕ(σ(X0),F−m). Hence, if ϕ(σ(X0),F−m) converges to 0 as m tends to ∞, then
limn E
(
fn(Sn−En)
)
= 0 and consequently (Bk)k>0 is a L
1 Borel-Cantelli sequence (see Item
(ii) of Proposition 2.3). Similarly, one can prove that, if ϕ(σ(X0),Gm ) converges to 0 as m
tends to ∞, then (Bk)k>0 is a L1 Borel-Cantelli sequence. For other results in the ϕ-mixing
setting, see Chapter 1 in Iosifescu and Theodorescu (1969).
Let us now turn to the general case where µ(lim supnAn) is not necessarily positive. In
this case, assuming absolute regularity does not yield any improvement compared to the
strong mixing case (see Remark 3.5 after Corollary 3.1). Below, we shall use the following
definition of the inverse function associated with some non-increasing sequence of reals.
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Definition 3.2. For any non-increasing sequence (vn)n∈N of reals, the function v
−1 is defined
by v−1(u) = inf{n ∈ N : vn ≤ u} =
∑
n≥0 1{u<vn}.
Theorem 3.2. Let (Xi)i∈Z be a strictly stationary sequence of random variables with values in
some Polish space E. Let (α∞,1(n))n≥0 be its associated sequence of strong-mixing coefficients
defined by (3.4). Denote by µ the law of X0. Let (Ak)k>0 be a sequence of Borel sets in E
satisfying
∑
k>0 µ(Ak) = +∞. Set Bk = {Xk ∈ Ak} for any positive k. Assume that there
exist n0 > 0, C > 0, δ > 0 and a non-increasing sequence (α∗(n))n≥0 such that for all n ≥ n0,
α∞,1(n) ≤ Cα∗(n) and α∗(2n) ≤ (1− δ)α∗(n) . (3.7)
Suppose in addition that (µ(An))n≥1 is a non-increasing sequence,
µ(An)
α∗(n)
→∞ as n→∞, and
∑
n≥1
µ(An)
α−1∗ (µ(An))
=∞ . (3.8)
Then (Bk)k>0 is a Borel-Cantelli sequence.
Remark 3.4. Let us first notice that Theorem 3.2 still holds with ᾱn defined in (1.9) instead
of α∞,1(n) (the proof is unchanged). To compare Theorem 3.2 with Theorem 2.2 (i) in Tasche
(1997), let us consider
µ(An) ∼ C1n−(r+1)/(r+2)(log n)−b and ᾱn ∼ C2n−(r+1)(log n)−a
with r ≥ −1. Theorem 2.2 (i) in Tasche (1997) requires a > 1 and b ≤ 1 whereas an
application of Theorem 3.2 gives the weaker conditions: (r + 2)b ≤ a + r + 1 if r > −1 and
a > b if r = −1.
Theorem 3.3. Let (Xi)i∈Z be a strictly stationary sequence of random variables with values in
some Polish space E. Let (α∞,1(n))n≥0 be its associated sequence of strong-mixing coefficients
defined by (3.4). Denote by µ the law of X0. Let (Ak)k>0 be a sequence of Borel sets in
E satisfying
∑
k>0 µ(Ak) = +∞. Set Bk = {Xk ∈ Ak} for any positive k. Let En =∑n
k=1 µ(Ak).
1. Let η(x) = x−1α∞,1([x]). Assume that limnE
−1
n η
−1(1/n) = 0. Then (Bk)k>0 is a L
1
Borel-Cantelli sequence.
2. Assume that there exist a sequence (un)n>0 of positive reals such that∑
n>0
µ(An)
En
un <∞ and
∑
n>0
µ(An)
E2n
α−1∞,1(Enun/n) <∞ . (3.9)
Then (Bk)k>0 is a strongly Borel-Cantelli sequence.
We now apply these results to rates of mixing O(n−a) for some positive constant a.
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Corollary 3.1. Let (Ak)k>0 be a sequence of Borel sets in E satisfying
∑
k>0 µ(Ak) = +∞.
For any k > 0, let Bk = {Xk ∈ Ak}. Assume that there exists a > 0 such that α∞,1(n) ≤
Cn−a, for n ≥ 1.
1. If
∑
n≥1(µ(An))
(a+1)/a =∞, limn naµ(An) =∞ and (µ(An))n≥1 is non-increasing, then
(Bk)k>0 is a Borel-Cantelli sequence.
2. If limn n
−1/(a+1)En =∞ then (Bk)k>0 is a L1 Borel-Cantelli sequence.
3. If
∑
n>0 n
1/(a+1)µ(An)E
−2
n <∞ then (Bk)k>0 is a strongly Borel-Cantelli sequence.
Remark 3.5. According to the second item of Remark 5.1, Item 1. of Corollary 3.1 cannot
be improved, even in the β-mixing case.
Remark 3.6. Theorems 3.2 and 3.3 (and therefore Corollary 3.1) also hold if the coefficients
α∞,1(n) are replaced by the reversed ones α1,∞(n) = α(σ(X0),Gn) (see Section 6.2.3 for a
short proof of this remark).
Remark 3.7. Let α1,1(n) = α(σ(X0), σ(Xn)). From the criteria based on pairwise correlation
conditions stated in Annex B, if α1,1(n) = O(n−a) with a > 1 then (Bk)k>0 is a L1 Borel-
Cantelli sequence if limn n
−1/(a+1)En = ∞ (see Remark B.1), which is the same condition
as in Corollary 3.1. Now if α1,1(n) = O(n−a) with a ∈]0, 1[, (Bk)k>0 is a L1 Borel-Cantelli
sequence when limn n
−1+a/2En =∞ (see Remark B.1), which is more restrictive. Recall that,
for Markov chains α∞,1(n) = α1,1(n). Hence criteria based on pairwise correlation conditions
are less efficient in the context of α-mixing Markov chains and slow rates of α-mixing.
4 Weakening the type of dependence
In this section, we consider stationary sequences of real-valued random variables. In order
to get more examples than α-mixing or β-mixing sequences, we shall use less restrictive
coefficients, where the test functions are indicators of half lines instead of indicators of Borel
sets. Some exemples of slowly mixing dynamical systems and non-irreducible Markov chains
to which our results apply will be given in Subsection 4.3.
4.1 Definition of the coefficients
Definition 4.1. The coefficients α̃(A, X) and β̃(A, X) between a σ-field A and a real-valued
random variable X are defined by
α̃(A, X) = sup
t∈R
‖E(1X≤t|A)− P(X ≤ t)‖1 and β̃(A, X) =
∥∥∥ sup
t∈R
|E(1X≤t|A)− P(X ≤ t)|
∥∥∥
1
.
The coefficient ϕ̃(A, X) between A and X is defined by
ϕ̃(A, X) = sup
t∈R
‖E(1X≤t|A)− P(X ≤ t)‖∞ .
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From this definition it is clear that α̃(A, X) ≤ β̃(A, X) ≤ ϕ̃(A, X) ≤ 1.
Let (Xi)i∈Z be a stationary sequence of real-valued random variables. We now define the
dependence coefficients of (Xi)i∈Z used in this section. The coefficients α̃∞,1(n) are defined
by
α̃∞,1(n) = α̃(F0, Xn) for any n > 0. (4.1)
Here F0 = σ(Xk : k ≤ 0) (see (3.2)). The coefficients β̃1,1(n) and ϕ̃1,1(n) are defined by
β̃1,1(n) = β̃(σ(X0), Xn) and ϕ̃1,1(n) = ϕ̃(σ(X0), Xn) for any n > 0. (4.2)
4.2 Results
Theorem 4.1. Let (Xi)i∈Z be a strictly stationary sequence of real-valued random variables.
Denote by µ the common marginal law of the random variables Xi. Let (Ik)k>0 be a sequence
of intervals such that µ(I1) > 0 and
∑
k>0 µ(Ik) = ∞. Set Bk = {Xk ∈ Ik} for any positive
k, and En =
∑n
k=1 µ(Ik).
(i) If µ(lim supn In) > 0 and
∑
k>0 β̃1,1(k) <∞, then (Bk)k>0 is a Borel-Cantelli sequence.
(ii) Let p ∈ [1,∞) and q be the conjugate exponent of p. If
lim
n→∞
1
Epn
n−1∑
k=1
kp−1β̃1,1(k) = 0 and sup
n>0
1
En
∥∥∥ n∑
k=1
1Ik(X0)
∥∥∥
q
<∞ ,
then (Bk)k>0 is a L
1 Borel-Cantelli sequence.
(iii) Let p ∈ [1,∞) and q be the conjugate exponent of p. If
∑
n>0
µ(In)
E2n
(
n−1∑
k=1
kp−1β̃1,1(k)
)1/p
<∞ and sup
n>0
1
En
∥∥∥ n∑
k=1
1Ik(X0)
∥∥∥
q
<∞ ,
then (Bk)k>0 is a strongly Borel-Cantelli sequence.
(iv) If limn→∞E
−1
n
∑n−1
k=1 ϕ̃1,1(k) = 0, then (Bk)k>0 is a L
1 Borel-Cantelli sequence.
(v) If
∑
n>0E
−1
n ϕ̃1,1(n) <∞, then (Bk)k>0 is a strongly Borel-Cantelli sequence.
Remark 4.1. Item (v) on the uniform mixing case can be derived from Theorem 8 and
Remark 7 in Chandra and Ghosal (1998). Note that, if p = 1, the condition in Item (iii)
becomes ∑
n>0
β̃1,1(n)
En
<∞ and sup
n>0
1
En
∥∥∥∥∥
n∑
k=1
1Ik(X0)
∥∥∥∥∥
∞
<∞ .
Note that, for intervals (Ik)k>0 satisfying the condition on right hand, we get the same
condition as in (v), but for β̃1,1(n) instead of ϕ̃1,1(n).
Remark 4.2. Theorem 4.1 remains true if we replace the coefficients β̃1,1(n) (resp. ϕ̃1,1(n))
by β̃rev1,1 (n) = β̃(σ(Xn), X0) (resp. ϕ
rev
1,1(n) = ϕ̃(σ(Xn), X0)).
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Remark 4.3. Comparison with usual pairwise correlation criteria. Let us compare Theorem
4.1 wit the results stated in Annex B in the case µ(lim supn In) > 0. From the definition of
the coefficients β̃1,1(n),
|P(Bk ∩Bk+n)− P(Bk)P(Bk+n)| ≤ β̃1,1(n).
Hence the assumptions of Proposition B.1 hold true with γn = ϕn = 0 and αn = β̃1,1(n). In
particular, from Proposition B.1(i), if
lim
n
E−2n
n∑
k=1
k∑
j=1
min(β̃1,1(j), µ(Ik)) = 0, (4.3)
(Bk)k>0 is a Borel-Cantelli sequence. For example, if β̃1,1(n) = O(n−a) for some constant
a > 1, then, from Remark B.1, (4.3) holds if limn n
−1/(a+1)En = ∞. In contrast Theorem
4.1(i) ensures that (Bk)k>0 is Borel-Cantelli sequence as soon as
∑
k>0 β̃1,1(k) <∞, without
conditions on the sizes of the intervals Ik. Next, if β̃1,1(n) = O(n−a) for some a < 1, then,
according to Remark B.1, (4.3) is fulfilled if limn n
−1+(a/2)En =∞. Under the same condition,
Theorem 4.1(ii) ensures that (Bk)k>0 is a Borel-Cantelli sequence if, for some real q in (1,∞],
lim
n
n−1+(a/p)En =∞ and sup
n>0
1
En
∥∥∥ n∑
k=1
1Ik(X0)
∥∥∥
q
<∞ , (4.4)
where p = q/(q − 1). Consequently Theorem 4.1(ii) provides a weaker condition on the sizes
of the intervals Ik if the sequence (
∑n
k=1 1Ik(X0)/En)n>0 is bounded in L
q for some q > 2.
As quoted in Remark 3.1, if µ(lim supn In) = 0 then (i), (ii), (iii) of Theorem 4.1 cannot
be applied. Instead, the analogue of Theorems 3.2 and 3.3 and of Corollary 3.1 hold (the
proofs are unchanged).
Theorem 4.2. Let (Xi)i∈Z be a strictly stationary sequence of real-valued random variables.
Denote by µ the common marginal law of the random variables Xi. Let (Ik)k>0 be a sequence
of intervals such that µ(I1) > 0 and
∑
k>0 µ(Ik) = ∞. Set Bk = {Xk ∈ Ik} for any positive
k, and En =
∑n
k=1 µ(Ik). Then the conclusion of Theorem 3.2 (resp. Theorem 3.3, Corollary
3.1) holds by replacing the conditions on (α∞,1(n))n>0 and (Ak)k>0 in Theorem 3.2 (resp.
Theorem 3.3, Corollary 3.1) by the same conditions on (α̃∞,1(n))n>0 and (Ik)k>0.
Remark 4.4. Theorem 4.2 remains true if we replace the coefficients α̃∞,1(n) by α̃1,∞(n) =
α̃(Gn, X0) where Gn = σ(Xi, i ≥ n) (see the arguments given in the proof of Remark 3.6).
4.3 Examples
Example 4.1. Let us consider the so-called LSV map (Liverani, Saussol and Vaienti (1999))
defined as follows:
for 0 < γ < 1, θ(x) =
x(1 + 2γxγ) if x ∈ [0, 1/2[2x− 1 if x ∈ [1/2, 1] . (4.5)
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Recall that if γ ∈]0, 1[, there is only one absolutely continuous invariant probability µ whose
density h satisfies 0 < c ≤ h(x)/x−γ ≤ C <∞. Moreover, it has been proved in [7], that the
β̃rev1,1 (n) coefficients of weak dependence associated with (θ
n)n≥0, viewed as a random sequence
defined on ([0, 1], µ), satisfy β̃rev1,1 (n) ≤ κn−(1−γ)/γ for any n ≥ 1 and some κ > 0.
Let us first recall Theorem 1.1 of Gouëzel (2007): let λ be the Lebesgue measure over
[0, 1] and let (Ik)k>0 be a sequence of intervals such that∑
k>0
λ(Ik) =∞ . (4.6)
Then Bn = {θn ∈ In} is a Borel-Cantelli sequence. If furthermore the intervals Ik are
included in [1/2, 1] then Bn = {θn ∈ In} is a strongly Borel-Cantelli sequence (this follows
from inequality (1.3) in [15], and Item (ii) of Proposition B.1.) If (In) is a decreasing sequence
of intervals included in (d, 1] with d > 0 satisfying (4.6), then Bn = {θn ∈ In} is strongly
Borel-Cantelli as shown in Kim (2007, Prop. 4.1).
We consider here two particular cases:
• Consider In = [0, an] with (an)n>0 a decreasing sequence of real numbers in ]0, 1] con-
verging to 0. Set Bn = {θn ∈ In}. Using the same arguments as in Proposition 4.2
in Kim (2007), one can prove that, if
∑
n>0 an < ∞, then µ(lim supn→∞Bn) = 0.
Conversely, if
∑
n>0 an =∞, which is exactly condition (4.6), then (Bn)n≥1 is a Borel-
Cantelli sequence.
Now, to apply Theorem 4.2 (and its Remark 4.4), we first note that it has been proved
in [8], that the α̃1,∞(n) coefficients of weak dependence associated with (θ
n)n≥0, viewed
as a random sequence defined on ([0, 1], µ), satisfy κ1n
−(1−γ)/γ ≤ α̃1,∞(n) ≤ κ2n−(1−γ)/γ
for any n ≥ 1 and some positive constants κ1 and κ2. Hence, in that case, Theorem 4.2
gives the same condition (4.6) for the Borel-Cantelli property, up to the mild additional
assumption n1/γan → ∞. This shows that the approach based on the α̃1,∞(n) depen-
dence coefficients provides optimal results in this case. Now, if nan →∞, then (Bn)n≥1
is a L1 Borel-Cantelli sequence. Finally, if
∑
n≥1 n
−1(nan)
γ−1 < ∞, then (Bn)n≥1 is a
strongly Borel-Cantelli sequence.
• Let now (an)n≥0 and (bn)n≥0 be two sequences of real numbers in [0, 1] such that a0 > 0
and bn+1 = bn + an mod 1. Define, for any n ∈ N, In+1 = [bn, bn+1] if bn < bn+1
and In+1 = [bn, 1] ∪ [0, bn+1] if bn+1 < bn. It follows that (In)n≥1 is a sequence of
consecutive intervals on the torus R/Z. Assume that
∑
n∈N an = ∞ (which is exactly
(4.6)). Since µ(In+1) ≥ Can, the divergence of the series implies that
∑
n>0 µ(In) =∞.
Applying Theorem 4.1 (iii), it follows that for any γ < 1/2, (Bn)n≥1 is a strongly Borel-
Cantelli sequence. Now if γ = 1/2, applying Theorem 4.1 (ii) and (iii) with p = 1, we
get that (Bn)n≥1 is a L
1 Borel-Cantelli sequence as soon as (
∑n
k=1 ak)/ log(n) → ∞,
and a strongly Borel-Cantelli sequence as soon as (
∑n
k=1 ak)/(log(n))
2+ε → ∞ for
some ε > 0. If γ > 1/2, we get that (Bn)n≥1 is a L
1 Borel-Cantelli sequence as
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soon as (
∑n
k=1 ak)/n
(2γ−1)/γ → ∞, and a strongly Borel-Cantelli sequence as soon as
(
∑n
k=1 ak)/(n
(2γ−1)/γ(log(n))1+ε)→∞ for some ε > 0.
Example 4.2. Let (εi)i∈Z be a sequence of iid random variables with values in R, such that
E(log(1 + |ε0|)) <∞. We consider here the stationary process
Xk =
∑
i≥0
2−iεk−i , (4.7)
which is defined almost surely (this is a consequence of the three series theorem). The
process (Xk)k≥0 is a Markov chain, since Xn+1 =
1
2
Xn + εn+1. However this chain fails to
be irreducible when the innovations are with values in Z. Hence the results of Sections 3
and 5 cannot be applied in general. Nevertheless, under some mild additional conditions, the
coefficients β̃1,1(n) of this chain converge to 0 as shown by the lemma below.
Lemma 4.1. Let µ be the law of X0. Assume that µ has a bounded density. If
supt>0 t
pP(log(1 + |ε0|) > t) <∞ for some p > 1 , (4.8)
then β̃1,1(n) = O(n−(p−1)/2).
Remark 4.5. The assumption that µ has a bounded density can be verified in many cases.
For instance, it is satisfied if εi = ξi + ηi where (ξi) and (ηi) are two independent sequences
of iid random variables, and ξ0 has the Bernoulli(1/2) distribution. Indeed, in that case,
X0 = U0 +Z0 with U0 =
∑∞
i=0 2
−iξ−i and Z0 =
∑∞
i=0 2
−iη−i. Since U0 is uniformly distributed
over [0, 2], it follows that the density of µ is uniformly bounded by 1/2.
Since (Xk)k∈Z is a stationary Markov chain, α̃∞,1(n) ≤ β̃1,1(n). Hence, under the assump-
tions of Lemma 4.1, we also have that α̃∞,1(n) = O(n−(p−1)/2). Let then Bn = {Xn ∈ In}.
As a consequence, we infer from Lemma 4.1, Theorems 4.1 and 4.2 that
• If µ(lim supn In) > 0, µ has a bounded density and (4.8) holds for some p > 3, then
(Bn)n≥1 is a Borel-Cantelli sequence.
• If µ has a bounded density, (4.8) holds,
∑
n≥1
(
µ(In)
)(p+1)/(p−1)
= ∞, (µ(In))n≥1 is
non-increasing, and limn n
(p−1)/2µ(In) =∞, then (Bn)n≥1 is a Borel-Cantelli sequence.
Example 4.3. We consider the symmetric random walk on the circle, whose Markov kernel
is defined by
Kf(x) =
1
2
(
f(x+ a) + f(x− a)
)
(4.9)
on the torus R/Z with a irrational in [0, 1]. The Lebesgue-Haar measure λ is the unique
probability which is invariant by K. Let (Xi)i∈N be the stationary Markov chain with tran-
sition kernel K and invariant distribution λ. We assume that a is badly approximable in the
weak sense meaning that, for any positive ε, there exists some positive constant c such that
d(ka,Z) ≥ c|k|−1−ε for any k > 0. (4.10)
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From Roth’s theorem the algebraic numbers are badly approximable in the weak sense (see
for instance Schmidt [26]). Note also that the set of numbers in [0, 1] satisfying (4.10) has
Lebesgue measure 1. For this chain, we will obtain the bound below on the coefficients
β̃1,1(n).
Lemma 4.2. Let a be badly approximable in the weak sense, and let (Xi)i∈N be the stationary
Markov chain with transition kernel K and invariant distribution λ. Then, for any b in
(0, 1/2), β̃1,1(n) = O(n−b).
Since (Xk)k∈Z is a stationary Markov chain, α̃∞,1(n) ≤ β̃1,1(n). Hence, under the assump-
tions of Lemma 4.2, α̃∞,1(n) = O(n−b) for any b in (0, 1/2). As a consequence, we infer from
Lemma 4.2, Theorems 4.1 and 4.2 the corollary below on the symmetric random walk on the
circle with linear drift.
Corollary 4.1. Let t be a real in [0, 1[. Set Yk = Xk − kt. For any positive integer n, let
In = [0, n
−δ]. Set Bn = {Yn ∈ In}. If δ < 1/3, (Bn)n≥1 is a strongly Borel-Cantelli sequence
for any t in [0, 1[. Now, if t is badly approximable in the strong sense, which means that
(4.10) holds with ε = 0, (Bn)n≥1 is a strongly Borel-Cantelli sequence for any δ < 1/2.
5 Harris recurrent Markov chains
In this section, we are interested in the Borel-Cantelli lemma for irreducible and positively
recurrent Markov chains. Let E be a Polish space and B be its Borel σ-field. Let P be a
stochastic kernel. We assume that there exists a measurable function s with values in [0, 1]
and a probability measure ν such that ν(s) > 0 and
P (x,A) ≥ s(x)ν(A) for any (x,A) ∈ E × B. (5.1)
Then the chain is aperiodic and irreducible. Let us then define the sub-stochastic kernel Q
by
Q(x,A) = P (x,A)− s(x)ν(A) for any (x,A) ∈ E × B. (5.2)
Throughout this section, we assume furthermore that∑
n≥0
νQn(1) <∞. (5.3)
Then the probability measure
µ =
(∑
n≥0
νQn(1)
)−1∑
n≥0
νQn (5.4)
is the unique invariant probability measure under P . Furthermore the stationary Markov
chain (Xi)i∈N with kernel P is positively recurrent (see Rio (2017), Chapter 9 for more
details) and β-mixing according to Corollary 6.7 (ii) in Nummelin (1984). Thus a direct
application of Theorem 3.1 (i) gives the following result.
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Theorem 5.1. Let (Ak)k>0 be a sequence of Borel subsets of E such that µ(lim supnAn) > 0.
Then
∑
k>0 1Ak(Xk) =∞ a.s.
Obviously the result above does not apply in the case where the events are nested and
limn µ(An) = 0. However in this case, the regeneration technique can be applied to prove the
following result.
Theorem 5.2. Let (Ak)k>0 be a sequence of Borel subsets of E such that
∑
k>0 ν(Ak) =∞
and Ak+1 ⊂ Ak for any positive k. Then
∑
k>0 1Ak(Xk) =∞ a.s.
Suppose now that µ(lim supnAn) = 0 and that the events (An)n≥1 are not necessarily
nested. Then applying Corollary 3.1 and using Proposition 9.7 in Rio (2017) applied to
arithmetic rates of mixing (see Rio (2017) page 164 and page 165 lines 8-11), we derive the
following result:
Theorem 5.3. Let T0 be the first renewal time of the extended Markov chain (see (6.75)
for the exact definition). Assume that there exists a > 1 such that Pµ(T0 > n) ≤ Cn−a
for n ≥ 1. Suppose furthermore that (Ak)k>0 is a sequence of Borel subsets of E such
that
∑
n≥1(µ(An))
(a+1)/a = ∞, limn naµ(An) = ∞ and (µ(An))n≥1 is non-increasing. Then∑
k>0 1Ak(Xk) =∞ a.s.
If the stochastic kernel Q1(x, .) defined in (6.72) is equal to δx, then Theorem 5.2 cannot
be further improved, as shown in Theorem 5.4 below
Theorem 5.4. Let E be a Polish space. Let ν be a probability measure on E and s be a
measurable function with values in ]0, 1] such that ν(s) > 0. Suppose furthermore that∫
E
1
s(x)
dν(x) <∞. (5.5)
Let
P (x, .) = s(x)ν + (1− s(x))δx. (5.6)
Then P is irreducible, aperiodic and positively recurrent. Let (Xi)i∈N denote the strictly
stationary Markov chain with kernel P and (Ak)k>0 be a sequence of Borel subsets of E such
that
∑
k>0 ν(Ak) <∞ and Ak+1 ⊂ Ak for any positive k. Then
∑
k>0 1Ak(Xk) <∞ a.s.
Remark 5.1. Let us compare Theorems 5.2 and 5.3 when P is the Markov kernel defined
by (5.6) with E = [0, 1], s(x) = x and ν = (a + 1)xaλ with a > 0 (here λ is the Lebesgue
measure on [0, 1]). For this example, µ = axa−1λ and Pµ(T0 > n) ∼ aΓ(a)n−a. Furthermore,
from Lemma 2, page 75 in Doukhan, Massart and Rio (1994), if (βn)n>0 denotes the sequence
of β-mixing coefficients of the stationary Markov chain with kernel P , then
aΓ(a) ≤ lim inf
n
naβn ≤ lim sup
n
naβn ≤ 3aΓ(a)2a.
Now, for any k ≥ 1, let Ak = Ik =]a1/ak , b
1/a
k ].
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• Assume that Ik+1 ⊂ Ik, which means that (ak) is non-decreasing and (bk) is non-
increasing. Then Theorem 5.2 applies if
∑
k>0(b
(a+1)/a
k −a
(a+1)/a
k ) =∞ whereas Theorem
5.3 applies if limn n
a(bn − an) =∞ and
∑
k>0(bk − ak)(a+1)/a =∞. Note that the first
condition is always weaker than the second one. Note also that, if limk ak > 0, the
first condition is equivalent to
∑
k>0(bk − ak) =∞, which is then strictly weaker than∑
k>0(bk − ak)(a+1)/a = ∞. Since (bk − ak) = µ(Ik) = P(Xk ∈ Ik), the condition∑
k>0(bk − ak) =∞ is the best possible for the Borel-Cantelli property (this is due to
the direct part of the Borel-Cantelli lemma).
• Assume now that ak ≡ 0 and (bk) is non-increasing. In that case, ν(Ik) = (µ(Ik))(a+1)/a,
for any k ≥ 1. According to Theorem 5.4, it follows that
∑
n≥1(µ(In))
(a+1)/a =∞ is a
necessary condition to get the Borel-Cantelli property.
• Assume now that Ik =]a1/ak , (2ak)1/a] ⊂ [0, 1] with (ak)k ↓ 0. Since Ik+1 6⊂ Ik in this
case, Theorem 5.2 does not apply whereas the conditions of Theorem 5.3 hold provided
that limn n
aan =∞ and
∑
k>0 a
(a+1)/a
k =∞.
6 Proofs
6.1 Proofs of the results of Section 2
6.1.1 Proof of Proposition 2.1.
We start by showing that 2. ⇒ 1. Let Γ = lim supk Γk. It suffices to prove that P(Γ) ≥ δ.
Note first that∥∥∥∥ ∑nk=1 1Γk∑n
k=1 P(Γk)
∥∥∥∥
1
= 1 and lim sup
n
∥∥∥∥1Γ∑nk=1 1Γk∑n
k=1 P(Γk)
∥∥∥∥
1
≤ δ−1P(Γ) ,
by (2.1). Hence it is enough to prove that
lim
n
∥∥∥∥1Γc ∑nk=1 1Γk∑n
k=1 P(Γk)
∥∥∥∥
1
= 0 .
This follows directly from (2.1) and the fact that, by definition of the lim sup and since∑
k>0 P(Γk) = +∞,
lim
n
1Γc
∑n
k=1 1Γk∑n
k=1 P(Γk)
= 0 P-a.s.
We prove now that 1. ⇒ 2. Proceeding by induction on k one can construct an increasing
sequence (nk)k≥0 of integers such that n0 = 1 and
P
( nk−1⋃
j=nk−1
Aj
)
≥ δ(1− 2−k) for any k > 0. (6.1)
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Define now the sequence (Γj)j>0 of Borel sets by
Γnk = Ank and Γj = Aj \
( j−1⋃
i=nk
Ai
)
for any j ∈]nk, nk+1[, for any k ≥ 0 .
From the definition of (Γj)j>0
nk+1−1∑
i=nk
1Γi = 1
(⋃
i∈[nk,nk+1[
Γi
) = 1(⋃
i∈[nk,nk+1[
Ai
) ≤ 1 for any k ≥ 0 .
Consequently, for any j ≥ 0 and any n in [nj, nj+1[,
n∑
i=1
1Γi ≤
j∑
k=0
(nk+1−1∑
i=nk
1Γi
)
≤ j + 1 .
Furthermore, from (6.1),
n∑
i=1
P(Γi) ≥
j∑
k=1
P
( nk−1⋃
i=nk−1
Ai
)
≥ (j − 1)δ
for any j ≥ 1 and any n in [nj, nj+1[. Hence, if Gn =
(∑n
i=1 P(Γi)
)−1∑n
i=1 1Γi , then Gn ≤
(j + 1)/((j − 1)δ) for n in [nj, nj+1[, which ensures that lim supnGn ≤ 1/δ.
We now prove the second part of Proposition 2.1. Suppose that there exists a triangular
sequence of events (Ak,n)1≤k≤n with Ak,n ⊂ Ak, such that Ẽn =
∑n
k=1 P(Ak,n) → ∞ and
that the sequence (Zn)n≥1 defined by Zn = Ẽ
−1
n
∑n
k=1 1Ak,n is uniformly integrable. Set
CN =
⋃
k>N Ak. For any n > N ,
E(Zn) = E
(
Zn1CcN
)
+ E
(
Zn1CN
)
≤ (N/Ẽn) + E
(
Zn1CN
)
,
since
∑n
k=1 1Ak,n ≤ N on CcN . Using Lemma 2.1 (a) in Rio (2017), it follows that
1 = E(Zn) ≤ (N/Ẽn) +
∫ 1
0
QZn(u)Q1CN (u)du ≤ (N/Ẽn) + sup
n>0
∫ P(CN )
0
QZn(u)du,
where QZ denotes the cadlag inverse of the tail function t 7→ P(Z > t). Hence,
1 = lim
n
E(Zn) ≤ sup
n>0
∫ P(CN )
0
QZn(u)du.
Now, if P(lim supk Ak) = 0, then limN P(CN) = 0. If furthermore (Zn)n>0 is uniformly
integrable, then, by Proposition A.1, the term on right hand in the above inequality tends
to 0 as N tends to ∞, which is a contradiction. The proof of Proposition 2.1 is complete. 
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6.1.2 Proof of Corollary 2.1.
The fact that 2. implies 1. is immediate. Now, if 1. holds true, then, by Proposition 2.1,
there exists a sequence (Γk)k>0 of events such that Γk ⊂ Ak,
∑
k>0 P(Γk) = +∞ and (2.1)
holds with δ = 1. Since ‖
∑n
k=1 1Γk/
∑n
k=1 P(Γk)‖1 = 1, it follows that
lim
n
∥∥∥∥ ∑nk=1 1Γk∑n
k=1 P(Γk)
∥∥∥∥
∞
= 1 . (6.2)
Now ∥∥∥∥ ∑nk=1 1Γk∑n
k=1 P(Γk)
− 1
∥∥∥∥
1
= 2
∥∥∥∥∥
( ∑n
k=1 1Γk∑n
k=1 P(Γk)
− 1
)
+
∥∥∥∥∥
1
≤ 2
(∥∥∥∥ ∑nk=1 1Γk∑n
k=1 P(Γk)
∥∥∥∥
∞
− 1
)
+
,
which, together with (6.2), implies that the above sequence (Γk)k>0 is a L
1 Borel-Cantelli
sequence. Hence Corollary 2.1 holds. 
6.1.3 Proof of Proposition 2.2.
The fact that 2. ⇒ 1. follows immediately from Proposition 2.1. We now prove the direct
part. Proceeding by induction on k one can construct an increasing sequence (nk)k≥0 of
integers such that n0 = 1 and
µ
( nk−1⋃
j=nk−1
Ij
)
≥ δ(1− 2−k) for any k > 0. (6.3)
Now, for any k ≥ 0, we construct the intervals Γj for j in [nk, nk+1[. This will be done by
using the lemma below.
Lemma 6.1. Let (Jk)k∈[1,m] be a sequence of intervals of R. Then there exists a sequence
(Γk)k∈[1,m] of disjoint intervals such that
⋃m
k=1 Γk =
⋃m
k=1 Jk and Γk ⊂ Jk for any k in [1,m].
Proof of Lemma 6.1. We prove the Lemma by induction on m. Clearly the result holds
true for m = 1. Assume now that Lemma 6.1 holds true at range m. Let then (Jk)k∈[1,m+1]
be a sequence of intervals. By the induction hypothesis, there exists a sequence (Γk,m)1≤k≤m
of disjoint intervals such that
⋃m
k=1 Γk,m =
⋃m
k=1 Jk and Γk,m ⊂ Jk for any k in [1,m]. Now,
at the range m+ 1, define now the intervals Γk for k in [1,m] by Γk = ∅ if Γk,m ⊂ Jm+1 and
Γk = Γk,m if Γk,m 6⊂ Jm+1. Clearly these intervals are disjoint. Set
Γm+1 =
m⋂
k=1
(
Γck ∩ Jm+1
)
. (6.4)
If Γk = ∅, then Γck ∩ Jm+1 = Jm+1. Otherwise, from the definition of Γk, Γk is a nonempty
interval and Γk 6⊂ Jm+1, which implies that Γck ∩ Jm+1 is an interval. Hence Γm+1 is a finite
intersection of intervals, which ensures that Γm+1 is an interval. By 6.4, Γm+1 does not
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intersect Γk for any k in [1,m]. Hence the so defined intervals Γk are disjoint, Γk ⊂ Jk for
any k in [1,m+ 1]. Finally
m+1⋃
k=1
Γk = Jm+1
⋃( m⋃
k=1
Γk
)
= Jm+1
⋃( m⋃
k=1
Γk,m
)
= Jm+1
⋃( m⋃
k=1
Jk
)
(6.5)
Hence, if Lemma 6.1 holds true at range m, then Lemma 6.1 holds true at range m+1, which
ends the proof of the lemma. 
End of the proof of Proposition 2.2. For any k ≥ 0, by Lemma 6.1 applied to
(Ij)j∈[nk,nk+1[, there exists a sequence (Γj)j∈[nk,nk+1[ of disjoint intervals such that⋃
j∈[nk,nk+1[
Γj =
⋃
j∈[nk,nk+1[
Ij and Γj ⊂ Ij for any j ∈ [nk, nk+1[. (6.6)
From now on the end of the proof is exactly the same as the end of the proof of the first part
of Proposition 2.1. 
6.1.4 Proof of Proposition 2.3.
We start by proving Item (ii). Let f be the function defined in Definition 2.4 and X be any
integrable real-valued random variable. Then
‖X‖1 ≤ ‖X1|X|≤1‖2 + ‖X1|X|>1‖1 ≤
√
2E(f(X)) + 2E(f(X)). (6.7)
Consequently, if (2.3) holds, then limn→∞ ‖(Sn − En)/En‖1 = 0, which proves Item (ii).
Proof of Item (i). Applying (6.7), we get that limk→∞ ‖(S̃nk/Ẽnk) − 1‖1 = 0. Hence, by
the Markov inequality, limk→∞ P(S̃nk ≤ Ẽnk/2) = 0, which proves that S̃nk converges to ∞
in probability as k tends to ∞. Now gj,nk ≤ 1Bj any j in [1, nk]. Therefrom S̃nk ≤ Snk
and consequently Snk converges to ∞ in probability as k tends to ∞. Since (Sn)n is a
non-decreasing sequence of random variables, it implies immediately that limn→∞ Sn = +∞
almost surely, which completes the proof of Item (i).
Proof of Item (iii). For any non-negative real x, define E : x 7→ E(x) = E(S[x]). E
is a non-decreasing and cadlag function defined on R+ with values in R+. Let E−1 be its
generalized inverse on R+ defined by E−1(u) = inf{x ∈ R+ : E(x) ≥ u}. Hence
x ≥ E−1(u) ⇐⇒ E(x) ≥ u. (6.8)
Note that E([x]) = E[x]. Let τn = α
n for a fixed α > 1 and define
mn = E
−1(τn) = inf{k ≥ 1 : E(k) ≥ τn} .
Hence (mn)n≥1 is a non-decreasing sequence of integers. Note also that there exists a positive
integer n0 depending on α such that, for any n ≥ n0, mn < mn+1. Indeed, let assume that
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there exists n ≥ n0 such that mn = mn+1. By definition E(mn − 1) < αn and E(mn) =
E(mn+1) ≥ αn+1. This implies that
αn+1 ≤ E(mn − 1) + P(Bmn) < αn + 1 .
Since α > 1, there exists an integer n0 such that the above inequality fails to hold for any
n ≥ n0. This contradicts the fact that there exists n ≥ n0 such that mn = mn+1. Let us then
show that
(Smn/Emn)→ 1 almost surely, as n→∞ . (6.9)
By the first part of the Borel-Cantelli lemma, (6.9) will hold provided that∑
n≥n0
E
(
f
(
(Smn − Emn)/Emn
))
<∞ . (6.10)
Hence, setting, for any real b > 0,
f ∗(x/b) := sup
1≤k≤[x]
E
(
f
(
(Sk − Ek)/b
))
,
to prove (6.10), it suffices to show that∑
n≥n0
f ∗(mn/Emn) <∞ . (6.11)
Write ∑
n≥n0
f ∗(mn/Emn) =
∑
n≥n0
mn+1∑
k=mn+1
P(Bk)f ∗(mn/Emn)
( mn+1∑
k=mn+1
P(Bk)
)−1
≤
∑
n≥n0
mn+1∑
k=mn+1
P(Bk)f ∗(k/Emn)
( mn+1∑
k=mn+1
P(Bk)
)−1
.
Note now that, for any real a ≥ 1, f(ax) ≤ a2f(x). Therefore
∑
n≥n0
f ∗(mn/Emn) ≤
∑
n≥n0
mn+1∑
k=mn+1
P(Bk)(Ek/Emn)2f ∗(k/Ek)
( mn+1∑
`=mn+1
P(B`)
)−1
.
Next, for any k ≤ mn+1, Ek ≤ Emn+1 < τn+1 + P(Bmn+1) ≤ αn+1 + 1, Emn ≥ αn and
mn+1∑
`=mn+1
P(B`) = Emn+1 − Emn ≥ αn+1 − (αn + P(Bmn)) ≥ αn(α− 1)− 1 ≥ αn(α− 1)/2 ,
for any n ≥ n1. Hence, for any n ≥ n1 and any 1 ≤ k ≤ mn+1,
mn+1∑
`=mn+1
P(B`) ≥
αn+1(α− 1)
2α
≥ (α
n+1 + 1)(α− 1)
4α
≥ Ek(α− 1)
4α
.
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So, overall, setting n2 = max(n0, n1),
∑
n≥n2
f ∗(mn/Emn) ≤
4α(α + 1)2
α− 1
∑
n≥n2
mn+1∑
k=mn+1
P(Bk)
Ek
f ∗(k/Ek) =: Cα
∑
k≥mn2
P(Bk)
Ek
f ∗(k/Ek) ,
proving (6.11) (and subsequently (6.9)) under (2.4). The rest of the proof is quite usual
but we give it for completeness. Since (Sn)n≥1 is a non-decreasing sequence as well as the
normalizing sequence (En)n≥1, if 1 < mn ≤ k ≤ mn+1,
Emn
Emn+1
Smn
Emn
≤ Sk
Ek
≤
Emn+1
Emn
Smn+1
Emn+1
.
But, for any positive integer k, αk ≤ Emk < αk + P(Bk). Therefore Emn+1/Emn → α, as
n→∞. Hence, by using (6.9), almost surely,
(1/α) ≤ lim inf
k→∞
(Sk/Ek) ≤ lim sup
k→∞
(Sk/Ek) ≤ α .
Taking the intersection of all such events for rationals α > 1, Item (iii) follows. 
6.2 Proofs of the results of Section 3
6.2.1 Proof of Theorem 3.1 (β-mixing case)
Throughout this section, βj = β∞,1(j). Items (i) and (ii) will be derived from the proposition
below.
Proposition 6.1. With the notations of Theorem 3.1, let (Γk,n)1≤k≤n be a double array of
Borel sets in E. Set Ẽn =
∑n
k=1 µ(Γk,n) and Gn = Ẽ
−1
n
∑n
k=1 1Γk,n. Suppose that Ẽn >
0 for any positive n, limn↑∞ Ẽn = ∞ and (Gn)n>0 is a uniformly integrable sequence in
(E,B(E), µ). Let Bk,n = {Xk ∈ Γk,n} and S̃n =
∑n
k=1 1Bk,n. If limn↑∞ βn = 0, then
lim
n→∞
‖(S̃n − Ẽn)/Ẽn‖1 = 0. (6.12)
Proof of Proposition 6.1. From (6.7), it is enough to prove that
lim
n→∞
E
(
fn(S̃n − Ẽn)
)
= 0, where fn(x) = f(x/Ẽn). (6.13)
Now, by setting S̃0 = Ẽ0 = 0, we first write
fn(S̃n − Ẽn) =
n∑
k=1
(
fn(S̃k − Ẽk))− fn(S̃k−1 − Ẽk−1)
)
. (6.14)
Let then T0 = 0 and, for k > 0,
Tk = S̃k − Ẽk, ξk = Tk − Tk−1 = 1Γk,n(Xk)− µ(Γk,n). (6.15)
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With these notations, by the Taylor integral formula at order 1,
fn(S̃k − Ẽk))− fn(S̃k−1 − Ẽk−1) = fn(Tk)− fn(Tk−1)
= f ′n(Tk−1)ξk +
∫ 1
0
(
f ′n(Tk−1 + tξk)− f ′n(Tk−1)
)
ξk dt.
Now f ′n(x) = Ẽ
−1
n f
′(x/Ẽn). Moreover, from the definition of f , f
′ is 1-Lipschitzian. Hence(
f ′n(Tk−1 + tξk)− f ′n(Tk−1)
)
ξk ≤ Ẽ−2n ξ2k
for any t in [0, 1], which implies that
fn(Tk)− fn(Tk−1) ≤ f ′n(Tk−1)ξk + Ẽ−2n ξ2k. (6.16)
Now, using (6.14), (6.16), taking the expectation and noticing that f ′n(T0) = f
′
n(0) = 0, we
get that
E
(
fn(S̃n − Ẽn)
)
≤
n∑
k=2
E
(
f ′n(Tk−1)ξk
)
+ Ẽ−2n
n∑
k=1
µ(Γk,n). (6.17)
Next, let m ≥ 2 be a fixed integer. For n ≥ m,
f ′n(Tk−1)ξk = f
′
n(T(k−m)+)ξk +
m−1∑
j=1
(
f ′n(Tk−j)− f ′n(T(k−j−1)+)
)
ξk.
Taking the expectation in the above equality, we then get that
E(f ′n(Tk−1)ξk) = Cov(f ′n(T(k−m)+),1Bk,n) +
m−1∑
j=1
Cov
(
f ′n(T(k−j)+)− f ′n(T(k−j−1)+),1Bk,n).
(6.18)
In order to bound up the terms appearing in (6.18), we will use Delyon’s covariance inequality,
which we now recall. We refer to Rio (2017, Theorem 1.4) for an available reference with a
proof.
Lemma 6.2. - Delyon (1990) - Let A and B be two σ-fields of (Ω, T ,P). Then there exist
random variables dA and dB respectively A-measurable with values in [0, ϕ(A,B)] and B-
measurable with values in [0, ϕ(B,A)] , satisfying E(dA) = E(dB) = β(A,B) and such that,
for any (p, q) in [1,∞]2 with (1/p)+(1/q) = 1 and any random vector (X, Y ) in Lp(A)×Lq(B),
|Cov(X, Y )| ≤ 2
(
E(dA|X|p)
)1/p(E(dB|Y |q))1/q, (6.19)
where
(
E(dA|X|p)
)1/p
= ‖X‖∞ if p =∞ and
(
E(dB|Y |q)
)1/q
= ‖Y ‖∞ if q =∞.
We now bound up the first term in the right-hand side of equality (6.18). If k ≤ m, then
T(k−m)+ = 0, whence
Cov
(
f ′n(T(k−m)+),1Bk,n
)
= 0.
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Set
Wk,l =
∑
−k<i≤−l
(
1Γi+k,n(Xi)− µ(Γi+k,n)
)
for any l ≤ k. (6.20)
If k > m, using the stationarity of (Xi)i∈Z, we obtain that
E
(
f ′n(T(k−m)+)ξk
)
= Cov(f ′n(Wk,m),1Γk,n(X0)). (6.21)
Let us now apply Lemma 6.2 with A = F−m, B = σ(X0), p =∞, q = 1, X = f ′n(Wk,m) and
Y = 1Γk,n(X0): there exists some measurable function ψm satisfying
0 ≤ ψm ≤ ϕ(σ(X0),F−m) and
∫
E
ψmdµ = βm, (6.22)
such that, for any k > m,
Cov(f ′n(T(k−m)+),1Bk,n) ≤ 2‖f ′n‖∞
∫
E
1Γk,nψmdµ. (6.23)
Next f ′n(x) = Ẽ
−1
n f
′(x/Ẽn). Since ‖f ′‖∞ ≤ 1, it follows that ‖f ′n‖∞ ≤ Ẽ−1n . Summing (6.23)
on k and using this bound, we finally get that
n∑
k=2
Cov(f ′n(T(k−m)+),1Bk,n) ≤ 2
∫
E
Gnψmdµ, (6.24)
where Gn is defined in Proposition 6.1.
We now bound up the other terms in the right-hand side of equality (6.18). If j ≥ k, then
T(k−j)+ = T(k−j−1)+ = 0, which implies that
Cov
(
f ′n(T(k−j)+)− f ′n(T(k−j−1)+),1Bk,n) = 0.
If j < k, using the stationarity of (Xi)i∈Z, we obtain that
Cov
(
f ′n(T(k−j)+)− f ′n(T(k−j−1)+),1Bk,n) = Cov(f ′n(Wk,j)− f ′n(Wk,j+1),1Γk,n(X0)), (6.25)
where Wk,j and Wk,j+1 are defined in (6.20). Applying Lemma 6.2 with A = F−j, B = σ(X0),
p = q = 2, X = f ′n(Wk,j) − f ′n(Wk,j+1) and Y = 1Γk,n(X0), we obtain that there exist some
σ(X0)-measurable random variable bj and some F−j-measurable random variable ηj with
values in [0, 1], satisfying
E(bj) = E(ηj) = βj (6.26)
and such that
Cov(f ′n(Wk,j)− f ′n(Wk,j+1),1Γk,n(X0)) ≤ 2
√
E(ηj|f ′n(Wk,j)− f ′n(Wk,j+1)|2)E(bj1Γk,n(X0)) .
(6.27)
Next, from the definitions of fn and f , f
′
n(x) = Ẽ
−1
n f
′(x/Ẽn) and f
′ is 1-Lipschitzian. Con-
sequently
|f ′n(Wk,j)− f ′n(Wk,j+1)| ≤ Ẽ−2n |Wk,j −Wk,j+1| = Ẽ−2n |1Γk−j,n(X−j)− µ(Γk−j,n)|,
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which implies that
E(ηj|f ′n(Wk,j)− f ′n(Wk,j+1)|2) ≤ Ẽ−4n E(b′j|1Γk−j,n(X−j)− µ(Γk−j,n)|2),
with b′j = E(ηj | σ(X−j)). Combining the above inequality, (6.27) and the elementary
inequality 2
√
ab ≤ a+ b, we infer that
Ẽ2n Cov(f
′
n(Wk,j)− f ′n(Wk,j+1),1Γk,n(X0)) ≤ E(bj1Γk,n(X0) + b′j|1Γk−j,n(X−j)− µ(Γk−j,n)|2).
(6.28)
Recall now that bj is σ(X0)-measurable and b
′
j is σ(X−j)-measurable. Hence there exists Bore-
lian functions ϕj,0 and ϕj,1 with values in [0, 1] such that bj = ϕj,0(X0) and b
′
j = ϕj,1(X−j).
Using now the stationarity of (Xi)i∈Z, we get
E(bj1Γk,n(X0) + b
′
j|1Γk−j,n(X−j)− µ(Γk−j,n)|2) =
∫
E
(
ϕj,01Γk,n + ϕj,1|1Γk−j,n − µ(Γk−j,n)|2
)
dµ.
Next, applying the elementary inequality
|1Γk−j,n − µ(Γk−j,n)|2 ≤ 1Γk−j,n + µ(Γk−j,n),
noticing that
∫
E
ϕj,1dµ = βj and putting together (6.25), (6.28) and the above inequalities,
we get
Ẽ2n Cov
(
f ′n(T(k−j)+)− f ′n(T(k−j−1)+),1Bk,n) ≤ βjµ(Γk−j,n) +
∫
E
(
ϕj,01Γk,n + ϕj,11Γk−j,n
)
dµ,
(6.29)
for some Borelian functions ϕj,0 and ϕj,1 with values in [0, 1] satisfying∫
E
ϕj,0dµ =
∫
E
ϕj,1dµ = βj. (6.30)
Finally, summing (6.29) on j and k, using (6.17), (6.18) and (6.24), we obtain
E
(
fn(S̃n − Ẽn)
)
≤ Ẽ−1n
(
1 +
m−1∑
j=1
βj
)
+ 2
∫
E
Gn
(
ψm + Ẽ
−1
n
m−1∑
j=1
ψ′j
)
dµ, (6.31)
where
ψ′j = (ϕj,0 + ϕj,1)/2. (6.32)
Let λ denote the Lebesgue measure on [0, 1] and let QGn be the cadlag inverse function of
the the tail function of Gn. Then, by Lemma 2.1 (a) in Rio (2017) applied to the functions
Gn and 1u≤ψm , ∫
E
Gnψmdµ =
∫∫
E×[0,1]
Gn1u≤ψmdµ⊗ λ ≤
∫ βm
0
QGn(s)ds. (6.33)
In a similar way ∫
E
Gnψ
′
jdµ ≤
∫ βj
0
QGn(s)ds. (6.34)
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Putting the two above inequalities in (6.31), we get:
E
(
fn(S̃n − Ẽn)
)
≤ Ẽ−1n
(
1 +
m−1∑
j=1
∫ βj
0
(1 + 2QGn(s))ds
)
+ 2
∫ βm
0
QGn(s)ds. (6.35)
We now complete the proof of Proposition 6.1. Since
∫ 1
0
QGn(s)ds =
∫
E
Gndµ = 1, the
above inequality ensures that
E
(
fn(S̃n − Ẽn)
)
≤ Ẽ−1n (3m− 2) + 2
∫ βm
0
QGn(s)ds. (6.36)
It follows that
lim sup
n→∞
E
(
f
(
(S̃n − Ẽn)/Ẽn
))
≤ 2 lim sup
n→∞
∫ βm
0
QGn(s)ds (6.37)
for any integer m ≥ 2. Now limm↑∞ βm = 0. Consequently, if the sequence (Gn)n>0 is
uniformly integrable, then, by Proposition A.1, the term on right hand in the above inequality
tends to 0 as m tends to ∞, which ends the proof of Proposition 6.1. 
End of the proof of Theorem 3.1. Item (ii) follows immediately from Proposition 6.1
applied with Γk,n = Ak. To prove Item (i), we note that applying Proposition 2.1 with
(Ω, T ,P) = (X,B(X), µ), there exists a sequence of events (Γk)k>0 such that (Γk,n)k>0 ≡
(Γk)k>0 satisfies the assumptions of Proposition 6.1. Item (i) then follows by applying Propo-
sition 6.1.
It remains to prove Item (iii). Here we will apply Proposition 2.3 (iii). Thoughout the
proof of Item (iii), β0 = 1 by convention. For any positive integer k, let Sk =
∑k
j=1 1Bj and
Ek = E(Sk). Since f is convex and f(0) = 0,
f((Sk − Ek)/En) ≤ (Ek/En)f((Sk − Ek)/Ek)
for any k in [1, n]. Applying now Inequality (6.35) in the case Γj,n = Aj, we get that
E
(
f((Sk − Ek)/Ek)
)
≤ E−1k
m−1∑
j=0
∫ βj
0
(1 + 2QHk(s))ds+ 2
∫ βm
0
QHk(s)ds.
Now, from the definition of Q∗,∫ u
0
QHk(s))ds ≤ uQ∗(u) for any u ∈]0, 1] and any k > 0.
The three above inequalities ensure that
sup
k≤n
E
(
fn(Sk − Ek)
)
≤ E−1n
∑
j∈[0,m−1]
βj(2Q
∗(βj) + 1) + 2βmQ
∗(βm). (6.38)
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Let n0 be the smallest integer such that En0 ≥ 2. For n ≥ n0, choose m := mn = 1 + [En] in
the above inequality. For this choice of mn, noticing that Q
∗(βj) ≥ Q∗(1) = 1, we get∑
n≥n0
P(Bn)
3En
sup
k∈[1,n]
E
(
fn
(
Sk − Ek
))
≤
∑
n≥n0
[ ∑
0≤j≤[En]
βjQ
∗(βj)
P(Bn)
E2n
+ βmnQ
∗(βmn)
P(Bn)
En
]
.
(6.39)
We now bound up the first term on the right-hand side. Clearly∑
n≥n0
∑
0≤j≤[En]
βjQ
∗(βj)E
−2
n P(Bn) =
∑
j≥0
βjQ
∗(βj)
∑
n:En≥j∨2
E−2n P(Bn).
Next, noticing that En −En−1 = P(Bn), we get that P(Bn)/E2n ≤ 1/En−1 − 1/En. It follows
that ∑
n:En≥j∨2
E−2n P(Bn) ≤ 1/Enj−1 ,
where nj is the smallest integer such that Enj ≥ j ∨ 2. Since Enj−1 ≥ Enj − 1, 1/Enj−1 ≤
2/(j ∨ 2). Hence∑
n≥n0
∑
0≤j≤[En]
βjQ
∗(βj)E
−2
n P(Bn) ≤ 1 + 2
∑
j>0
j−1βjQ
∗(βj) <∞ (6.40)
under condition (3.6). To complete the proof of (iii), it remains to prove that∑
n≥n0
βmnQ
∗(βmn)E
−1
n P(Bn) <∞ (6.41)
under condition (3.6), where mn = 1 + [En]. For any integer k ≥ 2, let Ik be the set of
integers n such that [En] = k. By definition, Ik is an interval of N. Furthermore, from the
fact that µ(An) ≤ 1, Ik 6= ∅. Since limnEn =∞, this interval is finite. Consequently∑
n∈Ik
P(Bn) = Esup Ik − Einf Ik−1 ≤ Esup Ik − Einf Ik + 1 ≤ 2.
Now, recall that n0 is the first integer such that En0 ≥ 2. Consequently n0 = inf I2 and∑
n≥n0
βmnQ
∗(βmn)
P(Bn)
En
=
∑
k≥2
βk+1Q
∗(βk+1)
∑
n∈Ik
P(Bn)
En
≤ 2
∑
k≥2
k−1βk+1Q
∗(βk+1) <∞ ,
under condition (3.6). This ends the proof of Item (iii). Theorem 3.1 is proved. 
6.2.2 Proofs of Theorems 3.2 and 3.3 (α-mixing case)
Proof of Theorem 3.2. To apply Item (i) of Proposition 2.3, we shall prove that under
(3.7) and (3.8), there exists a sequence (ψn)n>0 of positive integers such that setting mn =
inf{k ∈ N∗ : ψk ≥ n}, S̃n =
∑mn−1
k=1 1Aψk (Xψk) and Ẽn = E(S̃n) =
∑mn−1
k=1 µ(Aψk) (so here
gj,n = gj = 1Aj(Xj) if j ∈ ψ(N∗) and 0 otherwise), we have
lim
N→∞
Ẽ2N =∞ and lim
N→∞
(
f
(
(S̃2N − Ẽ2N )/Ẽ2N
) )
= 0 . (6.42)
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To construct the sequence ψ = (ψn)n≥1, let us make the following considerations. By the
second part of (3.8), there exists a positive decreasing sequence (δn)n≥1 such that δn → 0 ,
as n→∞, and ∑
n≥1
δn
µ(An)
α−1∗ (µ(An))
=∞ . (6.43)
Now, note that, by the second part of (3.7), there exist u0 > 0 and κ > 1 such that for any
u ∈]0, u0[, α−1∗ (u/2) ≤ κα−1∗ (u). Hence setting jn = sup{j ≥ 0 : κ−j ≥ δn} and εn = 2−jn , it
follows that α−1∗ (µ(An)) ≥ δnα−1∗ (εnµ(An)), which combined with (6.43) implies that∑
n≥1
µ(An)
α−1∗ (εnµ(An))
=∞ . (6.44)
Definition 6.1. Let (kL)L≥0 be the sequence of integers defined by
kL = L ∧ dlog2 α−1∗ (ε2Lµ(A2L))e , where log2 x = log(x ∨ 1)/ log 2
and dxe = inf Z ∩ [x,∞[. Set j0 = 0 and jL+1 = jL + 2L−kL for any L ≥ 0, Finally, for any
L ≥ 0, we set ψjL = 2L and for any i = jL + ` with ` ∈ [1, jL+1− jL− 1]∩N∗, ψi = 2L + `2kL .
Recall the notation, f2N (x) = f
(
x/Ẽ2N
)
. Noticing that S̃2N =
∑jN−1
k=1 1Aψk (Xψk) and
recalling that f(0) = 0, we have
E
(
f
(
(S̃2N − Ẽ2N )/Ẽ2N
) )
= Ef2N (S̃2N − Ẽ2N )
=
N∑
L=2
jL−1∑
`=jL−1
{
Ef2N
(∑̀
i=1
(1Aψi (Xψi)− µ(Aψi))
)
− Ef2N
( `−1∑
i=1
(1Aψi (Xψi)− µ(Aψi))
)}
.
(6.45)
Using Taylor’s formula (as to get (6.16)) and taking the expectation, we derive
Ef2N
(∑̀
i=1
(1Aψi (Xψi)− µ(Aψi))
)
− Ef2N
( `−1∑
i=1
(1Aψi (Xψi)− µ(Aψi))
)
≤ Cov
(
f ′2N
( `−1∑
i=1
(1Aψi (Xψi)− µ(Aψi))
)
,1Aψ` (Xψ`)
)
+
µ(Aψ`)
(Ẽ2N )2
.
Since ‖f ′2N‖∞ ≤ 1/Ẽ2N , it follows from (3.1) that
E
(
f
(
(S̃2N − Ẽ2N )/Ẽ2N
) )
≤
N∑
L=2
jL−1∑
`=jL−1
{µ(Aψ`)
(Ẽ2N )2
+
4α∞,1(2
kL−2)
Ẽ2N
}
.
Now, since jL − jL−1 = 2L−kL and Ẽ2N =
∑N
L=2
∑jL−1
`=jL−1
µ(Aψ`), we get
E
(
f
(
(S̃2N − Ẽ2N )/Ẽ2N
) )
≤ 1
Ẽ2N
+ 4
N∑
L=2
α∞,1(2
kL−2)
2L−kL
Ẽ2N
.
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Note then that, since (µ(An))n≥1 is a non-increasing sequence,
Ẽ2N =
N∑
L=2
jL−1∑
`=jL−1
µ(Aψ`) ≥
N∑
L=2
(jL − jL−1)µ(AψjL ) =
N∑
L=2
2L−kLµ(A2L) . (6.46)
Thus
E
(
f
(
(S̃2N − Ẽ2N )/Ẽ2N
) )
≤ 1
Ẽ2N
+
4
∑N
L=2 α∞,1(2
kL−2)2L−kL∑N
L=2 2
L−kLµ(A2L)
.
This shows that (6.42) will be satisfied if
lim
N→∞
Ẽ2N =∞ and lim
L→∞
(
α∞,1(2
kL)/µ(A2L)
)
= 0 . (6.47)
Since (µ(An))n≥1 is a non-increasing sequence, condition (6.44) is equivalent to∑
k≥0
2k
µ(A2k)
α−1∗ (ε2kµ(A2k))
=∞ . (6.48)
Together with (6.46) and the definition of 2kL , (6.48) implies the first part of (6.47). Next,
taking into account the definition of 2kL ,
α∞,1(2
kL)/µ(A2L) ≤ max
(
Cε2L , α∞,1(2
L)/µ(A2L)
)
→ 0 , as L→∞ ,
by the first parts of conditions (3.7) and (3.8). This ends the proof. 
Proof of Theorem 3.3. Starting from (6.17), taking into account (6.18) and the facts that∣∣Cov(f ′n(T(k−m)+),1Ak(Xk))∣∣ ≤ 4α∞,1(m)/En
and ∣∣Cov(f ′n(T(k−j)+)− f ′n(T(k−j−1)+),1Ak(Xk))∣∣ ≤ E−2n µ(Ak) ,
we infer that, for any positive integer m and any integer k in [1, n],
E
(
f
(
(Sk − Ek)/En
))
≤ 4nα∞,1(m)/En +m/En .
Item 1. follows by choosing m = mn = η
−1(1/n) and by taking into account Item (ii) of
Proposition 2.3. To prove Item 2., we choose m = mn = α
−1
∞,1(unEn/n). Item 2. then follows
by taking into account Item (iii) of Proposition 2.3. 
6.2.3 Proof of Remark 3.6
To prove that Theorem 3.2 still holds with α1,∞(n) replacing α∞,1(n), it suffices to modify
the decomposition (6.45) as follows:
E
(
f
(
(S̃2N − Ẽ2N )/Ẽ2N
) )
= Ef2N (S̃2N − Ẽ2N )
=
N∑
L=2
jL−1∑
`=jL−1
{
Ef2N
( jN−1∑
i=`
(1Aψi (Xψi)− µ(Aψi))
)
− Ef2N
( jN−1∑
i=`+1
(1Aψi (Xψi)− µ(Aψi))
)}
.
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Next, as in the proof of Theorem 3.2, we use Taylor’s formula and the fact that, by (3.1), for
any ` ∈ {jL−1, . . . , jL − 1},
Cov
(
f ′2N
( jN−1∑
i=`+1
(1Aψi (Xψi)− µ(Aψi))
)
,1Aψ` (Xψ`)
)
≤ 4α1,∞(2
kL−2)
Ẽ2N
.
The rest of the proof is unchanged.
To prove that Theorem 3.3 still holds with α1,∞(n) replacing α∞,1(n), we start by setting
S∗k =
n∑
i=k
1Bi,n , E
∗
k =
n∑
i=k
µ(Γi,n) , T
∗
k = S
∗
k − E∗k and ξk = T ∗k − T ∗k+1 .
Then, setting S∗n+1 = E
∗
n+1 = 0, instead of (6.14), we write
fn(S̃n − Ẽn) =
n∑
k=1
(
fn(S
∗
k − E∗k))− fn(S∗k+1 − E∗k+1)
)
.
By the Taylor integral formula at order 1, it follows that
fn(S̃n − Ẽn) =
n∑
k=1
(
f ′n(T
∗
k+1)ξk +
∫ 1
0
(
f ′n(T
∗
k+1 + tξk)− f ′n(T ∗k+1)
)
ξk dt
)
.
Then, instead of (6.18), we use the following decomposition:
E(f ′n(T ∗k+1)ξk) = Cov(f ′n(T ∗(k+m)+),1Bk,n) +
m−1∑
j=1
Cov
(
f ′n(T
∗
(k+j)+
)− f ′n(T ∗(k+j+1)+),1Bk,n) .
Hence, the only difference with the proof of Theorem 3.3 is the following estimate:∣∣Cov(1Ak(Xk), f ′n(T ∗(k+m)+))∣∣ ≤ 4α1,∞(m)/En .
This ends the proof of the remark. 
6.3 Proofs of the results of Section 4
6.3.1 Proof of Theorem 4.1.
To prove Item (i), we first apply Proposition 2.2. Since µ(lim supn In) > 0, it follows from that
proposition that there exists a sequence (Γk)k of intervals such that Γk ⊂ Ik,
∑
k>0 µ(Γk) =∞
and
sup
n>0
∥∥∥∥ ∑nk=1 1Γk∑n
k=1 µ(Γk)
∥∥∥∥
∞,µ
<∞ , (6.49)
where ‖ · ‖∞,µ is the essential supremum norm with respect to µ.
Let us prove now that B̃k = {Xk ∈ Γk} is a L1-Borel-Cantelli sequence. Since B̃k ⊂
Bk, this will imply that (Bk)k>0 is a Borel-Cantelli sequence. From (1.5) applied to S̃n =∑n
k=1 1B̃k , it is enough to prove that
lim
n→∞
(
E(S̃n)
)−2
Var(S̃n) = 0 . (6.50)
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By stationarity,
Var(S̃n) =
n∑
k=1
Var(1Γk(X0)) + 2
n−1∑
k=1
n−k∑
j=1
Cov(1Γk(X0),1Γk+j(Xj)) . (6.51)
Let bj = supt∈R |E(1Xj≤t|X0)− P(Xj ≤ t)|. Clearly, since Γ` is an interval,
|Cov(1Γk(X0),1Γk+j(Xj))| ≤ 2E(1Γk(X0)bj) . (6.52)
Setting B̄n = b1 + · · ·+ bn−1, we infer from (6.51) and (6.52) that
Var(S̃n) ≤ E
(
(1 + 4B̄n)
n∑
k=1
1Γk(X0)
)
. (6.53)
Since E(S̃n) = µ(Γ1) + · · ·+ µ(Γn), we infer from (6.53) that
Var(S̃n)(
E(S̃n)
)2 ≤ E(1 + 4B̄n)∑n
k=1 µ(Γk)
∥∥∥∥ ∑nk=1 1Γk∑n
k=1 µ(Γk)
∥∥∥∥
∞,µ
≤
(
1 + 4
∑n−1
k=1 β̃1,1(k)
)∑n
k=1 µ(Γk)
∥∥∥∥ ∑nk=1 1Γk∑n
k=1 µ(Γk)
∥∥∥∥
∞,µ
,
(6.54)
the last inequality being true because E(bk) = β̃1,1(k). Hence (6.50) follows from (6.49),
(6.54), and the fact that
∑
k>0 β̃1,1(k) <∞ and
∑
k≥1 µ(Γk) = +∞. The proof of Item (i) is
complete.
We now prove Item (ii). Let Sn =
∑n
k=1 1Bk . Arguing as for (i), it is enough to prove
(6.50) with Sn instead of S̃n. Since the Ik are intervals, the same computations as for (i) lead
to
Var(Sj) ≤ E
(
(1 + 4B̄j)
j∑
k=1
1Ik(X0)
)
≤ E
(
(1 + 4B̄n)
n∑
k=1
1Ik(X0)
)
(6.55)
for any j ≤ n. Set β̃1,1(0) = 1. Applying Hölder’s inequality, we get that, for any j ≤ n,
Var(Sj) ≤
∥∥∥1+4B̄n∥∥∥
p
∥∥∥ n∑
k=1
1Ik(X0)
∥∥∥
q
≤ 4
(
p
n−1∑
k=0
(1+k)p−1β̃1,1(k)
)1/p∥∥∥ n∑
k=1
1Ik(X0)
∥∥∥
q
, (6.56)
(the last inequality follows from Remark 1.6 and Inequality (C.5) in [24]). Consequently
Var(Sn)(
E(Sn)
)2 ≤ 4
(
p
∑n−1
k=0(1 + k)
p−1β̃1,1(k)
)1/p
En
∥∥∥∥∑nk=1 1Ik(X0)En
∥∥∥∥
q
.
Hence Item (ii) follows via (1.5). In addition, Item (iii) follows from (6.56) by applying (2.5).
To prove (iv) and (v), we start from (6.55), and we get that, for any j ≤ n,
Var(Sj)(
E(Sn)
)2 ≤ ‖1 + 4B̄n‖∞E2n
n∑
k=1
µ(Ik) ≤
1
En
(
1 + 4
n−1∑
k=1
ϕ̃1,1(k)
)
. (6.57)
Then (iv) follows from (6.57) with j = n and (1.5) and (v) from (6.57) and (2.5). 
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6.3.2 Proof of Lemma 4.1
We consider the natural coupling
X∗k =
k−1∑
i=0
2−iεk−i +
∑
i≥k
2−iε′k−i ,
where (ε′i)i∈Z is an independent copy of (εi)i∈Z. Note that X
∗
k distributed as Xk and inde-
pendent of X0. Let then
δ(k) = E (min(|Xk −X∗k |, 1)) .
We first give a bound on δ(k). By definition
δ(k) ≤ E
(
min
( ∣∣∣∑
i≥k
2−i(εk−i − ε′k−i)
∣∣∣, 1)) .
By sub-additivity and stationarity,
δ(k) ≤
∑
i≥k
E
(
min(2−i|ε0 − ε′0|, 1)
)
.
Hence
δ(k) ≤
∑
i≥k
2−iE
(
|ε0 − ε′0|1|ε0−ε′0|≤2i/2
)
+
∑
i≥k
P
(
|ε0 − ε′0| > 2i/2
)
and, consequently,
δ(k) ≤ κ2−k/2 + E
((
2(log 2)−1 log |ε0 − ε′0| − k
)
+
)
(6.58)
with κ = 1/(1− 2−1/2). This gives the upper bound
δ(k) ≤ K2−k/2 +KE
(
(log |ε0 − ε′0|1log |ε0−ε′0|>k log(
√
2)
)
.
Now, if (4.8) holds,
sup
t>1
tp−1E
(
log |ε0 − ε′0|1log |ε0−ε′0|>t
)
<∞ ,
and it follows then easily from (6.58) that there exists some positive constant B such that
δ(k) ≤ Bk1−p for any k ≥ 1. (6.59)
Now let Fµ be the distribution function of µ. By Lemma 2, Item 2. in [9], for any y ∈ [0, 1]
β̃1,1(k) ≤ y + P(|Fµ(Xk)− Fµ(X∗k)| > y) (6.60)
Since µ has a bounded density, Fµ is Lipshitz. Moreover |Fµ(Xk)− Fµ(X∗k)| ≤ 1. Hence
|Fµ(Xk)− Fµ(X∗k)| ≤ Amin(1, |Xk −X∗k |) for some constant A ≥ 1. (6.61)
Now, by (6.60), (6.61) and the Markov inequality, β̃1,1(k) ≤ y + Aδ(k)/y for any positive y.
Consequently β̃1,1(k) ≤ 2
√
Aδ(k). The conclusion of Lemma 4.1 follows then from (6.59). 
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6.3.3 Proof of Lemma 4.2
We first note that, for any function g in L2(λ), one has
Kn(g)(x)− λ(g) =
∑
k∈Z∗
(cos(2πka))nĝ(k) exp(2iπkx) , (6.62)
where (ĝ(k))k∈Z are the Fourier coefficients of g.
Next, we need to approximate the function 1[0,t] by smooth functions. To do this, we
start from an infinitely differentiable density ` supported in [0, 1], and we define
g1(x) =
(∫ x
0
`(t)dt
)
1[0,1](x) and g2(x) = (1− g1(x))1[0,1](x) .
Now, for 0 < h < 1/4, t ∈ [2h, 1− h] and x ∈ [0, 1], we have
f−t,h(x) ≤ 1[0,t](x) ≤ f
+
t,h(x) ,
where
f+t,h(x) = 1[0,t](x) + g2((x− t)/h) + g1((x+ h− 1)/h)
f−t,h(x) = 1[h,t−h](x) + g2((x+ h− t)/h) + g1(x/h) .
Hence, for t ∈ [2h, 1− h]
Kn(f−t,h)− λ(f
−
t,h)− 2h ≤ K
n(1[0,t])− t ≤ Kn(f+t,h)− λ(f
+
t,h) + 2h . (6.63)
On the other hand∥∥∥ sup
t∈[0,2h]
|Kn(1[0,t])− t|
∥∥∥
1
≤ 4h and
∥∥∥ sup
t∈[1−h,1]
|Kn(1[0,t])− t|
∥∥∥
1
≤ 2h . (6.64)
From (6.63) and (6.64), we get∥∥∥ sup
t∈[0,1]
|Kn(1[0,t])− t|
∥∥∥
1
≤ 10h+
∥∥∥ sup
f∈Fh
|Kn(f)− λ(f)|
∥∥∥
1
(6.65)
where Fh = {f+t,h, f
−
t,h, t ∈ [2h, 1− h]}.
Note that the functions belonging to Fh are infinitely differentiable, so that one can easily
find some upper bounds on their Fourier coefficients. More precisely, by two elementary
integrations by parts, we obtain that there exist a positive constant C such that, for any
f ∈ Fh,
|f̂(k)| ≤ C
h(|k|+ 1)2
. (6.66)
From (6.62) and (6.66), we get that
sup
f∈Fh
‖Kn(f)− λ(f)‖∞,λ ≤
C
h
∑
k∈Z∗
|k|−2| cos(2πka)|n . (6.67)
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Take β ∈ (0, 1/2). By the properties of the Gamma function there exists a positive constant
K such that, ∑
n≥1
1
nβ
| cos(2πka)|n ≤ K
(1− | cos(2πka)|)1−β
.
Since (1− | cos(πu)|) ≥ π(d(u,Z))2, we derive that∑
n≥1
1
nβ
∑
k∈Z∗
|k|−2| cos(2πka)|n ≤ K
π1−β
∑
k∈Z∗
|k|−2
(d(2ka,Z))2−2β
.
Note that, if a is badly approximable by rationals in the weak sense, then so is 2a. Therefore
if a satisfies (4.10), proceeding as in the proof of Lemma 5.1 in [10], we get that, for any
η > 0,
2N+1−1∑
k=2N
1
(d(2ka,Z))2−2β
= O(2(2−2β)N(1+η)) .
Therefore, since β ∈ (0, 1/2), taking η close enough to 0, we get∑
n≥1
1
nβ
∑
k∈Z∗
|k|−2| cos(2πka)|n 
∑
N≥0
2(2−2β)N(1+η) max
2N≤k≤2N+1
|k|−2 <∞ . (6.68)
From (6.67) and (6.68), for any c in (0, 1) there exists a constant B such that
sup
f∈Fh
‖Kn(f)− λ(f)‖∞,λ ≤ Bn−ch−1 . (6.69)
From (6.65) and (6.69), we infer that, for any c in (0, 1) there exists a constant κ such that∥∥∥ sup
t∈[0,1]
|Kn(1[0,t])− t|
∥∥∥
1
≤ κ
(
h+ n−ch−1
)
.
Taking h = nc/2 in the above inequality, we then get Lemma 4.2. 
6.3.4 Proof of Corollary 4.1
The first part of Corollary 4.1 follows immediately from Lemma 4.2 and Theorem 4.2 applied
to (Xi)i∈Z and the sequence (Jn) of intervals on the circle defined by Jn = [nt, nt+ n
−δ]. In
order to prove the second part, we will apply Theorem 4.1(iii) to the sequence (Xi)i∈Z. The
main step is to prove that
sup
n>0
1
En
∥∥∥ n∑
k=1
1Jk(X0)
∥∥∥
∞
<∞. (6.70)
Now En ∼ n1−δ/(1 − δ) as n → ∞. Therefrom one can easily see that (6.70) follows from
the inequality below: for some positive constant c0,
2m∑
k=m+1
1Jk ≤ c0m1−δ for any integer m > 0. (6.71)
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Now
∑2m
k=m+1 1Jk(x) ≤
∑2m
k=m+1 1x−m−δ≤kt≤x. Furthermore, if t is badly approximable, then,
from (4.10) with ε = 0, d(kt, lt) = d(t(l − k),Z) ≥ c(l − k)−1 ≥ c/m for any (k, l) such that
m < k < l ≤ 2m, which ensures that
∑2m
k=m+1 1x−m−δ≤kt≤x ≤ 1 + c−1m1−δ for any x. This
inequality and the above facts imply (6.71) and, consequently, (6.70). Now Corollary 4.1
follows easily from Lemma 4.2, (6.70) and Theorem 4.1(iii) 
6.4 Proofs of the results of Section 5
6.4.1 Proof of Theorem 5.2.
Recall that, for any Polish space E, there exists a one to one bimeasurable mapping from E
onto a Borel subset of [0, 1]. Consequently we may assume without loss of generality that
E = [0, 1]. We define the Markov chain and the renewal process in the same way as in
Subsection 9.3 in Rio (2017). Let (Ui, εi)i≥0 be a sequence of independent random variables
with the uniform law over [0, 1]2 and ζ0 be a random variable with law µ independent of
(Ui, εi)i≥0. Let (ξk)k>0 be a sequence of independent random variables with law ν. Suppose
furthermore that this sequence (ξk)k>0 is independent of the σ-field generated by ζ0 and
(Ui, εi)i≥0. Define the stochastic kernel Q1 by
Q1(x,A) = (1− s(x))−1(P (x.A)− s(x)ν(A)) if s(x) < 1 and Q1(x,A) = ν(A) if s(x) = 1
(6.72)
and the conditional distribution function Gx by
Gx(t) = Q1(x, ]−∞, t] ) for any (x, t) ∈ [0, 1]× [0, 1]. (6.73)
Define the sequence (Xn)n>0 by induction in the following way: X0 = ζ0 and
Xn+1 = ξn+1 if s(Xn) ≥ Un and Xn+1 = G−1Xn(εn) if s(Xn) < Un. (6.74)
Then the sequence (Xn)n≥0 is a Markov chain with kernel P and initial law µ. The incidence
process (ηn)n≥0 is defined by ηn = 1Un≤s(Xn) and the renewal times (Tk)k≥0 by
Tk = 1 + inf{j ≥ 0 : η0 + · · ·+ ηj = k + 1}. (6.75)
We also set τj = Tj+1 − Tj for any j ≥ 0. Under the assumptions of Theorem 5.2, (τj)j≥0
is a sequence of integrable, independent and indentically distributed random variables. Note
also that (5.3) implies that T0 < ∞ almost surely (see Rio (2017), Subsection 9.3). Hence,
by the strong law of large numbers,
lim
k→∞
(Tk/k) = E(τ1) a.s. (6.76)
Let m be a positive integer such that m > E(τ1). Then there exists some random integer k0
such that Tk ≤ km for any k ≥ k0. Since the sequence of sets (Aj)j>0 is non-increasing, it
follows that 1ATk ≥ 1Akm for any k ≥ k0. Furthermore∑
k>0
1Ak(Xk) ≥
∑
k>0
1ATk (XTk). (6.77)
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Consequently, if
∑
k>0 1Akm(XTk) = ∞ a.s., then a.s.
∑
k>0 1Ak(Xk) = ∞. Now, from the
construction of the Markov chain, the random variables (XTk)k>0 are iid with law ν. Next,
since the sequence of sets (Aj)j>0 is non-increasing and
∑
k ν(Ak) =∞, the series
∑
k ν(Akm)
is divergent. Hence, by the second Borel-Cantelli lemma for sequences of independent events,∑
k>0 1Akm(XTk) =∞ a.s., which completes the proof of Theorem 5.2. 
6.4.2 Proof of Theorem 5.4.
From Lemma 9.3 in Rio (2017), the stochastic kernel P is irreducible, aperiodic and positively
recurrent. Furthermore
µ =
(∫
E
1
s(x)
dν(x)
)−1
1
s(x)
ν
is the unique invariant law under P . Now, let (Xi)i∈N denote the strictly stationary Markov
chain with kernel P . Define the renewal times Tk as in (6.75). Then the random variables
(XTk)k>0 are iid with law ν. Since
∑
k>0 ν(Ak) < ∞, it follows that
∑
k>0 1Ak(XTk) < ∞
almost surely. Now Tk ≥ k, from which ATk ⊂ Ak. Hence
P(XTk ∈ ATk infinitely often ) = 0. (6.78)
Since Q1(x, .) = δx, Xm = XTk for any m in [Tk, Tk+1[. Furthermore Am ⊂ ATk for any
m ≥ Tk. Consequently, if XTk does not belong to ATk , then, for any m in [Tk, Tk+1[, Xm does
not belong Am. Now (6.78) and the above fact imply Theorem 5.4. 
A Uniform integrability
In this section, we recall the definition of the uniform integrability and we give a criterion for
the uniform integrability of a family (Zi)i∈I of nonnegative random variables. We first recall
the usual definition of uniform integrability, as given in Billingsley (1999).
Definition A.1. A family (Zi)i∈I of nonnegative random variable is said to be uniformly
integrable if limM→+∞ supi∈I E
(
Zi1Zi>M
)
= 0.
Below we give a proposition, which provides a more convenient criterion. In order to state
this proposition, we need to introduce some quantile function.
Notation A.1. Let Z be a real-valued random variable and HZ be the tail function of Z,
defined by HZ(t) = P(Z > t) for any real t. We denote by QZ the cadlag inverse of HZ .
Proposition A.1. A family (Zi)i∈I of nonnegative random variables is uniformly integrable
if and only if
lim
ε↘0
sup
i∈I
∫ ε
0
QZi(u)du = 0. (A.1)
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Proof. Assume that the family (Zi)i∈I is uniformly integrable. Let U be a random variable
with uniform distribution over [0, 1]. Since QZi(U) has the same distribution as Zi,
sup
i∈I
∫ ε
0
QZi(u)du ≤Mε+ sup
i∈I
E
(
Zi1Zi>M
)
.
Choosing M = ε−1/2 in the above inequality, we then get (A.1). Conversely, assume that
condition (A.1) holds true. Then one can easily prove that A := supi∈I E(Zi) <∞. It follows
that P(Zi > A/ε) ≤ ε, which ensures that QZi(ε) ≤ A/ε. Consequently, for any i ∈ I,
E
(
Zi1Zi>A/ε
)
=
∫ ε
0
QZi(u)1QZi (u)>A/ε du ≤
∫ ε
0
QZi(u)du,
which implies the uniform integrability of (Zi)i∈I . 
B Criteria under pairwise correlation conditions
Proposition B.1. Let (Bk)k>0 be a sequence of events in (Ω, T ,P) such that P(B1) > 0
and
∑
k>0 P(Bk) = ∞. Set En =
∑n
k=1 P(Bk). Assume that there exist a non-increasing
sequence (γn)n of reals in [0, 1] and sequences (αn)n and (ϕn)n of reals in [0, 1] such that for
any integers k and n,∣∣P(Bk ∩Bk+n)− P(Bk)P(Bk+n)∣∣ ≤ γnP(Bk)P(Bk+n) + ϕn(P(Bk) + P(Bk+n))+ αn .
(i) Assume that
γn → 0 , E−1n
n∑
k=1
ϕk → 0 and E−2n
n∑
k=1
k∑
j=1
min(αj,P(Bk))→ 0 , as n→∞ . (B.2)
Then (Bk)k>0 is a L
1 Borel-Cantelli sequence.
(ii) Assume that∑
k≥1
γk
k
<∞ ,
∑
k≥1
ϕk
Ek
<∞ and
∑
k≥1
E−2k
∑
j∈[1,k]
min(αj,P(Bk)) <∞ . (B.3)
Then (Bk)k>0 is a strongly Borel-Cantelli sequence.
Remark B.1. If αn = O(n−a) with a ∈]0, 1[, then
∑k
j=1 αj = O(k1−a). Hence the third
condition in (B.2) holds as soon as n−1+(a/2)En →∞. On the other hand, the third condition
in (B.3) holds as soon as
∑
n≥1 n
1−aE−2n <∞ (note that this latter condition is satisfied when
n−1+a/2(log n)−(1/2+ε)En →∞ for some ε > 0).
If αn = O(n−1) then
∑k
j=1 αj = O(log k). Hence the third condition in (B.2) holds as
soon as En(n log n)
−1/2 →∞. On the other hand, the third condition in (B.3) holds as soon as∑
n≥1(n log n)/E
2
n <∞ (note that this latter condition is satisfied when n−1/2(log n)−(1+ε)En →
∞ for some ε > 0).
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If αn = O(n−a) with a > 1, then
∑∞
j=1 min(αj,P(Bk)) = O
(
P(Bk)1−1/a
)
. Hence the
third condition in (B.2) holds if n−1/(a+1)En → ∞ (use the fact that
∑n
k=1 P(Bk)1−1/a ≤
n(En/n)
1−1/a). Next, the third condition in (B.3) holds as soon as
∑
n≥1E
−2
n P(Bn)1−1/a <∞
(note that this latter condition is satisfied when P(Bn) ≥ n−a/(a+1)(log n)a/(a+1)+ε for some
ε > 0).
If αn = O(an) with a ∈]0, 1[ then
∑∞
j=1 min(αj,P(Bk)) = O
(
P(Bk) log
(
e/P(Bk)
)
. Hence
the third condition in (B.2) holds as soon as nP(Bn) → ∞. On the other hand, the third
condition in (B.3) holds as soon as P(Bn) ≥ n−1(log n)ε for some ε > 0.
Proof of Proposition B.1. Note that
max
k≤n
VarSk ≤ En + 2
n−1∑
i=1
n∑
j=i+1
(
γj−iP(Bi)P(Bj) + ϕj−i
(
P(Bi) + P(Bj)
)
+ (P(Bj) ∧ αj−i)
)
≤ En
(
1 + 4
n−1∑
k=1
ϕk
)
+ 2
n∑
j=2
j−1∑
k=1
(P(Bj) ∧ αk) + 2
n−1∑
i=1
n∑
j=i+1
γj−iP(Bi)P(Bj) . (B.4)
Moreover, for any positive integer m,
n−1∑
i=1
n∑
j=i+1
γj−iP(Bi)P(Bj) ≤
n−1∑
i=1
(i+m−1)∧n∑
j=i+1
P(Bi) + γm
n−1∑
i=1
n∑
j=i+m
P(Bi)P(Bj)
≤ mEn + γmEn−1En . (B.5)
Now, from (B.4) and (B.5), one easily infers that criteria (1.5) holds true under (B.2), which
proves Item (i) of Proposition B.1.
To prove Item (ii), we shall apply criteria (2.5). Starting from (B.4) and using the facts
that
∑
j≥k E
−2
j P(Bj) ≤ E−1k−1 and
∑
n≥j E
−3
n P(Bn) ≤ E−2j−1, we get that∑
n≥2
P(Bn)
4E3n
max
k≤n
VarSk ≤
2
E1
+
∑
k≥2
ϕk
Ek−1
+
∑
j≥2
j−1∑
k=1
P(Bj) ∧ αk
E2j−1
+
∑
n≥2
P(Bn)
E2n
min
m≥1
(
m+γmEn−1
)
.
By the second and the third conditions in (B.3), it follows that (2.5) will be satisfied if∑
n≥2
P(Bn)
E2n
min
m≥1
(
m+ γmEn−1
)
<∞ . (B.6)
Define the function ψ : [1,∞[ 7→ [0,∞[ by ψ(x) = (γ[x]/[x]) and let ψ−1 denote the cadlag
generalized inverse function of ψ. Let mn = ψ
−1(E−1n−1). Then mn ≥ 1 and
min
m≥1
(
m+ γmEn−1
)
≤ mn +mnψ(mn)En−1 ≤ 2mn,
since ψ(ψ−1(x)) ≤ x. Using the fact that x 7→ ψ−1(1/x) is non-decreasing, it follows that∑
n≥2
P(Bn)
E2n
min
m≥1
(
m+ γmEn−1
)
≤ 2
∑
n≥2
P(Bn)
E2n
ψ−1(E−1n−1)
≤ 2
∫ 1/E1
0
ψ−1(x)dx = 2
∫ ∞
ψ−1(1/E1)
ψ(y)dy +
2
E1
ψ−1(1/E1) ,
which is finite under the first part of condition (B.3). This ends the proof of Item (ii). 
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