Algorithmes de Poursuite Stochastiques et Inégalités de Concentration Empiriques pour l’Apprentissage Statistique by Peel, Thomas
Algorithmes de Poursuite Stochastiques et Ine´galite´s de
Concentration Empiriques pour l’Apprentissage
Statistique
Thomas Peel
To cite this version:
Thomas Peel. Algorithmes de Poursuite Stochastiques et Ine´galite´s de Concentration Em-
piriques pour l’Apprentissage Statistique. Machine Learning [stat.ML]. Aix-Marseille Univer-
site´, 2013. Franc¸ais. <NNT : 2013AIXM4769>. <tel-01290308>
HAL Id: tel-01290308
https://hal.archives-ouvertes.fr/tel-01290308
Submitted on 17 Mar 2016
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destine´e au de´poˆt et a` la diffusion de documents
scientifiques de niveau recherche, publie´s ou non,
e´manant des e´tablissements d’enseignement et de
recherche franc¸ais ou e´trangers, des laboratoires
publics ou prive´s.
Aix*Marseille Université
Ecole Doctorale Mathématiques et Informatique
(ed 184)
Laboratoire d’Informatique Fondamentale de Marseille
(lif, umr 7279 - cnrs)
Laboratoire d’Analyse, Topologie, Probabilités
(latp, umr 7353 - cnrs)
Thèse
présentée pour obtenir le grade de





Stochastiques et Inégalités de
Concentration Empiriques pour
l’Apprentissage Statistique
Thèse soutenue le 29 novembre 2013 devant le jury composé de :
M. Laurent DAUDET Université Paris Diderot - Paris 7 Rapporteur
M. Nicolas VAYATIS Ecole Normale Supérieure de Cachan Rapporteur
M. Eric DEBREUVE CNRS, Université Nice Sophia Antipolis Examinateur
M. François DENIS Aix*Marseille Université Examinateur
M. Matthieu KOWALSKI Université Paris-Sud - Paris 11 Examinateur
Mme Sandrine ANTHOINE CNRS, Aix*Marseille Université Directrice
M. Liva RALAIVOLA Aix*Marseille Université Directeur

A ma maman et mes papas.

Remerciements
Voilà, ces trois années de thèse sont maintenant terminées. Je pense que
tous les gens qui m’ont supporté (dans tous les sens du terme) au cours de
ces trois ans méritent une ENORME médaille. J’espère qu’ils sauront se
contenter de ces quelques lignes ...
Je commence par toi Sandrine, ma maman scientifique, car c’est en
grande partie grâce à toi que j’en suis arrivé là. Merci beaucoup pour ce
dessin que j’ai toujours en ma possession. J’ai sans doute été le doctorant
le plus lunatique que tu auras jamais mais tu as toujours su être là quand
j’avais besoin de toi. Je suis vraiment très heureux d’avoir été ton thésard,
ne change rien, tu es géniale ! Liva, je vais essayer de faire court même si
toi aussi tu mérites de nombreuses lignes de gratitude. Merci d’avoir guidé
mon parcours depuis ce projet en L2, merci pour ces « quelques » parties de
pétanque et surtout merci pour toutes ces leçons de modestie. Ces quelques
années à ton contact ont changé ma perception de la science qui déchire en
théorie mais qui rame en pratique : c’est classe quand même.
Pierre, tu n’es pas le premier garçon avec qui j’ai partagé un lit mais sans
doute celui avec qui je l’ai le plus fait. Les conférences n’auraient pas eu la
même saveur si tu n’avais pas été là. A ce sujet, je me rappellerai longtemps
de notre magnifique gestion du décalage horaire à Bellevue ! Merci aussi
pour tous ces sujets de discussion auxquels je n’aurais jamais pensé sans toi
et qui pourtant étaient tellement essentiels. Emilie M. et Sokol, mes amis
du M2R qui ont aussi eu cette idée bizarre de faire leur thèse chez QARMA.
C’était top de se lancer dans cette aventure avec vous et de partager nos
sentiments divers et variés sur le doctorat. Emilie, toi qui maîtrisais le
Perceptron, les SVM et heu . . . , je suis fier d’avoir contribué à ta nouvelle
passion pour l’escalade. Sokol, je sais que tu ne grimperas jamais mais tu
restes cool quand même. Un jour on écrira un papier ensemble, ne t’en fais
pas ! Emilie V., heureusement que j’ai fini ma thèse en 3 ans. Tu as fait
pleurer tellement d’élèves que je n’arrivais plus à tenir les comptes. Merci
pour les encouragements car c’est un peu garce (pas de faute de frappe) à
toi que j’ai réussi à tenir jusqu’au bout, pour les séances de bitch-grimpe
partagées et pour ces blogs très intéressants (ironie quand tu nous tiens
...) que tu m’as fait découvrir. Juliette, ex-æquo dans la découverte des
folies cachées d’Internet, merci pour ces super soirées à Aix et toutes ces
pâtisseries. Enfin, merci à toutes les deux pour les discussions existentielles
de cette dernière année, même si je n’ai toujours pas d’avis sur les 3458
paires de chaussures qui ont défilé sur vos écrans. Raphaël et Guillaume ou
la mauvaise foi personnifiée, merci pour ces repas et ces parties de Contrée
où les serveurs de Wikipedia frôlaient la surchauffe. Cette journée de ski à
Whistler était top Raphaël, dire qu’on a failli assister à des workshops NIPS
v
à la place ! Guillaume, le nouveau roi du coktail, je te remercie pour toutes
ces soirées organisées et pour avoir habitué Liva à la Province. Pour info
les gars : la durée d’accouplement du gendarme (Pyrrhocoris apterus) varie
entre 12h et 7 jours, le couple (5, 11) est le plus petit couple de nombre
premiers sexy et un tyrosémiophile collectionne les étiquettes de fromage.
Harold, tu es le mec le plus bizarre que je connaisse mais tu es quelqu’un de
super cool. J’ai vraiment appris à te connaître à Bucharest et je dois dire
que sans toi, je ne me serais sans doute pas aventuré dans ces discothèques
souterraines où la pinte de bière coutaît moins d’un euro. Dédicace spéciale
à ton magnifique blouson en poil de mouton que tu as ramené de là-bas.
Mattias, Antoine, Ugo, Guillaume et Hongliang, les petits nouveaux qui se
sont vite intégrés dans l’équipe. Vous êtes tombés au bon endroit les mecs !
C’était super de vous côtoyer au boulot et en dehors. Merci d’avoir joué les
pilotes (et risqué vos vies) quand Qarmen n’en faisait qu’à sa tête !
Je passe maintenant aux sages de QARMA. Un grand merci à Valentin
pour toutes ces discussions autour des compétences d’un docteur, Cécile
pour son soutien sans failles face à l’administration (merci à vous deux pour
vos conseils dans ma recherche d’emploi), François, sage parmi les sages,
dont je suis très fier qu’il soit dans mon jury, Hachem, un type super qui
m’a laissé lui mettre une branlée au tennis, F-X avec qui j’ai pu parler de
coins vachement paumés en Ardèche, Stéphane le joueur de pétanque le plus
stylé de l’équipe, Rémi le pauvre stéphanois qui a dû s’expatrier aux USA
pour oublier, Julien qui a fabriqué un super robot pendant ses vacances (et
je trouve ça méga cool) et enfin Sylvain, mon demi-frère scientifique qui
couche avec ma mère, ils sont comme ça en neuro-sciences ! Dans le couloir,
il y a aussi le côté obscur auquel nous tentons désespérément d’apporter la
lumière. Merci à vous les traiteurs de signaux : Bruno dont le cours d’algèbre
linéaire a été le seul cours de maths que j’ai aimé à la fac, Clothilde qui m’a
approvisionné en café pendant tout l’été, Frédéric R. qui est encore plus
à cheval sur la sécurité en escalade que moi, Frédéric G. qui a l’air d’être
vraiment cool mais avec qui je n’ai pas eu l’occasion de beaucoup discuter,
Benjamin R. qui est parti en Suisse trop tôt, Marie-Christine qui voulait
absolument que je mange des prunes, Caroline qui nous a tous accueillis chez
elle pour un super pique-nique (qui a ruiné notre productivité de la jour-
née), Claire qui nous kiffe tellement qu’elle travaille à Strasbourg depuis le
CMI sans oublier Thomas, Pierre, Alexandre, Alain, Sebastiano et Sangnam.
Il me reste encore à remercier les membres du jury qui ont fait le dé-
placement à Marseille au mois de novembre, Marie et Matthieu, un couple
de parisiens très sympas (si, ça existe), Amaury et son déménagement sous
un bel orage, Jean-Marc et tous les gens du LIF (ne soyez pas jaloux, il est
directeur et pas vous) parmi lesquels Jérémie qui m’a initié aux joies de
l’Ultimate et les anges Sylvie, Martine et Nadine qui ont veillé sur moi (et
mes remboursements de mission) au cours de ces trois années. Merci aussi
aux secrétaires du LATP et à Eric pour ses analyses d’après match. Un petit
coucou à Noé, mon copain fakir et à Margot, la reine de l’interrogatoire qui
ont magistralement supervisé le déménagement de leurs parents. Je finis ce
paragraphe en te remerciant Roland pour tout ce que tu m’as appris, pas
vi
seulement en escalade, ces deux dernières années.
J’en arrive maintenant à Florian, mon meilleur ami qui m’a aidé à dépla-
cer deux fois ma machine à laver pendant cette thèse ! On ne se voit pas très
souvent depuis quelques temps mais je sais que je peux toujours compter sur
toi (et l’inverse est vrai bien entendu). Il est loin le temps où nous passions
la nuit entière devant FIFA ! Nous avons changé et pourtant c’est toujours
un plaisir de gagner le première partie de bowling contre toi (promis, la
prochaine fois on fera une revanche). Merci Axelle d’accepter de me le prêter
de temps en temps. Romain, Mélanie, Aurore, Damien, je suis content de
vous connaître donc je vous offre cette phrase ! Aurélie, tu as droit toi aussi
à ta place dans ces remerciements parce que si je suis celui que je suis au-
jourd’hui tu y as contribué. Un énorme merci à toi Audrey, tu partages ma
vie depuis un peu plus d’un an et j’en suis très heureux ! J’espère te rendre
ce que tu me donnes au quotidien parce que tu es vraiment une chérie en or !
Merci enfin à ceux sans qui je n’en serais jamais arrivé jusque là : ma
maman Brigitte, mon papa Jean-Yves et mon « parâtre » Francis. Une pen-
sée particulière à ma grand-mère Colette ainsi qu’à Christine et Jo qui ne
sont plus là aujourd’hui mais qui ont joué un rôle important dans ma vie.
vii
« La science consiste à passer




Table des matières ix
Notations 1
Introduction 3
1 Notions élémentaires 9
1.1 Apprentissage supervisé . . . . . . . . . . . . . . . . . . . 11
1.2 Inégalités de concentration . . . . . . . . . . . . . . . . 13
1.3 Algorithme du perceptron . . . . . . . . . . . . . . . . . 15
1.3.1 Perceptron linéaire . . . . . . . . . . . . . . . . . . . . . 15
1.3.2 Perceptron à noyau . . . . . . . . . . . . . . . . . . . . . 15
1.4 Régression linéaire . . . . . . . . . . . . . . . . . . . . . . 16
1.4.1 Cadre . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
1.4.2 Régression linéaire régularisée . . . . . . . . . . . . . . . 17
1.4.3 Lasso . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
1.5 Vers la représentation parcimonieuse de signaux . . 18
I Algorithmes gloutons accélérés et application à la
classification multiclasse 21
2 Echantillonage aléatoire pour l’accélération
d’algorithmes gloutons 23
2.1 Matching Pursuit et ses variantes . . . . . . . . . . . . 27
2.1.1 Notations . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.1.2 Matching Pursuit . . . . . . . . . . . . . . . . . . . . . . 27
2.2 Matching Pursuit avec sélection aléatoire . . . . . . 29
2.2.1 Algorithme . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.2.2 Garanties théoriques . . . . . . . . . . . . . . . . . . . . 31
2.3 Applications numériques . . . . . . . . . . . . . . . . . . 39
2.3.1 Données synthétiques . . . . . . . . . . . . . . . . . . . 39
2.3.2 Données réelles : declipping d’un signal audio . . . . . . . 44
Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3 Algorithmes gloutons régularisés pour la classi-
fication multi-classe avec codes correcteurs : sé-
lection de variables avec parcimonie structurée 49
3.1 Régression linéaire régularisée pour l’apprentis-
sage multi-classes . . . . . . . . . . . . . . . . . . . . . . . 53
3.1.1 Apprentissage multi-classes et codes correcteurs d’erreurs . 53
ix
3.1.2 Notations et formulation du problème . . . . . . . . . . . 54
3.2 Représentations parcimonieuses simultanées . . . . . . 55
3.3 OMP multi-signaux régularisé et parcimonie groupée 56
3.3.1 Présentation du problème et travail relié . . . . . . . . . . 56
3.3.2 Présentation et analyse de l’algorithme . . . . . . . . . . 57
3.3.3 Implémentation efficace . . . . . . . . . . . . . . . . . . 60
3.3.4 Remarques et extensions . . . . . . . . . . . . . . . . . . 61
3.4 Applications . . . . . . . . . . . . . . . . . . . . . . . . . . 62
3.4.1 Problèmes jouets . . . . . . . . . . . . . . . . . . . . . . 63
3.4.2 20 Newsgroups . . . . . . . . . . . . . . . . . . . . . . . 63
3.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
II Inégalités de Bernstein empiriques 67
4 Inégalités de Bernstein empiriques pour les U-
statistiques 69
4.1 Contexte . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
4.1.1 Quelques notations . . . . . . . . . . . . . . . . . . . . . 73
4.1.2 U-statistique . . . . . . . . . . . . . . . . . . . . . . . . 73
4.1.3 Inégalités de concentration pour les U-statistiques . . . . . 74
4.2 Inégalités de Bernstein empiriques pour les U-
statistiques . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
4.3 Optimisation des calculs d’une U-statistique . . . . . 78
4.3.1 Ordonnancement bipartite . . . . . . . . . . . . . . . . . 79
4.3.2 Au-delà de l’ordonnancement bipartite . . . . . . . . . . . 82
4.4 Application au ranking bipartite . . . . . . . . . . . . . 84
4.4.1 Bornes sur la taille de l’échantillon de test . . . . . . . . . 84
4.4.2 Ordonnancement en ligne et algorithmes empiriques de course 85
4.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
5 Inégalités de Bernstein empiriques pour l’appren-
tissage en ligne 89
5.1 Préliminaires . . . . . . . . . . . . . . . . . . . . . . . . . . 93
5.1.1 Martingales . . . . . . . . . . . . . . . . . . . . . . . . . 93
5.1.2 Inégalité d’Azuma-Hoeffding . . . . . . . . . . . . . . . . 93
5.1.3 Inégalité de Bernstein pour les martingales . . . . . . . . 94
5.2 Inégalités de Bernstein empiriques pour les martin-
gales . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
5.3 Inégalités de Bernstein empiriques pour l’appren-
tissage en ligne . . . . . . . . . . . . . . . . . . . . . . . . 98
5.3.1 Estimateur instantané de la variance conditionnelle pour
l’apprentissage en ligne . . . . . . . . . . . . . . . . . . . 98
5.3.2 Bornes théoriques pour l’apprentissage en ligne . . . . . . 98
5.3.3 Cas d’une fonction de perte convexe . . . . . . . . . . . . 100
5.4 Elaboration d’un algorithme d’apprentissage en
ligne . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
5.4.1 Pegasos . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
5.4.2 Une nouvelle règle de mise à jour . . . . . . . . . . . . . 103
5.4.3 Utilisation d’un noyau de Mercer . . . . . . . . . . . . . . 105
5.5 Résultats expérimentaux . . . . . . . . . . . . . . . . . . 107
x







x Le vecteur x
A La matrice A
〈u, v〉 Le produit scalaire usuel
‖x‖0 La norme `0 du vecteur x : ‖x‖0 := card({i |xi 6= 0})
‖x‖1 La norme `1 du vecteur x : ‖x‖1 :=
∑
i |xi|





‖A‖1 L’extension matricielle de la norme `1 : ‖A‖1 :=
∑
i,j |Ai,j |
‖A‖F La norme de Frobenius de la matrice A : ‖A‖F :=
√∑
i,j (Ai,j)2
〈U,V〉F Le produit scalaire associé à la norme de Frobenius
: 〈U,V〉F := ∑i,j(U)i,j(V)i,j
Variables aléatoires
{Xn} La suite de variables aléatoires X1, . . . ,Xn
E [X ] L’espérance de la variable aléatoire X
V [X ] La variance de la variable aléatoire X




Cette thèse se place à l’interface entre deux domaines : l’apprentissageautomatique et le traitement du signal. Si le premier a longtemps été
considéré comme une discipline de l’intelligence artificielle, la richesse et la
variété des problématiques qu’il traite en font à présent une discipline à part
entière. Son essor est fortement lié à la facilité grandissante avec laquelle
nous collectons des données. L’apprentissage automatique se concentre
sur l’analyse de celles-ci afin de proposer un modèle capable d’en extraire
des caractéristiques, voire d’en prédire l’évolution. Le second domaine, le
traitement du signal, est lui aussi extrêmement vaste. Qu’il s’agisse d’un
son, d’une image, de l’information produite par un capteur, bref, d’un
signal, cette discipline englobe toutes les techniques visant à interpréter, à
transmettre, à améliorer ou encore à catégoriser celui-ci. Il existe un lien
fort entre ces deux domaines, que nous allons essayer de mettre en avant
tout au long de ce manuscrit. Au-delà des outils mathématiques sur lesquels
ils s’appuient (statistiques, théorie des probabilités, optimisation et bien
d’autres), ils sont parfois proches dans la manière qu’ils ont de formuler les
problèmes auxquels ils tentent d’apporter des réponses.
Abordons tout d’abord à travers deux exemples quelques notions, liées
au sujet de cette thèse, et qui relèvent de ces deux domaines. La pre-
mière problématique est née dans les années 1980 aux Etats-Unis, au sein
des services postaux américains. Devant l’aﬄux sans cesse grandissant de
lettres, l’U.S. Postal a souhaité automatiser la reconnaissance des codes
postaux afin d’accélérer le tri du courrier. Pour cela, une base de quelques
milliers d’images numériques représentant des chiffres manuscrits a été
constituée. Chacun de ces exemples (image) a ensuite été étiqueté par un
expert humain, c’est-à-dire identifié comme étant un 1, un 2, ou tout autre
chiffre. L’objectif a ensuite été d’élaborer un prédicteur capable d’associer
la bonne classe, c’est-à-dire le bon chiffre, à une nouvelle image de chiffre
manuscrit, non-présente dans l’ensemble ayant servi à la conception de ce
modèle. En d’autres termes, les services postaux souhaitaient obtenir un
classifieur capable de généraliser ce qu’il a appris à de nouvelles instances.
Nous profitons de cet exemple pour aborder deux notions auxquelles nous
nous intéressons dans cette thèse. La première est celle du risque d’erreur
d’une telle machine qui mesure sa capacité à prédire correctement la classe
d’un nouvel exemple. Une manière naturelle d’estimer ce risque est de
tester cette machine sur un nouvel échantillon de chiffres manuscrits afin
d’obtenir une information statistique telle qu’un intervalle de confiance
sur le nombre d’erreurs commises par le modèle. La seconde notion est
celle de l’apprentissage en ligne qui englobe les algorithmes capables de
mettre à jour le classifieur à chaque nouvel exemple rencontré. Quid du
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traitement du signal ? Prenons le modèle des k plus proches voisins [Cover
et Hart 1967] qui attribue à chaque nouveau chiffre à identifier l’étiquette
majoritaire parmi celles des k exemples les plus ressemblants dans la base
de données étiquetées. La qualité de cette procédure repose en grande partie
sur la notion de ressemblance utilisée par l’algorithme pour comparer deux
exemples. Doit-il analyser la moindre caractéristique, le moindre pixel de
l’image ? Pas selon le principe du rasoir d’Occam, dont une formulation
couramment utilisée est : « les hypothèses les plus simples sont souvent les
meilleures ». Selon ce principe, une représentation simple (et non simpliste)
des chiffres est préférable à une représentation complexe ; le concept de
représentation parcimonieuse en traitement de signal en est un exemple de
représentation simple. Dans la pratique, choisir une représentation parci-
monieuse adéquate des chiffres manuscrits conduit à une comparaison 1)
plus rapide du fait du petit nombre de caractéristiques et 2) plus robuste
aux petites variations (translation, échelle, etc). Considérons maintenant
un moteur de recherche. Ce type de système nous permet d’introduire
la dernière notion que nous souhaitons illustrer dans cette introduction,
celle d’ordonnancement (ranking en anglais). Supposons qu’un utilisateur
interroge un moteur de recherche afin d’obtenir les derniers résultats de
son équipe favorite. Parmi les milliers de pages web donnant des résultats
sportifs, seulement quelques-unes, les pages « pertinentes », fournissent l’in-
formation que cherche l’utilisateur. Afin de satisfaire au mieux l’utilisateur
(et le fidéliser), le moteur de recherche va s’efforcer de présenter ces pages
pertinentes le plus haut possible dans la liste des résultats de recherche.
Pour réaliser cela, une solution est de concevoir une fonction capable d’as-
socier un score à chaque page. Le moteur de recherche affichera alors les
pages selon l’ordre induit par ce score. L’apprentissage d’une telle fonction
de score s’inscrit directement comme une problématique d’ordonnancement.
Nous détaillons à présent les contributions apportées par cette thèse.
La première problématique considérée est celle de la représentation
parcimonieuse de signaux. Nous nous fixons un ensemble de caractéristiques
que nous appelons atomes avec lesquelles nous souhaitons représenter un
signal. Le principe de parcimonie nous amène à chercher une représenta-
tion compacte des signaux, c’est-à-dire faisant l’usage d’un petit nombre
d’atomes. Tout signal n’admet pas nécessairement une représentation exacte
et parcimonieuse. Il faut alors trouver un compromis entre la parcimonie
recherchée et l’approximation du signal obtenue, le but étant bien sûr que
les caractéristiques du signal nécessaires à son traitement soient conservées.
Le problème combinatoire qui se pose afin de réaliser un tel compromis
de manière optimale est difficile. Dans cette thèse nous nous concentrons
particulièrement sur les algorithmes dits gloutons permettant de trouver
une solution approchée à ce problème. Ces algorithmes itératifs suivent un
principe simple : à chaque itération, identifier une caractéristique optimale
et mettre à jour la représentation courante du signal. Cette caractéristique
est identifiée selon un critère de sélection et la mise à jour s’effectue sans
remettre en cause les choix faits au cours des itérations passées. A chaque
étape, l’approximation du signal est ainsi raffinée. L’algorithme le plus connu
dans ce domaine est sans doute Matching Pursuit (MP) [Mallat et Zhang
1993], dont de nombreux algorithmes découlent. Tantôt ils apportent une
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amélioration à l’étape de mise à jour comme Orthogonal Matching Pursuit
(OMP) [Pati et al. 1993], tantôt c’est l’étape de sélection qui est modifiée.
En effet, la recherche du « meilleur » atome (caractéristique optimale)
peut nécessiter un coût de calcul important lorsque l’ensemble des atomes
disponibles, appelé dictionnaire, est grand. Afin de faire diminuer le coût
de cette recherche, on peut utiliser le fait que la sélection d’une « bonne »
caractéristique est parfois suffisante à l’obtention d’une approximation de
qualité [Approximate Weak Greedy Algorithms, Gribonval et Nielsen 2001].
Pour ce faire, Tjoa et Liu [2011] (Approximate Matching Pursuit) mettent
en œuvre un critère de sélection approximatif rapide à calculer. Popovici
et al. [2005] et Moussallam et al. [2012] proposent plutôt de conserver le
critère de MP mais d’extraire aléatoirement à chaque itération un petit
ensemble de caractéristiques « candidates » sur lesquelles le critère est éva-
lué. Notre première contribution emboîte le pas de ces travaux dont nous
partageons la problématique. Nous proposons de considérer un critère de
sélection affaibli, appliqué à un sous-ensemble des atomes du dictionnaire
renouvelé à chaque itération, afin de réduire davantage le temps de calcul de
l’étape de sélection. Bien entendu, réduire ce coût de calcul n’aurait aucun
sens si la qualité de l’approximation du signal de départ, comparativement à
celle produite par Matching Pursuit, n’était pas maintenue : nous montrons,
sur les plans pratique et théorique, que la procédure que nous proposons,
Matching Pursuit avec Sélection Aléatoire (MP-SA), implémente de manière
effective ce compromis entre vitesse d’exécution et approximation du signal.
La deuxième problématique abordée dans ce document est celle de la
représentation parcimonieuse simultanée de signaux avec pour objectif la
résolution de problèmes multi-classes. Le cadre est identique à celui décrit
au début du paragraphe précédent mis à part le fait que nous ajoutons la
contrainte de sélectionner un petit ensemble de caractéristiques communes
à tous les signaux. Il n’existe pas de manière unique de procéder à cette
sélection. Ainsi, dans les travaux sur le sujet, la notion de « meilleure »
caractéristique peut désigner un atome corrélé à de nombreux signaux [Si-
multaneous Orthogonal Matching Pursuit, Tropp et al. 2006], même si
cette corrélation est relativement faible. Elle peut au contraire viser une
caractéristique corrélée à un ensemble moins important de signaux, pri-
vilégiant l’amplitude moyenne de ces corrélations [Cotter et al. 2005]. Il
existe également des travaux montrant que la sélection d’un atome, sous-
optimal selon ces stratégies, permet pourtant d’obtenir une approximation
de qualité [Leviatan et Temlyakov 2006]. Notre contribution sur le sujet
est double. Dans un premier temps, nous présentons un nouvel algorithme
pour répondre à cette problématique. Celui-ci, pour lequel nous montrons
qu’il peut s’interpréter comme un algorithme de descente de gradient par
blocs de coordonnées, permet ainsi de considérer une famille de contraintes
structurées au cours de chaque étape de sélection d’un atome. Ensuite,
nous proposons de l’utiliser pour résoudre des problèmes de classification
multi-classes grâce à une formulation adéquate de tels problèmes, basée sur
l’utilisation de codes correcteurs d’erreurs [Dietterich et Ghulum 1995] pour
représenter chaque classe. Notre algorithme est alors en mesure de produire
des classifieurs utilisant un petit nombre de caractéristiques « clés » et
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rivalisant avec la plupart des méthodes « état de l’art ».
La troisième problématique présente dans ce manuscrit relève de l’ap-
prentissage statistique. Nous avons mentionné précédemment l’importance
de pouvoir quantifier les performances d’un classifieur que nous notons h.
Dans de nombreux cas, cela passe par une estimation statistique du risque
(réel) associé à celui-ci. Le risque R(h) = EX,Y [`(h(X),Y )] du classifieur
h est défini comme l’espérance de la variable aléatoire `(h(X),Y ) où ` est
une fonction de perte qui quantifie l’écart entre Y et la prédiction h(X)
faite par h pour l’observation X. Le risque étant inconnu, on utilise un
échantillon Zn = {zi}ni=1 = {(xi, yi)}ni=1 pour calculer un risque empirique
Rˆ(h,Zn) = 1n
∑n
i=1 `(h(xi), yi) (où les (xi, yi) sont des réalisations i.i.d de
(X,Y )) que nous souhaitons relier à R(h). Des inégalités de concentra-
tion classiques qui s’appliquent pour des variables aléatoires indépendantes
(Hoeffding, Bernstein) permettent de faire ce lien et nous conduisent, pour
un prédicteur h donné, à des bornes sur le risque du type
R(h) ≤ Rˆ(h,Zn) + f(n) (Hoeffding),
R(h) ≤ Rˆ(h,Zn) + f(V [`] ,n) (Bernstein),
où f est une fonction décroissante du nombre de données n [pour une étude
détaillée, voir Boucheron et al. 2005] 1. Dans le cas où la variance V [`] de
`(X,Y ) est petite, la borne de type Bernstein est plus précise. Cependant,
cette quantité est rarement accessible et l’on est souvent obligé de recourir à
une majoration pour pouvoir calculer en pratique cette borne. Les inégalités
de Bernstein empiriques ont pour but de remplacer cette majoration, souvent
lâche, par l’introduction d’un estimateur empirique de la variance [Maurer
et Pontil 2009]. Cependant, dans le cas de la problématique du ranking, la
fonction de perte considère deux exemples : `(h, (xi, yi), (xj , yj)). Le risque






`(h, (xi, yi), (xj , yj)).
On constate que les termes de cette somme ne sont pas des variables aléa-
toires indépendantes (bien que les paires (xi, yi) le soient) et l’utilisation
des inégalités de concentration évoquées ci-dessus n’est donc plus possible.
Pour faire le lien discuté précédemment entre le risque empirique et son
espérance, il convient alors d’utiliser la théorie des U-statistiques [Hoeff-
ding 1948] comme le proposent Clémençon et al. [2008] ; les inégalités de
concentration citées précédemment y disposent de leur équivalent adapté
aux dépendances statistiques portées par les U-statistiques [Hoeffding 1963,
Arcones 1995]. Dans ce cadre de travail, notre première contribution est
l’établissement de nouvelles inégalités de Bernstein empiriques pour les
U-statistiques, dont nous tirons profit dans le cadre du ranking. Nous pro-
posons également un algorithme pour calculer efficacement la statistique Rˆ
dans ce cas.
1. Notons que nous fournissons dans cet exemple introductif une borne valable pour
un prédicteur h choisi a priori. Des arguments plus élaborés faisant par exemple interve-
nir les capacités de classes de fonctions devraient être invoqués pour obtenir des bornes
simultanément valables pour tous les classifieurs d’une classe donnée.
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La quatrième et dernière problématique que nous traitons relève de
l’apprentissage en ligne. Cette notion désigne la famille des algorithmes
d’apprentissage dont le mode de fonctionnement repose sur la mise à jour
d’un classifieur courant à chaque nouvel exemple considéré. L’exécution
de ce type d’algorithme produit donc un ensemble de classifieurs (nous
utilisons également le terme hypothèse) que nous notons {h1, . . . ,hT }. Une
question naturelle est alors de pouvoir caractériser le risque moyen associé à
ces hypothèses. A nouveau, l’utilisation d’inégalités de concentration est au
cœur des résultats que nous présentons. Les dépendances qui existent entre
ces hypothèses générées successivement interdisent de considérer celles-ci
comme des variables aléatoires indépendantes. Cesa-Bianchi et al. [2004]
proposent d’utiliser des inégalités de concentration issues de la théorie des
martingales afin de pallier ce problème. L’atout majeur de leur résultat est
l’usage d’un estimateur instantané du risque, calculable à moindre coût au
cours d’un processus d’apprentissage en ligne. Plus tard, ils ont proposé
une amélioration de leur travail grâce à l’utilisation d’une inégalité de
concentration du second ordre [Cesa-Bianchi et Gentile 2008]. Notre contri-
bution principale est une nouvelle inégalité de concentration empirique du
second ordre pour les martingales qui repose sur un estimateur instantané
de la variance. Nous l’utilisons dans le cadre de l’apprentissage en ligne et
obtenons une borne plus précise que l’état de l’art, à la fois en théorie et
en pratique. Elle nous a ensuite conduit à élaborer un algorithme dont les
règles de mise à jour prennent en compte cet estimateur conjointement à
l’estimateur instantané du risque usuel.
Certains travaux présentés dans cette thèse ont fait l’objet de publica-
tions dans des conférences internationales [Peel et al. 2010; 2012]. D’autres
travaux annexes ont été publiés dans des conférences internationales [Ma-
chart et al. 2011a] et nationales [Machart et al. 2011b] et ne sont pas
présents dans ce manuscrit.
Cette thèse comporte 2 parties et 5 chapitres. Le Chapitre 1 présente
les concepts clés de l’apprentissage statistique, introduit quelques notations
et détaille les problématiques abordées dans cette thèse. La Partie I dont
le thème majeur est la représentation parcimonieuse de signaux regroupe
2 chapitres. Le Chapitre 2 est consacré à la présentation de l’algorithme
Matching Pursuit avec Sélection Aléatoire. Nous y établissons les garanties
théoriques associées à celui-ci et exposons des résultats intéressants de sa
mise en pratique. Le Chapitre 3 est quant à lui dédié à la description de la
procédure Greedy Block Coordinate Descent for Regularized Least Squares.
Son application à la résolution de problèmes de classification multi-classes
est ensuite abordée et la pertinence de notre approche est confortée par les
résultats de simulations numériques. La Partie II traite du thème des in-
égalités de concentrations empiriques et est scindée en deux chapitres. Nous
présentons dans le Chapitre 4 de nouvelles inégalités de concentration empi-
riques du second ordre pour les U-statistiques. Le calcul rapide des estima-
teurs impliqués dans celles-ci est ensuite abordé avant que nous décrivions
de potentielles applications de notre résultat. Le Chapitre 5 vient clore cette
partie par la description d’une nouvelle inégalité de concentration empirique
du second ordre pour les martingales. Cette dernière est alors utilisée pour
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caractériser le risque moyen des hypothèses apprises au cours d’un processus
d’apprentissage en ligne et motive un nouvel algorithme considérant à la fois
un estimateur instantané du risque et de la variance. Nous comparons enfin
à travers une série d’expériences la qualité de notre inégalité et de notre
algorithme par rapport à l’état de l’art. La conclusion de cette thèse en
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De nos jours, les données sont omniprésentes et leur acquisition de plusen plus aisée couplée à des capacités de stockage grandissantes font
de celles-ci des ressources prisées par de nombreux acteurs (administration,
régies publicitaires, etc.). Cependant, les données brutes en elles-mêmes
sont d’une utilité limitée et il faut à ces acteurs des moyens d’extraire de
l’information à partir des données qu’ils récoltent. L’apprentissage auto-
matique désigne un ensemble de méthodes algorithmiques et statistiques
permettant l’analyse de ces données et qui conduisent à la production de
modèles prédictifs. Un exemple du quotidien souvent cité dans les travaux
d’apprentissage automatique est celui du filtrage des e-mails indésirables.
Considérons un système dont le but est de déterminer à partir d’un en-
semble de caractéristiques simples (expéditeur, objet, etc) si un e-mail est
désirable ou non. Pour arriver à ses fins, le système dispose d’un ensemble
d’e-mails déjà reçus par un utilisateur, pour lesquels celui-ci a fourni une
étiquette (indésirable ou non). A partir de cet ensemble de données éti-
quetées, le système va élaborer une règle de décision capable de classer
de manière automatique un nouvel e-mail et dont un objectif est qu’elle
se trompe rarement. On dit que le système va généraliser son appren-
tissage à de nouveaux exemples. Au début de la procédure, l’échantillon
d’exemples étiquetés auquel le système a accès est petit et celui-ci peut
donc commettre beaucoup d’erreurs de classification. L’utilisateur sera
alors amené à corriger celles-ci et le système pourra utiliser ces corrections
pour parfaire son apprentissage. Au bout d’un certain nombre d’e-mails
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vus, le système sera enfin en mesure de ne commettre que très peu d’erreurs.
Dans ce chapitre, nous allons poser un cadre mathématique autour de
la notion d’apprentissage statistique. Nous en profitons pour introduire les
concepts-clés de ce domaine et une partie des notations qui seront utili-
sées dans ce manuscrit. Consacré en majeure partie à l’apprentissage au-
tomatique, la fin de ce chapitre introduira quelques notions utiles pour la
représentation et l’approximation de signaux.
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1.1 Apprentissage supervisé
D’un point de vue mathématique, le problème de la classification su-
pervisée peut se formaliser de la façon suivante [Vapnik 1999]. Une donnée
étiquetée est définie comme la réalisation d’un couple
(x, y) ∈ X ×Y
de variables aléatoires de loi de probabilité D, a priori inconnue, sur l’espace
produit X ×Y. Sauf mention contraire, on supposera dans cette thèse que
l’espace de description X est simplement RM :
x := (x1, . . . ,xM ) ∈ X = RM .
Suivant l’espace Y considéré, on distingue plusieurs types de problèmes en
apprentissage supervisé :
• Si Y est un ensemble discret, on parle de classification ou catégori-
sation. On cherche à apprendre à associer une classe à une donnée.
Par exemple, on cherche à classer des e-mails en spam / non-spam ou
alors à reconnaître des chiffres manuscrits. Dans le cas particulier où
card(Y) = 2 (par exemple Y = {−1,+1}), on parle de classification
binaire.
• Si Y est continu, on parle alors de régression. On cherche alors à
apprendre à associer une valeur à une donnée. Par exemple, on
cherche à prédire la quantité de pluie étant donnée une collection de
facteurs météorologiques ou alors on cherche à prédire la taille d’un
individu à partir de certaines données physiologiques.
Etant donné un ensemble d’apprentissage Zn = {zi}ni=1 = {(xi, yi)}ni=1
constitué de couples de variables aléatoires indépendamment et identique-
ment distribuées suivant D, on cherche une hypothèse h : X → Y˜ (i.e.,
une fonction) appartenant à une famille H. L’espace de décision Y˜ asso-
cié au classifieur h n’est pas nécessairement Y. En classification binaire
(Y = {−1,+1}), il est par exemple courant que Y˜ = R. L’étiquette prédite
pour l’exemple x est dans ce cas
y˜ = signe(h(x)).
Cette fonction de prédiction doit être capable de bien classer une donnée
qui n’est pas présente dans l’ensemble Zn (sous réserve qu’elle provienne
de la même distribution D) : cette capacité est appelée généralisation. Pour
définir cette capacité, on introduit la notion de fonction de perte.
Définition 1.1 (Fonction de perte) Une fonction de perte ` est telle que
` : Y˜ × Y → R+. (1.1)
Pour un couple (x, y), une telle fonction permet de quantifier à quel point la
prédiction h(x) réalisée par h est proche de l’étiquette y. En classification,
on peut souhaiter compter le nombre d’erreurs commises par un classifieur
et donc vouloir que cette perte renvoie 0 lorsque le classifieur prédit la bonne
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Figure 1.1 – Quelques fonctions de perte classiques en classification binaire.
étiquette et qu’elle renvoie 1 sinon. Cette fonction de perte particulière porte
le nom de perte 0 -1 et on la note
`0−1(h(x), y) :=
{
0 si signe(h(x)) = y,
1 sinon.
Cependant, une telle fonction n’est ni convexe ni différentiable (nous com-
prendrons par la suite pourquoi ces propriétés sont importantes). C’est pour-
quoi on préfère utiliser en pratique d’autre pertes, telles que la perte hinge
et la perte exponentielle, illustrées dans la Figure 1.1 et définies par :
`hinge(h(x), y) := max(0, 1− y · h(x)),
`exp(h(x), y) := exp(−y · h(x)).
Ces pertes peuvent être envisagées comme des approximations convexes de
la perte 0-1.
Remarque 1.1 Dans le Chapitre 4, les fonctions de perte que nous considérons prennent
la forme `(h, (x, y), (x′, y′)). Cette notation particulière vient du fait que
les problématiques auxquelles nous nous attaquons dans ce chapitre visent à
apprendre des classifieurs capables d’induire un ordre sur les exemples. On
cherche dans ce cas h tel que
h(x) ≥ h(x′) si y ≥ y′.
Ces problématiques portent le nom de ranking ou scoring.
Etant donnée une fonction de perte, on peut définir le risque réel R`(h)
associé à un classifieur comme étant l’espérance de `(h(X),Y ) pour un
couple (X,Y ) de loi D.
Définition 1.2 (Risque réel) Soit D une distribution de probabilité sur X ×Y, h : X → Y˜
une fonction de classification et ` : Y˜ × Y → R+ une fonction de perte. Le
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risque réel R`(h) du classifieur h est défini comme
R`(h) := E(X,Y )∼D [`(h(X),Y )] . (1.2)
C’est cette quantité qu’un processus d’apprentissage va tenter de contrôler.
Or, la distribution D étant supposée inconnue il n’est pas possible de cal-
culer R(h) (et donc encore moins de le contrôler). On définit alors le risque
empirique Rˆn(h) d’une hypothèse h, un estimateur du risque R(h) basé sur
l’échantillon Zn.
Définition 1.3 (Risque empirique) Soit Zn = {zi}ni=1 = {(xi, yi)}ni=1 un ensemble
d’apprentissage, h : X → Y˜ une fonction de classification et ` : Y˜ ×Y → R+














= 0,∀ > 0,
et amène naturellement une approche visant à minimiser le risque empirique
pour construire un classifieur performant. Cependant, ce résultat asympto-
tique n’apporte qu’une information limitée sur la qualité d’un classifieur
appris avec un ensemble de données de taille finie. Les inégalités de concen-
tration sont un outil clé pour quantifier la déviation de l’estimateur.
1.2 Inégalités de concentration
Dans cette section, nous présentons deux inégalités de concentration
couramment utilisées en apprentissage statistique et dont nous reparlerons
souvent par la suite. Avant toute chose, nous présentons un lemme que nous
aurons l’occasion d’utiliser à de nombreuses reprises dans ce manuscrit.
Lemme 1.1 (Lemme de renversement d’inégalité) Soit X une variable aléatoire.
S’il existe a, b > 0 d’une part, c, d ≥ 0 non nuls ensemble simultanément
d’autre part, tels que






















≥ 1− δ. (1.5)
Démonstration. En résolvant pour ε l’équation du second degré de telle















Ensuite, l’utilisation de l’inégalité
√
a+ b ≤ √a+√b lorsque a, b ≥ 0 donne
une borne supérieure sur ε et fournit le résultat.
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L’inégalité de Hoeffding [Hoeffding 1963] fournit une borne supérieure
sur la probabilité qu’une somme de variables aléatoires dévie de son espé-
rance.
Théorème 1.1 (Inégalité de Hoeffding) Soient les variables aléatoires indépendantes
X1, . . . ,Xn telles que ai ≤ Xi ≤ bi pour 1 ≤ i ≤ n. Posons Sn = ∑ni=1Xi,
alors pour tout  > 0 :




i=1 (bi − ai)2
)
. (1.6)
L’inégalité de Bernstein fait intervenir un moment de second ordre dans
la caractérisation de la déviation d’une somme de variables aléatoires par
rapport à son espérance. Il existe de nombreuses formulation de cette inéga-
lité dont l’une d’entre elles, proposée dans [Bennett 1962], est rappelée dans
le théorème suivant.
Théorème 1.2 (Inégalité de Bernstein) Soient les variables aléatoires indépendantes
X1, . . . ,Xn telles que |Xi −E [Xi]| ≤ M pour 1 ≤ i ≤ n. Posons Sn =∑n
i=1Xi et σ2 =
∑n
i=1V [Xi], alors pour tout  > 0 :







En supposant que la fonction de perte est telle que ` ∈ [0, 1], les deux
inégalités ci-dessus permettent d’écrire, en utilisant le Lemme 1.1, pour une
hypothèse h fixée :
























avec une probabilité au moins 1− δ pour tout 0 < δ ≤ 1.
Ces équations invitent à développer une stratégie visant à minimiser
le risque empirique. Cependant, une telle stratégie peut conduire dans la
pratique à un algorithme apprenant par cœur les étiquettes des exemples
présents dans l’ensemble d’apprentissage et donnant lieu à un classifieur
incapable de classer correctement une nouvelle donnée, on parle alors de
sur-apprentissage. La propension d’un algorithme à apprendre par cœur est
typiquement liée à la capacité de la classe de fonction H considérée. Une
analyse des travaux associant inégalités de concentration et capacité des
classes de fonction est présentée par Boucheron et al. [2005]. Pour pallier
le problème du sur-apprentissage, on peut considérer l’apprentissage d’un




où Ω(h) est un terme de régularisation ayant pour but de contrôler la com-
plexité de h. Nous reviendrons un peu plus tard dans ce chapitre sur la no-
tion de régularisation. Nous présentons pour l’heure un premier algorithme
d’apprentissage pour la classification, le Perceptron, qui va nous permettre
d’introduire la notion d’apprentissage en ligne.
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Algorithme 1 : Perceptron
Entrée : Zn = {zi}ni=1 = {(xi, yi)}ni=1
Sortie : (wt, bt)
Initialisation : t← 0, (w0, b0)← (0, 0)
tant que ∃i, yi(〈wt, xi〉+ bt) ≤ 0 faire
wt+1 ← wt + yixi
bt+1 ← bt + yi
t← t+ 1
fin tant que
1.3 Algorithme du perceptron
1.3.1 Perceptron linéaire
Le Perceptron [Rosenblatt 1958] est un algorithme itératif de classifica-
tion adapté à la classification binaire (Y = {−1, 1}). Il produit un classifieur
linéaire, c’est-à-dire que
h(x) = signe(〈w, x〉+ b),
où b est un terme de biais et w est le vecteur normal à un hyperplan sépara-
teur (d’équation 〈w, x〉+ b = 0). Le Perceptron est un algorithme simple qui
fonctionne de manière itérative en considérant les exemples de l’ensemble
d’apprentissage Zn = {zi}ni=1 = {(xi, yi)}ni=1 les uns après les autres. Tant
qu’il existe un exemple (x, y) dans l’ensemble d’apprentissage pour lequel
y(〈wt, x〉+ b) < 0, l’algorithme procède à une mise à jour de la forme
wt+1 ← wt + yx
bt+1 ← bt + y ,
où w0, . . . ,wt, . . . est la séquence des vecteurs de coefficients produits au
cours de l’apprentissage. En traitant un exemple à la fois de manière
séquentielle sur Zn, le Perceptron peut être vu comme un algorithme
d’apprentissage en ligne. L’Algorithme 1 résume les différentes étapes de
la procédure. Une contrainte pour que l’algorithme du Perceptron converge
est que l’échantillon d’apprentissage Zn soit linéairement séparable, c’est-
à-dire qu’il existe un hyperplan tel que yi(〈w, xi〉 + b) ≥ 0,∀1 ≤ i ≤ n.
Afin de traiter une classe de problèmes plus large que celle des problèmes
linéairement séparables, on peut utiliser l’astuce du noyau.
1.3.2 Perceptron à noyau
L’idée de l’astuce du noyau [popularisée par Boser et al. 1992, Cortes et
Vapnik 1995] est la suivante. Par le biais d’une application Φ, les données
sont plongées dans un espace de Hilbert Hk (de dimension généralement
supérieure à M) muni d’un produit scalaire tel que 〈Φ(x),Φ(x′)〉 = k(x, x′)
où k est appelé noyau. Le classifieur recherché h est alors de la forme
h(x) = signe(〈w,Φ(x)〉). Le vecteur w possède la propriété de pouvoir
s’écrire comme une combinaison linéaire des images Φ(xi) de nos données
dans le nouvel espace considéré [Théorème du représentant, Kimeldorf et
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Algorithme 2 : Perceptron à noyau
Entrée : Zn = {zi}ni=1 = {(xi, yi)}ni=1
Sortie : αt ∈ Rn
Initialisation : t← 0, α0 ← 0
tant que ∃i, yi∑nj=1 αjk(xi, xj) ≤ 0 faire
αt+1i ← αti + yi
t← t+ 1
fin tant que


















L’objectif de l’apprentissage est alors de trouver le bon vecteur de coef-
ficients α. Un exemple de noyau rencontré fréquemment en apprentissage
automatique est le noyau Gaussien défini par







Nous ne développons pas plus les méthodes à noyau ici mais le lecteur in-
téressé pourra se tourner vers les travaux de Schölkopf et Smola [2001],
Hofmann et al. [2008] pour une revue détaillée de ces méthodes. En uti-
lisant l’astuce du noyau, il est alors possible de pouvoir classer un jeu de
données non linéairement séparable avec un Perceptron. L’Algorithme 2 syn-
thétise les étapes du Perceptron à noyau. Nous continuons notre survol de
l’apprentissage automatique par la régression.
1.4 Régression linéaire
1.4.1 Cadre
Comme évoqué précédemment, la régression met en jeu des couples (x, y)
tels que x ∈ RM et y ∈ R. On parle de régression linéaire lorsque l’on cherche




wixi = 〈w, x〉
appliquée à la donnée x. En régression, il est courant d’utiliser l’erreur aux
moindres carrés pour évaluer la performance de la fonction h. Celle-ci se
définit comme
`mse(h(x), y) = (y− h(x))2.
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En considérant l’ensemble d’apprentissage Zn = {zi}ni=1 = {(xi, yi)}ni=1,







sur cet ensemble est faible. En notant X ∈ Rn×M la matrice contenant les


















Ce dernier, bien connu, admet pour solution le vecteur w∗ défini comme
w∗ = (X>X)−1X>y,
lorsque la matrice X>X est inversible (on peut utiliser la pseudo-inverse
de Moore-Penrose (X>X)+ dans le cas contraire). Cependant, pour que
la fonction h puisse prédire correctement l’étiquette de nouvelles données
(pour se prémunir du sur-apprentissage), on peut introduire un terme de
régularisation dans ce problème.
1.4.2 Régression linéaire régularisée
Le premier terme de régularisation que nous considérons provient de
la pénalisation de la norme `2 du vecteur de coefficients w recherché. Le
problème de l’Equation (1.11) devient alors
min
w∈RM
‖Xw− y‖22 + λ ‖w‖22 . (1.12)
Celui-ci porte le nom de régression ridge et admet pour solution le vecteur
w∗ tel que
w∗ = (X>X+ λI)−1X>y,
où I est la matrice identité :
I =
 1 0. . .
0 1
 .
Au-delà de l’aspect généralisation, un apport de ce nouveau terme de
pénalisation réside dans l’amélioration du conditionnement de la matrice
(X>X+ λI) devant être inversée. D’autres pénalisations sont possibles, le
terme présenté dans la section suivante permet par exemple de sélectionner
un petit nombre de caractéristiques dans les données.
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1.4.3 Lasso
Le Lasso [Tibshirani 1996] est une formulation du problème de régression
faisant intervenir la norme `1 du vecteur de coefficients w :
min
w∈RM






La particularité de cette formulation par rapport à celle de l’Equation (1.12)
réside dans la structure du vecteur w∗ solution de ce problème. En effet, ce
dernier possède seulement un petit nombre de coefficients non nuls (plus λ
est grand, plus le nombre de coefficients nuls augmente). Ainsi, la fonction
de régression h ne va s’appuyer que sur quelques coordonnées pour mener à
bien sa tâche. Cette solution possède le double avantage (i) de pouvoir être
calculée plus rapidement puisque seuls quelques coefficients de w ne sont
pas nuls et (ii) de pouvoir donner lieu à une interprétation aisée lorsque les
coefficients de w correspondent à des caractéristiques des exemples.
1.5 Vers la représentation parcimonieuse de signaux
Il est d’usage en traitement du signal de représenter un signal y ∈ RM




x1 · · · xK
)
∈ RM×K
formé à partir de ces atomes est la matrice dont chaque colonne est un de
ces éléments. La décomposition du signal y sur le dictionnaire X se fait alors
via un vecteur de coefficients w de telle sorte que




Nous nous intéressons dans cette thèse à représenter les signaux en utili-
sant un nombre restreint d’atomes, cela revient à chercher un vecteur w
creux ou parcimonieux (beaucoup de coefficients de w sont nuls). Parmi
les applications naturellement visées par la représentation parcimonieuse de
signaux, on pense par exemple à la compression ou la classification de si-
gnaux, toutes deux tirant parti de la concision avec laquelle l’information
est alors représentée. Nous nous plaçons dans le cas où le dictionnaire X
est redondant, c’est-à-dire que le nombre d’atomes K qui le composent est
supérieur à la dimension M de ceux-ci. Les propriétés de tels dictionnaires
pour la représentation parcimonieuse ont largement été étudiées par Aharon
[2006]. La redondance implique qu’il n’existe pas une unique représentation
de y dans X. Restreindre le nombre de coefficients non nuls de w apporte
en plus des bénéfices mentionnés précédemment une manière de lever cette
indétermination. Ce problème peut se formuler de la façon suivante :
min
w∈RK
‖Xw− y‖22 t.q. ‖w‖0 ≤ K0 , (1.14)
1.5. Vers la représentation parcimonieuse de signaux 19
où
‖u‖0 = card({i |ui 6= 0}),
et K0 est une contrainte sur la parcimonie de w. Cependant, le problème
combinatoire énoncé à l’Equation (1.14) est très difficile à résoudre. Dans le
chapitre suivant, nous dressons un rapide état de l’art des techniques utilisées
avant de présenter nos contributions sur le sujet. On s’aperçoit d’ores et déjà
que cette formulation est très proche du problème de la régression linéaire
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Nous nous intéressons ici à la représentation parcimonieuse approchéew ∈ RK d’un signal y ∈ RM dans un dictionnaire X ∈ RM×K telle
que




où M ≤ K, et où le nombre d’éléments non nuls ‖w‖0 jouant un rôle
dans la représentation w est petit, c’est-à-dire ‖w‖0  K. Les colonnes
du dictionnaire X sont habituellement appelées atomes et ‖w‖0 est aussi
appelée parcimonie de w.
Retrouver la décomposition la plus parcimonieuse (c’est-à-dire faisant
intervenir le plus petit nombre de coefficients non nuls) d’un signal observé
en utilisant un dictionnaire fixé a priori est un problème connu pour être
NP-difficile [Davis et al. 1997]. L’algorithme Matching Pursuit (MP) et ses
descendants [Mallat et Zhang 1993, Pati et al. 1993, Blumensath et Davies
2008] permettent d’obtenir une approximation de cette représentation. Ces
algorithmes fonctionnent de manière itérative en alternant deux étapes,
une étape de sélection et une étape de mise à jour. Ces deux étapes font
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intervenir une quantité cruciale appelée résidu, que nous noterons r. Celle-ci
n’est autre que la part du signal qui n’est pas encore représentée à l’itération
courante : rt = y −Xwt. A chaque itération, les algorithmes cités précé-
demment choisissent une colonne du dictionnaire, optimisant un critère
local impliquant le résidu, afin de raffiner la représentation du signal. Ils
utilisent ensuite cette colonne pour mettre à jour le vecteur w sans jamais
revenir sur le choix des atomes déjà sélectionnés. Ils appartiennent ainsi
à la famille des algorithmes gloutons (Cormen et al. [2009], Chapitre 16).
Les performances des algorithmes gloutons dans la résolution de problèmes
d’approximation parcimonieuse ont largement été étudiées [Tropp 2004,
Gribonval et Vandergheynst 2006] et ont contribué à leur renommée.
Ces algorithmes d’approximation demandent malgré tout un coût de cal-
cul important porté en grande partie par la phase de sélection. En effet, le
critère local évoqué précédemment implique en général un grand nombre de
calculs, souvent proportionnel à la taille du dictionnaire (voir par exemple
Gribonval et Nielsen [2001] pour la complexité de calcul induite par certain
dictionnaires courants). L’utilisation de dictionnaires de grandes dimensions
a donc conduit la communauté à proposer des solutions afin de baisser le coût
de calcul de cette étape de sélection. Cela consiste essentiellement à éviter le
produit matrice-vecteur X>r, complet et naïf, entre la transposée de la ma-
trice du dictionnaire et le vecteur courant des résidus. Pour des dictionnaires
spécifiques, possédant une structure adéquate, l’utilisation de transformées
rapides permet de contourner ce calcul naïf. Mallat et Zhang [1993] pro-
posent ainsi dans leur article une implémentation efficace dans le cas de
dictionnaires de Gabor. Cependant, de telles transformations n’existent pas
dans le cas de dictionnaires génériques ne disposant pas de telles propriétés.
Par exemple, l’utilisation de dictionnaires formés de patchs appris à partir
d’images [Mairal et al. 2008, Elad et Aharon 2006] peut devenir problé-
matique quand la taille et le nombre de ces derniers est important. Parmi
les contributions concernant le large public des dictionnaires sans struc-
ture identifiable permettant de calculer rapidement les corrélations, nous
trouvons deux catégories. La première consiste à introduire une structure
dans ces dictionnaires. On peut par exemple citer les travaux de Jost et al.
[2006] (Tree-Based Pursuit) qui proposent de construire un dictionnaire hié-
rarchique formé de représentants des atomes du dictionnaire de base. Ces
représentants sont ensuite adossés à une structure d’arbre afin d’accélérer la
recherche de corrélations. La deuxième catégorie est portée par les travaux
de Temlyakov [2000] puis Gribonval et Nielsen [2001] qui étudient une autre
solution dans le cas de tels dictionnaires : utiliser un atome qui ne réalise pas
l’optimum du critère mais qui s’en approche. On parle ici de versions faibles
des algorithmes classiques. On distingue principalement trois approches :
1. Projeter les atomes du dictionnaire et le signal dans un espace de plus
petite dimension où les produits scalaires sont plus rapides à calcu-
ler. Cette idée est plus connue sous le nom d’acquisition compressée
(compressed sensing) et a donné lieu à de nombreux travaux. Elle a
notamment été étudiée dans les articles publiés par Donoho [2006]
et Candès et al. [2006].
2. Utiliser une fonction de corrélation rapide à calculer en lieu et place du
produit scalaire classique. Cette approche a par exemple été abordée
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dans les travaux de Cotton et Ellis [2009] et de Tjoa et Liu [2011] en
utilisant un schéma de hachage local (LSH).
3. Utiliser une version réduite du dictionnaire obtenue en sélectionnant
aléatoirement un petit groupe d’atomes. Cette solution a été adoptée
par Popovici et al. [2005] et Moussallam et al. [2012].
D’un autre côté, le coût important induit par le calcul des produits
scalaires a guidé la communauté vers une autre piste d’amélioration : une
fois l’atome sélectionné, extraire le maximum d’information contenue dans
celui-ci. Cette idée vise principalement à minimiser l’erreur d’approximation
de ces algorithmes pour un nombre d’itérations fixé, au détriment de la
complexité de calcul de ces itérations. Par exemple, les performances sont
meilleures — en terme de décroissance par itération de la norme du résidu—
avec Orthogonal Matching Pursuit [Mallat et Zhang 1993, Pati et al. 1993]
qu’avec Matching Pursuit, cela au prix d’une étape de mise à jour coûteuse
en temps de calcul. S’est alors posée la question de l’accélération de l’étape
de mise à jour, étudiée en profondeur dans Blumensath et Davies [2008].
Les auteurs proposent une analyse détaillée de la complexité calculatoire de
MP et OMP ainsi qu’une nouvelle famille d’algorithmes : les algorithmes
de poursuite directionnelle utilisant le gradient dans la phase de mise à
jour. Leurs algorithmes Gradient Pursuits (GP) obtiennent de meilleures
performances que MP avec un coût calculatoire de l’étape de mise à jour
moindre que dans OMP. Enfin, la dernière amélioration dont nous parlerons
a été proposée dans les travaux de Blumensath et Davies [2009], de Needell
et Tropp [2010] et de Donoho et al. [2012]. L’idée portée par ceux-ci est
toujours ici de rentabiliser au maximum le calcul des corrélations. Les
auteurs proposent alors de ne pas sélectionner seulement l’atome le plus
corrélé au résidu à chaque itération mais un ensemble d’atomes corrélés
au-delà d’un certain seuil.
Dans ce chapitre, nous proposons une nouvelle approche afin d’accélérer
la phase de sélection en généralisant le principe de sélection aléatoire pro-
posé récemment par Moussallam et al. [2012]. Les principales contributions
présentées dans ce chapitre sont :
1. une nouvelle famille d’algorithmes reposant sur une phase de sélection
aléatoire et qui sont des variantes basées sur les versions classiques
(MP, OMP) bien ancrées dans la communauté,
2. des résultats théoriques sur la qualité des atomes sélectionnés au cours
des itérations,
3. des simulations numériques mettant en avant la précision, comparable
à celle des versions classiques, des solutions obtenues via ces nouveaux
algorithmes pour un coût de calcul moindre.
Le travail présenté ici a fait l’objet d’une publication [Peel et al. 2012] lors
de la conférence EUSIPCO 2012.
Le chapitre est organisé comme suit. La section 2.1 introduit quelques
notations spécifiques à ce chapitre, dresse un rapide état de l’art des al-
gorithmes gloutons existants et motive notre travail. Dans la section 2.2,
nous présentons et analysons la procédure de sélection aléatoire que nous
mettons en œuvre. En particulier, nous montrons les liens existants entre
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notre travail et les algorithmes gloutons faibles. La section 2.3 contient des
simulations numériques montrant la pertinence de notre approche. Enfin,
les questions posées par nos travaux sont discutées dans la conclusion.
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2.1 Matching Pursuit et ses variantes
2.1.1 Notations
Soit y un signal dans RM ; y est une observation (possiblement) bruitée
d’un signal Xw encodé de manière parcimonieuse avec le dictionnaire X.
Nous considérons essentiellement dans ce chapitre le modèle non bruité
y = Xw,
dans lequel :
• X ∈ RM×K est un dictionnaire composé de K atomes : X =
[x1 . . . xK ]. Chaque xi est un vecteur de RM dont la norme l2 est
unitaire (
∥∥xi∥∥2 = 1).
• w ∈ RK est une représentation de y dans X.
De plus, nous supposons que y possède un support de taille K0 c’est-à-dire
qu’il existe une représentation de y n’impliquant que K0 atomes :
∃w∗ ∈ RK tel que ‖w∗‖0 = K0 et y = Xw∗.
Notre travail se base sur la sélection aléatoire de m lignes et k colonnes
du dictionnaire. Par conséquent, nous notons :
• M = {i1, . . . , im} l’ensemble des lignes (coordonnées) sélectionnées,
• K = {j1, . . . , jk} l’ensemble des colonnes (atomes) sélectionnées,
• yM ∈ RM la restriction du vecteur y aux coordonnées indicées par
l’ensembleM,
• 〈y, y′〉M = 〈yM, y′M〉 le produit scalaire restreint à ces coordonnées.
2.1.2 Matching Pursuit
Matching Pursuit [Mallat et Zhang 1993] est un algorithme glouton déve-
loppé dans les années 90 dont le but est de fournir une solution approchée au
problème NP-difficile de trouver la décomposition la plus parcimonieuse du
signal y sur le dictionnaire X. Comme décrit dans l’Algorithme 3, Matching
Pursuit produit une approximation de la solution au problème
argmin
w∈RK
‖w‖0 t.q. ‖y−Xw‖2 ≤ , (2.2)
où  ≥ 0 ;  > 0 correspond au cas bruité et  = 0 correspond au cas
exactement parcimonieux qui nous intéresse.
Matching Pursuit est une procédure itérative qui améliore l’estimation
du vecteur parcimonieux des coefficients w de manière gloutonne. Ainsi, à
l’itération t, le vecteur des coefficients courant wt conduit à l’approximation
Xwt du signal y. Nous appelons rt = y−Xwt le résidu de cette décom-
position (la part de y pas encore codée par wt). A cet instant, Matching
Pursuit sélectionne le meilleur atome à choisir, c’est-à-dire l’atome x∗t+1 qui
minimise la norme du résidu à l’étape suivante :
x∗t+1 = argmin
x∈{x1,...,xK}
∥∥∥rt − 〈rt, x〉x∥∥∥
2
. (2.3)
Dans la suite de ce chapitre, l’itération sera sous-entendue et nous noterons
cet atome x∗. Le vecteur de coefficients wt+1 et le résidu rt+1 sont ensuite
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Algorithme 3 : Matching Pursuit (MP)
Entrées : X ∈ RM×K , y ∈ RM .
Sorties : w ∈ RK .
Initialisation : w← 0, r← y.
répéter
Sélection : j∗= argmaxj∈{1,...,K}
∣∣〈r, xj〉∣∣
x∗= xj∗
Mise à jour : wj∗ = wj∗ + 〈r, x∗〉
r= r− 〈r, x∗〉x∗
jusqu’à satisfaire un critère d’arrêt.
mis à jour en conséquence et la procédure se poursuit jusqu’à ce qu’un critère
d’arrêt soit satisfait (voir l’Algorithme 3 pour les détails de l’algorithme). La
formulation du problème proposée à l’Equation (2.2) amène naturellement
l’utilisation d’un critère d’arrêt basé sur l’erreur d’approximation. L’algo-
rithme est ainsi stoppé lorsque la précision souhaitée est atteinte (lorsque
la norme du résidu est petite
∥∥rt∥∥2 ≤ ). Un autre critère d’arrêt couram-
ment utilisé est de mettre fin à la procédure après un nombre T d’itérations
défini à l’avance. Dans ce cas, l’algorithme cherche à obtenir la meilleure
approximation possible avec un nombre limité d’atomes (au maximum T )




‖y−Xw‖2 t.q. ‖w‖0 ≤ T . (2.4)
Sauf mention contraire, c’est cette formulation qui sera retenue dans la
suite de ce manuscrit.
Quand le dictionnaire considéré ne possède pas de structure particu-
lière, la complexité de l’algorithme Matching Pursuit provient en grande
partie de la phase de sélection. Plus précisément, elle provient du calcul des
produits scalaires 〈xj , r〉 entre le résidu et tous les atomes du dictionnaire,
effectué grâce au produit matriciel X>r. Cette étape implique le calcul de
K produits scalaires entre des signaux de taille M ce qui prend O(MK)
opérations (on néglige le parcours de la liste des résultats (O(K)) afin
d’extraire l’indice du meilleur atome). D’un autre côté, l’étape de mise à
jour nécessite seulement O(M) opérations.
Afin d’accélérer Matching Pursuit, la communauté a principalement
suivi trois grandes directions. Premièrement, quand le dictionnaire possède
une structure particulière — par exemple lorsqu’il correspond à une trans-
formation rapide comme la transformée de Gabor — il est possible de tirer
parti des propriétés de cette structure pour faire diminuer la complexité de
calcul des produits scalaires à O(K logM). Cependant, dans un cadre plus
général, il n’est pas rare que le dictionnaire redondant mis en jeu ne possède
pas de telles propriétés (voir Figure 2.1). Il est alors nécessaire d’envisager
d’autres stratégies d’accélération. A cette fin, une deuxième voie empruntée
a été de se focaliser sur l’efficacité de l’étape de mise à jour : une fois que
l’atome a été sélectionné, le but est d’implémenter une stratégie de mise à
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Figure 2.1 – Exemple d’un dictionnaire de patchs de taille 8× 8 pixels (droite)
appris à partir de l’image « Lena » (gauche). Il n’existe pas de moyen rapide de
calculer les produits scalaires X>r avec ce type de dictionnaire.
jour telle que la norme du résidu décroisse plus rapidement que dans le cas
de Matching Pursuit. C’est l’objet de Orthogonal Matching Pursuit (OMP,
proposé en même temps que Matching Pursuit) et de nombreux autres
algorithmes (Gradient Pursuit [Blumensath et Davies 2008]). Ces mises à
jour de meilleure qualité (au sens de la décroissance de la norme du résidu)
possèdent cependant un coût de calcul qui prend le pas sur le coût de calcul
des produits scalaires. La troisième direction s’attaque directement à réduire
la complexité de la phase de sélection tout en gardant la stratégie de mise à
jour proposée par Matching Pursuit, simple et néanmoins efficace. C’est la
stratégie adoptée par de nombreux travaux [Temlyakov 2000, Gribonval et
Nielsen 2001, Gribonval et Vandergheynst 2006, Candès et al. 2006, Donoho
2006, Jost et al. 2006, Tjoa et Liu 2011, Moussallam et al. 2012] et c’est
également sur celle-ci que nous basons notre algorithme.
Il est important de noter que nous ne faisons aucune hypothèse sur
les propriétés du dictionnaire utilisé et que notre but est de conserver une
faible complexité de calcul pour chaque étape de notre version modifiée de
Matching Pursuit, de façon à ce que chaque itération se fasse rapidement.
Comme nous allons le voir, nous proposons une étape de sélection appro-
chée dont le résultat peut être une sélection sous-optimale des atomes. Cette
version met donc en œuvre des mises à jour qui amènent une décroissance
de la norme du résidu potentiellement moins importante à chaque itération
qu’avec Matching Pursuit. Cependant, on peut espérer que le gain obtenu
dans le temps de calcul de chaque itération vienne contrebalancer la sous-
optimalité des mises à jour, résultant en un algorithme plus rapide dans sa
globalité. Avant de présenter l’algorithme, nous voulons préciser que bien
que notre procédure de sélection aléatoire soit présentée dans le cadre de
Matching Pursuit, il est évident qu’elle est applicable à tout algorithme de
poursuite reposant sur une étape de sélection basée sur le calcul de corréla-
tions comme c’est le cas dans OMP, GP et bien d’autres.
2.2 Matching Pursuit avec sélection aléatoire
2.2.1 Algorithme
Notre algorithme de Matching Pursuit avec sélection aléatoire (MP-SA)
diffère de la version classique seulement au niveau de l’étape de sélection.
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Algorithme 4 : Matching Pursuit avec Sélection Aléatoire (MP-SA)
Entrées : X ∈ RM×K , y ∈ RM , m ∈ {1, . . . ,M}, k ∈ {1, . . . ,K}.
Sorties : w ∈ RK .
Initialisation : w← 0, r← y.
répéter
Tirer aléatoirement :
- un ensembleM⊆ {1, . . . ,M} de m indices de ligne,
- un ensemble K ⊆ {1, . . . ,K} de k indices de colonne.
Sélection : j˜= argmaxj∈K
∣∣〈r, xj〉M∣∣
x˜= xj˜
Mise à jour : wj˜ = wj˜ + 〈r, x˜〉
r= r− 〈r, x˜〉x˜
jusqu’à satisfaire un critère d’arrêt.
La sélection aléatoire que nous proposons ici réduit le coût de la recherche
classique des corrélations en procédant à deux réductions de dimension :
1. Sélection aléatoire de colonnes. Nous considérons uniquement un sous-
dictionnaire de X constitué de k atomes choisis aléatoirement et uni-
formément parmi les K atomes originaux.
2. Sélection aléatoire de lignes. Nous considérons l’approximation
〈r, xj〉M de chacun des produits scalaires 〈r, xj〉 basée seulement
sur un échantillon de m coordonnées des signaux, choisies elles aussi
aléatoirement et uniformément parmi {1, . . . ,M}.
L’algorithme MP-SA prend donc en entrée deux paramètres : k et m. On
notera ainsi par la suite MP-SA(k,m) une instance particulière de notre
algorithme. Une fois le sous-dictionnaire extrait, on en sélectionne l’atome
dont le produit scalaire approché avec le résidu courant possède la plus
grande amplitude. L’étape de mise à jour est exactement la même que dans
MP : une fois l’atome x˜ sélectionné, on utilise le produit scalaire exact 〈r, x˜〉
afin de mettre à jour le vecteur de coefficients et le résidu soit
wt+1
j˜
= wtj˜ + 〈rt, x˜〉, (2.5)
rt+1 = rt − 〈rt, x˜〉x˜. (2.6)
Le critère d’arrêt reste aussi identique à la version classique de MP. Les
étapes de l’algorithme sont détaillées dans l’Algorithme 4.
L’algorithme proposé par Moussallam et al. [2012] est un cas particulier
de notre algorithme dans lequel on ne sélectionne aléatoirement qu’un
sous-ensemble des colonnes. Lorsqu’on utilise seulement un sous-ensemble
aléatoire des atomes de X, on ne peut être assuré de sélectionner le meilleur
atome. Cependant, on espère que le meilleur candidat du sous-ensemble
considéré appartient au support de y. L’ajout dans notre algorithme du
sous-échantillonnage des coordonnées implique que nous n’avons pas accès
aux véritables corrélations, y compris celles entre le résidu et les atomes du
sous-dictionnaire extrait. Cependant, en renouvelant la sélection aléatoire
des atomes et des coordonnées considérées à chaque itération, on permet
2.2. Matching Pursuit avec sélection aléatoire 31
une exploration complète du dictionnaire X. Nous verrons dans la suite de
ce chapitre que le choix de renouveler le sous-dictionnaire est crucial afin
d’obtenir une décomposition de bonne qualité.
L’étape de sélection aléatoire proposée dans l’Algorithme 4 coûte O(mk)
opérations, là où Matching Pursuit en nécessitait O(MK). Le gain en temps
de calcul de chaque itération est donc de l’ordre de MK/mk. Ce gain est
toutefois à mettre en regard de la perte de précision due à la sous-optimalité
des atomes choisis au cours de la procédure. Dans la section 2.3, nous mon-
trons cependant des résultats de simulations numériques qui mettent en
avant le gain global en terme de temps de calcul obtenu par l’introduction
de sélections aléatoires dans Matching Pursuit.
2.2.2 Garanties théoriques
Le résultat principal de cette section établit un lien entre la procédure
de sélection aléatoire que nous avons présentée et l’algorithme Weak-α-
MP [Mallat et Zhang 1993, Temlyakov 2000; 2002, Gribonval et Nielsen
2001, Gribonval et Vandergheynst 2006]. Nous montrons que sous certaines
conditions simples, notre algorithme sélectionne avec une grande probabilité
un atome pertinent, au sens de Weak-α-MP, à chaque itération. Ce résul-
tat est énoncé à la Proposition 2.2. Nous commençons cette section par la
présentation de l’algorithme Weak-α-MP puis nous montrons deux résultats
intermédiaires concernant deux cas particuliers de notre procédure. Dans le
premier cas, nous considérons l’algorithme MP-SA(k,M) procédant à un
échantillonnage restreint aux atomes. Dans le second cas, nous considérons
l’algorithme MP-SA(K,m) procédant à un échantillonnage restreint aux co-
ordonnées. Enfin, nous terminons cette section en assemblant les éléments
afin de construire le résultat évoqué ci-dessus.
Weak-α-MP
La sélection sous-optimale d’atomes a été évoquée à de nombreuses re-
prises dans les travaux concernant Matching Pursuit. Dès le papier ori-
ginel [Mallat et Zhang 1993], les auteurs montrent que leur procédure
converge (
∥∥rt∥∥2 → 0 quand t → ∞) même lorsque l’atome sélectionné à
chaque itération de l’algorithme n’est pas celui le plus corrélé au résidu. En
d’autre termes, pour que la procédure converge il suffit que pour un certain
0 < α ≤ 1 fixé, l’atome x˜ sélectionné à chaque itération t satisfasse





Nous utilisons le terme α-sous-optimal pour désigner un tel atome dans la
suite de ce chapitre. Bien entendu, la vitesse de convergence de l’algorithme
dépend de la valeur de α. Plus la valeur de α est petite (plus l’atome sé-
lectionné peut être sous-optimal) et plus l’algorithme sera lent à converger.
Concernant la parcimonie de la solution, une trop faible valeur de α signi-
fie l’introduction potentielle dans la solution de composantes n’appartenant
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pas au support du signal. Nous allons maintenant voir que l’algorithme que
nous proposons, dans le cas où l’on considère toutes les coordonnées mais
seulement quelques atomes, est une version faible de Matching Pursuit.
Echantillonnage des atomes
Nous étudions dans un premier temps l’algorithme MP-SA(k,M). Cette
version est en tout point similaire à l’algorithme SASMP proposé dans la
thèse de Moussallam [2012]. L’auteur propose une caractérisation de cette
procédure dans le cas de dictionnaires quasi-incohérents en utilisant des
statistiques d’ordre. Nous proposons ici une nouvelle approche probabiliste
dans le cas où le dictionnaire considéré possède une certaine cohérence. Nous
commençons par rappeler la notion de redondance structurelle d’un diction-
naire [Frossard et Vandergheynst 2001] puis nous introduisons les notions
de γ-voisinage et de p-γ-cohérence qui sont au coeur de notre analyse.
Définition 2.1 (Redondance structurelle) La redondance structurelle β d’un diction-









Dans un dictionnaire d’atomes unitaires, la redondance structurelle β peut
être interprétée comme le cosinus de l’angle maximal possible entre n’im-
porte quelle direction de RM et l’atome du dictionnaire le plus proche. Les
auteurs pointent du doigt que cette quantité tend à se rapprocher de la valeur
1 quand la taille du dictionnaire augmente. Nous définissons maintenant la
notion de γ-voisinage afin de pouvoir caractériser la similarité existant entre
les atomes du dictionnaire.
Définition 2.2 (γ-voisinage) Le γ-voisinage d’un atome x ∈ {x1, . . . , xK}, noté vγ(x),
est l’ensemble des atomes x′ du dictionnaire qui vérifient |〈x, x′〉| ≥ γ :
vγ(x) = x ∪ {x′ ∈ {x1, . . . , xK} | x 6= x′ et |〈x, x′〉| ≥ γ}. (2.10)
Cette définition permet d’introduire une condition équivalente à l’Equa-
tion (2.7) pour caractériser une version α-faible de l’algorithme MP.
Proposition 2.1 Soient X un dictionnaire de redondance structurelle β et A, un algorithme
de poursuite sélectionnant à chaque itération t un atome x˜ ∈ X tel que
x˜ ∈ vγ(x∗). (2.11)
L’algorithme A sélectionne un atome α-sous-optimal si β, γ ∈ ]0, 1] sont tels








Démonstration. Considérons les vecteurs suivants : le résidu r, l’atome opti-
mal x∗ et l’atome x˜ sélectionné par l’algorithme A. En appliquant un procédé
d’orthonormalisation de Gram-Schmidt au triplet (x∗, r, x˜), nous obtenons
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une base orthonormée B = {e1, e2, e3} du sous-espace engendré par ces vec-
teurs telle que




u2 = r− 〈r, x∗〉x∗, e2 = u2‖u2‖2
,





Avec cette base, les vecteurs qui nous intéressent s’écrivent x∗ = (1, 0, 0),
r = (cos ρ · ‖r‖2 , sin ρ · ‖r‖2 , 0) et x˜ = (cosφ cosφ′, cosφ sinφ′, sinφ) si ρ
est l’angle entre r et x∗, φ celui entre x˜ et le plan contenant r et x∗ et enfin
φ′ l’angle entre la projection de x˜ sur ce plan et x∗. Remarquons que si la
dimension du sous-espace engendré par ces trois vecteurs est inférieure à
trois, il est possible de trouver e1, e2, e3 tels que l’écriture ci-dessus reste
valable. Les propriétés du dictionnaire nous donnent
|〈r, x∗〉| ≥ β · ‖r‖2 ⇒ | cos ρ | ≥ β et | sin ρ | ≤
√
1− β2, (2.13)
et l’hypothèse de l’Equation (2.11) permet d’écrire
|〈x˜, x∗〉| ≥ γ ⇒ | cosφ cosφ′ | ≥ γ
⇒ | cosφ |, | cosφ′ | ≥ γ et | sinφ |, | sinφ′ | ≤
√
1− γ2 . (2.14)
On peut alors écrire
|〈r, x˜〉| = ∣∣cos ρ cosφ cosφ′ + sin ρ cosφ sinφ′∣∣ · ‖r‖2
= |cosφ| ∣∣cos ρ cosφ′ + sin ρ sinφ′∣∣ · ‖r‖2 (2.15)
En utilisant les équations (2.13) et (2.14) on montre que
| cos ρ cosφ′ + sin ρ sinφ′| ≥ ∣∣| cos ρ cosφ′| − | sin ρ sinφ′|∣∣








Cela nous donne donc la valeur minimale suivante pour l’amplitude de la
corrélation entre x˜ et r















alors en utilisant |〈r, x∗〉| ≤ ‖r‖2 on est en mesure d’écrire
|〈r, x˜〉| ≥ α · ‖r‖2 ≥ α|〈r, x∗〉|.
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⇔ γ2β2 > (1− γ2)(1− β2)
⇔ γ2 + β2 > 1
(2.19)
On définit maintenant une notion qui caractérise les similarités entre les
atomes présents dans le dictionnaire X. Cette notion est plus riche que la
notion de cohérence définie habituellement dans les travaux liés aux algo-
rithmes gloutons pour la représentation parcimonieuse de signaux.
Définition 2.3 (p-γ-cohérence) Un dictionnaire X ∈ RM×K est dit p-γ-cohérent si pour
tout atome x appartenant au dictionnaire, la taille de son γ-voisinage est
au moins p :





A partir des définitions précédentes, nous pouvons établir un résultat simple
sur la probabilité que la procédure MP-SA(k,M) sélectionne à l’itération
t un atome x˜ appartenant au γ-voisinage du meilleur atome x∗ (Equa-
tion (2.8)). Autrement dit, le résultat suivant quantifie la propension de
la procédure MP-SA à sélectionner un atome α-sous-optimal dans le cas
d’une sélection aléatoire restreinte aux atomes uniquement. Il est important
de noter que contrairement à la plupart des travaux sur le sujet qui sup-
posent une faible cohérence du dictionnaire, notre approche tire parti de la
propriété inverse.
Proposition 2.2 Soit X ∈ RM×K un dictionnaire p-γ-cohérent de redondance structurelle
β. Si β2 + γ2 > 1 alors la probabilité que l’algorithme MP-SA(k,M) sé-
lectionne à chacune de ses T itérations un atome α-sous-optimal est telle
que
















Démonstration. On commence par calculer la probabilité qu’aucun des p
atomes du γ-voisinage de x∗ ne soit sélectionné à l’itération t. Cette pro-
babilité s’obtient en considérant le processus de tirage aléatoire sans remise
suivant. On commence par regarder la probabilité de ne pas sélectionner un
de ces p atomes dans l’ensemble du dictionnaire : 1− pK . Puis on calcule la
probabilité de ne pas tirer un atome du γ-voisinage de x∗ parmi les K − 1
atomes restants dans le dictionnaire : 1− pK−1 . On répète cette procédure
jusqu’à avoir tiré k atomes dans le sous-dictionnaire et on obtient
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En supposant que la procédure réalise T itérations et en utilisant une borne
de l’union, on montre que la probabilité que MP-SA(k,M) ne sélectionne
pas un atome appartenant au γ-voisinage de l’atome optimal à au moins
une des itérations est








Il suffit alors de prendre la probabilité de l’évènement contraire pour termi-
ner la preuve de la proposition.
Remarque 2.1 Il suffit de prendre k = K − p + 1 pour être assuré de sélectionner un
atome appartenant au γ-voisinage de x∗ et donc de sélectionner un atome
α-sous-optimal avec α tel qu’à l’équation (2.22).
Echantillonage des coordonnées
Nous regardons maintenant le cas de figure où la procédure sélectionne
tous les atomes du dictionnaire à chaque itération mais seulement une par-
tie des coordonnées. Nous notons cette procédure MP-SA(K,m). Nous ai-
merions tout d’abord attirer l’attention sur d’autres travaux qui eux aussi
permettent de caractériser notre procédure. Il s’agit des travaux de Drineas
et al. [2006] sur l’échantillonnage par importance (« Importance sampling »)
et les propriétés des algorithmes stochastiques pour approcher le produit de
deux matrices. Leur méthode s’applique presque directement dans le cas de
figure qui nous intéresse mais leur borne est plus lâche que la nôtre. De
plus, leur algorithme suppose un échantillonnage avec remise là où nous uti-
lisons explicitement le fait que notre procédure effectue un tirage aléatoire
sans remise. Le théorème suivant montre que le calcul des produits scalaires
partiels (utilisant un sous-ensemble des coordonnées) entre le résidu et les
atomes est une bonne approximation des produits scalaires réels.
Théorème 2.1 Soient un vecteur r ∈ RM , une matrice X = [x1 . . . xK ] ∈ RM×K , M un
sous-ensemble de coordonnées de taille |M| = m, µ = m/M et δ ∈ ]0, 1].
Alors, avec probabilité au moins 1− δ, ∀j ∈ {1, . . . ,K} :
∣∣∣∣∣〈r, xj〉Mµ − 〈r, xj〉
∣∣∣∣∣ ≤ maxj (‖xj‖∞) ‖r‖∞
√√√√2 ln (2Kδ ) (M−m+1)
µ
. (2.23)
Démonstration. La preuve fait intervenir une inégalité de concentration clas-
sique présentée dans [Serfling 1974] concernant la somme de variables aléa-
toires tirées sans replacement. Cette inégalité est rappelée dans le lemme
suivant.
Lemme 2.1 On considère le tirage aléatoire sans replacement à partir d’une liste
v1, . . . , vN de valeurs telles que a ≤ vi ≤ b,∀i ∈ {1, . . . ,N}. On note
V1, . . . ,Vn les valeurs d’un échantillon de taille n tiré aléatoirement sans
remise et on définit les sommes Sn =
∑n
i=1 Vi et v¯N = 1N
∑N
i=1 vi, respec-
tivement la somme de l’échantillon et la moyenne de la liste complète. En










Pour un couple (x, r) ∈ RM ×RM de vecteurs, considérons la liste de valeurs
v1, . . . , vM telle que vi = x(i) × r(i) (vi est la contribution de la ieme coor-










une utilisation directe du Lemme 2.1 sur la liste x1, . . . ,xM donne le résultat
suivant pour un atome :
P
∣∣∣∣〈r, x〉Mm − 〈r, x〉M
∣∣∣∣ ≥ ‖x‖∞ ‖r‖∞
√√√√2 ln (2Kδ ) (M−m+1)
Mm
 ≤ δK .
On termine la preuve en utilisant le fait que ∀j ∈ {1, . . . ,K}, ‖xj‖∞ ≤
maxj
(‖xj‖∞), couplé à une borne de l’union sur les K atomes du diction-
naire.
Remarque 2.2 La qualité de cette approximation dépend de la fraction µ des coordon-
nées utilisées pour le calcul du produit scalaire partiel. Cependant, on peut
remarquer que lorsque m tend vers M (µ tend vers 1), c’est-à-dire lorsque
toutes les coordonnées tendent à être considérées, le membre de droite de














Cela est malheureusement inhérent à ce type d’inégalité de concentration et
aux techniques de preuve utilisées. La Figure 2.2 illustre le comportement
de la borne sur un exemple dans le cas où maxj
(‖xj‖∞) = ‖r‖∞ = 1.
On y remarque le comportement évoqué ci-dessus, à savoir que la courbe
se rapproche d’une erreur nulle sans pour autant l’atteindre même lorsque
toutes les coordonnées ont été vues.
Malgré cette remarque, il faut retenir que le théorème précédent porte
le message qu’il est possible, avec une grande probabilité, de contrôler si-
multanément la précision des approximations des produits scalaires calculés
à partir d’un échantillon aléatoire de coordonnées. Il est évident que plus la
taille de l’échantillon est grande, meilleure est la qualité des approximations.
Ce constat met en évidence le compromis qui existe entre temps de calcul
et précision de la solution recherchée. Il est cependant normal d’espérer
qu’avec une grande probabilité un atome sous-optimal mais néanmoins per-
tinent soit sélectionné à chaque itération tout en maintenant une réduction
significative du temps de calcul. Nous quantifions à présent la pertinence de
cette sélection, en tissant un lien entre notre algorithme et la version faible
de Matching Pursuit présentée dans [Mallat et Zhang 1993].
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Figure 2.2 – Comportement de la borne de l’Equation (2.23) en fonction de m avec
les valeurs suivantes : M = 128, K = 512, δ = 0.05 et maxj
(‖xj‖∞) = ‖r‖∞ = 1.







√√√√2 ln (2Kδ ) (M−m+1)
µ
. (2.25)
Alors, MP-SA(K,m) réalisant T itérations sélectionne avec probabilité au
moins (1− δ)T un atome α-sous-optimal à chaque itération t si on a∣∣∣〈rt, x˜〉M∣∣∣ ≥ µ (1+ α)1− α . (2.26)
En notant la dépendance en m de , cette inégalité peut être interprétée
de deux manières. La première est la suivante : en évaluant à chacune des
T itérations les quantités mises en jeu, on est en mesure de trouver le plus
petit α au cours de la procédure tel que l’Equation (2.26) soit vraie, cet α
permet alors de caractériser avec grande probabilité la qualité de la solution
obtenue par l’algorithme MP-SA(K,m) après T itérations par rapport à
celle qu’aurait obtenue MP. La deuxième interprétation est comme suit : on
fixe une valeur de α que l’on souhaite obtenir pour notre procédure, le but
est atteint avec grande probabilité si l’on est en mesure d’adapterm à chaque
itération de sorte que l’équation précédente soit vérifiée pour chacune d’entre
elles. Ce deuxième point de vue relevant d’une version « adaptative » de
notre procédure, différente de celle proposée jusqu’ici, nous nous focalisons
sur le premier.
Démonstration. Rappelons dans un premier temps l’inégalité de concentra-
tion exposée au Théorème 2.1. Nous avons montré qu’avec une probabilité
au moins égale à 1− δ, pour δ ∈ ]0, 1], on a l’inégalité suivante
∣∣∣∣∣〈r, xj〉Mµ − 〈r, xj〉
∣∣∣∣∣ ≤ maxj (‖xj‖∞) ‖r‖∞
√√√√2 ln (2Kδ ) (M−m+1)
µ
,
simultanément pour tous les atomes xj . Soit x∗ le meilleur atome à l’itération
t courante (voir Equation (2.8)) et x˜ l’atome le plus proche du résidu courant
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En utilisant l’Equation (2.23) et l’inégalité triangulaire | |a| − |b| | ≤ |a− b|,
on peut écrire avec grande probabilité
1
µ
∣∣∣〈rt, x∗〉M∣∣∣−  ≤ ∣∣∣〈rt, x∗〉∣∣∣ ≤ 1
µ
∣∣∣〈rt, x∗〉M∣∣∣+ , (2.28)
1
µ
∣∣∣〈rt, x˜〉M∣∣∣−  ≤ ∣∣∣〈rt, x˜〉∣∣∣ ≤ 1
µ
∣∣∣〈rt, x˜〉M∣∣∣+ . (2.29)
Pour que MP-SA(K,m) sélectionne un atome α-sous-optimal, il suffit que
l’atome sélectionné par notre algorithme à chaque itération soit proche de
l’atome qui aurait été sélectionné par Matching Pursuit. Précisément, nous
voulons pour 0 < α ≤ 1 ∣∣∣〈rt, x˜〉∣∣∣ ≥ α ∣∣∣〈rt, x∗〉∣∣∣ . (2.30)
On voit par l’Equation (2.28) qu’une condition suffisante pour avoir avec
grande probabilité (2.30) est∣∣∣〈rt, x˜〉∣∣∣ ≥ α( 1
µ
∣∣∣〈rt, x∗〉M∣∣∣+ ) . (2.31)
Nous pouvons maintenant utiliser la borne inférieure donnée par l’Equa-
tion (2.29) sur le membre de gauche de l’équation précédente pour intro-
duire le produit scalaire partiel de l’atome x˜. La condition suffisante pour
obtenir (2.30) devient alors
1
µ
∣∣∣〈rt, x˜〉M∣∣∣−  ≥ α( 1
µ
∣∣∣〈rt, x∗〉M∣∣∣+ ) . (2.32)
Par définition de x˜ on a
∣∣〈rt, x˜〉M∣∣ ≥ ∣∣〈rt, x∗〉M∣∣. En injectant ce résultat
dans l’équation précédente, on obtient que dès que
 ≤ 1− α1+ α
( 1
µ
∣∣∣〈rt, x˜〉M∣∣∣) , (2.33)
alors une itération de notre algorithme entre dans le paradigme de Weak-α-
MP avec une probabilité au moins 1− δ. Pour pouvoir quantifier la qualité
de la solution trouvée par l’algorithme MP-SA(K,m) par rapport à MP, il
suffit que cette condition soit vraie à chaque itération, d’où l’apparition de
la probabilité (1− δ)T qui vient terminer la preuve.
Echantillonnage des atomes et des coordonnées
Nous sommes maintenant en mesure de montrer les conditions suffisantes
pour que la procédure MP-SA sélectionne à chacune de ses itérations un
atome α-sous-optimal.
Théorème 2.2 Soit X un dictionnaire p-γ-cohérent de redondance structurelle β. Si ,
comme défini à l’Equation (2.25), est tel que pour chaque itération la condi-
tion de l’Equation (2.33) est vérifiée et si γ2 + β2 > 1 alors l’algorithme
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MP-SA sélectionne à chacune de ses T itérations un atome α-sous-optimal
avec une probabilité au moins égale à (1− δ)T
(











Démonstration. Ce théorème s’obtient simplement en notant que MP-SA
sélectionne un atome α-sous-optimal si, à chaque itération, un atome appar-
tenant au γ-voisinage de x∗ est présent dans le sous-dictionnaire considéré
et que c’est cet atome qui est sélectionné sur la base du produit scalaire
partiel.
Cette condition est bien sûr une condition dans le « pire » des cas et
elle conduit à une probabilité qui décroît rapidement quand le nombre d’ité-
rations augmente. Une analyse plus fine du processus aléatoire mis en jeu
ici permettrait sans doute d’obtenir un résultat théorique moins pessimiste.
Car en pratique, comme nous allons le voir dans la section suivante, MP-SA
permet dans de nombreux cas d’obtenir une approximation comparable à
celle obtenue par MP.
2.3 Applications numériques
Dans cette section, nous présentons les résultats de simulations numé-
riques réalisées dans le but de conforter notre approche. Dans une première
expérience, nous générons un dictionnaire aléatoire redondant et étudions
la qualité de l’approximation fournie par notre algorithme en évaluant la
décroissance de l’énergie du résidu en fonction du nombre d’itérations et du
temps. Nous comparons notre approche de Matching Pursuit avec sélections
aléatoires (MP-SA) avec la version standard de l’algorithme de Matching
Pursuit (MP). Nous utilisons ensuite dans une autre expérience un diction-
naire DCT afin de valider la capacité de l’approche (MP-SA) à retrouver de
façon exacte le support parcimonieux d’un signal. Enfin, une troisième ex-
périence montrera comment l’introduction de l’étape de sélection aléatoire
dans l’algorithme OMP permet d’accélérer le declipping d’un signal audio.
2.3.1 Données synthétiques
Dans les deux sous-sections qui suivent, nous utilisons des signaux de
longueur M = 128 et deux types de dictionnaires. D’un côté, nous géné-
rons un dictionnaire aléatoire X ∈ RM×K : les entrées de la matrice X sont
des variables aléatoires indépendantes et identiquement distribuées à partir
d’une distribution Gaussienne. La matrice est ensuite normalisée afin que
les atomes soient de norme l2 unitaire. D’un autre côté, on utilise des dic-
tionnaires DCT IV standards. Dans ce qui suit, le vecteur de coefficients
recherché w∗ est un vecteur aléatoire dont les K0 entrées non-nulles sont
des variables aléatoires Gaussiennes i.i.d.
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Décroissance de l’énergie du résidu
Dans cette expérience, on mesure la décroissance de l’énergie du résidu
‖r‖22 par rapport à l’énergie du signal ‖y‖22 en fonction des itérations de
l’algorithme et du temps passé par celui-ci dans l’étape de sélection. On
représente cette décroissance dans la Figure 2.3 et la Figure 2.4 en utilisant
une mesure proche du rapport signal-à-bruit





Nous comparons notre approche avec l’algorithme Matching Pursuit stan-
dard et une variante de notre approche avec sélection aléatoire que nous
appelons MP-S0. Dans cette variante, un sous-dictionnaire est extrait une
fois pour toute au début de l’algorithme (en sélectionnant aléatoirement
de manière uniforme un même ratio des lignes et des colonnes du dic-
tionnaire entier). La spécificité de cette version réside dans le fait que ce
sous-dictionnaire n’est pas renouvelé au cours des itérations. Une fois qu’un
atome a été sélectionné, nous effectuons les mêmes mises à jour que celles
proposées dans les Algorithmes 3 et 4 (i.e. nous utilisons toute l’information
contenue dans l’atome). La complexité de la phase de recherche du meilleur
atome de cette variante est strictement identique à celle obtenue par notre
procédure aléatoire MP-SA. Elle joue donc le rôle de version de référence
qui nous permet de démontrer l’utilité de renouveler le sous-dictionnaire
considéré à chaque itération.
Pour la procédure MP-SA, on note µ (resp. κ) le ratio m/M (resp.
k/K). Nous avons conduit des expériences en utilisant un large spectre
de configurations (µ,κ ∈ [0.2, 1.0]). De grandes valeurs de ces paramètres
impliquent une décroissance du résidu à chaque itération proche de celle
obtenue avec MP mais un faible gain en temps de calcul. De petites va-
leurs impliquent quant à elles une moindre décroissance par itération mais
un gain plus important sur le temps de calcul de chaque itération. Nous
reportons uniquement dans les Figures 2.3 et 2.4 les résultats pour les cas
où µ× κ = 0.36 et K = 512. Nous utilisons trois configurations de MP-SA,
toutes les trois possédant une complexité calculatoire du même ordre. La
première configuration tire parti de tous les atomes du dictionnaire mais
ne considère que 36% des coordonnées à chaque itération (m = 0.36×M).
La deuxième considère toutes les dimensions d’un sous-dictionnaire com-
posé de seulement k = 0.36×K atomes. Enfin, la dernière configuration
échantillonne le dictionnaire de la même manière sur les colonnes et sur
les lignes : µ = κ = 0.6. Pour chaque jeu de paramètres, on moyenne les
performances obtenues par les différents algorithmes sur une série de 20
répétitions.
Il est clair sur les courbes obtenues lors de ces expériences que la pro-
cédure MP-S0 devient rapidement incapable de faire décroître l’énergie du
résidu. Celle-ci atteint rapidement une asymptote, résultant en une approxi-
mation de qualité médiocre de la solution. Ce constat vient mettre en avant
l’échec de l’approche MP-S0 et, par conséquent, l’importance dans notre pro-
cédure de renouveler le sous-dictionnaire à chaque itération. Intuitivement,
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l’information contenue dans le sous-dictionnaire est rapidement consommée
jusqu’à manquer, résultant en une stabilisation de l’approximation autour
d’une solution peu convaincante : la projection sur le sous-espace engendré
par le sous-dictionnaire. Au contraire, avec une complexité calculatoire par
itération identique, MP-SA tire avantageusement parti du renouvellement
de l’échantillon extrait à chaque itération et ne souffre en aucun cas de ce
phénomène d’information limitée.
La Figure 2.3 expose les résultats des expériences menées avec une re-
présentation dont le support est de taille K0 = 32. Comme nous pouvons
le constater, avec MP-SA, l’énergie du résidu diminue moins rapidement au
cours des itérations qu’avec Matching Pursuit (Figure 2.3 haut). Ce com-
portement s’explique facilement par le fait que MP-SA ne sélectionne pas
toujours le meilleur atome (le plus corrélé, celui conduisant à la décroissance
du résidu la plus importante) au cours des itérations, alors que c’est précisé-
ment le but poursuivi par MP. Cependant, comme les itérations de MP-SA
nécessitent moins d’opérations que celles de MP, on peut remarquer que
l’énergie du résidu décroît plus vite dans le temps avec notre nouvelle pro-
cédure aléatoire (Figure 2.3 bas). On peut remarquer que les performances
obtenues par MP-SA sont meilleures que celles obtenues par MP quel que
soit le paramétrage utilisé. Cet avantage est ici encore plus marqué pour
des valeurs de µ et κ telles que µ = 1 et κ = 0.36, c’est-à-dire avec un
calcul complet des produits scalaires pour un sous-ensemble d’atomes. Sur
la figure, on peut noter qu’avec cette version de MP-SA une décroissance
de l’énergie du résidu de l’ordre de 120dB (‖r‖2 / ‖y‖2 = 10−6) est obtenue
plus de deux fois plus rapidement qu’avec MP. Cette amélioration constatée
est en accord avec le fait que l’on n’effectue que 36% des opérations effec-
tuées par MP à chaque itération. Notons enfin que cette version de MP-SA
correspond précisément à l’algorithme proposé par Moussallam et al. [2012].
Le comportement est quelque peu différent avec le paramétrage utilisé
pour générer la Figure 2.4. Ici, on se place dans le cas d’un support extrê-
mement réduit puisque l’on fixe à K0 = 2 le nombre de coefficients non-nuls
dans la représentation de y. Dans cette configuration, la version de MP-SA
usant de tous les atomes mais ne considérant que 36% des coordonnées à
chaque itération est la seule compétitive avec MP. Ici, seuls 2 atomes entrent
dans la représentation du signal et le prix à payer lorsque ces atomes ne sont
pas présents dans le sous-dictionnaire considéré à chaque itération est très
important. Dans le même temps, on se rend compte que 36% des coordon-
nées permettent de discriminer efficacement les bons atomes des mauvais
dans ce cas de figure. L’atome sélectionné par MP-SA est identique à celui
sélectionné par MP. Il en résulte une mise à jour identique à celle effectuée
par MP au cours des itérations (les courbes de décroissance du résidu sont
superposées) mais, ici encore, MP-SA atteint bien plus rapidement le même
niveau de performance que son rival. Ici, l’approche de Moussallam et al.
[2012] (µ = 1 et κ = 0.36) éprouve de grandes difficultés à faire décroître
l’énergie du résidu. Celle-ci semble, pour ce type de problème, trop sen-
sible à l’absence répétée dans le sous-dictionnaire d’un atome du support.
On observe le même type de comportement avec le dernier paramétrage
(µ = κ = 0.6). Les performances légèrement meilleures de cette dernière
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Figure 2.3 – Décroissance de l’énergie du résidu (dictionnaire aléatoire, K0 = 32).
version confortent l’hypothèse d’une hyper-sensibilité de la procédure MP-
SA, dans le cas d’un vecteur de coefficients extrêmement parcimonieux, à la
présence dans le sous-dictionnaire d’atomes du support.
Identification exacte du support
Dans cette section, nous évaluons la capacité de notre approche à re-
trouver le support d’un signal et la comparons à l’approche standard. Nous
nous intéressons seulement au problème de l’identification exacte d’un sup-
port parcimonieux et nous faisons encore l’hypothèse que le signal n’est pas
bruité : y = Xw. Le dictionnaire utilisé dans cette section est un diction-
naire DCT IV. En d’autre termes, chaque entrée de la matrice X ∈ RM×K















avant que chaque colonne soit normalisée. Afin de visualiser plus facile-
ment les conditions de la réussite de notre approche, nous représentons les
résultats sous la forme de diagrammes de transition de phase. Le critère
2.3. Applications numériques 43




















































Figure 2.4 – Décroissance de l’énergie du résidu (dictionnaire aléatoire, K0 = 2).
de performance que nous utilisons est la corrélation normalisée entre les
vecteurs de coefficients estimés et véritables. On considère que l’algorithme
retrouve de façon exacte le support si cette corrélation est au-dessus de
99%. Nous avons testé de nombreuses configurations et reporté les succès
obtenus en fonction de la redondance du dictionnaire δ = M/K et de la
parcimonie ρ = K0/M du vecteur recherché. Pour chaque couple (δ, ρ),
nous avons lancé l’expérience à 50 reprises en stoppant la procédure avant
d’insérer une (K0 + 1)ème valeur non nulle dans le vecteur de coefficients.
On représente la proportion de succès au cours des répétitions avec une
échelle de couleur allant du blanc (succès pour les 50 répétitions) au noir
(échec pour toutes les répétitions). Ici, nous ne cherchons pas à optimiser
le choix des paramètres pour la procédure MP-SA et choisissons le paramé-
trage médian µ = κ.
La Figure 2.5 montre les diagrammes de transition de phase pour plu-
sieurs valeurs de µ × κ. Premièrement, la différence est très légère entre
MP et MP-SA lorsque µ× κ = 0.81 (voir (a) et (b)) c’est-à-dire lorsque
le sous-dictionnaire considéré est encore assez proche du dictionnaire com-
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plet utilisé par MP. On peut noter que les différences apparaissent dans
le régime de dictionnaires très redondants. Ici, beaucoup d’atomes sont
quasiment identiques et un atome n’appartenant pas au support peut fa-
cilement prendre la place d’un atome du support dont il est très proche.
Notre approche semble souffrir un peu plus de ce phénomène que Matching
Pursuit à cause sans doute de l’utilisation du produit scalaire approché. Un
paramétrage plus fin de l’algorithme permettrait sans doute d’approcher
(voire d’égaler) les performances de MP.
La redondance du dictionnaire semble à nouveau être un paramètre cru-
cial dans le succès de notre procédure lorsqu’on fait décroitre le nombre de
lignes et de colonnes considérées (voir (c) et (d)). Une analyse théorique





































































(d) MP-S : µ× κ = 0.09
Figure 2.5 – Identification du support en fonction de la redondance du dictionnaire
et de la parcimonie du support pour différentes valeurs du produit µ× κ.
2.3.2 Données réelles : declipping d’un signal audio
Dans le but d’évaluer le comportement de notre approche sur des don-
nées réelles, nous avons implémenté l’étape de sélection aléatoire au sein
de l’algorithme OMP que nous avons utilisé dans le cadre d’un problème
de declipping d’un signal audio. Ce problème a pour but la reconstruction
des parties manquantes du spectre d’un signal audio qui a été écrêté. La
Figure 2.6 illustre un tel problème.
Nous nous sommes placés dans le cadre de l’expérience conduite sur un
signal de parole échantillonné à 8kHz proposée par Adler et al. [2012] en
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Clipping OMP OMP-S0.8 OMP-S0.6 d-OMP d-OMP-S0.8 d-OMP-S0.6
0.4 8.3 8.2 8.2 14.5 13.5 14.0
0.6 13.2 12.7 12.5 18.2 18.2 18.0
0.8 18.5 18.1 17.4 23.9 23.9 23.1
Temps (s) 293 238 193 321 264 220
Table 2.1 – Performance (SNR en dB) sur la tâche de declipping audio pour
plusieurs algorithmes (colonnes) et plusieurs niveaux d’écrêtage (lignes) : OMP,
declipping OMP (d-OMP) et leurs variantes avec sélections aléatoires (OMP-S∗,
d-OMP-S∗). Dernière ligne : temps de traitement moyen d’un signal.
utilisant le code fourni par les auteurs. Les conditions expérimentales ont
été reproduites à l’identique et nous comparons les résultats obtenus par la
version classique de l’algorithme OMP, la version d’OMP optimisée pour
la tâche de declipping proposée par les auteurs (d-OMP) et leurs variantes
avec sélections aléatoires. Nous utilisons pour ces dernières versions les
paramétrages µ = κ = 0.8 et µ = κ = 0.6.
La mesure classique du rapport signal à bruit (SNR) obtenu par les dif-
férentes méthodes est reportée dans le Tableau 2.1 conjointement au temps
de calcul mesuré. Ici, le temps de calcul présenté est le temps total de la
procédure (pas seuleument la phase de sélection). On observe par exemple
dans ce tableau que la version classique d-OMP met environ 20% de temps
en plus que sa variante d-OMP-S0.8 pour atteindre la même performance. En
général, on observe une diminution très légère (voire nulle) des performances
lors de l’utilisation des versions avec sélections aléatoires pour un temps de
calcul bien moins important. Cette expérience nous en dit plus sur certaines
propriétés intéressantes de la sélection aléatoire de sous-dictionnaires. La
méthode proposée :
1. peut être appliquée dans des problématiques faisant intervenir des
données réelles et bruitées ;
2. est utilisable avec toute sorte d’algorithme de poursuite (ici (d-)OMP) ;
3. permet un gain de temps notable même dans le cas d’un algorithme de











Figure 2.6 – Exemple d’un signal audio dans sa version d’origine (gris large),
écrêtée (noir) puis reconstruite (gris fin).
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Conclusion du chapitre
Dans ce chapitre, nous avons proposé Matching Pursuit avec Sélec-
tion Aléatoire (MP-SA), une stratégie d’échantillonnage aléatoire rapide
et efficace permettant d’accélérer l’étape de sélection d’un atome dans
l’algorithme Matching Pursuit. Notre procédure repose sur un double
échantillonnage aléatoire du dictionnaire à chaque itération afin de sé-
lectionner un atome (éventuellement sous-optimal). Elle conduit ainsi à
l’utilisation d’un sous-dictionnaire renouvelé à chaque itération. L’ensemble
des colonnes sélectionnées correspond à l’ensemble des atomes candidats à
être ajoutés dans la représentation du signal considéré. Cela signifie qu’au
lieu de passer en revue tous les atomes disponibles, nous restreignons la re-
cherche à un petit sous-ensemble d’atomes sélectionnés aléatoirement d’une
manière identique à Moussallam et al. [2012]. Nous étendons cette approche
avec une caractéristique supplémentaire : au lieu de calculer les corrélations
exactes entre les atomes sélectionnés et le résidu courant nous utilisons une
estimation de ces corrélations basée sur un sous-échantillonnage aléatoire
des coordonnées considérées dans l’opération.
Nous avons exposé des garanties théoriques de notre procédure. D’une
part, en définissant une nouvelle propriété quantifiant les similarités entre
les atomes d’un dictionnaire, nous avons pu mettre en avant la pertinence de
la sélection aléatoire de sous-dictionnaire à chaque itération. Contrairement
aux analyses classiques mettant en avant l’incohérence du dictionnaire, le
régime de prédilection de notre procédure est justement celui de diction-
naires relativement cohérents. D’autre part, nous avons montré en utilisant
notamment l’inégalité de concentration proposée par Serfling [1974] que
cette sélection aléatoire de coordonnées est théoriquement fondée. Comme
le montrent de nombreuses simulations réalisées, cette approche est efficace
en pratique puisqu’elle permet de maintenir une qualité de représentation
comparable à l’algorithme classique du Matching Pursuit tout en néces-
sitant un temps de calcul inférieur. Notre algorithme permet de plus une
paramétrisation fine du compromis entre la complexité de calcul et la pré-
cision désirées. Nous avons enfin vu que le choix de cette paramétrisation
peut être guidé notamment par les propriétés du dictionnaire et par un a
priori sur le taille du support recherché.
Une remarque d’importance sur notre travail réside dans le vaste champ
d’application de l’approche proposée ici. Bien que nous nous sommes foca-
lisés sur l’algorithme de Matching Pursuit dans ce chapitre, il est clair que
notre procédure s’applique à toute sorte d’algorithme de poursuite incluant
une phase de sélection basée sur le calcul de corrélations. Notre approche
soulève ensuite de nombreuses questions auxquelles nous espérons répondre
dans un futur proche.
Premièrement, nous avons présenté dans une section de ce chapitre une
analyse théorique de notre approche. Notre analyse s’attelle notamment
à quantifier l’approximation réalisée à chaque étape par notre procédure.
Celle-ci fait appel à la notion de p-γ-cohérence d’un dictionnaire et aussi à
des inégalités de concentrations issues de travaux de Serfling [Serfling 1974].
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Ces garanties ne reflètent malheureusement pas la qualité des résultats
obtenus en pratique. Ainsi, une première piste pourrait être d’améliorer la
précision des bornes présentées, notamment en utilisant des inégalités de
concentration matricielles (par exemple les travaux de Drineas et al. [2006]).
Nous espérons que l’étude des propriétés de notre procédure à un niveau
matriciel permette de nous passer de l’utilisation d’une borne de l’union
indispensable dans notre approche « atomique ». Ensuite, il serait utile
de remplacer cette même technique de preuve au niveau des itérations et
d’affiner l’analyse théorique de celles-ci, notamment les implications sur les
itérations à venir du choix d’un atome. Enfin, une analyse plus spécifique de
la capacité de notre procédure de sélection aléatoire à identifier le support
réel d’un signal pourrait être intéressante.
Ensuite, il apparaît bien évidemment la question des connexions entre
notre travail et les travaux utilisant des projections aléatoires dans le but de
réduire la taille des objets intervenant dans les calculs. La sélection aléatoire
de coordonnées des atomes du dictionnaire peut en effet être vue comme
une projection aléatoire sur un espace de plus petite dimension. Vue ainsi,
la stratégie de sélection aléatoire uniforme des coordonnées possède certai-
nement des propriétés (orthogonalité de l’espace de projection par exemple)
qui demandent à être éclaircies. Au-delà de ces simples propriétés, on est
amené à considérer les travaux de Needell et Tropp [2010] sur l’algorithme
CoSaMP, une version de Matching Pursuit basée sur une approche « com-
pressed sensing ». Ici encore, la différence principale réside dans le fait que
notre procédure renouvelle le sous-espace défini à partir du sous-échantillon
des coordonnées à chaque itération.
Des travaux futurs pourraient résider dans l’élaboration de bornes plus
strictes pouvant être utilisées au coeur de notre procédure pour guider le
choix des sous-échantillons à analyser. A la manière des poursuites dyna-
miques évoquées dans la thèse de Moussallam [2012] ou des screening tests
(articles de Xiang et al. [2011] et de Xiang et Ramadge [2012] par exemple), il
pourrait s’avérer très profitable d’identifier très tôt au cours des itérations les
atomes non pertinents afin de les exclure de la procédure d’échantillonnage.
Pour terminer, l’utilisation de notre algorithme sur des taches de grande
ampleur, par exemple en recherche d’information multimédia, apporterait
encore plus de crédit à notre travail.
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Nous nous sommes intéressés dans le chapitre précédent à la décompo-sition parcimonieuse d’un signal sur un dictionnaire redondant. Une
extension naturelle de cette problématique est la décomposition de plusieurs
signaux en utilisant le même dictionnaire. Celle-ci peut être effectuée de
façon indépendante en lançant un algorithme de représentation pour chacun
des signaux. Cependant, dans certaines situations que nous détaillons par
la suite, il peut être intéressant de ne pas traiter les signaux indépen-
damment les uns des autres et de préférer les représenter avec les mêmes
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Chapitre 3. Algorithmes gloutons régularisés pour la classification multi-classe avec codes
correcteurs : sélection de variables avec parcimonie structurée
atomes. Nous faisons référence à cette approche en utilisant les termes
représentation parcimonieuse simultanée. Dans ce chapitre, nous allons voir
comment l’application de cette technique populaire dans la communauté
du traitement du signal permet de s’attaquer conjointement aux probléma-
tiques de la classification multi-classes et de la sélection de variables. Nous
commençons ce chapitre en exposant le cadre dans lequel nous nous plaçons.
Classification multi-classes En classification multi-classe, on souhaite
associer à un exemple une classe (catégorie) choisie parmi un ensemble dis-
cret de cardinalité supérieure à deux. On travaille avec un ensemble d’ap-
prentissage Zn = {(xi, yi)}ni=1 où généralement xi ∈ RM et yi ∈ {1, . . . ,Q}.
Ce problème apparaît par exemple dans le cadre de la reconnaissance de
chiffres manuscrits (on considère alors les classes 0, . . . , 9) ou encore dans des
tâches d’indexation multimédia (classification de photographies par thème
ou encore identification du genre d’une chanson). Nous excluons de ce cadre
les problématiques de classification multi-labels où plusieurs classes sont
associées à une donnée (par exemple, la tâche d’identifier des objets dans
une photographie est un problème multi-labels qui sort du cadre d’étude
qui nous intéresse). La plupart des algorithmes destinés à la classification
binaire (Y = {−1,+1} ou Y = {0, 1}) sont extensibles au cadre de la clas-
sification multi-classes. Certains le sont naturellement (arbres de décisions,
k plus proches voisins), d’autres nécessitent quelques modifications afin de
prendre en considération les propriétés spécifiques de cette tâche [Multi-class
SVM de Weston et Watkins 1998]. Il existe de nombreux algorithmes (ou
extension d’algorithmes binaires existants) dédiés à la classification multi-
classes. Une autre manière classique de considérer un problème multi-classe
afin d’utiliser directement les versions binaires des classifieurs usuels est de
séparer la tâche en un ensemble de problèmes binaires. Plusieurs classifieurs
sont ainsi appris (un par sous-problème binaire) et la classe d’un exemple
est donnée en combinant les sorties de chacun. Les deux principales ap-
proches rencontrées dans cette méthode sont les approches un-contre-tous
et un-contre-un. Une généralisation de cette pratique en représentant les
classes par des « mots de code » a été proposée par Dietterich et Ghulum
[1995]. Ce travail étend celui de Sejnowski et Rosenberg [1987] et établit les
propriétés essentielles que doivent posséder les codes notamment en s’ins-
pirant des codes correcteurs d’erreurs issus de la théorie de l’information.
Ces codes sont dans un premier temps binaire jusqu’aux travaux de Allwein
et al. [2000] qui proposent une extension de cette méthode via l’utilisation
de codes ternaires. Nous reviendrons plus en détail sur les spécificités de
la classification multi-classe à l’aide de codes correcteurs d’erreurs dans la
suite de ce chapitre.
Sélection de variables La notion de sélection de variables prend tout
son sens lorsque la tâche de classification ne vise pas uniquement l’obtention
d’un bon classifieur (dans le sens d’un risque réel faible) mais considère
aussi la simplicité du modèle utilisé par le classifieur. A travers celle-ci à
améliorer l’interprétabilité du modèle, le temps de calcul nécessaire pour
classer une nouvelle donnée ou comme nous l’avons vu précédemment, les
propriétés de généralisation du classifieur. L’article de Guyon et Elisseeff
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[2003] propose une introduction détaillée sur le sujet. Pour illustrer les
buts recherchés par la sélection de variables, prenons le problème de la
classification de textes. Nous souhaitons identifier la catégorie à laquelle ap-
partient un article (sport, économie, science, etc) en analysant les mots qu’il
contient. La manière habituelle de procéder est de représenter chaque article
par un vecteur où chaque coefficient représente la fréquence d’apparition de
chaque mot dans l’article (en appliquant une normalisation appropriée) et
dont la longueur est la taille du dictionnaire utilisé. Une limitation évidente
d’une telle représentation est qu’elle conduit à des vecteurs dont la taille
est souvent de plusieurs milliers de mots (même après élagage des mots de
liaison non informatifs) alors que ces vecteurs sont bien souvent extrême-
ment creux. Lorsque le nombre d’articles à classer est important, la tâche
devient alors longue et fastidieuse. Pouvoir sélectionner un sous-ensemble
de mots pertinents pour mener à bien celle-ci dans un temps acceptable
revêt alors une importance capitale. Au-delà de cet aspect calculatoire, une
telle approche permet ensuite d’obtenir une représentation interprétable
de chaque article, sous forme d’une liste réduite de mots-clés. Nous avons
déjà vu dans les chapitres précédents qu’un moyen d’obtenir des modèles
de ce type était de contraindre le problème d’optimisation mis en jeu en y
ajoutant un terme de régularisation.
A première vue, il n’est pas aisé de faire le lien entre les algorithmes
régularisés présentés dans le chapitre précédent et les deux problématiques
évoquées ci-dessus. Pourtant, nous présentons dans ce chapitre une pro-
cédure très simple à mettre en œuvre afin de transposer les algorithmes
gloutons de représentation parcimonieuse au cadre de l’apprentissage
multi-classes. Notre travail n’est pas le seul à combiner représentation
parcimonieuse et codes correcteurs d’erreurs, par exemple Hsu et al. [2009]
proposent de résoudre une tâche de prédiction multi-labels en utilisant
conjointement du compressed sensing et des codes correcteurs.
La suite de ce chapitre se présente de la manière suivante. Dans la Sec-
tion 3.1 nous présentons l’utilisation des codes correcteurs dans le cadre de
l’apprentissage multi-classes et posons le problème de régression qui nous
intéresse. La Section 3.2 dresse un rapide état de l’art des algorithmes de
représentation parcimonieuse simultanée. Nous exposons dans la Section 3.3
notre approche, une version légèrement modifiée de l’algorithme OMP, pour
résoudre un problème de classification multi-classe tout en sélectionnant des
variables communes à toutes les classes. Nous présentons aussi dans cette
section les propriétés de cette approche et la confrontons à d’autres mé-
thodes « état de l’art ».

3.1. Régression linéaire régularisée pour l’apprentissage multi-classes 53
3.1 Régression linéaire régularisée pour l’appren-
tissage multi-classes
3.1.1 Apprentissage multi-classes et codes correcteurs d’erreurs
La classification multi-classe intervient lorsque les données xi auxquelles
nous nous intéressons peuvent appartenir à un nombre Q > 2 de classes :
yi ∈ {1, . . . ,Q}. Pour traiter ce type de problèmes, il existe deux grandes
approches dans la communauté.
La première consiste à séparer le problème multi-classes en plusieurs
sous-problèmes, chacun opposant uniquement deux classes ou bien deux
ensembles de classes, et à apprendre un classifieur binaire usuel pour chaque
sous-problème. Les deux stratégies les plus communes sont les stratégies
1. un-contre-tous (OAA pour one-against-all) : pour chaque classe, on
apprend un classifieur permettant de distinguer cette classe des autres ;
2. un-contre-un (OAO pour one-against-one) : un classifieur est appris
pour chaque paire de classes.
La résolution de chacun de ces problèmes fournit alors un ensemble de clas-
sifieurs (Q pour l’approche OAA et Q(Q− 1)/2 pour l’approche OAO). Il
ne reste ensuite plus qu’à combiner les règles de décision associées à ces
classifieurs pour classer une nouvelle donnée. Dans le cas OAA, si l’on note
wq le vecteur définissant l’hyperplan séparant la classe q des autres, une





c’est à dire la classe pour laquelle la donnée x est du bon côté de l’hyperplan
séparateur et le plus loin possible de celui-ci. Dans le cas OAO, on peut
procéder à un vote de majorité. On associe alors à une donnée la classe la
plus représentée parmi les sorties des Q(Q− 1)/2 classifieurs.
La deuxième stratégie consiste à étendre un algorithme initialement des-
tiné à la classification binaire. Cette extension est parfois triviale, comme
par exemple dans le cas des arbres de décision [par exemple l’algorithme
C4.5, Quinlan 1993] qui sont intrinsèquement des algorithmes de classifi-
cation multi-classes puisque chaque feuille peut être associée à une classe
différente. Elle peut aussi passer par la modification d’un problème d’op-
timisation associé initialement à une problématique binaire, on peut par
exemple penser au travail de Weston et Watkins [1998] pour les SVM.
Nous laissons de côté cette dernière approche pour nous intéresser aux
approches reposant sur la décomposition de la tâche en sous-problèmes.
Nous nous focalisons plus particulièrement dans ce chapitre sur l’utilisation
de codes correcteurs d’erreurs dans le cadre de l’apprentissage multi-classe.
Cette utilisation est largement présentée dans les travaux de Dietterich et
Ghulum [1995] et Allwein et al. [2000]. Les premiers proposent de représenter
chaque classe q ∈ {1, . . . ,Q} par un mot de code binaire cq ∈ {0, 1}L. Les
seconds étendent cette représentation en associant à chaque classe q un mot
de code ternaire cq ∈ {−1, 0,+1}L. Chaque bit du mot de code correspond
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à un problème binaire spécifique. De cette façon, un exemple appartenant
à la classe q sera considéré comme positif dans le problème t si le teme bit
de son mot de code est +1. Il sera considéré comme négatif si ce bit vaut
−1 et la valeur 0 indique de ne pas considérer l’exemple dans ce problème
binaire. L’utilisation de mots de codes permet donc une partition plus fine
des exemples que les stratégies OAA et OAO qu’ils généralisent. Ces mots
de code sont souvent regroupés dans une matrice appelée livre de codes.
Un exemple de livre de codes équivalent à l’approche un-contre-tous et un-
contre-un pour un problème à trois classes est présenté dans la Figure 3.1.
Ces livres de code peuvent être donnés a priori ou alors être construits en
fonction du jeu de données considéré. Nous orientons le lecteur intéressé
vers les travaux théoriques de Crammer et Singer [2002] sur la conception
de livres de code.
p1 p2 p3
c1 1 −1 −1
c2 −1 1 −1
c3 −1 −1 1
p1 p2 p3
c1 1 1 0
c2 −1 0 1
c3 0 −1 −1
Figure 3.1 – Exemple d’un livre de code un-contre-tous (gauche) et un-contre-un
(droite) pour un problème à trois classes. Chaque colonne de la matrice correspond
à un problème de classification binaire.
Dans l’exemple un-contre-tous ci-dessus, la première colonne de la matrice
notée p1 correspond au problème de trouver un classifieur séparant les don-
nées de la classe 1, considérées comme positives, de celles des classes 2 et 3,
considérées comme négatives. La deuxième colonne correspond au problème
de séparer la classe 2 des deux autres classes et ainsi de suite. On résout
alors chaque problème en utilisant n’importe quel algorithme d’apprentis-
sage binaire (SVM, Perceptron, régression linéaire, etc...) afin d’obtenir un
ensemble de L classifieurs. Pour un nouvel exemple xi, on calcule la sortie
de chacun de ces L classifieurs pour former le mot de code associé à cet
exemple. On attribue alors à l’exemple la classe possédant le code le plus
proche suivant une certaine distance (Hamming, `1, `2).
3.1.2 Notations et formulation du problème
Nous utilisons dans ce chapitre le formalisme suivant. Nous considé-
rons un échantillon d’apprentissage Zn = {(xi, yi)}ni=1 où xi ∈ RK et
yi ∈ {1, . . . ,Q} ainsi qu’un livre de code M ∈ RQ×L tel que chaque ligne
mq représente le code de la classe q,
mq ∈ RL, 1 ≤ q ≤ Q.
On forme ensuite la matrice X ∈ Rn×K dont chaque ligne représente un
exemple et la matrice C ∈ Rn×L contenant les codes des classes correspon-
dantes où chaque ligne ci est telle que
ci = myi .
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Nous nous intéressons au problème d’apprendre un ensemble de vecteurs
de coefficients {w1, . . . ,wL} tels que Xwj ≈ cj . Avec les notations intro-




Ω(W) est un terme de régularisation. A partir de cette formulation géné-
rale du problème, différentes fonctions de régularisation ont donné lieu aux
travaux suivants :
• Lorsque Ω(W) = ‖W‖1 on obtient la formulation Lasso [Tibshirani
1996].
• Lorsque Ω(W) = λ1 ‖W‖1 + λ2 ‖W‖2, on parle d’Elastic Net [Zou
et Hastie 2005].
• Lorsque Ω(W) = ‖W‖2 on est alors dans le cadre d’un problème de
régression aux moindres carrés régularisée autrement appelée Ridge
Regression [Hoerl et Kennard 1970].
Une fois obtenue la solution W∗ à ce problème, on attribue à un nouvel
exemple x la classe qˆ calculée selon
qˆ = argmin
q∈{1,...,Q}
‖xW∗ −mq‖22 . (3.2)
Remarque 3.1 Nous ne mentionnons dans ce chapitre que l’utilisation de la norme `2
pour attribuer une classe à un nouvel exemple. Cette utilisation est motivée
par la formulation « moindres carrés » dans (3.1) ayant justement pour but
de minimiser l’écart quadratique moyen sur l’ensemble d’apprentissage entre
les codes prédits et les codes réels associés aux exemples.
3.2 Représentations parcimonieuses simultanées
Reprenons le formalisme du chapitre précédent avec maintenant un
ensemble {yi}Li=1 de L signaux dans RM . Nous souhaitons décomposer ces
signaux sur un dictionnaireX ∈ RM×K en utilisant un ensemble, toujours le
plus petit possible, d’atomes communs à tous les signaux. Cette hypothèse
d’utiliser des atomes communs prend tout son sens par exemple lorsque les
signaux y1, . . . , yL sont des versions bruitées d’un signal de base y∗. Dans
ce cas de figure, le fait de coder les signaux simultanément permet de se
focaliser sur le support du signal y∗ en essayant de faire abstraction des
artefacts dûs au bruit. On peut par exemple penser au problème de débrui-
tage d’un électroencéphalogramme (EEG). En effet, de par leur processus
d’acquisition (électrodes posées sur le cuir chevelu), les signaux EEG sont
fortement bruités. Une manière de procéder pour nettoyer ces acquisitions
est typiquement de chercher une représentation de celles-ci utilisant des
atomes communs.
En notant Y = [y1 · · · yL] la matrice dont chaque colonne est un si-
gnal, on cherche alors une matrice de coefficients W, dont peu de lignes
comportent une valeur non-nulle, telle que XW ≈ Y. Nous utilisons les
notations WE,. (resp. W.,E) pour désigner les lignes (resp. colonnes) de la
matrice W indicées par l’ensemble E. Lorsque E ne possède qu’un élément,
nous notons wi (resp. wj) la i-ème ligne (resp. j-ème colonne) de la matrice
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W et wi,j l’élément se trouvant à l’intersection. Chaque colonne wj est ainsi
la représensation du signal yj sur le dictionnaire X :
Xwj ≈ yj .
On définit la pseudo-norme ‖W‖•,0 de la matrice W comme
‖W‖•,0 = card( {i ∈ {1, . . . ,K} | ∃j tel que wi,j 6= 0} ), (3.3)
cela correspond au nombre de lignes non nulles de la matrice. Avec ces
notations, le problème évoqué ci-dessus peut s’écrire
min
W∈RK×L
‖XW−Y‖2F t.q. ‖W‖•,0 ≤ T . (3.4)
Le problème (3.4) est difficile à résoudre. L’utilisation de la pseudo-
norme ‖·‖•,0 ne permet pas d’adopter une approche naïve séparant ce pro-
blème en L sous-problèmes et utilisant un algorithme de poursuite séparé-
ment sur chacun des signaux. En effet, la contrainte que les signaux soient
décomposés suivant des atomes communs impose un traitement joint des co-
lonnes de W. Cette fois-ci, les algorithmes de poursuite auxquels nous nous
intéressons doivent choisir un atome en prenant en considération toutes les
corrélations entre les atomes et les différents résidus. En notant Wt la ma-
trice de coefficients à l’itération t et Rt = XWt−Y la matrice des résidus,






Intuitivement, de faibles valeurs de p promeuvent la sélection d’un atome
généraliste, c’est-à-dire un atome corrélé à de nombreux signaux, même
si l’amplitude de ces corrélations est relativement faible. A l’inverse, des
valeurs plus élevées favorisent la sélection d’un atome dont l’amplitude des
corrélations est élevée, privilégiant ainsi un atome spécifique à un petit
groupe de signaux. Dans le cas présent, nous cherchons à coder les signaux
avec le même ensemble d’atomes et nous sommes donc intéressés par de
faibles valeurs de p. On trouve dans la littérature plusieurs versions de
cette étape de sélection portées par les travaux de Tropp et al. [2006]
(p = 1), Cotter et al. [2005] (p = 2) et les versions faibles de Leviatan
et Temlyakov [2006] (p = 2 et p = ∞). Enfin, on peut citer les travaux
de Chen et Huo [2006] qui montrent que pour p ≥ 1, OMP permet de
retrouver la décomposition la plus creuse.
3.3 OMP multi-signaux régularisé et parcimonie
groupée
3.3.1 Présentation du problème et travail relié
L’algorithme OMP (mono-signal) a déjà été utilisé pour faire de la sélec-
tion de variables [Tropp 2004, Zhang 2009]. Cette approche porte souvent
le nom de régression aux moindres carrés gloutonne. Nous nous intéressons
à une extension de celle-ci, la régression aux moindres carrés régularisée
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‖Xw− y‖22 + λ ‖w‖22 t.q. ‖w‖0 ≤ T . (3.6)
Le terme de régularisation supplémentaire λ ‖w‖2 renforce les contraintes
appliquées à w et donc restreint davantage la complexité de la représenta-
tion que l’on s’autorise.
A partir des équations (3.1), (3.4) et (3.6) nous proposons de formuler
le problème de la classification multi-classes avec codes correcteurs, sous la
contrainte de ne représenter les données qu’avec un petit nombre fixé de










F t.q. ‖W‖•,0 ≤ T . (3.7)
Cette formulation a déjà été étudiée par Naula et al. [2011] dans un cadre
un peu différent de celui que nous traitons. Ils proposent de résoudre ce
problème comme une poursuite multi-signaux dont l’atome sélectionné à
chaque itération minimise la moyenne des erreurs leave-one-out [Stone 1974]
de chaque wj . Ce critère de sélection est différent de ceux évoqués dans la
section précédente, basés uniquement sur l’étude des corrélations entre les
atomes et les résidus des différents signaux.
Nous proposons de résoudre le problème (3.7) grâce à une version
modifiée de l’algorithme OMP multi-canaux en intégrant le paramètre de
régularisation λ dans l’étape de sélection qui reste basée sur le calcul de
corrélations. Nous montrons que ce critère revient à sélectionner la direction
de descente restreinte à une ligne de la matrice W possédant la plus grande
pente. En cela, notre algorithme est un algorithme de descente de gradient
par coordonnée proche de celui proposé par Friedman et al. [2010].
3.3.2 Présentation et analyse de l’algorithme
Dans cette section, nous présentons et analysons les propriétés de l’al-
gorithme Greedy Block Coordinate Descent for Regularized Least Squares
(GBCD-RLS) que nous développons pour résoudre le problème (3.7). Le
pseudo-code de notre procédure est donné dans l’Algorithme 5. Dans un
premier temps, nous nous focalisons sur l’étape de sélection puis nous étu-
dions l’étape de mise à jour afin de montrer que l’algorithme ne sélectionne
jamais deux fois la même variable. Dans ce qui suit, nous faisons l’hypo-
thèse que les colonnes de la matriceX sont de norme `2 unitaire (
∥∥xj∥∥2 = 1).
Le critère de sélection que nous utilisons revient à identifier la direction
de plus grande pente du gradient lorsqu’on contraint W à ne varier que
d’une seule ligne par itération. En effet, le gradient de la fonction







pris en Wt est donné par
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Algorithme 5 : Greedy Block Coordinate Descent for Regularized
Least Squares (GBCD-RLS)
Entrée : X ∈ Rn×K ,Y ∈ Rn×L et T ,λ ≥ 0.
Sortie : Wt ∈ RK×L t.q. ∥∥Wt∥∥•,0 ≤ T .
Initialisation : W← 0, R0 ← Y, Λ0 ← ∅ et t← 0
tant que t ≤ T et Rt 6= 0 faire
Sélection :
S← X>Rt + λWt
j∗ ← argmaxj∈{1,...,K} ‖Sj‖2
Mise à jour :



















∈ RK×L | ‖D‖•,0 = 1 et ‖d‖2 = 1},
des directions de descente que nous considérons, la direction de descente de










En notant ∇ti,. la ième ligne du gradient, le problème précédent revient à











qui peut s’écrire en utilisant l’Equation (3.8)
j∗ = argmax
j∈{1,...,K}
∥∥∥X>j (XWt −Y) + λWtj∥∥∥2. (3.11)
Une fois cette coordonnée sélectionnée, elle est ajoutée à l’ensemble des
coordonnées déjà choisies : Λt+1 = Λt ∪ {j∗}. La mise à jour est alors le
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∥∥∥X.,Λt+1U−Y∥∥∥22 + 12λ ‖U‖22, (3.12)
oùWt+1Λt+1,. désigne l’ensemble des lignes deW
t+1 dont les indices sont conte-
nus dans l’ensemble Λt+1. La solution Wt+1Λt+1,. de ce problème de régression






où nous avons noté Gt+1 = (X.,Λt+1)>X.,Λt+1 la matrice de Gram du dic-
tionnaire X réduit aux colonnes dont les indices sont dans Λt+1 et où It+1
est la matrice identité de taille (t+ 1)× (t+ 1). Nous montrons maintenant
qu’une colonne de la matrice X (une variable) ne peut pas être sélectionnée
deux fois par notre algorithme.
Proposition 1. Supposons qu’à l’instant t, j∗ soit la solution de (3.11) c’est-à-dire que
j∗ = argmax
j∈{1,...,K}
∥∥∥X>j (XWt −Y) + λWtj∥∥∥2. (3.14)
Si j∗ ∈ Λt alors :
(a)
∥∥∥X>j∗(XWt −Y) + λWtj∗∥∥∥2 = 0 ;
(b) Wt est un minimum global du problème d’optimisation (3.6) avec∥∥Wt∥∥•,0 = t.
Démonstration. Notons que (b) est une conséquence de (a). En effet, si∥∥∥X>j∗(XWt −Y) + λWtj∗∥∥∥2 = 0,
alors, par définition de j∗ on a
∀j,
∥∥∥X>j (XWt −Y) + λWtj∥∥∥2 = 0,
c’est-à-dire
∇t = ∇Wf(Wt) = 0,
qui est une condition suffisante (et nécessaire) pour que Wt soit une solu-
tion du problème d’optimisation (3.6) dont la fonctionnelle est fortement
convexe. Il nous reste maintenant à montrer (a). Nous observons que
X>j∗(XWt −Y) + λWtj∗ = X>j∗(X.,ΛtWtΛt,. −Y) + λWtj∗
= X>j∗X.,ΛtWtΛt,. + λWtj∗ −X>j∗Y,
la première ligne venant du fait que les lignes deWt dont les indices ne sont
pas dans Λt sont nulles. Il apparaît ensuite que X>j∗X.,ΛtWtΛt,. + λWtj∗ et
X>j∗Y sont respectivement les j∗-ème entrées de (Gt + λIt)WtΛt,. et X>.,ΛtY.
On a donc par définition de WtΛt,. (voir Equation (3.13))































ce qui vient terminer la preuve.
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Algorithme 6 : GBCD-RLS-Cholesky
Entrée : X ∈ Rn×K ,Y ∈ Rn×L et T ,λ ≥ 0.
Sortie : Wt ∈ RK×L t.q. ∥∥Wt∥∥•,0 ≤ T .
Initialisation :
W0 ← 0, R0 ← C, Λ0 ← ∅, A← X>Y, L = √1+ λ et t← 0
tant que t ≤ T et Rt 6= 0 faire
Sélection :
S← X>Rt + λWt
j∗ ← argmax j ∈ {1, . . . ,K} ‖Sj‖2
Mise à jour :
si t > 1 alors












Λt+1 ← Λt ∪ {j∗}












)−1X>.,Λt+1Y, coûte O(t3) opération à chaque ité-
ration ce qui représente un coût global de O(T 4) pour la procédure totale.
L’utilisation d’une décomposition incrémentale de Cholesky comme celle
présentée dans le travail de Rubinstein et al. [2008] permet de contenir la
complexité de la procédure en O(T 3) tout en améliorant la stabilité numé-
rique de la procédure. La subtilité repose sur le fait que la matrice semi-
définie positive Gt+1+ λIt+1 est mise à jour à chaque itération en ajoutant
seulement une ligne et une colonne. Sa factorisation de Cholesky peut alors
être obtenue à partir de celle de Gt + λIt et ne requiert que la résolution
d’un système linéaire de taille t. En effet, il est établi qu’à partir de la facto-
















, u = L˜−1v.
L’Algorithme 6 détaille une implémentation de la procédure présentée dans
la section précédente en utilisant la propriété ci-dessus.
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3.3.4 Remarques et extensions
Dans les algorithmes présentés, nous faisons l’hypothèse que les co-
lonnes de la matrice X sont de norme `2 unitaire. Cela est rarement le
cas en pratique. Pour pallier ce problème, il est donc nécessaire d’ajouter
une étape de normalisation au préalable. Cependant, cette normalisation
dépend fortement de l’échantillon d’apprentissage considéré, ce qui va à
l’encontre de notre but qui est de pouvoir prédire les étiquettes de nou-
veaux exemples pas encore observés. Il convient donc d’ajouter également
une « dé-normalisation » de notre vecteur de coefficients à la fin de l’algo-
rithme. Nous résolvons donc le problème avec une version normalisée de la









Nous obtenons de cette façon la matrice de coefficients W˜ telle que
X˜W˜ ≈ Y. Par identification, nous pouvons voir que la matrice de coeffi-
cients que nous recherchons est donc W = NW˜.
Au-délà de cette remarque, nous souhaitons discuter de deux extensions
de notre approche. La première fait écho aux travaux de Yuan et Lin [2006]
(Group Lasso) sur la sélection groupée de variables. Considérons la partition
G = {g1, . . . , gp} des lignes de W où chaque gi est un sous-ensemble d’in-
dices pris parmi {1, . . . ,K}. Le problème de sélectionner un petit nombre










F t.q. ‖W‖G,0 ≤ T , (3.15)
où
‖W‖G,0 = card( {g ∈ G | ∃ k ∈ g,∃j ∈ {1, . . . ,L} tel que wk,j 6= 0} ).
(3.16)
Ce problème peut alors être traité par l’algorithme que nous avons présenté
moyennant une petite modification au niveau de l’étape de sélection qui
revient alors à sélectionner le groupe g∗ tel que
g∗ = argmax
g∈G
∥∥∥X>g,.(XWt −Y) + λWtg,.∥∥∥2. (3.17)
Les coordonnées indexées par les éléments de g∗ sont ensuite ajoutées aux
coordonnées déjà choisies, Λt+1 = Λt ∪ g∗, et l’étape de mise à jour demeure
inchangée.
La deuxième extension que nous souhaitons aborder est celle de sélection-
ner des variables communes à des sous-ensembles de signaux avec un bud-
get commun à ces sous-ensembles. Pour motiver cette approche, reprenons
l’exemple des signaux EEG. Imaginons que nous souhaitons obtenir une
représentation parcimonieuse d’un certain nombre de signaux issus de plu-
sieurs tâches (reconnaître une image familière, reconnaître un son familier,
etc) avec un ensemble commun d’atomes. Chaque tâche donne lieu à plu-
sieurs acquisitions et ainsi nous nous retrouvons avec un ensemble de signaux
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que nous pouvons regrouper par tâche. On peut aussi penser à une unique
tâche effectuée par plusieurs patients pour laquelle on peut alors regrouper
les signaux par patient. Dans les deux cas, il peut être intéressant de ne re-
chercher les variables pertinentes qu’à travers ces sous-ensemble de signaux.
Ici encore, on peut traiter ce cas de figure avec une légère modification de
notre algorithme. Considérons la partition G = {g1, . . . , gp} des colonnes de
W où chaque gi est un sous-ensemble d’indices pris parmi {1, . . . ,L}. On
cherche alors à chaque itération la variable j∗ et le groupe g∗ tels que
(j∗, g∗) = argmax
j∈{1,...,K}, g∈G









désigne la jème ligne du gradient restreinte au groupe (tâche ou patient) g.
On met alors à jour l’ensemble des variables sélectionnées pour ce groupe
par Λt+1g∗ = Λtg∗ ∪ {j∗} et les entrées de W correpondantes. On répète cette
procédure tant que card(Λg1) + . . .+ card(Λgp) ≤ T où T est le budget
commun défini au préalable.
3.4 Applications
Avant de commencer, nous introduisons quelques mesures d’erreur com-
munes en recherche d’information. Pour un classifieur h, le rappel pour la
classe i mesure le nombre d’exemples de cette classe ayant été correctement
identifiés parmi tous les exemples de la classe i d’un échantillon Zn
rappeli(h) =
card({(x, y) ∈ Zn |h(x) = i et y = i})
card({(x, y) ∈ Zn | y = i})
. (3.20)
Le rappel du classifieur h est simplement la moyenne des rappels de ce







La précision de h pour la classe i mesure le nombre de documents appar-
tenant réellement à cette classe parmi tous les documents ayant été prédits
comme appartenant à celle-ci
precisioni(h) =
card({(x, y) ∈ Zn |h(x) = i et y = i})
card({(x, y) ∈ Zn |h(x) = i})
. (3.22)
De manière identique au rappel, la précision du classifieur h est la moyenne







Enfin, la dernière mesure d’erreur que nous souhaitons présenter est la f1-
mesure qui combine les deux mesures ci-dessus de la façon suivante
f1-mesure = 2 · précision · rappelprécision+ rappel . (3.24)
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Figure 3.2 – Gauche : f1-mesure en fonction du nombre de variables sélectionnées ;
Droite : ratio moyen de la somme des coefficients associés aux deux premières
variables sur la somme totale des coefficients.
3.4.1 Problèmes jouets
Nous commençons cette section par un jeu de données jouet afin de
mettre en avant les capacités de notre algorithme à identifier des variables
clés. Nous générons des données dans R1024 pour lesquelles seules les 2 pre-
mières dimensions sont pertinentes. Nous assignons à un exemple x la classe
donnée par le Tableau 3.1. Le livre de codes que nous utilisons est le livre de
x1 ≥ 0 x1 < 0
x2 ≥ 0 0 1
x2 < 0 2 3
Table 3.1 – Tableau d’assignation des classes.
code un-contre-tous présenté dans la première section de ce chapitre. Nous
reportons dans la Figure 3.2 les résultats obtenus par notre algorithme en
apprenant sur 1000 données et en testant sur 1000 autres données n’ayant
pas été utilisées pour l’apprentissage. Pour cette expérience, la valeur du pa-
ramètre λ ne semblant pas déterminante elle a été arbitrairement fixée à 0.1.
On peut voir dans la courbe de gauche de la Figure 3.2 que les performances
du classifieur appris augmentent jusqu’à avoir sélectionné deux variables puis
diminuent au fur et à mesure que l’on ajoute d’autres variables. La courbe
de droite représente la contribution des coefficients associés aux deux pre-
mières coordonnées par rapport à la somme des coefficients de W. On voit
clairement que les deux coordonnées pertinentes sont sélectionnées aux deux
premières itérations de l’algorithme. Ensuite les nouvelles variables ajoutées
viennent bruiter la solution optimale obtenue en ne sélectionnant que ces
deux premières coordonnées. Ces résultats montrent que notre algorithme
glouton sélectionne les bonnes variables dans le cas où les données ne sont
pas bruitées. Nous allons voir dans l’expérience suivante que pour des don-
nées réelles, la paramètre λ joue parfaitement son rôle de régularisation de
la solution.
3.4.2 20 Newsgroups
Nous reportons les expériences menées sur le jeux de données 20 News-
groups [Lang 1995]. Ce jeu de données contient environ 20000 documents
issus de newsgroups répartis à peu près équitablement entre 20 catégories.
Nous cherchons à savoir i) si notre approche est valide pour résoudre ce
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problème de classification en identifiant un sous-ensemble de mots com-
muns à plusieurs classes permettant de les discriminer et ii) comment elle se
comporte vis-à-vis d’algorithmes de référence en classification multi-classes.
Nous comparons une implémentation de notre algorithme dans le langage
Python à d’autres approches implémentées dans le module Scikit-Learn [Pe-
dregosa et al. 2011]. Nous utilisons pour la comparaison le protocole éta-
bli dans la documentation du module dont les détails peuvent être trou-
vés ici : http://scikit-learn.org/stable/auto_examples/document_
classification_20newsgroups.html. Les données sont représentées sous
forme d’une matrice TF-IDF (de l’anglais Term Frequency - Inverse Docu-
ment Frequency). Pour un ensemble de documents C = {d1, . . . , dn} appelé
corpus et un ensemble de termes {t1, . . . , tk}, TFi,j mesure le nombre d’oc-
currences du terme ti dans le document dj
TFi,j = card({t ∈ dj | t = ti}). (3.25)




card({d ∈ C | ti ∈ d})
)
. (3.26)
La matrice TF-IDF est alors définie comme
TF-IDFi,j = TFi,j · IDFi. (3.27)
Le schéma TF-IDF vise ainsi à donner un poids plus important aux termes
les moins fréquents dans le corpus. Une partie des exemples est laissée de
côté au cours du processus d’apprentissage et permet d’évaluer les perfor-
mances des différents algorithmes mis en jeu. Dans le reste de cette section,
les codes utilisés sont ceux de l’approche un-contre-tous.
Nous reportons dans la Figure 3.3 les résultats obtenus par notre al-
gorithme sur l’échantillon d’apprentissage et sur l’échantillon de test pour
plusieurs valeurs de λ. On voit dans un premier temps que plus les valeurs
de λ augmentent et plus les performances sur l’échantillon d’apprentissage
se détériorent. Au contraire, sur l’échantillon de test, les performances aug-
mentent avec λ avant de diminuer ensuite quand les valeurs du terme de ré-
gularisation deviennent trop importantes. On peut donc noter que l’ajout du
second terme de régularisation sur la matrice de coefficients permet d’amé-
liorer les performances de classification.
Nous reportons ensuite dans le Tableau 3.2 les performances de notre al-
gorithme avec les performances d’algorithmes état de l’art dans le domaine
de la classification multi-classe. Ces algorithmes utilisent également l’ap-
proche un-contre-tous. Nous reportons les performances, le temps de calcul
nécessaire à l’apprentissage et aussi le nombre de variables pertinentes sélec-
tionnées. Nous commençons par remarquer que le temps de calcul n’est pas
à l’avantage de notre approche qui est à peine plus rapide que l’approche
moindres carrés régularisée classique tandis que les autres algorithmes testés
sont bien plus rapides. Il faut cependant nuancer ce constat par le fait que
notre implémentation en Python n’est pas optimale, une grande partie du
temps de calcul provenant notamment des accès mémoires. Une comparaison
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Figure 3.3 – Evolution de la f1-mesure sur l’échantillon d’apprentissage et sur
l’échantillon de test en fonction de λ.
Algorithme f1-mesure Temps (s) # Variables
Ridge Regression 0,858 386, 8 55946
GBCD-RLS 0, 813 381, 4 2000
Perceptron 0, 803 5, 6 42674
Passive-Agressive 0, 850 6.2 55707
SVM-`1 0.828 7, 6 4457
SVM-`2 0, 856 9, 53 56122
SGDC-`1 0.793 13, 1 2437
SGDC-`2 0.854 5,0 55926
SGDC-Elastic Net 0.802 13, 7 3367
Table 3.2 – Résultats obtenus pour plusieurs algorithmes.
des algorithmes en terme de nombre d’opérations effectuées apporterait sans
doute un complément d’information permettant de mieux cerner le temps de
calcul réel que nécessite notre approche. Concernant la sélection de variables,
nous avons limité l’algorithmeGBCD-RLS à n’utiliser que 2000 d’entre elles.
Ainsi, notre approche permet d’obtenir le classifieur le plus parcimonieux du
classement. Les algorithmes incluant une pénalisation `1 sont très proches
en terme de parcimonie alors que les procédures à base de régularisation `2
produisent des classifieurs considérant quasiment toutes les variables dispo-
nibles. Cependant, en terme de performances de classification que nous me-
surons grâce à la f1-mesure, ces dernières possèdent les meilleurs résultats.
On peut toutefois noter que notre approche se comporte plutôt bien dans
une tâche qui ne semble pas favoriser la sélection de variables. Notre algo-
rithme réalise des performances souvent meilleures que les approches `1 tout
en sélectionnant moins de variables. Par exemple, la comparaison avec l’ap-
proche basée sur une descente de gradient stochastique d’un problème avec
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une régularisation elastic-net (SGDC-Elastic Net) montre qu’avec moins de
variables (2000 contre 3367) nous réussissons à obtenir de meilleurs résul-
tats en f1-mesure (0,813 contre 0,802). Un constat plus général concerne le
fait qu’il semble difficile de trouver des mots discriminants pour toutes les
classes considérées. Une version alternative de notre algorithme cherchant
des mots communs à des sous-ensembles de classes, comme évoquée dans la
section précédente, obtiendrait peut-être de meilleurs résultats.
3.5 Conclusion
Dans ce chapitre nous avons présenté un nouvel algorithme glouton pour
résoudre le problème de la régression aux moindres carrés régularisée et
donné une implémentation efficace de celui-ci. Cet algorithme est exprimé
dans un cadre général, celui de la représentation parcimonieuse simultanée
de signaux. Nous avons ensuite montré comment appliquer ce dernier pour
résoudre un problème de classification multi-classes via l’utilisation de codes
correcteurs d’erreurs.
Notre algorithme est très proche d’algorithmes déjà existants, notam-
ment des travaux de Naula et al. [2011]. La différence majeure réside dans
le fait que notre procédure utilise à chaque itération la direction de plus
forte pente, restreinte à une ligne, du gradient de la fonction objectif. Ce
choix nous permet de démontrer que notre algorithme ne peut sélectionner
deux fois la même variable, à moins d’avoir atteint le vecteur de coefficients
optimal. Nous avons enfin proposé une implémentation efficace de ce der-
nier, permettant de gagner un ordre de grandeur sur la complexité de calcul
par rapport à une implémentation naïve.
Grâce à l’utilisation de codes correcteurs d’erreurs, nous avons montré
sur un problème jouet non bruité de classification multi-classes que notre
approche est pertinente pour identifier des variables singulières. Sur des
données réelles de grande dimension, nous avons constaté que ses perfor-
mances sont proches de l’état de l’art.
Les perspectives de ce travail sont nombreuses. La première a déjà été
mentionnée dans ce chapitre et concerne la sélection d’atomes communs à
des sous-ensembles de signaux. Cela permettrait alors de s’attaquer à des
problématiques pour lesquelles l’a priori d’atomes communs à tous les si-
gnaux considérés n’est pas vérifiée. Ensuite, nous avons vu qu’une limitation
de l’application de notre algorithme à des problèmes multi-classes de grande
taille est le temps de calcul nécessaire par rapport aux approches de réfé-
rence dans ce domaine. L’utilisation de sous-dictionnaires aléatoires, comme
proposée au chapitre précédent, semble être une piste intéressante à explo-
rer pour diminuer ce temps de calcul. Enfin, travailler avec d’autres types
de codes et / ou d’autres distances (Hamming, `1) au moment d’associer
une classe à un code estimé amènerait sans doute à considérer de nouvelles
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Les problèmes de classification ou de régression étant déjà fort bien étu-
diés, la communauté de l’apprentissage automatique se tourne de plus en
plus vers des problèmes plus riches. Parmi ces problèmes, un en particulier
a motivé le travail présenté dans ce chapitre. Il s’agit du problème d’ordon-
nancement qui a pour but d’apprendre une fonction capable de prédire un
ordre précis sur des objets en se basant sur les informations pertinentes les
concernant. La résolution de tels problèmes implique généralement l’utili-
sation d’une fonction de coût (ou fonction de perte) différente de la perte
0-1 de mauvaise classification comme, par exemple, la perte 0-1 de mauvais
ordonnancement [Clémençon et al. 2008] qui permet de compter le nombre
de paires discordantes ou alors une perte surrogée. 1 Pour deux couples (x, y)
et (x′, y′) appartenant à l’espace Z := X ×Y (où par exemple, X = Rd et
Y = R) la perte de mauvais ordonnancement `ord et une perte convexe `sur
1. Ce terme est une francisation du terme anglais « surrogate » utilisée par la commu-
nauté de l’apprentissage automatique. Le terme correct serait plutôt « subrogée ».
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peuvent être définies pour une fonction de score f ∈ YX comme les fonctions
suivantes :
`ord(f , (x, y), (x′, y′)) := 1[(y−y′)(f (x)−f (x′))<0] (4.1)
`sur(f , (x, y), (x′, y′)) := [1− (y− y′)(f(x)− f(x′))]2 (4.2)
Etant données de telles fonctions de perte ou, plus généralement, une
fonction de perte ` : YX ×Z ×Z → R, et un échantillon d’apprentissage
Zn = {(xi, yi)}ni=1 composé de copies indépendantes d’une variable aléatoire
Z := (X,Y ) distribuée selon une distribution de probabilité D, la tâche
d’apprentissage d’une fonction f ∈ YX est telle que l’espérance du risque
(ou erreur de généralisation) de la fonction f basé sur la perte `, notée R`(f)
et définie par
R`(f) := EZ,Z′∼D [`(f ,Z,Z ′)] = EZ,Z′∼D [`(f , (X,Y ), (X ′,Y ′))]
soit la plus petite possible. En pratique, cela se traduit par la minimisation
d’une estimation empirique Rˆ`(f ,Zn) de l’erreur de généralisation R`(f)
sur l’échantillon Zn. On appelle Rˆ`(f ,Zn) l’erreur empirique de la fonction






`(f , (xi, yi), (xj , yj)), (4.3)
qui se trouve être une U-statistique [Hoeffding 1948, Clémençon et al. 2008].
Une question importante est de caractériser précisément la façon dont
l’erreur d’ordonnancement empirique Rˆ`(f ,Zn) est reliée à l’erreur réelle
R`(f) et, plus spécifiquement, on aimerait pouvoir majorer R`(f) par un
majorant exprimé en terme de Rˆ`(f ,Zn) et d’autres quantités comme une
mesure de la capacité de la classe de fonctions à laquelle f appartient et
la taille n de Zn – en d’autres mots, on aimerait dériver des bornes de
généralisation [Boucheron et al. 2005]. Des outils majeurs pour l’obtention
de telles bornes sont les inégalités de concentration, lesquelles prédisent
avec quelle probabilité une fonction de plusieurs variables indépendantes
est amenée à prendre des valeurs éloignées de son espérance ; bien sûr,
plus l’inégalité de concentration est précise et plus la caractérisation de la
relation entre l’estimation empirique et l’espérance de la fonction étudiée
le sera. Il est donc très important d’avoir en notre possession des inégalités
de concentration très précises ; il est également important que ces inégalités
reposent autant que possible sur des quantités qui peuvent être mesurées à
partir de Zn.
Dans ce chapitre, nous proposons de nouvelles inégalités empiriques
de type Bernstein pour les U-statistiques. Comme l’indique leur nom (i)
nos résultats sont des inégalités de type Bernstein et donc utilisent l’in-
formation obtenue sur la variance des variables considérées, (ii) au lieu
d’être des inégalités mettant en jeu une certaine connaissance à propos de
cette variance (qui est rarement disponible pour de réelles problématiques),
elles ne reposent que sur des quantités empiriques et (iii) elles s’appliquent
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aux U-statistiques. Nos nouvelles inégalités, dont l’obtention repose sur
des arguments simples, généralisent celles obtenues dans Audibert et al.
[2007] et dans Maurer et Pontil [2009], lesquelles fournissent également les
points (i) et (ii) (mais pas (iii)). A notre connaissance, ce sont les premiers
résultats pour lesquels les points (i), (ii) et (iii) sont tous vérifiés. Ainsi, ces
nouvelles inégalités donnent lieu à certaines applications, liées aux tâches
d’ordonnancement, que nous allons décrire dans le paragraphe suivant.
Les applications que nous allons présenter ne sont que quelques possibili-
tés qui nous sont offertes par les résultats présentés. La première application
que nous évoquerons sera l’établissemment de bornes impliquant la taille
de l’échantillon de test dans le cadre d’une tâche d’ordonnancement bi-
partite. Ces bornes interviennent, par exemple, dans le but de sélectionner
un modèle f appris sur une certaine proportion de l’ensemble Zn réservée
à l’apprentissage et testé sur le reste des exemples non sélectionnés. On
s’intéresse alors à la taille de l’intervalle de confiance associé à l’estimation
de l’erreur de généralistaion de f en fonction de la taille de l’échantillon
de test. La seconde application sera liée à la notion d’ordonnancement en
ligne. Cette notion signifie que les exemples contenus dans Zn apparaissent
au fur et à mesure et donnent lieu à l’apprentissage de n modèles de la
façon suivante : le modèle fi−1 est mis à jour lors de l’arrivée de l’exemple
Zi et donne lieu à l’émergence du modèle fi, lui même utilisé avec l’exemple
Zi+1 et ainsi de suite. La question est alors de savoir comment utiliser au
mieux tous les modèles appris.
Le travail présenté ici a fait l’objet d’une publication [Peel et al. 2010]
lors de la conférence NIPS 2010.
Le chapitre est organisé comme suit. La section 4.1 commence par l’in-
troduction des notations utilisées tout au long du chapitre et rappelle briè-
vement les bases concernant aussi bien les U-statistiques que les inégalités
de concentration déjà existantes sur lesquelles sont basés nos résultats. Nos
inégalités empiriques de type Bernstein sont présentées dans la section 4.2
alors que nous montrons dans la section 4.3 un moyen efficace de calculer
la variance empirique quand les U-statistiques considérées sont basées sur
la perte de mauvais ordonnancement `ord de l’équation (4.1). La section 4.4
fournit deux exemples applicatifs pour les résultats théoriques présentés. La
première partie 4.4.1 présente une utilisation des inégalités empiriques pour
l’établissement de bornes d’erreur de généralisation en fonction de la taille
de l’échantillon sur lequel une fonction d’ordonnancement f a été testée. La
deuxième 4.4.2 présente quant à elle une application pour la sélection de
modèle dans le cadre de l’ordonnancement en ligne (algorithmes de course)
ainsi qu’une partie plus algorithmique permettant d’optimiser le temps de





Nous commençons par introduire quelques notations que nous allons
utiliser dans la suite de ce chapitre. La variable Z est une variable aléatoire
distribuée selon une distribution de probabilité D qui prend ses valeurs dans
l’espace Z := X ×Y. Pour un entier n > 1 donné, les variables Z ′,Z1, . . . ,Zn
sont des copies indépendantes de Z et nous considérerons les ensembles
Zn := {Zi = (xi, yi)}ni=1 et Zp:q := {Zi}qi=p .
Pour un entier m tel que 0 ≤ m ≤ n, nous notons Pm,n l’ensemble de m
éléments pris parmi n défini par
Pm,n := {(i1, . . . , im) : 1 ≤ i1 6= . . . 6= im ≤ n} .
Il est évident que la taille de l’ensemble Pm,n est |Pm,n| = m!(nm). Nous
introduisons également l’ensemble Cm,n des combinaisons de m éléments
pris parmi n tel que
Cm,n := {(i1, . . . , im) : 1 ≤ i1 < . . . < im ≤ n} .
On peut aisément remarquer que la taille de Cm,n est |Cm,n| = 1m! |Pm,n| =
(nm). Enfin, une fonction q : Zm → R est dite symétrique si la valeur de
q(Zm) = q(Z1, . . . ,Zm) est indépendante de l’ordre des Zi dans Zm. Avant
d’évoquer quelques notions sur les U-statistiques, on rappelle un résultat de
base en théorie des probabilités connu sous le nom de « borne de l’union » :
Proposition 4.1 (Borne de l’union) Soit A1, . . . ,An des évènements, alors
P [A1 ∪ . . .∪An] ≤ P [A1] + . . .+P [An] .
4.1.2 U-statistique
Définition 4.1 (U-statistique [Hoeffding 1948]) Soit q : Zm → R une fonction mesu-






q(Zi1 , . . . ,Zim) (4.4)
est une U-statistique d’ordre m et de noyau q. De plus, si le noyau q est







q(Zi1 , . . . ,Zim). (4.5)







`(f , (xi, yi), (xj , yj)),
est une U-statistique d’ordre 2. En effet, c’est une estimation qui repose sur
les valeurs de `(f ,Z,Z ′) pour tous les couples (Z,Z ′) que l’on peut former
avec les éléments de Zn.
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Remarque 4.1 Il est facile de voir que









est un estimateur sans biais de EZm [q(Zm)] basé sur
Zn possédant la plus petite variance [Hoeffding 1948].
Remarque 4.2 Les deux spécificités des U-statistiques nécessitant une attention toute par-
ticulière sont les suivantes : (i) elles sont des sommes de variables aléatoires
identiquement distribuées mais dépendantes entre elles ce qui implique l’uti-
lisation d’outils spécifiques permettant de traiter ces dépendances afin de
pouvoir caractériser la déviation de Uˆq(Zn) par rapport à EZm [q(Zm)], et
(ii) d’un point de vue algorithmique la complexité de calcul de ces sommes
peut être très élevée puisqu’elle varie en O(nm). A ce sujet, en Section 4.3,
nous proposons une approche permettant de réduire de façon significative la
complexité de calcul de la U-statistique dans le cas particulier de l’ordon-
nancement bipartite.
4.1.3 Inégalités de concentration pour les U-statistiques
Nous pouvons maintenant rappeler trois inégalités de concentration
(Equations (4.6), (4.7), (4.8)), concernant les U-statistiques possédant un
noyau q symétrique et borné. Ces inégalités utilisent en général de façon
explicite le fait que q ∈ [qmin; qmax]. Cependant et afin de simplifier la
lecture, nous considérerons sans perte de généralité que q prend ses valeurs
dans l’intervalle [0, 1]. Une façon simple de retrouver les résultats proposés
à partir d’une fonction q dont on sait seulement qu’elle est bornée est de
considérer (q/ ‖q‖∞ + 1)/2.
Une quantité importante qui apparaît dans les inégalités (4.6) and (4.7)
ci-dessous est bn/mc. Cette quantité, la partie entière du ratio n/m, peut
être vue comme le nombre effectif de données disponibles une fois traitées
les dépendances entre m-uplets. Toujours dans l’optique de rendre la lecture
de ces inégalités plus aisée, nous allons émettre l’hypothèse que n est un
multiple de m, ce qui nous permet alors d’avoir bn/mc = (n/m).
Le premier théorème que nous rappelons est dû à Hoeffding. Il a prouvé
les résultats suivants concernant la déviation de Uˆq(Zn) par rapport à
EZm [q(Zm)],
Théorème 4.1 (Inégalité de concentration du premier ordre pour Uˆq, [Hoeffding
1963]) Soit Zn un échantillon de variables aléatoires indépendantes et q ∈
[0, 1] un noyau symétrique d’ordre m. Alors, ∀ε > 0
PZn
[∣∣∣EZm [q(Zm)]− Uˆq(Zn)∣∣∣ ≥ ε] ≤ 2 exp (−(n/m)ε2) .
Il s’ensuit que ∀δ ∈ (0, 1], avec une probabilité au moins 1− δ sur la réali-










Afin de passer de la version exponentielle de l’inégalité de concentration
à la version bornée présentée dans l’équation (4.6), il suffit d’utiliser le
très utile lemme de renversement d’inégalité (Lemme 1.1) présenté dans le
premier chapitre de ce manuscrit et rappelé à la section 4.2. Ce lemme est
de nouveau utilisé dans les deux bornes données ci-dessous.
Hoeffding [1963] et, plus tard, [Arcones 1995] ont raffiné le résultat
précédent sous la forme d’inégalités de type Bernstein (faisant apparaître
un moment du second ordre). Ces deux nouvelles inégalités sont détaillées
dans le théorème qui suit.
Théorème 4.2 (Inégalité de Bernstein pour Uˆq - Arcones [1995], Hoeffding
[1963]) Soit Zn un échantillon de variables aléatoires indépendantes et
q ∈ [0, 1] un noyau symétrique d’ordre m, alors pour a,ϑq,m et bm définis
ci-après :
∀ε > 0, PZn







Pour Hoeffding, a = 2, ϑq,m = Σ2q, où Σ2q est la variance de q(Zm) et
bm = 2/3. Par la suite, ∀δ ∈]0, 1], avec une probabilité au moins 1− δ :















Pour Arcones, a = 4, ϑq,m = mσ2q , où σ2q est la variance de
EZ2,...,Zm [q(Zm)|Z1] (qui est une fonction de la variable Z1 uniquement)
et bm = 2m+3mm−1 + (2/3)m−2. Ainsi, ∀δ ∈]0, 1] avec une probabilité au
moins 1− δ :
















Nous évoquerons à présent, et ce de manière légèrement abusive, les
équations (4.6), (4.7) et (4.8) en utilisant les termes « inégalités de concen-
tration ». En réalité, elles sont plus précisément des intervalles de confiance
pour EZn [q(Zn)].
Remarque 4.3 L’équation (4.8) est basée sur la célèbre décomposition de Hoeffding des
U-statistiques [Hoeffding 1963]. Elle fournit une inégalité de type Bernstein
plus précise que celle de l’équation (4.7), puisque mσ2q est connu pour être
plus petit que Σ2q (voir Serfling [1980]). Cependant, pour des valeurs n/m
modérées (de l’ordre de n/m < 105) et des valeurs raisonnables de δ (par
exemple δ = 0.05), l’influence du terme logarithmique peut être telle que
l’avantage de l’équation (4.8) sur (4.7) (donné par mσ2q ) devienne insigni-
fiant (voire s’inverse). Ainsi, nous détaillons nos résultats en nous concen-
trant sur une version empirique de (4.7).
Exemple 4.2 Pour illustrer la façon dont l’utilisation de l’information donnée par la
variance fournit des intervalles de confiance plus petits, nous considérons un
noyau spécifique qm et deux distributions DU et DBp. Le noyau qm est tel que
qm(Zm) :=
∏m
i=1 Zi. DU est la distribution uniforme sur l’intervalle [0, 1] :

















































































Figure 4.1 – Première ligne : valeurs du membre de droite des équations (4.6)
et (4.7), pour la distribution DU et le noyau qm pour m = 1, m = 2 et m = 10
(voir les détails dans l’exemple 4.2) comme des fonctions de n (axe des abscisses).
Seconde ligne : la même chose avec la distribution DB0.15 .
il est facile de voir que pour cette distribution, Σ2 = 13m − 14m . DBp est la
distribution de Bernoulli de paramètre p ∈ [0, 1] pour laquelle Σ2 = pm(1−
pm). La Figure 4.1 montre le comportement de (4.6) et (4.7) en fonction
de la taille n de l’échantillon pour plusieurs valeurs m. On observe que
l’information sur la variance apportée par les inégalités de type Bernstein
rend celles-ci plus précises. Cette amélioration est particulièrement notable
pour des échantillons de petite taille.
4.2 Inégalités de Bernstein empiriques pour les U-
statistiques
Cette section contient les principaux résultats théoriques de ce chapitre.
Elle expose les nouvelles inégalités empiriques de type Bernstein pour les
U-statistiques que nous proposons. Avant d’aller plus loin, nous rappelons
ici le lemme de renversement d’inégalité qui nous permet de transformer de
façon immédiate une inégalité de concentration sous la forme d’une borne
supérieure (ou d’un intervalle de confiance) comme cela a été fait dans les
équations (4.6), (4.7) et (4.8).
Lemme 4.1 (Lemme de renversement d’inégalité) Soit X une variable aléatoire.
S’il existe a, b > 0 d’une part, c, d ≥ 0 non nuls ensemble simultanément
d’autre part, tels que






















≥ 1− δ. (4.10)






(q(Zi1 , . . . ,Zim)− q(Zim+1 , . . . ,Zi2m))2 (4.11)
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q(Zi1 ,Zi2 , . . . ,Zim)q(Zi1 ,Zim+1 . . . ,Zi2m−1).
(4.12)
Ces deux U-statistiques sont des estimateurs basés sur l’échantillon Zn
de la variance et de la variance conditionnelle de q(Zm). On voit de façon









= σ2q +EZm [q(Z1, . . . ,Zm)]
2 .
Nous sommes maintenant en mesure de montrer le théorème suivant qui est
le principal résultat de ce chapitre.
Théorème 4.3 (Bornes empiriques de type Bernstein) Avec une probabilité au moins
1− δ sur la réalisation de Zn,















Et, avec une probabilité 1− δ également,


















Démonstration. La démonstration suivante prouve la borne supérieure de
l’intervalle de confiance pour (4.13) ; le même raisonnement peut être appli-
qué pour montrer la borne inférieure. La démonstration de l’équation (4.14)
est très similaire, les détails spécifiques à celle-ci sont donnés en commen-
taire. Dans un premier temps, appelons Q le noyau de Σˆ2q :
Q(Z1, . . . ,Z2m) := (q(Z1, . . . ,Zm)− q(Zm+1, . . . ,Z2m))2
Q est d’ordre 2m, prend ses valeurs dans l’intervalle [0; 1] mais n’est pas
nécessairement symétrique. Une version symétrique et équivalente pour Σˆ2q
du noyau Q est le noyau Qsym défini par :






q(Zω(1), . . . ,Zω(m))− q(Zω(m+1), . . . ,Zω(2m))
)2
où P2m est l’ensemble de toutes les permutations sur l’ensemble {1, . . . , 2m}.
En remplaçant le noyau Q par le noyau Qsym à présent symétrique (et
prenant toujours ses valeurs dans l’intervalle [0, 1]) et le théorème 4.2
peut dès lors être utilisé pour borner Σ2. En remarquant ensuite que




, avec une probabilité au moins
1− δ
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où V [Qsym] est la variance de Qsym. En utilisant alors le fait que Qsym
appartient à l’intervalle [0, 1], on a








≤ E [Qsym] = Σ2 (4.15)
(pour établir (4.14) nous utilisons de plus σˆ2q (Zn) ≥ σ2q ) et par la suite















En suivant une approche identique à celle donnée dans Maurer et Pontil



















En prenant la racine carrée à la fois du membre de droite et de celui
de gauche de l’inégalité puis en utilisant de nouveau
√
a+ b ≤ √a +√










































toujours avec une probabilité au moins 1− δ. Pour terminer, on utilise une
borne de l’union (Proposition 4.1) en remplaçant δ par δ/2 dans le résultat
précédent ainsi que dans (4.7). Quelques étapes simples de calcul et une ma-
joration appropriée de certaines constantes terminent la preuve et donnent
le résultat désiré.
Remarque 4.4 En plus de fournir une version empirique de la borne de type Bernstein
pour les U-statistiques, notre résultat diffère de celui de Maurer et Pontil
[2009] par la façon dont nous l’obtenons. Ici, nous appliquons deux fois la
même inégalité de concentration, en tirant parti du fait que les estimations
pour les variances qui nous intéressent sont également des U-statistiques.
Maurer et Pontil utilisent une inégalité de concentration sur les fonctions
aléatoires auto-bornées (self bounding random functions) et n’utilisent pas
explicitement à leur avantage que les estimations qu’ils considèrent sont des
U-statistiques.
4.3 Optimisation des calculs d’une U-statistique
Dans la section précédente, nous avons décrit de nouvelles inégalités de
concentration empiriques de type Bernstein pour les U-statistiques. Les esti-
mations rentrant en jeu sont dans les résultats présentés précédemment sont
des U-statistiques dont le noyau est d’ordre m pour Uˆq, d’ordre 2m pour
Σˆ2q et d’ordre 2m− 1 pour σˆ2q . Cela signifie qu’une approche directe pour le
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calcul de ces deux quantités se soldera par une complexité calculatoire de
l’ordre de O(nm) opérations pour Uˆq, O(n2m) opérations pour Σˆ2q ou en-
core O(n2m−1) pour σˆ2q . Cette complexité est au coeur de plusieurs travaux
(dont ceux de Lin et Xi [2010]) et il est évident qu’elle peut vite devenir
problématique dès lors que n devient grand. On propose donc dans cette
section une manière beaucoup plus rapide afin d’évaluer les estimateurs Σˆ2q
et σˆ2q lorsque la fonction de perte `f pour une fonction d’ordonnancement f
est de la forme
`f (Z,Z ′) = 1[(y−y′)(f (x)−f (x′))<0] . (4.16)
Ce noyau est un noyau symétrique d’ordre m = 2 tel que ` ∈ [0, 1]Y˜×Y . On
introduit tout d’abord les versions spécifiques des U-statistiques évoquées
ci-dessus pour le cas d’un problème d’ordonnancement utilisant la perte
`f . Tout d’abord, le risque empirique d’une fonction d’ordonnancement f











`f (Zi1 ,Zi2). (4.17)
La variance empirique de cette même fonction d’ordonnancement mesurée






(`f (Zi1 ,Zi2)− `f (Zi3 ,Zi4))2 . (4.18)
Enfin, la variance empirique de l’espérance conditionnelle pour la fonction






`f (Zi1 ,Zi2)`f (Zi1 ,Zi3). (4.19)
Remarque 4.5 Une approche naïve pour le calcul de ces U-statistiques entraine dans ce cas
O(n2) opérations pour Uˆ`f , O(n4) opérations pour Σˆ2`f et O(n3) opérations
pour σˆ2`f .
4.3.1 Ordonnancement bipartite
Nous proposons ici une méthode efficace (de l’ordre de O (n logn) opé-
rations) pour calculer les quantités exprimées ci-dessus dans le cadre d’un
problème d’ordonnancement bipartite. Par « ordonnancement bipartite »
nous entendons un problème d’ordonnancement pour lequel la valeur d’un
exemple x appartient à l’espace Y = {−1,+1}. Dans ce cas, nous avons le
résultat suivant




ci-dessus (équations (4.17), (4.18) et (4.19)) dans le cadre de l’ordonnance-
ment bipartite peut être effectué en O(n logn).
Démonstration. Nous donnons un algorithme de calcul de Σˆ2`f (Zn) basé sur
une décomposition de cette U-statistique faisant intervenir des termes pro-
portionnels à Uˆ`f et σˆ2`f . Afin de faciliter la lecture, on remplace les termes
i1, i2, i3, i4 par i, j, k, l respectivement. En remarquant que `2f (Z,Z ′) =
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`f (Z,Z ′) et `f (Z,Z) = 0 puis en notant pour plus de clarté S(Zn) :=∑






i 6=j 6=k 6=l






i 6=j 6=k 6=l
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(n− 2)(n− 3)S(Zn)− ∑
i,j,k,l
i 6=j 6=k 6=l
`f (Zi,Zj)`f (Zk,Zl)
 .
Remarque 4.6 Le premier terme de la dernière ligne (en S(Zn)) est proportionnel à la
statistique bien connue Wilcoxon-Mann-Whitney [Hanley et McNeil 1982].
Il existe des manières efficaces, basées sur un tri des valeurs de `f , permet-
tant de calculer cette statistique en n’effectuant que de l’ordre de O(n logn)
opérations. De plus, étant donné que `f (Z,Z) = 0, les termes de la somme∑
i,j `f (Zi,Zj) pour lesquels i = j ont une contribution nulle et cette somme
est donc également proportionnelle à Uˆ`f .
Nous allons maintenant voir comment s’occuper de la deuxième somme,
en utilisant également une approche basée sur un tri des valeurs de `f . Nous












i 6=j 6=k 6=l











i 6=j 6=k 6=l











i 6=j 6=k 6=l





En effet, la multiplication de la somme ∑i,j `f (Zi,Zj) par elle-même se
décompose en trois termes.
Le premier terme est constitué par tous les produits `f (Zi,Zj)`f (Zk,Zl)
pour lesquels toutes les variables sont distinctes.
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Ensuite, il faut ajouter tous les produits tels qu’une variable (et une
seule) apparaît à la fois dans `f (Zi,Zj) et dans `f (Zk,Zl), ce qui se produit
quand i = k, i = l, j = k ou encore j = l. En utilisant ensuite la symétrie
de `f on obtient le second terme de la décomposition (y compris le facteur 4).
Enfin, il nous reste la somme des produits `f (Zi,Zj)`f (Zk,Zl) pour
lesquels i = k et j = l ou alors i = l et j = k. Dans ce cas, cette somme se
réduit à deux fois la somme des produits `2f (Zi,Zj), ce qui nous donne le
dernier terme de la décomposition.
La dernière ligne s’obtient en utilisant une nouvelle fois `2f (Z,Z ′) =














Nous avons vu plus haut (remarque 4.6) que le terme S(Zn) pouvait être
évalué en O(n logn). Le seul terme qui demande donc une attention particu-
lière est le dernier terme de la décomposition ci-dessus (qui est proportionnel
à σˆ2`f (Zn)). Notons maintenant W (Zn) :=
∑
i 6=j 6=k `f (Zi,Zj)`f (Zi,Zk) ce
terme qui nous intéresse. Rappelons dans un premier temps que
`f (Zi,Zj) = 1[(yi−yj)(f (xi)−f (xj))<0]
et observons alors que
`f (Zi,Zj)`f (Zi,Zk) = 1⇔
{
yi = −1, yj = yk = +1 et f (xi) > f (xj), f (xk)
ou
yi = +1, yj = yk = −1 et f (xi) < f (xj), f (xk)
. (4.21)
En effet, il est facile de remarquer que tous les cas de figure où yi =
yj ou yi = yk entrainent `f (Zi,Zj)`f (Zi,Zk) = 0. Définissons à présent les
ensembles E+(i) et E−(i) comme
E+(i) := {j : yj = −1, f(xj) > f(xi)}
E−(i) := {j : yj = +1, f(xj) < f(xi)}
et leurs cardinalités κ+i := |E+(i)|, et κ−i := |E−(i)|.
Pour i tel que yi = +1, κ+i est le nombre d’instances négatives auxquelles
la fonction f a attribué un score plus élevé que celui de l’instance xi. La
contribution de l’instance Zi à W (Zn) correspond au nombre κ+i (κ+i − 1)
de paires ordonnées dont les indices sont dans E+(i) (cf. équation (4.21)).












Un moyen simple de calculer la première somme (la somme sur i, pour
laquelle yi = +1) est de trier et de parcourir les listes données par ordre dé-
croissant de scores (attribués par la fonction f) et de calculer les κ+i de façon
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incrémentale, tout comme la somme à laquelle ils contribuent : à chaque fois
qu’un exemple négatif est rencontré, on incrémente κ+i et lorsqu’un exemple
positif est visité, κ+i (κ+i − 1) est ajouté à la somme courante. La seconde
somme est calculée de manière similaire en parcourant les exemples dans
l’ordre inverse puis en incrémentant κ−i dans le cas d’un exemple positif
rencontré et en ajoutant κ−i (κ−i − 1) dans le cas d’un exemple négatif visité.
L’Algorithme 7 détaille la procédure de calcul. Le coût du calcul de Σˆ`f est
donc celui du tri des scores, qui s’effectue en temps O(n logn).
Algorithme 7 : Calcul efficace de W (Zn), Y = {−1,+1}
Entrée : Zn = {(x1, y1), . . . , (xn, yn)} et une fonction d’ordonnancement
f













Trier les exemples dans l’ordre croissant selon f
W ← 0
κ+,κ− ← 0
pour i = 0 à n faire
j ← n− i
si yi = +1 alors
W ←W + κ+(κ+ − 1)
sinon
κ+ ← κ+ + 1
fin si
si yj = −1 alors
W ←W + κ−(κ− − 1)
sinon
κ− ← κ− + 1
fin si
fin pour
4.3.2 Au-delà de l’ordonnancement bipartite
Nous venons de voir que dans le cas de l’ordonnacement bipartite
(Y = {−1,+1}), il existait un moyen efficace de calculer les estimations
empiriques associées à la fonction `f . Nous allons maintenant brièvement
présenter une extension des précédents résultats pour le cas où les données
peuvent être rangées suivant une liste discrète de valeurs Y = {γ1, . . . , γk}.




ci-dessus (equations (4.17), (4.18) et (4.19)) dans le cadre de l’ordonnance-
ment multipartite peut être effectué en O(kn+ n logn).
On remarque que la complexité calculatoire acquise dans la sous-section
précédente (O(n logn)) ne peut être maintenue pour cette problématique.
La version modifiée (Algorithme 8) de l’algorithme précédent, adaptée à ce
problème plus général, effectue de l’ordre de O(kn+ n logn) opérations où
k représente le nombre de rangs différents pris par les exemples appartenant
à Zn. Ainsi, tant que k ≤ log(n), c’est le deuxième terme qui prime et donc
la complexité calculatoire reste en O(n logn). On retrouve bien ici la même
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Algorithme 8 : Calcul efficace de Wn, Y = R
Entrée : Zn = {(x1, y1), . . . , (xn, yn)} et une fonction d’ordonnancement
f
Sortie : W ′(Zn)
Trier les exemples dans l’ordre croissant selon f
W ′ ← 0
pour γ ∈ {γ1, . . . , γn} faire
κ+,κ− ← 0
∀i, κi ← 0
pour i = 0 à n faire
si yi = γ alors
κi ← κ+
W ′ ←W ′ + κ+(κ+ − 1)
sinon
si yi < γ alors




pour i = n à 0 faire
si yi = γ alors
W ′ ←W ′ + κ−(κ− − 1) + 2κ−κi
sinon
si yi > γ alors





complexité que précédemment pour le cas de l’ordonnacement bipartite où
k = 2. Dans le cas contraire, c’est le premier terme qui prend le dessus est
la complexité est alors de l’ordre de O(kn) opérations. Dans le cas extrême
pour lequel Y = R, étant donné que l’ensemble {Y1, . . . ,Yn} est de taille
finie, y ∈ {Y1, . . . ,Yn} prend au plus n valeurs et donc la complexité de
notre algorithme est bornée par O(n2). Même dans ce cas de figure, on
reste toujours bien en-dessous du nombre d’opérations que nécessite une
approche naïve du calcul de σˆ2`f (Zn) et Σˆ
2
`f
(Zn), qui sont respectivement
de l’ordre de O(n3) et O(n4) opérations. Nous ne fournissons ici que les
intuitions permettant de démontrer la complexité de l’Algorithme 8.
Démonstration. Il est facile de voir que pour une fonction de perte `f comme




Yi≤Yj ,Yk et f (Xi)≥f (Xj),f (Xk)
ou
Yj≤Yi≤Yk et f (Xj)≥f (Xi)≥f (Xk)
ou
Yi≥Yj ,Yk et f (Xi)≤f (Xj),f (Xk).
(4.22)
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On propose donc une version modifiée de l’algorithme présenté
dans la sous-section précédente, intégrant la contribution nouvelle de
la deuxième ligne de l’équation (4.22). Soit {γ1, . . . , γk} l’ensemble
(de taille k) des valeurs distinctes prises par les exemples de Zn et
W ′(Zn) :=
∑
i 6=j 6=l `f (Zi,Zj)`f (Zi,Zl) pour le cas de l’ordonnancement
multi-partite. Pour i tel que yi = γ, γ ∈ {γ1, . . . , γk}, κ+i est le nombre
d’instances dont la valeur est plus petite que γ auxquelles la fonction f a
attribué un score plus élevé que celui de l’instance xi. κ−i désigne le nombre
d’instances dont la valeur est plus grande que γ auxquelles la fonction f
a attribué un score plus faible que celui de l’instance xi. La contribution
de l’instance Zi à W ′(Zn) correspond au nombre κ+i (κ+i − 1) de paires
ordonnées dont les indices sont dans E+(i) plus le nombre κ−i (κ−i − 1) de
paires ordonnées dont les indices sont dans E−(i) plus enfin le nombre


















4.4 Application au ranking bipartite
4.4.1 Bornes sur la taille de l’échantillon de test
Une utilisation évidente des inégalités de Bernstein empiriques est l’éta-
blissement de bornes impliquant la taille de l’échantillon de test, par
exemple dans un but de sélection de modèle. Cela signifie que nous consi-
dérons le scénario où nous avons à notre disposition un échantillon Zn =
{Zi := (xi, yi)}ni=1 que nous partageons entre un ensemble d’apprentissage
Ztrain := Z1:ntrain de ntrain données et un ensemble de test Ztest := Zntrain+1:n
de taille ntest := n − ntrain. L’ensemble Ztrain est utilisé pour apprendre
un modèle f qui minimise un risque empirique basé sur une U-statistique
induisant une perte (telle la perte de mauvais ordonnancement (4.1) ou
encore (4.2)). Les données de l’ensemble Ztest sont quant à elles utilisées
pour donner un intervalle de confiance sur l’erreur de généralisation du mo-
dèle f appris. Par exemple, si nous considérons le problème de l’ordon-
nancement bipartite, alors la perte est `rank et le noyau correspondant est
qf (Z,Z ′) = `rank(f ,Z,Z ′). Nous avons alors, avec une probabilité au moins
1− δ















où Σˆ2qf (Ztest) est bien entendu la variance empirique de qf calculée sur Ztest.
La Figure 4.2 expose le comportement de telles bornes sur la taille de
l’échantillon de test lorsque ntest grandit pour l’ensemble de données « ba-
nana » de l’UCI (présenté sur la gauche). Pour réaliser le graphique, nous
avons procédé de la manière suivante. Nous avons appris une fonction de

















Figure 4.2 – Gauche : ensemble de données « banana » de l’UCI. Droite : moitié
de la taille de l’intervalle de confiance de la borne de Hoeffding et de la borne
empirique de type Bernstein en fonction de ntest.




(1− (yi − yj)〈w, xi − xj〉)2 ,
pour λ = 1.0. Bien sûr, une fonction de score purement linéaire n’aurait pas
pu obtenir une bonne précision d’ordonnancement (puisque, comme on peut
le voir sur le graphique de gauche, l’ensemble n’est pas linéairement sépa-
rable). Nous avons donc travaillé avec l’espace de Hilbert à noyau reprodui-
sant associé au noyau Gaussien k(x, x′) = exp(−‖x− x′‖22 /2). Nous avons
appris notre fonction de score sur ntrain = 1000 points et évalué les bornes
sur les ensembles de test composés de ntest = 100, 500, 1000, 5000, 10000
points. La Figure 4.2 (graphique de droite) rapporte la taille de la moitié
de l’intervalle de confiance pour la borne de Hoeffding et pour la borne
empirique de type Bernstein. De la même manière que dans la situation
décrite dans l’Exemple 4.2, l’utilisation de l’information empirique obtenue
sur la variance donne des intervalles de confiance plus petits, même pour
des échantillons de test de taille modérée.
4.4.2 Ordonnancement en ligne et algorithmes empiriques de
course
Une autre application que nous aimerions décrire est l’ordonnancement
bipartite « en ligne ». Nous ne présenterons ici que les idées principales
concernant la manière dont nos inégalités de concentration empiriques
peuvent être utiles dans ce scénario ainsi qu’une nouvelle amélioration
concernant le calcul des estimateurs de variance dans ce cas.
Dans un premier temps, nous allons préciser ce que nous appelons ordon-
nancement bipartite en ligne. Evidemment, cela signifie que Y = {−1,+1}
et que la perte qui nous intéresse est `ord. De plus, cela implique qu’étant
donné un ensemble d’apprentissage Zn = {Zi := (xi, yi)}ni=1, la procédure
d’apprentissage traitera les données de Zn de façon incrémentale en donnant
lieu aux hypothèses f1, f2, . . . , fT . Comme la perte `ord implique l’utilisation
d’un noyau d’ordre m = 2, nous supposons que n = 2T et que nous traitons
les données de Zn paire par paire. En d’autres termes, le couple (Z1,Z2)
est utilisé pour apprendre f1, puis le couple (Z3,Z4) et f1 sont utilisés pour
apprendre f2 et, plus généralement, (Z2t−1,Z2t) et ft−1 sont utilisés pour
produire ft (il existe des manières plus élaborées pour manipuler les données
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mais cela sort légèrement du cadre de cette application). Nous ne spécifions
pas d’algorithme d’apprentissage particulier mais on peut imaginer que nous
essayons de minimiser un risque empirique basé sur la perte surrogée `sur : si
des fonctions linéaires f(·) = 〈w, ·〉 sont considérées et qu’un terme de péna-
lisation du type ‖w‖22 est utilisé alors le problème d’optimisation à résoudre






(1− (yi − yj)〈w, xi − xj〉)2 ,
et des formules de mise à jour simple pour l’inversion incrémentale de
matrices fournissent aisément un moyen de résoudre ce problème quand une
nouvelle donnée est prête à être traitée (c’est la raison pour laquelle nous
avons mentionné cette fonction surrogée).
Comme évoqué par Cesa-Bianchi et al. [2004], une particularité plaisante
de l’apprentissage en ligne est le fait que le risque de l’hypothèse ft peut être
estimé sur les n− 2t exemples de Zn sur lesquels elle n’a pas été apprise. A
savoir, quand 2τ données ont été traitées, il existe τ hypothèses f1, . . . , fτ
et, pour t < τ , avec une probabilité au moins 1− δ :
∣∣∣R`ord(ft)− Rˆ`ord(ft,Z2t:2τ )∣∣∣ ≤
√√√√2Σˆ2qf (Z2t:2τ )











Si l’on souhaite que ces intervalles de confiance existent simultanément pour
tout t et pour tout τ avec une probabilité 1− δ, des manoeuvres simples afin
de calculer le nombre de paires (t, τ ), avec 1 ≤ t < τ ≤ T montrent qu’il
suffit de modifier δ en 4δ/(T + 1)2 et d’avoir recours à la borne de l’union
(Proposition 4.1). On obtient alors que, avec une probabilité au moins 1− δ,
∀1 ≤ t < τ ≤ T :
∣∣∣R`ord(ft)− Rˆ`ord(ft,Z2t:2τ )∣∣∣ ≤
√√√√4Σˆ2qf (Z2t:2τ )













Au-delà de ces intervalles de confiance uniformes, nous aimerions attirer
l’attention du lecteur sur deux points : le premier a à voir avec des consi-
dérations statistiques alors que le second est lié à des considérations plus
algorithmiques.
Premièrement, pendant que le processus d’apprentissage suit son cours, il
est possible de rejeter certaines hypothèses ft pour lesquelles la borne infé-
rieure sur R`ord(ft), exposée à partir des intervalles de confiance, est plus
grande que la borne supérieure donnée par un intervalle de confiance sur
R`ord(ft′) pour une autre hypothèse ft′ . Cette application correspond à un
algorithme de course, dont les détails sont décrits dans Maron et Moore
[1993]. Une analyse théorique de la pertinence de telles « courses » peut
aisément être effectuée grâce aux résultats de Mnih et al. [2008], lesquels
traitent des algorithmes de course empiriques de type Bernstein mais pas
pour des U-statistiques.
Deuxièmement, il est possible de préserver l’efficacité du calcul de plusieurs
estimations de la variance à travers le processus d’apprentissage en ligne :
















Figure 4.3 – Comparaison du temps de calcul de différentes approches pour le
calcul des U-statistiques.
tirer parti des avantages fournis par structures comme les arbres binaires de
recherche et plus particulièrement des arbres AVL [Adelson-Velskii et Landis
1962]. Ces arbres sont précisément conçus pour permettre de conserver et
de mettre à jour des listes triées de nombres. Pour chacune des hypothèses
apprises au cours du processus en ligne, nous aimerions pouvoir calculer
les intervalles de confiance et ainsi pouvoir écarter au fur et à mesure les
hypothèses les plus faibles. Il est facile de voir que pour 2τ données trai-
tées, l’hypothèse ft telle que t ≤ τ utilisera τ − t exemples afin d’obtenir
les intervalles de confiance sur R`ord(ft). La Figure 4.3 montre l’avantage de
l’utilisation d’un AVL pour le calcul des estimateurs de variance associés à
une hypothèse ft particulière dans le cas de l’ordonnancement bipartite en
ligne. Pour ce faire, nous utilisons un AVL dans lequel chaque noeud contient
un exemple Zi et pour celui-ci les valeurs suivantes : le nombre d’exemples
positifs moins bien classés par ft et le nombre d’exemples négatifs mieux
classés par ft. Les trois méthodes comparées dans la Figure 4.3 sont (i) le
calcul complet et naïf des U-statistiques, (ii) le calcul complet utilisant les
algorithmes optimisés proposés dans la section précédente et (iii) le calcul
en ligne des U-statistiques en utilisant un AVL. Les résultats sont claire-
ment à l’avantage du calcul en ligne des intervalles de confiance pour une
hypothèse ft en utilisant des AVL. La question qui reste en suspens est de
savoir s’il est possible d’avoir une structure partagée permettant de résumer
les listes triées des scores de toutes les hypothèses déjà apprises au temps t
(en se rappelant que les scores sont calculés sur les mêmes données) plutôt
que d’avoir un arbre AVL par hypothèse apprise.
4.5 Conclusion
Dans ce chapitre, nous avons proposé de nouvelles inégalités empiriques
de type Bernstein pour les U-statistiques. Elles généralisent les inégalités
empiriques de Maurer et Pontil [2009] et Audibert et al. [2007] tout en
résultant simplement de l’application à deux reprises de la même inégalité
de concentration non-empirique pour les U-statistiques.
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Nous avons montré de quelle façon, dans la situation de l’ordon-
nancement bipartite, la variance empirique peut être calculée bien plus
efficacement que par une approche naïve. L’extension de ce résultat à l’or-
donnancement n’impliquant qu’une légère augmentation de la complexité
de calcul a ensuite été exposée.
Par la suite, nous avons proposé des applications pratiques potentielles,
avec des résultats illustratifs pour le cas de bornes d’erreur évaluées sur un
échantillon de test dans le domaine de l’ordonnancement bipartite. Nous
avons également montré une application de nos résultats pour la sélection
de modèle dans le cas de l’ordonnancement bipartite ainsi qu’une solution
algorithmique efficace afin de calculer en ligne les U-statistiques mises en jeu.
En plus des extensions dont nous avons parlé dans la section précé-
dente, il serait intéressant d’établir des inégalités empiriques similaires pour
d’autres types de statistiques riches comme, par exemple, les statistiques
de rang linéaires [Hájek et Sidák 1967]. Enfin, l’utilisation de ces nouvelles
inégalités pour l’établissement de nouveaux algorithmes d’apprentissage
pour l’ordonnancement (tentant de minimiser non seulement le risque em-
pirique mais aussi l’information empirique sur la variance) est une piste très
intéressante.
Dans le chapitre suivant, nous proposons une nouvelle inégalité de
concentration empirique du second ordre pour les martingales que nous ap-
pliquons à l’apprentissage en ligne. A la manière de ce qui a été effectué
dans ce chapitre, celle-ci s’obtient à l’aide d’arguments simples et permet
d’envisager de nombreuses applications.
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Dans ce chapitre, nous nous plaçons dans le paradigme de l’apprentissageen ligne, qui se caractérise par un traitement séquentiel des données.
Un processus d’apprentissage en ligne maintient à jour un modèle qui est
raffiné à chaque nouvelle donnée (ou petit ensemble de données) observée.
Les deux grands domaines d’application de ce type de processus sont l’ap-
prentissage à partir d’un flux de données et le traitement de très grands
ensembles de données (plusieurs millions de données) dont la taille met à
mal les algorithmes « classiques » (et pour lesquels une solution possible est
de considérer les données une à une ou par petits groupes). Dans le premier
cas, les données sont produites séquentiellement et parviennent de cette
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manière à l’algorithme d’apprentissage responsable de leur traitement. On
peut par exemple penser au problème de la détection de spam dans des
e-mails. Les e-mails arrivent les uns après les autres et pour chacun, un al-
gorithme de classification va prédire si celui-ci est désirable. Si l’algorithme
se trompe sur un message, l’utilisateur va le lui indiquer et le modèle va être
mis à jour en conséquence de manière à mieux classer les prochains e-mails.
Dans le second cas, le très grand nombre de données peut mettre à mal
la puissance de calcul des machines servant à leur traitement, notamment
lorsqu’il s’agit d’obtenir un classifieur en un temps raisonnable. Afin de
pallier ce problème, on peut mettre en œuvre une approche itérative se
concentrant à chaque étape sur un échantillon de données, dans un schéma
similaire à celui décrit juste avant. On peut par exemple penser ici aux
données commerciales d’un site de vente en ligne qui dispose d’informations
provenant de millions d’utilisateurs. Pour pouvoir traiter efficacement les
profils de ces utilisateurs et ainsi réagir à temps aux tendances, une ap-
proche séquentielle sur de petits ensembles peut s’avérer profitable.
Il n’existe pas de définition formelle et unanimement reconnue d’un
processus d’apprentissage en ligne, même dans des travaux de référence
comme ceux de Littlestone et al. [1995] ou Shalev-Shwartz [2007]. On le
définit en général de la manière suivante. Soit un ensemble de données
étiquetées Zn = {zi}ni=1 = {(xi, yi)}ni=1. Nous supposons que ces données
sont identiquement et indépendamment distribuées suivant une distribution
de probabilité D inconnue sur X × Y. Un algorithme d’apprentissage en
ligne travaillant sur l’ensemble Zn produit à partir d’une hypothèse initiale
h0 1 et de la première donnée (x1, y1) une nouvelle hypothèse h1. Cette
nouvelle hypothèse est une fonction de la variable aléatoire z1 = (x1, y1)
(et de l’hypothèse h0). L’algorithme utilise ensuite l’exemple (x2, y2) sui-
vant ainsi que l’hypothèse h1 afin de générer la deuxième hypothèse h2 et
ainsi de suite. A la fin du processus d’apprentissage, l’algorithme produit
l’ensemble {h0, . . . ,hn} où chaque hypothèse ht est construite en utilisant
l’hypothèse ht−1 la précédant et l’exemple (xt, yt). Ainsi, chaque hypothèse
ht dépend de la suite de variables aléatoires {z1, . . . , zt} et son risque, noté
R(ht) = E [`(ht(X),Y ) | z1, . . . , zt] est l’espérance de la fonction de perte 2
` conditionnellement à ces variables. Cette quantité est bien évidemment
inconnue. Dans la suite de ce chapitre, nous considérons que la fonction de
perte ` est telle que ` ∈ [0, 1]Y˜×Y . Il est important de noter que cela ne
limite en rien l’applicabilité des résultats présentés ici.










E [`(ht(X),Y ) | z1, . . . , zt]
associé aux hypothèses produites par un processus d’apprentissage en ligne
1. Nous abandonnons la notation f utilisée dans le chapitre précédent pour faire réfé-
rence aux fonctions de score au profit de la notation h plus courante dans la littérature
pour faire référence à la notion d’hypothèse.
2. Nous rappelons que l’on mesure les performances d’une hypothèse ht : X → Y˜ sur
un exemple (x, y) par la quantité `(ht(x), y) où ` est une fonction de perte ` : Y˜ ×Y → R+
positive et bornée.
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en estimant chaque terme de cette somme de manière instantanée. Les dé-
pendances entre les hypothèses ht qui sont inhérentes à ce type de processus
ne permettent pas l’utilisation des inégalités de concentrations pour des
sommes de variables aléatoires indépendantes vues jusqu’à présent. Il nous
faut donc introduire de nouvelles versions de celles-ci, applicables à une mar-
tingale possédant des différences bornées. Ces inégalités ont été largement
utilisées par le passé dans des travaux (théoriques) mettant en avant les pro-
priétés des hypothèses apprises en ligne. Les travaux de Cesa-Bianchi et al.
[2004], Cesa-Bianchi et Gentile [2008], Kakade et Tewari [2009] sont parti-
culièrement liés aux résultats que nous présentons dans ce chapitre. Ainsi,
selon Cesa-Bianchi et Gentile [2008] :
Proposition 5.1 Soit h0, . . . ,hn−1 l’ensemble des hypothèses générées par un algorithme
d’apprentissage en ligne utilisant la fonction de perte bornée ` ∈ [0, 1]Y˜×Y .






























Cette dernière quantité introduite, Rˆn, sera souvent appelée par la suite
risque instantané moyen. Elle est au cœur de nombreux travaux sur l’ap-
prentissage en ligne (voir par exemple Cesa-Bianchi et al. [2004]). Rˆn est en
effet un estimateur de la moyenne des erreurs réelles de chaque hypothèse










L’adjectif instantané provient du fait que Rˆn ne se base que sur l’exemple
(xt+1, yt+1) se présentant à l’itération suivante pour évaluer le risque de ht.
La clé du résultat exposé dans la proposition précédente réside dans l’uti-
lisation d’une inégalité de concentration du second ordre pour les martin-
gales (proposée par Freedman [1975]) appliquée à la somme Vn des variances




V [`(ht(xt+1), yt+1) | z1, . . . , zt] .
Cette quantité n’étant pas disponible, Cesa-Bianchi et Gentile [2008] pro-
posent une majoration de celle-ci afin d’obtenir leur inégalité. Dans ce cha-
pitre, nous améliorons cette borne en employant un estimateur instantané
Vˆn de la somme Vn, qui permet un contrôle plus fin de cette dernière. Sous les
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où βn est une fonction de Vˆn que nous expliciterons par la suite. Ce résultat
provient d’une nouvelle inégalité empirique de type Bernstein pour les
martingales que nous proposons, et dont le domaine d’application s’étend
au-delà de l’apprentissage en ligne.
Nous détaillons ce résultat et ses conséquences dans le reste de ce chapitre
qui est organisé comme suit. Dans la Section 5.1 nous rappelons quelques
notions essentielles sur les martingales et nous présentons les inégalités de
concentration classiques associées à ce type de processus aléatoire. La Sec-
tion 5.2 présente le premier résultat de ce chapitre, une inégalité tirant parti
d’une information empirique de second ordre pour les martingales. Celle-ci
est ensuite appliquée dans la Section 5.3 pour obtenir une borne sur l’erreur
en généralisation moyenne des hypothèses apprises au cours d’un proces-
sus d’apprentissage en ligne. Cette borne améliore de façon substantielle
la qualité des résultats cités précédemment. Ensuite, nous présentons en
Section 5.4 un nouvel algorithme d’apprentissage en ligne découlant direc-
tement de ce résultat théorique. Nous clôturons ce chapitre par quelques
résultats expérimentaux issus de l’application de notre inégalité de concen-
tration et de l’algorithme qui en découle sur un problème d’apprentissage




La théorie des martingales fit son apparition dans le domaine des jeux de
hasard. Le terme martingale désigne pour beaucoup une technique mise en
œuvre afin de gagner de manière « sûre » à un jeu de hasard. Pour les mathé-
maticiens, il désigne un type de processus aléatoire dont la théorie s’étend
bien au-delà de ses origines. Nous rappelons dans un premier temps quelques
notions élémentaires sur les martingales en nous basant sur l’introduction
faite par Steele [2001].
Définition 5.1 (Martingales) On dit qu’une séquence de variables aléatoires {Mn : 0 ≤
n <∞} est une martingale par rapport à la séquence de variables aléatoires
{Xn : 1 ≤ n < ∞} si la séquence {M0, . . . ,Mn} répond à deux conditions
élémentaires. La première condition est que pour tout entier n ≥ 1 il existe
une fonction fn : Rn → R telle que Mn = fn(X1,X2, . . . ,Xn). La seconde
condition est que la séquence {Mn} doit satisfaire les propriétés suivantes
pour tout n ≥ 1
E [|Mn|] <∞ (5.4)
E [Mn |X1, . . . ,Xn−1] =Mn−1. (5.5)
En d’autres termes, une martingale désigne un processus stochastique
tel que l’espérance de la prochaine observation, conditionnellement à toutes
les observations antérieures, est égale à la dernière observation.
Remarque 5.1 En utilisant la linéarité de l’espérance, la condition (5.5) peut aussi s’écrire
E [Mn+1 −Mn |X1, . . . ,Xn] = E [Mn+1 |X1, . . . ,Xn]−Mn = 0.
Cette remarque permet de mettre en avant l’absence de « gain » espéré
entre les observations n et n + 1 et donne une première intuition de la
définition suivante.
Définition 5.2 On dit qu’une séquence de variables aléatoires {Yn : 0 ≤ n < ∞} est
une différence d’incréments de martingale si la séquence {Yn} satisfait les
propriétés suivantes pour tout n ≥ 1
E [|Yn|] <∞ (5.6)
E [Yn |Y1, . . . ,Yn−1] = 0. (5.7)
Par construction, cela implique que si la suite {Mn} est une martin-
gale alors la suite {Yn = Mn −Mn−1} est une différence d’incréments de
martingale.
5.1.2 Inégalité d’Azuma-Hoeffding
L’inégalité d’Azuma-Hoeffding [Hoeffding 1963, Azuma 1967] donne un
résultat sur la concentration des valeurs d’une martingale, possédant des
différences bornées, autour de sa valeur initiale M0. Nous rappelons ici l’in-
égalité d’Azuma-Hoeffding appliquée à la somme des différences d’une mar-
tingale.
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Théorème 5.1 (Inégalité d’Azuma-Hoeffding) Soit {Mn} une martingale et {Yn =
Mn −Mn−1} la différence d’incréments de martingale associée telle que














Ce résultat permet une extension de l’inégalité de Hoeffding (Théorème
1.1) au cas où les variables aléatoires étudiées ne sont pas indépendantes.
En effet, on obtient facilement le corollaire suivant :
Corollaire 5.1 Soit X1, . . . ,Xn une suite de variables aléatoires telles que pour 1 ≤ i ≤ n
on a |E [Xi |X1, . . . ,Xi−1]−Xi| ≤ ci. Posons Sn = ∑ni=1Xi, alors pour














Démonstration. Une application directe du Théorème 5.1 sur la différence
d’incréments de la martingale {Yn} telle que Yi = E [Xi |X1, . . . ,Xi−1]−Xi
donne le résultat.
Lorsque les variables aléatoires considérées sont indépendantes, le Co-
rollaire 5.1 correspond alors à l’inégalité de Hoeffding classique. Il existe
d’autres versions de cette inégalité, le lecteur intéressé appréciera par
exemple le travail de McDiarmid [1989] sur le sujet.
5.1.3 Inégalité de Bernstein pour les martingales
L’inégalité que nous reportons dans le lemme suivant est une conséquence
de l’inégalité de Bernstein pour les martingales présentée dans [Freedman
1975]. Ce lemme étend l’inégalité classique de Bernstein présentée dans le
Théorème 1.2 qui suppose l’indépendance entre les variables aléatoires Xi.
On s’affranchit de cette condition en considérant la différence d’incréments
de martingale {Yn = E [Xn|X1, . . . ,Xn−1] −Xn}. Ce lemme est essentiel
dans notre analyse, tout comme il l’était dans le travail réalisé par Cesa-
Bianchi et Gentile [2008].
Lemme 5.1 (Inégalité de Bernstein pour les martingales) Soit X1, . . . ,Xn une
séquence de variables aléatoires telles que 0 ≤ Xi ≤ 1. Définissons la diffé-
rence d’incréments de la martingale {Yn = E [Xn|X1, . . . ,Xn−1]−Xn} et




V [Xn|X1, . . . ,Xn−1]. (5.10)
Posons Sn =
∑n
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5.2 Inégalités de Bernstein empiriques pour les mar-
tingales
Nous avons vu dans le chapitre précédent l’apport des inégalités de
type Bernstein (second ordre) par rapport à leur équivalent du premier
ordre. Cependant, la variance conditionnelle étant inconnue en général, il
est d’usage de majorer celle-ci pour pouvoir évaluer la borne. De la même
manière qu’au chapitre précédent, nous proposons d’utiliser un estimateur
de variance conditionnelle en lieu et place de cette majoration. Le résultat
escompté est bien entendu un contrôle plus fin de cette propriété du pro-
cessus aléatoire menant à une inégalité de concentration plus précise. Cette
section présente le principal résultat du chapitre. Il s’agit d’une version
raffinée de l’inégalité de Bernstein pour les martingales rappelée ci-dessus
où la somme des variances conditionnelles est majorée empiriquement en
utilisant un estimateur instantané.
Nous utilisons la notation f{Zt} pour désigner une fonction dont l’ex-
pression est fixée par la suite de variables aléatoires {Zt} = {Z1, . . . ,Zt}.
Théorème 5.2 (Inégalité de Bernstein empirique pour les martingales) Soit
Z1, . . . ,Zn une séquence de variables aléatoires issues de la même distri-
bution D telles que Zt+1,Zt+2 sont conditionnellement indépendantes par
rapport à {Zt}, pour tout 1 ≤ t ≤ n. Soit {f{Zt}}nt=1 une famille de fonc-
tions à valeurs dans [0, 1], notons
















































Pour démontrer ce théorème, le premier résultat dont nous avons be-
soin est lié à l’estimateur instantané de variance conditionnelle présenté à
l’Equation (5.13). Il s’agit d’une inégalité de concentration permettant de
quantifier la déviation de celui-ci. Ce résultat s’inscrit dans le paradigme de
la méthode des différences bornées [McDiarmid 1989].
Lemme 5.2 (Déviation d’un estimateur instantané de variance condition-
nelle) Soit Z1, . . . ,Zn une séquence de variables aléatoires issues de la
même distribution D telles que Zt+1,Zt+2 sont conditionnellement indépen-
dantes par rapport à {Zt}, pour tout 1 ≤ t ≤ n. Soit {f{Zt}}nt=1 une famille
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Alors, pour tout 0 < δ ≤ 1,
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Démonstration. (Lemme 5.2) Commençons par définir la séquence de va-








et la différence d’incréments de martingale associée
{An = E [Mn |Z1, . . . ,Zn]−Mn} .
Remarquons ensuite que
E [Mt |Z1, . . . ,Zt] = 12 E
[(
f{Zt}(Zt+1)− f{Zt}(Zt+2)






























f{Zt}(Z) |Z1, . . . ,Zt
]
,
où la troisième ligne provient du fait que les Zi suivent la même distribution
et la dernière ligne de l’indépendance conditionnelle des variables Zt+1 et












f{Zt}(Z) |Z1, . . . ,Zt
]
− Vˆn.
En remarquant que Mt ∈ [0, 12 ] car f prend ses valeurs dans [0, 1], nous
en déduisons que E [Mt |Z1, . . . ,Zt] ∈ [0, 12 ] et donc que chaque terme de la
suite {An} est borné :
−12 ≤ At ≤
1
2.
{An} est donc une différence d’incréments de martingale bornée. Nous lui









f{Zt}(Z) |Z1, . . . ,Zt
]









Nous utilisons enfin le Lemme 1.1 de renversement de l’inégalité pour ter-
miner la preuve.
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Grâce à ce premier résultat, nous sommes maintenant en mesure de
prouver le Théorème 5.2.
Démonstration. (Théorème 5.2) Définissons la séquence de variables aléa-
toires {Mn} telle que
Mi = f{Zi}(Z),
et la différence d’incréments de martingale associée
{An = E [Mn |Z1, . . . ,Zn]−Mn}.

















At ≥ s,Vn < βn
]
.
Le travail est alors de borner supérieurement les deux parties du membre de
droite de l’égalité afin d’obtenir la borne désirée sur le membre de gauche.
Remarquons que P [
∑n
t=1At ≥ s,Vn ≥ βn] ≤ P [Vn ≥ βn]. On utilise alors





At ≥ s,Vn ≥ βn
]
≤ δ2. (5.18)
Ensuite, en utilisant l’inégalité de Bernstein pour les martingales du


















































Remarque 5.2 Le Théorème5.2 admet une formulation plus générale. En effet, il est pos-
sible de considérer deux séquences de variables aléatoires {an} et {bn} issues
de la même distribution de probabilité D que les variables Z1, . . . ,Zn telles
que at et bt sont conditionnellement indépendantes par rapport à {Zt} pour
tout 1 ≤ t ≤ n et d’identifier dans l’énoncé Zt+1 à at et Zt+2 à bt.
Dans la section qui suit, nous appliquons le Théorème 5.2 au cadre de
l’apprentissage en ligne. Plus précisément, nous l’utilisons pour caractériser






associés aux hypothèses apprises au cours d’un tel processus d’apprentissage.
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5.3 Inégalités de Bernstein empiriques pour l’ap-
prentissage en ligne
Avant d’énoncer le théorème principal de cette section, nous rappelons
l’expression de l’estimateur instantané du risque introduit dans le travail
de Cesa-Bianchi et al. [2004] avant de définir un estimateur instantané de
variance conditionnelle adapté à l’apprentissage en ligne.
5.3.1 Estimateur instantané de la variance conditionnelle pour l’ap-
prentissage en ligne
Un algorithme d’apprentissage en ligne travaillant avec l’échantillon
Zn = {zi}ni=1 = {(xi, yi)}ni=1 de variables aléatoires i.i.d. produit à partir
d’une hypothèse initiale h0 l’ensemble d’hypothèses {h0, . . . ,hn}. Pour une







L’hypothèse hn est écartée de cette quantité pour des raisons purement
techniques. Chaque terme de cette somme est un estimateur du risque R(ht)
associé à l’hypothèse ht (conditionnellement aux exemples z1, . . . , zt) :
E [`(ht(xt+1), yt+1) | z1, . . . , zt] = R(ht).







`(ht(xt+1), yt+1)− `(ht(xt+2), yt+2)
)2
. (5.22)
Nous écartons de cette quantité, à nouveau pour des raisons techniques, les
hypothèses hn−1 et hn. Chaque terme de cette somme est un estimateur de
la variance conditionnelle de `(ht(x), y) :
E
[(
`(ht(xt+1), yt+1)− `(ht(xt+2), yt+2)
)2 | z1, . . . , zt]
= 2V [`(ht(x), y) | z1, . . . , zt] . (5.23)
Vˆn peut être évaluée facilement à chaque itération d’un processus d’ap-
prentissage en ligne et joue un rôle essentiel dans le théorème que nous
présentons ici. Nous la retrouvons non seulement dans les résultats théo-
riques que nous montrons mais aussi dans l’algorithme que nous élaborons
à partir de ceux-ci.
5.3.2 Bornes théoriques pour l’apprentissage en ligne
Dans le théorème suivant, nous utilisons le Théorème 5.2 et les estima-
teur instantanés Rˆn et Vˆn pour borner 1n
∑n−1
t=0 R(ht), la moyenne des risques
des hypothèses apprises au cours d’un processus d’apprentissage.
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Théorème 5.3 (Inégalité de Bernstein empirique pour l’apprentissage en ligne)
Soit h0, . . . ,hn−1 l’ensemble des hypothèses générées à partir de l’échantillon
Zn = {zi}ni=1 = {(xi, yi)}ni=1 de variables aléatoires i.i.d. par un algorithme
d’apprentissage en ligne utilisant la fonction de perte bornée ` ∈ [0, 1]Y˜×Y .






























Avant de démontrer ce théorème, il est important de comparer cette























Une première amélioration portée par notre résultat réside dans la diminu-
tion des constantes. Cela est particulièrement appréciable lorsque la borne
est calculée pour un petit nombre d’hypothèses (lorsque n est petit, le der-
nier terme de la borne n’est pas négligeable par rapport aux deux autre).
Pour analyser le comportement de notre borne lorsque nous disposons d’un
nombre suffisant d’hypothèses pour que ce terme soit négligeable, il nous
































































La majoration effectuée ici n’est pas la plus précise mais elle permet de
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Nous supposons que l’erreur commise par chaque hypothèse ht sur la donnée
zt+2 n’est pas très différente de l’erreur commise par cette même hypothèse
sur la donnée zt+1 :


































La troisième ligne est obtenue en utilisant ` ∈ [0, 1]Y˜×Y . Un cas de figure
évoqué par Cesa-Bianchi et Gentile [2008] est celui où le risque empirique
cumulé nRˆn est en O(1), c’est-à-dire borné. Leur borne atteint dans ce cas
un comportement asymptotique en O( 1n ) (les termes en ln(nRˆn) peuvent
être assimilés à des constantes). Dans l’hypothèse où Vˆn est aussi en O(1),
notre borne affiche un taux de convergence légèrement inférieur en O( 1
n3/4
).
Cependant, dès lors que le risque cumulé nRˆn croît avec n, la borne de Cesa-
Bianchi et Gentile [2008] converge avec un taux en O(√lnn/n) pendant
que la nôtre se comporte en O(√1/n). Nous démontrons maintenant le
Théorème 5.3.
Démonstration. (Théorème 5.3) La démonstration de ce théorème est di-
recte. Considérons l’échantillon de variables aléatoires i.i.d. Zn = {zi}ni=1 =
{(xi, yi)}ni=1 et la famille de fonctions {`(hi(·), ·)}ni=0 où chaque fonction
`(ht(·), ·) ne dépend que des variables z1, . . . , zt par définition de ht. En
remarquant que les variables zt+1, zt+2 sont indépendantes vis-à-vis des va-
riables z1, . . . , zt (par définition de Zn), il suffit d’appliquer le Théorème 5.2
et d’ajuster les indices pour obtenir le résultat.
5.3.3 Cas d’une fonction de perte convexe
On peut à présent utiliser le Théorème 5.3 afin de montrer un résultat
sur le risque associé à l’hypothèse moyenne construite en appliquant un
algorithme d’apprentissage en ligne utilisant une fonction de perte convexe







Dans le cas où l’espace de décision Y˜ (pour mémoire, ht : X → Y˜) associé
aux classifieurs considérés est convexe alors l’hypothèse h¯ appartient à la
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même classe de fonction que chacun des ht, h¯ : X → Y˜. La construction
de l’hypothèse moyenne permet ainsi l’obtention d’un classifieur dont on
peut évaluer le risque. Dans le cas contraire, le résultat suivant s’applique
au risque du classifieur de Gibbs [McAllester 1999]. Ce classifieur stochas-
tique est obtenu en sélectionnant une hypothèse parmi h0, . . . ,hn−1 pour
chaque donnée à classer, selon une distribution de probabilité sur les hypo-
thèses. R(h¯) est alors le risque du classifieur de Gibbs pour une distribution
uniforme.
Corollaire 5.2 Soit h0, . . . ,hn−1 l’ensemble des hypothèses générées par un algorithme
d’apprentissage en ligne utilisant la fonction de perte convexe ` telle que
` ∈ [0, 1]Y˜×Y . Alors, pour tout 0 < δ ≤ 1
P
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Démonstration. En utilisant l’inégalité de Jensen et la linéarité de l’espé-





















Pour terminer la preuve, il suffit de combiner ce résultat avec le Théo-
rème 5.3.
Le Corollaire 5.2 montre que le contrôle du risque associé à l’hypothèse
moyenne passe non seulement par le contrôle du risque instantané empi-
rique mais aussi par le contrôle de la variance instantanée de la fonction de
perte considérée. Il fait écho aux travaux de Seldin et al. [2012] sur de nou-
velles inégalités de concentration (non empiriques) de type Bernstein pour
les martingales dans le cadre PAC-Bayes.
5.4 Elaboration d’un algorithme d’apprentissage en
ligne
Nous proposons un nouvel algorithme d’apprentissage en ligne motivé
par le Théorème 5.2, tout comme les premières inégalités empiriques de type
Bernstein [Maurer et Pontil 2009] usant d’un estimateur de variance calculé
sur l’ensemble de l’échantillon d’apprentissage avaient motivé de nombreux
algorithmes basés sur la minimisation d’une fonction de coût incorporant
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celui-ci [Shivaswamy et Jebara 2010; 2011]. Notre travail se base spécifique-
ment sur l’algorithme Pegasos [Shalev-Shwartz et al. 2011] mais il est im-
portant de noter que la méthode appliquée ici s’étend facilement à d’autres
algorithmes d’apprentissage en ligne.
5.4.1 Pegasos
Pegasos n’est pas présenté par ses auteurs comme un algorithme d’ap-
prentissage en ligne, pourtant il en possède certaines caractéristiques. Il agit
comme une descente stochastique de sous-gradient sur le problème d’op-
timisation associé aux Machines à Vecteur de Support (SVM, Cristianini
et Shawe-Taylor [2000] par exemple) en utilisant un ou plusieurs exemples
sélectionnés aléatoirement à chaque itération. Le lien entre apprentissage
en ligne et optimisation stochastique a déjà été exhibé dans les travaux
de Hu et al. [2009]. Nous rappelons ici l’algorithme Pegasos et présentons
ses connexions avec l’apprentissage en ligne.
Etant donné un échantillon d’apprentissage Zn = {(xi, yi)}ni=1, le pro-
blème d’optimisation associé aux SVM est un problème d’optimisation qua-
dratique sous contraintes. Cependant, dans sa version naïve, il s’écrit comme
un problème de minimisation du risque empirique avec un terme de régula-











`hinge(w, xi, yi), (5.28)
avec
`hinge(w, x, y) = max{0, 1− y〈w, x〉}. (5.29)
Dorénavant, puisque la fonction h est entièrement paramétrée par le vecteur
w, nous identifions celle-ci à w pour désigner les classifieurs appris. Pegasos,
dans sa version de base, sélectionne aléatoirement à chaque itération un
exemple Zit = (xii , yit) et cherche à minimiser une approximation de la






+ `hinge(wt, xit , yit). (5.30)
L’algorithme considère alors le sous-gradient suivant, pris en wt de la fonc-
tion objectif précédente donné par
∇t = ∇wt f(wt,Zit) = λwt − 1[yit 〈wt,xit 〉<1]yitxit , (5.31)







wt + ηt1[yit 〈wt,xit 〉<1]yitxit . (5.32)
Une étape de projection (facultative) dont nous donnons le détail par la suite
vient terminer l’itération courante. L’algorithme s’arrête lorsque t = T , où T
est un nombre d’itérations donné en paramètre. Ainsi, Pegasos peut être vu
comme un algorithme d’apprentissage en ligne utilisant la suite d’exemples
Zi1 , . . . ,ZiT construite en effectuant un tirage aléatoire avec remise sur
l’échantillon Zn. Une même instance Z peut donc apparaître plusieurs fois
dans la séquence. L’Algorithme 9 en résume les différentes étapes.
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Algorithme 9 : Pegasos
Entrée : {(xi, yi)}ni=1,λ ≥ 0 et T ≥ 0
Sortie : wT+1
w1 ← 0
pour t← 1 à T faire
Choisir aléatoirement it ∈ {1, . . . ,n}
Définir ηt = 1λt
si yit〈wt, xit〉 < 1 alors
wt+1 ← (1− ηtλ)wt + ηtyitxit
sinon











5.4.2 Une nouvelle règle de mise à jour
Le Théorème 5.3 nous incite à suivre une nouvelle voie : minimiser au
cours des itérations d’un algorithme d’apprentissage en ligne un compro-
mis entre les deux estimateurs instantanés définis précédemment. Cela nous
amène alors naturellement à considérer à chaque itération la quantité ins-










`hinge(wt, xt+1, yt+1)− `hinge(wt, xt+2, yt+2)
]2
.
Pour simplifier les écritures, nous choisissons de consommer les données
deux par deux. En nous basant sur l’Equation (5.30), nous cherchons donc
à minimiser pour chaque hypothèse ht(·) = 〈wt, ·〉 la fonction g : H×Z ×



















Nous procédons de la même manière que pour l’algorithme Pegasos et nous
différencions cette fonction. Nous commençons par introduire les quantités













`hinge(wt, xt+1, yt+1)− `hinge(wt, xt+2, yt+2)
]
.
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Algorithme 10 : Pegasos-V
Entrée : {(xi, yi)}ni=1, λ, ν ≥ 0 et T ≥ 0
w1 ← 0
pour t← 1 à T faire
Définir ηt = 1λt
si yt+1〈wt, xt+1〉 < 1 alors
si yt+2〈wt, xt+2〉 < 1 alors





+ ηtν(yt+1xt+1 − yt+2xt+2) (yt+2〈wt, xt+2〉 − yt+1〈wt, xt+1〉)
sinon
wt+1 ← (1− ηtλ)wt + ηtyt+1xt+1
(
1




si yt+2〈wt, xt+2〉 < 1 alors
wt+1 ← (1− ηtλ)wt + ηtyt+2xt+2
(
1
2 + ν`hinge(wt, xt+2, yt+2)
)
sinon












Le sous-gradient que nous considérons s’écrit alors dans ce cas
∇t = ∇wt g(wt,Zt+1,Zt+2) = λwt − (∇1t +∇2t) . (5.34)
En reprenant la mise à jour wt+1 ← wt − ηt∇t avec le pas ηt = 1/(λt),






wt + ηt (∇1t +∇2t) . (5.35)
Une étape de projection vient terminer la mise à jour que nous réitérons jus-
qu’à ce que t = T . Nous nommons cette procédure Pegasos-V (abréviation
de Pegasos-Variance) et nous récapitulons dans l’Algorithme 10 les étapes
énoncées ici.
Remarque 5.3 (Borne sur la fonction de perte) A première vue, rien n’empêche
la fonction de perte `hinge considérée par Pegasos-V de prendre des valeurs
supérieures à 1. Est-il cependant possible de la borner ? En notant w∗ le
vecteur optimal, on obtient que
λ
2 ‖w
∗‖22 ≤ g(w∗) ≤ g(w0 = 0) ⇒ ‖w∗‖2 ≤
√
2/λ.
On peut donc restreindre la recherche du minimiseur de la fonction g à la
boule de rayon
√
2/λ. Pour ce faire, nous ajoutons l’étape de projection
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En supposant que les données sont normalisées (‖x‖2 ≤ 1), la fonction de
perte est bornée par :
`hinge(w, x, y) ≤ 1+ ‖x‖2 ‖w‖2 ≤ 1+
√
2/λ.
Elle respecte alors l’hypothèse du Théorème 5.3.
Remarque 5.4 (Choix du paramètre ν) Le paramètre ν permet de contrôler l’impact
de l’estimateur instantané de variance sur la fonction objectif. Dans les
expériences qui suivent, nous avons choisi de fixer ν = 1/M où M est une
borne supérieure sur la valeur de la fonction de perte. Ce choix est motivé
par le constat suivant : lorsque la fonction de perte est telle que ` ∈ [0,M ],
les mises à jour induites par le terme ∇1t peuvent être de l’ordre de M
quand celles induites par ∇2t sont de l’ordre de M2. Le choix ν = 1/M
permet alors d’équilibrer la contribution des deux termes.
5.4.3 Utilisation d’un noyau de Mercer
Il est facile d’introduire une fonction noyau dans le nouvel algorithme
que nous présentons afin de le rendre utilisable sur des jeux de données
non linéairement séparables. L’astuce utilisée est toujours la même, nous
plongeons les données par le biais d’une application Φ dans un espace de
Hilbert Hk de dimension supérieure muni d’un produit scalaire tel que
〈Φ(x),Φ(x′)〉 = k(x, x′) où k est appelé noyau. Nous cherchons toujours
un classifieur h qui est alors de la forme h(·) = 〈w,Φ(·)〉. Le vecteur w
possède la propriété de pouvoir s’écrire comme une combinaison linéaire des
images Φ(xi) de nos données dans le nouvel espace considéré (Théorème du



















Le vecteur que nous cherchons maintenant est donc le vecteur α qui ca-
ractérise totalement la solution du problème d’optimisation (5.28). Nous
adoptons la même stratégie que les auteurs de l’algorithme Pegasos pour
ajouter la fonction noyau. Au lieu d’introduire la formulation (5.36) directe-
ment dans la fonction objectif et de dériver par rapport à α, nous dérivons
toujours par rapport à w et n’utilisons son expression en fonction de α qu’au
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Algorithme 11 : Pegasos-VK
Entrée : {(xi, yi)}Ti=1, k : X ×X → R et λ, ν ≥ 0
α1 ← 0
pour t← 1 à T faire
Définir ηt = 1λt
αt+1 ← (1− ηtλ) αt
si yt+1〈wt,Φ(xt+1)〉 < 1 alors
si yt+2〈wt,Φ(xt+2)〉 < 1 alors
αt+1[xt+1]← ηt
(yt+1












































`t+1 = `hinge(wt, xt+1, yt+1) et `t+2 = `hinge(wt, xt+2, yt+2).
La notation αt+1[xt+1] désigne le coefficient du vecteur αt+1 qui correspond
à l’exemple xt+1. A ces opérations de mise à jour s’ajoute une étape de pro-
jection détaillée dans la remarque qui suit. L’Algorithme 11 présente cette
nouvelle version que nous appelons Pegasos-VK (pour Pegasos-Variance
Kernel).
Remarque 5.5 (Borne sur la fonction de perte) On suppose ici que k est le noyau
Gaussien : k(x, x′) = kG(x, x′) = exp(−‖x− x′‖22 /2σ2). Nous remarquons
que kG(x, x′) ≤ 1. D’une façon plus générale, il suffit de considérer un noyau
borné pour obtenir de manière similaire un majorant de la valeur de la
fonction de perte. En suivant le même raisonnement que dans la sous-section
précédente, on a ‖w∗‖2 ≤
√
2/λ et une utilisation de l’inégalité ci-dessus
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on obtient la borne suivante sur la fonction de perte hinge :


























La fonction de perte respecte alors les hypothèses du Théorème 5.2 et l’on
peut ainsi évaluer le risque des hypothèses apprises au cours des itérations
de l’algorithme Pegasos-VK.
5.5 Résultats expérimentaux
Dans cette section, nous souhaitons mettre en avant de manière expé-
rimentale l’apport de l’inégalité de concentration empirique de type Bern-
stein pour l’apprentissage en ligne ainsi que la pertinence de l’algorithme
d’apprentissage qui en découle. Pour cela, nous nous mesurons à la borne
de la Proposition 5.1 et nous comparons les performances de Pegasos-V (et
Pegasos-VK) par rapport à une version légèrement différente de l’algorithme
Pegasos présenté dans la section précédente. Celle-ci minimise à chaque ité-
ration une approximation f ′ du problème d’optimisation SVM basée sur
deux exemples, au lieu de n’en considérer qu’un seul, telle que
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Figure 5.1 – Jeux de données linéairement séparables, xi ∈ [−1, 1]2.
Jeux de données linéairement séparables
Dans un premier temps, nous mettons en œuvre la version de l’algo-
rithme Pegasos présentée ci-dessus sur un problème jouet et comparons
la convergence de l’erreur moyenne des hypothèses dans le cas de données
linéairement séparables. Nous générons aléatoirement des vecteurs xi ∈
[−1, 1]2 auxquels nous assignons la classe yi = signe(〈w∗, xi〉) ∈ {+1,−1}
pour un vecteur w∗ ∈ [−1, 1]2 lui aussi généré aléatoirement. La Figure 5.1
illustre un tel jeu de données. Nous travaillons sur un échantillon d’ap-
prentissage composé de 200000 points et reportons dans la Figure 5.2 les
valeurs des bornes apparaissant dans la Proposition 5.1 [Cesa-Bianchi et
Gentile 2008] et dans le Théorème 5.3 (notre travail) sur l’erreur moyenne
des hypothèses calculées pour une confiance de 95% (δ = 0.05). Ces valeurs
sont le résultat d’une moyenne sur 20 expériences différentes menées pour
plusieurs valeurs du paramètre λ. On peut voir que notre inégalité surpasse
très nettement l’état de l’art au cours des premières itérations, comme cela
avait été pressenti lors de la comparaison effectuée en Section 5.2. Cet écart
s’amenuise au fil de la procédure mais demeure en notre faveur.
Nous comparons maintenant le comportement de notre borne calculée
sur le même échantillon avec l’algorithme Pegasos et avec notre algorithme
Pegasos-V cherchant à minimiser l’estimateur instantané de variance. Les va-
leurs obtenues sont reportées dans la Figure 5.3. On ne note pas de différence
notable entre les deux procédures, les deux courbes semblent confondues. En
réalité pour λ = 0.01 et λ = 0.1, la courbe correspondant à Pegasos-V est
très légèrement sous la courbe correspondant à Pegasos. Les autres valeurs
de λ conduisent au constat inverse. Dans cette configuration, l’ajout d’un
estimateur de variance dans la fonction objectif semble avoir un effet limité
sur la valeur de l’intervalle de confiance. Cela peut être dû à plusieurs rai-
sons. On peut par exemple penser qu’il n’existe que très peu de différence
entre Vˆn et Rˆn pour la fonction de perte considérée ou encore que les termes
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Pegasos - Borne Cesa-Bianchi 2008
Pegasos - Borne Bernstein empirique
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Pegasos - Borne Cesa-Bianchi 2008
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Figure 5.2 – Comparaison des bornes de la Proposition 5.1 et du Théorème 5.2
calculées pour l’algorithme Pegasos appliqué à un jeu de données linéairement sé-
parables.
constants jouent encore un rôle important et masquent l’apport de l’estima-
teur de variance. La considération d’une autre fonction de perte amènerait
sans doute quelques réponses à ces questions.
Jeux de données demi-lunes
Pour évaluer les performances de notre algorithme dans sa version avec
un noyau (Pegasos-VK), nous constituons un nouveau jeu de données qui
ne sont pas linéairement séparables. Ce jeu de données est formé de deux
ensembles de vecteurs xi ∈ R2 générés autour de deux demi-cercles en ajou-
tant un bruit Gaussien. La classe yi ∈ {+1,−1} est assignée en fonction du
demi-cercle utilisé pour générer le vecteur xi. La Figure 5.4 illustre un tel
jeu de données. Nous comparons Pegasos-VK à la version de Pegasos utili-
sant un noyau de Mercer présentée dans Shalev-Shwartz et al. [2011]. Nous
appelons cette dernière Pegasos-K. Nous travaillons sur un échantillon d’ap-
prentissage composé de 20000 points et utilisons un noyau Gaussien (voir
Eq. (1.10)) dont le paramètre σ est fixé par validation-croisée à 0.01. Nous
reportons dans la Figure 5.5 les valeurs des bornes considérées dans l’expé-
rience précédente, toujours calculées pour une confiance de 95% (δ = 0.05).
Ces valeurs sont le résultat d’une moyenne sur 20 expériences différentes. Ici
encore, l’amélioration de la précision de l’inégalité de concentration appor-
tée par notre travail est indéniable. Cependant, l’algorithme incorporant un
terme lié à l’estimateur Vˆn que nous avons élaboré peine encore à se détacher
de son homologue se focalisant uniquement sur Rˆn.
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Figure 5.3 – Comparaison de la borne du Théorème 5.2 calculée pour les algo-
rithmes Pegasos et Pegasos-V appliqués à un jeu de données linéairement sépa-
rables.
5.6 Conclusion
Dans ce chapitre, nous avons présenté une nouvelle inégalité de concen-
tration empirique de type Bernstein pour les martingales. Nous l’avons
utilisée dans le cadre de l’apprentissage en ligne afin de borner le risque
moyen des hypothèses apprises au cours d’un tel processus. En introduisant
un nouvel estimateur instantané de variance, cette inégalité permet grâce à
des arguments simples d’améliorer les résultats existants. La présence dans
la borne de cet estimateur nous a amené à considérer un nouvel algorithme
d’apprentissage en ligne cherchant à minimiser ce dernier, conjointement à
la minimisation du risque empirique. Ce résultat donne ainsi naissance à
une nouvelle famille d’algorithmes dont nous avons présenté une instance,
Pegasos-V, inspiré de l’algorithme Pegasos [Shalev-Shwartz et al. 2011]. Les
expériences menées à la fin de ce chapitre viennent asseoir la qualité de
notre inégalité de concentration. Cependant, l’algorithme Pegasos-V (ainsi
que son équivalent à noyau Pegasos-VK) ne conduit pas, sur les exemples
testés, à une réelle amélioration vis à vis de la version classique de Pegasos.
Nous restons pourtant convaincus que notre approche n’est pas vaine,
confortés par les résultats encourageants obtenus par des algorithmes mini-
misant un estimateur de variance dans le cas de l’apprentissage « batch » [par
exemple Sample Variance Penalization de Maurer et Pontil 2009] même si en
pratique le gain apporté par ces algorithmes est parfois limité [Variance Pe-
nalizing AdaBoost, Shivaswamy et Jebara 2011]. Parmi les pistes envisagées
pour tirer parti de notre borne, on peut penser tout d’abord à l’utilisation
d’un estimateur de variance plus précis, par exemple en considérant plus de
deux données à chaque itération. Au contraire, il pourrait aussi être intéres-
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Figure 5.4 – Jeux de données demi-lunes, xi ∈ R2.







Pegasos-K - Borne Cesa-Bianchi 2008
Pegasos-K - Borne Bernstein empirique
Pegasos-VK - Borne Bernstein empirique
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Figure 5.5 – Comparaison des algorithmes Pegasos-K et Pegasos-VK sur le jeu de
données demi-lunes.
sant de réfléchir à une méthode permettant de traiter les données une à une
(et non deux par deux comme c’est le cas à présent). Au lieu de considérer
l’hypothèse moyenne, une application potentielle de notre inégalité serait de
procéder à la sélection, au cours du processus d’apprentissage, de la meilleure
hypothèse [Cesa-Bianchi et al. 2004, Cesa-Bianchi et Gentile 2008]. Concer-
nant l’algorithme Pegasos-VK, nous pointons du doigt la décroissance du
vecteur de poids α au cours des itérations menant à un nombre grandissant
de coefficients non-nuls mais dont la contribution est très petite. L’élagage
des coefficients devenus négligeables [Kivinen et al. 2004] mériterait ainsi
d’être étudié afin d’apporter une solution à ce constat. Enfin, il pourrait
être intéressant de généraliser le chemin que nous avons suivi pour établir
l’algorithme Pegasos-V et de modifier d’autres algorithmes d’apprentissage
en ligne afin qu’ils prennent en compte l’estimateur instantané de variance.

Conclusion
Dans ce manuscrit, nous avons abordé deux problématiques distinctes
que sont la représentation parcimonieuse de signaux à l’aide d’algorithmes
gloutons et l’élaboration de bornes d’erreur en généralisation empiriques du
second ordre. Elles possèdent cependant un point commun dans ce docu-
ment, celui de faire intervenir des inégalités de concentrations statistiques
dans leur analyse. Nous revenons de façon synthétique sur les principales
contributions de ce document avant d’énoncer quelques-unes des perspec-
tives qui en découlent.
Dans le Chapitre 2, nous avons présenté une nouvelle procédure, Mat-
ching Pursuit avec Sélection Aléatoire (MP-SA), permettant de diminuer le
temps de calcul nécessaire à la sélection d’un atome dans l’algorithme Mat-
ching Pursuit (MP). MP-SA repose sur un double échantillonnage aléatoire
du dictionnaire, réalisé à chaque itération, conduisant à la sélection d’un
atome potentiellement sous-optimal. Dans la pratique, cette sous-optimalité
ne diminue en rien la qualité de l’approximation fournie par MP-SA. Au
contraire, le gain de temps réalisé à chaque itération permet, pour un temps
de calcul total fixé, d’en effectuer un nombre plus important. Cela aboutit
souvent à l’obtention d’une approximation parcimonieuse de meilleure qua-
lité que celle obtenue par MP dans le même temps. Nous avons analysé les
propriétés de notre algorithme, notamment en montrant les conditions pour
que celui-ci puisse être interprété comme un algorithme de poursuite faible.
De plus, notre approche s’étend facilement à la plupart des algorithmes
de poursuite basés sur le calcul de corrélations et permet également d’en
accélérer l’étape de sélection.
Nos principales contributions issues du Chapitre 3 concernent la repré-
sentation parcimonieuse simultanée de plusieurs signaux et son application
à la classification multi-classes. Nous avons proposé un algorithme, Greedy
Block Coordinate Descent for Regularized Least Squares (GBCD-RLS), ainsi
qu’une implémentation efficace de celui-ci pour résoudre ce problème. Ici
encore, nous nous sommes attelés à montrer la pertinence de notre approche
en en fournissant une analyse théorique. Le point de vue que nous avons
adopté, en exhibant le fait que cet algorithme peut être interprété comme
une descente de gradient par bloc de coordonnées, nous a permis de proposer
un éventail d’extensions possibles de notre procédure suivant la structure
de la matrice de coefficients recherchée. En utilisant des codes correcteurs
d’erreur pour reformuler un problème d’apprentissage multi-classes, nous
avons pu mettre en œuvre notre algorithme sur ce type de problématique
pour laquelle nous avons obtenu des performances de classification au ni-
veau de l’état de l’art.
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Le Chapitre 4 est construit autour des nouvelles inégalités de concen-
tration empiriques de type Bernstein que nous proposons pour les U-
Statistiques. Celles-ci ont été appliquées au cadre de l’ordonnancement
et ont permis d’établir une borne sur l’écart entre le risque empirique et
le risque réel d’une fonction de score apprise pour résoudre ce type de
problèmes. C’est bien évidemment la présence d’un estimateur de variance,
calculable empiriquement, qui confère à ces inégalités tout leur attrait.
Nous avons ensuite exposé un résultat algorithmique permettant de réduire
la complexité du calcul de cet estimateur avant de proposer quelques appli-
cations directes de notre résultat.
Le dernier chapitre, le Chapitre 5, a été l’occasion pous nous d’introduire
une nouvelle inégalité de concentration empirique de type Bernstein pour
les martingales. Celle-ci met à nouveau en jeu un estimateur de variance et
donne un résultat sur la concentration de la somme des incréments d’une
martingale. Nous avons ensuite utilisé cette inégalité pour borner le risque
moyen des hypothèses issues d’un processus d’apprentissage en ligne grâce à
l’utilisation d’un estimateur instantané de variance facilement calculable au
cours d’un tel processus. Notre borne se révèle plus précise que l’inégalité
de référence de Cesa-Bianchi et Gentile [2008], à la fois dans la théorie et en
pratique. La présence clé de cet estimateur instantané de variance dans la
borne nous a conduit à proposer un nouvel algorithme d’apprentissage en
ligne basé sur Pegasos, minimisant un compromis entre le risque empirique
instantané et l’estimateur sus-cité. Cet algorithme, pour les données jouets
considérées, n’améliore cependant que très peu la qualité moyenne des
hypothèses qu’il produit par rapport à son ainé. Cependant, nous espérons
que d’autres algorithmes en ligne puissent tirer parti de cet estimateur
instantané de variance.
Perspectives
Avant toute chose, une perspective commune à tous les travaux me-
nés dans cette thèse réside dans la validation de ceux-ci sur de nouvelles
tâches, potentiellement de grande(s) dimension(s), afin de conforter leur ap-
port dans la pratique. Nous ne revenons pas ici en détail sur les nombreuses
perspectives exposées à la fin de chaque chapitre de ce document. Nous pro-
posons plutôt, pour chacun, une piste de recherche qui nous semble revêtir
un intérêt particulier.
Sélections aléatoires dynamiques
Dans sa thèse, Moussallam [2012] propose d’adapter le processus de sé-
lection aléatoire du sous-dictionnaire au cours des itérations de l’algorithme.
Nous pensons également que le fait de guider ce processus de sélection (par
exemple en considérant une distribution de probabilité non uniforme sur
les atomes) serait profitable. En effet, nous avons pu voir que la qualité de
l’approximation fournie par la procédure MP-SA était sensiblement liée à la
proportion d’atomes et de coordonnées sélectionnés au cours des itérations.
Ainsi, pouvoir ajuster au mieux ces proportions au cours de l’algorithme
afin de réduire au maximum le temps de calcul tout en préservant la perti-
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nence des atomes sélectionnés semble être une piste intéressante. Cette tâche
nécessiterait sans doute pour être menée à bien d’obtenir des estimateurs
plus précis que celui que nous proposons (basé sur l’inégalité de Serfling
[1974]) concernant les produits scalaires partiels et d’étudier plus en détail
l’impact de l’atome sélectionné à chaque itération sur le sous-dictionnaire à
considérer à l’itération suivante. Dériver un outil semblable aux screening
tests [Xiang et Ramadge 2012] éliminant presque sûrement des atomes non-
pertinents et pouvant être calculé rapidement à chaque itération est aussi
une piste que nous souhaitons explorer.
Sélection dépendant de la distance
Dans leur travail sur la régression aux moindres carrés régularisée, Naula
et al. [2011] proposent de sélectionner un atome en se basant sur un estima-
teur leave-one-out calculable à faible coût à chaque itération. Cette méthode
de sélection vise alors à identifier un atome spécifiquement pertinent pour la
tâche de régression visée. Nous pensons que cette approche est digne d’in-
térêt, la méthode de sélection que nous proposons, basée sur le gradient,
est d’ailleurs directement liée à la distance que nous utilisons pour assigner
une classe à un code estimé. Appliquer cette idée à de nouvelles distances,
c’est-à-dire spécialiser la sélection d’une variable singulière en fonction de la
distance utilisée pour l’étape de classification finale, étendrait les possibilités
de notre algorithme de classification. La difficulté est ici de construire un
estimateur, facile à calculer, permettant de réaliser cette sélection.
Meta-algorithmes minimisant un compromis risque / variance
empirique
Les deux derniers chapitres de ce manuscrit, consacrés aux inégalités
empiriques du second ordre, partagent le même message : contrôler la va-
riance de façon empirique au cours du processus d’apprentissage semble être
une bonne chose. Nous avons présenté un exemple d’algorithme en ligne qui
vise cet objectif mais il serait très intéressant de pouvoir généraliser cette
approche en établissant par exemple un meta-algorithme capable d’être
instancié aisément à partir d’algorithmes de référence en apprentissage
statistique. Il s’agirait ensuite de pouvoir étudier les propriétés de cette
famille d’algorithmes, notamment afin de mieux cerner de quelle façon
l’estimateur de variance viendrait jouer le rôle d’un terme de régularisation
et quelles seraient les propriétés de généralisation associées à ces algorithmes.
Peut-être ce dernier point constituerait-il alors un bémol à l’utilisation
excessive d’inégalités de concentration en apprentissage statistique. En effet,
l’apport des inégalités de concentration empiriques du second ordre est in-
déniable pour quantifier le lien entre risque réel et risque empirique mais de
là à leur permettre de guider entièrement le processus d’apprentissage il est
des questions auxquelles il faut encore apporter des réponses. Nous restons
en tous cas convaincus de leur potentiel et sommes curieux d’étudier les nou-
velles applications ouvertes par leurs extensions matricielles [Tropp 2011],
par exemple pour améliorer l’analyse théorique de l’algorithme MP-SA.
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Titre Algorithmes de Poursuite Stochastiques et Inégalités de Concentration Empiriques pour l’Ap-
prentissage Statistique
Résumé La première partie de cette thèse introduit de nouveaux algorithmes de décomposition par-
cimonieuse de signaux. Basés sur Matching Pursuit (MP), ils répondent au problème suivant : comment
réduire le temps de calcul de l’étape de sélection de MP, souvent très coûteuse. En réponse, nous sous-
échantillonnons le dictionnaire à chaque itération, en lignes et en colonnes. Nous montrons que cette
approche fondée théoriquement affiche de bons résultats en pratique. Nous proposons ensuite un algo-
rithme itératif de descente de gradient par blocs de coordonnées pour sélectionner des caractéristiques
en classification multi-classes. Celui-ci s’appuie sur l’utilisation de codes correcteurs d’erreurs transfor-
mant le problème en un problème de représentation parcimonieuse simultanée de signaux. La deuxième
partie expose de nouvelles inégalités de concentration empiriques de type Bernstein. En premier, elles
concernent la théorie des U-statistiques et sont utilisées pour élaborer des bornes en généralisation dans
le cadre d’algorithmes de ranking. Ces bornes tirent parti d’un estimateur de variance pour lequel nous
proposons un algorithme de calcul efficace. Ensuite, nous présentons une version empirique de l’inéga-
lité de type Bernstein proposée par Freedman [1975] pour les martingales. Ici encore, la force de notre
borne réside dans l’introduction d’un estimateur de variance calculable à partir des données. Cela nous
permet de proposer des bornes en généralisation pour l’ensemble des algorithmes d’apprentissage en
ligne améliorant l’état de l’art et ouvrant la voie à une nouvelle famille d’algorithmes d’apprentissage
tirant parti de cette information empirique.
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Title Stochastic Pursuit Algorithms and Empirical Concentration Inequalities for Machine Learning
Abstract The first part of this thesis introduces new algorithms for the sparse encoding of signals.
Based on Matching Pursuit (MP), they focus on the following problem: how to reduce the computation
time of the selection step of MP. As an answer, we sub-sample the dictionary in line and column at
each iteration. We show that this theoretically grounded approach has good empirical performances.
We then propose a block coordinate gradient descent algorithm for feature selection problems in the
multiclass classification setting. Thanks to the use of error-correcting output codes, this task can be
seen as a problem of simultaneous sparse encoding of signals. The second part exposes new empirical
Bernstein inequalities. Firstly, they concern the theory of the U-Statistics and are applied in order
to design generalization bounds for ranking algorithms. These bounds take advantage of a variance
estimator and we propose an efficient algorithm to compute it. Then, we present an empirical version of
the Bernstein type inequality for martingales by Freedman [1975]. Again, the strength of our result lies
in the variance estimator computable from the data. This allows us to propose generalization bounds
for online learning algorithms which improve the state of the art and pave the way to a new family of
learning algorithms that may take advantage of this empirical information.
Keywords Matching Pursuit ; Stochastic Algorithms ; Feature Selection ; Multiclass Classification ;
Empirical Bernstein Inequalities ; U-Statistics ; Martingales ; Ranking ; Online Learning ; Generalization
Bounds.
