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ABSTRACT
Understanding the mechanisms behind the spatial patterns of species distributions is 
one of the major focuses in theoretical ecology. Spatial modelling techniques such as 
lattice models and cellular automata bring numerous spatial patterns in ecology. Taking 
spatial factors into account also helps to solve many puzzles in ecology, such as the 
paradoxes of diversity, polymorphism and altruism. To analyze the numerous spatial 
patterns, ecologists introduced the moment approximation from statistical physics. 
Spatial analysis of species distributions can also finds its roots in the sampling statistics 
of ecology. Based on aggregation indicators (e.g. Lloyd’s indices and joint-count 
statistics), ecologists are able to distinguish the degree of non-randomness from spatially 
implicit and explicit perspectives, with over-dispersal and spatial autocorrelation as the 
synonyms of aggregation, respectively. Such sampling statistics also leads to the 
occupancy-abundance relationship with valuable applications in conservation. Although 
both spatial modelling and spatial analysis aim to achieve a profound understanding of 
species spatial patterns, they barely intersect. Through building the connections between 
sampling statistics and moment (pair) approximation, we unveil the relationship between 
the sampling density (mean abundance) and the colonization-extinction process. The 
intersection also solves the scaling pattern of species distribution by applying the pair 
approximation and the Bayesian rule into the joint-count statistics. By a scaling 
metapopulation model, we found that randomness is the bridge linking sampling statistics 
and spatial modelling, as well as the spatially implicit and explicit patterns. This 
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intersection also sheds light on the occupancy-abundance relationship and the connection 
between spatial patterns and species life-history traits. In this exercise, we emphasize the 
importance and potential of bringing these two schools of knowledge together in 
understanding ecological complexity. Ten merging questions that require this intersection 
have been presented to expound on possible applications to the species distribution and 
the community structure in the near future. 
INTRODUCTION
Ecology is the study of relationships between organisms and the environment. This 
classic definition illustrates that the focus of this science is the relationships (or interactions) 
between individuals, populations, species, and even communities. Shaped by the golden age 
of theoretical ecology (1920-1940), ecologists mainly deal with the abundance and 
distributions of populations in time and in space, i.e. the spatiotemporal dynamics. Why can 
this species survive here? How many individuals (or species) are out there? These questions 
have been largely explored by mathematical models and experimental tests. Early studies of 
the dynamics of biological populations tended to look for a stable equilibrium in spatially 
homogeneous contexts (Pielou, 1969; Murray, 1989). For a single species, density-dependent 
mechanisms, such as the Allee effect and the overcrowding effect (self-thinning), control the 
population level within the environmental carrying capacity. For multiple species, interactions 
such as competition, predation, parasitism, epidemic transmission, facilitation, and 
cooperation have been clarified as to their effect on community structure and dynamics. In 
particular, ecological relationships, such as competition, predator-prey and host-parasite, have 
been deeply analyzed by mathematical models, such as the Lotka-Volterra equations. At one 
stage, ecologists believed that all the equilibriums of ecological systems had been (or would 
soon be) found and therefore all the questions would be answered, but two events frustrated 
that hope. 
First, May (1974) found that a simple discrete logistic model could generate a chaotic 
dynamics. With the increase of the intrinsic growth rate, the equilibrium of the system jumps 
from a stable attractor to an oscillator, and finally to a chaotic attractor. This complicated 
behavior of the dynamics is different from those caused by environmental noise, and therefore 
was given the name deterministic chaos. Hui and Li (2003) suggested that over the past 30 
years, a vastly complicated picture has emerged for the range of temporal behaviors that 
populations can exhibit. This is mainly due to the nonlinearities of biological production 
function (Roughgarden, 1997). A primary mechanism generating the complex dynamics is the 
density-dependent factor in population growth equations, such as the logistic function. 
Methods like ordinary differential equations, phase plane and bifurcation diagrams in the 
dynamic analysis have become the principal approaches in studies of temporal dynamics 
(Begon et al., 1996). 
Second, the expansion of ecological research interests from simple interactions, to large- 
or macro- systems has caused prosperity in community and ecosystem studies. The theoretical 
and empirical research on spatial interactions has accumulated recently, resulting in the 
prosperity of spatial ecology (Tilman and Kareiva, 1997) and landscape ecology (Pickett and 
Cadenasso, 1995). “Spatial” and “scaling” have become two dominant words in recent works. 
Levin (1992) further suggested that ecology is in fact pattern recognition at different scales. 
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In the mean time, spatial ecology has been coined the “final frontier” of ecology (Liebhold et 
al., 1993). The most important discovery of spatial dynamics is the self-organized distribution 
pattern, even in homogeneous patchy environments (Hassell et al., 1991, 1994; May, 1994). 
Like the self-structured limit cycles in temporal dynamics, self-organized spatial patterns 
come from interspecific interactions as well (e.g. Hui, 2004; Hui et al., 2004). Among 
different modeling frameworks that include spatial structure, there are three broad categories 
(Hastings, 1994). One framework is based on reaction-diffusion models (Levin, 1974), which 
can be either discrete or continuous in time and space. A second framework is based on 
looking at metapopulations by considering the number of patches in different states (Levins, 
1969; Hanski, 1991a, b, 1999; Hui and McGeoch, 2006, 2007a; Hui et al., 2006). A final 
framework is based on cellular automata and contact processes (Czaran and Bartha, 1992; 
Durrett and Levin, 1994; Walters, 2001; Hui et al., 2004, 2005). These two findings (i.e. 
chaotic and spatial factors in ecological research) bring forth the flourish of new concepts in 
ecology: pattern formation and recognition. The idea of a self-organized complex adaptive 
system becomes a new understanding of the evolutionary, ecological, biological system. 
The classic paradox (e.g. the paradox of diversity) (Hutchinson, 1961) left in the golden 
age has been elegantly solved (e.g. colonization-competition trade-offs) (e.g. Horn and 
MacAruthur, 1972; Levin and Paine, 1974; Platt and Weis, 1977; Tilman, 1994). New models 
for understanding the persistence of species have been developed (such as the metapopulation 
model) (Hanski, 1999). Methods from physics have been brought in to solve the complexity 
in ecological dynamics (such as 1/f-noise and spectrum analysis) (Gisiger, 2001). Landscape 
ecology and macroecology have flourished due to the progress of computer hardware and 
programming (Pickett and Cadenasso, 1995) and the accumulation of large-scale data (Gaston 
and Blackburn, 2000). Virtual and digital ecology have been founded and begun to move this 
real world into cyberspace. It’s time for us to synthesis all these spatial patterns so that we can 
see where the future of ecology lies. 
LATTICE MODELS
To understand the self-organized pattern in spatial ecology, cellular automata and lattice 
models have become a common framework to generate and explore spatial patterns. These 
kinds of models were originally invented by Stanislaw Ulam and John von Neumann at the 
Los Alamos National Laboratory to simulate the growth of crystals and self-replicating 
systems. In the 1970s, John Conway used the cellular automaton in his “game of life”. These 
methods were brought into theoretical ecology and biology from the 70s to 90s (Maynard 
Smith, 1974; Wolfram, 1984; Rand and Wilson, 1995). Cellular automata and lattice models 
not only present numerous spatial patterns that are generated by local ecological interactions, 
but also show insights into solving puzzles in traditional ecology. Here, I list three examples 
of how lattice models assist in introducing spatial factors into ecological perspectives and 
subsequently solve various dilemmas in ecology. 
The first example is concerns the paradox of biodiversity (Hutchinson, 1961). According 
to the competitive exclusion principle (Gause, 1935; Huffaker, 1958), there is no identical 
species (in terms of their niche) that can coexist at the same place. However this theoretical 
truth was challenged by a real example from nature. Hutchinson (1961) noted that a well-
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mixed pond with few limiting nutrients contains more than a hundred species of 
phytoplanktonic algae. Competing superiors can not simply exile the weaker. Although 
according to Tilman’s resource competition model (Tilman, 1977, 1982), potentially 
unlimited species can coexist on a single limited resource provided that those species are 
separated on nutrient gradients, however the relatively narrow range of resource gradient in a 
pond eliminates the possibility of a large number of algae species coexisting. This paradox of 
diversity also exists in plant communities. For example, the Succulent Karoo biome in 
southern Africa is one of the twenty-five hotspots of biodiversity in the world (Myers et al., 
2000); nevertheless as a semi-desert region, the soil nutrient gradient is surly not capable of 
supporting the co-existence of almost 5,000 plant species. Interestingly, in Huffaker’s (1958) 
original study, he also found that persistence was impossible in a small homogenous habitat 
but was prolonged in larger habitats, which potentially have higher environmental 
heterogeneity. Using the Levins model, Tilman (1994) showed that any number of species 
can stably coexist in a spatial homogenous environment, even though the best competitor 
immediately displaces all others locally (also see Lehman and Tilman, 1997). This spatial 
coexistence relies on a trade-off between a species’ competitive ability and its colonization 
(dispersal and establishing) ability. Using lattice models, Vance (1984) and Pacala (1986) 
showed that local competition and colonization cause populations to become aggregated in 
space. As we can see, adding the spatial factor was the key to solving this paradox. Lattice 
models revealed the aggregated pattern of each species in space, which fitted the field 
observations. 
The second puzzle in ecology that has been solved from spatial perspectives concerns the 
evolution of cooperation. Darwin’s natural selection is based on individual selection; 
however, altruistic behavior obviously means cost to its actor. In searching for the approach 
through which altruistic behavior emerges and persists, scientists have generally presented 
three theories: group selection (Williams, 1966; Wilson and Sober 1994), kin selection 
(Hamilton, 1964) and reciprocal altruism (Trivers, 1971; Axelrod and Hamilton, 1981). The 
theory of reciprocal altruism is based on prisoner’s dilemma games (PDG) (Harms, 1999; 
Hoffmann 2000; Nowak and Sigmund, 2004; Hui et al., 2005; Zhang et al., 2005a; Hui and 
McGeoch, 2007b). To defect is the evolutionary stable strategy and the Nash equilibrium in 
the PDG (Axelrod and Hamilton, 1981), the successful invasion of the cooperators into 
defectors, is almost impossible; even the resistance of cooperators to defector’s invasion 
becomes difficult. This incurs the paradox of cooperation. The efforts to break this deadlock 
lead to the construction of complex strategies based on the iterated PDG, such as the famous 
Tit-for-Tat (Axelrod, 1984) and Win-stagy Lose-go strategies (Nowak and Sigmund, 1993). 
Spatial models have also been introduced into the PDG to resolve the paradox (Nowak and 
May, 1992). These spatial PDG were focusing on the dynamics of the relative frequency of 
each behavioral strategy within a constant population (Nowak et al., 1994; Nowak and 
Sigmund, 2004). Hui et al. (2005) and Zhang et al. (2005a) studied the effect of spatial PDG 
on the population size as well as the effect of habitat destruction on the relative frequency of 
behavior strategies within the population. A stage-equilibrium hypothesis (that species adjust 
the frequency of its behavior strategies and maintain its population size) was presented to 
capture the system behavior when facing environmental stress (Hui e al., 2005). Hui and 
McGeoch (2007b) studied the spatial patterns of spatial PDG’s using lattice model and spatial 
correlation techniques (Hui et al., 2006). Two general results are: (1) the clusters of 
cooperators in the spatial habitat reduce the interface between cooperators and defectors, 
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which protect the cooperators; (2) the metapopulation of mixed strategies could even flourish 
when facing mild to moderate stress (e.g. habitat destruction) due to the overcompensation of 
cooperation rewards for extinction debt (Hui et al., 2005). 
The third example is the solution of Fisher’s (1930) paradox (polymorphism vs. genetic 
load) (Hanski and Zhang, 1993; Hui and Yue, 2005). In 1930, Fisher proposed the famous 
“fundamental theorem of natural selection”, indicating that fitness can be maximized in a 
pure-line population (Fisher, 1930). This theorem has received much criticism because it does 
not accord with the numerical experimental results which demonstrate that polymorphism is 
popular in nature (Wright, 1930; Haldane, 1930). Since then, debates between selectionists 
and neutralists have never reached a resolution about the high polymorphism in natural 
populations (Kojima and Yarbrough, 1967; Kimura, 1983). Although natural selection acts on 
different individuals within a species, the pathway of biological evolution rarely resorts to 
intraspecific competition. Phenotypic plasticity is a universal phenomenon for species to face 
environmental changes and heterogeneity (Miner et al., 2005), for example, induced mutation 
is a prevalent mechanism in insects which reduces the intensity of intraspecific competition 
(Clark et al., 1967). This may be ascribed to the fact that intraspecific competition between 
different genotypes incurs a high genetic load for the species. Maintaining polymorphism by 
selection may itself entail an enormous and intolerable genetic load (Strickberger, 2000). In 
fact, a balanced polymorphism might be pursued through heterozygote superiority, or 
overdominance (Ford, 1940; Dobzhansky, 1970), yet it also incurs a high genetic load. 
Inspired by Levins’ original idea that both the spatial and temporal organization of the 
environment might significantly affect the extent to which a population would rely on genetic 
polymorphism (Levins, 1968), Hui and Yue (2005) found that using lattice models, the 
feedback between organism and environment generate archipelago-like structures in space 
through an ecological imprint in order to maintain polymorphism with low genetic load 
within demes, which does not require heterozygote superiority. This ecological inheritance 
caused by niche construction (Odling-Smee et al., 1996) could be the major mechanism of 
fine-scale heterogeneity in species habitat (Hui et al., 2004; Han et al., 2006). Hence, Fisher’s 
puzzle can also be solved by taking space into account. Cellular automata and lattice models 
are the powerful tools that bring spatial factors into the reality of spatial patterns. 
Not only can cellular automata and lattice models solve those dilemmas and paradoxes in 
traditional ecology (due to small scale and lacking of spatial or heterogeneity factors), they 
also serves as an important method to find new insights in ecology. For example, the Allee 
effect, caused by the social dysfunction and failure to mate successfully when population 
density falls below a certain threshold, is one of the most important phenomena in population 
ecology (Allee, 1931, 1938; Asmussen, 1979; Viet and Lewis, 1996; McCarthy, 1997; 
Grevstad, 1999; Berec et al., 2001). Normally, ecologists only care about the threshold (or 
founder) phenomenon caused by the Allee effect when the population size is small 
(McCarthy, 1997; Wang et al., 1999); but when bringing spatial factors into account, the 
Allee effect becomes a strong factor in influencing species dispersal and distribution range 
(Viet and Lewis, 1996; Metz et al., 2000; Keitt et al., 2001). Hui and Li (2004) developed a 
continuous dynamic model by pair approximation and two-dimensional spatial lattice models 
to describe the influences of Allee effects on the distribution and dynamics of 
metapopulations. They found that the original global stable equilibrium of metapopulation 
size turns into a local stable equilibrium with Allee effects, which is sensitive to the initial 
situations that can incur a threshold phenomenon in dynamics. When the intensity of the 
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Allee effect varies within a certain range, a new positive local stable equilibrium appears (Hui 
and Li, 2004). Simulation results from the lattice models reinforce that the new equilibrium 
forms a static distribution border in space, which could be a new explanation for the species’ 
current distributional range. 
Moreover, lattice models suit the quadrat sample design in experimental ecology and 
therefore have been widely adopted in ecology for species surveys. Dividing space into 
quadrats in sampling is a simple but powerful method to estimate species abundance, spatial 
distribution and community structure (Figure 1). Lattice data are normally obtained from two 
kinds of experiments. One is from controlled laboratory experiment, in which patches are 
designed in a two-dimensional lattice way. For example, to explore the spatial structure of the 
fruit fly (Drosophilidae) community, Warren et al. (2003) arranged a 12×18 decaying 
nectarine fruit matrix (also see Hui et al., 2006). The other one is by dividing continuous 
space into lattices. For example, the bird atlas of southern Africa employed this typical lattice 
sample deign with each lattice representing a quarter-degree quadrat (Harrison et al., 1997). 
He and Gaston (2000) and Hui and McGeoch (2007) divided real plant distribution into 
presence-absence map to explore the occupancy-abundance relationship. Kunin (1998) used 
the artificial divided lattice networks addressing the scaling issues of species distributions in 
the United Kingdom (also see Hartley and Kunin, 2003; Wilson et al., 2004). Harte et al. 
(2005) and He and Legendre (2002) analyzed the relative abundance patterns and species-area 
relationships in communities by using lattice networks. Hui and McGeoch (2007) explored 
the occupancy frequency distribution in communities by using a lattice as a means of 
division. This all indicates that lattice models are not only dominant in theoretical studies but 
also in experimental ecology. Spatial analysis will normally deal with the data generated from 
lattice models or designs. Isolated studies from either side (theoretically or experimentally) 
block communication in ecology. Their potential link will be unveiled in the following 
sections. 
Figure 1. A schematic illustration of a presence ( ) - absence ( ) map. The four gray rectangles 
demonstrate the four von Neumann neighbors of the centre one. 
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SPATIAL ANALYSIS
Understanding the patterns of species distribution, such as aggregation and randomness, 
is one of the central problems in ecology (Gaston and Blackburn, 2000). It is a problem not 
only of intrinsic interest, but of essential importance in the final resolution of patterns in 
macroecology (McGeoch and Gaston, 2002). Current ecological research aims, not only to 
analyze the patterns generated by various conditions in a two-dimensional map, but also to 
understand the mechanism underlying those patterns to the extent that predictions can be 
made. As mentioned above, distribution patterns of species have been well studied by 
mechanistic approaches (by theoretical ecologists), such as metapopulation dynamics that 
reveal the ecological processes leading to present distributions (Hanski and Gilpin, 1997; 
Tilman and Kareiva, 1997; Dieckmann et al., 2000; Hui and Li, 2004; Zhang et al., 2005b), 
and statistical analysis (by experimental statisticians), such as spatial autocorrelation indices 
that focus on the patterns of species distribution per se in an attempt to seek suitable methods 
of description (Li and Reynolds, 1995; Dungan et al., 2002; Fortin et al., 2002; Perry et al., 
2002). These two approaches are complementary but have scarcely been combined. This lack 
of collaboration was because the former deals mainly with spatial patterns from computer 
simulations and mathematical models, whereas the data that the latter deals with comes from 
real experiments and surveys. Their research objects also differ. Theoretical studies 
concentrate on revealing the mechanisms behind (why and how); whereas the experimental 
studies care about comparison (what, how much and how many). It is healthy to link them 
together by their similar essence and further bring new insights into spatial ecology. 
In the spatial analysis of the real experimental and landscape data, a presence-absence 
map (a binary spatial data) is the easiest and quickest representation, which can be provided 
for a large-scale region with relatively little costs (e.g. Fielding and Bell, 1997). The spatial 
niche modelling (such as the climatic envelope; Kadmon et al., 2003) can also provide a 
quick, large-scale presence-absence map for focal species’ distribution range. Climatic 
envelope modelling also provides a quick way to trace the effect of climatic changes. As 
mentioned above, lattice models and samples also provide a huge amount of binary data from 
theoretical and experimental studies. Two issues were shown up in the analysis of presence-
absence data: one is the spatial pattern of the distribution; the other is the scaling sensitivity of 
the range (formally called mapping unit viable problems MUVP; e.g. Wu et al., 2006). The 
former includes the size of the distribution (range size), spatial structure of the individuals; 
the latter studies how the result of spatial analysis responds to the size (grain and extent) and 
effort of samples. Besides these two spatial and scaling issues, understanding the potential 
mechanisms triggering particular spatial patterns was also one of the major research interests. 
SPATIALLY IMPLICIT PATTERNS
To categorize the spatial patterns obtained, we have to clarify some definitions in spatial 
analysis. Statistical ecologists normally distinguish species’ distribution patterns into 
aggregation, randomness and others (such as uniformity and segregation), without clarifying 
whether these categories are spatially implicit or explicit. This confusion brings lots of 
problems in the comparison of each other’s works and hinders the further meta-analysis in 
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this field. Due to the different observations and ecological consequences of using spatially 
implicit and explicit approaches (Veldtman and McGeoch 2004), a distinction must be made 
between distribution patterns in a statistical (spatially implicit) sense and those in a spatial 
(explicit) sense (Dungan et al., 2002; Perry et al., 2002). These categories of spatial patterns 
are closely related to the definition of heterogeneity (Li and Reynolds, 1995; Wiens, 2000; 
Dungan et al., 2002). Here, I simply distinguish the distribution patterns of species into 
spatially implicit and explicit. I use the term spatially implicit when describing the statistical 
heterogeneity in samples without regarding the relative locations of these samples. The term 
spatially explicit will be used when the relative locations or spatial information of samples 
were concerned. 
OVER-DISPERSAL
From the point of view of experimental ecologists, the key question is to describe the 
(spatial) patterns and compare them with those from different species, or from different 
places, or time, etc. Traditionally, ecologists described the spatial pattern without spatial 
input, for example, an “aggregated” population means the number of individuals in samples 
are over-dispersed (the variance-mean ratio aa /
2  is greater than one, where a  is the 
grain size). Using the variance-mean ratio to judge the aggregation ( aa u
2 ), randomness 
( aa u
2 ) and uniform ( aa u
2 ) of species distributions coincides with that using 
coefficient of diffusion (also called index of dispersion; Pearson and Hartley, 1966; Elliott, 
1977) to discern distribution patterns. 
The relationship between the variance and the mean of abundance can be described by 
Taylor’s power law, baa uc
2 , where c  and b  are constants (Taylor, 1961). Although 
there is still a controversy around the mechanism and meaning of Taylor’s power law (see a 
review by Kendal, 2004), this robust rule has been tested for more than 400 species (Taylor et 
al., 1978; Taylor and Woiwod, 1982) and also manifests with other seemingly disparate 
processes (Anderson and May, 1988). Another robust rule is the linear relationship between 
grain a  and mean abundance observed from samples daua , where d  is population 
density (Hubbell, 2001). This relationship was simply because the mean abundance a
equals the total number of individuals in the sample extent N divided by the number of grains 







As Downing (1986) observed, the vast majority of estimates for b  range between 1 and 
2. Only 2% of observations were above 2, and about 0.6% below 1 (Downing, 1986; Kendal, 
2004). In equation (1), if parameter b  is below 1, the coefficient of diffusion (1) will lead to 
infinity with the decrease of grain a , which is biologically unrealistic. Consequently, the 
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assumption that exponent b  is above 1 would not only have a theoretical explanation 
(Keeling and Grenfell, 1999) but also be supported by rich data (Downing, 1986). Under this 
assumption, the variance-mean ratio in equation (1) will change from zero to infinity as 
scaling up occurs (the increasing of grain a ); thus, the statistical distribution patterns of 
species will change from uniformity to randomness, and finally to aggregation. It implies that 
the variance will increase more rapidly than the mean abundance with spatial scale and the 
statistical heterogeneity will increase with grain. 
Another way to understanding the over-dispersed pattern is to have a look at the 
abundance frequency distribution in samples. Let np  be the fraction of samples with n
individuals. For an over-dispersed (aggregated) population, a negative binomial distribution 









where  is the mean abundance as above and 1/k is a parameter describing the degree of 
aggregation (note that in fact 1+1/k is the Lloyd’s index of crowding; Lloyd 1967). When k
is less than one, we expect an aggregated population. When k  limits to infinite, the negative 
binomial distribution becomes a Poisson distribution, describing a random distribution. He 
and Gaston (2003) revised this distribution by replacing k with )/( 22 , inspired by 
Taylor’s power law (Taylor 1961). Wiens (2000) suggested calling these kinds of indices the 
“non-spatial” ones, such as k, the variance-mean ratio, Lloyd’s IL and Morisita IM (e.g. 
Hulbert, 1990). Some of these indices have also been criticized by Hulbert (1990) for their 
inconsistency in distinguishing the distributions of “Unicorns”. 
The interesting thing when considering the abundance frequency distribution in samples 
is not about the non-spatial index k, but the occupancy-abundance relationship. For simplicity 
if we only care about the occurrence of samples with more than one individual ( 1n ), p ,
we have an occupancy ( p )-abundance ( ) relationship. For the improved negative 







Of course, there are different forms of occupancy-abundance relationship from different 
perspectives. For example, if individuals were randomly distributed, the occupancy-
abundance relationship will simply be )(1 dExpp . The negative binomial 
distribution has a occupancy-frequency distribution as kkp )/1(1 . Hui and 
McGeoch (2007c) reviewed all these occupancy-abundance relationships and summarized 
them as a percolation process. A “droopy tail” model has been invented to catch the 
characteristics of the occupancy-abundance relationship. Although occupancy, or range size, 
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can only capture the size of a spatial distribution, it has its special importance in conservation 
as it provides a quick and efficient way to predict abundance from occupancy (He and 
Gaston, 2000; Holt et al., 2002; Hui and McGeoch, 2007c). 
LEVINS MODEL
The negative binomial distribution as well as the other indices above tells us what the 
species distribution looks like from a statistical (non-spatial) perspective. Nonetheless, we 
still don’t have a clue how the species ends with such a pattern. From the theoretical 
ecologists’ perspective, this problem can be solved. Using a metapopulation framework 
(Hanski, 1999), a species distribution in space or a suitable patch networks is due to a balance 
of colonization and local extinction (within patches). The term ’metapopulation’ describes a 
‘population’ consisting of many local populations. All local populations have a substantial 
probability of extinction, and hence the long-term persistence of the species can only occur at 
the regional or metapopulation level (Hanski, 1998). The classic metapopulation framework 
is based on the patch occupant model (Levins, 1969), a simple logistic-like model. The patch 
occupant model grasps the spatial dynamics of the occupied patches using a contact process. 
If we don’t consider the spatial issues, i.e. assuming colonization is spatial independent, or a 




dp )1( , (4)
where p  is the fraction of patches occupied by the species, w  and m  are the parameters of 
the colonization rate and the extinction rate, respectively. As long as wm , the nontrivial 
equilibrium is globally stable (Hui and Li, 2003; Hui, 2007a), 
w
mp 1ˆ (5)
For simplicity, if we only compare equation (5) with the occupancy-abundance 
relationship from the Poisson distribution, we have (Figure 2a), 
w
mdExp )( . (6)
For the occupancy-abundance relationship of a negative binomial distribution, we have 
(Figure 2b), 






We found that, firstly, through the link between the two perspectives, we build a 
relationship between species abundance (population size) with its life-history characters 
(colonization rate, mortality). 
A
B
Figure 2. (A) The relationship between colonization rate, extinction rate, and density of a random 
distribution; (B) the relationship between aggregation, colonization rate and mean abundance of a 
aggregated population (m=0.2).
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For random distributions (Figure 2A), colonization rate and extinction rate have almost a 
linear impact on species density. The density can only change within a small range (0~3), 
which excludes the possibility of a highly abundant species having a Poisson distribution. If 
we allow individuals to become clustered locally, i.e. a negative binomial distribution (Figure 
2B), the upper range of mean abundance increases dramatically with colonization rate 
especially when k is small indicating a highly aggregated species. Note that we only use the 
simplest version of spatial modelling (Levins model), more advanced models will definitely 
bring up new findings. This first attempt indicates that there is a huge research space out there 
when we cross the borders of the fields, spatial analysis and modelling in ecology. 
SPATIALLY EXPLICIT PATTERNS
To describe the spatial characteristics of a species distribution, ecologists have invented 
spatial autocorrelation for describing the missing part of non-spatial patterns. Simply 
speaking, spatial autocorrelation tells us how many individuals are close to each other (Fortin 
et al., 2002). Using the same principle, you can also find out the spatial closeness of two 
different species, normally called species association. Within multiple species (e.g. a 
community), the same frame work leads to the definition of nestedness. Theoretical ecologists 
also have to summarize the spatial pattern obtained from lattice models. A method called 
moment approximation has been introduced into the spatial pattern analysis (Sato and Iwasa, 
2000). Analogous to Taylor’s series expanding in mathematics, all the spatial patterns can be 
expressed by a moment approximation. Practically, if we only consider the first- and second-
order expression and ignore the higher order, we can have a pair approximation of spatial 
pattern. Moment approximation of spatial pattern and spatial autocorrelation have similar 
frameworks when analyzing spatial patterns. However, the comparison between these two 
methods has hardly been touched in ecology. Here I demonstrate their inner relationships by 
comparing some typical methods in each framework. 
JOINT COUNT STATISTICS
In the spatial analysis from experimental and landscape ecologists, there are a group of 
indices dealing with the distance sensitivity of spatial patterns, called LISA (local indicators 
of spatial association) (Anselin, 1995). The simplest index from LISA to describe the spatial 
pattern is the joint-count statistics (Fortin et al., 2002). Joint-count statistics is the first step to 
describe real spatial patterns by giving the status of its neighbors (adjacent patches). If we 
only care about two status, presence and absence (Figure 1), instead of the exact number of 
individuals in it, we have four states with regard to the focal patch and its randomly-chosen 
neighbor: an occupied cell with a neighbor that was also occupied, /q ; an occupied cell 
with an empty neighboring patch, /0q ; an empty cell with an occupied neighbor, 0/q ; an 
empty cell with an empty neighbor, 0/0q . In fact we only need two variables ( p , /q ) to 
express all the other joint-count statistics: 














There is still an inequality controlling the balance between p  and /q , 10 p
and 1/12 /qp  (Hui and Li, 2004). This is the joint-count statistics: simple and 
elegant. If pq / , we have a spatially autocorrelated population (or called aggregated). If 
pq / , we have a spatially random one. The ratio pq //  or the difference pq /
gives the degree of spatial clustering (Fortin et al., 2002; Hui et al., 2006). Of course, the 
group of LISA can analyze the spatial patterns from not just the presence-absence data, and as 
a consequence it can provide more information on spatial autocorrelation, i.e. it can describe 
the clustering of abundance in samples by for example Moran’s I index (1950). I chose the 
joint-count statistics here just to demonstrate what and how we can link with theoretical 
studies in the future. 
PAIR APPROXIMATION
Joint-count statistics doesn’t tell us the mechanism behind this spatial pattern, i.e. what 
causes this particular aggregated spatial distribution, yet this question can be solved by 
describing the presence-absence dynamics. The distribution pattern of species can not only be 
described by joint-count statistics (Upton and Fingleton, 1985; Fortin et al., 2002), but also by 
pair approximation, which has similar conceptual and mathematical meanings in spatial and 
metapopulation ecology (Hanski and Gilpin, 1997; Tilman and Kareiva, 1997; Dieckmann et 
al., 2000; Hui and Li, 2004). 
The Levins model we used above assumes not only an infinite number of habitat patches 
but also the non-infection of colonization by distance. Since movements of most organisms 
are restricted in space and hence all patches in a large network are not likely to be equally 
accessible from a given patch, these assumptions seem contradictory (Hanski, 1999). 
However, what is really underlying these assumptions is that the model assumes all patches 
are equally connected to other patches, which is called the mean-field assumption. Although 
this assumption is at the heart of many ecological theories, it ignores much of what is 
important about the dynamics of ecological interactions. Ecological interactions such as 
predation, resource competition, parasitism, epidemic transmission, and reproduction often 
occur at spatial scales much smaller than that of the whole population (Dieckmann et al., 
2000). The dispersal and colonization of migrants in metapopulations are certainly local 
processes in space, and hence the distribution cannot be described by the mean-field 
approximation. 
The most powerful approach to modeling spatially structured population dynamics and 
local processes in ecology is the lattice or cellular automation models, which have been 
widely applied to the researches of metapopulation dynamics and more general questions of 
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spatial ecology (Tilman and Kareiva, 1997). These spatially explicit simulation models can be 
analyzed by a useful approach, called the pair approximation and introduced by Matsuda et al. 
(1992) to ecological research. This approximation, firstly from statistical physics (Katori and 
Konno, 1991; Tainaka, 1993), has been carried out for many models of population dynamics 
of plants (Iwasa et al., 1991; Harada and Iwasa, 1994; Harada et al., 1995). 
In the framework of metapopulations and spatially structured populations (Sato and 
Iwasa, 2000; Hui and Li, 2004), two variables are important to describe the distribution of 
species: global density p  and local density /q . The global density is the probability that a 
randomly chosen sample is occupied by a local population, indicating the occupancy in a 
binary (presence/absence) map (Hanski, 1999; McGeoch and Gaston, 2002; Hui and Li, 
2003). Local density describes the spatial correlation and indicates the conditional probability 
that a randomly chosen adjacent quadrate sample of a presence quadrate is also occupied 
(Dieckmann et al., 2000; Sato and Iwasa, 2000; Hui and Li 2004). As mentioned above about 
the joint-count statistics, the definition of distribution patterns in a spatial sense can be 
obtained by the comparison between occupancy p  and spatial correlation /q  (Hui et al., 
2006; Hui and McGeoch, 2007b). 
According to the processes of metapopulations and Matsuda’s model (Matsuda et al., 
1992; also in Sato and Iwasa, 2000), the metapopulation dynamics can be described by pair 
















where + (occupied by a local population) and 0 (empty) are the state of a patch, 0p
( ppp 0 ) and p  are the probabilities that a randomly chosen pair of nearest-
neighbor patches are in state +0 and ++, respectively, 0/q  ( )1/(00/ ppq ) is the 
conditional probability that a randomly chosen neighbor of a patch in state 0 is in state +, z
is the number of neighbor patches and means the dispersal region of migrants. Equation (9) is 
analogous to equation (4). For a given empty patch, every local population in the habitat can 
contribute to the colonization of this patch by the mean-field approximation (the term wp ),
while only local populations in the neighboring patches can colonize the patch by pair 
approximation (the term 0/wq ). As for the dynamics of p , a chosen pair patches in state 
++ may come from by colonization (or lead to by extinction) pair patches in state +0 or 0+ 
(since 00 pp , there is a term ‘2’ in the equation). The empty patch in the pair +0 can be 
colonized by the local population in this pair (the term zwp /2 0 ) or the local populations in 
the neighboring patches of this pair (the term zzqwp /)1(2 0/0 ). Therefore, the 
colonization of an empty patch and the colonization of a pair +0 (or 0+) are determined by the 
term 0/q  and the term zqz /))1(1( 0/  (noted that 0/0/ qq  in pair 
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approximation) (Hui and Li, 2004). Equation (9) can give the dynamics of the global (or 
singlet) densities p  and the doublet densities p , through which we can calculate the local 
densities /q . According to the formula of conditional probabilities, we also have the 
formula )/()/()/( // dtdpqdtdpdtdqp  and ppq //  to transform 
the dynamics (9) into those of global and local densities (Hui and Li, 2004). 
The stability of equilibriums and the trajectories of equation (9) can be easily obtained, as 
there is only one nontrivial attractive point (stable node) in the phase plane of p  and /q




)1(1ˆ  and 
w
mq 1ˆ / . (10)
Let  be the dispersal area (for continuous dispersal curve, 2r , where r  is the 





This could be an inner connection between global density and local density that the joint-
count statistics can not reveal. 
SPATIAL SCALING PATTERNS
As mentioned above, two issues are involved in the analysis of species distribution, 
spatial and scaling. Using the joint count statistics, we can scale up the sample size (grain) 
using a Bayesian approximation (Hui et al., 2006). As shown in Figure 3, the absence 
probability )(0 ap  and the correlation of two adjacent empty patches )(0/0 aq  as scaling up 











where )(0 ab  is the probability that a sample patch with two empty neighboring patches is 















Figure 3. A grain unit (A) and its neighboring unit (B); a chessboard with four times larger grain (C) 
and its neighbor (D). The lines with knobs indicate the boundary between two samples. 
According to probability rules that 01 pp  and ppqq /)1(1 00/0/ , Hui, 
McGeoch and Warren (2006) presented a formula governing the pattern of the occupancy and 
spatial correlation when scaling up (Figure 4). 
Figure 4. The occupancy and spatial correlation as scaling up. The surface plot only shows in the 
feasible region of probabilities 1)(0 ap  and 1)()(/12 / aqap  (Hui et al., 2006). 
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An important result here is that the occupancy )(ap  and spatial correlation )(/ aq
will both limit to 1 with the increase of grain (Figure 4), which means that the spatial 
distribution of species will change from aggregation to randomness with scaling-up 
( )()( / aqap ). Additionally, segregation will also limit to randomness with scaling-up. 
Spatial randomness is insensitive to spatial scales. It implies that spatial heterogeneity will 
decrease with spatial scale and the spatial distribution will tend to randomness with scaling-
up. Data from Azorella selago also supported this result (Le Roux and McGeoch, 2004) as 
shown in Figure 5. Based on the above model, we can have a quick test of the spatial 
distribution pattern, by comparing the occupancy in a chessboard (described by equation (3), 
as in Figure 3C, D) with the one in a transect (four unit in a line, which has longer boundary 
than the chessboard sample with similar area; 30/000 )()()4( aqapap ), we found that 
the occupancy will be larger in longer-edge sample if spatial distribution is aggregation but 









Figure 5. Distribution patterns of cushion plant Azorella selago on Marion Island (46°55`S, 37°45`E) 
from the statistical (the variance-mean ratio, VMR) and the spatial perspectives (the joint-count 
statistics, JCS). Two plot are based on coordinates of 400 individuals in two quadrats, with each one 
200 (Le Roux and McGeoch, 2004). Two bars in each plot indicate the distribution patterns in statistical 
sense (above; white: aggregation; black: randomness or uniform) and in spatial sense (below; white: 
aggregation; black: randomness or segregation). Grain is 2r m2, where r  from 0.01 to 3m with 
interval of 0.01m for the top plot and from 0.001 to 1m with interval of 0.005m for the bottom plot. For 
each grain, circle sample and ellipse sample (the ratio of major to minor radiuses is 5) are separated 
adopted for 500 times independent samples, from which obtain the mean abundance, variance, and 
occurrence.
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This prediction can explain the puzzle of why the density for most intertidal macrofauna 
has a lower density but has a higher density estimation of Bathyporeia guilliamsoniana in 
rectangular samples, compared to the density observed in square samples with similar area 
(De Grave and Casey, 2000). The reason might be that most species are aggregated in space 
while B. guilliamsoniana distributes in a segregated fashion due to its high mobility. 
Now we present a scaling metapopulation model to explain the biological reason leading 
to this tendency in spatial patterns of species distribution. If we only consider local dispersal 
and demographic stochasticity but neglect other ecological factors, such as the Allee effect, 
genetic structure and habitat destruction (Hanski, 1999; Hui and Li, 2003; Hui and Yue, 
2005), the metapopulation dynamical model of the global and local densities by pair 
approximation will be like equation (9) (Matsuda et al., 1992; Sato and Iwasa, 2000; Hui and 
Li, 2004), except parameters become scale-sensitive. Let am  and aw  be the extinction rate 
(or mortality) and colonization rate on the patch of grain a ; az  is the number of neighbor 
patches ( aza  means the dispersal region of migrants). Variables )(0 ap  and )(ap  are 
the probabilities that a randomly chosen pair of nearest neighbor patches are in state +0 (one 
occupied; the other empty) and ++ (both are occupied), respectively. )(0/ aq  is the 
conditional probability that a randomly chosen neighbor of a empty patch is occupied. 
Because migrants colonize the empty patch through the boundary, the colonization rate 
should be proportional to the perimeter of sample, 2/10awwa , where 0w  is the 
colonization rate per unit area. According to the extinction model of Hanski (1999), the 
extinction rate can be described by, sa amm 0 , where 0m  is the extinction rate per unit 
area and s  is a positive constant (in most situation, 10 s ). Because the dispersal region 
will not be affected by the sampling area or grain, the number of neighboring patches should 
be azza /0 , where 0z  is the number of neighboring patches per unit area. Substituting 




























It implies that the metapopulation equilibrium of global and local densities will both limit 
to one with spatial scale (grain a ) and consists of the result of spatial patterns above from the 
statical approach. 
The connections between equations (12), (13) and (14) become very complicated. 
However random distribution is a bridge for us to cross the boundaries and explore the 
possibility of connections between spatially implicit and explicit perspectives and between 
experimental statistics and spatial modelling. If the exponent b  equals to one in Taylor’s 
power law, it depicts the statistical randomness and can be described by Poisson process. By 
Poisson process, the probability of finding at least one individual in samples (i.e. occurrence 
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or occupancy), as mentioned above, will be )(1)( daExpap  except the scale-
sensitivity here. According to the definition of spatial randomness ( )()( / aqap ), from 
equations (12) and (13), we have 4))(1()4(1 apap  and )4()4(/ apaq . The 
first term implies xypyxp )()( 00 . Mathematically speaking, the only function that 
coincides with this condition is the exponential function )()(0 daExpap , which 
means ][1)()( / daExpaqap . This inosculation indicates, on the one hand, 
the correctness of model for describing spatial patterns, and on the other hand, the similarity 
between the spatially implicit (Poisson process) and explicit definitions of random 
distributions. 
Moreover, under the mean-field assumption that all patches are equally connected to 
other patches (Hanski, 1999), the metapopulation dynamics (4) will show randomness in 
spatial habitat (Sato and Iwasa, 2000; Hui and Li, 2004), which means the global density will 
converge to the local density in equation (14) as the neighboring number 0z  increases, 
)()( / aqap . Two results can be obtained here. First, the global and local densities 
will both converge to one with scaling-up. Second, there is still some difference. The 
mechanistic approach leads to a power relationship between absence probability )(1 ap
and grain a , but the Poisson process leads to an exponential relationship. This might arise 
from the classical assumption in metapopulations and spatially structured populations. In the 
extinction model of Lande (1993), Foley (1994) and Middleton et al. (1995), the asymptotic 
extinction risk is sa Km ~ , from which Hanski (1994) obtained the extinction rate 
s
a amm 0 , under the assumption of a power relationship between patch area and the 
population ceiling, aK ~ , where  is a constant (Moilanen et al., 1998). The shortcoming 
of power relationships is that the global and local densities will become negative with the 
decreasing of grain. It means that you cannot find species (occupancy is zero or negative) if 
the sample size is too small (i.e. the lattice gridlines are too fine). If we suppose an 
exponential form of extinction and colonization rate as, ][/ daExpwm aa , the global 






















It implies that the random distribution is a bridge not only between the spatial and 
statistical senses of species distributions but also between the empirical and theoretical 
approaches, from which we can build an abundance-range size relationship (the same as the 
occupancy-abundance relationship) not only in the statistical sense (Kunin, 1998; He and 
Gaston, 2000, 2003), but also in the spatial sense, i.e. a scaling relationship of occupancy, 
spatial correlation and abundance (Hui et al., 2006; Hui and McGeoch, 2007c). Further work 
might lie on both sides: 1) experimental tests about the occupancy-abundance relationship and 
compare with other estimating formulae of abundance from occupancy (Kunin, 1998; He and 
Gaston, 2000, 2003); 2) we have combined the joint-count statistics and the pair 
approximation (mechanistic) here, from which a abundance occupancy relationship is 
obtained. However, the joint-count statistics is a very simple spatial autocorrelation indicator, 
so is the pair approximation in mathematics. If we combine more advanced or accurate 
methods (that includes more spatial and statistical information), a group of powerful 
relationships between life history traits and distribution patterns, and between for example 
occupancy and abundance could be found. This connection could be a new integrated 
platform for macroecological and spatial ecological studies. 
FUTURE DIRECTIONS
Species distribution are a reflection of species life-history trade-offs, environmental 
gradients and demographic dynamics (Bolker and Pacala, 1999; Hanski, 1999; Holt and Keitt, 
1999; Gaston, 2000; Hui and Li, 2004; Hui, 2007b). It is important to distinguish these spatial 
patterns from different perspectives. Different concepts will lead to different results on spatial 
patterns and heterogeneity (Li and Reynolds, 1995; Veldtman and McGeoch, 2004). 
However, this separation could lead to confusion when scientific synthesis is needed. For 
example, with scaling-up, species distributions will always change from randomness to 
aggregation in the statistical sense, but change from aggregation to randomness in the spatial 
sense. Ten merging problems in spatial ecology and macroecology that could be solved using 
this communication between experimental statisticians and mathematical ecologists are: 
• A synthesis and simplified indicator of species aggregation. 
• An occupancy-abundance relationship taking aggregation and spatial scales into 
account.
• Mechanisms behind Taylor’s power law. 
• Understanding the interconnection between the dynamic trends of abundance and 
species range size. 
• Predicting the distribution dynamics and pattern of species by its life-history traits. 
• Measuring species’ life-history traits by their spatial distribution patterns. 
• The relationship between co-occurrence of species (nestedness) and the relative 
abundance curve. 
• The relationship between occupancy frequency distributions and abundance 
frequency distributions in a community. 
• The frequency distribution of aggregation in a community. 
• The scaling sensitivity of biodiversity structure. 
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These ten problems have the same characters as they also heavily involve the 
participation from both sides, experimentally and theoretically. All these problems have 
already been explored for a while from either side yet with little communication in between. 
The clear solution of these problems will help us ultimately understand how a species 
distributes its individuals in space and what it looks like at different resolutions, as well as the 
relationships among them. An ecological community is a half-neutral system. To some extent, 
neutral theory can fit the observed patterns quite well (e.g. Hubbell, 2001). However, non-
neutral theory, such as niche modeling, can also provide relatively reliable patterns in 
communities (e.g. Tilman, 2004). These pattern formations from individuals to community 
scales are elegantly balanced by the forces of natural selection and self-organization. While 
natural selection plays an important role in choosing who the actor is, the pattern formation in 
a community or an ecosystem is generally self-organized by those actors, which performs the 
spatiotemporal patterns and functions at a higher level (community and ecosystem function 
and service). Understanding these complexity processes of pattern formation requires 
collaboration within different fields of ecology as well as interdisciplinary communication. 
Here, breaking the boundaries of spatial analysis and modelling will be a test stone to knock 
the door of the future. 
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