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EQUILIBRIUM STATES FOR NON-UNIFORMLY EXPANDING
MAPS WITH CRITICAL SETS
JOSE´ F. ALVES1, KRERLEY OLIVEIRA2, AND EDUARDO SANTANA3
Abstract. In the context of non-uniformly expanding maps, possibly with the presence
of a critical set, we prove the existence of finitely many ergodic equilibrium states for
hyperbolic potentials. Moreover, the equilibrium states are expanding measures. The
technique consists in using an inducing scheme in a finite Markov structure with infinitely
many symbols to code the dynamics to obtain an equilibrium state for the associated
symbolic dynamics and then projecting it to obtain an equilibrium state for the original
map.
1. Introduction
The theory of equilibrium states on dynamical systems was firstly developed by Sinai,
Ruelle and Bowen in the sixties and seventies. It was based on applications of techniques
of Statistical Mechanics to smooth dynamics. Given a continuous map f : M → M on a
compact metric space M and a continuous potential φ : M → R, an equilibrium state is
an invariant measure that satisfies a variational principle, that is, a measure µ such that
hµ(f) +
∫
φdµ = sup
η∈Mf (M)
{
hη(f) +
∫
φdη
}
,
where Mf(M) is the set of f -invariant probabilities on M and hη(f) is the so-called
metric entropy of η.
In the context of uniform hyperbolicity, which includes uniformly expanding maps,
equilibrium states do exist and are unique if the potential is Ho¨lder continuous and the
map is transitive. In addition, the theory for finite shifts was developed and used to
achieve the results for smooth dynamics.
Beyond uniform hyperbolicity, the theory is still far from complete. It was studied by
several authors, including Bruin, Keller, Demers, Li, Rivera-Letelier, Iommi and Todd
[12, 11, 14, 18, 19, 20] for interval maps; Denker and Urbanski [15] for rational maps;
Leplaideur, Oliveira and Rios [21] for partially hyperbolic horseshoes; Buzzi, Sarig and
Yuri [13, 36], for countable Markov shifts and for piecewise expanding maps in one and
higher dimensions. For local diffeomorphisms with some kind of non-uniform expansion,
there are results due to Oliveira [22]; Arbieto, Matheus and Oliveira [9]; Varandas and
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Viana [33]. All of whom proved the existence and uniqueness of equilibrium states for
potentials with low oscillation. Also, for this type of maps, Ramos and Viana [27] proved
it for potentials so-called hyperbolic, which includes the previous ones. The hyperbolicity
of the potential is characterized by the fact that the pressure emanates from the hyperbolic
region.
Our result is similar to [27], but for maps allowing critical points. Our strategy is
completely different, since we do not use the analytical approach of the transfer operator
in order to obtain conformal measures. We use results on countable Markov shifts by
Sarig for the “coded” dynamics in inducing schemes constructed by Pinheiro in [26],
where a Markov structure is constructed. We prove that there exist finitely many ergodic
equilibrium states that are expanding measures.
From now and on, we proceed with definitions and statements. We begin by defining
non-uniformly expanding maps in a non-differentiable context.
1.1. Non-uniformly expanding maps. Let M be a connected compact metric space,
f : M → M a continuous map and µ a reference Borel measure onM . Fix σ ∈ (0, 1), δ > 0
and x ∈M . We say that n ∈ N is a (σ, δ)-hyperbolic time for x if
• there exists a neighbourhood Vn(x) of x such that f
n sends Vn(x) diffeomorphically
onto the ball Bδ(f
n(x));
• d(f i(y), f i(z)) ≤ σn−id(fn(y), fn(z)), ∀ y, z ∈ Vn(x), ∀ 0 ≤ i ≤ n− 1.
The sets Vn(x) are called hyperbolic pre-balls and their images f
n(Vn(x)) = Bδ(f
n(x)),
hyperbolic balls. We say that x ∈M has positive frequency of hyperbolic times if
lim sup
n→∞
1
n
#{0 ≤ j ≤ n− 1|j is a hyperbolic time for x} > 0,
and define the expanding set
H = {x ∈M | the frequency of hyperbolic times of x is positive}.
We say that a Borel probability measure µ on M is expanding if µ(H) = 1.
Given a measure µ on M , its Jacobian is a function Jµf : M → [0,+∞) such that
µ(f(A)) =
∫
A
Jµfdµ
for every A domain of injectivity , that is, a measurable set such that f(A) is measurable
and fA : A → f(A) is a bijection. We say that the measure has bounded distortion if
there exists ρ > 0 such that∣∣∣∣ log Jµfn(y)Jµfn(z)
∣∣∣∣ ≤ ρd(fn(y), fn(z)),
for every y, z ∈ Vn(x), µ-almost everywhere x ∈ M , for every hyperbolic time n of x.
A map with an expanding measure with bounded distortion associated is called non-
uniformly expanding.
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1.2. Topological pressure. We recall the definition of relative pressure for non-compact
sets by dynamical balls, as it is given in [6]. Let M be a compact metric space. Consider
f : M → M and φ : M → R. Given δ > 0, n ∈ N and x ∈ M , we define the dynamical
ball Bδ(x, n) as
Bδ(x, n) := {y ∈M |d(f
i(x), f i(y)) < δ, for 0 ≤ i ≤ n}.
Consider for each N ∈ N, the set
FN = {Bδ(x, n)|x ∈M,n ≥ N} .
Given Λ ⊂ M , denote by FN(Λ) the finite or countable families of elements in FN that
cover Λ. Define for n ∈ N
Snφ(x) = φ(x) + φ(f(x)) + · · ·+ φ(f
n−1(x)).
and
Rn,δφ(x) = sup
y∈Bδ(x,n)
Snφ(y).
Given a f -invariant set Λ ⊂ M , not necessarily compact, define for each γ > 0
mf (φ,Λ, δ, N, γ) = inf
U∈FN (Λ)


∑
Bδ(y,n)∈U
e−γn+Rn,δφ(y)

 .
Define also
mf (φ,Λ, δ, γ) = lim
N→+∞
mf (φ,Λ, δ, N, γ).
and
Pf(φ,Λ, δ) = inf{γ > 0|mf (φ,Λ, δ, γ) = 0}.
Finally, define the relative pressure of φ on Λ as
Pf(φ,Λ) = lim
δ→0
Pf(φ,Λ, δ).
The topological pressure of φ is, by definition, Pf(φ) = Pf (φ,M) and satisfies
Pf(φ) = sup{Pf(φ,Λ), Pf(φ,Λ
c)}(1)
where Λc denotes the complement of Λ on M . We refer the reader to [25] for the proof
of (1) and for additional properties of the pressure. See also [35] for a proof of the fact
that
Pf (φ) = sup
µ∈Mf (M)
{
hµ(f) +
∫
φdµ
}
.
1.3. Hyperbolic potentials. We say that a continuous function φ : M → R is a hyper-
bolic potential if the topological pressure Pf(φ) is located on H , i.e.
Pf(φ,H
c) < Pf(φ).
In [20], H. Li and J. Rivera-Letelier consider other type of hyperbolic potentials for one-
dimensinal dynamics that is weaker than ours. In their context, φ is a hyperbolic potential
if
sup
µ∈Mf (M)
∫
φdµ < Pf(φ).
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Now, we state our main result on the existence and finiteness of equilibrium states.
Theorem A. Given a non-uniformly expanding map f : M → M and a Ho¨lder hyperbolic
potential φ : M → R with finite topological pressure Pf(φ), there exist finitely many ergodic
equilibrium states; moreover, these equilibrium states are expanding measures.
2. Equilibrium states for the lifted dynamics
In this section we begin the proof of Theorem A. The strategy is to lift the dynamics to
the Markov Structure of Theorem 1, finding equilibrium states for the induced potential
and then projecting them.
2.1. Inducing schemes. We recall the definition of an inducing scheme. It is useful to
code the dynamics in order to use results concerning symbolic dynamics. Given an open
set U ⊂ M and P = {P1, . . . , Pn, . . . } a partition of open subsets in U , if there exists a
map F : U → U such that F|Pi : Pi → U is an homeomorphism for all i ∈ N and if for
every element Pi there exists τi ∈ N such that F|Pi = f
τi
|Pi
, F is said to be an induced map
and we call the pair (F,P) an inducing scheme on U . The function τ : U → N such that
τ|Pi := τi is called the inducing time.
Given an inducing scheme (F,P) and an invariant probability µ, we say that µ is liftable
to (F,P) if there exists a measure µ¯ on U such that for every measurable set A ⊂M ,
µ(A) =
∞∑
k=1
τk−1∑
j=0
µ¯(f−j(A) ∩ Pk).
The next result assures that every ergodic expanding measure can be lifted to some
inducing scheme.
Theorem 1 (Pinheiro [26],Theorems 1 and D). There exist finitely many inducing schemes
(F1,P1), . . . , (Fs,Ps),
such that every ergodic probability µ with µ(H) = 1 is liftable to some of these inducing
schemes, with uniformly bounded integral of inducing time.
2.2. Markov shifts. Now we recall the basic definitions of symbolic dynamics. Given a
countable set S, we define the space of symbols
Σ = {(x1, x2, . . . , xn, . . . )|xi ∈ S, ∀i ∈ N}.
The shift map σ : Σ→ Σ is defined by
σ(x1, x2, . . . , xn, . . . ) = (x2, x3, . . . , xn, . . . ).
A cylinder is a set of the form
Cn = {x ∈ Σ : x1 = a1, . . . , xn = an}.
When an inducing scheme (F,P) is given, we can define a space of symbols by the following
rule. Let x ∈ U be a point such that F k(x) is well defined for all k ∈ N. To obtain a
sequence (x1, x2, . . . , xn, . . . ), we put xi = j if F
i(x) ∈ Pj . So, we can see that the map
F is conjugate to the shift map. The advantage here is that we can use the theory of
symbolic dynamics to obtain results for our original map.
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2.3. Hyperbolic potentials and expanding measures. The next proposition and
Theorem 1 guarantee that every ergodic expanding measure with “high free energy” and,
in particular, those which are candidates to be equilibrium states, can be lifted to some
inducing scheme.
Proposition 1. Let φ be a hyperbolic potential. If µ is an ergodic probability measure
such that hµ(f) +
∫
φdµ > Pf (φ,H
c), then µ(H) = 1.
Proof. Since H is an invariant set and µ is an ergodic probability measure, we have
µ(H) = 0 or µ(H) = 1. Since the potential φ is ergodic, we get
hµ(f) +
∫
φdµ > Pf (φ,H
c) ≥ sup
ν(Hc)=1
{
hν(f) +
∫
Hc
φdν
}
.
(For the second inequality, see [25, Theorem A2.1]) So, we cannot have µ(Hc) = 1 and
we obtain µ(H) = 1, i.e. µ is an expanding measure. 
2.4. Equilibrium states for Markov shifts. Given a potential φ : M → R and an
inducing scheme (F,P), we define the induced potential as
φ¯(x) =
τ(x)−1∑
j=0
φ(f j(x)).
Given a potential Φ : Σ → R, we say that Φ is locally Ho¨lder if there exist A > 0 and
θ ∈ (0, 1) such that for all n ∈ N
Vn(Φ) := sup {|Φ(x)− Φ(y)| : x, y ∈ Cn} ≤ Aθ
n.
We say that a potential Φ : Σ→ R has summable variation if
∑∞
n=1 Vn(Φ) <∞.
Proposition 2. If φ : M → R is a Ho¨lder potential, then φ¯ : Σ → R is a locally Ho¨lder
potential.
Proof. As φ is Ho¨lder, there are constants ρ, α > 0 such that |φ(x) − φ(y)| ≤ ρd(x, y)α.
We must show that there are A > 0 and θ ∈ (0, 1) such that
(2) |φ¯(x)− φ¯(y)| ≤ Aθn, ∀x, y ∈ Cn.
6 JOSE´ F. ALVES1, KRERLEY OLIVEIRA2, AND EDUARDO SANTANA3
In fact, given x, y ∈ Cn, there are Pi0, Pi1 , . . . , Pin such that F
k(x), F k(y) ∈ Pik . Then,
we have
|φ¯(x)− φ¯(y)| =
∣∣∣∣∣∣
τi0−1∑
j=0
φ(f j(x))− φ(f j(y))
∣∣∣∣∣∣ ≤
τi0−1∑
j=0
∣∣φ(f j(x))− φ(f j(y))∣∣
≤ ρ
τi0−1∑
j=0
d(f j(x), f j(y))α ≤ ρ
τi0−1∑
j=0
(στi0−jd(F (x), F (y))α
≤ ρ
τi0∑
j=1
σαjd(F (x), F (y))α ≤ ρ
τi0∑
j=1
σαjστi1αd(F 2(x), F 2(y))α
≤ ρ
τi0∑
j=1
σαjστi1α . . . στinαd(F n(x), F n(y))α ≤ ρ
τi0∑
j=1
σαjσnα(2δ)α
≤ ρ(2δ)α
∞∑
j=1
σαjσnα.
This yields (2) with A = ρ(2δ)α(
∑∞
j=0(σ
α)j) and θ = σα. 
It follows from Theorem 1 that there exist an inducing scheme (F,P) and a sequence µn
of liftable ergodic probabilities such that hµn(f) +
∫
φdµn → Pf(φ). The next result
establishes Abramov’s Formulas.
Proposition 3 (Zweimu¨ller [37]). If µ is liftable to µ¯, then
hµ(f) =
hµ¯(F )∫
τdµ¯
and
∫
φdµ =
∫
φ¯dµ¯∫
τdµ¯
.
It follows from Proposition 3 that
hµ¯(f) +
∫
φ¯dµ¯ =
(∫
τdµ¯
)(
hµ(f) +
∫
φdµ
)
.
Given a Markov shift (Σ, σ), we define the Gurevich Pressure as
PG(φ¯) = lim
n→∞
1
n
log

 ∑
σn(x)=x,x0=a
eφ¯n(x)

 ,
where φ¯n(x) =
∑n−1
j=0 φ¯(f
j(x)).
Theorem 2 (Sarig [28]). If (Σ, σ) is topologically mixing and φ¯ is locally Ho¨lder, then
the Gurevich Pressure is well defined and independent of a. Moreover,
PG(φ¯) = sup
{
Ptop(φ¯|Y ) | Y ⊂ Σ is a topologically mixing finite Markov shift
}
.
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Theorem 3 (Iommi-Jordan-Todd [17], Theorem 2.10). Let (Σ, σ) be a topologically mixing
countable Markov shift and Φ : Σ→ R a potential with summable variation. Then
PG(Φ) = sup
{
hν(F ) +
∫
Φdν | −
∫
Φdν <∞
}
.
Given φ : M → R a hyperbolic potential, note that if we set ϕ := φ− Pf (φ), then ϕ is
a hyperbolic potential with Pf(ϕ) = 0.
Proposition 4. If ϕ is a Ho¨lder hyperbolic potential such that Pf(ϕ) = 0, then PG(ϕ¯) = 0.
Proof. Firstly, we prove that PG(ϕ¯) ≥ 0. By Proposition 1 and Theorem 1, there exists a
sequence (µn)n of measures on M with hµn(f) +
∫
ϕdµn → Pf(ϕ) = 0, which are liftable
to ergodic probability measures (µ¯n)n on Σ. It follows from Abramov’s Formulas that
hµ¯n(f) +
∫
φ¯dµ¯n =
(∫
τdµ¯n
)(
hµn(f) +
∫
φdµn
)
.
Since hµn(f)+
∫
ϕdµn → Pf(ϕ) = 0 and the sequence
{ ∫
τdµ¯n
}
n is bounded (by Theorem
1), we obtain hµ¯n(F ) +
∫
ϕ¯dµ¯n → 0. This gives PG(ϕ¯) ≥ 0.
Now we prove that PG(ϕ) ≤ 0. By taking the finite Markov subshift with symbols
P1, P2, ..., PN , denoted by (ΣN , σN), we obtain an equilibrium state ν¯N such that hν¯N (F )+∫
ϕ¯dν¯N = Ptop(ϕ|ΣN )→ PG(ϕ¯) (by Theorem 2). By contradiction, if PG(ϕ¯) > 0, for some
N big enough, we obtain
0 < hν¯N (F ) +
∫
ϕ¯dν¯N =
(∫
τdν¯N
)(
hνN (f) +
∫
ϕdνN
)
.
This implies that
0 < hνN (f) +
∫
ϕdνN < Pf(ϕ) = 0,
which gives a contradiction. So, PG(ϕ¯) ≤ 0. Finally, by the Variational Principle, we
obtain 0 ≤ Ptop(ϕ¯) = PG(ϕ¯) ≤ 0 and PG(ϕ¯) = 0. 
Let T = (tij) be the matrix transition of the shift (Σ, σ). We say that it has the big
images and preimages (BIP) property if
∃ b1, . . . , bN ∈ S such that ∀a ∈ S ∃ i, j ∈ {1, . . . , N} such that tbiatabj = 1.
Clearly, if (Σ, σ) is a full shift, then it has the BIP property. We are going to use
Sarig’s results on the existence and uniqueness of conformal measures, Gibbs measures
and equilibrium states for countable Markov shifts [28, 29, 30]; see also [31]. They can be
summarized as follows.
Theorem 4 (Sarig [31]). Let (Σ, σ) be topologically mixing and Φ have summable varia-
tion. Then Φ has an invariant Gibbs measure µΦ if, and only if, it has the BIP property
and PG(Φ) <∞. Moreover, the Gibbs measure has the following properties:
(1) If hµΦ(σ) < ∞ or −
∫
ΦdµΦ < ∞, then µΦ is the unique equilibrium state (in
particular, PG(Φ) = hµΦ(σ) +
∫
ΦdµΦ).
(2) µΦ is finite and dµΦ = hΦdmΦ, where L(hΦ) = λhϕ¯ and L
∗(mΦ) = λmΦ, λ =
ePG(Φ). This means that m(σ(A)) =
∫
A
eΦ−log λdmΦ.
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(3) hΦ is unique and mΦ is the unique (Φ− log λ)-conformal probability measure.
Using this result, we obtain a unique (ϕ¯− log λ)-conformal probability measure mϕ¯ and
a unique equilibrium state µϕ¯, which is also a Gibbs measure. We need to show that the
inducing time is integrable in order to project this Gibbs measure.
3. Finiteness of ergodic equilibrium states
Following ideas of Iommi and Todd in [19], we will prove that the inducing time is
integrable with respect to the Gibbs measure µϕ¯. As a consequence, we can project it to
a measure µϕ, which will be an equilibrium state for the original system (f, ϕ). It can be
done for each inducing scheme of the Markov structure. So, at the end we obtain finitely
many equilibrium states.
We will state results adapted from [19] whose proofs follow exactly along the same lines.
The strategy is, firstly, to show that for a certain inducing scheme, a measure with low
free energy is far from being a Gibbs measure (Proposition 5). As a consequence, the
accumulation point, in the weak-* topology, of a sequence of measures with free energy
converging to zero (pressure) will provide us a Gibbs measure, which is µϕ¯, by uniqueness.
This measure is an equilibrium state and, by the Abramov’s formulas, can be projected
to an equilibrium state µϕ (Proposition 6).
3.1. Measures with low free energy. The following proposition shows that, when we
choose a suitable k ∈ N, the inducing scheme for F k is such that the following property
holds: measures with low free energy cannot be a Gibbs measure. It can be seen by
comparing it with µϕ¯.
Proposition 5. Given a hyperbolic potential ϕ with Pf(ϕ) = 0 and an inducing scheme
(F˜ ,P), there exists k ∈ N such that replacing (F˜ ,P) by (F,P), where F = F˜ k, the
following holds: there exists γ0 ∈ (0, 1) and for any cylinder Cn ∈ P
F
n and n ∈ N there
exists δn < 0 such that any measure µF ∈MF with
µF (Cn) ≤ (1− γ0)mϕ¯(Cn) or mϕ¯(Cn) ≤ (1− γ0)µF (Cn),
where mϕ¯ is the conformal measure for (F, ϕ¯), satisfies hµF (F ) +
∫
ϕ¯dµF < δn.
In order to prove the above proposition, we will first show that mϕ¯(Cn) decreases
exponentially with n. It will allow us to choose k in the above proposition, where we
need mϕ¯(Cn) small enough. After that, we compute the Gurevich pressure for a modified
potential and use it to estimate the free energy of measures that give the cylinders small
mass, when compared to mϕ¯(Cn). Finally, we estimate the free energy of measures that
gives the cylinders big mass, when compared to mϕ¯(Cn).
Lemma 1. Suppose that we have an inducing scheme (F,P) and a locally Ho¨lder potential
ϕ¯ with distortion constant K = exp
(∑∞
j=1 Vj(ϕ¯)
)
and PG(ϕ¯) = 0. If mφ¯ is the conformal
measure for the system (F, ϕ¯), then for any Cn ∈ P
F
n and any n ∈ N,
mϕ¯(Cn) ≤ e
−λn,
where λ = − log(K supC1∈PF1 mϕ¯(C1)).
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Proof. Since mϕ¯ is a conformal measure, for C
i
n ∈ P
F
n we have
1 = mϕ¯(F
n(C in)) =
∫
Cin
e−Snϕ¯dmϕ¯.
So by the Intermediate Value Problem we can choose x ∈ C in so that e
Snϕ¯(x) = mϕ¯(C
i
n).
Therefore,
mϕ¯(C
i
n) = e
Snϕ¯(x) ≤ en sup ϕ¯.
By the Gibbs property,
esup ϕ¯ ≤ K sup
C1∈PF1
mϕ¯(C1).
Therefore
sup ϕ¯ ≤ log
(
K sup
C1∈PF1
mϕ¯(C1)
)
.
We can choose this as our value for −λ.

In the following proof we use the notation A = θ±C to mean θ−C ≤ A ≤ θC .
Suppose that the distortion of the potential ˜¯ϕ for the inducing scheme (F˜ ,P) is bounded
by K ≥ 1. We first prove that measures giving cylinders very small mass compared to
mϕ¯ must have low free energy. Note that for any k ∈ N, the potential ϕ¯ for (F,P), where
F = F˜ k also has distortion bounded by K. We will choose k so that λ for (F,P), as in
Lemma 1, is large enough to satisfy conditions (3), (4) and (6) below. Note that as in
[32, Lemma 3], we also have PG(ϕ¯) = 0.
In Lemma 3 below, we will use the Variational Principle to bound the free energy of
measures for the scheme which, for some γ, have µ(C in) ≤ Kmϕ¯(C
i
n)(1−γ)/(1−mϕ¯(C
i
n))
n
in terms of the Gurevich pressure. However, instead of using ϕ¯, which, in the computation
of Gurevich pressure weights points x ∈ C in by e
ϕ¯(x), we use a potential which weighs points
in C in by (1− γ)e
ϕ¯(x).
We define a potential ϕ¯♭ by
ϕ¯♭(x) =
{
ϕ¯(x) + log(1− γ), if x ∈ C in;
ϕ¯(x), if x ∈ Cjn, with j 6= i.
and compute its Gurevich pressure.
Lemma 2. We have that PG(ϕ¯
♭) = log(1− γmϕ¯(Cn)).
Proof. We prove the lemma assuming that n = 1 since the general case follows similarly.
We will estimate Zj(ϕ¯
♭, C i1), where Zj is defined by
Zj(Φ, C) :=
∑
x:σn(x)=x
exp(SnΦ(x))χC(x)
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The ideas we use here are similar to those in the proof of Claim 2 in the proof of [[12],
Prop. 2]. As can be seen from the definition,
Zj(ϕ¯
♭, C i1) = e
±
∑j−1
k=0 Vk(ϕ¯)
∑
Cj∈PFj ∩C
i
1
∑
any x∈Cj
eSjϕ¯
♭(x).
As in the proof of Lemma 5, the conformality of mϕ¯ and the Intermediate Value The-
orem imply that for each k there exists xCk
1
∈ Ck1 such that mϕ¯(C
k
1 ) = e
ϕ¯(x
Ck
1
)
. For the
duration of this proof we write ϕ¯ := ϕ¯(xCk
1
). As above, we have eϕ¯
♭
i := (1− γ)eϕ¯i .
Therefore,
∑
i
eϕ¯
♭
i = 1− γeϕ¯i.
For each Cj ∈ P
F
j and for any k ∈ N, there exists a unique Cj+1 ⊂ Cj such that
F j(Cj+1) = C
k
1 . Moreover, there exists xCj+1 ∈ Cj+1 such that F
j(xCj+1) = xCk1 . Then
for Cj ⊂ C
i
1,
∑
Cj+1⊂Cj
eSj+1ϕ¯
♭(xCj+1 ) = e±Vj+1(ϕ¯)eSj ϕ¯
♭(xCj )
(∑
i
eϕ¯
♭
i
)
= e±Vj+1(ϕ¯)eSj ϕ¯
♭(xCj )(1− γeϕ¯i).
Therefore,
Zj+1(ϕ¯
♭, C i1) = (1− γe
ϕ¯i)e±
(
Vj+1(ϕ¯)+
∑j−1
k=0 Vk(ϕ¯)
)
Zj(ϕ¯
♭, C i1),
hence
Zj+1(ϕ¯
♭, C i1) = (1− γe
ϕ¯i)je±
∑j
k=0(k+1)Vk(ϕ¯).
We remind that ϕ¯ is weakly Ho¨lder, so
∑j
k=0(k + 1)Vk(ϕ¯) < ∞. Therefore we have
PG(ϕ¯
♭) = log(1− γeϕ¯i) = log(1− γmϕ¯(C
i
1)), proving the lemma. 
We define MF (ϕ¯) as the set of F -invariant measures such that −
∫
ϕ¯dµ <∞.
Lemma 3. We have that MF (ϕ¯) =MF (ϕ¯
♭) and for any cylinder C in ∈ P
F
n
sup
{
hF (µ)+
∫
ϕ¯dµ : µ ∈M(ϕ¯), µ(C in) <
K(1− γ)
1−mϕ¯(C in)
n
µϕ¯(C
i
n)
}
≤ sup
{
hF (µ) +
∫
ϕ¯♭dµ : µ ∈M(ϕ¯♭), µ(C in) <
K(1− γ)
1−mϕ¯(C in)
n
µϕ¯(C
i
n)
}
−
[
K(1− γ) log(1− γ)
1−mϕ¯(C in)
n
]
µϕ¯(C
i
n)
≤ PG(ϕ¯
♭)−
[
K(1− γ) log(1− γ)
1−mϕ¯(C in)
n
µϕ¯(C
i
n)
]
.
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We can actually prove that the last inequality is an equality, but we do not need this
here. Lemmas 2 and 3 imply that for any measure µF with µF (C
i
n) < K(1−γ)mϕ¯(C
i
n/(1−
mϕ¯(C
i
n)
n we must have
hF (µ) +
∫
ϕ¯♭dµ ≤ PG(ϕ¯
♭)−
[
K(1− γ) log(1− γ)
1−mϕ¯(C in)
n
µϕ¯(C
i
n)
]
= log(1− γmϕ¯(Cn))−
[
K(1− γ) log(1− γ)
1−mϕ¯(C in)
n
µϕ¯(C
i
n)
]
.(3)
If mϕ¯(C
i
n) is sufficiently small, then log(1 − γmϕ¯(Cn)) ≈ −γmϕ¯(Cn). So, choosing
0 < γ < 1 close enough to 1, the above is strictly negative. By Lemma 5 we have
µϕ¯(C
i
n) < e
−λn. Hence, if λ is sufficiently large then we can set γ = γ˜♭ ∈ (0, 1) so that
log
(
1− γ˜♭e−λn
)
−
[
K(1− γ˜♭) log(1− γ˜♭)
(1− e−λn)n
e−λn
]
is strictly negative for all n ∈ N. This implies that (3) with γ = γ˜♭ is strictly negative for
any C in ∈ P
F
n and any n. We denote the expression in (3) as δ
i,♭
n :
δi,♭n := log(1− γ˜
♭mϕ¯(Cn))−
[
K(1− γ˜♭) log(1− γ˜♭)
1−mϕ¯(C in)
n
µϕ¯(C
i
n)
]
.
For the upper bound on the free energy of measures giving C in relatively large mass, we
follow a similar proof, but with the potential ϕ¯♯ defined as
ϕ¯♯(x) =
{
ϕ¯(x)− log(1− γ), if x ∈ C in
ϕ¯(x) if x ∈ Cjn, for j 6= i
Similarly to above, one can show that
Lemma 4. We have PG(ϕ¯
♯) = log
(
1 +mϕ¯(Cn)
(
γ
1−γ
))
≤ mϕ¯(Cn)
(
γ
1−γ
)
.
Also, one can show that
Lemma 5. We have MF (ϕ¯) =MF (ϕ¯
♯) and for any cylinder C in ∈ P
F
n
sup

hF (µ) +
∫
ϕ¯dµ : µ ∈M(ϕ¯), µ(C in) >
1
K(1− γ)
(
1 +mϕ¯(Cn)
(
γ
1−γ
))nµϕ¯(C in)


≤ sup

hF (µ) +
∫
ϕ¯♯dµ : µ ∈M(ϕ¯♯), µ(C in) >
1
K(1− γ)
(
1 +mϕ¯(Cn)
(
γ
1−γ
))nµϕ¯(C in)


+

 log(1− γ)µϕ¯(C in)
K(1− γ)
(
1 +mϕ¯(Cn)
(
γ
1−γ
))n

 ≤ PG(ϕ¯♯) +

 log(1− γ)µϕ¯(C in)
K(1− γ)
(
1 +mϕ¯(Cn)
(
γ
1−γ
))n

 .
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Therefore, if
µ(C in) >
mϕ¯(Cn)
K(1− γ)
(
1 +mϕ¯(Cn)
(
γ
1−γ
))n
we have
hF (µ) +
∫
ϕ¯dµ ≤ mϕ¯(C
i
n)
(
γ
1− γ
)
+
log(1− γ)µϕ¯(C
i
n)
K(1− γ)
(
1 +mϕ¯(Cn)
(
γ
1−γ
))n .(4)
If λ is sufficiently large then we can choose γ = γ˜♯ ∈ (0, 1) so that this is strictly negative
and can be fixed to be δi,♯n :
δi,♯n := hF (µ) +
∫
ϕ¯dµ ≤ mϕ¯(C
i
n)
(
γ˜♯
1− γ˜♯
)
+
log(1− γ˜♯)µϕ¯(C
i
n)
K(1− γ˜♯)
(
1 +mϕ¯(Cn)
(
γ˜♯
1−γ˜♯
))n .
This can be seen as follows: let γ˜♯ = p/(p+ 1) for some p to be chosen later. Then δi,♯n
becomes
δi,♯n = mϕ¯(C
i
n)(p+ 1)
[
p
p+ 1
−
log(p+ 1)
K(1 + pe−λn)n
]
.(5)
If λ is sufficiently large, then there exists some large λ′ ∈ (0, λ) such that (1+pe−λn)n ≤
1 + pe−λ
′n for all n ∈ N. Hence with this suitable choice of λ we can choose p so that the
quantity in the square brackets in 5 is negative for all n. So we can choose δi,♯n < 0 to be
4 with γ = γ˜♯.
We let
γ♯ = 1− (1− γ˜♯)
(
1 + e−λn
(
γ˜♯
1− γ˜♯
))n
.(6)
For appropriately chosen λ this is in (0, 1).
We set γ′0 := max{γ
♭, γ♯} and for each C in ∈ P
F
n we let δ
i
n := max{δ
i,♭
n , δ
i,♯
n }. The proof
of Proposition 5 is complete setting γ0 := 1 −K(1 − γ
′
0), which we may assume belongs
in (0, 1).
3.2. Integrability of the inducing time. To finish the proof of Theorem A we will use
the following proposition.
Proposition 6. Given a hyperbolic potential ϕ with Pf (ϕ) = 0, there exist finitely many
ergodic equilibrium states for the system (f, ϕ) and they are expanding.
In order to prove the above proposition, we take a sequence of f -invariant measures
{µn}n such that hµn(f) +
∫
ϕdµn → 0 and liftable with respect to the same inducing
scheme. We will show that the set of lifted measure is tight (see definition below and
[23] for details) and has the Gibbs measure as its unique accumulation point with respect
to which the inducing time is integrable. Finally, the Gibbs measure is projected to an
equilibrium state for (f, ϕ).
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We say that a set of measures K on X is tight if for every ǫ > 0 there exists a compact
set K ⊂ X such that η(Kc) < ǫ for every measure η ∈ K.
Lemma 6. The lifted sequence {µ¯n}n is tight.
Proof. By Theorem 1, if τ˜ is the inducing time of F˜ , there exists θ > 0 such that
∫
τ˜dµ¯n <
θ, ∀n ∈ N. We claim that this implies that the set {µ¯n} is tight. It is enough to show
that, given j ∈ N, we can find a compact set Kj such that µ¯n(K
c
j ) <
θ
j
, ∀n ∈ N. If fact,
jµ¯n({τ˜ > j}) <
∫
{τ˜>j}
τ˜ dµ¯n < θ =⇒ µ¯n({τ˜ > j}) <
θ
j
, ∀n ∈ N.
It remains to show that Kj = {τ˜ ≤ j} is compact. In fact, Kj is the union of finitely
many cylinders, which are compact. So, the set {µ¯n} is tight, as claimed. 
Proof of Proposition 6. Proposition 5 implies that there exists K ′ > 0 such that, given a
cylinder Cn ∈ P
F
n , there exists kn ∈ N such that for k ≥ kn we have
1
K ′
≤
µ¯k(Cn)
eSkϕ¯(x)
≤ K ′, ∀x ∈ Cn.
By Lemma 6, the set {µ¯n} is tight and we obtain a convergent subsequence, which we
keep writing {µ¯n}n. We can see that the limit is a Gibbs measure and, by uniqueness, it
is the measure µϕ¯.
Now, we see that the inducing time τ˜ is integrable with respect to µϕ¯. First of all, we
remind that F = F˜ k and denote µ¯n as µ¯F,n if we look at the map F and µ¯F˜ ,n if we look
at the map F˜ . Then, note that
∫
τdµ¯F,n =
∫
τ˜kdµ¯F˜ ,n ≤ θk. For the purpose of this proof,
we let τN := min{τ, N}. By the Monotone Convergence Theorem, we obtain.∫
τdµϕ¯ ≤ lim
N→∞
∫
τNdµϕ¯ ≤ lim
N→∞
lim sup
n→∞
∫
τNdµ¯F,n ≤ θk.
Finally, since τ is integrable, we can project the Gibbs measure µϕ¯ and obtain an
invariant measure µ for f . By the Abramov’s formulas we can see that µ is an equilibrium
state for the system (f, ϕ).
As there exists an equilibrium state, we also can find an ergodic one. Also, if ν is an
ergodic equilibrium state, we can lift it to an equilibrium state for the shift, which is
the Gibbs measure µϕ¯. So, the projection of it is ν. It shows that there exists at most
one ergodic equilibrium state for each inducing scheme. Then, they are, at most, finitely
many. 
4. Applications
In order to give examples of maps that satisfies our hypothesis, we begin with some
definitions given in [1].
Let M be a compact Riemannian manifold of dimension d ≥ 1 and f : M → M a
continuous map defined on M . The map f is called non-flat if it is a local C1+α, (α > 0)
diffeomorphism in the whole manifold except in a non-degenerate set C ⊂ M . We say
that C ⊂ M is a non-degenarate set if there exist β,B > 0 such that the following two
conditions hold.
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• 1
B
d(x, C)β ≤ ‖Df(x)v‖
‖v‖
≤ Bd(x, C)−β for all v ∈ TxM .
For every x, y ∈M\C with d(x, y) < d(x, C)/2 we have
• | log ‖ Df(x)−1 ‖ − log ‖ Df(y)−1 ‖ | ≤ B
d(x,C)β
d(x, y).
In what follows, we give an example of a non-flat map.
4.1. Viana maps. Here we recall the definition of the open class of maps with critical
sets in dimension 2, introduced by Viana in [34]. We skip the technical points. It can be
generalized for any dimension (See [1]).
Let a0 ∈ (1, 2) be such that the critical point x = 0 is pre-periodic for the quadratic
map Q(x) = a0 − x
2. Let S1 = R/Z and b : S1 → R a Morse function, for instance
b(θ) = sin(2πθ). For fixed small α > 0, consider the map
f0 : S
1 × R −→ S1 × R
(θ, x) 7−→ (g(θ), q(θ, x))
where g is the uniformly expanding map of the circle defined by g(θ) = dθ(modZ) for
some d ≥ 16, and q(θ, x) = a(θ)− x2 with a(θ) = a0 + αb(θ). It is easy to check that for
α > 0 small enough there exists an interval I ⊂ (−2, 2) for which f0(S
1 × I) is contained
in the interior of S1 × I. Thus, any map f sufficiently close to f0 in the C
0 topology
has S1 × I as a forward invariant region. We consider from here on these maps f close
to f0 restricted to S
1 × I. Taking into account the expression of f0 it is not difficult
to check that for f0 (and any map f close to f0 in the C
2 topology) the critical set is
non-degenerate.
The main properties of f in a C3 neighbourhood of f are summarized below (See
[1],[8],[26]):
(1) f is differentiable non-uniformly expanding , that is, there exist λ > 0 and a
Lebesgue full measure set H ⊂ S1 × I such that for all point p = (θ, x) ∈ H ,
the following holds
lim sup
n→∞
1
n
n−1∑
i=0
log ‖ Df(f i(p))−1 ‖−1< −λ.
(2) Its orbits have slow approximation to the critical set , that is, for every ǫ > 0 there
exists δ > 0 such that for every point p = (θ, x) ∈ H ⊂ S1× I, the following holds
lim sup
n→∞
1
n
n−1∑
i=0
− log distδ(p, C) < ǫ.
where
distδ(p, C) =
{
dist(p, C), if dist(p, C) < δ
1 if dist(p, C) ≥ δ
(3) f is topologically mixing : for every open set U ⊂ M , there exists n(U) ∈ N such
that fn(U)(U) = ∩∞n=0f
n(M).
(4) f|f(S1×I) is strongly topologically transitive: for every open set U ⊂ f(S
1 × I), we
have f(S1 × I) = ∪∞n=0f
n(U).
(5) it has a unique ergodic absolutely continuous invariant (thus SRB) measure;
(6) the density of the SRB measure varies continuously in the L1 norm with f .
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The idea of hyperbolic times for differentiable maps is a key notion on the study of
non-uniformly hyperbolic dynamics and it was introduced by J. Alves et al ([2],[3]). This
is a powerful tool in order to get expansion in the non-uniform context.
In the following, we recall the definition of a hyperbolic time for differentiable maps
see([5], [26]).
Hyperbolic times. Let us fix 0 < b = 1
3
min{1, 1/β} < 1
2
min{1, 1/β}. Given 0 < σ <
1 and ǫ > 0, we will say that n is a (σ, ǫ)-hyperbolic time for a point x ∈M (with respect
to the non-flat map f with a β-non-degenerate critical/singular set C) if for all 1 ≤ k ≤ n
we have
n−1∏
j=n−k
‖(Df ◦ f j(x)−1‖ ≤ σk and distǫ(f
n−k(x), C) ≥ σbk.
We denote de set of points ofM such that n ∈ N is a (σ, ǫ)-hyperbolic time by Hn(σ, ǫ, f).
Proposition 7. Given λ > 0 there exist θ > 0 and ǫ0 > 0 such that, for every x ∈ U and
ǫ ∈ (0, ǫ0],
#{1 ≤ j ≤ n; x ∈ Hj(e
−λ/4, ǫ, f)} ≥ θn,
whenever 1
n
∑n−1
i=0 log ‖(Df(f
i(x)))−1‖−1 ≥ λ and 1
n
∑n−1
i=0 − log distǫ(x, C) ≤
λ
16β
.
If f is non-uniformly expanding with slow approximation to the critical set, it follows
from the Proposition 7 that the points of U have infinitely many moments with positive
frequency of hyperbolic times. In particular, they have infinitely many hyperbolic times.
Proposition 8. Given σ ∈ (0, 1) and ǫ > 0, there is δ, ρ > 0, depending only on σ and ǫ
and on the map f , such that if x ∈ Hn(σ, ǫ, f) then there exists a neighbourhood Vn(x) of
x such that for all y, z ∈ Vn(x) we have
(1) fn maps ¯Vn(x) diffeomorphically onto the ball ¯Bδ(fn(x));
(2) dist(fn−j(y), fn−j(z)) ≤ σj/2dist(fn(y), fn(z)), for all 1 ≤ j < n.
(3) log |detDf
n(y)|
|detDfn(z)|
≤ ρd(fn(y), fn(z)).
The sets Vn(x) are called hyperbolic pre-balls and their images f
n(Vn(x)) = Bδ(f
n(x)),
hyperbolic balls .
From the above facts we can see that the Viana maps are included in our setting. Here
the Lebesgue measure is expanding.
4.2. Hyperbolic potentials for Viana maps. The existence of hyperbolic potentials
for maps without the presence of a critical set are well known. However, for maps with
presence of a critical set, it is barely known. In the following, we show the existence of
hyperbolic potentials for Viana maps.
Theorem 5. Let f : S1× I → S1× I be a Viana map and H ⊂ S1× I its expanding set.
There exists a potential ϕ : S1 × I → R such that PH(ϕ) > PHc(ϕ).
Proof. Let B be an open set and V = f−1(B) such that V ∩B = ∅ and V ∩ C = ∅, where
C is the critical set . Let µ be the unique ergodic absolutely continuous measure for the
Viana map f . It is an expanding measure and it means that we may find a potential ϕ
such that
PHc(ϕ) < hµ(f) +
∫
ϕdµ.
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We will construct a potential ϕ such that
PHc(ϕ) <
∫
ϕdµ
(
< hµ(f) +
∫
ϕdµ ≤ P (ϕ)
)
,
which means that ϕ is a hyperbolic potential.
Let φ : B → R be a C∞ function such that φ|∂B ≡ 0 and∫
V
(φ ◦ f)(| detDf | −1)dµ > 0.
We define a potential ϕ0 : X → R as
ϕ0(x) =


φ(x), if x ∈ B
−φ(f(x)), if x ∈ V
0, if x ∈ (V ∪ B)c
We have that∫
ϕ0dµ =
∫
B
ϕ0dµ+
∫
V
ϕ0dµ =
∫
V
(ϕ0 ◦ f) | detDf | dµ+
∫
V
ϕ0dµ =∫
V
(φ ◦ f) | detDf | dµ+
∫
V
−(φ ◦ f)dµ =
∫
V
(φ ◦ f)(| detDf | −1)dµ > 0
Let k > 0 such that
k >
PHc(0)∫
ϕ0dµ
.
By defining ϕ := kϕ0, we have∫
ϕdµ =
∫
kϕ0dµ = k
∫
ϕ0dµ >
PHc(0)∫
ϕ0dµ
∫
ϕ0dµ = PHc(0).
Claim 1. PHc(ϕ) ≤ PHc(0).
Proof. For x ∈ V , we have that
Snϕ(x) = ϕ(x) + ϕ(f(x)) + · · ·+ ϕ(f
n−1(x)) =
kϕ0(x) + kϕ0(f(x)) + · · ·+ kϕ0(f
n−1(x)) =
−kφ(F (x)) + kφ(F (x)) + 0 + · · ·+ kφ(fn−1(x)) ≤ k supφ,
For x ∈ B, we have
Snϕ(x) = ϕ(x) + ϕ(f(x)) + · · ·+ ϕ(f
n−1(x)) ≤ k supφ− k inf φ,
if fn−1(x) ∈ V and it is equal to kφ(x), otherwise.
For x ∈ (V ∪ B)c, we have at most the same estimate for Snϕ(x) because the orbit of
x may intersect V ∪ B.
So, there exists θ > 0 such that
Snϕ(x) ≤ θ and Rn,δϕ(x) ≤ θ, ∀x ∈ S
1 × I.
.
With these above estimates, we obtain
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mf (ϕ,H
c, δ, N, γ) = inf
U∈FN (Hc)
{ ∑
Bδ(y,n)∈U
e−γn+Rn,δϕ(y)
}
≤ inf
U∈FN (Hc)
{ ∑
Bδ(y,n)∈U
e−γn+θ
}
=
= eθ inf
U∈FN (Hc)
{ ∑
Bδ(y,n)∈U
e−γn
}
= eθmf(0, H
c, δ, N, γ).
It implies that
mf (ϕ,H
c, δ, γ) = lim
N→+∞
mf(ϕ,H
c, δ, N, γ) ≤ eθmf (0, H
c, δ, γ).
So,
PHc(ϕ, δ) = inf{γ | mf (ϕ,H
c, δ, γ) = 0} ≤ inf{γ | eθmf (0, H
c, δ, γ) = 0} = PHc(0, δ).
Finally,
PHc(ϕ) = lim
δ→0
PHc(ϕ, δ) ≤ lim
δ→0
PHc(0, δ) = PHc(0).

Since PHc(ϕ) ≤ PHc(0), we obtain
PHc(ϕ) ≤ PHc(0) <
∫
ϕdµ ≤ hµ(f) +
∫
ϕdµ ≤ P (ϕ).
So, ϕ is a hyperbolic potential. 
4.3. Benedicks-Carleson maps. We recall the definition of a class of non-hyperbolic
maps of the interval with the condition of exponential growth of the derivative at critical
values, called Benedicks-Carleson maps . We also ask the map to be C2 and topologically
mixing and the critical points to have critical order 2 ≤ α <∞.
Given a critical point c ∈ I, the critical order of c is a number αc > 0 such that
f(x) = f(c) ± |gc(x)|
αc , ∀x ∈ Uc where gc is a diffeomorphism gc : Uc → g(Uc) and Uc is
a neighbourhood of c.
Let δ > 0 and denote C the set of critical points and Bδ = ∪c∈C(c − δ, c + δ). Given
x ∈ I, we suppose that
• (Expansion outside Bδ). There exists κ > 1 and β > 0 such that, if xk = f
k(x) 6∈
Bδ, 0 ≤ k ≤ n− 1 then |Df
n(x)| ≥ κδ(αmax−1)eβn, where αmax = max{αc, c ∈ C}.
Moreover, if x0 ∈ f(Bδ) or xn ∈ Bδ then |Df
n(x)| ≥ κeβn.
• (Expansion Condition). There exists λ > 0 such that
|Dfn(f(c))| ≥ eλn.
• (Slow Recurrence to C). There exists σ ∈ (0, λ/5) such that
dist(fk(x), C) ≥ e−σk.
The above conditions has an important contribuition by Freitas in ([16]).
4.4. Rovella maps. There is a class of non-uniformly expanding maps known as Rovella
Maps . They are derived from the so-called Rovella Attractor, a variation of the Lorenz
Attractor. We proceed with a brief presentation. See [7] for details.
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4.4.1. Contracting Lorenz attractor. The geometric Lorenz attractor is the first example
of a robust attractor for a flow containing a hyperbolic singularity. The attractor is a
transitive maximal invariant set for a flow in three-dimensional space induced by a vector
field having a singularity at the origin for which the derivative of the vector field at the
singularity has real eigenvalues λ2 < λ3 < 0 < λ1 with λ1 + λ3 > 0. The singularity is
accumulated by regular orbits which prevent the attractor from being hyperbolic.
The geometric construction of the contracting Lorenz attractor (Rovella attractor) is
the same as the geometric Lorenz attractor. The only difference is the condition (A1)(i)
below that gives in particular λ1 + λ3 < 0. The initial smooth vector field X0 in R
3 has
the following properties:
(A1) X0 has a singularity at 0 for which the eigenvalues λ1, λ2, λ3 ∈ R of DX0(0) satisfy:
(i) 0 < λ1 < −λ3 < 0 < −λ2,
(ii) r > s+ 3, where r = −λ2/λ1, s = −λ3/λ1;
(A2) there is an open set U ⊂ R3, which is positively invariant under the flow, containing
the cube {(x, y, z) : |x| ≤ 1, |y| ≤ 1, |x| ≤ 1} and supporting the Rovella attractor
Λ0 =
⋂
t≥0
X t0(U).
The top of the cube is a Poincare´ section foliated by stable lines {x = const}∩Σ
which are invariant under Poincare´ first return map P0. The invariance of this
foliation uniquely defines a one-dimensional map f0 : I\{0} → I for which
f0 ◦ π = π ◦ P0,
where I is the interval [−1, 1] and π is the canonical projection (x, y, z) 7→ x;
(A3) there is a small number ρ > 0 such that the contraction along the invariant foliation
of lines x =const in U is stronger than ρ.
See [7] for properties of the map f0.
4.4.2. Rovella parameters. The Rovella attractor is not robust. However, the chaotic
attractor persists in a measure theoretical sense: there exists a one-parameter family of
positive Lebesgue measure of C3 close vector fields to X0 which have a transitive non-
hyperbolic attractor. In the proof of that result, Rovella showed that there is a set of
parameters E ⊂ (0, a0) (that we call Rovella parameters) with a0 close to 0 and 0 a full
density point of E, i.e.
lim
a→0
|E ∩ (0, a) |
a
= 1,
such that:
(C1) there is K1, K2 > 0 such that for all a ∈ E and x ∈ I
K2|x |
s−1≤ f ′a(x) ≤ K1|x |
s−1,
where s = s(a). To simplify, we shall assume s fixed.
(C2) there is λc > 1 such that for all a ∈ E, the points 1 and −1 have Lyapunov
exponents greater than λc:
(fna )
′(±1) > λnc , ∀n ≥ 0;
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(C3) there is α > 0 such that for all a ∈ E the basic assumption holds:
|fn−1a (±1)| > e
−alphan, ∀n ≥ 1;
(C4) the forward orbits of the points ±1 under fa are dense in [−1, 1] for all a ∈ E.
We say that a map fa with a ∈ E is a Rovella Map.
Theorem 6. (Alves-Soufi [7]) Every Rovella map is non-uniformly expanding.
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