Abstract-In robot-assisted surgery, exploration and manipulation tasks can be achieved through collaboration among robotic and human agents. Collaboration models can potentially include multiple agents working towards a shared objective-a scenario referred to as multilateral manipulation. We present a flexible software framework to expedite development of various multilateral manipulation strategies. We demonstrate the effectiveness of an implementation of the framework in a palpation task. Five different collaboration models were tested in which the goal of the multilateral manipulation system is to segment a stiff inclusion from its surrounding soft tissue: three of these collaboration models used machine learning methods for segmentation, and two required human operator segmentation. The collaboration models tested were: 1) fully autonomous exploration of the tissue; 2) shared control between a human and robotic agent; 3) supervised control where the operator dictates commands to the robot; 4) traded control between the two agents; and 5) bilateral teleoperation. Results indicate tradeoffs in sensitivity, maximum force applied, safety implications, and duration of experiment among the five models.
I. INTRODUCTION

A. Motivation
H UMAN-ROBOT collaboration is becoming increasingly common in applications such as robotic surgery [1] , search and rescue [2] , and space [3] . In each of these tasks, an operator sits at a master console and interacts with a robotic device (the master robot) while a slave robot follows the operator's motions in real time. As historically teleoperated tasks become either too demanding for a human user to completely control, or too repetitive to justify full human attention, there is a need to formalize the ways in which humans and robotic agents can work together to achieve a shared goal. However, it is unlikely that a one-size-fits-all combination of a human operator and a robotic agent input would unilaterally improve all human-robot collaborative procedures, which motivates the need for a framework to describe the cooperation between the two agents and enable a spectrum of collaboration models for a specific task. This work presents a tool, the Multilateral Manipulation Software Framework (MMSF), which is used to structure a collaborative task to facilitate rapid development of human-robot collaboration models. It is not a substitute for CISST [4] or ROS [5] , which are widely adopted software libraries that facilitate integration of sensing and actuation for such a procedure. Indeed, we have adapted a version of the MMSF to work with systems running ROS [6] and CISST [7] .
We chose a mock surgical task to demonstrate the use of the MMSF because the field of robot-assisted minimally invasive surgery (RMIS) is opportune for exploring human-robot collaboration. RMIS is becoming increasingly popular in part because it can provide increased dexterity and control to the surgeon compared to open or laparoscopic surgery through the use motion scaling, stereoscopic visualization, and articulated wrists [1] . Established RMIS procedures include radical prostatectomy [8] , hysterectomy [9] , and throidectomy [10] . In these clinical applications of RMIS, the surgery was teleoperated under complete control of the human surgeon. Teleoperation has become the industry-standard control scheme for the majority of clinical surgical robotic platforms, including the da Vinci Surgical Robot (Intuitive Surgical, Sunnyvale, CA, USA) and the Magellan Robotic System (Hansen Medical, Mountain View, CA, USA). While advancements in machine learning, artificial intelligence, and computer vision continue to provide richer quantitative analysis of the surgical field and robotic control, most commercial medical robots do not yet automate surgical procedures. In contrast, the academic community has characterized and automated a number of surgical subprocedures, such as debridement [11] , drilling bone during chochleostomy [12] , and surgical knot tying [13] , [14] . It is clear from advancements in academia and the increasing usage of robotics in the operating room that human-robot collaboration is on the horizon-and we must identify safe, effective methods to leverage the inputs of both a surgeon and artificial intelligence. The goal of these human-robot collaborative systems is to combine the advantages of both agents to increase success in surgical procedures, which is ultimately defined by better patient outcomes. In this work, we demonstrate the MMSF by extending it to a surgical task in which a hard inclusion in soft tissue is segmented, to approximate tumor detection. We frame our inclusion segmentation algorithm in the context of the MMSF and demonstrate how this formalization of our collaborative task leads to rapid prototyping of new models of human-robot collaboration. We furthermore show examples of experimental results and conclusions one can draw by comparing different models of human-robot collaboration in our experimental task.
B. Background: Human-Robot Collaboration
In our review of prior art in the field of mixed autonomy and human-robot collaboration models, we use the taxonomy introduced by Conway et al. [15] . We define the spectrum of human-robot collaboration models to have endpoints of teleoperation and full autonomy. These collaboration models define the extremes of our spectrum because neither collaboration model combines input from both the human and autonomous agents. All other human-robot collaboration models in some way combine inputs from both agents, whether via linear summation (commonly used in shared control), switching inputs (traded control), or supervised control, where a human agent provides high-level input to be interpreted and carried out by a robotic agent.
1) Teleoperation:
In teleoperation, a slave robot mimics the actions of a master robot controlled by an operator. This collaboration model was used in the previously mentioned works of [8] - [10] . All these works used the da Vinci surgical robot as the robotic platform, where both master and slave robots were located in the same room.
2) Shared Control: In shared control, the motions of the slave robot are governed by a summation of human and robot agent input. An application of shared control for commanding a surgical robot is the steady-hand robot, developed by Taylor et al. [16] . Their system assists in microsurgery manipulation tasks by filtering out natural surgeon tremor and thereby assisting in surgical tasks which require extreme precision. Other examples include virtual fixtures, a detailed survey of which has been conducted by Bowyer et al. [17] . Virtual fixtures are often used in navigation tasks. Both Marayong et al. [18] and Abbott et al. [19] demonstrated improved performance during path following tasks with human input augmented by virtual fixtures. Marayong et al. concluded that results might improve for path following tasks with a dynamic control authority ratio, instead of a static control authority ratio. Dynamic control authority ratios have been explored in the work conducted by Dragan et al. [20] . Dragan et al. had the robotic agent infer the user's intent and adjusted the control authority ratio depending on the level of confidence in its prediction [20] .
In the above examples of shared control, the ratio of human to autonomous input when controlling a slave device, or control authority ratio, was modified to weigh the inputs of the human and robotic agent. Dimension reduction is a different manifestation of shared control where human control of the robot is made more intuitive by reducing the dimensionality of the human agent's control space. Tuna et al. [21] and Moustris et al. [22] studied the use of shared control in beating heart surgery when they investigated ways to make the surgery easier by negating the motion effects of heartbeat. Tuna et al. published multiple adaptive algorithms to predict heart motion, which can be used in a study like the one conducted by Moustris et al. In their study, a surgeon operated on a motion-compensated image of the heart instead of the live video feed. Surgeon actions on the still image were then transformed back into operation space by the robotic agent.
3) Traded Control: In traded control, the robotic procedure is at times automated and at other times teleoperated. In the literature, this collaboration strategy has limited exposure, with both Parasuraman et al. [23] and Kortenkamp et al. [24] developing software architectures to facilitate the tradeoff between fully teleoperated and autonomous modes. Parasuraman et al. decomposed a given human-robot collaborative task into several top-level states comprising of several substates. From this decomposition, the authors created criteria that when satisfied warrant transfer of control authority from the human agent to the robotic agent.
4) Supervisory Control:
In supervisory control, high-level tasks are specified by human input and low-level tasks are completed under autonomous control. This type of collaboration has been studied in the swarm robotics community, most notably in the works of Shirkhodaie et al. [25] and Parasuraman et al. [26] . Shirkholdaie et al. proposed a software framework that used a supervisory model to control several robots as they coordinated with each other. Parasuraman et al. enacted supervisory control as well; an operator gave waypoint commands to a swarm of robots while the robots were individually responsible for obstacle avoidance.
C. Background: Robotic Inclusion Segmentation
We chose segmentation of a hard inclusion (e.g., a stiff tumor) from surrounding soft tissue as the exemplar task to demonstrate the utility of using different collaboration models between a human and a robotic agent framed by the MMSF. As RMIS becomes more common, tactile sensations usually felt during open surgery are no longer available to the surgeon. When profiling suspected tumors in soft tissue, surgeons rely on these percepts to distinguish the stiffer cancerous region from its surrounding softer tissue [27] . Lack of haptic feedback in RMIS limits surgeons' capabilities, to the extent that one study found RMIS to increase the likelihood of leaving behind cancerous cells upon extrication of a diseased region compared to open surgery [28] . We present several collaboration models that convey the shape, location, and mechanical properties of a suspected tumor that restore some of the information lost with the use of RMIS.
Several groups have developed methods that allow robots to detect, and in some cases segment, hard inclusions in soft tissue. Both Liu et al. [29] and Sangpradit et al. [30] used wheeled probes to segment hard inclusions in soft tissues. Liu et al. found their continuous measurement approach to be more sensitive to differences in force profiles from the stiff inclusion to soft surrounding tissue [29] . Sangpradit segmented tumors by comparing the force readings observed from a rolling-contact force profile acquired by a wheeled probe to a finite-element approximation of the artificial tissue [30] . Using this method, Sangpradit et al. were able to segment simulated tumors of diverse shapes and depths. Trejos et al. demonstrated benefits of autonomous robotic tumor segmentation [31] . In their study, Trejos et al. showed that their autonomous robotic tumor segmentation platform resulted in increased tumor detection accuracy and a significant decrease in maximum force applied compared to a teleoperated human palpation scheme.
D. Summary of Contributions and Paper Organization
In this work, we present a novel software framework specifically designed to support rapid development and prototyping of mixed autonomy collaboration models between human and robotic agents. We extend the base classes of the MMSF to encode a simulated surgical task, although the framework is not limited to being extended solely towards surgical tasks. Five different collaboration models were implemented: bilateral teleoperation, supervised control, full robot autonomy, shared control, and traded control. Each of these collaboration models encodes a different level of autonomy on the part of the robotic agent cooperating with the human operator. Results indicate that the classes forming the framework can be easily extended to create collaboration models emphasizing performance, safety, and speed. This paper is organized as follows. Section II introduces the software framework at a high level, and presents an extension of this framework for an example surgical task. Section III presents the experimental setup used to evaluate five exemplar different collaboration models including the metrics gathered to compare the collaboration models to each other. In Section IV, we present and discuss the results across the five different collaboration models. We also discuss how well the software framework suited our needs to rapidly prototype and implement new collaboration models. Finally, in Section V, we make concluding remarks and posit future directions.
II. METHODS
A. Software Framework
We present in this section an overview of our multilateral manipulation software framework. A preliminary version of this work appears in [32] . The design goal of this software framework is to facilitate rapid prototyping of collaboration models, each with a varying degree of autonomy. We first introduce the basic class structure that generalizes human-robot collaborative tasks. These base classes are then extended into procedure-specific child classes which are further extended to encode implemented collaboration models. Robot Action, to make them task specific. We now introduce each base class in turn and discuss their intent, content, and any necessary dependencies.
Robot Action: A Robot Action is the fundamental command unit issued by the Operator to a Robot. The most basic commands extended from this class, for example, are Move Robot Action and Hold Position Robot Action. Other Robot Action extensions are Initialize Robot Action and Turn Off Robot Action. Parameters of a Robot Action vary widely depending on the specific extension; they may include information like a desired position. Robot Actions can consist of series of basic Robot Actions, for example, a series of Move Robot Actions.
Robot: All robotic agents in a collaborative model derive from the abstract Robot class. A Robot interfaces to the Operator by implementing commanded Robot Actions. This class may be extended to include acquisition and processing of information from attached sensors, as well as handle commands unique to the surgical task implemented. Fig. 1 shows that the Inclusion Segmentation Robot defines methods for the basic Robot Actions, while the Palpation Robot includes methods to handle palpation actions which are specific to our surgical task (described in Section II-B). Additional extensions may enable the robot to be used as a human-input device. A Robot at no time creates Robot Actions to be implemented by itself.
Each Robot has a reference to an instance of Robot Hardware, which is used as the hardware-specific interface from the robotic platform to the MMSF. In this work, we structure our Robot Hardware class to interface with Phantom Premium haptic devices (3D Systems, Morrisville, NC, USA). In previous work, the Robot Hardware class was structured to take commands from the Robot class and implement them on the RAVEN surgical robot [6] .
Procedure: The Procedure class is an auxiliary class and is a member variable of the Operator. The singleton instance of the Procedure is responsible for keeping a list of all the Robot Actions to be completed. Data collected during execution of the Robot Actions is also stored in the Procedure.
Operator: Workflow of the procedure is facilitated by the Operator class. The Operator pops a Robot Action from the Procedure stack and routes the command to the appropriate Robot instances. Once the Robot Action completes, the Operator interprets the data collected in the Procedure, and creates new Robot Actions as necessary. All task-specific machine-learning techniques presented later in this work are coded into this class.
Manager: This class provides references through pointers of all base classes in the framework for query by other base classes.
File I/O: This auxillary class performs data transfer to/from files.
Graphical Display: This class visually displays all information suitable for the user. Additionally, the graphical display can be extended to become a human input device.
2) Inter-Class Communication: Inter-class communication is facilitated through a notifier/notifiee interface [33] . For an example of inter-class communication, refer to Fig. 3 . Each notifying class has a subclass notifiee. To illustrate the notifier/notifiee interface we will consider the Robot::statusIs(status:RobotStatus) method, which is called each time the Robot changes its state to indicate whether or not it is executing an action. The Robot::notifiee subclass has an onRobotStatusIs(void) virtual method which is called every time the Robot::statusIs(status:RobotStatus) method updates the Robot::status_ attribute. This virtual method is overwritten by a child class of the Robot::notifiee, the OperatorReactor::notifiee. The OperatorReactorRobot::notifiee accesses the updated attribute value (the RobotStatus), and updates its own robotStatus_ attribute. This interface is thread-safe, and formalizes communication between classes and processes to allow easy scalability.
3) Threading: Each Robot instance is assigned its own thread, with a typical execution rate of 1 kHz, a frequency sufficient for haptic feedback. The Graphical Display is assigned an individual thread running sufficiently fast to render graphics, while main execution thread is reserved for the Operator. Synchronization among threads occurs through the notifier-notifiee structure introduced above.
B. Collaboration Models for Inclusion Segmentation Task
We demonstrate the MMSF introduced in the previous section by extending its base classes to support the task of inclusion segmentation in soft tissue. In this section, we introduce five different collaboration models that can segment a stiff inclusion from its surrounding soft tissue. These collaboration models, pictured graphically in Fig. 4 , vary in how they combine the robotic and human agents' intents. A collaboration model for the inclusion segmentation task includes a method to map tissue mechanics and a method to segment the boundary of the inclusion.
Each of the described collaboration models instantiates at least one extension of each base class mentioned in Section II-A. above the tissue, while the remaining two sub-actions are the downward and upward strokes of palpation. For the Palpate Point Autonomously Robot Action, the downward stroke of the palpation command is force-controlled, to limit stress on the environment. The Palpate Point Teleoperatively Robot Action implements a bilateral teleoperation controller where the position and velocity are exchanged between the master and slave robots. However, only the palpating axis is teleoperated; the other axes are controlled by the robotic agent to fix the location of the point palpated. In the Palpate Point Teleoperatively Robot Action action, the Robot class is responsible for partitioning the force-displacement data into ranges that represent a single palpation, from which a stiffness can be approximated. This is in contrast to its autonomous counterpart that by design encodes the downward and upward strokes of the palpation and thereby knows how to partition the force-displacement data. The Palpate Tissue Teleoperatively command is similar to the Palpate Point Teleoperatively Robot Action, except that the human operator is in control of all degrees of freedom, and can palpate in any desired location.
Once the Inclusion Segmentation Robot has indicated that the palpation has completed, the Inclusion Segmentation Operator will examine the new palpation data. Depending on the new data acquired and the collaboration model, the Inclusion Segmentation Operator may create new Robot Actions in response.
We now describe each of the collaboration models prototyped.
1) Bilateral Teleoperation:
In bilateral teleoperation, a master and slave robot are connected with a bilateral proportional-derivative controller. The human operator is free to explore an artificial tissue via palpation by the Bilateral Teleoperation Inclusion Segmentation Operator issuing a Palpate Tissue Robot Action command to both master and slave robots. Once the human operator is confident in their ability to define This operator differs from its parent by extending the statusIs(status:OperatorStatus) method such that the slave robot follows palpation commands indicated by the Human-Interface Inclusion Segmentation Robot. A palpation command is created when the human operator performs a palpation motion with the master robot (in free space). Once the user finishes the palpation motion, the location of the palpation parameterizes a Palpate Point Autonomously Robot Action sent to the slave robot. Like the bilateral teleoperation collaboration model, the boundary of the inclusion is identified by the user through the Human-Interface Inclusion Segmentation Graphical Display.
3) Fully Autonomous: The fully autonomous inclusion segmentation model was developed in a previous work and utilized in this study [34] . The fully autonomous collaboration model, encoded in the Autonomous Inclusion Segmentation Operator, segments the hard inclusion from surrounding soft tissue by using an autonomous palpation algorithm that develops a classifier used to sort points based on their stiffness as part of the hard inclusion or part of the surrounding soft tissue. The initial stiffness classifier value is improved during successive iterations using an expectation-maximization (EM) algorithm. Improving the stiffness classifier using data acquired from palpation can map the classifier from its initial value to one specialized for the tissue sample as hand. The E-step of the EM algorithm is facilitated by a Markov random fields algorithm. Markov random fields classify a point using the information from the point's neighborhood in addition to the information stored in the point. This classification strategy makes intuitive sense for an inclusion segmentation task as we would expect the neighborhood around a point to have the same labeling as the point of interest. Once all the points are relabeled the M-step of the algorithm, using Gaussian discriminant analysis, generates an updated stiffness classifier for the next iteration of the palpation algorithm.
Dense resolution around points theorized to belong to the hard inclusion as well as the supposed boundary of the inclusion is facilitated in two ways. First, if a palpated point is classified as part of the hard inclusion against the one-dimensional stiffness classifier, the neighborhood around this point is then palpated. Second, between iterations of the EM algorithm the next set of points to be mapped is set to be the union of neighborhoods around points on the supposed boundary of the inclusion. After each iteration of the EM algorithm, the neighborhood radius gets progressively smaller, ensuring a higher resolution of the inclusion boundary. The algorithm exits once the classifier has converged and the neighborhoods around the boundary points of the inclusion have been explored. At this point, the final boundary of the inclusion is output.
The fully autonomous collaboration model instantiation set in Table I contains an instance of the Autonomous Inclusion Segmentation Procedure, which includes Palpate Point Autonomously actions to generate the initial grid of points explored as the first part of the inclusion segmentation algorithm.
4) Shared Control:
Shared control is a human-robot collaboration model in which we use the operator from Section II-B3 in conjunction with bilateral teleoperation. In this collaboration model, we sought to use the methodology of the fully autonomous palpation algorithm but give the human agent control over tissue interaction. The human agent controls the palpating degree of freedom during the downward stroke until the force threshold is reached, at which point the robotic agent controls the upward stroke of palpation. In addition, the robotic agent decides where to palpate. In this sense, the human agent is solely responsible for imparting forces on the tissue through palpation, adding a measure of safety with a human in the loop. The tissue exploration procedure is the same as in Section II-B3, and the autonomous agent is responsible for identifying the outline of the inclusion. In traded control, the control authority alternates between the human operator under bilateral teleoperation at the beginning of the procedure, and the robotic agent under full autonomy for the remainder of the procedure. The motivation for this collaboration model is to take advantage of the human operator's ability to quickly recognize the difference in stiffness between the hard inclusion and surrounding soft tissue, as well as provide the initializing classifier for the fully autonomous machine learning methods. Once the human operator palpates enough points in the bilateral teleoperation setup to confidently seed an initial classifier, the machine learning algorithms developed in Section II-B3 guide the remainder of the tissue mapping and classification. This collaboration strategy was designed to provide the same performance as the fully au-tonomous collaboration model, but rely on the human operator to seed the algorithm.
To instantiate this collaboration model, the Traded Human-Autonomous Inclusion Segmentation Operator is extended from the Autonomous Inclusion Segmentation Operator. The extended Operator uses the inclusion segmentation algorithm from Section II-B3, but includes additional methods so the user can initialize the classifier used in the segmentation algorithm using the method described above.
III. EXPERIMENT
The five collaboration models, all derived from the MMSF introduced in Section II-A, were tested with the exemplar task of segmenting a hard inclusion from surrounding soft tissue. One robot was used as a human input device, while another was positioned to palpate the artificial tissue. As tissue mechanics were mapped from force-displacement data, the palpated points and their stiffness were displayed graphically. The experiment concludes with identification of the boundary by the human or robotic agent. Evaluation metrics are generated by a comparison between the estimated location of the inclusion and the actual location. Other metrics included maximum force exerted on the tissue, as well as the number of palpations and experiment duration.
A. Artificial Tissue
An artificial tissue was created to simulate the mechanics of a hard inclusion in soft tissue for experimentation. The artificial tissue was constructed from silicone (Smooth-On, Inc., Easton, PA, USA). A premade, cylindric hard inclusion with a diameter of 25 mm was made from pure silicone. After the hard inclusion cured, the artificial tissue base was poured using one part silicon-thinner to three parts silicone. During the curing process of the softer tissue, the hard inclusion was positioned into the center of the artificial tissue base, 4 mm below the surface.
B. Robotic Palpation
Two Phantom Premium 1.5A haptic devices were employed as the master and slave devices (Fig. 5) . The human operator grasped the end effector of the master robot while the slave device was positioned to palpate the artificial tissue. For autonomous motions, third-order polynomial desired trajectories of the robot end-effector were input to a proportional-derivative controller. These trajectories were generated at the onset of a new Move Robot Action, interpolating between the current location and the location parameterizing the Move Robot Action.
All collaboration models require an estimate of the stiffness of a palpated point. To acquire a stiffness estimate, a Nano-17 force-torque sensor (ATI Industrial Automation, Apex, NC, USA) attached to end point of the slave robot acquired force data while position measurements were taken from the Phantom Premium. A linear spring model approximated the tissue mechanics using only the data from the downward stroke. Force-displacement data used to approximate a stiffness was thresholded between 1.2 N and 1.8 N of force, where the force-displacement relationship was nearly linear [34] . The stiffness of a palpated point as well as its location constitute the palpationResult structure seen as a member variable of the task-specific extensions of the Operator, Graphical Display, and Procedure classes.
C. Graphical User Interface
A graphical user interface was created to serve two purposes: 1) provide a means for a human operator to see and interpret the stiffness data acquired during palpation and 2) provide a means by which a human operator can select data points previously acquired, either for inclusion boundary segmentation, or to initialize the stiffness classifier, as is required by the traded control collaboration model (Section II-B5).
D. Evaluation Metrics
Several metrics measured the effectiveness of the algorithm by comparing the predicted and actual locations of the hard inclusion. Fig. 6 provides a graphical explanation of these metrics. The intersection between the predicted and actual hard inclusion locations is correctly predicted to be part of the hard inclusion (true positive). All other area predicted as the hard inclusion is falsely identified (false positive). Likewise, all remaining area of the registered inclusion not intersecting the predicted location of the hard inclusion is falsely identified as part of the surrounding soft tissue (false negative). All other area in the workspace not predicted as part of the hard inclusion or registered as such are classified correctly as part of the surrounding tissue (true negative). Sensitivity and specificity summarize these four non-intersecting quadrants. Sensitivity measures the proportion of true positives which are correctly identified as such while specificity measures the proportion of true negatives which are correctly identified. A perfect prediction algorithm would have sensitivity of 1.0 and specificity of 1.0. For inclusion segmentation, a sensitivity close to 1.0 is more important than a specificity close to 1.0; to ensure that no potentially cancerous tissue is left behind. The autonomous palpation algorithm developed in [34] used in full robot autonomy, shared control, and traded control was developed to maintain a minimum sensitivity of nearly 1.0, even at the sacrifice of some specificity.
Other metrics tabulated include the total number of palpations, the maximum force applied on the tissue by the slave robot, and the duration of the experiment. The experiment duration is defined as the time from when the slave robot receives its first command to when the boundary of the inclusion is identified.
E. Protocol
Each collaboration model was tested once. Every tested collaboration model used a different human operator naive to the properties of the hard inclusion, to avoid learning factors in the experiment. The shape and location of the hard inclusion were constant for all testing.
IV. RESULTS AND DISCUSSION
A. Software Framework
In Table I , we showed the class instantiation set unique to each collaboration model. With the differences between these instantiated classes shown in Figs. 1 and 2 and described in Section II-A, we can see how a wide variety of different behaviors, evident in different forms of human-robot collaboration models, share much of the same code. We have shown in Section II-B that differences between collaboration models typically manifest in the Operator issuing different Robot Actions to Robots extended to interpret those commands. Indeed, some collaboration models only differ in their class instantiation set by one or two classes, putting the developer in a position to leverage as much code as possible between very different collaboration models. We have shown in Fig. 3 and Section II-A2 how the notifier/notifiee interface standardizes inter-class communication to facilitate rapid prototyping.
The call-down, notify-up structure was effective in being able to handle our surgical task and experimental setup. In Section II-A2, we introduced our manifestation of the call-down, notify-up structure when the Operator called down a Robot Action to the Robot. After data acquisition, the Robot notified the Operator of the new data (see Fig. 3 ). In a future design, if we wanted to repeat this task with a different slave robot, the Inclusion Segmentation Operator would not have to be recoded to interface with the new device. Furthermore, the Robot used in the procedure need not change. Instead, a different Robot Hardware class would be written to interface between the MMSF and the particular hardware setup. Fig. 7 shows the experimental results for each collaboration model, including the data points collected via palpation, the estimated boundary of the inclusion, and the actual boundary of the inclusion. Table II shows the metrics gathered from testing each collaboration model. For each collaboration model, sensitivity and specificity metrics were collected from the estimated boundary of the inclusion. In addition, maximum force applied, the number of palpations, and the experiment duration were recorded.
B. Inclusion Segmentation
The results in Table II shows that collaboration models which used force-thresholding result in lower maximum force than collaboration models whose downward palpation motions were under human control. This suggests that a small level of autonomy can improve performance. Supervised control, full robot autonomy, and shared control have roughly the same maximum force: approximately 1.8 N. However, among these three collaboration models, shared control has a slightly larger maximum force exerted on the tissue. This is because the downward stroke of the palpation for this collaboration model is controlled by the human operator, so when the force threshold was reached, the end effector of the robot had a larger velocity than if the downward stroke were under fully autonomous control. For the remaining collaboration models, recall that in the first phase of traded control, the robot was controlled through bilateral teleoperation. We would expect each bilateral teleoperation user to exert a different maximum force on the tissue. In this experiment, the user who tested the traded control model happed to exert a larger maximum force on the tissue compared to the user who tested bilateral teleoperation.
In both bilateral teleoperation and supervised control, the number of palpations as well as the experiment duration were less than the other collaboration models. However, for these same collaboration models, either the sensitivity or the specificity were worse compared to models that used the fully autonomous exploration and boundary identification methods. In the case of bilateral teleoperation, the user identified a boundary that was entirely included in the actual boundary of the inclusion. In the supervised control case, the user selected a boundary far in excess of the actual boundary, resulting in a low specificity.
The results in Table II are not conclusive in terms of evaluating the merits of different collaboration models, rather they demonstrate the implementation of the MMSF and motivate the design of future user studies. In ongoing work, we are performing a multiuser study that involves more complicated shapes to segment and is implemented on a da Vinci Surgical System. The experimental results here are an illustration of the MMSF presented in this paper, to show the nature of data that can be acquired quickly by formalizing our task with the MMSF.
V. CONCLUSION
In this work we introduced a software framework capable of supporting a variety of human-robot collaboration models with differing amounts of autonomous control. We implemented an inclusion segmentation task by properly extending the base classes forming the software framework, and programmed five different collaboration models. Results in an inclusion segmentation experiment indicated tradeoffs in sensitivity, specificity, duration, and safety implications for this task. The framework was demonstrated to be easily extensible to surgical tasks, and have a well defined inter-class communication protocol capable of supporting rapid development. Extensions of the Multilateral Manipulation Software Framework to other surgical tasks and robotic systems are in [6] , [7] .
In the future, we will implement this framework in new tasks, where we can not only trade control authority between an autonomous and human agent, but potentially between numerous robotic and human agents. This will require us to extend classes of the software framework to include additional robotic platforms, or a combination of other platforms, which we expect to be straightforward due to our specific inter-class communication protocol. Such extensions would further demonstrate the flexibility and utility of the software framework.
