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Results

World Trade Network Fitting ERGMs
A time-varying ERGM is fit to the data. The approach is as follows: for each year (1950 -2000) , we fit an ERGM and obtain the parameter estimates. After obtaining the estimates per year, we smooth each estimate over time using cubic splines. The following are the models we considered: 0: Erdos-renyi (edge only) 1: edge + total trade 2: edge + total trade + population 3: edge + total trade + gdp 4: edge + gwdegree 5: edge + gwdegree + total trade 6: edge + gwdegree + total trade + population 7: edge + gwdegree + gwesp + gwdsp + total trade + population + gdp 8: edge + total trade + continents 9: edge + total trade + population + continents 10: edge + total trade + gdp + continents 11: edge + gwdegree + total trade + continents 12: edge + gwdegree + gwesp + gwdsp + total trade + population + continents Continent effect is a homophily effect, i.e., it considers countries which are in the same region. Population, total trade, and gdp are node attribute effects.
Below are results for models 8, 9, 10, and 11.
Model 8
Model 9
Model 10 Model 11
Simple Thresholding
We would now like to try out ERGMs on interesting data set--world trade networks. But before we can fit a model, we need to define a network.
The nodes of our network will be countries and are able to have attributes such as population, real GDP, and total amount of trade. The hard part is defining edges. Should we define a threshold value such that if at least that amount is traded between countries A and B, then A and B are neighbors? As the threshold, smaller country to small country trade will be nullified first. Our first analysis will use such a model. We take an export matrix (the i,j element is how much i exports to j) and symmetrize it by adding it to its transpose. Then we set a threshold and transform the symmetrized export matrix into an adjacency matrix and fit ergms. The node-matching parameters all improve the AIC, but only the log total trade does so significantly. This makes sense because the amount a country trades in total is related to how much it trades with each neighbor (in the least it provides an upper bound). The node-matching parameters that don't generally improve the AIC are very small.
Threshold = 100
This network has density .0997 and leaves out many small country to small country trade edges that were in the previous model. Again we see that the only node matching parameter that really improves the AIC is the log(total trade). One interesting note is that the AIC is much lower for the more sparse network
Reproducing Hummel (2010)
This paper considers the an E. Coli transcriptional regulation network depicted above. The nodes of this network represent operons and the edges indicate a regulating relationship between two nodes. A directed edge from node i to node j means that i encodes a transcription factor that regulates j. Self regulation is possible and occurs for 59 nodes (these nodes are displayed as triangles instead of having self loops). For simplicity, we follow the steps of Hummel and force self-loops to remain static throughout the MCMC updates and assume the network to be undirected.
The original analysis of this data set in Saul and Filkov (2007) used only MPLE to estimate ERGM parameters, but the model proved degenerate (as we show after Table 1 ). To removed degeneracy Hummel removes the 2star term and then uses approximate MLE instead of MPLE. The problem with this model is that without a good initial guess theta0 of the parameters, the approximations are not very good. To solve this problem, Hummel uses a partial stepping algorithm (see section 4 of the paper). This algorithm iteratively updates the parameter vector using relation between the expected value of the sufficient statistic vector, which is estimated by the mean of an MCMC sample.
We fit our model using MPLE and MLE with partial stepping algorithm and compare to Hummel. Our results match exactly (as they should because MPLE is not a stochastic process). To understand the degeneracy of this model, the number of edges in the simulated network after a specified number of MCMC steps is shown in the following table. Clearly we are simulating too many networks that have a much higher density than the observed network implying degeneracy.
We now use MPLE without the 2-star parameter. To show that this model is less degenerate, the following is a vector of the number of edges in an MCMC simulation using this model after every 50 steps of the simulation: 511 1117 1165 1166 1143 1144 1140 1116 1136 1174 1145 1127 1134 1126 1108 1157 1167 1169 1186 1123 1127 1113 1118 1118 1093 Clearly this model is better than the last, but still the numbers are twice what they are in the observed network. Again our results match well with those of Hummel. It seems that the lognormal MLE approximation has less variance than the naive MLE approximation because our results are extremely close to those in the paper for the lognormal approach.
Reproducing Hunter (2007)
The Lazega data set contains relations between 36 lawyers at the Lazega firm. The vertices represent each lawyer, and an edge exist between a pair of lawyers if there exists collaboration between the two. The density of the graph is 0.183 and the mean degree is 6.389. The graph for this data set is shown below. The data set also contains covariates, namely seniority, gender, location of office (Boston, Hartford, or Providence), years in the firm, age, and type of law practiced (litigation or corporate). We fit a curved exponential family (CEF) model to the data. CEFs generalize ERGMs as follows. The parameters of ERGMs are obtained using MCMCMLE by finding such that . With CEFs, on the other hand, one is interested in optimization, namely to find constrained such that , where . This detail allows a new type of specification for exponential models for networks: with ERGMs, the parameters for the geometrically weighted degree (GWD), geometrically weighted edgewise shared partner (GWESP), and geometrically weighted dyadwise shared partner (GWDSP) parameters must be held fixed, but with CEFs, these parameters are estimated rather than held fixed.
There are two types of covariate effects we considered. The main effect of a covariate refers to the sum of the covariate at two vertices whenever an edge between these two vertices exist, summed over all vertices. Essentially, this is adding weight to the presence of an edge, where the weight is determined by a particular attribute of each pair of vertices. For instance, consider seniority of the lawyers. If two lawyers collaborated, then the main effect of seniority in the model increases substantially if these two lawyers are highly senior in the firm. The other type of covariate effect is homophily. Homophily in a network refers to vertices whose attributes are the same. For instance, a large value for the parameter for homophily for sex implies that those of the same sex are more likely to collaborate. We fit the model using statnet and compare our results to Hunter (2007). Comparing our estimates to that of Hunter's, our estimates for the effects of the covariates are very similar. However, the same cannot be said for the networks statistics. In particular, in Table 1 , our estimate for the parameter for the GWD has a completely different sign! The results shown in Table 2 , however, are more satisfactory.
Investigation of a different parametrization of ERGMs -revisited
To address the concern of the high correlation between the geometrically weighted degree and the alternating k-star parameters, we redid the simulations with only two parameters: 1) the number of edges and 2) the geometrically weighted degree. The image below shows the effect of the parameters on certain network statistics for various values of the two parameters.
Investigation of a different parametrization of ERGMs
We now perform a similar Monte Carlo investigation of ERGMs parameterized using some of the specifications discussed in Snijders et al. The three parameters we consider are 1) the number of edges, 2) geometrically weighted degree (with decay parameter set to 0.5), and 3) alternating k-stars (with weight parameter set to 0.5). We do the same procedure as before: vary two of the parameters while fixing the third to -1.
Varying the Edge and Alternating K-star parameters:
Varying the Edge and GW Degree parameters:
Varying the Alt K-Star and GW Degree parameters:
The first two images look the same. They both suggest that only the edge parameter has an effect on the local clustering of the graphs. There does not seem to be any pattern in the third image. However, we point out that the Alternating K-star and the Geometrically weighted degree parameters are highly correlated, and in fact, the two are functionally related.
The following are realizations of the ERGMs with parameters for the number of edges , alternating k-star , and geometrically weighted degrees .
This paper is a gentle introduction to Exponential Random Graphs Model (ERGM). The main focus for studying this paper was to understand the exponential random graph distribution and how its parameters influence the characteristics of the graph. The probability mass function takes the form , where are sufficient statistics. These statistics are usually some form of "clustering" characteristic, e.g., the number of 2-stars, 3-stars, or triangles in the graph. However, the proportionality constant may be very difficult to compute. But the nice form of the probability mass function makes it very easy to draw realizations from the distribution using MCMC.
The drawback here is that if the number of nodes is large, it may take a while for the chain to converge. In fact, in the paper, Robins burned the first 50000 iterations! Thinking this was overkill, I instead chose to burn the first 500, and it turned out that burning 500 may not be enough. Also, because each iteration in the chain only gives a slight perturbation from the previous iteration, one would have to sufficiently thin the MCMC samples. Robins suggested keeping only every 100th draw.
For the simulations, Robins considered four statistics: the number of edges, the number of 2-stars, the number of 3-stars, and the number of triangles, with parameters , respectively. Robins showed how these values affect the behavior of the graph. Sometimes it only affects the number of edges present. Or sometimes it affects only the number of triangles. We reproduced his simulations and show our results here.
The simulation settings are as follows. The graphs had n = 100 nodes, and the values for were arbitrarily set. The MCMC chain was run, and we burned the first 50000 samples and kept every 100th draw until 4000 samples were kept. We compare our results to Robins. A plot of one realization of the graph from the distribution is also shown. Triangles 53.6 (6.9) 51.435 (6.8168)
Note that the only parameter that changed in the last simulation setting from the second simulation setting is the parameter for the number of triangles. By increasing that parameter, the graphs will cluster more so that the number of triangles increases. But, it is also important to note that this happens while the number of edges remains approximately the same.
From the tables comparing our results with Robins et al, the estimates are very similar. Reproducing these simulations allowed us to get a feel for the parameters of the exponential random graph distribution and the effects of its parameters. Here, we drawn realizations of the distribution for given parameter values. However, in practice, these parameters must be estimated. That is, given an observation, estimate the values of the parameters. In the literature, one can estimate these parameters using maximum likelihood or pseudo maximum likelihood. In fact, this are readily computed using the library for R. statnet Our next step is to reproduce the results of a data analysis. In particular, looks at a biological network, and the data is this paper available to the . We will attempt to reproduce their analysis using statnet. public
