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Abstract 
Axelsson, O., The method of diagonal compensation of reduced matrix entries and multilevel iteration, Journal 
of Computational and Applied Mathematics 38 (1991) 31-43. 
A method to construct preconditioners to a symmetric, positive definite matrix based on partitionings of Schur 
complements in two by two matrix block forms and approximating these by simpler structured matrices whose 
block factorization can be formed is considered. This partitioning, approximation and formation of Schur 
complements can continue until a matrix with sufficiently small order is found. 
To increase the accuracy of the preconditioner for this matrix sequence, the arising new Schur complements 
on each level are approximated by matrix polynomials involving the inverse of the preconditioner on the next 
level and the Schur complement itself. 
Conditions for computational complexity of optimal order for each iteration lead to an upper bound of the 
degree of the polynomials and conditions for an optimal rate of convergence lead to a lower bound. For large 
classes of problems these conditions permit the construction of preconditioners of a computational complexity 
proportional to the degree of freedom on the finest level. 
The method is an algebraic formulation and extension of a method presented previously for nine-point and 
mixed five- and nine-point difference matrices. 
Keywords: Preconditioning, diagonal compensation, multilevel iteration. 
1. Introduction 
To solve a linear system of algebraic equations, Ax = b, where A is symmetric and positive 
definite, we shall consider a sequence of matrices { Ack’}, k = 0, 1,. . . , whose orders are 
increasing, and where A = A(‘) is the final matrix. In practice, the matrices are sparse, and in 
order to preserve this sparsity we shall use an iterative solution method, such as 
r(s) = b -AX(~), solve Mij(“+‘) = rsrcS), #+U = ./) + @f’), s=O,l ,*.*, 
0.1) 
where x(O) is an initial approximation, { rS } a sequence of acceleration parameters, such as in a 
Chebyshev iteration method and M is a symmetric, positive definite preconditioning to A. The 
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well-known conjugate gradient method has a similar form. For 
iteration methods the number of iterations (s * ) is readily found 
bounded above by 
this, or for the Chebyshev 
(see [3], for instance) to be 
where E is the relative iteration error, ]] r(‘*) ]]/]I r(O) ]I G E and K = max Xi/mm Xi the spectral 
condition number, where { Xi} is the spectrum of M-‘A. 
In typical applications, such as for elliptic difference matrices, the condition number of 
A = Ack) increases with its order nk and we want to find preconditioners M = MC“) such that 
K = K~ is bounded, k + 00, i.e., equivalently, there exist positive numbers a, b, independent of k 
such that UX’M(~)X G xtAck)x < bx’Mck)x for all x E IwnL, k = 0, 1, . . . . The sequences { Mck’} 
and { Ack’} are then said to be spectrally equiualent. At the same time we impose the condition 
that the cost of the preconditioner, i.e., the arithmetic cost involved in solving systems with 
M = Mck), must be small, typically 0( nk). 
A spectrally equivalent preconditioner { Mck’} with cost 0( nk) is said to be of optimal order. 
For such a preconditioner we can solve Ax = b by iteration with computational complexity 
0( n,), i.e., of smallest possible order. 
Preconditioners of optimal order such as multigrid methods, exist for special types of 
problems, namely for certain finite-element or finite-difference methods. For a recent survey of 
such methods, see [7]. 
The present method can be seen as an algebraic formulation of a version of the algebraic 
multilevel iteration method [6,8] and in particular as an extension of the method presented in [4] 
for nine-point difference matrices and a similar method in [13]. For early methods of such types, 
see [l,lO]. 
The remainder of this report contains a description of the sequence of matrix preconditioners 
(Section 2), a derivation of the computational complexity (Section 3) and rate of convergence i.e., 
order of condition numbers (Section 4) of this sequence. In the final section we describe the 
application of the method for nine-point difference matrices. 
2. The sequence of matrix preconditioners 
For the construction of the preconditioners { Mck’} we shall consider two matrix sequences 
Ack) and Sck), k = 0, 1,. . . , 1. For reasons to be evident later the matrix S(‘) (on the highest level) 
is the matrix involved in the system we want to solve, and we consider Ack) as an intermediate 
matrix used to construct Sck) and Mck), where Mck) is then a preconditioner to Sck). 
However, we could easily change the method to let S (k) be the intermediate sequence and 
Mck) the preconditioner to A(“). 
For simplicity, in this presentation we shall assume that S(‘) is an M-matrix, i.e., S(l) is a 
Z-matrix, that is S/,? < 0, i #j, and in addition there exists a positive vector u = u(‘) such that 
S(‘)u > 0. This assumption is made to show that the lower level matrices are also M-matrices and 
therefore in particular nonsingular. We could however have considered existence of nonsingular 
matrices for more general classes of matrices. 
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On every level k + 1 we reorder the vectors in two groups and permute and partition the 
current matrix SC“+‘) accordingly, 
in two by two block matrix form. 
Let u = uck+l) = [u,(~+‘), ~$~+l)] be the corresponding permutation and partitioning of the 
remaining part (with order nk+l) of the original vector u = u(l), for which SC’) gives a positive 
product S(‘)u > 0. 
We let now A!:+” be a diagonal matrix, such that 
/j(k+r)U(k+l) = /$k+l)u(k+r) 
11 1 11 1 . P-2) 
More generally we use a method of diagonal compensation to compute a matrix B,‘,k+” and let 
&k+r) = &:+l’-‘, 
11 (2.3) 
where B,‘f+” is a symmetric band matrix which approximates d$f+‘)-’ and in addition satisfies 
(2.2). This approximation takes place in two steps., 
(i) Let B,, be an approximation of &“‘~ 
weighted Frobenius norm of I - &IldIl; 
computed for instance to minimize some 
for details see [2,12]. We assume that I - &ldi:+l) is 
nonnegative. This is valid for at least some weights in the Frobenius norm. Furthermore I?,,, is 
nonnegative. 
(ii) Let I?,‘[+” = El, + El where d, is a diagonal matrix and 
( jll + jj)-lU;k+l) = #+‘)@+‘) 
or 
jj$;+‘)u~k+‘) = 
( 
1 _ j,,~[:+“) @+*). 
(24 
If /$k+‘)u(k+‘) 
11 1 > 0, such a “modification” matrix bl exists, and its entries are nonnegative. 
We let 
(2.5) 
We need to prove that its Schur complement, 
S(k) E &+U _ ,$+r,;;+r)Y$+r) 
or, by (2.3), 
(24 
is an M-matrix. 
Lemma 2.1. Let SCk+‘) be an M-matrix with SCk+‘)uCk+‘) > 0, and let ACk+‘) be defined by (2.5) 
where A$:+” is defined by (2.3). Then SCk) in (2.6) is an M-matrix. 
Roof. Since Sck+ l) is an M-matrix with SCk+ ‘)u(~+ ‘) > 0, 2;:’ ‘) is an M-matrix and 
#+r)@+l) + &+r)@+r) > 0, so $:+l)U;k+r) > 0. 
34 0. Axelsson / Construction of preconditioners 
Since, in addition I - &ldif+l) is nonnegative, (2.4) shows that fil is nonnegative, so 
B,‘,k+i) = B,, + b, is nonnegative and in addition nonsingular. Hence A$:+” exists. Equations 
(2.5) and (2.2) show that 
&+l)@+l) + &+‘qk+‘) 
A$;+l+@+l) +&+‘)U$k+l) 
1 
(k+l) 
&k+UU(k+l) = = S(k+l)U(k+l) E ‘l 
[ 1 
(k+l) ’ 
u2 
where by assumption both u(lk+‘) and uik+‘) are positive. 
By block vector elimination it follows that 
$k)U(k+l) = @+I) _ &+i)Bl(;+i+,(lk+i) >, @+I) > 0 
2 
In addition SCk) has the Z-matrix sign pattern (because A$!+l) is an M-matrix, A(2:+i) and 
AI;+‘) are nonpositive and B{,k+” is nonnegative). This shows that SCk) is an M-matrix. 0 
Using induction Lemma 2.1 shows that all matrices SCk) are M-matrices, when SC’) is an 
M-matrix and SCk)~ik) > 0 if S(‘)u > 0 and usk’ is the part of u which corresponds to level k. 
We shall later (in Section 4) derive a spectral relation between ACk+‘) and SCk+i), based on a 
spectral relation between A!:“’ and Al:+‘). Actually, we could have let ACk+‘) be a more 
general approximation to S (k+l), for instance by allowing Ajr+‘), i = 1, j = 2, i = 2, j = 1 or 
i = 2, j = 2 to be more sparse in A (k+l) than in SCk+‘). The approximation ACk+‘) and SCk+‘) 
we make must be such that we can form the Schur complement matrix SCk) with little 
computational effort. In particular, B,‘,k+” must be a sparse matrix. 
Assume for later use the spectral relation between ACk+‘) and SCkfl) is 
cw,+,~‘A(~+i)~ 2 x!S(~+~)X & x’A(~+~)x, for all x E R”“+‘, (2.7) 
where ak+i >, 1. 
For ACk+i) we have the exact factorization 
(2.8) 
Here SCk) is permuted and partitioned in a two by two block matrix, approximated as before by 
a matrix ACk) which is factored as in (2.8). Similarly, the Schur complement for ACk) is permuted, 
partitioned and approximated and this can continue until eventually, say for k = 0, we assume 
that we have a matrix S(O) for which the order is small so we can solve systems with it with little 
computational effort. 
The preconditioning matrix to SCkfl) is now defined to approximate ACk+‘): 
or, equivalently 
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Here 
s”‘k’ = 
[ 
I_ p,,( M’k’Y’s’k’)] -‘S(k) (2.10) 
is an approximation of SCk) in the sense that the polynomial P,,, is small in the interval 
Ik = [fk, tk], (2.11) 
of the eigenvalues of M (k)-‘&k) Note that both MCk) and SCk) are symmetric and positive 
definite, so the eigenvalues of M ik)m’S(k) are real and positive. We normalize P,,, i.e., 
P”,(O) = 1 (2.12) 
and assume further that it is translated by adding a sufficiently large positive number, if 
necessary, so that 
O<p&)=+ tE1,. (2.13) 
Specific choices of Pv, will be discussed in Section 4. For proper choices the approximation 
(2.10) can increase the rate of convergence of the iterative method substantially compared to the 
simpler choice where g(k) = MCk). A s is readily seen, this latter choice corresponds to P,,(t) = 1 
- t. 
Let SC’) be the initial matrix, i.e., we want to solve S”‘x = b, on the highest level 1 used, and 
let M”’ be the preconditioner to SC’). 
Note that it follows from (2.9), (2.10) that MC’) is not available in explicit form but only 
defined by a recursion: MCk+‘) depends on M (k) through (2.10), which depends on MCk-l) and 
so on. 
As will be seen in the next section, on each level we need only perform matrix times vector 
operations and vector additions. 
We need show when k(M(‘)-‘SC’)) = O(l), 1 + cc, while the cost to solve systems with MC’) is 
O(nJ 
3. Computational complexity of one iteration step 
The computational work during each iteration in (1.1) consists of two vector additions, a 
matrix-vector multiplication with A = SC’) and a solution of a system with M = MC’). The latter 
is implemented as a number of steps to compute vectors y = M(k+l)-‘~, for some vectors 
x~R”“+l, k=l-1, 1-2 ,..., asfollows. 
Forward substitution: 
Zl := 4,x, 3 
Back substitution : 
z* := x* - hz,. (3.1) 
y* := p-‘Z2) 
Yl := Zl - B,,4,Y2 3 
where y := g(k)-’ z is computed as follows. Let 
P,,(t) = 1 - a,t - a,t* - . . . - avAt”&, 
where a. = a!k), i.e., may depend on the level. I I 
(3.2a) 
(3.2b) 
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level k =O 
Fig. 1. A W-cycle ( yk = 2, k = 1, 2, v3 = 1) for four levels. 
Then 
or 
y= [‘-PJM(k)_ b(L))] SUPz 
y = 
[ 
a, + @#Q(k) + . . . +a”.( j@qp) 
A 
Equation (3.3) can be implemented as: 
solve MCk’y := aVAz 
for r = 1 step 1 until vk - 1: 
(3.3) 
solve MCk)y := SCk’y + uyA _rz. (3.4) 
Hence, solving a system with MCk+‘) requires some vector operations, vk - 1 matrix-vector 
multiplications and vk solutions of systems with matrix M (k) This in its turn requires among . 
other computations vk _ I solutions with matrix MCkP1) and so on. This means that we need a 
recursive algorithm consisting of a number of forward substitution steps (3.1) until the lowest 
level k = 0 is reached where we let M (‘) = S(O), and solve the system by a direct solution method, 
for instance. From there on we make the second part (3.2b) of the back substitution to go one 
level up and make a subsequent forward substitution step if vr > 1, and so on, as is illustrated in 
Fig. 1. Here vk = 2 on all levels (k = 1, 2), which corresponds to a W-cycle. 
Let cnk be an upper bound of the arithmetic work done on level k when visited once for the 
vector additions and matrix-vector multiplications involved in (3.1), (3.2b) and for the right side 
of (3.4). Then the total work during one iteration step is: 
w, = 02, + v,_,w,_, 
or by recursion, 
w, = c( n, + v,-r(n,-r + v,-&/-* + a *. ) * * * )). 
Let nk/nk-l = a, be the progression ratio of the degrees of freedom from level k - 1 to level k. 
Then 
w/=cn, 1+7 
i i 
1+ %(1+ . . . . ...)). (3.5) 
Hence, if 
vk-l 
-<pp’l, 
=k 
(3.6) 
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then 
W,,<cn,(l+p+p2+ .++j, 
so WI/n,, the average work per degree of freedom, is bounded, independent of 1. 
However, we can permit equality in (3.6) i.e., v k I = a, for some intermediate levels, if we _ 
have a strong inequality after every cycle of p levels. Equation (3.5) shows then that we have 
W,<cn,(p+p(p++(p+ -)))+$. 
We state this result in a theorem. 
Theorem 3.1. Let the progression ratio of the degrees of freedom from level k - 1 to level k be 
ok = n,Jn,,_, and let cnk be an upper bound of the arithmetic work on any level k, involved in the 
vector additions and matrix-vector multiplications in steps (3.1), (3.2b) and for the corresponding 
work (3.4). Also let 
vk-l = Ok, k=f-sp, I-q-1 ,..., I-(s+l)j.~+2, VI-(s+l)P = PO/-(s+l)p+l, 
where p<l, s=O,l,..., where u > 1 is an integer. Then the total arithmetic work for one 
application of M (I) is bounded above by 
cn I~ 
Wt= l-p’ 
The above shows that for optimal computational complexity per iteration step of (1.1) we have 
an upper bound Of the polynomial degrees vk, namely vk_ , < ok. 
Further (3.5) shows that if we let v~_~ = uk on all levels, then the total work is bounded as 
w, < cn,l, (3.7) 
i.e., the complexity per degree of freedom grows linearly with the number of levels. 
In many important applications when one uses adaptive refinement going from one level to 
the next higher, it occurs frequently that 1 < uk -C 2. For optimal computational complexity we 
can then only let vk_ 1 = 1. However, it can be seen that if u[ > p-l after a cycle of p > 1 steps, 
we can take vk = [p-l], once on every p levels. 
In the application discussed in Section 5 we have uk = 2. Hence we can take vk_i = 2 if we 
accept the extra factor I in the complexity bound (see (3.7)). However, alternatively we can take 
Cycles Of levels with Vk = 1, Vk _ , = 2 or Vk _ , = 3 which will give an optimal complexity per mesh 
point. This has been shown in [4]. 
4. Rate of convergence 
In the previous section we have derived an upper bound of the polynomial degree v,,~ for 
which the work per iteration is of optimal order 0( nr)_ We shall now derive a condition, a lower 
bound for v”&, for which the spectral condition number 
k, = K( j@QU) ) = O(l), I-, co. 
Naturally for an optimal order method the lower bound cannot be larger than the upper bound. 
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We assume as in Section 2 that S(I) 
A;;“’ of &+1) 
is an M-matrix. We also assume that the approximation 
is such that x’~;:+~)x > x’A(~+~)x for all x E Rnn~+l--n~. 11 As is readily seen this 
will be the case if A!!+” is a diagonal matrix, foi instance, because the offdiagonal entries of 
ajf+r) are nonpositive and by the diagonal compensation the offdiagonal entries are taken to the 
diagonal (with weights defined by the vector uik+‘)) to form A;:+‘). 
Hence we have 
P k+Ix54i;+1)x > x5?;:+% > X’A;;+‘)x, 
for all x E R’~+l--n~, for some &+, > 1. 
We need to derive a spectral relation between Ack+‘) and Sck+‘). 
(4.1) 
Lemma 4.1. Let (4.1) hold. Then 
a,+,X’A(k+l)X >, XWk+% > X’A(k+‘)X, 
for all x E R”‘+‘, where 
P 2 k+l - Yk+l 
a 
k+l= 1-y,2+l ’ 
(4.2) 
and yk+l is the CBS (Cauchy-Bunyakowski-Schwarz) constant for Ack+l), i.e., the smallest 
constant yk + , such that 
(1 - y,‘+,)x;A~~+‘)x, < x;S,( Ack+‘))xl, 
where SI(A(k+l)) = A$;+‘) _ ,;$+1,$+1)-~(2:+1). 
Proof. By (4.1), 
0 =G x’(S (k+l) _ A(k+l))X = x;(i;;+l) _ A;;+l))x, 
< ( ,8k+l - l)x;A$;+‘)x, < P k+l 
-1 
1 - Ykz+1 
xi&( A(ktl))~l 
and, leaving out the superindices, 
x’Ax = (x2 - A,1A21~1)tA2,(~2 - A,‘A,,x,) + x;S,(A)x,, 
which shows that 
x;S,( A)x, < xtAx, 
and completes the proof. 0 
Remark 4.2. For a further discussion and derivation of the CBS constant using local matrices, see 
[1,3,6] and the references quoted therein. 
As has been already remarked in Section 2 in some cases Ack+‘) contains further approxima- 
tions of Sck+‘) but we assume that also in such a case (4.2) holds for some ak+r 2 1. 
Next we consider the condition number of M (‘)-‘SC’) This will be derived by recursion and we . 
will also give recursions to COmpute the endpoints fk and tk of the interval of the spectrum of 
@K’S(k) 
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Note then that 
+Jk+ ‘jX x’S(kfl)x X’A(k+‘)X 
Xfj@k+ ‘jX = -&tA(k+‘)x xtj$,jV+UX ’ 
so (2.10), (2.13) and (4.2) show that 
fk+l = 1 - ‘&k) 6 
pp+ *lx 
XtM(k+l) G ak+l = jk+l, 
x 
where we have assumed that 
mGyP&) = P&k)) ‘k = [fk, ik] 3 (4.3) 
I 
and fk, i, are lower and upper bounds, respectively, of the extreme eigenvalues of M(k)mS(k). 
We make now the following choice of the polynomials Pvk: 
p,,(t) = > 
where TV is the Chebyshev polynomial, 
To= 1, T,=t, T,+,(t) =2tT,(t) - q-J*), v= 1,2 )... . 
Then 
pv,(!k) = 2 q, 7 _ t ( pj +1)-l. 
Let 
A jk+l k+l = - 
fk+l 
be the condition number of M(k+l)m’S(k+l). Then (4.3) shows that 
(4.4) 
Equation (4.4) can be rewritten: 
Since the right-hand side takes the value (~iir < 1 for hi * = 1 and since T,:(t) ( f=l = vi, it is 
readily seen that there exists A > 0 such that Xi’ >, A-‘, i.e., A, < A, if 
(w&Y; > 1 
or 
vk>Jolk+la (4.5) 
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For vk = 1 the recursion (4.4) takes the form 
x,=1, x k+l =(Yk+,Xk, k=O, I,..., 
so 
A,= nak. 
k=l 
For vk = 2, (4.4) takes the form 
x,=1, Xk+,=~~k+,(Xk+2+hk1), k=O,l,... . 
Note that if (Ye -+ (Y, where (Y < 4, then xk + X, where A = &(h + 2 + h-l), i.e., 
fi A=--- 
2-G’ 
For vk = 3, (4.4) takes the form 
(4.6) 
(4.7) 
(4.8) 
and if (Ye + (Y, where (Y < 9, then 
X,+X= 
36-l 
3-h. 
We collect the final result in a theorem. 
Theorem 4.3. The method of diagonal compensation of reduced matrix entries and multilevel 
iteration has optimal order of computational complexity if 
where ok is the progression ratio of the degrees of freedom from level k - 1 to level k and (Yk + 1 is the 
constant in (4.2). 
Remark 4.4. As has been shown in the previous section we can permit vk to take the value (Jk at 
the expense of an extra factor 1 in the computational complexity bound. 
Also, as has been shown in [4] we do not have to satisfy the lower bound on all levels. Take as 
an example the case where vk = 1, v~_~ = v, and v = 2 or v = 3. Expressions (4.6) and (4.7) show 
then for v = 2, 
x,=1, h k+l=(Ykt,Xk=~a)k+l(Yk(Xk-l+2+Xkll), k=1,3,..., 
which has a fixed point if Q+ 1 k a -c 4. Similarly, for v = 3, (4.6) and (4.8) show that 
A, = l, &+I = ak+,hk = ak+lakXk-, , k=l,3 ,..., 
which has a fixed point if (Y~+~LY~ -C 9. 
In general, if vk = 1, vk_ r = v, then there is a fixed point if (Yk+t(Yk < v2. 
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Remark 4.5. If we overestimate (Yk+i, the method will converge for any values of vk even though 
possibly not with an optimal rate. If we underestimate (Yk+i, the actual upper eigenvalue bound 
t k+l may be larger and it may happen that P,,( fk+i) > 1, in which case 2(k) in (2.10) becomes 
indefinite and hence also M (k) becomes indefinite and the iteration method may diverge. 
However, this can only occur for polynomials of even degree. If the degree is odd, 1 - P,,(t) is 
positive for any t > 0, even if we underestimate (Yk+i. 
5. An application 
We consider here the case where the matrices SCk+*) correspond to nine-point difference 
matrices. 
On each level we impose a red-black (or odd-even) ordering of the meshpoints and partition 
the matrices accordingly in two by two block form. On one set, say the red points, we delete 
mutual couplings in the red set so we are left with five-point stencils in the red point, coupling 
them to their neighboring black points. After diagonal compensation of the deleted entry we 
have then a mixed five- and nine-point stencil for which we can form the Schur complement 
matrix. 
This corresponds then to a nine-point difference stencil oriented in a skew direction ($7 
radians). On this, we again impose a red-black ordering, delete couplings to the other red points 
in the red set, make a diagonal compensation of deleted entries and form the new Schur 
complement in the new set of black points, which now corresponds to a nine-point stencil 
oriented in the original direction but for a double distance grid. This reordering, deletion, 
diagonal compensation and matrix reduction can continue until we are left with sufficiently few 
points (or even just one point). The spectral relation between SCk) and ACk) has been derived in 
[4]. For the difference stencil 
1 
I 
-:t --s -+t 
- 
h2 r;t 4s+ 2t --s --s -:t I 
corresponding to points (x, y), (x f h, y), (x, y + h), (x + h, y + h) one finds the resulting 
(skewed) nine-point stencil 
‘s -7 
. . . 
1 
-(s+t) 0.. -(s+t) *** 
- -$Y 
2h2 
6s + 4t 
. . . -(s+t) *** _(s+t) ..1” 
- :s 
and the next (double-spaced) stencil 
(2:)’ 
- +(t + s) -(2s+t) -_:(t+s) 
- (2s + r) 10s + 6t -(2s+t) . 
-:(t+s) -(2s+t) -i(t+s) I 
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These correspond to linear combinations of the standard and the skew five-point stencils, namely 
on level k: uk( -A(,“,+‘) + bk( -A’$“‘), uk = s, b, = t; on level k - 1: ~~~_~(-d(gh*~)) + 
b,_,( -A(:h,+)); on level k - 2: u~_~( -A(zh*+) + b,_,( -A:‘“,x)), with coefficients satisfying 
ak-l =ak+bk, bk_l=ak, for k=l, l-l,... . 
After a normalization the coefficients satisfy a Fibonacci series, and the coefficients take the 
explicit form 
As shown in [4] this yields a spectral relation (2.7) between Atk+‘) (the mixed five- and 
nine-point difference matrix) and Sk+‘) (the nine-point difference matrix), where 
2a, + b, 
ak+l = ak+b ’ 
k 
Note that (Ye + i(&- + 1) - 1.62. Hence, it suffices to choose vk = 1, vk_r = 2, for an optimal 
order of computational complexity in this application. 
6. Conclusion 
We have presented a general algebraic framework for the construction of multilevel precondi- 
tioners for symmetric, positive definite matrices. The method uses a generalization of the 
technique introduced in [4]. 
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