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QUALITATIVE ANALYSIS OF POLYCYCLES
IN FILIPPOV SYSTEMS
KAMILA DA S. ANDRADE, OTA´VIO M. L. GOMIDE, AND DOUGLAS D. NOVAES
Abstract. In this paper, we are concerned about the qualitative behaviour of
planar Filippov systems around some typical minimal sets, namely, polycycles.
In the smooth context, a polycycle is a simple closed curve composed by a
collection of singularities and regular orbits, inducing a first return map. Here,
this concept is extended to Filippov systems by allowing typical singularities
lying on the switching manifold. Our main goal consists in developing a method
to investigate the unfolding of polycycles in Filippov systems. In addition,
we applied this method to describe bifurcation diagrams of Filippov systems
around certain polycycles.
1. Introduction
In 1882, the concept of limit cycle was introduced by Henri Poincare´ and, since
then, the detection of such an object has become one of the most interesting (and
complicated) problems in the Qualitative Theory of Dynamical System. Over
the years, other global structures were investigated, and the concept of polycycle
have been established. Roughly speaking, a polycycle is a simple closed curve
composed by a collection of singularities and regular orbits, inducing a first return
map. This class of minimal sets has been extensively studied in the literature as
in the so-called Dulac’s Problem.
In the theory of nonsmooth dynamical systems, the notion of solutions of a
piecewise smooth differential system
(1) Z(p) =
{
X(p), h(p) > 0,
Y (p), h(p) < 0,
with regular switching manifold Σ = h−1(0), is stated by the Filippov’s conven-
tion (see [7]). The Filippov system (1) is concisely denoted by Z = (X, Y ). The
space of Filippov vector fields Z = (X, Y ), where X and Y are Cr vector fields,
is denoted by Ωr. In this context, special attention must be paid to some singu-
larities lying on Σ, known as Σ-singularities, which also present local invariant
manifolds. Therefore, these Σ-singularities admit global connections, which have
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no counterpart in the smooth context. In this way, the concept of polycycle is
easily carried to Filippov systems.
In this paper, we provide results on generic bifurcation of planar Filippov sys-
tems around polycycles. More specifically, we develop a mechanism to detect
crossing phenomena bifurcating from a polycycle and we apply it to obtain the
complete bifurcation diagram of vector fields around certain elementary polycy-
cles.
In the last years, homoclinic-like polycycles through Σ-singularities of planar
Filippov systems have received attention of the mathematical community. In [11],
Kuznetsov et al. provided a catalog of bifurcations occurring in one-parameter
families of Filippov systems. Among them, they presented the critical crossing
cycle bifurcation (CC-bifurcation), which consists in a one-parameter family Zα
of Filippov systems, for which Z0 has a homoclinic-like polycycle at a fold-regular
singularity (see Figure 1). In [9], by means of Bifurcation Theory, Guardia et al.
approached the CC-bifurcation phenomenon in a more general setting than the
one presented in [11]. Finally, in [8], Freire et al. showed that the unfolding
of a CC-bifurcation provided by [11] holds in a generic scenario. It is worth
mentioning that such a global phenomenon has already appeared in the local
unfolding of Σ-singularities with higher degeneracies [4].
α < 0 α = 0 α > 0
Figure 1. A one-parameter family Zα presenting a critical cross-
ing cycle bifurcation at α = 0. For α < 0, Zα has a sliding cycle,
and for α > 0, Zα has a crossing limit cycle.
Recently, more degenerated homoclinic-like polycycles through Σ-singularities
were considered. In [16], Novaes et al. studied a codimension-two homoclinic-like
polycycle at a visible-visible fold-fold singularity (see Figure 2 (a)) and provided
its complete bifurcation diagram. In [1, 2], Andrade et al. studied a class of
systems presenting a homoclinic-like polycycle at a saddle-regular singularity (also
know as boundary-saddle singularity), they also described some bifurcations and a
physical model realizing such a connection (see Figure 2 (b)). Polycycles through
more than one Σ-singularity have also appeared in the literature. For instance, in
[3], Benadero et al. studied a nonsmooth model of electronic circuits with power
inverters admitting a polycycle passing through two fold-regular singularities (see
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Figure 3 (b)). Other examples of polycycles through Σ-singularities appeared in
[3, 5, 6, 12, 13, 15].
(a) (b)
Σ Σ
Figure 2. A homoclinic-like polycycle at a visible-visible fold-fold
singularity (a) and at a saddle-regular singularity (b).
1.1. Description of the results. In what follows, we provide a briefly descrip-
tion of the results contained in this paper.
First, we establish a variation of the classical concept of polycycle for Filippov
systems. In particular, we focus on Σ-polycycles, which are polycycles having
all their singularities contained in the switching manifold Σ. Then, following
the techniques used in [2, 16], we develop a mechanism, named Method of Dis-
placement Functions (see Section 3), to study the unfolding of Σ-polycycles in a
typical scenario. It is worth mentioning that such a methodology presents cer-
tain novelty in comparison to the classical Melnikov theory and Lin’s method (see
[14]), commonly used to study global connections of smooth dynamical systems.
Generally speaking, given a Filippov system Z0 having a Σ-polycycle Γ0, the pro-
posed method associates each Z near Z0 to a system of nonlinear equations which
provides informations on the crossing orbits of Z in a neighborhood of Γ0. This
system depends smoothly on Z and is called auxiliary crossing system.
In Theorems A and B, we provide some tools which can be used to characterize
the auxiliary crossing system. In Theorems C, D, and E, we use the method
of displacement functions to obtain a complete description of the bifurcation
diagrams of certain Σ-polycycles (see Figure 3). In what follows, we shall discuss
more carefully these bifurcation diagrams.
Σ-Polycycles at a Regular-Cusp Singularity. In Theorem C we study the
unfolding of Σ-polycycles admitting a unique Σ-singularity of regular-cusp type.
Recall that Z0 = (X0, Y0) has a regular-cusp singularity at p0 ∈ Σ if X0 has a
contact of order 3 with Σ at p0 and Y0 is transverse to Σ at p0, or vice-versa.
Denote by ΩRC ⊂ Ωr the class of Filippov systems admitting a Σ-polycycle having
a unique Σ-singularity of regular-cusp type.
Given Z0 ∈ ΩRC , Theorem C ensures the existence of neighborhoods V ⊂ Ωr
of Z0 and V ⊂ R2 of the origin and a surjective function (β, λ1) : V → V, with
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(a) (b) (c)
Σ
Figure 3. Σ-polycycles passing through: (a) a cusp-regular sin-
gularity, (b) two fold-regular singularities and (c) a visible-invisible
fold-fold singularity.
(β, λ1)(Z0) = (0, 0), such that the parameters (β, λ1) completely describe the
bifurcation diagram of Z0 around its Σ-polycycle (see Figure 4).
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Figure 4. Bifurcation diagram of Z0 ∈ ΩRC around Γ0. V , I, A
and the β-axis are codimension-one bifurcation curves.
Σ-Polycycles having Two Regular-Fold Singularities. In Theorem D, in
light of the extensively studied critical crossing cycle bifurcation, we consider a
generalization of such a Σ-polycycle. More specifically, we allow the Σ-polycycle
to have two Σ-singularities of fold-regular type, instead of only one. Denote
by ΩDRF ⊂ Ωr the class of Filippov systems admitting a Σ-polycycle Γ having
exactly two Σ-singularities, p1 and p2, satisfying
i) p1 and p2 are regular-fold singularities of Z0;
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ii) there exist two curves γ1 and γ2 connecting p1 and p2, oriented from p1 to p2
and from p2 to p1, respectively, such that Γ = γ1 ∪ γ2, γ1 is tangent to Σ at
p1 and transverse to Σ at p2, and γ2 is tangent to Σ at p2 and transverse to
Σ at p1.
Theorem D can be restated as follows Given Z0 ∈ ΩDRF , Theorem D ensures
the existence of neighborhoods V ⊂ Ωr of Z0 and V ⊂ R2 of the origin and a
surjective function (β1, β2) : V → V with (β1, β2)(Z0) = (0, 0), such that the
parameters (β1, β2) completely describe the bifurcation diagram of Z0 around its
Σ-polycycle Γ (see Figure 5).
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Figure 5. Bifurcation diagram of Z0 ∈ ΩDRF around Γ0. In
this case, γ1, γ2, the β1-axis and the β2-axis are codimension-one
bifurcation curves.
Σ-polycycles at a Visible-Invisible Fold-Fold Singularity. In Theorem E,
we study the unfolding of Σ-polycycles having a unique singularity of visible-
invisible fold-fold type. It is worth mentioning that the visible-visible case was
treated in [16] and the invisible-invisible case does admit Σ-polycycles. Denote
by ΩFF ⊂ Ωr the class of Filippov systems Z = (X, Y ) admitting a Σ-polycycle
Γ having a unique Σ-singularity p satisfying
i) p is a fold-fold singularity of visible-invisible type;
ii) Γ is a hyperbolic limit cycle of X.
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Theorem E (combined with Propositions 5, 6 and 7) can be restated as follows
Given Z0 ∈ ΩFF , Theorem E (combined with Propositions 5, 6 and 7) ensure
the existence of neighborhoods V ⊂ Ωr of Z0 and V ⊂ R2 of the origin and
a surjective function (α, β) : V → V, with (α, β)(Z0) = (0, 0), such that the
parameters (α, β) completely describe the bifurcation diagram of Z0 around its
Σ-polycycle Γ0 (see Figure 6).
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Figure 6. Bifurcation diagram of Z0 ∈ ΩFF around Γ0. In this
case, βi, 1 ≤ i ≤ 5, the α-axis and the β-axis are codimension-one
bifurcation curves.
We emphasize that a first return map (relative to Z0) is defined in both sides
of Γ0 (see Figure 3-(c)). In this case, the stability of Γ0 as a Σ-polycycle of Z0 is
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totally determined by the stability of Γ0 as a hyperbolic limit cycle of the smooth
vector field X0.
1.2. Organization of the paper. Preliminary concepts are provided in Section
2. In Section 3, we develop the method of displacement functions which makes
use of transition maps, mirror maps and displacement functions introduced in
Sections 3.1, 3.2 and 3.3, respectively.
Section 4 is devoted to state and prove Theorems A and B, which characterizes
the transition maps.
The Σ-polycycles containing only Σ-singularities of regular-tangential type are
analyzed in Section 5. More specifically, in Section 5.1 we characterize the aux-
iliary crossing system for such a class of Σ-polycycles. In Section 5.2, we prove
general properties of Σ-polycycles containing a unique Σ-singularity of regular-
tangential type. In Section 5.3, we state and prove Theorem C. Section 5.4 is
devoted to extend the properties described in Section 5.2 to a wider class of
systems. Finally, Theorem D is stated and proved in Section 5.5.
The Σ-polycycles having a unique fold-fold singularity are considered in Section
6. In particular, Theorem E is stated and proved in Section 6.2.
2. Preliminaries
In this section we introduce an overall description of basic concepts. Further-
more, we establish some definitions which will be used to study global closed
connections of planar Filippov systems in a systematic way.
Let M be an open bounded connected set of R2 and let h : M → R be
a smooth function having 0 as a regular value. Therefore, Σ = h−1(0) is an
embedded codimension one submanifold of M which splits it in the sets M± =
{p ∈M ;±h(p) > 0}.
A germ of vector field of class Cr at a compact set Λ ⊂M is an equivalence
class X˜ of Cr vector fields defined in a neighborhood of Λ. More specifically, two
Cr vector fields X1 and X2 are in the same equivalence class if:
• X1 and X2 are defined in neighborhoods U1 and U2 of Λ in M , respectively;
• There exists a neighborhood U3 of Λ in M such that U3 ⊂ U1 ∩ U2;
• X1|U3 = X2|U3 .
In this case, if X is an element of the equivalence class X˜, then X is said to be
a representative of X˜. The set of germs of vector fields of class Cr at Λ will be
denoted by χr(Λ), or simply χr. For the sake of simplicity, a germ of vector field
X˜ will be referred simply by its representative X.
Analogously, a germ of nonsmooth vector field of class Cr at a compact
set Λ ⊂M is an equivalence class Z˜ = (X˜, Y˜ ) of pairwise Cr vector fields defined
as follow: Z1 = (X1, Y1) and Z2 = (X2, Y2) are in the same equivalence class if,
and only if,
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• Xi and Yi are defined in neighborhoods Ui and Vi of Λ in M , respectively,
i = 1, 2.
• There exist neighborhoods U3 and V3 of Λ in M such that U3 ⊂ U1 ∩ U2
and V3 ⊂ V1 ∩ V2.
• X1|U3∩M+ = X2|U3∩M+ and Y1|V3∩M− = Y2|V3∩M− .
In this case, if Z = (X, Y ) is an element of the equivalence class Z˜, then Z is
said to be a representative of Z˜. The set of germs of nonsmooth vector fields of
class Cr at Λ will be denoted by Ωr(Λ), or simply Ωr.
If Z = (X, Y ) ∈ Ωr then a nonsmooth vector field is defined in some
neighborhood V of Λ in M as
Z(p) = G1(p) + sgn(h(p))G2(p),
where G1(p) =
X(p)+Y (p)
2
and G2(p) =
X(p)−Y (p)
2
.
The Lie derivative Xh(p) of h in the direction of the vector field X ∈ χr
at p ∈ Σ is defined as Xh(p) = 〈X(p),∇h(p)〉. Accordingly, the tangency set
between X and Σ is given by SX = {p ∈ Σ; Xh(p) = 0}.
For X1, · · · , Xn ∈ χr, the higher order Lie derivatives of h are defined recur-
rently as
Xn · · ·X1h(p) = Xn(Xn−1 · · ·X1h)(p),
i.e. Xn · · ·X1h(p) is the Lie derivative of the smooth function Xn−1 · · ·X1h in the
direction of the vector field Xn at p. In particular, X
nh(p) denotes Xn · · ·X1h(p),
where Xi = X, for i = 1, · · · , n.
For a nonsmooth vector field Z the switching manifold Σ is generically the
closure of the union of the following three distinct open regions:
• Crossing Region: Σc = {p ∈ Σ; Xh(p)Y h(p) > 0}.
• Stable Sliding Region: Σss = {p ∈ Σ; Xh(p) < 0, Y h(p) > 0}.
• Unstable Sliding Region: Σus = {p ∈ Σ; Xh(p) > 0, Y h(p) < 0}.
The tangency set of Z will be referred as SZ = SX ∪ SY . Notice that Σ is the
disjoint union Σc∪Σss∪Σus∪SZ . Herein, Σs = Σss∪Σus is called sliding region
of Z.
(a) (b) (c)
Σ
X
Y
Figure 7. (a) Crossing Region Σc, (b) Stable Sliding Region Σss,
and (c) Unstable Sliding Region Σus.
The concept of solution of Z follows the Filippov’s convention (see, for instance,
[7, 9, 18]). The local solution of Z = (X, Y ) ∈ Ωr at p ∈ Σs is given by the sliding
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vector field
FZ(p) =
1
Y h(p)−Xh(p) (Y h(p)X(p)−Xh(p)Y (p)) .
Notice that FZ is a vector field tangent to Σ
s. The singularities of FZ in Σ
s are
called pseudo-equilibria of Z.
Definition 1. Let Z = (X, Y ) ∈ Ωr, a point p ∈ Σ is said to be:
i) a tangential singularity of Z provided that Xh(p)Y h(p) = 0 and X(p), Y (p) 6=
0;
ii) a Σ-singularity of Z provided that p is either a tangential singularity, an
equilibrium of X or Y , or a pseudo-equilibrium of Z.
Definition 2. X ∈ χr has an n-order contact with Σ at p if X ih(p) = 0, for
i = 1, · · · , n − 1, and Xnh(p) 6= 0. In particular, for n = 2, 3, p is said to be a
fold point and cusp point of X, respectively.
Definition 3. Let p ∈ Σ be a tangential singularity of Z = (X, Y ), we say that
p is:
i) a regular-tangential singularity of order n of Z provided that X (resp.
Y ) has a n-order contact with Σ at p and Y h(p) 6= 0 (resp. Xh(p) 6= 0);
ii) a tangential-tangential singularity of Z provided that Xh(p) = Y h(p) =
0.
Remark 1. In Definition 3 i, for n = 2 and n = 3, p is said to be a regular-fold
singularity and regular-cusp singularity of Z, respectively. In Definition 3
ii, if p is a fold point of both X and Y, then p is said to be a fold-fold singularity
of Z. In this case p is called
i) visible-visible if X2h(p) > 0 and Y 2h(p) < 0.
ii) visible-invisible if X2h(p) > 0 and Y 2h(p) > 0.
iii) invisible-visible if X2h(p) < 0 and Y 2h(p) > 0.
iv) invisible-invisible if X2h(p) < 0 and Y 2h(p) > 0.
Now, motivated by [9], we define the concept of local separatrix at a point
p ∈ Σ, which will play an important role in this paper.
Definition 4. If p ∈ Σ, the stable (unstable) separatrix W s±(p) (W u±(p)) of
Z = (X+, X−) at a tangential singularity p in Σ± is defined as
W s,u± (p) = {q = ϕX±(t(q), p); ϕX±(I(q), p) ⊂ Σ± and δs,ut(q) > 0},
where, δu = 1, δs = −1, and I(q) is the open interval with extrema 0 and t(q).
As usual, we say that γ is a regular orbit of Z = (X, Y ) if it is a piecewise
smooth curve such that γ ∩M+ and γ ∩M− are unions of regular orbits of X
and Y , respectively, and γ ∩ Σ ⊂ Σc. In this case, ∂γ is referred as the ending
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points of γ. Accordingly, a cycle is a closed regular orbit Γ of Z. If Γ ∩ Σ 6= ∅,
then Γ is called a crossing cycle of Z. Now, we define the concept of polycycle
for planar Filippov systems.
Definition 5. A closed curve Γ is said to be a polycycle of Z = (X, Y ) if it
is composed by a finite number of points, p1, p2, . . . , pn and a finite number of
regular orbits of Z, γ1, γ2, . . . , γn, such that for each 1 ≤ i ≤ n, γi has ending
points pi and pi+1. Moreover:
i) Γ is a S1-immersion and it is oriented by increasing time along the regular
orbits;
ii) if pi ∈ Σ then it is a Σ-singularity;
iii) if pi ∈M± then it is an equilibrium of either X
∣∣
M+
or Y
∣∣
M−;
iv) there exists a non-constant first return map defined, at least, in one side of
Γ.
In particular, if pi ∈ Σ, for all 1 ≤ i ≤ n, then Γ is said to be a Σ-polycycle.
Remark 2. Condition (i) in Definition 5 provides the minimality of polycycles of
Z ∈ Ωr (i.e. a polycycle Γ can not be written as union of two or more polycycles),
avoiding connections as illustrated in Figure 8. This condition also establish the
notion of sides of Γ, ext(Γ) and int(Γ), which is invoked in Condition (iv).
Γ0
Σ
Figure 8. Example of a closed connection Γ0 which is not an S
1−immersion.
The next example illustrates the importance of condition (iv) in Definition 5.
Example 1. Let Z0 = (X0, Y0) be a nonsmooth vector field with h(x, y) = y
satisfying the following conditions:
i) (0, 0) is a visible regular-fold singularity of X0 and pi1 ◦X0(0, 0) > 0;
ii) (a, 0), a > 0, is a visible regular-fold singularity of Y0 and pi1 ◦ Y0(a, 0) > 0;
iii) W u+(0, 0) reaches Σ transversally at (a, 0);
iv) W u−(a, 0) reaches Σ transversally at (0, 0).
Therefore, Z0 presents a closed connection Γ0 (see Figure 9). Nevertheless, there
exists ε > 0 such that for each (x, 0) ∈ Σ, with 0 < x < ε, the orbit of X0 through
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(x, 0) reaches the sliding region of Σ and slides to the regular-fold singularity
(a, 0), then it returns to (0, 0) through the flow of Y0. Hence, it is defined a first
return map P : [0, ε)×{0} → [0, ε)×{0} given by P(x, 0) = (0, 0). Consequently,
Γ0 is not a Σ-polycycle.
We remark that there exist nonsmooth vector fields Z sufficiently close to Z0
which present Σ-polycycles and crossing limit cycles near Γ0 (see Figure 9). How-
ever, the methods described in this paper cannot be applied to this kind of connec-
tion.
(a) (b) (c)
Figure 9. Example of (a) a closed connection Γ0, which has a
constant first-return map defined in the interior side of Γ0, (b) a
Σ-polycycle, and (c) a crossing limit cycle of Z close to Z0.
Definition 6. A Σ-polycycle Γ of Z = (X, Y ) ∈ Ωr is said to be a regular-
tangential Σ-polycycle or a tangential-tangential Σ-polycycle provided
that all the Σ-singularities of Z contained in Γ are regular-tangential singularities
or tangential-tangential singularities, respectively.
One of our main goals in this paper is to characterize qualitatively the systems
in a neighborhood of a polycycle. To do this we introduce the following notions
on equivalence and modulus of stability.
Definition 7. Let K be a compact set of M . We say that Z and Z0 are (topo-
logically) equivalent at K if there exist neighborhoods U and V of K and an
orientation preserving homeomorphism h : U → V which carries orbits of Z onto
orbits of Z0.
Definition 8. A compact invariant set K of Z is said to be k-stable if for any
small neighborhood of Z in Ωr there exists a k-parameter family of topologically
distinct systems such that every system in this neighborhood of Z is equivalent at
K to a system in this k-parameter family. If k is the smallest integer with this
property, then we say that K has modulus of stability k. Define S(K) := k.
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3. Method of Displacement Functions
The aim of this section is to provide a systematic methodology for studying
aspects of structural stability of Σ-polycycles in 2D nonsmooth vector fields via
displacement functions as well as to describe the bifurcations of these objects.
In what follows, given a Σ-polycycle Γ0 of Z0 ∈ Ωr, we outline the method
developed in this work for detecting all the crossing limit cycles with the same
topological type of Γ0 bifurcating from Γ0. By “the same topological type” we
understand the cycles which can be continuously deformed into Γ0 inside a small
annulus A around Γ0. In general, our method regards in reducing the problem of
finding crossing limit cycles to the study a system of nonlinear equations.
If Γ0 contains k Σ-singularities pi, i = 1, · · · , k + 1 (p1 = pk+1), then for each
nonsmooth vector field Z ∈ Ωr near Z0, we associate the following system
(2)

∆1(Z)(x1, x2) = 0;
∆2(Z)(x2, x3) = 0;
...
∆k−1(Z)(xk−1, xk) = 0;
∆k(Z)(xk, x1) = 0;
xi ∈ σi(Z), i = 1, · · · , k,
where σi(Z) is a finite union of real intervals such that A ∩ Σc ⊂ ∪ki=1σi(Z0),
and ∆i is a displacement function which measures the splitting of the connection
between pi and pi+1 thorugh Γ0, for i = 1, · · · , k. In this case, (2) is referred as
crossing system.
The remainder of this section is devoted to construct the displacement functions
∆i in (2), which will be given via transition maps and mirror maps. We shall see
that each solution x(Z) = (x1(Z), · · · , xk(Z)) of (2) will correspond to a closed
orbit Γ(Z) of Z contained in A satisfying xi(Z) = Γ(Z)∩ σi(Z), i = 1, · · · , k. In
addition, if x(Z) is an isolated solution of (2) such that xi(Z) ∈ int(σi(Z)) for
each i = 1, · · · , k, then it corresponds to a crossing limit cycle of Z. On the other
hand, if there exists i ∈ {1, · · · , k} such that xi(Z) ∈ ∂σi(Z) then this solution
corresponds to a Σ-polycycle. Reciprocally, if Γ is a closed orbit of Z in A and
xi = Γ ∩ σi(Z) for i = 1, · · · , k, then (x1, . . . , xk) is a solution of (2). Therefore,
system (2) describes the whole crossing dynamics of Z in A.
3.1. Transition Maps. In order to understand the behavior of the nonsmooth
vector fields near Z0 in A we shall study how the crossing trajectories of Z0
behave near the Σ-singularities in Γ0. With this purpose, we establish a precise
definition for transition maps at points p ∈ Σ.
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We shall see that a transition map is defined for each component, X and Y ,
of a nonsmooth vector field Z = (X, Y ). In light of this, we consider a smooth
vector field X0 ∈ χr on M and we study the behavior of its trajectories passing
through the codimension one manifold Σ ⊂M given in Section 2.
Assume that X0 satisfies the following set of hypotheses (T) at a point p0 ∈ Σ:
(T1) X0(p0) 6= (0, 0);
(T2) there exists t0 ∈ R such that q0 = ϕX0(t0; p0) ∈M±,
where ϕX0 denotes the flow of X0.
Let τ ⊂ M± be a local transversal section of X0 at q0. From the Implicit
Function Theorem for Banach Spaces there exist neighborhoods U0 ⊂ χr of X0
and V0 ⊂M of p0, ε > 0, and a unique smooth function s : U0×V0 → (t0−ε, t0+ε)
such that s(X0, p0) = t0 and ϕX(s(X, p); p) ∈ τ for every (X, p) ∈ U0× V0. Then,
we define the full transition map of X ∈ U0 at p0 as the map
TXp0 : (Σ ∩ V0)p0 −→ τ
p 7−→ ϕX(s(X, p); p),
where (Σ ∩ V0)p0 is the connected component of Σ ∩ V0 containing p0.
Throughout this paper, when p0 and p1 belong to the same orbit of X,
>p0p1|X
will denote the oriented arc-orbit of X with extrema p0 and p1, i. e.
>p0p1|X =
ϕX(I; p0) where I = [0, t1], p0 = ϕX(0, p0), and p1 = ϕX(t1, p0). We shall omit the
index X if there is no ambiguity. Since we are constructing transition maps for
nonsmooth vector fields, it is only considered orbits of X which are contained in
either M+ or M−. So, the domain of the full transition map has to be restricted
to the following set
σX =
{
p ∈ (Σ ∩ V0)p0 ;
>
pTXp0 (p) is contained in M
±
}
.
Accordingly, the transition map of X at p0 is defined as T
X
p0
:= TXp0
∣∣
σX
.
It is worth to notice that p0 may not be contained in the domain σX of the
transition map TXp0 (see Figure 10). However, if X is defined in M
± and q0 ∈M±
(recall that q0 defines the local transversal section τ), then p0 ∈ σX provided that
the arc-orbit>p0q0 of X is contained in M±.
In Section 4, we characterize the full transition map TX0p0 for vector fields X0 ∈
χr having a n-order contact with Σ at p0. Moreover, we describe how TXp0 behaves
for X in a small neighborhood of X0 in χ
r.
3.2. Mirror Maps. Assume that X0 has a 2n-order contact with Σ at p0 for
some n ∈ N. We shall see that, for each p ∈ Σ near p0, with p 6= p0, there exists
a time t(p) such that t(p0) = 0 and ϕX0(t(p); p) ∈ Σ. Moreover, the flow of X0
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τ τ
Σ Σp0 p0
q0
q0
Figure 10. Unfolding of a transition map at a cusp point. Left:
p0 /∈ σX . Right: p0 ∈ σX .
will define a germ of diffeomorphism at p0,
ρ : (Σ, p0) −→ (Σ, p0)
p 7−→ ϕX0(t(p); p).
In this case, ρ(p0) = p0 and we say that ρ is the involution associated with X0
at p0.
Through a local change of coordinates and a rescaling of time, we can assume
that p0 = (0, 0), h(x, y) = y, and
(3) X0(x, y) =
(
1
`0x
2n−1 +O(x2n, y)
)
,
where `0 > 0. In this case, for each p ∈ Σ the orbit connecting p and ρ(p) will be
contained in M− (see Figure 11).
Σp0p ρ(p)
Figure 11. Involution ρ of X0 at p0.
Notice that ϕX0(t(x); (x, 0)) ∈ Σ if, and only if, pi2 ◦ ϕX0(t(x); (x, 0)) = 0. In
this case, ρ(x) = x+ t(x). Expanding ϕX0 around t = 0 we get
(4) pi2 ◦ ϕX0(t; (x, y)) = y +
2n∑
i=1
X i0h(x, y)
i!
ti +O(t2n+1).
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From (3), we see that
(5) X i0h(x, y) = `0
(2n− 1)!
(2n− i)! x
2n−i +O(x2n−i+1, y).
Now, define the map
S(s, x) =
2n
`0x2n
pi2 ◦ ϕX0(sx; (x, 0)).
Notice that, if S(s, x) = 0, x 6= 0, and s 6= 0, then pi2 ◦ ϕX0(sx, (x, 0)) = 0. From
(4) and (5) we obtain that
S(s, x) =
(1 + s)2n − 1
s
+O(x).
Since S(−2, 0) = 0 and ∂sS(−2, 0) = n > 0, it follows from the Implicit
Function Theorem that there exists s(x) = −2 +O(x) such that S(s(x), x) = 0.
From the definition of S, for t(x) = xs(x), we have that ϕX0(t(x); (x, 0)) ∈ Σ,
and then the involution ρ is straightly defined.
From the construction above, it follows that there exists a compact neighbor-
hood V0 ⊂ M of p0 such that the involution ρ : (Σ ∩ V0)p0 → (Σ ∩ V0)p0 is well
defined and characterized as
(6) ρ(x) = x+ t(x) = −x+O(x2).
Now, we show that the a vector field X ∈ χr sufficiently near X0 still induces
an involution in (Σ ∩ V0)p0 but a finite set of points. In what follows we also
characterize it. For simplicity, identify (Σ ∩ V0)p0 with the interval [−ε0, ε0] and
p0 with 0.
From definition of ρ, there exists ε∗0 > 0 such that the intervals I = [−ε0,−ε0/2]
and ρ(I) = [ε∗0, ε0] are connected by orbits of X0 contained in M
−, and X0 is
transverse to Σ at every point of I ∪ ρ(I). Since I is compact, given ε > 0, there
exists a small neighborhood U1 ⊂ χr of X0 such that, for each X ∈ U1, there exist
ε∗X , εX > 0 satisfying
i) |ε∗X − ε∗0|, |εX − ε0| < ε;
ii) each point of I is connected to a unique point of [ε∗X , εX ] through an orbit of
X contained in M−;
iii) X is transverse to Σ at each point of I ∪ [ε∗X , εX ].
Notice that [−ε0/2, ε∗X ] and the orbit connecting −ε0/2 and ε∗X give rise to a
compact region K− of M− such that X is regular at every point of K− (see Figure
12). Thus, each orbit of X entering in K− must leave it through another point.
It allows us to see that Xh has at least one zero in (−ε0/2, ε∗X) and it has to be
an even order contact of X with Σ having the same concavity of p0. Throughout
this section, an even order contact of a vector field X with Σ having the same
concavity of p0 will be called invisible, otherwise it will be called visible.
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Σ
0− ε02−ε0 εXε∗X
K−
Figure 12. Compact region K− for X ∈ U1.
Since X0h(x) = `0x
2n−1 + O(x2n), there exist a neighborhood U0 ⊂ U1 of X0,
Cr functions ai : U0 → (−ε, ε) such that ai(X0) = 0, i = 0, · · · , 2n − 2, and a
positive function ` : U0 → (`0 − ε, `0 + ε) with `(X0) = `0 satisfying
Xh(x) = PX(x) +O(x2n),
where PX(x) =
∑2n−2
i=0 ai(X)x
i + `(X)x2n−1. Furthermore, we can take the initial
neighborhood V0 sufficiently small such that the zeroes of Xh in [−ε0, ε0] are
controlled by the polynomial PX . Hence, it follows that there exist exactly NX
points ri ∈ (−ε0/2, ε∗X), with 1 ≤ NX ≤ 2n − 1, such that X has a ni-order
contact with Σ at ri for some ni ≥ 2, i = 1, · · · , NX . In this case, ni ≤ 2n.
Accordingly, let EX be the finite subset of (−ε0/2, ε∗X) containing
i) ri, i = 1, · · · , NX , such that either ni is odd or ni is even and X has a visible
contact with Σ at ri;
ii) p ∈ (−ε0/2, ε∗X), such that p and ri belong to the same orbit of X, for some
i = 1, · · · , NX , and the arc-orbit of X with extrema p and ri is contained in
M− (see Figure 13).
Σ
p1 p2 p3 p4 p5
Figure 13. Example of some points in EX , p1, p3, p5 satisfy con-
dition (ii) and p2, p4 satisfy condition (i).
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If ri ∈ (−ε0, εX) \ EX , for some i = 1, · · · , NX , then X has an invisible even
order contact with Σ at ri. So, applying the same process above we find ε
−
i , ε
+
i > 0
sufficiently small and an involution ρiX : (ri − ε−i , ri + ε+i ) → (ri − ε−i , ri + ε+i )
induced by the flow of X at ri. In this case, ρ
i
X is a diffeomorphism with a unique
fixed point at ri, and
(7) ρiX(x) = ri − (x− ri) +O((x− ri)2).
Now, if p ∈ [−ε0, εX ] \ (EX ∪ {r1, · · · , rNX}), then X is transverse to Σ at p
and there exists a unique point p∗ ∈ (−ε0/2, ε∗X) \ (EX ∪{r1, · · · , rNX}) such that
X is transverse to Σ at p∗, p and p∗ belong to the same orbit of X, and the
arc-orbit of X with extrema p and p∗ is contained in M−. It allows us to extend
the involutions ρiX to an involution
ρX : [−ε0, εX ] \ EX → [−ε0, εX ] \ EX ,
induced by the flow of X. We refer ρX as the involution of X at p0.
Notice that ρX is a diffeomorphism for which ri, i = 1, · · · , NX , are its only
fixed points. Moreover, these points are invisible ever order contact of X with Σ
and the expansion of ρX at these points is given by (7). Thus ρX is completely
characterized and ρX0 = ρ, where ρ is given by (6).
Remark 3. Consider the points ri for which X has a visible even contact with Σ
and the points p such that p and ri belong to the same orbit of X and the arc-orbit
of X with extrema p and ri is contained in M−. Notice that they are connected
with two or more distinct points of Σ through a unique orbit of X contained in
M−. Thus, ρX cannot be uniquely extended to such points. Consequently, they
had to be included in the set EX .
On the other hand, the involution ρX could be extended to points r for which
X has an odd order contact with Σ. Indeed, the orbit of X through r enters
in K− and leaves it through a unique point of Σ. Nevertheless, in this case,
ρX would not be differentiable at ρX(r) as we can see in the following example:
Assume that X has a cusp point at r, so the orbit of X through r reaches Σ
at r˜ transversally, and the arc-orbit of X with extrema r and r˜ is contained in
M−. Then, we define a germ of involution ρX : (Σ, r) → (Σ, r˜) induced by X
(see Figure 13 with p3 = r˜ and p4 = r). Combining the results of Section 4
with transversality arguments, we shall see that ρX is differentiable at r and,
moreover, ρX(x) = r˜ + A(x − r)3 + O((x − r)4), with A 6= 0. Consequently, ρX
has the following expansion at r˜
ρX(x) = r +
(
x− r˜
A
)1/3
+O((x− r˜)2/3),
which implies that ρX is not differentiable at r˜.
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We aim to use these involutions for detecting closed connections of nonsmooth
vector fields. Thus, in order to avoid pseudo-connections (see [9] for more details),
we restrict ρX to the set
σinvX = {p ∈ [−ε0, εX ] \ EX ; Xh(p) ≤ 0} .
Accordingly, the restriction ρX := ρX
∣∣
σinvX
is referred as mirror map of X at p0.
The condition Xh(p) ≤ 0 on the domain σinvX comes from the initial assumptions
which imply that the orbit connecting p and ρX(p) is contained in M− for every
p ∈ σinvX . When considering nonsmooth systems these orbits could be contained
in M+. In this case, the condition on σinvX is changed to Xh(p) ≥ 0.
Example 2. Consider the family of vector fields Xλ(x, y) = (1, x
3 − λx), for
λ ≥ 0, and Σ = {y = 0}. Notice that the orbits of Xλ are given by the level
curves of Hλ(x, y) = y − x4/4 + λx2/2. If λ = 0, then ρX0(x, 0) = (−x, 0)
is the involution associated with X0 at the origin. Now, for λ > 0, the orbit
passing through the origin, which is a visible fold point, splits Σ into three sets:
D1 = (−∞,−
√
2λ) ∪ (√2λ,+∞), D2 = (−
√
2λ, 0), and D3 = (0,
√
2λ) (see
Figure 14). Hence, Xλ defines the following involution on Dλ = D1 ∪D2 ∪D3:
ρXλ(x) =

−x, for x ∈ D1,
−√2λ− x2, for x ∈ D2,√
2λ− x2, for x ∈ D3.
In this case, the mirror map ρXλ of Xλ is the restriction of ρXλ to σ
inv
Xλ
=
(−∞,−√2λ) ∪ (−√2λ,−√λ] ∪ (0,√λ].
Σ
Σ
0
0
x −x −√λ √λ
(a) (b)
Figure 14. Involution of Xλ in Example 2 for: (a) λ = 0 and (b)
λ > 0.
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3.3. Displacement Functions. Now, we are able to define the displacement
functions associated with a Σ-polycycle Γ0 of Z0 = (X0, Y0). Assume that Γ0 has
k tangential singularities pi of order ni ∈ N, 1 ≤ i ≤ k. Let γi be the regular
orbit of Z0 connecting pi to pi+1, i = 1, . . . , k − 1, γk be the regular orbit of
Z0 connecting pk and p1, and consider sufficiently small neighborhoods Ui of pi,
1 ≤ i ≤ k. Notice that for each pi, i ∈ {1, . . . , k}, one of the following statements
hold:
(E) Γ0 ∩ Ui \ {pi} is contained in either M+ or M−;
(O) Γ0 ∩ Ui \ {pi} has one connected component in M+ and the other one in
M−.
Suppose that (O) holds for pi and assume, without loss of generality, that
W u(pi)∩Γ0∩Ui ⊂M+ and W s(pi)∩Γ0∩Ui ⊂M−. Let τui and τ si be transversal
sections of X0 and Y0 at the points q
u
i ∈ W u+(pi) and qsi ∈ W s−(pi), which are
contained in Ui, respectively. From the construction performed in Section 3.1
there exist transition maps of X0 and Y0 at p0, T
u
i : σi(X0) → τui and T si :
σi(Y0)→ τ si , respectively.
Now, suppose that (E) holds for pi and assume, without loss of generality,
that Γ0 ∩ Ui ⊂ M+. Let τ si and τui be transversal sections of X0 at the points
qsi ∈ W s+(pi) and qui ∈ W u+(pi), which are contained in Ui, respectively. In this
case, we have two distinguished situations:
(I) If Σ ∩ Ui \ {pi} has one connected component in the sliding region of Z0,
then let σti (X0) be the restriction to M
+ of a local transversal section of X0 at pi.
Clearly, the flow of X0 induces maps T
u
i : σ
t
i (X0) → τui and T si : σti (X0) → τ si ,
which are restrictions of diffeomorphisms.
(II) If Σ ∩ Ui \ {pi} ⊂ Σc, then besides the maps T ui : σti (X0) → τui and
T si : σ
t
i (X0) → τ si , induced by the flow of X0, we can also define other maps in
the following way: first, notice that this situation is only possible when Y0 has an
invisible even order contact with Σ at pi, and thus, we consider the mirror map
ρi : σ
inv
i (Y0)→ Σ ∩ Ui of Y0 at pi (see Section 3.2). Now, let TX0− : σ−i (X0)→ τ si
and TX0+ : σ
+
i (X0) → τui be the transition maps of X0 at p0 with respect to the
transversal sections τ si and τ
u
i , respectively. Now, define the section
σti(Z0) = ρ
−1
i (σ
+
i (X0) ∩ ρi(σinvi (Y0))),
and the maps
(8)
T si : σ
−
i (X0)→ τ si , T si = TX0− ,
T ui : σ
t
i(Z0)→ τui , T ui = TX0+ ◦ ρi.
Thus, in this case, we have maps T u,si induced by crossing orbits of Z0.
Summarizing, if pi has type (O), (E-I) or (E-II), then we define σi(Z0) as
σi(X0) ∩ σi(Y0), σti (X0) or σti (X0) ∪ (σti(Z0) ∩ σ−i (X0)), respectively. So, in any
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case, we construct maps T u,si : σi(Z0) → τu,si induced by crossing orbits of Z0.
We refer the maps T u,si as transfer functions (see Figure 15).
Σ pi
Tui
T si
τui
τsi
(a) (b) (c)
T si T
u
i
τuiτ
s
i
pi pi
τuiτ
s
i
T si T
u
i
Figure 15. Transfer functions of types (a)-(O), (b)-(E-I) and
(c)-(E-II).
Now, the regular orbit γi connecting pi to pi+1, i = 1, · · · , k, induces a diffeo-
morphism Di : τ
u
i → τ si+1 such that Di(pi) = pi+1.
For a sufficiently small neighborhood V ⊂ Ωr of Z0 in Ωr, we see that all
the maps used to construct the transfer functions T u,si above are also defined for
each Z ∈ V (see Sections 3.1 and 3.2 ). Thus, for each Z ∈ V , the transfer
functions T u,si (Z) : σi(Z)→ τu,si and the diffeomorphisms Di(Z) : τui → τ si+1 can
be constructed in the same way as described above. In particular, the domain
σti (X0) is perturbed into
σti (X) = {p ∈ σti (X0);
>
pT ui (Z)(p)|X and
>
T si (Z)(p)p|X are contained in M+}.
We now relate all these informations through displacement functions.
Definition 9. The i-th displacement function of Z is defined as
∆i(Z) : σi(Z)× σi+1(Z) −→ R
(xi, xi+1) 7−→ φ ◦ T ui (Z)(xi)− φ ◦D−1i ◦ T si+1(Z)(xi+1),
where φ : τui → R is a parameterization of τui .
Clearly, the zeroes of the i−th displacement function of Z does not depend
on the parameterization of τi. It is straightforward to see that two points, xi ∈
σi(Z) and xi+1 ∈ σi+1(Z), are connected through an orbit of Z if, and only if,
∆i(Z)(xi, xi+1) = 0.
Remark 4. We emphasize that the construction of displacement functions as in
Definition (9) allows us to describe the complete bifurcation diagrams of a vector
field in Ωr around many different types of Σ-polycycles, in particular the ones
analyzed later on in this paper. We highlight that in all the cases all the bifurcating
crossing limit cycles with the same topological type of Γ0 are detected by this
method. However, there exist tangential singularities which admit bifurcation of
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pi pi+1
Tui (Z) D
−1
i ◦ T si (Z)
τui
τsi
Figure 16. Construction of the i−th displacement function of Z ∈ V .
global connections in their local unfoldings, for instance the cusp-cusp singularity.
In these cases, such global connections would not be detected by our method for
Σ-polycyles through these singularities.
Σ
(a) (b)
Figure 17. In (a) we a have a Σ-polycycle Γ0 of Z0 through a
tangential-tangential singularity p0 which is a visible fold for X0
and an invisible 2n-order contact of Y0 with Σ, n ≥ 1. In (b) we
have a Σ-polycycle Γ in a neighborhood Γ0 occurring for Z ∈ Ωr
near Z0 which is not detected by the proposed method.
4. Characterization of Transition Maps
In this section we characterize the transition maps of Z0 = (X0, Y0) at p ∈ Σ
and we also study how they typically change for unfoldings of Z0.
Firstly, notice that if X ∈ χr is transversal to Σ = h−1(0) at p, then the
transition map TXp |σ is a diffeomorphism at p and σ is an open set of Σ containing
p.
Now, assume that X ∈ χr has a n−order contact with Σ at p. Consider
coordinates (x, y) at p (i.e. x(p) = y(p) = 0) such that h(x, y) = y and write
X = (X1, X2) in this coordinate system. In this case X1(0, 0) 6= 0, and thus
22 K. DA S. ANDRADE, O. M. L. GOMIDE, AND D. D. NOVAES
X1(x, y) 6= 0, for every (x, y) in some neighborhood U of the origin. By performing
a time rescaling, we obtain that X(x, y) and X˜(x, y) = (sgn(X1(0, 0)), f(x, y)),
with f(x, y) = X2(x, y)/|X1(x, y)|, have the same integral curves in U . It is easy
to see that Xh(x, y) = |X1(x, y)|X˜h(x, y). In general, X ih(0, 0) = 0 if, and only
if, X˜ ih(0, 0) = 0. Moreover, one can prove that X ih(0, 0) and X˜ ih(0, 0) have
the same sign. In what follows, without loss of generality, we take X(x, y) =
(δ, f(x, y)), with δ = ±1.
Lemma 1. Assume that X = (δ, f(x, y)), with δ = ±1, has a n-order contact
with Σ at (0, 0), i.e. X ih(p) = 0, i = 0, 1, . . . , n− 1, and Xnh(p) 6= 0. Then:
(a)
∂i−1f
∂xi−1
(0, 0) = 0, for i = 1, 2, . . . , n− 1, and ∂
n−1f
∂xn−1
(0, 0) 6= 0.
(b) Xh(x, 0) = αxn−1 +O(xn), where sgn(α) = δn−1sgn(Xnh(0, 0)).
Proof. Firstly, the statement (a) follows by noticing that 0 = Xh(0, 0) = f(0, 0)
and
X ih(0, 0) = δi−1
∂i−1f
∂xi−1
(0, 0).
Now, since Xh(x, 0) = 〈X(x, 0), (0, 1)〉 = f(x, 0), expanding Xh(x, 0) in Taylor
series around x = 0, we obtain that
Xh(x, 0) =
∂n−1f
∂xn−1
(0, 0)xn−1 +O(xn).
Hence, the statement (b) follows by taking α = δn−1Xnh(0, 0). 
From Lemma 1 it follows that X is transversal to Σ for every (x, 0) ∈ V ∩ Σ \
{(0, 0)}, where V is a small neighborhood of the origin O. Let X be defined in
M± and assume that
(A) either the oriented arc-orbit
>
Oq0|X or>q0O|X is contained in M±.
In the first case q0 = ϕX(T0; 0, 0) 6= (0, 0), and in the second one q0 = ϕX(−T0; 0, 0) 6=
(0, 0), for some T0 > 0.
Let q0 = (x0, y0). Since pi1(X(q0)) = δ 6= 0, it follows that
(9) τ = {(x0, y); y ∈ (y0 − ε, y0 + ε)}
is a transversal section of X at q0, for ε sufficiently small. Take ε > 0 such that
τ ⊂ V ∩M±. Therefore, the full transition map of X at (0, 0) is TX : (V ∩Σ)0 → τ
given by
TX(x, 0) = (x0, pi2(ϕX(δx0 − δx;x, 0))).
Now, we use Lemma 1 to determine the domain σ of the transition map of X at
(0, 0).
Corollary 1. Assume that X has a n-order contact with Σ at (0, 0). Then, the
following statements hold:
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i) if n is odd, then σ = (−ε, ε)× {0}, for ε > 0 sufficiently small;
ii) if n is even, then σ = I × {0}, where I is either [0, ε) or (−ε, 0], for ε > 0
sufficiently small.
Proof. If n odd, then Xh(x, 0) = αxk + O(xk+1), where k = n − 1 is even. It
means that sgn(α)Xh(x, 0) > 0 for x ∈ (−ε, ε) \ {0} and ε > 0 sufficiently
small. So all the orbits of X passing through (−ε, ε)× {0} enter (or leave) M±.
If n is even, then Xh(x, 0) = αxk + O(xk+1), where k is odd. It means that
sgn(α)Xh(x, 0) > 0, for x ∈ (0, ε), and sgn(α)Xh(x, 0) < 0, for x ∈ (−ε, 0),
where ε > 0 is sufficiently small. We conclude the proof by observing that the
transition map is defined in the unique domain where Xh(x, 0) has the same sign
of X2(q0). 
In what follows we describe the expression of the full transition map TX of X
at (0, 0), when the origin is a n-order contact.
Theorem A. Suppose that X ∈ χr has a n-order contact with Σ at p = (0, 0).
In addition, assume that X satisfies condition (A). Then the full transition map
TX : (V ∩ Σ)0 → τ (where τ is given in 9) is given by:
TX(x, 0) = (x0, y0 + κx
n +O(xn+1)),
where sgn(κ) = −δnsgn(Xnh(0, 0)).
Proof. As we have seen before, we can assume that X = (δ, f(x, y)). Consider
the change of coordinates φ(u, v) = (x(u, v), y(u, v)), where x(u, v) = δu and
y(u, v) = ϕ2X(u; 0, v) (ϕ
2
X denotes pi2 ◦ ϕX). Notice that
(10)
∂x
∂u
(0, 0) = δ,
∂x
∂v
(0, 0) = 0,
∂y
∂u
(0, 0) = f(0, 0) = 0, and
∂y
∂v
(0, 0) =
∂ϕ2X
∂y
(0; 0, 0) = 1.
Therefore, φ is a diffeomorphism around the origin. In addition, it can be proved
that φ is a conjugation between X and S(u, v) = (1, 0) (see [10]). In this new
coordinate system, (u, v), Σ and τ becomes, respectively,
Σ˜ = φ−1(Σ) = {(u, v) ∈ R2;ϕ2X(u; 0, v) = 0} and τ˜ = {(δx0, v); v ∈ (−ε, ε)}.
See Figure 18.
Since ϕ2X(0; 0, 0) = 0 and from (10), the Implicit Function Theorem implies the
existence of γ : (−η, η) → R such that γ(0) = 0 and Σ˜ = {(u, γ(u)) ∈ R2; u ∈
(−η, η)}.
Notice that ϕS(t;u, v) = (t + u, v), so the full transition map TS : Σ˜ → τ˜ is
given by
TS(u, γ(u)) = ϕS(δx0 − u, u, γ(u)) = (δx0, γ(u)).
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Now, we must characterize the function γ around u = 0. Computing the k-th
derivative of ϕ2X(u; 0, γ(u)) = 0 in the variable u, and using that ϕX(u; 0, γ(u)) =
(δu, ϕ2X(u, 0, γ(u))) = (δu, 0), we get
(11) γ(k)(u) = −δk−1∂
k−1f
∂xk−1
(δu, 0)
(
∂ϕ2X
∂y
(u; 0, γ(u))
)−1
+
k−1∑
i=1
P ki (u)γ
(i)(u),
where P ji are continuous functions. From Lemma 1 (a) and equation (11) we
obtain that γ(k)(0) = 0, for every 1 ≤ k ≤ n− 1 and
γ(n)(0) = −δn−1∂
n−1f
∂xn−1
(0, 0) = −Xnh(0, 0).
Consequently, TS(u, γ(u)) = (δx0, αun +O(|u|n+1)), where α = −Xnh(0, 0).
From the above construction, the following diagram is commutative.
Σ τ
Σ˜ τ˜
φ−1
TX
TS
φ−1
Since pi1 ◦ φ−1(x, 0) = δx and φ−1(x, 0) ∈ Σ˜, it follows that φ−1(x, 0) =
(δx, γ(δx)). Also, observe that (x0, y0) = ϕX(T0, 0, 0) = (δT0, ϕ
2
X(T0, 0, 0)). So,
δx0 = T0. Hence,
TX(x, 0) = φ ◦ TS ◦ φ−1(x, 0)
= φ ◦ TS(δx, γ(x))
= φ(δx0, αδ
nxn +O(xn+1))
= (x0, ϕ
2
X(δx0; 0, αδ
nxn +O(xn+1)))
= (x0, ϕ
2
X(T0; 0, αδ
nxn +O(xn+1)))
=
(
x0, ϕ
2
X(T0; 0, 0) +
∂ϕ2X
∂y
(T0; 0, 0)(αδ
nxn +O(xn+1)) +O(x2n)
)
=
(
x0, y0 +
∂ϕ2X
∂y
(T0, 0, 0)αδ
nxn +O(xn+1)
)
= (x0, y0 + κx
n +O(xn+1)),
where
κ = −∂ϕ
2
X
∂y
(T0, 0, 0)X
nh(0, 0)δn.
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Finally , we can take |T0| small enough such that ∂ϕ
2
X
∂y
(T0; 0, 0) > 0 since
∂ϕ2X
∂y
(0; 0, 0) = 1 > 0. Therefore, sgn(κ) = −δnsgn(Xnh(0, 0)). 
Σ˜
τ˜ Σ
τ
Σ˜
τ˜
Σ
τ
Figure 18. Illustration of the change of coordinates φ−1(u, v) at
a fold and a cusp point.
Now, let X0 ∈ χr satisfy the assumptions of Theorem A. We know that there
exist ε > 0 and a neighborhood U of X0 such that a full transition map TX :
(−ε, ε) → (y0 − ε, y0 + ε) is defined for each X ∈ U (see Section 3.1). In what
follows we shall characterize this map.
Theorem B. Suppose that X0 ∈ χr has a n-order contact with Σ at p = (0, 0),
with n ≥ 2. In addition, assume that X0 satisfies condition (A). Then, there
exist a neighborhood U0 of X0 in χr, n− 2 surjective functions λi : U0 → (−δ, δ),
i = 1, · · · , n− 2, depending continuously on X, such that for each X ∈ U0 there
exists a diffeomorphism hX : (−ε, ε)→ (−ε, ε)×{0} for which the full transition
map TX : (−ε, ε)× {0} → τ is given by:
TX(hX(x)) =
(
x0, λ0(X) + κ(X)x
n +
n−2∑
i=1
λi(X)x
i +O(xn+1)
)
,
where λ0 = pi2 ◦ TX(0, 0), sgn(κ) = −δnsgn(Xnh(0, 0)) and δ = ±1.
Proof. In what follows, for the sake of simplicity, we shall identify (−ε, ε) × {0}
and τ with the intervals (−ε, ε) and (y0 − ε, y0 + ε), respectively.
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From the discussion above, define the continuous map
T : U −→ C∞0 (R,R)/ ∼
X 7−→ [TX − TX(0)],
where C∞0 (R,R)/ ∼ is the space of germs of C∞ functions f : R → R such that
f(0) = 0, with the equivalence relation
f ∼ g if, and only if, f − g = O(xn+1).
As usual, [f ] denotes the equivalence class of C∞0 (R,R)/ ∼ which contains f ∈
C∞0 (R,R).
Denote T (X0) by T0 and notice that T is surjective onto an open neighborhood
of T0 in C∞0 (R,R)/ ∼. In fact, consider the vector field X0 in the straightened
form S = (1, 0), then Σ is the graph {(x, h(x)); x ∈ (−ε, ε)} in these coordi-
nates, for some ε > 0 sufficiently small, and T0(x) = h(x) (see proof of Theorem
A). Therefore, any sufficiently small perturbation of h in the space of functions
corresponds to the transition map of a vector field X in U by considering a small
change in the coordinate system.
From Theorem A it follows that T0 = [f0], where f0(x) = κx
n. Now, since
the stable unfolding of f0 is given by Fλ(x) = κx
n +
∑n−2
i=1 λix
i, there exists a
neighborhood W of T0 in C∞0 (R,R)/ ∼ such that, for each f ∈ W , there exist
n− 2 parameters λi = λi(f) and a diffeomorphism hf : R→ R, such that
f(hf (x)) = κx
n +
n−2∑
i=1
λix
i +O(xn+1).
In addition, the parameters λi and hf depend continuously on f .
Taking U0 = T−1(W), we have that for each X ∈ U0
TX(hX(x)) = λ0 + κx
n +
n−2∑
i=1
λix
i +O(xn+1),
where λi : U0 → (−δ, δ), for i = 1, · · · , n− 2, are surjective functions depending
continuously on X and λ0 = pi2 ◦ TX(0). 
5. Regular-Tangential Σ-Polycycles
This section is devoted to apply the method of displacement functions, de-
scribed in Section 3, for obtaining bifurcation diagrams of nonsmooth vector fields
around some regular-tangential Σ-polycycles (see Definition 6). More specifically,
in Section 5.1, we describe the displacement functions appearing in the crossing
system (2) for such Σ-polycycles. In Section 5.2, we prove that at most one cross-
ing limit cycle bifurcates from Σ-polycycles having a unique regular-tangential
singularity. Then, in Section 5.4 we generalize the previous result for Σ-polycycles
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having several regular-tangential singularities. In particular, the bifurcation dia-
grams of Σ-polycycles having either a unique Σ-singularity of regular-cusp type
or only two singularities of regular-fold type are completely described in Sections
5.3 and 5.5, respectively.
5.1. Description of the Crossing System.
Assume that Z0 = (X0, Y0) ∈ Ωr has a Σ-polycycle Γ0 containing k regular-
tangential singularities pi of order ni ∈ N, 1 ≤ i ≤ k. Consider a coordinate
system (x, y) satisfying that, for each i ∈ {1, 2, . . . , k}, x(pi) = ai, y(pi) = 0, and
h(x, y) = y near pi.
Firstly, we shall characterize Γ0 locally around each point pi, i = 1, . . . , k.
Assume that, for a given i ∈ {1, . . . , k}, pi satisfies Y0h(pi) 6= 0 and consider a
small neighborhood Ui of pi. Accordingly, pi has one of the following types
(R1) Σ ∩ Ui \ {pi} has a connected component contained in Σc and another in
Σs, and Γ0 ∩W s,u+ (pi) 6= ∅ (see Figure 19 (a));
(R2) Σ ∩ Ui \ {pi} has a connected component contained in Σc and another in
Σs and either Γ0 ∩W s+(pi) = ∅ or Γ0 ∩W u+(pi) = ∅ (see Figure 19 (b,c));
(R3) Σ ∩ Ui \ {pi} ⊂ Σc (see Figure 19 (d)).
The points pi satisfying Xh(pi) 6= 0 are classified analogously.
(a) (b) (c) (d)
pi pi pi pi
Σ
Figure 19. Types of local characterization of Γ0 around the
regular-tangential singularity pi: Figure (a) and its time reversing
illustrate type R1; Figures (b,c) and their time reversing illustrate
type R2; Figure (d) and its time reversing illustrate type R3. Bold
lines represent the intersection Γ0 ∩W s,u+ (pi). Dashed lines repre-
sents Σc.
If pi is of type R1, then we consider σi(Z0) = {ai} × (−εi,+εi) ∩ M+. So,
we can follow the case (E-I) from Section 3.3 to construct the transfer functions
T u,si : σi(X0) → τu,si defined by the flow of X0. Recall that T si and T ui are
restrictions of germs of diffeomorphisms (see Figure 20).
If pi is of type R2 or R3, we consider the tangential section σi(Z0) = (ai −
εi, ai + εi) × {0} ∩ Σc, where εi is sufficiently small. So, we can follow the case
(O) from Section 3.3 to construct the transfer functions T ui : σi(Z0) → τui and
T si : σi(Z0) → τ si induced by the flows of X0 and Y0, respectively. Notice that
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pi
τsi τ
u
i
T si T
u
i
Figure 20. Construction of the maps T u,si : type R1.
T si is the restriction of a germ of diffeomorphism and Theorem A is applied to
characterize T ui (see Figure 21).
pi pi pi
T si T
s
i T
s
i
Tui T
u
i T
u
i
τui τ
u
i τ
u
i
τsi τ
s
i τ
s
i
(a) (b) (c)
Figure 21. Construction of the maps T u,si : types R2 ((a) and
(b)) and R3 (c).
Now, in order to describe the displacement functions associated with Γ0, we
characterize the unfolding of each tangential singularity.
If pi is of type R1, then T
s
i and T
u
i are germs of diffeomorphisms at pi. So, as
described in Section 3.3, for any Z = (X, Y ) ∈ Ωr in a small neighborhood Vi of
Z0, there exist transfer functions T
s
i (Z) : σi(Z) → τ si and T ui (Z) : σi(Z) → τ si
which are also germs of diffeomorphisms at pi.
From Theorem B there exists a neighborhood V of Z0 such that for each Z =
(X, Y ) ∈ V the transfer function corresponding to pi, for i ∈ {1, 2, . . . , k}, is given
by
(12) T ui (Z)(h
i
Z(x)) = κi(Z)(x− ai)n +
ni−2∑
j=0
λij(Z)(x− ai)j +O((x− ai)n+1),
where hiZ : (ai − ε, ai + ε) → (ai − ε, ai + ε) × {0} is a diffeomorphism, with
hiZ0(ai) = ai, sgn(κi(Z)) = sgn(κi(Z0)), and λ
i
j(Z), for j ∈ {0, 1, . . . , ni − 2}, are
parameters.
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Notice that T si (Z) is a germ of diffeomorphism on σi(Z). Thus, for Z ∈ V and
for each i = 1, · · · , k we have obtained two maps T s,ui (Z) defined in a neighbor-
hood of pi which describes the behavior of the orbits contained in M
+ connecting
points of τ s,ui and σi(Z). In addition, each transversal section τ
u
i−1 is connected
to τ si via a diffeomorphism Di(Z) satisfying:
(13) [Di−1(Z)]−1 ◦ T si (Z)(hiZ(x)) = c˜i−1(Z) + d˜i−1(Z)(x− ai) +O2(x− ai),
where c˜i−1(Z0) = qui−1, and sgn(d˜i−1(Z)) = sgn(d˜i−1(Z0)) (see Figure 16). Recall
that, in the above expression, we are assuming that Y0h(pi) 6= 0. The case
X0h(pi) 6= 0 follows analogously.
Now, let A be an open annulus around Γ0 containing the sections σi(Z0).
Using the above characterization of the transfer functions and their unfoldings
and Definition 9 we obtain that:
∆i(Z)(h
i
Z(xi), h
i+1
Z (xi+1)) = ∆i(Z)(x
u
i , x
s
i+1) +ONi+1(xui ) +OMi+1(xsi+1),
where xui = xi − ai, xsi+1 = xi+1 − ai+1, and
∆i(Z)(x
u
i , x
s
i+1) = βi(Z) + P
Ni
i (x
u
i ) +Q
Mi
i (x
s
i+1).
Here, βi(Z) = ∆i(Z)(h
i
Z(ai), h
i+1
Z (ai+1)) and satisfies βi(Z0) = 0. In addition,
PNii and Q
Mi
i are non-vanishing polynomials of degree Ni ≤ max{2, ni − 2}
and Mi ≤ max{2, ni+1 − 2} with coefficients depending on Z and satisfying
PNii (0) = Q
Mi
i (0) = 0.
Finally, the crossing system (2) is equivalent to the auxiliary crossing sys-
tem:
(14)

∆1(Z)(x
u
1 , x
s
2) +ON1+1(xu1) +OM1+1(xs2) = 0,
∆2(Z)(x
u
2 , x
s
3) +ON2+1(xui ) +OM2+1(xs3) = 0,
...
∆k−1(Z)(xuk−1, x
s
k) +ONk−1+1(xuk−1) +OMk−1+1(xsk) = 0,
∆k(Z)(x
u
k , x
s
1) +ONk+1(xuk) +OM1+1(xs1) = 0,
xs,ui = f
s,u
i (xi) = xi − ai, i = 1, · · · , k,
hiZ(xi) ∈ σi(Z), i = 1, · · · , k.
5.2. Σ-Polycycles having a unique regular-tangential singularity.
Without loss of generality, the following conditions characterize the nonsmooth
vector fields Z0 = (X0, Y0) which admit a Σ-polycycle having a unique regular-
tangential singularity of order n (see Figure 22):
i) There exists p ∈ Σ such that X0 has a n-order contact with Σ at p, n ≥ 2
and Y0h(p) 6= 0.
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ii) W u+(p) intersects Σ
c at q 6= p and the arc-orbit >pq|X0 is contained in M+;
iii) W s−(p) intersects Σ
c at r 6= p and the arc-orbit >pr|Y0 of Y0 is contained in
M−;
iv) If r 6= q, there exists a regular orbit of Z0 connecting r and q.
Accordingly, consider Γ0 as the union of the arc-orbits
>pr|Z0 , >rq|Z0 , and >qp|Z0 .
Then, it follows that Γ0 is a Σ-polycycle of characteristic n − 1 (see Definition
??).
(a)
p pq q
(b)
Figure 22. An example of Σ-polycycle Γ0 having a unique
regular-tangential singularity of order n, when q = r, (a) n is even
and when (n) n is odd.
Following the previous section for k = 1, a1 = 0, and x1 = x2 = x the
displacement function ∆(Z) : σ(Z)→ R writes
∆(Z)(hZ(x)) = T
u(Z)(hZ(x))− [D(Z)]−1 ◦ T s(Z)(hZ(x))
= λ0(Z) + κ(Z)x
n +
n−2∑
j=1
λj(Z)x
j +O(xn+1)
−c˜(Z)− d˜(Z)x+O2(x),
where sgn(d˜(Z)) = sgn(d˜(Z0)). Here, it is easy to see that assumptions (i)-(iv)
imply that d˜(Z0) < 0. Taking
(15)
β(Z) = λ0(Z)− c˜(Z), λ(Z) = λ1(Z)− d˜(Z), and η(Z) = (β(Z), λ(Z)),
the displacement function ∆(Z)(hZ(x)) writes
(16) ∆(Z)(hZ(x)) = β(Z) + λ(Z)x+O2(x).
Notice that η : V → V is a surjective function onto a small neighborhood V
of (0,−d˜(Z0)) satisfying β(Z0) = 0 and λ(Z0) = −d˜(Z0) 6= 0. In this case, the
auxiliary crossing system (14) is reduced to the equation β(Z)+λ(Z)x+O2(x) =
0, hZ(x) ∈ σ(Z).
As a first result on the Σ-polycycle Γ0 we have the following proposition.
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Proposition 1. Let Γ0 be a Σ-polycycle having a unique regular-tangential sin-
gularity of order n satisfying (i)-(iv). Then, Γ0 attracts the orbits passing through
the section σ(Z0) (domain of T
u(Z0)). In this case, we say that Γ0 is C-attractive.
Proof. Notice that the first return map associated with the Σ-polycycle Γ0 of Z0
is given by P0(x) =
(
[D(Z0)]
−1 ◦ T s(Z0)
)−1 ◦ T u(Z0)(x), where, from (12) and
(13) (recall that hZ0 = Id),
T u(Z0)(x) = κ(Z0)x
n+On+1(x) and [D(Z0)]−1 ◦T s(Z0)(x) = d˜(Z0)x+O2(x).
Hence,
P0(x) = κ(Z0)
d˜(Z0)
xn +On+1(x).
Therefore, for x small enough, |P0(x)| < |x|, which means that Γ0 attracts the
orbits passing through the section σ(Z0) (domain of T
u(Z0)). 
In what follows we state the main result of this section.
Proposition 2. Let Z0 be a nonsmooth vector field having a Σ-polycycle Γ0 con-
taining a unique regular-tangential singularity of order n satisfying (i)-(iv). Then,
the following statements hold.
i) There exist an annulus A0 at Γ0 and a neighborhood V of Z0 such that each
Z ∈ V has at most one crossing limit cycle bifurcating from Γ0 in A0, which
is hyperbolic and attracting.
ii) Let Zβ,λ be a continuous 2-parameter family in V such that Z0,−d˜(Z0) = Z0
and satisfying Zβ,λ ∈ η−1(β, λ), for every (β, λ) ∈ V . Then, for each λ near
−d˜(Z0) and for each connected component C of σ(Zβ,λ) ∩ A0, there exists
a non-empty open interval Iλ,C, satisfying Iλ,C × {λ} ⊂ V , such that Zβ,λ
has a hyperbolic attracting crossing limit cycle passing through C, for each
β ∈ Iλ,C.
Proof. Consider the function η : V → V given by (15). For each Z = (X, Y ) ∈ V ,
we associate the displacement function ∆(Z) given in (16). From Section 3.3, we
have that there exists ε > 0 such that, for each Z ∈ V , there exists a function
∆˜(Z) : (−ε, ε)→ R which is an extension of ∆(Z).
Define the Cr function F : V × V × (−ε, ε)→ R as
F(Z, β, λ, x) = ∆˜(Z)(hZ(x))− β(Z)− λ(Z)x+ β + λx,
and notice that
F(Z0, 0,−d˜(Z0), 0) = 0, and ∂xF(Z0, 0,−d˜(Z0), 0) = −d˜(Z0) 6= 0.
From the Implicit Function Theorem for Banach Spaces and reducing V and
V if necessary, there exists a unique Cr function X : V × V → (−ε, ε) such that
F(Z, β, λ, x) = 0 if, and only if, x = X (Z, β, λ).
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Since
F(Z, β, λ, x) = β + λx+O2(x),
it follows that X (Z, 0, λ) = 0, for every (Z, 0, λ) ∈ V × V . Consequently, we can
see that
(17) X (Z, β, λ) = −β
λ
+O2(β).
It follows from the definition of the function F that
(18) X ∗(Z) = X (Z, β(Z), λ(Z))
is the unique zero of ∆˜(Z) in (−ε, ε). Hence, ∆(Z) has at most one zero in σ(Z).
Moreover, since
∂∆˜(Z0)
∂x
(X ∗(Z0)) = −d˜(Z0) > 0,
it follows from (16) that
∂∆˜(Z)
∂x
(X ∗(Z)) = λ(Z) +O2(X ∗(Z)) > 0,
for Z sufficiently near Z0. Therefore, the crossing limit cycle is hyperbolic and
attracting (from construction). The proof of item (i) follows by taking A0 = {p ∈
M ; d(p,Γ0) < ε}, where d denotes the Hausdorff distance.
Now, consider the family Zβ,λ given in item (ii). The unique zero of ∆˜(Zβ,λ)
is given by
(19) x∗(β, λ) = X ∗(Zβ,λ) = −β
λ
+O2(β).
Recall that each isolated zero, x0, of ∆(Zβ,λ) is either a crossing limit cycle (if x0 ∈
int(σ(Zβ,λ))) or a Σ-polycycle (if x0 ∈ ∂σ(Zβ,λ)). So, let C = (a, b) be a connected
component of σ(Zβ,λ) ⊂ (−ε, ε) for some fixed parameter λ ∈ pi2(V ). Hence, from
(19), there exists a non-empty open interval Iλ,C such that Iλ,C × {λ} ⊂ V and
x∗(β, λ) ∈ int(C) whenever β ∈ Iλ,C . 
Remark 5. If we change the roles of s and u in the assumptions (i)-(iv) in order
to reverse the orientation of the cycle, all the results remain the same reversing
the stability.
Let Z be a nonsmooth vector field sufficiently near Z0, and consider X ∗(Z)
given by (23). Propositions 1 and 2 provides the following possibilities for the
crossing dynamics in a small annulus A0 of Γ0:
i) if X ∗(Z) /∈ σ(Z), then Z has no crossing limit cycles or Σ-polycycles;
ii) if X ∗(Z) ∈ int(σ(Z)), then Z has a unique crossing limit cycle with the same
stability of Γ0;
iii) if X ∗(Z) ∈ ∂σ(Z), then Z has a unique Σ-polycyle containing m ≤ n − 1
regular-tangential singularities of order ni, with
∑m
i=1 ni ≤ n.
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In addition, items (i) and (ii) occur in open regions of the parameter space and
item (iii) occurs in a hypersurface of the parameter space.
5.3. Σ-Polycycles having a unique regular-cusp singularity.
In the previous section, assuming that Z0 has a Σ-polycycle Γ0 admitting a
unique regular-tangential singularity of order n, n ≥ 2, we have identified all
the possible crossing behavior of nonsmooth vector fields Z = (X, Y ) sufficiently
near Z0 in a small annulus A0 of Γ0. Nevertheless, the domain σ(Z), of the
displacement function (16), has some particularities depending on the order n.
In order to illustrate it, we describe the bifurcation diagram of Z0 around Γ0
assuming that n = 3. Furthermore, we shall see that S(Γ0) = 2 (see Definitions
8 and ??).
As before, the displacement function writes
(20) ∆(Z)(x) = β(Z) + λ(Z)x+O2(x).
For the sake of simplicity, we are omitting the parametrization hZ(x) in the
displacement function (20).
As we have shown before, ∆(Z) has a unique zero x∗(η(Z)) in an interval
(−ε, ε). Now, we have to study how the domain σ(Z) of ∆(Z) changes with Z.
Now, we use the parameter λ(Z), defined in (15), to characterize σ(Z). Recall
that λ(Z) = d˜(Z)−λ1(Z) and λ1(Z) is given in the unfolding of T uZ0 . Analogously
to the proof of Theorem B, we consider a coordinate system (x¯, y¯) which trivializes
the flow of X at (0, 0). In this coordinate system, Σ = {(x¯, γλ1(Z)(x¯)); x¯ ∈ (−ε, ε)}
and the transition map T u(Z) becomes T u∗ (Z)(x¯) = γλ1(Z)(x¯), where γλ1(Z)(x¯) =
κ(Z)x¯3 + λ1(Z)x¯+O4(x¯) and κ(Z0) = −X30h(0, 0).
There is no loss of generality in assuming that κ(Z0) < 0, since the case κ(Z0) >
0 is completely analogous. Hence, we have the following situation (see Figure 23):
i) If λ1(Z) < 0, all the orbits of X are transversal to Σ, Therefore, σ(Z) =
(−ε, ε);
ii) If λ1(Z) = 0, σ(Z) = (−ε, ε) (see Corollary 1);
iii) If λ1(Z) > 0, then γλ1(Z)(x¯) has a minimum at I(λ1) = −
√
−λ1
3κ
+O1(λ1) and
a maximum at V (λ1) =
√
−λ1
3κ
+O1(λ1). Therefore, X has a visible regular-
fold singularity at V (λ1) and an invisible regular-fold singularity at I(λ1).
In addition, the orbit passing through the visible regular-fold singularity
intersects Σ backward in time at a point A(λ1) < I(λ1). This means that
σ(Z) = (−ε, A(λ1)] ∪ [V (λ1), ε) and A(λ1), V (λ1)→ 0 as λ1 → 0+.
From the discussion above we have the following result.
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λ1(Z) > 0 λ1(Z) = 0 λ1(Z) < 0
Σ
Σ
τu τu τu
τu τu τu
A(λ1)I(λ1)V (λ1) ~0 ~0
(b)
(a)
Figure 23. Unfolding of the regular-cusp singularity in the coor-
dinate system (a) (x, y) and (b) (x, y).
Theorem C. Let Z0 be a nonsmooth vector field having a C-attracting Σ-polycycle
Γ0 containing a unique regular-cusp singularity. Therefore, there exists an an-
nulus A0 around Γ0 such that for each annulus A, with Γ0 ⊂ A ⊂ A0, there
exist neighborhoods V ⊂ Ωr of Z0 and V ⊂ R2 of (0, 0), a surjective func-
tion (β, λ1) : V → V, with (β, λ1)(Z0) = (0, 0), and three smooth functions
A, V , I : V → R with A(Z0) = V (Z0) = I(Z0) = 0, for which the following
statements hold inside A.
(1) If λ1(Z) < 0, then Z has a unique crossing limit cycle of Z, which is
hyperbolic attracting.
(2) If λ1(Z) = 0 and β(Z) 6= 0, then Z has a unique crossing limit cycle of
Z, which is hyperbolic attracting.
(3) If λ1(Z) = β(Z) = 0, then Z has a unique Σ-polycycle, containing a
unique regular-cusp singularity of Z, which is C-attracting.
(4) If λ1(Z) > 0 and β(Z) > V (Z), then Z has a unique crossing limit cycle
of Z, which is hyperbolic attracting.
(5) If λ1(Z) > 0 and β(Z) = V (Z), then Z has a unique Σ-polycycle, con-
taining a visible unique regular-fold singularity, which is C-attracting.
(6) If λ1(Z) > 0 and V (Z) < β(Z) < I(Z), then Z has a sliding cycle
containing a visible regular-fold singularity.
(7) If λ1(Z) > 0 and I(Z) = β(Z), then Z has a sliding cycle containing a
visible regular-fold singularity and an invisible regular-fold singularity.
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(8) If λ1(Z) > 0 and A(Z) < β(Z) < I(Z), then Z has a sliding cycle
containing a unique visible regular-fold singularity.
(9) If λ1(Z) > 0 and β(Z) = A(Z), then Z has a unique Σ-polycycle, con-
taining a unique regular-fold singularity, which is C-attracting.
(10) If λ1(Z) > 0 and A(Z) < β(Z), then Z has a unique crossing limit cycle
of Z, which is hyperbolic attracting.
In addition,
(21)
A(Z) = d˜(Z)A(λ1(Z)) +O2(λ1(Z), A(λ1(Z))),
V (Z) = d˜(Z)
√
−λ1(Z)
3κ(Z)
+O1(λ1(Z)),
I(Z) = −d˜(Z)
√
−λ1(Z)
3κ(Z)
+O1(λ1(Z)),
where A(λ1(Z)) and V (λ1(Z)) are defined as the extrema of σ(Z) as follows
σ(Z) = (−ε, A(λ1(Z))] ∪ [V (λ1(Z)), ε).
The theorem above provides the bifurcation diagram of Z0 in the (β, λ1)-
parameter space (see Figure 4).
Proof. From the construction of the auxiliary crossing system (14), performed in
Section 5.1, we get the existence of an annulus A0 around Γ0 and neighborhoods
V0 ⊂ Ωr of Z0 and V0 ⊂ R2 of (0, 0), for which the equation (20) is well defined.
Now, given an annulus A, with Γ0 ⊂ A ⊂ A0, let ε > 0 satisfy (−ε, ε)×{0} ⊂
A. Consider the function X : V0×V0 → (−ε, ε) given by (17), and for a sufficiently
small neighborhood U ⊂ R2 of the origin, define B : V × U × (−ε, ε)→ R by
B(Z, β, λ1, v) = X (Z, β, λ1 − d˜(Z))− v = − β
λ1 − d˜(Z)
− v +O2(β).
Notice that
B(Z0, 0, 0, 0) = 0, and ∂βB(Z0, 0, 0, 0) = 1
d˜(Z0)
6= 0.
From the Implicit Function Theorem for Banach Spaces, there exist δ > 0, an
open interval J containing 0, and a unique Cr function β∗ : V × J × (−ε, ε) →
(−δ, δ) such that B(Z, β, λ, v) = 0 if, and only if β = β∗(Z, λ1, v). Also, we can
see that
β∗(Z, λ1, v) = d˜(Z)v − λ1v +O2(v).
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Notice that, ifA(Z) = β∗(Z, λ1(Z), A(λ1(Z))) and V (Z) = β∗(Z, λ1(Z), V (λ1(Z))),
then X ∗(Z,A(Z), λ1(Z)) = A(λ1(Z)) and X ∗(Z, V (Z), λ1(Z)) = V (λ1(Z)). Since
V (λ1(Z)) =
√
−λ1(Z)
3κ(Z)
+O1(λ1(Z)),
we get V (Z) from (21).
From construction of the maps T u(Z), T s(Z) and D(Z) given in (12) and (13),
it follows that the points I(λ1(Z)) and V (λ1(Z)) are connected by an orbit of
Z = (X, Y ) if, and only if,
G(Z) =: T u(Z)(V (λ1(Z)))− [D(Z)]−1 ◦ T s(Z)(I(λ1(Z))) = 0.
Notice that
G(Z) = β(Z) + d˜(Z)
√
−λ1(Z)
3κ(Z)
+O1(λ1(Z)).
Thus, applying the Implicit Function Theorem to the function G : V × (−δ, δ)→
R, given by G(Z, β) := G(Z)− β(Z) + β, at the point (Z0, 0), we get a unique Cr
function I : V → (−δ, δ) such that G(Z, β) = 0 if, and only if, β = I(Z). Hence,
the points V (λ1(Z)) and A(λ1(Z)) are connected by an orbit of Z if, and only if
β(Z) = I(Z). In this case,
I(Z) = −d˜(Z)
√
−λ1(Z)
3κ(Z)
+O1(λ1(Z)).
From here, the proof follows directly from the definitions of the curves A, V
and I, and Propositions 1 and 2. 
5.4. Σ-Polycycles having several regular-tangential singularities.
Now we perform an analysis of a class of Σ-polycyles having several regular-
tangential singularities and we obtain similar results for those in Section 5.2.
Consider the class of nonsmooth vector fields Z0 = (X0, Y0) which admit a Σ-
polycycle having k regular-tangential singularities, pi ∈ Σ, of order ni, i = 1, . . . , k
satisfying the following property:
(A) for each i = 1, . . . , k, there exists a curve γi connecting pi and pi+1, oriented
from pi to pi+1, such that γi \ {pi, pi+1} is a regular orbit of Z0, γi is tangent
to Σ at pi and transversal to Σ at pi+1, where pk+1 = p1 (see Figure 24).
In what follows, without loss of generality, we assume that h(x, y) = y, p1 =
(0, 0), and pi = (ai, 0), i = 2, · · · , k.
Following the constructions presented in Sections 5.1 and 5.2 the displacement
functions ∆i(Z) : σi(Z)→ R are given by
∆i(Z)(h
i
Z(xi), h
i+1
Z (xi+1)) = βi(Z) + λ˜i(Z)x
s
i+1 +O2(xui ) +O2(xsi+1),
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p1Σ p2
p2p1 p3 p4
Figure 24. Σ-polycycles satisfying hypothesis (A).
where xs,ui = xi − ai, βi(Z) = ∆i(Z)(hiZ(ai), hi+1Z (ai+1)) satisfies βi(Z0) = 0,
and λ˜i(Z) = λ
i
1(Z) − d˜i(Z) satisfies λ˜i(Z0) = −d˜i(Z0) 6= 0. Thus, there exists
a neighborhood V of Z0 such that for each Z ∈ V and i = 1, . . . , k, λ˜i(Z) =
−d˜i(Z) 6= 0 and the crossing system (14) is given by
(22)
∆1(Z)(h
1
Z(x1), h
2
Z(x2)) = β1(Z) + λ˜1(Z)x
s
2 +O2(xu1) +O2(xs2) = 0,
∆2(Z)(h
2
Z(x2), h
3
Z(x3)) = β2(Z) + λ˜2(Z)x
s
3 +O2(xu2) +O2(xs3) = 0,
...
∆k−1(Z)(hk−1Z (xk−1), h
k
Z(xk)) = βk−1(Z) + λ˜k−1(Z)x
s
k +O2(xuk−1) +O2(xsk) = 0,
∆k(Z)(h
k
Z(xk), h
1
Z(x1)) = βk(Z) + λ˜k(Z)x
s
1 +O2(xuk) +O2(xs1) = 0,
xs,ui = xi − ai, i = 1, · · · , k,
hiZ(xi) ∈ σi(Z), i = 1, · · · , k.
So for the Σ-polycycle Γ0 we have the following proposition.
Proposition 3. Let Γ0 be a Σ-polycycle having k regular-tangential singularities
pi ∈ Σ, of order ni, i = 1, . . . , k, satisfying the property (A). Then, Γ0 attracts
the orbits passing through the section σ1(Z0) (domain of T
u
1 (Z0)). In this case,
we say that Γ0 is C-attracting.
Proof. Notice that the first return map associated with the Σ-polycycle Γ0 of Z0
is given by
P0(x) =
(
[Dk]
−1◦T s1
)−1◦T uk ◦([Dk−1]−1◦T sk)−1◦T u−1◦· · ·◦([D1]−1◦T s2 )−1◦T u1 (x)
where, from (12) and (13) (recall that h1Z0 = Id),
T ui (x) = κi(Z0)x
ni +Oni+1(x) and [Di−1]−1 ◦ T si (x) = d˜i(Z0)x+O2(x).
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Hence,
P0(x) =
k∏
i=1
κi(Z0)
d˜i(Z0)
xni +ON(x), N = n1 + n2 + · · ·+ nk + 1.
Therefore, for |x| small enough, |P0(x)| < |x|, which means that Γ0 attracts the
orbits passing through the section σ1(Z0) (domain of T
u
1 (Z0)). 
Set η(Z) = (β(Z), λ˜(Z)) with β(Z) = (β1(Z), . . . , βk(Z)) and λ˜(Z) = (λ˜1(Z), . . . , λ˜k(Z)),
and denote d˜(Z) = (d˜1(Z), . . . , d˜k(Z)). Notice that η : V → V is surjective onto a
neighborhood of (0,−d˜(Z0)) ∈ V . Now, we present the main result of this section
which is an extension of the Proposition 2.
Proposition 4. Let Γ0 be a Σ-polycycle of Z0 = (X0, Y0) ∈ Ωr having k regular-
tangential singularities pi ∈ Σ, of order ni, i = 1, . . . , k, satisfying property (A).
Then, the following statements hold.
i) There exists an annulus A0 at Γ0 and a neighborhood V of Z0 such that each
Z ∈ V has at most one crossing limit cycle bifurcating from Γ0 in A0, which
is hyperbolic attracting.
ii) Let Zβ,λ˜ be a continuous 2k-parameter family in V such that Z0,−d˜(Z0) = Z0
and satisfying Zβ,λ˜ ∈ η−1(β, λ˜), for every (β, λ˜) ∈ V . Then, for each λ˜
near −d˜(Z0) and for each connected component Ci of σi(Zβ,λ˜) ∩ A0, there
exist non-empty open intervals Iλ˜,Ci, satisfying Iλ˜,C1 × · · ·× Iλ˜,Ck ×{λ˜} ⊂ V ,
such that Zβ,λ has a hyperbolic attracting crossing limit cycle passing through
C1 × · · · × Ck, for each β ∈ Iλ˜,C1 × · · · × Iλ˜,Ck .
Proof. As seen before, there exists a neighborhood V of Z0 in Ωr such that,
for each Z = (X, Y ) ∈ V , we associate the displacement functions ∆i(Z), i =
1, . . . , k, given in (22), which can be extended to ∆˜i(Z) : (−ε, ε)→ R (see Section
3.3).
Define the Cr function F : V × V × (−ε, ε)k → Rk as
F(Z, β, λ˜, x) = (F1(Z, β, λ˜, x), . . . ,Fk(Z, β, λ˜, x)),
where V is an open neighborhood of (0,−d˜(Z0)) ∈ Rk ×Rk and, for i = 1, . . . , k,
Fi(Z, β, λ˜, x) = ∆˜i(Z)(hiZ(xi), hi+1Z (xi+1))− βi(Z)− λ˜i(Z)xi+1 + βi + λ˜ixi+1,
with xk+1 = x1 and h
k+1
Z = h
1
Z .
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Notice that F(Z0, 0,−d˜(Z0), 0) = (0, . . . , 0) and
DxF(Z0, 0,−d˜(Z0), 0) =

0 −d˜2(Z0) 0 · · · 0
0 0 −d˜3(Z0) · · · 0
...
...
...
. . .
...
0 0 0 · · · −d˜k(Z0)
−d˜1(Z0) 0 0 · · · 0
 .
From the Implicit Function Theorem for Banach Spaces and reducing V and
V if necessary, there exists a unique Cr function X : V × V → (−ε, ε)k such that
F(Z, β, λ˜, x) = 0 if, and only if, x = X (Z, β, λ˜). Since
F(Z, β, λ˜, x) = (β1 + λ˜1x2, . . . , βk−1 + λ˜k−1xk, βk + λ˜kx1)+O2(x),
it follows that X (Z, 0, λ˜) = 0, for any (Z, 0, λ˜) ∈ V × V . Consequently,
X (Z, β, λ˜) = −
(
βk
λ˜k
,
β1
λ˜1
, . . . ,
βk−1
λ˜k−1
)
+O2(β).
From the definition of the function F , the unique zero of ∆˜(Z) = (∆˜1(Z), . . . , ∆˜k(Z))
in (−ε, ε)k is given by
(23) X ∗(Z) = X (Z, β(Z), λ˜(Z)).
Hence, system (22) has at most one zero in σ1(Z)× · · · × σk(Z). Moreover, since
∂∆˜i(Z0)
∂xi+1
(X ∗(Z0)) = −d˜i(Z0) > 0,
it follows that
(24)
∂∆˜i(Z)
∂xi+1
(X ∗(Z)) = λ˜i(Z) +O1(X ∗(Z)) > 0, i = 1, . . . , k,
for Z sufficiently near Z0.
Now, for Z ∈ V suppose that the solution X ∗(Z) = (x∗1(Z), . . . , x∗k(Z)) ∈
int(σ1(Z)×· · ·×σk(Z)) of system (22) is associated with a crossing limit cycle of
Z. From the Implicit Function Theorem, for each x1 sufficiently close to x
∗
1(Z) the
orbit of Z, starting at (x1, 0) ∈ σ1(Z) × {0}, intersects each int(σi(Z)) × {0} at
(ξi(x1), 0) with ξi(x1) near x
∗
i (Z). Notice that ∆˜i(Z)(h
i
Z(ξi(x1)), h
i+1
Z (ξi+1(x1))) =
0, for i = 1, . . . , k − 1. Consequently,
x1 7→ ∆˜k(Z)(hkZ(ξk(x1)), h1Z(x1))
is the displacement function associated with the crossing limit cycle defined in
neighborhood of x∗1(Z) in int(σ1(Z)) × {0}. Clearly, the above displacement
function vanishes at x∗1(Z). Moreover, from (24), the derivative of displacement
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function at x∗1 is positive. Therefore, when the crossing limit cycle exists, it is
hyperbolic and attracting.
The proof of item (i) follows by taking A0 = {p ∈ M ; d(p,Γ0) < ε}, where d
denotes the Hausdorff distance.
Now, consider the family Zβ,λ˜ given in item (ii). The unique zero of ∆˜(Zβ,λ˜)
is given by
(25) X ∗(Zβ,λ˜) = −
(
βk
λ˜k
,
β1
λ˜1
, . . . ,
βk−1
λ˜k−1
)
+O2(β).
Recall that each isolated solution x∗ of system (22) represents either a crossing
limit cycle (if x∗ ∈ int(σ1(Zβ,λ˜) × · · · × σk(Zβ,λ˜))) or a Σ-polycycle (if x∗ ∈
∂(σ1(Zβ,λ˜)×· · ·×σk(Zβ,λ˜))). So, for i = 1, . . . , k, let Ci be a connected component
of σi(Zβ,λ˜) ⊂ (−ε, ε) for some fixed parameter λ˜ ∈ pi2(V ). Hence, from (25), there
exists a non-empty open interval Iλ˜,Ci such that Iλ˜,C1 × . . .× Iλ˜,Ci ×{λ˜} ⊂ V andX ∗(Zβ,λ˜) ∈ int(C1 × . . .× Ck) whenever βi ∈ Iλ˜,Ci . 
Remark 6. Regarding Propositions 3 and 4, if we change the orientation in
property (A) in order to reverse the orientation of the Σ-polycycle, all the results
remain the same reversing the stability the Σ-polycycle and the crossing limit
cycle.
These results are illustrated in the next section for the case where the Σ-
polycycle has two fold-regular singularities.
5.5. Σ-Polycycles having two regular-fold singularities.
Firstly, without loss of generality, we assume some conditions in order to
characterize the nonsmooth vector fields Z0 = (X0, Y0) ∈ Ωr which admit a Σ-
polycycle Γ0 satisfying (A) and having only two regular-fold singularities (see Fig-
ure 25). So, consider a coordinate system (x, y) such that x(p1) = a1, y(p1) = 0,
x(p2) = a2 > 0, y(p2) = 0 and h(x, y) = y in neighborhoods of p1 and p2.
Consider the following sets of hypotheses:
(DRF-A): − p1 is a visible regular-fold singularity of X0 and pi1 ◦X0(p1) > 0;
− p2 is a visible regular-fold singularity of Y0 and pi1 ◦ Y0(p2) < 0;
− W u+(p1) reaches Σ transversally at p2;
− W u−(p2) reaches Σ transversally at p1
(DRF-B): − p1 is a visible regular-fold singularity of X0 and pi1 ◦X0(p1) < 0;
− p2 is a visible regular-fold singularity of Y0 and pi1 ◦ Y0(p2) > 0;
− W u+(p1) reaches Σ transversally at p2;
− W u−(p2) reaches Σ transversally at p1
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(a)
p1 p1p2 p2
(b)
Figure 25. Σ-polycycle Γ0 of Z0 under the set of hypotheses (a)
(DRF-A) and (b) (DRF-B), respectively.
Hypotheses (DRF-A) and (DRF-B) fix the orientation and the stability of the
Σ-polycycle Γ0. Indeed, in this case Γ0 is C-attracting. According to Remark 6,
the stability of Γ0 is reversed if we change the orientation.
Remark 7. Notice that there are other closed connections containing two regular-
fold singularities which are not Σ-polycycles since they violate condition (iv) of
Definition 5 (see Example 1).
Here we shall assume that Z0 satisfies (DRF-A), the case (DRF-B) will fol-
low analogously. In this case, Z0 admits a Σ-polycycle Γ0 given by the union
W u+(a1, 0) ∪W u−(a2, 0) ∪ {(a1, 0), (a2, 0)}. We shall see that S(Γ0) = 2.
Since regular-fold singularities are locally structurally stable, they persist under
small perturbations. Consequently, without loss of generality, we may assume
that the diffeomorphisms hiZ , i = 1, 2, provenient from Theorem B may be taken
as the identity. Accordingly, the displacement functions write
∆1(Z)(x1, x2) = T
u
1 (Z)(x1)− [D1(Z)]−1 ◦ T s2 (Z)(x2)
= λ10(Z) + κ1(Z)(x1 − a1)2 +O3(x1 − a1)
−c˜1(Z)− d˜1(Z)(x2 − a2) +O2(x2 − a2),
∆2(Z)(x2, x1) = T
u
2 (Z)(x2)− [D2(Z)]−1 ◦ T s1 (Z)(x1)
= λ20(Z) + κ2(Z)(x2 − a2)2 +O3(x2 − a2)
−c˜2(Z)− d˜2(Z)(x1 − a1) +O2(x1 − a1),
where κ1(Z) < 0, κ2(Z) > 0, and d˜i(Z) > 0, for i = 1, 2. Therefore, denoting
βi(Z) = λ
i
0(Z)− c˜i(Z), i = 1, 2, (see Figure 26) the auxiliary crossing system (14)
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becomes
(26)

β1(Z)− d˜1(Z)ξ2 + κ1(Z)ξ21 +O2(ξ2) +O3(ξ1) = 0,
β2(Z)− d˜2(Z)ξ1 + κ2(Z)ξ22 +O2(ξ2) +O3(ξ1) = 0,
ξi = xi − ai, i = 1, 2,
(x1, x2) ∈ σ1(Z)× σ2(Z) = [a1, a1 + ε)× (a2 − ε, a2].
p1 p2
τu1
τu2
c˜1
λ10
c˜2
λ20
Figure 26. Splitting of the separatrices for a perturbed system
Z ∈ V .
In what follows we use the auxiliary crossing system (26) to describe the bifur-
cation diagram of Z0 at Γ0 assuming the set of hypotheses (DRF-A) (see Figure
5).
Theorem D. Let Z0 be a nonsmooth vector field having a Σ-polycycle satisfying
the set of hypotheses (DRF-A). Therefore, there exists an annulus A0 around
Γ0 such that for each annulus A, with Γ0 ⊂ A ⊂ A0, there exist neighborhoods
V ⊂ Ωr of Z0 and V ⊂ R2 of (0, 0), a surjective function (β1, β2) : V → V with
(β1, β2)(Z0) = (0, 0), and two smooth functions γ1, γ2 : V → R with γ1(Z0) =
γ2(Z0) = 0, for which the following statements hold inside A.
(1) If β2(Z) > 0 and β1(Z) > γ1(Z), then Z has a sliding cycle containing
the regular-fold singularity p2 and a unique sliding segment.
(2) If β2(Z) > 0 and β1(Z) = γ1(Z), then Z has a C-attracting Σ-polycycle
containing the regular-fold singularity p2.
(3) If β2(Z) > 0 and 0 < β1(Z) < γ1(Z), then Z has a hyperbolic attracting
crossing limit cycle.
(4) If β2(Z) > 0 and β1(Z) = 0, then Z has a hyperbolic attracting crossing
limit cycle and a heteroclinic connection between p1 and p2.
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(5) If β2(Z) > 0 and β1(Z) < 0, then Z has a hyperbolic attracting crossing
limit cycle.
(6) If β2(Z) = 0 and β1(Z) < 0, then Z has a hyperbolic attracting crossing
limit cycle and a heteroclinic connection between p1 and p2.
(7) If β2(Z) = β1(Z) = 0, then Z has a C-attracting Σ-polycycle containing
two regular-fold singularities.
(8) If β1(Z) < 0 and γ2(Z) < β2(Z) < 0, then Z has a hyperbolic attracting
crossing limit cycle.
(9) If β1(Z) < 0 and β2(Z) = γ2(Z), then Z has a C-attracting Σ-polycycle
containing the regular-fold singularity p1.
(10) If β1(Z) < 0 and β2(Z) < γ2(Z), then Z has a sliding cycle containing
the regular-fold singularity p1 and a unique sliding segment.
(11) If β2(Z) < 0 and β1(Z) = 0, then Z has a sliding cycle containing two
regular-fold singularities and one sliding segment.
(12) If β2(Z) < 0 and β1(Z) > 0, then Z has a sliding cycle containing two
regular-fold singularities and two sliding segments.
(13) If β2(Z) = 0 and β1(Z) > 0, then Z has a sliding cycle containing two
regular-fold singularities and one sliding segment.
Here,
γ1(Z) = − κ1(Z)
d˜2(Z)2
β2(Z)
2 +O3(β2(Z)) and γ2(Z) = − κ2(Z)
d˜1(Z)2
β1(Z)
2 +O3(β1(Z)).
In addition, in the cases (1), and (10)− (13), Z does not admit limit cycles.
Proof. From the construction of the auxiliary crossing system (14), performed in
Section 5.1, we get the existence of an annulus A0 around Γ0 and neighborhoods
V0 ⊂ Ωr of Z0 and V0 ⊂ R2 of (0, 0), for which the auxiliary crossing system (26)
is well defined.
Now, given an annulus A, with Γ0 ⊂ A ⊂ A0, let ε > 0 satisfy [a1, a1 + ε) ×
{0} ⊂ A and (a2−ε, a2]×{0} ⊂ A. Consider the function F : V0×(−ε, ε)2×V0 →
R2 given by
F (Z, ξ1, ξ2, β1, β2) = (F1(Z, ξ1, ξ2, β1), F2(Z, ξ1, ξ2, β2)),
where
F1(Z, ξ1, ξ2, β1) = F˜1(Z, ξ1, ξ2)− β1(Z) + β1,
F2(Z, ξ1, ξ2, β2) = F˜2(Z, ξ1, ξ2)− β2(Z) + β2,
and F˜1 and F˜2 are given by the left-hand side of the first two equations of (26).
Notice that F (Z0, 0, 0, 0, 0) = (0, 0) and det[D(ξ1,ξ2)F (Z0, 0, 0, 0, 0)] = −d˜1(Z0)d˜2(Z0) 6=
0. From the Implicit Function Theorem for Banach Spaces, there exist neighbor-
hoods V ⊂ V and V ⊂ V0 and unique Cr functions Ξ1,Ξ2 : V × V → (−ε, ε) such
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that
F (Z,Ξ1(Z, β1, β2),Ξ2(Z, β1, β2), β1, β2) = (0, 0).
Consequently, for each Z ∈ V , the auxiliary crossing system (26) has at most one
solution. In fact, (26) is satisfied if, and only if,
(27) (ξ1, ξ2) = (Ξ1(Z, β1(Z), β2(Z)),Ξ2(Z, β1(Z), β2(Z))) ∈ [0, ε)× (−ε, 0].
Therefore, each Z ∈ V has either a Σ-polycycle having a unique regular-fold
singularity (which occurs when ξ1 = 0 or ξ2 = 0) or at most one crossing limit
cycle.
In what follows, we find parameters (β1(Z), β2(Z)) satisfying (27).
First, Ξ2(Z, β1(Z), β2(Z)) = 0 implies the existence of a Σ-polycycle of Z
passing through the regular-fold singularity p2. Applying the Implicit Function
Theorem to g(Z, ξ1, β2) = F2(Z, ξ1, 0, β2) at (Z0, 0, 0), we obtain the existence of
a unique Cr function Ξ˜1(Z, β2) such that g(Z, Ξ˜1(Z, β2), β2) = 0. In addition,
Ξ˜1(Z, β2) =
β2
d˜2(Z)
+O2(β2) = O1(β2).
Now, applying the Implicit Function Theorem to h(Z, β1, β2) = F1(Z, Ξ˜1(Z, β2), 0, β1)
at the point (Z0, 0, 0) we obtain a function β1(Z, β2) such that h(Z, β1(Z, β2), β2) =
0. It follows directly from the expression of h that
β1(Z, β2) = − κ1(Z)
d˜2(Z)2
β22 +O3(β2).
Hence, it shows that F (Z, Ξ˜1(Z, β2(Z)), 0, β1(Z, β2(Z)), β2(Z)) = (0, 0). From
uniqueness of the solution,
Ξ1(Z, β1(Z, β2(Z)), β2(Z)) = Ξ˜1(Z, β2(Z)) and Ξ2(Z, β1(Z, β2(Z)), β2(Z)) = 0.
Thus, Ξ2(Z, β1(Z), β2(Z)) = 0 if, and only if, β1(Z) = β1(Z, β2(Z)). Moreover,
since d˜2(Z) > 0, it follows that Ξ˜1(Z, β2(Z)) ∈ [0, ε) if, and only if, β2(Z) ≥ 0.
Finally, defining γ1(Z) = β1(Z, β2(Z)), we have that each Z ∈ V , satisfying
β1(Z) = γ1(Z) and β2(Z) ≥ 0, has a Σ-polycycle containing a unique regular-fold
singularity, namely p2 = (a2, 0).
Analogously, Ξ1(Z, β1(Z), β2(Z)) = 0 implies the existence of a Σ-polycycle of
Z passing through the regular-fold singularity p1. Following the same ideas above,
we obtain a unique Cr function Ξ˜2(Z, β1) such that F1(Z, 0, Ξ˜2(Z, β1), β1) = 0.
Furthermore
Ξ˜2(Z, β1) =
β1
d˜1(Z)
+O2(β1).
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Also, we obtain a unique Cr function β2(Z, β1) such that F2(Z, 0, Ξ˜2(Z, β1), β2(Z, β1)) =
0 and
β2(Z, β1) = − κ2(Z)
d˜1(Z)2
β21 +O3(β1).
Therefore, F (Z, 0, Ξ˜2(Z, β1(Z)), β1(Z), β2(Z, β1(Z))) = (0, 0). Again, from unique-
ness of the solution, it follows that
Ξ1(Z, β1(Z), β2(Z, β1(Z))) = 0 and Ξ2(Z, β1(Z), β2(Z, β1(Z))) = Ξ˜2(Z, β1(Z)).
Hence, Ξ1(Z, β1(Z), β2(Z)) = 0 if, and only if, β2(Z) = β2(Z, β1(Z)). Also,
since d˜1(Z) > 0, it follows that Ξ˜2(Z, β1(Z)) ∈ (−ε, 0] if, and only if, β1(Z) ≤ 0.
Defining γ2(Z) = β2(Z, β1(Z)), we have that each Z ∈ V satisfying β2(Z) = γ2(Z)
and β1(Z) ≤ 0 has a Σ-polycycle containing a unique regular-fold singularity given
by p1 = (a1, 0).
The C-attractiveness of the Σ-polycycle detected above is given by Proposition
3. Hence, items (2), (7) and (9) are proved.
In what follows we shall identify when the solution
(
Ξ1(Z, β1(Z), β2(Z)),Ξ2(Z, β1(Z), β2(Z))
)
of the auxiliary crossing system (26) corresponds to a crossing limit cycle.
Note that
(28)
Ξ1(Z, β1(Z), β2(Z)) =
1
d˜2(Z)
β2(Z) +O2(β1(Z), β2(Z)),
Ξ2(Z, β1(Z), β2(Z)) =
1
d˜1(Z)
β1(Z) +O2(β1(Z), β2(Z)).
Recall that Ξ2(Z, γ1(Z), β2(Z)) = 0. Using (28), we expand Ξ2(Z, β1(Z), β2(Z))
around β1(Z) = γ1(Z) as
Ξ2(Z, β1(Z), β2(Z)) =
(
1
d˜1(Z)
+O1(β2(Z))
)
(β1(Z)− γ1(Z)) +O2(β1(Z)− γ1(Z)).
Since d˜1(Z) > 0, it follows that Ξ2(Z, β1(Z), β2(Z)) ∈ (−ε, 0) if, and only if,
β1(Z) < γ1(Z). Also, Ξ1(Z, γ1(Z), β2(Z)) ∈ (0, ε) for β2(Z) > 0 and, thus,
Ξ1(Z, β1(Z), β2(Z)) ∈ (0, ε) for β2(Z) > 0 and β1(Z) sufficiently close to γ1(Z).
Finally, we conclude that (Ξ1(Z, β1(Z), β2(Z)), Ξ2(Z, β1(Z), β2(Z))) ∈ (0, ε) ×
(−ε, 0) with β2(Z) > 0 if, and only if, β1(Z) < γ1(Z). Hence, we get the existence
or not of crossing limit cycles in items (1), (3), (4), and (5).
Analogously, since Ξ1(Z, β1(Z), γ2(Z)) = 0, the expansion of Ξ1(Z, β1(Z), β2(Z))
around β2(Z) = γ2(Z) writes
Ξ1(Z, β1(Z), β2(Z)) =
(
1
d˜2(Z)
+O1(β1(Z))
)
(β2(Z)− γ2(Z)) +O2(β2(Z)− γ2(Z)).
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Recalling that d˜2(Z) > 0, we obtain Ξ1(Z, β1(Z), β2(Z)) ∈ (0, ε) if, and only if,
β2(Z) > γ2(Z). Also, Ξ2(Z, β1(Z), γ2(Z)) ∈ (−ε, 0) for β1(Z) < 0. Therefore,
Ξ2(Z, β1(Z), β2(Z)) ∈ (−ε, 0), for β1(Z) < 0 and β2(Z) sufficiently close to γ2(Z).
Finally, we conclude that (Ξ1(Z, β1(Z), β2(Z)), Ξ2(Z, β1(Z), β2(Z))) ∈ (0, ε) ×
(−ε, 0) with β1(Z) < 0 if, and only if, β2(Z) > γ2(Z). Hence, we get the existence
or not of crossing limit cycles in items (6), (8) and (10).
Now, notice that
Ξ1(Z, 0, β2(Z)) =
1
d˜2(Z)
β2(Z) +O2(β2(Z)),
Ξ2(Z, β1(Z), 0) =
1
d˜1(Z)
β1(Z) +O2(β1(Z)).
Therefore, Ξ1(Z, 0, β2(Z)) < 0 and Ξ2(Z, 0, β2(Z)) > 0, provided that β2(Z) < 0
and β1(Z) > 0. This means that (26) has no solutions when β1(Z) = 0 and
β2(Z) < 0 or β2(Z) = 0 and β1(Z) > 0. From continuity, if follows that
Ξ1(Z, β1(Z), β2(Z)) ∈ (−ε, 0) × (0, ε) for β1(Z) > 0 and β2(Z) < 0. Hence,
we conclude the non-existence of crossing limit cycles in items (11), (12) and
(13).
Notice that β1(Z) = T
u
1 (Z)(a1)−[D1(Z)]−1◦T s2 (Z)(a2) and β2(Z) = T u2 (Z)(a2)−
[D2(Z)]
−1 ◦T s1 (Z)(a1). Heteroclinc connections exist when β1(Z) = 0 or β1(Z) =
0. If either β1(Z) = 0 and β2(Z) > 0 or β1(Z) < 0 and β2(Z) = 0, the heteroclinic
connection is not contained in a sliding cycle. This correspond to items (4) and
(6).
Finally, the sliding region corresponding to Z is given by Σs = (a1 − ε, a1) ×
{0} ∪ (a2, a2 − ε)× {0}, for every Z ∈ V , the sliding vector field FZ is regular in
Σs, pi1 ◦ FZ(a1, 0) > 0, and pi1 ◦ FZ(a2, 0) < 0. Therefore, the sliding phenomena
detected in items (1) and (10)− (13) follows straightforwardly. Hence, the proof
is concluded. 
Remark 8. We notice that the set of displacement functions associated with
a nonsmooth vector field Z0 at a Σ-polycycle satisfying the hypotheses (DRF-
B) generates the same system of equations (26) obtained for the case (DRF-A).
Nevertheless, the domain σ1×σ2 will be given by σ1×σ2 = (a1−ε, a1]×[a2, a2+ε).
The bifurcation diagram of Z0 can be obtained analogously and has the same
structure and objects of the case (DRF-A). Therefore, we shall omit it here.
6. Fold-Fold Σ-Polycycle
This section is devoted to study Σ-polycycles having fold-fold singularities by
means of the displacement functions method described in Section 3. More specif-
ically, in Section 6.1, we describe the displacement functions appearing in the
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crossing system (2) for such Σ-polycycles. In Section 6.2, the bifurcation dia-
gram of a Σ-polycycle having a unique Σ-singularity of visible-invisible fold-fold
type is completely described.
6.1. Description of the Crossing System.
Assume that Z0 = (X0, Y0) ∈ Ωr has a Σ-polycycle Γ0 containing k Σ-singularities
pi, where pi is either a regular-tangential singularity of order ni, for some ni ∈ N,
or a fold-fold singularity. Consider a coordinate system (x, y) satisfying that, for
each i ∈ {1, 2, . . . , k}, x(pi) = ai, y(pi) = 0, and h(x, y) = y near pi.
Assume that, for some i ∈ {1, . . . , k}, pi is a fold-fold singularity and consider
a small neighborhood Ui of pi. Notice that pi is not an invisible-invisible fold-
fold point, since there are no Σ-polycycles containing this type of singularity.
Accordingly, one of the following properties hold for pi:
(F1) Either Γ0 ∩W u,s+ (pi) 6= ∅ or Γ0 ∩W u,s− (pi) 6= ∅ (see Figure 27 (a) and (b));
(F2) Either Γ0 ∩W u+(pi) 6= ∅ and Γ0 ∩W s−(pi) 6= ∅ or Γ0 ∩W s+(pi) 6= ∅ and
Γ0 ∩W u−(pi) 6= ∅ (see Figure 27 (c)).
pi pi pi
(a) (b) (c)
Figure 27. Examples of fold-fold singularity of type F1 ((a) and
(b)) and F2 (c).
In what follows the description of the crossing system will be distinguished in
two cases, namely visible-visible and visible-invisible.
6.1.1. Visible-Visible Fold-Fold Singularity.
Let pi be a visible-visible fold-fold singularity. If pi satisfies (F1), then the
transfer functions T u,si : σi(Z0) → τu,si can be obtained analogously to the case
(R1) in Section 5.1. In this case, these functions are restrictions of germs of
diffeomorphisms. If pi satisfies (F2), then the maps T
u
i : σi(Z0) → τui and T si :
σi(Z0)→ τ si can be obtained following the case (O) in Section 3.3. Without loss
of generality, we assume that Γ0 ∩W u+(pi) 6= ∅, Γ0 ∩W s−(pi) 6= ∅, pi1(X0(pi)) > 0
and pi1(Y0(pi)) < 0 (see Figure 27 (c)). In this case, the tangential section σi(Z0)
is given by σi(Z0) = [ai, ai + εi)× {0}, where εi > 0 is sufficiently small.
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From Theorem B there exists a neighborhood V of Z0 such that for each Z =
(X, Y ) ∈ V the transfer functions corresponding to pi are given by
T ?i (Z)(h
?,i
Z (x)) = λ
?,i
0 (Z) + κ?,i(X)(x− ai)2 +O3(x− ai), ? ∈ {u, s},
where h?,iZ : (ai − εi, ai + εi) → (ai − εi, ai + εi) × {0} is a diffeomorphism and
sgn(κ?,i(Z)) = sgn(κ?,i(Z0)).
Without loss of generality, we can assume for each Z ∈ V the fold point of
X is fixed at (ai, 0) and also h
u,i
Z (x) = (ai + (x − ai) + O2(x − ai), 0). In this
case, the fold point of Y is given by (αi(Z), 0), where αi(Z) = (h
u,i
Z )
−1 ◦ hs,iZ (ai).
Moreover, the domain σi(Z) of the transfer functions T
s,u
i (Z) is given by σi(Z) =
[max{ai, αi(Z)}, ai + εi) and
T si (Z)(h
u,i
Z (x)) = T
s
i (Z) ◦ hs,iZ
(
(hs,iZ )
−1 ◦ hu,iZ (x)
)
= λs,i0 (Z) + κs,i(X)(x− αi(Z))2 +O3(x− αi(Z)),
where sgn(κs,i(Z)) = sgn(κs,i(Z0)) and αi(Z0) = ai.
Thus, for each Z ∈ V , we have characterized the maps T s,ui (Z) in the do-
main σi(Z) under the parameterization h
u,i
Z . Since the transversal section τ
u
i−1 is
connected to τ si via a diffeomorphism Di(Z), we obtain
[Di−1(Z)]−1 ◦ T si (Z)(hu,iZ (x)) = c˜i−1(Z) + d˜i−1(Z)(x− αi(Z))2 +O3(x− αi(Z)),
where c˜i−1(Z0) = qui−1, and sgn(d˜i−1(Z)) = sgn(d˜i−1(Z0)).
It is worthwhile to say that the parameter αi(Z) locally unfolds the fold-fold
singularity pi (see [9]).
Σ αi
ai T
u
i
T si
τui
τsi
ai
T si
Tui
τui
τsi
ai
αi
τui
τsi
T si
Tui
αi(Z) = ai αi(Z) > aiαi(Z) < ai
Figure 28. Unfolding of a visible-visible fold-fold singularity.
6.1.2. Visible-Invisible Fold-Fold Singularity.
Let pi be a visible-invisible fold-fold singularity. In this case, pi satisfies (F1).
As we have seen in Section 3.3, the transfer functions associated with pi are
defined in the domain σi(Z0) which has two components σ
t
i (X0) and σ
t
i(Z0) ∩
σ−i (X0). The first one is a restriction to M
+ of a transversal section of X0 at pi
and the second one is contained in Σ.
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For Z sufficiently near Z0 the transfer functions T
u,s
i (Z) : σi(Z) → τu,si re-
stricted to σti (X) can be obtained analogously to the case (R1) in Section 5.1. In
this case, these functions are restrictions of germs of diffeomorphisms (see Figure
(29)).
T si T
u
i
τsi τ
u
i
σti
Figure 29. Transfer functions T u,si restricted to the transversal
section σti (X0).
Now, the transfer functions T u,si restricted to σ
t
i(Z0) ∪ σ−i (X0) are obtained
following the case (E-II) in Section 3.3. Without loss of generality, we assume
that Γ0 ∩W u,s+ (pi) 6= ∅, pi1(X0(pi)) > 0 and pi1(Y0(pi)) > 0 (Figure 27 (a)). In
this case, the tangential section σti(Z0) ∩ σ−i (X0) is given by σti(Z0) ∩ σ−i (X0) =
(ai − εi, ai]× {0}, where εi is sufficiently small.
From Theorem B there exists a neighborhood V of Z0 such that for each Z =
(X, Y ) ∈ V the trasition maps corresponding to pi are given by
(29) TX± (hX(x)) = λ
±
0 (Z) + κ±(X)(x− ai)2 +O3(x− ai),
where hX : (ai − εi, ai + εi) → (ai − εi, ai + εi) × {0} is a diffeomorphism and
sgn(κ±(X)) = sgn(κ±(X0)). As before, we can assume that hX(x) = (ai + (x −
ai) +O2(x− ai), 0).
Since pi is an invisible fold point of Y0, we have that Y has a unique fold point
pYi = (a
Y
i , 0) in a neighborhood of pi, for every Z = (X, Y ) ∈ V . Hence, from (7)
the involution ρYi associated to Y is given by
h−1Y (ρ
Y
i (hY (x))) = a
Y
i − (x− aYi ) +O2(x− aYi ),
where hY : (ai − εi, ai + εi) → (ai − εi, ai + εi) × {0} is a diffeomorphism such
that hY (x) = (a
Y
i + l(Y )(x− aYi ) +O2(x− aYi ), 0) and l(Y ) > 0.
Now, from (8) the transfer functions T u,si : σi(Z)→ τu,si , restricted to σti(Z) ∪
σ−i (X), are given by T
s
i = T
X
− and T
u
i = T
X
+ ◦ ρYi . Therefore, taking αi(Z) =
h−1X (p
Y
i ), we get
T si (Z)(hX(x)) = λ
s,i
0 (Z) + κs,i(X)(x− ai)2 +O3(x− ai),
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and
T ui (Z)(hX(x)) = λ
u,i
0 (Z) + κu,i(X)
(
x− 2αi(Z) + ai +O2(x− αi(Z))
)2
+O3(x− 2αi(Z) + ai +O2(x− αi(Z))),
where λu,i0 (Z) = λ
+
0 (Z), λ
s,i
0 (Z) = λ
−
0 (Z), κu,i(X) = κ+(X), κs,i(X) = κ−(X),
and αi(Z0) = ai.
Notice that, if Z = (X, Y ) ∈ V , then X has a visible fold point at (ai, 0)
and Y has an invisible fold point at hX(αi(Z)) = p
Y
i . In this case, the domain
σti(Z) ∩ σ−i (X) of the transfer functions T s,ui (Z) is given by
σti(Z) ∩ σ−i (X) =
{
(ai − εi, ρYi (ai, 0)], αi(Z) ≤ ai,
(ai − εi, ai], αi(Z) > ai,
see Figure 30.
Tui
τuiτ
s
i
T si
ρYi
TX+ai
aYi
α(Z) = 0 α(Z) > 0α(Z) < 0
Figure 30. Unfolding of a visible-invisible fold-fold singularity.
Thus, for each Z ∈ V , we have characterized the maps T s,ui (Z) in the do-
main σi(Z) under the parameterization hX . Since the transversal section τ
u
i−1 is
connected to τ si via a diffeomorphism Di(Z), we obtain
(30) [Di−1(Z)]−1 ◦ T si (Z)(hX(x)) = c˜i−1(Z) + d˜i−1(Z)(x− ai)2 +O3(x− ai),
where c˜i−1(Z0) = qui−1, and sgn(d˜i−1(Z)) = sgn(d˜i−1(Z0)).
As in the visible-visible case, the parameter αi(Z) locally unfolds the fold-fold
singularity pi.
6.2. Σ-Polycycles having a unique fold-fold singularity. We characterize
the nonsmooth vector fields Z0 = (X0, Y0) ∈ Ωr which admit a Σ-polycycle Γ0
having a unique singularity p1 of fold-fold type. So, consider a coordinate system
(x, y) such that x(p1) = 0, y(p1) = 0, and h(x, y) = y in a neighborhoods of p1.
Consider the following sets of hypotheses:
(VV-A): − (0, 0) is a visible-visible fold-fold singularity of Z0;
− pi1 ◦X0(0, 0) > 0 and pi1 ◦ Y0(0, 0) < 0;
− W u+(0, 0) reaches Σ transversally at p;
− W u−(0, 0) reaches Σ transversally at q;
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− p and q are connected by regular orbit fo Z0;
(VV-B): − (0, 0) is a visible-visible fold-fold singularity of Z0;
− the trajectory of Z0 through (0, 0) crosses Σ transversally n−times
at q1, · · · , qn, satisfying:
− if n = 0, then Γ0 is a hyperbolic limit cycle of X0;
− if n 6= 0, then, for each i = 1, . . . , n, there exists ti > 0 such
that ϕZ0(ti; qi) = qi+1, where qn+1 = (0, 0). Moreover, Γ0∩Σ =
{q1, . . . , qn, (0, 0)}.
(VI): − (0, 0) is a visible fold point of X0 and an invisible fold point of Y0;
– pi1 ◦X0(0, 0) > 0, and pi1 ◦ Y0(0, 0) > 0;
− the trajectory of Z0 through (0, 0) crosses Σ transversally n−times
at q1, · · · , qn, satisfying:
- if n = 0, then Γ0 is a hyperbolic limit cycle of X0;
- if n 6= 0, then, for each i = 1, . . . , n, there exists ti > 0 such
that ϕZ0(ti; qi) = qi+1, where qn+1 = (0, 0). Moreover, Γ0∩Σ =
{q1, . . . , qn, (0, 0)}.
Notice that the analysis remains similar if we change the roles of X0 and Y0
and the orientation of the orbits. Some examples of this kind of Σ-polycycle are
presented in Figure 31.
(a) (b) (c)
(d) (e) (f)
Figure 31. Examples of Σ-polycycles satisfying (V V − A) (a),
(V V −B) (b), and (V I) with n = 0 (c), n = 2 (d,e) and n = 4 (f).
It is worthwhile to emphasize that the case (VV-A) has been mentioned only
for completeness, since the complete description of the bifurcation diagram in
this case has been provided in [16]. The case (VV-B) will be avoided since it can
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be easily obtained by combining grazing bifurcation and visible-visible fold-fold
bifurcation [11].
In what follows, we consider Filippov systems satisfying (VI). For simplicity,
we assume that n = 0, nevertheless, we stress that similar results can be obtained
for Σ-polycycles satisfying (VI) with n > 0.
From (7), the involution ρ associated with the smooth vector field Y0 at (0, 0)
is given by
ρ(x) = −x+O2(x),
for x small enough.
Remark 9. Observe that, fixing a system of coordinates (x, y), the first derivative
of ρ does not depend on the vector field Y0. It is an intrinsic property of an
invisible 2n-order contact point (see Section 3.2).
Consider two local transversal sections τ s and τu to X0 at q
s ∈ W s+(0, 0) and
qu ∈ W u+(0, 0), which are sufficiently near to (0, 0). Since Γ0 does not have other
singularities and is transversal to Σ up to (0, 0), the first return map P0 : τu → τu,
given by the flow of Z0, is a piecewise diffeomorphism for which P0(p0) = p0. Now,
we show that P0 is, in fact, a diffeomorphism in a neighborhood of p0.
Lemma 2. Let Z0 = (X0, Y0) be a nonsmooth vector field which admits a Σ-
polycycle Γ0 satisfying (V I) for n = 0. Then, the first return map defined around
Γ0 is a local diffeomorphism.
Proof. Let τ s and τu be the two local transversal sections defined above and let P0
be the first return map of Z0, defined in a neighborhood of q
u in τu. Since (0, 0)
is the unique Σ-singularity of Z0 in Γ0, P0 is written as P0(x) = E ◦ D(Z0)(x),
where D(Z0) : τ
u → τ s is the diffeomorphism induced by the flow of X0 and E is
the piecewise Cr function defined by
E(q) =

ϕX0(t(q); q), if q > q
s,
qu, if q = qs,
T u(Z0) ◦ (TX0− )−1(q), if q < qs,
where t(q) > 0 is the flying time from τ s to τu, T u(Z0) is the transfer function
associated with Z0 corresponding to the unstable invariant manifold of (0, 0) and
TX0− is the transition map of X0 with respect to the stable invariant manifold of
(0, 0) (see Figure 32). It is sufficient to prove that E is a local diffeomorphism
around qs.
Now, recall that T u(Z0) = ρ
Y0 ◦ TX0+ , where TX0+ is the transition map of X0
with respect to the unstable invariant manifold of (0, 0) and ρY0 is the involution
associated with Y0 at the invisible fold point (0, 0).
As we have seen, the derivative of ρY0 at (0, 0) does not depend on Y0, it only
depends on the fact that (0, 0) is an invisible fold point. In particular, if Y0 = X0,
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we have that T u(Z0) ◦ (TX0− )−1(q) = ϕX0(t(q); q), which is a local diffeomorphism
from τ s to τu. Therefore, it follows that the left lateral derivative of E at qs is
equal to the right lateral derivative of E, and they coincide with the derivative
ϕX0(t(q); q) at q
s. Hence E is derivative at qs and E ′(qs) =
d
dq
ϕX0(t(q); q)|q=qs .
Since ϕX0(t(q); q) is a diffeomorphism at q
s, we conclude that E is a local diffeo-
morphism around qs. 
ρY0
τs τu
(TX0− )
−1 TX0+
D(Z0)
E
Figure 32. First return map P0.
Remark 10. If Γ0 is a hyperbolic limit cycle of X0, then a hyperbolic cycle persists
under small perturbations of Z0 that do not break the fold-fold singularity. The
persistent hyperbolic cycle can be either a crossing limit cycle or a limit cycle of
X0 contained in M
+. These cases will be distinguished latter.
Now, following Section 6.1.2, we have that the displacement function associated
with Z = (X, Y ) ∈ V near Z0 in the domain σt(Z) ∩ σ−(X) is written as
∆(Z)(hX(x)) = T
u(Z)(hX(x))− [D(Z)]−1 ◦ T s(Z)(hX(x))
= λ0(Z) + κ(Z)y
2 − c˜(Z)− d˜(Z)x2 +O3(y) +O3(x),
where hX : (−ε, ε) → (−ε, ε) × {0} is a diffeomorphism such that hX(x) =
(x + O2(x), 0), with sgn(κ(Z)) = sgn(κ(Z0)), sgn(d˜(Z)) = sgn(d˜(Z0)). The new
variable y is given by
y(x) = x− 2α(Z) +O2(x, α(Z)),
and α(Z0) = 0. Also, we notice that X has a visible fold point at (0, 0) and Y
has an invisible fold point at hX(α(Z)). From assumption (V I), κ(Z0) > 0 and
d˜(Z0) > 0.
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Taking
(31) β(Z) = λ0(Z)− c˜(Z), and η(Z) = (α(Z), β(Z)),
the displacement function ∆(Z)(hX(x)) writes
(32) ∆(Z)(hX(x)) = β(Z) + κ(Z)y
2 − d˜(Z)x2 +O3(y) +O3(x),
and
(33) y = x− 2α(Z) +O2(x, α(Z)).
Notice that η : V → V is a surjective function onto a small neighborhood V of
(0, 0) satisfying α(Z0) = β(Z0) = 0. In this case, the auxiliary crossing system
(14) is reduced to the system
(34)

β(Z) + κ(Z)y2 − d˜(Z)x2 +O3(y) +O3(x) = 0,
y = x− 2α(Z) +O2(x, α(Z)),
hX(x) ∈ (−ε, ξ(α(Z))],
where ξ satisfies ξ(α(Z)) = α(Z) − |α(Z)| + O2(α(Z)) and ξ(α(Z)) = 0, for
every α(Z) > 0. The parameter β controls the existence of connections and
Σ-polycycles while α unfolds the fold-fold singularity (see Figure 33).
0hX(α)ρ
Y (0)
τs τuλ0
c˜
Figure 33. Illustration of the parameters α and β.
From the hyperbolicity of the Σ-polycycle, we deduce the following property:
Lemma 3. Consider the notation above. If Z0 = (X0, Y0) has a Σ-polycycle Γ0
satisfying (V I) which is a hyperbolic limit cycle of X0, then d˜(Z0) 6= κ(Z0). In
addition:
(i) If Γ0 is attracting, then κ(Z0)− d˜(Z0) < 0;
(ii) If Γ0 is repelling, then κ(Z0)− d˜(Z0) > 0.
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Proof. Let P0 : τu → τu be the first return map of Z0 at Γ0 and notice that, if
x ∈ τu+, then P0(x) = T u(Z0) ◦ ([D(Z0)]−1 ◦ T s(Z0))−1, with λ0(Z0) = c˜(Z0) and
α˜(Z0) = 0. From [16], we have that ([D(Z0)]
−1 ◦ T s(Z0))−1 is given by
([D(Z0)]
−1 ◦ T s(Z0))−1(x) = −
√
x− c˜(Z0)
d˜(Z0)
+O1(x− c˜(Z0)),
for each x ∈ [c˜(Z0), c˜(Z0) + δ) and some δ > 0 sufficiently small.
Using the expansions of T u(Z0), we have that
P0(x) = c˜(Z0) + κ(Z0)
d˜(Z0)
(x− c˜(Z0)) +O2(x− c˜(Z0)),
for each x ∈ [c˜(Z0), c˜(Z0) + δ). Hence,
lim
x→c˜(Z0)+
P0(x)− P0(c˜(Z0))
x− c˜(Z0) =
κ(Z0)
d˜(Z0)
.
The result follows directly from this expression. 
Now, we reduce V in such a way that, for each Z ∈ V , either κ(Z)− d˜(Z) < 0
if Γ0 is attracting or κ(Z)− d˜(Z) > 0 if Γ0 is repelling.
Using the expansion of hX , we have that there exists a Cr function ζ such that
hX(x) ∈ (−ε, ξ(α(Z))] if, and only if, x ∈ (−ε, ζ(α(Z))], where
(35) ζ(α(Z)) = α(Z)− |α(Z)|+O2(α(Z)).
Following similar technicalities used in [16], we obtain the next theorem.
Theorem E. Let Z0 be a nonsmooth vector field having a Σ-polycycle Γ0 sat-
isfying the hypothesis (V I) and assume that Γ0 is an attracting hyperbolic limit
cycle of X0. Therefore, there exists an annulus A0 such that for each annulus A,
with Γ0 ⊂ A ⊂ A0, there exist neighborhoods V ⊂ Ωr of Z0 and V ⊂ R2 of (0, 0),
a surjective function (α, β) : V → V, with (α, β)(Z0) = (0, 0), and three smooth
functions β1, β2, β3 : V → (−δ, δ), for which the following statements hold inside
A.
(1) If either β(Z) < β1(Z) and α(Z) > 0 or β(Z) < β3(Z) and α(Z) < 0,
then Z admits no crossing limit cycles.
(2) If β(Z) = β1(Z) and α(Z) > 0, then Z has a semi-stable crossing limit
cycle, which is repelling from inside and attracting from outside;
(3) If β1(Z) < β(Z) < β2(Z) and α(Z) > 0, then Z has two nested hyperbolic
crossing limit cycles such that the outer one is attracting and the inner
one is repelling.
(4) If β(Z) = β2(Z) and α(Z) > 0, then Z has a hyperbolic repelling cross-
ing limit cycle and a Σ-polycycle passing through a unique regular-fold
singularity (0, 0) (with Xh(0, 0) = 0).
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(5) If β2(Z) < β(Z) and α(Z) ≥ 0 or if β(Z) > β3(Z) and α(Z) < 0, then Z
has a unique crossing limit cycle in V0, which is hyperbolic attracting.
(6) If β(Z) = β3(Z) and α(Z) < 0, then Z has Σ-polycycle passing through
a unique regular-fold singularity (0, 0) (with Xh(0, 0) = 0) and admits no
crossing limit cycles.
In addition,
β1(Z) =
4κ(Z)d˜(Z)
κ(Z)− d˜(Z)
α(Z)2 +O3(α(Z)), β2(Z) = −4κ(Z)α(Z)2 +O3(α(Z)),
and
β3(Z) = 4d˜(Z)α(Z)
2 +O3(α(Z)).
Proof. From the construction of the auxiliary crossing system (14), performed in
Section 5.1, we get the existence of an annulus A0 around Γ0 and neighborhoods
V0 ⊂ Ωr of Z0 and V0 ⊂ R2 of (0, 0), for which the auxiliary crossing system (34)
is well defined.
Now, given an annulus A, with Γ0 ⊂ A ⊂ A0, let ε > 0 satisfy (−ε, ε)×{0} ⊂
A. Considering (32) and (33), the displacement function ∆(Z) satisfies
∆(Z)(hX(x)) = β(Z) + κ(Z)(x− 2α(Z))2 − d˜(Z)x2 + ∆E(Z, α(Z), x),
for x ∈ (−ε, ε), where ∆E(Z, α(Z), x) = O3(x, α(Z)). Define the auxiliary func-
tion F : V0 × (−δ, δ)2 × (−ε, ε)→ R, given by
F(Z, α, β, x) = β + κ(Z)(x− 2α)2 − d˜(Z)x2 + ∆E(Z, α, x),
and notice that F(Z, α(Z), β(Z), x) = ∆(Z)(hX(x)).
Throughout this proof, in order to simplify the notation, the parameters δ > 0
and ε > 0 will be taken smaller (if necessary) with no distinction.
Claim 1. There exist a neighborhood V ⊂ V0 of Z0 and functions xSN : V ×
(−δ, δ) → (−ε, ε) and βSN : V × (−δ, δ) → (−δ, δ) such that ∂xF(Z, α, β, x) =
F(Z, α, β, x) = 0 if, and only if, β = βSN(Z, α) and x = xSN(Z, α). In addition
xSN(Z, α) =
2κ(Z)
κ(Z)− d˜(Z)
α +O2(α),
and
βSN(Z, α) = 4
κ(Z)d˜(Z)
κ(Z)− d˜(Z)
α2 +O3(α).
In fact, notice that
∂xF(Z, α, β, x) = 2(κ(Z) + d˜(Z))x− 4κ(Z)α +O2(x, α).
Therefore, ∂xF(Z, 0, β, 0) = 0, for every Z, β ∈ V0×(−δ, δ), and ∂2xF(Z0, 0, 0, 0) =
2(κ(Z0)− d˜(Z0)) 6= 0. It follows from the Implicit Function Theorem for Banach
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Spaces that there exist a neighborhood V ⊂ V0 of Z0 and a function x̂SN : V ×
(−δ, δ)2 → R such that ∂xF(Z, α, β, x) = 0 if , and only if, x = x̂SN(Z, α, β). In
addition,
x̂SN(Z, α, β) =
2κ(Z)
κ(Z)− d˜(Z)
α +O2(α).
Now, consider the function F̂(Z, α, β) = F(Z, α, β, x̂SN(Z, α, β)). Notice that
F̂(Z, α, β) = β − 4 κ(Z)d˜(Z)
κ(Z)− d˜(Z)
α2 +O3(α).
Again, reducing V if necessary, it follows from the Implicit Function Theorem
that there exists a function βSN : V × (−δ, δ)→ (−δ, δ) such that F̂(Z, α, β) = 0
if, and only if, β = βSN(Z, α). Hence, the proof of Claim 1 follows by taking
xSN(Z, α) = x̂SN(Z, α, βSN(Z, α)).
Now, in order to find all the zeroes of F , we use the curve βSN provided in
Claim 1 . Define
P = {(Z, α, β) ∈ V × (−δ, δ)2; β ≥ βSN(Z, α)}.
Claim 2. There exist functions x± : P → (−ε, ε) such that F(Z, α, β, x) = 0 if,
and only if, x = x+(Z, α, β) or x = x−(Z, α, β). In addition
x+(Z, α, βSN(Z, α)) = x−(Z, α, βSN(Z, α)) = xSN(Z, α),
and
x±(Z, α, β) =
2κ(Z)
κ(Z)− d˜(Z)
α±
√
− β − βSN
κ(Z)− d˜(Z)
+O2
(
α,
√
β − βSN
)
,
where βSN = βSN(Z, α).
Recall that the remainder term ∆E in the function F does not depend on β.
Also, denoting βSN = βSN(Z, α) and xSN = xSN(Z, α), we have F(Z, βSN, α, xSN) =
∂xF(Z, βSN, α, xSN) = 0 and ∂2xF(Z, βSN, α, xSN) = 2(κ(Z) − d˜(Z)) + O(α) 6= 0.
Thus, F writes
F(Z, α, β, x) = β − βSN +
(
κ(Z)− d˜(Z) +O(α)
)
(x− xSN)2 +O3(x− xSN).
Now, define
G(Z, α, β, u) = β − βSN +
(
κ(Z)− d˜(Z) +O(α)
)
u+O3/2(u)
in such way that F(Z, α, β, x) = 0 if, and only if, G(Z, α, β, u) = 0 and u =
(x − xSN)2. Since G(Z, α, βSN, 0) = 0 and ∂uG(Z0, 0, 0, 0) = κ(Z0) − d˜(Z0) 6= 0,
it follows from the Implicit Function Theorem that there exists a function u0 :
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V × (−δ, δ)2 × (−ε, ε) such that G(Z, α, β, u) = 0 if, and only if, u = u0(Z, α, β).
In addition
u0(Z, α, β) = − β − βSN
κ(Z)− d˜(Z)
+O1(α(β − βSN), (β − βSN)2).
Since u0(Z, α, β) ≥ 0 if, and only if, β ≥ βSN, the proof Claim 2 follows by taking
x±(Z, α, β) = xSN(Z, α)±
√
u0(Z, α, β).
From Claim 2, we have found all the zeroes of F in a neighborhood of (Z0, 0, 0, 0).
Now, we must analyze whether x±(Z, α, β) ∈ (−ε, ζ(α)], where ζ is given by (35).
First, assume that α ≥ 0, hence ζ(α) = O2(α). In this case, since κ(Z)−d˜(Z) >
0, κ(Z), d˜(Z) > 0, it follows that
x−(Z, α, β)−ζ(α) = 2κ(Z)
κ(Z)− d˜(Z)
α−
√
− β − βSN
κ(Z)− d˜(Z)
+O2
(
α,
√
β − βSN
)
< 0,
for every β > βSN. Thus, x−(Z, α, β) ∈ int(σ(Z)) corresponds to a crossing limit
cycle. Also, since ∂xF(Z, α, β, x−(Z, α, β)) < 0 for β > β0, it follows that the
crossing limit cycle corresponding to x− is hyperbolic attracting.
Notice that
x+(Z, α, β)− ζ(α) = µ+ 2κ(Z)
κ(Z)− d˜(Z)
α +O2(α, µ),
where
(36) µ =
√
− β − βSN
κ(Z)− d˜(Z)
.
Define H(Z, α, µ) := x+(Z, α, β)−ζ(α). Applying the Implicit Function Theorem
to H, we obtain the existence of a function µ+0 : V × (−δ, δ) → R such that
H(Z, α, µ) = 0 if, and only if, µ = µ+0 (Z, α). Also,
µ+0 (Z, α) = −
2κ(Z)
κ(Z)− d˜(Z)
α +O2(α) ≥ 0.
Thus, taking β+(Z, α) = βSN(Z, α) = −(κ(Z)− d˜(Z))(µ+0 (Z, α))2, we obtain that
β+(Z, α) = −4κ(Z)α2 +O3(α).
Moreover, x+(Z, α, β) ∈ ∂σ(Z) if, and only if, β = β+(Z, α). In this case,
x+(Z, α, β) corresponds to a Σ-polycycle passing through the visible point (0, 0)
of X. On the other hand, since H is increasing in the variable µ, x+(Z, α, β) ∈
int(σ(Z)) if, and only if, βSN(Z, α) < β < β
+(Z, α). In this case, x+(Z, α, β)
corresponds to a crossing limit cycle of Z. Also, ∂xF(Z, α, β, x+(Z, α, β)) > 0 for
β > βSN, then the crossing limit cycle (resp. Σ-polycycle) corresponding to x+ is
hyperbolic repelling (resp. C-unstable).
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If β = βSN(Z, α), then xSN(Z, α)− ζ(α) ≥ 0 (with equality if, and only if, α =
0), and thus xSN(Z, α) corresponds to a crossing limit cycle. Since x−(Z, α, βSN) =
x+(Z, α, βSN) = xSN(Z, α), and β > βSN x−(Z, α, β) < x+(Z, α, β) corresponds,
respectively, to a repelling and an attracting crossing limit cycle, it follows that
xSN corresponds to a semi-stable crossing limit cycle which is repelling from inside
and attracting from outside.
Now, assume that α < 0. In this case ζ(α) = 2α +O2(α) and
x+(Z, α, β)−ζ(α) = 2d˜(Z)
κ(Z)− d˜(Z)
α+
√
− β − βSN
κ(Z)− d˜(Z)
+O2
(
α,
√
β − βSN
)
> 0,
for every β ≥ βSN(Z, α). It means that x+(Z, α, β) /∈ σ(Z) for every α < 0 and
β ≥ βSN. For the other zero, we have that
x−(Z, α, β)− ζ(α) = −µ+ 2d˜(Z)
κ(Z)− d˜(Z)
α +O2 (α, µ) ,
where µ is given by (36). Similarly, we obtain that there exists a function β−(Z, α)
satisfying
β−(Z, α) = 4d˜(Z)α2 +O3(α).
In this case, x−(Z, α, β) ∈ ∂σ(Z) if, and only if, β = β−(Z, α) which corresponds
to a Σ-polycycle of Z passing through the origin. Also, x−(Z, α, β) ∈ int(σ(Z))
if, and only if, βSN(Z, α) < β < β
−(Z, α), which corresponds to a hyperbolic
attracting crossing limit cycle of Z.
The proof follows by taking β1(Z) = βSN(Z, α(Z)), β2(Z) = β
+(Z, α(Z)) and
β3(Z) = β
−(Z, α(Z)). 
In the remainder of this section, in order to complete the bifurcation diagram
of Z0 satisfying the hypotheses of Theorem E, we study the existence of limit
cycles of Z ∈ V passing through the section σt(Z) (see Proposition 5) as well as
the sliding phenomena (see Propositions 6 and 7).
Proposition 5. Let Z0 = (X0, Y0) be a nonsmooth vector field in the setting
of Theorem E. Therefore, for an annulus A, with Γ0 ⊂ A ⊂ A0, the following
statements hold inside A.
(1) If β(Z) < 0, then Z admits a unique limit cycle, which is hyperbolic
attracting limit cycle of X in M+.
(2) If β(Z) = 0, then Z admits a unique Σ-polycycle passing through (0, 0),
which is a hyperbolic attracting limit cycle of X in M+.
(3) If β(Z) > 0, then Z has no limit cycles contained in M+ or M−.
Proof. From the study on the tangential section already done, we have that
T u(Z)(0, 0) = λ0(Z) and [D(Z)]
−1 ◦ T s(Z)(0, 0) = c˜(Z), which means that
β(Z) = T u(Z)(0, 0)− [D(Z)]−1 ◦ T s(Z)(0, 0).
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Now, since Γ0 is a hyperbolic attracting limit cycle of X0, we have that its
associated first return map PX0 defined in the section {0} × (−ε, ε) has a unique
attractor hyperbolic fixed point (0, pX). So, (0, pX) corresponds to a hyperbolic
attracting limit cycle of X in M+ if, and only if, pX > 0. Also, pX = 0 if,
and only if, X has a hyperbolic attracting limit cycle tangent to Σ at the origin.
Finally, the result follows by noticing that pXβ(Z) < 0, and pX = 0 if, and only
if, β(Z) = 0. 
Now we proceed with the analysis of the sliding dynamics. In this present
setting, (0, 0) is a visible-invisible fold-fold singularity of Z0 and for each Z =
(X, Y ) ∈ V we have that X has a visible fold point at (0, 0) and Y has an
invisible fold point at hX(α(Z)) of Y . Recall that the parameter α(Z) locally
unfolds the visible-invisible fold-fold singularity. For α 6= 0, there exists either a
stable sliding region or an unstable sliding region between the two regular-fold
singularities, (0, 0) and hX(α(Z)). In both cases, the sliding vector field FZ has
no pseudo-equilibria. Moreover, pi1 ◦FZ(x, 0) > 0 for all (x, 0) between (0, 0) and
hX(α(Z)) (see Figure 34).
α(Z) = 0 α(Z) > 0α(Z) < 0
Figure 34. Bifurcation diagram of the visible-invisible fold-fold singularity.
Proposition 6. Let Z0 = (X0, Y0) be a nonsmooth vector field in the setting of
Theorem E. Therefore, for an annulus A, with Γ0 ⊂ A ⊂ A0, there exists a Cr
function β4 : V → R such that, for α(Z) > 0 and β2(Z) < β(Z) < 0, the following
statements hold inside A.
(1) If β(Z) < β4(Z), then Z has a sliding cycle through (0, 0) for which the
trajectory through (0, 0) crosses Σc once before it reaches Σs from M−;
(2) If β(Z) = β4(Z), then Z has a sliding cycle that contains p0 = (0, 0) and
pY = hX(α(Z)) for which the arc-orbit
>p0pY |Z is contained in M+;
(3) If β(Z) > β4(Z), then Z has a sliding cycle through (0, 0) for which the
trajectory through (0, 0) reaches Σs from M+ without crossing Σc.
In addition,
β4(Z) = −κ(Z)α(Z)2 +O3(α(Z)).
Proof. For α > 0, a connection of Z = (X, Y ) between p0 and pY is characterized
as the zero of the function
S+(Z, α, β) = T
X
+ (hX(α))− [D(Z)]−1 ◦ T s(Z)(0, 0),
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where TX+ is the transition map of X given by (29) (with ai = 0) and [D(Z)]
−1 ◦
T s(Z) is given by (30). Thus, it follows from (31) that
S+(Z, α, β) = λ0(Z) + κ(Z)α
2 +O2(α)− c˜(Z)
= β + κ(Z)α2 +O2(α).
From the Implicit Function Theorem, there exists a function β+s (Z, α) such that
S+(Z, α, β) = 0 if, and only if, β = β
+
s (Z, α).
Notice that S+(Z, α, β) < 0 is equivalent to β < β
+
s (Z, α). In this case, since
β > β2(α), the trajectory through (0, 0) crosses Σ
c once and reaches Σs from M−.
Then it slides to (0, 0).
Finally, S+(Z, α, β) > 0 is equivalent to 0 > β > β
+
s (Z, α). In this case, the
trajectory through (0, 0) reaches Σs directly from M+. The proof follows by
taking β4(Z) = β
+
s (Z, α(Z)). 
Proposition 7. Let Z0 = (X0, Y0) be a nonsmooth vector field in the setting of
Theorem E. Therefore, for an annulus A, with Γ0 ⊂ A ⊂ A0, there exists a Cr
function β5 : V → R such that, for α(Z) < 0 and 0 < β(Z) < β3(Z), the following
statements hold inside A.
(1) If 0 < β(Z) < β5(Z), then Z has a sliding cycle through (0, 0) for which
the negative trajectory through (0, 0) reaches Σs from M+ without crossing
Σc;
(2) If β(Z) = β5(Z), then Z has a sliding cycle containing p0 = (0, 0) and
pY = hX(α(Z)) for which the arc-orbit
>pY p0|Z is contained in M+;
(3) If β5(Z) < β(Z), then Z has a sliding cycle through (0, 0) for which the
negative trajectory through (0, 0) reaches Σs from M− after it crosses Σc
once.
In addition,
β5(Z) = d˜(Z)α(Z)
2 +O3(α(Z)).
Proof. For α < 0, a connection of Z = (X, Y ) between pY and p0 is characterized
as the zero of the function
S−(Z, α, β) = TX+ (0, 0)− [D(Z)]−1 ◦ T s(Z)(hX(α)),
where TX+ is the transition map of X given by (29) (with ai = 0) and [D(Z)]
−1 ◦
T s(Z) is given by (30). Thus, it follows from (31) that
S−(Z, α, β) = λ0(Z)− c˜(Z)− d˜(Z)α2 +O2(α)
= β − d˜(Z)α2 +O2(α).
Following the same steps of the proof of Proposition 6, we obtain the result. 
A complete description of the bifurcation diagram of a nonsmooth vector field
Z0 satisfying the hypotheses of Theorem E is achieved by combining Theorem
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E, Propositions 5, 6 and 7, and noticing that Z has a visible-invisible fold-fold
singularity at the origin if, and only if, α(Z) = 0. This bifurcation diagram is
illustrated in Figure 6.
Remark 11. Suppose that Z0 has a Σ-polycycle Γ0 satisfying conditions (V I)
with n ≥ 1. If the first return map P0 defined around Γ0 has a hyperbolic fixed
point, then a similar analysis can be performed in order to describe the bifurcation
diagram of the unfolding of Γ0.
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