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American pattern and blocking modes. The respective roles 
of potential vorticity sources, stationary Rossby waves and 
baroclinic instability on the dynamics of these circulation 
modes are shown to be reflected by the seasonal variations 
of the waveguides, where Rossby wave sources and baro-
clinic disturbances are largely contained within the wave-
guides and with little direct evidence of sustained remote 
tropical influences on persistent synoptic features. Warm 
surface temperature anomalies are strongly connected with 
regions of upper level divergence and anticyclonic Rossby 
wave sources. The persistent states identified reveal signifi-
cant variability on interannual to decadal time scales with 
large secular trends identified in all sectors apart from a 
region close to South America.
Keywords Atmospheric teleconnections · Baroclinic 
instability · Rossby waves · Waveguides · Regimes · 
Secular trends
1 Introduction
The importance of the formation (onset) and decay of 
persistent coherent features to understanding the predict-
ability of the midlatitude synoptic atmospheric circulation 
has been recognised since the earliest days of numerical 
weather prediction (Charney 1947; Eady 1949; Phillips 
1954). Such features are described in meteorology as tel-
econnection patterns and are often associated with regional 
patterns of the leading eigenvectors obtained via singu-
lar value decomposition (Barnston and Livezey 1987). 
Eigenvector methods, such as empirical orthogonal func-
tions (EOFs) (Lorenz 1956; Hannachi et al. 2007), gener-
ally assume that the timeseries in question is statistically 
stationary, decomposing the data according to modes that 
Abstract We identify the dynamical drivers of system-
atic changes in persistent quasi-stationary states (regimes) 
of the Southern Hemisphere troposphere and their secular 
trends. We apply a purely data-driven approach, whereby 
a multiscale approximation to nonstationary dynamical 
processes is achieved through optimal sequences of locally 
stationary fast vector autoregressive factor processes, to 
examine a high resolution atmospheric reanalysis over the 
period encompassing 1958–2013. This approach identi-
fies regimes and their secular trends in terms of the pre-
dictability of the flow and is Granger causal. A compre-
hensive set of diagnostics on both isentropic and isobaric 
surfaces is employed to examine teleconnections over the 
full hemisphere and for a set of regional domains. Compos-
ite states for the hemisphere obtained from nonstationary 
nonparametric cluster analysis reveal patterns consistent 
with a circumglobal wave 3 (polar)–wave 5 (subtropical) 
pattern, while regional composites reveal the Pacific South 
 * Terence J. O’Kane 
 terence.okane@csiro.au
 James S. Risbey 
 james.risbey@csiro.au
 Didier P. Monselesan 
 didier.monselesan@csiro.au
 Illia Horenko 
 illia.horenko@usi.ch
 Christian L. E. Franzke 
 christian.franzke@uni-hamburg.de
1 CSIRO Oceans and Atmosphere, Hobart, Australia
2 Universita della Svizzera, Italiana, Lugano, Switzerland
3 Meteorological Institute and Center for Earth System 
Research and Sustainability, University of Hamburg, 
Hamburg, Germany
T. J. O’Kane et al.
1 3
maximise the variance. From conceptual and mathematical 
viewpoints, such methods do not account for the relative 
persistence of spatially coherent structures and are entirely 
framed in terms of the stationary (i.e., time-independent) 
covariances (correlation). Nevertheless, eigenvector meth-
ods can give robust results for some of the leading modes 
of the midlatitude tropospheric circulation, but higher order 
modes that explain progressively less variance are harder to 
interpret (see Risbey et al. (2015) for a more complete dis-
cussion). Accurate characterisation of atmospheric block-
ing in the Southern Hemisphere (SH) for example requires 
at least the leading nine EOFs (O’Kane et al. 2013). In 
the application of dynamical systems theory to the mid-
latitude atmospheric circulation (Legras and Ghil 1985), 
quasi-stationary structures are most commonly referred to 
as regimes and or persistent or metastable states. The exist-
ence of multiple equilibria in terms of blocked or zonal 
states in the troposphere was first proposed by Charney and 
DeVore (1979) (see also the more recent re-examinations of 
Lorenz 2006; Zidikheri et al. 2007).
It is generally accepted that the circulation is not statis-
tically stationary and both secular trends in persistence as 
well as evolving structural changes to atmospheric telecon-
nections in response to combined natural variability and 
external forcings such as anthropogenic CO2 may be pre-
sent (Freitas et al. 2015; Franzke et al. 2015). Ideally, one 
would like to formulate nonstationary timeseries analysis 
methods in terms of the predictability of the flow and not 
infer causal relationships from correlations (Granger 1988; 
Gerber and Horenko 2014). To this end, the finite element, 
bounded variation, non-parametric vector autoregres-
sive factor method (FEM-BV-VARX) has been developed 
for general non-stationary time series (Horenko 2010a, 
b, 2011; Metzner et al. 2012). Using a general variational 
framework including regularisation, the approach is to fit 
vector autoregressive models to the data to simultaneously 
estimate metastable states and the most probable transi-
tions between them (Akaike 1974; Burnham and Ander-
son 2002). Information Theory is employed to determine 
the optimal set of model parameters and account for par-
simony. The method is general and can be applied to Ber-
noulli, Markov and non-Markovian processes, where unre-
solved scales are parameterised as a stochastic process. 
Importantly, it makes no a priori probabalistic assumptions 
about the structure of the data, except that the flow switches 
between a finite number of persistent states or regimes i.e. 
the method is non-parametric. Here we apply the FEM-BV-
VARX methodology making comparison to teleconnec-
tions determined by EOF/PCA where appropriate.
The generation and propagation of Rossby waves is 
integral to describing how coherent structures form in the 
atmosphere on synoptic timescales. There are two prevail-
ing paradigms for understanding the propagation of these 
waves and their role in the formation of quasi-stationary 
structures in observed atmospheric patterns. The first 
arose from linear wave theory in a barotropic atmosphere 
i.e. Rossby wave propagation through a horizontally vary-
ing medium (Hoskins and Karoly 1981; Branstator 1983; 
Hoskins and Ambrizzi 1993). In particular Hoskins and 
Karoly (1981) and later Karoly (1983) applied ray tracing 
to consider the propagation of stationary planetary waves 
in a zonally symmetric barotropic atmosphere. These stud-
ies, based on linear-steady state assumptions, show the cru-
cial role of subtropical forcing in the westerly wind region 
to middle latitude dynamics, and that stationary waves 
appear in response to slowly time varying forcing. Using 
a baroclinic model with anomalous tropical heating, Qin 
and Robinson (1993) determined that for the extratropics 
there exists a balance between vortex stretching and vor-
ticity advection by the nondivergent flow, largely due to 
geostrophy, and that baroclinic features are essential for 
the organisation of coherent Rossby wave souces. Later it 
was determined that the subtropical and polar jet streams 
act as wave guides for the main stationary Rossby wave 
activity (Hoskins and Ambrizzi 1993; Ambrizzi et al. 1995; 
Ambrizzi and Hoskins 1997). More recently Li et al. (2015) 
used the ray tracing method to examine the role of station-
ary Rossby waves generated by tropical Atlantic sea surface 
temperature changes and circulation anomalies around Ant-
arctica during austral winter. In this paradigm Rossby wave 
propagation is considered in the stationary case where it is 
assumed that the background flow is stable to small pertur-
bations—therefore requiring a source, usually in the form 
of anomalously large and persistent thermal or sea surface 
temperatures (SST), for Rossby wave generation.
The second paradigm proposed by Frederiksen (Fred-
eriksen 1982, 1983; Frederiksen and Webster 1988) and 
supported by the observational studies of Dole (Dole and 
Gordon 1983; Dole 1986) and those of Colucci (Colucci 
1985, 1987), assumes that the background flow is unstable 
to small perturbations and that coherent features may form 
where instabilities grow and become resonant with Rossby 
waves. Where Rossby waves interact strongly with topog-
raphy (topographic trapping), such resonant interactions 
are more likely to occur and the flow transitions from zonal 
to blocked are more probable. In this paradigm, growing 
baroclinic instabilities are largely responsible for the onset 
of the coherent structure. Both paradigms support the idea 
that barotropic instability, often in the form of potential 
vorticity generation due to Rossby waves breaking on the 
mature coherent structure (Luo et al. 2014), determines 
persistence and that the jets, influenced by meridional tem-
perature gradients, act as waveguides.
Modern ensemble weather prediction on synoptic scales 
is based on generating an ensemble of deterministic fore-
casts where the initial perturbation vectors are chosen to 
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capture flow-dependent information about the determin-
istic chaotic system i.e. this approach is essentially based 
on projections onto the low dimensional subspace of the 
dynamically-relevant growing unstable modes (Pazo et al. 
2010). Such modes may grow linearly along directions 
defined by singular vectors—perturbations with optimal 
linear growth over a specified time interval (Molteni et al. 
1996), or nonlinearly, along bred vectors and generalisa-
tions thereof (Toth and Kalnay 1997; O’Kane and Frederik-
sen 2008; Bowler et al. 2009; O’Kane et al. 2008). As such, 
modern weather prediction is based on the assumption that 
the flow is unstable to small perturbations.
Using a combination of one point correlation and the 
leading EOFs of 300 hPa streamfunction, Branstator (2002) 
showed that the NH jet stream acts as a waveguide to pro-
vide meridional trapping of a zonally elongated wave 5 
pattern. Risbey et al. (2015) found a similar circumpolar 
waveguide pattern via application of FEM-BV-VARX to a 
suite of atmospheric reanalyses including a high latitude 
node over northern Europe. They further showed that FEM-
BV-VARX could recover all the major empirical indices 
of the NH teleconnection patterns as well as their secular 
trends thus providing a unified stochastic modelling frame-
work. In the SH, the circumpolar wave guide has a predom-
inantly wave 3–wave 5 pattern due to the ever present polar 
jet and the establishment of the winter time subtropical jet. 
Freitas and Ambrizzi (2012) showed the impact of changes 
in Hadley Cell intensity on stationary Rossby wave propa-
gation in the SH extratropics including the zonal wave 3 
Pacific South American (PSA) wave train emanating from 
the subtropical central-west Indian Ocean across to the 
north of South America within the polar jet. Ding et al. 
(2012) postulated that the link between the Southern Annu-
lar Mode (SAM) and the PSA in the Pacific is due to the 
forced response to tropical SST anomalies manifesting as a 
geographically fixed active Rossby wave source to the east 
of Australia within the core of the subtropical jet.
O’Kane et al. (2013) applied the FEM-BV-VARX to the 
low resolution NCEP v1 reanalysis data set encompassing 
the period 1948–2009. They characterised the changes in the 
metastability of the Southern Hemisphere 500-hPa circula-
tion as a regime transition from a period prior to 1978 domi-
nated by switching between positive and negative phases 
of a hemispheric midlatitude wave 3 blocking state to one 
post-1978 where there is a strong secular trend toward the 
positive SAM phase which replaces the negative phase of the 
hemispheric wave 3 pattern to be the preferred metastable 
state. Franzke et al. (2015) applied the FEM-BV-VARX to 
systematically attribute these secular trends using both the 
NCEP v1 reanalysis and observational radiative forcing data 
from all seasons. They showed observational evidence that 
anthropogenic greenhouse gas concentrations have been the 
major driver of these secular trends in the SAM and blocking 
when all seasons are considered, suggesting that the recovery 
of the ozone hole might delay the signal of global warming 
less strongly than previously thought.
Here we are interested to examine the high resolu-
tion JRA-55 reanalysis in order to try to resolve coherent 
structures within the subtropical jet and to identify secular 
trends over recent decades. We are particularly interested 
to consider systematic changes in stationary Rossby wave 
propagation and their regional sources, including the role 
of tropical SSTs as compared to the spatial and temporal 
characteristics of baroclinic instability over recent dec-
ades. We consider the respective roles of meridional tem-
perature gradients and topography on the position of the 
waveguides, on sources of stationary Rossby waves and 
their propagation, on the spatio-temporal characteristics of 
coherent structures in relation to the nodes of the circum-
polar waveguide and on the role of barotropic instability 
through the generation of anomalous potential vorticity. We 
further examine the flux of pseudo-momentum and infer 
changes in convection through the velocity potential. We 
employ a comprehensive set of diagnostics on both isen-
tropic and isobaric surfaces applied to the full SH as well 
as to the major regions corresponding to the Pacific, Aus-
tralian–New Zealand, Indian and South American sectors.
The structure of the paper is as follows: The FEM-BV-
VARX method and computational details are described in 
Sect. 2. The reanalysis data and diagnostics are described 
in Sect. 3. The results, discussion, summary and conclu-
sions are in Sects. 4 and 5 respectively.
2  Method
Although relatively recently developed, the Finite Element 
Bounded Variation Vector Auto-Regressive with eXter-
nal factors (FEM-BV-VARX) method is now well docu-
mented (Horenko 2009; Metzner et al. 2012) and proven 
in the literature to be of utility in application to the mid-
latitude atmosphere (Horenko 2010a, b, c; O’Kane et al. 
2013; Risbey et al. 2015; Franzke et al. 2015) and bound-
ary layer (Vercauteren and Klein 2014). Here we provide 
only a brief outline of the method and refer interested 
readers to the citations provided. We apply the FEM-BV-
VARX analysis to the full Southern Hemisphere region and 
to a set of regional sectors broadly corresponding to those 
where well defined atmospheric teleconnections are known 
to occur e.g. blocking and the PSA for example. We apply 
the FEM-BV-VARX to daily observational (reanalysis) 
500 hPa geopotential height anomalies—Z ′g500 hPa—cal-
culated as deviations from the daily climatological mean. 
The dimensionality of the Z ′g500 hPa data is reduced using 
principal component analysis (PCA) from which the lead-
ing twenty PCs are taken. Previous studies have shown that 
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this reduction is sufficient to characterise the persistent tel-
econnections of the tropospheric circulation (O’Kane et al. 
2013; Risbey et al. 2015).
Here we apply PCA only to reduce the dimensionality of 
the data. We make no use of the spatial EOF patterns and so 
avoid the problems associated with questions of stationarity. 
In principle as long as we have considered sufficiently many 
modes to capture the underlying dynamics of the large scale 
atmospheric patterns and assuming that the unresolved 
scales can be approximated by a stochastic term then our 
analysis should be robust. In fact O’Kane et al. (2013) have 
shown that the leading nine modes are sufficient to capture 
the annular mode and midlatitude coherent blocking struc-
tures. At issue is whether we can represent the unresolved 
modes by a stochastic noise term that projects onto the 
resolved scales. A further complication is that inclusion of 
more PCs renders the problem increasingly ill-posed given 
the length of data available. Here we make the pragmatic 
choice to limit the dimensionality to 20 PCs. From our cal-
culations with 20 PCs the more crucial issue was being able 
to use a sufficiently large number of annealing steps.1
The FEM-BV-VARX approximates dynamical processes 
by a stochastic model of the form:
where Θ(t) = (µ(t),A(t),B(t),C(t)) is the vector of time 
dependent model parameters with mean µ(t). φ1 is in gen-
eral a nonlinear function connecting present and past obser-
vations (xt−τ , . . . , xt−mτ ), but here we take it to be the lin-
ear autoregressive factor model. φ2(ut) is an external factor 
function, and C(t) couples the non-parametric, independ-
ent and identically-distributed (i.i.d.) noise process ǫt to 
the analysed time series (hereby modelling the impact of 
unresolved subgrid-scale effects). Time dependence of the 
1 More generally FEM-BV-VARX is formulated to expressly deal 
with the presence of unresolved external covariates (that are not 
statistically-independent or identically distributed). Such covariates 
may result in the non-stationarity and non-homogeneity of the result-
ing data-driven statistical models and may manifest in the presence 
of secular trends and/or in regime-transition behavior. By covariate 
we not only mean external forcings (for a more complete discussion 
see the companion paper by Franzke et al. 2015) but also unresolved 
physical processes and scales such as due to EOF truncation. This 
may then introduce problems when applying the standard stationary 
approaches common to machine learning and statistics (Wiljes et al. 
2014). In the context of this paper, this issue plays a very important 
role when analyzing atmospheric data since many of the potentially-
relevant covariates might not be available explicitly in the set of 
covariates that we have chosen for testing. Therefore, when deploy-
ing statistical time series analysis methods, they should be capable 
of dealing with non-stationarity and non-homogeneity issues that 
emerge in the models as a result of these systematically-missing (and 
potentially-important) external influences.
(1)
xt = µt + A(t)φ1(xt−τ , . . . , xt−mτ )+ B(t)φ2(ut)+ C(t)ǫt
model parameters Θ(t) is also induced by the influence 
of the unresolved scales and leads to regime transitions in 
many realistic systems. While a posteriori inspection of 
residuals histograms showing log-normal distribution vali-
dates this a priori assumption, it is important to point out 
that the assumption of “white” noise is made for conveni-
ence and is not an a priori requirement for applying the 
FEM-BV-VARX method.
Importantly and specifically we refer not to the uncon-
ditional probability to describe the data by the model i at 
time t (that would indeed require going through all times 
between 0 and T) but the conditional one, measuring this 
probability just at time t when all other information at all 
other time instances t′ are kept fixed. For a given number, 
K, of clusters and fixed maximal time lag, m, the method 
minimises the distance of the model trajectory (of model 
metric g) at each time, t, to one of K model clusters. The 
model affiliation vector
of time dependent weights is such that the model distance 
function g(.) can be expressed as a linear combination of 
local model distance functions. No explicit assumptions on 
the parametric form of observables distributions are made. 
The only assumption is that a scalar process describing the 
time-dependent error of the inverse problem is i.i.d.2
(2)Γ (t) = γ1(t), γ2(t), . . . , γK (t)
2 In the context of the application of FEM-BV-VARX to the attribu-
tion of observed Southern Hemisphere circulation trends to external 
forcing and internal variability using atmospheric reanalysis data 
and observed forcing data we have undertaken substantive test of the 
applicability of AIC. Specifically application of the AIC is equivalent 
to assuming that the scalar-valued squared model errors are χ2-dis-
tributed and that the vector-valued FEM-BV-VARX model errors are 
Gaussian i.e. dependent on the residuals having a log-normal distribu-
tion. This assumption was tested using a non-parametric information-
theoretic algorithm from Metzner et al. (2012) and found that for all 
of the model errors ǫt the most optimal parametric family was indeed 
the log-normal distribution. Additionally the log-normal distribution 
was fitted to the model errors, the respective log-likelihoods com-
puted and used to calculate the AIC for the non-stationary models. 
Comparable results were found using Akaike Information Criteria 
Corrected (AICc) and the Bayesian Information Criteria (BIC). The 
two latter criteria take also the size of the statistics into account and 
are derived under very different mathematical assumptions than the 
AIC. This further confirmed our results, demonstrating that they are 
not induced by the implicit assumptions necessary for the informa-
tion criteria applicability. Results based on analysis of secular trends 
in the Southern Annular Mode and planetary wave-3 from the NCEP 
V1 reanalysis and observed external covariates published in Franzke 
et al. (2015), show the most informative nonstationary model that 
emerged using the AIC criteria (with posterior probability almost 
equal to one in each case) when all seasons are considered was the 
model with CO2 and memory of 3 days. A similar analysis of the 
JRA55 reanalysis (unpublished) shows CO2 to be the major driver 
of the observed secular trends in the subtropics in general agreement 
with the modelling study of Freitas et al. (2015).
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Following Horenko (2011) we will assume that for 
any t ∈ [0, T ] the global time-dependent (non-stationary) 
model distance functional g[xt , θ(t)] : Ψ ×Ω → [0,∞) 
can be represented as a convex linear combination of 
K ≥ 1 stationary model distance functionals—that is, 
model functionals dependent on some constant (time-
independent) local model parameters θi ∈ Ω , i = 1, . . . ,K 
chosen according to some time-dependent probabilities 
(or model affiliations) Γ (t). Γ (t) together with θ1, . . . , θK 
are jointly obtained from the numerical optimisation 
given by Eq. 3. The method treats the clustering of non-
stationary multidimensional data, xt ∈ Rd as a minimisa-
tion problem:
subject to convexity constraints 
∑K
i=1 γi(t) = 1, ∀t ∈ [0, T ] 
and γi(t) ≥ 0, ∀t ∈ [0, T ], i = 1, . . . ,K .
To select the proper order parameters for the VARX 
model, the optimal functional for external factors in Eq. 1 
and to account for parsimony we apply information theo-
retic criteria. Specifically, we apply the Akaike Information 
Criteria (Akaike 1988) to assess the goodness of fit relative 
to the number of fitted parameters or external factors used, 
allowing one to find the model that is least over-fitting 
while best fitting the analysed data. In practice the lowest 
Akaike Information Criterion (AIC) value is chosen, where 
AIC = −2logLmax + 2M with Lmax the maximum log like-
lihood achievable by the model and M the number of free 
parameters. The optimal model for the number of clusters, 
K, with a given persistency threshold determined in this 
way is the best fitting model with the fewest free param-
eters (Metzner et al. 2012).
The number of different spatio-temporal clusters K, the 
model parameters to be chosen, such as memory depth 
and number of PCs, and the indicator functions γk(·) sig-
nalling activation of the respective models, are all deter-
mined simultaneously in a global optimisation procedure. 
This yields a judicious compromise between low residuals 
in reproducing the data of a training set on the one hand, 
and the demand for the smallest-possible overall number 
of free parameters of the complete model on the other. 
The resulting FEM-BV-framework is essentially parame-
ter free apart from the overall number of optimisation rep-
etitions (annealing steps) with different randomly-chosen 
initial values Γ  or Θ for parameter optimisation. Increas-
ing this number reduces the probability of getting trapped 
in one of the local minima of L (for NC > 0), simultane-
ously linearly increasing the amount of computations. 
Therefore, the number of annealing steps should be cho-
sen carefully, dependent on the available computational 
(3)L(Θ ,Γ ) =
T∑
t=0
K∑
i=1
γi(t)g(xt , ut , θi)→ min(Γ (t),Θ)
resources and the size of the data to be analysed. We have 
considered 4, 8, 16, 32, 64, 128 and 256 annealing steps 
in order to rigorously test sensitivity to this parameter 
choice. We found qualitative agreement between 64, 128 
and 256 annealing steps with 256 representing the limits 
of our computational resources. We show only results for 
256 annealing steps and the FEM-BV-VARX conducted 
using Z ′g 500 hPa data.
A key output of the FEM-BV-VARX method is the pos-
terior model affiliation sequence (or Viterbi path) describ-
ing the most likely cluster state, i, of the system at each 
time. From the Viterbi path one can construct composites 
by averaging x, here corresponding to 500 hPa anomalies, 
over all times when the system is in each of the respective 
cluster states i = 1, . . . ,K . Specifically the ith compos-
ite here is the average of state space vectors x conditioned 
on γi(t) = 1 and conditioned on the season or annually as 
appropriate. For each of our domains, K = 2 cluster states 
were obtained, corresponding to the positive and negative 
phases of the dominant quasi-stationary teleconnection 
modes. The composites show the spatial structure of each 
metastable state. The Viterbi path also allows a construc-
tion of the residence behaviour of the system in switching 
between each cluster state and allows for the identification 
of secular trends. Composites for each metastable state 
were constructed for each of the seasons (DJF, MAM, JJA, 
SON) and for a comprehensive set of diagnostic variables.
3  Data and diagnostics
3.1  JRA‑55 reanalysis
We analyse the Japanese 55-years Reanalysis (JRA-55) 
conducted by the Japan Meteorological Agency (JMA). 
JRA-55 covers the global radiosonde period from 1958 
through to 2013 and is the first to apply four-dimensional 
variational analysis to this period. The JRA-55 was car-
ried out with the express goal to address issues found in 
previous reanalyses and to produce a comprehensive 
atmospheric dataset suitable for studying multidecadal 
variability and climate change. Details of the JRA-55 are 
described by Kobayashi et al. (2015) including the obser-
vations assimilated, data assimilation system, and forecast 
model including the basic characteristics of the JRA-55 
product. JRA-55 was produced with JMAs operational 
data assimilation system at TL319 resolution with major 
improvements including a reduced cold bias in the lower 
stratosphere and a mitigated dry bias in the Amazon basin. 
We found our results were generally replicated in sensitiv-
ity studies using Zg 500 hPa fields from the ERA interim rea-
nalysis which is of comparable resolution to JRA-55.
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3.2  Diagnostics
In order to examine the dynamics of persistent states iden-
tified using the FEM-BV-VARX framework we employ a 
comprehensive set of diagnostics, applied to daily mean 
data on both isentropic and isobaric surfaces. Specifi-
cally, we consider on the 500 hPa isobaric pressure sur-
face, streamfunction ψ500 hPa(m2 s−1), eddy streamfunc-
tions in terms of the deviation from the zonally averaged 
streamfunction ψeddy500 hPa(m
2 s−1) and geopotential height 
Zg 500 hPa(m). On the 300 hPa isobaric pressure surface, 
we consider u-winds u300 hPa(ms−1), velocity potential 
χ300 hPa(m
2 s−1) and divergent winds vχ300 hPa(ms−1), 
Rossby wave source RWS300 hPa(s−2) and wave activity 
flux W300 hPa (m2 s−2). As a measure of baroclinic instabil-
ity, we calculate the Phillips criterion PCr at 300–700 hPa 
(ms−1). On the 320 K isentropic θ surface, we examine 
potential vorticity PV320K(m2 s−1K kg−1). Unless other-
wise stated all anomalies are w.r.t. the daily climatological 
mean i.e. deviations from the daily climatological mean 
value for the period 1958–2013 inclusive. In the following 
sections we describe the diagnostic utility of each.
3.2.1  Geopotential height, streamfunction and potential 
vorticity
Geopotential height has units of meters and is defined as 
Zg = gz, where g is gravity and z the vertical coordinate 
in the direction normal to the geopotential surface (Vallis 
2010). Here, we will consider Zg on the 500 hPa surface 
i.e. Zg 500 hPa, as this represents the middle of the tropo-
sphere. The streamfunction is related to the relative vor-
ticity by the Laplacian ζ = ∇2ψ and is a measure of the 
large scale flow. Hoskins (1991) referred to the region of 
the tropopause between the 270 and 380 K isentropes as 
the “Middleworld”, where Rossby waves can couple giv-
ing rise to baroclinic instability. Here, we consider poten-
tial vorticity on the 320 K isentrope i.e. PV ′320K. Liniger 
and Davies (2004) (their Fig. 1) show that, for the clima-
tological Northern winter, the 300 hPa pressure and 310–
320 K θ-potential temperature isentropes intersect with 
the 2PVU = 2× 10−6 m2s−1K kg−1 surface, otherwise 
referred to as the dynamic tropopause, at ≈45°N latitude. 
In the SH, this intersection undergoes a significant meridi-
onal displacement from the subtropics in the winter to high 
latitudes in the summer consistent with the splitting of the 
wintertime midlatitude jet.
3.2.2  Phillips criterion
As a simple diagnostic for incipient baroclinic instability, we 
apply the Phillips Criteria (PCr) (Phillips 1954) in terms of the 
shear between the horizontal winds u at 300 and 700 hPa as
where σ  is the static stability for a given basic (climato-
logical) state, typically calculated as 1/2(θ300 − θ700) 
where θ is the potential temperature at 300 and 700 hPa. 
cp = 1004 J deg
−1 kg−1, is the specific heat of air at constant 
pressure, Ω = 7.292× 10−5 rad s−1, is the earth’s angular 
speed of rotation, bκ = 0.124 is a dimensionless constant, 
a = 6.371× 106 m, is the radius of the earth and φ is lati-
tude. Positive values are indicative that the flow is unstable to 
small perturbations i.e. that the mid-tropospheric atmosphere 
is unstable to storm development. In addition we will consider 
the anomalous PCr w.r.t. its daily climatological values. PCr 
is in units of ms−1.
3.2.3  Velocity potential and Rossby wave source
The velocity potential χ (units m2 s−1) describes the divergent 
irrotational part of the horizontal velocity field v via the Pois-
son equation ∇ · v = ∇2χ (Lynch 1988). Negative upper level 
velocity potential values are indicative of diverging winds and 
rising air whereas positive values identify regions of converg-
ing winds and subsiding air beneath. Anomalously positive 
(negative) values are indicative of weak (deep) convection 
and reduced (enhanced) precipitation respectively. Divergent 
winds are indicated by the vector components of vχ = ∇χ .
(4)PCr = u
300 − u700 −
bκcpσ
aΩ
cosφ
sin2 φ
≥ 0,
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Fig. 1  Diagram of sectors on which the FEM-BV-VARX is applied. 
Including the full hemisphere 0°–360°, sectors are considered in an 
anti-clockwise direction starting with the Australian−New Zealand 
sector 150°W–110°E, Indian sector 120°E–0°, South American sector 
0°–120°W and finally the Pacific sector 60°W–150°E
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Sardeshmukh and Hoskins (1988) used the RWS to 
examine the mechanisms by which the mid-latitude circula-
tion might respond to changes associated with tropical con-
vection. The RWS may be simply derived from the baro-
tropic vorticity equation as follows:
(5)
(
∂
∂t
+ v · ∇
)
ζ = −ζ∇ · v
where ζ is the absolute vorticity i.e. ζ = ξ + f  where ξ is the 
relative vorticity and f is the Coriolis parameter. v is the wind 
velocity vector and ∇ is the gradient operator. Now by the 
Helmholtz theorem the wind velocity vector can be decom-
posed in terms of its divergent (irrotational) component, 
obtained from the velocity potential χ , and rotational terms i.e.
(6)v = ∇χ + k ×∇ψ
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Fig. 2  A comparison of FEM-BV-VARX composite (stationary) 
states to an EOF analysis of RWS300 hPa over the SH. a Climatologi-
cal RWS300 hPa (shaded) and FEM-BV-VARX RWS300 hPa state 1 (con-
tours) in winter and summer in units of s−2. b, c Leading two EOF 
patterns corresponding to the dominant propagating RWS300 hPa mode 
in winter and summer (shaded). FEM-BV-VARX states 1 and 2 for 
the anomalous RWS′300 hPa (contours). All fields are centred with the 
shaded fields coloured according to the colour bars shown. The con-
toured fields (solid—positive values; dashed—negative values) are 
partitioned according to the lower colour bar partitions and the max 
(min) values for the shaded (top value) and contoured (bottom value) 
fields are shown in the top right corner of each of the panels. Unless 
indicated otherwise, in all figures to follow we will use this labelling 
convention
T. J. O’Kane et al.
1 3
annual 1
streamfunction’ 500hPa (shaded) : eddy streamfunction’ (contours) : wave activity flux (vectors) : Southern Hemisphere
La
tit
ud
e 
o
Longitude oE
0 60 120 180 240 300
−80
−60
−40
−20
0 annual 2
1439211
Longitude oE
0 60 120 180 240 300
1430083
annual 1
potential vorticity (shaded) : 500hPa geopotential (contours) : wave activity flux (vectors) : Southern Hemisphere
La
tit
ud
e 
o
Longitude oE
0 60 120 180 240 300
−80
−60
−40
−20
0 annual 2
1.8146e-7
Longitude oE
0 60 120 180 240 300
16
 ’
annual 1
Phillips criterion (shaded) : u-wind  (contours) : Southern Hemisphere
La
tit
ud
e 
o
Longitude oE
0 60 120 180 240 300
−80
−60
−40
−20
0 annual 2
1
Longitude oE
0 60 120 180 240 300
2
 ’ ’  
’ ’
annual 1
velocity potential’(shaded) : Rossby wave source’ (contours) : divergent wind’ (vectors): Southern Hemisphere
La
tit
ud
e 
o
Longitude oE
0 60 120 180 240 300
−80
−60
−40
−20
0 annual 2
231559
Longitude oE
0 60 120 180 240 300
6.6975e-11
(a)
(b)
(c)
(d)
On the dynamics of persistent states and their secular trends in the waveguides of the...
1 3
then Eq. 5 may be written as
as
where the divergence of the rotational wind component is 
zero.
The RWS (units s−2) is simply defined as the RHS of 
Eq. 10. In component form this is
where the first term on the RHS of Eq. 14 is the vortex 
stretching term describing the generation of vorticity by 
the horizontal divergence, whereas the second describes the 
advection of absolute vorticity by the divergent flow.
The RWS is largest in regions where divergent winds and 
gradients in absolute vorticity are largest. As discussed by 
Shimizu and de Albuquerque Calvalcanti (2011), this may 
occur in the jet stream regions where large gradients in 
(7)= vχ + vψ
(8)
(
∂
∂t
+ vψ · ∇ + vχ · ∇
)
ζ = −ζ
[
∇ · vψ +∇ · vχ
]
(9)
(
∂
∂t
+ vψ · ∇
)
ζ = −ζ∇ · vχ − vχ · ∇ζ
(10)= −∇ · (vχζ )
(11)∇ · v = ∇ · vχ +∇ · vψ
(12)= ∇ · vχ
(13)
RWS = −
[
ζ
∂
∂x
vχ i · i+ ζ
∂
∂y
vχ j · j
]
−
[
vχ i ·
∂ζ
∂x
i+ vχ j ·
∂ζ
∂y
j
]
(14)= −ζ
[
∂u
∂x
+
∂v
∂y
]
− vχ · ∇ζ
vorticity occur or poleward of diabatic tropical heating. In 
the SH, negative (positive) values indicate cyclonic (anticy-
clonic) Rossby wave sources and convergence (divergence). 
Similar to Freitas and Ambrizzi (2012), we will further con-
sider the time evolving anomalous RWS as being due to the 
anomalous divergence w.r.t. the daily climatological mean 
i.e. RWS′ = RWS − �RWS�. This approach differs some-
what from that of Sardeshmukh and Hoskins (1988), who 
considered linearised dynamics about a mean ambient flow 
i.e. RWS′ = −∇ · (v′χζ )−∇ · (vζ
′
χ ).
3.2.4  Wave activity flux
Plumb (1986) first analysed the zonal propagation of tran-
sient eddies embedded on a zonally asymmetric basic state 
i.e. propagation of a wave packet relative to the time-mean 
flow, defining an equation for the flux of wave activity 
pseudomomentum. This approach is based on a conserva-
tion law representing three-dimensional wave propagation, 
where the wave-activity flux is free from any oscillatory 
component (Plumb 1985), and has been routinely applied 
to analyse large scale stationary disturbances in the tropo-
sphere e.g. (Karoly et al. 1989). We consider the horizon-
tal components of the wave activity flux vector based on 
the daily climatological horizontal wind vector components 
U and V and the anomalous stream function at 300 hPa, 
using the more general formulation described by Takaya 
and Nakamura (2001) and applicable for either stationary 
or migratory quasigeostrophic eddies on a zonally varying 
basic flow. i.e.
Here we use W (units m2 s−2) to analyse the instantane-
ous propagation of a wave packet associated with both 
stationary and migratory eddies in the observed mid-trop-
ospheric flow. An important point is that the formulation 
of Takaya and Nakamura (2001), based on an approxi-
mate conservation relation of wave-activity pseudomo-
mentum, allows the clean separation between the clima-
tological time-mean flow and anomalies embedded on it. 
In the results that follow, we will consider composites of 
W according to the posterior model affiliation sequence 
as determined by the FEM-BV-VARX methodology. We 
will also show that, as W′ is quadratic and for sufficient 
sampling (here we are using ≈55 years of daily data), 
the anomalous W′ w.r.t. the climatological daily mean, 
further allows one to identify regions of divergence and 
convergence of momentum associated with the rotational 
component of the flow.
(15)
W =
1
2|U|
[
(U(ψ ′2x − ψ
′ψ ′xx)+ V(ψ
′
xψ
′
y − ψ
′ψ ′xy))i
+ (U(ψ ′xψ
′
y − ψ
′ψ ′xy)+ V(ψ
′2
y − ψ
′ψ ′yy))j
]
.
Fig. 3  Annual composites based on the FEM-BV-VARX model 
affiliation sequence. All fields are centred and shaded/contoured 
according to the color bar partitions shown. The max (min) values 
are shown in the top right corner of each panel with the upper num-
ber corresponding to the shaded variable and the lower the contoured 
variable. Dashed lines indicate negative values. a streamfunction 
anomalies on the 500 hPa isobaric pressure surface ψ500 hPa (shaded) 
units m2 s−1, eddy streamfunction anomalies calculated from stream-
function at 500 hPa in terms of zonal asymmetries ψ ′ eddy500 hPa (contours) 
in units m2 s−1 and wave activity flux W300 hPa (vectors) in units 
m2 s−2. b Potential vorticity anomalies on the 320 K isentropic θ 
surface PV ′320K (shaded) in units m
2s−1 K kg−1, 500 hPa geopoten-
tial height anomalies Z ′
g 500 hPa
 (contours) in units m and anoma-
lous wave activity flux W′300 hPa (vectors) on the 300 hPa isobaric 
surface. c Anomalous Phillips criterion PCr′(shaded) in units ms−1 
and anomalous u-winds at 300 hPa u′300 hPa (contours) in units ms
−1. 
d Anomalous 300 hPa velocity potential χ ′300 hPa (shaded) in units 
m2 s−1, anomalous 300 hPa Rossby wave source RWS′300 hPa (con-
tours) in units s−2 and divergent winds v′χ300 hPa in ms
−1
◂
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4  Results and discussion
In this section we consider the manifestation of quasi-
stationary persistent states in the SH and in each of the 
regional sectors defined in Fig. 1. In the figures and dis-
cussion that follows ′ indicates anomaly from the daily cli-
matological mean. For each of the sectors the composites, 
generated from the posterior model affiliation sequence 
from the respective FEM-BV-VARX sector calculations, 
are displayed on the full hemispheric domain.
4.1  SH circumpolar and subtropical waveguides
Branstator (2002) showed that the Northern Hemisphere 
(NH) jet stream acts as a waveguide allowing the meridi-
onal trapping of disturbances that can become zonally elon-
gated and teleconnected around the hemisphere. Risbey 
et al. (2015) showed that the FEM-BV-VARX cluster states 
for the Northern Hemisphere domain (their Fig. 7) exhibit 
a midlatitude waveguide, spanning much of the hemisphere 
and displaying a wave 5 pattern in the jetstream waveguide, 
with a high latitude node over northern Europe, closely cor-
responding to the circumpolar waveguide pattern (CWP) 
mode identified by Branstator (2002). Here we focus on the 
SH circumpolar waveguide pattern.
In order to illustrate the utility of the nonstationary data 
analysis method to more standard approaches, we compare 
FEM-BV-VARX states of RWS300 hPa composited over the 
entire reanalysis period from the model affiliation sequence. 
For ≈55 years of daily data, these states are close to the spa-
tial patterns of the stationary states and can be compared 
to an EOF analysis of RWS300 hPa over the SH. In Fig. 2a, 
we show seasonal climatological RWS300 hPa (shaded) 
and FEM-BV-VARX RWS300 hPa state 1 (contours) for the 
winter and summer. That both are highly-correlated is not 
unexpected, as we are considering a very large sample of 
daily data. The real differences emerge when anomalies are 
examined. In Fig. 2b, c, the leading two EOF patterns, cor-
responding to the dominant propagating RWS300 hPa mode in 
winter (left hand panels) and summer (right hand panels), 
are shown with contours of the FEM-BV-VARX compos-
ite states 1 and 2 for the anomalous RWS′300 hPa superim-
posed. The leading RWS′300 hPa EOF patterns 1 and 2 asso-
ciated with the RWS analysis show similar wave trains in 
the subtropics. RWS′300 hPa EOF 1 is 90° out of phase with 
RWS′300 hPa EOF 2 i.e. in quadrature and the eigenvalues 
corresponding to RWS′300 hPa EOF 1 and 2 have nearly the 
same value and are distinct from the remaining eigenvalues.
For the winter, we see that the leading EOF patterns 
and FEM-BV-VARX RWS′300 hPa states are largely mani-
fested in the subtropical jet. However, the FEM-BV-VARX 
RWS
′
300 hPa
 states show significant structures in the polar jet 
and in particular in the Indian Ocean, which are nearly absent 
from the EOF patterns. For the summer, the leading EOFs of 
the dominant propagating mode are entirely localised in the 
Indian Ocean sector. The FEM-BV-VARX RWS′300 hPa states 
are also largest in this region, but with important differences 
in the rest of the hemisphere. The point here is that an EOF 
analysis does not provide the same structural information 
about the teleconnections as the FEM-BV-VARX methodol-
ogy. More generally, the EOF patterns are based on maximis-
ing the variance and therefore do not necessarily correspond 
to physical patterns. Principal component analysis (PCA) 
assumes that the time series is statistically-stationary, does not 
take into account persistence and so in general cannot provide 
any reliable information on regimes and their secular tends.
In Fig. 3, we show average composites based on the 
annual FEM-BV-VARX model affiliation sequence for the 
SH—these we will refer to as annual composites. Eddy 
streamfunction anomalies ψ ′ eddy500 hPa (contours) and wave 
activity flux W300 hPa (vectors) are superimposed onto 
streamfunction anomalies on the 500 hPa isobaric pressure 
surface ψ500 hPa (shaded) (Fig. 3a). Particularly evident is 
the splitting of the wave structure in the Pacific with both 
upper (consistent with the formation of the wintertime sub-
tropical jet) and lower (consistent with the year round polar 
jet) wavetrains. The upper wave train has a wave-5 struc-
ture with the lower having a wave-3 structure. ψ ′ eddy500 hPa and 
ψ500 hPa anomalies are positively-correlated with equiva-
lent structures. W300 hPa vectors clearly display the split 
jet in the Pacific in broad agreement with the waveguide 
described by Ambrizzi et al. (1995) (their Fig. 17).
It has been suggested that potential vorticity on isen-
tropic surfaces is a more dynamically-relevant diagnostic 
than streamfunction or geopotential height on isobaric sur-
faces (Hoskins 2015). Liniger and Davies (2004), argue that 
the distribution of extratropical potential vorticity on isen-
tropic surfaces that transect the dynamic tropopause (2PVU 
surface) is a key feature of planetary-scale teleconnection 
patterns and synoptic-scale weather systems, and can fur-
ther be used to identify mesoscale stratosphere-troposphere 
exchanges. In Fig. 3b, we show composite states for anom-
alies on the 320 K isentropic θ surface PV ′320K (shaded) 
with 500 hPa geopotential height anomalies Z ′g500 hPa (con-
tours) and anomalous wave activity flux W′300 hPa vectors 
on the 300 hPa isobaric surface superimposed. PV ′320K and 
Z ′g500 hPa are positively correlated and anti-correlated with 
ψ
′ eddy
500 hPa and ψ500 hPa (Fig. 3a) while displaying the same 
wave structure. W′300 hPa vectors show regions of positive 
(negative) PV ′320K and Z
′
g500 hPa correspond to regions of 
divergent (convergent) anomalous mass flux.
PCr provides a useful diagnostic for incipient baroclinic 
instability. Figure 3c shows composite states for anomalous 
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Phillips criterion PCr′ (shaded) and anomalous u-winds at 
300 hPa u′300 hPa (contours). As PCr
′ is simply the differ-
ence between the u-winds at 300 and 700 hPa, it is not sur-
prising that the two diagnostics are positively correlated. Of 
interest are the large gradients in the Indian Ocean between 
0°E and 120°E. These structures will be discussed in some 
detail in Sect. 4.3.
In Fig. 3d, anomalous 300 hPa Rossby wave source 
RWS′300 hPa contours are superimposed onto the anomalous 
300 hPa velocity potential χ ′300 hPa (shaded). We see that the 
regions of negative (positive) χ are strongly correlated with 
divergent (convergent) anomalous wind vectors and with 
large gradients in absolute vorticity associated with anticy-
clonic (cyclonic) Rossby wave source regions—indicated 
by positive (negative) RWS′300 hPa. As expected χ
′
300 hPa 
and ψ ′300 hPa are in quadrature (Chen and Chen 1997). 
Here, large gradients in RWS′300 hPa occur at the nodes of 
the PV ′320K wavetrain with positive (negative) PV
′
320K and 
Z ′g500 hPa anomalies, centred about negative–positive (posi-
tive–negative) westerly horizontal gradients.
In order to understand the role of meridional tempera-
ture gradients, surface air temperatures and topography 
in Rossby wave breaking—as well as the generation of 
persistent anomalies—we compare SAT ′ anomalies and 
RWS300 hPa (Fig. 4). In the winter and spring we see sig-
nificant SAT ′ anomalies along the Antarctic coastline and 
extending equatorward to 60°S associated with the for-
mation of ice. In the summer, and to a lesser extent in the 
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autumn, SAT ′ anomalies occur in the midlatitude band con-
fined to a broad region of negative RWS300 hPa where sig-
nificant RWS′300 hPa anomalies occur. In the summer nega-
tive (positive) SAT ′ anomalies are coincident with large 
scale cyclonic (anticyclonic) PV ′320K and Z
′
g500 hPa anoma-
lies indicating the importance of Indian Ocean meridional 
temperature gradients in the summertime circulation. From 
these results it appears that SAT ′ anomalies, in particular 
at the Indian Ocean midlatitudes, are an important source 
of Rossby waves in the summer and autumn. On the other 
hand topographic features and the Andes in particular, 
dominate winter–spring Rossby wave sources. In the sec-
tions that follow, we will return to this topic.
4.2  Australia–NZ sector
Next, we examine persistent states based on FEM-BV-
VARX composites calculated for the Australian–NZ sector 
autumn 1
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Fig. 5  Seasonal FEM-BV-VARX composite states 1 and 2 for the 
Australian–NZ sector ψ500 hPa (shaded) and ψ ′500 hPa (magenta con-
tours), PV ′320K (contours), PV320K (blue contours) and W
′
300 hPa 
(vectors). All fields are centred and shaded/contoured according to 
the color bar shown in Fig. 2 with the max/min values shown in the 
top right corner of each of the right hand panels. Negative values are 
shaded blue and positive shaded red. The uppermost number cor-
responds to the shaded variable ψ500 hPa and the lower values to the 
contoured variables as indicated by colour
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between 150°W and 110°E. In Fig. 5, we see a wavetrain 
confined to the midlatitude band between about 40°S 
and 60°S for both PV ′320K and ψ500 hPa. The nodes of the 
PV ′320K wavetrain are anticorrelated with and slightly dis-
placed poleward relative to those of the ψ ′500 hPa wavetrain, 
consistent with the mean PV320K and ψ500 hPa meridional 
gradients. For the midlatitudes, these diagnostics reveal 
largely the same information. The wintertime wavetrain 
is meridionally extended relative to a distinctly contracted 
summertime pattern. The anomalous W′300 hPa flux is in 
quadrature with and moving predominantly in an anticlock-
wise (clockwise) direction for regions of positive–nega-
tive (negative–positive) ψ ′500 hPa in FEM-BV-VARX state 1 
(state 2).
A comparison of RWS′300 hPa (Fig. 6) again shows a mid-
latitude wavetrain with positive–negative (negative–posi-
tive) structures occurring in regions of positive (negative) 
PV ′320K anomalies. This is indicative of wave breaking 
occurring where Rossby waves encounter persistent anti-
cyclonic Z ′g500 hPa anomalies, generating potential vorticity 
which in turn acts to maintain the anomaly (Luo et al. 2014). 
Significant baroclinic instabilities (PCr) are also associated 
with the wavetrain most notably in the polar jet between 0°E 
and 120°E during the summer and with the establishment of 
the subtropical jet between 60°E and 240°E in the austral 
winter. Anomalous baroclinic instabilities (PCr′) are coin-
cident with PV ′320K anomalies and have dipolar structures 
in the meridional direction. In the summertime, RWS′300 hPa 
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and PCr′ anomalies are located entirely within the polar jet, 
but in the wintertime, they project into the subtropical jet 
and in particular into the Tasman Sea region.
Warm summertime SAT ′ anomalies are clearly associated 
with negative χ ′300 hPa anomalies and divergent anomalous 
winds v′χ300 hPa vectors, indicating regions of enhanced and 
persistent convection (Fig. 7) and anticyclonic (cyclonic) 
Rossby wave source regions (Fig. 6). In the winter and 
spring χ ′300 hPa anomalies, there is some suggestion that 
tropical-extra tropical interactions may be at play, however 
these interactions are very weak and there is little evidence 
to support strong coupling between the tropics and midlati-
tudes in the other diagnostics. A more likely explanation is 
that disturbances (baroclinic instability) localised within the 
subtropical jet are driving anomalous χ ′300 hPa during these 
periods.
4.3  Indian sector
We now move our attention westward to the Indian sector 
between 120°E to 0°. In Fig. 8 we superimpose FEM-BV-
VARX composite PCr′ anomalies onto the u300 hPa winds. We 
see baroclinic instabilities during the summer and autumn, 
localised about the midlatitude jet between 120°E and 300°E. 
In the winter and spring, there is a noticeable broadening of 
the meridional extent of PCr′ anomalies from the Antarctic 
continent to Madagascar as the subtropical jet establishes and 
then decays. In the springtime in particular a well defined 
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Fig. 7  As for Fig. 5 but for χ ′300 hPa (shaded), SAT
′ (contours) and v′χ300 hPa (vectors)
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split jet occurs and, in both the winter and spring, PCr′ 
anomalies are seen to extend well into the subtropics and 
over the Australian mainland. RWS′300 hPa and ψ
′ eddy
500 hPa anom-
alies (Fig. 9) span the Atlantic and Indian oceans. Whereas 
RWS′300 hPa anomalies form a regular wavetrain, ψ
′ eddy
500 hPa 
anomalies exhibit a large double-lobed anomaly between 
30°E and 80°E, also evident in anomalous PV ′320K, Z
′
g500 hPa 
and ψ ′500 hPa (not shown). In the winter, RWS
′
300 hPa anoma-
lies become meridionally-elongated before contracting in the 
winter, consistent with PCr′ anomalies.
Warm SAT ′ anomalies are again clearly associated with 
negative χ ′300 hPa anomalies and divergent wind v
′
χ300 hPa 
vectors, indicating regions of enhanced and persistent convec-
tion (Fig. 10). The summertime χ ′300 hPa wave train extends 
from South America to the Western Australian coast and has 
maximum magnitude upstream of Cape Town between 330°E 
and 360°E. The wintertime circulation becomes significantly 
more complex, with the wavetrain nodes becoming elongated 
as the subtropical jet forms. In the summer, SAT ′ anomalies 
are completely located where the u300 hPa winds are strongest, 
but move poleward as the sea ice forms in the winter and large 
surface temperature gradients are manifest along the Antarctic 
Peninsula. There is again little evidence that tropical processes 
play a role in the dynamics of these persistent states.
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4.4  South America sector
 The South American sector spans 0° to 120°. In Fig. 11, 
ψ ′500 hPa and PCr
′ anomalies are superimposed onto the full 
field ψ500 hPa contours. The anomalous ψ ′500 hPa streamfunc-
tion (also ψ ′ eddy500 hPa Fig. 14) shows equivalent structure to the 
wintertime PSA 1 pattern of Mo and Higgins (1998) (their 
Fig. 1), obtained as the leading EOF of the low pass fil-
tered 200 hPa eddy streamfunction based on the NCEP rea-
nalysis data. PSA 1 was found to be in quadrature with the 
PSA 2 (second EOF of the 200 hPa eddy streamfunction) 
pattern with each explaining about 5 % of the variance. As 
such they represent an eastward propagating oscillating 
teleconnection mode. Rogers and van Loon (1982), and 
subsequently Mo and Paegle (2001), found similar wave 3 
standing wave structures in analyses of 500 hPa.
FEM-BV-VARX composite states represent here the 
quasi-stationary regimes associated with the combined 
PSA modes. Apart from the summertime, large localised 
baroclinic disturbances (PCr′) are shown to occur between 
20°S and 40°S in the composites. The contours of the full 
field ψ500 hPa give some indication of the width of the mid-
latitude circulation and the extent of the summertime con-
traction. PCr′ anomalies tend to form dipolar structures 
in the meridional direction, which are coincident with 
the wavetrain and are largest in the wintertime. They are 
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also highly correlated with the anomalous u′300 hPa winds 
in Fig. 12. We also see that SAT ′ anomalies are anticorre-
lated with ψ ′500 hPa anomalies and positively correlated with 
anomalous PV ′320K and Z
′
g500 hPa. In the winter, large SAT
′ 
anomalies extend equatorward from the Antarctic coastline 
to about 30°S with maxima at about 70°S. In the summer, 
the maxima move equatorward to between 50°S and 60°S 
as the jet contracts.
In Figs. 12 and 13 rising air and enhanced convec-
tion (negative anomalous χ ′300 hPa and divergent v
′
χ300 hPa 
vectors) are associated with warm SAT ′ and anticy-
clonic RWS′300 hPa anomalies occurring in quadrature 
with ψ ′ eddy500 hPa anomalies (Fig. 14). Contours of the full 
field RWS300 hPa superimposed onto ψ
′ eddy
500 hPa anomalies 
show significant Rossby wave sources being generated 
about the Andes during the winter, and to a lesser extent, 
spring. In the summer and autumn, the subtropical jet col-
lapses and all RWS300 hPa activity moves poleward where 
meridional temperature gradients rather than topography 
become the major means by which waves are generated.
4.5  Pacific sector
The final sector, is the Pacific, spanning 60°W to 150°E. In 
this sector, the wintertime subtropical jet is fully resolved 
as evident in the wave 4–5 PV ′320K anomalies shown in 
Fig. 15. The subtropical and polar jets are clearly defined 
by the u300 hPa wind contours. Wintertime baroclinic 
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instabilities are largely positively-correlated with PV ′320K 
anomalies in both jets—with the exception of a very large 
PV ′320K anomaly located around 150
◦E, 50◦S, where the 
midlatitude jet splits. In this location, PCr′ anomalies form 
a positive–negative (negative–positive) dipole in the merid-
ional direction equatorward of 70°S about the positive 
(negative) PV ′320K anomaly. As the circulation transitions 
through spring, anticyclonic (cyclonic) PV ′320K anomalies 
in both jets merge, forming the wavetrain confined within 
the summertime polar jet. The reverse occurs in the autumn 
as summer transitions to winter.
Anomalous SAT ′ (Fig. 16) appears upstream of and in 
quadrature with Z ′g500 hPa anomalies, and with greatest 
meridional extent in the spring and autumn. In the win-
ter, SAT ′ anomalies are largely poleward of 60°S, apart 
from the region 120°E to 180°E where they extend into 
the interior of the Australian mainland. In the summer-
time, positive (negative) SAT ′ anomalies are at their most 
intense over the southeastern states of Australia, in particu-
lar South Australia, Victoria and Tasmania. The positive 
(negative) summertime Z ′g500 hPa anomalies coincide with 
strong blocking (zonal) flows and positive (negative) SAT ′ 
anomalies. The anti-cyclonic Z ′g500 hPa anomalies shown 
in Fig. 16 are an indication of persistent blocking, which 
when combined with the large positive SAT ′ anomalies can 
be further associated with anomalously warm temperatures 
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over Melbourne. Interestingly the Z ′g500 hPa wave structures 
are consistent with recent composite patterns of Z ′g500 hPa 
for heat wave events over Melbourne as described by Pezza 
et al. (2012) (see their Fig. 6b) however, a separate study is 
clearly required to explicitly separate extremes from more 
generally warm events.
As in the other sectors, regions of rising (descending) 
air and upper level divergence (convergence) are coinci-
dent with anti-cyclonic (cyclonic) RWS′300 hPa (Fig. 17) and 
warm (cool) SAT ′ anomalies. Positive (negative) PV ′320K 
anomalies are centred about large positive–negative (nega-
tive–positive) longitudinal horizontal gradients in anoma-
lous χ ′300 hPa. The Tasman Sea region clearly defines the 
branching of the midlatitude jet for the anomalous winter-
time circulation.
4.6  Secular trends in Zg500 regimes
In this section, we examine secular trends in the Zg500 
cluster states for the hemisphere and all sectors. In all 
cases, the FEM-BV-VARX analysis of the JRA55 reanal-
ysis reveals two significant metastable states. In order to 
examine inter-annual variability we calculate the percent-
age of time resident in a given state for each year of the 
reanalysis period and then apply a LOESS fit to the time-
averaged data.
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4.6.1  Southern Hemisphere
For the SH, the geographical structure of the two annual 
regimes (Fig. 3) show a distinct wave 3 (polar jet)–wave 
5 (subtropical jet) pattern, where state 2 has the opposite 
polarity to state 1. The summer and winter secular trends 
(Fig. 18) show that state 2 dominated the tropospheric cir-
culation prior to 1980 after which state 1 became gener-
ally preferred. This shift in regimes is also reflected in the 
annual secular trend. Referring to Fig. 3b, we see that this 
hemispheric regime transition of the late 1970s–early 1980s 
corresponds to stronger zonal flows in the region to the 
south of the Australian mainland (i.e. negative PV ′320K and 
Z ′g500) and a general reduction in baroclinic instability in the 
subtropics between 90°E and 180°E (Fig. 3c). To the South, 
again between 90°E and 180°E, the anomalously-divergent 
winds and RWS′300 hPa (Fig. 3d) are generally largest pole-
ward of 50°S. Over the western Indian Ocean, the transition 
to state 1 post 1980 corresponds to a significant reduction 
in baroclinic instability and more convergent upper level 
winds. The same is true for the eastern Atlantic region to the 
east of South America.
The relative frequency and duration of events is shown 
in the histogram (Fig. 19) where, as in the study of O’Kane 
et al. (2013) we first take a 5-days running average of the 
posterior model affiliation sequence, then we further define 
a transition state according to the following: an anomaly at 
any particular time will be assigned to the transition state 
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if for any given 5-days period the posterior model affilia-
tion sequence (Viterbi path) occupies no more than 3 days 
in any given state. The transition state is applied to cleanly 
separate the metastable states according to their persistence 
and is analogous to that applied by Tibaldi et al. (1994) to 
blocking. The histogram shows that both regimes favour 
about 4–5 days in their persistence, with relatively infre-
quent events of 8–10 days duration. Although the secular 
trend is towards state 1, when the entire period is taken into 
account both states occur with similar frequency. The tran-
sition state histogram indicates more than 50 events where 
no persistent state occurred during periods of 30 days or 
more.
4.6.2  Australian–NZ sector
In the Australian–NZ sector (Fig. 20), we note that the 
summer (winter) periods are dominated by state 1 (state 2) 
respectively. In the summer state 1, SAT ′ anomalies (Fig. 7) 
are maximum in the polar jet with a large warm anomaly 
at 100°E, associated with positive PV ′320K, anticyclonic 
Z ′500 hPa anomalies (Fig. 6) and upper level divergence. In 
this season, significant anomalous SAT ′ is also manifest on 
the coast of Western Australia about Perth, suggesting that 
anomalously warm periods in the major Western Australian 
population centre are strongly dependent on the formation 
of persistent anticyclones in this node of the circumpolar 
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waveguide. For the summer, state 1 baroclinic instabili-
ties are significant at 55°S between 100°E and 120°E just 
poleward of the large warm SAT ′ anomaly. From Fig. 20, 
we see that the wintertime circulation largely favours state 
2. The preferred wintertime state is characterised by warm 
SAT ′ anomalies to the south of Perth and to the southeast 
of Madagascar (Fig. 7). Upper level divergence (Fig. 7), 
strong baroclinic instabilities and the generation of Rossby 
waves (Fig. 6) are also evident at this location for the win-
ter. Prior to1980, there is a noticeable negative trend in 
the summertime state 1, which is reversed post 1980. The 
wintertime secular trend shows marked decadal variations 
of between 10 and 20 years, but no clearly discernible 
trend overall. The annual variations appear to be largely 
dominated by the wintertime circulation. On average states 
tended to persist for about 4–5 days although there were 
found a very few events that persist out to 20 days.
4.6.3  Indian sector
Secular trends in the Indian sector are characterised by 
significant decadal variations (Fig. 21). In particular, the 
transition seasons autumn and spring and the winter show 
a preference for state 2 post 1980 until the late 2000s. Both 
transitions seasons show that, prior to 1980, they were 
in state 1 for more than 50 % of the time. The summer 
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favours state 1 during the periods 1958–1970 and from 
1995 to present, with no clear preferred state in the interim 
period. The trend in annual residence percent shows a gen-
eral preference for state 2 post 1980. State 2 is character-
ised by a wave 3–4 pattern with a large anticyclone located 
upstream of Cape Town (Fig. 9). Baroclinic disturbances 
associated with state 2 do not extend into the subtropi-
cal jet during the winter as compared to those of state 1 
(Fig. 8). Summertime state 1 baroclinic disturbances are 
well poleward relative to those of state 2 with the most 
significant convective anomaly (Fig. 10) occurring at the 
node centred at 345°E. As with the Australian–NZ sec-
tor, states tended to persist for 4–5 days with no persistent 
events occurring beyond 15 days duration.
4.6.4  South American sector
The South American sector secular trends in residence 
percentage (Fig. 22) are complex, displaying large multi-
year to decadal variations and also periods of relative 
quiescence. The largest variations occur for the autumn 
and winter. In the winter, state 2 was preferred between 
about 1965–1975, state 1 from 1975 to 1990 and state 2 
from 1990 to 2007. The autumn shows large variations 
from about 1985 to the early 2000s, shifting between 
state 1 (1985–1995) and state 2 (1995–2003). There are 
no clear trends in the summer, although there does seem 
to be some preference for state 1 between 1985 and 2003 
and state 2 thereafter. As with the other sectors, most of 
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the individual events persist for between 4 and 5 days 
with exceptional events persisting for up to 14 days.
4.6.5  Pacific sector
As for the full hemisphere, in the Pacific (Fig. 23) the sum-
mertime residence percentage shows a distinct transition from 
a period of relatively regular decadal variations between states 
to one in which it is locked into a dominant state 1 post 1980. 
The transition seasons show similar shifts between the respec-
tive regimes about every 5–10 years. The winter has a slight 
preference for state 2 prior to 1980, after which only the period 
1996–2002 shows a marked transition to state 1. The sum-
mertime state 1 is characterised by a significant anticyclonic 
500 hPa height anomaly to the South of the Tasman Sea 
(Fig. 16). This pattern is associated with anomalously warm 
surface air temperatures from Tasmania extending to Victoria 
then inland and along the coast to the southwest, and is fur-
ther associated with reduced baroclinic instability between 
the Australian mainland and 50°S (Fig. 15). The wintertime 
circulation is dominated by the subtropical jet with state 1 
(state 2), displaying convergent (divergent) winds in the Tas-
man Sea and reduced (enhanced) convection in the subtropical 
South East Pacific (Fig. 17). The annual residence percentage 
favours state 1 post 1980, indicating that the summertime cir-
culation trends are dominant. Again, most individual events 
persist for between 4 and 5 days with exceptional events per-
sisting for up to 16 days (Fig. 23).
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5  Summary and conclusions
We have applied, for the first time, an advanced nonstationary 
timeseries analysis method to a high resolution atmospheric 
reanalysis in order to identify persistent quasi-stationary 
states that form in the waveguides of the SH. Specifically, 
we were able to resolve disturbances located in the subtrop-
ics and midlatitudes and confined within the jets which act 
as waveguides. Our results are consistent with earlier stud-
ies, such as the one by Ambrizzi et al. (1995), which char-
acterise these waveguides as having a wave 3–wave 5 struc-
ture, as source regions from which stationary Rossby waves 
emanate (Freitas and Ambrizzi 2012; Ding et al. 2012), and 
where significant systematic changes in baroclinic instabil-
ity and storm formation over recent decades have occurred 
(Frederiksen et al. 2011). In considering a comprehen-
sive set of diagnostics, we have shown the equivalence of 
ψ500 hPa, ψ
eddy
500 hPa, Zg500 hPa and PV320K as indicators of per-
sistent anomalies both for the hemisphere and when consider-
ing regional teleconnection (blocking) patterns. In this regard, 
no single diagnostic—whether on isentropes or isobars—was 
found to be of more utility than the other—in this respect our 
results are consistent with those of Barnes et al. (2012) who 
showed that seasonal blocking climatologies are very simi-
lar between indices in terms of Zg500 hPa and u500 hPa fields 
and the 2PVU (θ2) surface when the same blocking regime 
method is applied. Regardless of sector, we found that persis-
tent anomalies in height or potential vorticity formed prefer-
entially on the nodes of the circumpolar waveguide.
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Fig. 20  As for Fig. 18 but for 
the Australian–NZ sector
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Fig. 21  As for Fig. 18 but for the Indian sector
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In general, warm anomalous SAT ′ was highly correlated 
with negative (positive) χ ′300 hPa, divergent (convergent) 
v′χ300 hPa and positive (negative) RWS
′
300 hPa. Thus warm 
surface air temperatures initiate a rising air column, upper 
level divergence and anticyclonic Rossby wave source gen-
erating stationary Rossby waves. Similarly, cool surface air 
temperatures indicate subsidence, upper level convergence 
and cyclonic Rossby wave sources. To understand large 
scale convection patterns, we used velocity potential, a 
large scale diagnostic whose maximum values occur over 
the tropics where anomalously positive (negative) val-
ues are indicative of weak (deep) convection and reduced 
(enhanced) precipitation. In general we found χ ′300 hPa 
anomalies occurred coincident with RWS′300 hPa.
On the synoptic timescales considered, we found little to 
indicate sustained localised Rossby wave sources in the 
tropics, rather we find all significant source regions occur-
ring in either the subtropical Pacific or confined within the 
waveguides of the seasonally varying basic states. We find 
that baroclinic disturbances originating from both local and 
remote sources interacting with local stationary Rossby 
wave sources close to the nodes of the waveguide are the 
dominant mechanism in the formation of persistent synop-
tic features. We see little direct evidence of sustained 
remote stationary Rossby wave generation from the tropics 
relevant to the SH midlatitudes on synoptic timescales. 
This is not to say that such processes do not occur but that 
they are transient and generally weak relative to the interac-
tions that occur within the waveguide. Undoubtedly on 
larger spatio-temporal scales—for example on the intrasea-
sonal scales of the MJO—the tropics are crucial (see for 
example Figure 10 of Frederiksen and Lin 2013). We point 
out that studies finding tropical sources of stationary 
Rossby waves either impose an anomalously large source 
via tropical SST anomalies (Li et al. 2015) or employ cor-
relations and regressions to infer indirect forcing (Ding 
et al. 2012). In terms of underlying mathematical assump-
tions, FEM-BV-VARX is much more general and less 
restrictive than multi-linear regressions (Franzke et al. 
2015) and causal in the sense of Granger (Gerber and 
Horenko 2014).3
In the South American sector, we found a PSA pat-
tern consistent with that described by Ding et al. (2012), 
however we find that this PSA pattern arises from the 
combined effects of both a Rossby wave source in the 
3 Here we specifically refer to Granger causality based on linear 
autoregressive models of the time series. From this perspective, the 
autoregressive time series model behind the FEM-BV-VARX is sim-
ply a non-stationary extension of the Granger-causality, with model 
coefficients being allowed to vary in time.
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upper troposphere in the subtropics to the east of Aus-
tralia and from upstream baroclinic instabilities generated 
in the Indian sector that amplify once entering either the 
subtropical or polar jet waveguides of the Pacific. Both 
kinds of disturbance are determined by the strength of the 
horizontal winds and by the sharpness of the meridional 
potential temperature gradients that set up the subtropical 
jet in the basic state flow. Again in agreement with Ding 
et al. (2012), we find the primary centre of action for the 
South American sector to be off the West Antarctic coast 
with poleward contraction in the summer and equatorward 
expansion in the winter, coincident with large Rossby 
wave sources in the wintertime subtropical jet. The pri-
mary difference between our study and that of Ding et al. 
(2012) is that we do not filter our data and are explicitly 
considering synoptic scale features. Further we do not find 
direct evidence for tropical (remote) sources for the PSA 
in either work.
In the Pacific, we identified the region where the win-
tertime subtropical and polar jets split between 130°E and 
170°E to be a preferred location for the formation of very 
large positive geopotential height anomalies-blocks. Interest-
ingly persistent positive Z ′g500 hPa and PV
′
320K anomalies in 
this sector were coincident with localised anomalously warm 
SAT ′ over the southeastern states of the Australian continent.
Variability over several years to decades was evident 
in all seasons and sectors as were secular trends apart 
from the South American sector. We summarise them 
thus
•	 SH A hemispheric regime transition occurred in the 
late 1970s–early 1980s corresponding to stronger 
zonal flows in the region to the south of the Austral-
ian mainland and a general reduction in baroclinic 
instability in the subtropics between 90°E and 180°E. 
Post 1980 over the western Indian Ocean and for the 
eastern Atlantic region to the east of South America, a 
significant reduction in baroclinic instability occurred 
coinciding with a shift to more convergent upper level 
winds.
•	 Australian–NZ The summer periods are dominated 
by significant surface air temperature anomalies over 
the coast of Western Australia about Perth as a result 
of persistent anticyclones in this node of the circum-
polar waveguide. The preferred wintertime state is 
characterised by warm SAT ′ anomalies, upper level 
divergence, strong baroclinic instabilities and the gen-
eration of Rossby waves to the south of Perth and to 
the southeast of Madagascar. There occurred a notice-
able regime shift in the summertime circulation about 
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1980 however, while the wintertime secular trend 
shows marked decadal variations of between 10 and 
20 years, no clearly discernible trend is present.
•	 Indian Post 1980, the annual trend shows a general 
preference for a state characterised by a wave 3–4 pat-
tern with a large anticyclone located upstream of Cape 
Town and where baroclinic disturbances are largely 
localised over the Southern parts of the Indian Ocean 
and do not extend into the subtropical jet during the 
winter—in contrast to the regime dominant in the ear-
lier period where these disturbances extend across the 
Australian mainland.
•	 South America The South American sector secular 
trends display large multi-year to decadal variations 
but no clear trends with the largest variations occur-
ring for the autumn and winter.
•	 Pacific The summertime trends exhibit a transition 
from a period of relatively regular decadal variations 
between states to the one characterised by a significant 
anticyclonic 500 hPa height anomaly to the South of 
the Tasman Sea, anomalously warm surface air tem-
peratures extending from Tasmania to Victoria and then 
inland and reduced baroclinic instability between the 
Australian mainland and 50°S. The annual trend indi-
cates that the summertime circulation trends are domi-
nant.
We have shown the utility of an advanced clustering 
method to elicit the fundamental modes of the tropospheric 
circulation in high resolution reanalysis data. Our conclu-
sions are based on a purely data-driven causality infer-
ence approach that has the potential to distinguish between 
simple correlations and the relevant underlying causation 
relations and has provided the clearest picture yet of the 
pivotal role of the jet stream waveguides in setting the fun-
damental modes of the troposphere. These modes provide 
a basis for understanding extremes, variation, and change 
in the atmosphere on short and long time scales.
In general we found that persistent coherent structures 
on synoptic spatio-temporal scales form on the nodes 
of the waveguides and are associated with local Rossby 
wave sources. The nodes of the waveguides determine, in 
large part, where resonant interactions are likely to occur 
e.g. between baroclinic instability and Rossby waves, and 
hence where persistent anomalies form. We also show 
anomalous Rossby wave source and potential vorticity, 
largely in quadrature, implying that Rossby waves break-
ing on positive height anomalies in the waveguide is a 
primary source of barotropic instability i.e. anomalous 
potential vorticity further acts to maintain the anticyclonic 
anomaly. Overall we find strong support for the instabil-
ity paradigm i.e. that the flow is unstable to small local 
perturbations, and that there is little evidence that remote 
Rossby wave sources from outside the waveguides play 
a significant role in the generation of persistent synoptic 
features.
The quasi-stationary states manifest in the waveguide 
exhibit variability on timescales from seasons to decades 
and with large secular trends. The waveguides are depend-
ent on meridional potential temperature gradients generated 
by land and sea surface temperatures (and topography), 
which are in turn modified by systematic trends in radia-
tive forcings such as due to anthropogenic climate change. 
That secular trends in nonlinear systems can be character-
ised as regime transitions, often in response to systematic 
changes in external forcing, has been well established for 
example by Lorenz (2006). This implies that we can expect 
climatic variability and change to manifest in part through 
changes in the residence behaviour of the waveguide modes 
described here.
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