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Povzetek
V magistrskem delu obravnavamo problem kratkorocˇnega napovedovanja
zdruzˇenega odjema (porabe) elektricˇne energije posamezne drzˇave. Zdruzˇen ali
agregiran odjem predstavlja eno od vrst napovedi odjema elektricˇne energije in
se uporablja kot vhod pri napovedi cene elektricˇne energije na trgu na debelo.
Na evropskih trgih je cena elektricˇne energije navadno enotna, zato nanjo vpliva
zdruzˇen odjem drzˇave. Napovedi se lotevamo z metodo podpornih vektorjev, ki je
ena od metod strojnega ucˇenja. Metoda podpornih vektorjev je v delu podrobneje
opisana. Pri napovedi porabe elektricˇne energije imajo pomembno vlogo razlicˇni
vplivni dejavniki, zato je del tega dela namenjen analizi njihovega vpliva. Analizi-
rane vplivne dejavnike uporabimo pri napovedih porabe elektricˇne energije dveh
drzˇav. Za vsako drzˇavo naredimo dve napovedi z uporabo dveh razlicˇnih modelov
oziroma dveh programskih knjizˇnic metode podpornih vektorjev. Ovrednotenje
in primerjava napovedi obeh modelov ter obeh drzˇav sta narejena z nekaterimi po-
gostokrat uporabljenimi statisticˇnimi kazalniki. V magistrskem delu pokazˇemo,
da z uporabo metode podpornih vektorjev lahko uspesˇno napovemo porabo ele-
ktricˇne energije in dobimo napoved, ki je glede tocˇnosti primerljiva z ostalimi
modeli.
Kljucˇne besede: napoved porabe elektricˇne energije, strojno ucˇenje, metoda
podpornih vektorjev, vplivne spremenljivke
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2 Povzetek
Abstract
The Master’s thesis addresses a problem of short-term aggregated electric load
forecasting for a whole country. Aggregated electric load or aggregated electricity
consumption presents one type of electric load forecast and it can be used as an
input for electricity price forecast on a wholesale market. Usually on European
electricity markets electricity price is uniform, which means that it is affected by
the aggregated load of the whole county. In this work a support vector machine
(SVM) method is used to predict electricity consumption. Support vector machi-
nes are one of the machine learning tools and they are comprehensively described
in this work. When forecasting electric load we have to consider a large number
of influential variables, which have a major impact on electricity consumption.
For this reason a part of this work is focused on the analysis of the influence that
different variables have on electricity consumption. Analysed variables were used
as inputs for the forecast of electricity consumption for two different countries.
For each country two forecasts were made, using two different models or two di-
fferent libraries for support vector machines. The evaluation and comparison of
both models are made with some frequently used performance (error) metrics.
The Master’s thesis shows that the us of the support vector machine method for
electric load forecasting can lead to successful results, which is comparable to
other models from the literature.
Key words: electric load forecasting, machine learning, support vector machine
(SVM), influential variables
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4 Abstract
1 Uvod
Problem napovedovanja porabe elektricˇne energije za prihodnje obdobje ni nov,
temvecˇ se z njim ukvarjajo zˇe vecˇ desetletij. V tem cˇasu je bilo razvitih veliko
razlicˇnih modelov in tehnik napovedovanja. Poznamo vecˇ vrst napovedi porabe
(odjema) elektricˇne energije (na razlicˇnih ravneh elektroenergetskega sistema) in
za razlicˇna cˇasovna obdobja. Vrsta napovedi odjema elektricˇne energije je odvi-
sna od njene uporabe. Odjem elektricˇne energije vpliva tudi na njeno ceno. Na
evropskih trgih je cena na trgu na debelo navadno enotna in zato nanjo vpliva
agregiran (zdruzˇen) odjem celotne drzˇave. Zdruzˇen odjem elektricˇne energije ce-
lotne drzˇave tako predstavlja vhod za napoved cene na trgu na debelo. Drugacˇe
je na maloprodajnem trgu, kjer na ceno elektricˇne energije vpliva odjem posame-
znih distribucijskih obmocˇji. Predmet te naloge je napoved zdruzˇenega odjema
elektricˇne energije posamezne drzˇave.
Napovedi porabe elektricˇne energije glede na obdobje napovedi delimo na krat-
korocˇne, srednjerocˇne in dolgorocˇne. Kratkorocˇne napovedi so navadno napovedi
za dan vnaprej. Metode za napovedovanje pa obicˇajno delimo na statisticˇne me-
tode in metode strojnega ucˇenja. Med metode strojnega ucˇenja sodi tudi metoda
podpornih vektorjev. Metoda podpornih vektorjev temelji na iskanju (dolocˇitvi)
optimalne hiperravnine, ki jo dolocˇajo podporni vektorji v vecˇrazsezˇnem vektor-
skem prostoru, kjer v prvotnem (originalnem) prostoru linearno nelocˇljivi podatki
postanejo linearno locˇljivi. Metoda podpornih vektorjev omogocˇa klasifikacijo in
regresijo. Za napovedovanje porabe elektricˇne energije je metoda podpornih vek-
torjev zˇe bila uporabljena, primera najdemo v [1] in [2]. V [1], kjer je omenjeno,
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da gre za prvi primer (uspesˇne) napovedi porabe elektricˇne energije z uporabo
metode podpornih vektorjev, je predstavljena srednjerocˇna napoved (za mesec
dni vnaprej) maksimalne dnevne porabe elektricˇne energije. V [2] je opisana
napoved porabe elektricˇne energije z metodo podpornih vektorjev za dan vna-
prej. Predstavljeni so rezultati napovedi za en dan na urnem nivoju. V obeh
omenjenih primerih je bila uporabljena programska knjizˇnica LIBSVM. V nasˇem
primeru smo naredili dve napovedi porabe elektricˇne energije za dan vnaprej z
uporabo dveh razlicˇnih programskih knjizˇnic. Poleg knjizˇnice LIBSVM je to sˇe
paket za statistiko in strojno ucˇenje, ki je del programskega paketa MATLAB. V
nasˇem primeru predstavimo rezultate napovedi za vecˇ dni (94) na urnem nivoju,
pri napovedih pa smo uporabili vecˇje sˇtevilo vhodnih spremenljivk kot v ome-
njenih dveh primerih. Pri pregledu literature s podrocˇja napovedovanja porabe
elektricˇne energije lahko zasledimo, da razlicˇni modeli za napovedovanje porabe
elektricˇne energije za dan vnaprej dosegajo tocˇnost napovedi okoli tri (ali celo
manj kot tri) odstotke. Tocˇnost napovedi je poleg tehnike (metode) napovedova-
nja v veliki meri odvisna tudi od vhodnih podatkov, torej vplivnih spremenljivk.
Cilj tega magistrskega dela je model na podlagi metode podpornih vektorjev,
ki omogocˇa napoved zdruzˇene porabe elektricˇne energije posamezne drzˇave na ur-
nem nivoju in ki je glede tocˇnosti napovedi primerljiv z modeli, ki jih zasledimo
v literaturi. Ker zˇelimo napoved za vecˇ drzˇav, je zahtevano, da lahko model s
cˇim manj spremembami uporabimo za razlicˇne podatke (razlicˇnih drzˇav) in do-
bimo podobne rezultate. V poglavju 2 so opisani problem napovedovanja porabe
elektricˇne energije in nekatere tehnike napovedovanja. V poglavju 3 so nasˇtete
metode strojnega ucˇenja in opisan je postopek strojnega ucˇenja. V poglavju 4 se
podrobneje seznanimo z metodo podpornih vektorjev, poglavje 5 pa je namenjeno
spremenljivkam, ki vplivajo na porabo elektricˇne energije. V poglavju 6 sta opi-
sana oba tekom naloge narejena modela za napoved porabe elektricˇne energije.
Rezultati napovedi obeh modelov za dve drzˇavi, Slovenijo in Nemcˇijo, so pred-
stavljeni in analizirani v poglavju 7. V zakljucˇku 8 strnemo glavne ugotovitve in
podamo smernice za morebitno nadaljnje delo.
2 Napovedovanje porabe elektricˇne
energije
V elektroenergetiki se z napovedovanjem lahko ukvarjamo na razlicˇnih podrocˇjih.
Napovedujemo lahko npr. porabo in proizvodnjo elektricˇne energije, izgube v ele-
ktroenergetskih sistemih ter cene elektricˇne energije na trgu. Elektricˇne energije
s trenutno, sˇirsˇe dostopno tehnologijo, ne moremo skladiˇscˇiti v velikih kolicˇinah,
zato se mora poraba sproti pokrivati s proizvodnjo. V elektroenergetskem sis-
temu imamo proizvodne vire (elektrarne), ki niso zmozˇni hitrih sprememb mocˇi,
to so jedrske elektrarne, ki vecˇinoma delujejo v pasu, in termoelektrarne, katere so
zmozˇne majhnih nihanj mocˇi, zato je cˇim tocˇnejˇse napovedovanje porabe vnaprej
sˇe posebej pomembno. Pri napovedi proizvodnje je najzahtevnejˇse napovedovanje
proizvodnje iz obnovljivih virov, ki je mocˇno odvisna od razlicˇnih meteorolosˇkih
dejavnikov. V napovedovanju porabe pa nov izziv zˇe predstavljajo, in bodo v
bodocˇe verjetno sˇe bolj, t.i. aktivni odjemalci, ki zmorejo in so pripravljeni svojo
porabo premikati izven okvirjev svojih standardnih vzorcev. Njihovo sˇtevilo bo
odvisno predvsem od financˇnih koristi, ki jih bo taksˇen sistem prinasˇal. Pri aktiv-
nem odjemu gre predvsem za premikanje porabe iz obdobij, ko je odjem elektricˇne
energije najvecˇji, na obdobja manjˇsega odjema (premikanje konic).
Pri vseh vrstah napovedi moramo definirati cˇasovno okno, ki je lahko zno-
traj ure, dneva ali dneva vnaprej (kratkorocˇno napovedovanje) do vecˇ mesecev
ali celo let vnaprej (dolgorocˇno napovedovanje). Standardizirane delitve, ki bi
tocˇno dolocˇala, h kateri cˇasovni napovedi sodi dolocˇeno obdobje, ni. V [3] tako
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na primer h kratkorocˇnemu napovedovanju sˇtejejo napovedi od ene ure do enega
tedna vnaprej, k srednjerocˇnemu napovedi od enega tedna do enega leta vnaprej
in k dolgorocˇnemu napovedovanju napovedi daljˇse od enega leta. Poleg cˇasovnega
okna je pri vsaki napovedi potrebno izbrati sˇe prostor. Pri napovedovanju cen smo
na primer omejeni na napoved za posamezne trge. Pri napovedi odjema imamo
vecˇ mozˇnosti. Elektroenergetsko omrezˇje se deli na prenosno in distribucijsko
omrezˇje. Locˇimo med veleodjemom na prenosu in odjemom na distribucijskem
nivoju. Odjemalce lahko razdelimo na gospodinjstva, ostali mali odjem, indu-
strijo in promet [4]. Uposˇtevati moramo sˇe, da pri prenosu elektricˇne energije po
omrezˇju nastajajo izgube, del proizvedene energije pa elektrarne same porabijo
za delovanje (lastna raba elektrarn). Pri napovedi odjema je predmet nasˇega za-
nimanja lahko posamezen odjemalec, skupina odjemalcev, odjem v dolocˇeni RTP
ali RP, lahko pa je to tudi poraba dolocˇenega elektroenergetskega omrezˇja ali
celotnega sistema. Od cˇasovnega okna in prostora (nivoja odjema) je odvisna
izbira tehnike napovedovanja.
Kratkorocˇne napovedi so bolj pomembne za dobavitelje, da zagotovijo ravno
pravsˇnjo kolicˇino elektricˇne energije, dolgorocˇne napovedi pa so predvsem po-
membne za nacˇrtovanje EES, kajti cˇas izgradnje elektroenergetske infrastrukture
je zelo dolg.
2.1 Zacˇetki napovedovanja in obstojecˇi modeli
Vse od zacˇetkov je napovedovanje porabe elektricˇne energije presˇlo razlicˇna ob-
dobja. Od cˇistega inzˇenirskega pristopa v dobi pred racˇunalniki vse do danasˇnjih,
racˇunalniˇsko podprtih metod. Pregled zgodovine s tega podrocˇja najdemo v [5].
Zacˇetni pristop k napovedi odjema je vseboval tabele s podatki kot so na primer
temperatura zraka, zracˇna vlazˇnost, tip dneva in pretekla poraba. Te spremen-
ljivke se pri napovedih uporabljajo sˇe danes. S pojavom racˇunalnikov v osem-
desetih letih so se osredotocˇili predvsem na dolgorocˇno napovedovanje porabe
za vecˇ let vnaprej, kar je sluzˇilo predvsem nacˇrtovanju prenosnih in distribucij-
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skih omrezˇij. Takrat so uporabljali regresijo, simulacije in hibridne modele, ki so
predstavljali kombinacijo prvih dveh metod [5].
Metode za (kratkorocˇno) napoved porabe elektricˇne energije delimo na sta-
tisticˇne in na metode na podlagi umetne inteligence. V prvo skupino spadajo
predvsem regresija, metode stohasticˇnih cˇasovnih zaporedij, metode podobnih
dni in regresijske metode vektorskega ucˇenja [4]. Metode na podlagi umetne
inteligence so predvsem umetne nevronske mrezˇe, metoda podpornih vektorjev,
mehko sklepanje (mehka logika) in ekspertne metode [5], [4]. Sprva so se pri krat-
korocˇnem napovedovanju uporabljale statisticˇne metode, regresija in ARIMA, ki
sodi med metode stohasticˇnih cˇasovnih zaporedij, kasneje modeli na podlagi ume-
tne inteligence [5].
Regresija enostavno, hitro in dobro napove porabo za navadne dni. Njena
slaba stran pa je manj tocˇna napoved pri posebnih dneh in neobicˇajnih spre-
membah vplivnih spremenljivk [6]. Enostavna metoda je tudi metoda podobnih
dni, ki, kot zˇe samo ime pove, temelji na iskanju obdobij (dni) s podobnimi la-
stnostmi, kot je obdobje (dan), za katero zˇelimo napoved. Pri metodi podobnih
dni je napoved enaka porabi najblizˇjega podobnega dneva ali povprecˇja vecˇ dni.
Pri tem se je najbolj smiselno omejiti na isto sezono (letni cˇas) in tip dneva, ki
jima pripada tudi dan, za katerega napovedujemo. Na tem mestu omenimo sˇe t.i.
naivno napoved, pri kateri za napoved porabe vzamemo kar porabo prejˇsnjega
dne. Med kompleksnejˇse metode cˇasovnih zaporedij, kamor sodi ARIMA, spada
sˇe SARIMA. Osnovo za obe predstavljajo avtoregresijski modeli, integrirani mo-
deli in modeli drsecˇega povprecˇja [6].
Pregled razlicˇnih metod, predvsem kratkorocˇnega napovedovanja, najdemo
v [7] in [3]. V [6] je bila narejena primerjava kratkorocˇnih napovedi porabe
elektricˇne energije za distribucijsko omrezˇje med nekaj statisticˇnimi metodami
in umetno nevronsko mrezˇo. V [8] pa je bila napoved porabe za dan vnaprej
narejena z uporabo mehkih modelov.
Vsaka od metod ima svoje prednosti in slabosti. Za izboljˇsanje napovedi se
10 Napovedovanje porabe elektricˇne energije
lahko posluzˇujemo zdruzˇevanja vecˇ metod. Najenostavneje zdruzˇimo vecˇ metod
tako, da vzamemo povprecˇje vseh napovedi. Natancˇnost na tak nacˇin zdruzˇene
napovedi je vecˇja le, cˇe so napovedi posameznih metod primerljive tocˇnosti. Vecˇ
o zdruzˇevanju napovedi najdemo v [9].
Z narasˇcˇanjem delezˇa elektricˇnih vozil se povecˇuje stohasticˇnost porabe ele-
ktricˇne energije. Zato tudi pri napovedovanju porabe postaja vse bolj zanimiv
verjetnosti pristop, ki za razliko od klasicˇnega (deterministicˇnega) z dolocˇeno ver-
jetnostjo napove interval, znotraj katerega se bo gibala izbrana velicˇina. Vecˇ o
verjetnostnem napovedovanju porabe elektricˇne energije in proizvodnje soncˇnih
elektrarn najdemo v [10].
2.2 Elektricˇna energija kot trzˇno blago
Pred uvedbo trga z elektricˇno energijo so bili v verigi dobave elektricˇne energije do
odjemalcev proizvajalci in operater(ji) omrezˇja. Z uvedbo trga je ta veriga daljˇsa
za dobavitelje. Pred uvedbo trga je bilo pri pokrivanju porabe pomembno pred-
vsem minimiranje strosˇkov. Po uvedbi trga je pomembna maksimizacija dobicˇka.
Trg z elektricˇno energijo se je pocˇasi odpiral, v Sloveniji je bil v celoti - za vse
odjemalce - odprt po 1. 7. 2007. Ponekod drugje v Evropi je bil odprt zˇe prej
[4]. Ne glede na trzˇne ali netrzˇne razmere je glavna zanesljiva dobava elektricˇne
energije, za kar je odgovoren operater. Naloga dobavitelja elektricˇne energije je,
da napove, kaksˇen bo bremenski diagram porabe njegovih odjemalcev in za nje-
govo pokritje zagotovi zadostno kolicˇino elektricˇne energije. Energijo za pokritje
svojega bremenskega diagrama lahko priskrbi preko bilaterarnih pogodb ali jo
kupi na organiziranem trgu. Ker je poraba elektricˇne energije mocˇno cˇasovno
odvisna, so na trgu na voljo razlicˇni produkti. Standardizirani produkti na trgu
elektricˇne energije so:
• pasovna energija (pas), na voljo za vse dni v tednu, ves cˇas (0:00 - 24:00),
• trapezna energija (trapez), za dneve od vkljucˇno ponedeljka do vkljucˇno
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petka, med osmo uro zjutraj in osmo uro zvecˇer (8:00 - 20:00),
• nocˇna energija, za dneve od vkljucˇno ponedeljka do vkljucˇno petka, med
polnocˇjo in osmo uro zjutraj (0:00 - 8:00), ter osmo uro zvecˇer in polnocˇjo
(20:00 - 24:00),
• urni produkti, za vse dni in vsako uro.
Primer pokritja dnevnega diagrama porabe je prikazan na sliki 2.1.
Slika 2.1: Pokrivanje diagrama porabe s standardiziranimi produkti na trgu
elektricˇne energije.
Odstopanja od napovedanega diagrama porabe niso zazˇeljena, saj motijo de-
lovanje EES. Dopusˇcˇa se odstopanja do najvecˇ ±5 %. Vsa odstopanja, vecˇja od
pet odstotkov, je potrebno izravnati. To lahko stori vsak, ki odstopa sam, ener-
gijo lahko zagotovi na izravnalnem trgu, drugacˇe odstopanja izravna operater
omrezˇja. Primer izravnave odstopanj je prikazan na sliki 2.2.
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Slika 2.2: Odstopanje od napovedane porabe in izravnava.
Strosˇke izravnave nosi tisti, ki odstopa od svojega napovedanega diagrama po-
rabe. Hkrati zaradi odstopanja operaterju omrezˇja placˇa kazen. Kljub mozˇnosti
izravnave ni nobenega zagotovila, da bo v trenutku odstopanja na voljo viˇsek
ali primanjkljaj energije za izravnavo. Odstopanjem se je zato bolje izogniti, po-
membna je cˇim bolj tocˇna napoved. Dobavitelji lahko elektricˇno energijo nabavijo
tudi v tujini. Pri tem je s tehnicˇnega vidika potrebno uposˇtevati razpolozˇljivost
prenosnih poti. Elektroenergetski sistem posamezne drzˇave je z interkonekcij-
skimi povezavami povezan s sistemi sosednjih drzˇav. Te povezave so v prvi vrsti
namenjene stabilnosti EES, hkrati pa omogocˇajo cˇezmejni prenos elektricˇne ener-
gije. Cˇezmejne prenosne zmogljivosti (CˇPZ) je potrebno zakupiti. Z ekonomskega
vidika je pri nabavi elektricˇne energije v tujini potrebno uposˇtevati ceno energije
in ceno CˇPZ na mejah vseh drzˇav, skozi katere bo potovala.
V naslednjem poglavju 3 je podana delitev tehnik strojnega ucˇenja in opisane
so umetne nevronske mrezˇe.
3 Metode strojnega ucˇenja
Strojno ucˇenje pomeni, da racˇunalnik naucˇimo procesa, ki je naraven tako lju-
dem kot zˇivalim. To je ucˇenje na podlagi izkusˇenj. Algoritmi strojnega ucˇenja
uporabljajo racˇunalniˇske metode, da dobijo informacije neposredno iz podatkov,
brez modela z vnaprej dolocˇenimi enacˇbami. Racˇunska zahtevnost teh algorit-
mov se povecˇuje z narasˇcˇanjem kolicˇine vhodnih podatkov in posledicˇno sˇtevilom
razlicˇnih vzorcev [11]. Z metodami strojnega ucˇenja lahko poiˇscˇemo ponavljajocˇe
se trende v podatkih, kar nam pomaga pri odlocˇitvah in napovedih. Vecˇ kot je na
voljo informacij, vecˇja je tocˇnost. Obseg uporabe metod strojnega ucˇenja je izre-
dno velik in obsega sˇtevilna podrocˇja znanosti. Poleg podrocˇja elektroenergetike
so to sˇe na primer:
• podrocˇje financ (kreditna tveganja, trgovanje s financˇnimi insˇtrumenti),
• podrocˇje medicine in biologije (odkrivanje obolenj, prepovedanih snovi),
• avtomobilska in letalska industrija (napoved vzdrzˇevanj),
• podrocˇje avtomatizacije (obdelava slik, prepoznavanje obrazov, zaznavanje
objektov in premikov)
• in vsa ostala podrocˇja z izzivi, ki jih prinasˇa velika kolicˇina podatkov [11].
Metode strojnega ucˇenja uporabljajo dve razlicˇni tehniki. To sta t.i. nenad-
zorovano ucˇenje in nadzorovano ucˇenje. Pri nenadzorovanem ucˇenju se upora-
bljajo samo vhodni podatki, ki so nato razvrsˇcˇeni v razrede glede na znacˇilnosti.
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To se imenuje rojenje. Pri nadzorovanem ucˇenju se poleg vhodnih spremenljivk
uporabljajo tudi izhodne. Ti modeli se uporabljajo za klasifikacijo in regresijo.
Shematicˇno sta obe tehniki strojnega ucˇenja prikazani na sliki 3.1.
Slika 3.1: Shema tehnik strojnega ucˇenja.
Pri nadzorovanem ucˇenju je mozˇna napoved odziva tudi za nove podatke, ki
niso del ucˇnih. Tehnika nenadzorovanega ucˇenja pa je na drugi strani primerna
zgolj za obdelavo znanih (obstojecˇih) podatkov.
3.1 Nenadzorovano ucˇenje
Nenadzorovano ucˇenje znotraj podatkov poiˇscˇe skrite vzorce in notranje struk-
ture. Uporablja se za sprejemanje sklepov na podlagi danih (znanih) podatkov-
nih nizov. Zˇe omenjeno rojenje je najpogostejˇsa tehnika nenadzorovanega ucˇenja.
Gre za iskanje skupin podatkov (rojev) v podatkovnih nizih. Roji so formirani
na nacˇin, da imajo elementi, ki pripadajo nekemu roju, iste ali zelo podobne
lastnosti in se od elementov v ostalih rojih kar se da razlikujejo. Locˇimo dve
vrsti rojenj: t.i. trdo rojenje, pri katerem podatki pripadajo samo enemu roju,
in mehko rojenje, pri katerem podatki lahko pripadajo vecˇ rojem. Izbira ene ali
druge vrste je odvisna od predhodnega vedenja o mozˇnostih grupiranja podatkov
[11].
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Cˇe se kolicˇina podatkov povecˇuje in zˇelimo zmanjˇsati njihove dimenzije
(sˇtevilo spremenljivk), lahko uporabimo tehnike nenadzorovanega ucˇenja, tudi,
cˇe nasˇ problem zahteva uporabo nadzorovanega ucˇenja.
3.2 Nadzorovano ucˇenje
Tehnik nadzorovanega ucˇenja se posluzˇujemo, ko je nasˇ cilj model, ki zmore napo-
ved na podlagi preteklih podatkov kot odgovor na vnose novih podatkov. Klasifi-
kacija predvidi diskreten odziv, ali novi podatki pripadajo dolocˇenemu razredu ali
ne, in cˇe, kateremu, regresija pa ponudi zvezen odziv. Slednjo lahko uporabimo
tudi za napoved odjema elektricˇne energije. Pri klasifikaciji locˇimo dvorazredni
in vecˇrazredni problem, ki je kompleksnejˇsi. Metode strojnega ucˇenja, namenjene
klasifikaciji in regresiji, so podane v tabeli 3.1.
Tabela 3.1: Metode nadzorovanega ucˇenja za klasifikacijo in regresijo.
Klasifikacija Regresija
Logisticˇna regresija Regresija s podpornimi vektorji
K-najblizˇjih sosedov Generaliziran (posplosˇen) linearni model
Podporni vektorji Regresijska drevesa
Umetne nevronske mrezˇe
(Naivni) Bayesov klasifikator
Diskriminantna analiza
Odlocˇitvena drevesa
3.2.1 Umetne nevronske mrezˇe
Navdih za umetne nevronske mrezˇe je bilo delovanje cˇlovesˇkih mozˇganov, katerih
delovanje zˇelimo posnemati. Osnovna celica umetnih nevronskih mrezˇ je (umetni)
nevron, njegova shema je prikazana na sliki 3.2.
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Slika 3.2: Shema nevrona, osnovnega dela umetnih nevronskih mrezˇ.
Vsak nevron najprej dobi informacije na vhode (na sliki 3.2 so oznacˇeni kot
x1, ..., x4). Te informacije procesira in ponudi odziv. Procesiranje - obdelava
vhodnih informacij - navadno poteka v dveh korakih. V prvem koraku je narejena
linearna kombinacija produktov vhodnih podatkov z njihovimi utezˇmi (w1, ..., w4).
V drugem koraku je prej dobljen rezultat uporabljen kot argument nelinearne
aktivacijske funkcije. Cˇe ta rezultat presezˇe vrednost praga (na sliki 3.2 je prag
oznacˇen kot θ), se nevron sprozˇi.
Posamezni nevroni so med sabo povezani, tako da tvorijo mrezˇe. Nacˇinov
(arhitektur), kako nevroni tvorijo mrezˇo, je vecˇ. V primeru vecˇplastnega per-
ceptrona nevroni tvorijo plasti. Nevroni v posamezni plasti imajo lahko skupne
vhode, a med sabo niso povezani. Vse plasti med vhodno in izhodno plastjo se
imenujejo skrite plasti. Preprost primer perceptrona je prikazan na sliki 3.3.
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Slika 3.3: Primer dvoplastne usmerjene nevronske mrezˇe.
Slika 3.3 prikazuje primer usmerjene nevronske mrezˇe, pri kateri informacije
potujejo le v eno smer od vhoda proti izhodu. V tem primeru so izhodi posamezne
plasti hkrati vhodi naslednje plasti. Na sliki 3.3 je primer dvoplastne nevronske
mrezˇe, ena od plasti je skrita. Parametri nevronske mrezˇe so utezˇi povezav ne-
vronov z vhodi in pragi posameznih nevronov. Za njihovo dolocˇitev (oceno) je
potrebno ucˇenje mrezˇe [12].
3.3 Postopek strojnega ucˇenja
Izbira algoritmov strojnega ucˇenja, tako nadzorovanega kot tudi nenadzorova-
nega, je sˇiroka. Dilema, katerega izbrati, je zato velika. Vsak algoritem ima
svoj, drugacˇen postopek ucˇenja. Ne obstaja en sam algoritem, za katerega bi
lahko trdili, da je najboljˇsi v vseh situacijah. Zato nam za vsako nalogo, ki jo
zˇelimo resˇiti, preostane le preizkusˇanje vecˇ razlicˇnih algoritmov. Izbira je odvisna
od tipa, velikosti podatkov in zˇelenega rezultata. Strojno ucˇenje je primerno za
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uporabo takrat, ko imamo veliko kolicˇino podatkov in spremenljivk, a nobene
enacˇbe. Za napovedi je model s strojnim ucˇenjem primeren, tudi cˇe se narava
podatkov nenehno spreminja in je potrebno stalno prilagajanje. Taksˇen primer je
tudi napovedovanje odjema elektricˇne energije. Ne glede na problem, s katerim
se srecˇujemo, moramo najprej izbrati tehniko nadzorovanega ali nenadzorovanega
ucˇenja. Nadaljnji proces strojnega ucˇenja lahko razdelimo na spodaj nasˇtete ko-
rake:
1. Zbiranje vhodnih podatkov. Pogledamo katere podatke imamo na voljo,
vpeljava (izracˇun) novih spremenljivk na podlagi obstojecˇih (znanih).
2. Obdelava podatkov. Normalizacija, nadomestitev manjkajocˇih vrednosti.
3. Delitev podatkov na ucˇno mnozˇico in testno mnozˇico.
4. Ucˇenje modela na izbranih podatkih.
5. Testiranje in izboljˇsave modela.
6. Implementacija modela v nalogo.
Kljucˇne lastnosti, s katerimi naj bi se vsak model ponasˇal, so visoka hitrost
ucˇenja, majhna racˇunska zahtevnost, velika natancˇnost napovedi in razumljiva
interpretacija naucˇenega. Vse te lastnosti je tezˇko zdruzˇiti v enem modelu, zato
moramo najti ravnovesje med vsemi omenjenimi. Pri tem je zˇe izbira pravih
vhodnih spremenljivk pomemben korak.
V naslednjem poglavju 4 je podrobneje opisana metoda podpornih vektorjev,
katero smo uporabili pri napovedi zdruzˇenega odjema elektricˇne energije posame-
zne drzˇave.
4 Metoda podpornih vektorjev
Metoda podpornih vektorjev je bila v celoti prvicˇ predstavljena leta 1995 v cˇlanku
avtorjev C. Cortes in V. Vapnik z naslovom Support-Vector Networks [13]. Pred
tem je bila namenjena zgolj razlocˇevanju (klasifikaciji) dveh popolnoma locˇljivih
razredov. Ideja je bila nato razsˇirjena sˇe na primer nelocˇljivih razredov, torej
razredov, katerih ni mozˇno razmejiti brez napake. Danes se metoda podpor-
nih vektorjev uporablja tako za klasifikacijo kot tudi regresijo. Uporabna je na
sˇtevilnih podrocˇjih, kot so na primer prepoznavanje vzorcev, obdelava podatkov,
napovedovanje in resˇevanje linearnih enacˇb. Glavna ideja metode podpornih vek-
torjev je dolocˇitev optimalne hiperravnine. Za razumevanje metode najprej po-
glejmo, kaj podporni vektorji pravzaprav so, na kaksˇen nacˇin dolocˇimo optimalno
hiperravnino in kaj je njena funkcija.
4.1 Popolnoma locˇljivi podatki
Ker je bila metoda s podpornimi vektorji sprva namenjena klasifikaciji, zacˇnimo
s primerom dveh popolnoma locˇljivih, koncˇnih podmnozˇic:
I = {(xi, yi)}i,xi ∈ Rn, yi = 1, i = 1, ..., l1,
II = {(xj, yj)}j,xj ∈ Rn, yj = −1, j = 1, ..., l2. (4.1)
Pri tem sta yi in yj oznaki razredov, l1 + l2 = l. Obe podmnozˇici sta locˇljivi s
hiperravnino, ki je podana kot
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x · φ = c, (4.2)
cˇe obstajata tako enotski vektor φ ∈ Rn (|φ| = 1) kot tudi konstanta c, da veljata
neenakosti
xi · φ ≥ c, za (xi, yi) ∈ I,
xj · φ ≤ c, za (xj, yj) ∈ II. (4.3)
Za ravnino velja, da je pravokotna na neko smer in celoten prostor deli na dva
podprostora. Za vsak enotski vektor φ lahko dolocˇimo dve vrednosti:
c1(φ) = min
(xi,yi)∈I
{xi · φ},
c2(φ) = min
(xj ,yj)∈II
{xj · φ} (4.4)
in vpeljemo enotski vektor φ0, ki maksimira funkcijo
ρ(φ) =
c1(φ)− c2(φ)
2
, |φ| = 1 (4.5)
pod pogojem (4.3). Prostoru med locˇitveno hiperravnino in najblizˇjim(i) primer-
kom(i) posameznega razreda pravimo rob. Vektor φ0 in konstanta
c0 =
c1(φ0)− c2(φ0)
2
, (4.6)
dolocˇata hiperravnino, ki primerke obeh podmnozˇic (I in II) razdeli na dve
obmocˇji in ima hkrati najˇsirsˇi rob, funkcija (4.5). Taksˇno hiperravnino imenujemo
optimalna hiperravnina [14], primer je prikazan na sliki 4.1.
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Slika 4.1: Primer optimalne hiperravnine, ki locˇuje dva razreda z najvecˇjim
robom. Podporni vektorji so poudarjeni.
Hiperravnin, ki locˇujejo obe podmnozˇici, je lahko vecˇ, vendar optimalna, torej
tista, ki locˇuje z najvecˇjim robom, je samo ena. Najviˇsja tocˇka φ0 zvezne funkcije
ρ(φ) namrecˇ obstaja znotraj obmocˇja |φ| ≤ 1, pravzaprav lezˇi tocˇno na meji
|φ| = 1, in maksimum je dosezˇen zgolj v eni tocˇki. Vektorjem iz posameznega
razreda, ki so najblizˇje optimalni hiperravni, pravimo podporni vektorji [15].
Cilj je torej najti metodo za dolocˇanje optimalne hiperravnine, ki podatke
dveh razredov deli z najvecˇjim mozˇnim odmikom od podpornih vektorjev, to je
najvecˇjim robom. Matematicˇno to prevedemo v iskanje vektorja ψ0 in konstante
b0, ki ustrezata pogojema
xi ·ψ0 + b0 ≥ 1, za yi = 1,
xj ·ψ0 + b0 ≤ −1, za yj = −1. (4.7)
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Hkrati mora vektor ψ0 imeti najmanjˇso normo, kar zapiˇsemo kot
|ψ|2 = ψ ·ψ. (4.8)
Vektor ψ0 je z vektorjem φ0, ki tvori optimalno hiperravnino, povezan preko
enakosti
φ0 =
ψ0
|ψ0| . (4.9)
Rob ρ(φ0) med optimalno hiperravnino in vektorji, ki jih locˇuje, je enak
ρ(φ0) = sup
1
2
(
min
(xi,yi)∈I
(xi · φ0)− max
(xj ,yj)∈II
(xj · φ0)
)
=
1
|ψ0|
. (4.10)
Vektor ψ0 z najmanjˇso normo, ki zadosˇcˇa pogoju (4.7) je normala ravnine, ki
jo iˇscˇemo. Da bo torej rob cˇim sˇirsˇi, mora biti normala cˇim krajˇsa. Pogoj (4.7)
lahko krajˇse zapiˇsemo kot
yi (xi ·ψ0 + b0) ≥ 1, i = 1, ..., l. (4.11)
Da najdemo optimalno locˇitveno hiperravnino, je potrebno resˇiti kvadraticˇen opti-
mizacijski problem, potrebno je minimizirati kvadrat norme (4.8) ob uposˇtevanju
pogoja (4.11). Problem lahko resˇujemo v originalnem prostoru, prostoru parame-
trov ψ in b ali v dualnem prostoru, to je prostoru Lagrangevih multiplikatorjev.
V slednjem primeru moramo poiskati ekstrem (sedlo) Lagrangeve funkcije
L(ψ, b, α) =
1
2
ψ ·ψ −
l∑
i=1
αi (yi (xi ·ψ + b)− 1), (4.12)
kjer αi ≥ 0 predstavljajo Lagrange-ve multiplikatorje. V izrazu (4.12) je kvadratu
norme (4.8) zaradi lepsˇe izpeljave v nadaljevanju dodan faktor 1
2
. Da najdemo
ekstrem, morata biti parcialna odvoda Lagrangeve funkcije po ψ in b enaka nicˇ:
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∂L(ψ, b, α)
∂ψ
= ψ −
l∑
i=1
yiαixi = 0, (4.13)
∂L(ψ, b, α)
∂b
=
l∑
i=1
yiαi = 0. (4.14)
Iz teh dveh pogojev sledi, da za vektor ψ, ki dolocˇa optimalno hiperravnino,
veljata naslednji enakosti:
ψ =
l∑
i=1
yiαixi, (4.15)
l∑
i=1
yiαi = 0. (4.16)
Z zamenjavo izraza (4.15) v Lagrangevi funkciji (4.12) in uposˇtevajocˇ enakost
(4.16) dobimo izraz
W (α) =
l∑
i=1
αi − 1
2
l∑
i,j=1
yiyjαiαj xi · xj. (4.17)
S spremembo notacije L(ψ, b, α) v W(α) ponazorimo prejˇsnjo transformacijo.
Presˇli smo na dualno nalogo. Sedaj za konstruiranje optimalne hiperravnine
potrebujemo koeficiente α0i , ki maksimirajo funkcijo (4.17) in za katere velja αi ≥
0, i = 1, ..., l, pri pogoju (4.16). Gre za problem kvadraticˇnega programiranja.
Resˇitev problema nam da koeficiente α0i , uporaba teh v enacˇbi (4.15) pa nas
privede do vektorja
ψ0 =
l∑
i=1
yiα
0
ixi. (4.18)
Preostane sˇe dolocˇitev konstante b0. Tako ψ0 kot tudi b0 morata ustrezati pogoju,
ki sledi iz Kuhn-Tucherjevega izreka:
α0i (yi (xi ·ψ0 + b0)− 1) = 0, i = 1, ..., l. (4.19)
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Dodatno razlago najdemo v [14] in [16]. Iz pogoja (4.19) sledi, da nenicˇelne
vrednosti α0i pripadajo zgolj vektorjem xi, ki zadosˇcˇajo pogoju
yi (xi ·ψ0 + b0) = 1. (4.20)
Geometrijsko gledano so ti vektorji najblizˇje optimalni hiperravnini, kot je to
prikazano tudi na sliki 4.1, in jih, kot zˇe recˇeno, imenujemo podporni vektorji.
Ti vektorji na nek nacˇin podpirajo ravnino, da se ne bi kam premaknila [16].
Kompleksnost resˇitve je podana s sˇtevilom podpornih vektorjev. Teh je v praksi
med 3 in 5 odstotkov vseh ucˇnih vektorjev [17]. Tudi cˇe bi vse ostale vektorje
zanemarili in bi uposˇtevali samo podporne vektorje, bi bila resˇitev popolnoma
identicˇna. Optimalna hiperravnina je torej odvisna zgolj od podpornih vektorjev.
Za vsak podporni vektor xs velja
ys (xs ·ψ0 + b0) = 1 (4.21)
in cˇe to vstavimo v enacˇbo (4.15), dobimo izraz
ys
(∑
m∈S
αmym xm · xs + b0
)
= 1, (4.22)
kjer S predstavlja mnozˇico indeksov vseh podpornih vektorjev. Ta ima toliko
elementov, kolikor je indeksov i, za katere velja αi > 0 (α
0
i ). Iz enacˇbe (4.22)
lahko dolocˇimo vrednost konstante b0. Obe strani pomnozˇimo z ys, uposˇtevamo
y2s = 1 in izrazimo
b0 = ys −
∑
m∈S
αmym xm · xs. (4.23)
Sˇe bolje pa je, da namesto poljubnega podpornega vektorja xs vzamemo povprecˇje
vseh podpornih vektorjev:
b¯0 =
1
NS
∑
s∈S
(
ys −
∑
m∈S
αmym xm · xs
)
. (4.24)
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Podporni vektorji imajo kljucˇno vlogo pri algoritmu ucˇenja, kajti vektor ψ0,
ki dolocˇa optimalno hiperravnino, podan kot (4.18), lahko preko nenicˇelnih utezˇi
razsˇirimo na podporne vektorje. Optimalna hiperravnina, ki locˇuje dva razreda,
ima tako koncˇno obliko
f(x, α0) =
l∑
i=1
yiα
0
i xs · x+ b0. (4.25)
Na tem mestu poudarimo, da tako optimalna hiperravnina kot tudi kriterijska
funkcija optimizacijskega problema (4.17) nista odvisni od dimenzije vektorja x
ampak od skalarnega produkta dveh vektorjev. To nam omogocˇa dolocˇitev hiper-
ravnine, tudi v vecˇdimenzionalnih prostorih, na primer v neskoncˇno razsezˇnem
Hilbertovem prostoru [14].
Povzemimo nekaj lastnosti optimalne hiperravnine, ki razmejuje dve pod-
mnozˇici oziroma dva razreda.
• Optimalna hiperravnina je lahko samo ena, torej obstaja samo en par vek-
torja ψ0 in konstante (praga) b0, ki jo dolocˇata. Vendar razsˇiritev optimalne
hiperravnine na podporne vektorje ni enolicˇna.
• Cˇe vektor ψ0 dolocˇa optimalno hiperravnino, potem je maksimum funkcio-
nala enak
W (α0) =
1
2
(ψ0 ·ψ0) =
1
2
∑
i
α0i . (4.26)
• Dolzˇina (norma) vektorja ψ0 dolocˇa rob locˇitvene hiperravnine:
ρ(ψ0) =
1
|ψ0|
. (4.27)
Doslej obravnavan primer je idealiziran in je dobra osnova za razumevanje kaj
podporni vektorji v matematicˇnem smislu pomenijo in kako jih dolocˇimo. Vendar
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se pri obravnavi prakticˇnih primerov srecˇujemo predvsem z nelocˇljivimi podatki.
Iz samih lastnosti optimalne hiperravnine, enakosti (4.26) in (4.27) sledi izraz
W (α0) =
1
2
( 1
ρ(ψ0)
)2
, (4.28)
ki ga lahko uporabimo kot kriterij linearne (ne)locˇljivosti dveh razredov.
4.2 Nelocˇljivi podatki
Dva razreda sta linearno nelocˇljiva, cˇe znasˇa odmik (rob) med hiperravnino, ki naj
bi ju locˇevala, in najblizˇjim vektorjem manj kot δ. Cˇe vrednost funkcionala W (α)
presezˇe vrednost 1
2δ2
(W (α) > W (α0)), lahko recˇemo, da podatki niso locˇljivi z
locˇljivostjo δ [14]. Vzemimo torej mnozˇico podatkov, ki jih predstavljajo vektorji
{(xi, yi)}i, x ∈ X, yi = ±1, i = 1, ..., l. (4.29)
Pogoja, ki veljata v primeru popolnoma locˇljivih podatkov (4.7), nekoliko omi-
limo, s tem da dovolimo napako pri razvrsˇcˇanju v posamezen razred. Cilj v tem
primeru je dolocˇiti hiperravnino, ki podatke deli z najmanjˇsim sˇtevilom napak.
Za resˇitev problema vpeljemo nove kazenske spremenljivke ξ1, ..., ξl in problem is-
kanja hiperravnine s cˇim manjˇsim sˇtevilom napak prevedemo v iskanje minimuma
funkcionala
φ(ξ) =
l∑
i=1
Θ(ξi) (4.30)
ob pogojih
yi (xi ·ψ + b) ≥ 1− ξi, i = 1, ..., l, ξi ≥ 0 (4.31)
in
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ψ ·ψ ≤ 1
ρ2
= A2. (4.32)
Pri tem velja sˇe Θ(ξ) = 0, cˇe ξ = 0 in Θ(ξ) = 1, cˇe ξ > 0. Na tem mestu
naredimo poenostavitev, minimizirati zˇelimo funkcional
φ(ξ) =
l∑
i=1
ξσi (4.33)
ob pogojih (4.31) in (4.32). Za vrednost σ izberemo 1, najmanjˇso vrednost, za
katero velja σ ≥ 0 in ki vodi do preprostega optimizacijskega problema. Za
njegovo resˇitev moramo poiskati sedlo Lagrangeve funkcije
L(ψ, b, α, β, γ) =
l∑
i=1
ξi − 1
2
γ (A2 −ψ ·ψ)
−
l∑
i=1
αi (yi (ψ · xi + b)− 1 + ξi)−
l∑
i=1
βiξi. (4.34)
To pomeni, da morajo biti parcialni odvodi funkcije po ψ, b in ξi enaki nicˇ. Iz
teh pogojev sledi
ψ =
1
γ
l∑
i=1
αiyixi, (4.35)
l∑
i=1
αiyi = 0, (4.36)
αi + βi = 1. (4.37)
Uposˇtevanje teh pogojev v Lagrangevi funkciji nas privede do funkcionala
W (α, γ) =
l∑
i=1
αi − 1
2γ
l∑
i,j=1
αiαjyiyj xi · xj − γA
2
2
, (4.38)
katerega je potrebno maksimirati. To lahko naredimo z resˇevanjem kvadraticˇnega
optimizacijskega problema tabelaricˇno za razlicˇne vrednoti γ. Lahko pa poiˇscˇemo
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vrednost γ, pri katerem funkcional (4.38) zavzema najvecˇjo vrednost in to vre-
dnost vstavimo v sam funkcional. To nas pripelje do enacˇbe optimalne hiperrav-
nine:
f(x) =
A√∑l
i,j=1 α
0
iα
0
jyiyj xi · xj
l∑
i=1
α0i yi x · xi + b. (4.39)
Opisani postopek se imenuje dolocˇanje optimalne hiperravnine s trdim robom.
Za poenostavitev racˇunanja obstaja tudi nekoliko spremenjen postopek z meh-
kim robom, ki se navadno uporablja. V tem primeru je potrebno minimizirati
funkcional
φ(ψ, ξ) =
1
2
ψ ·ψ + C
l∑
i=1
ξi, (4.40)
ob pogojih (4.31). Pri tem je C parameter, ki nadzira razmerje med kaznijo
napacˇno razvrsˇcˇenih primerkov (ta z razdaljo od ravnine narasˇcˇa) in velikostjo
roba. Z uporabo Lagrange metode je postopek resˇevanja optimizacijskega pro-
blema skoraj identicˇen kot v primeru popolnoma locˇljivih podatkov. Da najdemo
vektor ψ, ki dolocˇa optimalno locˇitveno hiperravnino, je potrebno maksimirati
enak funkcional W(α) kot v primeru popolnoma locˇljivih podatkov (4.17), vendar
pod spremenjenimi pogoji
0 ≤ αi ≤ C, i = 1, ..., l,
l∑
i=1
αiyi = 1. (4.41)
Tudi v tem primeru so, enako kot v primeru popolnoma locˇljivih podatkov, samo
nekateri od koeficientov α0i , i = 1, . . . l, razlicˇni od nicˇ in s pripadajocˇimi pod-
pornimi vektorji dolocˇajo optimalno hiperravnino:
l∑
i=1
α0i yi xi · x+ b0 = 0. (4.42)
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Vsak nov vektor x′, ki ne pripadata ucˇni mnozˇici, na podlagi katere smo izvedli
locˇitev, lahko uvrstimo v pravi razred z napovedjo
y′ = sgn (ψ0 · x′ + b0). (4.43)
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Na obeh doslej opisanih primerih je pojasnjen pomen optimalne locˇitvene hiper-
ravnine pri razlocˇevanju med dvema razredoma. V primeru razlocˇevanja med
vecˇ razredi postopek ponovimo za vsak razred posebej, vecˇrazredni problem torej
preoblikujemo v vecˇ dvorazrednih. Vse skupaj nas to privede blizˇje razumeva-
nju celotne metode s podpornimi vektorji, katere glavna ideja je, poleg uporabe
podpornih vektorjev in dolocˇitve optimalne hiperravnine, transformacija vektor-
skega prostora. Cˇe v originalnem vektorskem prostoru podatki niso locˇljivi z line-
arno hiperravnino z zˇeljeno natancˇnostjo, in v praksi pogosto niso, v razsˇirjenem
vektorskem prostoru postanejo linearno locˇljivi. Vhodne vektorje preslikamo v
vecˇdimenzionalni vektorski prostor, v katerem nato poiˇscˇemo optimalno locˇitveno
hiperrvnino. Ta koncept je prikazan na sliki 4.2.
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Slika 4.2: Koncept metode s podpornimi vektorji, transformacija vektorskega
prostora, v katerem najdemo optimalno hiperravnino.
Pri metodi s podpornimi vektorji imamo v splosˇnem dva problema. Prvi
je kako locˇitveno hiperravnino sploh najti, kajti dimenzija novega, razsˇirjenega
vektorskega prostora je lahko ogromna in ni nujno, da hiperravnina dobro locˇuje
podatke. Ter drugi razlog: kako racˇunsko obvladati tako sˇirok vektorski prostor.
Prvi problem je konceptne narave, drugi tehnicˇne. Prvega resˇimo z optimalno
hiperravnino s cˇim manjˇso napako. Drugi problem pa lahko resˇimo zavedajocˇ se,
da za konstrukcijo optimalne hiperravnine v razsˇirjenem prostoru ne potrebujemo
detajlnega poznavanje celotnega prostora, ampak je potrebno izracˇunati zgolj
skalarni produkt med podpornimi vektorji in vektorji v razsˇirjenem prostoru.
Transformacij torej ni potrebno narediti eksplicitno. Ob tem uposˇtevamo, da je
skalarni produkt v Hilbertovem prostoru po Hilbert-Schmidtovem izreku enak:
z1 · z2 =
∞∑
r=1
arzr(x1)zr(x2). (4.44)
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Vpeljimo oznako K(x1,x2), ki predstavlja zvezno simetricˇno funkcijo, ki
zadosˇcˇa Mercherjevemu izreku. Ta pravi: Da zvezna simetricˇna funkcija K(u,v)
v L2(C) ustreza izrazu
K(u,v) =
∞∑
k=1
akzk(u)zk(v) (4.45)
s pozitivnimi koeficienti ak > 0 je potreben in zadosten pogoj
∫
C
∫
C
K(u,v)g(u)g(v) du dv ≥ 0, (4.46)
ki mora biti izpolnjen za vsak g ∈ L2(C). Ob tem za C velja, da je kompak-
tna podmnozˇica mnozˇice Rn [3]. Za vsako jedrno funkcijo K(u,v), ki ustreza
Mercherjevemu izreku obstaja razsˇirjen vektorski prostor (z1(u), . . . ,zk(u), ..), v
katerem ta funkcija dolocˇa skalarni produkt (4.45).
Skalarni produkt v vecˇdimenzionalnih vektorskih prostorih, prostorih kate-
rih dimenzija je vecˇja od prostora prvotnih vektorjev, ki predstavljajo vhodne
podatke (ucˇno mnozˇico), omogocˇa dolocˇanje (od)locˇitvene funkcije, ki v original-
nem vektorskem prostoru ni linearna, a je linearna v razsˇirjenem prostoru. Je-
dro ali jedrna funkcija K(u,v) nam omogocˇa, da izracˇunamo skalarni produkt v
razsˇirjenem vektorskem prostoru, ne da bi naredili eksplicitno transformacijo vek-
torjev iz prvotnega prostora. Za dolocˇanje locˇitvene hiperravnine za v prvotnem
prostoru linearno nelocˇljive podatke lahko uporabimo do tu opisane postopke, le
da namesto navadnega skalarnega produkta dveh vektorjev (xi,xj), uporabimo
skalarni produkt z jedrom K(xi,xj).
Sedaj lahko sˇe enkrat povzamemo celoten postopek metode s podpornimi
vektorji.
• Za primer popolnoma locˇljivih podatkov, yif(xi, α) = 1, je za dolocˇitev
koeficientov αi potrebno poiskati maksimum funkcionala
W (α) =
l∑
i=1
αi − 1
2
l∑
i,j
αiαjyiyj K(xi,xj) (4.47)
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pod pogoji
l∑
i=1
αiyi = 0,
αi ≥ 0, i = 1, ..., l. (4.48)
• V primeru nelocˇljivih podatkov je za resˇitev s t.i. mehkim robom, ki je
osnovni nacˇin resˇevanja v taksˇnih primerih, potrebno poiskati maksimum
istega funkcionala (4.47) pod nekoliko spremenjenimi pogoji
l∑
i=1
αiyi = 0,
0 ≤ αi ≤ C, i = 1, 2, ..., l. (4.49)
• Koncˇno da najdemo optimalno resˇitev za dani rob ρ = 1
A
f(x, α) = sgn
(
A√∑l
i,j=1 α
0
iα
0
jyiyj K(xi,xj)
l∑
i=1
α0i yiK(xi,x) + b
)
(4.50)
je potrebo maksimirati funkcional
W (α) =
l∑
i=1
αi − A
√√√√ l∑
i,j=1
αiαjyiyj K(xi,xj) (4.51)
pod pogoji
l∑
i=1
αiyi = 0,
0 ≤ αi ≤ 1. (4.52)
Postopek ucˇenja, ki generira odlocˇitveno funkcijo taksˇnega tipa se imenuje
metoda podpornih vektorjev. Shematicˇno je postopek prikazan na sliki 4.3.
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Slika 4.3: Odlocˇitveno pravilo metode s podpornimi vektorji.
Celotna metoda s podpornimi vektorji temelji na transformaciji podatkov,
ki jih predstavljajo vektorji v vecˇrazsezˇnem vektorskem prostoru, kjer ti prej
nelocˇljivi vektorji postanejo locˇljivi z optimalno hiperravnino, kot je to opisano
v zacˇetku tega poglavja. Podobno tudi nelinearna regresija postane linearna v
vecˇdimenzionalnem vektorskem prostoru.
4.3.1 Jedrne funkcije
Z razlicˇnimi jedrnimi funkcijami dobimo razlicˇne transformacije prvotnega vek-
torskega prostora in s tem tudi razlicˇne modele tako za klasifikacijo kot tudi
regresijo. Da je neka funkcija lahko jedro, mora zadostiti Mercherjevemu izreku.
Najpogosteje uporabljene jedrne funkcije so:
• linearna, ki ohranja originalni vektorski prostor:
K(xi,xj) = xi · xj, (4.53)
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• polinomska, pri kateri za dano stopnjo polinoma d za konvolucijo skalarnega
produkta uporabimo naslednjo funkcijo:
K(xi,xj) = (xi · xj + 1)d, (4.54)
• radialna:
K(xi,xj) = e
−
(
||xi−xj ||2
2σ2
)
, (4.55)
• sigmoidna:
K(xi,xj) = tanh(v xi · xj − c), (4.56)
kjer parametra v in c dolocˇata obnasˇanje jedra [15].
Izkazˇe se, da za iste vhodne podatke razlicˇne jedrne funkcije izberejo priblizˇno
80 % istih podpornih vektorjev [17]. Izbiro jedrne funkcije v zˇeljenem modelu je
tezˇko natancˇno utemeljiti. Gre se za preizkusˇanje razlicˇnih in uporabo tiste, ki v
konkretnem primeru da najboljˇse rezultate.
4.3.2 Primer
Poglejmo si primer nelinearne klasifikacije z metodo podpornih vektorjev s
pomocˇjo programskega paketa MATLAB. S funkcijo rand nakljucˇno generiramo
koordinate 50 tocˇk v vsakem kvadrantu koordinatnega sistema. Koordinate naj
bodo v polarnem sistem (r1, ϕ1), nakljucˇno torej dolocˇimo radij (med 0 in 1)
in kot (med 0 in pi
2
), kateremu priˇstejemo oziroma odsˇtejemo pi
2
glede na izbrani
kvadrant. Polarne koordinate teh tocˇk nato pretvorimo v kartezicˇne (x, y) in jim
pripiˇsemo sˇe oznako razreda. Ta naj bo za vse tocˇke v prvem in tretjem kvadrantu
1, za vse ostale, torej tiste v drugem in cˇetrtem kvadrantu pa -1. Oznaka razreda
v tem primeru naj bo zaradi preglednosti z namesto y. Skupaj imamo tako 200
tocˇk (elementov), pol v vsakem razredu. Prikazane so na sliki 4.4. Zanje velja
{(xi, zi)}i, xi = (xi, yi), zi = 1, i = 1, ..., 100,
{(xj, zj)}j, xj = (xj, yj), zj = −1, j = 1, ..., 100. (4.57)
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Slika 4.4: Tocˇke (elementi) v dveh razredih, ki jih zˇelimo locˇiti.
Ti elementi predstavljajo ucˇno mnozˇico, ki jo, tako kot pri vseh metodah
nadzorovanega (strojnega) ucˇenja, najprej uporabimo za ucˇenje nasˇega modela.
V programskem paketu MATLAB za to uporabimo ukaz
Mdl1=fitcsvm(X,Z,’KernelFunction’,’rbf’);
Ob tem lahko definiramo jedrno funkcijo (privzeta je linearna) in sˇe nekatere
ostale parametre [18]. V zgornjem ukazu je jedro radialna funkcija. Za primerjavo
hkrati naredimo sˇe en primer s polinomsko funkcijo tretjega reda. Z zgornjim
ukazom dobimo model, ki vsebuje podporne vektorje, njihovo sˇtevilo in druge
informacije. Z njim lahko tudi klasificiramo nove primerke, ki niso del ucˇne
mnozˇice. Meji obeh razredov in podporni vektorji za oba primera z razlicˇnima
jedrnima funkcijama so prikazani na sliki 4.5.
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(a)
(b)
Slika 4.5: Meje med razredoma in podporni vektorji, radialna funkcija (a), poli-
nomska funkcija tretjega reda (b).
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Kot lahko vidimo na sliki 4.5, so meje med razredoma dolocˇene z metodo
podpornih vektorjev za razlicˇni jedrni funkciji razlicˇne. Razlicˇno je tudi sˇtevilo
podpornih vektorjev. Za klasifikacijo novih primerkov v enega od razredov upo-
rabimo ukaz
[~,scores1] = predict(Mdl1,xGrid);
Parametra tega ukaza sta naucˇen model (v tem primeru poimenovan Mdl1) in
matrika parametrov novih primerkov. Sˇtevilo parametrov novih primerkov mora
biti enako sˇtevilu parametrov primerkov, uporabljenih za ucˇenje modela. V tem
primeru sta to zgolj koordinati (x, y). Ta in sˇe vecˇ podobnih primerov klasifikacije
z metodo podpornih vektorjev in uporabe programskega paketa MATLAB je na
voljo v [18].
4.4 Regresija z metodo podpornih vektorjev
Spoznali smo zˇe, na kaksˇen nacˇin lahko z metodo podpornih vektorjev razvrsˇcˇamo
podatke. Metoda podpornih vektorjev je razen tega uporabna sˇe za regresijo. Pri
razvrsˇcˇanju nas zanima zgolj, v kateri razred spada nov vektor x′, ki ni element
ucˇne mnozˇice. Njegova pripadajocˇa vrednost y′ je bodisi 1 bodisi -1. Pri regresiji
pa zˇelimo napoved dejanske vrednosti y′. Nasˇa ucˇna mnozˇica v tem primeru je
{xi, yi}i, xi ∈ Rn, yi ∈ R, i = 1, ...l.
Isˇcˇemo napoved oblike
y = ψ · x+ b. (4.58)
Tudi pri regresiji z metodo podpornih vektorjev odstopanja od dejanske vrednosti
kaznujemo, podobno kot pri klasifikaciji dveh nelocˇljivih razredov. Vendar je v
tem primeru pristop nekoliko kompleksnejˇsi. Odstopanj ne kaznujemo, cˇe so
manjˇsa kot |ti − yi| < , kjer s ti oznacˇujemo dejansko vrednost. Vsa ostala
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odstopanja kaznujemo glede na to, ali odstopajo v plus (ξ+ > 0) ali minus (ξ− <
0). Pri tem za vsak i = 1, ..., l velja
ti ≤ yi + + ξ+i ,
ti ≥ yi − − ξ−i . (4.59)
Slika 4.6: Regresija z metodo podpornih vektorjev, odstopanja od dejanske vre-
dnosti.
Na sliki 4.6 lahko vidimo obmocˇje (pas) yi± , znotraj katerega odstopanj od
dejanske vrednosti ne kaznujemo. To obmocˇje se imenuje -neobcˇutljiva cev [15].
Obcˇutljivost, vrednost , je izbrana vnaprej. Sam postopek dolocˇanja regresije je
enak kot pri klasifikacij, le da moramo v tem primeru minimizirati funkcional
1
2
ψ ·ψ + C
l∑
i=1
(ξ+i + ξ
−
i ) (4.60)
ob pogoju (4.59). Ker mora veljati sˇe ξ+ ≥ 0 in ξ− ≥ 0, za vsak i vpeljemo
Lagrangeve multiplikatorje α+i ≥ 0, α−i ≥ 0, µ+i ≥ 0, µ−i ≥ 0 in zapiˇsemo
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razsˇirjen funkcional
Lp =
1
2
ψ ·ψ + C
l∑
i=1
(ξ+i + ξ
−
i )−
l∑
i=1
(µ+i ξ
+
i + µ
−
i ξ
−
i )−
−
l∑
i=1
α+i (+ ξ
+
i + yi − ti)−
l∑
i=1
α−i (+ ξ
−
i − yi + ti). (4.61)
V izraz (4.61) vstavimo (4.58) in odvajamo po ψ, b, ξ+i in ξ
−
i . Ti odvodi morajo
biti enaki nicˇ:
∂Lp
∂ψ
= 0 =⇒ ψ =
l∑
i=1
(α+i − α−i ) xi (4.62)
∂Lp
∂b
= 0 =⇒
l∑
i=1
(α+i − α−i ) = 0 (4.63)
∂Lp
∂ξ+i
= 0 =⇒ C = α+i + µ+i (4.64)
∂Lp
∂ξ−i
= 0 =⇒ C = α−i + µ−i (4.65)
Uposˇtevajocˇ te pogoje moramo maksimirati
LD =
l∑
i=1
(α+i − α−i )ti − 
l∑
i=1
(α+i − α−i )−
−1
2
∑
i,j
(α+i − α−i )(α+j − α−j ) xi · xj (4.66)
pod pogoji 0 ≤ α+i ≤ C, 0 ≤ α−i ≤ C in
∑l
i=1(α
+
i − α−i ) = 0 za vsak i. Napoved
y′ ima tako obliko,
y′ =
l∑
i=1
(α+i − α−i ) xi · x′ + b. (4.67)
Podporne vektorje xs najdemo, cˇe poiˇscˇemo indekse i za katere velja 0 < α < C
in ξ+i = 0 ali ξ
−
i = 0. To nas pripelje do konstante
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b = ts − −
l∑
m∈S
(α+m − α−m) xm · xs. (4.68)
Enako kot pri klasifikaciji, je tudi v tem primeru bolje, da vzamemo povprecˇje
po vseh podpornih vektorjih:
b¯ =
1
NS
∑
s∈S
[
ts − −
l∑
m∈S
(α+m − α−m) xm · xs
]
. (4.69)
Napisano velja za linearno regresijo, v primeru nelinearne najprej izberemo je-
dro in resˇujemo na enak nacˇin, le da namesto navadnega skalarnega produkta
uporabimo skalarni produkt z jedrom.
Opisano regresijo z metodo podpornih vektorjev smo uporabili v modelu za
napovedovanje odjema elektricˇne energije. V naslednjem poglavju 5 so opisane
spremenljivke, ki vplivajo na porabo elektricˇne energije.
5 Vplivne spremenljivke
Pri napovedovanju porabe elektricˇne energije se soocˇamo z izbiro vplivnih spre-
menljivk. Pri tem smo omejeni z naborom spremenljivk za preteklo obdobje
in, kar je sˇe pomembneje, s spremenljivkami, ki so ali sˇe bodo na voljo za pri-
hodnje obdobje, ki je predmet nasˇega zanimanja in za katerega napovedujemo
porabo. Vrednosti meteorolosˇkih spremenljivk (podatkov) navadno ne napove-
dujemo sami, ampak jih dobimo od ostalih (zunanjih) insˇtitucij (npr. ARSO).
Zmotno je miˇsljenje, da vecˇje sˇtevilo spremenljivk napoved izboljˇsuje. Veliko
sˇtevilo vhodnih spremenljivk, predvsem taksˇnih, ki so med seboj linearno od-
visne, vodi do slabih napovedi kljub veliki kolicˇini pojasnjene variance. Zato v
model napovedi vkljucˇimo samo tiste vplivne parametre, ki dejansko doprinesejo
k tocˇnosti napovedi in je ne poslabsˇujejo.
V splosˇnem lahko vplivne dejavnike razdelimo na cˇasovne, meteorolosˇke (vre-
menske), nakljucˇne in ekonomske razmere [6]. Zadnjih dveh nasˇtetih skupin
pri napovedih zaradi pomanjkanja podatkov ne uposˇtevamo. Nakljucˇne dejav-
nike je tezˇko napovedati, sˇe tezˇje pa je ovrednoti njihov vpliv. Mednje sodijo
vecˇji dogodki (bodisi sˇportni, glasbeni, politicˇni), katerih vpliv se lahko odrazˇa v
povecˇanem zanimanju za njihov medijski prenos, ter vecˇje naravne in druge ne-
srecˇe. Med ekonomske dejavnike lahko priˇstevamo vzorce porabe, povezane s ceno
elektrike za koncˇne odjemalce (nizˇja, viˇsja tarifa). Ker se vpliv cene odrazˇa tudi
na cˇasovnem poteku, ga torej pri napovedi zajamemo preko slednjega. Glavna
tipa vplivnih spremenljivk, ki jih uposˇtevamo pri napovedih, so cˇasovne in mete-
orolosˇke spremenljivke.
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Izbira vplivnih spremenljivk je eden glavnih korakov pri napovedovanju po-
rabe elektricˇne energije in pomembno vpliva na to, kako dober bo nasˇ model. V
nadaljevanju so predstavljene nekatere spremenljivke in njihov vpliv na porabo
elektricˇne energije.
5.1 Temperatura
Temperatura zraka je ena kljucˇnih spremenljivk, ki vpliva na porabo elektricˇne
energije. Odvisnost skupne dnevne porabljene elektricˇne energije od povprecˇne
dnevne temperature zraka je prikazana na sliki 5.1. Prikazani so podatki za
Slovenijo, za obdobje enega leta (2017).
Slika 5.1: Relacija med skupno dnevno porabljeno elektricˇno energijo in pov-
precˇno dnevno temperaturo zraka.
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V obdobjih nizˇjih temperatur je poraba elektrike vecˇja zaradi delovanja grel-
nih teles, v obdobjih viˇsjih temperatur pa zaradi delovanja hladilnih (klima) na-
prav. Pri napovedi porabe elektricˇne energije na ravni celotne drzˇave povprecˇna
temperatura nima taksˇne mocˇi, kot jo ima pri napovedi porabe za dolocˇeno dis-
tribucijsko omrezˇje, kjer lahko vkljucˇimo podatke o temperaturi zgolj iz enega ali
nekaj blizˇnjih merilnih mest. Temperaturne razlike med posameznimi deli drzˇave
so namrecˇ lahko velike, kar pa se ne odrazˇa nujno na povprecˇni temperaturi celo-
tne drzˇave. Temperatura lahko kot vhodna spremenljivka pri napovedi nastopa
na urnem nivoju, kot povprecˇje celega dne ali povprecˇje posameznih delov dneva
(dan, nocˇ).
5.1.1 Indeksa HDD in CDD
Kot vplivni spremenljivki pri napovedi porabe elektricˇne energije lahko upora-
bimo tudi s temperaturo povezana indeksa HDD in CDD. Prvi se nanasˇa na
energijo, porabljeno za ogrevanje, drugi na energijo, porabljeno za hlajenje. Oba
indeksa sta izracˇunana na podlagi temperature zraka in zavzemata vrednosti
razlicˇne od nicˇ, cˇe je dnevna temperatura nizˇja od bazne temperature, pri kateri
je potrebno ogrevanje (HDD 6= 0), oziroma viˇsja od bazne temperature, pri kateri
je potrebno hlajenje (CDD 6= 0). Bazni temperaturi znasˇata 15,5 ◦C za ogrevanje
(THDDb ) in 22
◦C za hlajenje (TCDDb ) [19]. Indeksa HDD in CDD sta definirana
takole [20]:
HDD =

THDDb − TM , THDDb ≥ TX
THDDb −TN
2
− TX−THDDb
4
, TM ≤ THDDb < TX
THDDb −TN
4
, TN ≤ THDDb < TM
0, THDDb ≤ TN
(5.1)
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CDD =

0, TCDDb ≥ TX
TX−TCDDb
4
, TM ≤ TCDDb < TX
TX−TCDDb
2
− TCDDb −TN
4
, TN ≤ TCDDb < TM
TM − TCDDb , TCDDb ≤ TN
(5.2)
V definicijah (5.1) in (5.2) predstavljajo TM povprecˇno, TX najviˇsjo in TN
najnizˇjo dnevno temperaturo zraka. Letni potek obeh indeksov za Slovenijo v
letu 2017 je prikazan na sliki 5.2
Slika 5.2: Letni potek indeksov HDD in CDD za leto 2017, podatki za Slovenijo.
Energijo (toploto) za ogrevanje stavb lahko dobimo iz razlicˇnih virov, za hla-
jenje pa jo skoraj izkljucˇno predstavlja elektricˇna energija. Pri porabi energije
za ogrevanje in hlajenje stavb velja uposˇtevati tudi njihovo toplotno kapaciteto.
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Ta je odvisna od izolacijskega ovoja objektov in zaradi nje se ob temperaturnih
skokih povecˇane potrebe po energiji ne pojavijo hkrati s spremembo temperature,
ampak z zamikom od enega do vecˇ dni.
5.2 Tip dneva
Poraba elektricˇne energije je za razlicˇne dneve razlicˇna. Slika 5.3 prikazuje primer
tedenskega diagrama porabe za Slovenijo.
Slika 5.3: Tedenski diagram porabe elektricˇne energije za Slovenijo.
Kot lahko vidimo na sliki 5.3, je poraba v torek, sredo in cˇetrtek dokaj po-
dobna, ponedeljek in petek pa od ostalih delavnikov nekoliko bolj odstopata.
Poraba med vikendom je nizˇja kot med tednom, v sobota je viˇsja kot v nedeljo.
Te razlike so sˇe bolj izrazito prikazane na sliki 5.4, ki prikazuje porabo za iste dni
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kot slika 5.3.
Slika 5.4: Poraba elektricˇne energije za razlicˇne dneve istega tedna.
Zaradi opaznih razlik med posameznimi dnevi je pri napovedi porabe smiselno
uposˇtevati tip dneva. To storimo preko indeksov, ki jih pripiˇsemo posameznemu
dnevu. V modelu napovedi, ki je predmet te naloge, dnem pripiˇsemo indekse
od 1 do 7, pri cˇemer se indeks 1 nanasˇa na nedeljo in 7 na soboto. Dnem bi
indekse lahko pripisali tudi drugacˇe. Ker je poraba za torek, sredo in cˇetrtek
zelo podobna, bi tem trem dnem lahko pripisali enak (skupen) indeks, preostalim
dnem pa locˇene indekse.
5.2.1 Dela prosti dnevi
Poseben primer tipa dneva so dela prosti dnevi. Poraba elektricˇne energije v
dela prostih dneh namrecˇ odstopa od porabe v delovnem dnevu. Na sliki 5.5 je
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prikazana primerjava porabe elektricˇne energije 8. februarja, ki je v Sloveniji dela
prost dan, s porabo v delovnih dneh dan prej in pred tednom dni.
Slika 5.5: Primerjava porabe elektricˇne energije v dela prostem dnevu, s porabo
v delavniku dan prej in pred tednom dni.
Kot lahko vidimo na sliki 5.5, je poraba v dela prostem dnevu nizˇja od po-
rabe v obeh primerjanih delovnih dneh. Vpliv dela prostih dni uposˇtevamo s
spremenljivko, ki za dela proste dni zavzema vrednost 1, za vse ostale dni pa 0.
5.3 Soncˇno sevanje
Ena od spremenljivk, ki lahko imajo vpliv na porabo elektricˇne energije, je
tudi soncˇno sevanje. Soncˇno sevanje je sicer bolj pomembno pri napovedova-
nju proizvodnje elektricˇne energije, saj ima kljucˇno vlogo pri proizvodnji soncˇnih
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elektrarn. Pri odjemalcih, ki imajo lastne soncˇne elektrarne, prikljucˇene na
omrezˇje, pomeni vecˇji delezˇ soncˇnega sevanja viˇsjo lastno proizvedeno energijo
in s tem manjˇsi odjem iz omrezˇja. Vendar tudi pri navadnih odjemalcih lahko
kolicˇino soncˇnega sevanja povezˇemo z nekaterimi vzorci porabe elektricˇne energije
(zadrzˇevanje v prostorih ali na prostem, poraba energije za osvetlitev), zato je
vredno razmisliti ali soncˇno sevanje vkljucˇiti v napoved ali ne. Med podatki, s
katerimi smo razpolagali v okviru te naloge, podatkov o soncˇnem sevanju ni bilo.
So pa bili podatki o proizvodnji elektricˇne energije soncˇnih elektrarn. Slika 5.6
prikazuje odvisnost dnevne porabljene elektricˇne energije od dnevne proizvedene
elektricˇne energije soncˇnih elektrarn za Slovenijo leta 2017.
Slika 5.6: Dnevna porabljena elektricˇna energija (E ) v odvisnosti od dnevne
proizvedene elektricˇne energije soncˇnih elektrarn (ES).
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Tako kot za vse ostale spremenljivke tudi za soncˇno sevanje in proizvodnjo
soncˇnih elektrarn velja: Cˇe imamo za dolocˇeno vplivno spremenljivko na voljo
podatke za obdobje napovedi in cˇe njena vkljucˇitev doprinese k tocˇnosti napovedi,
jo v napoved vkljucˇimo, sicer ne.
5.4 Dolzˇina dneva
Tudi dolzˇina (svetlega dela) dneva je ena od spremenljivk, ki lahko imajo vpliv
na porabo elektricˇne energije. Dolzˇino dneva za posamezno lokacijo lahko
izracˇunamo na podlagi njene geografske sˇirine in datuma. Datum oziroma sˇtevilo
dni od zacˇetka posameznega letnega cˇasa je pomemben za izracˇun deklinacije
Sonca. Njena najvecˇja vrednost znasˇa δ0 = 23, 5
◦, ob enakonocˇjih pa je enaka 0◦.
Za ostale dni deklinacijo Sonca izracˇunamo po formuli:
δn =
23, 5◦ · n
N
. (5.3)
V formuli (5.3) n predstavlja n-ti dan od zacˇetka posameznega letnega cˇasa,
N pa je sˇtevilo vseh dni tega letnega cˇasa. Za zimske in poletne dneve moramo
tako dobljen rezultat sˇe odsˇteti od najvecˇje vrednosti deklinacije: δ
′
n = δ0−δn. Za
izracˇun dolzˇine dneve (in tudi nocˇi) poleg deklinacije potrebujemo sˇe geografsko
sˇirino, oznaka ϕ∗. Z obema podatkoma lahko dolocˇimo dolzˇino dneva (ldneva):
cos(t) = −tg(ϕ∗) · tg(δ),
ldneva = 2 · t,
ldneva = 2 arccos
(
− tg(ϕ∗) · tg(δ)
)
. (5.4)
Dobljen rezultat je v kotnih stopinjah (◦) in ga lahko pretvorimo v ure. En
obrat (360◦) Zemlja naredi v enem dnevu. Pri izracˇunu dolzˇine dneva uporabimo
eno (povprecˇno) geografsko sˇirino za celotno drzˇavo in tako zanemarimo razlike
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med posameznimi deli drzˇave. Opisan izracˇun dolzˇine dneva je priblizˇen in sluzˇi
predvsem za dolocˇanje spremembe dolzˇine dneva tekom leta.
5.5 Pretekla poraba elektricˇne energije
Pretekla poraba elektricˇne energije ni pomembna samo pri ucˇenju modela napo-
vedi kot izhodna spremenljivka, ampak nastopa tudi kot vplivna spremenljivka,
ki ima znaten vpliv na napoved. Preko nje se namrecˇ kazˇejo vzorci porabe, ki
se lahko nadaljujejo tudi naprej na obdobja napovedi. Na sliki 5.7 je prikazana
odvisnost skupne dnevne porabljene elektricˇne energije (Et) od skupne energije
porabljene dan prej (Et−24). Prikazani so podatki za Slovenijo leta 2017.
Slika 5.7: Dnevna poraba elektricˇne energije (Et) v odvisnosti od porabe dan
prej (Et−24). Podatki za Slovenijo leta 2017.
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Opazimo lahko mocˇno povezanost porabljene energije z energijo porabljeno
dan prej. Enako primerjavo lahko naredimo tudi za ostala pretekla obdobja. Slika
5.8 tako prikazuje relacijo med skupno dnevno porabljeno elektricˇno energijo (Et)
in energijo porabljeno teden dni prej (Et−168). Tudi v tem primeru so prikazani
podatki za Slovenijo leta 2017.
Slika 5.8: Dnevna poraba elektricˇne energije (Et) v odvisnosti od porabe pred
enim tednom (Et−168). Podatki za Slovenijo leta 2017.
Enako kot prej lahko tudi v tem primeru opazimo linearno odvisnost, ki pa
ni tako izrazita kot v primeru energije porabljene dan prej. Linearno odvisnost
dolocˇene spremenljivke iz razlicˇnih preteklih cˇasovnih obdobjih lahko dolocˇimo
tudi z avtokorelacijo. Slika 5.9 prikazuje avtokorelacijo porabe elektricˇne energije
za obdobje preteklih deset dni. Podatki so za Slovenijo leta 2017.
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Slika 5.9: Avtokorealcija porabe elektricˇne energije za preteklih deset dni. Po-
datki za Slovenijo leta 2017.
Vidimo lahko, da je avtokorelacija najvecˇja dan prej. Pri kratkorocˇni napo-
vedi za dan vnaprej podatkov o dejanski porabi preteklega dne nimamo, imamo
samo napoved porabe preteklega dne. Enako je pri srednjerocˇni napovedi, kjer
nimamo niti podatkov preteklega tedna, imamo zgolj napoved. Pri nalogi so bili
uporabljeni podatki o pretekli porabi na urnem nivoju. Na podlagi urnih vre-
dnosti so bile dolocˇene sˇe najviˇsja in najnizˇja dnevna poraba ter skupna dnevna
poraba. Pri prvih dveh je bila dolocˇena tudi pripadajocˇa ura (indeks).
5.5.1 Letni cˇas
Vpliv na porabo elektricˇne energije ima tudi letni cˇas oziroma sezona. Na sliki
5.10 je prikazana povprecˇna poraba elektricˇne energije vseh dni istega tipa (vse
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srede) posamezne sezone v Sloveniji leta 2017.
Slika 5.10: Primerjava povprecˇne porabe elektricˇne energije vseh dni istega tipa
(srede) znotraj vseh sˇtirih letnih cˇasov (sezon), v Sloveniji leta 2017.
Razlika med posameznimi sezonami je opazna. Njihov vpliv v napoved zato
vkljucˇimo preko povprecˇne porabe vseh dni istega tipa znotraj posamezne sezone.
Najprej izracˇunamo povprecˇno urno porabo vseh zimskih ponedeljkov, nato enako
naredimo sˇe za vse preostale dneve in vse sezone. Uporabljena je bila datumska
delitev na sezone glede na letne cˇase. Ta delitev je podana spodaj:
• zima: 21. 12. - 20. 3.
• pomlad: 21. 3. - 20. 6.
• poletje: 21. 6. - 22. 9.
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• jesen: 23. 9. - 20. 12.
Tudi v tem primeru bi lahko vzeli drugacˇno delitev, na primer po mesecih (me-
teorolosˇki letni cˇasi). Dejstvo je, da datumska obdobja niso merilo in vremenske
razmere lahko precej odstopajo od taksˇnih delitev.
5.6 Ostali vplivni dejavniki
Vplivi posameznih dejavnikov se med sabo prepletajo, kar je po eni strani dobro,
saj moramo vedno, kadar imamo opravka z velikim sˇtevilom vhodnih podatkov,
racˇunati na napacˇne in manjkajocˇe vrednosti, ki so lahko posledica avtomatskega
zajema podatkov ali cˇlovesˇkega faktorja. Prav tako je napoved vplivnih spre-
menljivk obremenjena z dolocˇeno napako. S prepletanjem vplivnih faktorjev te
napake lahko omejimo. Ostali dejavniki, ki sˇe lahko vplivajo na porabo elektricˇne
energije, so nekateri meteorolosˇki, kot so na primer:
• relativna zracˇna vlaga,
• hitrost vetra,
• kolicˇina padavin.
Poleg njih imamo sˇe enkratne dejavnike, kot je na primer premik ure. Vseh
vplivnih dejavnikov ni mogocˇe, in tudi ni smiselno, vkljucˇiti v napoved. Po-
trebno je izbrati zgolj tiste kljucˇne. To lahko storimo s preizkusˇanjem na realnih
primerih.
V naslednjem poglavju 6 sta opisana modela za napoved porabe elektricˇne
energije, ki vkljucˇujeta v tem poglavju navedene vplivne dejavnike.
6 Model napovedi porabe elektricˇne
energije
Model napovedi agregiranega odjema elektricˇne energije posamezne drzˇave je bil
narejen z uporabo programskega paketa MATLAB in regresije z metodo podpor-
nih vektorjev, opisane v poglavje 4. Izbran programski paket je sluzˇil skozi celoten
potek napovedovanja porabe elektricˇne energije, od zacˇetne priprave podatkov,
napovedi in koncˇne analize rezultatov.
6.1 Priprava podatkov
Prvi korak je bila priprava vhodnih podatkov. Podatki za preteklo obdobje, ki
so bili na razpolago, so: poraba (delovna mocˇ odjema) elektricˇne energije, ki
je predmet napovedi, temperatura zraka in proizvodnja soncˇnih elektrarn. Vsi
ostali vhodni podatki so bili dolocˇeni na podlagi teh vrednosti ali izracˇunani sa-
mostojno. Podatki omenjenih spremenljivk zajemajo razlicˇna cˇasovna obdobja
na urnem nivoju. V njih so tudi manjkajocˇe vrednosti, zato najprej pogledamo
zacˇetni in koncˇni datum posameznega niza podatkov in znotraj njiju zgeneriramo
vse datume in cˇase (za vsako uro). Te nato primerjamo z datumi in cˇasi podat-
kovnih nizov. Ujemajocˇim pripiˇsemo znane vrednosti, manjkajocˇim pa vrednost
0. Posamezne manjkajocˇe vrednosti nadomestimo z aritmeticˇno sredino obeh so-
sednjih vrednosti, pred in za manjkajocˇo. Manjkajocˇe vrednosti v nizih ostanejo
enake 0. Tako urejeni podatki omogocˇajo tudi hiter izracˇun povprecˇnih, najvecˇjih
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in najmanjˇsih dnevnih vrednosti.
Podatki so za razlicˇna cˇasovna obdobja, za ucˇenje modela pa morajo biti
enakih dimenzij, torej za isto obdobje. Zato v urejenih podatkih poiˇscˇemo najnizˇji
in najviˇsji datum (skupno cˇasovno obdobje) in v nadaljevanju uporabljamo samo
te (skupne) podatke. Razdelimo jih na ucˇno mnozˇico, na kateri ucˇimo model,
in testno mnozˇico, na kateri preverjamo rezultate. Ucˇna mnozˇica je v nasˇem
primeru obsegala podatke enega leta.
Za vse vhodne podatke je bila narejena normalizacija, pri cˇemer je bila upo-
rabljena naslednja enacˇba:
XjNOR =
Xji −Xjmin
Xjmax −Xjmin
. (6.1)
V enacˇbi (6.1) predstavlja X matriko vhodnih podatkov, indeks j se nanasˇa
na stolpec te matrike (vrednosti posamezne spremenljivke), indeks i pa na vr-
stico (cˇasovno vrednost). Z max in min oznacˇujemo najviˇsjo in najnizˇjo vrednost
posamezne spremenljivke v skupnih podatkih. Pomen normalizacije vhodnih po-
datkov je pojasnjen v nadaljevanju.
Spremenljivke, ki vplivajo na porabo elektricˇne energije, so opisane v
prejˇsnjem poglavju 5. Na tem mestu nasˇtejmo vse uporabljene, ki predstavljajo
vhodne podatke v model napovedi, in podajmo njihove enote. Uporabljene so
bile:
• dan v tednu (1 - nedelja, 2 - ponedeljek, 3 - torek, 4 - sreda, 5 - cˇetrtek,
6 - petek, 7 - sobota),
• cˇas v dnevu (ure: 1-24),
• tip dneva (1 - delovni dan, 0 - dela prost dan),
• temperatura (urne vrednosti v ◦C),
• proizvodnja soncˇnih elektrarn (urne vrednosti v MW),
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• indeks HDD,
• zamik indeksa HDD 72 h,
• indeks CDD,
• zamik indeksa CDD 72 h,
• povprecˇna temperatura pred tremi dnevi v ◦C,
• dolzˇina dneva v h,
• povprecˇna temperatura preteklih let za Slovenijo 2013 - 2017 (urne vredno-
sti v ◦C),
• mediana porabe elektricˇne energije v preteklem tednu, locˇeno za delovne
dni in dela proste dni (urne vrednosti v MW),
• poraba elektricˇne energije v preteklem tednu (urne vrednosti v MW),
• poraba elektricˇne energije v preteklem dnevu (urne vrednosti v MW),
• najviˇsja poraba elektricˇne energije v preteklem dnevu v MW,
• najnizˇja poraba elektricˇne energije v preteklem dnevu v MW,
• povprecˇna poraba elektricˇne energije v preteklem dnevu v MW,
• povprecˇna poraba elektricˇne energije vseh istih dni znotraj posamezne se-
zone - opisano v podpoglavju 5.5.1 - (urne vrednosti v MW).
6.2 Napoved porabe elektricˇne energije
Napoved porabe elektricˇne energije je bila narejena za dan vnaprej z dvema
locˇenima modeloma za iste vhodne podatke. Prvi model temelji na funkcijah
metode podpornih vektorjev, ki so del programskega paketa MATLAB, drugi
temelji na funkcijah, ki so del programske knjizˇnice LIBSVM.
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6.2.1 Model 1: MATLAB funkcije metode podpornih vektorjev
Programski paket MATLAB zˇe vsebuje funkcijo, s katero ucˇimo model z metodo
podpornih vektorjev, kot smo to zˇe videli v podpoglavju 4.3.2 za primer klasifi-
kacije. Vse funkcije metode podpornih vektorjev v MATLABu so del paketa za
statistiko in strojno ucˇenje. Celoten postopek je podoben kot pri klasifikaciji. V
primeru regresije za ucˇenje modela uporabimo naslednji ukaz:
Mdl=fitrsvm(X_train,Y_train,’KernelFunction’,’polynomial’,...
’PolynomialOrder’,2,’KernelScale’,’auto’,’Standardize’,true’)
Z X train oznacˇujemo vhodne podatke, matriko vseh vplivnih spremenljivk, z
Y train pa vektor izhodnih vrednosti, porabo elektricˇne energije. Poleg vhodnih
podatkov in vrednosti izhodne spremenljivke lahko v funkciji fitrsvm izberemo
sˇe nekatere funkcije oziroma parametre, ki so uposˇtevani pri ucˇenju. Uporabljene
funkcije in parametri so nasˇteti spodaj.
• ’KernelFunction’ se nanasˇa na izbiro jedrne funkcije. Njen pomen in
najpogosteje uporabljene jedrne funkcije so zˇe opisani v podpoglavju 4.3.1.
Polinomsko jedrno funkcijo stopnje 2 npr. izberemo z izbiro ’polynomial’
in ’PolynomialOrder’, 2. Cˇe jedre funkcije ne dolocˇimo, je privzeta line-
arna funkcija.
• Vrednost parametra ’KernelScale’ dolocˇimo glede na zˇeljen nacˇin razde-
litve elementov v matriki vhodnih vrednosti X train. Cˇe izberemo ’auto’,
program delitev naredi sam s hevristicˇnim postopkom.
• ’standardize’,’true’ pomeni standardizacijo podatkov. Program stan-
dardizirane vrednosti posamezne spremenljivke (stolpca vhodne matrike)
dolocˇi glede na njihovo srednjo vrednost in standardni odklon. Ker pro-
gram omogocˇa standardizacijo vhodnih podatkov, teh predhodno ni po-
trebno normirati. Normalizacija in standardizacija vhodnih podatkov sta
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standardna postopka, s katerima pri strojnem ucˇenju skrajˇsamo cˇas ucˇenja.
Sicer pa na samo ucˇenje ne vplivata.
Vseh mozˇnosti in parametrov, ki jih lahko dolocˇimo v okviru ucˇenja s funkcijo
fitrsvm, je sˇe vecˇ [21], uporabili pa smo le zgoraj navedene in opisane. Ucˇenje
modela z njimi se je namrecˇ izkazalo za najbolj ucˇinkovito pri napovedi porabe
elektricˇne energije. S funkcijo fitrsvm dobimo naucˇen model, ki vsebuje op-
timalne vrednosti parametrov algoritmov metode podpornih vektorjev. Izhod
funkcije, torej naucˇen model, je podan spodaj.
Mdl =
RegressionSVM
ResponseName: ’Y’
CategoricalPredictors: []
ResponseTransform: ’none’
Alpha: [4789x1 double]
Bias: 1.4970e+03
KernelParameters: [1x1 struct]
Mu: [1x19 double]
Sigma: [1x19 double]
NumObservations: 8597
BoxConstraints: [8597x1 double]
ConvergenceInfo: [1x1 struct]
IsSupportVector: [8597x1 logical]
Solver: ’SMO’
Tako naucˇen model (oznaka Mdl) omogocˇa napoved novih vrednosti na podlagi
novih vhodnih podatkov istega tipa. Konvergenco modela preverimo z ukazom:
Mdl.ConvergenceInfo.Converged.
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Ta vrne vrednost 1, cˇe model konvergira, in vrednost 0, cˇe ne. Za napoved novih
vrednosti uporabimo ukaz:
fit=predict(Mdl,X_text).
Funkcija predict, katere vhoda sta naucˇen model (Mdl) in matrika vho-
dnih spremenljivk (X test), vrne napovedane vrednosti izhodne spremenljivke, v
nasˇem primeru porabe elektricˇne energije.
6.2.2 Model 2: Programska knjizˇnica LIBSVM
LIBSVM je programska knjizˇnica za metodo podpornih vektorjev [22], ki je na
voljo za razlicˇne programske jezike, kot so MATLAB, R in Python. Knjizˇnica
omogocˇa implementacijo metode podpornih vektorjev v posamezen program. V
nasˇem primeru je bila uporabljena regresija, v knjizˇnici imenovana -SVR. Teo-
reticˇno je predstavljena v podpoglavju 4.6. Uporabljena regresija -SVR je zgolj
ena od mozˇnosti, ki jih LIBSVM ponuja. Za ucˇenje modela uporabimo ukaz:
model = svmtrain(Y_train,X_train,[’-s 3 -t 2 -h 1 -g 0.04...
-c 2550 -p 0.01’]).
V ukazu, enako kot v prejˇsnjem modelu, Y train predstavlja izhodno spremen-
ljivko, porabo elektricˇne energije, in X train matriko vseh vhodnih spremenljivk.
Vhodni podatki so enaki kot v prejˇsnjem primeru, le da so tokrat uporabljene
normirane vrednosti, dolocˇene na nacˇin, opisan v podpoglavju 6.1. Za razliko od
prvega modela je pri uporabi funkcije svmtrain za ucˇenje potrebno podati sˇe vre-
dnosti nekaterih parametrov algoritmov metode podpornih vektorjev. V prvem
modelu so te vrednosti dolocˇene samodejno, v tem jih dolocˇimo sami. Uposˇtevani
parametri in njihove vrednosti so podani spodaj.
• Parameter -s se nanasˇa na vrsto problema, ki ga resˇujemo. Vrednost 3
predstavlja zˇe omenjeno regresijo (-SVR).
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• Parameter -t pomeni izbiro jedrne funkcije. Vrednost 2 predstavlja radialno
funkcijo, ki je tudi sicer privzeta izbira.
• Parameter -c se nanasˇa na vrednost konstante C. Njen pomen je pojasnjen
v podpoglavju 4.2.
• Parameter -g se nanasˇa na vrednost konstante γ1, ki nastopa v izrazu za
radialno jedrno funkcijo.
• Parameter -p se nanasˇa na vrednost konstante . Njen pomen je pojasnjen
v podpoglavju 4.4.
Tudi funkcija svmtrain omogocˇa dolocˇitev sˇe nekaterih ostalih parametrov
[22], ki pa jih v okviru te napovedi ni bilo potrebno uposˇtevati (spreminjati).
Ucˇenje modela z navedenimi izbirami se je izkazalo za najbolj ucˇinkovito. Pri
uporabi funkcij iz programske knjizˇnice LIBSVM je pred ucˇenjem modela nujna
normalizacija podatkov, saj znotraj posamezne funkcije mozˇnost normalizacije ali
standardizacije podatkov ni na voljo. Z normalizacijo podatkov se znatno skrajˇsa
cˇas ucˇenja.
Pri regresiji z metodo podpornih vektorjev (-SVR) program, ki vkljucˇuje
LIBSVM, resˇi kvadraticˇen problem in v model shrani vrednosti Lagrangevih mul-
tiplikatorjev α+m in α
−
m. Za ucˇinkovito ucˇenje modela, ki omogocˇa dobro napoved,
je potrebno izbrati optimalne vrednoti parametrov C in γ. Orientacijske vredno-
sti obeh parametrov so bile dolocˇene s poskusˇanjem, tocˇne pa z algoritmom, ki je
za razlicˇne vrednosti obeh parametrov izdelal napoved in jo nato primerjal z zna-
nimi vrednostmi. Optimalni vrednosti sta tisti, pri katerih je bila napoved najbolj
tocˇna. Z orientacijskimi vrednostmi skrajˇsamo cˇas iskanja optimalnih vrednosti,
saj z njimi omejimo mozˇen nabor kandidatov. Na koncu je bil za ucˇenje modela,
ki je sluzˇil za napoved porabe elektricˇne energije, uporabljen najboljˇsi par (C,γ).
Kot izhod funkcije svmtrain dobimo:
1Izraz e
−
(
γ||xi−xj ||2
)
je ekvivalenten izrazu e
−
(
||xi−xj ||2
2σ2
)
v enacˇbi (4.55). Zveza med σ in
γ je torej: γ = 12σ2 .
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model =
Parameters: [5x1 double]
nr_class: 2
totalSV: 8747
rho: -1.5311e+03
Label: []
sv_indices: [8747x1 double]
ProbA: []
ProbB: []
nSV: []
sv_coef: [8747x1 double]
SVs: [8747x18 double]
optimization finished, #iter = 25265
nu = 0.994741
obj = -1468041657.629255, rho = -1531.116983
nSV = 8747, nBSV = 8682
Za napoved novih vrednosti uporabimo ukaz:
predicted = svmpredict(Y_test,X_test,model).
Pri tem se Y test nanasˇa na izhodne spremenljivke, katerih vrednosti zˇelimo na-
povedati. V kolikor teh vrednosti ne poznamo, uporabimo nakljucˇne vrednosti.
X test so vhodni podatki, model pa prej naucˇen model. Cˇe vnesemo znane de-
janske vrednosti izhodne spremenljivke, nam funkcija svmpredict poleg napovedi
vrne tudi vrednost srednje kvadratne napake (MSE) in koeficient determinacije
(r2), ki ocenjujeta njeno tocˇnost:
MSE =
1
N
N∑
i=1
(yˆi − yi)2, (6.2)
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r2 =
(
N
∑N
i=1 yˆi yi −
∑N
i=1 yˆi
∑N
i=1 yi
)2
(
N
∑N
i=1 yˆ
2
i − (
∑N
i=1 yˆi)
2
)(
N
∑N
i=1 y
2
i − (
∑N
i=1 yi)
2
) . (6.3)
V definicijah (6.2) in (6.3) predstavljata yˆi napovedane vrednosti in yi znane
dejanske vrednosti izhodne spremenljivke.
Rezultati napovedi porabe elektricˇne energije obeh modelov so predstavljeni v
naslednjem poglavju 7, kjer je narejena tudi primerjava z dejanskimi vrednostmi.
Tocˇnost obeh modelov je ovrednotena z nekaj pogostokrat uporabljenimi kazal-
niki. Kazalniki in njihove definicije so prav tako podani v naslednjem poglavju.
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7 Primerjava in ovrednotenje modelov
Da lahko ovrednotimo katerikoli model za napovedovanje, je potrebna primerjava
z znanimi vrednostmi. V primeru napovedi cˇasovnih serij lahko napovedane in
dejanske (izmerjene) vrednosti izhodne spremenljivke preprosto primerjamo npr.
z razprsˇenim diagramom. Za primerjavo in ovrednotenje nasˇega modela z ostalimi
modeli pa se uporabljajo razlicˇni statisticˇni kazalniki. Primerjava z vecˇ razlicˇnimi
kazalniki je smiselna zaradi samih lastnosti posameznih kazalnikov, saj so nekateri
kazalniki bolj, drugi pa manj obcˇutljivi na velike napake. Poleg tega je vrednost
nekaterih kazalnikov odvisna od dimenzije podatkov (dolzˇine cˇasovnih serij). V
nadaljevanju so podani kazalniki, s katerimi ocenjujemo tocˇnost obeh model iz
prejˇsnjega poglavja 6 in omogocˇajo primerjavo z modeli iz literature.
Srednja absolutna napaka MAE je definirana kot povprecˇje vseh absolutnih
napak dejanskih in napovedanih vrednosti:
MAE =
1
N
N∑
i=1
∣∣yˆi − yi∣∣. (7.1)
V definiciji (7.1) in v nadaljevanju predstavljajo N sˇtevilo vseh (urnih) napovedi
porabe elektricˇne energije, yˆi napovedano urno porabo elektricˇne energije in yi
dejansko urno porabo elektricˇne energije. Kazalnik MAE je odvisen od dimen-
zije podatkov in zato uporaben samo za primerjavo napovedi enakih cˇasovnih
serij. Pri izracˇunu kazalnika MAE lahko veliko sˇtevilo majhnih absolutnih na-
pak prevlada nad majhnim sˇtevilom velikih absolutnih napak. Slednje je lahko
problematicˇno, cˇe napoved vsebuje sˇum. Srednja kvadratna napaka MSE (njena
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definicija (6.2) je podana zˇe v prejˇsnjem poglavju) je definirana podobno kot
MAE, le da racˇunamo kvadrat razlike dejanskih in napovedanih vrednosti (ab-
solutnih napak). Kazalnih MSE je zato bolj obcˇutljiv na izstopajocˇe vrednosti,
kjer je absolutna napaka velika. Cˇe izracˇunamo kvadratni koren kazalnika MSE,
dobimo kazalnik RMSE, koren srednje kvadratne napake:
RMSE =
√√√√ 1
N
N∑
i=1
(
yˆi − yi)2. (7.2)
Oba kazalnika, tako MSE kot RMSE, sta sicer bolj obcˇutljiva na velike napake
kot MAE, a sˇe vedno primerna le za primerjavo napovedi enakih cˇasovnih serij.
Kazalnik RMSE je uporabnejˇsi kot kazalnik MSE, saj so njegove enote enake eno-
tam spremenljivke, katere napoved ocenjujemo. Enote so enake tudi za kazalnik
MAE.
Za primerjavo napovedi razlicˇnih cˇasovnih serij uporabljamo kazalnike, ki te-
meljijo na odstotni napaki. Mednje sodita povprecˇna absolutna odstotna napaka
MAPE, znana tudi kot MAPD,
MAPD =
100
N
N∑
i=1
∣∣∣∣ yˆi − yiyi
∣∣∣∣, (7.3)
in koren normalizirane srednje kvadratne napake NRMSE:
NRMSE = 100 · RMSE
y¯
, (7.4)
kjer je y¯ povprecˇna vrednost yi, i = 1,...,N. Zˇe v prejˇsnjem poglavju je omenjen
tudi koeficient determinacije (r2), definicija (6.3). Kvadratni koren koeficienta
determinacije predstavlja Pearsonov korelacijski koeficient (r) in podaja linearno
odvisnost dveh spremenljivk. V nasˇem primeru sta to napoved in dejanska poraba
elektricˇne energije.
Nobeden od doslej omenjenih kazalnikov pa ne podaja nobene informacije o
tem, ali napoved odstopa v plus ali minus glede na dejanske vrednosti. Obstajajo
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tudi kazalniki, ki ocenjujejo to lastnost. Taksˇen je na primer kazalnik MBE.
Vendar pri napovedi porabe elektricˇne energije zˇelimo, kot je to bilo zˇe omenjeno
v poglavju 2, da je napoved cˇim bolj tocˇna, ne glede na to ali odstopa v plus ali
minus.
V naslednjih podpoglavjih so prikazane napovedi porabe elektricˇne energije za
dve razlicˇni drzˇavi in oba v prejˇsnjem poglavju 6 opisana modela. Za primerjavo
obeh modelov sluzˇita predvsem kazalnika MAE in RMSE, za primerjavo napovedi
drzˇav pa kazalnika MAPE in NRMSE. Poleg omenjenih sˇtirih je pri vseh napo-
vedih dolocˇen tudi Pearsonov koeficient korelacije. Napoved za izbrano obdobje
ter najbolj in najmanj tocˇna dnevna napoved so prikazani tudi graficˇno.
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7.1 Napoved porabe elektricˇne energije za Slovenijo
Napoved porabe elektricˇne energije za Slovenijo je bila narejena za obdobje od
1. 1. 2018 do vkljucˇno 4. 4. 2018, skupno torej 94 dni.
7.1.1 Napoved za Slovenijo model 1
Na sliki 7.1 je prikazana primerjava dejanske in z modelom 1 napovedane porabe
elektricˇne energije za celotno obdobje napovedi, torej od 1. 1. 2018 00:00 do
4. 4. 2018 23:00. V tabeli 7.1 pa so zbrane vrednosti zgoraj omenjenih statisticˇnih
kazalnikov napovedi.
Tabela 7.1: Vrednosti statisticˇnih kazalnikov napovedi porabe elektricˇne energije
za Slovenijo dobljene z uporabo modela 1.
Kazalnik Vrednost
MAE 49,5 MW
RMSE 66,1 MW
MAPE 3,04 %
NRMSE 4,01 %
r 0,973
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Slika 7.1: Primerjava dejanske in z modelom 1 napovedane porabe elektricˇne
energije za Slovenijo, za obdobje od 1. 1. 2018 do 4. 4. 2018.
Najnizˇja in najviˇsja dnevna vrednost kazalnika MAPE, ki predstavljata naj-
boljˇso in najslabsˇo dnevno napoved porabe elektricˇne energije modela 1 za Slo-
venijo, sta podani v tabeli 7.2.
Tabela 7.2: Vrednosti kazalnika MAPE najboljˇse in najslabsˇe dnevne napovedi
porabe elektricˇne energije za Slovenijo dobljene z uporabo modela 1.
Najboljˇsa dnevna
napoved
Najslabsˇa dnevna
napoved
MAPE [%] 0,736 8,72
Graficˇno sta najboljˇsa in najslabsˇa dnevna napoved prikazani na sliki 7.2.
Napoved dobljena z uporabo modela 1 za Slovenijo je najboljˇsa za 30. 1. 2018 in
najslabsˇa za 8. 1. 2018.
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(a)
(b)
Slika 7.2: Primera najboljˇse in najslabsˇe dnevne napovedi modela 1 za Slovenijo.
Najboljˇsa dnevna napoved (a), najslabsˇa dnevna napoved (b).
7.1 Napoved porabe elektricˇne energije za Slovenijo 71
7.1.2 Napoved za Slovenijo model 2
Slika 7.3 prikazuje primerjavo dejanske in z modelom 2 napovedane porabe ele-
ktricˇne energije za obdobje od 1. 1. 2018 00:00 do 4. 4. 2018 23:00. V tabeli 7.3
pa so zbrane vrednosti enakih statisticˇnih kazalnikov kot v primeru modela 1.
Tabela 7.3: Vrednosti statisticˇnih kazalnikov napovedi porabe elektricˇne energije
za Slovenijo dobljene z uporabo modela 2.
Kazalnik Vrednost
MAE 46,9 MW
RMSE 62,3 MW
MAPE 2,90 %
NRMSE 3,78 %
r 0,976
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Slika 7.3: Primerjava dejanske in z modelom 2 napovedane porabe elektricˇne
energije za Slovenijo, za obdobje od 1. 1. 2018 do 4. 4. 2018.
Najnizˇja in najviˇsja dnevna vrednost kazalnika MAPE, ki predstavljata naj-
boljˇso in najslabsˇo dnevno napoved porabe elektricˇne energije modela 2 za Slo-
venijo, sta podani v tabeli 7.4.
Tabela 7.4: Vrednosti kazalnika MAPE najboljˇse in najslabsˇe dnevne napovedi
porabe elektricˇne energije za Slovenijo dobljene z uporabo modela 2.
Najboljˇsa dnevna
napoved
Najslabsˇa dnevna
napoved
MAPE [%] 0,687 8,53
Graficˇno sta najboljˇsa in najslabsˇa dnevna napoved prikazani na sliki 7.4.
Napoved dobljena z uporabo modela 2 za Slovenijo je najboljˇsa za 6. 2. 2018 in
najslabsˇa za 26. 3. 2018.
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Slika 7.4: Primera najboljˇse in najslabsˇe dnevne napovedi modela 2 za Slovenijo.
Najboljˇsa dnevna napoved (a), najslabsˇa dnevna napoved (b).
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7.2 Napoved porabe elektricˇne energije za Nemcˇijo
Poleg napovedi za Slovenijo smo naredili napoved porabe elektricˇne energije tudi
za Nemcˇijo. Uporabili smo oba modela 1 in 2. Obdobje napovedi je enako kot za
Slovenijo, torej od 1. 1. 2018 00:00 do 4. 4. 2018 23:00, vhodni podatki pa so bili v
tem primeru nekoliko drugacˇni. Pretekli podatki za Nemcˇijo so namrecˇ na voljo
samo od zacˇetka leta 2017. Tako ni bilo mogocˇe dolocˇiti povprecˇne temperature
preteklih let (2013 - 2017), kot za primer Slovenije, in porabe elektricˇne energije za
dan prej in teden dni prej za prvi dan oziroma prvi teden leta 2017. Sicer pa so bile
vse uporabljene vhodne spremenljivke, razen omenjene povprecˇne temperature
preteklih let, enake kot v primeru napovedi porabe elektricˇne energije za Slovenijo.
7.2.1 Napoved za Nemcˇijo model 1
Pri napovedi porabe elektricˇne energije za Nemcˇijo z uporabo modela 1 smo
uporabili enake parametre za ucˇenje modela, opisani so v podpoglavju 6.2.1, kot
za Slovenijo. Razlika je bila zgolj v vhodnih podatkih. Slika 7.5 tako prikazuje
primerjavo dejanske in z modelom 1 napovedane porabe elektricˇne energije za
Nemcˇijo v obdobju od 1. 1. 2018 00:00 do 4. 4. 2018 23:00. V tabeli 7.5 pa so
zbrane vrednosti statisticˇnih kazalnikov.
Tabela 7.5: Vrednosti statisticˇnih kazalnikov napovedi porabe elektricˇne energije
za Nemcˇijo dobljene z uporabo modela 1.
Kazalnik Vrednost
MAE 4130 MW
RMSE 5110 MW
MAPE 6,11 %
NRMSE 7,73 %
r 0,554
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Slika 7.5: Primerjava dejanske in z modelom 1 napovedane porabe elektricˇne
energije za Nemcˇijo, za obdobje od 1. 1. do 4. 4. 2018.
Najnizˇja in najviˇsja dnevna vrednost kazalnika MAPE, ki predstavljata naj-
boljˇso in najslabsˇo dnevno napoved porabe elektricˇne energije modela 1 za
Nemcˇijo, sta podani v tabeli 7.6.
Tabela 7.6: Vrednosti kazalnika MAPE najboljˇse in najslabsˇe dnevne napovedi
porabe elektricˇne energije za Nemcˇijo dobljene z uporabo modela 1.
Najboljˇsa dnevna
napoved
Najslabsˇa dnevna
napoved
MAPE [%] 2,22 13,8
Graficˇno sta najboljˇsa in najslabsˇa dnevna napoved prikazani na sliki 7.6.
Napoved dobljena z modelom 1 za Nemcˇijo je najboljˇsa za 18. 3. 2018 in najslabsˇa
za 8. 1. 2018.
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Slika 7.6: Primera najboljˇse in najslabsˇe dnevne napovedi modela 1 za Nemcˇijo.
Najboljˇsa dnevna napoved (a), najslabsˇa dnevna napoved (b).
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7.2.2 Napoved za Nemcˇijo model 2
Model 2, uporabljen za napoved porabe elektricˇne energije za Nemcˇijo, je bil glede
na model za napoved porabe za Slovenijo nekoliko spremenjen. Spremenjena sta
bila parametra metode podpornih vektorjev C in γ. Optimalni vrednosti obeh
parametrov, torej vrednosti, pri katerih je napaka najmanjˇsa, sta bili dolocˇeni na
nacˇin, opisan v podpoglavju 6.2.2. Najprej smo dolocˇili orientacijske vrednosti,
nato z algoritmom optimalne. Na sliki 7.7 je prikazana primerjava dejanske in
z modelom 2 napovedane porabe elektricˇne energije za Nemcˇijo v obdobju od
1. 1. 2018 00:00 do 4. 4. 2018 23:00. V tabeli 7.7 pa so zbrane vrednosti kazalnikov
te napovedi.
Tabela 7.7: Vrednosti statisticˇnih kazalnikov napovedi porabe elektricˇne energije
za Nemcˇijo dobljene z uporabo modela 2.
Kazalnik Vrednost
MAE 1840 MW
RMSE 2420 MW
MAPE 2,82 %
NRMSE 3,66 %
r 0,965
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Slika 7.7: Primerjava dejanske in z modelom 2 napovedane porabe elektricˇne
energije za Nemcˇijo, za obdobje od 1. 1. 2018 do 4. 4. 2018.
Najnizˇja in najviˇsja dnevna vrednost kazalnikov MAPE, ki predstavljata
najboljˇso in najslabsˇo dnevno napoved porabe elektricˇne energije modela 2 za
Nemcˇijo sta podani v tabeli 7.8.
Tabela 7.8: Vrednosti kazalnika MAPE najboljˇse in najslabsˇe dnevne napovedi
porabe elektricˇne energije za Nemcˇijo dobljene z uporabo modela 2.
Najboljˇsa dnevna
napoved
Najslabsˇa dnevna
napoved
MAPE [%] 0,628 7,97
Graficˇno sta najboljˇsa in najslabsˇa dnevna napoved prikazani na sliki 7.8.
Napoved dobljena z modelom 2 za Nemcˇijo je najboljˇsa za 5. 2. 2018 in najslabsˇa
za 18. 3. 2018.
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Slika 7.8: Primera najboljˇse in najslabsˇe dnevne napovedi modela 2 za Nemcˇijo.
Najboljˇsa dnevna napoved (a), najslabsˇa dnevna napoved (b).
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7.3 Primerjava obeh modelov in razprava
Neposredna primerjava kazalnikov MAPE, NRMSE in r vseh napovedi porabe
elektricˇne energije, obeh modelov in obeh drzˇav je prikazana v tabeli 7.9.
Tabela 7.9: Primerjava kazalnikov MAPE, NRMSE in r za obe drzˇavi (Slovenijo
in Nemcˇijo) in oba modela.
Slovenija Nemcˇija
Kazalnik Model 1 Model 2 Model 1 Model 2
MAPE [%] 3,04 2,90 6,11 2,82
NRMSE [%] 4,01 3,78 7,73 3,66
r 0,973 0,976 0,554 0,965
Cˇe najprej primerjamo napovedi obeh modelov za Slovenijo, vidimo, da oba
modela dosegata primerljivo tocˇnost napovedi. Napoved porabe elektricˇne ener-
gije, pri kateri je bil uporabljen model 2, je glede na vrednosti vseh izracˇunanih
kazalnikov, sicer boljˇsa (tocˇnejˇsa) od napovedi prvega modela, vendar razlike niso
velike. Vecˇja razlika je opazna ob primerjavi napovedi obeh drzˇav oziroma ob pri-
merjavi napovedi modela 1 za Nemcˇijo in obeh napovedi za Slovenijo. Napoved
modela 1 za Nemcˇijo je namrecˇ slabsˇa in precej odstopa. Razlog za to odstopanje
lahko najdemo, cˇe pogledamo nazaj v podpoglavje 6.2.1, kjer je opisan model
1. Vidimo lahko, da pri ucˇenju tega modela nimamo kontrole nad vrednostmi
parametrov metode podpornih vektorjev. Optimizacija modela je bila narejena
glede na dane mozˇnosti programa in eno mnozˇico vhodnih podatkov, to je podat-
kov za Slovenijo. Izkazˇe se, da uporaba drugih (novih) vhodnih podatkov brez
sprememb modela 1 pomeni bistveno slabsˇo napoved. Za primerljivo napoved je
potrebno prilagajanje modela 1 v okviru mozˇnosti, ki jih program omogocˇa.
Z uporabo modela 2 na drugi strani tudi za primer Nemcˇije dobimo primer-
ljivo napoved kot za primer Slovenije. V modelu 2 smo sicer spremenili vrednosti
parametrov C in γ, druge prilagoditve pa niso bile potrebne. V tem se odrazˇa
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prednost programske knjizˇnice LIBSVM pred funkcijami metode podpornih vek-
torjev, ki so del programskega paketa MATLAB. Ta prednost je mozˇnost lastne
izbire parametrov metode. Slednje sicer zahteva nekoliko vecˇ znanja in razume-
vanja same metode podpornih vektorjev. Model 2 torej lahko uporabimo tudi za
napoved porabe elektricˇne energije ostalih drzˇav, a potrebno je izbrati optimalne
vrednosti parametrov C in γ. Ob uporabi enakih vhodnih spremenljivk, za enako
obdobje, na katerem ucˇimo model, lahko pricˇakujemo podobne rezultate. Model
1 za enako oziroma primerljivo napoved zahteva vecˇ prilagajanja, ki v glavnem
temelji na preizkusˇanju razlicˇnih mozˇnosti.
V tabeli 7.10 je podana sˇe neposredna primerjava kazalnika MAPE za naj-
boljˇso in najslabsˇo dnevno napoved porabe elektricˇne energije za obe drzˇavi (Slo-
venijo in Nemcˇijo) in oba modela (1 in 2).
Tabela 7.10: Primerjava najnizˇje in najviˇsje dnevne vrednosti kazalnika MAPE
za obe drzˇavi in oba modela.
Slovenija Nemcˇija
Kazalnik
MAPE
Model 1 Model 2 Model 1 Model 2
Najnizˇja dnevna
vrednost [%]
0,736 0,687 2,22 0,628
Najviˇsja dnevna
vrednost [%]
8,72 8,53 13,8 7,97
Iz te primerjava je opazna velika razlika med najboljˇso in najslabsˇo skupno
dnevno napovedjo porabe elektricˇne energije. Cˇe izhajamo samo iz te razlike,
lahko zakljucˇimo, da pri napovedi z obema modeloma sˇe obstaja nekaj rezerve.
V primeru manjˇse razlike med najboljˇso in najslabsˇo dnevno napovedjo bi bila
tudi skupna napoved za celotno obdobje boljˇsa.
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8 Zakljucˇek
V magistrskem delu smo se spoznali z metodo podpornih vektorjev in pokazali,
da lahko z njeno uporabo uspesˇno napovemo porabo elektricˇne energije. Vrednost
kazalnika MAPE napovedi zdruzˇenega odjema elektricˇne energije za Slovenijo za
94 dni za oba uporabljena modela znasˇa priblizˇno 3 %. Tudi za primer Nemcˇije
dobimo podoben rezultat, vendar je potrebno spremeniti parametre ucˇenja. Ka-
zalnik MAPE se pri napovedovanju porabe elektricˇne energije v vecˇini primerov
uporablja kot glavna ocena tocˇnosti napovedi, cˇeprav realnejˇso oceno poda kazal-
nik NRMSE, ki ostreje kaznuje bolj izstopajocˇe vrednosti, kjer je napaka najvecˇja.
Pri napovedih tekom magistrskega dela smo uporabili znane vrednosti vseh vpliv-
nih spremenljivk. V realnih primerih, ko napovedujemo porabo elektricˇne ener-
gije za prihodnje obdobje, dejanskih vrednosti vseh vplivnih spremenljivk ne
poznamo, ampak poznamo samo napovedane vrednosti, ki pa so obremenjene z
dolocˇeno napako. Primer taksˇne spremenljivke je temperatura. Pri realni napo-
vedi porabe elektricˇne energije z obema modeloma, kjer bi uporabili napovedane
vrednosti vhodnih spremenljivk, lahko torej pricˇakujemo slabsˇi rezultat od pred-
stavljenega, saj bo taksˇna napoved obremenjena z napako modela in napakami
napovedi vplivnih spremenljivk.
Modela za kratkorocˇno napovedovanje porabe elektricˇne energije bi lahko
razsˇirili oziroma nadgradili za srednjerocˇno napoved. Pri tem bi bilo potrebno
prilagoditi vhodne podatke in izbrati nove vrednosti parametrov ucˇenja. Med
vplivne spremenljivke, ki smo jih uposˇtevali v zdajˇsnjih modelih napovedi, bi
lahko dodali spremenljivko, ki bi se nanasˇala na t.i. mostove ali ujete delavnike.
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To so delovni dnevi med vikendi in dela prostimi dnevi. Problem dela prostih
dni, ki je sˇe bolj izrazit pri ujetih delavnikih, je majhna ucˇna mnozˇica, v kolikor
za ucˇenje modela uporabimo zgolj podatke enega leta. Poleg tega vpliv vseh
dela prostih dni na porabo elektricˇne energije ni enak. V primeru napovedovanja
zdruzˇene porabe elektricˇne energije posamezne drzˇave se pri drzˇavah kot je npr.
Nemcˇija srecˇujemo tudi z lokalnimi dela prostimi dnevi, ki so omejeni zgolj na
posamezno regijo ali nekaj regij.
Pri metodi napovedovanja bi namesto prvotne regresije z metodo podpornih
vektorjev -SVR lahko poskusili z uporabo regresije ν-SVR, pri kateri delezˇ pod-
pornih vektorjev in napak ne nadziramo s parametrom C, ampak s parametrom
ν. Parameter ν zavzema vrednosti na intervalu od 0 do 1 in bolj neposredno
nadzira razmerje med podpornimi vektorji in napakami. Ker ima parameter ν
zalogo vrednosti na omejenem intervalu, je postopek iskanja njegove optimalne
vrednosti krajˇsi. Slednje bi priˇslo do izraza pri iskanju optimalne vrednosti za
razlicˇne podatke razlicˇnih drzˇav. Regresijo ν-SVR podpira programska knjizˇnica
LIBSVM.
Kljub temu, da je podrocˇje napovedovanja porabe elektricˇne energije deloma
zelo dobro raziskano, obstajajo mozˇnosti za izboljˇsave razvitih algoritmov, poja-
vljajo pa se tudi novi izzivi. To magistrsko delo bi zato lahko razsˇirili oziroma
nadaljevali na razlicˇne nacˇine.
Literatura
[1] B.-J. Chen, M.-W. Chang in C.-J. Lin, “Load forecasting using support
vector machines: A study on EUNITE competition 2001,” IEEE transactions
on power systems, vol. 19, no. 4, str. 1821–1830, 2004.
[2] N. Ye, Y. Liu in Y. Wang, “Short-term power load forecasting based on
SVM,” v Zbornik 2012 World Automation Congress (WAC 2012), (Puerto
Vallarta, Mexico), str. 47–51, IEEE, 24.-28. junij 2012.
[3] A. K. Singh et al., “Load forecasting techniques and methodologies: A re-
view,” v Zbornik 2012 2nd International Conference on Power, Control and
Embedded Systems, (Allahabad, Uttar Pradesh, India), str. 1–10, IEEE, 17.-
19. december 2012.
[4] M. Pantosˇ, “Trg elektricˇne energije.” Univerza v Ljubljani, Fakulteta za
elektrotehniko, Prosojnice pri predmetu Alternativni viri elektricˇne energije
in energetski trgi, 2015/2016.
[5] T. Hong, “Energy forecasting: past, present, and future,” Foresight: The
International Journal of Applied Forecasting, no. 32, str. 43–48, 2014.
[6] M. Rejc in M. Pantosˇ, “Katero metodo napovedi porabe elektricˇne energije
izbrati?,” v 11. konferenca slovenskih elektroenergetikov, (Lasˇko, Slovenija),
CIGRE - CIRED, 27.-29. maj 2013.
[7] T. Hong in S. Fan, “Probabilistic electric load forecasting: A tutorial re-
view,” International Journal of Forecasting, vol. 32, no. 3, str. 914–938,
85
86 Literatura
2016.
[8] G. Cˇerne, “Kratkorocˇno napovedovanje porabe elektricˇne energije z uporabo
mehkih Takagi-Sugeno modelov,” Magistrsko delo, Univerza v Ljubljani, Fa-
kulteta za elektrotehniko, 2016.
[9] L. M. de Menezes, D. W. Bunn in J. W. Taylor, “Review of guidelines for
the use of combined forecasts,” European Journal of Operational Research,
vol. 120, no. 1, str. 190–204, 2000.
[10] D. W. van der Meer, J. Wide´n in J. Munkhammar, “Review on probabilistic
forecasting of photovoltaic power production and electricity consumption,”
Renewable and Sustainable Energy Reviews, vol. 81, str. 1484–1512, 2018.
[11] MathWorks, “Machine Learning with MATLAB [Online].” Dosegljivo:
https://uk.mathworks.com/campaigns/offers/machine-learning-with-
matlab.html. [Dostopano: 16. 4. 2018].
[12] H. S. Hippert, C. E. Pedreira in R. C. Souza, “Neural networks for short-
term load forecasting: A review and evaluation,” IEEE Transactions on
Power Systems, vol. 16, no. 1, str. 44–55, 2001.
[13] C. Cortes in V. Vapnik, “Support-Vector Networks,” Machine Learning,
vol. 20, no. 3, str. 273–297, 1995.
[14] V. Vapnik, Statistical Learning Theory. New York: Wiley, 1998.
[15] T. Fletcher, “Support Vector Machines Explained [Online].” Dose-
gljivo: https://cling.csd.uwo.ca/cs860/papers/SVM Explained.pdf, (23. de-
cember 2008). [Dostopano: 12. 6. 2018].
[16] J. Brank, “SVM, Prosojnice s predstavitvijo metode podpornih vektorjev
[Online].” Dosegljivo: http://capybara.ijs.si/janez/svm/svmtalk.pdf. [Do-
stopano: 12. 6. 2018].
Literatura 87
[17] I. Kononenko, Strojno ucˇenje. Ljubljana: Fakulteta za racˇunalniˇstvo in in-
formatiko, 2. izd., 2005.
[18] MathWorks, “Support vector machines for binary classification [On-
line].” Dosegljivo: https://uk.mathworks.com/help/stats/support-vector-
machines-for-binary-classification.html. [Dostopano: 29. 6. 2018].
[19] European Environment Agency, “Heating and cooling degree days [Online].”
Dosegljivo: https://www.eea.europa.eu/data-and-maps/indicators/heating-
degree-days, (20. december 2016). [Dostopano: 19. 5. 2018].
[20] J. Spinoni, J. Vogt in P. Barbosa, “European degree-day climatologies and
trends for the period 1951-2011,” International Journal of Climatology,
vol. 35, no. 1, str. 25–36, 2015.
[21] MathWorks, “Opis funkcije fitrsvm [Online].” Dosegljivo: ht-
tps://uk.mathworks.com/help/stats/fitrsvm.html#responsive offcanvas.
[Dostopano: 29. 7. 2018].
[22] C.-C. Chang in C.-J. Lin, “LIBSVM: A library for support vector
machines,” ACM Transactions on Intelligent Systems and Technology,
vol. 2, no. 3, str. 27:1–27:27, 2011. Programska oprema na voljo na:
http://www.csie.ntu.edu.tw/∼cjlin/libsvm.
88 Literatura
Dodatek
89
90 Dodatek
A Slovar izrazov
Tabela A.1: Slovar izrazov
Slovenski izraz Anglesˇki izraz
Metoda podpornih vektorjev Support Vector Machine
Aktivni odjem Demand response
Pasovna energija Base load
Trapezna energija Peak load
Nocˇna energija Off-peak
Avtoregresijsko integrirano
drsecˇe povprecˇje
Autoregressive Integrated
Moving Average
Umetne nevronske mrezˇe Artificial Neural Networks
Rojenje Clustering
Nenadzorovano ucˇenje Unsupervised learning
Nadzorovano ucˇenje Supervised learning
Mehka logika Fuzzy logic
Logisticˇna regresija Logistic regression
K-najblizˇjih sosedov K-nearest neighbor
Naivni Bayesov klasifikator Naive Bayes classifier
Diskriminantna analiza Discriminant analysis
Odlocˇitvena drevesa Decision trees
Trdi rob Hard margin
Mehki rob Soft margin
91
92 Slovar izrazov
Razsˇirjen vektorski prostor Feature space
Jedrna funkcija Kernel function
-neobcˇutljiva cev -insensitive tube
Parametri Features
B Seznam kratic
Tabela B.1: Seznam kratic
Kratica Pomen
EES Elektroenergetski sistem
RTP Razdelilna transformatorska postaja
RP Razdelilna postaja
ARIMA Autoregressive Integrated Moving Average
SARIMA Seasonal ARIMA
CˇPZ Cˇezmejne prenosne zmogljivosti
SVM Support Vector Machine
rbf Radial basis function
ARSO Agencija Republike Slovenije za okolje
HDD Heating Degree Day
CDD Cooling Degree Day
MSE Mean Squared Error
MAE Mean Absolute Error
RMSE Root Mean Square Error
MAPE Mean Absolute Percentage Error
MAPD Mean Absolute Percentage Deviation
NRSE Normalized Root Mean Square Error
MBE Mean Bias Error
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