► Increased alcohol use during college negatively affects the adolescent brain. ► First year students were scanned three times, while completing a go/no-go task. ► Connectivity within the emotion network depended on response cue (alcohol, neutral). ► Connectivity within the cognitive control network changed across the first year. ► Longitudinal connectivity mapping provides insight into alcohol-related behavior. a b s t r a c t a r t i c l e i n f o The upsurge in alcohol use that often occurs during the first year of college has been convincingly linked to a number of negative psychosocial consequences and may negatively affect brain development. In this longitudinal functional magnetic resonance imaging (fMRI) pilot study, we examined changes in neural responses to alcohol cues across the first year of college in a normative sample of late adolescents. Participants (N = 11) were scanned three times across their first year of college (summer, first semester, second semester), while completing a go/no-go task in which images of alcoholic and non-alcoholic beverages were the response cues. A state-of-the-art effective connectivity mapping technique was used to capture spatiotemporal relations among brain regions of interest (ROIs) at the level of the group and the individual. Effective connections among ROIs implicated in cognitive control were greatest at the second assessment (when negative consequences of alcohol use increased), and effective connections among ROIs implicated in emotion processing were lower (and response times were slower) when participants were instructed to respond to alcohol cues compared to non-alcohol cues. These preliminary findings demonstrate the value of a prospective effective connectivity approach for understanding adolescent changes in alcohol-related neural processes.
Introduction
Alcohol use increases dramatically during late adolescence (Brown et al., 2008; Schulenberg & Maggs, 2002) . Rates of alcohol use are especially high among late adolescents who attend college (Schulenberg et al., 2001) . Indeed, alcohol is a key part of college culture: over 80% of college students have tried alcohol (Johnston, O'Malley, Bachman, & Schulenberg, 2011) and over 40% have had one or more past-month episodes of heavy episodic drinking (i.e., five or more drinks on the same occasion; Substance Abuse and Mental Health Services Administration, 2011).
Escalations in alcohol consumption are particularly acute during the first year of college (Borsari, Murphy, & Barnett, 2007; Fromme, Corbin, & Kruse, 2008; Sher & Rutledge, 2007) . In one representative sample, over half of the students who were "weekend bingers" (heavy episodic drinking only on Fridays and Saturdays) during the summer before college became "heavy drinkers" (heavy episodic drinking on both weekdays and weekends) during their first semester (Cleveland, Lanza, Ray, Turrisi, & Mallett, 2012) . Moreover, about 20% of first year students in the Harvard School of Public Health College Alcohol Study initiated alcohol use that year (Lindsay, 2006) . Addictive Behaviors 38 (2013) [2052] [2053] [2054] [2055] [2056] [2057] [2058] [2059] The upsurge in alcohol use that occurs in the first year of college has been convincingly linked to a number of negative psychosocial consequences, including hangovers (veisalgia), risk-taking behavior (e.g., driving while intoxicated, unprotected sexual activity), and poor academic performance (Mallett et al., 2011; Perkins, 2002; Turrisi, Mallett, Mastroleo, & Larimer, 2006) . Less clear -but of growing concern -are the potentially detrimental effects that late adolescent alcohol use may have on neurodevelopment (Guerri & Pascual, 2010; Squeglia, Jacobus, & Tapert, 2009 ). Changes in brain structure and function that typify healthy cognitive development occur throughout adolescence (Dahl, 2004; Giedd, 2008) . Recent cross-sectional neuroimaging studies suggest that the heavy episodic drinking characteristic of adolescence damages the brain and is associated with cognitive deficits that may last into adulthood (Crego et al., 2010; McQueeny et al., 2009; Squeglia, Schweinsburg, Pulido, & Tapert, 2011) .
A number of questions remain about the links between alcohol use and brain and psychological development in late adolescence and early adulthood. For example, it is unclear whether neural and cognitive changes occur only after extensive and prolonged alcohol consumption, or whether they can occur with moderate or irregular exposure (e.g., due to heavy episodic drinking). Studies have only begun to elucidate how alcohol-related decision-making is influenced by neural, cognitive, and affective processes that are still developing during adolescence, and how alcohol use, in turn, changes the brain and the psychological processes it subserves.
The associations between alcohol use and brain development throughout adolescence are dynamic and complex, so characterizing their nature across time is a key challenge. Approaches that involve examining spatiotemporal connectivity between neural regions are likely to be informative, as it is becoming increasingly clear that investigating such interregional relations are essential for developing a comprehensive understanding of information processing in the brain (Bressler & Menon, 2010) .
In this pilot study we utilized effective connectivity mapping to identify how the temporal interplay (based on the blood oxygen level-dependent, BOLD, signal) among spatially disparate brain regions changed in response to alcohol cues across the first year of college. Effective connectivity mapping has two major advantages over traditional approaches. First, compared to statistical parametric maps, which identify engaged brain regions, connectivity maps capture the dynamic relations among brain regions of interest (ROIs) during a task. Second, compared to functional connectivity maps, which identify ROIs that have contemporaneous relations in BOLD, effective connectivity maps identify ROIs that have contemporaneous and time-lagged relations in BOLD; both types of relations must be simultaneously considered in order to obtain accurate results in data simulations (Gates, Molenaar, Hillary, Ram, & Rovine, 2010) . We implemented these advantages with a state-of-the-art approach to effective connectivity mapping, the unified structural equation model (uSEM; Kim, Zhu, Chang, Bentler, & Ernst, 2007) , which combines traditional SEM (for contemporaneous relations) and vector autoregression (for lagged relations).
Many approaches for aggregating across individual connectivity maps assume that maps are similar across individuals in a group. But, emerging evidence suggests that brain processes are heterogeneous across individuals (Molenaar, 2004; Sporns, 2011) ; thus, traditional aggregation approaches may produce results that fail to describe any individual, or that contain spurious relations that do not exist for any individual (Gates & Molenaar, 2012; Molenaar & Campbell, 2009; Smith, 2012) . In this case, the group model does not describe the ways in which individuals process information. In order to avoid this pitfall, we utilized Group Iterative Multiple Model Estimation (GIMME), a new approach for identifying group-level effective connectivity maps that incorporates individual-level variation.
These innovative modeling techniques were used to address our substantive question: How do the brain processes underlying responses to alcohol-related stimuli change across the first year of college? This question is important for several reasons. First, as discussed above, exposure to alcohol -and, by extension, to alcohol cues -increases substantially during the first year of college. Second, responses to affective stimuli (including alcohol cues) critically depend upon relations among multiple brain regions; the subcortical limbic response to appetitive stimuli is often modulated by the anterior cingulate cortex and other frontal cortical regions (Goldstein & Volkow, 2002; Ochsner & Gross, 2005) . In this context, human neuroimaging work has identified brain regions that are important for responses to drug and alcohol cues: dorsolateral prefrontal cortex (DLPFC), dorsal and rostral anterior cingulate cortex (ACC), orbitofrontal cortex (OFC), and amygdala (Chase, Eickhoff, Laird, & Hogarth, 2011; Goldstein & Volkow, 2002; Simmonds, Pekar, & Mostofsky, 2008; Wilson, Sayette, & Fiez, 2004; Yalachkov, Kaiser, & Naumer, 2012) . Third, the tendency to attend to alcohol-related stimuli plays an important role in problematic drinking among adolescents (Field, Christiansen, Cole, & Goudie, 2007; Houben, Nederkoorn, Wiers, & Jansen, 2011; Murphy & Garavan, 2011; Oei & Morawska, 2004; Ray, Hanson, Hanson, & Bates, 2010) . In the present work, we develop a better understanding of the effects of alcohol cues on brain effective connectivity, and how these effects change across the first year of college.
Method

Participants
Eleven young adults, aged 18 to 19 years (6 women) were recruited from a study of parent socialization and alcohol use patterns in college students (procedures outlined in Mallett et al., 2011; Varvil-Weld, Mallett, Turrisi, & Abar, 2012) ; there have been previous reports from sub-samples of the parent study (e.g., Ray, Turrisi, Abar, & Peters, 2009) . Participants were recruited during the summer before their first year in college.
Procedure
Participants provided data in each of three sessions (waves) during their first year of college: (1) in August, before the start of classes (N = 11); (2) in late October/early November, during the first semester (N = 10); (3) in late January/early February, during the second semester (N = 10). Two participants provided data for wave 1 and either wave 2 or wave 3. The task and procedure were identical for all three waves. Participants provided written informed consent under a protocol (#22262) approved by the Penn State Institutional Review Board.
Participants engaged in a go/no-go task while in the magnetic resonance imaging (MRI) scanner. The response cues were full color photographs from a database created by Pulido, Brown, Cummins, Paulus, and Tapert (2010) depicting alcoholic or non-alcoholic beverages; the alcohol and non-alcohol images were matched on valence, arousal, familiarity, complexity, color, and brightness. Participants were instructed to respond (press a button on the grip device) as quickly and accurately as possible to one image type: in the respond alcohol condition, participants responded to images of alcoholic beverages; in the respond neutral condition, participants responded to images of non-alcoholic beverages. Each participant contributed data to both conditions; condition order was counter-balanced across participants. A block design was used, and the sequence of image presentation was identical in both conditions. Each condition consisted of four blocks, and each block consisted of a sequence of 40 images (60 s). Images were each presented for 1000 ms with 500 ms interstimulus intervals during which a fixation cross was presented; the fixation cross was also presented for 21 s between blocks. In two blocks within each condition, "go" cues were presented 75% of the time; in the other two blocks, "go" cues were presented 25% of the time. Image presentation was controlled by E-Prime 2.0 (Psychology Software Tools, Inc.).
Measures and data analysis plan 2.3.1. Alcohol-related behavior
Information regarding alcohol use was collected as part of the parent study and is presented here to confirm expectations about increased drinking during the first year of college. Negative consequences of alcohol use were determined by a sum score on the Young Adult Alcohol Problems Screening Test (YAAPST; Hurlbut & Sher, 1992) . The YAAPST contains 33 items about the negative experiences occurring from alcohol use (e.g., blacking out, having sex with someone one would not ordinarily have sex with, receiving a lower grade on an exam than one would ordinarily receive); items were answered on a scale from 0 ("No, Never") to 9 ("40 times or more in the past year"). Data on the YAAPST were collected multiple times throughout participants' first two years of college. The first two waves of YAAPST data collection occurred close in time to the first two waves of MRI data collection: in June, before the start of classes, and in December of the first semester. The third wave of YAAPST data collection occurred in October of sophomore year; this was after the third wave of neuroimaging assessment but the data allowed for an examination of change in alcohol use after the first year of college. Internal consistency for the YAAPST was excellent for all three waves (α = .90, .87, .88, respectively).
Changes in negative consequences of alcohol use across waves were examined using a one-way analysis of variance (ANOVA), with wave (1-3) as the within-participant factor and the YAAPST sum score as the dependent variable. Significant results were probed with pairwise t-tests; Type I error was .05. Two participants had one assessment, and two additional participants had two assessments. The ANOVA was conducted on seven participants with complete data, but pairwise t-tests utilized all available data.
Task-related behavior
Responses on the go/no-go task were timed and categorized as hits, misses, correct rejections, or false alarms based upon whether a participant responded and whether the response was correct. Because the design was fully balanced, analyses were conducted on d′: standardized hits minus standardized false alarms. Reaction time analyses focused only on data from correct responses. Reaction times and d′ were entered as dependent variables in two two-way ANOVAs, with response condition (respond alcohol, respond neutral) and wave (1-3) as the within-participant factors for each analysis. Significant results were probed with pairwise t-tests; Type I error was .05. Two participants had two assessments. ANOVAs were conducted on nine participants with complete data, but pairwise t-tests utilized all available data.
Neuroimaging
MRI data were collected at the Penn State Social, Life, and Engineering Sciences Imaging Center using a research-dedicated 3-Tesla Siemens Trio scanner. A series of 220 functional MRI (fMRI) volumes were acquired using an echo-planar imaging pulse sequence (repetition time, TR= 3,000 ms; echo time, TE = 30 ms; flip angle = 70°; 74× 74 matrix; 45 slices; 2.973× 2.973× 3 mm voxels). A high-resolution T1-weighted magnetization prepared rapid acquisition gradient echo structural scan was also collected (TR = 2300 ms; TE= 3.46 ms; flip angle=9°; 256× 224 matrix; 160 slices; .895 × .895 × .9 mm voxels) for registering each participant's functional data to standard (Montreal Neurological Institute, MNI) space.
Preprocessing of fMRI data was conducted using the fMRI Expert Analysis Tool Version 5.98, part of FSL (Oxford Centre for FMRI of the Brain, FMRIB, Software Library, www.fmrib.ox.ac.uk/fsl) before extracting BOLD time series data from ROIs for connectivity analyses.
The following preprocessing steps were applied to the data: motion correction using FMRIB's Linear Image Registration Tool (Jenkinson, Bannister, Brady, & Smith, 2002) ; non-brain removal using FMRIB's Brain Extraction Tool (Smith, 2002) ; high pass temporal filtering (performed separately for each half of the time series); spatial smoothing using a 6 mm full-width at half-maximum Gaussian kernel; and grand-mean intensity normalization of the entire fourdimensional dataset by a single multiplicative factor. Registration to MNI stereotaxic space (FSL's MNI 152; T1 2 × 2 × 2 mm) was carried out using FMRIB's Linear Image Registration Tool (Jenkinson et al., 2002) , and further refined using FMRIB's Nonlinear Image Registration Tool (Andersson, Jenkinson, & Smith, 2007) . Time series statistical analysis was carried out using FMRIB's Improved Linear Model with local autocorrelation correction (Woolrich, Ripley, Brady, & Smith, 2001) .
Group-level analyses were conducted in order to confirm taskrelated brain activation. An explanatory variable (EV) was created for each response condition. EVs were not created for individual hits (go) and correct rejections (no-go) because the go/no-go task displayed two stimuli within each scanner-collected brain volume; thus, trial-level neural responses could not be reliably extracted. Each EV was convolved with a gamma function to better approximate the temporal course of the BOLD hemodynamic response, and temporal derivatives of each EV were added to the model (Miezin, Maccotta, Ollinger, Petersen, & Buckner, 2000) . Higher-level analyses were carried out using FMRIB's Local Analysis of Mixed Effects stage 1 (Woolrich, 2008) . Primary contrasts of interest were response condition versus fixation (i.e., respond alcohol > rest, and respond neutral > rest) averaged across all three waves. Functional activation maps for each response condition were cluster-corrected for multiple comparisons (based on Gaussian random field theory) using a threshold of z > 2.3 and a cluster significance level of p = .05, whole-brain corrected (Worsley, 2001) . Direct comparisons of the two response conditions (respond alcohol versus respond neutral) were not conducted because the go/no-go task was not structured to allow for a clean contrast between conditions, as images of both alcoholic and non-alcoholic beverages were present in each block. Rather, the task was designed to produce a response set (i.e., identify and respond to one image category while ignoring the other) that persisted across 60 s blocks.
Connectivity analyses were conducted using a priori ROIs extracted from MNI space (the registration to which was successful for all participants in all waves). Bilateral ROIs were selected for DLPFC (± 40, 18, 24; Mohanty et al., 2007) , OFC (± 40, 28, − 14) , and amygdala (− 24, − 2, − 22; 26, 0, − 22). Midline ROIs were also selected for dorsal ACC (dACC; 4, 14, 36) and rostral ACC (rACC; − 2, 44, 20; Mohanty et al., 2007) . A sphere 7 voxels (14 mm) in diameter was created around the center coordinate for each ROI, and the BOLD signal was averaged across this sphere for each volume. For each participant, time series data were extracted for the first (108 volumes) and second (112 volumes) halves of the experimental run, corresponding to the two response conditions. Fig. 1 shows the location of the eight ROIs in MNI space.
Effective connectivity
Connectivity among the eight ROIs was determined with uSEM (Kim et al., 2007) , which provides a data-driven approach to hypothesis testing and can be programmed into traditional SEM software; we used LISREL (Jöreskog & Sörbom, 1992) . For a single "lag" (i.e., ROI activation at one TR predicting ROI activation at the next TR), uSEM implemented via GIMME is defined as:
where η i (t) is the p-variate ROI time series at time t = 1, 2, …T, and p is the number of ROIs (8 for this study) and T is the length of the time series, or number of functional volumes being modeled (108 or 112 for this study); A is the (p,p)-dimension matrix of contemporaneous relations among ROIs; Φ 1 is the (p,p)-dimension matrix of lag 1 relations among ROIs; ζ is the p-variate error series assumed to contain no temporal dependencies; superscript g indicates the common estimates for the group; subscript i indicates the deviation from the group mean for an individual (Gates & Molenaar, 2012; Kim et al., 2007) . Model selection at the group and individual levels was conducted with GIMME, an automated MATLAB®-based program (Mathworks, 2009b) implemented in several steps (Gates & Molenaar, 2012) . First, Lagrange Multiplier equivalents (i.e., modification indices; Sörbom, 1989) were used to identify which connections among ROIs, if freed, optimally improved model fits across all individuals. The probability of detecting an effect across all individuals was set at 75%; selection of this criterion was informed by empirical and simulated studies on the likelihood of not identifying false positives Smith et al., 2011) . The program iterated until the 75% criterion was not met. Second, the model was pruned by eliminating connections that were no longer significant for 75% of the group after other connections were freed. Third, individual-level models were estimated in a semiconfirmatory manner. All connections freed in the group model (described in the two steps above) were freed at the individual-level. The automatic search procedure within LISREL then iteratively freed connections that optimally improved model fit, according to the Lagrange Multiplier equivalents (Gates et al., 2010) . Fourth, the model was pruned by eliminating individual-level connections that became nonsignificant after other individual-level connections were freed, and a confirmatory model was fit. Final models had excellent fit to the data according to at least two of four alternative fit indices (found to be reliable in simulation studies; Brown, 2006) : confirmatory fit index (CFI)≥ .95; non-normed fit index (NNFI) ≥.95; standardized root mean square residual (SRMR) ≤ .05; root mean square error of approximation (RMSEA)≤.10.
Model fitting (uSEM implemented through GIMME) was conducted separately for each response condition (of two) and wave (of three); thus, six sets of final models were acquired. Connections present among ROIs in the final models were tallied in order to make inferences about neural system functioning: the frequency of connections (at the group-or individual-level, contemporaneous or lagged) among ROIs typically implicated in cognitive control (left DLPFC, right DLPFC, dACC, rACC,) and emotion processing (left OFC, right OFC, left amygdala, right amygdala) were compared. Specifically, we counted the number of times in each of the six sets of connectivity maps that there were connections: (1) within the cognitive control network (activity in a cognitive control ROI was predicted by activity in another cognitive control ROI); (2) within the emotion processing network (activity in an emotion processing ROI was predicted by activity in another emotion processing ROI); (3) between the cognitive control and emotion processing networks (activity in a cognitive control ROI was predicted by activity in an emotion processing ROI, or vice versa). These frequencies were then entered as dependent variables in three two-way ANOVAs, with response condition (respond alcohol, respond neutral) and wave (1-3) as the within-participant factors for each analysis. Significant results were probed with pairwise t-tests; Type I error was .05. Two participants had two assessments. ANOVAs were conducted on nine participants with complete data, but pairwise t-tests utilized all available data.
Results
Alcohol-related behavior
Findings confirm expectations about increased negative consequences of alcohol use in the first year of college. There was significant change in YAAPST sum score across waves, F(2,12) = 6.78, p =.018, η p 2 = .53. Follow-up t-tests revealed significant increases in alcohol use from wave 1 to wave 2, t(7) = −2.65, p =.033, d = −.95, and from wave 1 to wave 3, t(7) = −3.74, p =.007, d = −1.44; this is shown in Fig. 2 .
Task-related behavior
Correct response percentages across waves and conditions ranged from 75 to 100% (M = 96%, SD = .7%). For d′, there was no main effect of response condition, F(1,8) = .93, p = .363, no main effect of wave, F(2,16) = .66, p = .505, but there was an interaction between response condition and wave, F(2,16) = 4.66, p = .041, η p 2 = .37. with decreases in response times from wave 1 (M =540, SD=33) to wave 3 (M = 517, SD=48), t(9) = 2.48, p = .035, d = .87, and from wave 2 (M = 534, SD= 40) to wave 3, t(8) = 2.79, p =.024, d =1.00. There was no interaction, F(2,16)= .76, p = .763.
Follow-up t-tests
Neuroimaging
Group-level analyses confirm task-related brain activation. Fig. 1 shows cluster-corrected brain activity during the respond alcohol and respond neutral conditions (each versus fixation) averaged across all three waves. Each of the eight ROIs was overlaid on the cluster-corrected brain activity to visualize location of a priori ROIs in relation to task-related activation. Although some ROIs appear to be in brain regions where there is not robust group-level brain activation, effective connectivity analyses were conducted because group-level analyses often fail to detect important individual-level patterns of brain activity (Gonzalez-Castillo et al., 2012) , and the aim of this pilot study was to capture interregional covariation within individuals rather than group-level effects.
Effective connectivity
Final connectivity models had excellent fit. Table 1 shows the average fit indices for each set of final models. For illustrative purposes, the final model for a single participant during the respond alcohol condition at wave 1 is displayed in Fig. 3 . Arrows in the model represent BOLD activity in one ROI predicting BOLD activity in another ROI; they represent statistical prediction (not direction of information flow) and have corresponding beta-values. In Fig. 3 , there are 6 connections within the cognitive control network, 6 connections within the emotion processing network, and 9 between-network connections.
For connections within the cognitive control network across participants, there was a main effect of wave, F(2,16) = 5.69, p = .025, η p 2 = .42, with more connections at wave 2 than at wave 1, t(9) = − 2.46, p = .036, d = − .78, or at wave 3, t(8) = 2.70, p = .027, d = .91, no main effect of response condition, F(1,8) = .18, p = .681, and no interaction between response condition and wave, F(2,16) = .18, p = .743; this is shown in Fig. 4 . For connections within the emotion processing network, there was a main effect of response condition, F(1,8) = 7.19, p = .028, η p 2 = .47, with more connections during respond neutral (M = 6.53, SD = 1.15) than respond alcohol (M = 6.06, SD = 1.02), no main effect of wave, F(2,16) = 1.99, p = .186, and no interaction between response condition and wave, F(2,16) = .13, p = .846. For connections between the cognitive control and emotion processing networks, there was no main effect of response condition, 
Discussion
In this prospective fMRI pilot study we identified changes across the first year of college in alcohol-related brain networks. In each of three waves, participants completed a go/no-go task with images of alcoholic (respond alcohol condition) and non-alcoholic (respond neutral condition) beverages as the "go" cues. At each wave and condition, we implemented a state-of-the-art effective connectivity mapping technique that captured group and individual as well as lagged and contemporaneous connections among ROIs (Gates & Molenaar, 2012; Gates et al., 2010; Kim et al., 2007) .
Connections among ROIs were classified according to their presence within the cognitive control network (bilateral DLPFC, rACC, dACC), within the emotion processing network (bilateral OFC, bilateral amygdala), or between the cognitive control and emotion processing networks. Within the cognitive control network, there were more connections at wave 2 than at waves 1 and 3, suggesting that the first-semester transition into the college environment (wave 2) is an important period of change for alcohol-related neural processes. Waves 1 and 3 did not differ, perhaps reflecting that alcohol-related neural processes habituated to the college environment. Within the emotion processing network, there were more connections during the respond neutral condition than the respond alcohol condition across waves. Findings regarding brain connectivity in the two networks should be interpreted together: brain regions involved in emotion processing showed less connectivity when participants responded to seemingly-dominant alcohol cues than when they responded to non-alcohol cues; but after an initial period of heightened, real-life exposure to alcohol cues (first semester of college), participants needed to heavily recruit brain regions involved in cognitive control in order to overcome the prepotent alcohol stimuli and follow "go" cue instructions.
Regarding task performance, participants improved across the study, showing faster reaction times in wave 3 than waves 1 and 2. Despite these linear practice effects, participants showed the greatest number of connections among ROIs within the cognitive control network at wave 2, suggesting that connectivity among cognitive control ROIs was more than a simple reflection of faster task performance. Moreover, reaction times were slower during the respond alcohol than the respond neutral condition, and response accuracy improved from wave 1 to wave 3 for the respond alcohol condition. This suggests that the reduced connectivity among ROIs within the emotion processing network during the respond alcohol condition (compared to the respond neutral condition) was linked to slower task performance and increasing accuracy. But, the interpretation of this finding is tentative because task performance could not be explicitly examined in the effective connectivity models (due to the block design of the task). This is an important area for future work.
Regarding alcohol-related behavior, negative consequences of alcohol use increased from the summer before college (wave 1) to the first semester of college (wave 2), then remained relatively stable through the beginning of sophomore year (wave 3). This is consistent with alcohol use data reported in the parent sample (Mallett et al., 2011; Varvil-Weld et al., 2012) and other large samples (Borsari et al., 2007; Cleveland et al., 2012; Fromme et al., 2008; Lindsay, 2006; Sher & Rutledge, 2007) . This increase in negative consequences of alcohol use occurred precisely when the greatest number of connections among cognitive control brain regions was recruited to complete the alcohol-related go/no-go task.
Connections between ROIs in the cognitive control network and ROIs in the emotion processing network did not differ by response condition or wave. This is consistent with the idea of neural small-world efficiency (see Sporns, 2011) : changes might occur within brain networks in order to maintain the efficiency of communication between brain networks. But, we may have failed to see differences in between-network relations because the grouping of ROIs into cognitive control and emotion processing networks is not absolute. For example, the ACC and DLPFC are engaged during some emotion-related tasks (Compton et al., 2003; Davidson, 2004) . Results might also differ if other ROIs were included in the cognitive control (e.g., inferior frontal gyrus) and emotion processing (e.g., ventromedial prefrontal cortex) networks. Given the pilot nature of this study, we included a small and equal number of ROIs in each network, and it will be important for future work to expand upon this.
We suggested that greater exposure to alcohol cues early in college changes effective connectivity among brain regions underlying the response to those cues, but developmental changes in brain activity may also influence the perception of alcohol cues. The narrow age range of this sample and the longitudinal design of this study, however, suggest that this is not the case. Further work in this area could disentangle contextual and developmental influences on alcohol-related brain activity by comparing adolescents who do (versus those who do not) go to college, examining brain-behavior links in large samples across long periods of time (e.g., annual assessment through high school and college), or collecting several waves of data in a short time period (e.g., monthly assessment through the summer and first semester of college).
This pilot study demonstrates the feasibility and value of examining prospective changes in the effective connectivity of alcohol-related networks across the first year of college. Future work can expand upon this approach in several ways. First, this approach can be generalized to other tasks, brain networks, ROIs, and samples. Second, event-related fMRI data can be modeled within an effective connectivity framework in order to capture neural activity associated with specific, timelocked task responses (Gates, Molenaar, Hillary, & Slobounov, 2011) . Third, participant behaviors (e.g., alcohol use) can be related to connections within individual-level connectivity maps. Longitudinal mapping of individual-level brain connectivity has the potential to increase our understanding of the dynamic brain processes that underlie adolescent alcohol-related behavior.
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