This paper proposes a method for predicting concentricity and perpendicularity based on PSO-BP neural network in order to solve the problem of low accuracy for aero engine multistage rotors assembly. The influence factors of error propagation in the assembly are analyzed based on the characteristics of rotor structure and assembly process. And neural networks for predicting concentricity and perpendicularity of multistage rotors assembly are established. The particle swarm algorithm is used to optimize the hyperparameters of the neural network and the optimal hyperparameters can be obtained. In order to verify the effectiveness of the concentricity and perpendicularity prediction method proposed in this paper, experiments are carried out for four rotors assembly with precision rotary measuring instrument. The results show that for the 30 groups of testing samples, the average deviations of concentricity and perpendicularity by PSO-BP neural network prediction method are 1.0 µm and 0.6 µm, respectively. The prediction accuracy of concentricity and perpendicularity of final assembly are improved by 4.5 µm and 2.6 µm, respectively, compared with the traditional assembly method. The proposed method in this paper can be used not only for the guidance of multistage rotors assembly of aero engine, but also for the tolerance allocation in the design process.
I. INTRODUCTION
In the field of advanced aero engine manufacturing, the quality of precise multistage rotors assembly has an important impact on the rotation quality [1] , [2] . The concentricity and perpendicularity are the key parameters to evaluate the assembly quality of multistage rotors. They affect not only the radial and axial contact friction characteristics, but also the vibration characteristics at high rotation speed [3] , [4] . The concentricity and perpendicularity of each rotor are propagated and accumulated in the assembly, which may lead to the concentricity and perpendicularity exceed the alarm limits and even cause the machine failure [5] , [6] . For example, the concentricity and perpendicularity of final assembly must The associate editor coordinating the review of this manuscript and approving it for publication was Okyay Kaynak. be controlled within 40 µm and 20 µm respectively for multistage rotors assembly of advanced aero engine [7] , [8] .
For multistage components assembly, scholars have done a lot of research on the error propagation to ensure that the parameters of final assembly meet the performance requirements [9] , [10] . The homogeneous 4 × 4 matrix transforms were used to describe the error propagation process [11] . Mantripragada et al. proposed an error transfer algorithm based on the state transition model for mechanical assembly, which considers model environment, statistical control theory and fixture to control error transfer step by step [12] . Wang et al. proposed a stack-build assembly technique, which analyzes the location and orientation tolerances propagation process in the assembly, and the cumulative eccentric deviations can be minimized by controlling the assembly angle of each component, which reduces the eccentric deviation in cylindrical components assembly by nearly VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ 50% [13] . In order to improve the assembly efficiency, the intelligent optimization methods were used for the multistage rotors [14] - [17] . Huang et al. utilized the multi-island genetic algorithm (MIGA) to optimize two-disk rotor system. The optimization method found the optimum rotor positions of the flexible rotor system which resulted in minimum vibration amplitudes [18] . Xi et al. proposed the least squares support vector machine for class imbalance learning for solving classification problem on balanced datasets, and the proposed algorithm can be selected as candidate techniques for fault detection of aircraft engine [19] . Choi et al introduced immune system capability into genetic algorithm to optimize rotor-bearing systems with dynamic constraints and proposed combined optimization algorithm (immune-genetic algorithm), which can reduce the transmission force between rotor and bearing [20] . Based on the references mentioned above, it can be seen that the geometric error propagation and optimization methods have been established in the assembly of multistage rotors. However, in the multistage rotors assembly, the rotors are connected by a great number of bolts with high strength and the irregular geometric deformations on the surface of bolt connection caused by the uneven tightening torque of the bolt group is not taken into account, which results in a big error between the prediction result obtained by the model and the actual result. Due to the relationship between the tightening force of the bolt group and the geometric deformation of final assembly is very complex and has not been obtained. The prediction method of concentricity and perpendicularity for the multistage rotors assembly has not been established, which takes both tightening torque and geometric errors into account. The neural network method provides a mathematical model for regression fitting and the mapping function from input to output can be obtained. Moreover, the feature of nonlinear mapping in neural network is suitable for solving problems with complex internal mechanisms [21] - [23] . In order to improve the efficiency of hyperparameters optimization, particle swarm is used to optimize BP neural network. And the proposed PSO-BP neural network method can improve the prediction accuracy of concentricity and perpendicularity for the multistage rotors assembly.
The rotor structure characteristics and the assembly process are analyzed in section 2. In section 3, the BP neural network for the prediction of concentricity and perpendicularity is established, which takes the geometric errors of each rotor and tightening torque as inputs and the concentricity and perpendicularity of final assembly as outputs respectively. The particle swarm algorithm is used to optimize the hyperparameters of the neural network. The assembly strategy for multistage rotors is established in section 4. In section 5, the effectiveness of the PSO-BP neural network prediction method is verified by the precision rotary measuring instrument in four rotors assembly. The experimental results show that the average deviation and the standard deviation of concentricity of final assembly using PSO-BP neural network are 1.0 µm and 0.7 µm, respectively. And the average deviation and the standard deviation of perpendicularity are respectively 0.6 µm and 0.4 µm. Compared with the traditional assembly strategy, the prediction accuracy of concentricity and perpendicularity average deviations of four rotors assembly using PSO-BP neural network assembly strategy are improved by 4.5 µm and 2.6 µm, respectively.
II. THE ANALYSIS ON ERROR SOURCE OF THE MULTISTAGE ROTORS ASSEMBLY
As shown in Fig. 1 , the multistage rotors are fitted by radial and axial front edges and are locked by bolts on the rotor connection surface. For example, the radial and axial top front edges of rotor 1 are fitted with the radial and axial base front edges of rotor 2 respectively and are locked by bolts on the connection surface between rotor 1 and rotor 2.
As shown in Fig. 2 , O is the center of the base surface of rotor 1, and the rotation axis passes the point O and is perpendicular to the base surface. O 1 , O 2 , O 3 and O 4 are the geometric centers of rotors 1, 2, 3 and 4, respectively. The concentricity of the rotor is twice of its eccentricity error. And the concentricity and perpendicularity are propagated and amplified through the connection surface in the assembly. The concentricity and perpendicularity of final assembly can be reduced by controlling the assembly angle of each rotor.
As shown in Figs. 1 and 2, the concentricity and perpendicularity of final assembly using traditional stack-build assembly method [13] can be given by where dp 0−n is the geometric center position vector in n rotors assembly. dx 0−n , dy 0−n , and dz 0−n are the geometric center positions of final assembly in the X , Y and Z directions, respectively. R ri is the assembly rotation matrix of the ith rotor. R xj and R yj are the rotation matrices of the connection surfaces about the X and Y axes for the ith rotor, respectively. p i and dp i are the nominal position and position error vectors of the ith rotor, respectively. The concentricity and perpendicularity of final assembly are 2 dx 2 0−n + dy 2 0−n and
And z i is the height of each rotor, which includes the ideal height and the height processing error, i = 1, 2, . . . , n. Due to height processing error is far less than ideal height, the concentricity and perpendicularity of final assembly caused by the height processing error can be negligible. And the radius of each rotor also has the similar characteristic.
Equation (1) shows that the concentricity and perpendicularity of final assembly are affected by the matrices R ri , R xj , R yj and the vectors p i and dp i , which related to the height, radius, eccentricity, eccentric angle, perpendicularity, the lowest point angle and assembly angle of each rotor. In addition, the tightening torque is also an important error source in the assembly.
A. GEOMETRIC ERRORS
The geometric errors of each rotor are shown in Fig. 3 . O is the geometric center, O is the rotation center, e is the eccentricity, θ e is the eccentric angle, h is the perpendicularity, and θ l is the lowest point angle of the connection surface. The eccentricity is caused by the inconsistency between the geometric center and the rotation center and the perpendicularity is caused by the inconsistency between the rotation axis and the normal line of the connection surface. The eccentricity and perpendicularity will be propagated and amplified through the connection surface in the assembly. And the eccentric angle and the lowest point angle point to the error propagation directions, respectively. The eccentricity and perpendicularity cannot be completely avoided by precision machining.
In addition, for a certain type of aero engine, the height and radius of each rotor are fixed and the concentricity and perpendicularity of final assembly caused by the height and radius processing errors can be negligible. Therefore, the network is established without considering the influence of the height and radius of the rotor on the concentricity and perpendicularity of final assembly in this paper.
B. TIGHTENING TORQUE
The multistage rotors are connected by a great number of bolts and the way of connection can be seen in Fig. 4 . In the assembly, tightening a large number of bolts would lead to the poor consistency of tightening torque and assembly repeatability. Due to the lack of the standard procedure technology of bolt tightening for multistage rotors assembly, the uniformity of tightening torque of bolt group can cause irregular geometry deformation on the bolt connection surface of the rotors, which affects the concentricity and perpendicularity of final assembly. And this error cannot be completely avoided by precision adjustment.
III. DESIGN OF PSO-BP NEURAL NETWORK A. BP NEURAL NETWORK
There is a complex nonlinear relationship between the concentricity and perpendicularity of final assembly and the influencing factors. The concentricity and perpendicularity of final assembly are predicted using neural network in this paper because it is suitable for nonlinear fitting regression. The concentricity and perpendicularity are affected by eccentricity, eccentric angle, perpendicularity, the lowest point angle, assembly angle and tightening torque. In this paper, The BP neural network includes forward propagation and backward propagation. The gradient descent method is used to continuously adjust the weights and biases of the network through backward propagation, so as to minimize the mean square error (MSE) of the network. As shown in Fig. 5 , the concentricity and perpendicularity prediction methods are all three-layer neural networks, namely input layer, hidden layer and output layer. As shown in equations (2) and (3), the Sigmoid function and Identity function are selected as the activation functions in the hidden layer and output layer, respectively. The mean square error (MSE) is chosen as the cost function as shown in equation (4) . y i is the actual value of the ith data, y i is the predicted value of ith data by the neural network, and n is the number of samples.
The output of the prediction network is respectively the concentricity and perpendicularity of final assembly, so the number of nodes in the output layer is one. And the number of nodes in the input layer is determined by the influence factors. The learning factor and the number of hidden layer nodes will affect the learning quality of the BP neural network.
If the learning factor is small, there will be the extremely slow learning speed of neural network, which increases the number of iterations and the training time. If the learning factor is large, the network will easily cross over the global optimal solution. Besides, the number of nodes in the hidden layer determines the nonlinearity of the network. If the number of nodes is small, the network is under-fitting and the large number of nodes will lead to the overfitting when the nonlinearity of the network is higher than that of the model itself. In order to avoid the overfitting problem, the L2 regularization adds a regularization term in the cost function to optimize the neural network as shown in equation (5) .
where C is the cost function with L2 regularization, w is the connection weight of network neurons and λ is the regularization factor. If λ is small, the overfitting still exists in the network. If λ is large, the cost function will decrease rapidly and the network training will be insufficient. Therefore, the selection of the number of nodes in the hidden layer, learning factor and L2 regularization factor will be the focus of BP neural network hyperparameters adjustment.
B. PSO-BP NEURAL NETWORK
The method of controlling variables is used to determine the size of each parameter one by one in the hyperparameters optimization for the traditional BP neural network. Although the network trained by this method also has high accuracy, the calculation process is too complicated and the selected parameters are not optimal. In order to further simplify the training process and obtain the best hyperparameters, this paper establishes the BP neural network prediction methods based on particle swarm algorithm for hyperparameters optimization. Each particle in the algorithm represents a potential solution to the problem and the particle velocity is dynamically adjusted by the particle itself and other particles. M particles is constituted as the particle swarm in D-dimensional search space and the particle velocity and position can be expressed as:
where v is the particle velocity, x is the particle position in space, pb is the historical optimum position of each particle in space, gb is the historical optimum position of the whole swarm in space, d = [1, 2, . . . , D], i = [1, 2, . . . , M ], k is the number of iterations, r 1 and r 2 are random numbers between [0, 1], c 1 and c 2 are learning factors of PSO and u is inertia weight, which balances the local search ability and global search ability. c 1 = c 2 = 2, u = 0.5. In order to obtain the number of nodes in the hidden layer, learning factor and L2 regularization factor in BP neural network, a particle swarm with three-dimensional search space (D = 3) is established. According to the actual situation of the neural network, the number of nodes in the hidden layer should be an integer. Therefore, the particle swarm position coordinates corresponding to the hyperparameters must be kept integer when the particle swarm position is initialized and updated. The BP neural network flow chart based on particle swarm algorithm for hyperparameters optimization is shown in Fig. 6 .
As shown in Fig. 6 , the training process of PSO-BP is as follows:
Step 1: Determine the optimization range of each hyperparameter, including the number of nodes in the hidden layer, learning factor and L2 regularization factor.
Step 2: Initialize the particle swarm according to the optimization range and the space position corresponding to the number of nodes in the hidden layer is guaranteed to be an integer.
Step 3: The hyperparameters of each particle in the particle swarm are substituted into the BP neural network to determine the network structure.
Step 4: Train the network by training sample to determine the weights and biases of the network.
Step 5: The validation sample is substituted into the trained network and the MSE of the validation sample is calculated. The MSE is used as the particle fitness.
Step 6: The historical optimum position of each particle in space pb and the historical optimum position of the whole swarm in space gb are updated according to fitness.
Step 7: Determine whether the maximum number of iterations has been reached.
Step 8: If the maximum number of iterations is not reached, the velocity and position of particles are updated by equations (6) and (7) .
Step 9: In order to guarantee that the obtained particle position can be used to determine the BP neural network hyperparameters, it is necessary to ensure that the particle position conforms to the optimization range. Repeat steps 3-7.
Step 10: If the maximum number of iterations is reached, the historical optimum position of each particle in space pb can be output and the optimal hyperparameters of the network can be obtained.
IV. ASSEMBLY STRATEGY
The constrained nonlinear programming is the optimization of objective functions with equality or inequality constraints. The concentricity and perpendicularity are limited to less than a fixed value and the assembly angles are limited by the number of bolt holes in the assembly. For example, if the number of bolt holes is 18, the assembly angle is an equal interval of 20 • . The optimal assembly strategy aims to obtain the best possible assembly results of final assembly, which meets the positions of bolt holes and the limits of the concentricity and perpendicularity. The optimal assembly strategy of multistage rotors based on PSO-BP neural network prediction method is shown in equation (8) .
where c limit and p limit are the limit values of concentricity and perpendicularity of final assembly, respectively. c BP max , c BP min , p BP max , p BP min are the maximum concentricity, minimum concentricity, maximum perpendicularity, minimum perpendicularity of final assembly by PSO-BP neural network prediction method, respectively. θ rk is the assembly angle of the kth rotor, t k is the number of bolt holes of the kth rotor, k = 1, 2, . . . , n. In order to further analyze the advantages of the proposed method, it is compared with the traditional analyzed method. The optimal assembly strategy based on the traditional stack-build prediction model [13] is shown in equation (9) .
where c TM max , c TM min , p TM max , p TM min are respectively the maximum concentricity, minimum concentricity, maximum perpendicularity, minimum perpendicularity of final assembly by traditional stack-build prediction method.
V. EXPERIMENTS
In order to verify the effectiveness of the proposed PSO-BP neural network prediction method, experiments are carried out with precision rotary measuring instrument as shown VOLUME 7, 2019 in Fig. 7 . The four rotors of final assembly are shown in Fig. 7(a) and the geometry parameters of each rotor are shown in Table 1 . The assembly sequence of four rotors is front axle, compressor disk, turbine disk and rear axle. The concentricity and perpendicularity of final assembly are measured by the rotary measuring instrument as shown in Fig. 7 (b) and the parameters of each core unit are shown as follows:
(1) Air-bearing turntable is used to provide the rotary measurement datum. The radial and axial accuracy of air-bearing turntable are 80 nm.
(2) Centering and tilt worktable is used for adjusting the eccentricity and tilt of base surface of the rotors to make the geometric axis coincident with the rotation axis. The minimum adjustment of displacement and angle are 0.2 µm and 0.2 , respectively.
(3) The chuck is used to fix the rotor. (4) The inductive sensors are used to collect the radial and axial surface data of the rotors, which the resolutions are 0.1 µm.
(5) The displacement of the horizontal guide rail is 800 mm.
(6) The displacement of the vertical guide rail is 2000 mm. (7) The turbine disk is the measured rotor. In order to predict the concentricity and perpendicularity of four rotors assembly, the 300 samples are divided into training samples, validation samples and testing samples according to 8:1:1. The factors of the samples include eccentricity, eccentric angle, perpendicularity, the lowest point angle, assembly angle, tightening torque of each rotor and concentricity and perpendicularity of final assembly. The range of tightening torque is [14, 16] N · m and it fits the random distribution. The number of nodes in the input layer is 22 when the concentricity and perpendicularity of four rotors assembly are predicted. The optimization range of hyperparameters of the two networks is the same. The number of nodes is [25, 60] in the hidden layer. The range of learning factor is [0.0001, 0.1] and the logarithm of the scale is taken as [−4, −1] in order to ensure that the scale is evenly distributed. The range of regularization factor is [0.0001, 0.01] and its logarithm is [−4, −2]. The number of particle swarm is 20 and the number of iterations is 20. The optimal fitness curves of particle swarm of concentricity and perpendicularity prediction methods are obtained respectively as shown in Figs. 8(a) and (b).
As shown in Fig. 8 , with the increase of iterations, the optimal solution of particle swarm keeps improving. The global optimal solutions of concentricity and perpendicularity prediction methods are [48, 0.038, 0.005] and [45, 0.015, 0.004]. That means that the number of nodes is 48 in the hidden layer, learning factor is 0.038 and L2 regularization factor is 0.005 for the concentricity prediction network of four rotors assembly. And the number of nodes is 45 in the hidden layer, learning factor is 0.015 and L2 regularization factor is 0.004 for the perpendicularity prediction network of four rotors assembly.
The optimal hyperparameters are used to train the prediction networks of concentricity and perpendicularity, and the MSE values of the validation samples are shown in Figs. 9(a) and (b) , respectively. The MSE values of the two network validation samples are to be stable when the number of iterations reaches 1200. The performance of the network improves little with the increase of iterations and the training of concentricity and perpendicularity prediction networks is completed.
As shown in Fig. 10 , the 30 groups of testing samples are tested using PSO-BP neural network assembly strategy and traditional stack-build assembly strategy, respectively. The predicted concentricity and perpendicularity of four rotors assembly using PSO-BP neural network assembly strategy are consistent with the actual trend of concentricity and perpendicularity. It verifies the effectiveness of the concentricity and perpendicularity prediction method based on PSO-BP neural network. In addition, the average deviation of concentricity prediction is 1.0 µm, the standard deviation is 0.7 µm, the minimum deviation is 0.1 µm, and the maximum deviation is 3.3 µm of four rotors assembly using PSO-BP neural network assembly strategy. Compared with the traditional assembly strategy, the prediction accuracy of concentricity average deviation and standard deviation of four rotors assembly using PSO-BP neural network assembly strategy are improved by 4.5 µm and 1.9 µm, respectively. And the average deviation of perpendicularity prediction is 0.6 µm, the standard deviation is 0.4 µm, the minimum deviation is 0.1 µm, and the maximum deviation is 1.6 µm of four rotors assembly using PSO-BP neural network assembly strategy. Compared with the traditional assembly strategy, the prediction accuracy of perpendicularity average deviation and standard deviation of four rotors assembly using PSO-BP neural network assembly strategy are improved by 2.6 µm and 1.5 µm, respectively.
VI. DISCUSSIONS AND CONCLUSIONS
A prediction method of concentricity and perpendicularity based on PSO-BP neural network is proposed in this paper to improve the assembly accuracy for concentricity and perpendicularity of multistage rotors assembly. The error sources in the assembly are analyzed, which take geometric errors and tightening torque into account. The prediction networks for concentricity and perpendicularity of final assembly are established, in which the eccentricity, eccentric angle, perpendicularity, the lowest point angle, assembly angle and tightening torque are as input. In order to obtain the optimal values of the number of nodes in the hidden layer, learning factor and regularization factor in the neural network, the particle swarm algorithm is used to optimize the BP neural network.
In order to verify the effectiveness of the proposed method, the experiments are carried out in four rotors assembly using the precision rotary measuring instrument. The results show that the average deviation and the standard deviation of concentricity of final assembly using PSO-BP neural network are 1.0 µm and 0.7 µm, respectively. And the average deviation and the standard deviation of perpendicularity are respectively 0.6 µm and 0.4 µm. Compared with the traditional assembly strategy, the prediction accuracy of concentricity and perpendicularity average deviations of four rotors assembly using PSO-BP neural network assembly strategy are improved by 4.5 µm and 2.6 µm, respectively.
In this paper, the nonlinear relationship between the concentricity and perpendicularity of final assembly and the geometric errors and tightening torque of each rotor is obtained using the proposed method in the multistage rotors assembly. The method proposed in this paper can be used not only for guidance of multistage rotors assembly of aero engine, but also for the tolerance allocation in the design process.
