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Abstract. To understand the microscopical organization including cellular and
fiber architecture it is a necessary prerequisite to build models of the human
brain on a sound biological basis. We have recently pushed the limits of current
technology by creating the first ultra-high resolution 3D-model of the human
brain at nearly cellular resolution of 20 microns, the BigBrain model. At the
same time, 3D Polarized Light Imaging provides a window to analyze the fiber
architecture, i.e., the way, how brain regions are inter-connected, with unprec-
edented spatial resolution at the micrometer level. Considering the complexity
and the pure size of the human brain with its nearly 86 billion nerve cells, both
approaches are most challenging with respect to data handling and analysis in
the TeraByte to PetaByte range, and require supercomputers. Parallelization and
automation of image processing steps open up new perspectives to speed up the
generation of new, ultra-high resolution models of the human brain, to provide
new insights into the three-dimensional micro architecture of the human brain.
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1 Introduction
The cerebral cortex of the human brain is a highly heterogeneous structure. Since the
beginning of the 20th century it is well known that the cortex consists of organ-like
units, which Brodmann and others have called cortical areas [1]. Using a light
microscope, Brodmann observed that every cortical area showed a characteristic
cytoarchitecture. Cytoarchitectonic features include the distribution of neurons, the
presence of particular cell types such as giant Betz cells, which are characteristic for the
primary motor area 4 [2–4], clustering of cell bodies, and the formation of cortical
layers (thickness, density, etc.), which run in parallel to the cortical surface (Fig. 1).
Based on such differences, Brodmann published his famous monograph and a map,
which displayed 43 cytoarchitectonic areas. Most of the areas of the cerebral cortex
© Springer International Publishing Switzerland 2014
L. Grandinetti et al. (Eds.): BrainComp 2013, LNCS 8603, pp. 3–14, 2014.
DOI: 10.1007/978-3-319-12084-3_1
show 6 layers (isocortex or neocortex, because it is developed late during brain evo-
lution) with the notable exception of the motor cortex, which looses its fourth layer
during postnatal development [1, 5]. The different regions of the isocortex subserve
sensory (e.g., visual, auditory, somatosensory, gustatory, vestibular, pain), motor, and
multimodal associative (e.g., working memory, attention, goal-directed behaviour)
functions. Non-isocortical regions have more (e.g., entorhinal cortex) or less (e.g.,
hippocampus) layers than the isocortex. Therefore, these regions are called allocortex.
It is known, that this laminar pattern is related to the connectivity of neurons, and
reflects the prevailing inputs and outputs of the layers. For example, Layer I contains
many axons, which establish short and long-range intracortical connections. Layers II
and III have ipsilateral and commissural connections with cortical areas in the same and
the other hemisphere. Layer IV is the major target of the ascending thalamo-cortical
input, whereas the neurons of layers V and VI project to subcortical targets (e.g., basal
ganglia, thalamus, brain stem and spinal cord). It is estimated that each neuron of the
cerebral cortex has approximately 7.000 synapses [6], i.e., contacts to other neurons;
the precise number of synapses differs between layers [7].
Fig. 1. Cytoarchitecture of the human cerebral cortex as basis of Brodmann’s map from 1909.
Each area of the cerebral cortex in Brodmann’s map is labeled by a different color. The
cytoarchitecture is illustrated in three cortical areas, BA 45, 17 and 18, belonging to different
functional systems. Cell bodies are stained in black, and show a different distribution and density
from the surface of the brain (top) to the cortex/white matter border. The space between the cell
bodies is called neuropil. It contains synapses, dendrites and axons as major structures, which are
relevant for connectivity between brain regions (Color figure online).
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Using image analysis in combination with statistical tools of analysis, we have
developed an approach to map cytoarchitectonic areas of the cerebral cortex in samples of
(ten) human postmortem brains [8], and to register these maps in standard references
space. Therefore, we have created probabilistic cytoarchitectonic maps in 3D. These maps
can then be used, for example, as microstructural references for functional imaging studies
of the living human brain. To allow comparisons between in vivo MR findings and
postmortem cytoarchitectonic maps, the cytoarchitectonic maps have been made available
in different software packages such as SPM toolbox (http://www.fz-juelich.de/inm/inm-1/
DE/Forschung/_docs/SPMAnatomyToolbox/SPMAnatomyToolbox_node.html; [9–11])
and FSL (http://fsl.fmrib.ox.ac.uk/fsl/fslwiki/Atlases?highlight=%28probabilistic%29|%
28maps%29). Or, they can be directly downloaded from the JuBrain website (https://
www.jubrain.fz-juelich.de/apps/cytoviewer/cytoviewer-main.php).
The analysis of in vivo imaging studies based on cytoarchitectonic maps contrib-
utes to our knowledge of the relationship of the microstructural segregation of the
human brain and the involvement of cortical areas and subcortical nuclei into a certain
mental process (e.g., [12–14]), or they can be used as an atlas to guide or to interpret
studies on connectivity and functional segregation as obtained during in vivo neuro-
imaging studies [15, 16]. The spatial resolution, which is necessary to address this type
of structure-functional relationships is determined by the resolution of in vivo neuro-
imaging studies, which is in the range of 1 millimetre, i.e., at the mesoscopic level.
The highly complex organization of the human cerebral cortex at the level of single
cells and their connections can be achieved only with a resolution at a few micrometres.
It requires postmortem methods for the analysis, in most cases. As compared to
investigations of the brains of non-human primates and rodents, the human brain is
highly challenging due to the pure size of the whole human brain and the number of
nerve cells (nearly 86 billion) in combination with the same number of glial cells
[17, 18]. Neurons have a size of a several micrometers; the largest of them, the giant
Betz cells of the primary motor cortex, can reach a height of 120 μm [19]. To address
the microscopical organization of the human brain is not only challenging from the
neuroscientific perspective, but also with respect to computational demands.
We have recently pushed the limits of existing three-dimensional brain data sets to
a microscopical scale, and developed the BigBrain model [20]. The model is based on
7404 cell-body stained histological sections, which were corrected for artifacts, and
reconstructed as a volume with 20-micrometre spatial resolution isotropic. This model
provides a basis for extracting morphometric parameters characterizing the cortical
folding, cell densities or cortical thickness, which can be used, e.g., for modelling and
simulation. Moreover, it will serve as a new reference brain at a microscopical level,
where structural and activity data from other researchers can be integrated while
keeping the functionally relevant topography of the brain at the level of cortical layers
and below [21]. In order to generate this model, methods of high performance com-
puting were necessary – the total size of the data set was 1 TByte, and for the auto-
mated repair, 2D- and 3D alignment, and intensity correction 295,000 h were necessary
for 100 iterations, measured on an AMD Opteron 2.1 GHz system. I/O operations
hereby required a significant amount of time [20].
The architecture of cells in different brain areas and nuclei represents an important
aspect of brain organization. It reflects differences in brain connectivity between brain
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areas, and cortical layers. E.g. thalamic projections from the lateral geniculate body
terminate in layer IVB of the primary visual cortex, whereas layer III pyramidal cells
project to other cortical areas including those in the contralateral hemisphere [22], and
layer V Meynert cells of the primary visual cortex form T-shape projections to higher
associative visual areas [23]. The fiber architecture is functionally highly relevant,
because the connectivity within a cortical area and between brain regions determines, to
a high degree, the role that an area has in a certain network.
Diffusion imaging has been successfully used in visualizing the course of fiber
tracts based on mathematical models. It takes advantage of the fact, that the diffusion of
water molecules along nerve fibres is different from that across fibres [24–29]. Due to
short acquisition times, diffusion imaging becomes more and more applied in order to
analyse the connectome of healthy human subjects and patients [30–33]. Single axons
and fibre bundles with a diameter of a few micrometres cannot be detected by diffusion
imaging because of limitations in the spatial resolution.
Other techniques for analysing nerve fibres include macroscopical dissection
techniques, myelin staining in histological sections and sensitive optical coherence
tomography (PS-OCT) [34, 35], while tracing techniques, which are highly successful
in determining the projections at the axonal level in brains of experimental animals
(e.g., [23, 36, 37]), and which provide the “gold standard” are largely excluded for
approaching human brain connectivity with a few exceptions [38]. As a consequence,
human brain connectivity is less well analyzed than that of non-human primates, other
mammals and invertebrates, although a profound understanding of connectivity would
not only be crucial to approach human brain organization in the healthy brain, but also
in a clinical context, to develop better diagnosis and therapies.
2 3D Polarized Light Imaging (3D-PLI) as a New Tool
to Analyze Human Brain Fiber Architecture
3D-PLI is a neuroimaging technique that has opened up new avenues to study the
complex nerve fiber architecture across the entire human brain at the micrometer level [39,
40]. Whole brain analysis in combination with high spatial resolution is a prerequisite to
demonstrate both long-range fiber pathways and termination fields of single fibers ema-
nating from the cortical layers. The method is based on unstained histological sections of
postmortem brains, their analysis using a polarimeter, the calculation of fiber directions
based on mathematical models, and the 3D-reconstruction of the data. In short:
Brain Preparation. The technique is applicable to unstained 60–100 micron thick
histological sections of postmortem human brains generated with a cryostat microtome.
The brain tissue is being fixed in 4 % of buffered formalin for at least three months
before it undergoes the sectioning process. Depending on the section thickness and the
sectioning plane (coronal, sagittal, or horizontal), about 1,500–3,000 sections are
prepared per brain. These sections need to be imaged and analyzed in a complex
workflow.
Basic Principles. It is the optical anisotropy of brain tissue that gives rise to pass
polarized light through the unstained brain sections (i) to render microstructural details
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within the sample and (ii) to derive their spatial orientations. The anisotropy is mainly
caused by the nerve fibers, i.e. the long projections of neurons. Each fiber has distinct
optical axes and interacts with light in a manner that is dependent on its three-
dimensional orientation with respect to the incident light. This physical effect widely
known as birefringence has been shown to be strongest for myelinated fibers [41]. This
is mainly due to the radially arranged lipid bilayers largely consolidating the myelin
sheath. Non-myelinated axons, however, also exhibit birefringence though with a much
smaller detectable effect. In this case the macromolecular arrays of large molecules (i.e.
neurofilaments) in the axon are likely to cause the birefringence.
Image Acquisition. In 3D-PLI, circularly polarized light is passed through the brain
section and the local changes in the polarization state of light are measured using a
dedicated polarimetric setup. Hence, the setup is equipped with a circular polarizer unit,
a rotating linear polarizer and a specimen stage sandwiched in-between. Since these
elements are built in a microscopic device with a Köhler illumination, each brain
section can be scanned with a resolution at the level of nerve fiber diameters, thus,
providing images with pixel sizes of 1.3 × 1.3 μm2. Due to the restricted field of view
of this polarizing microscope (2.7 × 2.7 mm2), to image an entire brain section, it is
digitized tile-wise with overlapping contents. This leads to about 3,500 images or
140,000 × 100,000 pixels, respectively, for one coronal human brain section covering
an area of 14 × 10 cm2. A typical 3D-PLI measurement includes eighteen complete
scans per section rather than one, during the linear polarizer rotates between 0° and
170° around the stationary section. The acquired raw data set of the coronal section
described above, therefore, requires 500 GB of storage space in total.
Core Image Analysis. Based on the eighteen measurements, a sinusoidal variation of
the measured light intensity, referred to as light intensity profile, can usually be observed
for each image pixel. The individual course of a light intensity profile essentially
depends on the locally prevailing 3D fiber orientation. Deviations from the sinusoidal
shape might indicate crossing fiber constellations, fibers pointing straight out of the
sectioning plane, or simply no detectable birefringence. Basic principles of optics
(Snell’s law and Huygens-Fresnel principle) and the Jones calculus [42] mathematically
link the measured light intensity profile to the fiber orientation described by a pair of
angles (φ, α) or, alternatively, by a unit vector. The phase of the light intensity profile
defines the in-section direction angle φ and its amplitude reflects the out-of-section
inclination angle α. The image of all derived fiber orientations covering an entire brain
section represents the fiber orientation map (FOM). An example of a FOM derived from
3D-PLI applied to a coronal section through the medial human brain is shown in Fig. 2.
Workflow. Collection and storage of the vast amount of data obtained with high-
resolution 3D-PLI are not the only challenges we have to face. The core image analysis
as described above is complemented by (i) image pre-processing approaches for artifact
and noise removal (by means of image calibration and independent component analysis
[43]) and by image post-processing approaches finally enabling the reconstruction of
the entire series of sections into a coherent virtual fiber model of the human brain
(e.g., segmentation of tissue and background, stitching of the tiles, non-linear image
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registration [44], fiber tractography [40]). Each of these steps is computationally
intensive and needs to be compiled into an efficient and applicable workflow.
3 Automation and Parallelization of the 3D PLI Workflow
A first approach towards a fully automated and parallelized 3D-PLI workflow is being
set up to utilize advanced supercomputing infrastructures efficiently. The main goal is
to combine fast data access, complex (partially already developed) data analyses and
high-performance computing in an easy-to-use manner, thus, cumulating in an auto-
mated workflow.
Supercomputing Environment. The Jülich Supercomputing Centre provides resour-
ces of the supercomputer JuDGE (Juelich Dedicated GPU Environment) for neuro-
scientific research. JuDGE is an IBM iDataPlex Cluster with 206 compute nodes. Each
compute node has 2 Intel Xeon X5650 (Westmere) 6-core 2.66 GHz processors,
Fig. 2. Fiber orientation map of a coronal human brain section. Fiber orientations are encoded in
HSV color space as indicated by the color sphere on the top left. The color encodes the direction
angle φ and the saturation defines the inclination angle α (from saturated color for α = 0° to black
for α = 90°). To give an example, transversal in-plane fibers are colored in red. Legend:
cc = corpus callosum, cr = corona radiata, ic = capsula interna, Th = thalamus, Pu = putamen,
GP = globus pallidus, opt = optic tract (Color figure online).
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2 NVIDIA Tesla M2050 or M2070 (Fermi) GPUs and 96 GB main memory. This leads
to a complete system of 2472 cores, 412 graphic processors, 19.8 TB main memory and
239 Teraflops peak performance [45]. In addition, access to the JuRoPA (Jülich
Research on Petaflop Architectures) system is granted. This system has 3288 compute
nodes each with 2 Intel Xeon X5570 (Nehalem-EP) 2.93 GHz quad-core processors
and 24 GB main memory. This leads to complete system of 26304 cores, 79 TB main
memory and a peak performance of 308 Teraflops. The system has a Linpack per-
formance of 274.8 Teraflops and is placed since June 2009 in the Top500 list (actual:
rank 136 [Nov 2013]) [46].
Platform. To assemble and streamline the 3D-PLI workflow, the UNICORE platform
(Uniform Interface to Computing Resources) is used. This framework offers a ready-to-
run grid system including client and server software. UNICORE enables distributed
computing and makes data resources available in a seamless and secure way in in-
tranets and the internet. [47] The implementation of UNICORE entails benefit for
developers as well as for users. In the stage of developing a new software package for
the workflow, for example, careful parameter optimization has to be performed.
A structured call of the software with an iterating set of parameters can be managed
easily with UNICORE.
Furthermore, even an untrained neuroscientist can do complex data analysis and
routine data production without knowing all details about the different inputs, calls and
requirements of individual software packages of the workflow. The number of variables
to be declared by the user can be reduced to a minimum and the conversion of the raw
data set into a FOM is done automatically. This clearly minimizes operation failures as
compared to manual calls of individual software packages.
Optimized Workflow. In general, the parallelization is being realized at the level of the
implemented algorithms, the processing strategies, and the workflow itself. While the
individual parallelization of the algorithms is a developer specific task, the latter two
types of parallelization can be done by UNICORE without having deep knowledge in
using supercomputers.
Individual applications such as image segmentation and stitching as well as the
determination of the fiber orientations are optimized in terms of internal usage of CPUs
or GPUs or a hybrid usage of both units. In addition, some of the applications enable to
process images or even image pixels independently from each other and can, therefore,
be treated in parallel. The calibration procedure is an adequate candidate to be applied
pixel-wise by farming. Applications in the workflow that are independent from each
other are performed in parallel. This is the case for the image segmentation and image
stitching, for example. In order to take advantage of specific features of different
supercomputers (e.g., GPU vs. faster CPU), both systems JuDGE and JuRoPA are
addressed within the workflow. It turns out to be an asset to utilize the faster CPUs of
the JuRoPA system for the stitching application and the core image analysis. It is
important to take into account that a better speedup can be used up by the data transfer
between the systems. In our constellation it is possible to copy the data from the GPFS
file system of JuDGE to the Lustre Storage of JuRoPA instead of transferring the data
by uftp [48]. A schematic of the optimized workflow is shown in Fig. 3.
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The optimized 3D-PLI workflow for an individual high-resolution brain section can
be reduced to a few hours as compared to several days or even weeks. As a conse-
quence from the gained speedup, images with sizes far above 4 GB can now be
processed at reasonable time scales, however, at the expense of the used data format.
The file format NIfTI format (Neuroimaging Informatics Technology Initiative) [49],
commonly used in neuroscience has to be exchanged by a container format, which is
able to handle images substantially larger than 4 GB. Since this amount of data cannot
be handled in a useful manner with sequential IO, parallel HDF5 [50] is the format of
choice. Clearly, only the described workflow approach with the appropriate file format
will allow an effective and fast processing of thousands of brain sections with 3D-PLI
in the near future.
Fig. 3. Optimized workflow for 3D-PLI. UNICORE builds the framework to manage software
package calls with input parameters and to organize the distributed calculation using JuDGE or
JuRoPA.
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4 Conclusions
In future, we have to face several PetaBytes of data originating from postmortem
studies (including 3D-PLI) to be collected, archived, analyzed, and finally integrated
into a joint virtual model of the human brain. Specific challenges are posed by the
multi-modal and multi-scale features of the obtained structural data, which characterize
individual voxels in individual brains at different levels of detail and abstraction.
Scalars, vectors or even more advanced mathematical objects are typically used to
describe brain characteristics at the nanometer scale up to the millimeter scale. Com-
parison and visualization of such data, therefore, require common data access, and
standardized scientific data formats and reference systems.
For 3D-PLI we have started to set up a customized e-infrastructure to parallelize
and automatize the complex workflow, which was demonstrated to be beneficial in
many aspects. The user can initiate a workflow calculation without knowing all tools
and supercomputers used in the entire process, for example. Clearly, the computation
time is speeded up significantly while the reproducibility of results is much better.
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