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I. INTRODUCTION 
In this paper we shall compare the solutions of the linear system 
9 = WY (1) 
with the solutions of the perturbed system 
2 = A(t)x +f(t, x). (2) 
Here x and y are n-dimensional column vectors, A(t) is an n x n matrix 
continuous on 0 < t < 00, and f(t, x) is an n-dimensional column vector 
function continuous on 0 < t < 00, 11 x 11 < 00. We will use 11 . II to denote 
any convenient vector norm. 
We pose the following problems: 
PI - Ify(t) # 0 is a solution of Eq. (l), d oes there exist at least one solution 
x(t) of Eq. (2), such that x(t) = y(t) + o(jIy(t)ll), that is, 
(II x(t) - Y(WII YWII) + 0 as t - ~0 ? 
On how many parameters does the family of solutions of Eq. (2) depend, 
under the above condition ? 
Pz - If x(t) is a solution of Eq. (2), x(t) # 0 for all sufficiently large t, does 
there exist at least one solution y(t) of Eq. (I), such that 
x(t) = Y(t) + o(llY(t)ll)? 
In this work we generalize a result of 2. Szmydt [I, Theorem l] concerning 
problem PI . We consider f(t, X) “small” in the sense used by Szmydt, but 
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we do not assume that the matrix A(t) is constant, as he did. We also give 
a positive answer to problem Pz , under the same hypotheses used in the 
solution of problem PI . P. Hartman and A. Wintner [2] give more precise 
information concerning relationships among the solutions of Eqs. (1) and (2), 
for the special case in which A(t) is constant, by deducing asymptotic 
formulas for solutions of Eq. (2). A derivation of an analogue of these results 
is indicated in [3]. Results related to problems PI and Pz may also be found 
in [d-15]. 
The main tool used here in attacking problems PI and Pz is provided by 
results of P. Hartman and N. Onuchic [3], which are based, on the one hand, 
on J. Massera and J. Schaffer’s [16, 171 use of the open mapping theorem 
and, on the other hand, on Tychonoff’s fixed point theorem. A certain 
familiarity with the paper by Hartman and Onuchic shall be assumed. 
Notation and terminology of this paper will be freely used. 
II. PRELIMINARY LEMMAS 
LEMMA 1. Let A(t) = (a:(t)) be an n x n continuous matrix on 
J = [t, , a), where the following conditions are satisjied 
(4 c+(t) = 0 if i < j; 
6)) ai = 01 + &i(t), with OL = constant and J10 R@:(s)) ds bounded on J; 
(4 a{(t) is bounded on J for i # j; 
(d) for m = 2,..., 71 
lim 1 .% aE-l(t,-z) dt,-, .k-* aE$t,,) dt,-, **. Sk al”(s) ds I > o 
zz 
p-1 
Then for every solution y(t) # 0 of j = A(t)y, there is an integer /, 
0 < 4 $ n - 1, such that 
Note. A sufficient condition for (d) is 
(d’) lim I p(t)] > 0, j = 1, 2 ,..., n - 1. 
+ 
Proof of Lemma 1. There is no loss of generality in supposing that 
a,*(t) = 0 for t E J. One can see this by making the change of variables 
and by using (b). 
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Let U(t) be the fundamental matrix of j = A(t)y, with U(t,,) = I. In 
order to prove our lemma it is enough to show that for every column y,(t) 
of U(t), 1 < p < n, it follows that 
(3) 
Let p = 1 and yI(t) = col(yl(t),...,y@(t)). In order to prove (3) in the 
case p = 1 it is sufficient to show that 
lim I Yi(t)l --- = 
t+m p-1 
0 for j = l,..., 72 - 1 
and 
(5) 
By a direct computation we see that 
and for m 3 2 
yl(t) = 1 
r”(t) = f, al”(s) ds 
where L (t) = 0 or a sum of integrals 
I” b,(t,) dt, I”’ b,(t,) dt, .a. I”“-’ b,(t,) dt, 
to to to 
with 4 < m - 2 and all b, being nondiagonal elements of A(t). We can 
also show that 
lim .Z?&I = 0 
t+m p-1 
if m’ < m. (7) 
From (c), (d), (6) and (7) it follows that (4) and (5) hold. 
By taking y1 = *em = yp-l = 0 in the system 9 = A(t)y, it is not hard 
to see that formula (3), in the case 1 < p < n, is a consequence of (4) and (5). 
This completes the proof. 
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The following lemma is a consequence of Lemma 1. 
LEMMA 2. Let A(t) = diag(d,(t) ,..., AN(t)), where Ai( j = l,..., iV, 
are ni x nj matrices satisfying the hypotheses of Lemma 1. 
Let us denote by uj the constant element in the diagonal of A,(t). 
Let R(ol,) > R(ol,) > *.* 3 R(c+). 
Then for every solution y(t) # 0 of j = A(t)y, there are integers i, 8, 
1 <i<N,O<e<ni-1,suchthat 
LEMMA 3. Let C(t) = A(t) - (&)I, where / is a nonnegative integer and 
A(t) is an n x n matrix satisfying the hypotheses of Lemma 1. 
Let either R(cu) < 0, or R(a) = 0 with & 3 n. 
Then every solution of j = C(t)y approaches zero as t ---f CO. 
Proof, By making the change of variable x = t”y in j = C(t)y we have 
$ = A(t)x. Then as a consequence of Lemma 1 it follows that there is an 
integer m, 0 < m < n - 1, and a constant c, such that /) x(t)11 ,< ctm@(ol)t, 
for every x(t) satisfying 2(t) = A(t)x(t). This implies that 
1) y(t)\1 < ct(m-‘)eR(a)t, 
for every y(t) satisfying j(t) = C(t)y(t). Then y(t) + 0 as t -+ co. 
This completes the proof. 
LEMMA 4. Let A(t) be an n x n matrix satisfying the hypotheses ofLemma 2. 
Let q, Y, be positive integers such that 
R(oL,) 3 a.. b R(Q) > R(oi,) = **. = R(u,+-~) 
= 0 :- R(cx,+~) > ..- 3 R(LYN), 
where q = 1 OY q + Y - 1 = N is allowed. 
Let 
s + 1 = max(n, ,..., nQ++r), 
G an integer satisfying 0 ,( G < s, 
sx = min(8, n,), h = q, q + l,..., q + r - 1, 
P = nq+? + *+* + nN + s, + **. + s,+,.-1 if q + r - 1 < N, and 
p=s,+*.*+s,+,-,ifq+r-1 =N 
53 = Lam(X), with X = Rn or C”, and 
X to9 = set of initial points y(t,) E X of Q-solutions y(t) of 
P = (A(t) - (Wlr. 
Then dim Xto9 > p 
Proof. The proof follows from Lemma 3. 
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III. SOLUTION OF PROBLEMS PI AND Pz 
Theorems 2 and 3, given below, provide a positive answer to problems 
PI and Pz . 
THEOREM 1. Let A(t) be an n x n matrix, satisfying the hypotheses of 
Lemma 2. 
Let q, r, be positive integers such that 
R(4 2 *a- >, R(+,) 3 R(ol,) = *** = R&-l) > R(a*+,) >, **a >, R&), 
where q = 1 or q + T - 1 = N is allowed. 
Let s, 8, sk and p be given as in Lemma 4. 
Let f(t, x) be continuous and llf(t, x)11 < h(t)11 x 11 for t 3 t, and all x, 
where h(t) is a continuous function satisfying 
s O” h(t)t” dt < co. to 
Let y(t) be a solution of Eq. (2) satisfying 
Then there exists a p parameter family of solutions x(t) of (1) satisfying 
lim II x(ti -Y(t)ll = 0 
t-m tdeRb+ 
Note. If p = 0, then we still use the expression ‘p parameter family of 
solutions” to mean that there is at least one solution. 
Theorem 1 coincides with Z. Szmydt’s Theorem 1 [I] in the case 
A = constant matrix. 
Proof of Theorem 1. There is no loss of generality in supposing that 
&(t) = aj for t E J. One can see this by making the change of variables 
and xlci = eJ:o [A,Wlddr . f j k- 
Let y(t) be a solution of (1) satisfying (9) and let z = ((x - y(t))/tC@), 
where x satisfies (2) and p = R(ol,). An easy computation shows that 
i: = 
[ 
B(t) - $1 z + g(t, z), (10) 
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where 
B(t) = A(t) - /31 = diag(B,(t),..., Z&(t)), 
with B,(t) = A,(t) - /31, and 
g(t, ~3) = f(t, t’e% + y(t))t-le+. 
In order to prove Theorem 1 it is enough to show that there is ap parameter 
family of solutions z(t) of (10) such that z(t) --f 0 as t -+ co. 
The diagonal elements of &(t) are yj = aj - 8, and 
WY,) 2 ..* 2 R(r,-1) > R(y,) = *** = R(Y~+~-~) 
= 0 > WY,+,) 3 .** b Rbd. 
Since for a sufficiently large c we have IIy(t)ll < ct’eb*, t > t, > 0, it 
follows that 
II&, 411 < h(t) = (P + c)W), for t Z to (11) 
and II x II < P. 
Since GA(t)Pdt < co, one can show that there exists a con- 
tinuous function a)(t), t 3 to , y(t) > 1 and g(t) + co as t -+ co, such 
that Jr +(t)A(t) dt < 00. 
Let us take #(t) = p(t)A(t) and 9 = Lam(X). Then, by using [3 
Theorem 2-I], the proof of our theorem will be complete by showing that: 
(i) For every g(t) EL(X) satisfying (g(t)/+(t)) --+ 0 as t + co, there is 
at least one solution y(t) + 0 as t --+ co of 
3 = [B(t) - i”I] Y + g(t), 
and 
(ii) Dim Xts > p, with respect to system j = [B(t) - (e/t)] y. 
Since (ii) follows from Lemma 4, it remains to prove that (i) holds. 
The system considered in (i) can be written in the form 
9d = [B,(t) - $1 Yj + &xt), (12) 
where y = col(y, ,..., yN), g = col(g, ,...,gN), yj = col(y2,...,yjn% and 
gj = col(gjl,...,g;q, with gii(t) locally Lebesgue integrable on [to, co), 
1 <‘j,CN, 1 <i<~jand(g~(t)/~(t))-+Oast+co. 
We observe that sr $(t) dt < co implies K ) g$(t)l dt < CO for all i, j. 
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Let us split the proof of (i) in three parts, by taking 1 < j < q - 1, 
q<j<q+r-landq+r<j<N,andbyshowingthatineachcase 
there is at least one solution yi(t) of Eq. (12) satisfying yj(t) -+ 0 as t + co. 
Let 1 <j<q--1. 
There is a solution yj(t) of Eq. (12) such that yj”(t) = a?(t) + a.* + u:(t), 
i = I,..., ni, with 
urni = jt b,(t,) dt, j"' b2(t2> dt, . . . j'"-" &&+,) d$&-1 j~-'g;-""w 
m m cc 
where each b,(t) coincides with some nondiagonal element of A,(t) (and hence 
is bounded) and R(yi) > 0. 
By taking 8, 0 < S < R(ri), it follows that there is a constant c such that 
1 ,I”: LYj-<ldr 1 < ce8(t-u), t < t < u. 
Then there is a constant c, such that 
1 omi(t)l S cl 1: 1 g:-m+l(u)\ du, and hence ~~(2) -+ 0 as t-+ co. 
Letq+r<j<N. 
There is a solution yj(t) of Eq. (12) such that 
y:(t) = ali + 0.. + o:(t), i = I,..., n, , 
with 
u&) = j’ 
t&l 
b,(t,) dt, j”’ b,( tJ dt, * . . j’+’ b,-,( t,,& dt,-, j’“-’ g:++‘( Gn) 
to to to 
where each b,(t) coincides with some nondiagonal element of A,(t) (and 
hence is bounded) and R(yi) < 0. 
By taking 6, 0 < 6 < --R(yj), it follows that there is a constant c such 
that 
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Now we can show that there is a constant c, such that for t > r,, 
; I g;-“+l(u)I du + cl If,, I gf-m+l(u)l du, 
and hence y,(t) + 0 as t -+ 00. 
Letp<j<p+r--1. 
We observe that sz I,!J(~)P dt < co implies js ) g;(t)] t8 dt < co. Since 
nj - 1 < s, it follows that 
s 
m 
m---G--l [td 1 gjf(t)l] dt < co. (13) 
to 
Then there is a solution yi(t) of Eq. (12), yj(t) - 0 as t - 00, defined as 
follows: 
For 1 < i < nj - 8, yji(t) is given by 
yji(t) = qi(t) + *** + a:(t), 
with 
u,‘(t) = I” b,(t,) dtl jt’ b2(t2) dt, -*- jt”-” &&,-J dt,-, j 
m m m 
~-‘g)-“+l(t) 
Since for t, < t < u 
it follows that for t >, t, 
The convergence of the integrals in the above inequality follows from (13) 
by using [I, Lemma 31 and by observing that 1 < m < nj - 8. 
With yjl(t),...,yj”j-’ defined as above, it follows that 
j;,-d+l = [yj - ;] ypFc+l + d(t) + g;i-‘+l(t) 
with R(yJ = 0 and 
u’(t) = (Aj(t));r~+lyj’(t) + ** * + (qt));;py;t-qt) 
satisfying t’&(t) -+ 0 as t + co. 
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Then there exists a solution ~$j-~+l(t) given by 
y y+y t) = ,s: [yj-:]dT/ [&@) + gyj-G+l(u)] & 
Hence 
1 
/ y;j++l(t)j < td-l o(1) + constant f Jm t0 ) g;j-‘+‘(u)/ Z& du. 
Therefore t”l~j”g-~+l(t) + 0 as t + 00. 
By induction on m, 1 < m < 8, we can construct a solution yyfJ+“(t) 
such that 
tG-“y;3++“(t) - 0 as t+ co. 
Hence for q < j < q + r - 1, there is a solution yj(t) --f 0 as t --f co, 
of Eq. (12). 
This completes the proof. 
The following theorem gives a positive answer to problem PI . 
THEOREM 2. Let A(t) be an n x n matrix satzkfying the hypotheses of 
Lemma 2. 
Let f(t, x) be continuous and jlf(t, x)11 < h(t)\1 x I/ for t > t, and all x, 
where h(t) is a continuous function sati!fying 
s mh(t)t”dt < co, u + 1 = max(n, ,..., nN). to 
Let y(t) # 0 be a solution of Eq. (1). 
Then there exists a p parameter family of solutions x(t) of Eq. (2) (p will 
be specified in the proof) such that 
x(t) = r(t) + 4II YWII) 
Proof. From Lemma 2 it follows that there are integers q, /, 1 < q < IV, 
0 <d< n, - 1, such that 
Let us take p according to Theorem 1. Then it follows from Theorem 1, 
that there exists a p parameter family of solutions x(t) of Eq. (2) such that 
lim II ‘(‘) -Y(t>ll = 0 . 
t+m tG$(u,) t 
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t-SC llY(al . 
The proof is complete. 
The following corollaries play an important role in the solution of 
Problem Pz . 
COROLLARY 1. Let the hypotheses of Theorem 2 be satis$ed with f(t, x) 
linear. 
Let U(t) = (yl(t),...,yJt)) be th e un amental matrix of Eq. (2) with f d 
u&J = I. 
Let V(t) = (xl(t),..., xn(t)) be a matrix of solutions of Eq. (1) satisf*ng 
xi(t) = r&) + 41ri(W, i = L.., n. 
Then V(t) is a fundamental matrix of Eq. (1). 
COROLLARY 2. Let the hypotheses of Theorem 2 be satisjkd with f(t, x) 
linear. 
Let x(t) # 0 be a solution of Eq. (1). 
Then there exists a solution y(t) of Eq. (2) such that 
44 = r(t) + 4llY(w 
We now proceed to Theorem 3, which provides a positive answer to 
problem Pz . 
THEOREM 3. Let A(t) be an n x n matrix sattifying the hypoUzeses of 
Lemma 2. 
Let f(t, x) be continuous and 11 f(t, x)11 < h(t)11 x II for t > t, and all x, 
where h(t) is a continuous function satisfying 
I mh(t)tudl < 00, u + 1 = max(n, ,..., nN). to 
Let p)(t) be a solution of Eq. (2), with p)(t) # 0 for every su@iently large t. 
Then there exists a solution y(t) of Eq. (l), such that 
v(Q = YP> + 4ll YWII) 
Proof. Let t, > 0 be such that p)(t) # 0 for every t > t, . 
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Let us consider the linear system 
3 = A(t)x + (gg) f(t, 9w 
where v* is the complex conjugate transpose of y. 
By taking 
it follows that 
The given hypotheses on f(t, x) imply 
I m 11 D(t)11 t” dt < co. kl 
Equation (14) can be rewritten as follows: 
R = (A(t) + D(t))x (14’) 
and x = p)(t) is a solution of Eq. (14’). 
Corollary 2 implies the existence of a solution y(t) of Eq. (1) satisfying 
9-m = r(t) + 41 r(W 
Remark. By using Corollary 2, one can see that the conclusions of 
Theorems 2 and 3 hold if we replace the matrix A(t) by A(t) + C(t), where 
C(t) is any n X n continuous matrix satisfying 
s m I( C(t)11 t” dt < co. to 
A very interesting special case of Theorems 2 and 3 can be obtained by 
considering A(t) = constant matrix A. In this case we apply Theorems 2 
and 3 by taking u + 1 = max(n, ,..., nN), where the nj , j = l,..., N, are the 
dimensions of Jordan blocks of A. 
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