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1．1  研究の背景と目的 
 近年, 道路インフラの整備や交通安全に対する啓蒙活動・指導取締りの強化によるシ
ートベルト着用率向上, エアバッグ装着車の普及, 緊急医療体勢の整備などにより, 国
内における交通事故死者数は減少傾向にあり, 平成 24 年中では 4411 人となり 12 年
連続で減少した(図 1.1) [1]．ピーク時(昭和 45 年=16,765 人)の 3 割以下となり，交通事
故発生件数および負傷者数も 9 年連続で減少している． 
 しかし, 交通事故死者数の対前年比減少率は 1.0 ％であり, この 10 年でも比較的小
さく, 未だ居眠り運転や飲酒運転など重大な事故に直結する交通事故によって尊い命
が犠牲になっているなど, 交通事故情勢は依然として厳しい状況にある. 上記で述べた
シートベルト着用率やエアバッグ装着車の普及はすでに 95 ％を越えており, これから
更なる事故発生件数の減少を成すためには画期的な新技術導入が急務である. 
 日本における法令違反別事故死原因の内訳(図 1.2)[1]によると漫然運転が首位である. 










































図 1.1：交通事故発生件数・死者数・負傷者数の推移(昭和 25年～平成 24年) 
(引用：警視庁交通局 交通死亡事故の特徴及び道路交通法違反取締り状況について) 
 






































[3] は脳波を用いての検知,Tsuchida ら[4] らはカメラ画像と心拍変動量の両方を用い
ての検知を行っている. これらの研究では利用する特徴量が異なるものの,kNN やニ
ューラルネットワークといったパターン認識手法により,10 秒～30 秒の決められた区



























1．2  本論文の構成 

























 一方, 予防安全とは, 事故そのものを未然に防止しようとするものである. ドライバ
が「走る」・「曲がる」・「止まる」といった運転操作を行う際, 一般に, 認知→判断→操
作という手順を踏む. この手順が上手く機能していない場合には, 認知遅れ, 判断遅れ, 









ホメオタシス説[14] によると, 人間は自動車が安全になれば, その分, ドライバは危険
な運転をする可能性があるとも言われており, 折角の予防安全が効果を発揮できない
可能性もある. 従って, 車両とドライバとが共存する領域を扱う予防安全分野では, 人
間そのものを研究対象とする動きが活発化しており, ドライバの受容度を推定するた





2．2  安全技術の動向 






HID(High Intensity Discharge Lamp)，AFS(Adaptive Front Lighting System)，
BGM(Back Guide Monitor)，ナイトビジョン，フロントサイドモニタ等がある． 
 一方，操作の支援まで行う運転支援システムには周辺監視用のレーダやカメラ等を装




























性の確保を目的とした ABS(Anti-lock Brake System)，TCS(Traction Control System)，
ESC(Electronic Stability Control)システムが実用化されている．車両が操縦不能状態
となり，事故につながる場合にその不能状態の発生を抑制することを目的として開発さ



























2．2．2  運転支援システムの動向 


















































































2．2．3  予防安全システムの動向 
●ESC(Electronic Stability Control) 
 予防安全システムとして制動時の車輪ロック防止装置である ABS（Anti-lock Brake 
System），発進・加速時のホイールスピン防止装置である TCS（Traction Control 
System），横滑り防止装置の ESC（Electronic Stability Control）等の車両運動制御シ
ステムが製品化されている． 




























































2．2．4  衝突安全システムの動向 





























2．2．5  安全技術動向まとめ 




















2．2．6  欧州と日本の安全技術の比較 
 世界の自動車メーカーの中で安全志向の高いメーカーである日本のトヨタ自動車，ド





















































































2．3  安全技術の中のドライバモニタリング 
2．3．1  ドライバモニタリング 
 かつて米国 NHTSA からの委託で行われた米国での交通事故原因に関する詳細な調
査(2001 年) では, 事故原因の内, 環境的要因が 5.4 ％, 車両的要因がわずか 0.5 ％で
あるのに対し, 人的要因(ヒューマンエラー) が 99.2 ％を占めるとの驚くべき結果が報
告されている(事故には複合の要素が絡み合うため合計は 100 ％を越える)[19].1979 
年にインディアナ大学の Treat らによって発表された同様の調査では , それぞ
れ,34.9 ％,9.1 ％,90.3 ％であったことを考えると, この数十年間にインフラ整備, 車
両の安全対策が進み, 相対的にヒューマンエラーの比率が高まったと考えることがで
きる. 同様の調査はこれまでに欧州・日本でも行われ, いずれも事故原因の 90 ％以上
が少なからずヒューマンエラーが生じてもそれをカバーする技術などの重要性が増大







サイクルを壊すヒューマンファクターとしては眠気, 疲労, 注意力, 焦り, 快適性, 緊





















2．3．2  居眠り運転検知技術の動向 








の特徴から覚醒状態を推定するシステム[22] や, 白線認識カメラやレーザレーダ, そ
の他のセンサを組合せ, 蛇行率・操舵量・操舵の単調度からドライバの注意力レベルを




われており, また, 突発的な眠気の検出が困難であるなど課題も多い. さらに, 今後は
ACC(Active Cruise Control) の普及など車両制御の自動化に伴い, 眠気の判定に使え
るドライバ操作情報量が減少していくことが予想される中で,検出精度をいかに確保し
ていくかが課題である. 
 一方, 生理指標を計測するものとしては, 循環系・呼吸系・中枢神経系・視覚系・基
礎代謝系など, 様々な方式が提案されている. 循環系では心電図(ECG) による心拍や, 
血圧・脈圧，呼吸系では換気量, 中枢神経系では脳電図(EEG) による脳波, 視覚系では
眼電図(EOG) による眼球運動や瞬目, 基礎代謝系では皮膚電気活動(EDA) や体温, 発
汗, 内分泌系ではコルチゾールやアドレナリンといった具合に様々な生理指標から覚
醒度を推定する多くの研究[24] がなされている. その中でも, 瞬目を検出する方法は
他の方法に比べて覚醒度低下をよく反映することが知られ, 眠気を早期に検知できる
可能性があるものとして有望視されている． 


















討されている[27] が, 事例としては瞬目状態に着目した方式が多い[28]～[33]. それら





るものに, 心拍センサを使用した眠気状態検出装置がある[34]. これは, ステアリング
に設置した電極を両手で握ることで心拍信号を計測し, 心拍数の低下量で眠気の兆候
を, 心拍ゆらぎの高周波成分である HF の上昇により眠気発生を検出するものである. 
 
表 2.2：ドライバの眠気推定事例 


















































































立した推定について図 2.10 に示す．一般的な推定方法では Y1 では f1 の特徴量のみを








グループ名 推定段階数 指標 推定値 
















2．3．4  運転姿勢検知技術の動向と研究の課題 













Y1 Y2 Y3 Y4 Y5 Y6 Y7 Y8














































































3．1  安全面に基づく居眠り運転検知の多段階化 













指す. 例えばプリクラッシュセーフティシステムなどがこれに該当する. よって, 事故
発生までの間に2段階の支援の介入が可能であるため3段階の眠気レベルを定義するこ
とが最低条件となる． 
 次に, 3 段階の基準について述べる. 「認知判断支援」「運転操作支援」の 2 つの支援
介入タイミングと顔表情評定値 5 段階（顔表情評定値については 3.3.1 節で述べる）に
ついて検証を行った北島ら[10]によると，通常走行から事故発生までを時系列的に図
3.1 のように表すことができる．この図から顔表情からの眠気レベルが 0 と 1 の場合
は支援の必要は無い「Low Level」, 眠気レベルが 2 のときは認知判断支援が必要とな









3．2  実用面からの要件に基づく計測機器の選定 
 前節で述べた通り, ドライバの居眠り検知に関しては古くから研究がなされており, 
使用される計測機器(使用特徴量) も多種多様である. しかし, どの特徴量も一長一短
であり, 単一センサからの居眠り検知では高精度が期待できない. そこで, 実用面から
の要件を列挙し，その要件に基づき複数のセンサを用いて居眠り検知を行う必要がある．
以下に要件を列挙する．この要件は株式会社デンソーでのドライバモニタリングシステ
ムの開発要件である(表 3.1)．本研究でもこれを参考に機器選定を行う．そして, 表 3.1 
に加え, 全てのドライバがセンシング対象であることという条件を含める.  
居眠り運転を引き起こす病気として, 昼間に突然強い眠気に襲われる睡眠時無呼吸症
候群(SAS) が有名である. この SAS 患者数は国内に数百万いるとされ, その潜在患者
は5 人に1 人とも言われている. 塩見らは運転免許を保有する1529 名のSAS 患者に
ついて,SAS 重症度と過去 5 年間における運転事故の関係について調査した[37]. その
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 以上, ５項目が開発要件として定義されている. 先行研究などで使用されているセン
サは視覚系(カメラ), ステアリング操舵情報,ECG,EOG,EEG, 呼吸が挙げられる．この




















































































心電 非侵襲 2 分程度必要 無し 不可能 
呼吸 非侵襲 1 分程度必要 無し 可能 
















3．3  ドライバの眠気関連情報の計測と解析手法 
3．3．1  顔表情からの眠気レベル 






Zilberg の開発した眠気レベル判定基準[42]は先行研究のように 5つのレベル(瞬目, 閉
眼度, 体の動き, あくびなどの指標に基づく Alert から Extremely drowsy) から成り, 
本研究でも眠気レベルの正解値としてこれを用いた. 以下表 3.3 は Zilberg が定めた
眠気レベル判定基準である. 5 つのレベルそれぞれに対し, 人間がビデオ映像を見なが





















Drowsiness Level Drowsiness State Video Image Indicators 
0 Alert Normal fast eye blinks, often reasonably 
regular. Apparent focus on driving with 
occasional fast sideway glances; Normal 
facial tone; Occasional body movements. 
1 Slightly 
Drowsy 
Increase in duration of eye blinks. And 
possible increase in the rate of eye 
blinks; Increase in duration and 
frequency of sideway glances; 
Appearance of ”glazed-eye” look and 
abrupt irregular movements rubbing 




Occasional disruption of eye focus; 
Significant increase in the eye blink 
duration ; Disappearance of eye blink 
patterns observed during the alert state; 
Reduction on the degree of eye opening; 
Occasional disappearance of facial tone; 
Episodes without any body movement. 
3 Significantly 
Drowsy 
Discernible episodes of almost complete 
eye closure, eyes are never fully open; 
Significant disruption of eye focus; 
Periods without any body movement 
(longer than for level2) and facial tone 




Significant increase in duration of the 
eye closure episodes; Longer durations of 
episodes with no body movements and 
sometimes followed by large isolated 


















る. 心電図はこの電位の時間変化を記録したものである. 人間の心電図は 1887 年
Waller により Lippman の血管電気計を用い, 初めて記録された[43]. それ以来, 電極
の改良, 誘導法の改善などが発展し, 今日では心臓の病気に関する検査だけでなく, 自
律神経評価など様々なところで利用されている. 心電図の波にはそれぞれ名前があり, 
出現の順番に P 波,QRS 波,T 波と呼ばれる(図 3.5). 
このような心電図の記録方法は, 体表面に電極を置いて体内に生じた微少な電流を
増幅して記録を行う必要がある. このためには通常, 体表面に 2 個の電極を置き, これ
らの間の電圧に対して増幅器を用いて増幅して記録する. 心電図として記録される心
起電力は, 電気的には 1mV 前後, 周波数では 0.1～300Hz, インピーダンスとしては 1
～20k オーム程度の生体電気現象である. 心電図を記録する方法(誘導法) については, 
国際的な取り決めがあり, 12個の誘導法を用いる標準 12誘導法が広く用いられている. 
この 12 誘導は, 双極誘導(bipolar lead) と単極誘導(unipolar lead) に分けられる. い




標準的な心電図誘導法としては, 双極誘導として標準肢誘導(第 1, 2, 3 誘導), 単極誘導
としては単極肢誘導(aVR,aVL,aVF 誘導) および単極胸部誘導が用いられ, これらの 6
個の肢誘導および 6 個の胸部誘導を記録する心電図誘導法を標準 12 誘導法と呼んでい










aVR 誘導 右肩から心臓を見る誘導である．逆転した波形が見られる 
aVL 誘導 左肩から心臓を見る誘導である 
V1 誘導 心臓をほぼ真下から見る誘導である 
V2 誘導 主に右室側から心臓を見る誘導である 
V3 誘導 心室中隔と左室前壁から心臓を見る誘導である．移行帯が見られる 
V4 誘導 心室中隔と左室前壁方向を見る誘導である 
V5 誘導 左室前壁と側壁を見る誘導である 




間隔(RRI:R-R Interval) は心拍数や心拍変動を算出することができる. 心臓の活動は
自律神経系の影響を受けるため, 居眠り運転も含め精神活動とも密接に関係している. 
自律神経は交感神経と副交感神経の二つの神経系統から成り立っており , 内蔵の機能
を支配している. 自律神経の機能は, 強い恐怖を感じたとき, 興奮したとき, 激しい怒
りを感じたとき, 緊張したとき, 悩みや不安を抱えているときなどの精神的な刺激に対
して, それらに反応して交感神経を優位にする. また, 体を動かしたり, 寒さや暑さな











ためにデジテックス研究所製 AP1000 polymate を用いた(図 3.6). サンプリングレー
トは 1000Hzである. 高サンプリングレートによる測定は交流ノイズ混入の生じ易いた
め, バッテリーによる直流環境下において測定を行い , 計測時に Notch Filter(60Hz 
Lowpass Filter) を施した. 心電図計測後は polymate 専用ソフトである APviewer(図















れらは肺胞で接してガス交換を行っている. 肺胞は 3 億個で総表面積は約 60m2 であ
る. 肺は横隔膜・肋間筋に囲まれた胸郭の中にある. 肺の表面を覆っている膜を胸膜と
言い, 胸膜は横隔膜や肋間筋を裏打している. 肺を覆っている胸膜を臓側胸膜と言い, 
横隔膜や肋間筋を裏打ちしている胸膜を壁側胸膜と言う. 臓側胸膜と壁側胸膜は連続
していて一枚の扁平な袋になっている. この袋の中を胸腔と言う. 人間の肺は左右に二
つあり, 右肺は上から順に上葉・中葉・下葉・からなり, 左肺は上葉・下葉からなる. こ
の 5 つの肺葉を大葉と言う. 左肺に中葉がないのは, 左右の肺を隔てる縦隔にある心臓
が体幹の中心よりも左に寄っており, その分スペースが小さいためである. 大葉は更に











得にはフタミ・エム・イーエ社の呼吸ピックアップ AP-C021 を用いた(図 3.8). 呼吸ピ
ックアップはバンド状であり胸部又は, 腹部に巻き付け呼吸時の拡張収縮活動から呼
吸を検出するものである. バンドの中心部には電気抵抗変化を捉える圧力センサが組
み込まれており, このセンサが拡張収縮活動を捉える(図 3.9, 図 3.10). センサは心電図



























































は休まらず無意識のうちに閉眼する. また, 閉眼の度合は心拍変動や呼吸と違い, 眠気
の進行に対し非常に即時的に反応する特徴を持つ. つまり, 居眠りを検知するためには



























本研究では, 瞼開閉度を取得する装置として,SeeingMachines 社[46]の faceLAB シ
ステムを用いた(図 3.12，図 3.13). このシステムは 2 台のカメラによって構成され, ス
テレオ視することで様々な生理指標を取得することができる. サンプリングレートは
60Hz であり, 視線の回転角度(x 軸,y 軸,z 軸), 瞬目, 左右閉眼度などの情報をリアル




































3．3．5．1  ドライバの荷重変動計測機器 
 計測機器概要 
本研究では, ドライバの荷重変動を計測するためにアイシン製のシート型圧力セン










４箇所の各頂点でそれぞれ独立した状態で荷重を計測できる. センサからは V で出力
され, サンプリングレートは 20Hz である. 尚, シート型圧力センサは本研究で用いる
ドライビングシミュレータ（3.5 節参照）の運転座席に埋め込まれており, 着座時に違
和感などをあたえることは無い.シート荷重センサの各頂点は左上を FL(Front Left), 
右上を FR(Front Right), 左下をRL(Rear Left), 右下をRR(Rear Right), 左右方向を x 
方向、前後方向を y 方向と定義する． 
シート型圧力センサからの荷重変動算出方法 
シート型圧力センサの出力は電圧 V である. このままでは解析に向かない. よって, 
出力電圧を校正し解析に用い易い形にする必要がある. 本センサの校正と荷重への変
換式を一般化すると式(3.1)(3.2) と定義することができる. そして，(3.1) と(3.2) をま
とめると(3.3)と定義できる． 
               切片      (3.1) 
荷重     
         切片  
傾き
      (3.2) 
荷重            
傾き
     (3.3) 
 
 





より校正を行う. 式(3.4)～式(3.7) は定められた値に従い, 本センサの出力を校正する
際に実際に用いた式である. 
     
                      
      
                                                          
     
                     
      
                                                          
     
                     
      
                                                            
     
                       
      
                                                           
次に，校正後の値からシートの荷重変動(座面の重心位置)を得るために以下の算出式
(3.8～3.9)を適用する．Gx は x 方向の重心位置，Gy は y 方向の重心位置である． 
     
                     
               
                                                   
     
                     
               
                                                    
このように求められた FL，FR，RL，RR，Gx，Gy に基づき特徴量を検討していく． 
 
3．3．5．2  安静着座時の眠気レベルと荷重変動の関係調査 
眠気レベルの増加によりドライバの荷重変動にどのような変化が生じるのかを簡易
的な実験から調査する. 具体的にはシート型圧力センサを組み込んだシートに被験者
を眠るまで着座させ, そのときの荷重変動を観測する. 図 3.15は実験の様子である. 眠
気レベルに関しては 3.3.1 節で説明した Zilberg の眠気評定値基準に従う. 評定には検
査者を 3 人用意し,最終的な眠気レベルは 3 人の平均値としている. 
この実験では眠気レベルが 4 に達するまでに約 1200 秒(20 分) を要した . 図
3.19,3.20 は眠気レベルと x 軸 y 軸それぞれの荷重変動の変化である. 縦軸はそれぞれ
























図 3.16 より,x 軸荷重変動に関しては時系列的に変動が無く眠気レベル増加との関








3．3．5．3  運転時における有効な特徴量 
運転時における有効な特徴量を検討するために, 走行中における荷重データを取得
した.実験に関しては 3.5 節で説明するドライビングシミュレータ及び走行コースによ
り, 被験者が居眠り運転になるまで運転させた. 図 3.18 と図 3.19 はそのときの眠気レ
ベルと x 軸 y 軸それぞれの荷重変動の変化である. 安静着座状態のときとは異なり,x 
軸 y 軸それぞれに異なる傾向が現れた. 安静着座状態では, 変化の無かった x 軸に関
してだが, 走行状態では進行方向に対しやや左に傾倒する傾向にある. また,y 軸に関
しては眠気レベルの増加と共に, 傾倒は無いが突発的な尖状波形が見られる. この結果
 












図 3.19：眠気レベルと y 軸方向の 
荷重変動 
 






No 特徴量 説明 No 特徴量 説明 
1 A-sd FLの S.D. 37 (B*C)sd FR×RLの S.D. 
2 A-ave FLの平均値 38 (B*C)ave FR×RLの平均値 
3 B-sd FRの S.D. 39 (B/C)sd FR÷RLの S.D. 
4 B-ave FRの平均値 40 (B/C)ave FR÷RLの平均値 
5 C-sd RLの S.D. 41 (B-D)sd FR-RRの S.D. 
6 C-ave RLの平均値 42 (B-D)ave FR-RRの平均値 
7 D-ad RRの S.D. 43 (B+D)sd FR+RRの S.D. 
8 D-ave RRの平均値 44 (B+D)ave FR+RRの平均値 
9 (A-B)sd FL-FRの S.D. 45 (B*D)sd FR×RRの S.D. 
10 (A-B)ave FL-FRの平均値 46 (B*D)ave FR×RRの平均値 
11 (A+B)sd FL-FRの S.D. 47 (B/D)sd FR÷RRの S.D. 
12 (A+B)ave FL-FRの平均値 48 (B/D)ave FR÷RRの平均値 
13 (A*B)sd FL×FRの S.D. 49 (C-D)sd RL-RRの S.D. 
14 (A*B)ave FL×FRの平均値 50 (C-D)ave RL-RRの平均値 
15 (A/B)sd FL÷FRの S.D. 51 (C+D)sd RL+RRの S.D. 
16 (A/B)ave FL÷FRの平均値 52 (C+D)ave RL+RRの平均値 
17 (A-C)sd FL-RLの S.D. 53 (C*D)sd RL×RRの S.D. 
18 (A-C)ave FL-RLの平均値 54 (C*D)ave RL×RRの平均値 
19 (A+C)sd FL+RLの S.D. 55 (C/D)sd RL÷RRの S.D. 
20 (A+C)ave FL+RLの平均値 56 (C/D)ave RL÷RRの平均値 
21 (A*C)sd FL×RLの S.D. 57 Gx-sd X軸重心の S.D. 
22 (A*C)ave FL×RLの平均値 58 Gx-ave X軸重心の平均値 
23 (A/C)sd FL÷RLの S.D. 59 Gx-sum X軸重心の総和 
24 (A/C)ave FL÷RLの平均値 60 Gy-sd Y軸重心の S.D. 
25 (A-D)sd FL-RRの S.D. 61 Gy-ave Y軸重心の平均値 
26 (A-D)ave FL-RRの平均値 62 Gy-sum Y軸重心の総和 
27 (A+D)sd FL+RRの S.D. 63 subGx-sd X軸重心の逐次差分の S.D. 
28 (A+D)ave FL+RRの平均値 64 subGx-ave X軸重心の逐次差分の平均値 
29 (A*D)sd FL×RRの S.D. 65 subGx-sum X軸重心の逐次差分の総和 
30 (A*D)ave FL×RRの平均値 66 subGy-sd Y軸重心の逐次差分の S.D. 
31 (A/D)sd FL÷RRの S.D. 67 subGy-ave Y軸重心の逐次差分の平均値 
32 (A/D)ave FL÷RRの平均値 68 subGy-sum Y軸重心の逐次差分の総和 
33 (B-C)sd FR-RLの S.D. 69 sumGG-sd 荷重重心の逐次差分の S.D. 
34 (B-C)ave FR-RLの平均値 70 sumGG-ave 荷重重心の逐次差分の平均値 
35 (B+C)sd FR+RLの S.D. 71 sumGG-sum 荷重重心の逐次差分の総和 





 72 項目目の特徴量である荷重中心変動回数について説明する. これは他の特徴量
と異なり,図 3.19 で現れている眠気レベルの増加と共に増える尖状波形を捉えるもの
である . この特徴量は屋所らにより提案されたものである . 調査論文では




0.2inch 以下となっており,1.0inch 以上の大きな変動は対象外として,0.2inch 以上
1.0inch 以下のものを姿勢変化や座り直しによる変動と定義して利用する. 図 3.20 と
図 3.21 は荷重中心変動回数と眠気レベルとの関係について, 自身の取得データから算
出したものである. 図 3.20に関しては, 眠気レベルの増加と共に, 荷重中心変動回数も
増加しており眠気との関連性が伺える. しかし, 被験者が異なる図 3.21 に関しては, 


















そこで, 図 3.22 に眠気レベルごとにヒストグラム表示にし, 眠気レベルとの関係性
の詳細を確認した. 眠気レベル 2と 3の間は特徴量値が重なっておらず判別できる可能




3．3．5．4  出現頻度に基づく特徴量選定法 





て用いた. これよりこの章に限定して眠気レベル(012) を LowLevel, 眠気レベル(34) 
を HighLevel と称する． 
評価方法は LowLevel, HighLevel の推定率(LowLevelAccuray, HighLevelAccuracy) 
及び LowLevel, HighLevel を混合した推定率(Accuracy) を算出し, 推定率が高いもの
上位10％の出現頻度によって有効か否かを判断する. 表3.5 は, 上位 10 ％の出現頻度
一覧である. 表中の番号は特徴量の項目番号である. この中でよく出現している項目番
号の特徴量が有効である. 出現頻度の上位 5 つは以下の特徴量である. 
• 荷重中心変動回数 
• x 軸重心の１分間の標準偏差 
• x 軸重心の逐次差分の標準偏差 
• FR+RR の１分間の標準偏差 
• FL+RR の１分間の標準偏差 
先行研究で報告されている通り荷重中心変動回数が最も単体で有効であることが判
明した. 次いで x 軸重心の 1 分間の標準偏差, x 軸重心の逐次差分の標準偏差となって
いる. これらは眠気レベルの増加に伴い x 軸重心の乱れが増加しており, この現象を捉











 LDA kNN AdaBoost 
 Low High Accuracy Low High Accuracy Low High Accuracy 
Ⅰ 52 70 72 72 70 72 63 64 72 
Ⅱ 63 71 71 63 71 63 72 65 63 
Ⅲ 7 72 70 52 66 69 52 68 69 
Ⅳ 18 30 63 26 69 71 46 67 70 
Ⅴ 26 46 57 46 58 70 26 31 71 
Ⅵ 72 57 69 57 59 26 49 58 46 




3．4  パターン認識手法 








参照パターン, 入力された特徴パターンを入力パターンと呼ぶ. 参照パターンは, 学習
により決定する.学習は, パターン認識システムを構築するために行われる処理で, ク
ラスを代表する参照パターンが学習によって決定され, クラスごとにシステムを蓄積
される. このような学習を経て認識を行うことが可能となる. つまり, パターン認識の























と, 非線形の場合には曲線によるマハラノビス汎距離とがある. 基本的には 2 分類を行
う手法であるが 3 つ以上のグループの判別も可能であり, 重判別分析と呼ばれる. 本研
究では３つ又は４つのグループに判別しているので線形重判別分析を用いた . 判別分
析法で判別の基準となる判別関数                       の基本的な求め方
を以下に示す. 
(Step1) 第一群, 第二群についてそれぞれ平方和・積和を求める. 
 
Wii =Σ(xi − x)2,Wij =Σ(xi − x)(xj − x)   (3.10) 
 
(Step2) 第一群と第二群の平方和・積和を, 同じ 2 変数について足し, 自由度 N1+N2− 
2 で除す. 
    
    第一群      第二群 
       
              (3.11) 
 
(Step3) Sij を, その i 行 j 列に対応させて分散共分散行列 S とし, 各変数にかかる係 
数を n 行 1 列に並べた行列を A, 第一群の各変数の平均値から第二群の各変
数を引いた数 xi(第一群)−Xi(第二群) を n 行 1 列に並べた行列を X とすると
以下の式が成り立つ. 
 
SA = X ゆえに A = S¡1X      (3.12) 
 
(Step4) これにより各変数にか f かる係数を求めることができる. 定数項は,a0 = − 
1/2[a1(x1(第一群平均値) + x1(第二群平均値)) + · · · + an(xn(第一群平均値) 
+ xn(第二群平均値))] 
 
(Step5) 判別得点γ が正のとき第一群, 負のとき第二群と判別される. 変数が標準化 
されていれば, 係数の大きさは, そのままその変数が判別に与える影響の大き
さである. 変数が定性的な場合は, ダミー変数を用いる. 
 
                                                    (3.13) 
本研究では上記線形判別分析を行い際に,Matlab の classify 関数を用いた. 
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現する記憶ベース(memory-based approach) の手法である. パターン認識においてこ
のような記憶ベースの手法は珍しく, 多くの場合学習データの分布を少数の代表ベク
トルなどによって圧縮して用いる. 新しい入力 x を識別するときは, 記憶されている
学習データの中から x に近い順に k 個をとり多数決をとる単純なアルゴリズムである. 
すなわち k 個の中で, クラス c に属しているものの数がそれぞれ  個だとするとき  を
最大にするクラス cを識別結果とする. この手法は学習データを圧縮しないため特徴空
間内においてデータの分布がきれいにまとまっていない場合でも, かなり柔軟に対処
できることが特徴である. しかし, 一方で k の値によって識別結果が変化するという
問題がある. 以下(図 3.24) に k-最近傍識別法によって k の値を変化させた場合の例に
ついて図示する. この例では red-class と blue-class により構成された特徴量空間に, 
新しい特徴量 green が入力された場合の識別結果について示している. 識別結果が k 
の値に依存しており, この値を最適に設定する必要がある. 






 ここで, 注意したいのは評価データを用いずに行うという点である. 本来, 評価デー
タのラベルは未知であるため最適な k を求める段階で使用することは望ましくない. 
そこで本研究では交差確認法(CV 法) を用いた[49]. 交差確認法のアルゴリズムを以
下に示す. 尚,X は学習データである． 
① X を m 個のグループ            に分割 
②   を除いた(m-1)個のグループパターンで学習した後，  で誤認識率を算出 
③ ②の手順を         の全てについて行い m 個の誤認識率を推定 
    の要素数としては 1 を用いる方法（L 法）が一般的である．これは Leave-one-out
法を全パターン行うイメージである. 交差確認法により得られた結果の一例を図 3.28





3．4．4  AdaBoost 

















k=1      :      result class= blue k=2      :      result class= no






step1    個の例題を観測し，学習アルゴリズムにより第 1 の仮説を生成する． 
 
step2  第 1 の仮説をフィルタとして使い，次のようにして新しく例題を集める． 
 偏りのない(裏表が等確率で出る) コインを投げる(-1,1)が等確率となる乱数を生成
する)． 
 表が出た場合，第 1 の仮説が誤って判別する例題が出るまで，例題を観測し捨てる． 
 裏が出た場合，第 1 の仮説が正しく判別する例題が出るまで，例題を観測し捨てる． 
 これを繰り返し，N1 個の例題が集まるまで続ける． 
 以上のようにして集められた例題は，第 1 の仮説での正答率が 1/2 となる． 
 
step3  第 1 と第 2 の仮説をフィルタとして使い，次のようにして例題を集める． 
 例題を観測し，第 1 の仮説と第 2 の仮説に判別させる．両者の判定が同じなら捨
て，異なったらとっておく． 
 これを繰り返し，  個の例題が集まるまで続ける． 
 
step4  判別は 3 つの仮説の均等な多数決によって行う． 
 
定理として，3 つの仮説がそれぞれの学習に使った例題に対して誤り率が 2 以下で合
ったとする．このとき組み合わせた仮説の誤り率は 
 
                 (3.14) 
 
以下になる．関数 g は，単純に弱い学習アルゴリズムを用いて得られた第 1 の仮説の
誤り率 が 1/2 以下であれば，組み合わせた仮説の誤り率はそれより必ず小さくできる． 
フィルタによるブースティングの欠点となるのは，必要な例題が非常に多くなる場合
があるということである．実際に学習に使用する例題の総数は   個であるが，第 2，
第 3 の仮説の学習のためにせっかく観測した例題の一部を捨てている．仮説の誤り率を
それぞれ 1,  2, ϵ3 とし，捨て去った例題もふくめ第 2，第 3 の仮説の学習のために
観測した例題の総数をそれぞれ  ,  とする．第 2 の仮説のために例題を作る段階で，
誤った例題 1 つを見つけるのに平均何個の例題が必要かを考える．  個の例題のうち




          
 
  















    
  
  
         
   (3.16) 
 
個の例題を観測しなくてはいけないことがわかる．第 3 の仮説のための例題は，第 1 の
仮説と第 2 の仮説の出力が異なる確率を考えなくてはいけないが，今それぞれの誤り率
を 1,  2 としているので，この確率は 1+ 2 を越えることはない．したがって平均と
して必要な例題の観測回数は 
 
   
  
     
    (3.17) 
 
より少なくなることはない．以上より 3N1 個の例題を集めるためには平均 
 
   
 
         
 
 
     
       (3.18) 
 





3．4．4．2  AdaBoostアルゴリズム 
 ブースティングは, 単純な識別器を複数組み合わせることによって精度の高い識別
器を構成する手法である. そして, 初期のフィルタによるブースティングの問題点を解
決するために提案されたアルゴリズムが AdaBoost である. AdaBoost では, 弱識別器
による学習アルゴリズムが t = 1, · · · , T 回繰り返し呼び出される. このとき, 訓練
集合上の分布（各例題の重み）を正誤に応じて更新していき, 学習アルゴリズムはこの
分布に基づいて弱仮説を選択していく.N 個の訓練集合                 が与えられ
ているとする. 二値判別問題の場合はこのとき,Y = −1, +1 となる.t 回目の学習におけ





      
 
 
    (3.19) 
 
STEP2  t = 1, · · · , t において 
(1) 分布 Dt に基づいて弱仮説 ht(x) を学習. 誤り率 2t 最小となる ht を選択 
                                      (3.20) 
(2) 誤り率に基づいて信頼率αt の計算 
   
 
 
    
    
  




        
                      
  
  (3.22) 
                         
 













 次に図 3.25 に示した例題集合の例を用いて, 二値判別問題における AdaBoost の学
習過程の具体例を図 3.26 に示す. 各円の大きさは各例題の重み     を表しており, 特
に白抜きの円は弱仮説の判別が誤っていた例題を示している. 次の学習で, 前回誤った
例題の重みが大きくなっていることが分かる. そして, 例題の個数 N = 100, 学習回数
を t = 3 であるとした時, 最終仮説は次のように求める. 
各学習(t = i) における信頼度  は度  = 0.164, 度   = 0.193, 度  = 0.232 であっ
た. これを用いると, 各学習結果における各例題の最終仮説は以下の表 3.6 のようにな
る. また, 求められた AdaBoost の学習結果を図 3.27 に示す. 
 











 二値判別問題においては, 誤り率  > 0.5, すなわち誤り率の方が正解率よりも大きい
場合は, 仮説の判定を逆転してやることで  < 0.5 とすることができる. また,t 回目の
学習で得られた仮説の更新後の分布においては誤り率  = 0.5 となる. つまり更新され
た分布    は弱識別器     が最も苦手とするものであり , 次に選択される弱識別器
       は直前の弱識別器では上手く識別できなかったものを上手く扱えるようなもの
となる. 





図 3.27：AdaBoost の最終結果 
 
表 3.6：各学習での判別結果と最終仮説 
t=1 t=2 t=3 H(  ) 
-1 -1 -1 -1 
-1 -1 +1 -1 
-1 +1 -1 -1 
-1 +1 +1 +1 
+1 -1 -1 -1 
+1 -1 +1 +1 
+1 +1 -1 +1 




             
 





     
 
 
               
 
     (3.26) 
 
ここで, 信頼度αt は損失関数を最小化するように決定される. つまり,h1, · · · , 
ht¡1 が決まっているときに,F(x) に新たな仮説  を加えて L が最小となるような  を
決定する. このときの損失         は, 次式のように変形できる. 
          
 
 
                         
 
   
 
 
        
 




                 
 
                           (3.27) 
 
ここで, 第１項は  によらない項であるので, 第２項のみを考えることとする. 
 
      
 
 
    
    
 
 
                  (3.28) 
 
とすれば, 分布 Dt における ht の誤り率 2t を用いて次のように第２項を表すことが
できる. 
 
                 
 
               
           
 
                            (3.29) 
 
 
すなわち, 損失を小さくするためには分布˜Dt において誤り率が最小となる ht を見つ
け出せば良いことがわかる. 




                                              (3.30) 
 
を最小にするαt を考える. 右辺は下に凸な関数であることからαt がで微分して０と
おくことにより, 
 
   
 
 
   
    
  
   (3.31) 
 
で最小値をとることが分かる. また,2t < 0.5 であれば 
 
                                (3.32) 
 
となるので,  で重みづけした新しい仮説を１つ加えることで, 損失関数を更に小さく
できることが分かる． 





3．4．5  二値判別の拡張による多値判別法 
 パターン認識手法の多くは二値判別の判別性能を基準としている．3.4.4.2 小節で述
べたAdaBoost やその他にもSVM などは二値判別に特化した手法である. しかし, 現
実的な使用を考えた場合では多値判別は必要不可欠なものであり, 現在においても多
くの手法が提案され続けている. 
多判別には, 大きく分けて二つのアプローチがある. 一つ目のアプローチは, 三クラ
ス以上のラベルを同時に扱う損失関数を考え, その損失関数を何らかの手法により直
接最小化することである.Bredensteiner ら[50] は SVM を拡張することで多値判別を
実現している.こういったアプローチは理論的な解析が比較的容易であるとされている
が, サンプル数が多い場合には, 計算量が増大するという欠点がある[51]. 
二つ目のアプローチは, 二値判別器を組み合わせて多値判別を行う手法である. この
アプローチは計算量が比較的抑えられること, 実装が容易であることから多くの実用
上の問題で用いられている. また, 汎用性能の点においても, 一つ目のアプローチに劣
らないことが実験的に示されている[52][53]. 二値判別器の拡張法として代表的な手法
として, クラスラベルを符号化ルールに基づいて複数の二値判別問題に分解し, 判別結
果 を 復 号 化ル ー ルに よ って 元 のク ラ ス ラ ベル に 戻す と い う ECOC 法
63 
 
(Error-Correcting Output Coding) がある．3.4.5.1 小節ではハミング復号に基づく
ECOC 法(HD-ECOC) について述べる． 3.4.5.2 小節ではハミング復号を拡張した損
失関数に基づく復号による ECOC 法(LD-ECOC) について述べる. 
 
3．4．5．1  ハミング復号に基づく ECOC法 
  Hamming Decoding ECOC (HD-ECOC) 
ECOC 法は Dietterich と Bakiri によって提案された．多値判別問題を複数の二値判
別問題に分割するための手法である[54]．ここで，G クラス（G > 2）の多値判別問題
を考える．訓練サンプルを 
 
                 (3.33) 
 
とし，入力パターンを     ，クラスラベルを          ,   に対応した多値スピン
   のセットを           とする． 
p を二値判別問題（二値判別器）の個数としたとき，多値判別問題は符号表と呼ばれ
る p × G 行列           によって行われる．W は対角に+1，非対角に−1 に並ぶ
ように構成する．G = 3 である場合，W は式(3.34) のようになる． 
 
   
     
     
     
    (3.34) 
 
この符号表 W を用いて，G 個のクラスラベルを符号語と呼ばれる p 次元ベクトル
    に分解する． 
    を符号化ラベルのセットとし，  
 を i 番目のクラスラベル  の符号化ラベル
      の j 番目の要素とする．符号表 W が与えられたとき，入力ベクトルの集合 X
と Z の j 行      
      
  をラベルとして学習する．この際，符号化ラベル  
 
 は 1 も
しくは−1 であるが，ラベルに 0 を付加した符号化法が Allwein ら[55] によって提案






     
     
     
    
    
     
  
 
   (3.35) 
この符号表 W を用いる場合は，符号化ラベル  




である SVM や AdaBoost によって仮説 H(X)を得る． 
 全ての仮説を求めることができたら，ハミング復号によって G クラスのラベルを得
る．W(r)を W 行列の r 列目，  
 に対応する仮説を  





               
               
      
 
      (3.36) 
 
このハミング距離を最小にする r を，最終的に求めるクラスラベル         とす
る． 
 
           
                (3.37) 
 
 
3．4．5．2  損失関数に基づく ECOC法 
  Loss-Based Decoding ECOC (LD-ECOC) 
 ハミング復号に基づく ECOC 法では，式(3.37) において符号関数を用いているため，
得られた仮説 h(x) の出力値は−1 もしくは 1 の二値となる．SVM や AdaBoost のよ
うな二値判別器における符号関数を通す以前の出力値は，識別平面からのユークリッド
距離を表わし，これは識別されたクラスにおける信頼度を示す[56]．つまり，class1 を




















本研究では仮説 h(x) を損失関数として捉え，損失値に基づく ECOC 法を提案する． 
損失値 diL は式(3.28) の指数関数によって定義される． 
  
               
       
                           
       
        
                       
       
                                              
       
 
 
   
 
                
              
       
 
     (3.38) 
 
この損失値を最小にする r を，最終的に求めるクラスラベルˆyi ∈ {1, ...,G} とする． 
 
             
               (3.39) 
 
どちらも 3 クラス問題であり，符号の長さは 6 である．また，二値判別器の出力値
は hj = {−2,−7, 0.5,−1,−9,−12 | j ∈ [1, 6]} であったとする．ハミング復号によって識
別を行った場合，符号関数を用いることで出力値は sign(hj) ={−1,−1, 1,−1,−1, 1 | j ∈ 
[1, 6]} に変換される．この値と符号表とを比較すると，ハミング距離 dH が最小にな
る符号は d3 = {−1,−1, 1,−1,−1} となるため，復号化によって class3 と識別される．一
方，損失関数を用いた場合には符号関数を用いないため，二値判別器の出力値がそのま
ま使用される．式(3.39) に二値判別器の出力値を入力し，損失値 dL を求めると，最小







3．5  ドライビングシミュレータ運転時の眠気レベル推定 




うため, ドライビングシミュレータが多く用いられる理由である. また, 実験条件の再
現性に優れているため, 同一の走行状況を繰り返し多数の被験者に対して実験できる
特徴がある. これらの利点を生かし, まだ未開発の装置やシステムを仮想的に作り上げ, 
それらの事前評価を行うために広く利用されている. これらのより本研究においても
ドライビングシミュレータを用いて実験を行う. 
実際に本研究で用いるドライビングシミュレータを図 3.29 と図 3.30 に示す. ハンド
ルやシートといった運転席回りに実車同様のもの(トヨタ自動車「シエンタ」を使用) を








調な道路形状であり, 夜間を想定したものが代表的である.Preolle Haraldsson らは, 
眠気誘発コースとして, 単調で道幅が狭くカーブを含む夕方のコースを作成している. 
本研究でも先行研究に従い, 図 3.31と図 3.32に示すような眠気誘発コースを作成した. 
ランダムな S 字カーブを含め自車以外の車両は走行させないものとした. また, 夜間









































用いる. 車速は 80km/h 前後を維持するよう指示した．被験者の眠気を誘発するため, 
実験中は外部の雑音が届きにくい室内で消灯して行った．また，サーカディアンリズム
に従い実験開始時間は 13 時～15 時の間とした. 実験の終了条件は, 最低走行時間 30
分以上で被験者が寝るまでとした．被験者は 4 名(平均年齢 27.5 歳) で一人当たり 3 セ





























 心電からの特徴量は基本的に心拍数から得られる RRI(3.3.2 節参照) から算出する
(図 3.34)．この RRI データに対して周波数解析(FFT:Fast Fourier Transform) を施し









心拍数 過去 2 分間の合計心拍数 
RRI の S.D. RRI の 2 分間の標準偏差 
RRI 変動の S.D. RRI の微分値の標準偏差 
RRI 変動速度 RRI の 2 回微分 
RRI 変動係数 RRI の 2 回微分の符号(+，－) 
LF-power RRI から得られる中間周波数成分(0.05－0.20Hz)の含有度 
HP-power RRI から得られる高周波数成分(0.20－0.35Hz)の含有度 
LF/HF LF-power と HF-power の比 

















ルの傾向を掴むことが可能であると報告されている[57]. 図 3.35 は, 呼吸ピックアッ
































荷重中心変動回数 0.2inch～1.0inch 以内の変動回数 
X 軸重心の逐次差分の S.D. 横方向重心 1 分間の逐次差分の標準偏差 
X 軸重心の S.D. 横方向重心の 1 分間の標準偏差 
荷重重心の逐次差分の S.D. 重心変動の 1 分間の逐次差分の標準偏差 
荷重重心の平均値 重心変動の 1 分間の逐次差分の平均値 
FL+RR の平均 シート左上端と右下端の 1 分間の平均値 
FL+RR の S.D. シート左上端と右下端の 1 分間の標準偏差 
FR+RR の平均 シート右上端と右下端の 1 分間の平均値 




呼吸間隔 過去 1 分間の平均呼吸間隔 
呼吸間隔の S.D. 過去 1 分間の呼吸間隔の標準偏差 
吸気間隔 過去 1 分間の平均吸気間隔 
吸気間隔の S.D. 過去 1 分間の平均吸気間隔の標準偏差 
呼気間隔 過去 1 分間の平均呼気間隔 
呼気間隔の S.D. 過去 1 分間の平均呼気間隔の標準偏差 
振幅変化率 標準時の振幅からの変化率 
振幅の S.D. 振幅の標準偏差 
呼気傾き変化率 振幅変化率/呼気時間 
呼気傾きの S.D. 過去 1 分間の呼気傾きの標準偏差 
深呼吸回数 1 分間で標準時の振幅より 1.5 倍以上の振幅が発生した回数 
吸気傾き変化率 振幅変化率/吸気時間 








については, 多くの先行研究があり, 古くから検討がなされてきた. 
 瞼開閉度の場合, 瞼開閉度そのものが眠気との関連が強い特徴量と知られている. 瞼
開閉度は１秒以内の瞬目も捉えることが可能であり, 本来瞬間的な変化を捉えること
に適している. しかし, 本研究では真値として用いる顔表情評定値が 10 秒単位での出
力となるため，特徴量化する際に 10 秒間隔に落として解析していく必要がある. そこ
で, 積算値 0.3 秒のように 0.3 秒以上の閉眼状態が生じた回数などのように主に 10 秒











































う際に用いる変数選択法の一つである. まず, 最も有用な特徴量を一つ採用する. 次の
段階では, まだ採用されていない特徴量のうちで最も有用な特徴量を一つ採用する. 尚, 
最初の方で採用された特徴量も, 後で採用された特徴量との関係で不要になる場合が
あるので, 新たな特徴量の採用前に, すでに採用された特徴量を取り除くかチェックす
る必要がある. 重回帰分析などの場合, 特徴量の採用と除去は偏 F 値による検定で決
定されることが一般的である. しかし, パターン認識などの場合は偏F 値を求めず, 自
身で基準を設定し, その基準に基づき採用と除去を行う. 






積算値 0.3 秒 閉眼時間が 0.3 秒以上の回数 
閉眼持続時間の逆数和 閉眼持続時間の逆数和 
LOG 顔ヨー角の S.D. 顔のヨー角に対する標準偏差 
LOG 顔ロール角の S.D. 顔のロール角に対する標準偏差 
最大瞬目間隔 瞬目から瞬目までの間隔の最大値 
中間状態率 10 秒中の閉眼度[0-1]が 0.5 以上の時間の割合 





3．5．5  パターン認識による推定と推定性能評価 
パターン認識に用いたソフトウェア 
 本研究における解析は主に Matlab を使用し行っている. 線形判別分析法に関して
は組込み関数 classify を用いた.k 最近傍識別法に関しては有効な Toolbox や関数が無
いため,c 言語で作成したものを Matlab に読み込ませ使用している. また AdaBoost 
に関しては GML AdaBoost Matlab Toolbox を用いた．AdaBoost には様々な派生アル
ゴリズムが存在し，それぞれ信頼度の決定の仕方が異なる．GML AdaBoost Matlab 
Toolbox は以下のアルゴリズムを提供している（表 3.11）． 
 
 Vezhnevets A. らは過学習を抑制するModest AdaBoost が最も優れたアルゴリズム








 正解率(推定誤差 0)[％](推定値と正解値が一致) 
 推定誤差 1 [％](推定値と正解値が 1 段階違い) 










Real AdaBoost 誤り率を常に最大に保つように学習する 
Gentle AdaBoost 学習器が+1 と判別する割合を算出する 







leave-one-out 法により, 推定を行った．尚，1 セット分のデータに不具合があったの
でそのセットは削除している． 
顔表情評定値算出区間の 10 秒を１フレーム(t) とし, そのときの正解値を Ft, 推定値




   正解率     
       
 
 
        (式 3.40) 
 
   推定誤差       
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   推定誤差       
         
 
 
      (式 3.42) 
 
 
 また, 相関値に関しては推定値と正解値の相加平均 f と r を求め, その後相関値
Relation を求める(式 3.43)～(式 3.45)． 
 
   正解値の相加平均  
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    (式 4.43) 
 
   推定値の相加平均  
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    (式 4.44) 
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3．5．6  パターン認識による推定結果と考察 
3．5．6．1 推定結果 
 パターン認識手法,LDA,kNN,HDECOC,LDECOC の４つを用い３段階眠気レベル
推定を行った結果について示していく. 図 3.38 及び表 3.12 は被験者 4 人 11 セットの
推定結果の平均である. また, 表 3.13, 表 3.14, 表 3.15, 表 3.16 は被験者それぞれの
個別の結果である.いずれも正解率, 推定誤差 1, 推定誤差 2, 相関値を算出している. 
図 3.38 及び表 3.12 から正解率は LDA で 65.45 ％, kNN, HDECOC, LDECOC 共に
77 ％となった . LDA のみ他の手法と比較し正解率が低い結果となった．kNN，









 LDA kNN HDECOC LDECOC 
正解率(%) 65.46 77.42 77.44 77.45 
推定誤差 1(%) 19.55 16.09 16.03 16.21 
推定誤差 2(%) 15.00 6.50 6.53 6.30 













被験者 A-1 A-2 A-3 B-1 B-2 B-3 
正解率(%) 80.56 74.00 79.50 68.54 58.25 83.16 
推定誤差 1(%) 15.47 17.34 12.42 21.99 32.03 16.84 
推定誤差 2(%) 3.95 8.67 8.07 9.46 9.70 0 
相関値[0-1] 0.75 0.75 0.60 0.50 0.53 0.53 
 
 kNN 
被験者 C-1 C-2 C-3 D-1 D-2  
正解率(%) 84.27 75.78 90.16 76.47 84.16  
推定誤差 1(%) 8.29 17.36 5.46 21.92 9.50  
推定誤差 2(%) 7.42 6.84 4.37 1.60 6.33  




被験者 A-1 A-2 A-3 B-1 B-2 B-3 
正解率(%) 43.88 42.20 71.43 66.50 64.56 75.58 
推定誤差 1(%) 40.29 37.00 14.29 25.06 26.70 14.74 
推定誤差 2(%) 15.83 20.81 14.23 8.44 8.74 9.68 
相関値[0-1] 0.52 0.49 0.66 0.54 0.61 0.56 
 
 LDA 
被験者 C-1 C-2 C-3 D-1 D-2  
正解率(%) 61.14 64.21 73.22 74.06 83.26  
推定誤差 1(%) 8.30 17.37 5.46 20.89 4.98  
推定誤差 2(%) 30.57 18.42 21.31 5.08 11.76  












被験者 A-1 A-2 A-3 B-1 B-2 B-3 
正解率(%) 75.12 77.45 85.09 65.98 54.36 83.36 
推定誤差 1(%) 17.62 19.07 13.04 22.50 25.72 16.63 
推定誤差 2(%) 7.19 3.46 1.86 11.50 19.90 0 
相関値[0-1] 0.72 0.79 0.82 0.44 0.36 0.33 
 
 LD-ECOC 
被験者 C-1 C-2 C-3 D-1 D-2  
正解率(%) 83.40 76.84 90.71 76.20 83.71  
推定誤差 1(%) 8.29 17.36 5.46 22.19 10.40  
推定誤差 2(%) 8.29 5.78 3.82 1.60 5.88  




被験者 A-1 A-2 A-3 B-1 B-2 B-3 
正解率(%) 75.12 80.34 81.34 66.24 54.85 82.94 
推定誤差 1(%) 16.90 15.60 17.39 21.99 25.24 16.63 
推定誤差 2(%) 7.91 4.04 1.24 11.76 19.90 0.42 
相関値[0-1] 0.69 0.76 0.78 0.39 0.38 0.31 
 
 HD-ECOC 
被験者 C-1 C-2 C-3 D-1 D-2  
正解率(%) 84.27 75.78 90.16 76.47 84.16  
推定誤差 1(%) 8.29 17.36 5.46 21.92 9.50  
推定誤差 2(%) 7.42 6.84 4.37 1.60 6.33  




3．5．6．2  考察 
正解率と相関値に関する考察 
 正解率は LDA で 65.45 ％,kNN,HDECOC,LDECOC 共に 77 ％となった. また相
関値はLDA が0.46, 他の手法が0.5 強となった. 正解率は8 割近い値を算出している
のに対し, 最も重要な指標である相関値に関しては, 正解値と相関関係に無いという結
果である. これは実際の眠気レベルに対し追従できていないことを示している. 
 図 3.39 は knn を用いた推定結果の一例である. 正解率は 79.03 ％, 推定誤差１は
14.84,推定誤差２は 6.11, 相関値は 0.58 である. 平均的な結果と比較し高精度の結果
である . この結果では正解値が LowLevel である実験開始直後に推定値が
MiddleLevel, 場合によって HighLevel を示している. また, 実験時間半ばで正解値が
HighLevel に達している状態において LowLevel と推定しているケースが多々ある. 
このような推定値が正解値に対し, 2 段階以上突発的に外れてしまい, 次のフレームで
は正解値を算出するといった現象は, 居眠り検知システムとしては致命的な問題であ
る. 特徴量空間において新たなデータが入力された場合, そのデータの近傍のクラスに















 前小節において, 推定値の突発的な誤判定は特徴量によるものと考察した. 本小節で
は,特徴量の時系列推移から実際に特徴量が変動しているか考察する．図 3.40～3.43 は, 
平均閉眼時間と荷重情報の推移である．図中の破線より左側が眠気レベル Low, 
MiddleLevel であり右側が HighLevel である. それぞれ眠気レベルの上昇と共に増加










































 特徴量の分布に関して考察する. 図 3.44～図 3.47 はそれぞれ瞼開閉度情報, シート




別能力の高い手法を用いても的確に判別することは不可能である. しかし, 図 3.56 な
ど眠気レベル(012)(34)でピークがずれており, この 2 段階判別であれば可能であるこ
とが推測できる. 他の特徴量でも同様に判別な可能な眠気レベルが存在する. つまり, 
本研究で行っているような同時 3段階判別は無理としても, 特徴量ごとに得意とする判







































課題１：Low Level, Middle Level, High Level の 3 レベルを明確に判別できる特徴量   
    が存在しないことによる誤判定の発生 
























 上記課題の解決に向けたアプローチとして課題 1 に対しては，1 つの判別器による 3
レベル同時判別を取りやめ，Low Level，Middle Level 以上を判別する判別器と，High 








3．6  覚醒低下の段階変化を考慮した眠気レベル推定 
3．6．1  眠気変動の特徴 
 眠気の変動について考察するため, ビデオ映像から得た被験者の顔表情評定値(眠気
レベル) を図 3.48,3.49 に示す. それぞれ, 約 40 分の眠気レベルの変動であるが, ま
ず眠気レベルでは２段階に渡る大きな変動が無く段階的に１段階ずつ眠気レベルが増
加していることが分かる. また, １度眠気レベルが変動するとその後に大きな変動は無
く, 眠気レベルが安定していることが分かる. この傾向は本研究で取得した 11 セット
のデータ全てに言えることである. また, 沼田ら[10]は顔表情評定値に基づく眠気の変
動について考察しており,12 名の被験者に各々2.5 時間の走行を指示し, 顔表情評定値
が変動する間隔について調査したところ,45～251 秒の間で変動すると報告している






















3．6．2  マハラノビス汎距離を利用した多値判別拡張 
前節での精度向上のための課題の一つとして, 眠気レベル間の特徴量の重複問題を
挙げた. 特徴量の重複とは各眠気レベル（クラス）の境界が明確でないことが挙げられ
る。つまり, 簡単な例としてある特徴量が 100 という値であった場合に, そのときの正







して LowLevel データ郡と MiddleLevel データそれぞれのマハラノビス汎距離を求め
方について説明する. まず, 基本的なマハラノビス汎距離の形式的な定義としては, 平
均がμ = (μ1, μ2, μ3, · · · , μp)T で, 共分散行列がΣであるような多変数ベク














                      
       (3.40) 
 
 また、本研究で用いるように 2 つのベクトル x と y の間の類似性を求める場合は次の
ように定義できる。(式 3.41) 
 
                        






ビス汎距離の値で 30 と設定した. この値は, 値を 1 から 100 まで変動させた際の最























3．6．3  判別基準ごとの Expert Model を利用した多値判別拡張 
 Expert Model 




無い場合, 判別は不可能になる. そこで, 各判別基準ごとに特徴量を最適なものを用い
ることで解決を図る. つまり, 図 3.54 に示すように, ３クラス判別の場合は(12)(3) を
判別する最適識別器と(1)(23)を判別する最適識別器を特徴量の段階から最適化する . 
そして, 最終的に２つの識別器の識別結果から復号することで判別結果を得る.ECOC 
法のように 2 値判別器を複数用いて多値判別を行う手法は他にもあるが, 特徴量の段
階から最適化を行う点が眠気レベル推定に適している点である. 本研究ではこのよう
に構成する２値判別器を Expert Model と呼ぶこととする. 
実際に眠気レベル推定に用いる場合の仕様について説明する.Expert Model を構成
する上で考慮すべき点は, 特徴量の最適化方法・用いる２値判別器・復号法である. 本






Level)(Middle Level, High Level)を判別する最適特徴量と ,(Low Level, Middle 
Level)(High Level) を判別する最適特徴量を選択する . また , ２値判別器には
AdaBoost を用いた. 復号法については次小節で述べる. 
 
カスケード方式に基づく復号法 
 2 値判別器の組合せで多値判別を行う場合, ２値判別器の判別結果をどのように復
号するかが大きな問題となる.ECOC 法の場合は, 多値判別をできるだけ細かく２値判
別器に分解し, その中で最もらしい判別を行っている判別器のみをハミング復号によ
り選択し, 最終的な判別を行っている. この手法は, 多量の２値判別器を用いているた
め, 有効な判別器とそうでない判別器を選択して復号する . 本手法での２値判別は
ExpertModel によって,判別基準ごとに最適な２値判別器を構成する. よって, 判別基
準ごとの信頼性が非常に高いものとなるため, 段階的な復号法を用いる. つまり,Low 
Level と Middle Level 以上に判別後,Middle Level 以上と判別されたものに対し, 
今度は Middle Level か High Level かという判別を行う. これは Expert Model 
の性能に最終的な精度が依存する復号法である. 図 3.55 に復号のルールをまとめる. 
 
 Low Level 各２値判別器が-1 と判定した場合に Low Level と判別 
 Middle Level Classifer1 が-1,Classifer2 が 1 と判定した場合に Middle Level 
と判別 
 High Level Classifer1 と Classifer2 が共に 1と判定した際にHighLevelと判別 
  
 例外として,(Classifer1 が-1,Classifer2 が 1) このような判別は通常ありえないが, 
この場合は 2 値判別時の精度が高い識別器を優先する. 
 

















3．6．4  推定信頼度を重みとした時系列推定の定式化 
 前節での一般的なパターン認識手法を用いた際の３つの課題を挙げた . この節では
その課題のうち, フレーム毎に独立して推定するため突発的な誤判定が生じる点につ






定値の変動は被験者別に 45 秒～251 秒で生じると報告している[10]. これは変動の最
低値は 45 秒であり, フレームにすると 4 フレーム分を意味する. つまり 4 フレーム
文を考慮にいれ推定を行うことを知識ベースとして用いることが妥当と言える. この
ことから推定値の過去 4 フレーム分を考慮に入れてもよいが, 誤判定も含まれる推定
値をそのまま考慮することになり, より誤判定を増やす結果になり兼ねない. 推定値ご
とにその信頼度に基づき重みを付ける必要がある. 岸本らは AdaBoost の信頼度を利
用して推定精度を向上させる手法について提案し, その効果についても検証されてい
る[53]. そこで, 本研究でも AdaBoost の信頼度を利用し, 精度向上を試みる. 過去 4 
フレーム分の眠気区間の考慮は, 眠気推定区間を t として,AdaBoost 出力値をα とし, 
推定値を DL(Drowsiness Level) とした場合, 以下の式で表すことができる.n はフレ








 この処理を Expert Model の処理中に入れる. 図 3.57 と図 3.58 は処理適用前と適
用後の出力値の変化である. これは眠気レベル(Low Level, Middle Level)(High Level) 
の２値判別を Expert Model により行ったものである. AdaBoost の出力値は 0 が基準
となっており, プラス側だと High Level を表し, マイナス側だと Low Level, Middle 
Level を表している.0 に近い程, 信頼度が低いことを表す. フレーム毎に推定を行っ
た場合, 出力値がフレーム毎に基準値 0 をまたぐほど変動しているが, 処理適用後は
基準値 0 をまたぐような変動は抑えられている. これにより, 眠気レベル本来の段階
的な変化により近くなったと言える. 
 次に, 実際に大きな変動が抑制されたことにより眠気推定値か正解値に近くなった
か検証する. 眠気レベル(Low Level, Middle Level)(High Level) の２値判別を実際に
行った際の結果について示す . 図 3.59 は処理適用前の推定結果であり , 正解率は
91.26 ％であった. それに対し, 図 3.60 の処理適用後は 94.66 ％となっており精度が
向上した. この結果より, 眠気の段階変化を考慮は有効であることが分かる. また, 処
































3．6．5  低信頼度区間検知にも同区推定値補正 
 前小節では, 眠気の段階変化を考慮するため推定信頼度を重みとした時系列推定の
定式化について行った. そして, その処理を２値判別時に加えることで２値判別の精度








である. 無論(1) 正解値は不明である(2) 結果は時系列で推定する, という(1)(2) の前
提の元で誤判定検知を行うため 100 ％の検知は不可能である. よって, 正解値に対し
結果補正を行っても影響を最小限に抑えるよう工夫する必要がある. 
 ３値判別時の信頼度の算出方法について述べる .ExpertModel での判別時に各判別
基準ごとに式 3.42 を用い CL(ConfidenceLevel) を求め , ３段階復号時点での
AdaBoost 信頼度を以下の式 3.43 のように算出する .α  及びβ  はそれぞれの
ExpertModel の AdaBoost 信頼度である. 
 
                     
               
   
   
 
   (式 3.42) 
 
                                              (式 3.43) 
 
 CL は-1 もしくは 1 の値が算出される.-1 の場合が誤判定の可能性のある区間であ
る. 推定値補正については, 眠気は段階的な変化をすることから低信頼度区間と判定さ
れたものは現区間 t に対し, 区間 t − 1 の推定値に置換する. 図 3.61 は低信頼度検知





3．6．6  提案推定モデルと推定結果 
 提案手法として，既存のパターン認識手法における改善点と，眠気の段階変化を考慮
した手法を提案した．以下の 4 項目が提案処理である． 
 マハラノビス汎距離に基づく重複特徴量検知 
 Expert Model による 2 値判別の最適化 
 眠気の段階変化を考慮し推定信頼度を重みとした時系列推定 
 低信頼度区間検知に基づく推定値補正 
 上記処理を AdaBoost に組み込んだ．図 3.62 は ExpertModel による２値判別に流
れである. 図 3.63 は提案手法の全体の流れである. 
 
 









































































































































































Middle Level High Level
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 提案手法による推定結果について, 3.5 節で算出したパターン認識手法との比較を行
う.被験者や評価方法などは 3.5 節と同一である. 
 被験者平均の結果として正解率: 80.01％, 推定誤差 1: 15.93％, 推定誤差 2: 3.89％, 
相関値 0.74 となった. いずれの評価指標も他のパターン認識手法を上回る値である. 
特に推定誤差 2 と最も重要な指標である相関値が良い. 相関値に関しては 0.74 の強相
関であり, 推定値は正解値に対し, 追従できていることを示している . 推定誤差は












 LDA kNN HDECOC LDECOC KBF 
正解率(%) 65.46 77.42 77.44 77.45 80.01 
推定誤差 1(%) 19.55 16.09 16.03 16.21 15.93 
推定誤差 2(%) 15.00 6.50 6.53 6.30 3.89 







3．6．7  考察 
推定値と正解値 
 覚醒低下の段階変化を考慮した手法を提案し, 3 段階眠気レベル推定を行った結果と
して, 特に相関が 0.74 と他の手法と比較し, 精度を向上を達成した. 実際の推定結果
の一例を図3.65, 図3.66 に示す. 図3.65 はkNN での正解値と推定値を時系列表示し
たものであり, 図 3.66 は, 図 3.65 と同一被験者のデータを提案手法により解析した結
果である．kNN で多く生じていた 2 段階誤差が抑制されていることが分かる. 特に眠
気レベルが安定しはじめた区間については推定値に変動は無く、眠気レベルが切り替わ
る点を的確に捉えていることが分かる. 2 段階の誤差の減少については, kNN を含む他
の手法で推定誤差2が6.5 ％前後であるのに対し, 提案手法では3.9 ％と半分程度に抑
制されており, 数値上でも減少していることが確認できる. 一方で, 推定誤差 1 (1 段階
誤差) と正解値に関しては, 微減, 微増と大きな向上はみられないが, 精度が悪化して































タイミングで光る LED 照明に, 気付いた時点でボタンを押すよう指示しその反応時間
を計測したものを正解値とするものもある. よって, 正解値が研究ごとに異なる点は考
慮しなければならない. 





















抽出に用いる使用機器に関してだが, これは推定を行うための特徴量(脳波, 心拍, 呼
吸, 瞼開閉情報, 荷重情報など) の使用数や組合せが異なるという点に注意が必要であ
る. やはり単一センサでの推定よりも複数センサを用いた場合の方が当然のことなが
ら精度は向上する. 
 本節では, 上記３点を先行研究に対しできる範囲で合わせ推定を行い比較を行う. 比
較に用いる先行研究は Pai ら[3] と tsuchida ら[4] と沼田ら[10] の３つの先行研究で
ある. これら３つは世界的にみても高精度で眠気を推定している研究グループである. 















段階数 使用情報 評価方法 推定値 提案手法 
Pai ら 反応 
課題 



























3．7  ドライバの眠気レベル推定まとめ 
 本研究における居眠り運転状態推定では，ドライバの眠気の進行度を瞼開閉情報，心
拍情報，呼吸情報，座面圧力情報を入力情報として Low Level, Middle Level, High 







課題１：Low Level, Middle Level, High Level の 3 つのレベルを明確に判別できる特    
    徴量が存在しないことによる誤判定 
解決策：1 つの判別器による 3 レベル同時判別を取りやめ，Low Level，Middle Level 
    以上を判別する判別器と，High Level，Middle Level 以下を判別する判別器 
    の 2 つを用意し，それぞれの判別器に対して最適な特徴量を入力する段階的な 
    判別を実施 
課題２：生体信号のゆらぎ，眠気以外の要因による生体信号への影響から，特徴量に多 
    くのはずれ値が発生することによる誤判定 
解決策：推定区間(10 秒間)に依存した推定を取りやめ，過去の推定結果を考慮した推定 
    を実施 





















4．1  公道での運転姿勢推定実態調査 




































 通過車両台数は,1187 台でそのうち動作を認識ができたものが915 台, 動作を認識
ができなかったものが272 台であった. 動作を認識ができたものの中で基本姿勢, 片
手運転, その他の3 つに分類した割合を出したもの表4.1 と図4.4 に示す. 基本姿勢で
の運転が全体の7 割近くを占め, 片手運転が3 割を占める結果となった. 次に,3 割を
占める片手運転の詳細な分類結果について表4.1 と図4.5 に示す. この分類により, 運
転中にドライバがどのような姿勢をとっているかを知ることができる. 片手運転の中
で, そのほとんどがアームレストに左手を置き, 右手で運転するというものであった. 










景を眺める10 台, 前かがみ3 台, 両手離し1 台という結果で, 極少数ではあるが観測
された. 
 調査結果をまとめると, 基本姿勢以外で運転しているドライバは3割を占めている. 























































4．2  運転姿勢変化によるドライバのパフォーマンス評価 





4．2．2  ドライビングシミュレータを用いた実験方法 
 実験には, 仮想的な自動車走行環境を再現し模擬運転をするための実験機器である
ドライビングシミュレータを用いた. ドライビングシミュレータでの実験は実車での
実験と異なり, 事故を起こすことがないため危険を伴わない. また, 実験条件の再現性
に優れいているため, 同一の走行状況を繰り返し多数の被験者に対して実験できる特


















す. 実験は実験1・実験2 の2 つの実験を行った. 実験1 の影響を排除するため間に休








良い直線コースを用いて行った. プロジェクターに投影されたコースを図4.6 に示す. 
先行車は基本的には速度60[km/h] を維持し走行しているが, ランダムなタイミングで
減速する. よって被験者も追従する際, その減速に合わせ車間を保つよう走行する. 一


















 これらの動作を以後, タスク(A)・タスク(B)・タスク(C)・タスク(D) と呼ぶこととす
る．実験中は, 当該個所に物を置いておき, それに手を触れハンドルに手を戻すまでを1 



















 被験者には, タスク毎にそのタスクの難しく感じた点について述べてもらった. そし












 ふらつき量は車両センターラインからのずれ量であり, タスク実行中を含む15 秒間
の標準偏差と定義している(図4.7). タスク実行時間が平均して5 秒程度であることか
ら, その前後5 秒を含め15 秒とした. 
 
視線移動範囲変化量 
 視線移動範囲はタスク実行中(約5 秒間) の前後5 秒を含めた15 秒間の視線移動範
囲を表す. 図4.8 はタスク実行中と通常時の視線移動範囲の違いを表した一例である. 
青が通常時, 赤がタスク負荷時である. 視線移動範囲は視線の横軸の最大値と縦軸の最
大値を掛け合わせた範囲と定義する. 視線移動範囲変化量はタスクを負荷していない














表 4.3：自己評価の難易度順（難易度高：１ → 難易度低：４） 
 1 2 3 4 
Sub 1 タスク(C) タスク(D) タスク(A) タスク(B) 
Sub 2 タスク(D) タスク(C) タスク(A) タスク(B) 
Sub 3 タスク(D) タスク(C) タスク(B) タスク(A) 
Sub 4 タスク(D) タスク(C) タスク(B) タスク(A) 
Sub 5 タスク(C) タスク(D) タスク(B) タスク(B) 
 
表 4.2：各タスクの自己評価 
 タスク(A) タスク(B) タスク(C) タスク(D) 
Sub 1 2 1 5 4 
Sub 2 2 1 3 5 
Sub 3 3 3 5 5 
Sub 4 2 2 4 5 







4．2．4  ワークパフォーマンス評価結果 
自己評価によるタスク分類 
 各タスクの5 段階の自己評価についての結果を表4.1 に示す. 数値が高いほどその
タスクを運転中に行うことが困難であったことを表す. 自己評価の1 から5 について
は明確な定義が無くあくまで被験者の主観で決めてもらったが, ここから各タスクの
個人ごとの難易度の順位付けをすることはできる. 
 自己評価を難易度が高いと感じた順に整列し直すと表4.2 のようになる. ここから
全ての被験者で難易度が高いと感じたタスクはタスク(C) とタスク(D). 難易度が低い
と感じたタスクはタスク(A) とタスク(B) となり難易度により2 グループに分類でき












す.ふらつき量の標準偏差に関しては被験者により結果が異なった. 被験者2, 被験者4 
についてはふらつき量の標準偏差が通常時と比べ平均で2.1 倍,1.6 倍と増加し車両挙
動が不安定になっていることが見受けられるが, 被験者1, 被験者5 については平均で
0.87 倍,0.60 倍と減少している. また, 被験者3 については通常時と平均で1.03 倍と
ほぼ変化が無いという結果となった. ふらつき量の標準偏差にタスクの影響が大きく
現れている被験者は5 人中2 人であり, この評価指標が軽タスクであるタスク(A), タ
スク(B) に有効な指標であるとはいい難い． 
 次に, 最大車線逸脱量に関しては, 被験者5 のタスク(A) は通常時と比べ平均で0.87 
倍減少, また被験者1 のタスク(A) で1.03 倍の増加とほぼ通常時と変わらない結果で
あったが, その他は全ての被験者で1.2 倍から2.3 倍に増加しており, タスク(A), タス
ク(B) が最大車線逸脱量に影響を与えたことが伺える. 
 最後に, 視線移動範囲は, 被験者ごとに差が大きいため通常時を1 とした変化量で増















































































 まず, ふらつき量の標準偏差の結果についてだが, タスク(C) で平均で通常時より





 次に, 最大車線逸脱量についてだが, これもふらつき量の標準偏差と同じく全ての被
験者で増加傾向がみられた. タスク(C) で平均で1.7 倍の増加, タスク(D) で平均で




























Normal Task A Task B
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てはめると, 中心線から通常時よりタスク(C) で20[cm] 程度, タスク(D) で30[cm] 程
度最大車線逸脱量が増加していることとなる. 
 最後に視線移動範囲の変化量についてだが, これも通常時と比べ有意な差がみられ






































































Normal Task C Task D
 



































 タスク(A) タスク(B) タスク(C) タスク(D) 
視線移動範囲変化量 3.5 4 3.9 4 
最大車線逸脱量 1.5 1.4 1.7 2.2 




4．3  ドライビングシミュレータによる運転姿勢推定模擬実験 
 
4．3．1  推定に用いる体圧計測機器(空気流量センサ)の仕様 
 運転姿勢推定をするためにシートベルトに取りつけるセンサには, 空気流量センサ
























4．3．2  模擬実験方法 
 ここでは運転姿勢を推定するための実験方法について説明していく. まず, 空気流量
センサのシートベルト上での取り付け個所であるが, センサ同士は設置個所が離れて
いる方が,類似波形がでにくく好ましい. そこで, 普通自動車の 3 点式シートベルトは
2 本のベルトで構成されているので, それぞれに 1 つずつ取りつけることとした. 具





本研究で, 推定する運転姿勢は先行研究[12]で推定が試みられている以下の 5 つの動作















を行う. 識別に用いる動作実行時の空気流量センサのデータは図 4.18 のフローチャー
トに示す順で取得する. 被験者には 2 パターンの姿勢推定に用いる空気流量センサの
データ取得実験を行ってもらった. 一つ目は,4(動作数)×100(回)×2(センサ装着個所) の
合計 800 回の動作を行ってもらうものである. 尚, 一人の被験者に対し, 一度に 800 
回の動作を行ってもらうには疲労による影響も考えられるので 2 度に分けて実験を行
った. また，タスク E は基本姿勢を維持するのみであるため，各タスクから基本姿勢に
姿勢を変化させた際に同時にデータを取得している． 
 二つ目は, 一つ目の実験の動作を50 回ずつ行ってもらうものである. 一つ目の実験
をデータセット1, 二つ目の実験をデータセット2 と呼ぶこととする. また, 実験をは

































































































      
   
 
     (式4.3) 
 


















 各タスク実行時の空気流量センサの原波形の例を図4.20 に示す. 空気流量センサは, 
圧力がかかるとそれに応じてパットの中の空気が押し出され, その時流れ出る空気量
を波形として生成するセンサである. この特性から, タスクの姿勢移動量の大小により
流れ出る空気量が異なるので, まず, 波形の最大値と最小値を特徴量として使用した. 
次に, タスクの姿勢移動量により波形の大小が異なることは, 波形のばらつきにも影響










4．4  運転姿勢推定手法と結果 
 本節では, 運転姿勢推定実験の結果について示す. 本研究では, 先行研究[12]と比較
し, 識別精度の向上と, 日ごとによる推定精度の変化を抑制することを目的としている. 
そこで,運転姿勢推定のために実験1,2 により取得した空気流量波形データを先行研究
でも用いられている線形判別分析法によってタスク(A) からタスク(E) に分類した.図
4.18 に示すように評価方法は2 通りあり, 評価1 では, データセット1 を奇数偶数で
50(学習用):50(評価用) に分け識別を行った. 評価2 では, データセット1 を学習用と








4．4．1  線形な推定式を構築する手法での推定結果 
線形判別法による結果 
 線形判別分析法による評価1 と評価2 の推定結果を示す. 表4.5 は評価1 と評価2 








 Sub1 Sub2 Sub3 Sub4 Sub5 Sub6 Sub7 
評価 1 99.2 99.2 99.6 96.8 99.2 96.6 100 


























































準偏差(右図) である. 青でプロットされている点が学習データ, 赤でプロットされて
いる点が評価データである. 横軸がデータ数であり0-50 がタスク(A),51-100 がタスク
(B),101-150 がタスク(C),151-200 がタスク(D) のデータである. この二つの特徴量で
はタスク(C) の学習データとタスク(B) の評価データが類似しており誤判定を引き起
こしたと考えられる. 
 更に同じく推定率が低いSub5 の胸部で空気流量センサ出力波形の標準偏差(左図) 
と, 腹部での空気流量センサの出力波形の標準偏差(右図) を示す(図4.23). タスク(B) 
とタスク(D) の学習データと評価データに着目すると, 明らかに別の分布を示してい
ることが分かる. これが誤判定を引き起こしたのであると考えられる． 




























4．4．2  非線形な識別式を構築するAdaBoostによる推定結果 
推定結果 
 AdaBoost アルゴリズムによる評価1 と評価2 の識別結果を示す. 表6.3 は評価1 
と評価2 の識別精度の結果であり, 図6.10 は評価1 と評価2 の識別率の変化を示した








 Sub1 Sub2 Sub3 Sub4 Sub5 Sub6 Sub7 
評価 1 99.5 100 99.0 98.5 98.0 100 99.0 










































 図6.10, 表6.4 から推定精度は評価1 で全被験者で平均95 ％以上, 評価2 では平均












 ここでは, 伊藤ら[3] によって行われたドライバの姿勢推定と本研究との比較を行う.
結果としては, 本研究に用いた手法では日にちを変えたデータを用いて評価を行った
評価2 においても平均推定率90 ％を越える結果を出すことができた. また, データを


































































































   


















































































































































































































































表 4.7 センサ位置の組み合わせによる推定精度結果 
 
センサ位置 推定率[%] 
1 2 93.3 
1 3 98.3 
1 4 96.7 
1 5 96.7 
1 6 98.3 
1 7 96.7 
2 3 96.7 
2 4 95.0 
2 5 98.3 
2 6 100 
2 7 100 
3 4 100 
3 5 100 
3 6 100 
3 7 100 
4 5 98.3 
4 6 91.7 
4 7 96.7 
5 6 98.3 
5 7 100 










































ーン認識手法(kNN など)を適用した場合では，3 段階の眠気レベルにおいて 2 段階以上の
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