We derive a common mathematical formulation for the eigenvector statistics of Hermitian operators, represented by a multi-parametric probability density. The system-information in the formulation enters through a single function of all system parameter, thus indicating a single parameter scaling of the statistics. This in turn reveals a deep rooted universality hidden underneath the world of complex systems.
The eigenfunction correlations of various generators of dynamics contain a wealth of information about the system e.g. localized or delocalized nature of the dynamics, decay rate etc. Recently the eigenfunction correlations were shown to be relevant for description of fluctuations of physical properties e.g. conductance in mesoscopic systems, peak-height statistics in coulomb blockade regime of quantum dots [1, 2] . The correlations may vary from level to level or may also fluctuate in different realizations of a complex system. The strong fluctuations of eigenfunctions are already known to be the hallmark of many critical point studies e.g. metal-insulator transition in disorder systems [3] , spin glass [4] , and stock market fluctuations [5] etc. Recent studies have revealed the existence of eigenvectors fluctuations in a wider range of complex systems e.g. in the area of quantum information, nanotechnology [2] and complex networks etc. [6] . As a consequence, a detailed information about the eigenvector statistics of complex systems is very important and desirable.
During last decade, many attempts have been made to formulate the eigenfunction correlations of complex systems [1, 3, 7, 8] . However most of the results are applicable either in ergodic regime of the wavefunctions or for quasi 1-d systems. It is now well-known that the eigenfunction statistics of a complex system in chaotic limit is independent of the origin of complexity and can be modeled by various symmetry-based universality classes of random matrix theory, known as Wigner-Dyson ensembles [1] . The growing technological demands have made it imperative to seek the statistical information in higher dimensions and beyond ergodic regime. The necessity motivates us to pursue the present study of eigenfunction fluctuations.
Our approach is based on the random matrix model of complex systems [1, 3, 9] . The sensitivity of the random matrix model of a system to nature of its complexity seems to suggest the system dependence of the statistical formulation of eigenvalues and eigenfunctions. A recent study [9, 10] , however, has shown the existence of a common mathematical formulation of level-statistics for a wide range of complex systems. The well-known connection between the statistics of eigenfunctions and eigenvalues in non-ergodic regime [3] motivates us to seek a similar formulation for the eigenfunctions too.
The information about eigenvectors of an operator is hidden in its matrix elements. A prior knowledge of the matrix elements distribution is therefore essential to obtain the eigenvector correlations. In this paper, we consider a prototype distribution which can model a wide range of complex systems, namely, an ensemble of Hermitian matrices H described by a probability density
with subscript "s" of a variable referring to its components, β as their total number (β = 1 for real variable, β = 2 for the complex one), C as the normalization constant, h as the variance matrix with h kl;s =< H 2 kl;s > and b as the mean value matrix with < H kl;s >= b kl;s . Based on the complexity of the system, the elements of the parametric matrices h, b can have various functional forms e.g. exponential, power law etc. As obvious, the limit h kl;1 , h kl;2 → 0, corresponds to non-random nature of the H kl . Similarly the limit h kl;s → γ, b kl;s → 0 for all {k, l, s} gives ρ(H) for a Wigner-Dyson ensemble: ρ(H) ∝ e −TrH 2 . Recently it was shown [9] that the distribution ρ (eq. (1)) appears as the non-equilibrium stages of a Brownian type diffusion process in the matrix-space, evolving with respect to a single parameter which is a function of the distribution parameters of the ensemble: ...
with
and
Here g kl = 1+δ kl , the ′ implies a product over non-zero b kl;s and x kl;s = 1 − (2 − δ kl )γh kl;s , C 0 is a constant determined by the initial distribution, M is the number of all non-zero parameters x kl;s and b kl;s . The parameter γ is arbitrary, giving the freedom to choose the end of the evolution; the limh kl;s → γ, b kl;s → 0 for all k, l gives Y → ∞ and the steady state (a Wigner-Dyson ensemble). The distribution parameters being indicators of the complexity of the system, their function Y can be termed as the complexity parameter [9] .
The eq. (2) indicates that the ensemble densities for various complex systems (i.e. different h, b matrices) undergo a similar evolution as a function of Y . The Y -governed flow for the distribution of the desired eigenfunctions components and eigenvalues can be obtained, in principle, by integrating eq.(2) over all the undesired ones. For example, let us calculate the joint distribution of a given component of all eigenvectors and the eigenvalues for β = 1 case (which corresponds to H kl ≡ H kl;1 and an orthogonal eigenvector matrix U). Let P cN (Z, E, Y ) be the probability, at a given Y , of finding the j th component U jn of the eigenfunctions U n of H between z n and z n + dz n and the eigenvalues λ n between e n and e n + de n for n = 1 → N (with Z ≡ {z n }, E ≡ {e n }) . It can be expressed as an average over entire ensemble ρ:
with f r (Z, E, U, λ) = r n=1 δ(z n − U jn )δ(e n − λ n ). Following a route similar to the one used for eigenvalue correlations [9] , we now connect the parametric derivatives of P cN to its derivatives with respect to eigenvectors. The steps can briefly be described as follows: As Y -dependence of P cN comes only through ρ, one can write (5) is obtained, first, by differentiating eq.(4) with respect to Y , then using eq.(2), followed by partial integration. Due to δ-function nature of f N , its derivatives with respect to matrix elements can further be reduced to the derivatives with respect to Z and E,
The 2 nd derivative of f N can similarly be obtained (see [9] ). The substitution of eq.(6) in eq. (5) helps as the derivatives with respect to z j and E can be taken out of the integral.
It can further be simplified by a knowledge of the effect of a small perturbation of H on its eigenvalues and eigenvectors:
Using the relations (7) and their higher order derivatives (see [9] ), eq.(6) can be rewritten as
where
, and
Eq. (8) describes the Y -governed diffusion of a given component of all eigenvectors and all eigenvalues. Proceeding along the same lines, the diffusion equation for the joint probability P v1 of the components U j1 , j = 1 → N, of an eigenvector U 1 and the corresponding eigenvalue λ 1 can also be obtained. The evolution of
, can again be shown to be described by eq.(8) however now P = C 1 P v1 and
′ dZ ′ and P v2 is the joint probability of all components of two eigenvectors Z 1 ≡ {z n } and Z ′ ≡ {z ′ n } with eigenvalues e 1 and e ′ , respectively:
(Note the set Z 1 ≡ {z n } now contains the components of a single eigenfunction). By considering U as a unitary matrix, the eq.(8) can also be generalized to β = 2 case.
Eq.(8), with P ∝ P cN or P v1 , provides the common mathematical formulation for the eigenfunction-statistics of various complex systems modeled by eq. (1); note here the information about the system enters only through Y . As shown explicitly in [9] , the same Y enters in the common mathematical formulation of the eigenvalue-statistics of ensemble (1) (also obvious from eq.(8) for P ∝ P cN ). However, as discussed in [9] , the evolution of the n th order eigenvalue correlations (n > 1) as a function of Y , is abrupt in large N-limit; a smooth crossover can only be seen in terms of a rescale parameter Λ where
as the local mean level spacing, D(e, Y ) as the mean level spacing of the full spectrum and ζ as the correlation/localization length for a d-dimensional system of length L (N = L d ), at an energy e and parameter Y (with Y 0 as its initial value). The connection of the eigenvalue fluctuations to those of eigenfunctions suggests Λ as the evolution parameter for the eigenfunctions correlations (of order n > 1) too. This is confirmed by our numerical analysis, discussed below, as well as by the order of magnitude calculations from eq. (8) .
The existence of a Λ-formulation of the eigenfunction statistics implies that the ensembles with same Λ-strength will show the same eigenfunction fluctuations even if their parametric sets {h kl , b kl } may be different. This indicates a single parametric scaling of the fluctuations in complex systems modeled by eq.(1). Note, for ergodic regime of wavefunctions [7] , some numerical studies in past have already indicated the single parameter scaling behavior.
The integration of undesired variables in eq. (8) leads to the evolution equation of the correlations among various eigenfunction components. For example, the diffusion of the distribution P 1 (x) = δ(x − |z 1 | 2 )P cN (E, Z, Y ) dE dZ of one component of an eigenvector can be obtained by integrating eq.(8), with P ∝ P cN , over the variables e n and z n , n = 2 → N, as well as e 1 ,
2 (e 1 − e 2 ) −2 P c2 dz 2 2 k=1 de k with P c2 (z 1 , z 2 , e 1 , e 2 ) = f 2 ρdH. For cases where the correlations among eigenvalues and eigenfunction are weak, G k can be approximated as G k =< x k > P 1 (x)/D 2 , with D as the mean level density and <> implying the ensemble average. The approximation reduces eq.(12) in the following form:
wherex = x <x> . The above approximation therefore suggests that the evolution of P 1 is governed by a rescaled parameter
. Note, in case of the eigenvalues too, the mean level density (1st order correlation) and higher order correlations are governed by two different parameters, namely, Y and Λ, respectively [9] .
The evolution of P 1 (x) can further be used to obtain the average behavior of moments I q of an eigenvector, say U n , defined as I q (n) = N j=1 |U jn | 2q , and, also known as inverse participation ratio (IPR) [3] . The ensemble average of I q can be expressed in terms of P 1 (x): < I q >= ∞ 0 x q P 1 (x)dx. A knowledge of the average < I q > is required for the multifractal analysis of eigenfunction distribution and to determine critical exponents at the localization-delocalization transition Specifically the I typ 2 = exp< lnI 2 > is related to localization length ζ: I typ 2 ≈ ζ −d . However, due to fluctuations of the moments I q in different realizations of same complex system, it is necessary to know their distribution too. Another important measure is the spatial correlation R n between two different different components of an eigenfunction U n : R n (|k − l|) = |U kn U ln |. For example, R n can determine the form factor of resonance scattering in complex nuclei, resonance conductance in quantum dots or exponential decay of the eigenfunction amplitude [7] . The distribution of such measures can be obtained from eq.(8) with P ∝ P v1 . Similarly the eq.(8) with P ∝ P cN can be used to determine the distribution of the correlation-measures among eigenfunctions e.g. the local density of states ρ(j, e), defined as ρ(j, e) = n |U jn | 2 δ(e − e n ). The measure ρ(j, e), an experimentally accessible quantity, is useful for determination of the decay rate of a state and its life-time [3] . The involved integrals are, however, quite tedious and analytical approximations seem necessary to reduce the equation in a closed form. We therefore resort to investigate the correlations first by numerical analysis; the insight will help us in analytical approximations.
For numerical analysis, we choose three different ensembles (all β = 1 cases); the choice is dictated by the reason (i) the ensembles are prototype models of many physical systems related to different areas, (ii) a comparative study of the eigenvalue fluctuations of these systems has already been carried out, with their Λ parameters and other results given in [9] :
) with a Gaussian site disorder (of variance W 2 /12, W = 21.3 and mean zero), same for each site, an isotropic non-random hopping t between nearest neighbors with periodic boundary conditions [3, 10] .
The ρ(H) for this case can be described by eq. (1) with
where f (kl) = 1 and 0 for {k, l} pairs, representing hopping and disconnected sites, respectively. The Λ for this case is given by eq.(19) of [9] ,
with α − α 0 = 1.36, F (E) = 0.26e −E 2 /5 (see section V of [9] ). (ii) PRBM ensemble (PE): The ρ(H) in this case corresponds to the mean < H kl >= b kl = 0 and the variance < H
. The corresponding Λ can be shown to be given as (see section VI of [9] ),
The case corresponds to a ρ(H) with mean < H kl >= b kl = 0 and the variance < H 2 kl >= h kl = 2γ(1 + cN 2 δ kl ) −1 . As shown in the section II of [9] , Λ in this case is
Our aim is to show that the eigenfunction fluctuations of AE, BE and PE are analogous at system parameters which lead to a same Λ value for all the three cases. Using the condition Λ a = Λ b = Λ p , we can obtain the desired system parameters in each case (that is, p for PE and c for BE). However, as eqs.(14-16) indicate, this requires a prior information about ζ and therefore I 1(a,b) show the distributions of the I 2 and R(r) for these cases. The close agreement among the three cases for both the measures confirm our theoretical prediction about Λ as the only parameter governing the correlations. However, as shown in figure 1(c) , the BE-AE analogy for the distribution P 1 (x) of an eigenfunction component is governed by the parameter Λ 0 = (Y − Y 0 )/D 2 instead of Λ; this is in conformity with our theoretical prediction (see eq. (13)).
In this paper, we have presented the analytical/numerical evidence for a single parameter scaling of the eigenfunction fluctuations in complex systems. Although the cases considered here are those modeled by generalized Gaussian ensembles with uncorrelated matrix elements only, the results however are also valid for a wide range of non-Gaussian ensembles with correlated matrix elements. This is because, the base of our results, namely, eq. (2) is already known to be valid for the non-Gaussian ensembles [11] . The latter are suitable models, for example, for disordered systems with varying degree of particle-particle interactions. In context of disordered systems, therefore, we expect a same statistical behavior of the cases with or without particle interactions if the strengths of their parameters Λ are equal. This also suggests the existence of an infinite family of universality classes, parametrized by Λ, of statistical behavior among complex systems. 
