To estimate the time, many organisms, ranging from cyanobacteria to animals, employ a circadian clock which is based on a limit-cycle oscillator that can tick autonomously with a nearly 24h period. Yet, a limit-cycle oscillator is not essential for knowing the time, as exemplified by bacteria that possess an "hourglass": a system that when forced by an oscillatory light input exhibits robust oscillations from which the organism can infer the time, but that in the absence of driving relaxes to a stable fixed point. Here, using models of the Kai system of cyanobacteria, we compare a limitcycle oscillator with two hourglass models, one that without driving relaxes exponentially and one that does so in an oscillatory fashion. In the limit of low input-noise, all three systems are equally informative on time, yet in the regime of high input-noise the limit-cycle oscillator is far superior. The same behavior is found in the Stuart-Landau model, indicating that our result is universal.
INTRODUCTION
Many organisms, ranging from animals, plants, insects, to even bacteria, need to know the time to synchronize their cellular and behavioral activity with the day-night rhythm. To this end, many employ a circadian clock. Circadian clocks are biochemical systems that can oscillate autonomously with a nearly 24h period, even though they are normally entrained by environmental signals to keep them in phase with the day-night cycle. While it is clear that circadian clocks which are locked to their environment make it possible to estimate the time of the day, it is far less obvious that clocks are essential for knowing the time [1, 2] . The oscillatory light input could also be used to drive a system which in the absence of any driving would relax to a stable fixed point rather than exhibit a limit cycle. The driving would then generate oscillations from which the organism could infer the time. This question is highlighted by the timekeeping mechanisms of prokaryotes. While circadian clocks are ubiquitous in eukaryotes, the only known prokaryotes to possess circadian clocks are cyanobacteria, which exhibit photosynthesis. The most studied and best characterized circadian clock is that of the cyanobacterium Synechococcus elongatus, which consists of three proteins, KaiA, KaiB, and KaiC [3] . The central clock component is KaiC, which forms a hexamer that is phosphorylated and dephosphorylated in a cyclical fashion under the influence of KaiA and KaiB. In a landmark study, Kondo and coworkers managed to reconstitute this protein phosphorylation cycle in the test tube, demonstrating that this Kai system forms a bonafide circadian clock that can tick autonomously in the absence of any oscillatory driving with a period of nearly 24 hours [4] . However, S. elongatus is not the only cyanobacterial species. Another species is Prochlorococcus, which possesses kaiB and kaiC, but lacks (functional) KaiA. Interestingly, this species exhibits daily rhythms in gene expression under light-dark (LD) cycles but no sustained circadian rhythms in constant conditions [5, 6] . Recently, Johnson and coworkers made similar observations for the purple bacterium Rhodopseudomonas palustris, which is unrelated to cyanobacteria but harbors homologs of KaiB and KaiC. Its growth rate depends on the KaiC homolog in LD conditions but not constant conditions [2] , strongly suggesting that the bacterium uses the (homologous) Kai system to keep time. Moreover, this species too does not exhibit sustained rhythms in constant conditions, but does show daily rhythms in e.g. nitrogen fixation in cyclic conditions. Proclorococcus and R. palustris thus appear to keep time via an "hourglass" mechanism that relies on oscillatory driving [2, 5, 6] . These observations raise the question why some bacterial species like S. elongatus have evolved a bonafide clock that can run freely, while other species like Proclorococcus and R. palustris have evolved an hourglass time-keeping system.
The question under what conditions do circadian clocks evolve was addressed by Troein et al. using computer simulations [7] . They used an evolutionary algorithm to evolve in silico biochemical networks that exhibit oscillations. They found that only in the presence of seasonal variations and stochastic fluctuations in the input signal, systems evolved that can also oscillate autonomously. However, they did not systematically study how the performance of the different network designs depended on these variations in the input signal. Moreover, as Johnson et al. pointed out [2] , organisms near the equator have evolved self-sustained oscillations, showing that seasonal variations cannot be essential for the evolution of bonafide clocks.
Here, we hypothesize that the optimal design of the readout system that maximizes the reliability by which cells can estimate the time depends on the noise in the input signal. To test this idea, we study three different net- . Each protein can switch between a phosphorylated state and an unphosphorylated one, and the input signal enhances the rate of phosphorylation. In the absence of any driving, the PPN relaxes exponentially to a steady state (middle panel). Yet, in the presence of an oscillatory input, the system exhibits oscillations which can be used as an internal clock from which the time can be inferred. (lower panel) (B) The uncoupled-hexamer model (UHM), inspired by the Kai system of Proclorochococcus. It consists of KaiC hexamers which can switch between active state in which the phosphorylation level tends to rise and an inactive one in which it tends to fall. The rate of phosphorylation is, presumably via changes in the ATP/ADP ratio, enhanced by the light input [8, 9] . The system is akin to a linear harmonic oscillator: it exhibits an intrinsic frequency ω0, resulting from the protein phosphorylation cycle of the hexamers. However, the hexamers are not coupled via KaiA as in the coupled-hexamer model shown in panel C, such that it cannot sustain autonomous oscillations; in the absence of any driving, it relaxes in an oscillatory fashion to a stable fixed point (middle panel). (C) The coupled-hexamer model (CHM), inspired by tke Kai system of S. elongatus. Like the UHM, it consists of KaiC hexamers, which each tend to be phosphorylated in a cyclic fashion. However, in contrast to the UHM, the hexamers are coupled and synchronized via KaiA, such that the system can exhibit limit-cycle oscillations in the absence of any driving (middle panel). In all models, time is estimated from the fraction p(t) of phosphorylated proteins.
work designs from which the cell can infer time ( Fig. 1 ): 1) a simple push-pull network (PPN), in which a readout protein switches between a phosphorylated and an unphosphorylated state (Fig. 1A) . Because the phosphorylation rate increases with the light intensity, the phosphorylation level oscillates in the presence of oscillatory driving, enabling the cell to estimate the time. This network lacks an intrinsic oscillation frequency, and in the absence of any driving it relaxes to a stable fixed point in an exponential fashion; 2) an uncoupled hexamer model (UHM), which is inspired by the Kai system of Plochorococcus (Fig. 1B) . This model consists of KaiC hexamers which each have an inherent propensity to proceed through a phosphorylation cycle. However, the phosphorylation cycles of the respective hexamers are not coupled among each other, and without a common forcing the cycles will therefore desynchronize, leading to the loss of macroscopic oscillations. In contrast to the proteins of the PPN, each hexamer is a tiny oscillator with an intrinsic frequency ω 0 , which means that an ensemble of hexamers that has been synchronized initially, will, in the absence of driving, relax to its fixed point in an oscillatory manner. 3) coupled hexamer model (CHM), which is inspired by the Kai system of S. elongatus (Fig. 1C) . As in the previous UHM, each hexamer has an intrinsic capacity to proceed through a phosphorylation cycle, but, in contrast to that system, the cycles of the respective hexamers are coupled and synchronized via KaiA, as described further below. Consequently, this system exhibits a limit cycle, yielding macroscopic oscillations with intrinsic frequency ω 0 even in the absence of any driving.
Here we are interested in the question how the accuracy of estimating time is limited by the noise in the input signal, and how this limit depends on the architecture of the readout network. We are therefore interested in the regime that the intrinsic noise can be ignored [10] , which means that we model the different systens using mean-field (deterministic) chemical rate equations.
The chemical rate equation of the PPN model is given
, where x p (t) is the concentration of phosphorylated protein, x T is the total concentration, k f s(t) is the phosphorylation rate k f times the input signal s(t), and k b is the dephosphorylation rate. The uncoupled (UHM) and coupled (CHM) hexamer model are based on a minimal model of the Kai system of S. elongatus, which in the past decade has been modeled extensively due to a wealth of data [11] [12] [13] [14] [15] [16] [17] [18] . In both models, KaiC switches between an active conformation in which the phosphorylation level tends to rise and an inactive one in which it tends to fall [11, 16] . Experiments indicate that the principal Zeitgeber is the ATP/ADP ratio [8, 9] , which means that the clock predominantly couples to the input s(t) during the phosphorylation phase of the oscillations [8, 18] . Inspired by this observation, in both the UHM and the CHM, s(t) modulates the phosphorylation rate of active KaiC. Since, in S. elongatus, KaiB does not directly affect the (de)phosphorylation rate but mainly plays a role in stabilizing inactive KaiC and mediating KaiA binding [11, 12, 16, 17] , KaiB is not modeled explicitly. The principal difference between the UHM and CHM is KaiA: (functional) KaiA is absent in Prochlorococcus and hence in the UHM [5, 6] . In contrast, in S. elongatus and hence the CHM, KaiA phosphorylates active KaiC, yet inactive KaiC can via KaiB strongly bind KaiA too. This gives rise to the synchronisation mechanism of differential affinity [11, 12] , in which inactive hexamers that are still in the dephosphorylation phase of the cycle take away KaiA from those hexamers that have already finished their cycle, thereby halting their next round of phosphorylation. In all three models, the input is modeled as a sinusoidal signal with means and driving frequency ω = 2π/T plus additive noise η s (t): s(t) = sin(ωt) +s + η s (t). The noise is uncorrelated with the mean signal, and has strength σ 2 s and correlation time τ c , η s (t)η s (t ) = σ 2 s e −|t−t |/τc . A detailed description of the different models is given in [20] .
As a performance measure for the accuracy of estimating time, we use the mutual information I(p; t) between the time t and the phosphorylation level p(t) [10, 19] :
Here P (p, t) is the joint probability distribution while P (p) and P (t) = 1/T are the marginal distributions for observing p and t. The mutual information quantifies the number of distinct time points that can be inferred uniquely from the phosphorylation level p(t). The distributions are obtained from running long simulations of the chemical rate equations of the different models [20] . For each system, we first optimized the parameters to maximize the mutual information [20] . For the PPN,
The mutual information I(p; t) as a function of the input-noise strength σ 2 s , for the push-pull network (PPN), the uncoupled-hexamer model (UHM) and the coupled-hexamer model (CHM), see Fig. 1 . In the limit of low input noise, all systems are equally informative on time, yet in the highnoise regime the CHM is most accurate. The parameters have been optimized to maximize I(p; t); since these are (nearly) independent of σ 2 s , they are fixed (see Table S1 [20]).
there exists an optimal response time τ r ∼ 1/k b that maximizes I(p; t), which can be understood as a tradeoff between maximizing the amplitude of p(t), which increases with decreasing τ r , and minimizing the noise in p(t), which decreases with increasing τ r because of time averaging [20, 21] . Similarly, for the UHM, there exists an optimal intrinsic frequency ω 0 of the individual hexamers. Because the UHM is linear, its behavior is similar to the simplest system with an intrinsic frequency, the (damped) harmonic oscillator. Analyzing this system shows that while the amplitude A of the output x(t) is maximized at resonance, ω 0 → ω, the standard deviation σ x of x is maximized when ω 0 → 0, such that the signal-to-noise ratio A/σ x peaks for ω 0 > ω [20] . Interestingly, also the CHM exhibits a maximum in A/σ x for intrinsic frequencies that are slightly off-resonance [20] . Fig. 2 shows the mutual information I(p; t) as a function of the input-noise strength σ 2 s for the three systems. In the limit that σ 2 s is small, I(p; t) is essentially the same for all systems. In this regime, they are equally informative on time. However, the figure also shows that as σ 2 s rises, I(p; t) of the UHM and especially the PPN decrease very rapidly, while that of the CHM falls much more slowly. In fact, for σ 2 s ≈ 3, I(p; t) of the CHM is still far above 2 bits, while I(p; t) of the PPN and that of the UHM have already dropped below 1 bit, meaning that using these systems, the cell would no longer be able to distinguish between day and night. Indeed, this figure shows that in the regime of high input noise, a bonafide clock that can tick autonomously is a much better time-
The mutual information I(p; t) as a function of α of the Stuart-Landau model (see Eq. 2), for different strengths of the input noise σ 2 s . When α < 0, the system corresponds to a damped oscillator like the uncoupled-hexamer model (UHM). When α > 0, the system can sustain autonomous oscillations, like the coupled-hexamer model (CHM). Clearly, the mutual information rises as the system is changed from a damped oscillator into a bonafide clock that exhibits limit-cycle oscillations. Moreover, the increase is most pronounced when the input noise is large, as also observed for the UHM and the CHM (see Fig. 2 ). Parameters: ν = 0; β = ω; = 0.5ω.
keeper than a system which relies on oscillatory driving for showing oscillations. This is the principal result of our paper. It is observed for other values of τ c and other types of input signals, such as a truncated sinusoid corresponding to no driving at night (see Fig. S4 of [20] ).
The robustness of our observation that bonafide clocks are more reliable timekeepers especially when the input noise is large, suggests that it is a universal phenomenon, independent of the details of the system. We therefore analyzed a generic minimal model, the Stuart-Landau model. It allows us to study how the capacity to infer time changes as a system is altered from a damped (nearly) linear oscillator, which has a characteristic frequency but cannot sustain oscillations in the absence of driving, to a (weakly) non-linear oscillator that can sustain autonomous oscillations [20] . Near the Hopf bifurcation where a limit cycle appears the effect of the nonlinearity is weak, so that the solution x(t) is close to that of a linear harmonic oscillator; this means that when the system is driven by a sinusoidal signal s(t) with frequency ω(t), the solution has the form x(t) = 1/2(A(t)e iωt +c.c.), where A(t) is a complex amplitude that can be timedependent [22] . The dynamics of A(t) is then given bẏ
where ν ≡ (ω 2 −ω 2 0 )/(2ω) with ω 0 the intrinsic frequency, α and β are parameters that govern the linear and nonlinear growth and decay of oscillations, E is the first harmonic of s(t) and describes the coupling strength [22] . Eq. 2 gives a universal description of a driven weakly non-linear oscillator near the Hopf bifurcation [22] .
The non-driven system exhibits a Hopf bifurcation at α = 0. This means that by varying α we can change the system from a damped oscillator (defined by α < 0) which in the absence of driving exhibits oscillations that decay, to an limit-cycle oscillator (α > 0) that shows free-running oscillations. The driven damped oscillator system (α < 0) always has one stable fixed point with |A| > 0 corresponding to sinusoidal oscillations that are synchronized with the driving. The driven limit-cycle oscillator system (α > 0), however, can exhibit different dynamics, ranging from perfect synchronization, where x(t) has a constant amplitude A and constant phase shift with respect to s(t), to quasi-periodic oscillations of x(t), arising from limit-cycle dynamics of A(t) [22] . Here we limit ourselves to perfect synchronisation.
To compute I(x, t), we use an approach that is inspired by the linear-noise approximation for computing noise in biochemical networks, and which we have employed before in this context [10, 19] . It assumes that P (x|t) is a Gaussian distribution with variance σ 2 x (t) centered at the deterministic solution [20] . Fig. 3 shows the mutual information I(x; t) as a function α, for different values of σ 2 s . The figure shows that I(x; t) rises as the system is changed from a damped oscillator α < 0 to a self-sustained oscillator (α > 0). Moreover, the increase is most pronounced when the input noise σ 2 s is large. The Stuart-Landau model thus reproduces the behavior of the computational models in Fig. 2 . It shows that the principal result of our study is universal: when the input noise is small, a system that shows sustained oscillations only in response to driving can keep time as reliably as a limit-cycle oscillator, which can generate oscillations autonomously; yet for high input noise, a limit-cycle oscillator is superior.
The PPN and UHM are readout systems that in the absence of driving relax to a stable fixed point. The signal generates oscillations by driving the fixed point around in state space, and noise in the input then moves the fixed point around in a stochastic fashion. While the driven system exhibits a cycle in state space, the trajectory is determined by the strength of the input, creating a trade-off between gain (amplitude) and noise that cannot be lifted [20] . The CHM is a limit-cycle oscillator, which is markedly different. In the absence of driving, it already moves around a cycle in state space with a welldefined amplitude and pace: the limit cycle. This cycle is an intrinsic and robust property of the system. While coupling the system to the input is necessary for main-taining a stable phase relationship with the environment, weak forcing does not significantly change the trajectory of the limit cycle, making these oscillators more robust to input noise [20] . Lastly, we note that in our minimal models the formal distinction between internal and input noise vanishes-the same additive noise term could be used to model either source. This leaves open the possibility that limit-cycle oscillators are also more robust to internal noise. We leave this question for future work.
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SUPPORTING INFORMATION
This supporting information provides background information on the computational models and analytical models that we have studied. The computational models are described in the next section, while the analytical models are discussed in section .
COMPUTATIONAL MODELS
In this section, we describe the three computational models that we have considered in this study: the pushpull network; the uncoupled-hexamer model; and the coupled-hexamer model. We also describe how we have modeled the input signal and how the systems are coupled to the input. Finally, we investigate the robustness of the principal results shown in Fig. 2 of the main text. In the next section, we first describe how we have modeled the input signal. In the subsequent sections, we then describe the computational models, how they are coupled to the input, and how we have set their parameters. Table I lists the values of all the parameters of all the models. In section we show that the principal findings of Fig. 2 are robust to the type of input signal and the noise correlation time.
Input signal
The input signal is modeled as a sinusoidal oscillation with additive noise:
wheres is the mean input signal and η s (t) describes the input noise. The noise in the input is assumed to be uncorrelated with the mean input signal s(t). Moreover, we assume that the input noise has strength σ 2 s and is colored, relaxing exponentially with correlation time τ c : η s (t)η s (t ) = σ 2 s e −|t−t |/τc . The input signal s(t) is coupled to the system by modulating the phosphorylation rate k α of the core clock protein, as we describe in detail for the respective computational models in the next sections. Here, k α = k f , k ps , k i , depending on the computational model. As we will see, the net phosphorylation rate is given by
This expression shows that in the presence of oscillatory driving, the mean phosphorylation rate averaged over a period is set by k αs , while the amplitude of the oscillation in the phosphorylation rate, which sets the strength of the forcing, is given by k α . We also note that k α amplifies not only the "true" signal sin(ωt), but also the noise η s , the consequences of which will be discussed below. Lastly, the absence of any oscillatory driving is modeled by taking s(t) =s, such that the net phosphorylation rate is then k αs . The phosphorylation rate in the presence of stochastic driving is thus characterized by the following parameters: the mean phosphorylation rate k αs , the amplitude of the phosphorylation-rate oscillations k α , and the noise η s (t), characterized by the noise strength σ 2 s and correlation time τ c . We will vary σ 2 s and τ c systematically, whiles and k α , together with the other system parameters, will be optimized to maximize the mutual information, as described below.
In the simulations, realisations of η s (t) are generated via the Ornstein-Uhlenbeck procesṡ
where ξ(t) is Gaussian white noise ξ(t)ξ(t ) = ξ 2 δ(t − t ). This generates colored noise of η s (t), η s (t)η s (t ) = σ In addition, to test the robustness of our observations to changes in the shape of the input signal, we have also varied that. These tests are described in section and the results are shown in Fig. 7 . Clearly, the principal result of Fig. 2 of the main text is robust to changes in both the noise correlation time τ c and the shape of the mean-input signal.
Push-pull network
The push-pull network is described by the following reactionẋ
where x T = x+x p is the total protein concentration, x p is the concentration of phosphorylated protein, k f s(t) is the phosphorylation rate k f times the input signal s(t) (see Eq. 3) and k b is the dephosphorylation rate. Fig. 4A shows a time trace of both a driven and a non-driven push-pull network.
Setting the parameters
The steady-state mean phosphorylation level is set bȳ p =x p /x T = k fs /(k fs + k b ). We anticipated, based on the analytical calculations described in section , that a key timescale is k b and that the system should operate in the regime in which it responds linearly to changes in the mean inputs. This means that for a given k b , k f and s cannot be too large. We have chosens = 2, and then varied k f and k b to optimize the mutual information. We then verified a posteriori that the value ofs = 2 indeed puts the system in the optimal linear regime. Optimal dephosphorylation rate Specifically, the parameters k f and k b are set as follows: for a given input noise strength σ 2 s = 1.0, we first fix the phosphorylation rate k f and compute the mutual information I(p; t) between the phosphorylated fraction p(t) = x p (t)/x T and time t as a function of the dephosphorylation rate k b ; we then repeat this procedure by varying k f . The result is shown in Fig. 4B . Clearly, there exists an optimal value of k b that maximizes I(p; t). Moreover, the optimal value k opt b becomes indepdendent of k f when k f becomes so small that the system enters the regime in which it responds linearly to changes in the mean inputs. We then fixed the phosphorylation rate to k f = 0.01/h, and compute I(p; t) as a function of k b for different levels of the input-noise strength, see is independent of k f and σ 2 s can be understood by noting that to maximize information transmission, the system should operate in the linear-response regime in which the mean outputx responds linearly to changes in the mean inputs. This regime tends to enhance information because it ensures that in the presence of a sinusoidal input, the output x p (t) will not be distorted and be sinusoidal too. In this linear-response regime, the system can be analyzed analytically, see Eq. 43 in section below. This equation, which accurately predicts the optimum seen in Fig. 4B and Fig. 4C , reveals that the optimal dephosphorylation rate depends on the frequency of the driving signal, ω, and the correlation time of the noise, τ c , but not on the It is seen that for each phosphorylation rate k f there is an optimal dephosphorylation rate k b that maximizes the mutual information I(p; t). Moreover, I(p; t) increases as k f decreases, but then saturates and hence becomes independent of k f as the system enters the regime in which it responds linearly to the input s. The dashed line shows the optimal value of k noise strength σ 2 s and the coupling ρ to the input signal, given by ρ = k f x T . Increasing the gain ρ amplifies not only the true signal, but also the noise in that signal (see also Eq. 5), such that the signal-to-noise ratio is unaltered. Indeed, increasing the gain only helps in the presence of internal noise, which here, however, is zero. Conversely, if intrinsic noise were present, simply decreasing k f to bring the system in the optimal linear-response regime would lower the signal-to-noise ratio; however, the signal-to-noise ratio can always be enhanced by increasing x T : this will not only increase the gain ρ = k f x T and thereby raise the output signal above the intrinsic noise, but also reduce the intrinsic noise itself.
We note that for (much) larger input-noise strength than that considered here, it might be beneficial to strongly increase the input signal and drive the system into the non-linear regime. This makes it possible to exploit the fact that the output p(t) is naturally bounded between zero and unity; the input noise can thus be tamed by continually pushing p(t) against either zero and unity. This generates, however, strongly non-sinusoidal, square-wave like oscillations, which are not experimentally observed [12] . We thus leave the regime of strong driving for future work.
Uncoupled-hexamer model: Kai system of Prochlorococcus
Background The uncoupled-hexamer model (UHM) presented in the main text is a minimal model of the Kai system of the cyanobacterium Proclorococcus and, possibly, the purple bacterium Rhodopseudomonas palustris. The well characterized clock of the cyanobacterium S. elongatus consists of three proteins, KaiA, KaiB and KaiC, which are all essential for sustaining free-running oscillations [3] . And, indeed, many cyanobacteria possess at least one copy of each kai gene. One exception is Proclororoccus, which contains kaiB and kaiC, but misses a (functional) kaiA gene. Interestingly, in daily (12h:12h) light-dark (LD) cycles, the expression of many genes, including kaiB and kaiC, is rhythmic, but in constant conditions these rhythms damp very rapidly [5, 6] . Similar behavior is observed for the purple bacterium R. palustris, which possesses homologs of the kaiB and kaiC genes [2] : under LD conditions, the KaiC ho-molog appears to be phosphorylated in a circadian fashion, but under constant conditions, the oscillations decay very rapidly; physiological activities, such as the nitrogen fixation rates, follow a similar pattern [2] . Of particular interest is the observation that under LD conditions but not under LL conditions, the growth rate is significantly reduced in the strain in which the kaiC homolog was knocked out [2] . This strongly suggests that the (homologous) Kai system plays a role as a timekeeping mechanism, which relies, however, on oscillatory driving.
Model Our model is inspired by the models that in recent years have been developed for S. elongatus [11, 12, [15] [16] [17] . These models share a number of characteristics that are essential for generating oscillations and entrainment (see also next section). The central clock component is KaiC, a hexamer, that can switch between an active state in which the phosphorylation level tends to rise and an inactive one in which it tends to fall. The model lacks KaiA because Proclororoccus and R. palustris miss a functional kaiA gene [2, 5, 6] . In S. elongatus, KaiB does not directly affect the rates of phosphorylation and dephosphorylation, but mainly serves to stabilize the inactive state and mediate KaiA binding by inactive KaiC [16, 17] . KaiB is therefore not modelled explicitly [16, 17] . The main entrainment signal for S. elongatus is the ratio of ATP to ADP levels, which depends on the light intensity, and predominantly couples to KaiC in its active conformation [8, 9, 17, 18] . These observations give rise to the following chemical rate equations:ċ
Here, c i , with i = 0, . . . , 6, is the concentration of active i-fold phosphorylated KaiC in its active conformation, whilec i is the concentration of inactive i-fold phosphorylated KaiC. The quantity k s is the conformational switching rate, k b is the dephosphorylation rate of inactive KaiC, and k f s(t) is the phosphorylation rate of active KaiC, k f , times the input signal s(t).
The output is the phosphorylation fraction of KaiC proteins (monomers), given by [11, 15, 17] p(t) = 1 6
Fig . 5A shows a time trace of the phosphorylation level p(t) of both a driven and a non-driven uncoupledhexamer model.
Intrinsic frequency Because the cycles of the different hexamers are not coupled via KaiA as in the coupledhexamer model and in S. elnogatus, the system cannot sustain free-running oscillations. In this respect, the system is similar to the push-pull network in the sense that a perturbation of the non-driven system will relax to a stable fixed point. However, this model differs from the push-pull network in that it has a characteristic frequency ω 0 = 2π/T 0 with intrinsic period T 0 , arising from the phosphorylation cycle of the KaiC hexamers. Consequently, while a perturbed (non-driven) push-pull network will relax exponentially to its stable fixed point, the uncoupled-hexamer model will, when not driven, relax in an oscillatory fashion to its stable fixed point with an intrinsic frequency ω 0 (see Fig. 5A ). To predict the latter, we note that the dynamics of Eqs. 8-13 can be written in the formẋ = Ax, and when all rate constants are equal, k fs = k b = k s , the eigenvalues and eigenvectors of A can be computed analytically. The eigenvectors are complex exponentials. For a cycle with N sites with hopping rate k, the frequency associated with the lowest-lying eigenvalue is k sin(2π/N ), which to leading order is 2πk/N , corresponding to a period T 0 = N/k. Please note that this is also the period of a single multimer with N (cyclic) sites with N equal rates of hopping from one site to the next. We therefore expect that, to a good approximation, the intrinsic frequency ω 0 = 2π/T 0 of an ensemble of hexamers corresponds to the intrinsic period of a single hexamer:
where we recall that in the non-driven system the phosphorylation rate is k fs . We verfied that this approximation is very accurate by fitting the relaxation of p(t) of the UHM to a function of the form e −γt sin(ω 0 t), with ω 0 = 2π/T 0 . The intrinsic period T 0 obtained in this way is to an excellent approximation given by Eq. 15. Setting the parameters The parameters were set as follows: the conformational switching rate k s was set to be larger than the (de)phosphorylation rates k s {k f , k b }, as in the original models [11, 15, 17] . This leaves for a given input noise η s , three parameters to be optimized: the phosphorylation rate k f , the dephosphorylation rate k b , and the mean input signals. The product k fs determines the mean phosphorylation rate, while k f separately determines the strength of the forcing, i.e. the amplitude of the oscillations in the phosphoryation rate (see Eq. 5). The quantities k fs and k b together determine the intrinsic frequency ω 0 = 2π/T 0 (see Eq. 15) and the symmetry of the phosphorylation cycle, set by the ratio r ≡ k b /(k fs ).
Optimal intrinsic frequency We therefore first computed for different input-noise strengths σ 2 s , the mutual information I(p; t) as a function of the ratio r = k b /(k fs ) and a scaling factor q that scales boths and k b , keep- as a function of k f ands, keeping k b = 0.52/h constant. Superimposed is the line along which k fs = 0.52/h and hence the intrinsic period T0 are constant (see Eq. 15). Along this line also I(p; t) is nearly constant, meaning that the strength of the forcing, set by k f , is not very critical. This mirrors the behavior seen for the push-pull network (see Fig. 4 ). It is due to the fact that increasing the forcing raises not only the amplitude but also the noise, keeping the signal-to-noise ratio and hence the mutual information essentially unchanged. The noise correlation time τc = 0.5h.
ing the strength of the forcing constant at k f = 0.26/h. Fig. 5B shows the heatmap of I(p; t) = I(r, q) for σ 2 s = 1, but qualitatively similar results were obtained for other values of σ 2 s (as discussed below). Since the intrinsic frequency ω 0 depends on both r and q (see Eq. 15), we have superimposed contourlines of constant ω 0 . Interestingly, the figure shows that in the relevant regime of high mutual information, I(p; t) follows the contourlines of constant ω 0 . This shows that I(p; t) depends on r and q predominantly through ω 0 (r, q), I(p; t) ≈ I(ω 0 (r, q)). It demonstrates that the mutual information is primarly determined by the intrinsic period T 0 -the time to complete a single cycle-and not by the evenness of the pace around the cycle set by r.
To reveal the dependence of I(ω 0 ) on σ ≈ 23.1h that is smaller than 24 hrs. This can be understood by analyzing the simplest model that mimics the uncoupled-hexamer model: the (damped) harmonic oscillator, which, like the uncoupledhexamer model, is a linear system with a characteristic frequency. As described in , we expect generically for such a system that the optimal intrinsic frequency is larger than the driving frequency: ω opt 0 > ω. This is because while the amplitude A of the output (the " Fig. 5 ), we now address the importance of the coupling strength, which is set by k f separately (see Eq. 5). To this end, we computed the mutual information I(p; t) as a function of k f ands, keeping the dephosphorylation rate constant at k b = 0.52/h. Fig. 5D shows the result. It is seen that there is, as in panel B, a band along which the mutual information is highest. This band coincides with the superimposed dashed white line along which k fs = 0.52/h and hence T 0 are constant (see Eq. 15). This shows that the mutual information I(p; t) is predominantly determined by the intrinsic period T 0 : as the parameters are changed in a direction perpendiular to this line (and T 0 changes most strongly), then I(p; t) falls dramatically. In contrast, along the dashed white line of constant T 0 , I(p; t) is nearly constant. It shows that the precise strength of the forcing, set by k f , is not critical for the mutual information. This behavior mirrors that observed for the push-pull network. While increasing k f increases the amplitude of the oscillations in p(t), it also increases the noise, such that the signal-to-noise ratio and hence the mutual information are essentially unchanged. The same behavior is observed for the minimal model of this system, the harmonic oscillator, described in .
To sum up, in the simulations corresponding to Backgroud In contrast to the cyanobacterium Prochlorococcus and the purple bacterium R. palustris, the cyanobacterium S. elongatus harbors all three Kai proteins, KaiA, KaiB, and KaiC, and can (therefore) exhibit self-sustained, limit-cycle oscillations [3] . The circadian system combines a transcription-translation cycle (TTC) [23] [24] [25] with a protein phosphorylation cycle (PPC) of KaiC [26] , and in 2005 the latter was reconstituted in the test tube [4] . The dominant pacemaker appears to be the protein phosphorylation cycle [15, 27] , although at higher growth rates the transcriptiontranslation cycle is important for maintaining robust oscillations [15, 27] . Changes in light intensity induce a phase shift of the in-vivo clock and cause a change in the ratio of ATP to ADP levels [8] . Moreover, when these changes in ATP/ADP levels were experimentally simulated in the test tube, they induced a phase shift of the protein phosphorylation cycle which is similar to that of the wild-type clock [8] . These experiments indicate that the phosphorylation cycle is not only the dominant pacemaker, but also the cycle that couples the circadian system to the light input. We therefore focused on the protein phosphorylation cycle.
Due to the wealth of experimental data, the in-vitro protein phosphorylation cycle of S. elongatus has been modeled extensively in the past decade [11] [12] [13] [14] [15] [16] [17] . In [17] we presented a very detailed thermodynamically consistent statistical-mechanical model, which is based on earlier models [11, 15, 16] and can explain most of the experimental observations. The coupled-hexamer model (CHM) presented here is a minimal version of these models. It contains the necessary ingredients for describing the autonomous protein-phosphorylation oscillations and the coupling to the light input, i.e. the ATP/ADP ratio.
The model is similar to the uncoupled-hexamer model described in the previous section, with KaiC switching between an active state in which the phosphorylation level tends to rise and an inactive in which it tends to fall. The key difference between the two systems is that the CHM also harbors KaiA, which synchronizes the oscillations of the individual hexamers via the mechanism of differential affinity [11, 12] , allowing for self-sustained oscillations. Specifically, KaiA is needed to stimulate phosphorylation of active KaiC, yet inactive KaiC can bind kaiA too. Consequently, inactive hexamers that are in the dephosphoryation phase of the phosphorylation cycle-the laggards-can take away KaiA from those KaiC hexamers that have already finished their phosphorylation cycle-the front runners. These front runners are ready for a next round of phosphorylation, but need to bind KaiA for this. By strongly binding and sequestering KaiA, the laggards can thus take away KaiA from the front runners, thereby forcing them to slow down. This narrows the distribution of phosphoforms, and effectively synchronizes the phosphorylation cycles of the individual hexamers [11] . The mechanism appears to be active not only during the inactive phase, but also during the active phase: KaiA has a higher binding affinity for less phosphorylated KaiC [11, 16] . Since KaiB serves to mainly stabilize the inactive state and mediate the sequestration of KaiA by inactive KaiC, KaiB is, as in the UHM and following [16, 17] , only modelled implicitly.
Model Since computing the mutual information accu- In the absence of driving, the system exhibits stable, limit-cycle oscillations. (B) The mutual information I(p; t) as a function of the intrinsic frequency, which was varied by scaling all phosphorylation rates {kps, ki, k b } by a factor q. It is seen that there exists an optimal (de)phosphorylation rate that maximizes I(p; t), which weakly depends on σ rately requires very long simulations, we sought to develop a minimal version of the PPC model presented in [11, 15, 28] , which can describe a wealth of data including the concentration dependence of the self-sustained oscillations and the coupling to ATP/ADP [11, 18, 28] . This model is described by the following chemical rate equations:
Here, c i andc i are the concentrations of active and inactive i-fold phosphorylated KaiC, A is the concentration of free KaiA. The rates k i are the rates of KaiA-stimulated phosphorylation of active KaiC and k ps is the spontaneous phosphorylation rate of active KaiC when KaiA is not bound. Please note that both rates are multiplied by the input signal s(t), since both rates depend on the ATP/ADP ratio [17] . The dephosphorylation rate k b is independent of the ATP/ADP ratio [16, 17] and hence k b is not multiplied with s(t). As in the UHM, k s is the conformational switching rate. The last equation, Eq. 22, gives the concentration A of free KaiA under the quasiequilibrium assumption of rapid KaiA (un)binding by active KaiC with affinity K i (second term right-hand side) and rapid binding of KaiA by inactive KaiC, where each i-fold phosphorylated inactive KaiC hexamer can bind b i KaiA dimers (last term right-hand side Eq. 22). The mechanism of differential affinity is implemented via two ingredients: 1) the dissociation constant of KaiA binding to active KaiC, K i , depends on the phosphorylation level i, with less phosphorylated KaiC having a higher binding affinity: K i < K i+1 [11, 16, 17] ; 2) inactive KaiC can strongly bind and sequester KaiA [11, 16, 17] ; this is modeled by the last term in Eq. 22. Fig. 6A shows a time trace of p(t) (Eq. 14) for both a driven and a non-driven coupled-hexamer model. Clearly, in contrast to the pushpull network and the uncoupled-hexamer model, this system exhibits free running simulations. Note also that the autonomous oscillations are slightly asymmetric as observed experimentally, and as shown also by the detailed models on which this minimal model is based [11, 15] . Lastly, while the driving signal is sinusoidal, the output signal of the driven system remains non-sinusoidal. This is because this system is non-linear; this behavior is indeed in marked contrast to the behavior seen for the linear UHM (see Fig. 5 ) and that of the PPN (Fig. 4) which operates in the linear regime. The slight asymmetry in the oscillations also explains why in the regime of very low noise, this system has a slightly lower mutual information than that of push-pull network or the uncoupled-hexamer model, as seen in Fig. 1 of the main text.
Autonomous oscillations

Setting the parameters
We first set the parameters to get autonomous oscillations, keeping s(t) =s = 2. These parameters were inspired by the parameters of the model upon which the current model is built [11] . Specifically, the KaiA binding affinity of active KaiC, given by K i , was chosen such that it obeys differential affinity, K 0 < K 1 < K 2 < K 3 < K 4 < K 5 , as in the PPC model of [11, 15, 28] . In addition, in our model, b i = 2 for i = 1, 2, 3, 4 and b i = 0 for i = 0, 5, 6, meaning that i = 1 − 4 fold phosphorylated inactive KaiC hexamers can each bind two KaiA dimers with strong affinityK i =K. The conformational switching rate k s was set to be higher than all the (de)phosphorylation rates, k s >> {k i , k ps , k b } and the values of k i , k ps , k b were, again apart from a scaling factor to set the optimal intrinsic frequency, identical to those of the PPC model of [11, 16, 28] . These parameter values allowed for robust free-running oscillations (see Fig. 6A ) in near quantitative agreement with the oscillations of the more detailed PPC model of [11, 16, 28] .
Optimal intrinsic frequency We then studied the driven system. We varied the intrinsic frequency ω 0 of the autonomous oscillations by varying all (de) phosphorylation rates {k i , k ps , k b } by a constant factor and computed the mutual information I(p; t) as a function of this factor and hence ω 0 . The result is shown in Fig. 6B . Clearly, as for the uncoupled-hexamer model, there exists an optimal intrinsic frequency ω opt 0 that maximizes the mutual information I(p; t). The optimal intrinic frequency depends on the input-noise strength: for low input noise, ω opt 0 < ω, but then ω opt 0 increases with σ 2 s to become similar to ω in the high noise regime. We also see, however, that the dependence of ω opt 0 on σ 2 s is weak (Fig. 6B) , and we therefore kept the parameters in the simulations corresponding to Fig. 2 of the main text, constant. Lastly, we note that we have verified that, as observed for the uncoupled-hexamer model, the key parameter for optimizing I(p; t) is k fs , because that sets the intrinsic frequency, and not k f ands separately. Table I gives an overview of all the parameters; this parameter set thus corresonds to a free-running rhythm of ω opt 0 = 0.96ω, corresponding to an intrinsic period T 0 = 25.1h.
Robustness of observations
We have tested the robustness of our principal result, shown in Fig. 2 of the main text, by varying a number of key parameters. We first varied the correlation time τ c of the noise, see Fig. 7A . Clearly, the main result is robust to variations in the value of τ c : in the limit of small input-noise σ 2 s all three time-keeping systems are equally accurate, while for large input noise the bonafide clock is far superior. We have also varied the nature of the input signal. Specifically, instead of a sinusoidal signal we have also studied a truncated sinusoidal signal s(t), which drops to zero for 12 hours during the night but is a half-sinusoid for 12 hours during the day:
where h(t) = 0 for 0 < t < 12 and h(t) = 1 for 12 < t < 24. The result is shown in Fig. 7B . It is seen that the principal result of Fig. 2 of the main text is also insensitive to the precise choice of the input signal. The robustness of our principal observations indicate they are universal and should be observable in minimal generic models. These are described in the next sections.
Computing the mutual information
The mutual information is computed using the following relation
where
is the entropy of the distribution P (p) of the phosphorylation fraction p(t) and
is the average of the conditional entropy of P (p|t), with P (p|t) the conditional distribution of p given t. In numerically computing the mutual information, we have verified that the results are independent of the bin size of the distribution of p, following the approach of [32] . We also note that when the input noise is exactly zero, the mutual information diverges because the system is deterministic. The highest mutual information reported corresponds to the smallest input-noise level modeled, which is non-zero, leading to a finite mutual information.
ANALYTICAL MODELS
Push-pull network
The equation for the push-pull network iṡ . This is because a higher correlation time impedes noise averaging [29] [30] [31] . Yet, for all values of τc the result of Fig. 2 of the main text is recapitulated: when the input-noise strength σ 2 s is low, all readout systems are equally accurate; yet, in the high noise regime, the coupled-hexamer model is superior. (B) Robustness to the shape of the input signal. Here, the input is a truncated sinusoidal signal so that during the night s(t) = 0, while during the day s(t) is a half sinusoid (see Eq. 23). As expected, shutting off the driving during the night lowers the mutual information (compare with panel A). More strikingly, in the regime of low input noise, all readout systems are again equally informative on time. Clearly, the push-pull network and uncoupled-hexamer model do not need to be driven constantly; it is sufficient that the light drives the phosphorylation of the readout proteins during the day, so that they can dephosphorylate spontaneously during the night. In the regime of high input-noise, the coupled-hexamer system is again optimal. In panel B, the noise correlation time τc = 0.5h. Other parameters are in Table I. where in the last equation we have assumed that x T x p , which is the case when k f s(t) k b . In this regime, the push-pull network operates in the linear regime, leading to sinusoidal oscillations, which tend to enhance information transmission [19] . In what follows, we write, to facilitate comparison with other studies on noise transmission [19, 33] ρ ≡ k f x T , µ = k b and, for notational convenience, x p = x. We thus studẏ
The equation can be solved analytically to yield
with χ(t − t ) = ρe −µ(t−t ) . With the input signal given by
the output is
where the amplitude is
the phase difference of the output with the input is
the mean isx = ρs/µ (35) and the noise is
The variance of the output, assuming the system is in steady state, is then
Assuming that the input noise has variance σ 2 s and decays exponentially with correlation time τ c = λ −1 , meaning that η s (t)η s (t ) = σ 2 s e −λ|t−t | , the variance of the output is
with the gain given by g ≡ ρ/µ. The signal-to-noise ratio A/σ x is then
which has a maximum at the optimal relaxation rate [19] 
This optimum arises from a trade-off between the amplitude, which increases as µ increases, and input-noise averaging, which improves as µ decreases. Another point to note is that the optimal signal-to-noise ratio does not depend on ρ = k f x T , and hence not on k f and x T : while increasing ρ increases the amplitude of the signal, it also amplifies the noise in the input signal. Increasing the gain ρ (via x T and/or k f ) only helps in the presence of intrinsic noise, because increasing the amplitude of the signal helps to raise the signal above the intrinsic noise [19] . However, in the deterministic models considered in this study, the intrinsic noise is zero.
The harmonic oscillator and the uncoupled-hexamer model
The uncoupled-hexamer model (UHM) is linear. Moreover, because each hexamer has a phosphorylation cycle with a characteristic oscillatino frequency ω 0 , this system is akin to the harmonic oscillator. Indeed, when not driven, both the UHM and the harmonic oscillator relax in an oscillatory fashion to a stable fixed point. To develop intuition on the behavior of the UHM, we therefore here analyze the behavior of a harmonic oscillator driven by a noisy sinusoidal signal.
The equation of motion of the driven harmonic oscillator isẍ
where ω 0 is the characteristic frequency, γ is the friction and ρ describes the strength of the coupling to the input signal s(t). We assume that s(t) = sin(ωt) + η s (t). We note that while the undriven harmonic oscillator is isomorphic to the undriven UHM, their coupling to the input is different: in the UHM, the hexamers are, motivated by the Kai system [8, 9] , only coupled to the input during their active phosphorylation phase, while the harmonic oscillator is coupled continuously; moreover, in the harmonic oscillator the noise is additive, while in the UHM the signal multiplies the phosphorylation rate, leading to multiplicative noise. Yet, the behavior of the two models is qualitatively similar, as discussed below. Solving Eq. 44 in Fourier space yieldsx(ω) = χ(ω)s(ω), withχ
Hence, the time evolution of x(t) is
We do the integral over ω first. The integrand has poles at
This yields
With s(t) = sin(ωt), this yields
This can also be rewritten as
with the amplitude given by
and the phase given by
Eq. 54 shows that the amplitude increases as the friction decreases and that the amplitude is maximal when the intrinsic frequency equals the driving frequency; in fact, when γ → 0 and ω 0 = ω, the amplitude diverges.
With an input noise with variance σ 2 s and decay rate λ, the noise in the output, σ 2 x = δx 2 (0) , is given by
This expression shows that the noise diverges for all frequencies when the friction γ → 0. It also shows that the noise diverges for ω 0 → 0 for all values of γ, or, conversely, that it goes to zero for ω 0 → ∞. This can be understood by imagining a particle with mass m = 1 in a harmonic potential well with spring constant k, giving a resonance frequency ω 2 0 = k/m = k, which is buffeted by stochastic forces: its variance decreases as the spring constant k and intrinsic frequency ω 0 increase.
Figs. 8 and 9 show the amplitude A, noise σ 2 x , and signal-to-noise ratio A/σ x for the harmonic oscillator. Clearly, the amplitude is maximal at resonance, diverging when γ → 0 (Fig. 8A) . The noise is maximal at ω 0 → 0, and also diverges for all frequencies when γ → 0 (Fig. 8B) . However, the amplitude rises more rapidly as γ → 0 than the noise does, leading to a global optimum of the signal-to-noise ratio for ω 0 = ω and γ → 0 (Fig. 8C) . However, biochemical networks have, in general, a finite friction, and then the optimal intrinsic frequency is off resonance, as most clearly seen in Fig. 9 . In fact, since the noise is minimized for ω 0 → ∞ while the amplitude is maximized at resonance, ω 0 = ω, the optimal frequency ω opt 0 that maximizes the signal-to-noise ratio is in general ω opt 0 > ω, as indeed also observed for the uncoupled hexamer model (see Fig. 5B ).
Because noise is commonly modeled as Gaussian white noise, as in our Stuart-Landau model below, rather than colored noise as assumed here, we also give, for completeness, the expression for σ 
This is consistent with Eq. 59, by noting that the integrated noise strength of the colored noise is 2
s /λ, while the integrated noise strength of the white noise case is σ 2 s,white . Indeed, with this identification, Eq. 59 in the limit of large λ reduces to the above expression for the white noise case.
Comparison between push-pull network and harmonic oscillator in the high friction limit Intuitively, one would expect that in the high-friction limit the harmonic oscillator peforms similarly to the push-pull network. The signal-to-noise ratio SNR = A/σ x indeed becomes the same in this limit. However, the amplitude and the noise separately scale differently, because the friction in the harmonic oscillator also reduces the strenght of the signal and the noise: in the highfriction limit, the equation of motion of the harmonic oscillator becomesẋ HO = ρs(t)/γ − ω 2 0 /γx(t) + ρη s (t)/γ, showing that the friction renormalizes both the signal and the noise. However, such a renormalization of both the signal and the noise should not affect the signal-tonoise ratio. Moreover, we now see that in this highfriction limit the harmonic oscillator relaxes with a rate ω 2 0 /γ, which is to be compared with µ of the push-pull network, for whichẋ PP = ρs(t) − µx(t) + ρη s (t). From this we can anticipate that while the amplitude and the noise will be different, the signal-to-noise ratio will be the same. Concretely, in the high-friction limit the amplitude, the noise and the signal-to-noise ratio of the harmonic oscillator become
where in the last line we have made the identification µ = ω 2 0 /γ. For the push-pull network, the corresponding quantities, in the limit that µ → 0, are
Clearly, the signal-to-noise ratio of the two models are the same in the limit of high friction. , and signal-to-noise ratio A/σx (C) as a function of the the intrinsic frequency ω0 and friction γ for the harmonic oscillator. It is seen that the amplitude peaks when γ = 0 and the intrinsic frequency equals the driving frequency, ω0 = ω (A). The noise peaks at γ = 0 and at ω0 = 0 (B). Because the amplitude peaks at ω0 = ω, while the noise peaks at ω0 = 0, there is an optimal intrinsic frequency ω opt 0 > ω that maximizes the signal-to-noise ratio (C). See also Fig. 9 . Fig. 10 compares the behavior of the harmonic oscillator against that of the push-pull system. Clearly, for small γ, the signal-to-noise ratio SNR of the harmonic oscillator is larger than that of the push-pull network, showing that building an oscillatory tendency with a resonance frequency into a readout system can enhance the signal-to-noise ratio. However, in the large-friction limit, the SNR is the same of both models, as expected.
Weakly non-linear oscillator and the coupled-hexamer model
The coupled-hexamer model (CHM) is a non-linear oscillator that can sustain autonomous limit-cycle oscillations in the absence of any driving. Here, we describe The signal-to-noise A/σx of the harmonic oscillation as a function of ω0 for different values of γ. Because the amplitude A exhibits a strong maximum at ω0 = ω, the SNR peaks around ω0 = ω. However, the maximum is not precisely at ω0 = ω, because the noise σx peaks at ω0 = 0 and not at ω0 = ω. Depending on the friction, there thus exists an optimal intrinsic frequency ω opt 0 > ω. Note also that when ω = ω0, it is actually beneficial to have friction, γ = 0. Push-Pull
FIG. 10:
The signal-to-noise A/σx as a function of γ for the harmonic oscillator and the push-pull network. For the harmonic oscillator, the friction is varied, while ω0 is kept constant; for the push-pull network µ is varied according to µ = ω 2 0 /γ. It is seen that for low and intermediate friction the harmonic oscillator outperforms the push-pull network, but that in the high-friction limit they perform similarly.
the Stuart-Landau model, which provides a universal description of a weakly non-linear system near the Hopf bifurcation where a limit cycle appears. We use it to analyze the time-keeping properties of a system as it is altered from essentially a damped linear oscillator to a weakly non-linear oscillator, see Fig. 3 of the main text. Our treatment follows largely that of Pikovsky et al. [22] .
The amplitude equation
We consider the weakly non-linear oscillator [22] :
with s(t) = sin(ωt)+s+η s being the driving signal as before. The quantity f (x,ẋ) describes the non-linearity of the autonomous oscillator and the parameter ρ controls the strength of the forcing. The description presented below is valid in the regime where the non-linearity f (x,ẋ) is small and the strength of the driving, quantified by ρ, is small. We begin by developing the formalism in the deterministic limit η s = 0, in which s(t) is periodic with period T = 2π/ω, before returning to the effects of noisy driving. In contrast to previous sections, our discussion here is limited to input noise that is not only Gaussian but white, η s (t) = 0 and η s (t)η s (t ) = σ 2 s δ(t − t ). Eq. 67 is close to that of a linear oscillator. We therefore expect that its solution has a nearly sinusoidal form. Moreover, we expect at least over some parameter range the frequency of the system is entrained by that of the driving signal. We therefore write the solution as
where c.c. denotes complex conjugate. The above equation has the form of an harmonic oscillation with frequency ω, but with a time-dependent complex amplitude A(t). We emphasize that the observed frequency may deviate from ω, when the amplitude A(t) rotates in the complex plane. The above equation determines only the real part of the complex number A(t)e iωt . To fully specify A(t), we also need to set the imaginary part of A(t)e iωt , which we choose to do via
=ẋ.
The relation y(t) =ẋ thus specifies the imaginary part of the amplitude A(t). Hence, the complex amplitude can be written as
Writing A(t) = R(t)e iφ(t) , it can be verified that
and that the specificationẋ(t) = y(t) implies thaṫ
Eq. 73 shows that the time derivative of y(t) iṡ
On the other hand, we know that
where in Eq. 77 we have exploited that the imaginary part is zero because of Eq. 75. Combing the above equation with Eq. 67, noting thatẏ =ẍ, yields the following equation for the time evolution of the amplitude:
Averaging
The above transformation is exact. To make progress, we will use the method of averaging [34] . Specifically, we will time average Eq. 79 over one period T [22, 34] . Averaging the driving e −iωt s(t)/(iω) yields the complex constant E/(2ω). The second term of Eq. 79 can be expanded in polynomials of x(t) = (1/2)ReA(t)e iωt and y(t) = (1/2)ImA(t)e iωt , yielding powers of the type (A(t)e iωt ) n (A * (t)e −iωt ) m . After multiplying with e
−iωt
and averaging over one period T , only the terms with m = n − 1 do not vanish. Consequently, the terms that remain after averaging have the form g(|A| 2 )A, with an arbitrary function g. For small amplitudes only the linear term proportional to A and the first non-linear term, ∝ |A| 2 A term are important. Finally, averaging the first term of Eq. 79 yields a term linear in A.
Summing it up, the time evolution of the amplitude of the system with deterministic driving (η s = 0) is given by [22] 
The parameters have a clear interpretation. The parameters α and β describe, respectively, the linear and nonlinear growth or decay of oscillations. To have stable oscillations, both in the presence and absence of driving, large amplitude oscillations dominated by the nonlinear term need to decay, which means that β must be positive, β > 0; this parameter is fixed in all our calculations. The parameter that allows us to alter the system from one that shows damped oscillations in the absence of driving to one that can generate autonomous oscillations which do not rely on forcing, is α. For the system to sustain free-running oscillations, small amplitude oscillations, dominated by the linear term, must grow, meaning that α must be positive, α > 0. The case with α > 0 thus describes a system that can perform stable limit cycle oscillations, making it a bonafide clock. The case α < 0 describes a system that in the absence of any driving, E = 0, relaxes in an oscillatory fashion to a stable fixed point with A = 0. In the presence of weak driving, the amplitude A at the fixed point will be non-zero but small, making the effect of the non-linearity weak. The case α < 0 thus describes a system that is effectively a damped harmonic oscillator, which only dispays sustained oscillations when forced by an oscillatory signal. This system mimics the uncoupled-hexamer model. The parameter κ describes the non-linear dependence of the oscillation frequency on the amplitude. For the isochronous scenario in which the phase moves with a constant velocity, κ = 0, which is what we will assume henceforth.
Defining the parameter ν ≡ (ω 2 − ω 2 0 )/(2ω) and the parameter ≡ ρ/(2ω), we can then rewrite the above equation asȦ
where A is the complex time-dependent amplitude, E is a complex constant, and ν, α, and β are real constants. Eq. 81 is Eq. 2 of the main text. It provides a universal description of a driven weakly nonlinear system near the Hopf bifurcation where the limit cycle appears [22] .
To model the input noise we will add the noise term to Eq. 81:
whereη s (t) is the noise η s (t) averaged over one period of the driving:η
Since η s (t) is real but its prefactor e −iωt /iω is complex, s(t) is, in general, complex. Below we will describe the characteristics of the noiseη s .
Linear-Noise Approximation
Scenarios By varying α we will interpolate between two scenarios: the damped oscillator, modeling the UHM, with α < 0, and the weakly non-linear oscillator that can sustain free-running oscillations, modeling the CHM, with α > 0. For the system with α < 0, the amplitude of x(t) when not driven is A = 0: the system comes to a standstill. When the system is driven, the amplitude will be nonzero, but constant since the system is essentially linear as described above. For the system with α > 0, A(t) can exhibit distinct types of dynamics, depending on the strength of driving and the frequency mismatch characterized by ν [22] . However, here we do not consider the regimes that A(t) rotates in the complex plane; we will limit ourselves to the scenario that A(t) = A is constant, meaning that ν cannot be too large [22] .
Overview Before we discuss the linear-noise approximation in detail, we first give an overview. The central observation is that both for the driven damped oscillator with α < 0 and the driven limit-cycle oscillator with α > 0, the complex amplitude A is constant, corresponding to a stable fixed point of the amplitude equation, Eq. 81. In the spirit of the linear-noise approximation used to calculate noise in biochemical networks, we then expand around the fixed point to linear order, and evaluate the noise at the fixed point. This approach thus assumes that the distribution of the variables of interest is Gaussian, centered at the fixed point. More concretely, we first expand A(t) to linear order around its stable fixed point, which is obtained by settingȦ in Eq. 81 to zero. This makes it possible to compute the variance of A. Importantly, this variance is that of a Gaussian distribution in the frame that co-rotates with the driving, as can be seen from Eqs. 72 and 73. To obtain the variance of x and y in the original frame, we then transform this distribution back to original frame of x and y. If we can make this transformation linear, then it is guaranteed that the distribution of x and y will also be Gaussian. As we will see, the transformation can be made linear by writing A as A = u + iv, where u and v are the real and imgainary parts of A, respectively.
Expanding A around its fixed point We write A(t) = u(t) + iv(t). Eq. 82 then yields for the real and imaginary part of a(t):
Here,η u andη v are the real and imaginary parts of the averaged noiseη s , given by Eq. 83; they are discussed below. The quantities e u and e v are the real and imaginary parts of the driving E. Their respective values depend on the phase of the driving, which is arbitrary and can be chosen freely. For example, when the driving is s(t) = sin(ωt), then e u = 1 and e v = 0, while if the signal is s(t) = cos(ωt), then e u = 0 and e v = 1. We now expand u(t) and v(t) around their steady-state values, u * and v * , respectively. Inserting this in the above equations and expanding up to linear order yieldṡ
with
The fixed points u * and v * are obtained by solving the cubic equations Eqs. 84 and 85 in steady state.
Noise characteristics We next have to specify the noise characteristics ofη u (t) andη v (t). Eq. 83 reveals that the noise terms are given bȳ
The method of averaging [35] reveals that to leading order the statistics of these quantities can be approximated by
which defines the rotation matrix
such that z = Qa, with z the vector with elements δx(t) = x(t) − x * (t), δy(t) = y(t) − y * (t), where x * , y * are the rotating "fixed" points of x(t) and y(t), i.e. their time-dependent mean values, given by Eqs. 99 and 100 with u = u * and v = v * . Hence, the distribution of interest is given by
and its inverse C xy is the variance-covariance matrix for x, y, with elements σ
, which depend on time because Q depends on time.
Mutual information I(p; t) Lastly, the oscillations in the phosphorylation p(t) of the hexamer models correspond to the oscillations in x(t) in the Stuart-Landau model. We therefore need to compute the mutual information I(x; t), not I(x, y; t). Specifically, we calculate the mutual information from
where the entropy H(x) = − dxP (x) log P (x) with P (x) = 1/T T 0 dtP (x|t) and the conditional entropy H(x|t) = −1/T T 0 dt dxP (x|t) log P (x|t), with
. We emphasize that both the variance σ 2 xx (t) and the average x * (t) depend on time.
Summing up Approach and Parameters Fig. 3  main text To sum up the procedure, to compute the noise in A = a we first need to obtain the steady state values of its real and imaginary part,ū andv (see Eqs. 88-91). These are obtained from setting the time derivatives of u(t) and v(t) in Eqs. 84 and 85 to zero; this involves solving a cubic equation, which we do numerically. We then compute the variance-covariance matrix C uv via Eq. 96, where the elements of the Jacobian A are given by Eqs. 88-91 and the noise matrix D uv is given by Eq. 97. After having obtained C uv , we find the variancecovariance matrix for x and y, C xy , from Eq. 103. For  Fig. 3 of the main text, ν = 0, β = ω, = 0.5ω.
Comparing limit cycle oscillator with damped oscillator Dashed line denotes the mean trajectory of (x, y), and the points are samples of (x, y) from the distribution P (x, y|ti) for evenly spaced time points ti; P (x, y|t) is given by Eq. 102 and points belonging to the same time have the same color. It is seen that when the input noise is low, the distributions corresponding to the different times are still well separated, both for the limit-cycle oscillator and the damped oscillator. Yet, for high noise, only for the L.C.O. are the distributions still reasonably separated, leading to a mutual information that is still close to 2 bits. In contrast, for the D.O., the distributions are mixed, leading to a low mutual information close to zero.
in Fig. 11 for two different values of α and for two levels of the input noise, the dynamics of the system in the plane of x and y. The panels not only show the mean trajectory, indicated by the dashed line, but also samples (x, y) from P (x, y|t i ) for evenly spaced time points t i ; P (x, y|t) is given by Eq. 102 and samples from the same time point t i have the same color. It is seen that when the input noise is low (left two panels), the respective distributions ("blobs") are well separated, both for α = −ω, when the system is a damped oscillator (D.O.) (top row), and for α = 3ω (bottom row), when the system is a limit-cycle oscillator (L.C.O.). However, when the input noise is large (right column), the blobs of the damped oscillator become mixed, while the distributions P (x, y|t) of the limit-cycle oscillator are still fairly well separated.
To interpret this further, we note that the mutual information I(x; t) = H(t) − H(t|x). Here, H(t) is the entropy of the input signal, which is constant, i.e. does not depend on the design of the system. The dependence of I(x; t) on the design of the system is thus governed by the conditional entropy, given by H(t|x) = − log P (t|x) P (t|x) P (x) . The quantity − log P (t|x) P (t|x) quantifies the uncertainty in estimating the time t from a given output x; the average . . . P (x) indicates that this uncertainty should be averaged over all output values x weighted by P (x). The conditional entropy H(t|x) is low and I(x; t) is high when, averaged over x, the distribution P (t|x) of times t for a given x is narrow. We can now interpret Fig. 11 : The smaller the number of blobs that intersect the line x, the higher the mutual information. Or, concomitantly, the more the distributions are separated, the higher the mutual information-information transmission is indeed a packing problem. Clearly, when the input noise is low, the time can be inferred reliably from the output even with a damped oscillator (top left panel). For high input noise, however, the mutual information of the damped oscillator falls dramatically because the blobs now overlap strongly. In contrast, the distributions of the limit-cycle oscillator are still reasonably separated and I(x; t) is still almost close to 2 bits. Fig. 11 also nicely illustrates that the mutual information would be increased if the system could estimate the time not from x only, but instead from x and y: this removes the degeneracy in estimating t for a given x associated with sinusoidal oscillations [19] . One mechanism to remove the degeneracy is to have a readout system that not only reads out the amplitude of the clock signal, but also its derivative, for example via incoherent feedback loops [21] . Another possibility is that the clock signal is read out by 2 (or more) proteins that are out of phase with each other, as shown in [19] . Indeed, while we have computed the instantaneous mutual information between time and the output at a given time, the trajectory of the clock signal provides more information about time, which could in principle be extracted by appropriate readout systens [19] .
Lastly, we show in Fig. 12 the dynamics for two different values of α and for two different values of the coupling strength . The top left panel shows that when is small, the amplitude of the damped oscillator is very weak-note the scale on the x-and y-axis. To increase the amplitude of the output, the coupling strength must be increased. However, this amplifies the input noise as well, such that the mutual information remains unchanged (top right panel): the damped oscillator faces a fundamental trade-off between gain and input noise that cannot be lifted. In contrast, the limit-cycle oscillator (bottom row) already exhibits strong amplitude oscillations even when the coupling strength is small: the amplitude of the cycle-a bonafide limit-cycle-is determined by the properties of the system, and is only very weakly affected by the strength of the forcing. Moreover, Dashed line denotes the mean trajectory of (x, y), and the points are samples of (x, y) from the distribution P (x, y|ti) for evenly spaced times ti; P (x, y|t) is given by Eq. 102 and points belonging to the same time have the same color. It is seen that for the D.O. the amplitude and the noise are small when the coupling is small (top left panel; note the scale on the x-and y-axis). Increasing the coupling, however, not only raises the amplitude, but also amplifies the noise, leaving the mutual information unchanged: a damped oscillator cannot lift the trade-off between gain and noise. In contrast, the limit-cycle oscillator already exhibits large amplitude oscillations even for weak coupling. Especially the fluctuations in the radial direction, the amplitude fluctuations, are strongly reduced in the L.C.O., due to the non-linearity of the system. phase are not significantly smaller for the limit-cycle oscillator than for the damped oscillator, the relative fluctuations in the amplitude (compared to the mean) are much smaller for the limit-cycle oscillator, due to the non-linearity of the confining potential.
Optimal intrinsic frequency . It is seen that the dependence of I(x; t) on ν is rather weak, yielding a broad maximum that peaks at ν = 0 (corresponding to ω 0 = ω) for all noise strengths. This suggests that the optimal ω opt 0 < ω observed for low input noise in the CHM arises from a stronger non-linearity in that system than captured by the Stuart-Landau model, which describes weakly non-linear oscillators.
