Frequency-resolved optical gating (FROG) and its variations are the only techniques available for measuring complex pulses without a well-characterized reference pulse. We study the performance of the FROG generalized-projections algorithm for retrieving the intensity and phase of very complex ultrashort laser pulses [with time-bandwidth products (TBPs) of up to 100] in the presence of noise. We compare the performance of three versions of FROG: second-harmonic-generation (SHG) FROG, polarization-gate (PG) FROG, and crosscorrelation FROG (XFROG), the last of which requires a well-characterized reference pulse. We found that the XFROG algorithm converged in all cases on the first initial guess. The PG FROG algorithm converged for all moderately complex pulses, for 99% of the pulses we tried, and for more than 95% of even the most complex pulses ͑TBPϳ 100͒. The SHG FROG algorithm converged for 95% of the pulses we tried and for over 80% of even the most complex pulses. We found no additional ambiguities in any of these techniques.
INTRODUCTION
The shaping of ultrashort laser pulses into complex intensities and phases versus time is finding many applications, including coherent control [1] , telecommunications [2] , micromachining [3] , and multiphoton imaging [4] . In addition, several commercial pulse shapers [5] [6] [7] [8] have become available and can generate pulses with timebandwidth products (TBPs) up to ϳ100. Complex pulse shapes also occur in continuum generation [9] . Unfortunately, methods for measuring the actual shapes (intensity and phase versus time) of such complex pulses have not received much attention.
Most techniques for measuring ultrashort laser pulses either do not yield the complete time-dependent intensity and phase (e.g., autocorrelation [10] ) or can at best only measure simple pulses [e.g., spectral phase interferometry for direct electric-field reconstruction (SPIDER) [11] ]. A method has recently been introduced [multiphoton intrapulse interference phase scanning (MIIPS) [12] ] that simultaneously shapes and measures pulses, but it uses the same pulse shaper to both shape and measure the pulse and so cannot be said to constitute an independent measurement of the shaped pulse, and it has not been tested on complex pulse shapes. If a well-characterized reference pulse is available, linear spectral interferometry is, in principle, capable of measuring complex pulses, but most versions of it have artificially limited spectral resolution and so have not been able to do so. Also, spectral interferometry suffers from extreme alignment sensitivity and so is difficult to use. We recently introduced a simplified version of spectral interferometry [spatially encoded arrangement for temporal analysis by dispersing a pair of light e-fields (SEA TADPOLE) [13] ], which has approximately an order of magnitude better spectral resolution than conventional versions, and it avoids the debilitating alignment sensitivity. We have demonstrated it for measuring shaped pulses with TBPs of several hundred. It also can measure the complete spatiotemporal intensity and phase at and near the focus. Like all other versions of spectral interferometry, however, it requires a well-characterized reference pulse whose spectrum contains that of the shaped pulse to be measured. Fortunately, when pulse shaping, such a pulse is generally available in the form of the unshaped pulse. Thus SEA TADPOLE is ideal for measuring shaped pulses, but such measurements require the use of two separate devices, one to measure the unshaped pulse and the SEA TAD-POLE to measure the shaped pulse. The reference-pulse requirement prevents spectral interferometry from measuring continua.
Currently, the most commonly used method for measuring shaped and complex pulses (and the simplest) is frequency-resolved optical gating (FROG) [14] , which does not require a reference pulse, and so the same device can be used to measure both the unshaped and shaped pulses. Since its introduction in 1991, FROG (see Fig. 1 ) and its many variations have been used to measure the full intensity and phase of a wide range of ultrashort laser pulses. FROG has measured the intensity and phase of few-femtosecond pulses, pulses over many wavelength regions, and single pulses. Variations on it [crosscorrelation FROG (XFROG)] have even measured attosecond pulses [15] , but, more importantly, for our purposes herein, XFROG has measured the most complex pulsescontinua-ever measured [9] . XFROG, like spectral interferometry, requires a well-characterized reference pulse, but the XFROG reference-pulse spectrum need not contain that of the shaped pulse. The unshaped pulse is also ideal for XFROG measurements of the shaped pulse, as well. Nevertheless, the version of FROG most commonly used to measure shaped pulses is second-harmonicgeneration (SHG) FROG. SHG FROG is self-referenced, using the pulse to measure itself. Like its fellow FROG techniques, it has many advantages for measuring shaped pulses, including built-in independent checks on its measurements, geometries for single-shot operation, and versatile, often very simple, arrangements. A single SHG FROG-or any self-referenced FROG-device can be used to measure both the unshaped and shaped pulses. The various FROG iterative algorithms [15] are known for their reliability and robustness in measuring relatively simple pulses ͑TBPϽ ϳ 5͒ where they have been used most of the time. However, because pulse-shaping applications can involve rather complex pulses, it is important to check the various FROG algorithms' theoretical performance for complex pulses. This has never been done. Indeed, since in this case such measurements would involve the use of a complex pulse to measure a complex pulse, we have never expected SHG FROG to perform well for such pulses and have always recommended spectral interferometry or XFROG, which use a simple (unshaped) pulse to measure the complex pulse, for such measurements. But, as this advice has generally been ignored, and SHG FROG is already in common use for measuring complex pulses, we consider it in this contribution. Indeed, it is interesting to see how well the various FROG methods measure such complex pulses.
Specifically, we test three FROG iterative algorithms. These include those of SHG FROG; polarization-gate (PG) FROG, which is also self-referenced; and XFROG. They are all based on the same generalized-projections (GP) approach [14] . To do so, we generated complex test pulses in both the time and frequency domains and then added 1% Poisson noise to all the resulting traces. We find that the XFROG algorithm converges with 100% reliability on the first initial guess, which is in agreement with an existing proof that (noise-free) spectrogram (XFROG) inversion should always succeed [16] . On the other hand, we find, as expected, that PG and SHG FROG are not 100% reliable in the presence of noise, but, surprisingly, are much closer to perfection than expected. PG FROG achieves 100% convergence for pulses with TBPϽ 30 and ϳ95% for more complex pulses (including TBPϳ 100). SHG FROG achieves Ͼ80% effectiveness at retrieving even the most complex pulses, provided that several initial guesses are allowed if the first fails to yield convergence. Also, when the algorithm fails to converge, it nevertheless succeeds in retrieving the approximate length and general shape of the pulse, failing only in the details, which could still be adequate for many purposes. Thus, while SEA TADPOLE and XFROG remain preferable, if not ideal, for measuring shaped pulses (in our opinion), SHG FROG and, in particular, PG FROG should also provide adequate and relatively robust measurements of such complex pulses, especially if the user desires to use only one device for measurements of both the unshaped and shaped pulses or a reference pulse is not available.
FROG, THE GENERALIZED-PROJECTIONS ALGORITHM, AND SIMULATION DETAILS
The general FROG apparatus is shown in Fig. 1 .
The expression for the SHG FROG, PG FROG, or XFROG trace is
where E͑t͒ is the unknown input-pulse electric field that we are trying to measure. These simple versions of FROG are distinguished by their gate pulses: in SHG FROG, E g ͑t͒ = E͑t͒; in PG FROG, E g ͑t͒ = ͉E͑t͉͒ 2 ; and in XFROG, E g ͑t͒ is an independently measured pulse. XFROG is mathematically equivalent to the well-known spectrogram, and SHG FROG and PG FROG yield autospectrograms (the pulse gates themselves). Like all timefrequency-domain methods, all three FROG methods involve measurements of intensity versus two variables, frequency ͑͒ and delay ͑͒. In other words, SHG FROG and PG FROG are spectrally resolved autocorrelations [17] , and XFROG is a spectrally resolved cross correlation.
All versions of FROG were shown to be examples of mathematical problems called two-dimensional phaseretrieval and hence are able to yield essentially unique solutions as long as the entire FROG trace is nearly completely contained in the data set (that is, not significantly cropped at its edges) and the trace details are properly resolved in time and frequency [14] . The phase-retrieval algorithm usually used to retrieve the pulse from the measured trace is the GP algorithm [14, 18] . It involves onedimensionally Fourier transforming the signal field, E sig ͑t , ͒ = E͑t͒E g ͑t − ͒, back and forth between the t and domains, effectively alternately iteratively projecting onto two constraint sets (corresponding to the two equations above; see Fig. 2 ), eventually leading to the intersection of these two constraints-the final solution. Early versions of the FROG code were reliable, but slow; fortunately, more recent versions are much faster due to the use of faster programming languages (e.g., C), faster code, and A pulse is split into two, one pulse gates the other in the SHG crystal, and the relative delay is varied. The nonlinear-optical signal pulse spectrum is then measured versus delay. In PG FROG, the nonlinearity is polarization gating in glass, and crossed polarizers are used. In XFROG, an independent (previously measured) reference pulse is used instead of one of the unknown pulses. Other FROG geometries exist and use other nonlinear-optical processes.
the realization that the generalized projections algorithm is so reliable that additional algorithms included for extra reliability were unnecessary and so have been eliminated. Commercial FROG codes now routinely achieve 20 pulse retrievals per second and are very reliable [19] .
The initial guess can affect the convergence of the GP algorithm. When retrieving very simple pulses, the GP algorithm is generally not sensitive to the particular choice of an initial guess. But, when measuring complex pulses, the initial guess could, in principle, become more important. Early on, random noise was found to be the best initial guess for the FROG algorithm for simple pulses and is generally used as the initial guess in FROG programs. Nevertheless, in preparation for this study, we compared random noise and a Gaussian flat-phase pulse as initial guesses, and we found that random noise is generally a better initial guess when measuring complex pulses also. Thus, in all of our simulations, we have used random noise for the initial guess.
To test the performance of the GP algorithm in SHG FROG, PG FROG, and XFROG for measuring complex pulses, we generated a large set of complicated pulses. We generated each pulse by starting with a sequence of random complex numbers and multiplying it by a Gaussian pulse in the time domain. We then Fourier transformed the resulting pulse and multiplied its frequency-domain version by a Gaussian spectrum. We chose the widths of the Gaussians to yield the desired complexity. This yielded a complex pulse in both intensity and phase and in both time and frequency, ideal for testing the ability of these methods to measure generally complex pulses.
Although specifying the Gaussian widths yielded a 
generated and retrieved spectral intensity and phase, (d) generated and retrieved temporal intensity and phase. In (c) and (d) (and in all subsequent analogous figures), the generated pulse is indicated by curves and the retrieved pulse by dots. Good convergence has occurred here. The FROG trace is well contained in the image window. For better display, the shown FROG traces were cut from the generated one, which had a wavelength range from 327.675 to 514.385 nm and a delay range from −768 to 762 fs. The maximum value of three rows and columns along the perimeter of the image window is 0.88% of the peak value after background subtraction, so the trace was only slightly cropped. good estimate of the pulse TBP, it is not exact. So, for each pulse, we computed the precise root-mean-square (rms) TBP as our measure of the complexity of the pulse:
TBP rms = t rms rms , where t rms
In the above expressions, I͑t͒ is the normalized intensity, t rms is the rms temporal width, and rms is the rms spectral width. A͑t͒ is the real amplitude, and ͑t͒ is the temporal phase. The prime indicates the derivative [20] . We computed the FROG traces for the generated complex pulses. To simulate the experimental environment, we also added 1% additive Poisson noise to each FROG trace. This additive noise yields pixel-to-pixel signal variations independent of the FROG trace intensity. The reason for using Poisson noise is that it approximates the noise from practical noise sources, such as dark current. Such additive noise is also more challenging for the algorithm than multiplicative noise, which necessarily goes to zero in the wings of the trace. In this approach, the measured trace with the additive noise at each pixel will be [21] 
where ij is a pseudorandom number drawn from a Poisson distribution of mean , and a is the noise fraction, which was set to 0.01, and the mean of the Poisson distribution was 5 counts.
Suppressing background noise is important in FROG measurements. Any nonzero average background (due to noise) in a FROG trace implies spurious nonzero intensity at large times and with high frequency in the pulse, that is, spurious pulse wings with high frequency noise. Thus, in practice, before running the pulse retrieval program, background subtraction is always performed. Several methods are available, and they include Fourier low-pass Fig. 4 . Very complex pulse with TBP= 40.6. (a) Original SHG FROG trace with noise, (b) retrieved trace, (c) generated and retrieved spectral intensity and phase, (d) generated and retrieved temporal intensity and phase. Good convergence has occurred here. The generated trace (here and in later figures also) appears somewhat darker due to the additive noise applied to it (and whose mean has been subtracted prior to running the algorithm); this subtraction and the algorithm combine to remove most of the added noise. Indeed, note the identical structure in both pulses and traces. For better display, the shown FROG trace is cut from the generated one with a wavelength range from 326.503 to 512.02 nm and a delay range from −1536 to 1530 fs. The FROG trace is well contained in the image window. The maximal value of the three rows and columns along the perimeter of the image window is 1.25% of the peak value after background subtraction.
filtering, corner suppression, and mean background subtraction. In our simulations, we chose to perform only simple mean-background subtraction (although performing the others as well would likely have further improved the performance beyond what we observe). The mean of the noise was obtained by averaging the values in the 5 ϫ 5 pixel squares in the four corners of the FROG trace (i.e., far from the center of the trace, where the most important pulse information is located). After subtracting this constant background from all points in the trace, we set all the resulting negative points to zero (as is usually done).
Another point worth mentioning is that, for the best retrieval, the FROG trace should be well contained in the imaging window. In our experience, most traces that have yielded retrieval problems have been severely cropped and so should not be expected to yield good convergence (since they do not contain all the pulse information). Thus we were careful to use arrays with delay and spectral ranges large enough to fully contain the trace. Specifically, it is best if the maximum trace value at the edges of the array is less than 1% of the peak value of the FROG trace, although by chance some of the traces in this study exceeded this value (and, we later discovered, proved to be more likely to exhibit convergence problems). Also, it is important to have sufficient temporal and spectral resolution, which simply means that the number of points be sufficient for the relevant trace complexity. These issues should be kept in mind when performing experiments, where the experimental spectral resolution must be sufficient (sufficient temporal resolution is generally easy) and the temporal and spectral ranges must also be sufficient, which could be a challenge for extremely complex pulses. We dealt with these issues by increasing the size of the array as the TBP of the pulse increased, using a 256 ϫ 256 array for the simplest pulses up to 1024ϫ 1024 for the most complex pulses we studied. Figure 3 gives an example of a moderately complex pulse with a TBP of 4.7 and its SHG FROG trace (with noise) and the resulting retrieved pulse. The retrieved intensity and phase of the pulse and the generated one agree well with each other. A measure of the success of a pulse retrieval is the FROG error (the rms difference between the input and retrieved traces), which is 0.00341 for this 256ϫ 256 grid, which is very good. Other measures of the retrieval success are available when performing simulations, and they are the mean rms intensity and phase errors between the generated pulse and the re- , (c) generated and retrieved spectral intensity and phase, (d) generated and retrieved temporal intensity and phase. Good convergence has occurred here. The FROG trace is well contained in the image window. For better display, the shown FROG trace is cut from the generated one with a wavelength range from 327.348 to 514.385 nm and a delay range from −3072 to 3066 fs. The maximal value of three rows and columns along the perimeter of the image window is 1.11% of the peak value after background subtraction.
trieved pulse [21] . For this pulse, we found them to be 0.007 and 0.0209, respectively. The excellent pulse retrieval in this case is not surprising because the SHG FROG GP algorithm is known to work very well when measuring such moderately complex pulses. A considerably more complex pulse, with a TBP of 40.6, and its corresponding SHG FROG trace are shown in Fig.  4 . The retrieved intensity and phase of the pulse agree very well with the generated curves. The FROG error is 0.0052 for this 512ϫ 512 grid. The mean rms intensity and phase errors are 0.0274 and 0.0219, respectively.
An extremely complex pulse, with a TBP of 94.3, and its corresponding traces are shown in Fig. 5 . The retrieved pulse agrees very well with the generated pulse here as well. The FROG error is 0.4% for the 1024 ϫ 1024 grid. The mean rms intensity and phase errors are 0.0337 and 0.0452, respectively.
Because the mathematical constraints in SHG and PG FROG are not purely convex, convergence of the GP algorithm is not necessarily guaranteed, and we find that convergence cannot be achieved for all traces.
In practice, convergence of the GP algorithm is generally indicated by the FROG error. In this work, as in previous work, we find that, for FROG data with ϳ1% additive noise, convergence is achieved when the FROG error is less than ϳ1%. When the FROG error is greater than 1%, the GP algorithm can be seen to have generated a pulse that is visibly different from the generated pulse. See Fig. 6 , which shows an example for which convergence has not been achieved (TBP rms of 38.9). The SHG FROG error for this case is 1.6% for this 512ϫ 512 grid size.
In Fig. 7 , we show the distribution of the SHG FROG error for 30 pulses with TBP values from 30 to 40. We found for all converging cases that the FROG error is much less than 0.5%, and for the nonconverging cases, the FROG error is greater than 1.5%. We confirmed the converging and the nonconverging cases by visual inspection of the generated and retrieved traces, intensities, and phases.
As a result, in this analysis, we defined convergence to have failed for a given initial guess if a FROG error of Ͻ1% has not been achieved, and we define convergence to have failed in general if a FROG error of less than 1% has not been achieved after ten runs of the algorithm using ten different randomly generated initial guesses. We Fig. 6 . A pulse for which convergence has not been achieved. (a) Generated SHG FROG trace with noise, (b) retrieved trace, (c) generated and retrieved spectral intensity and phase, (d) generated and retrieved temporal intensity and phase. Note the discrepancies between the generated and retrieved pulses. For better display, the shown FROG trace is cut from the generated one with a wavelength range from 327.464 to 514.385 nm and a delay range from −1530 to 1536 fs. The FROG trace is not as well contained in the image window as in the previous examples, perhaps the reason for the poor convergence. The maximal value of the three rows and columns along the perimeter of the image window is 1.51% of the peak value after background subtraction.
should point out that, at first glance, it would seem that use of the rms intensity and phase errors would be more rigorous and hence more appropriate. However, use of these definitions is actually significantly complicated by several factors. First, one would need to take into account SHG FROG's ambiguity in the direction of time and the need to curve fit each intensity and phase curve to the precise center of time, peak intensity, and absolute phase-quantities not measured by FROG (or any other method for measuring ultrashort pulse shapes). Also, phase-unwrapping issues as well as the meaninglessness of the phase when the intensity approaches zero (and the associated arbitrariness in the definition of the phase error) further complicate the problem. As a result, the FROG error is a far better approach for automating this analysis, which involves more than 1000 pulses. However, we also visually inspected a large fraction of the retrieved intensities and phases to verify convergence and also to confirm the absence of ambiguities (possibly very different pulses with the same traces) beyond the trivial ones mentioned above. Using this approach, we studied the general performance of the various FROG GP algorithms for measuring complex pulses with TBPs up to 100. We generated 350 pulses for each statistical analysis. The TBP's of these pulses ranged from 1 to 100. For the purposes of displaying our results, we binned sets of 35 pulses evenly into intervals of TBP ranging from 1 to 10, 11 to 20, etc.
TESTING THE SHG FROG GP ALGORITHM
The results of our analysis for SHG FROG are shown in Fig. 8 . We find that, in general, the more complex the pulse, the more initial guesses on average are needed for convergence. In other words, the SHG FROG algorithm is more sensitive to the initial guess for more complex pulses. Figure 9 shows the percentage convergence for pulses as a function of the pulse rms TBP. Of course, with more initial guesses, the percentage of convergence increases. In general, we find that SHG FROG works remarkably well for such complex pulses, given the complexity of the problem. When five initial guesses are allowed, more than 80% of the pulses, and occasionally 90%, can be retrieved, even for extremely complicated pulses with TBPs of ϳ100. In most cases, even when convergence is not achieved after five initial guesses, convergence is achieved after a few more tries. Only 5% of the pulses failed to achieve convergence after ten initial guesses.
TESTING THE PG FROG GP ALGORITHM
We performed an analogous simulation for PG FROG. A typical example is shown in Fig. 10 . The TBP of the generated pulse is 15.5. The retrieved intensity and phase versus time and wavelength agree with the generated ones. The FROG error is 0.0034 for this 512ϫ 512 grid. The mean rms intensity and phase errors are 0.0236 and 0.0293, respectively.
We generated 300 new random pulses with TBPs from 1 to 100 to test the general performance of the PG FROG GP algorithm. Thirty pulses were generated for each TBP interval. The results are shown in Figs. 11 and 12 . We found that the PG FROG GP algorithm works extremely well for retrieving complex pulses with TBPs less than 40. Even for extremely complex pulses, the PG FROG GP algorithm converged most of the time. Only one initial guess was needed to obtain the correct pulse in most cases. Only three nonconverging cases occurred, and it is Fig. 8 . Number of initial guesses required for correct pulse retrieval in SHG FROG versus TBP for the pulses in our analysis. Note that most pulses can be retrieved in SHG FROG using only a few initial guesses, but some (shown as requiring ten pulses) cannot. Fig. 9 . (Color online) Statistical analysis of the performance of the GP algorithm in SHG FROG. In most cases, when convergence is not achieved after one initial guess, convergence is achieved after a few more tries, but not always. interesting that no traces yielded convergence for four to nine initial guesses, implying that the nonconvergent traces were pathological in some way. Indeed, we believe that, by chance, these PG FROG traces were not well contained in the array. We plan to rerun this analysis later, checking for such cropping and eliminating such cropped traces from the analysis (or enlarging the array before running the algorithm).
TESTING THE XFROG GP ALGORITHM
We performed an analogous simulation of complex pulse measurement using XFROG. We used a reference pulse that was a simple Gaussian pulse with a FWHM of 50 fs and zero phase. Although a great deal has been written about choosing optimal pulses for generating spectrograms, we made no effort to optimize this pulse for optimal results. A typical example pulse and trace are shown in Fig. 13 . The TBP value of this generated pulse is 66. The retrieved phase and intensity versus time and versus wavelength agree with the generated ones. Note that this trace is simpler than SHG and PG FROG traces for similarly complex pulses due to the simplicity of the gate pulse in XFROG. The FROG error is 0.003 for this 512 ϫ 512 grid. The mean rms intensity and phase errors are 0.0411 and 0.0314, respectively.
We also generated 350 new pulses with TBPs from 1 to 100 to test the general performance of the XFROG GP algorithm. As before, 35 pulses were generated for each TBP interval from 1 to 10, 11 to 20, etc. The results are shown in Fig. 14 . We found that the XFROG GP algorithm works extremely well for retrieving even the most complex pulses in the presence of noise, converging for every pulse on the first try. Only one initial guess was needed to obtain the correct pulse for every case, and the FROG error was always less than 0.01. Our results verify that the spectrogram [14] always yields the correct pulse and that the GP algorithm is an excellent algorithm to do so.
DISCUSSION AND ADDITIONAL OBSERVATIONS
The three FROG algorithms we considered in this study performed quite well. XFROG performed perfectly, PG FROG performed very well, and SHG FROG performed reasonably well. The performance order scales with the complexities of the gate pulses in these techniques. Fig. 10 . Example of PG FROG for measuring a complex pulse (here a pulse with TBP= 15.5). (a) Generated FROG trace with noise, (b) retrieved trace, (c) generated and retrieved spectral intensity and phase, (d) generated and retrieved temporal intensity and phase. For better display, the shown FROG trace is cut from the generated one with a wavelength range from 327.464 to 514.385 nm and a delay range from −1536 to 1530 fs. The PG FROG trace is well contained in the image window. The maximal value of three columns along the perimeter of the image window is 0.89% of the peak value after background subtraction.
XFROG generally uses a very simple gate pulse, and ours was particularly simple; PG FROG uses the intensity of the unknown pulse, and SHG FROG uses the unknown pulse intensity and phase. The simpler the gate pulse, the better the performance.
The question that naturally arises is why the SHG and PG FROG algorithms converge so reliably for most extremely complex pulses but not for some considerably less complex pulses. In the course of working with the various FROG techniques over time, we have noted that one way to yield poor convergence is to crop the trace in time or frequency. We have noticed that, in this study, the traces that failed to yield convergence were those with the largest nonzero values along their perimeters. The simple solution in this case would be to scan further in delay and frequency. In a future study, we plan to further investigate this issue, and we believe that we will achieve even better convergence then. Also, it would be interesting to see if the use of additional noise-filtering techniques and Fig. 11 . Number of initial guesses required for correct pulse retrieval in PG FROG versus TBP. Note that most pulses can be retrieved using only one initial guess, and nearly all can be retrieved after two or three. (a) (b) Fig. 13 . Example of XFROG for measuring complex pulses (here a pulse with TBP= 66). (a) Generated FROG trace with noise, (b) retrieved trace, (c) generated and retrieved spectral intensity and phase, (d) generated and retrieved temporal intensity and phase. For better display, the shown FROG trace is cut from the generated one with a wavelength range from 343.02 to 480.065 nm and a delay range from −2048 to 2040 fs. The XFROG trace is well contained in the image window. The maximal value of three columns along the perimeter of the image window is 1.013% of the peak value.
additional algorithmic techniques, such as those used in previous versions of the FROG algorithm but abandoned when the GP approach proved to work so well, would help. Another question that our study addressed is the issue of the possibility that other, previously unknown, ambiguities exist in these techniques. It is well known that SHG FROG possesses a (trivial) ambiguity in the direction of time (which is easily removed by a second measurement with additional glass in the beam), and most pulse measurement techniques, including FROG, do not measure the absolute phase and the pulse arrival time and also have (trivial) ambiguities in the relative phases of wellseparated pulses and modes (although a properly designed XFROG measurement lacks these). But our study of complex pulses allowed us to search for additional previously unknown ambiguities (trivial or otherwise) that could in principle occur for complex pulses. In view of the fact that we added noise to the traces, it was also possible that we could find approximate ambiguities, that is, additional pulses whose traces are not identical to that of the correct pulse, but, due to the presence of noise, are within the experimental error of the trace of the correct pulse and yet are quite different from the correct pulse. However, in the ϳ1000 randomly generated complex pulses studied in this effort, we found no pulse whose retrieved trace was equal to or very similar to its original trace but whose retrieved intensity and phase differed significantly from the original pulse. Thus, we found no new exact-or approximate-ambiguities in SHG FROG, PG FROG, or XFROG. This confirms that these techniques should work well for the measurement of simple and complex pulses.
It should also be mentioned that, while the FROG algorithm is very fast for relatively simple pulses (typically using 64ϫ 64 traces and requiring a fraction of a second), it is much slower for complex pulses, such as those of this study, scaling as N 2 ln N, where N ϫ N is the size of the array.
Another issue is the accuracy with which FROG can measure zeros and weak regions of the pulse. Logarithmic plots of one of our SHG FROG simulations, Figs. 4(c) and 4(d), are shown in Fig. 15 . Only the intensity is shown. The generated and retrieved pulses agree very well in the lower intensity regions, with some slight discrepancies, usually well below 1%. In view of our addition of 1% noise to the trace, this represents very good performance. Thus, FROG could be expected to measure relatively weak regions of the pulse with good accuracy.
Finally, we should point out that, when the FROG algorithm does not converge, this fact is made clearly evident by the relatively large FROG error, so one always knows when an additional initial guess is required.
CONCLUSIONS
We have simulated the performance of the generalizedprojections algorithm for retrieving very complex pulses (with TBP up to 100) from SHG FROG, PG FROG, and XFROG traces in the presence of additive noise.
For SHG FROG, we find that, even if the pulse is extremely complicated, the intensity and phase of the pulse can usually be retrieved. But more than one initial guess is often needed for such complicated pulses in the presence of noise.
The PG FROG algorithm performance is considerably better. It always converged for simple and moderately complex pulses with TBPs up to 30. Overall, it could retrieve 99% of the pulses we tried, and when the TBP value is greater than 30, approximately 95% of the complex pulses could be retrieved using only one initial guess.
XFROG worked perfectly, retrieving all complex pulses on the first initial guess, even in the presence of noise.
We conclude that, if a suitable reference pulse is available, and the user is willing to build two separate devices, Fig. 14. Statistical analysis of the performance of the XFROG GP algorithm. Convergence is always achieved after only one initial guess, even for extremely complicated pulses. Fig. 15 . Logarithmic plots of the generated and retrieved pulses from Fig. 4(c) (the spectrum of the pulse) and Fig. 4(d) (the temporal intensity of the pulse).
