We study a class of stochastic integral equations with jumps under non-Lipschitz conditions. We use the method of Euler approximations to obtain the existence of the solution and give some sufficient conditions for the strong uniqueness.
Introduction
Modeling interest rate fluctuations is one of the major concerns of both practitioners and academics. There are many prominent interest rate models such as Vasicek model and CoxIngersoll-Ross model, see Lamberton and Lapeyre (1996) for more details. Suppose that {B(t)} is a Brownian motion and {b(t)} is a non-negative measurable stochastic process. Let β < 0 be a constant and σ be a 1/2-Hölder continuous function on R + vanishing at the origin. Deelstra and Delbaen (1995) introduced the so-called extended CIR model x(t) which is the solution of the stochastic differential equation dx(t) = (b(t) + βx(t))dt + σ(x(t))dB(t) with x(0) ≥ 0. Deelstra and Delbaen (1998) used the method of Euler approximations to prove the existence of the above stochastic equation. In this paper, we extend the model by considering some stochastic equations with jumps.
We consider a class of stochastic processes for the purpose of modeling interest rates. Suppose that U is a separable and complete metric space. Let µ(du) be a σ-finite measure on U . Let (Ω, F, (F t ) t≥0 , P ) be a filtered probability space satisfying the usual hypotheses. Let {B(t)} be a (F t )-Brownian motion and let {p(t)} be a (F t )-Poisson point process on U with characteristic measure µ(du). Suppose that {B(t)} and {p(t)} are independent of each other. Let {b(t)} be a non-negative measurable and adapted process and let {N (ds, du)} be the Poisson random measure associated with {p(t)}. Suppose that (i) β < 0 is a constant and x → σ(x) is a continuous function on R satisfying σ(x) = 0 for x ≤ 0;
(ii) (x, u) → g(x, u) is a Borel function on R × U such that g(x, u) + x ≥ 0 for x > 0 and g(x, u) = 0 for x ≤ 0.
Given a non-negative F 0 measurable random variable x(0), we consider the following stochastic integral equation Under very weak conditions, they established the existence and uniqueness of strong solutions of those equations. The present work differs from that of Fu and Li (2008) in that our drift term is given by a stochastic process. The remainder of the paper is organized as follows. In next section, we state some results on the pathwise uniqueness of solutions to (1.1). In section 3, we discuss the Euler scheme for the equation and show that the approximating solution converges in L 1 -supnorm towards the solution of (1.1). Some criteria on the existence and uniqueness of strong solutions are established in the last section.
For some preliminary results concerning the stochastic differential equations with jumps, the reader is referred to Bass (2004) . We refer to Ikeda and Watanabe (1989) and Protter (2004) for the theory of stochastic analysis.
Pathwise uniqueness
In this section, we give some results on stochastic equations and on the pathwise uniqueness of solutions to (1.1). Because these results can be obtained using essentially the same arguments as the corresponding results of Fu and Li (2008), we omitted their proofs here. Since the coefficients of (1.1) satisfy the above conditions, we have the following proposition. Proposition 2.1. If {x(t)} satisfies (1.1) and P {x(0) ≥ 0} = 1, then P {x(t) ≥ 0 f or all t ≥ 0} = 1.
In the sequel, we shall always assume the initial variable x(0) is non-negative, so Proposition 2.1 implies that any solution of (1.1) is non-negative. Then we can assume the ingredients are defined only for x ≥ 0. In addition, for the convenience of the statements of the results, we introduce the following conditions. 
(2.c) For every fixed u ∈ U , the function x → g(x, u) is non-decreasing, and for each integer m ≥ 1, there is a non-negative and non-decreasing function z → ρ m (z) on R + so that
(2.d) For every fixed u ∈ U , the function x → g(x, u) is non-decreasing, and for each integer m ≥ 1, there is a non-negative and non-decreasing function z → ρ m (z) on R + so that
We close this section with two theorems on the pathwise uniqueness of solutions to (1.1). 
Existence
In this section, we prove a strong convergence of the Euler approximations of the equation (1.1), giving a construction of the solution. A similar analysis was carried out in Yamada (1976 Yamada ( , 1978 
Since the function t → Eb(t) is integrable over the interval [0, T ], we have that γ(ν) converges to zero as ν tends to zero. We divide the interval [0, T ], known as the Euler discretization method. For each n ≥ 1, we take a subdivision 0 = t
n Nn = T and denote this net by ∆ n . For notational use, we drop the index n of the discretization times and write N instead of N n .
The mesh of the net is defined as ∆ n = sup 1≤k≤N |t k − t k−1 |. We are working with a sequence of nets (∆ n ) n such that the meshes are tending to zero. There is no need to suppose that ∆ n ⊂ ∆ n+1 .
The solutions of (1.1) turns out to be non-negative but the approximations we will need may take negative values. We therefore put σ ′ (x) = σ(x)I {x≥0} and g ′ (x, u) = g(x, u)I {x≥0} . Note that σ ′ (·) and g ′ (·, ·) also satisfy conditions (2.b, c, d).
If we are working with the net ∆ n , we look at x ∆n (t), which we denote by x n (t). We put
, we define a process {x n (t)} by
This is called an Euler approximation of (1.1).
In the next conclusions, we need the following conditions:
(3.a) For every fixed u ∈ U , the function x → g(x, u) is non-decreasing, and for each integer m ≥ 1, there is a non-negative and non-decreasing function z → ρ m (z) on R + so that
(3.b) For every fixed u ∈ U , the function x → g(x, u) is non-decreasing, and for each integer m ≥ 1, there is a non-negative and non-decreasing function z → ρ m (z) on R + so that
It is easy to show that σ ′ (·) and g ′ (·, ·) also satisfy conditions (3.a, b).
Theorem 3.1. Suppose that conditions (2.a, b) and (3.a) hold. Then the Euler scheme (3.1) with t k ≤ t < t k+1 , k = 0, 1, · · · , N − 1 converges to the solution of (1.1) in L 1 -supnorm.
Remark 3.2. If the intensity of the Poisson random measure is zero and ρ(z) =
√ z, the results are degenerated to those of Deelstra and Delbaen (1998) .
Next, we prove x n (t) converges to the solution of (1.1) in L 1 -supnorm. 
Proof. From (3.1), we obtain
The first and the third inequalities follow by Cauchy-Schwarz inequality and condition (2.b) respectively. By Gronwall's lemma, we get
After similar calculations, from (3.1) and (3.2), we get
The above two bounds are independent of n and t. From (3.1), (3.2), (3.3) and Cauchy-Schwarz inequality, we get (3.4) immediately.
Given a function f defined on a subset of R, we note
if the right hand sides are meaningful. 
Proof. Let ζ(t) = x n (t) − x n ′ (t) for fixed n, n ′ ≥ 1. Following from (3.1), we get
Let a 0 = 1 and choose a k → 0+ decreasingly so that
be a non-negative continuous function on R which has support in (a k , a k−1 ) and satisfies
For each k ≥ 1 we define the non-negative and twice continuously differentiable function
Clearly, the sequence {φ k } satisfies
According to β < 0 and {φ k } satisfies property (ii), we get
Consequently,
where
. By Taylor's expansion and the definition of φ k , for all h, ζ ∈ R it is easy to show that
Note also that ζ(s−) = ζ(s) for at most countably many s ≥ 0. From (3.8), (3.9) and g ′ (x, u) satisfies condition (3.a), we have
Consequently, From the definition of φ k (·), we remark that |z| ≤ a k−1 + φ k (z) for every z ∈ R. For given T ≥ 0 and ε > 0, we first take an integer k 0 ≥ 1 such that a k 0 −1 + 3T /k 0 < ε/2. Then we choose sufficiently large N = N (k 0 ) ≥ 1 so that 12B(n, m, t) − βA(n, m, t) < ε/4 for every n ≥ N . By (3.10), we have
for 0 ≤ t ≤ T and n, n ′ ≥ N . Let
In view of (3.11), the monotonicity of z → ρ 2 m (z) gives
By letting n → ∞ and ε → 0 we obtain
Thus lim n→∞ R n (t) = 0 for every 0 ≤ t ≤ T . Since τ m → ∞ as m → ∞ by Proposition 3.1, now letting m → ∞, it is easy to find a progressive process {y(t)} such that (3.5) holds. Moreover, by (3.4) and (3.5), (3.6) is also obtained. 
hold. Moreover, {x(t)} is a non-negative solution of (1.1).
Proof. Let τ m = inf{t ≥ 0, x n (t) ≥ m or x n ′ (t) ≥ m} for m ≥ 1. Applying Doob's martingale inequality to (3.7), we get
Letting m → ∞, by condition (3.a), Proposition 3.1, 3.2 and dominated convergence theorem, we get
Consequently, {y(t)} has a càdlàg modification {x(t)} satisfying the first equality. The second equality then follows by Proposition 3.2.
Next, we will show that
Indeed, from (3.1)
and the result follows by the triangular inequality, Doob's martingale inequality and the previous calculations. By Proposition 2.1 and the definitions of σ ′ (x) and g ′ (x, u), we remark that x(t) is a nonnegative process. Therefore, we can replace σ ′ (x) and g ′ (x, u) by σ(x) and g(x, u) respectively. Consequently, x(t) satisfies
Then we complete the proof.
We prove that the Euler scheme (3.1) converges to the unique solution of (1.1) in L 1 -supnorm. The conclusion of Theorem 3.1 holds immediately.
After similar analysis to the previous results, we have the following theorem. 
Strong solutions
In this section, we give some criteria on the existence and uniqueness of the strong solution of equation (1.1) and illustrate a simple application of the results to stochastic differential equations driven by one-sided Lévy processes. Proof. By applying Theorem 3.1 we infer that (1.1) has a non-negative solution. In addition, the ingredients of (1.1) satisfy condition (2.c). Then the pathwise uniqueness of the equation follows from Theorem 2.1.
Based on the pathwise uniqueness stated in Theorem 2.2, the following result can be proved similarly as the above. At last, we give a simple application of Theorem 4.1 and Theorem 4.2. Now we consider stochastic equations driven by one-sided Lévy processes. Let µ(dz) be a σ-finite measure on (0, ∞). We assume that ∞ 0 z 2 µ(dz) < ∞. Let {B(t)} be a standard (F t )-Brownian motion. Let {z(t)} be a (F t )-Lévy process with exponent u → ∞ 0 (e iuz − 1 − iuz)µ(dz). Therefore {z(t)} is centered. Suppose that those processes are independent of each other. In addition, suppose that β < 0 is a real constant and (i) a measurable and adapted process b : Ω × R + → R + satisfying t 0 Eb(s)ds < ∞ for all t ≥ 0.
(ii) x → σ(x) is a continuous function on R + satisfying σ(0) = 0; (iii) x → φ(x) is a continuous non-negative function on R + satisfying φ(0) = 0.
We assume the following condition on the ingredients: which is just another form of (4.1). The conclusion holds immediately.
