Further experiments with the same corpora showed that a more accurate picture of the contents of the corpora was possible using the PPM-based segmentation method. Tag-based compression experiments (using tags produced by parts-of-speech Arabic taggers) also showed that the quality of the tagging (as measured by compression quality) is significantly affected when tagging either CA and MSA text. The conclusion is that NLP applications (such as taggers) should treat these texts separately and use different training data for each or process them differently.
INTRODUCTION
Text classification is the process of automatically assigning a document to different predefined classes or categories to reflect their contents [1] . Text classification is important in various areas such as natural language processing (NLP), text mining, information retrieval, machine learning, etc. [2] . It also can be applied in a large variety of applications such as spam filtering [3] , author identification [4] - [6] , gender identification [7] , [8] , sentiment analysis [8] - [11] , dialects identification [12] , [13] , and so on.
The massive increase in the size of text accessible on the internet during the last two decades has drawn the attention to the importance of text classification [2] . This increase of data on the Web has produced the need for methods to extract the required information from text documents, and therefore, generating unique difficulties for the text classification problem especially when considering applications requiring analysis of big data [2] , [14] .
Text classification can be implemented using various algorithms, for example, Naïve Bayes and the chain augmented Naïve Bayes probabilistic classifier [15] , [16] . Other algorithms such as support vector machines, or SVM, [17] , generalized instance sets [18] , k-nearest neighbors algorithm [17] , neural networks [19] and Generalized Discriminant Analysis, or GDA, [20] have been used to classify English text. Various algorithms have also been applied to other languages such as Chinese [17] , [21] although there has been noticeably less research done with the Arabic language.
Most of those text classification algorithms handle text documents as a "bag-of-words" where a set of words or tokens are used to interpret the text and which rely on using their frequency in some manner [22] , [23] . The traditional approach to text classification goes through four steps: first, preprocessing of the text where the words (or tokens) and sentences in the training files are segmented [1] , [24] ; second, using word/token counts to extract or select different features; thirdly, applying one of the machine learning algorithms mentioned earlier; and finally, performing the same feature extraction on the test data and applying the learned model to the extracted features to predict the class for the test data [1] , [24] .
During the process of analyzing the text, a complication occurs when the phenomenon of code-switching arises. This is where a text contains more than one language or variations of the same language. This phenomenon has been the subject of extensive linguistically oriented study in the past [25] , [26] . This paper tackles the problem of mixed texts by segmenting those variations. Text segmentation is the task of automatically separating the text into identified or coherent parts [27] . Compared to text classification, text segmentation can be used to produce a more accurate estimate of each class, category or topic located inside the text rather than assigning a class or set of classes to the entire text as a whole. Fig. 1 . A sport news from aljazeera.net [66] in MSA text 422 | P a g e www.ijacsa.thesai.org Many segmentation algorithms, such as the TextTiling algorithm [28] and the dotplotting algorithm [29] rely on measuring the variation in word usage to predict potential boundaries in the text, where a vast difference in word usage is a positive sign. Kozima [30] introduced an algorithm that traces the coherence of a document by applying a semantic grid in a "lexical coherence profile". A statistical approach was proposed by [27] for text segmentation, where the algorithm builds a model from selected informative features, then the model is used to predict where boundaries happen in the text.
The work in this paper instead uses an approach based on the Prediction-by-Partial Matching (PPM) compression scheme as the basis of both text classification and segmentation. This Markov-based approach effectively uses character-based language models and has been employed in many NLP tasks in the past often with state-of-the-art results or results competitive with traditional schemes [1] , [31] - [36] .
Compared to the traditional way of text classification, compression-based language modelling is a character-based approach, whereas traditional text classification is a wordbased approach which is language-dependent that tends to overlook both the contextual information of the text and the word order [1] , [2] . The use of language modelling for text classification takes into consideration the contextual information in the text when building the language model and avoids the need for pre-processing of the text usually required by most classification algorithms [1] , [2] . The use of Markovbased approximations standard in character-based language modelling avoids the issue of explicit feature selection that is applied in traditional classification and segmentation algorithms which may discriminate some important features of the text [1] , [37] . The segmentation process performed in this study applies a Viterbi-style algorithm which produces an accurate estimate of each class, category or topic located in the text [34] . The Arabic language ‫"العربية"‬ is acknowledged to be one of the most largely used languages, with 330 million people using the language as their first language, as shown in Table 1 , plus 1.4 billion more using it as a secondary language [38] . The majority of the speakers are located across twenty-two nations, primarily in the Middle East, North Africa and Asia, and the United Nations considers the Arabic language as one of its five official languages. The Arabic language is part of the Semitic languages that includes Tigrinya, Amharic, Hebrew, etc., and shares almost the same structure as those languages. It has 28 letters, two genders -feminine and masculine, as well as singular, dual and plural forms. The Arabic language has a right-to-left writing system with the basic grammatical structure that consists of verb-subject-object and other structures, such as VOS, VO and SVO [39] - [41] .
The non-colloquial written text for the Arabic language can be divided into two types: Classical Arabic and Modern Standard Arabic [42] - [45] . The Classical Arabic (CA) epoch is usually measured from the sixth century which is the start of Arabic literature. It is the language of the Holy Quran, the 1,400-year-old primary religious book of Islam with 77,430 words [46] and other ancient Islamic books from that era, such as the Hadith books [47] . With the beginning of journalism and the spread of literacy in the eighteenth century came Modern Standard Arabic or MSA. MSA is the language of the current printed Arabic media and most Arabic publications. (See Figure 1 for an example).
Almost all Arabic language NLP tasks are performed for MSA [48] . One example of those tasks is parts-of-speech tagging of Arabic language. Most of the popular Arabic partsof-speech or POS taggers were trained on MSA text [36] , [49] , and therefore, the performance of the taggers will be best when tagging MSA text [36] . Contrastingly, tagging Classical Arabic text using MSA POS taggers will significantly reduce the quality of the tagging [47] . Some Arabic corpora, such as the Bangor Arabic Compression Corpus (BACC), is a mixture of both CA and MSA text. An example is the BACC sub-corpus arabicbook1, which contains both recent novels with ancient Arabic poems. (See Figure 2 for one example). The results of using such a corpus in order to perform various NLP tasks, such as POS tagging, as stated before, will vary and will not be consistent and reliable. Therefore, there arises a need to accurately classify CA from MSA within the text. This paper explores the approach of classifying the Arabic text using PPM. It will first explain the PPM text compression scheme and its use for compressing, classifying and segmenting natural language text. Secondly, it will detail findings of PPM character-based modelling experiments used to classify and segment Arabic text. Thirdly, the results and www.ijacsa.thesai.org limitations of those experiments are discussed in detail. Finally, the conclusion is presented.
II. MINIMUM CROSS-ENTROPY AS A TEXT CLASSIFIER
The PPM scheme uses an online algorithm that compresses the natural language adaptively as the text is processed sequentially. PPM usually processes character streams, although there are word-based and tag-based (i.e. using POS tags) variations. The standard character-based model uses the prior context of already received characters to foretell the imminent one. The word-based PPM model uses a series of already seen words to help predict the upcoming word but resorts to a character-based encoding for unseen words. The tag-based model, which is used in the last experiment, effectively encodes two streams, the stream of POS tags and the stream of words, by using the previously seen tags and words to predict the upcoming tag and word [50] .
The basis of the classification and segmentation schemes in this paper use the character-based approach for compressing the Arabic text [1] . The essence of this approach depends on the concept of entropy as a measurement of the message's "information content" [51] , and on the notion that the upper bound of the entropy can directly be estimated by compressing the text [52] .
The fundamental coding theorem in information theory [51] states that an entropy of a sequence of text, or message, is the lower bound to the average number of bits per character required to encode that message [34] .
where there are k number of potential characters with the probability distribution ( ), ( ),..., ( ) and the probabilities sum to 1 and are independent. The measurement of the uncertainty associated with the selection of the characters is represented by the entropy, where the higher the entropy, the higher the uncertainty. The message"s "information content" can also be measured by the entropy, as the more probable the messages, the less information is conveyed compared to less probable ones [34] .
A general case for a language with probability distribution can be extended from the previous equation for a text sequence of length m: 
This describes the entropy of a language which is defined to be the limit of the entropy when the size of the message becomes large. The probability distribution for the source language L is usually not identified or known. Nevertheless, applying a model M as an approximation to the probability distribution gives the upper bound to ( ) [34] :
where ( ) is used to estimate the probabilities. ( ) is described as the cross-entropy which is higher than or equivalent to the entropy ( ), as this is based on the source itself which is the best possible language model:
Compressing the text can be used to estimate an upper bound to the entropy of a message [52] . Considering the number of bits needed to encode a sequence of text to be ( ), when using some model M to estimate the probabilities, then:
where the number of bits per character needed to encode a long text message T formed from L is ( ).
The cross-entropy is important as it presents a measurement of how great the estimated model is performing on the test text; the less inexact the model is, the closer the cross-entropy is to ( ). Furthermore, by measuring the cross-entropy for every possible model, the cross-entropy provides a valuable measure for analysing the correctness of the competing models. The model that has the least cross-entropy is judged to be the "best" or most appropriate. The information is derived from a semantic label which is associated with each model which reflects the class or type of data that was used to train the model. Simply, the label linked with the "best" model is selected and used to classify the text:
The following section presents one specific method, which is based on the PPM text compression, used to measure the cross-entropy [34] .
III. PPM-BASED COMPRESSION FOR NATURAL LANGUAGE TEXT
PPM is an adaptive online system used for compressing text by predicting the upcoming symbol or character using the prior context with a given maximum fixed length. It applies a Markov-based n-gram method which utilises a back-off mechanism similar to that proposed by Katz [53] . Nonetheless, backing-off is referred by PPM as "escaping" and it was developed before the mechanism that Katz proposed. Cleary and Witten [54] first proposed PPM in 1984 when they described the two character-based PPM variants, PPMA and PPMB. Two further character-based variants of PPM, PPMC and PPMD, were introduced by Moffat and Howard in 1990 and 1993 respectively [55] . The main difference among these four versions of PPM is the calculation of the escape probability which the smoothing mechanism needs for backing off to a model"s lower order. Many trials have been performed on character streams which have shown that PPMD ordinarily gives better compression results when compared with the results of other PPM variants [56] .
As mentioned before, PPM has been successfully implemented in various fields of NLP. It produces state-of-theart text compression results for many languages as detailed in the reports mentioned in [31] , [36] , [57] . PPM has been used as the basis for an effective method for performing Chinese word segmentation where spaces (as word separators) are inserted into Chinese text which has no spaces [33] . Other studies such as [31] , [34] - [36] , [57] , [58] have reported using PPM for different languages for other NLP tasks such as cryptology, code switching, authorship attribution, text correction and speech recognition.
The next equation defines the probability p for the next character φ when using PPMD [34] :
where d represent the currently used coding order, the total amount of times that the current context has occurred is indicated by and ( ) represents the total number of occurrences for the symbol in the current context. The estimation of the escape probability e by PPMD is as follows:
where the total amount of times that a unique character has occurred following the current context is represented by . Most experiments have reported that using the maximum order of 5 to be the most efficient, as PPMD starts with that order first to encode the incoming character [34] before escaping down to lower orders if necessary.
If the forthcoming symbol was predicted by the current model and the model contained it, then its probability in the current maximum order, 5 in this case, will be used to transmit it. If the forthcoming symbol was not found in the model, then the encoder will escape to the next lower order model, 4 in this case. This process of escaping will be repeated until the model finds that symbol or prediction. If the model does not contain the symbol, then the encoder will back off to a default order of -1 where the same probability is used for all symbols in the alphabet [34] .
To describe character-based encoding in further detail, the way PPM models a given sequence of text is presented in Table 2 . This example uses a specific variant of PPM prediction method, PPMD, to model the string ‫.أبجدبهىبأأبجد‬ As stated, a model's maximum order of 5 is proven to be efficient, but a maximum model order of 2 is used in this example for illustration purposes. In the table, c shows the count, p expresses the probability and the size of the alphabet used is represented by | | [33] . For this example, let the next character be letter ‫.ب‬ This character has been seen once before ‫"جد"(‬ → ‫)ب‬ for the order two context ‫"جد"‬ and consequently it has a probability of ½ (utilising equation (1) as the count is 1). Accordingly, the encoder will use 1 bit to encode the character ‫.ب‬ However, if the forthcoming character in the order two context had not been seen before, (i.e. assume the following letter was ‫أ‬ rather than ‫,)ب‬ an escape process to a lower order will be performed, the escape probability will be ½ (from equation (2)), and the model will use a lower order of 1.
During the process of the model's backing off, the new order will be adopted to calculate the probability, and in this instance, there is no character ‫أ‬ that appears after ‫.د‬ Consequently, another escape probability of will be encoded by the model, and the current context is decreased to the order 0 context (the null context). This order, where the probability will be , is used to encode letter ‫أ‬ . The whole cost of foretelling the last letter is , which costs the encoder www.ijacsa.thesai.org approximately 4.4 bits to encode it. Furthermore, if the next character has not been seen already in the context, for example letter ‫,ع‬ starting from the maximum order of 2 and escaping down to -1, the model encodes the escape probability three times using the following probabilities: . This is because order -1 is applied to encode this character and using an 8-bit encoding for the Arabic text (say), the alphabet size is 256. This results in approximately 12.1 bits being required to encode it [34] .
(PPM when used for compression uses arithmetic coding [59] to ensure that the cost of encoding is close to the theoretical cost of bits for some probability p, although physical coding is not required for the classification and segmentation applications used here since the theoretical encoding cost can be computed directly instead without the need for physical encoding tor these applications).
IV. PPM CLASSIFIER AND SEGMENTER EVALUATION EXPERIMENTS
This section reports the experiments that were performed as part of the evaluation of the PPM classifier and segmenter when applied to Arabic text. Four experiments were conducted: (A) initial classification experiments; (B) classification of mixed Arabic corpora; (C) segmentation of mixed Arabic corpora; and (D) tagged-based compression experiments of Arabic text. The first experiment used 200 files for the initial evaluation process. The second experiment examined the result of classifying a number of Arabic mixed corpora. The third experiment performed text segmentation on the same Arabic mixed corpora using a Viterbi-style algorithm that finds the most probable sequence of segmented characters. Lastly, the final experiment conducted tag-based compression experiments using the previous outcomes. The Arabic mixed corpora which were used were the Bangor Arabic Compression Corpus (BACC) [57] , the Universal Dependencies (UD) project corpus [60] , Arabic in Business and Management corpus (ABMC) [61] and the Arabic Learner Corpus [62] .
Segmenting Arabic text increases the performance of some NLP applications such as parts-of-speech tagging. As stated before, most Arabic NLP tasks are trained and built for MSA. The performance of such a task drops when applied to Classical text [47] . The object of the research described here is to classify and segment CA and MSA using the PPM character-based compression algorithm. The experiments in this paper used two language models, one for CA and another for MSA. Published Arabic corpora that contain mostly the required type of Arabic text were used to train the two static models.
The MSA model was trained using Corpus A [58] . The corpus was recently published, and most of its genres covers several current MSA areas such as business, cinema, opinions, conferences, economics, politics and more. The text in the corpus was collected from the bilingual newspaper Al-Hayat website, and from the open-source online corpus, OPUS [63] .
The second model used in this paper was trained using CA text from the King Saud University Corpus of Classical Arabic (KSUCCA). According to the author [64] , the foremost purpose of the creation of this corpus is for analysing the lexical meaning of the Holy Quran. The corpus is relatively large and it contains over 50 million words, split into six genres such as Literature, Linguistics and Science. To generate a relatively similar size as the first model (as this helps improve classification accuracy), the sub-genre Religion was not included in the training process. To obtain a more robust evaluation and ensure the training text used for the models was separate from the testing text, a tenfold cross-validation technique was used for the classification experiments.
Both the PPM language modelling and the segmentation were performed using the Text Mining Toolkit described in [65] . This toolkit allows static models to be created from training text. That is, once the models have been created, they can be used to prime the model(s) used by the application and are subsequently not altered during the compression, classification or segmentation processes.
A. Initial Classification Experiments
This initial experiment was conducted to evaluate the PPM classifier based on four evaluation criteria and using 200 test files in the evaluation process. The testing files were divided into two groups, each with 100 files. The first group comprised 100 files that contained CA text randomly gathered from the Holy Quran, Islamic books such as Ibn Qayyim and Ahmad ibn Hanbal and poems from the famous Arab poet, AlMutanabbi. The second group comprised 100 files containing MSA text randomly collected from popular Arabic news websites such Aljazeera.net [66] , BBC Arabic [67] and skynewsarabia [68] and recently published novels.
Four evaluation criteria (Accuracy, Recall, Precision and Fmeasure) were used to evaluate the classification results using the following equations:
where TP is the true positives which are the number of cases where the prediction matches the type of Arabic text and TN is the true negatives which represent the number cases where the prediction does not match the type of Arabic text, and FP and FN are the false positives and false negatives respectively, as shown for the confusion matrix in Table 3 . Classifying the Classical and MSA text using the PPM compression algorithm obtained an accuracy of 95.5%, an www.ijacsa.thesai.org average precision of 0.958, an average recall of 0.955 and an average F-measure of 0.954. The results in Table 4 show that the PPM classifier predicted all the 100 files that contain CA text and 91 out of 100 files which have MSA text. 
B. Classifying Mixed Arabic Corpora
Classifying corpora of unknown origins, or for which it may be suspected may have a mixture of CA and MSA text, will help Arabic NLP researchers to confirm their content. The experiment reported in this section investigated whether it was possible to accurately perform a document level text classification of some Arabic corpora. Table 5 displays the results of this experiment for the UD corpus, Table 6 for the ABMC, Table 7 for the Arabic Learner Corpus and Table 8 for the BACC corpus. The tables list the size of the files compressed files, the size of the compressed output files (in bytes), the compression ratios (in bits per character or "bpc") and the type (CA or MSA) predicted from the model with the best compression. The steps of the experiment are as follows:
 Using the two static models created earlier for priming, two compressed files are generated by compressing the Arabic texts using an order 5 PPMD character-based compression scheme.
 Then, the cross-entropy or the size of the two compressed files are compared and the class label of the www.ijacsa.thesai.org text, in this case CA or MSA, is chosen from the file with the smallest compressed size.
The classification results from these tables show that the sub-genre of some Arabic corpora, such as the BACC in Table  8 , contain different types of Arabic text. Other corpora, such as the Arabic Learner Corpus in Table 7 , have similar compression sizes which provides an indication that they contains mixed text of both CA and MSA. 
C. Segmenting Mixed Arabic Corpora
The compression results from the last classification experiment show that some Arabic corpora contain mixed CA and MSA text. To produce a more accurate estimate of CA and MSA text, this experiment performed a text segmentation using a Viterbi-style algorithm that finds the most probable sequence of characters of each class, category or topic in the text [33] where all possible switching of encoding models are considered.
This experiment was conducted as follows:
 The same Text Mining Toolkit was used to segment the text file at the character level to insert labels (tags), either CA or MSA, inside the text. The segmentation in this step was applied using the Viterbi-style algorithm [33] . Figure 3 shows a sample from the segmented files.
 Then, a post-processing of the resulting file was performed to count all the terms of each label and for separating the two types of text into two files for additional experiments. Table 9 displays the outcomes of this experiment for the UD corpus, Table 10 for the ABMC, Table 11 for the Arabic  Learner Corpus and Table 12 for the BACC corpus. The tables list the numbers of words in the segmented files for both Classical (CA) and Modern (MSA) texts and the percentages of each.
The results from the previous tables indicate that some Arabic corpora contain mixed CA and MSA text, and the PPM compression models can be used to produce an accurate estimate of the extent of both Arabic text types. The illustration of the segmentation process is shown in Figure 3 which shows randomly selected segmented samples from two of BACC subgenre, arabiclearnercorpus and arabicbook1. The sample demonstrates typical output of the segmentation process which produces a more accurate picture of the textual contents. 
D. Tag-based Compression Experiments
Most Arabic language NLP tasks are made for processing MSA [48] , and POS tagging of Arabic language is one example of those tasks. Since most popular recognised Arabic POS taggers were trained on MSA text [36] , [49] , the tagging of mixed corpora text will vary in quality and will not be consistent and reliable. The final experiment was conducted using tag-based compression on mixed Arabic corpora, selected using the previous outcomes in order to evaluate the process of both the tagging and classification.
The experiment was performed as follows:
 First, both CA and MSA files identified from experiments (B) and (C) were tagged using the MADAMIRA [69] Arabic tagger.  The tagged files were then post-processed where terms and tags were extracted into one file for the next step.  The tagged files were then compressed using a tagbased compression scheme and the results compared with the compressed files created using a character-www.ijacsa.thesai.org based compression scheme to evaluate the compression quality. Table 13 lists the results of the experiment which shows in the second column the percentage improvement in compression for the tab-based compression scheme over the character-based compression scheme, and the type of text (CA or MSA) in the third column that was confirmed in the earlier experiments. A positive percentage improvement indicates the tag-based compression was better, and a negative improvement indicates the character-based compression was better.
The results in Table 13 show that utilising the tags to compress the BACC sub-corpus 'arabicliteriture', which was found to consist of 99.74% Classical Arabic text, decreases the compression percentage by 4.38% (compared with the character based compression scheme). However, using the same compression model to compress the ABMC sub-corpus 'Economic-News', which was found to consist of 92.80% MSA text, increases the compression percentage by 6.50% (compared with the character based compression scheme). The difference in compression quality provides an indication that the quality of tagging for the CA text has dropped, compared to the quality of tagging for the MSA text, because the compression size has increased. Classification of Classical Arabic (CA) and Modern Standard Arabic (MSA) text was performed on sample texts using a PPM character-based compression scheme achieving an accuracy of 95.5%, an average precision of 0.958, an average recall of 0.955 and an average F-measure of 0.954. Three further experiments were implemented in this study to analyse mixed Arabic corpora. First, a classification of Arabic corpora was performed and the results showed that different sub-genres of some Arabic corpora contain different types of Arabic text since the compression size for other corpora indicated that the texts were a mixture between CA and MSA. Then a segmentation of the same corpora was accomplished using a Viterbi-based algorithm and the results indicated that segmenting the text produces a more accurate estimate of CA and MSA text. Finally, tag-based compression experiments (using parts-of-speech taggers) were performed to evaluate the tagging quality and the results showed a difference in compression quality between CA and MSA texts. This provides an indication that the quality of the tagging is affected when either CA and MSA text is being tagged therefore showing that NLP applications (such as taggers) should treat these texts separately and use different training data for each or process them differently.
