Abstract--In this paper we compare (numerically) two approaches to the estimation of the parameters of the component densities in a univariate mixture of normal distributions. One approach is based on a constrained maximum-likelihood (ML) algorithm; the other, on the fuzzy c-means (FCM) clustering algorithm. Our study indicates that: (i) the ML method produces superior estimates when the component densities are "weU-mixed", while either algorithm provides good estimates for well-separated distributions; (ii) the FCM approach is almost always faster than the ML method; and (iii) initialization of the ML method with the output of FCM almost always improves both the run time and accuracy of the statistical estimates.
INTRODUCTION
A frequently appearing model in applied statistics deals with a statistical population which is a mixture of c component populations with class-conditional densities p(x I coj)j= l ...... and prior probabilities p(coj)j=i ....... where coj denotes one of the states in the population. The objective associated with this setting is to determine the probabilistic structure of the population using a sample drawn from the population. If we assume the mathematical form of the class-conditional densities is known, then the problem becomes one of parameter estimation for a parametric family of finite mixture distributions, i.e. a family of probability functions of the form The problem of parametric estimation is a classical problem in statistics and can be approached in several ways. We consider two different modeling processes, namely, maximum-likelihood (ML) estimation and fuzzy partitioning. We show, in our analysis, that these two processes supplement each other.
Maximum likelihood methods view the parameters as quantities whose values are fixed but unknown. The best estimate is then defined to be the one that maximizes the probability of obtaining the samples actually observed. We use a particular iterative procedure, the constrained Wolfe expectation maximization (WEM) a~gorithm [1] , for numerically approximating the ML estimates for the finite mixture distribution problem.
An alternate approach is to replace the ML problem with a method based on the minimization of a generalized least squares functional derived from a fuzzy partitioning of the sampled data. The minimum point is then approximated using an iterative procedure using the fuzzy c-means (FCM) algorithm [2] . After each approach is described, we report on numerous numerical tests done in order to compare the effectiveness of the two methods. These tests, more extensive than any others done before now, bring to light several key differences in the two approaches that normally produce quite comparable results.
THE PARAMETER ESTIMATION PROBLEM
Let X = {Xl, x2 ..... x.} be a random sample collected from a random variable X that is distributed according to a particular unknown member Pv0 of a known family of distributions 819 {P~I? e fl}. The estimation problem is one of estimating the true parameter Y0, by i, as some function of the sample, i.e. 7 = ~(xt, x2 ..... x,} -?0. In the finite mixture case, 
P~ = F(x, ?) = ~ ~,g(x
is the normal probability density function with mean/~i and co-variance matrix E~, x e R q. The question of whether it is possible to uniquely estimate a parameter from a sample, however large, was studied by Teicher [3, 4] . This problem deals with the question of the identifiability of a class of mixtures. A family Pn of mixtures is said to be identifiable if and only if, for all f(x) e pn, the equality of the two representations 
i=l j~l
implies that c = d and, for all i, there exists some j such that ~t~ = flj and 0i = (j. Yakowitz and Spragins [5] have shown that a necessary and sufficient condition for the family of all finite mixtures from the set {g(x, 0), x e R q, 0 ~ R"} to be identifiable is that this set should be linearly independent over the real numbers, R.
THE ML METHOD
One of the top choices for estimating ?0 is the ML method. In part this is due to the fact that the corresponding estimates have good sampling and asymptotic properties and partly due to the fact that the likelihood function is well suited to iterative optimization. The ML approach deals with the maximization of the log-likelihood function L(V; X) of F. However, it is well known that this leads to an ill-posed problem. Consequently, we are content with local solutions to the problem; i.e. The algorithm most frequently used to search for solutions of the above problem when the gs are normal is based on the frst order necessary conditions published by Wolfe [6] . These conditions are oti= ~, p~k/n, (ld) Equation (ld) shows that pa may be interpreted via Bayes rule as the posterior probability that,
given Xk, it was drawn from class i, i.e.
pa = Prob(class i I Xk; 0~). (1 e)
The set of all matrices that satisfy the constraints implicit in equation (le) is denoted by MI~= P~R ~" p~=l for all k, p~>0 . The CWEM algorithm is an extension of the EM algorithm used to solve the above problem. We now state the following.
CWEM algorithm
Superscripts in parentheses are iteration numbers.
CWl.
Guess and p~0)= (P~k) in Mic.
~,(,-l) fori=l,2, . c. CW2.1. Compute 0t~= CW3. Update to P(') using Wd and ?(~). If [[ P(~) -P(~-i) II < e. Then STOP Else, set r = r + 1 and continue at step CW2.
LEAST SQUARES OPTIMIZATION
The FCM algorithm is an algorithm that can be used to construct a fuzzy c-partition of a given set of data. In our setting, the data set X is the n samples drawn from the finite mixture distribution function F(x, 7). This is accomplished by associating with each partition of The FCM approach replaces the ML problem with a least squares optimization problem defined on the set MIc × R cq. On gfc × R cq, we define the weighted least squares functional k=l i=l where U e Myc is a fuzzy c-partition of X; v = (v~, v2 ..... vc) e R cq with v~ e R q as the cluster center or prototype of ui, 1 ~ i ~ c; and (dik) z = II Xk --V~ II =, where I1"11 is any inner product norm on R q and m is a weighting exponent greater than 1. The optimal fuzzy c-partition of X is then defined to be a local minimum point of arm over Myc × R cq. For v to be a local minimizer, the following first order conditions [7] must be satisfied for all i,k
The FCM algorithm is based on a Picard iteration using the above necessary conditions. We now state the Compute v (k) using equation (4a) and U tk ~). F3. Update to U tk) using equation (4b) and v tk). F4. Compare U ~k) to U ~k-~) in a convenient matrix norm. If II U ~*) -U <*-j> II < E THEN STOP ELSE set k =k + 1 and return to F2.
Protocols needed for tie-breaking, continuation at singularities, and an appropriate choice for e are given in Bezdek and Dunn [8] .
We note that equations (4a) and (lb) are identical for m = 1 and v~ ~/~i, for all i as m + 1.
Also when the data is labelled the ML and least squares estimators are unique and identical.
In the case of unlabelled data, U is taken as an estimate of P and then equations (la-d) are used to obtain estimates of the parameters ct~, #~, and a~, 1 ~< i ~< c.
DESCRIPTION OF DATA SAMPLES
We study the relative performance of these two algorithms by studying the numerical results from a collection of sample runs. Each sample run is a function of a particular set of parameters that are associated with each algorithm. There are two different classes of parameters that have a bearing on each of these algorithms; namely, the set of parameters associated with the mixture density function, and the set of algorithmic parameters that are associated with each algorithm.
There are numerous mixture density parameters; namely, the density function g; the mixing parameters cti; the component parameters 0i; and c, the number of density functions that make up the mixture. Since we are studying a univariate mixture of normals, c = 2, g(xili, 0i)= N(/~, ai), 0~ = (0~l, ~2), 0 = (#1, #2, (71, 0"2) and ? = (~l, or2, #1, #2, 0.1, a2). Since oq ÷ ~2 = 1, we need only consider changes in ~t,. This leaves five parameters to be varied; namely, ~q, #1, /h, th and tr 2.
We consider two separate choices for the weighting factors ~; namely, (1) ~1 = ~t2 = 0.5 and (2) ctl = 0.2 and or2 = 0.8. These two choices represent the case were there is an even distribution--theoretically--of the sampled data from each density function and the case were there is a decidedly uneven distribution of the sampled data from each density function.
The component parameters are varied so as to represent a range from firstly, a good separation between the normals to secondly, a poor separation between the normals. Since the separation between the normals is determined by both the value of # and the value of 0., the separation can be adjusted by varying these two parameters. Now, we are only interested in the relative position of the two normals with respect to each other. Thus, by a proper change of variables we can, without loss of generality, pick Pl = 0 and 0.j = 1 and then vary the separation between the two normals by varying #2 and 0.2.
There are four choices to select from in choosing the center for the second normal. They are #2 = 0.1; #2 = 1.0; #2 = 3.0 and #2 = 6.0. Thus, the choices can be considered to range from a very small distance between the centers of the two normalS--#l = 0 and/h = 0.1--to a relatively large distance between the two normals--#l = 0 and #2 = 6.0.
There are three different choices for the 0.2 parameter; namely, small (0.2 = 0.1), medium (0.2 = 1.0) and large (0.2 = 3.0).
There are several algorithmic parameters associated with the FCM algorithm: namely, c,m,U (°), II * II and ~. As mentioned earlier, the value of c is 2. Based on the connection between these algorithms, we chose U (°) = p(0). The value of m chosen was 2, the value of a--the stopping criteria parameter in F4 and CW3--was chosen to be 1.0E -4 and the norm used was the Euclidean norm. The parameters associated with the CWEM algorithm are c, q, p, z, e and p(o). Now c = 2, q = 1 (since we are studying univariate normal distributions), and the value of e is 1.0E-4. The value of p, the constraint parameter that is used to bound the 0. s (0.~/> P0.~+1) away from a singularity, was chosen to be 0.005 and the value of z, the parameter used to bound ~ away from 0 (0q >/z > 0), was chosen to be 0.005. Since l~°)= (Pik) (0) and pik=atig(xkli; Oi)/F(Xk;7) , the matrix l~0) is determined by the choice of initial guesses. The choices for initial starting positions can be grouped into five different categories. They are as follows.
Category 1 ( Fowlkes standard)
One of the first studies to present evidence that suggests that good initial guesses are extremely important if iterates produced by optimization algorithms are to converge to the consistent maximizer (the maximizer obtained by starting the optimization algorithm with the true parameter as the initial guess) was due to Fowlkes [9] . Fowlkes generated four different samples, each of size 200, distributed according to a mixture of univariate normal densities. For each of the four samples, Fowlkes started a quasi-Newton algorithm with eight poor initial guesses and found that the point to which the algorithm converged was heavily dependent on the initial guess. Fowlkes arrived at the initial guesses by picking the guess for ~t from the set {~tl/2,3~1/2}; by choosing the guess for 
Category 2 (extreme case)
One extremely poor initial guess was selected. Since the p parameter is an x variable, a poor guess for # is obtained by selecting a value outside the range of data values for each particular sample. The guess selected this way is referred to as the extreme guess.
Category 3 (I/3-2/3 case)
In the case that one does not have any information about possible values for the parameters, it seems reasonable to assume that ~ and # are evenly spread between the range of possible values. Assuming that 0t is evenly distributed would result in guessing 0t = (0.5, 0.5). Likewise, assuming g is evenly distributed would result in choosing # = (#t, #2) such that gl is located at a distance equal to one-third of the range of data values from the left-hand endpoint and #2 is located at a distance equal to two-thirds of the range of the data values from the left-hand endpoint. The set of initialization points generated using this starting position is called the 1/3-2/3 case.
Category 4 (random case)
Another strategy to use, the lieu of having any information about the parameter values, is to make a random choice. Two initialization points were obtained using random guesses for the parameters. We label these guesses as random guesses.
Category 5 (generating value)
Another special choice that one can make regarding the mixture parameters is to assume that the starting position for each parameter is the same as the value of the parameter that was used to generate the data values for that particular sample. One initialization of the algorithm was done using the generating (true) parameter. Note that there are now 9 different initial guesses in all of Categories 1-5.
In all, there are 216--2 (choices for the ~ parameter)x 4 (choices for the /~ parameter)x 3 (choices for the tr parameter) × 9 (different guesses)---different combinations that vary due to a change either in a mixture population parameter or a change in an algorithmic parameter. The results for each case is averaged over 10 random samples, each of size 500.
All calculations were done in double precision on a CDC CYBER 750 computer system.
ANALYSIS OF RESULTS
Based on the sample runs described in the previous section, we generated tables to report on (1) the sensitivity of each algorithm to the initial starting position, including the dispersion of the estimated parameter vectors (for different initial guesses) as measured relative to the generating parameter vector; (2) the accuracy of each approach in the presence of good separation and in the presence of poor separation and (3) the average number of iterations needed for convergence for each approach.
The question about sensitivity deals with the appreciable difference, if any, in the points of convergence for each separate algorithm when the algorithm is started from a different position. Thus, we are interested in the sensitivity of each algorithm to the initial starting position, as applied to each mixture population. Overall, a total designated as mixture population (MP) 1-24, were sensitivity is independent of whether the point that to the generating value.
of 24 different mixture populations, which are tested. We note that the question concerning the algorithm converges to is, or is not, close
To obtain a qualitative overview of the results for each mixture population, we constructed plots of the ct, y and tr parameters for all runs associated with each mixture population. One conclusion that could be drawn from the plots was that the parameter points from the FCM algorithm all tend to cluster whereas the parameter points from the CWEM algorithm were more scattered.
To obtain a quantitative measurement of the tendency of the parameter points to be clustered or, looked at from the opposing view, of the parameter points to be dispersed, we calculated a value called the dispersion rate. Since the generating parameter vector for each sample was known and Tables 2 and 3 Regarding efficiency as measured by the number of iterations required, Table 1 shows that there is no competition. The FCM algorithm converges quickly in all cases, requiring between 5 and 50 iterations. On the other hand, the number of iterations required for the CWEM algorithm varies widely between 4 for MP-22 and 845 for MP-5. As Table 1 indicates, the number of iterations required decreases as the separation between the normals increases with the largest number of iterations occurring when the two distributions overlap "half-way". After examining the above results concerning sensitivity, accuracy, and efficiency of the two approaches, it is reasonable to assume that there exists a way to hybridize the two approaches in order to obtain a method better than either pure FCM or pure CWEM. Since the FCM is fast and capable of rebounding from poor initializations while the CWEM is best at refining a reasonably good estimate, we investigated the possibility of first applying FCM to the initial guess, and then using the output of FCM as the initial guess to be "refined" by CWEM. Table 7 gives the results obtained in the above manner for the/~ parameter in the cases for which the CWEM performed poorly; namely, MP-1, MP-2, MP-3, MP-5, MP-6, MP-13, MP-14, MP-15 and MP-17. This table shows a considerable improvement in the calculated values of/~. Thus, we can use the fast and consistent FCM algorithm in tandem with the more accurate CWEM to arrive at an acceptable answer as well as eliminate the importance of the initial starting position. We simply apply the FCM algorithm to obtain calculated results that, when applied as the initial guess to the CWEM algorithm, allows the CWEM algorithm to give a reasonably accurate result.
