Abstract-Reinforcement Learning (RL) provides a promising new approach to systems performance management that differs radically from standard queuing-theoretic approaches making use of explicit system performance models. In principle, RL can automatically learn high-quality management policies without an explicit performance model or traffic model, and with little or no built-in system specific knowledge. In our original work [1], [2] , [3] we showed the feasibility of using online RL to learn resource valuation estimates (in lookup table form) which can be used to make high-quality server allocation decisions in a multi-application prototype Data Center scenario. The present work shows how to combine the strengths of both RL and queuing models in a hybrid approach, in which RL trains offline on data collected while a queuing model policy controls the system. By training offline we avoid suffering potentially poor performance in live online training. We also now use RL to train nonlinear function approximators (e.g. multi-layer perceptrons) instead of lookup tables; this enables scaling to substantially larger state spaces. Our results now show that, in both open-loop and closed-loop traffic, hybrid RL training can achieve significant performance improvements over a variety of initial model-based policies. We also find that, as expected, RL can deal effectively with both transients and switching delays, which lie outside the scope of traditional steady-state queuing theory.
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I. INTRODUCTION
The primary goal of research in autonomic computing is to reduce as much as possible the degree of human involvement in the management of complex computing systems. Ideally a human would only specify a broad high-level objective as input to the system's management algorithms. Then while the system is running, the management algorithms would continually sense the system state and execute management actions that optimally achieve the high-level objective. There has been a great deal of recent research focused on algorithms that make use of explicit system performance models, such as control-theoretic or queuing-theoretic models. These approaches have achieved noteworthy success in many specific management applications. However, we note that the design and implementation of accurate performance models of complex computing systems can be highly knowledge-intensive and labor-intensive, and moreover, may require original research. For example, queuing network models of multi-tier internet services have only recently been published in [4] . Given the central goal of autonomic computing, it is therefore worth investigating whether the development of management algorithms may itself be automated to a considerable extent.
In very recent work [1] , [2] , [3] , [5] a radically different approach based on Reinforcement Learning (RL) has been proposed for automatically learning management policies.
(By "policy" we mean a mapping from system states to management actions.) In its most basic form, RL provides a knowledge-free trial-and-error methodology in which a learner tries various actions in numerous system states, and learns from the consequences of each action [6] . RL can potentially learn decision-theoretic optimal policies in dynamic environments where the effects of actions are Markovian (i.e. stationary and history-independent). In addition to firm theoretical support in the MDP (Markov Decision Process) case, there have also been many notable successful applications of RL over the last decade in real-world problems ranging from helicopter control to financial markets trading to worldchampionship game playing [7] , [8] , [9] .
From an autonomic computing perspective, the RL approach offers two major advantages. First, RL In this paper, we present a new hybrid method combining the advantages of both explicit model-based methods and tabula rasa RL in order to address the above practical limitations. Instead of training an RL module online on the consequences of its own decisions, we propose offline training on data collected while an externally supplied initial policy (based e.g. on an appropriate queuing model) makes management decisions in the system. The theoretical basis for this approach lies in the convergence proofs of TD (Temporal Difference) learning and related methods [6] , combined with Bellman's policy improvement theorem [10] . These works suggest that, given enough training samples, RL can converge to the correct value function V'l associated with any fixed policy ic, and that the new policy whose behavior greedily maximizes V'l is guaranteed to improve upon the original policy nt. We assume that the initial model-based policy is good enough to give an acceptable level of performance, but that there is still room for improvement. By utilizing such a policy and training offline, we avoid poor system performance that could occur using live online training. We also note that our method can be applied for multiple iterations: after we train an improved policy 21 We have implemented and tested our hybrid RL approach within a realistic prototype Data Center, in which servers are to be dynamically allocated among multiple web applications so as to maximize the expected sum of SLA payments in each application. Our prototype system has been described in detail in our prior work [11] , [1] , [2] and we have substantial experience in developing a variety of effective policies for server allocation within this system. For the experiments reported here, we use both open-loop and closed-loop traffic scenarios. In each scenario, we first implement appropriate queuing models using standard practices for model design and parameter estimation. We then collect system performance data using a variety of initial allocation policies, including not only our best queuing model policy, but also several inferior policies (e.g. using queuing models with suboptimal parameter tunings). As a worst-case example we also use a uniform random allocation policy. For each initial policy, the collected data is used to train a corresponding neural network, which is then implemented in the prototype and tested for performance improvements. In each case we find that the RL-trained neural nets give substantially better performance compared with the corresponding initial policies. We have also obtained a number of interesting insights as to how the outperformance is obtained, particularly regarding how the RL nets are better able to deal with dynamic consequences of reallocation, such as transients and switching delays.
The rest of the paper is organized as follows. Section II describes details of our prototype Data Center. Section III describes our specific RL methodology, including an overview of the specific learning algorithm that we use (Sarsa(0)), and a summary of our prior research using tabular online RL. Section IV presents the new hybrid RL approach. Section V gives details on our initial queuing model policies regarding model design and parameter estimation. Section VI gives performance results as well as providing insight into how the trained RL value function are able to outperform the original queuing models. Conclusions and prospects for future work are given in Section VII.
II. PROTOTYPE DATA CENTER OVERVIEW Our prototype Data Center [11] , illustrated in Figure 1 The third application in our standard scenario is a longrunning, parallelizable "Batch" workload that can be paused and restarted on separate servers as they are added and removed. This emulates a non-web-based, CPU intensive computation such Monte Carlo portfolio simulations. Since there is no notion of time-varying demand in this application, we posit the Batch SLA is a simple increasing function of number of assigned servers, ranging from a value of -70 for zero servers to a maximum value of +68 for six servers III. BACKGROUND ON REINFORCEMENT LEARNING Reinforcement Learning (RL) refers to a set of general trial-and-error methods whereby an agent can learn to make good decisions in an environment through a sequence of interactions. The basic interaction consists of observing the environment's current state, selecting an allowable action, and then receiving an instantaneous "reward" (a scalar measure of value for performing the selected action in the given state), followed by an observed transition to a new state. An excellent general overview of RL is given in [6] .
The particular RL rule we use here is an algorithm known as Sarsa (0), which learns a value function Q,,(s,a) estimating the agent's long-range expected value starting in state s, taking initial action a and then using policy to choose subsequent actions [6] . (For simplicity we hereafter omit the subscript.) Sarsa(0) has the following form:
Here ( [14] is an interesting open research topic which is discussed in more detail in [2] .
A. Summary of Previous RL Approach
In our previous work [1] , [2] , [3] we implemented a localized version of online RL within the Trade3 application 'We enforce a constraint that each Trade3 must have at least one server, so that Batch can never be allocated more than six servers.
manager. The RL module observed the application's local state, the local number of servers allocated by the arbiter, and the reward specified by the local SLA. A We also devised two methods for dealing with significant sparsity of table cell visits observed during the learning run. First, we used a so-called "£-greedy" exploration rule, in which the arbiter would choose a random allocation with probability £ = 0.1 instead of the utility-maximizing allocation. This turned out to incur minimal cost in the simple system described in [1] , [2] , [3] Moreover, a carefully chosen RL initialization may lead to an inferior final result compared to, for example, random initialization.
The use of batch training is motivated by two factors. First, due to the sample complexity of RL, a large number of observed samples may be required before RL is capable of learning an effective policy. Second, RL is a "bootstrapping" procedure with non-stationary targets, since the target regression value for the observation at time t depends on the function approximator's estimated value for the observation at time t + 1. Hence, as regression moves a function approximator toward a set of targets, this causes the targets themselves to change. This suggests a batch training methodology comprising a large number of sweeps through the dataset, with incremental learning in each sweep.
Our hybrid RL approach for learning a value function for an application takes as input a recorded sequence of (T + 1) observations { (St, at, rt), 0 < t < T} produced by an arbitrary management policy, where (st, at, rt) are the observed state, action and immediate reward at time t. We use Algorithm 1 to compute a neural network value function based on the recorded observations. [16] , [17] , [18] , [19] . Typically, these approaches employ steady-state queuing theory models in a dynamic environment where the model parameters are continuously updated based on measurements of system behavior. Of course, in addition to providing the initial policy, such models also provide suitable performance benchmarks for our hybrid RL approach.
To application with an overall number of customers M and n servers as a system of n independent parallel closed networks each with one server and M/n customers. We leverage this observation in employing the well known Mean Value Analysis (MVA) formulation [20] In the closed-loop case we again examine a random initial policy, whose average utility score of -23.0 lies off the scale, plus four different queuing model polices. The best model, QModel4, is our MVA approach with exponential smoothing used to estimate customer think time, governed by a smoothing parameter of 0.1. QModell is the MVA approach with smoothing turned off. QModel2 uses the same model as QModel4 but predicts cumulative future utility instead of immediate utility. Since the model's predicted utility is steady in all future time steps, we accomplish this by rescaling its utility estimates by 1/ (1 y) with y = 0.5 identical to the discount factor used by RL One important factor is that the RL nets learn to directly estimate expected utility (i.e. SLA revenue), whereas the queuing models do so indirectly, by first estimating response time, and then estimating revenue using the SLA payment function. We find that both open-loop and closed-loop queuing models tend to overestimate the impact of server additions or subtractions on current response time. Since in most cases the application's current state corresponds to low response time and high utility, the estimation error will be considerably worse for removing servers than for adding servers, due to much flatter slope of the SLA function in the latter case. As a result the Trade3 applications tend to be slightly overprovisioned on average. However, the RL nets, by learning to estimate utility directly, are able to achieve less biased estimation errors. This leads to the Trade3 applications receiving slightly fewer servers on average, with a slight loss of Trade3 revenue, but the loss is more than made up by substantially greater Batch revenue. In terms of application performance metrics, hybrid RL policies typically obtain much better Batch throughput with little degradation in Trade3 response time. For example, after training on the best open-loop queuing model in Figure 2 , hybrid RL obtains a 12.7% improvement in Batch throughput while mean Trade3 response time only increases by 2.6%.
Another important factor is that our steady-state queuing models are unable to take dynamical effects into account (although more sophisticated models could do so). However, the RL nets are able to take into account dynamic effects such as transients and switching delays, and possibly even implicit predictability of future demand in a current state, by learning policies that exhibit hysteresis. We analyze this phenomenon immediately below in Section VI-B.
B. Policy Hysteresis
We illustrate how our RL approach deals with dynamic effects by examining a value function trained on data from a system with no switching delay using our best open-loop queuing model. Figure 4 illustrates For example, suppose the current joint allocation is (3, 5, 0) and the current TI demand is below 300 requests per second, i.e., to the left of point b in the figure. If TI demand then increases slightly past point b, the allocation does not immediately switch to (4, 4, 0) but instead remains at (3, 5, 0) . This is because the higher value shown for (4,4, 0) would only apply if the allocation is already (4, 4, 0) . When considering a switch from (3, 5, 0) to (4, 4, 0) there would be another estimated value curve (not shown), lying below the stable (3, 5, 0) curve, incorporating an estimated cost of switching the allocation. The (3, 5, 0) allocation would continue to be selected until TI demand increases past point c, where the estimated value to switch to (4, 4, 0) exceeds the value of remaining at (3, 5, 0) . Likewise if current allocation is (4, 4, 0) and TI demand drops below point b, the preferred allocation would be to remain at (4, 4, 0) until point a is reached, where the predicted value of switching to (3, 5, 0) would exceed the value of remaining at (4, 4, 0 We find evidence in our prototype system that all four of the above phenomena can occur using steady-state queuing models, and that the simple delay-aware input representation used by the RL nets enables them to learn hysteretic policies that effectively deal with these phenomena. Evidence pertaining to switching delays and thrashing is presented below in Section VI-C. The enhanced policy improvement seen above provides one line of evidence that the RL policies effectively deal with switching delays. Other evidence of this can be seen in Table I , which exhibits basic statistics averaged over the two Trade3 applications TI and T2 from the eight experiments shown in Figure 5 . The quantity <nT>= (<nTl> + <nT2>)/2 is the average number of assigned servers, while < 6nT >= (<6nTl>+<6nT2>)/2 is the RMS change in number of assigned servers from one time step to the next. As mentioned previously, the mean number of servers assigned to a Trade3 application is slightly less for the RL nets than for the queuing models, and there is a further slight reduction for the RL nets for 4.5 second delay compared to zero delay. More importantly, the <6nT> statistics reveal noticeably less server swapping when using RL nets compared to queuing models, with the effect becoming quite pronounced (>-50% reduction) in the 4.5 second delay case. We attribute the reduction in <6nT> in the latter case partly to greater stickiness or hysteresis in the RL trained value functions, and partly due to reduction or elimination of thrashing in overloaded situations. In fact, massive thrashing under very high load appears to be the main factor behind the poor performance of the closedloop queuing model with 4.5 second delay. In this run, we found that when one of the Trade3 applications (TI, say) estimates that it needs seven servers to obtain high utility, and T2's estimates fluctuate between needing one and two servers, the arbiter's allocation decision for (Ti,T2,Batch) will thrash between (7,1,0) and (1, 2, 5) RL approach neatly takes advantage of RL's ability to learn in a knowledge-free manner, requiring neither an explicit system model nor an explicit traffic model, and requiring little or no domain knowledge built into either its state space representation or its value function representation. Moreover, through the use of a simple "delay-aware representation" including the previous allocation decision, our approach also naturally handles transients and switching delays, which are dynamic consequences of reallocation lying outside the scope of traditional steady-state queuing models. On the other hand, our hybrid approach also exploits the ability of a model-based policy to immediately achieve a high (or at least decent) level of performance as soon as it is implemented within a system. By running such a policy to obtain training data for RL, we maintain acceptable performance in the live system at all times, and avoid potentially poor performance that would be expected using online RL. We may also exploit robustness of model-based policies under various types of system changes, e.g. hardware upgrades or changes in the SLA, which require retraining of the RL value functions. When such changes occur, we can fall back on the model-based policy to deliver an acceptable performance level which accumulating a second training set to be used for RL retraining.
C. Performance Results with Switching Delay
We would also like to stress, however, that it would be a mistake to view our work solely as a method for server allocation in Data Centers. Due to the broad generality of RL itself, we view hybrid RL as having potentially wide applicability throughout many different areas of systems management. The types of management applications holding the most promise for hybrid RL [21] and Tivoli Intelligent Orchestrator [22] .
