Abstract : This paper deals with the problem of findin necessary and sufficient conditions in order that, for some I , f (~)~( x )
In ( 5 ) , we found conditions necessary and. sufficient in order that f(x)g(x) = o(xP+q)(C, r) whenever f(x) = o(xP)(C, k), where r, k are nonnegative integers and r 2 k. (S'ee ( 5 ) , Theorem 1.). Thii is 'the integral analogue of a theorem given in (3). The .following theorem is a direct consequence of the above Theorein 1.
THEOREM A : Let r, k €IN,,, r 2 k, p > -l,p+q > -1. Also let f € Lloc and g E L E C if k = 0, r 2 1, and g k -l E ACIoc if -k P 1.
Then, conditions necessary .and sufficient in order that for some l', f(x)g(x) % lfxp+q(C, r) whenever f(x) 1xP(C, k) for some 1 are :
(ii) a @(x) + 1" as x + .a (C, r) for some l", where @(x) = x-qg(x), in the case k = 0 , r Z 1 and'
In this paper, we generalise Theorem A. We replace the integers r, k by real numbers p, h respectively, where p Z X Z 1. We also drop the restriction gk E ACIo =. We prove the following theorem.
Then conditions necessary and sufficient in order that, for some l', f(x)g(x) 2. llxP+q(C, p) whenever f(x) 2. 1xP (C, A) for some 1 are that, for some a (2 I ) ,
where lo is a constant andJttX 1 d a (t)l < rn.
See (1) and (4), where Cesaro summability problems of a similar nature have been considered. Theorem B is deduced from some theorems stated and proved in section 3.
Auxiliary Results
We first define the following subspaces of Lloc :
(i) (C, A , p , 1) ={f/f(x) 2; 1xP (C, h)}with the norm defined by I f I = sup t-P 1 fh(t) 1 .
t Z 1
(ii) CX = {f/f E (C, A , 0, 1) for some I).
O n ordinary limitability factors for Cesaro Means
where G(u) = uf(u) -Jf(t)dt, with
The following lemmas will be used in the proofs of the theorems. 1 " 
Since f E ~i , the inversion of the order of integration is justified.
LEMMA 2 : Suppose f.g E B for some p whenever f E CA.
C1
Then, (i) g E :~~( l ,~) ,
(ii) There exist a (2 1) and K such that if then A E (N:)* and II A II < K.
U+* U

1
Proof : The necessity of (i) follows trivially since constant functiobms belong t o CA. Now assume that (ii) is false, i.e. I t is false that ' for some a, K, l~( f )
. .
(2.3)
We now define by induction an increasing sequence a, tending t o + 00 and a sequence of functions f as follows : 
O n ordinary limitability factors for Cesaro Means
Let Gr(u) = ufr(u)g(u) -~\ ( t )~( t ) d t for every r. Hence t-'fh(t) + a finite limit as t + co, and thus the function f constructed belongs t o Ch.
contradicting the fact that f.g E B for some p . Hence the necessity of (ii). 
The results are trivial for h = 1, and hence take h > 1.
(i) Let h = n + p where n E INo, 1 < p < 2, and M = sup tehlfh (t)l .
t > 1
By partial integration we have 
since [ ---] < 1, and h , a are non-negative.
( v -1)
Hence, (2.6) gives (i)
(ii) Take 4 = n+p where n E INo, 0 < p S 1. As before, we have
.
.......
(2.7), (2.8), (2.9) and (2.10) give the required result.
Theorems and their Proofs
THEOREM 1: If f.g E Bp for some uwhenever f E CA, then there exists a
where 1, is a constant, and Jvh Id a (v) j c -.
The necessity of (i) follows from Lemma 2 (i). ..-........
Now, (3.1) implies. that there exists a Z a, such that if 
00
.go
Hence the result, 
Hence, (3.5), (3.7) and (3.8) give I.
THEOREM 3 : Conditions necessary and sufficient in order that f.g E C, whenever f E C, are that, for some a (2 1 )
where lo is a constant andfthlda(t)] < OD.
1
Proof : If f.g E C whenever f E C,, then f.g E BX whenever f E C,, and by
6
Theorem 1, (i) an (ii) are necessary. (1, a) v -u)'da(v) f o r a l l u > a, ua 00 where lo is constant, Ith I da(t)\ < &.
Proof : Since p > -1, p+q > -1 we can consider x-Pf(x) and x'qg(x) instead of yx) and g(x) in the previous theorem, and use Lemma 4.
Hence Theorem 1 gives the necessity of (i) and (ii).
Again by Theorem 3, (i), (ii) and ' f E (C, A, p, 1) imply that f.g E (C, h, p+q, 1' ) for some l', and hence f.g E (C, P, p+q, 1' 1, by Lunma 3-This completes the proof.
