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A B S T R A C T
Since silicon-based electronic devices have already reached the upper physical limits,
concerning for example processing speed or heat dissipation, a novel type of electron-
ics is needed. Graphene nanostructures are a major candidate for the realization of
carbon-based electronic devices due to their outstanding electronic properties, such
as width dependent band gaps or the presence of ballistic transport channels. Un-
fortunately, conventional lithography methods are known to induce large defect po-
tentials, and are hence detrimental to these peculiar electronic features. To overcome
these obstacles, graphene nanostructures were synthesized in this thesis by means
of self-organizational growth as well as atomic intercalation of epitaxial graphene
on silicon carbide substrates. A 4-tip STM was used to record the local transport
characteristics with a spatial resolution of down to 100nm.
The self-organizational graphene growth on the sidewalls of silicon carbide mesa
structures results in the formation of narrow graphene stripes, so called graphene
nanoribbons, of extraordinary structural and electronic quality. Single-channel ballis-
tic transport was observed on a lateral scale of several µm, manifesting in a constant
conductance of 1 e2/h. The ballistic channel is temperature independent and exists
even above room temperature. A second, thermally activated, ballistic channel with a
smaller localization length was found. Their distinct characteristics indicate that the
transport mechanisms in the two channels are fundamentally different. Such an ex-
ceptional transport behavior was not expected by theory and a conclusive explanation
for its origin is still missing.
In a second approach, the local doping of epitaxial graphene on silicon carbide was
tuned by the intercalation of Germanium. The intercalation of one or two layers leads
to the development of symmetrically n-type or p-type doped graphene islands and
consequently to the formation of p-n junctions at their interface. Scanning tunneling
spectroscopy was used to demonstrate the excellent lateral homogeneity of the dop-
ing levels as well as the extremely narrow length of the p-n junctions. The transport
characteristics of graphene p-n junctions are dominated by Klein tunneling which
manifests in an angular dependent transmission function. The angular dependence
was verified indirectly with a serial connection of two p-n junctions in a polarizer-
analyzer setup.
These results suggest that graphene nanostructures obtained by atomic intercala-
tion and self-organizational growth are of exceptionally high structural and electronic
quality. The observation of mesoscopic transport phenomena at room temperature is
of high interest especially with respect to the implementation of graphene nanostruc-
tures in future electronic devices.
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Z U S A M M E N FA S S U N G
Die siliziumbasierte Mikroelektronik stößt zunehmend an physikalische Leistungs-
grenzen. Aufgrund ihrer besonderen elektronischen Eigenschaften, wie zum Beispiel
skalierbare Bandlücken oder robuste ballistische Transportkanäle, könnten die Nano-
strukturen des zweidimensionalen Materials Graphen zu essentiellen Bausteinen für
kohlenstoffbasierte elektronische Anwendungen werden. Da der Einsatz konventio-
neller Lithographiemethoden eine hohe Defektdichte zur Folge hat, wurden für die
Herstellung von Nanostrukturen in dieser Arbeit alternative Methoden wie selbstor-
ganisiertes Wachstum und atomare Interkalation verwendet. Ein 4-Spitzen-STM er-
laubt Messungen der lokalen Leitfähigkeit mit einer Präzision von bis zu 100nm.
Durch eine gezielte Vorstrukturierung von Siliziumcarbid Substraten kann ein prä-
ferentielles Wachstum des Graphens auf den Seitenwänden von Mesa-Strukturen in-
duziert werden. Die so erzeugten Graphen Nanoribbons zeichnen sich durch eine
hohe strukturelle Qualität aus und zeigen außergewöhnliche Transporteigenschaften.
Ballistischer Transport wurde sowohl bei Raum- als auch Tieftemperatur über Dis-
tanzen von einigen Mikrometern beobachtet. Der konstante Leitwert von 1 e2/h ist
charakteristisch für einen vollständig spinpolarisierten Kanal. Ein zweiter ballisti-
scher Transportkanal tritt nur über kurze Distanzen sowie bei erhöhten Tempera-
turen auf. Die beiden Kanäle unterscheiden sich hinsichtlich Temperatur- und Lo-
kalisierungsverhalten fundamental voneinander. Weder die Existenz zweier unter-
schiedlicher ballistischer Moden, noch die Beobachtung ballistischer Transportphäno-
mene bei Raumtemperatur wurden durch theoretische Vorhersagen bisher erfasst.
Der zweite Ansatz nutzt die gezielte Interkalation von Germanium zwischen die
Graphenschicht und das Siliziumcarbid Substrat. Hierdurch entstehen koexistierende,
symmetrisch n- und p-dotierte Bereiche sowie p-n-Übergänge. Die laterale Homoge-
nität der Dotierniveaus sowie die extrem geringe Breite der p-n-Übergänge konnten
mit Hilfe von Rastertunnelspektroskopie nachgewiesen werden. Das elektronische
Transportverhalten von Graphen p-n-Übergängen wird im Wesentlichen durch das
so genannte Klein-Tunneln bestimmt, welches sich in einer Abhängigkeit der Trans-
missionswahrscheinlichkeit vom Einfallswinkel der Elektronen äußert. Durch die Se-
rienschaltung von zwei p-n-Übergängen konnte diese Winkelabhängigkeit indirekt
nachgewiesen werden.
Aus diesen Ergebnissen kann gefolgert werden, dass durch Selbstorganisation so-
wie Interkalation erzeugte Graphen-Nanostrukturen auf Siliziumcarbid Substraten
sich durch eine hohe strukturelle als auch elektronische Qualität auszeichnen. Der
Nachweis von mesoskopischen Transportphänomenen bei Raumtemperatur ist viel-
versprechend im Hinblick auf die Realisierung ballistischer elektronischer Bauteile.
Schlagwörter
epitaktisches Graphen, Graphen Nanoribbons, ballistischer Transport, Klein-Tunneln
v

A C R O N Y M S
1d One dimension, one-dimensional
2d Two dimensions, two-dimensional
3d Three dimensions, three-dimensional
2pp Two-point probe
4pp Four-point probe
AFM Atomic force microscopy
AGNR(s) Armchair graphene nanoribbon(s)
AM − ZZGNR(s) Antiferromgnetic zigzag graphene nanoribbon(s)
ARPES Angle-resolved photo emission spectroscopy
CCS Confined controlled sublimation
EDX Energy-dispersive X-ray spectroscopy
EFM Electrostatic force microscopy
FM − ZZGNR(s) Ferromagnetic zigzag graphene nanoribbon(s)
GNC(s) Graphene nanoconstriction(s)
GNR(s) Graphene nanoribbon(s)
(L)DOS (Local) density of states
LEED Low energy electron diffraction
LEEM Low energy electron microscopy
ML Monolayer
PCC Perfectly conducting channel
QFSMLG Quasi-freestanding monolayer graphene
SEM Scanning electron microscopy
s − SNOM Scattering-type near field optical microscopy
STM Scanning tunneling microscopy
STS Scanning tunneling spectroscopy
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acronyms
TEM Transmission electron microscopy
UHV Ultra-high vacuum
VRH Variable-range hopping
ZZGNR(s) Zigzag graphene nanoribbon(s)
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I N T R O D U C T I O N A N D P H Y S I C A L B A C K G R O U N D

1
I N T R O D U C T I O N
Silicon technology has dominated electronic applications for more than 60 years now.
However, its unbeatable position arises from the immense knowledge about silicon
processing techniques as well as the vast amount of control over its properties, e.g.
doping. On the other hand Silicon’s electronic properties do not back up this status,
they are rather good enough than ideal for the purpose of building electronic devices.
An ideal future electronic device should feature high operating speed and low heat
dissipation together with large range scalability at room temperature. With regards
to these demands silicon technology already reaches its limits [1].
This shortcoming can be illustrated by the example of the mean free path, which
describes the average distance between randomly distributed electronic scatterers
within a material. It is one of the most important parameters to describe the quality
of an electronic conductor. If the size of an electronic device is below the mean free
path, scattering occurs only at the device boundaries, the transport is referred to as
ballistic. Since the electrons are not scattered randomly, ballistic devices should reach
extremely high operating speeds as well as fast response times. Silicon, on which
most electronic applications are based, has a mean free path of only a few nm. Hence
electrons transported through these devices encounter a large number of scattering
events and the transport regime is called diffusive. Other compound semiconductors
such as GaAs exhibit mean free paths up to 200nm at room temperature. However,
disadvantages such as high processing costs or a low hole mobility (about 400 cm2/Vs
in GaAs compared to about 500 cm2/Vs in Si) have prevented the replacement of sil-
icon by compound semiconductors. Despite the fact that their realization is unlikely
with silicon technology, a number of ballistic electronic devices have been proposed
and realized, e.g. ballistic rectifier [2] or ultra-fast switches [3, 4]. They are synthe-
sized usually by using GaAs/AlGaAs heterostructures which host a two-dimensional
electron gas (2DEG) at their interface. Mean free paths exceeding 160µm have been
reported at temperatures as low as 0.1K [5]. Heterostructures combining AlGaAs
and InGaAs have shown ballistic transport properties even at room temperature [6].
Unfortunately, the rather complex device architecture and synthesis make it unlikely
that such heterostructures will be used for more than niche applications.
On the other hand, carbon-based electronics might be a viable candidate as re-
placement for silicon in high performance applications [7]. Carbon is found in di-
verse structures such as diamond, graphite, buckyballs, carbon nanotubes (CNTs) or
graphene. This diversity in structure comes with a corresponding diversity of, par-
tially even unique, electronic properties. Especially CNTs were believed to catalyze
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the development of carbon-based electronics since their discovery in 1991 [8]. Their 1d
nature and the symmetry of the band structure made them a promising candidate for
ballistic conduction with large mean free paths due to the absence of backscattering
[9, 10]. Indeed, room-temperature ballistic transport over length scales of several µm
has been observed [11, 12]. CNTs of specific crystallographic orientations were also
predicted to exhibit band gaps scaling with the tube diameter [13, 14] and CNT field-
effect transistors were reported early on [15]. Despite all these promising progress,
CNTs are of no relevance in the commercial production of electronic devices until
now. Mass production of CNTs with precise positioning as well as with suitable qual-
ity for device building has not been achieved yet.
Graphene, a single plane of graphite, is a further candidate for future high perfor-
mance electronics. Its peculiar band structure was first calculated by Wallace in 1947
[16] and the prediction of an effective mass of zero for charge carriers in graphene
made its synthesis highly desirable. Experimental research was triggered mainly by
the development of relatively easy production methods such as epitaxial growth on
silicon carbide (SiC) [17] or mechanical exfoliation from graphite crystals [18]. Early
observations of the predicted half-integer quantum Hall effect [19], even at room tem-
perature [20] as well as ultra-high carrier mobilities [21] of about µe = 200.000 cm2/Vs
underlined the tremendous potential of graphene. Further unique phenomena such
as a realization of the Klein paradox [22], reflectionless tunneling of a relativistic elec-
tron through a potential barrier, were proposed [23, 24] and experimentally realized
[25, 26].
Since a graphene sheet is a zero-gap semiconductor possible ways of introducing
band gaps into the material came soon in the focus of research. Band gaps are needed
in all kinds of electronic devices, especially transistors, where high on-off ratios are
essential. The possibility to combine the high electron mobility, already present in
pristine graphene, with a band gap seemed promising. One of the most common ap-
proaches for band gap engineering is the confinement of electrons in narrow ribbons
of graphene, the so called graphene nanoribbons (GNRs). The confinement energy
gap arising in such ribbons oriented in the armchair direction (armchair referring to
the shape of the edge), was predicted to scale with its width [27]. Hence their use
in transistors seemed to be an obvious choice. On the other hand, GNRs oriented in
the so called zigzag direction exhibit electronic states localized in their edges [28, 29].
Perfectly conducting channels were predicted for well-ordered zigzag GNRs which
allow electron transport over large length scales without backscattering [30]. This
makes GNRs a further candidate for realizing room temperature ballistic conduction.
Unfortunately, the synthesis of high quality graphene nanostructures turned out to
be difficult by means of conventional lithography [31–34]. Although alternative etch-
ing techniques such as nanoparticle assisted hydrogen etching [35] or lithography by
means of a scanning tunneling microscope (STM) [36] were shown to create nanos-
tructures with well-ordered edges [37, 38] their relevance is restricted to scientific use.
Hence a non-destructive synthesis process, easily adoptable to industrial production
scales would be of great benefit. In this thesis two routes towards graphene nanos-
tructures by self-organizational processes will be discussed. Both rely on the epitaxial
growth of graphene on SiC which was already reported in 1975 [39] and shown to
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Figure 1.1: Artistic view of four STM tips contacting a graphene nanoribbon grown on a SiC
nanofacet.
produce graphene of very high quality [17, 40, 41]. Furthermore, epitaxial growth was
proposed early on to be the only viable route towards graphene based electronic ap-
plications [42]. One major advantage of this system is that graphene nanostructures
can be selectively grown in the desired shape rather than cut from an extended sheet.
This is possible via preprocessing of the SiC surface by using AlN caps [43] or by
inducing inclined nanofacets which trigger preferential graphene growth [44]. Fur-
thermore, tuning the graphene/SiC interface, e.g. by intercalation of foreign atoms
[45–47] gives rise to modifications of the electronic structure of graphene, e.g. doping.
Selective intercalation can hence induce nanostructures such as potential barriers [40]
on the lattice scale. Both routes, intercalation and growth via self-assembly, shall be
explored in this thesis. It will be demonstrated that they are not only viable in order
to enter the ballistic transport regime, but furthermore provide electronic nanostruc-
tures of exceptional quality.
Despite the quality of the electronic system itself, defining suitable contacts is a
serious issue when dealing with high mobility samples. The resist used for the litho-
graphic definition of contacts is known to induce unintentional doping in graphene
[48–50]. On the other hand, studying ballistic systems requires a careful analysis of
parasitic contact resistances and hence maximum control over the interface between
contact and conductor. To avoid lithographic contacts, a multi-tip STM will be used
in this thesis. It hosts four independent tips which can be used as current and voltage
probes. This ensures a maximum amount of operational freedom concerning probe
geometries and provides fast access to the intrinsic transport properties of any kind
of material. Multi-tip STMs were shown to be suitable to carry out surface trans-
port investigations on numerous systems such as graphene [51], CNTs [52] or silicide
nanowires [53] and even to detect spin signals in Bi films on Si(111) surfaces [54].
However ballistic transport has not been studied so far by means of a multi-tip STM.
This thesis will provide evidence for the first time that mesoscopic transport phenom-
ena are indeed accessible with a multi-tip STM.
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This thesis is divided into 5 parts. After the introduction, part I continues with
chapter 2 which gives a brief overview over the basics of electronic transport. Ballistic
as well as diffusive transport will be compared and the main hallmarks of these two
transport regimes will be highlighted. Special focus is laid on the characteristics of
four-point probe measurements as the main investigation tool used in this thesis. In
chapter 3 the electronic properties of graphene and GNRs shall be reviewed, focusing
especially on the peculiar bandstructures of these systems as well as their transport
properties. The main experimental setup, the multi-tip STM in combination with a
high resolution scanning electron microscopy (SEM), will be briefly introduced in
chapter 4.
The first experimental results will be presented in part II. Epitaxial ML graphene
shall be investigated in detail in chapter 5 as a reference system for the experimental
setup as well as for the following investigations of graphene nanostructure. A vast
number of techniques, e.g. SEM, Raman, tunneling spectroscopy or local transport,
will be introduced and shown to provide reliable access to the electronic properties
of graphene based systems. This knowledge will be further deepened in chapter
6 where defective graphene samples shall be investigated. Nanoinhomogeneities as
well as substrate step edges will be identified as major sources for electron scattering.
Part III then turns to the nanostructuring of graphene. A self-assembling growth
process of epitaxial graphene nanoribbons on pre-processed SiC surfaces will be pre-
sented and reviewed in chapter 7. The outstanding quality of these ribbons will be
underlined by tunneling spectroscopy and STM. Special focus is laid again on elec-
tronic as well as transport characteristics. Evidence will be provided that the ballistic
transport regime is indeed accessible in these structures. In order to gain a better un-
derstanding of the exceptional ballistic transport characteristics, chapter 8 is devoted
to their detailed characterization. Two different ballistic channels will be identified,
which exhibit fundamentally different temperature dependence as well as localiza-
tion behavior. The extreme robustness of one of the channels against temperature
and disorder lets it even survive structural modification of the ribbons. This will be
demonstrated in chapter 9 where narrow constriction are patterned into the sidewall
ribbons by STM lithography. Coherent electronic transport serves as fingerprint for
the high electronic and structural quality of these constrictions, and will be evaluated
experimentally and theoretically.
In a further approach, the interface of the epitaxial graphene will be locally mod-
ified by the intercalation of Germanium. The results will be shown in part IV. The
creation of p-n junctions will be demonstrated in chapter 10. Due to the chemical
rather than electrostatic nature of gating, the junctions can be made ultra narrow
and consequently fully ballistic. The extremely high homogeneity of the intercalated
graphene as well as the p-n potential barriers provide easy access to Klein tunneling
phenomena. They will be probed by local transport in chapter 11 in single as well as
serial connections of multiple p-n interfaces.
In part V, a summary of the content of this thesis will be provided in chapter 12
together with an outlook on future follow-up research projects in chapter 13.
A brief description of all measurement methods which were used during the work
on this thesis can be found in the appendix A.
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E L E C T R O N I C T R A N S P O RT
The transport properties of any nanodevice depend critically on characteristic length
scales, namely the electronic mean free path λe and the phase coherence length λΘ.
The electronic mean free path is the distance which an electron can travel between
scattering events, while the phase coherence length is the distance over which quan-
tum coherence is preserved. For simplicity the nanodevice shall be represented by
two ideal contacts (meaning ideally injecting and extracting current) connected by an
active region of length L and width W limiting the current flow through the system
due to λe and λΘ. In this simple picture three transport regimes can be identified.
First, if the electronic mean free path as well as the phase coherence length are much
shorter than the width and length of the active region, a large number of elastic
and inelastic scattering events occur while the electron travels through the sample
(cf. fig. 2.1(a)). This transport regime is called diffusive and can be described essen-
tially by Boltzmann theory, which will be discussed later on. Increasing the mean
free path and the phase coherence length such that W  λe < L  λΘ leads to the
second transport regime called quasi-ballistic. As depicted in fig. 2.1(b) the electron
undergoes less elastic and no inelastic scattering. Hence, transport is phase coherent
as well as ballistic in one direction. Increasing the mean free path further, finally,
W,L  λe, λΘ and the system is fully ballistic. The only scattering events that occur
are reflections from the boundaries of the active region. This means that the electron
trajectories can be controlled by an appropriate shape of the device.
From these first considerations it is clear that the ballistic transport regime can be
reached via two ways, increasing the mean free path of the electrons or decreasing
the size of the sample. The first approach will be realized later on in part III using
sidewall graphene nanoribbons with mean free paths in the order of several µm. On
the other hand, in part IV ballistic transport through graphene p-n junctions will be
presented which was realized by an extreme narrowing of the lateral dimension of
the p-n interface. In the following, basic concepts of electronic transport, which will
be needed for the interpretation of the measurements later on, shall be discussed in
more detail.
2.1 D I F F U S I V E T R A N S P O RT
Focusing again on the simple picture of a conductor connected to two ideal contacts
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Figure 2.1: Schematic illustration of electron trajectories in the (a) diffusive, (b) quasi-ballistic
and (c) ballistic transport regime.
voltage is shown in fig. 2.2(b). The bias voltage V causes an electric field ~ε = x̂V/L
which accelerates the electrons in the conductor. In the diffusive transport regime the
mean drift velocity is given by
~vd = µ~ε (2.1)
with µ being the mobility of charge carriers. A current density~J can be defined as the





It is obvious that dQ = nqvd dt /W [55] with a carrier concentration n. Hence, the
current density can be written as
~J = nq~vd . (2.3)
On the other hand, following Ohm’s law the current density is related to the electric
field via
~J = σ~ε . (2.4)
This results finally in the well-known expression for the conductivity
σ = qnµ . (2.5)
Some further remarks are required for the case of a degenerate conductor at low
temperatures. The expression of the current density ~J in eq. 2.3 is valid for any ho-
mogeneous conductor and implies that all conduction electrons are contributing to
the drift current. However at low temperatures (kBT  Ef − E0) the measurable net
current is only carried by the electrons energetically close to the Fermi energy [56].
This is depicted in the dispersion relation in fig. 2.2(c). An electric field ~E applied to
the system shifts the distribution function of the electrons in direction of the field.
This defines quasi-Fermi levels E+fq for electrons moving in the direction of ~E and E
−
fq
for the opposite direction. Electrons in states below E−fq can carry no current because
these states are completely filled. For E−fq < E < E
+
fq the −k states are empty but the
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2.1 diffusive transport































Figure 2.2: (a) Schematic illustration of a conductor with left and right contact. (b) Band dia-
gram under application of a bias voltage between the contacts showing the origin
of drift current. Elefq (E
ri
fq) denotes the quasi-Fermi levels of the left (right) contact
and Ele0 ,E
ri
0 the bottom of the subband. (c) Dispersion relation E(k). Electrons car-
rying a net current are indicated in light blue. Adapted from [56].
+k states are filled. Hence, these electrons can carry a net current. The separation of
the quasi Fermi levels is related to the electric field by the following expression [56]
E+fq − E
−
fq = 2e ε λe . (2.6)
This result is intuitively clear since it means that the separation of the quasi-Fermi
energies is proportional to the energy an electron gains in the electric field while trav-
eling a distance as long as its mean free path. The fact that the current is carried only
by electrons close to the Fermi level is a major simplification for the understanding
of transport properties at low temperatures, because not all electrons but only those
close to the Fermi energy need to be considered [56].
2.1.1 four-point probe measurements on diffusive conductors
Measuring the resistance R of a diffusive conductor is usually done by using a four-
point probe (4pp) setup as depicted in fig. 2.4(a). The reason for the usage of four
probes becomes immediately clear by comparing it with a two-point probe measure-
ment (2pp). In this case, every probe serves as current (I) source as well as voltage




= 2Rprobe + 2Rcontact + Rsample (2.7)
and hence the sum of the resistance of the probes itself Rprobe, the contact resistance
Rcontact and the resistance of the sample Rsample. Thus, the determination of Rsample
requires knowledge of the exact values of Rprobe and Rcontact which is hard to achieve
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Figure 2.3: Schematic representation of the setup of (a) one (b) two and (c) four probes for
the calculation of the resistance in a 4pp measurement (cf. eq. 2.16).
as current and voltage probes. Two of the probes drive a current through the sample
while the voltage drop is measured simultaneously with the other two probes as
depicted in fig. 2.4(a). The current flowing through the voltage probes is practically
zero due to the high input impedance of the voltmeter. Hence, the voltage drop over
probes and contacts can be neglected and the measured resistance is equal to Rsample.
For an actual transport measurement, it is important to keep in mind that this can
of course only hold true as long as the input impedance of the voltmeter is large
compared to the contact resistance.
To calculate the resistivity in a 4pp measurement, a uniform and infinite sample is
assumed. For a single tip the corresponding electric field is given by




where ρ is the resistivity of the sample and r the distance to the tip. A corresponding















































































In the special case of an equidistant probe spacing (L = L1 = L2 = L3), the mea-










2.1.2 geometric correction factors
It is important to note that eq. 2.16 is only true for an infinitely large sample with a ho-
mogeneous conductivity. As soon as L is in the order of the geometric dimensions of
the sample, correction factors F1, F2, F3 need to be taken into account (ρ = R F1F2F3).
The most important case for the measurements discussed later on, is the consider-
ation of a sample with a thickness d  L. This corresponds to two-dimensional
conductivity. The correction factor F1 accounting for a small sample thickness is in
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Figure 2.4: (a) Schematic of a 4pp measurement in linear configuration. Current paths are
shown as black dotted lines. (b) Correction factor F2 for a 4pp measurement on a
square sample with width W and probe spacing L. (c) Correction factor F31 and
F32 for a finite distance of the probes to a conducting and non-conducting sample
boundary. s is the distance of the probes relative to the edge of the sample.
Typically, a two-dimensional sheet is characterized by its sheet resistance Rs = ρ/d,
the resistivity of the sheet averaged over its thickness. Using eq. 2.18, the following





Thus in 2d the resistance is independent of the probe spacing. This is in contrast
to the three-dimensional case where R ∼ 1/L and also to diffusive transport in one
dimension where R ∼ L [58].
The implementation of additional correction factors F2 and F3 is necessary if the
lateral sample dimensions are in the order of the probe spacing (F2) or if the probes
are placed close to the boundaries of the sample (F3). Examples for F2 and F3 are
plotted in fig. 2.4(b, c). Since finding the exact correction factors can be difficult and
error-prone, a widely used alternative approach for the determination of sheet resis-
tances is the so called dual configuration method. It relies on the measurement of
current-voltage characteristics in two measurement configurations in which current
and voltage probes are interchanged. An example for an appropriate combination
of configuration A and B is shown in fig. 2.5. From these measurements, the sheet





Rs = 1 (2.20)
where RA (RB) is the resistance measured in configuration A (B). Besides an easily





Configuration A Configuration B
Figure 2.5: Probe configurations A and B used for dual configuration measurements.
discriminate between 2d and 1d conductance. A continuous conductive (2d) sheet
yields a resistance ratio RA/RA = ln(4)/ln(3) while 1d conductance manifests in a
resistance ratio RA/RB = 1 [60].
A final remark shall be made on behalf of anisotropic conductivity in a thin sheet.
In case that the conductivity of the sheet is homogeneous, the anisotropy is an intrin-
sic property of the sheet itself. The measured resistance in a linear 4pp arrangement







for probe arrangement along the x-axis of the sample. It is independent of the orienta-
tion of the sample [62]. The situation is different for an inhomogeneous surface where
the anisotropy stems from extrinsic influences such as step edges. Here, the measured
conductivity depends on the orientation of the sample relative to the probes [63].
Thus, by means of a linear 4pp measurement the different sources for anisotropy can
be distinguished. However, it is not suitable to determine the exact values of the di-
rection dependent conductivities σx, σy of a homogeneously conductive sheet. Only
a geometrical mean value of the conductivities can be obtained. This problem can
be solved by arranging the probes in a square rather than linear configuration. Two
adjacent probes serve as current source and the voltage is measured with the other
two probes. In such a square 4pp setup the measured resistance for alignment of the













Alignment along the y-axis interchanges σx and σy in the equation. Hence, two differ-
ent resistance values are measured for different alignment of the probes which allows
to obtain the exact values of σx and σy, in contrast to the linear setup.
2.2 B A L L I S T I C T R A N S P O RT
As soon as the mean free path of the electrons is smaller than the dimensions of the
samples the electrons start to travel ballistically. This has important consequences on
conductance measurements performed in this regime. The same model which was
13
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Figure 2.6: (a) Schematic illustration of a ballistic wire with left and right contact. (b) Electron
dispersion within the contacts and the ballistic wire. Within the contacts the den-
sity of subbands is extremely high such that they appear continuous. The narrow
wire exhibits only few subbands. (c) Band diagram showing the variation of the
quasi-Fermi level Efq along contacts and wire. Adapted from [56].
used before, a conductor connected to two ideal contacts, is again sufficient for the
following considerations. The conductor is now narrow, meaning that the dispersion
relation consists of only a few modes and λe  L,W. The application of a bias voltage
to this conductor results in a splitting of the quasi-Fermi levels of the left and right
contact Elefq − E
ri
fq > 0 (cf. fig. 2.6(b)). Since the contacts are assumed to be ideal no
reflection occurs when electrons enter the conductor. This has the consequence that
+k (−k) states in the conductor are occupied only by electrons from the left (right)
contact. Hence, an electron coming from the left (right) contact populates a +k (−k)
state in the conductor and leaves the conductor into the right (left) contact without
reflection. Inside the contacts, the subband density is very high resulting in almost
equal quasi-Fermi levels for +k and −k states independent of the current flow. Inside
the narrow conductor, where only a few subbands are present, an applied bias voltage
results in a splitting of the quasi Fermi-levels for +k and −k states E+fq − E
−
fq = eV .
Furthermore, the quasi-Fermi level of the +k (−k) states in the conductor is equal
to the quasi-Fermi level in the left (right) contact [56] as shown in fig. 2.6(c). This is
reasonable since a shift of the quasi-Fermi level of the left (right) contact has no effect
on the quasi-Fermi level of the −k (+k) states in the conductor. Thus, a shift of the
14
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quasi-Fermi energy of the left (right) contact has to result in an equal shift of the +k
(−k) states. Upon these consideration the calculation of the current is straightforward
by simply summing up the currents carried by the individual subbands. The net
current is the difference between the right moving electrons generating current I+
and the left moving electrons (I−)




































The factor of 2 in eq. 2.25 accounts for the spin degeneracy. M is the number of
modes within the conductor. In the last step, M is assumed to be constant in the
energy range Elefq > E > E
ri






















Hence the conductance of a ballistic wire is quantized and increases with the number
of modes.
So far, only the value of the conductance was considered but not the location of
the associated voltage drop. As already discussed, the quasi-Fermi level of the +k
(−k) states is equal to that of the left (right) contact as shown in fig. 2.6(c). This
implies that the average value of the quasi-Fermi level shows an equal drop at the
conductor/contact interface. Thus the resistance of a ballistic wire is caused by a
voltage drop at the interface. The resistance of a ballistic conductor is solely a contact
resistance.
Up to now, perfectly conducting channels were assumed where every electron in-
jected in the left transmits to the right. For imperfect channels eq. 2.27 can be written







This formula is known as the Landauer expression.
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T1T2(1-T )1 (1-T )2
(1-T )2(1-T )1 (1-T )1
Figure 2.7: (a) Schematic illustration of a ballistic wire with two scattering centers with trans-
mission probabilities T1 and T2 in serial connection. (b) The net transmission
through the two scattering centers is obtained by summation over the transmis-
sion and reflection coefficients. Adapted from [56].
2.2.1 multiple scatterers
Now, a serial connection of conductors with different transmission probabilities T
can be considered. The setup is depicted in fig. 2.7(a) for two scattering centers with
transmission probabilities T1 and T2. In the trivial case of T1 = T2 = 1 the measured
resistance is the same as in absence of the two scattering centers R = h/2e2. If now
T1, T2 < 1, a simple guess would be to just multiply the transmissions to get the
overall transmission. But this would only account for the direct transmission of an
electron and completely neglect multiple reflections [56]. It is indeed necessary to
sum up all individual transmission probabilities for zero and multiple reflection to
get the overall transmission. This is indicated in fig. 2.7(b). Hence, the overall trans-
mission is given by








Since (1− T1)(1− T2) < 1 the sum is a simple geometric series which yields
T =
T1 T2
1− (1− T1)(1− T2)
. (2.30)










This additive behavior of two scattering centers can be easily expanded to N scatter-







which yields a total transmission of
T(N) =
TN
















The quantity of λ0 is directly related to the mean free path λe. The probability of
scattering by an individual scatterer is (1− TN). Assuming that TN ≈ 1 it follows that






≈ λ0 . (2.36)
This is of course only true as long as the individual scatterers have a transmission
probability close to 1.















splitting it up into the contact resistance h/2e2M and the resistance of the conductor
itself. Furthermore, with eq. 2.35 the resistance can be written as a function of the























Thus, for additional scatterers present in the ballistic conductor, the resistance is ex-
pected to linearly increase with the wire length with an offset of h/2e2M at L = 0.
2.2.2 localization
So far, the possibility of interference between scatterers was neglected and the elec-
trons were treated as classical particles. However, this is not sufficient in a sample
where the phase coherence length exceeds the mean free path. In this case the sam-
ple can be treated as series of phase-coherent units each containing many elastic
scatterers [56]. The interferences between the scatterers lead to an overall increased
resistance of the conductor which is called localization. In the absence of quantum in-
terferences eq. 2.38 was derived to relate the resistance R with the conductor length L,
by making use of the incoherent serial connection of scatterers according to eq. 2.30.
Such an expression can be found in a similar manner including quantum interference.









where Θ is the phase shift acquired from scattering with both scatterers. The resis-
























RΘ is normalized to h/2e2. Eq. 2.40 implies that RΘ = R1+R2+ 2R1R2, a combination
of the individual resistances of the two scatterers. If now a short section of length ∆L
is added to a section of length L, and R1 = R(L) and R2 = ∆L/λ0, this results in




















The resistance R(L) is still normalized to h/2e2. Eq. 2.43 predicts an exponential
increase of the resistance rather than a linear one if the wire is long enough. It should
be kept in mind that the averaging over individual scatterers of course only works as
long as their scattering behavior is not too different. The scaling law given in eq. 2.43
is a mean resistance value and cannot account for all possible scattering arrangements.
Since the resistance varies exponentially with length, adding an additional resistor to
a given one can result in large fluctuations of the measured resistance. A detailed
discussion concerning these issues can be found in [64, 66].
As long as the length of a phase coherent conductor is much smaller than the
localization length L0 = Mλ0, where M denotes the number of modes in the wire,










= Rcl +∆R. (2.44)
Here, L0 can be replaced with λ0 in case of a single mode wire. The first term L/L0 is
the classical resistance Rcl = L/L0 which increases linearly following Ohm’s law, and
the second term ∆R = R2cl is the correction due to quantum interference. Consequently,
















= −1 . (2.45)
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Hence quantum interferences will reduce the resistance by 2 e2/h in the regime of
weak localization.
If the phase coherence length exceeds the localization length, the system is called
strongly localized. The disorder within the conductor is so strong that no diffusion
of the electron waves is present any longer. One important step is now to relate the
conductivity of a strongly localized system with its temperature. This can be done
using the variable range hopping model by Mott [67]. An electron which is strongly
localized close to the Fermi level can hop from one localized site to another when
receiving a sufficient activation energy from a phonon or an external electric field.
The hopping electron will always try to minimize the hopping distance r and the
activation energy ∆E needed. Since these conditions will usually not be satisfied at





− ∆EkBT . (2.46)







where dim denotes the dimension of the system and Tm is the characteristic Mott
temperature. The Mott temperature is related to the localization length L0 and the
density of (defect) states at the Fermi energy D(Ef). In 2d for example, this relation







Hence, measuring the temperature dependent conductivity in the regime of strong
localization is a possible pathway to deduce the dimensionality and the localization
length of an electronic system.
2.2.3 four-point probe measurements on ballistic conductors
In section 2.1.1 a 4pp setup was identified as essential in order to obtain the exact
conductivity of a sample without the parasitic influence of the contact resistances. In
contrast, the previous section has shown that for a ballistic conductor the quantized
contact resistance is actually the interesting property one wants to obtain. Hence mea-
suring with only two contacts is sufficient to see the quantized conductance stemming
from the ballistic nature of transport. Since only a contact resistance is present when
measuring an ideal ballistic conductor, no dependency on the contact or probe spac-
ing is expected (ideal referring to a transmission T = 1). A length dependence can
be present in case of additional scatterers within the conductor (cf. eq. 2.38). But in

























Figure 2.8: (a) Schematic illustration of a ballistic wire with left and right contact and two
voltage probes. The scatterer X has the transmission T . (b) Band diagram showing
the variation of the electrochemical potential along contacts and wire. For sim-
plicity the electrochemical potential in the left contact is set to 1 and in the right
contact to 0. Adapted from [56].
This leaves the question if a 4pp measurement on a ballistic conductor is anyhow
necessary or useful. To answer this question, the resistance in a 4pp setup on a bal-
listic conductor shall be evaluated. The 4pp arrangement is shown in fig. 2.8(a). It
consists of a ballistic conductor with a scatterer in the center which has a transmis-
sion probability of T < 1, the left and right contact and two voltage probes. No current
is applied between the voltage probes similar to a 4pp measurement in the diffusive
regime. Fig. 2.8(b) shows the variation of the electrochemical potential across the con-
ductor. The situation is essentially the same as the one shown in the beginning of
this section in fig. 2.6(c) except for the additional scatterer. For simplicity the electro-
chemical potential in the left (right) contact is set to 1 (0). The +k states enter the
ballistic conductor from the left contact without any change and they leave the ballis-
tic conductor into the right contact with a step-like decrease to the chemical potential
present in the right contact (0 here). At the scatterer an additional drop is observed
which lowers the electrochemical potential from 1 to T accounting for the limited
transmission through the scatterer. The electrochemical potential of the −k states in
between the left contact and the scatterer is 1− T , due to backscattering. The voltage
probes measure the local electrochemical potential of either the +k or the −k states,

















In the absence of a scatterer (T = 1) R = 0. This is a reasonable result, since the
4pp measurement is designed for the purpose of measuring voltage drops without
the influence of contact resistances. In a fully ballistic conductor with T = 1 voltage
drops are only present at the contact interface and there is nothing to detect for the
4pp measurement.
So far, the voltage probes were assumed to be identical in the sense that their
coupling to the +k states is the same as to the −k states. If voltage probe 1 in fig.
2.8(a) couples only to the −k states and voltage probe 2 only to the +k states, the
measured resistance is given by [56]
R4pp =








This would lead to even negative R4pp if T > 1/2. As soon as the voltage probes do
not couple identically to +k and −k states a measurement will not yield the resistance
given by eq. 2.50 but can give any value h
2e2M
1−2T






An easy way to to calculate currents and corresponding resistances in multi-terminal
devices was developed by Büttiker [69, 70]. Since there is no qualitative difference






Tn,m Vm − Tm,n Vn (2.52)
where Tn,m is the transmission probability from probe n to m. The transmission






to make sure that the current is zero when all potentials at the probes are equal. For
a 3pp device this results in the following relation I1I2
I3
 = 2e2h
 T1,2 + T1,3 −T1,2 −T1,3−T2,1 T2,1 + T2,3 −T2,3







For a 4pp the voltage at one of the terminals can be set to zero (for example V4 = 0),
giving the following matrix equation I1I2
I3
 = 2e2h
 T1,2 + T1,3 + T1,4 −T1,2 −T1,3−T2,1 T2,1 + T2,3 + T2,4 −T2,3






Every current and thus, also every resistance in a 3pp or 4pp device can be easily
obtained from these two equations.
2.2.5 probe invasiveness
A final remark concerns the invasiveness of the voltage probes. A probe which is
strongly coupled to the conductor may destroy phase coherence. Electrons which
enter the probe are injected back into the system losing any information regarding
the phase [71, 72]. To avoid this, weakly coupled probes, meaning large resistances
between the voltage probes and the conductor, are required. As depicted in fig. 2.9(a)
the invasiveness can be understood in general as a transmission probability separat-
ing the probe from the ballistic conductor. If electrons now travel from the left to
the right contact they have a probability P (the invasiveness) to enter the probe. The
phases of the electrons entering the probe are randomized before they are reinjected
into the conductor. This means that an invasive voltage probe acts as a phase breaking
scatterer [56]. The reinjected electrons can either proceed to travel to the right contact
or go back to the left contact. Hence the total transmission from left to right contact
has two components, one from the coherent and one from the incoherent transport.








with the elastic transmission probability Tel accounting for electrons traveling directly
from left to right contact without entering the voltage probe and Tin accounting for the
inelastic transmission probability of electrons which entered the voltage probe. For a
non-invasive probe no electrons enter the voltage probe and Tin = 0. This corresponds
to the case of normal 2pp ballistic conduction given in eq. 2.27. Alternatively, Rl,r2pp








Tr,l Tv,l + Tr,l Tv,r + Tv,l Tr,v
(2.57)
where Tn,m indicates the respective transmission coefficients between left contact (l),










Left contact Right contact
Figure 2.9: (a) Schematic illustration of an invasive voltage probe of invasiveness P in contact
with a ballistic conductor. (b) Resistance ratio R4pp/R2pp for a ballistic conductor
with T = 1 according to eq. 2.64.
Since the elastic transmission is obviously Tel = Tl,r an expression for Tin can be





This directly implies that the additional voltage probe simply acts as an inelastic












For a ballistic conductor with globally perfect transmission Tv,l = Tv,r = 1 eq. 2.59
predicts a doubling of the 2pp resistance in the presence of an additional voltage
probe. This is the classical addition of serial resistors. Thus, a fully invasive voltage
probe has the same effect on the 2pp resistance as a scattering center with T = 1/2.
Eq. 2.56 can also be easily rewritten with respect to the invasiveness P for the
case of a perfect ballistic conductor. P is a measure of the probability with which an
electron enters the voltage probe. Consequently, the elastic transmission probability















An interesting quantity is the resistance ratio between the additional resistance from
the invasiveness of the voltage probe Rinv and the actual quantized contact resistance
R0 = h/2e
2 which is measured when no voltage probes are attached. The contribution
of the invasive probe to the overall resistance Rinv can be obtained by subtracting the















This considerations regarding invasiveness can be done in a similar manner for
a 4pp setup. Now the conductor is contacted with a left contact (l), a first voltage
probe (v1), a second voltage probe (v2) and the right contact (r). First, the resistance
needs to be expressed in terms of the individual transmission coefficients between












Again, the transmission of the wire itself was assumed to be perfect. The transmis-
sion between left (right) contact and the first (second) voltage probe is obviously
Tl,v1 = Tv2,r = P while for the other two Tv1,r = Tl,v2 = P(1 − P). Therefore, R4pp is














which is the same result as for the case of just one voltage probe which was obtained
in eq. 2.61. Eq. 2.64 has important consequences. In the extreme case of fully inva-
sive voltage probes with invasiveness P = 1, the probes itself separate the narrow
conductor into three equal pieces [74]. Consequently, a 4pp measurement with fully
invasive probes yields the same result as a 2pp measurement, R4pp/R2pp = 1. In con-
trast, non-invasive voltage probes (P = 0) on a ballistic conductor with T = 1 lead to
R4pp/R2pp = 0 which is consistent with eq. 2.50. Hence, by performing a 4pp mea-
surement on a ballistic conductor, the invasiveness of the probes can be determined.
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G R A P H E N E A N D G R A P H E N E N A N O R I B B O N S
3.1 G R A P H E N E
Graphene is a monoatomic layer of carbon atoms arranged in a honeycomb lattice.
Both its structural as well as its electronic properties make it a viable candidate for
high-performance applications in almost all technological branches. A short review
of the peculiar properties of graphene and graphene nanostructures shall be given in
this chapter.
3.1.1 structural and electronic properties of graphene
The carbon atoms within a graphene sheet are sp2 hybridized. Every atom features 3
in-plane sp2 orbitals with an angle of 120◦ relative to each other and a 2pz orbital in
perpendicular direction (cf. fig. 3.1(a)). Arranging these atoms in a hexagonal lattice
leads to in-plane covalent σ bonds stemming from the sp2 orbitals as well as out-of-
plane π bonds as depicted in fig. 3.1(b). The non-local charge carriers in the π bonds
are responsible for most of the unique electronic properties of graphene. The bind-
ing energy between carbon atoms within one layer is by far larger than the binding
energy in between the layers (4.3 eV compared to 0.07 eV). This is the reason why the
mechanical exfoliation of graphene layers from graphite crystals works surprisingly
well and produces well-ordered graphene flakes on a µm scale [75]. The crystal struc-
ture of graphene is a triangular lattice with a base of two atoms per unit cell [76].
The graphene lattice is shown in fig. 3.1(c). Its unit cell is defined by the two lattice












with a lattice constant a = |~a1| = |~a2| ≈ 2.46Å.
The corresponding reciprocal lattice is shown in fig. 3.2(a). Of particular impor-
tance are the corners of the first Brillouin zone. The points K and K ′ are inequivalent
due to the two sublattices of the graphene structure. Their location in reciprocal space






































Figure 3.1: (a) Schematic of an sp2 hybridized carbon atom in side and top view. (b) Single
hexagon of a graphene lattice. In-plane σ and out-of-plane π bonds are indicated.
(c) Graphene lattice with sublattices A and B indicated by green and red carbon
atoms. The unit cell defined by the lattice vectors ~a1 and ~a2 is shown. The lattice
constant a = |~a1| = |~a2| ≈ 2.46Å.
The band structure of graphene can be calculated in the tight-binding approxima-
tion [16]. Since the energy bands arising from the σ bonds are energetically separated
















s,ibs,j + h.c. (3.3)
with units chosen such that  h = 1 for simplicity. Here, as,i (a
†
s,i) describes the an-
nihilation (creation) of an electron carrying spin s on site ~Ri on sublattice A. In the
same manner, bs,i (b
†
s,i) describes the annihilation (creation) of an electron carry-
ing spin s on sublattice B. Furthermore, th and t ′h are the nearest- and next nearest-
neighbor hopping energies. Hopping between nearest-neighbors requires the electron
to change the sublattice while for next nearest-neighbour hopping it can stay in its
original sublattice. Hence it is intuitively clear that th > t ′h with th ≈ 2.8 eV and
−0.02 eV 6 t ′h 6 0.02 eV. This results in the energy bands [16]
E(~k) = ±th
































The band structure is shown in fig. 3.2(b). At each of the corners of the first-order
Brillouin zone (K, K ′) the valence and conduction bands touch in exactly one point.
Away from the Dirac points valence and conduction band are well separated energet-
ically. Due to this unique band structure, graphene is often referred to as a “zero-gap















Figure 3.2: (a) Reciprocal lattice of graphene showing the Γ , K, K’ M point as well as the re-
ciprocal lattice vectors ~b1 and ~b2. (b) Electronic dispersion in the graphene lattice
obtained from the tight-binding model. The zoom shows the dispersion close to
the Dirac points.
is equal to the Fermi energy in case of an undoped graphene sheet. In the vicinity of
the K and K ′ points the dispersion relation can be approximated by [76]
E(~k) = ± hvf|~k− ~K| (3.5)
where the Fermi velocity vf ≈ 106 ms . Compared to a free electron gas where
vf = k/m =
√
2e/m ( h = 1) (3.6)
the Fermi velocity of graphene does not depend on the energy or momentum and
the dispersion relation is essentially linear in the vicinity of the K and K ′ points. Due
to this linearity these points are called Dirac points. The reason for this name lies in
the fact that the electrons near the Dirac point obey the 2d Dirac equation
 hvf ~k~σ ~Ψ(~r) = E~Ψ(~r) (3.7)
where ~σ = (σx,σy) stands for the Pauli matrices. The wave functions around K and
















These wave functions are related by time-reversal symmetry. Furthermore, upon ro-
tation the phase Θ changes by π, which is referred to as “Berry’s phase” [76]. There-
fore, the wave function is a spinor close to the Dirac points. This spinor characteristic
has its origin in the sublattice structure of the graphene lattice. The wave functions
ΨK,K ′(~r) are also eigenstates of the helicity operator ĥ = 1/2~σ ·~(p)/|~p|. Helicity is de-
27
graphene and graphene nanoribbons
K K'
Figure 3.3: Spin (green arrows) and pseudo-spin (red arrows) directions at the Dirac points K
and K ′.









This directly implies that electrons (holes) have a positive (negative) helicity and that
~σ has its two eigenstates in or against the direction of momentum ~p [76]. Thus the
helicity of states near the Dirac points is well defined. It is important to note that
the helicity of the eigenstates is not due to the electronic spins but solely due to the
spinor characteristic of the two component wave function. For a better discrimination
between this variable and the real electronic spin, it is often referred to as pseudo-
spin. The spin and pseudo-spin texture of graphene at K and K’ is visualized in fig.
3.3.
One further conclusion can be drawn from eq. 3.7. It is not only equivalent to
the Dirac equation but even to the Dirac-Weyl equation, a special case for massless
relativistic fermions. Due to this formal equivalence the charge carriers in graphene
can be described as massless ultra-relativistic particles, often referred to as Dirac
fermions.

































































Figure 3.4: (a) DOS of graphene per unit cell from eq. 3.10. (b) Zoom into the DOS close to
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(
1+
∣∣∣ Eth ∣∣∣)2 − ((E/th)2−1)24 , −3t 6 E 6 −th ∨ t 6 E 6 3th
. (3.12)
F is the complete elliptic integral of the first kind. Fig. 3.4(a) shows the DOS. In eq.
3.5 the Energy dispersion near the Dirac points was found to be linear with ~k. Close







In the vicinity of the Dirac points the DOS is linear with D(E) ∝ |E| as shown in fig.
3.4(b).
As concluding remark for this section, the charge carrier densities n for electrons
and p for holes in a graphene sheet, dependent on the Fermi energy and temperature,
shall be derived. Such an expression will become useful in order to extract mobilities
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Figure 3.5: (a) Carrier density n,p in a graphene sheet plotted versus the Fermi energy rela-
tive to the Dirac point. (b) Carrier density n,p in a graphene sheet plotted versus
temperature at a Fermi energy of Ef = 360meV.
with the Fermi-Dirac distribution f(E). Introducing the two variables u = E/kBT and

























for j = 1 and Γ is the gamma function. In fig. 3.5(a) the charge carrier densities are
shown with respect to the Fermi level. Negative (positive) Fermi energies refer to p (n)
doped graphene. With |Ef|→ 0 n and p decrease reaching a minimum value at charge
neutrality. This minimum charge carrier concentration is drastically decreasing when
going from room temperature to low temperatures. On the other hand, away from
charge neutrality there is almost no temperature effect present. As an example the
charge carrier density for Ef = 360meV is shown in fig. 3.5(b). This is a typical charge
carrier density found for epitaxial graphene on the Si-face of 6H-SiC (cf. chapter 5).
It is almost temperature independent, only increasing about 1.6× 1011 cm−2 when
increasing the temperature from T < 5K to room temperature.
3.1.2 electronic transport in graphene
The general expression for the diffusive conductivity σ = qnµ (cf. eq. 2.5) can also be
applied to graphene. By means of the Boltzmann equation [76, 78]
σ = 4e2D(E)Ξ (3.17)
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with the DOS close to the Dirac point D(E) given by eq. 3.13 and the diffusion coeffi-




kf λe . (3.18)
Here, it was used that |E| =  hvf
√
n and λe = vf τ. Combining eq. 2.5 and eq. 3.18, the






This expression is very useful since it depends only on µ and n which are relatively
easy to obtain experimentally, and hence provides an easy access to the mean free
path via transport experiments.
Eq. 3.18 holds true for large carrier densities, away from charge neutrality. For
low carrier densities, it was already predicted in 1994 by Ludwig et al. that even
at zero carrier density a finite conductivity of σmin = 4e2/πh should remain [79].
Early transport experiments, however, observed a minimum conductivity close to
σmin = 4e
2/h [80]. Due to the resemblance of this value with the resistance gained
from ballistic transport theory (cf. eq. 2.28), this conductivity value was first believed
to be universal. Later on, it was indicated that there is no universal character in this
value but it is rather a consequence of the impurity concentration in the graphene
sheet itself [78]. A conductivity of σmin = 4e2/πh was indeed experimentally found
for short and small graphene strips of length L < 500nm and aspect ratios W/L > 4
[81]. Transport in this regime was characterized as ballistic. In devices with larger
contact separation, transport was diffusive and conductivities close to σmin = 4e2/h
were found.
3.1.3 klein tunneling
A conventional tunneling setup consists of an electron traveling through a poten-
tial barrier via quantum mechanical tunneling. It is characterized by a tunneling
probability which is exponentially decaying with the height and the width of the
barrier. In contrast to this conventional tunneling effect Klein predicted in 1929 that
for a relativistic electron obeying the 3d Dirac equation the tunneling probability is
independent of the height and width of the barrier [22]. This effect is referred to
as “Klein paradox”. Furthermore, the tunneling probability can even reach 1 which
means a perfect transmission of the electrons through the barrier. A similar effect can
be observed for electrons in graphene, hence for electrons which obey the 2d Dirac
equation. This effect is known as “Klein tunneling”.
The potential step required for the realization of Klein tunneling phenomena can
be obtained by bringing a n-type doped graphene sheet in contact to a p-type doped
sheet. The corresponding setup is depicted in fig. 3.6(a). The height of the potential
step is given by the energy difference between the Dirac points of p- and n-type
doped graphene. In case of the symmetric junction shown here, the Fermi energy is
half of the potential height Ef = V0/2. In the following, for simplicity, always such
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Figure 3.6: (a) Band diagram across a sharp n-p potential step. An electron in the n doped (p
doped) region is indicated as light blue (light red) circle. The direction of motion
of the electron is indicated by the red and blue arrows. (b) Band diagram across a
smooth n-p potential step. The total length of the p-n junction is 2 tnp.
symmetric junctions shall be considered. The junction can be further classified with
respect to the length 2 tnp. Length meaning the distance on which the doping changes
from n-type to p-type or vice versa. The junction length can be set in relation to either
the lattice or the Fermi wavelength scale. On the lattice scale every junction for which
tnp  a is smooth, implying that no inter-valley scattering is present in the junction
[82] since the distance between K and K’ is ∼ 1/a. All junctions discussed in the
following are of this type, smooth on the lattice scale.
A second classification relates to the Fermi wavelength scale. If kftnp  1 the junc-
tion is classified as sharp, if kftnp  1 the junction is smooth (cf. fig. 3.6(b)). The
reason for this classification will become clear in an instant. First an electron shall
be considered which moves within the conduction band of the n-type area and hits
the potential barrier. The electron is transmitted into the step as an electron in the va-
lence band. Since the electron has to maintain its moving direction (which is opposite
to its momentum) the momentum of the electron inside the step has to be reversed
[82]. Additionally, an electron hitting the potential step with normal incidence cannot
backscatter. This is intuitively clear since backscattering would involve a reversal of
the momentum ~k → −~k and hence also a reversal of the pseudo-spin ~σ → −~σ. As
discussed earlier, the potential step is not a source for inter-valley scattering (and
therefore pseudo-spin reversal) since it is smooth on the lattice scale. By this means,
the momentum cannot be reversed and, for normal incidence, no backscattering is al-
lowed resulting in a transmission probability T = 1. This is true for smooth as well as
sharp potential steps (with “smooth” and “sharp” referring to the wavelength scale).
This absence of backscattering is what most often is called “Klein tunneling”. It is
important to note that, despite the name, this is not a tunneling effect in the quantum
mechanical sense. It does not involve a classically forbidden region or evanescent
waves. It is a simple consequence of the existence of energy states with negative ki-
netic energy (valence band) in the barrier which match the states with positive kinetic





































Figure 3.7: Transmission probability versus incidence angle for a smooth (orange) and sharp
(green) p-n potential step according to eq. 3.20, 3.21. For the smooth junction
kftnp = 20 was chosen for the graph.
Away from normal incidence the transmission probability can by obtained by solv-
ing the corresponding Dirac equations. For the special case of a symmetric junction
with Ef = V0/2 it is given by [24]
Tsharp(Φ) = cos2(Φ) (3.20)
for a sharp (kftnp  1) junction with incidence angle Φ. On the other hand a smooth
junction (kftnp  1) has a transmission function [82]
Tsmooth(Φ) = e−πkftnp sin
2(Φ) . (3.21)
A plot of both transmission functions is shown in fig. 3.7. Both transmission functions
show T = 1 for normal incidence due to the suppression of backscattering. For a
sharp junction, the transmission probability is generally high, even away from normal
incidence. In contrast, a smooth junction shows a strong exponential decrease for
increasing incidence angles. By this means, a smooth graphene p-n junction has a
collimation effect, letting only electrons pass with incidence angles close to normal.
The conductance through a smooth and sharp potential step can be directly calcu-














The prefactor of 4 accounts for spin and pseudo-spin degeneracy, W is the sample
width (not to be confused with the junction length tnp) and ky = kf sin(Φ). For a
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 Dp
Figure 3.8: Band diagram across a sharp n-p-n potential step. An electron in the n doped (p
doped) region is indicated as light blue (light red) circle. The direction of motion
of the electron is indicated with a blue (red) arrow.
Here, F is the potential slope of the junction. On the other hand a sharp junction with









For both eq. 3.23 and eq. 3.24 no scattering within the barrier is considered. Hence
they are only valid as long as the mean free path λe is larger than the junction length
tnp.
In the following a second potential step after the first one shall be considered.
This results in a square potential barrier as shown in fig. 3.8 with a barrier length
Dp,n. The transmission characteristic through such a barrier is immanently clear for
normal incidence. Since upon normal incidence the first potential step transmits with
T = 1 and no scattering within the barrier is present (as long as the barrier length
Dp,n < λe) the electrons hit the second potential step again with normal incidence and
the overall transmission T = 1. For oblique incidence the barrier is basically a double
interface and can be seen as an analog of a Fabry-Pérot interferometer. Inside the














cos2(Φ) = integer . (3.25)
At these resonances T = 1 at oblique angles. An example is shown in fig. 3.9. Measur-
ing these interference patterns is a direct way to prove the presence of Klein tunneling
in a graphene device.
For the interpretation of Klein tunneling related phenomena found in experiment
it is important to know the relevant length scales. The theoretical considerations in
this section assumed an electronic mean free path λe larger than the junction length
tnp and the overall contact spacing L. This ensures that the sample is fully in the
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Figure 3.9: Polar plot of the transmission probability through a n-p-n potential step.
good graphene samples are in the order of λe ∼ 100nm. If tnp  λe  L the junctions
themselves can be treated as ballistic and e.g. their resistances can be derived using
eq. 3.23, 3.24. However, due to scattering within the diffusive n and p areas no angu-
lar dependence can be observed. Such an n-p-n structure can be treated like a simple
serial connection of resistors and Klein tunneling manifests in the specific resistance
of the barriers. If even more, the mean free path is in the order of the junction length,
electronic scattering within the junction needs to be considered. A detailed descrip-
tion of the treatment of diffusive contributions within graphene p-n junctions can be
found in [83].
3.1.4 epitaxial graphene
The epitaxial growth of graphene on silicon carbide (SiC) is a promising technique
for the integration of graphene into electronic circuits. The graphene layer does not
need to be transfered onto an insulating substrate before carrying out transport exper-
iments since the band gap of SiC is already sufficiently large (Eg > 2.3 eV, exact value
depends on the polytype). This is a big advantage because the dangerous transfer
step which can lead to an enhancement of the defect concentration or unintentional
doping can be avoided.
The growth of graphene on SiC substrates relies on the preferential sublimation of
silicon. This is possible due to the higher vapor pressure of silicon in comparison to
carbon. At a typical growth temperature of about 1300 ◦C the vapor pressure of car-
bon is approximately 10−10mbar while that of silicon is about 2 · 10−6mbar [41, 84].
Upon silicon sublimation, a carbon layer resides on the surface which will arrange
in the most stable configuration. Consequently one or multiple graphene layers are
formed. Van Bommel et al. were the first to report that this method can be used for
producing ultrathin graphite monolayer films [39]. The process of epitaxial graphene
growth involves heating of the SiC substrate to very high temperatures above the
melting point of silicon. It can be carried out in vacuum [85, 86] as well as an inert
gas atmosphere [40]. The quality of the graphene sheets which can be obtained by
epitaxial growth depends on the interplay between gas atmosphere and temperature
as well as the defect concentration of the SiC substrate itself.
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Figure 3.10: Unit cell of 6H-SiC.
A silicon carbide crystal is basically a stack of Si-C bilayers. Every new bilayer
added to the crystal can be either stacked in the same orientation as the layer before or
with a relative rotation of 60◦. This degree of freedom allows for an enormous number
of different SiC polytypes. The polytypes commonly used for graphene growth are
the cubic 3C as well as the hexagonal 4H and 6H polytype. In this thesis only 6H-
SiC is used and in the following the section will focus only on this polytype. The
bilayers in 6H-SiC exhibit a stacking sequence of ABCACB as shown in fig. 3.10. It
has a band gap Eg = 3.02 eV. Commonly used for graphene growth are the on-axis
facets of hexagonal SiC. These are the SiC(0001) and SiC(0001) facet. The SiC(0001) is
silicon terminated and referred to as Si-face while the carbon terminated SiC(0001) is
called C-face.
Since every wafer, even a nominally on-axis one, has a small-miscut angle in the
order of 0.1◦, the SiC surface is not completely flat but is composed of SiC steps
and terraces. Since the SiC surface is initially covered with silicon dioxide a pretreat-
ment of the surface is necessary. For this purpose, two main preparation methods
are used, silicon etching (Si etching) and hydrogen etching (H etching). Si etching
is carried out by exposing the sample to an Si flux while keeping it at temperatures
around 850 ◦C [87]. This leads to a reliable removal of silicon dioxide without chang-
ing the stochiometry of the substrate surface [88]. The second preparation method,
the H etching procedure not only removes the oxide layer but also removes polishing
scratches and leads to very smooth surfaces with large SiC terraces. The etching is
carried out in a hydrogen atmosphere of about 1 bar and at temperatures of about
1500 ◦C. Hydrogen reacts with SiC forming elemental Si as well as hydrocarbons
(CH4, C2H2) and consequently several hundred nm of bulk material can be removed
[89, 90]. By carefully controlling the etching parameters, smooth 6H-SiC surfaces can
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3)R30◦ structure characteristic of the




3)R30◦ as well as the quasi unit cell of
the (6× 6) reconstruction are indicated in green and orange.
be achieved with large atomically flat terraces of several µm terrace width and with
a step height of 1.5nm corresponding to a SiC unit cell [91].
The next step after surface cleaning and flattening is the graphene growth it-
self. Here, the C-face and Si-face show significant differences. The C-face growth
is relatively fast [92] and typically leads to the formation of turbostratic, multilayer
graphene. The individual layers are stacked with rotational faults and adjacent sheets
are rotated relative to each other. Every graphene layer is rotated by about 30◦ or ±2◦
relative to the substrate [93]. This leads to a decoupling of the individual layers and
the electronic properties of free-standing monolayer graphene are preserved [93, 94].
On the contrary, graphene growth on the Si-face is much slower and monolayer
graphene is much easier to achieve. Prior to graphitization a number of surface re-
constructions can be observed. After Si etching, a Si rich (3× 3) reconstruction can














3)R30◦ reconstruction is indicative of the formation of
the first fully developed hexagonal carbon layer. Its orientation on the substrate is
shown in fig. 3.11. It is oriented 30◦ relative to the substrate and its unit cell consists
of 13× 13 unit cells of graphene. Four high-symmetry point within this large unit cell
give rise to a smaller 6× 6 quasi cell. It is important to note that this first carbon layer
is not graphene because every third carbon atom within the layer is still bonded to
the substrate. Due to the absence of the linear π bands, this layer is electronically inac-
tive [96]. It is referred to as “buffer layer”. In contrast, the next graphene layer grown
on the buffer layer exhibits the typical linear dispersion of graphene. The graphene
is highly n doped with Ef = 400− 500meV above the Dirac point [40, 97]. The ori-
gin of this doping can be explained by a charge transfer from the interface density
of states to the graphene layer [98]. The carbon layer arrangement on the Si-face is
schematically shown in fig. 3.12. The inactive buffer layer can be transfered into quasi
free-standing monolayer graphene (QFSMLG) by intercalation with hydrogen [45].
The domain size of graphene on SiC is highly dependent on the growth kinetics,
especially the gas atmosphere in which the SiC wafer is heated. In UHV, the sublima-
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Figure 3.12: Schematic of the first and second graphene layer grown on Si face SiC. The first
carbon layer is the buffer layer which is still partially bonded to the SiC substrate.
tion rate is very high, carbon atoms do not have enough time to rearrange properly.
This results in the nucleation of small graphene islands and roughening of the sub-
strate. The graphene domains are typically not larger than 100nm [99]. The domain
size can be increased by growing graphene in a gas atmosphere. For example, a high-
pressure (900mbar) Ar atmosphere can be used to produce large µm wide and long
SiC terraces fully covered with monolayer graphene [40]. The argon hinders the Si
atoms to leave the sample surface and hence decreases the sublimation rate. Increas-
ing the growth temperature by about 100 ◦C increases the Si vapor pressure by a
factor of seven [41]. Since the carbon vapor pressure is negligibly small in compari-
son, the growth rate is mainly determined by the Si vapor pressure. Thus, in general
high temperatures are more favorable for low growth rates and high quality graphene
formation. By providing excess Si in the form of Disilane, the graphene quality can
be enhanced further [100]. Frequently used and known to produce graphene of very
high quality is the confinement controlled sublimation (CCS) method [17, 41] which
relies on the confinement of the SiC substrate in a graphite enclosure to maintain a
high Si vapor pressure. Graphene growth is then carried out close to thermal equi-
librium, resulting in high-quality mono- to multilayer films on the Si-face and C-face.
The same effect of a locally enhanced Si vapor pressure is used in the so called face-to-
face method [101]. Two SiC substrates facing each other, are heated simultaneously,
creating a Si atmosphere in between. This method can not only be used to obtain
high-quality graphene but also for an initial flattening of the SiC substrate. At tem-
peratures below the graphitization temperature the two SiC substrates act as source
and sink of SiC creating large, atomically flat terraces. The face-to-face method is,
hence, a cheap alternative to obtain high-quality SiC surfaces and graphene layers.
The two crystal faces discussed so far, Si-face and C-face, are widely studied in
literature. However, little is known about graphene growth on non-polar surfaces
such as (1100) or (1120) [102]. A recent study shows that on these surfaces no buffer
layer forms during graphene growth [103]. On the (1100) plane, the graphene growth
resembles the one on the C-face and the graphene exhibits large rotational disorder.
On the other hand, the (1120) graphene grows without rotational disorder and shows
n-type doping (250meV). It is important to keep in mind that the graphene growth

























Figure 3.13: Schematic representation of an (a) 9-armchair GNR and (b) 4-zigzag GNR. The
unit cells are indicated in green and blue. Na (Nz) denotes the number of atoms
along the width of an armchair (zigzag) GNR.
graphene growth on inclined (110n) and (112n) facets which will be presented in
chapter 7.
3.2 G R A P H E N E N A N O R I B B O N S
The reduction of the dimensionality of graphene from 2d to 1d can be obtained by
cutting the graphene sheet into small stripes, the so called graphene nanoribbons
(GNRs). The lateral confinement in these ribbons leads to a massive alteration of the
band structure and hence opens up a pathway to completely new physical properties,
e.g. band gap engineering or topologically protected electronic channels. In general,
two main geometries of GNRs can be distinguished, the armchair and the zigzag
type. An armchair GNR (AGNR) is cut from a graphene sheet parallel to the C-C
bonds. In contrast, a zigzag GNR (ZZGNR) is rotated by 30◦ with respect to the
armchair geometry. Cutting in any other direction results in a ribbon with a mixed
armchair and zigzag edge, called chiral graphene nanoribbon. The armchair and
zigzag geometries are depicted in fig. 3.13 and the names “armchair” and “zigzag”
become obvious, looking at the shape of the edges of both ribbon types. A major
difference between the two ribbon types is the origin of the edge atoms. While the
armchair edge has alternating edge atoms from both sublattices, the edge atoms in a
zigzag edge are all from the same sublattice. The electronic properties of these two
ribbon types shall be reviewed in detail in the following two sections.
3.2.1 armchair graphene nanoribbons
The band structure of an AGNR can be obtained by using the tight-binding model
(cf. eq. 3.3). The cutting of a graphene sheet into a GNR causes boundary conditions
which need to be considered. For an AGNR oriented along the y-direction, with the
ribbon edges at x = 0 and x =W, these boundary conditions are
ΨA(0) = ΨB(0) = ΨA(W) = ΨB(W) = 0 (3.26)
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Figure 3.14: Band structure of armchair graphene nanoribbons for (a) a 10-AGNR, (b) a 20-
AGNR and (c) a 100-AGNR. k is normalized to πa . Corresponding density of
states of armchair graphene nanoribbons for (d) a 10-AGNR, (e) a 20-AGNR and
(f) a 100-AGNR.
where ΨA (ΨB) denotes the wave function in sublattice A (B). The resulting energy
spectrum is given by [104]
E(k) = ±t
√





+ 4 cos2(p) (3.27)





π ,n = 1, 2, 3, ...Na . (3.28)
The band structures and corresponding DOS of AGNRs with Na = 10, 20, 100 are
shown in fig. 3.14. The top of the valence band and the bottom of the conduction
band are located at k = 0. While the 10-AGNR and 100-AGNR are semiconducting,
the 20-AGNR is metallic. This is clear since the energy E in eq. 3.27 can only be zero
at k = 0 if Na = 3n+ 2. This is the condition for having a metallic AGNR. The band
gap for 3n- and 3n+ 1-AGNRs scales inversely with the ribbon width as shown in
fig. 3.15(a). The band gap can be roughly estimated by Eg(eV) ∼ 1 eV/W(nm). The
absence of a band gap for 3n + 2-AGNRs is counter intuitive and shows the limi-
tation of a conventional tight-binding approach. First-principle calculations within
local density approximation (LDA) actually show that also the 3n+ 2-AGNR has a
small bandgap [105]. The discrepancy between the tight-binding and the LDA ap-
proach can be explained by the different treatment of the edge passivation of the
GNRs. While in first-principle calculations the change of bonding characteristics at




Figure 3.15: (a) Calculated band gap for armchair graphene nanoribbons with respect to the
width within (a) tight-binding and (b) first-principle calculations (DFT) [105].
such considerations are lacking in tight-binding [106]. The width dependent band
gaps for AGNRs obtained from LDA are shown in fig. 3.15(b). All three AGNR types
exhibit a band gap, but the band gap of the 3n+ 2-AGNR is smaller by more than a
factor of 3 compared to the other two configurations.
3.2.2 zigzag graphene nanoribbons
In the same manner as for an AGNR, the band structure of a ZZGNR can be obtained








































































Figure 3.16: Band structure of zigzag graphene nanoribbons for (a) a 10-ZZGNR, (b) a
20-ZZGNR and (c) a 100-ZZGNR. Corresponding density of states of zigzag
graphene nanoribbons for (d) a 10-ZZGNR, (e) a 20-ZZGNR and (f) a 100-
ZZGNR.
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(a) k=π/a k=8π/ 9a k=7π/ 9a k=2π/ 3a
Ferromagnetic orderAntiferromagnetic order(b) (c)
Figure 3.17: (a) Charge density for the edge states in a semi-infinite graphene sheet for
k = π/a, k = 8π/9a, k = 7π/9a and k = 2π/3a. Adapted from [30]. The radii
of the circles is proportional to the charge density at each site. Spin density in a
10-zigzag GNR for (b) antiferromagnetic and (c) ferromagnetic coupling of the
edges. Red (blue) color indicates spin up (down).
along the x-axis with ribbon edges at y = 0 and y = W, leads to the following
boundary conditions
ΨA(L) = ΨB(0) = 0 . (3.29)














The transverse wave number p is the solution of





sin(p(Nz + 1)) = 0 . (3.31)
This however, is not the complete energy spectrum. One state corresponding to the
edge is missing. The edge state is localized and needs to be calculated separately. It
































































Figure 3.18: Band structure of anti-ferromagnetic zig-zag graphene nanoribbons for (a) a
10-ZZGNR and (b) a 100-ZZGNR. Corresponding density of states of anti-
ferromagnetic zig-zag graphene nanoribbons for (c) a 10-ZZGNR and (d) a 100-
ZZGNR.
with η being the solution of
sinh(ηNz) −
∣∣∣∣2 cos(k2
)∣∣∣∣ sinh(η(Nz + 1)) = 0 . (3.33)
The band structures and corresponding DOS of ZZGNRs with Na = 10, 20, 100 are
shown in fig. 3.16. The most peculiar feature of the band structure is the degeneracy
of the top valence and bottom conduction band at k = π/a. They stay flat roughly
in between 2π/3a 6 k 6 π/a and this flattening even increases with increasing
ribbon width. The flat bands originate from the localized states at the zigzag edges
[27, 28]. The distribution of the charge density is shown in fig. 3.17(a). At k = π/a the
state is completely localized at the edge while it gradually moves to inner sites for
2π/3a 6 k 6 π/a reaching a completely extended state when k = 2π/3a [104].
Due to the flat bands, the DOS of the ZZGNR exhibits a sharp peak at Ef in con-
trast to the zero DOS in a 2d graphene sheet. Such a high DOS at the Fermi level
leads to an instability [105, 107, 108]. This instability can be resolved by considering
spin degrees of freedom within LDA. As a result, the ground state of a ZZGNR has a
parallel spin alignment along each edge but anti-parallel spin alignment between the
edges, and is hence called antiferromagnetic ZZGNR (AM-ZZGNR). The correspond-
ing spin density is shown in fig. 3.17(b). Besides the spin alignment at the edges,
also nearest neighbors show anti-parallel spin-alignment. The spin-alignment decays
towards the center of the ribbon. The energy difference between the nonmagnetic
and the antiferromagnetic state increases with ribbon width and converges to about
0.38 eV for Nz ∼ 30 [108].
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Figure 3.19: Band gap at k = 2π/3a and energy splitting at k = π/a of an AM-ZZGNR with
respect to the ribbon width [105].
Fig. 3.18 shows the energy dispersion and DOS for a AM-ZZGNR with Nz = 10
and Nz = 100. The former flat bands at around 2π/3a 6 k 6 π/a have split up,
exhibiting a band gap at k = 2π/3a and an additional energy splitting at k = π/a.
The AM-ZZGNR is hence semiconducting and no longer metallic. The opening of a
band gap due to the antiferromagnetic ordering makes the AM-ZZGNR a so called
Slater insulator [109]. Consequently, the peak in the DOS at Ef has been resolved.
Interestingly, the band gap at k = 2π/3a disappears with increasing ribbon width
while the energy splitting at k = π/a remains almost unaltered. This can be seen in
detail in fig. 3.19. The energy splitting saturates at about 0.5 eV and does not change
for a larger ribbon width. The band gap, however, is inversely proportional to the
ribbon width but stays above the room temperature thermal limit up to Nz ≈ 400,
hence, a ribbon width of about 80nm.
Consequently, also a ferromagnetic ZZGNR (FM-ZZGNR) should be considered.
The corresponding spin density is shown in fig. 3.17(c). The spins at the two edges
of the ribbon are aligned in parallel while the nearest neighbors still exhibit an anti-
parallel spin alignment. The spin-density decays away from the edges like in the case
of an AM-ZZGNR. The penetration of the spin-polarization into the ribbon is not
as deep as in the case of antiferromagnetic coupling. The band structure of a FM-
ZZGNR can be found in fig. 3.20 together with the local DOS (LDOS). No band gap
is present in the case of ferromagnetic ordering, hence the ribbon is metallic (a so
called Stoner metal). The ribbon is always metallic, independent of its width. At Ef
and k = 2π/3a the spin up and spin down bands cross.
For both, the FM-ZZGNR as well as the AM-ZZGNR, magnetic effects on the bulk
bands are negligibly small [108]. With increasing ribbon width, the bulk bands ap-
proach each other and finally recover the graphene band structure. The edge magne-
tization however, is not affected. The edges remain spin-polarized even for very wide
ribbons but naturally the magnetic ordering between the two edges vanishes.
As previously stated the ferromagnetic ordering is energetically less favorable than
the antiferromagnetic one, making the AM-ZZGNR the ground state. The energetic
difference between the two states obeys a power-law behavior EFM − EAM ∼ 1/Nn
with n = 1.4− 1.9 [108]. Room temperature magnetic ordering (EFM −EAM > 25meV)
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Figure 3.20: Band structure of a FM-ZZGNR with spin up (down) states indicated in blue
(red). The LDOS is shown alongside [110].
can only be obtained for very narrow ribbons with Nz < 8. This makes the exploita-
tion of magnetic order of GNRs in nanoelectronic applications very challenging. In
contrast, the bandgap of an AM-ZZGNR might be more interesting in this sense,
since a bandgap larger than the thermal limit is present for ribbons as wide as 80nm
[108]. Switching between the antiferromagnetic and ferromagnetic states and hence
between semiconducting and metallic states was theoretically suggested to be possi-
ble by application of a magnetic field [111]. However for room temperature operation
of such a device magnetic fields as high as 200T are needed. At T = 4K the required
magnetic field reduces to about 30mT which can be reached easily in a laboratory.
A final remark shall be made on behalf of the possible half-metallicity of AM-
ZZGNRs upon application of an electric field across the ribbon [107]. Since the spins
at opposite edges are oriented in opposite directions, the electric field will shift the
occupied and unoccupied states of one spin type closer together and those of the
other spin type further apart (cf. fig. 3.21). In the extreme case of fully closing the
energy gap between occupied and unoccupied states of one spin type, the ribbon
becomes half-metallic and transport along the ribbon is spin polarized. The critical
field for which half-metallicity is present, decreases with increasing ribbon width due
to the lowered electrostatic potential difference between the edges in wider ribbons.
3.2.3 transport in graphene nanoribbons
In the clean limit at zero temperature, the electrical conductance in a graphene
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Figure 3.21: Schematic density of states diagram for an AM-ZZGNR (a) without and (b) with
application of a transverse electric field [107]. States corresponding to spin direc-
tions α and β are shown in red and blue. The transverse electric field closes the
bandgap for electrons with spin β.
where g(E) is simply the number of subbands crossed by the Fermi energy. Thus,
g(E) =

n , semiconducting AGNR
n+ 1 , metallic AGNR
2n+ 1 , ZZGNR
(3.35)
neglecting electron-electron interaction and spin polarization of the edge states. Dis-
order will lead to localization of transport in the subbands making it very challenging
to observe ballistic transport in GNRs. One exception from that is the so called per-
fectly conducting channel (PCC) which exists in ZZGNR due to the flat bands orig-
inating from the localized edge states [30, 112]. In all the other parabolic subbands
intravalley as well as intervalley scattering is allowed. In the zeroth subband (the flat
band) no intravalley scattering is possible due to the absence of backward moving
states in the same valley as obvious from fig. 3.22. Thus, in the left valley there is
always one excess right going channel. The same is true for the right valley, here one
excess left going mode is present. In the presence of long range impurities this gives
rise to a PCC. The conductance G ∼ 1+ exp(−L/λ0), hence a channel with G = 2e2/h
is always present independent of the ribbon length. Upon the introduction of short
range impurities this PCC vanishes because now intervalley scattering is present and
localization occurs. The conductance decreases exponentially G ∼ exp(−L/λ0). In-
tervalley scattering needs a large momentum transfer which is only given for short
range scatterers such as lattice defects. Hence, the presence of a PCC can only be
expected in well-ordered GNRs. In lithographically patterned graphene nanoribbons
the realization of such ideal transport conditions is very challenging because the etch-
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3.2 graphene nanoribbons
Figure 3.22: Band structure of a 10-ZZGNR. The red (blue) circles denote the right (left) mov-
ing channel at E0. In the left (right) valley the degeneracy between left and right
moving channels is missing due to one excess right (left) going channel [30].
ing process itself introduces a large amount of defects, especially in the edges, which




E X P E R I M E N TA L S E T U P
All transport experiments in this thesis were carried out by means of a 4-tip STM
commercially purchased from Omicron NanoTechnology GmbH. In the following
the key components of this system shall be explained.
4.1 S E T U P O F T H E U H V C H A M B E R
In order to ensure an ultra-clean environment, the transport investigations were car-
ried out under UHV conditions. The base pressure of the system is typically below
3× 10−10mbar. Therefore, the influence of defect adsorption, usually present in am-
bient conditions, can be minimized. A general overview over the UHV chamber is
given in fig. 4.1. It consists of two main parts, a preparation and an analysis chamber
separated by a gate valve. Both chamber parts feature a load lock chamber separated
from the main chambers by gate valves. Hence samples and replacement tips can be
passed through the locks without breaking the UHV conditions in the main cham-
bers. The preparation chamber features a heating station on which samples can be
heated either via direct current or via a backside filament. Additionally the sample
can be cooled down to liquid nitrogen temperature on a separate cooling stage. Up to
three evaporators can be used for thin film deposition directly within the preparation
chamber. A spot profile analysis low energy electron diffraction (SPA-LEED) system
provides access to the crystallographic properties of the samples. Up to ten samples
can be stored in a sample garage. Unless stated otherwise, all samples which were
brought into the the UHV chamber were first degassed for at least 3 hours at a min-
imum of 700 ◦C. For transport investigations, the samples were transfered into the
analysis chamber which hosts a multi-tip scanning tunneling microscope (STM) in
combination with a high resolution scanning electron microscope (SEM). The sample
stage can be cooled with liquid nitrogen or helium and a minimum sample tempera-
ture of 25K can be reached. Up to ten samples or replacement tips can be stored in a
sample garage within the analysis chamber. Since the two chambers can be separated
via a gate valve, sample preparation at elevated pressures in the preparation chamber
does not compromise the pressure in the analysis chamber.
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experimental setup
Figure 4.1: Schematic overview of the UHV chamber hosting the 4-tip STM.
4.2 S E T U P O F T H E M U LT I - T I P S T M / S E M C O M B I N AT I O N
Schematics of both the multi-tip STM and the SEM can be found in fig. 4.2(a, b).
The multi-tip STM consists of four tip-hosting scanners of two different types. Three
so called standard scanners and one high resolution scanner. The high resolution
scanner is better protected against vibration and is usually used for recording STM
images. It can reach atomic resolution of graphene on SiC (section A.1 in the appendix
provides a detailed description of STM). The other three are mainly used just for
transport experiments. Nevertheless, all scanners are full-fledged feedback controlled
STMs. The STM capabilities of the three standard scanners are necessary in order to
navigate the tips on the sample surface on a nanometer scale without damaging the
tips or the sample. All transport as well as all STM and STS measurements were made
with electrochemically etched tungsten tips. All tips were cleaned by the application
of several voltage pulses between tip and sample prior to all experiments. Voltage
pulses with up to ±10V, applied for up to 500ms were used for cleaning.
In order to position the tips on the sample surface, a SEM is positioned right atop
the multi-tip STM. The SEM is a GEMINI type SEM commercially available from Carl
Zeiss AG. A detailed description of SEM in general can be found in the appendix sec-
tion A.3. The GEMINI type SEM features a hot field emission cathode. Electrons are
extracted from a sharp tip by a strong electrostatic field. In hot field emission the
tip is additionally heated. This results in a much higher emission current and beam
stability compared to cold field emission. The most striking feature of the GEMINI
column is the so called Booster voltage. After extraction from the field emitter the elec-
trons are accelerated by an additional Booster voltage which maintains a high beam
energy throughout the whole column. At close distance to the sample surface, the
electrons are decelerated to the chosen primary beam energy. This ensures a minimal
suffering from aberration and a very small beam diameter. The aberration correction
is especially important because in the combination with a multi-tip STM the SEM
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Figure 4.2: (a) Cross-sectional view of the GEMINI type SEM column. Adapted from [113].
(b) Schematic of the 4-tip STM used for transport experiments.
has to be operated at a relatively large working distance of 1.5 cm. As discussed in
section A.3.3 a large working distance leads to a larger beam spot on the surface due
to spherical aberration. Due to the extensive aberration correction the GEMINI type
SEM used in the experiments in this thesis has a maximum resolution of 4nm. On
the other hand, the large working distance is advantageous for the experiments on
structured samples due to the larger depth of focus (see also section A.3.3).
4.3 T R A N S P O RT E X P E R I M E N T S W I T H T H E M U LT I - T I P S T M
While navigating the tips over the sample surface to their desired position, the tips are
held in feedback controlled tunneling mode. For the transport measurements itself,
feedback loops are turned of and the tips are brought closer to the surface in 1nm












R = ΔV/ΔI = 25.8 kΩ
ΔI 
ΔV 
Figure 4.3: (a) Schematic of the 4-tip transport setup featuring a Keithley sourcemeter. (b)
Example for an IV curve with corresponding linear fit.
avoid crashing and to find stable contact conditions. Tips are always brought into
direct contact with the sample, hence typically an ohmic contact is present between
tip and sample. Subsequently, the resistances between each of the probes are checked
to make sure that all are in good contact. Currents and voltages are sourced and
probed by means of a Keithley sourcemeter connected to the tips as schematically
shown in fig. 4.3(a). In case of a 2pp measurement each tip serves as current source
and voltage probe. If not stated otherwise each resistance value given in the following
chapters was obtained from IV curves with at least 50 points by a linear fit. An
example for a fitted IV curve is presented in fig. 4.3(b). The maximum source current
was typically between ±1µA and ±10µA.
The big advantage of a multi-tip STM is its flexibility. The only limitation for the
probe arrangement is the size of the tips itself. Besides that, any kind of geometry or
probe spacing can be obtained easily.
Details about the physical concepts as well as the setups of all other experimental
methods which were used in this thesis can be found in appendix A.
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Part II
E P I TA X I A L G R A P H E N E S H E E T S

5
L O C A L T R A N S P O RT P R O P E RT I E S O F E P I TA X I A L G R A P H E N E
M O N O L AY E R S
In this chapter the local electronic properties of a graphene monolayer (ML) epitax-
ially grown on the Si-face of SiC shall be discussed. It serves as a reference system
for further local transport investigations on defective graphene sheets in chapter 6,
graphene p-n junctions in chapter 11 and graphene nanoribbons in chapter 8.
This chapter features a short description of the growth technique followed by a
characterization of epitaxial graphene sheets by means of SEM, LEED, Raman spec-
troscopy and STS. The local transport properties are evaluated with respect to mea-
surement configurations and temperature. The results are published in [114].
5.1 E P I TA X I A L G R O W T H O F G R A P H E N E
The synthesis of high-quality graphene is usually done in an rf furnace [40] or by the
confinement controlled sublimation (CCS) method [17, 41] as already described in
detail in section 3.1.4. During this thesis, graphene growth was carried out using two
different home built setups which in contrast rely on direct current resistive heating.
Both setups are shown in fig. 5.1.
The first one is an all carbon heater which contacts the SiC sample with two pairs
of guillotine clamps at each side. The clamps are also made from carbon. The whole
setup is shown in fig. 5.1(a). The clamps fix the sample rather loosely ensuring a min-
imum amount of tension. With all parts of the heater made from carbon the evapora-
tion of impurity atoms during the heating process is prevented. The heating is carried
out in a HV chamber with a base pressure of 1× 10−6mbar. The sample temperature
is measured with an infrared pyrometer. The initial flattening of the substrate and
removal of the oxide layer was achieved by heating the sample in 1 bar hydrogen
atmosphere at a temperature of 1400 ◦C for 30 minutes. The graphene growth itself
was subsequently carried out in a 1 bar argon atmosphere at temperatures around
1500 ◦C for several minutes.
The second home built heater relies on the face-to-face method [101] where two SiC
substrates facing each other are heated simultaneously to create a locally enhanced
Si pressure as described in section 3.1.4. The clamps holding the samples are made
from a 100µm thick tantalum foil ensuring a constant spacing of 100µm between the
two samples. The heating steps were carried out in a UHV chamber with a base pres-
sure of 5× 10−8mbar and all temperatures were measured with a two-color infrared
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Figure 5.1: Schematic of the (a) all carbon heater in top and side view and (b) the face-to-face
heater used for graphene synthesis.
pyrometer. For the initial flattening of the substrate the sample was heated up to
1200− 1400 ◦C and kept there for 5hours. To initialize the graphene growth, the tem-
perature was elevated to about 1550 ◦C − 1600 ◦C and maintained for a few minutes.
The Si vapor pressure at this growth temperature is about 10−3mbar. The growth
temperature is consequently about 300 ◦C higher compared to graphene growth in
UHV.
Besides graphene samples synthesized in these home built heaters also epitaxial
graphene produced in collaboration with the Starke group at MPI Stuttgart as well as
the Schumacher group at the PTB Braunschweig by means of annealing in an argon
atmosphere in a rf furnace were investigated. Either n-type doped or semi-insulating
6H-SiC(0001) was used as substrate material. Since no significant differences of the
graphene growth were observed between the differently processed samples, they
shall not be distinguished in the following. A detailed characterization of the growth
processes itself is not in the scope of this thesis. Instead, the influence of morpho-
logical and electronic features on the transport characteristics of the graphene sheets























Figure 5.2: (a) SEM image of an epitaxial graphene ML on SiC (E = 15 keV). Only one contrast





3)R30◦ structure. The SiC(10) reflex is indicated in green
and the graphene(10) in grey. (c) Raman spectrum of an epitaxial graphene ML
showing the characteristic D, G and 2D peak of graphene.
5.2 T R A N S P O RT C H A R A C T E R I S T I C S
In the following the transport characteristics of an epitaxial graphene ML shall be
discussed. An epitaxial graphene sheet can be identified as a ML by means of sev-
eral methods. SEM, LEED, Raman spectroscopy and STS were used to confirm the
presence of a ML sheet.
5.2.1 characterization of a graphene monolayer
The SEM image in fig. 5.2(a) shows only one contrast level which indicates that the
surface is homogeneously covered with only one phase. It will be shown later in
section 6.1 that a sample surface exhibiting multiple phases such as bilayer or buffer
layer contributions would give rise to different contrast levels for each phase. Never-
theless, the SEM alone does not allow to identify which specific phase is present on
the sample surface.
The LEED pattern in fig. 5.2(b) gives further insight into the crystal structure of




3)R30◦ reflecting the arrangement
of the buffer layer on the SiC surface (cf. fig. 3.11 in section 3.1.4). All observed
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Figure 5.3: (a) Scanning tunneling spectra taken on an epitaxial graphene ML. The black curve
is the mean spectrum. The dip associated with the Dirac point (Vd) is indicated
by the black arrow. (b) d
2It
dV2 spectrum of an epitaxial graphene ML. The arrows
indicate features assigned to phonon contributions.














This implies that at least a pure buffer layer is present on the sample [95]. The LEED
pattern does not allow to clearly distinguish between a buffer layer and ML graphene.
An increase in the layer number would manifest in an increased intensity of the first
order graphene spots relative to the first order SiC spots under the assumption of
identical form-factors. Thus, this requires a careful analysis of the intensity profiles.
A fast method to determine the number of graphene layers is Raman spectroscopy.
A corresponding Raman spectrum of an epitaxial ML is shown in fig. 5.2(c). The
characteristic D, G and 2D peak which are described in detail in section A.5.2 are
clearly visible. The G line position (1588 cm−1) and 2D line position (2680 cm−1) are
characteristic for ML epitaxial graphene [115]. Furthermore, the 2D peak can be fitted
with a single Lorentzian with a full width at half maximum (FWHM) of 40 cm−1 , a
clear signature of ML graphene [116, 117]. The presence of a D peak at a Raman
shift of 1352 cm−1 indicates the presence of Raman active defects [118]. The ratio
I(D)/I(G) ≈ 0.2 is comparable to Raman spectra for epitaxial graphene reported in
literature [115, 119]. The mean distance of Raman active defects can be determined
from eq. A.27 to about (37± 5)nm.
Further insight into the electronic properties of the graphene layer can be gained
by STS. Fig. 5.3(a) shows a tunneling spectrum of an epitaxial ML. The spectrum
is recorded using a lock-in technique with a modulation amplitude of 20mV and
frequency of 1.5 kHz. The characteristic linear band edges are clearly visible in the
spectrum. Furthermore, two minima at zero bias and at about V = Vd = −360mV
can be identified. The latter is assigned to the Dirac point throughout literature [120–
124]. The energetic location of the Dirac point is given by Ed = eVd which yields
Ed = −(360± 30)meV for the spectra shown in fig. 5.3(a). This implies a strong n-
doping (n ≈ 1 · 1013 cm−2), the Fermi level is located 360meV above the Dirac point.
The spectra were taken at different positions on the sample within a 3× 3µm2 range.
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5.2 transport characteristics
The variation in the doping level is hence very small. The observed doping agrees
well with the doping levels typically extracted from ARPES data of ML epitaxial
graphene [40, 97, 114, 125].
The origin of the second minimum at zero bias is not that clear although it is exten-
sively reported in tunneling spectroscopy studies on epitaxial graphene on SiC. It has
been observed as a dip with the tunneling conductance remaining finite [121, 123, 126,
127] or even dropping to zero [128]. Similar suppressions of the tunneling conduc-
tance in dIt/dV spectra on exfoliated graphene have been interpreted to arise from
a phonon-assisted inelastic tunneling process [120, 129]. A fingerprint of inelastic
tunneling processes is the presence of antisymmetric peaks on opposite edges of the
Fermi energy in the corresponding d
2It
dV2 spectrum [130]. Such peaks are clearly visible
in fig. 5.3(b) with one minimum and related maximum at ±140mV, at ±70mV and at
±16mV. They correspond to two out-of-plane acoustic phonon modes in graphene at
16meV at the Γ point and at 70meV at the K point [131–133]. The features at ±140mV
are caused by the sideband of the 70meV phonon mode [132]. In a similar manner, in
exfoliated graphene this phonon mode was found at 63meV [122] and its large inelas-
tic signal was identified to mimic the opening of a central 126meV gap in the dIt/dV
spectra [120, 129]. However, for epitaxial graphene on SiC the inelastic contributions
to the tunneling spectrum have been shown to be spatially dependent which makes
phonon-assisted tunneling unlikely [133]. Other explanations for the minimum in the
tunneling conductance have been suggested. The influence of electronic states of the
graphene/SiC interface and local charging of the graphene layer underneath the STM
tip due to the large electric fields present there [128] have been considered. The local
gating below an STM tip during STS measurements has been observed indeed on
other systems [134, 135]. However, a conclusive theory for the zero bias minimum is
not yet validated.
In conclusion, the measurement methods presented in this section allow to clearly
identify ML graphene. The SEM can be used to collect informations about the overall
homogeneity of the sample. In case of a sample homogeneously covered with one
phase, Raman spectroscopy alone is enough to clearly identify ML graphene. LEED
can distinguish between the buffer layer and prior reconstructions. The STS gives
access to the LDOS of the graphene layer.
5.2.2 local multi-probe transport on monolayer graphene
Having characterized the epitaxial graphene ML in detail in the previous section
its local transport properties are now investigated by means of a multi-tip STM. In
fig. 5.4 an SEM image of the collinear tip arrangement is shown. The underlying
graphene sheet appears highly uniform as already discussed in the previous section.
The tungsten tips used here, allow contact spacings down to L = 250nm. The indi-
cated contact geometry with the outer probes as current source and the inner two
as voltage probes can be easily interchanged providing the possibility to measure
different configurations in a minimum amount of time.
It is reasonable to assume that the epitaxial graphene ML can be treated as an in-
finite 2d sheet. However, this assumption can be easily justified by performing dual
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Figure 5.4: SEM image of a collinear tip arrangement. Tip 3 is also used for high-resolution
imaging and spectroscopy.
configuration measurements (cf. section 2.1.2) which allow to probe directly the di-
mensionality of transport. For the two configurations A and B schematically shown
in fig. 5.5(a) the resistance values are independent of the probe spacing. This is the
first indication for 2d transport (cf. 2.1.2). Secondly, dividing the mean value of the re-
sistances (RA = (198± 6)Ω and RB = (157± 6)Ω ) yields RA/RB = 1.26 ≈ ln(4)/ln(3)
which is characteristic for a continuous 2d sheet [60]. Hence the assumption that
the probe spacing L is much larger than the sheet thickness but much smaller than
the lateral sample dimensions is valid. This implies that the extraction of the corre-
sponding sheet resistances Rs is possible via to ways. The resistance RA can be simply
multiplied with the correction factor accounting for a thin infinite 2d sheet resulting
in Rs = RA π/ ln(2) or Rs can be calculated directly from RA and RB by means of eq.
2.20. The results of both methods are given in fig. 5.5(b), showing the sheet resis-
tances obtained by geometric correction and from the dual configuration versus the
probe spacing. The dual configuration yields a mean value Rs = (911± 17)Ω/2 while
the geometric correction results in Rs = (899± 27)Ω/2. Hence the two values agree
within 1%. The standard deviation is slightly higher for the geometric correction. The
agreement of both values is a strong proof that no lateral finite size effects have to be
taken into account.
The major error source in a 4pp resistance measurement is a non-equidistant ar-
rangement of the tips. Due to the finite tip radius as well as SEM resolution, the tip
position can be usually determined with an accuracy of about 100nm. Consequently,
4pp measurements with small probe spacings are more error prone. This also ex-
plains why the scattering of the data points in fig. 5.5(a) is the same for configuration
A and B. A non-equidistant placement of tips will lead to a similar error in both
configurations.
So far, all the transport characteristics were investigated at room temperature. In
order to reveal the dominant electron scattering mechanism in an epitaxial graphene
ML also temperature dependent measurements were performed. The sample temper-
ature was lowered down to 30K via cooling with liquid helium. The sheet resistances

































































Figure 5.5: (a) Local 4pp transport measurements on an epitaxial graphene ML in dual con-
figuration. The resistance in configuration A and B is plotted with respect to the
probe spacing. The mean values are indicated. The two configurations are shown
schematically. Sheet resistances from local transport measurements as function of
(b) probe spacing (T = 300K) and (c) temperature (L = 1µm). The sheet resistances
in (b) are deduced from dual configuration and by applying the geometrical cor-
rection factor for a thin sheet. Details about the calculation of mobilities and fit
functions in (c) are given in the main text.
extracted from the sheet resistances following section 3.1.2. The charge carrier density
was calculated by means of eq. 3.15 using the doping level deduced from STS in the
previous section (−360meV). The resulting sheet resistances and mobilities as a func-
tion of temperature are shown in fig. 5.5(c). The mobility is found to increase from
720 cm2/Vs at room temperature to 912 cm2/Vs at 30K. These values are in good
agreement with previous studies [136, 137].
With decreasing temperature, the sheet resistances decreases, reaching a minimum
value of Rs = 616Ω/2 at T = 30K. This behavior is well understood in terms of
phonon assisted scattering. The sheet resistance can be modeled by assuming three
contributions [33, 138–141], a residual resistivity ρ0 at low temperatures, a resistivity
due to acoustic phonon scattering ρLA and an activated contribution ρp from low-









local transport properties of epitaxial graphene monolayers
with the acoustic deformation potential Da, the 2d mass density ρs and the sound










where Ci is the electron phonon coupling constant and Ei is the phonon energy.
The phonon modes used for the fit in fig. 5.5(c) are chosen to match the low en-
ergy phonon modes in epitaxial graphene E1 = 70meV and E2 = 16meV which can
be extracted from the d
2It
dV2 spectrum in fig. 5.3(b) and are also reported in literature
[132, 133]. These modes are related to out-of-plane acoustic modes found in graphite
[142]. The out-of-plane character of the modes implies that the graphene layer is still
coupled to the underlying buffer layer forming a quasi 3d structure [138]. Hence this
mechanism can be treated as a remote interfacial phonon scattering [33]. The other pa-
rameters obtained from the fit are the coupling constants C1 = 112Ω and C2 = 282Ω.
Compared to previous work [138] these values are significantly lower resulting in a
much weaker temperature dependence. The contribution from the acoustic phonon
scattering ρLA has only one free fit parameter, the acoustic deformation potential Da.
Here, a value of Da = 18 eV gives the best result, in good agreement with theory [143–
145]. This is remarkable because previous studies of the temperature dependence of
the sheet resistance in ML epitaxial graphene failed to reproduce this value [138].
The reason for this and subsequently the higher coupling strengths was assumed to
be additional temperature dependent Coulomb interaction or strain. The absence of
such effects in the temperature dependent measurements presented in this section
leads to the conclusion that contacting a graphene sheet with a multi-tip STM does
not introduce extrinsic strain. Thus it is suitable to extract the real intrinsic transport
properties of a graphene sheet.
5.3 C O N C L U S I O N S
It was shown in this chapter that the transport characteristics such as sheet resis-
tance or mobility of an epitaxial graphene monolayer can be analyzed by means of
a multi-tip STM with high precision. ML graphene can be identified by both ex-situ
and in-situ characterization methods. Ex-situ, Raman spectroscopy is the method of
choice due to the characteristic D, G and 2D features which allow to clearly identify
ML graphene. In-situ, by means of SEM, LEED and STS the homogeneity as well as
electronic characteristics such as the doping of the graphene sheets can be further
evaluated. Very homogeneous ML graphene films were identified exhibiting the typ-
ical high n-type doping. This creates the prerequisites for the understanding of the
subsequent local transport experiments. The ML graphene was characterized as a 2d
system by means of the dual configuration method. The sheet resistance was found
to be as low as 616Ω/2 at 30K with a corresponding mobility of 912 cm2/Vs. A pre-
viously reported remote phonon scattering mechanism was identified as main source
for the temperature dependence of the conductivity. Characteristic parameters of the
involved phonons such as the deformation potential were shown to be in full agree-
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5.3 conclusions
ment with theory. Hence, by means of the multi-tip STM it was possible to probe the




I N F L U E N C E O F D E F E C T S O N L O C A L T R A N S P O RT
P R O P E RT I E S
In the previous chapter 5 the local transport characteristics of a uniform graphene
ML were investigated. In the following the influence of defects in the ML will be
studied. A defect in the sense of this chapter is every alteration from a perfect ML.
Especially, this chapter will focus on the influence of substrate step edges introduc-
ing excess coverage in the form of additional bilayer fractions as well as incomplete
graphenization in the form of nano-inhomogeneities. Most of the results presented
in this chapter are published in [114, 146].
6.1 L AY E R - N U M B E R D E T E R M I N AT I O N I N T H E S E M
Since the transport characteristics of imperfect graphene sheets are investigated with
the multi-tip STM, it is necessary to find a way to quantify the local graphene cover-
age with the SEM which will be used later on for the placement of the tips. In this
section, it will be shown that the contrast levels seen in the SEM directly correspond
to different coverages. Fig. 6.1 presents a comparison of an AFM topographic and
phase image with the SEM image of an inhomogeneously graphitized SiC substrate.
The presence of ML and bilayer graphene is known for this sample from ARPES and
Raman (not shown here). Focusing first on the AFM topographic image in fig. 6.1(a)
only very few details of the sample surface are apparent. Substrate steps of 3− 7nm
in height are clearly visible. They originate from step bunching during the initial sub-
strate flattening. On the terraces, additional contrast levels can be seen with a height
of about 2Å which might be related to differences in the coverage. Nevertheless, just
the AFM topography is not enough to clearly identify the different areas.
For this purpose, the AFM phase is of relevance. Phase contrast arises from dif-
ferent rates of energy dissipation between tip and sample [147]. This gives rise to a
phase contrast between different areas with different number of graphene layers [148].
An area consisting of ML graphene will exhibit a brighter phase contrast level than
a bilayer [148] while the buffer layer is reported to show a darker contrast level than
the ML [149–151]. With this knowledge the AFM phase image presented in fig. 6.1(b),
which shows the same area as the topographic image in fig. 6.1(a), can be directly in-
terpreted. The terraces are mainly covered with ML graphene (light gray) and smaller
bilayer stripes (medium gray) are located along the step edges. Furthermore, the ML
graphene on the terraces incorporates darker areas where buffer layer (dark gray) is
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Figure 6.1: (a-c) Epitaxial graphene imaged with (a) AFM topography, (b) AFM phase and (c)
SEM. The contrast levels corresponding to the buffer layer, monolayer graphene
and bilayer graphene are indicated in (b) and (c). The SEM image was taken at
a different sample position. The origin of the AFM topography linescan in (a) is
marked in blue.
still present. The change of phase contrast coincides with a change in the height level
of about a few Å as observed in the topographic image.
A SEM image taken on the same sample also exhibits three contrast levels (light
gray, medium gray, dark gray). With the informations from the phase image the three
contrast levels can be directly related to the presence of ML graphene (medium gray),
bilayer graphene (dark gray) and the buffer layer (light gray). The identification of the
three types of areas is straightforward although the SEM image is taken at a differ-
ent sample position. These contrast levels in SEM are frequently used and reported
for the estimation of graphene layer thicknesses [152–154]. The contrast between
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Figure 6.2: (a) SEM image of an epitaxial graphene sheet on SiC showing three contrast levels
(light, medium, dark gray). (b) STS identifying the three contrast levels seen in
SEM as buffer layer (light gray), monolayer graphene (medium gray) and bilayer
graphene (dark gray). The dip corresponding to the Dirac point at bias voltages
Vd = −380mV and Vd = −260mV is indicated for mono- and bilayer graphene
as well as the energy gap (Eg) for the buffer layer. A spectrum taken on bare SiC
is shown for comparison. The spectra are shifted for better visibility. The dotted





3)R30◦ and 6× 6 overstructure. The inset displays the
2d Fast Fourier Transform. (d) STM image of the epitaxial graphene monolayer
revealing the typical honeycomb lattice.
graphene and the buffer layer or SiC substrate is typically attributed to the higher con-
ductivity of the graphene. Less electrons are reflected back to the secondary electron
detector from the more conductive graphene making it darker in appearance [154].
Furthermore, the secondary electron intensity measured with SEM was found to lin-
early decrease with the number of layers [155]. This linear relationship is explained
by the increased attenuation of the secondary electrons. Additionally the work func-
tion of graphene increases with an increasing number of layers [156]. This can also
account for the observed contrast since a higher work function leads in general to a
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influence of defects on local transport properties
lower secondary electron yield [157]. Although a determination of the absolute layer
number in SEM is not straightforward, relative thicknesses are easily accessible.
Moreover, STS can be used to validate that the three contrast levels seen in SEM
indeed belong to the buffer layer, ML graphene and bilayer graphene. In fig. 6.2(a)
a SEM image with three contrast levels (light gray, medium gray and dark gray) is
shown. The dots mark the positions on which the tunneling spectra in fig. 6.2(b) are
recorded. For comparison also a spectrum from a pure SiC substrate is shown. The
tunneling spectra clearly identify the buffer layer with a band gap around 1 eV. The
spectrum of the buffer layer agrees qualitatively with previous experimental studies
[126, 149]. It can be clearly distinguished from the tunneling spectrum on bare SiC,
which exhibits a large band gap Eg > 2 eV. The STM image in fig. 6.2(c) shows the
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6× 6 are indicated. This shows that the region exhibiting the brightest contrast level
in SEM corresponds to the buffer layer.
The tunneling spectrum on the medium gray area in the SEM shows the double
dip feature which is characteristic for doped graphene (cf. section 5.2.1). The dip
corresponding to the Dirac point is clearly visible and yields Ed = −380meV. Fig.
6.2(d) shows an atomically resolved STM image of the region were the STS spectrum
was taken. The honeycomb lattice of graphene is clearly visible.
Moving further to the areas with dark gray contrast in the SEM image the tunnel-
ing spectrum in fig. 6.2(b) shows a slight change compared to the spectrum on the
ML. The Dirac point dip is shifted to Ed = −260meV. The shift of the doping level
from ML to bilayer graphene is consistent with ARPES data [125, 158]. The addi-
tional opening of a band gap of about 100meV as observed in ARPES and suggested
by tight-binding calculations [159, 160] is not visible. Most likely, the resolution of
the spectrum is not sufficient to see such a small gap. Nevertheless, the STS and
STM investigations further support the correlation of SEM contrast with the layer
thickness.
6.2 I N F L U E N C E O F N A N O - I N H O M O G E N E I T I E S
In this section the influence of an incomplete graphene growth on the local transport
properties will be discussed. For this purpose the graphene growth is intentionally
stopped before a full graphene layer has developed. The morphological and electronic
consequences will be presented in the following.
6.2.1 characterization of an imperfect graphene monolayer
On a sample with incomplete graphene growth typically two types of graphene are
found which will be referred to as imperfect graphene and quasi-perfect graphene.
The overview SEM image in fig. 6.3(a) shows two shaded areas corresponding to
quasi-perfect graphene (blue shaded) and imperfect graphene (green shaded). The
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30 nm
Figure 6.3: (a) Overview SEM image of epitaxial graphene showing areas with homogeneous
quasi-perfect monolayer (blue shaded) and imperfect inhomogeneous (green
shaded) graphene. Zoomed SEM image of the (b) inhomogeneous and (c) homoge-
neous areas. (d, e) STM images of the same areas shown in (b) and (c). The origin
of the SEM (red) and STM (blue) linescans shown in the inset of (d) and (e) are
indicated in the corresponding figures (b-e). The inset in (b) shows a histogram of
the island size of low contrast seen in SEM on a total area of 3× 3µm2. Set point
for the STM images (d, e) was 1.1V, 0.5nA.
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Figure 6.4: Scanning tunneling spectra taken on the homogeneous quasi-perfect graphene
monolayer and inhomogeneous imperfect graphene which were identified in fig.
6.3. The Dirac point (Vd) is indicated for the graphene monolayer as well as the en-
ergy gap (Eg) for the spectrum of the inhomogeneous layer. The spectra are shifted
for better visibility. The dotted lines indicate the zero level for every spectrum. The
insets show the corresponding STM images from fig. 6.3.
large scale SEM image does not reveal any significant difference between the two
areas.
However, a remarkable difference becomes obvious from the SEM images with
higher resolution shown in fig. 6.3(b, c). Fig. 6.3(b) shows the imperfect area which
exhibits two intensity levels (bright and dark) and appears very inhomogeneous. On
the other hand the quasi-perfect area also shows these two contrast levels but with
a much smaller amount of bright contrast. Based on the discussion in the previ-
ous section 6.1 the bright areas are identified as buffer-layer and the dark ones as
ML graphene. Thus, in the imperfect area a large amount of residual buffer layer
is present. Performing STM on the same sample positions (presented in fig. 6.3(d,
e)) a height variation is found coinciding nicely with the contrast seen in the SEM.
The height difference is deduced to 2.3Å which correlates well with the previously re-
ported step height between graphene and the buffer layer [126]. The average graphene
island diameter in the imperfect regions is about 12nm as shown in the histogram in
the inset of fig. 6.3(b).
To evaluate the electronic properties of the imperfect and quasi-perfect area STS
was performed on both sites. The resulting tunneling spectra are plotted in fig. 6.4.
The quasi-perfect graphene exhibits the typical dIt/dV signature of epitaxial ML
graphene seen before in sections 6.1 and 5.2.1. The dip corresponding to the Dirac
point is located at around −350mV. In contrast, the tunneling spectrum from the
imperfect area reveals a gap like feature of about 1 eV close to the value reported
for the buffer layer [126, 149]. No significant difference is found in tunneling spectra
taken at different positions within the imperfect area. Hence, the local presence of
graphene or buffer layer cannot be confirmed with STS. It is important to note that
the dIt/dV signal does not go down to zero completely even around zero bias. Such a
constant DOS within a gap like feature is known to give rise to 2d variable range hop-
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Figure 6.5: (a) Local 4pp transport measurements on an inhomogeneous epitaxial graphene
sheet in dual configuration. The resistance in configuration A and B is plotted
against the probe spacing. The mean values are indicated. (b) Sheet resistances
from local transport measurements as function of probe spacing (T = 300K). The
sheet resistances were deduced from dual configuration measurements and by
applying the geometrical correction factor for a thin sheet. (c, d) Temperature
dependence of the sheet resistance (L = 1µm) and corresponding fit to VRH.
Details about the fit are given in the main text. The fit for a quasi-perfect ML from
section 5.2.2 is displayed as red line for comparison.
ping (cf. section 2.2.2) [161]. Thus, the investigation of the corresponding transport
characteristics is of great interest.
6.2.2 local multi-probe transport on imperfect graphene
The transport characteristics of the quasi-perfect graphene are found to be fully con-
sistent with those reported in section 5.2.2 for ML graphene. Hence they shall not
be discussed here again. On the other hand the transport properties of areas in-
corporating imperfect graphene clearly differ. In fig. 6.5(a) the 4pp resistances mea-
sured with the multi-tip STM in configuration A and B (cf. fig. 5.5(a)) are plotted
against the probe spacing. The probe spacing independence as well as the ratio
RA/RA = 1.25 ≈ ln(4)/ln(3) indicates a 2d conductivity [60] similar to the per-
fect ML graphene. Compared to the perfect ML, the resistance is enhanced by a
factor of roughly 10 resulting in mean values of RA = 1.81 kΩ and RB = 1.44 kΩ.
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The corresponding sheet resistances obtained by applying the geometric correction
factor Rs = RA π/ ln(2) and by using the dual configuration by means of eq. 2.20
are shown in fig. 6.6(b). The sheet resistance from dual configuration is given by
Rs = (8.07 ± 0.11) kΩ/2 and geometry correction yields Rs = (8.18 ± 0.14) kΩ/2.
Both values agree within 1%, hence, the assumption of a semi-infinite 2d sheet re-
mains valid for the imperfect graphene sheet.
From these data, the only difference between the transport characteristics of an
imperfect and a homogeneous graphene layer turns out to be an increased sheet re-
sistance of the imperfect layer. Especially the 2d characteristic of transport is fully
preserved. This similarity does not apply to the temperature dependence of the sheet
resistance. The imperfect graphene shows an exponentially increasing sheet resis-
tance with decreasing temperature in strong contrast to the sheet resistance of a
quasi-perfect ML which is weakly decreasing with temperature (cf. fig. 5.5(c)). Hence,
the remote phonon scattering mechanism dominating the temperature dependence
of the conductivity in a homogeneous ML is not relevant for imperfect graphene.
In fact, the temperature dependence can be described by Anderson localization (cf.
section 2.2.2). The change of sheet resistance with temperature is well reproduced
by fitting with eq. 2.47 with dimension d = 2 and a characteristic Mott temperature
Tm = 4200K. Assuming the localization length to be in the order of the size of the
graphene islands (which was deduced to 12nm), the density of defect states at the
Fermi energy D(Ef) = 2 × 1013 cm−2/eV following eq. 2.48. The quality of the fit
can be evaluated in more detail by plotting ln(Rs) versus T−1/3 as shown in fig.
6.5(d). It agrees well with the experimental data up to around 200K. The origin of the
deviation for higher temperatures is not clear. Since there is only a weak temperature
dependence present, phonon assisted contributions might play a role. The description
in terms of Anderson localization and variable range hopping (VRH) however is
similar to transport studies on graphene antidot lattices [161, 162]. This similarity is
not surprising since the imperfect graphene areas show a structure comparable to an
antidot lattice.
The overall influence of imperfections in the graphene sheet on the transport prop-
erties shows that a perfect graphene sheet is an essential prerequisite in order to
obtain low sheet resistances and high mobilities. The Anderson localization present
in imperfect graphene leads to drastically enhanced resistance values especially at
low temperatures.
6.3 I N F L U E N C E O F S T E P E D G E S
As shown in section 6.1 ML graphene samples on SiC often feature bilayer stripes
along the step-bunched substrate steps. The influence of such step edges on the
transport characteristics of a graphene ML will be discussed in this section. The
SEM image in fig. 6.6(a) illustrates the situation. A homogeneous graphene ML is
intersected by bilayer stripes at the step edges which show almost parallel alignment.
The identification of bilayer, ML and buffer layer is done based on the findings from
section 6.1.
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Figure 6.6: (a) SEM image of an epitaxial graphene ML with bilayer stripes at the step edges.
(b-d) Local 4pp transport measurements on an epitaxial graphene monolayer (c)
with and (d) without bilayer stripes at the step edges. The resistances in (b) are
obtained with square tip arrangement with the current driving tips at an angle of
Θ relative to the step edges. The fit is explained in the main text. The resistances
in (c) and (d) are obtained in a linear tip arrangement parallel and perpendicular
to the step edges (c) with and (d) without bilayer stripes. In (c) at L = 500nm, in
perpendicular tip arrangement an additional measurement was made with all tips
placed on a single terrace.
The conductivity is expected to be anisotropic and dependent on the arrangement
of the probes parallel or perpendicular to the step edges. Thus a square arrangement
is chosen because it is more sensitive to intrinsic anisotropies in a 2d sheet [62]. The
arrangement is schematically shown in fig. 6.6(a). For the measurements shown in fig.
6.6(b) the probe spacing is kept fixed at about 10µm and the whole square arrange-
ment is rotated by an angle Θ relative to the step edges. The measured resistance
is increasing from 189Ω at parallel alignment (Θ = 0◦) to 420Ω at perpendicular
alignment (Θ = 90◦). This clearly indicates an anisotropic conductivity. The angu-
lar dependence can be rationalized by a simple phenomenological model assuming
straight and evenly distributed steps [163]. The resistance can be expressed as
R ∼ R0 +
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where R0 is the angle independent resistance of the sheet at Θ = 0◦ and Rstep is the
additional resistance caused by the steps. The resistance of the steps can be deduced
from the fit to Rstep = 240Ω. Performing the same experiment on a graphene sheet
with no bilayer stripes at the step edges (cf. section 5.2.2) results in a much smaller
resistance anisotropy which is also shown in fig. 6.6(b). The resistance at Θ = 0◦
(R0 = 176Ω) is almost the same as for the case with bilayer stripes. Increasing the
angle leads to a resistance increase up to 236Ω for perpendicular alignment which
is almost a factor of 2 lower than in the presence of bilayer stripes. The fit according
to eq. 6.1 yields an additional resistance induced by the steps Rstep = 45Ω roughly
a factor of 5 lower than the step resistance when the edges are covered with bilayer
stripes.
It is important to note that the evolution of bilayer stripes is directly related to the
presence of step bunched substrate steps of 5− 7nm height. In contrast, the sample
with no bilayer stripes exhibited substrate steps with half-unit cell height (0.75nm)
even after graphene growth. Hence it is not possible to conclude whether the bilayer
stripes or the larger step height is responsible for the enhanced step resistance. To
make sure that the observed anisotropy is really stemming from the step edges also
4pp measurements in linear probe arrangement were performed. In a homogeneous
material the measured resistivity in a linear configuration is not dependent on the
probe alignment relative to the sample [62]. However, in an inhomogeneous mate-
rial where the anisotropy arises from extrinsic influences such as step edges, a linear
probe arrangement is sensitive to the arrangement of probes relative to the direc-
tion of anisotropy [63]. Thus, probing an anisotropic surface with a linear 4pp probe
arrangement reveals the nature of anisotropy.
The probe spacing dependent resistances in a linear probe arrangement parallel
and perpendicular to the step edges are plotted in fig. 6.6(c) and fig. 6.6(d) for a
sample with and without bilayer stripes along the step edges. The graphene ML
intersected by the bilayer stripes shows an increase of the resistance when switching
from parallel to perpendicular alignment. In parallel direction the mean resistance
R|| = 420Ω while perpendicular R⊥ = 759Ω. The higher resistances compared to
the square arrangement do not imply an increased sheet resistance but are rather
caused by the different measurement geometry. The resistance from the step edges
is simply given by the difference between the parallel and perpendicular alignment
which amounts to 339Ω. This is in reasonable agreement with the value obtained by
the rotational square method. The resistances show no probe spacing dependence as
expected for a 2d system. In perpendicular direction, an additional measurement was
made with L = 500nm and all tips placed on the same terrace. The resistance drops
sharply down to the parallel value. This is easy to understand since no influence of
the step edge can be seen if not a single step edge is located between the probes. It
is however remarkable that no further step like increase of the resistance is observed
when crossing additional steps at larger L. The resistance seems to depend only on
the relative amount of bilayer region within the graphene ML not on the total number
of steps.
In comparison, the sample with a homogeneous ML graphene without bilayer
stripes at the step edges shown in fig. 6.6(b) exhibits a resistance increase of only
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29Ω when switching from parallel (R|| = 226Ω) to perpendicular (R|| = 255Ω) align-
ment. Again, the values are fully consistent with those obtained in the rotational
square arrangement. No resistance drop is observed in perpendicular alignment for
small probe spacings. The reason for the absence of such a drop is the smaller terrace
width Γ < 2µm present on this sample. Thus it was not possible to place all tips on
the same terrace in a linear arrangement.
In both cases, with and without bilayer stripes at the step edges, the dependence
of the resistance in linear 4pp arrangement on the direction relative to the step edges
shows that the conductance anisotropy is caused by the step edges and is not an
intrinsic property of the sheet. The origin of the enhanced resistance of substrate
step edges has been discussed intensively. In [163] similar 4pp measurements in lin-
ear and square configuration are presented. The only difference is the much larger
probe spacing of about 100µm. The resistance increase in perpendicular alignment
was found to be around 180Ω, in good agreement with the results found here. The
enhanced resistance was attributed to trapped silicon atoms aggregating around step
edges which serve as the dominant scattering source. Furthermore, an enhanced re-
sistance due to curvature of the graphene film was excluded because the 1% change
in lattice constant from compressive strain across step edges [164] is not enough to
induce a significant transport gap which would account for the observed anisotropy
[165]. These conclusions are supported further by the theoretical work in [166] where
structural deformations are found to give only a small contribution to electron scat-
tering and the increased resistance over step edges is explained in terms of the abrupt
potential and doping variation due to detachment of the graphene from the underly-
ing substrate across a step. The resistivity of a step in the graphene sheet is shown
to linearly increase with the step height for small steps up to 1.5nm in height by
scanning tunneling potentiometry [51] and for even higher steps up to 11nm by
macroscopic transport measurements [167]. A linear increase of the resistance of a
substrate step with increasing step height was also found by means of local current
measurments with a conductive AFM [168]. The resistance ratio between the step
resistance and planar graphene for a step height of 1.5nm was found to be 1.5 and
almost the same value was obtained for a step caused by a transition from monolayer
to bilayer graphene.
The enhanced resistance of graphene crossing over an underlying substrate step
is well reported both experimentally and theoretically. In the case of the step edges
covered with bilayer fraction, which were investigated in this section, it is not pos-
sible to determine if the bilayer contribution or the substrate step itself causes the
resistance enhancement. There is definitely a contribution from the step height itself
because even for step edges without bilayer coverage an additional resistance perpen-
dicular to the steps was measured. However, whether the increase of this additional
resistance with increased step height is mainly caused by the step itself following
the linear dependency reported before [51, 166–168] or by the bilayer monolayer junc-
tion [51, 168] cannot be decided from the measurements presented here. A recent
experimental study identified bilayer domains as the main source for scattering and
highlighted that substrate steps as high as 2nm do not have a significant effect on the
resistivity of the graphene layer [169]. In order to disentangle the influence of bilayer
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stripes and substrate steps it is necessary to grow a graphene ML over bunched sub-
strate steps without bilayer contributions. This is a challenging task that could not be
accomplished during this thesis.
6.4 C O N C L U S I O N S
The influence of defects on the transport properties of epitaxial ML graphene have
been considered in this chapter. Two different types of defects were discriminated,
inhomogeneities on the nm scale within the graphene ML caused by an incomplete
graphene growth and step bunching induced step edges covered with bilayer frac-
tions. The presence of nano-inhomogeneities directly manifests in a sheet resistance
increase by about a factor of 10 at room temperature compared to a perfect ML sheet.
This resistance increase is even more pronounced at low temperatures because the in-
homogeneous graphene ML shows a localization behavior which was well described
in terms of VRH. The sheet resistance at low temperatures was increased by more
than a factor of 100 compared to the quasi-perfect graphene ML where no Anderson
localization was observed.
In comparison, the effect of bilayer covered step edges is not that dramatic. Roughly
a factor of 2 was found for the resistance increase measured in transport geometries
perpendicular to the step edges. The resistance increase over bilayer covered step
edges could be caused by the step edge itself or the bilayer monolayer junctions.
Nevertheless, the presented linear and square 4pp measurements proved that the
source for the anisotropy is located at the step edges.
In order to gain insight into the intrinsic transport characteristics of graphene the
formation of these defects needs to be avoided. This implies that the growth of high-
quality graphene and graphene nanostructures on SiC demands careful control of
the graphene formation as well as the substrate morphology. A closed graphene layer
without incorporation of nano-inhomogeneities is essential but also the substrate step
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7
G R O W T H A N D C H A R A C T E R I Z AT I O N O F S I D E WA L L
N A N O R I B B O N S
Graphene nanoribbons are an essential building block in future graphene based elec-
tronic devices. Two main properties are of special interest for this purpose, the width
dependent bandgap in armchair type ribbons [170, 171] (cf. section 3.2.1) and the
possibility of topologically protected edges states in zig-zag GNR [112] (cf. section
3.2.3). However, in order to observe these peculiar transport phenomena, the edges
of the GNRs need to be well-ordered on the atomic scale. Defects in the edges will
immanently prohibit the observation of the special transport properties of GNRs.
Lithographically patterned GNRs are known to suffer severely from the patterning
process, showing rough and disordered edges [31–34]. In order to protect the edges
during the patterning process sophisticated techniques such as the encapsulation of
graphene into boron nitride have been used successfully [172]. However, they are
not suitable for the implementation in an industrial manufacturing process. A very
promising technique for this purpose, makes use of the self-assembling growth of
graphene nanostructures on pre-patterned SiC substrates [44]. In this chapter this
growth process shall be adapted and used for the growth of well-ordered graphene
nanoribbons. The results of this chapter are published in [173–175].
7.1 G R O W T H O F S I D E WA L L G R A P H E N E N A N O R I B B O N S
In order to grow graphene nanostructures by self-assembly a mechanism needs to
be found which catalyzes the graphene growth at predefined sample positions. For
epitaxial graphene it is well-known that the growth processes faster on inclined
nanofacets such as (112n) [176] or (110n) facets [177]. This is intuitively clear since sil-
icon atoms on such nanofacets have a weaker bonding compared to the plane surface.
Thus, the controlled synthesis of SiC nanofacets is the key for the subsequent self-
assembled growth of GNRs. The formation of such nanofacets is reported on step
bunched SiC surfaces [178–180] and can be related to the minimization of surface
free energy. For the growth of perfect 2d graphene sheets this preferential growth
on nanofacets at bunched substrates steps is unwanted because, as shown in section
6.3, additional graphene layers at step edges give rise to enhanced electron scatter-
ing. However, if carefully controlled, this mechanism opens up a pathway to grow
graphene nanoribbons directly without destructive post-processing.
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Refacetting







Figure 7.1: Illustration of the synthesis process of epitaxial sidewall graphene nanoribbons.
First, a nanometer scale step is etched into the SiC by RIE. Heating of the SiC
induces step flow, resulting in an inclined nanofacet. In the last step graphene is
grown preferentially on the facet.
It has been shown that the formation of SiC nanofacets can be induced by litho-
graphic patterning of the SiC substrate and subsequent annealing [44]. The growth
principle is schematically shown in fig. 7.1. First, an edge with several nm in height
is patterned into the substrate by RIE using a mixture of 20/7 SF6/O2 resulting in
a slow etching rate of 3Å/s. This provides careful control over the etching depth
which will later on determine the width of the GNR. Subsequent annealing trans-
forms this sidewall into an inclined nanofacet via step-flow. Elevating the annealing
temperature will induce graphene growth on the sidewall facets (cf. fig. 7.2(a)). With
this technique a variety of graphene nanostructures with different geometries can be
realized [181]. This thesis concentrates solely on GNRs. For this purpose mesa struc-
tures are used in the initial substrate patterning step in order to achieve an array of
GNRs after the graphene growth is completed.
The annealing of the sample for refacetting and graphene growth was carried out
resistively either in a face-to-face heater which was presented in section 5.1 or by
simple UHV annealing with the heater shown in fig. 7.2(b). Typical annealing tem-
peratures and times in the face-to-face heater were 1300 ◦C for 30min during the
refacetting and 1500 ◦C for 10min for graphene growth. The temperatures were mea-
sured with a two-color infrared pyrometer. The UHV annealing uses lower tempera-
tures and shorter annealing times. Typical parameters were 1000 ◦C for 10min for the
refacetting and 1115 ◦C for 1min to induce graphene growth. Temperatures in UHV







Figure 7.2: (a) Illustration of the preferential desorption of silicon atoms from SiC facets. The
formation of the first graphene layer is indicated. (b) Schematic of the resistive
heater used for graphene growth in UHV.
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Figure 7.3: Schematic of a sidewall graphene nanoribbon [174]. Carbon atoms are shown in
black, silicon atoms in yellow. The lower ribbon edge at the trench is covalently
bonded to the SiC. The upper edge at the plateau merges into the buffer layer on
the plateau. The graphene covering the sidewall is not bonded to the SiC.
ε = 0.96. The current was always driven through the sample parallel to the orientation
of the mesa structures. On-axis SiC(0001) substrates were used for all experiments.
7.2 M O R P H O L O G I C A L A N D E L E C T R O N I C P R O P E RT I E S
After completion of the GNR growth all samples were extensively characterized.
Typical findings concerning the electronic and morphological properties of sidewall
GNRs will be presented in the following. All GNRs characterized in this section are
grown on 20nm deep mesa structures yielding approximately 40nm wide ribbons.
The width of the mesa structures was varied between 1µm and 8µm. The lateral
size of the mesa structure has no influence on any of the sidewall ribbon properties
presented below.
A general model for the morphology of a sidewall GNR is shown in fig. 7.3. The
lower edge of the ribbon bonds to the substrate in the mesa trench while the upper
edge connects seamlessly to the buffer layer on the mesa plateau. This causes heavy
bending of the graphene layer close to the trench edge. The model follows directly
from TEM investigations of the epitaxial growth process [182, 183]. Most importantly
the carbon layer covering the sidewall facet is not bonded to the substrate as normally
expected for the first carbon layer on SiC(0001). This picture is strongly motivated by
TEM and electron energy loss spectroscopy studies which show that the buffer layer
delaminates on SiC facets forming quasi-freestanding graphene [184, 185].
The experimental results presented in the following will show that this model is
highly justified. The most important questions concerning the ribbon growth are the
number of layers on the sidewalls, the edge orientation and the doping level. All
these questions will be addressed.
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Figure 7.4: (a) Raman spectrum of a sidewall GNR. The fit of the 2D peak with a single
Lorentzian (FWHM 40 cm−1) is indicated in red. The inset shows a Raman spec-
trum from the plateau. The Raman intensity was multiplied by 60 compared to
the sidewall spectrum to make the peaks visible. The low intensity of the peaks
indicates contributions from small graphene patches. (b) Mapping of the 2D peak
intensity. High intensity is observed at the location of the sidewalls indicating
preferential graphene growth. (c) Polarization angle dependence of I(D)/I(G) fit-
ted according to eq. 7.1.
7.2.1 raman spectroscopy on sidewall graphene nanoribbons
Raman spectroscopy is the method of choice for the determination of the number of
graphene layers as explained in section A.5.2. A typical Raman spectrum of a side-
wall GNR can be found in fig. 7.4(a). It exhibits the characteristic D (1382 cm−1), G
(1606 cm−1) and 2D (2735 cm−1) peaks. The positions of the peaks are in line with
previous Raman studies of epitaxial ML graphene reported in literature [115] and
in this thesis (cf. section 5.2.1). The intensity of the D peak is rather low indicating
a low defect density. The mean distance between defects can be estimated from the
ratio I(D)/I(G) = 0.14 to more than 40nm [186]. In order to determine the number of
graphene layers the most convenient way is to fit the 2D peak with Lorentzian peaks.
The 2D peak in the spectrum in fig. 7.4(a) can be fitted with a single Lorentzian
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with a FWHM of 40 cm−1 which clearly indicates ML graphene [40]. With a Raman
spectrometer it is furthermore possible to record spatial mappings of the peak inten-
sities on the sample surface. Such a mapping of the 2D peak intensity is shown in
fig. 7.4(b). It clearly reveals that graphene has been grown almost exclusively on the
mesa sidewalls. The 3µm wide plateaus and trenches exhibit only small graphene
patches which do not interconnect the sidewall ribbons. An example Raman spec-
trum from the plateau is shown in the inset of fig. 7.4(a). It reveals very small G and
2D peaks. In order to make these peaks visible, the intensity had to be multiplied by
a factor of 60 compared to the spectrum from the sidewall. This indicates that only
very small graphene patches contribute to the spectrum which is consistent with the
2D mapping.
Further insight into the influence of the ribbon edge to the Raman spectrum can be
gained by performing polarization dependent Raman measurements. Since only the
phonon wave vectors perpendicular to the incident light polarization contribute to
the Raman signal in graphene [187–189] phonon wave vectors along the nanoribbon
axis should not be influenced by the ribbon edge. A polar plot of I(D)/I(G) versus the
polarization angle Θ is shown in fig. 7.4(c). For polarization angles of 90◦ and 270◦
the phonon wave vector is aligned parallel to the ribbon axis. The data shows almost
no polarization dependence of the I(D)/I(G) ratio. For quantification the angular
dependence can be fitted with the following expression [187, 190]
I(D)
I(G)
(Θ) ∼ (c+ (1− c) cos2(Θ)) (7.1)
with c = I(D)min/I(D)max. The fit yields c = 0.96 which is close to c = 1 indicating
complete independence from the polarization angle. Hence it can be concluded that
the sidewall GNR edges do not significantly contribute to the Raman D peak. This
implies that the edges are of zigzag type because in contrast to armchair edges a
zigzag edge is not Raman active [190, 191] as discussed also in the appendix A.5.2.
The D peak intensity hence reflects the defect density of the ribbon itself and is not
influenced by additional scattering events at the edges. The edge orientation will be
investigated in detail by STM in section 7.2.3.
7.2.2 leed on sidewall graphene nanoribbons
LEED is an extremely powerful method in order to analyze the crystallographic struc-





3)R30◦ reconstruction of the interfacial buffer layer. A typical LEED image

































3)R30◦ indicates that the majority of the sample is
covered by a not fully developed buffer layer [95]. It is directly clear that the LEED
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Figure 7.5: LEED pattern (E = 137 eV) of a sample with sidewall GNRs showing the co-









are the SiC(10) (green), the graphene(10) (grey) and the (1/3, 1/3) spot (orange).




3)R30◦ reconstruction and indicates that the
buffer layer is not completely developed.
image is entirely determined by the crystallographic structure of the plateaus and
trenches of the mesa. The lateral width of the mesa of at least 1µm, which was used
throughout this thesis, makes the sidewall ribbon density too small to detect a signal
from them in the LEED. Hence no conclusions can be drawn from a LEED analysis
concerning the GNRs but it is useful to ensure that plateau and trench are still in a
very early stage of the graphitization process and not overgrown with graphene.
7.2.3 stm and sts on sidewall graphene nanoribbons
Regarding the microscopic orientation and the LDOS of the sidewall ribbons STM and
STS are the methods of choice. In a naive guess the orientation of the ribbon should
be determined by the orientation of the substrate such as for epitaxial graphene on










GNRs [193]. Surprisingly, this is not the case. Fig. 7.6(a) shows a STM image obtained





is clearly achieved, showing nicely the typical honeycomb pattern of graphene. In
contrast to the previous guess the ribbon does not show an armchair-like orientation
but a zigzag one. A zigzag orientation was also found for sidewall ribbons on mesa




direction of the substrate as obvious from the
atomically resolved STM image in fig. 7.6(b). However, in this case the zigzag orien-
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Figure 7.6: (a, b) Atomically resolved STM images taken in the center of sidewall graphene
nanoribbons. The ribbon in (a) is grown on a mesa sidewall oriented parallel to the〈
1120
〉





exhibit a zigzag like orientation. The insets depict the orientation of the ribbon.
STM images were taken in the central area marked in red. (c) STS of a sidewall
GNR and of the surrounding buffer layer. The positions on which the spectra on
the GNR were acquired are marked in (b).
tation was expected. Unfortunately, atomic resolution of the edges was not possible
due to the transition from graphene to buffer layer or substrate at the edge, which
results in indefinite tunneling conditions. Furthermore, according to the model pre-
sented in fig. 7.3 the lower edge to the trench is heavily bended which makes it almost
impossible to image this edge directly.
Nevertheless, the observed preference of the sidewall graphene to grow in zigzag
orientation is striking. It might be caused by the high growth rates during UHV an-
nealing. In contrast, sidewall ribbons produced via the CCS method in a rf-furnace
have been shown to exhibit both armchair and zigzag edges, dependent on substrate
orientation as revealed by a detailed LEED study [193]. The zigzag configuration was
even identified as less stable compared to the armchair one, which is in complete
contrast to the observations made here. Furthermore, a TEM and STM study of side-
wall GNRs grown in a CCS furnace showed the existence of so called mini-ribbons of
1− 2nm in width, bordering the main facet in armchair direction [185]. The existence
of mini-ribbons explains the observation of the 0.5 eV bandgap in sidewall GNRs in
a recent ARPES study [194]. During the measurements in this thesis no hint for the
presence of mini-ribbons was found. This discrepancies between the sidewall GNRs
grown via different annealing procedures is remarkable. In general, the preferential
zigzag growth found in UHV can be rationalized by looking at the atomic arrange-
ment of the edges on the SiC surface. Since the carbon atoms in the lower edge of the
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Figure 7.7: Schematic of the possible arrangements of graphene armchair and zigzag edges on








. The carbon atoms in the graphene
edges are shown in black, the Si atoms in the top SiC layer in light red.
ribbon bond to Si atoms in the top SiC layer (cf. model in fig. 7.3), those edges should
be favored which allow for such bonding without atomic displacements. In fig. 7.7 a













(which is the natural zigzag





(which is the nominal armchair direction), a zigzag
edge fits better to the Si atom arrangement than an armchair edge. If the ribbon
growth starts at the lower edge it is hence highly reasonable that the development of
zigzag edges is more favored. The high growth rates during UHV annealing might be
also supportive of the preferential development of zigzag edges. Furthermore, since
a current is driven directly through the sample during the annealing, a temperature
gradient of about 50− 100 ◦C over the length of the sample is unavoidable. Such large
gradients are not present in the case of the CCS method. The influence of both, tem-
perature gradients as well as fast growth rates needs to be investigated more closely
to gain a better understanding of the growth process of sidewall GNRs. However,
such an analysis is beyond the scope of this thesis.
In order to get insight into the electronic properties, STS was carried out on the
sidewall GNRs. All tunneling spectroscopy experiments on the sidewall GNRs were
recorded using standard lock-in techniques. The resulting dIt/dV spectra are shown
in fig. 7.6(c). They exhibit the typical V-shape with a minimum at zero bias as ex-
pected for undoped graphene. In contrast, spectra acquired on the mesa plateau
(trench) show a clear gap feature of about 1.3 eV (0.8 eV). This indicates the pres-
ence of a buffer layer. The graphene growth was successfully restricted to the mesa
sidewalls. Consequently the ribbons are well isolated from each other. The peaks in
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the buffer layer spectra at around ±500mV might be caused by localized states in the
buffer layer [195].
The most important finding from the tunneling spectroscopy on the sidewall ribbon
is the doping level. The minimum of the dIt/dV and hence the minimum of the
LDOS is precisely located at zero bias. No further minimum indicating a Dirac point
shifted from the Fermi level [120–123] is present in the spectra. This clearly indicates
that the sidewall GNRs are charge neutral. The resemblance of all tunneling spectra
acquired on the ribbon clearly shows that the varying background visible in the STM
image in fig. 7.6(b) does not affect the LDOS. The charge neutrality is in contrast to
the strong n-type doping found in epitaxial ML graphene on SiC(0001) (cf. section
5.2.1). The reason for this charge neutrality is most likely the absence of a buffer
layer underneath the sidewall graphene. As stated previously, graphene growing over
SiC nanofacets delaminates from the surface forming quasi-freestanding graphene
[184, 185]. Consequently, the local resistance of the epitaxial graphene on the facets is
enhanced due to the reduced carrier concentration [196]. On the other hand, it is not
even clear, if a buffer-layer can form at all on the facet because the sidewall surface
is a (110n) or (112n) facet rather than a plane polar SiC(0001). For example, epitaxial
graphene grown on the non-polar (1120) and (1100) surfaces [102] of a SiC crystal
does not develop a buffer layer because the formation of tetrahedral bonds between
the graphene layer and the non-polar surfaces is hindered [103]. In [184] the bonding
behavior of epitaxial graphene on (112n) facets on 4H-SiC surfaces was evaluated.
Facet angles larger than 27◦ were found to prohibit the formation of a buffer layer.
Furthermore, local strain in the graphene layer was suggested to decrease this critical
angle [184]. Since the sidewalls of refacetted SiC mesas show comparable inclination
angles, the charge neutrality found for graphene grown on these sidewalls is not
surprising but fully supports the model of a quasi-freestanding ribbon depicted in
fig. 7.3.
Despite the proof of charge neutrality, the tunneling spectra of the sidewall GNR
presented in fig. 7.6(c) do not show any ribbon specific features. Furthermore, record-
ing of tunneling spectra at the edges was not possible due to the more complex
tunneling conditions. It should be noted that the recording of tunnel spectra hap-
pened with the same tip with which atomic resolution was achieved. Hence the tip
was relatively sharp. It is known that blunt tips might be more suitable for tunneling
spectroscopy because sharp features in the DOS of the tip are diminished [197–200].
Following this argumentation the sidewall GNRs were probed again with a blunt tip
which was not able to achieve atomic resolution. Despite the failure to obtain atomic
resolution a tip was chosen that produced reproducible tunneling spectra. The bias
voltage in this case was applied by a second tungsten tip contacting the sidewall
ribbon ohmically in the vicinity of the STM tip. This biasing procedure was not pos-
sible for the measurements shown in fig. 7.6 because the biasing tip induces to much
vibration to obtain atomic resolution. The result of measurements with a blunt tip
and close-by biasing are presented in fig. 7.8. The STM image shows the whole facet
which is covered with graphene. The STM tip is moved over the facet and tunneling
spectra are recorded at the positions marked in the STM image. The most prominent
characteristic of the spectrum taken in the center of the ribbon is a gap-like feature
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Figure 7.8: STS across a sidewall GNR. The dIt/dV spectra are shown in (a) and (b), the
corresponding positions on which the spectra were acquired are marked in the
STM image shown in (c). The spectra are shifted for better visibility, the dashed
line indicates zero for the individual spectra.
.
of about 120− 130mV. Additional features appear when moving the STM tip away
from the center towards the plateau and trench edge. At the energetic location of the
gap two peaks show up which are most clearly visible directly at the edges. Moving
the tip over the edge onto the plateau or trench changes the spectrum drastically.
Only the insulating nature of the buffer layer or residual substrate on the trench and
plateau can be detected. Hence even if atomic resolution is not possible with this tip
the edge of the sidewall GNR can be localized within 1nm due to the distinct change
in the tunneling spectrum.
In the following a closer look shall be taken at the spectra recorded in the center
and at the edges of the ribbon. A close-up of these spectra is shown in fig. 7.9(a).
The gap-like feature in the central spectrum is clearly visible. With a width of about
120− 130meV it is much larger than the energy gap expected for a zigzag GNR of
this width which is in the order of 25meV [105]. Hence a different mechanism has
to account for this gap feature. The d2It/dV2 spectrum in fig. 7.9(b) reveals two anti-
symmetric peaks at zero bias and 140mV hence at the edges of the gap in the dIt/V
spectrum. Interestingly the features in the d2It/dV2 and the corresponding gap in
the dIt/dV are not symmetric around zero bias but offset by about 70mV. The same
offset is found for the peak structure observed at the ribbon edges which is also sym-
metric around V = 70mV. This offset seems to be intrinsic of all spectra. The origin of
this shift is not clear. It is most likely not due to p-type doping because the sidewall
GNR were previously identified as charge neutral. Secondly the antisymmetry of the
peaks in the d2It/dV2 spectrum indicates phonon mediated inelastic tunneling [122].
However, such inelastic features should not depend on the carrier density. Hence, the
origin of the 70mV offset cannot be resolved here. However, the resemblance of the
gap structure in the dIt/dV and the corresponding peaks in the d2It/dV2 spectrum
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Figure 7.9: (a) Close up of the peaks in the dIt/dV spectra at the ribbon edges. The splitting
∆edge of the peaks is about 20mV larger for the edge at the trench compared
to the edge at the plateau. The spectra taken in the GNR center is shown for
comparison. (b) d
2It
dV2 spectrum taken in the ribbon center. Antisymmetric features
in the spectrum are indicated by arrows. (c) Decay of the intensity of the edge
state peaks with increasing distance away from the edges to the ribbon center.
to an elastic tunneling gap which is overcome by inelastic phonon-mediated tunnel-
ing [120, 122] is striking. The phonon energy is deduced from the d2It/dV2 spectrum
in fig. 7.9(b) to about 70meV (taking into account the shift of 70mV) which corre-
sponds well to a graphene K-point phonon [131]. It should be noted that in section
5.2.1 the explanation of the gap-like feature in the dIt/dV of epitaxial ML graphene
on SiC(0001) by inelastic tunneling was ruled out due to the spatial inhomogeneity
of the inelastic contributions [133]. However this is no discrepancy because the obser-
vations on ML graphene on SiC(0001) are largely influenced by the underlying buffer
layer. Since no buffer layer is present in the case of a sidewall GNR the interpretation
that the gap feature is caused by inelastic phonon-mediated tunneling is reasonable.
Focusing now on the double peak structure within the gap, it can be clearly seen
from fig. 7.9(c) that the two peaks are localized around the edges. The intensity drops
as soon as the distance from the edge is increased. This is in qualitative agreement
with the decay of the edge states of GNRs physisorbed on Au(111) [201]. However,
the data density is not high enough to proof an exponential behavior of the decay.
Nevertheless, the experimental finding strongly suggests the presence of localized
states in the edges of sidewall GNRs. As shown in fig. 7.9(a) the splitting of the edge
state peaks is slightly higher for the trench edge (60mV) compared to the plateau
edge (50mV).
The key question is that of the mechanism which gives rise to the edge states.
A natural guess for a zigzag GNR would be the well described edge states arising
from the flat bands in the energy spectrum [27, 28]. Such edge states have indeed
been observed by STS at the zigzag edges of graphite [202–204], GNRs etched out
of highly oriented pyrolytic graphite [205] and graphene quantum dots [206]. This
however does not explain the double peak structure in the tunneling spectra. Such a
double peak structure has been observed already in GNRs physisorbed on Au(111)
[201], CVD graphene nanoribbons [207] and epitaxial GNRs on SiC obtained by Fe
nanoparticle-assisted hydrogen etching [38]. The energy splitting of the peaks was
attributed to the presence of magnetic ordering. The splitting observed here for the
sidewall GNRs is larger by almost a factor of three compared to chiral GNRs on
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Au(111) of the same width [201]. Yet the exact value of the splitting depends on the
on-site Coulomb repulsion which is typically assumed to be in the range of 1.1− 1.3 t
for zigzag GNRs but can also be effectively screened by the substrate resulting for
example in U = 0.5 t for GNRs on Au(111). Hence, a different splitting for GNRs on
different substrates is expected. For example, in 14nm wide ribbons on SiC substrates
edge state peaks splitted by about 130meV have been observed [38]. In CVD grown
GNRs the energy splitting of the edge states was found to be much larger than the
theoretically calculated values [207] illustrating that a match between theory and
experiment concerning the edge-state splitting is no trivial task.
A further point which needs to be considered in the case of sidewall GNRs is strain.
As obvious from the model presented in fig. 7.3 a significant amount of strain is ex-
pected around the edges of the sidewall GNR because of the local bending of the
ribbon. Such strain can lead to a further modification of the band structure. Tensile
strain was predicted to increase the band gap of a zigzag GNR while compressive
and sheer strain has the opposite effect [208]. There are also experimental evidences
for the influence of strain. The bandgap of a GNR deposited on SiO2 was success-
fully tuned by uniaxial strain applied via an AFM tip [209]. Band gap variations of
more than a factor of 2 were observed. Concerning the sidewall ribbons it is highly
reasonable to assume that different amounts of strain are present in the trench and
plateau edge considering their different morphological structure. This might be the
reason for the different energy splittings of the edge states in the upper and lower
edge.
Edge magnetism is not the only possible explanation for the presence of edge state
peaks. Similar features can be caused by the interaction of the ribbon edges with
the substrate. For zigzag GNRs on various metal surfaces such as Au(111), DFT cal-
culations have shown that nonmagnetic edge states can be caused by the bonding
of the ribbon edge to the substrate [210]. On the other hand GNRs with hydrogen
terminated edges on Au(111) surfaces were identified not to suffer from interactions
with the substrate and their magnetic properties remain unaffected. Similarly the
σ-bond between the sidewall ribbon edge and the SiC substrate may protect the
sp2-hybridization of the edge atoms making the edge state robust against external
influences. In lack of a DFT study of the sidewall GNRs, the origin of the edge states
cannot be fully clarified. The presence of edge states, nonetheless, reflects the well-
ordered character of the edges of a sidewall GNR.
7.3 T R A N S P O RT P R O P E RT I E S O F S I D E WA L L R I B B O N S
The most important characteristics of GNRs, in foresight to use them in electronic
applications, are their transport properties. In order to extract the intrinsic properties
of the GNRs no contacts defined by conventional lithography shall be used, because
any kind of resist can lead to unintentional doping [48–50]. As already demonstrated
in chapter 5 and 6, a multi-tip STM equipped with tungsten tips can be reliably used
to perform transport measurements on graphene. All transport experiments were
performed in a UHV environment after degassing the samples for a minimum of
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Figure 7.10: (a) SEM image showing four tungsten tips contacting a sidewall GNR. (b) IV
curves taken on the GNR as well as on the trench and the plateau of the mesa.
The indicated resistances are obtained by a linear fit. The GNR shows a resistance
close to 1h/e2. The resistance on the trench and the plateau are significantly
higher.
5h at 800 ◦C. Thus, all transport results were obtained in a very clean environment
leaving almost no room for the detrimental influence of adsorbates.
7.3.1 local resistance measurements
The local resistance of the sidewall GNRs was measured in a linear 4pp arrangement.
An SEM image of the geometry is presented in fig. 7.10(a). The GNR on the sidewall
can be clearly identified by its dark contrast compared to the trench and plateau of
the mesa where only buffer layer or very small graphene patches are present. The
low SEM intensity of the graphene ML on the sidewall is consistent with the SEM in-
vestigations of epitaxial graphene layers on SiC(0001) in section 6.1. The tungsten tips
are placed directly on the ribbon following the contacting procedure described in sec-
tion 4.3. An ohmic contact is formed between tip and ribbon with contact resistances
below 500Ω.
A typical IV curve of a sidewall GNR with a probe spacing L = 1µm is displayed
in fig. 7.10(b). It exhibits a purely metallic behavior with a resistance R = 1.01h/e2.
The IV curves obtained on the sidewall GNRs were always metallic regardless of
probe spacing or temperature. No sign of any semiconducting behavior was found.
In contrast, 4pp measurements on the trench and the plateau of the mesa reveal
significantly increased resistances compared to the sidewall GNR. The example IV
curve on the plateau yields a resistance of 460 kΩ. The resistance on the trench R =
695 kΩ is even higher. The local resistances on the trench and plateau are largely
varying when probed at different sample positions. But they were typically at least
15 times higher than the resistance of the sidewall GNRs. The influence of parasitic
current paths through the plateau and trench is hence small enough to extract the
transport properties of individual sidewall GNRs. In general, the resistance of the
trench was found to be higher than that of the plateau which is most likely due to an
enhanced disorder induced by the RIE process.
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Figure 7.11: 4pp resistance of a sidewall GNR measured at room temperature and plotted
against the bias voltage Vb. Resistances were measured using low-frequency lock-
in techniques (50Hz, 10nA) and a probe spacing of L = 5µm.
The linearity of the IV curves of sidewall GNRs suggests that the resistance is bias
independent. In contrast, a large bias dependence was reported for sidewall GNRs
measured in a fixed geometry at low temperatures [174]. The increase of conductance
with increasing bias voltage was attributed to electronic heating [32]. In order to
test whether a similar behavior can be found here, the bias voltage of the sidewall
GNRs was measured in a 4pp configuration with low-frequency lock-in technique.
The resulting resistance with respect to the bias voltage is exemplarily shown in
fig. 7.11. No bias voltage dependence was found in any of the sidewall GNRs. This is
most likely due to the relatively high minimum temperatures which can be reached in
the multi-tip STM. For observing a significant bias voltage dependence temperatures
below 30K are needed [174] which cannot be realized here.
The main advantage of a multi-tip STM is the possibility of a fast change of the tip
arrangement. This allows to perform resistance measurements with variable probe
spacings. The probe spacing dependent resistance of five different sidewall GNRs
is shown in fig. 7.12(a). All ribbons show a resistance which is linearly increasing
with the probe spacing. The offset resistance at L = 0 is always given by R = 1h/e2.
This is in line with the resistance relation expected for a ballistic conductor (cf. eq.
2.38) R(L) = h/e2(1 + L/λ0). The offset resistance of R = 1h/e2 indicates ballistic
transport through a single non-degenerate channel. The mean free paths λ0 extracted
from the linear fit show a large variation for the individual ribbons. It ranges from
1.6µm to practically infinity in case of ribbons which do not show any resistance
increase with increasing probe spacing at all. These mean free paths are of course only
extrapolations from the limited transport length scale shown here. Nonetheless, mean
free paths largely exceeding the probe spacing show that it is possible to conduct
electrons through the ribbons without back scattering over length scales of more
than 5µm. This is reflected in the resistance per unit length Rl which can be directly
deduced from the fit taking into account the width of the GNRs of 40nm. For the five
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(a) (b)
Figure 7.12: 4pp transport measurement on various sidewall GNRs. In (a) the resistance is
plotted versus the probe spacing for five ribbons. The linear fits extrapolate to
R0 = 1h/e
2. The mean free paths λ0 deduced from the fit according to eq. 2.38
are indicated in the graph. (b) Histogram of the resistance values of 80 sidewall
GNRs measured with probe spacings between 1µm and 5µm.
sidewall GNRs shown here Rl ranges from 16 kΩ/µm down to below 300Ω/µm and
reaches practically zero for the best ribbons.
To clarify whether this single-channel ballistic transport is only an occasional prop-
erty of a few sidewall ribbons, the resistance of a large number of ribbons was
recorded. Fig. 7.12(b) shows a histogram of the resistances of 80 different ribbons
in the probe spacing regime between 1µm and 5µm. The resistance values clearly
exhibit a peak at 1h/e2 indicating that the majority of sidewall GNRs does show
single-channel ballistic transport with resistances only moderately increasing with
probe spacing. Hence it can be concluded that the single-channel ballistic transport
is a general property of sidewall GNRs.
The finding of single-channel ballistic transport in the sidewall GNRs is remark-
able for three reasons. First, it implies that both the spin and the valley degeneracy
are lifted. Furthermore, the transport experiments shown here were carried out at
room temperature. Room temperature ballistic transport is theoretically predicted
for zigzag GNRs [211] and was experimentally observed for example in carbon nan-
otubes [12, 212] or graphene encapsulated in boron nitride [213]. The third remark-
able fact is that the ballistic conduction was probed in a 4pp geometry which is in
principle not sensitive to the quantized contact resistances which characterize a bal-
listic conductor. The reason why a 4pp measurement is essentially the same as a 2pp
here, is related to the invasiveness of the probes and will be discussed in detail in
section 8.1.
The next chapter 8 will be solely devoted to the investigation of the exceptional
single-channel ballistic transport in sidewall GNRs. The rest of this chapter however,
will investigate the origin of the different mean free paths of the ribbons in fig. 7.12(a).
This is utterly important in order to optimize the growth process. It should be noted
that the different mean free paths are not related to any morphological or spectro-
scopic feature seen in STM, STS and Raman. The results presented in section 7.2 are
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Figure 7.13: AFM images of flattened SiC surfaces exhibiting (a) half-unit cell steps and (b)
large steps with several nm height created by step bunching. The insets show
corresponding linescans. The terrace width Γ is much larger on the step bunched
surface. No graphene or buffer layer is present on the surface and the LEED
image in the inset shows consequently only a SiC(1× 1).
valid for all ballistic sidewall ribbons regardless of their mean free path. Hence, the
limitation of the mean free path needs to be caused by an extrinsic influence.
7.3.2 influence of substrate roughness
So far the surface structure of the underlying SiC substrate has been completely ne-
glected during the characterization of sidewall GNRs. In order to understand the
large spread in the mean free path, observed in the previous section, it is now nec-
essary to take a closer look at the substrate morphology. All SiC substrates were
flattened prior to mesa structuring in order to remove polishing scratches. For this
purpose the face-to-face heater was used following the recipe presented in section
5.1. By altering the annealing temperature in this first step, the width of the resulting
SiC terraces can be controlled, as shown in the AFM images in fig. 7.13. Samples pro-
cessed at 1200 ◦C exhibit small terraces up to 500nm in width with step heights of half
a SiC unit cell (0.75nm). Annealing at higher temperatures of about 1300− 1400 ◦C
leads to step bunching which increases the terrace width Γ up to several µm. The
height of the steps simultaneously increases up to several nm. The roughness of
the surfaces is low with typical rms values of about 0.4nm. These are significantly
smaller than those of the pristine surface which usually shows rms values of about
3nm due to residual polishing scratches. LEED reveals that the surface contains pure,
unreconstructed SiC after the flattening. The LEED pattern shows only a SiC(1× 1).
This ensures that no graphene or even buffer layer growth has started at this early
stage.
How the different terrace widths influence the growth of sidewall GNRs can be
seen from the AFM and EFM analysis in fig. 7.14, showing samples after completed
mesa structuring, refacetting and graphene growth. The sample in fig. 7.14(a) exhib-
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Figure 7.14: AFM and corresponding EFM image of samples with (a) small and (b) large sub-
strate terraces after mesa structuring and graphene growth. Both samples show
preferential graphene growth on the sidewalls. A large number of interconnect-
ing narrow ribbons is present at the step edges of the sample shown in (a).
ited small terraces and half-unit cell steps prior to GNR growth while fig. 7.14(b)
shows a step bunched sample with terraces up to 20µm in width. The rms values of
the trench and plateau deduced from AFM are typically slightly enhanced to about
0.7nm after the mesa structuring. Yet after the refacetting process the roughness is
again reduced to about 0.4nm. Hence the patterning of the SiC substrate is very
gentle and does not enhance the roughness of the surface.
The onset of graphene growth can be directly imaged with the EFM. It can be seen
from fig. 7.14 that the EFM amplitude reveals a characteristic contrast which can be
attributed to the local work function on the sample surface. The work function of
graphene is about 0.14 eV higher compared to the buffer layer [214]. Thus, the parts
of the sample which cause a large EFM amplitude are covered with graphene. This
clearly demonstrates the preferential growth of GNRs on the mesa sidewalls for both,
samples with large and small terrace width. Unfortunately, graphene did not only
grow on the mesa sidewalls but also on the substrate step edges. This has dramatic
consequences for the sample with narrow terraces because every substrate step edge
is essentially the host of an interconnecting graphene ribbon. In contrast, for the
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1300 cm-1 1850 cm-1(b) (c)
Figure 7.15: AFM and corresponding SNOM images of sidewall GNRs with excitation laser
frequencies of (a) 905 cm−1, (b) 1300 cm−1 and (c) 1850 cm−1. The facets appear
dark in (a) due to a resonance in the near-field spectrum of SiC at 905 cm−1.
sample with wide terraces no indication of interconnecting ribbons can be found in
the EFM image.
To make sure that the presence of interconnecting ribbons is really related to sub-
strate steps further s-SNOM and SEM analysis were performed. In fig. 7.15 AFM
and corresponding near field amplitude images of sidewall GNRs grown on a SiC
substrate with terrace width Γ > 20µm are shown. Three different excitation laser
frequencies (905 cm−1, 1300 cm−1, 1850 cm−1) were used for the recording of the
near field amplitude in order to access different points in the near field spectrum. For
the excitation frequency of 905 cm−1 which is shown in fig. 7.15(a) the mesa sidewalls
appear darker than the trenches and plateaus. This contrast is inverted for the other
two frequencies as obvious from fig. 7.15(b, c). The contrast inversion can be easily
understood and is caused by a phonon resonance in the near field spectrum of SiC
close to 905 cm−1 [215, 216]. As a consequence, the graphene covered areas appear
dark at this excitation frequency. At the higher frequencies, the near-field spectrum
of graphene is related to its universal conductivity, and the near field amplitude is
expected to be larger than that of the SiC or buffer layer. This is clearly the case in fig.
7.15(b, c). In neither of the s-SNOM images any sign of interconnecting ribbons could
be detected. Some small patches of graphene might be located between the sidewall
ribbons but they should not be detrimental to the transport within the ribbons itself.
The sidewall GNRs are further analyzed by means of SEM. Fig. 7.16 presents mesa
structured samples after refacetting but before graphene growth in (a) and after
graphene growth in (b-d). Before graphene growth, the refacetted sidewall shows
a high secondary electron contrast due to its inclination. After completed sidewall
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Figure 7.16: SEM images of samples after mesa structuring and refacetting (a) before and (b-
d) after graphene growth on the mesa sidewalls. The facets in (a) appear bright
due to their inclination relative to the flat plateaus and trenches. Samples with (b)
small (Γ = 500nm), (c) medium (Γ < 4µm) and (d) large (Γ > 20µm) substrate
terraces are shown for comparison after graphene was grown on the sidewalls.
The density of step edges and hence interconnecting ribbons is decreasing with
increasing terrace width.
graphene growth the facets appear darker than the surrounding surface indicating
the selective growth of graphene. Three different substrates with small (Γ around
500nm), medium (Γ < 4µm) and large terrace width (Γ > 20µm) were used. The
SEM images clearly reveal a decreasing number of interconnecting ribbons with in-
creasing Γ .
From these observations it can be concluded that the substrate terrace width has
direct influence on the growth of sidewall GNRs by providing sources for preferential
graphene growth on step edges. The effect of the resulting interconnecting ribbons
on the ballistic transport properties of the sidewall GNR will be discussed in the
following. For this purpose, probe spacing dependent 4pp resistance measurements
have been carried out on sidewall ribbons on substrates with different terrace widths.
It was not possible to grow a ballistic sidewall GNR on a substrate with half-unit cell
steps and small terrace widths in the order of 100nm. Hence the analysis is restricted
to medium and large terrace width.
Fig. 7.17 shows exemplarily the resistance of two sidewall GNRs with respect to the
probe spacing. The sidewall GNRs were grown on a substrate with either medium
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Figure 7.17: 4pp resistance of sidewall GNRs on a substrate with medium (Γ < 4µm) and
large (Γ > 20µm) terrace width (cf. fig. 7.16(b, c)). The resistances are plotted
with respect to the probe spacing and fitted to eq. 2.38. The measurement config-
urations A and B are shown schematically.
(Γ < 4µm) or large terrace widths (Γ > 20µm). On the sample with large Γ the
ribbon shows an almost probe spacing independent resistance of 1 e2/h. Its mean
free path is hence much larger than the investigated maximum probe spacing of
5µm. The two measurement configurations A and B schematically depicted in fig.
7.17 yield almost identical resistances RA and RB. The resistance ratio of RA/RB = 1.02
which is a fingerprint of 1d conductivity [60]. Increasing the density of substrate
steps by reducing the terrace width changes the probe spacing dependence drastically.
The resistance is no longer probe spacing independent but linearly increasing. The
electronic mean free path can be extracted from the fit to λ0 = 1.3µm. The transport
is still ballistic which is indicated by the offset resistance of 1 e2/h at L = 0 and it
is still 1d with an only slightly enhanced ratio RA/RB = 1.06. However, the mean
free path is strongly reduced by the presence of additional substrate steps and hence
the presence of interconnecting ribbons. The density of substrate steps is found to
limit the achievable mean free path of sidewall GNRs. In order to grow exceptionally
long range ballistic ribbons, the roughness of the SiC template needs to be closely
monitored.
7.3.3 influence of facet roughness
Despite the roughness of the SiC substrate, also the morphological properties of the
mesa sidewall itself are of importance. All experiments presented so far were made on
20nm deep mesa structures which develop smooth sidewall facets and subsequently
host well-defined GNRs on these facets. If the etching depth is increased the mesa
sidewalls turn out to be less stable upon facet formation. This is nicely illustrated in
the TEM image of a 40nm deep mesa sidewall recorded after the refacetting process
but prior to graphene growth shown in fig. 7.18. The bottom half of the sidewall
appears atomically smooth and well-ordered. A typical inclination angle of about
22◦ is found in this region. In the middle of the facet a small sub-terrace is visible
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Figure 7.18: TEM image of the sidewall of a 40nm deep mesa after the refacetting step.
which is most likely caused by a defect induced enhanced step bunching during the
refacetting process. The sub-terrace simultaneously marks the transition point from
the atomically smooth bottom half to the less ordered top half of the facet. The top
half appears much rougher and less ordered.
The enhanced roughness of the sidewalls of mesas with etching depth larger than
20nm also has severe consequences for the subsequent growth of graphene. Fig.
7.19(a) shows the AFM and corresponding EFM image of the sidewall of a 30nm
deep mesa sidewall upon completed refacetting and graphene growth. Three sub-
facets have formed within the sidewall hosting three narrow GNRs. This becomes
clear from the linescans in fig. 7.19(c). The peaks of the EFM amplitude indicate pref-
erential graphene growth on the sub-facets. The AFM and EFM on the sidewall of a




Figure 7.19: AFM and corresponding EFM image of the sidewall of a (a) 30nm and (b) 20nm
deep mesa after graphene growth. The corresponding linescans are shown in (c)
and (d). In case of the 30nm deep sidewall the formation of 3 sub-facets each
hosting a GNR is clearly visible.
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Figure 7.20: 4pp resistance of the sidewall GNRs shown in fig. 7.19(a, c). The linear fit extrap-
olates to zero indicating 1d diffusive transport.
20nm deep mesa is shown for comparison in fig. 7.19(b) with corresponding lines-
cans in fig. 7.19(d). Clearly, the whole facet is homogeneously covered with graphene
and no sub-facet formation is visible. The facet inclination on 20nm deep mesas is
typically found to be in the range of 20◦ − 30◦. In contrast, the sub-facets on the
sidewall of the 30nm deep mesa exhibit an inclination angle of about 50◦.
It should be expected that the only partial covering with graphene and the for-
mation of sub-facet GNRs also has an impact on the transport properties. Indeed,
transport in the the sub-facet GNRs follows a completely different mechanism. The
4pp resistance versus the probe spacing is plotted in fig. 7.20. It is linearly increasing
up to about 5.5kΩ at L = 8µm. Most importantly, the linear fit reveals that there is no
offset at L = 0 and hence no indication for ballistic conduction. This probe spacing
dependence is expected for a diffusive 1d conductor measured in 4pp configuration
[58]. From the fit, the resistivity of the diffusive sub-facet GNR can be deduced to
about 690Ω/µm. The resistivity is large compared to other diffusive 1d systems such
as CoSi2 nanowires which exhibit a more than ten times lower resistivity at a compa-
rable width.
The observation of diffuse rather than ballistic transport in these sub-facet GNRs
directly implies that their electronic mean free path is dramatically lower compared
to the sidewall GNRs characterized before. It is unclear what causes the transition
to the diffusive transport regime. However, it is likely that the interface between the
ribbon and the facet is altered due to the large angle of inclination found for the sub-
facet GNRs. For example a local bonding of the ribbon to the substrate facet would
destroy the free-standing nature of the GNR. Unfortunately it was not possible to
contact a single sub-facet GNR. The tip apex of the tungsten tips is typically larger
than 100nm and therefore it is reasonable to assume that always all sub-facet GNR
are contacted during a transport experiment. Hence it is not clear if all sub-facet
ribbons are diffusive.
Regardless of the origin of the 1d diffusive transport in sub-facet ribbons it can
be concluded that a smooth facet is essential in order to observe ballistic transport
in sidewall GNRs. This implies that the mesa etching depth and the facet formation
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Figure 7.21: AFM images of a mesa structured sample before and after refacetting and








on the sidewalls needs to be closely monitored. Furthermore, the etching depth and
hence the ribbon width is restricted due to the enhanced facet roughness for mesa
structures deeper than 20nm
7.4 L I M I TAT I O N S O F T H E G R O W T H P R O C E S S
Two final remarks shall be made on the sidewall GNR growth process regarding the
mesa orientation and the heating current direction. First, a mesa orientation in arbi-
trary direction shall be evaluated and secondly, the direction of the heating current
will be changed from parallel to perpendicular with respect to the mesa alignment.
7.4.1 mesa alignment in intermediate crystallographic directions
From the STM investigations in section 7.2.3 the orientation of sidewall GNRs was









This leaves the question of what happens in intermediate crystallographic directions.
An educated guess suggests two possibilities. Either the sidewall GNRs still prefer
the zigzag orientation or they arrange accordingly to the substrate orientation in a
chiral manner. The possibility to align the mesa structures in an intermediate angle
would have the advantage that their alignment can be chosen to be parallel to sub-
strate steps. This would drastically reduce the formation of interconnecting ribbons
in between the sidewall GNRs which were identified to have a limiting effect on
the electronic mean free path in section 7.3.2. The AFM image of a mesa structure
with intermediate alignment before and after graphene growth is presented in fig.
7.21. Unfortunately, it reveals that the mesa structures are not stable in such crystallo-
graphic direction. Upon graphene growth their sidewalls are severely eroded. Since a
minimum roughness of the substrate and the sidewalls is needed to observe ballistic
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Figure 7.22: SEM images taken during graphene growth on a mesa structured SiC surface.
The heating current is driven through the sample in perpendicular direction to
the mesa orientation.
transport properties, this mesa orientation is not suitable for the growth of sidewall
GNRs. It can be concluded that the mesa alignment needs to be carefully controlled









7.4.2 alteration of the heating current direction
One last remark concerns the direction of the heating current direction used for an-
nealing of the samples. As mentioned in the beginning of this chapter for all anneal-
ing steps done so far the current was always driven through the sample parallel to the
mesa orientation and hence, parallel to the sidewalls. If the heating current is driven
through the sample in perpendicular direction the graphene growth mechanism is
completely different. The SEM images in fig. 7.22 show three samples after graphene
growth at different temperatures. The heating current was driven through the sam-
ple perpendicular to the mesa sidewalls. Dark areas in the SEM images indicate the
formation of graphene. At the lowest temperature of 1500 ◦C only every second side-
wall is covered with graphene. It is always the facet which faces the incoming current.
Even on these facets the graphene growth is inhomogeneous. By increasing the an-
nealing temperature up to 1550 ◦C graphene growth on the plateaus can be triggered.
The development of small graphene patches can be observed. After increasing the an-
nealing temperature further to 1600 ◦C the plateaus are fully covered with few-layer
graphene. The graphene growth proceeds on the trenches as well, again following
the direction of current.
The growth mechanism seen here can be rationalized in terms of electromigration.
The electrons of the heating current transfer their momentum to the Si atoms of the
SiC which will be preferentially desorbed. This process is most effective at the facets
facing the current. This growth profile might be useful for the purpose of selectively
growing graphene only on the mesa plateaus and should be also a possible pathway
for the self-organizational growth of graphene nanostructures. On the other hand,
for the growth of sidewall graphene nanoribbons this growth method is not suited
because of the rather inhomogeneous graphene formation on the sidewalls. Hence,
in order to synthesize well-ordered sidewall GNRs by resistive heating the heating
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current should always be driven through the sample in the direction parallel to the
mesa sidewalls. This implies further that graphene nanostructures in other geome-
tries such as circles or kinked structures might be difficult to prepare by resistive
heating. Switching to heating with an AC current instead of DC, could be a possible
route to overcome this obstacle.
7.5 C O N C L U S I O N S
In this chapter it was shown that GNRs can be grown by self-assembly, making use
of the preferential graphene growth on the sidewalls of SiC mesa structures. This
process eliminates the parasitic influences of conventional lithography such as unin-
tentional doping via the resist. The presence of monolayer graphene on the sidewalls
was demonstrated by means of Raman spectroscopy. STM revealed that the graphene
layers on the sidewalls are atomically well-ordered. Surprisingly, the sidewall GNRs
are always oriented in zigzag direction regardless of the mesa orientation relative to
the substrate. Charge neutrality as well as the presence of edge-states was indicated
by local tunneling spectroscopy. These findings support the model of a freestanding
GNR and disprove the presence of an underlying bufferlayer.
The sidewall GNRs were characterized by local 4pp transport as room temperature
ballistic conductors. The presence of only a single transport channel indicates the
lifting of both spin and valley degeneracy. Furthermore, mean free paths larger than
5µm can be reached. Minimization of the roughness of the SiC substrate and the
mesa sidewall was identified to be crucial in order to grow long range ballistic GNRs.
The mean free path of the sidewall GNRs was shown to be directly limited by the




B A L L I S T I C T R A N S P O RT I N S I D E WA L L G R A P H E N E
N A N O R I B B O N S
In the previous chapter 7, sidewall graphene nanoribbons were identified as room
temperature, single-channel ballistic conductors. In this chapter a detailed transport
characterization of the ballistic channel shall be presented. First, the role of the voltage
probes in a local 4pp measurement on a ballistic conductor will be evaluated to give
further evidence for the ballistic nature of transport. Furthermore, in order to get a
thorough understanding of the peculiar transport properties of sidewall GNRs it is
necessary to investigate the localization behavior of the ballistic channel as well as its
low temperature characteristics. These investigations will allow to suggest possible
mechanisms for the origin of single-channel transport in sidewall GNRs.
8.1 I N F L U E N C E O F I N VA S I V E P R O B E S
The transport data presented in chapter 7 were collected in 4pp configuration. Fol-
lowing the discussion in section 2.2.5 the invasiveness of voltage probes in a 4pp mea-
surement configuration can be evaluated by comparing the resistances gained from a
4pp measurement R4pp with those from the 2pp configuration R2pp. A corresponding
plot showing R4pp and R2pp at different probe spacings is given in fig. 8.1. Naturally,
a sidewall GNR with a long mean free path was chosen for this investigation (cf. sec-
tion 7.3.1). Hence only a very small linear increase of the resistance with increasing
probe spacing can be detected. The fits according to R(L) = R0(1+L/λ0) yield a mean
free path λ0 = 265µm for both arrangements. The offset R0 = 1h/e2 for the 4pp mea-
surement and is slightly enhanced to R0 = 1.04h/e2 in the 2pp case. Moreover, the
resistance ratio can be extracted to R4pp/R2pp = (0.95± 0.02). According to eq. 2.64
this resistance ratio yields an invasiveness of the voltage probes P = 0.97. Hence the
voltage probes are almost completely invasive. Consequently the resistance obtained
in a 4pp and in a 2pp configuration are almost equal because the invasive voltage
probes separate the ballistic conductor into three equal sections [74].
The resistance in the 4pp measurement is in general only slightly lower than that
extracted from a 2pp one. This reflects nicely that besides the quantized contact resis-
tance from ballistic conduction other contact resistances arising at the probe ribbon
interface are small. The 2pp resistance is enhanced by about 0.04h/e2 which sug-
gests an additional mean contact resistance between probe and ribbon of about 500Ω.
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Figure 8.1: Comparison of 4pp and 2pp resistance of a sidewall GNR plotted against the
probe spacing. The measurement setups are shown schematically.
Hence measurements in a 2pp configuration are sufficient in order to detect ballistic
signatures with fairly high accuracy.
The invasiveness of the probes can be exploited in an elegant way to provide fur-
ther evidence for the ballistic nature of transport. As discussed in section 2.2.5 a fully
invasive voltage probe acts on a ballistic conductor like a scattering center with trans-
mission probability T = 1/2. Hence, introducing one or two passive probes in a 2pp
setup should strongly modify R2pp. A general expression for multiple scattering cen-
ters with different transmission probabilities has already been derived in section 2.2.1
in eq. 2.33. Consequently, introducing one passive probe with T = 1/2 should result
in a doubling of R2pp while two passive probes cause a tripling.
The corresponding measurement is presented in fig. 8.2(a). It clearly shows that
placing one or two probes onto the ballistic conductor in between the contacting
probes has a distinct effect on R2pp. It increases step like with every additional passive
probe. This is a clear signature of ballistic transport. Placing probes on a diffusive wire
would have no effect on the measured resistance. Neither the distance between the
contact probes nor the position of the invasive probes relative to the contact probes
has an effect on the observed resistance values as apparent from fig. 8.2(b). This
illustrates that the probe spacings are smaller than the mean free path of the system.
The invasive probe experiment was repeated several times resulting in the large
spread of the resistance values shown in fig. 8.2(a). The mean invasiveness extracted
from the resistances with one and two passive probes in between adds up to about
0.48− 0.86. It does not completely reach the value obtained previously in this section
from the comparison of R2pp and R4pp (P = 0.97). However the measurement setup
with a passive probe (meaning a probe with a large resistance to ground) is not
exactly the same as a 4pp setup with the voltage probes connected to a multimeter.
The passive probe setup is much more demanding in experimental terms which also
explains the large spread of values for the mean invasiveness. Placing the passive
probes several times on the ballistic conductor can always result in modifications of
the probe ribbon interface and hence alterations of the invasiveness. In the case of
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Figure 8.2: (a) Effect of passive probes (orange in the schematic illustration) contacting a side-
wall GNR in between the current/voltage probes. The measured resistances are
expected to double for one passive probe and triple for two passive probes in the
case of perfect invasiveness. The measurements are indicated in orange. The val-
ues expected for fully invasive probes (P = 1), non-invasive probes (P = 0) and
probes with the invasiveness deduced from the comparison of 4pp and 2pp mea-
surements (P = 0.97) are shown for comparison. The invasiveness of the passive
probes was assumed to be equal. (b) Plot of the resistance measured with 1 and
2 passive probes with respect to their position. Lp is the distance of the passive
probe to the left current/voltage probe as shown in the sketch in (a). In the case of
2 passive probes, the position of the second passive probe is kept fixed in 0.5µm
distance to the right current/voltage probe.
two passive probes only a mean invasiveness was extracted from the measurements
in fig. 8.2(a). This means that the invasiveness of both probes was assumed to be
equal. This assumption is not really justified due to the large spread in resistance.
However, the main purpose of the passive probe experiment was to provide evidence
for the ballistic nature of transport and not to extract the individual invasiveness of
the probes. Nonetheless the large number of measurements provides a good estimate
of the range in which the probe invasiveness can be found.
A final remark on the passive probe experiments concerns the question of possi-
ble damage to the ribbon by placing the passive probes repeatedly on the ribbon.
It is important to exclude the possibility of a damaged ribbon because in principle
damage could also account for a resistance increase. Therefore only passive probes
experiments were considered which were fully reversible, meaning that the original
resistance value of 1 e2/h was recovered after removing the passive probes. This en-
sures that the sidewall GNR and its single ballistic channel were still intact after the
passive probe experiment.
8.2 L O C A L I Z AT I O N A N D T H E S E C O N D B A L L I S T I C C H A N N E L
The transport investigations of the ballistic channel in sidewall GNRs concentrated so
far on the probe spacing regime between 1µm and 5µm. Some remarkable observa-
tions can be made, expanding this regime down to L = 100nm and up to L = 25µm.
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Figure 8.3: Conductance of sidewall GNRs versus probe spacing at room temperature (T =
298K) and low temperature (T = 30K). At room temperature, the conductance
decreases nonlinearly at L = 200nm and L = 17µm. If L < 200nm, the quantized
conductance of two ballistic channels G = 2e2/h is obtained. If 200nm < L <
17µm, only a single ballistic channel (G = 1 e2/h) is present. The fit functions are
given in eq. 8.1 and eq. 8.2. At low temperatures the second ballistic channel is
not present even for small L.
The resulting conductances are plotted in fig. 8.3 for room temperature as well as
T = 30K. The low temperature curve shows a probe spacing independent conduc-
tance of G = 1 e2/h up to about L = 17µm. For larger L the conductance decreases in-
dicating localization of the ballistic channel. The same behavior is found at T = 298K
for L > 1µm. However for L < 1µm the conductance at room temperature is in-
creasing nonlinearly up to G = 2 e2/h. Hence, for small probe spacings at room
temperature a second channel is contributing to the conductance. The conductance
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The conductance increase for both channels can be fitted with the same exponen-
tial relation. They differ only in the localization parameter L±0 which is given by
L−0 = 200nm for the short and L
+
0 = 17µm for the long channel. Hence two ballistic
channels with very different localization lengths are present in the sidewall GNRs.
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Figure 8.4: Schematic bandstructure of a zigzag GNR with ferromagnetically coupled edges.
The spin split zeroth subbands are indicated in red and blue.
Furthermore, the short channel appears to be thermally activated and is conse-
quently missing in low temperature measurements. The conductance at low temper-
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. (8.2)
A detailed discussion of the temperature dependence of the two ballistic channels
will be given in the next section.
In the following, the short range ballistic channel will be referred to as 0− and
the long range as 0+ channel. The reason behind this assignment is the origin of
the ballistic channels which can be understood from the band structure of a zigzag
GNR with ferromagnetically coupled edges. It is schematically shown in fig. 8.4. In
general, the energy spectrum of a graphene nanoribbon with length L and width W
is approximately given by









For W = 40nm the first subband E1,0 ≈ 52meV. Turning now to subbands with
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with Tn being the transmission through subband n; the factor of 4 is caused by the
spin and valley degeneracy.
Consequently, for |Ef| < |En,0|, Tn = 0 and the subbands with n > 1 do not con-
tribute to transport. This leaves the subbands for n = 0, the so called zeroth subbands.
They are related to the edge states of a GNR. The spin degeneracy of the zeroth sub-
bands is lifted due to magnetic ordering (cf. section 3.2.2). The assumption of ferro-
magnetic coupling between the edges is motivated by the absence of a band gap. As
discussed in section 3.2.2, antiferromagnetic coupling would introduce a significant
band gap. Since no evidence for semiconducting behavior was found in the sidewall
GNRs the presence of a band gap can be excluded. This leaves the question of the
cause for the ferromagnetic coupling. In a recent experimental and theoretical study
ferromagnetic coupling was suggested to be present in zigzag GNRs at room tem-
peratures [37]. The magnetic coupling was proposed to depend on the ribbon width
and a transition from antiferromagnetic to ferromagnetic coupling was found for rib-
bons wider than 8nm. The extraordinary claim of room temperature ferromagnetism
however needs to be further backed up by a local probe of the magnetic order in the
edges [217].
The spin correlation length is in the order of 1nm in a zigzag graphene edge at
room temperature [218]. This suggests that spintronic devices based on edge mag-
netism cannot exceed this length scale if they shall be operated at room temperature.
Hence, spin polarization in the sidewall GNRs demands for a mechanism which
enhances the spin correlation length. As already mentioned in section 7.2.3 a signifi-
cant amount of curvature and strain is expected to be present in the sidewall GNRs.
Pseudo-magnetic fields caused by curvature were shown to be able to severely al-
ter the spin texture and the edge state properties of a GNR [219, 220]. Furthermore,
transverse electric fields were reported to cause half-metallicity in GNRs [107]. The
different bondings at the upper and lower edge of the sidewall GNR (cf. fig. 7.3)
might cause such transverse fields. Moreover even a single line defect was shown to
induce an intense spin polarization [221]. It is up to date not possible to say how
the spin polarization in the sidewall GNRs really looks like and which of the mecha-
nisms mentioned before actually makes a contribution. A lot more experimental and
especially theoretical work is needed to gain a realistic picture of the band and spin
structure.
8.3 T E M P E R AT U R E D E P E N D E N C E
To gain a better understanding of the nature of the two ballistic channels found in
the previous section, temperature dependent measurements were performed. Fig. 8.5
shows the conductances versus the temperature for probe spacings L = 300nm and
L = 1µm. For L = 300nm the contribution of both ballistic channels is expected while
for L = 1µm only the long ballistic channel (0+) is still present. This is well reflected




L = 1 μmL = 300 nm
Figure 8.5: Conductance of sidewall GNRs plotted against the sample temperature for a fixed
probe spacing of (a) L = 300nm and (b) L = 1µm. In the case of L = 300nm
two channels contribute to the conductance and one of them is temperature de-
pendent. The fit according to eq. 8.5 is explained in the main text. For L = 1µm
only the exceptional single-channel is probed. Below 400K the conductance shows
no temperature dependences and less than 10% variation. The conductance for
T > 400K increases exponentially. This increase can be attributed to thermally ac-
tivated transport through the substrate as shown by the fit function according to
eq. 8.7.
















with T∗ = 111K and T0 = 14K. It consists of a temperature independent contribu-
tion of 1 e2/h for the 0+ channel and the thermally activated contribution of the 0−






which relates T∗ to the probe spacing L. Due to the resemblance of eq. 8.6 to 1d vari-
able range hopping (cf. section 2.2.2) a similar transport mechanism was proposed for
the sidewall GNRs [174]. It was suggested that transport in the 0− channel involves
thermally activated longitudinal modes of the GNR.
A completely different behavior is found for the 0+ channel. The conductance
measured at a probe spacing of 1µm shows no temperature dependence up to about
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400K. G = 1 e2/h with less than 10% variation. The sudden increase for T > 400K
coincides with an increased conductance measured in between the ribbons. Hence it
is reasonable to assume that the SiC substrate becomes conductive. Consequently, the
exponential increase can be described by the temperature dependence of the conduc-
tance of doped SiC caused by the ionization of donor atoms. The carrier concentration











where Nc = 2(2πmekBT/h2)3/2 is the effective density of states in the conduction
band, Nd ≈ 1018 cm−3 is the donor concentration and ∆Ed = 140meV is the donor
level for nitrogen doping in SiC. The corresponding fit of the conductance repro-
duces nicely the temperature dependence found in fig. 8.5(b). Hence at temperatures
exceeding 400K transport is no longer dominated by the sidewall ribbons but by the
SiC substrate.
8.4 T R A N S P O RT I N H I G H E R S U B B A N D S
All transport experiments on the sidewall GNRs so far were done with charge neutral
ribbons. Hence only the zeroth subbands contributed to transport. In the following
a local gate will be used to tune the charge density away from charge neutrality to
access higher subbands. The concept of local gating by using an STM tip is depicted
in the SEM image in fig. 8.6(a). Three of the tips were used, one as gate electrode,
the other two serve as source and drain. The tip used for gating was intentionally
broadened by crashing it repeatedly into the sample surface. After this procedure
the tip exhibits a wide contact area which roughly corresponds to its tip apex seen
in the SEM image. This is necessary in order to gate a large fraction of the ribbon.
A similar procedure was successfully used before to locally gate graphene sheets on
Mica [222]. In this case the tip was coated with Al2O3 which served as gate oxide. For
the measurement presented in the following no gate oxide was used. The gating tip
was simply held in a distance of a few nm over the sample surface between the source
and drain tip. The source drain distance was L = 1.3µm and the sample temperature
was kept at about 30K.
In fig. 8.6(b) the conductance measured between the source and drain tips is plotted
against the gate voltage Vg. A single conductance minimum is located at Vg = 0V.
This clearly reveals that Fermi energy and Dirac point are coinciding and the pris-
tine ribbon is charge neutral. The conductance of 1 e2/h is nicely reproduced for
|Vg| < 150mV. The conductance increases with increasing Vg due to the population
of higher subbands. The subband population should set in as soon as the Fermi en-
ergy reaches E1,0 ≈ 52meV. Therefore the Fermi energy can be related to the gate
voltage via |Ef| = 0.13V
1/2
g eVV−1/2. From the slope of G(Vg) the transmission of the
subbands Tn>1 is deduced to about 0.045. This yields a mean free path λn = 61nm
according to eq. 2.38. This value correlates nicely with the transport experiments on
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Figure 8.6: Gated transport across a sidewall GNR. The measurement setup is shown in the
SEM image in (a). Two tips were used as source and drain current, a larger tip
serves as gate electrode. The source and drain tip are in direct contact with the
ribbon while the gate tip floats above. The contact resistance between gate tip and
GNR was larger than 50MΩ. (b) Conductance of a sidewall GNR plotted as a
function of gate voltage Vg. The minimum conductance Gmin = 0.98 e2/h is found
at Vg = 0V which corresponds to charge neutrality (Ef = 0). For |Vg| > 150mV
further subbands are opened and the conductance increases.
sidewall ribbons in a fixed geometry [174]. The mean free path of the n > 1 subbands
is significantly smaller than those of the zeroth subbands.
8.5 O R I G I N O F S I N G L E - C H A N N E L B A L L I S T I C T R A N S P O RT
The transport experiments reported up to now make clear that there are three contri-
butions to the conductance of a sidewall GNR, the 0−, 0+ channels and the n > 1
subbands. The n > 1 subbands have the smallest mean free path of the three. Nev-
ertheless the observed 60nm are much larger than the mean free paths typically
observed in lithographically patterned exfoliated GNRs [32, 223]. This demonstrates
again that the self-assembling growth technique leads to well-ordered edges.
The 0− channel is thermally activated and shows a rather small localization length
of about 200nm. Finally, the most prominent contribution is made by the 0+ channel
which yields a conductance of 1 e2/h regardless of temperature or probe spacing as
long as L 6 17µm. The 0+ channel can be attributed to the 0+ subband while the 0−
channel is derived from the 0− subband [174]. Their completely different properties
indicate a fundamental difference between the two modes such as a broken symmetry.
It has to be kept in mind that the upper and lower edges of a sidewall GNR are
significantly different in terms of the local bonding and mechanical deformation such
as curvature (cf. fig. 7.3). It is hence a reasonable assumption that the properties of
the edge states differ.
Nevertheless, the most puzzling question which remains is that of the origin of
the single-channel ballistic transport. The mean free path which is extremely long
even at room temperature suggests that transport needs to be topologically protected.
A Quantum Spin Hall (QSH) phase actually was predicted in graphene [224]. Con-
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(a) (b)
Figure 8.7: (a) Schematic spatial distribution of the edge state wave functions in a zigzag
GNR with a finite amount of sp3 hybridized edge atoms [231]. The charge density
of spin-up and spin-down electrons is shown in green and red, the superposition
state is shown in purple. (b) Interedge coupling t ′ versus probe spacing in a zigzag
GNR where 80% of the edge atoms exhibit sp3 orbitals [231].
sequently, graphene can be a topological insulator with spin filtered, gapless edge
states in which electronic transport is protected against backscattering by time rever-
sal symmetry [225]. A Quantum Anomalous Hall (QAH) phase was predicted which
is also driven by spin-orbit coupling but the edge states lack spin chirality in contrast
to the QSH phase [217]. Unfortunately the spin-orbit gap in graphene was predicted
to be in the range of 10−3meV to 0.1meV [226–228] which makes both phases ex-
perimentally inaccessible. However, curvature of the graphene layer, which is also
present in the lower edge of the sidewall GNR, was reported to enhance the spin-
orbit gap [229, 230]. Despite these special Quantum Hall phases, the presence of a
perfectly conducting channel (cf. 3.2.3) could also be responsible for the observed
long mean free path. Since such a channel requires a zigzag nanoribbon with well or-
dered edges its presence would underline the quality of the nanostructures produced
by the self-assembling growth technique.
However, neither the special Quantum Hall phases nor the perfectly conducting
channel would explain the lifting of both spin and valley degeneracy. Interestingly,
a very similar behavior was found for carbon nanotubes. They were reported to be
ballistic conductors at room temperature [11, 12] with a conductance of 2 e2/h in
contrast to the theoretically predicted 4 e2/h [11]. Despite the missing explanation
for this discrepancy, the similarity to the observed properties of sidewall GNRs is
striking. It suggests that the mechanism which lifts both degeneracies is not a unique
property of GNRs.
A recent preprint [231] addressed the question of the origin of the transition from
double-channel to single-channel transport in the sidewall GNR. It was proposed
that the transition is caused by an intrinsic spin orbit coupling in the edges. Impuri-
ties were predicted to induce a sp2 to sp3 hybridization which consequently results
in a large enhancement of spin-orbit coupling [232]. Spin-flip scattering is greatly
enhanced which removes the spin degree of freedom for sufficiently long probe spac-
ings as depicted in fig. 8.7(a). Furthermore, the metallic probes contacting the ribbon
were proposed to act as a medium for the coupling of the two edges. Therefore the
coupling becomes weak for small probe spacing and is enhanced for larger spacings
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as shown in fig. 8.7(b). Altogether, these two effects should result in a edge state wave
function which is a superposition of both spin components.
This model can be used to describe the transition from 2 e2/h to 1 e2/h if the cou-
pling parameters are chosen accordingly [231]. Unfortunately, the influence of disor-
der was not considered in this study which is remarkable since the sp3 hybridization
at the edges was proposed to be caused by impurity adsorption. Naturally, even a
small amount of misplaced atoms at the edge would lead to intervalley scattering
and consequently localization. The absence of localization on such huge length scales
which were reported in this thesis, demands for a transport mechanism which is
intrinsically protected against backscattering. Furthermore, the model presented in
[231] does not account for the fact the 0− channel is thermally activated. Hence it
is highly questionable if it is sufficient to describe the observed ballistic transport
phenomena.
8.6 C O N C L U S I O N S
This chapter provided clear evidence that sidewall GNRs are room temperature
single-channel ballistic conductors. The ballistic nature of transport was underlined
by the equivalence of 2pp and 4pp measurements. This equivalence can be well un-
derstood considering fully invasive voltage probes. The invasiveness was further ex-
ploited by using invasive probes as individual scattering centers to demonstrate that
the description of sidewall GNRs as ballistic conductors is consistent.
The transport behavior was found to be dominated by a channel arising from the
zeroth subband of a ferromagnetically coupled zigzag GNR. Extremely large mean
free paths were demonstrated by probe spacing dependent measurements. The ballis-
tic channel was found to localize only for ribbon lengths larger than 17µm. Transport
in a second ballistic channel with a much shorter localization length was identified
to be thermally activated. Transport within the channels derived from the zeroth sub-
bands was shown to be clearly different from the behavior of higher subbands. The
mean free path for transport in higher subbands was demonstrated to be only about
60nm.
The single-channel ballistic transport is the most striking property of sidewall
GNRs. The robustness of the observed transport properties make their potential for
nanoelectronic applications indisputable, despite the lack of a conclusive explanation
for their origin. It needs to be explored in the future, to what extend the exceptional
ballistic properties are an intrinsic property of the graphene layer or if they are also





S I D E WA L L G R A P H E N E N A N O C O N S T R I C T I O N S
The previous chapters 7 and 8 have shown that GNRs grown on the sidewalls of SiC
mesa structures exhibit exceptional ballistic transport properties such as extremely
large mean free paths at room temperature within a single channel. The transport
properties of the ribbons were found to be extremely robust. Hence the ribbons are
an ideal playground to apply structural alterations in order to modify their electronic
properties.
In this chapter, narrow constrictions shall be patterned into the sidewall GNRs.
Graphene nanoconstrictions (GNCs) are known to host a variety of highly interesting
physical properties and are important building blocks for carbon based electronics
[233, 234]. For example, a valley filter was proposed on the basis of a zigzag GNC
[235]. By connecting two valley filters in series, an electrostatically controlled val-
ley valve could be obtained. On the experimental side, lithographically patterned
nanoconstrictions in graphene on SiO2 were found to be essentially serial connec-
tions of graphene quantum dots [34, 236] due to their rough edges and the formation
of charged graphene islands. In transport experiments, this manifests in the observa-
tion of Coulomb blockade effects. On the other hand, in analogy with subwavelength
optics, GNCs with smooth edges were proposed to serve as electronic diffraction bar-
riers, giving rise to interference phenomena [237]. Due to the diffraction barrier at the
graphene constriction interface, transmission resonances occur which originate from
localized currents through the GNC [238, 239].
For the interpretation of the transport data of GNCs it is important to be well
aware of the transport properties of the graphene system in which the GNCs are
subsequently defined. In case of the sidewall GNRs the transport was extensively
characterized and the transport characteristics of the constriction can be clearly dis-
criminated from the GNR itself.
9.1 S E T U P O F S T M L I T H O G R A P H Y
A key factor for the extraordinary transport characteristics of sidewall GNRs is the
self-assembling growth process. By renouncing the use of conventional lithography,
the exceptional properties of the edges can be maintained. A careful patterning pro-
cess is now also needed in order to define GNCs as non-destructive as possible. For
this purpose STM lithography is the method of choice. By applying high bias voltages
between the STM tip and the graphene sample and simultaneously moving the tip
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Figure 9.1: Schematic illustration of STM lithography on a sidewall GNR. In the first step, a
reference 2pp measurement is carried out to ensure the ballistic nature of the rib-
bon. For lithography, a third tip which is in tunneling mode is driven transversely
over the sidewall, removing atoms from the GNR. The transport properties of the
lithographically defined structure are probed again in a 2pp transport configura-
tion.
over the sample surface the graphene can be locally etched away [36]. The underlying
etching mechanism is most likely chemical etching assisted by electronic field emis-
sion from the STM tip [240] which locally breaks the C-C bonds. STM lithography
was demonstrated to be able to define GNRs with atomically precise edges. Conse-
quently, width dependent band gaps consistent with theoretical predictions [36] have
been observed. Furthermore, in zigzag GNRs produced by STM lithography, the pres-
ence of magnetic order in the edges at room temperature was suggested [37]. This
demonstrates that the etching process is very gentle and non-destructive to the edges.
The setup for the STM lithography on the sidewall GNRs is shown in fig. 9.1. In the
first step, a reference measurement is made which ensures that the ribbon is ballistic.
The contact spacing L > 2µm was chosen to ensure that only one ballistic channel
contributes to electronic transport (cf. section 8.2). In the lithography step, a STM
tip is driven transversely over the sidewall to locally etch away the graphene on the
sidewall. The tip is moved with a slow speed of about 1nm/s. The tip was driven
only once along the desired etching line, starting always from the trench and moving
to the plateau. A subsequent 2pp measurement is performed to deduce the effect of
the etching step on the transport characteristics.
9.1.1 iv characteristics of structured sidewall ribbons
The IV characteristics obtained after the STM lithography step serve as a first indi-
cation for a successful etching process. In fig. 9.2 three IV characteristics are shown.
First, the reference measurement on the pristine sidewall GNR exhibits the already
well-known linear character with a resistance of h/e2 indicating single-channel bal-
listic transport. The shape of the IV curve drastically changes after STM lithography
steps with a bias voltage of Vb = 5V and tunneling current setpoints of It = 200nA
and It = 50nA. After the lithography step with It = 200nA the IV becomes flat indi-
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Figure 9.2: IV characteristics of a sidewall GNR before (red) and after STM lithography (black,
blue) at T = 300K. Depending on the tunneling conditions used during the lithog-
raphy step, the IV shows either a distinct nonlinearity (black) or an insulating
character.
cating a large resistance. From a linear fit near zero bias the resistance was deduced
to about 500 kΩ. This resistance is in the range of the resistance found on the plateau
and trench of the mesa in section 7.3. It is hence reasonable to assume that the ribbon
was fully cut during the lithography step. In contrast, lowering the tunneling current
(which implies increasing the distance between STM tip and sample) to It = 50nA
results in a nonlinear IV characteristic. The conductance is low but finite around zero
bias and increases linearly for higher bias voltages. Hence, by tuning the tunneling
current It structures with distinct transport properties can be produced. In the follow-
ing, evidence will be provided that the nonlinear IV curve is indeed characteristic for
a GNC.
9.1.2 morphology of the constrictions
In order to gain insight into the morphology of the structure with a nonlinear IV
characteristic, STM measurements were performed along the etching line. Three STM
images of the etching line are shown in fig. 9.3. They were recorded at the lower
ribbon edge to the trench shown in (a), in the center of the sidewall shown in (b) and
at the upper edge to the plateau displayed in (c). It can be clearly seen that the cut
extends completely through the ribbon center and the plateau edge. In contrast, the
lower edge to the trench is not fully cut. The cut ends approximately 2nm before the
graphene terminates into the trench. Recording of a complete STM image showing
also the transition region from GNR to trench was not possible due to the geometry
of the sidewall ribbon (cf. fig. 7.3). Also atomic resolution of the edges of the cut was
not possible because relatively large bias voltages had to be used in order to achieve
stable tunneling conditions. Nevertheless it becomes clear that the STM lithography
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Figure 9.3: STM images of the sidewall ribbon after the STM lithography. (a) At the lower
ribbon edge to the trench a small graphene constriction is formed due to an in-
complete cutting of the ribbon. (b) The middle part is fully cut as well as (c) the
upper edge to the plateau.
5− 6nm. The width cannot be determined more precisely because STM imaging of
the lower sidewall ribbon edge is hard to accomplish due to the large bending of the
ribbon. The nonlinear IV characteristic observed in the previous section for precisely
this structure can hence be attributed to electronic transport through a GNC.
The IV characteristic of the GNC were recorded for different probe spacings L
between 2µm and 10µm. The shape of the IV curve was found to be independent of
the probe spacing as expected. For the following measurements the probe spacing is
kept fixed at L = 3µm.
9.2 T E M P E R AT U R E D E P E N D E N T T R A N S P O RT
The IV characteristics obtained during the patterning process at room temperature,
already highlight a large modification of the transport characteristics upon formation
of a GNC. Now, the temperature dependence shall be evaluated.
9.2.1 kaiser expression
The Kaiser expression [241] can be used to describe the nonlinear IV characteristics
of the GNCs phenomenologically. It is a generic expression frequently used to de-











where G0 denotes the conductance for V → 0V, Gh is the saturation voltage at large
bias and V0 is a voltage scale factor. The good agreement of this expression with the
IV data from GNCs is obvious from fig. 9.4(a). The description with this generic func-
tion allows to easily determine the differential conductance by simple derivation of
the fit function. Fig. 9.4(b) shows the resulting differential conductance. Additionally
the differential conductance values extracted from the raw data IV curves by numeri-
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Figure 9.4: (a) IV curve of a sidewall constriction fitted with the Kaiser expression from eq. 9.1.
Details can be found in the main text. (b) Corresponding differential conductance
versus bias voltage gained from derivation of the fit function shown in (a) (red
line) and by numerical derivation of the raw data IV curves (black data points).
A good agreement with the fit function is reached. For the numerical derivation
60 IV curves were derived and averaged. (c-e) Temperature dependence of the fit
parameters G0, Gh and V0 used in the Kaiser expression.
cal derivation are shown as data points. To reduce the noise level after the numerical
derivation the derivatives of 60 IV curves were averaged. This results in a very good
agreement of the differential conductances obtained by both methods and highlights
the accuracy of the fit.
The parameters, used for fitting the individual IV curves to the Kaiser expression,
are plotted against temperature in fig. 9.4(c-e). The zero bias conductance G0 in-
creases with increasing temperature as well as the voltage scale factor V0. The high
bias conductance Gh of about 0.8 e2/h is almost constant throughout the whole tem-
perature range.
9.2.2 iv characteristics and differential conductance
After the generic description of the measured IV curves in the previous section a
detailed look at the temperature dependent IV and differential conductance curves
is in the focus of this section. The fits according to eq. 9.1 of the IV characteristics
for eight different temperatures between 28K and 300K are plotted in fig. 9.5(a).
Two key observations can be made form the IV curves. First, for low temperatures a





Figure 9.5: (a) IV curves of a sidewall constriction for different temperatures. The IV of the
pristine sidewall GNR is shown for comparison as dotted purple line. (b) Cor-
responding differential conductance versus bias voltage from the IV curves in
(a). With increasing temperature the zero bias conductance increases and the res-
onances features around V = ±8.5mV decrease. The conductance of the pristine
ribbon 1 e2/h is marked by the dotted purple line. The separation of the resonance
features ∆ is indicated for the curve at T = 28K.
approaches zero at low T which can also be seen from the plot of the zero bias con-
ductance in fig. 9.4(c). Furthermore, at larger bias voltages the slope of all IV curves
seems to approach a value close to the original slope of the pristine ribbon. This is
an indication that the former ballistic channel is still present. The conductance value
at high bias can be determined from fig. 9.4(d) to about 0.8 e2/h. Hence it is lowered
compared to the pristine ribbon by 0.2 e2/h indicating a lowered transmission of the
ballistic channel. Interestingly the ballistic channel is suppressed close to zero bias.
The features of the IV curves can be identified even more clearly in the differential
conductance plot shown in fig. 9.5(b). Both the occurrence of a gap-like feature ∆ as
well as the recovery of a conductance close to 0.8 e2/h at high bias voltages is clearly
visible. Furthermore, the dI/dV shows pronounced conductance peaks at the edges
of the energy gap around 8− 9mV. The conductance overshoot is most prominent at
low temperatures and slowly washed out with increasing T .
9.3 C O H E R E N T T R A N S P O RT I N S I D E WA L L C O N S T R I C T I O N S
In order to find the origin of the gap feature ∆ as well as the transmission overshoot
their properties shall be further quantified. In fig. 9.6(a) the temperature dependence
of the FWHM of the overshoot peaks and the gap size ∆ are shown. With increasing
temperature the resonances broaden and the FWHM increases almost linearly. The
FWHM of the resonance features are extremely small. For T > 160K they are even
below kBT which is clearly irrational. However, extracting the FWHM from the dI/dV
might be error prone since a complete theoretical description of the differential con-
ductance curve is missing. Furthermore, the temperature dependent measurements
were performed during a warm up of the sample from liquid He cooling. Hence, the
error in the temperature measurement is rather large. Concerning the size of the gap
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(a) (b)
Figure 9.6: (a) Gap size ∆ and FWHM of the transmission resonances with respect to the
sample temperature. The mean value ∆ = 17.7meV (blue line) as well as kBT
(orange dotted line) are indicated. (b) Height of the resonance peak plotted against
the temperature. The fit shows the exponential character of the decrease.
feature (and hence the position of the conductance peaks), it is found to be almost
independent of temperature, showing only a slight increase with increasing tempera-
ture. The amplitude of the overshoot peak is decreasing with increasing temperature
in an exponential manner as shown in fig. 9.6(b).
9.3.1 conductance overshoots
The most intriguing features of the the differential conductance of the sidewall con-
strictions are the conductance peaks coinciding with the opening of a transport gap.
The origin for both the peak and the gap is not immanently clear. Electronic confine-
ment could open a band gap within the constriction. However, the band gap expected
for an only 2− 3nm wide constriction is in the order of several 100meV and hence
much larger than the observed one. Transport gaps are well reported in disordered
graphene nanoconstrictions and nanoribbons [34, 242, 243] and have been proposed
to arise from Coulomb blockade [244] or Anderson localization caused by edge dis-
order [245, 246]. However, neither the steep logarithmic increase of current [32, 247]
nor the temperature dependence [32] expected for these transport gaps fits the data of
the sidewall constrictions. Furthermore, also the origin of the conductance overshoot
cannot be explained by these models.
Gap features and especially conductance overshoots similar to the ones observed
here, have been reported for bilayer graphene samples at low temperatures in a com-
parable energy range [248–251]. A large number of possible phases have been dis-
cussed in this regard, e.g. quantum spin hall insulators of layer ferromagnets [252].
However, extensive magneto transport investigations were necessary in order to iden-
tify the possible phases [249]. Since such measurements are beyond the available
measurement capabilities during this thesis it cannot be claimed that such a phase is
also responsible for the gap opening in graphene nanoconstrictions.
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Figure 9.7: (a) Differential conductance versus bias voltage of a sidewall constriction mea-
sured with low-frequency lock-in technique at T = 40K. The orange line shows
the Fabry-Perot oscillations expected according to eq. 9.3. A fit considering a BCS-
like conductance (cf. eq. 9.2) is given by the blue line. (b) Fit of Fabry-Perot oscil-
lations shown in (a) for a larger bias window. The orange dotted line presents the
envelope function of the conductance minima (cf. eq. 9.4).
In [251] the conductance peaks observed in bilayer graphene were referred to as
BCS-like. A similar observation can be made in the case of the sidewall GNCs. The















where ∆BCS denotes the BCS gap, Γd is the Dyne’s smoothing parameter and f(E)
is the Fermi distribution. The first term is the standard thermal broadening func-
tion. With ∆BCS = 17meV and Γd = 1meV this expression describes the differential
conductance quite accurately as obvious from fig. 9.7(a). Of course, this does not
imply that the sidewall constrictions are superconducting. Neither the temperature
dependence of the transport gap (cf. fig. 9.6(a)) nor any other performed measure-
ment indicate a superconducting state. Nevertheless, the observed similarity of the
differential conductance to a BCS-like one is indeed striking. It suggests that the un-
derlying transport mechanism through both, sidewall ribbons and constrictions is not
yet fully understood.
9.3.2 electronic diffraction
A further option for the origin of the conductance peaks at the gap edges shall be
considered in the following. Transmission resonances, which arise from localized cur-
rents through the constriction [239] are known to occur at abrupt graphene interfaces
due to electronic diffraction [237, 238]. In analogy to subwavelength optics, the sys-
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where the finesse F(E) = 4R(E)/(1 − R(E))2 with the reflection coefficient R(E) =
1 − T(E) and the phase difference Θ(E) = 2k(E)L + 2Θ̃(E) with Θ̃ being the phase
factor acquired at each reflection. The Airy function shows a maximum when Θ/2 is





A fit according to eq. 9.3 of the differential conductance of a sidewall constriction
measured at T = 40K by using lock-in technique is shown in fig. 9.7(a). The overall
shape of the curve, the gap feature and the conductance peaks are well reproduced.
Only the first Fabry-Perot resonance is visible due to the limited bias window (cf.
fig. 9.7(b)). However, this model cannot explain the observation of conductance over-
shoots with G > 1e2/h.
9.3.3 green’s function approach
So far, the differential conductance of the sidewall constriction was described using
phenomenological models. For a more detailed analysis, the bias dependence of the
transmission function of the constriction was modeled by using a standard tight-
binding recursive Green’s function approach. The calculations were done in collabo-
ration with the DTU Nanotech, Center of Nanostructured Graphene. The simulated
system is shown in fig. 9.8(a). The width of the ribbon was chosen to be 10nm, a factor
of 4 smaller than the experimentally realized system. Furthermore, also the length L
and the width W were reduced. This smaller geometry enhanced the calculation time
significantly, and it can be used to qualitatively verify the presence of transmission
resonances. In fig. 9.8(b, c) the transmission coefficients are plotted for two combi-
nations of L and W. Multiple resonance peaks are clearly visible. With increasing
width more resonances occur. This can be rationalized by the standard particle-in-
a-box picture. The corresponding differential conductance for the two geometries at
different temperatures is shown in fig. 9.8(d, e). The resonance peaks get washed out
at high temperatures which is in line with the experimental findings. The ballistic
1 e2/h channel is not included in the calculations because its origin is unknown at
the moment (cf. section 8.5).
It is reasonable to assume that the STM lithography step introduces defects along
the cutting edges. Hence it shall be investigated in the following if the transmission
resonances found in the simulation of a clean constriction also survive in the presence
of disorder. Two different types of disorder shall be considered, the buckling and
reordering of atoms around the cutting edge and the presence of Anderson disorder.









Figure 9.8: (a) Model of the simulated graphene nanoconstriction. The length L and the width
W of the constriction are indicated. The right and left side are connected to ideal
infinite leads. Transmission coefficient through geometries with (b) L = 1.47nm,
W = 1.70nm and (c) L = 1.47nm, W = 2.56nm. The transmission through the
pristine ribbon is indicated by the black dotted line. (d, e) Differential conductance
versus bias voltage obtained from the transmission coefficients of the geometries
shown in (b) and (c) for different temperatures.
edge from th to th ± δth where δth is chosen randomly between [−0.1 th, 0.1 th]. The
result is shown for 25 different configurations together with their average in fig. 9.9(a).
Obviously the effect of this kind of disorder is small and only slight changes in the
peak position can be detected. For the Anderson type disorder the onsite energy is
chosen randomly between [−0.1 th, 0.1 th]. Hence randomness of the cutting edge of
the constriction is modeled. The result is plotted in fig. 9.9(b) and shows that the
transmission peaks are still visible but their spread in energetic position becomes
larger compared to the hopping disorder. Nevertheless, the transmission resonance
is still clearly visible in the average curve.
Altogether localized currents within the constriction might be able to explain the
resonance features. For quantification, the simulation of the larger, experimentally
realized geometry is needed. Hence, the width of the hosting GNR was increased to
38nm and the width and length of the constriction to L = 5− 7nm and W = 2− 3nm.
Furthermore, a third-nearest neighbor model was applied to account more realisti-
cally for propagating edge states in the zigzag nanoribbon. The hopping integrals
were chosen to be th = −2.97 eV , t ′h = −0.073 eV and t
′′
h = −0.33 eV.
The results of the calculation are displayed in fig. 9.10(a). Only the energetically
lowest transmission resonance on the positive bias side is considered. By changing
the width and length of the constriction slightly within the range of W = 2.5− 3.0nm
and L = 6.1− 7.3nm the energetic position of the resonance can be shifted. Both, in-
creasing the length and width, shifts the resonance to lower energies. The energy of
the resonance position varies between 4meV and 24meV. Hence, it is in good agree-
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(b)(a)
Figure 9.9: Effect of disorder on the transmission function through a graphene nanoconstric-
tion. (a) Buckling and reordering of edge atoms and (b) Anderson type disorder
are considered. The transmission curves are shown for (a) 25 different and (b) 50
different configurations and their average is indicated in black. The insets depict
the area for which disorder is included.
ment with the resonance energies observed in experiment. Furthermore, the influence
of the width of the ribbon which hosts the constriction was considered. In fig. 9.10(b)
the first transmission resonance is shown for GNRs of 21nm, 30nm and 38nm in
width. The resonance peak sharpens when the ribbon is widened. The position of
the resonance remains almost unchanged. Only a slight shift to lower energies with
increasing width can be detected. Hence, the width of the hosting ribbon has only
little influence on the transmission properties through the constriction.
These calculations support the picture of transmission resonances caused by elec-
tronic diffraction at the constriction interface. The transmission resonances are robust
against disorder. The temperature dependence as well as the energetic location of
the resonance features are in reasonable agreement with the experiment. Altering the
size of the constriction would be an effective way in order to verify this further due to
(a) (b)
Figure 9.10: First transmission resonance in a third-nearest neighbor model for different (a)
constriction geometries and (b) widths of the hosting ribbon.
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the strong dependence of the resonance energy on the geometry of the constriction.
These experiments, however, could not be completed during the work on this thesis.
9.4 C O N C L U S I O N S
It can be concluded from this chapter that the transport properties of sidewall gra-
phene nanoribbons can be effectively altered by structural modifications. It was de-
monstrated that STM lithography can be used to create graphene nanoconstrictions
in-situ with dimensions of only a few nm. The multi-tip STM provides access to their
transport properties directly after the lithography process. The constrictions were
shown to exhibit distinct transport features separating them from the pristine ribbons.
Transport gaps of a few meV were accompanied by conductance overshoot peaks. The
differential conductance can be reproduced by treating the constriction boundaries
as electronic diffraction barriers. Corresponding tight-binding simulations yield a
qualitative agreement with the experimental findings.
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E P I TA X I A L G R A P H E N E P - N J U N C T I O N S

10
C H E M I C A L G AT I N G O F E P I TA X I A L G R A P H E N E
For the realization of graphene based electronic devices control over the chemical po-
tential is of great interest. Especially p-n junctions are an essential building block in
this sense. Tuning of the chemical potential in graphene can be obtained via various
pathways. Most commonly used is the method of gating by an electric field [18, 75].
The implementation of two electrostatic gates allows to control the charge type lo-
cally and to create p-n junctions with tunable polarity [25, 26, 255–257]. Furthermore,
tuning of the charge carrier density is possible by doping via adsorbates [258–260].
An elegant technique is the intercalation of foreign elements, meaning their interdif-
fusion between the carbon layer and the substrate. Intercalation works on epitaxial
graphene on metals [261, 262] and SiC [47] with various elements such as Au [46] or
Li [263]. One of the most famous examples is the hydrogen intercalation of the buffer
layer on Si-face SiC to transform it into quasi-freestanding graphene [45].
For the realization of local p-n junctions the intercalation of the buffer layer with Ge
[264] is highly interesting due to the ambipolar doping profile of the resulting free-
standing graphene layers. The coexistence of n-type and p-type doped phases was
shown in an extensive low energy electron microscopy (LEEM) and ARPES study
[265]. In this chapter the intercalation of Ge and the formation of n-type and p-type
doping shall be monitored by SEM, STM, local spectroscopy and transport in order
to gain insight into the local electronic properties. The results of this chapter are
published in [266].
10.1 G E R M A N I U M I N T E R C A L AT I O N O F T H E B U F F E R L AY E R
A general scheme of Ge intercalation is shown in fig. 10.1. The buffer layer was grown
in a rf furnace in an Ar environment at 1670K. For the intercalation itself, first several
ML Ge are deposited on the sample at room temperature in UHV. The Ge forms non-
wetting islands on the surface [264]. Subsequent annealing results in the formation
of Ge layers which can diffuse under the carbon layer. The amount of intercalated
Ge depends on the annealing temperature and time. By diffusing under the buffer
layer, the Ge breaks its covalent bonds to the substrate and therefore decouples the
buffer layer from the SiC. The intercalation of Ge was suggested to proceed by local
rupture of the buffer layer domains [265] opening up possible diffusion paths. The
mobility of carbon atoms is high enough that the layer heals completely afterwards.
Intercalation underneath the buffer layer was found to be favored compared to ML
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Figure 10.1: Schematic illustration of the intercalation of the buffer layer with Ge. First, several
monolayers of Ge are deposited on the surface. Upon annealing the Ge interca-
lates and decouples the buffer layer from the substrate.
graphene [265]. This was attributed to the large amount of sp3 coordinated atoms in
the buffer layer which are more responsive to chemical reactions.
By using XPS it was quantified that the n-type phase is created by the intercala-
tion of 1 ML Ge and the p-type phase by intercalation of 2 ML Ge [265]. Therefore,
it is possible to create fully p-type or n-type doped graphene layers as well as an
intermediate phase with coexisting n-type and p-type patches. It should be noted
that DFT calculations were able to reproduce the detachment of the buffer layer as
well as the n-type doping but so far failed to reproduce the p-type phase [267]. The
experimentally observed hole doping was suggested to be defect induced [268].
All experiments presented in the following were performed on a sample with co-
existing n-type and p-type phases achieved by annealing the sample to 1090K after
Ge deposition. A corresponding ARPES is shown in fig. 10.2(a). Two Dirac cones are
clearly visible with the Dirac points located at Ed,n = −310meV and Ed,p = 290meV
with respect to the Fermi level. Hence the coexistence of an n-type and a p-type doped
graphene phase can be clearly seen. The LEED pattern in fig. 10.2(b) exhibits only the
first order SiC as well as first order graphene spots. No spots belonging to super-





of the buffer layer has completely vanished and no other long-range reconstruction
is induced. This is in contrast to other intercalates such as Au [46, 269].
10.2 S T R U C T U R A L A N D E L E C T R O N I C C H A R A C T E R I Z AT I O N
In the previous chapters 5-9 the characterization of the electronic properties of gra-
phene sheets and nanostructures by STM, SEM, STS and 4pp measurements has been
demonstrated. The Ge intercalated samples shall be investigated in the same manner
in this section. The morphology will be characterized by STM and SEM while the
local doping level will be deduced from STS. Finally, 4pp measurements will provide
information about the transport characteristics of n-type and p-type areas.
10.2.1 sample morphology
In order to perform STS as well as transport experiments at specific p-type or n-type
areas it is essential to be able to identify both phases in the SEM. Fig. 10.3 presents an
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Figure 10.2: (a) ARPES on a Ge intercalated graphene ML. Dirac cones of p-type (marked
in green) and n-type (marked in blue) doped graphene can be clearly identified.
The energetic position of the Dirac point is deduced to 290meV for p-type doping
and −310meV for the n-type. (b) LEED pattern of a Ge intercalated graphene ML
at 137 eV beam energy showing a SiC(1× 1) and Gr(1× 1). The SiC(10) spot is
marked by the green and the Gr(10) by the gray circle.
overview SEM image of a Ge intercalated sample which showed an n-type as well as
a p-type Dirac cone in ARPES. The sample surface exhibits three contrast levels (light,
medium and dark gray). The light gray areas can be immediately identified as resid-
ual non-intercalated buffer layer by STS (not shown here). Hence only the other two
contrast levels are of further interest. The close-up SEM image and a corresponding
STM image shown in fig. 10.3(b, c) were recorded at the very same sample position
and reveal two contrast levels. The spatial contrast distributions are remarkably well
correlated. This is further supported by the linescans in fig. 10.3(d). Medium gray
areas in the SEM image are shown to be elevated by about 2Å compared to the dark
gray areas. The height difference is close to the nearest neighbor distance in a Ge
lattice of 2.45Å. Hence, the height difference supports the picture of a difference of
one intercalated Ge layer between the p-type and n-type phase. Consequently, this
indicates that the regions with high SEM intensity correspond to p-type graphene
and with low intensity to n-type. The enhanced SEM intensity of the p-type regions
can be understood by the higher atomic number of Ge compared to carbon since the
secondary electron yield is generally higher for a high atomic number Z and also
depends on the quantity of the high Z material [270].
It should be noted that even in regions which show only one contrast level on
large scale SEM images, small nm sized islands of other contrast can be found in
higher resolved images. This indicates that no large areas consisting of purely n-type
or p-type graphene can be synthesized. A minority fraction of patches with the other
doping type is always present. Similar observations were made by means of LEEM
[265].
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Figure 10.3: (a) SEM image of a Ge intercalated sample showing three contrast levels (light,
medium and dark gray). The light gray areas can be identified as residual buffer
layer. (b) Close-up SEM image of the position marked in (a). The two contrast
levels correspond to medium and dark gray in (a). (c) STM image of the area in
(b). (d) Linescans along the directions indicated in (b) and (c) showing nicely the
correlation between STM and SEM contrast.
10.2.2 correlation of topography and tunneling spectroscopy
To further support the assignment of n-type and p-type graphene to regions showing
lower or higher SEM intensity, STS measurements were performed. In fig. 10.4(a, b)
the SEM images from fig. 10.3(a, b) are shown in color-code. Corresponding tunnel-
ing dIt/dV spectra are presented in fig. 10.4(c,d). They are characteristic for doped
epitaxial graphene (cf. section 6.1). The dip associated with the energetic location of
the Dirac point can be clearly identified in both spectra. Hence, the areas of medium
SEM intensity are p-type graphene with Ed,p = 296meV and the areas with low SEM
intensity are n-type graphene with Ed,p = −333meV. Three conclusions can be drawn
from this observation. First, the Ge intercalation process transforms the buffer layer
into graphene. No indication for a band gap was found in the spectra ruling out
134
























































Figure 10.4: (a, b) Color-coded SEM image from fig. 10.3(a, b). The corresponding tunneling
spectra taken on the green and blue area are shown in (c, d). The blue (dark gray)
areas are n-type doped with the Dirac point at a bias voltage Vd = −333mV and
the green (medium gray) areas are p-type doped with Vd = 296mV. (e) Profile
of topographic height and bias voltage of the Dirac point along the line marked
in (b). The transition from n-type to p-type doping coincides with an increase in
height of about 2Å.
the presence of buffer layer. Secondly, the n-type and p-type doping correlates nicely
with the values deduced from the ARPES spectrum in fig. 10.2(a). Therefore, the
global chemical potentials can also be found locally. Furthermore, the assignment of
p-type and n-type doped graphene to areas with high and low SEM intensity made in
the previous section is indeed correct. Hence it is possible to identify the two doping
levels directly in the SEM. The height difference of about 2Å between the n-type and
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Figure 10.5: Schematic illustration of the epitaxial graphene sample after Ge intercalation.
Three different phases (buffer layer, n-type graphene, p-type graphene) are
present depending on the amount of Ge underneath the carbon layer.
p-type phase indicates the presence of an additional Ge layer underneath the p-type
phase as schematically shown in fig. 10.5.
The carrier concentrations p = 6.1× 1012 cm−2 and n = 8.4× 1012 cm−2 of the
p-type and n-type areas are quite similar, resulting in very symmetric p-n junctions
at the interface. The evolution of the chemical potential across such a p-n junction is
shown in fig. 10.4(e) in comparison to a STM linescan. The chemical potentials were
deduced from dIt/dV spectra taken at different lateral positions across the junction.
The structural transition seen by the STM occurs on a length scale of about 30nm
which is by a factor of three larger compared to the electronic transition. The transi-
tion to p-type coincides with the edge of the upper terrace. Thus, it can be concluded
that 2 complete Ge layers are needed in order to shift the doping level to p-type. It was
not possible to resolve the electronic transition with a better resolution. Especially, no
intermediate doping levels were found.
From the experiments made so far it is not clear to what extend the intercalated
Ge layers modify the interface between SiC substrate and the graphene layer. Con-
cerning possible inelastic contributions to the tunneling spectrum, which were found














































dV2 spectra of the (a) n-type and (b) p-type doped areas of a Ge intercalated
graphene ML. The arrows indicate features assigned to phonon contributions.
The d
2It
dV2 spectrum of non-intercalated ML graphene is shown as black dotted
line.
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Figure 10.7: Tunneling current with respect to tip retraction on n-type and p-type doped
graphene areas. A difference in local work function of 0.47 eV can be deduced
from the fits.
spectra is necessary. They are shown for both n-type and p-type areas in fig. 10.6. In-
terestingly, both spectra do not exhibit any of the phonon related features at 70meV
and 140meV found for the non-intercalated epitaxial graphene ML. For the n-type
phase, two features at 45meV and 100meV can be identified while for the p-type
phase only one feature at 78meV is present. None of these features can be assigned
to any known phononic excitation in epitaxial graphene. Hence their physical origin
remains unclear. Nonetheless, this finding demonstrates that the Ge layers interca-
lated in between the SiC substrate and the buffer layer severely alter the interface
properties.
Information about the local work function of the n-type and p-type graphene can
be gained by a local measurement of the tunneling current with respect to the tip
sample distance as described in section A.1.2. The STM tip is slowly retracted while
recording the decay of the tunneling current. Corresponding measurements on the
n-type and p-type phase are shown in fig. 10.7. They exhibit the expected exponential
behavior. Since no reference sample was used in order to determine the work function
of the tip, only the local work function difference between the n-type and p-type
phase can be obtained but not their absolute values. A work function difference of
Φp −Φn = 470meV was deduced from the fits. This value is in reasonable agreement
with the difference in doping found with ARPES and STS as well as the work function
difference found in photoemission experiments [266].
10.2.3 transport properties of ge intercalated graphene
After the morphological and electronic characterization of the p-type and n-type
phase created by Ge intercalation, this section focuses on their transport properties.
The measurements are done in a similar manner as those on the non-intercalated
epitaxial graphene ML presented in section 5.2.2. As mentioned before in section
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Figure 10.8: Local 4pp transport measurements on Ge intercalated n-type and p-type doped
graphene. (a) IV curves show a linear characteristic. (b) Sheet resistance as a
function of probe spacing at T = 300K. The mean values are indicated. The sheet
resistances are calculated from the resistance values by applying the geometrical
correction factor for an infinite 2d sheet. (c) Comparison of sheet resistance of
the n-type doped area deduced from dual configuration and by applying the
geometrical correction factor for an infinite 2d sheet. The mean values agree
within 3%. (d) Temperature dependence of the sheet resistance and mobility of
n-type and p-type graphene for a fixed probe spacing L = 1µm. Details about
the fit are given in the main text.
10.2.1 large areas with either pure n-type or p-type doping could not be found. A
small contribution of the other doping type is always present. Therefore, areas with
a minimum amount of this minority contribution were used for the transport experi-
ments. The regions will be referred to as n-type or p-type for simplicity reasons but it
should be kept in mind that they always host small islands of minority doping type.
The lateral size of the majority regions is in the order of several µm (cf. fig. 10.3(a)).
A multi-tip STM is used to perform local 4pp measurements. All measurements are
performed with linear arrangement of the probes. The shape of the IV curve on both
n-type and p-type areas is always linear indicating the expected metallic behavior (cf.
10.8(a)). Probe spacing dependent resistance measurements were performed in order
to probe the dimensionality of the electronic transport. As evident from fig. 10.8(b) the
resistance is not dependent on the probe spacing for both n-type and p-type graphene.
This indicates 2d transport in both phases. The sheet resistance of the p-type domain
Rs,p = (785± 17)Ω/2 is slightly higher compared to the n-type Rs,n = (730± 55)Ω/2.
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The sheet resistances were deduced by multiplying the measured resistance with the
geometrical correction factor for a semi-infinite 2d sheet π/ln(2). Given the finite di-
mensions of the n-type and p-type domains it is necessary to justify this procedure
especially for large probe spacings. For this purpose, fig. 10.8(c) shows the compar-
ison of the sheet resistance obtained by geometrical correction with the sheet resis-
tance obtained by the dual configuration method (cf. 2.1.2). Both values agree within
3% justifying the assumption of an infinite 2d sheet. The resistances ratio of the two
resistances measured in dual configuration RA/RB = 1.28, which is very close to the
value expected for an ideal continuous 2d sheet, RA/RB = ln(4)/ln(3) ≈ 1.26.
The lower sheet resistance of the n-type region cannot be explained by the dif-
ference in charge carrier concentration because the mobility of the p-type region
(µp = 1800 cm2/Vs) is higher by about 30% than the mobility of the n-type graphene
(µn = 1220 cm2/Vs) at room temperature. Mobilities were calculated directly from the
measured sheet resistances using the carrier concentrations found by ARPES and STS.
The difference in mobility between n-type and p-type graphene is even enhanced at
low temperatures and reaches almost 40% at T = 38K as shown in fig. 10.8(d). The
maximum mobility is achieved by the p-type area at T = 38K with µp = 2760 cm2/Vs
(µn = 1710 cm2/Vs). The mobilities indicate that the p-type region is less defective.
Hence, it can be ruled out that the p-type doping is induced by defects formed during
the annealing process as recently suggested by theory [268]. Furthermore, the contri-
bution of parasitic current paths through the intercalated Ge layer seems also rather
unlikely since the mobility of the p-type area, where a larger amount of Ge is inter-
calated, is higher compared to the n-type domain. The mobilities of both phases are
higher than those found for an almost defect free epitaxial graphene ML in section
5.2.2. This finding provides evidence that the defect density of the graphene sheet
is not enhanced by the intercalation process in contrast to other doping techniques
such as substitutional doping [271]. Furthermore, the enhanced mobilities reflect the
free-standing character of the Ge intercalated graphene layer.
The temperature dependence of the sheet resistance is also plotted in fig. 10.8(d).
The sheet resistances of both n-type and p-type domains are decreasing with decreas-
ing temperature. A minimum value of Rs,p = 500Ω/2 is reached by the p-type phase
(Rs,n = 520Ω/2). The temperature dependence can be described in a similar manner
as in the case of an epitaxial graphene ML (cf. section 5.2.2) where the sheet resistance
was modeled by assuming three contributions, a residual resistivity at low temper-
atures, a resistivity due to acoustic phonon scattering and an activated contribution
from low-energy phonon modes. The low-energy phonon modes are chosen to match
the features seen in the d2It/V2 spectra (cf. fig. 10.6) at 45meV and 100meV for the n-
type and at 78meV for the p-type region. These values yield a remarkably good fit of
the experimental data. The electron-phonon coupling is reduced compared to epitax-
ial ML graphene with an underlying buffer layer. This is reasonable since the low en-
ergy phonon modes have been shown to couple to electrons via defects in the buffer
layer or the SiC substrate [138, 141]. A reduced electron-phonon coupling strength
has also been observed in QFSMLG obtained by hydrogen intercalation [137]. Thus,
the reduced coupling strength reflects the decoupling of the graphene layer from the
underlying substrate.
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It should be noted that due to the rather small coupling constants also other
phonon energies such as the ones found in epitaxial ML graphene (at 18meV and
70meV) still yield reasonable fits. Hence it cannot be ruled out that these phonons
might be still present although they do not show up in the d2It/V2 spectra. Neverthe-
less, it is clear that phonon scattering is the major process that causes the temperature
dependence of the resistance also in the case of Ge intercalated graphene.
Interestingly, the presence of n-type islands within the p-type regions and vice
versa does not seem to influence the transport properties significantly in strong con-
trast to inhomogeneities of comparable size found in ML epitaxial graphene (cf. sec-
tion 6.2.2). As long as a percolated path of the majority doping is present, the islands
of minority doping do not have a significant effect. This finding makes a transport ex-
periment across a single isolated p-n junction highly desirable. Unfortunately, such a
measurement is not possible on the sample structure presented in this chapter due to
two reasons. First, the n-p transitions coinciding with a structural transition of about
2Å in height as seen in fig. 10.4 are only present at the interface of the n-type or
p-type islands embedded in larger areas of the respective counterpart doping. Since
the islands have a maximum lateral size of a few 100nm it is very challenging to
perform a local 4pp measurement. This leaves only the interface between the larger
areas of majority p-type or n-type doping whose transport properties were investi-
gated in this section. Unfortunately, the large p-type and n-type areas are typically
located on individual terraces of the SiC substrate as obvious from the SEM image
in fig. 10.3(a). This finding is also supported by LEEM results [265]. Hence, the elec-
tronic p- to n-type transition coincides with a structural transition over the substrate.
Since substrate steps are known to be a source for electronic scattering and to cause
resistance enhancements (cf. section 6.3) these structures are no ideal templates to
study the transport characteristic of a single p-n junction. The p-n junctions which
exhibit only the structural transition caused by the additional Ge layer seem much
more suitable for this purpose. In order to make them accessible for 4pp transport,
structural modifications of the sample are needed. This approach will be discussed
in detail in chapter 11.
10.3 C O N C L U S I O N S
In this chapter, it was demonstrated that the n-type and p-type doping in Ge inter-
calated graphene can be unambiguously proven by scanning tunneling spectroscopy.
An almost symmetric n-type and p-type doping was found in remarkable agreement
with ARPES results. The discrimination of p-type and n-type graphene was shown
to be possible directly by means of SEM. This allows for a very fast identification
of different doping sites. The electronic transition from p-type to n-type doping was
shown to coincide with a structural height difference of about 2Å indicating the pres-
ence of an additional Ge layer underneath the p-type phase. The transport properties
of both phases were found to be comparable to epitaxial ML graphene. Hence, the
intercalation process does not significantly influence the defect concentration of the
graphene layer. Unintentionally created p-n junctions were found to be embedded in
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larger p-type or n-type graphene patches. However, their influence on the transport
properties was not significant. Overall, the decoupling of the buffer layer by the in-
tercalation of Ge was shown to be suitable in order to create p-n junctions without
electronic gating. However, in order to extract the transport properties of individual




K L E I N T U N N E L I N G I N C H E M I C A L LY G AT E D G R A P H E N E
R I B B O N S
After having established the possibility to create narrow graphene p-n junctions by
Ge intercalation in chapter 10, now the transport properties of such junctions shall be
studied. The inhomogeneous development of these junctions was identified as a ma-
jor obstacle. Spatially restricted p-n junctions will be demonstrated to overcome this
problem providing access to the transport properties of single isolated p-n junctions
as well as n-p-n or p-n-p structures. Transport signatures of Klein tunneling will be
identified. Most of the results presented in this chapter are published in [272].
11.1 S Y N T H E S I S O F I S O L AT E D P - N J U N C T I O N S
In order to make a single p-n junction accessible for transport experiments it is nec-
essary to restrict the current paths in a way that the current is directed fully through
the junction and parasitic current paths through the surrounding are suppressed. The
schematic illustration in fig. 11.1 shows a suitable process. Compared to the interca-
lation scheme used in the previous chapter it differs by an additional patterning step.











Figure 11.1: Schematic illustration of the synthesis of ambipolar doped graphene ribbons.
First, an array of buffer layer ribbons is defined by UV lithography and RIE.
After deposition of several ML Ge and subsequent annealing, the Ge intercala-
tion transforms the buffer layer ribbons into intercalated ML graphene ribbons.
Different amounts of Ge underneath the graphene give rise to local n-type and
p-type doping.
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2 min, 820 °C 3 min, 820 °C 1 min, 920 °C
W
Figure 11.2: SEM investigation of the Ge intercalation of buffer layer ribbons. The pristine
buffer layer ribbons with a width of W = 500nm are shown in (a). (b) Buffer
layer ribbons after the deposition of several ML Ge. The contrast levels remain
unchanged. The intercalation is induced by UHV annealing of the sample at
T = 820 ◦C. Corresponding SEM images for annealing times of (c) 1min, (d)
2min and (e) 3min reveal nicely the coexistence of n-type (dark gray) and p-type
(medium gray) graphene. With increasing annealing time more p-type doped
graphene is transfered into n-type graphene. (f) An annealing step at T = 920 ◦C
removes the p-type phase leaving the ribbons completely n-type doped.
RIE (cf. sections A.6). Subsequently, several ML Ge were deposited and the sample
was annealed. The intercalation of 1 or 2 layers of Ge will lead to the formation of
n-type or p-type graphene islands.
11.1.1 structural characterization
In section 10.2.2 it was shown that p-type and n-type doping leads to characteristic
contrast levels in the SEM. Hence, it is a suitable method to monitor the intercalation
process. In fig. 11.2 a series of SEM images shows all steps during intercalation. The
mesa structure pattern written into the buffer layer is visible in fig. 11.2(a). The buffer
layer ribbons are located on top of the plateaus of the mesa structure and appear
bright in the SEM image. The SEM image does not change substantially after the
evaporation of several ML Ge as obvious from fig. 11.2(b). The plateaus of the mesa
appear still bright compared to the trenches. No substructure is visible which indi-
cates a homogeneous Ge film. Upon annealing to 820 ◦C the appearance of the mesa
plateaus changes drastically (cf. fig. 11.2(c-e)). The temperature is the same which
was previously used in chapter 10 to synthesize coexisting p-type and n-type phases.
Similarly, two phases develop on the mesa plateaus indicating the successful inter-
calation of the buffer layer and the creation of p-type and n-type doped graphene
islands. The low SEM intensity was previously identified to be characteristic for the
n-type phase. Consequently, with increasing annealing time the amount of p-type
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Figure 11.3: Large scale SEM images of Ge intercalated graphene ribbons in (a) gray scale and
(b) as color-coded image. Dark gray/blue areas correspond to n-type graphene,
medium gray/green areas to p-type. (c) Close-up color-coded SEM image show-
ing the substrate in between the graphene ribbons (white), n-type (blue) and
p-type (green) graphene. In the tunneling spectra in (d) and (e) the Dirac point
is found at a bias voltage Vd = −312mV for n-type and Vd = 274mV for p-type
graphene. A tunneling spectrum from the mesa trenches is shown for compari-
son (black).
graphene is decreasing and the size of the n-type islands is increasing. This is a rea-
sonable observation since Ge is evaporated from underneath the carbon layer with
increasing annealing time and a larger amount of Ge is needed to create a p-type
phase. An annealing step at 920 ◦C completely removes the p-type phase and homo-
geneous n-type graphene ribbons are created. Consequently the SEM image in fig.
11.2(f) exhibits only dark contrast on the plateaus. By heating to even higher temper-
atures all Ge can be desorbed converting the sample back into the initial buffer layer
state.
11.1.2 spectroscopic characterization
Control over the annealing time and temperature offers the possibility to manipulate
the lateral size of p-type an n-type islands. This will be exploited in the following to
create p-n junctions which fully extend over the whole width of a 1µm wide ribbon
structures. An example SEM image for such a structure is presented in fig. 11.3(a).
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Figure 11.4: STM image of a graphene p-n junction with corresponding profile of the topo-
graphic height and of the bias voltage at which the Dirac point was found in
tunneling spectroscopy. The profiles are taken along the line and at the positions
marked in the STM image. The transition from n-type to p-type doping coincides
with an increase in height of about 2.4Å. The doping level varies less than 10%.
Based on the knowledge gained in chapter 10 the image can be color coded as shown
in fig. 11.3(b). Here, the SiC substrate is marked in white, n-type graphene in blue and
p-type graphene in green. It becomes clear immediately that isolated p-n junctions
have evolved and p-n-p as well as n-p-n structures are present on the sample. To
make sure that the assignment of the individual areas is correct, local spectroscopy
was performed. In fig. 11.3(c) a close-up SEM image shows a sample area where
all three phases are present. The corresponding tunneling spectra are plotted in fig.
11.3(d) for the nominally p-type area and in fig. 11.3(e) for the nominally n-type area.
Obviously, the assignment is indeed correct. The characteristic double dip structure
of doped epitaxial graphene is clearly visible and the spectra are consistent with the
ones measured on the unpatterned Ge intercalated samples (cf. section 10.2.2).
The shift of the Dirac point is almost symmetric. For the p-type phase the Dirac
point is located at Ed,p = 274meV and for the n-type phase Ed,p = −312meV. Both
phases exhibit almost the same doping levels which were previously found for the
unstructured samples in section 10.2.2. Hence, it can be concluded that the restriction
to µm wide ribbons has no influence on the intercalation process. A spectrum from
in between the ribbons in the mesa trenches is shown for comparison in fig. 11.3(d,
e). A band gap larger than 1 eV can be identified. Hence, the ambipolar ribbons are
fully isolated from adjacent ribbons.
For the analysis of the transport data of graphene p-n junctions it is important to
find two main parameters, the junction length tnp and the potential height V0 (cf. sec-
tion 3.1.3). Both parameters can be easily extracted using a combination of STM and
STS in the same manner as for the unstructured samples (cf. fig. 10.4). In fig. 11.4 an
STM image across a p-n junction is shown in correspondence with a linescan of the to-
pographic height and the chemical potential at certain points along the linescan. The
STM linescan reveals that the p-type phase is elevated by about 2.4Å compared to the
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n-type phase. This is consistent with the picture of an additional Ge layer present un-
derneath the p-type phase as already discussed in section 10.2.2. However, the height
difference between n-type and p-type phases is larger by about 0.4Å compared to
the height difference found for p-n junctions on unpatterned samples (2Å) in section
10.2.2. The reason for this discrepancy is not clear at the moment and needs to be in-
vestigated in more detail. The chemical potential is extremely constant in both phases.
It is even completely unaffected by the corrugations seen in the STM image. The po-
tential height can be accurately determined to V0 = Vd,p + |Vd,n| = (580± 6)meV. The
junction length 2tnp is below 5nm. The structural transition observed in the STM
linescan occurs on a larger scale of about 10nm. Hence the electronic transition is
even sharper than the structural one. In total, the narrow length results in very high
potential slopes F ≈ 1.2× 106V/cm.
To elucidate the exceptionality of the p-n junctions created by Ge intercalation they
shall be shortly compared to similar structures reported in literature. Usually, p-n
interfaces are created by electrostatic gating [25, 26, 255–257]. The use of a combina-
tion of a top gate and a back gate allows to control Ef and V0 independently [82].
Typically, junction lengths are reported to be in the order of 2tnp = 80nm [257]. So-
phisticated gate structures such as “Air-Bridge” top gates [25] can be used to reduce
the junction length further down to 2tnp = 40nm. Since the junction length is in these
cases comparable to the electronic mean free path λe ≈ 100nm diffusive scattering
within the junction needs to be taken into account. Consequently, rather low carrier
densities are mandatory in order to achieve charge carrier wavelengths which exceed
the lateral size of the junctions. Typically, the junctions created by gating can be clas-
sified as smooth junctions with kftnp  1. Further progress can be made by using
suspended graphene. Corresponding devices were shown to be fully ballistic with
mean free paths larger than the device geometry [273]. Consequently, quantum in-
terference phenomena such as Fabry-Perot oscillations have been observed [273, 274].
Furthermore, magneto-conductance measurements on suspended p-n devices have
shown the presence of snake states (curved trajectories of charge carriers along the
interface) [275]. However, these advances come at the high price of rather complex
device fabrication. In comparison, the p-n interfaces created by Ge intercalation of the
buffer layer create p-n interfaces narrower than even the smallest junctions obtained
by electrostatic gating. The narrow interface as well as the remarkable regularity of
the chemical potential in the ambipolar regions makes the potential profiles in this
system close to the ones considered in theory (cf. section 3.1.3).
11.2 T R A N S P O RT A C R O S S G R A P H E N E K L E I N B A R R I E R S
In the following the charge carrier transport through isolated p-n interfaces as well
as p-n-p and n-p-n shall be studied. For this purpose a multi-tip STM will be used
which was shown to be suitable for transport measurements on graphene sheets (cf.
chapters 5, 6 and 10) as well as graphene nanostructures (cf. chapter 8 and 9). In order
to extract the contribution of the p-n interfaces also the transport properties of the
pure n-type and p-type phase shall be evaluated. The corresponding measurement
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Figure 11.5: 4pp measurement configurations used for the transport characterization of am-
bipolar doped graphene ribbons. (a) To evaluate the transport characteristics of
the pure n-type or p-type region all tips are placed on the same area. (b) Trans-
port across a n-p junction is measured by placing one pair of current/voltage
probes on the n-type and the other on the p-type area. (c) For n-p-n or p-n-p
structures the probes are placed on the outside regions. No probe is placed in
the inner region. All measurements were performed in linear configuration with
the probes placed in the center of the ribbons and aligned in parallel to the ribbon
edges.
setups are schematically shown in fig. 11.5. All measurements were performed in
a linear configuration. The tips were placed in the center of the ribbons in parallel
alignment to their edges. For the measurements on the pure n-type or p-type areas
all four tips are placed on these areas. For n-p interfaces, one pair of current sourcing
and voltage probing tips was placed on each of the two phases. On n-p-n and p-n-p
structures, the two tip pairs were placed on the outside phase. The injected current
has to pass the p-n interfaces since the surrounding area of the ribbons (the trenches)
are insulating.
11.2.1 transport on pure n-type and p-type ribbons
The pure n-type and p-type phases were already characterized in section 10.2.3. Their
transport properties shall be reviewed here again especially with respect to the influ-
ence of the restricted geometry. Since the width of the ribbon is rather large (1µm)
confinement effects can be ruled out. Nevertheless, the ribbon edges might cause
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(a) (b)
Figure 11.6: Sheet resistance as a function of probe spacing for pure n-type and p-type
graphene ribbons with width W = 1µm measured at T = 300K. The sheet resis-
tances are deduced from (a) dual configuration measurements and (b) by apply-
ing the geometrical correction factor for a thin sheet. The lines indicate the mean
values of the sheet resistance for L 6 2.25µm. For probe spacings L > 2.25µm
the sheet resistances obtained by geometrical correction increase due to the finite
width of the ribbon.
a geometry dependence of the transport characteristics, especially for larger probe
spacings (cf. section 2.1.2).
In fig. 11.6(a, b) the sheet resistances of the pure n-type and p-type phase are
shown with respect to the probe spacing. The measurements were done at room tem-
perature. The values in (a) were obtained by applying the dual configuration method
as described in section 2.1.2. For the p-type area Rs,p = (729± 17)Ω/2 and for the
n-type phase Rs,n = (782± 11)Ω/2. These are almost precisely the values obtained
before on the unstructured sample in section 10.2.3. This is not surprising since the
dual configuration method cancels out possible contributions from the restricted ge-
ometry. Nevertheless it is convenient that the intercalation of the structured buffer
layer leads to free-standing graphene with sheet resistances equal to the unpatterned
case.
For the measurements across p-n interfaces however a dual configuration measure-
ment is not suitable. Here, the standard configuration of current injection through the
outer probes and voltage probing with the inner probes shall be used. Hence it is im-
portant to know the influence of the restricted geometry. This can be evaluated from
the measurements shown in fig. 11.6(b). The sheet resistance is obtained by multiply-
ing the measured resistance with the geometric correction factor for a semi-infinite
2d sheet π/ln(2). It is obvious that this procedure only works for probe spacings
L 6 2µm. The sheet resistances agree well with those obtained by the dual configu-
ration method. The resistance increase seen for larger values of L can be attributed to
the influence of the restricted geometry. Hence, simply applying the correction factor
of a semi-infinite sheet is not sufficient and other correction factors are needed (cf.
section 2.1.2). The correction factors shall not be determined here in detail. Rather, a
simple consequence will be drawn by restricting the following experiments to probe
spacings below 2µm. Hence the influence of the restricted geometry can be neglected.
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(a) (b)
Figure 11.7: (a) IV measurements at T = 30K on a pure n-type and p-type area, across a single
n-p junction and on a pure p-type area across an underlying substrate step. The
resistance of the n-p junction is about 80Ω larger than the resistance of a pure n-
type or p-type region. The resistance increase caused by an underlying substrate
step (about 20Ω) is much smaller. (b) Plot of the transmission probability through
a graphene p-n junction as a function of the angle of incidence. The angular
dependence is strongly varied for different values of kftnp. The red curve shows
the transmission probability expected for the p-n junctions investigated here.
11.2.2 transport across single p-n junctions
Before focusing on more complex structures, the transport properties of a single p-n
junction shall be discussed. In order to see effects related to Klein tunneling, coherent
propagation of the charge carriers is mandatory. Therefore, all following experiments
were done at T = 30K. The probe spacing between adjacent probes was kept at
a fixed distance of 1.5µm. According to the previous section this ensures that the
ribbon edges have no influence on the measured resistance. In the following, only
the resistances not the sheet resistances will be compared. The definition of a sheet
resistance is rather pointless for a measurement across a p-n interface. All resistances
are mean values of at least 10 measurements on different junctions.
The IV curve across a single p-n junction is shown in fig. 11.7(a). The IV curves
obtained on a pure n-type and p-type phase are plotted for comparison. They are
almost identical with Rn = (82 ± 4)Ω and Rp = (84 ± 3)Ω reflecting the almost
equal resistivity of the p-type and n-type graphene. The IV curve across the p-n
interface is also strictly linear as expected and experimentally observed before for
Klein tunneling barriers [256]. The resistance of the p-n junction can be deduced from
a linear fit to Rpn = (162± 5)Ω. The mean free path in the n-type and p-type is in the
order of λe ≈ 100nm. Hence, due to the large probe spacing of 1.5µm, transport is
globally diffusive. Consequently, the resistance stemming from the p-n interface can
be simply calculated by Rpn−junc = Rpn − Rn,p = (79± 4)Ω.
Since the p-n interface coincides with a structural height transition of about 2.4Å
it might be argued that the increased resistance is caused by the step rather than the
p-n interface. This seems reasonable since steps are a potential source for electron
scattering and consequently a resistance enhancement is expected according to sec-
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tion 6.3. To determine the influence of the step, the resistance measured across a p-n
interface is compared with the resistance measured across a substrate step of roughly
6Å in height which is located in a pure p-type graphene area. The corresponding
IV curve is shown in fig. 11.7(a). The observed resistance increase caused by the sub-
strate step Rstep = (22± 3)Ω is much smaller than the effect of the p-n interface. Since
the structural height difference of the p-n interface is furthermore by almost a factor
of 3 lower than the height of the substrate step, its influence on the resistance should
be negligible small.
In the following the measured resistance of the p-n interface shall be compared
with theory. Since the mean free path in the p-type and n-type area is much larger
than the junction length 2tnp, the junction can be treated as a ballistic barrier. In gen-
eral graphene p-n junctions can be classified as either smooth (kftnp  1) or sharp
(kftnp  1) with important consequences for the transmission probability as already
discussed in section 3.1.3. In fig. 11.7(b) the transmission probabilities for a sharp and
a smooth junction are plotted versus the angle of incidence of the electron according
to eq. 3.20 and 3.21. For the junctions presented in this chapter kftnp ≈ 0.7. Con-
sequently the resistance is in reasonable agreement with the theoretical expectation
for a sharp junction Rsharppn = 82Ω (cf. eq. 3.24). This excellent agreement indicates
again that the height increase at the p-n interface has no significant influence on the
resistance. The resulting transmission function is also shown in fig. 11.7(b). The as-
sumption of a smooth junction leads to an enhanced resistance of Rsmoothpn = 101Ω (cf.
eq. 3.23) which does not match the experimental data.
So far, scattering within the barrier was fully neglected in all considerations due to
the very small junction length. This can be further justified by applying a quantitative
model which takes into account diffusive contributions [83]. Within this model the
resistance of the p-n junction is given by the sum of a diffusive and a ballistic contribu-
tion Rpn = Rbal + Rdiff. With Rbal = he2
1
α1/6n ′1/3W








α is the strength of the Coulomb interaction, n ′ the gradient of carrier concentration,
ni = e/hµe, β = n ′/ni3/2 and γ = n ′1/3tnp. The application of this model to the
p-n junctions created by Ge intercalation leads to a ballistic component Rbal = 96Ω
and a vanishing diffusive contribution. Although the overall resistance predicted by
this model is slightly higher than the experimental one, the vanishing diffusive con-
tribution underlines that scattering within the barrier does not need to be taken into
account.
As a final remark for this section it should be noted that different (especially
smaller) probe spacings than the reported 1.5µm were also tested. Probe spacings
as small as 200nm were found to have no influence on the observed resistance values.
Hence, crosstalk between the voltage probes and the barriers can be ruled out.
11.2.3 transport across n-p-n and p-n-p junctions
Having characterized a single p-n junction, now transport across a double junction
will be investigated. Such n-p-n and p-n-p structures are readily provided on the
intercalated ribbons as apparent from fig. 11.3(a, b) and the insets in fig. 11.8(a, b).
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Figure 11.8: Transport across n-p-n and p-n-p structures at T = 30K. IV curves across (a) p-n-
p and (b) n-p-n structures for different barrier lengths D. The gray shaded area
indicates the IV curve of a single n-p junction. The insets show color-coded SEM
images of the corresponding structures. For small barrier lengths the resistance
of n-p-n, p-n-p is the same as for a single n-p junction. (c) Summarizing plot
of the resistances found for pure n-type and p-type areas (0 junctions), a single
n-p junction and for a serial connection of two junctions as n-p-n or p-n-p. For
the n-p-n and p-n-p structures different barrier lengths are shown. (d) Schematic
illustration of scattering events in a p-n-p structure. If the barrier length D is
smaller than the electronic mean free path no scattering events occur inside the
barrier and the electrons hit the second n-p junction with normal incidence.
Structures with different inner barrier lengths Dn,p can be found. Corresponding IV
curves across p-n-p and n-p-n structures with various D are shown in fig. 11.8(a, b)
in comparison with the IV of a single p-n interface. The probe spacing was kept fixed
again at 1.5µm. The measured resistances are obviously dependent on the length of
the inner barrier. For D in the order of 200nm (≈ 2 λe) the total resistance across the
n-p-n and p-n-p structures is the same as across a single p-n interface. The second
junction seems to be fully transparent for the electrons. On the other hand, increasing
D leads to a resistance increase. All resistances are summarized in fig. 11.8(c).
The observed behavior can be understood in terms of a polarizer analyzer optics
analogy [24, 25, 276]. This is schematically depicted in fig. 11.8(d). Electrons which
hit the first junction at normal incidence are fully transmitted. Electrons at oblique
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incidence angles are filtered out more or less according to the transmission function
(cf. fig. 11.7(b)). Thus, after the first junction the electrons are collimated. The electrons
which were fully transmitted through the first junction can also pass the second
junction without reflection because they still have an angle of incidence of zero. Hence
the second junction is transparent for these electrons. This is of course only true as
long as no scattering events occur inside the barrier. Scattering events will randomize
the angles of incidence and the second junction will not be transparent anymore. The
key parameter is therefore the inner barrier length D. If it is in the order of the mean
free path only few scattering events will occur and the polarized electron beam can
pass the second junction without reflection. Thus, the resistance of the p-n-p or n-p-n
structure should be the same as for a single p-n junction. If the barrier length is larger
than the mean free path both junctions are basically independent from each other and
the measured resistance Rnpn,pnp > 2 Rpn [25].
This behavior is a clear signature of the angle dependent transmission caused by
Klein tunneling. However, it should be mentioned that these measurements provide
only an indirect access to the angular dependence. A direct proof is challenging on
these samples since the electronic mean free path is in the order of the lowest possible
probe spacings. Hence it demands for measurements with very sharp tips which have
not yet been accomplished. There are only a few experimental studies which directly
address the angular dependence [277, 278]. Both, extensive sample preparation (e.g.
lithography) and data analysis are needed in order to extract the angular dependent
components of the transmission function [279].
The Klein tunneling signatures seen in the p-n junctions created by Ge interca-
lation are remarkably stable. The effect of both n-p-n and p-n-p structures is very
similar hence the slightly higher n-type doping does not have a significant influence.
Furthermore even the imperfect parallelism (cf. inset of fig. 11.8(a, b)) of the two junc-
tions seems to have no effect on the perfect transmission through the second junction.
Overall, the simple polarizer analyzer model fits the experimental data surprisingly
well. Naturally, the polarizer analyzer model is expected to work best for a smooth
junction because it has the largest collimation effect. The barriers treated here were
characterized as sharp hence it is remarkable that the second junction becomes fully
transparent. It remains unclear to what extend the roughness of the p-n interface
influences the transmission. To get further insight and to develop a more realistic
model a microscopic characterization of the p-n interface is definitely needed.
11.3 C O N C L U S I O N S
In summary, graphene p-n junctions created by Ge intercalation of the SiC buffer
layer were shown to be Klein tunneling barriers. Isolated p-n junctions were created
through a prepatterning of the initial buffer layer. The transport properties of the
graphene layers were shown to be unperturbed by this prepatterning step. The dop-
ing profile of the p-n junctions was described in detail by means of local spectroscopy.
Due to their ultra small length the p-n junctions can be treated as fully ballistic bar-
riers in a diffusive background. Together with the extreme stability of the chemical
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potential in both the p-type and the n-type phase, these narrow p-n junctions can be
used to create n-p-n and p-n-p structures with potential profiles close to the theoret-
ical ideal. Signatures of the angular dependence of transmission through the Klein
tunneling junctions can be established by varying the inner barrier length. For barrier
lengths in the order of the electronic mean free path the collimation of the electron
beam manifested in the full transparency of the second junction. Hence the interca-
lation of Ge was shown to be a viable route to create Klein tunneling barriers by
chemical rather than electrostatic gating.
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S U M M A RY
In this thesis, ballistic transport phenomena were realized in graphene nanostruc-
tures. Various epitaxial graphene based systems, such as 2d graphene sheets, gra-
phene nanoribbons and p-n interfaces were studied with respect to their individual
transport characteristics. Exceptional features such as room temperature ballistic con-
duction with a mean free path exceeding 15µm or ultra-narrow ambipolar junctions
with junction lengths below 10nm were demonstrated. These findings open up novel
routes for graphene based electronic devices.
The key to access the local properties of individual nanostructures is the high flex-
ibility of the multi-probe STM which was used for the transport investigations. On
epitaxial ML sheets, it was demonstrated that transport properties can be probed re-
liably and non-invasively. Hence, the local conductivity can be consistently merged
with the local morphology or electronic structure of the sample, deduced by means
of SEM, tunneling spectroscopy or Raman scattering. The enhanced electronic scat-
tering caused by substrate steps overgrown with bilayer graphene as well as by in-
complete graphene growth could be quantified. While small bilayer fractions at step
bunched SiC substrate steps cause mediocre resistance increases, incomplete growth
of the graphene layer is detrimental to its inherent transport characteristics. Conse-
quently, while phonon scattering is the dominant scattering mechanism in perfect
ML graphene, transport in an imperfect graphene layer turned out to be dominated
by Anderson localization. This highlights that graphene layers of high homogeneity
on both the lattice as well as the nm scale are mandatory in order to achieve highly
conductive samples.
Following the results on 2d sheets, graphene nanoribbbons were grown by a self-
assembling growth process. Making use of the development of nanofacets at the side-
wall of SiC mesa structures by thermal annealing, graphene nanoribbons could be
synthesized without applying any conventional lithography or post-processing to
the graphene. The free-standing nature of the ribbons was shown to leave them in a
charge neutral state. Their zigzag orientation and consequently the presence of edge
states make them a prime candidate for 1d transport characteristics. Surprisingly, elec-
trons were found to travel not only ballistically through the sidewall ribbons but also
within a single non-degenerate channel. The localization behavior and mean free path
of this exceptional channel was shown to be independent of temperature. Substrate
steps were identified as major limiting factor for the mean free path, underlining
the importance of a careful surface preparation. A second, strongly localized ballis-
tic channel was found for small probe spacings as well as high temperatures. The
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Figure 12.1: Artistic view of a graphene n-p-n potential barrier. The electron beam is colli-
mated while passing the p-n junctions due to Klein tunneling.
occurrence of these two fundamentally different ballistic modes was not suggested
by theory so far and their origin remains unclear at the moment. Nevertheless, the
stability of the ballistic properties is remarkable. Even further nanostructuring of the
sidewall GNRs by means of STM lithography did not destroy the long-range ballistic
channel. Furthermore, transport through the created sidewall nanoconstriction was
shown to be dominated by conductance peaks arising from resonances in the elec-
tronic transmission function. The survival of the ballistic channel and the remarkable
agreement between theory and experiment concerning the transmission resonances,
demonstrates the robustness of the electronic system as well as the structural quality
of the sidewall ribbons and constrictions.
As a second approach to reach the ballistic transport regime in graphene nanostruc-
tures, the intercalation of Ge was presented. The ambipolar doping behavior due to
the intercalation of different amounts of Ge forms ultra-narrow p-n interfaces. The
potential barriers created by these p-n interfaces were found to be extremely homo-
geneous concerning the two doping levels. The intercalation process proceeds very
gentle and hence no sign of additional defect formation could be detected. Due to
the intrinsically symmetric doping level of about ±300meV Klein tunneling could be
proven easily by local transport. The characteristic angular dependence of the trans-
mission function through individual p-n junction was demonstrated by using two
junctions in serial connection as polarizer and analyzer. The expected reflectionless
Klein tunneling was found for potential barriers with lateral dimensions smaller than
the mean free path. Hence, chemical doping of epitaxial graphene sheets was proven
to create fully ballistic potential barriers.
These results show that ballistic graphene nanostructures can be readily achieved
by modifying the interface between graphene and SiC as well as by exploiting the
specific growth characteristics. The combination of the high versatility and stability of
epitaxial graphene on SiC with the high flexibility of a multi-tip STM system allowed
to access novel and previously unreported transport phenomena. Most importantly,
the demonstration of electron transport with extremely large mean free paths at room




O U T L O O K
In the following, possible subsequent work on the topics presented in this thesis
shall be mentioned. The most pressing question is probably the origin of the room
temperature single-channel ballistic transport. To explore its origin, both theoretical
and experimental progress is needed. Theoretical calculations should include the in-
teractions with the SiC substrates (e.g. bonding at the edges, polarization) from the
beginning as well as the characteristic curvature. Probable explanations include a
largely enhanced spin-orbit interaction in the graphene ribbon. The importance of
spin-orbit coupling can be further explored experimentally by adsorption of transi-
tion metals such as Co which can alter the magnetic order of the nanoribbons [280]
or by hydrogenation of the edges which enhances the spin-orbit coupling [232, 281].
The spin polarized nature of the ballistic channel naturally suggests the fabrication of
spin-valve devices with tunable magnetic fields to perform non-local transport. This
would provide access to characteristic parameters such as spin lifetimes [282, 283].
First non-local measurements might be realizable even within the multi-tip STM by
using ferromagnetic tips. To support this work on the spin signatures, the electronic
structure of the sidewall GNRs needs to be further explored by spectroscopy tech-
niques such as STS or ARPES. First STS results were already presented in this thesis,
however higher resolved data are highly desirable in order to explore the specific na-
ture of the edge states. Spin-resolved STS as well as ARPES might become useful for
a deeper insight into the spin texture. For ARPES investigations, a high ribbon den-
sity as well as homogeneity is needed for reliable results. Hence the growth process
of the ribbons needs to be further optimized to produce ballistic ribbons on large
scale samples. Scanning photoemission with high lateral resolution (Nano-ARPES)
[284] might be an option to circumvent the problem of large scale homogeneity. Nev-
ertheless, wafer-scale production is essential for future device integration. A detailed
LEEM study would hence be highly desirable for a detailed look at the growth kinet-
ics.
Regarding the graphene nanoconstriction obtained by STM lithography, the influ-
ence of the lateral dimensions of the constrictions on the transport characteristics
should be considered. The theoretical description of the observed conductance reso-
nances predicts a strong dependence of the energetic position of the resonance peaks
on the constriction size. Hence an alteration of the constriction size is an easy way
to validate this model. Furthermore, also other constriction geometries, e.g. different
shapes or positions relative to the sidewall ribbon, should result in distinct alterations
of the transmission function.
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Concerning the synthesis of 2d graphene sheets, it needs to be explored if other sub-
strates besides SiC might be suitable for electronic applications. In this sense, ongoing
work about MBE growth of graphene for example on Mica [222, 285] or Germanium
[286–288] needs to be intensified. These growth techniques are of special interest due
to their compatibility with standard CMOS technology. Regarding the high cost of
SiC bulk material, epitaxial growth of graphene on thin SiC films deposited on Si
substrates became an active research field [289, 290]. Local transport experiments
can be used to investigate the quality of these systems as already demonstrated for
epitaxial graphene on bulk SiC.
Intercalation of foreign atoms was shown to enable ambipolar doping and con-
sequently provide access to Klein tunneling. Unfortunately, the development of p-
and n-type doping was rather uncontrolled, resulting in a random distribution of
p-n junctions. In order to make the p-n interfaces accessible for other transport tech-
niques, e.g. additional electrostatic gating, a way to control the doping sites would be
highly desirable. Since the Ge intercalation seems to be triggered by substrate steps,
additional patterning of the substrate might result in areas which are predefined for
n-type or p-type doping. Control over the doping sites would also be beneficial to
produce potential barriers in the desired shapes and dimensions. Especially, the syn-
thesis of more than two p-n interfaces in serial connection would allow to investigate
the effectiveness of the angular selectivity of the transmission function in detail. In
this sense, extremely local heating techniques such as Thermochemical Nanolithog-
raphy (TCNL) [291] are very promising. Furthermore, other intercalates than Ge or
even a mixture of intercalates might be used to achieve variations in the doping level.
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A P P E N D I X

A
E X P E R I M E N TA L M E T H O D S
a.1 S C A N N I N G T U N N E L I N G M I C R O S C O P Y
The scanning tunneling microscope (STM) can be used for imaging sample surfaces
with up to atomic precision. It relies on the quantum mechanical tunnel effect. There-
fore, a bias voltage in the mV or V range is applied between the sample and an
atomically sharp metal tip as illustrated in fig. A.1(a). If the distance d between the
tip and the sample is small enough a small current between tip and sample can be
detected. It is caused by electronic tunneling from tip to sample or vice versa. The
tunnel effect is schematically depicted in fig. A.1(b). A potential barrier is present
between sample and tip through which, classically, the electrons cannot pass. In the
quantum mechanical picture, however, the electronic wave function exponentially de-
cays in the barrier, resulting in a wave function with a finite amplitude at the other
side of the barrier. Hence, there is a finite probability that the electrons pass through
the barrier. In a simplified picture (without accounting for unequal Fermi energies in
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Due to the exponential dependence of the tunneling probability on the tip sample
distance, the tunneling current is very sensitive to alterations of this distance. The







dE Ds(Efs +E)Dt(Efs −eV +E)[fs(Efs +E)− ft(Eft −eV +E)]|Mµν|2 (A.2)
where Ds (Dt) denotes the density of states of the sample (tip) and fs (ft) the corre-























Figure A.1: (a) Illustration of tip and sample in a STM operating in constant current mode.
(b) Tunneling process at a 1d potential barrier of height V0. The Fermi energy of
the tip (sample) is denoted as Eft (Efs) and φ is the work function of the sample.








2δ(Eν − Efs)︸ ︷︷ ︸
≡Ds(~r0,Efs)
(A.4)
with κ =  h−1(2mφ)
1
2 , the work function φ and the radius of the tip r. This leads to a
tunneling conductance of [295]
Gt ≈ 0, 1r2e2κrDs(~r0,Efs) (A.5)
where Ds(~r0,Efs) is the LDOS of the sample at the Fermi energy at position ~r0. This
means that if the tunneling current is kept fixed, the tip follows a contour of the
constant LDOS of the sample. Hence, the resolution as well as the sensitivity of the
STM are determined by the LDOS of the surface as well as the tip radius.
By switching the sign of the bias voltage, the tunneling direction can be reversed
as shown in fig. A.2. If the sample is at a higher potential compared to the tip, the
electrons can tunnel from occupied states of the sample into unoccupied states of the
tip (cf. fig. A.2(a)). In the same manner, if the sample is at a lower potential, tunneling
occurs from occupied states of the tip into unoccupied states in the sample.
a.1.1 imaging modes
For imaging, two modes are typically used in STM, the constant current or constant
height mode. As the names already reveal, in these two modes either the current or
the height is kept fixed. In the constant height mode, this means that while scanning
with the tip over the sample surface the tunneling current is recorded. Such an image
of the tunneling current can then be related to the surface topography. The advantage
of the constant height mode is its fast scan speed. However, on rough surfaces the
danger of crashing the tip into the sample is very high. Therefore, the most widely
used operational mode is the constant current mode. Here, the tunneling current is set
to a fixed value, typically between a few pA up to a few nA. A feedback loop ensures
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Figure A.2: Visualization of the tunneling process for (a) a negative and (b) a positive bias
voltage V . The Fermi energy of the tip (sample) is denoted as Eft (Efs). Φt (Φs)
is the work function of the tip (sample) and Ds is the LDOS of the sample. The
LDOS of the tip is assumed to be constant.
that the tips is retracted or lowered in order to keep the tunneling current constant.
This concept is also visualized in fig. A.1(a). Subsequently, a height difference can be
attributed to every point of the scan from which the topographic image of the surface
can be obtained.
The STM operation presented here is obviously limited to imaging conductive or
at least semi-conducting samples. Imaging insulating surfaces is not straightforward
but possible, for example by using alternating tunneling currents [296].
a.1.2 scanning tunneling spectroscopy
Further insight into the electronic structure of the surface can be gained by means
of scanning tunneling spectroscopy (STS). The underlying concept is straightforward.
A local ItV curve (tunneling current versus applied bias) is recorded by keeping
the tip in a constant distance from the surface while ramping the bias voltage. Any
feedback loop in use for normal scanning operation therefore needs to be turned
of. The information content of such a measurement becomes directly clear from eq.
A.4. Under the assumption that the DOS of the tip as well as the matrix element is




Ds(Efs − eV + E)dE . (A.6)
A constant DOS of the tip is a reasonable assumption and can be realized by choosing
a proper tip material or using a blunt and disordered tip. However, a constant matrix
element might be possible at low temperature and bias voltage, but at real experi-
mental conditions matrix element effects cannot be ruled out. Nevertheless, the first
derivative of eq. A.6 with respect to the bias voltage yields
dIt
dV
∼ Ds(Efs − eV) . (A.7)
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Hence, it is proportional to the LDOS of the sample at the tip position.
The derivative can be obtained numerically from the measured ItV spectra. A
higher accuracy can be reached by measuring the dIt/dV signal directly by means of
a lock-in amplifier. Here, a small high-frequency sinusoidal signal is superimposed
to the bias voltage. This modulation causes a sinusoidal modulation of the tunneling
current as well. Expanding the modulated tunneling current in a Taylor series leads
to







2(ωt) + ... (A.8)
where Vmod sin(ωt) is the modulation signal. The lock-in amplifier allows to extract
the first harmonic frequency which is obviously proportional to the dIt/dV signal.
So far, effects due to finite temperature have been completely neglected. For non
zero temperatures and sample and tip in thermal equilibrium, the following relation












This implies that an infinitely sharp signal in the LDOS is thermally broadened by
3.2 kBT . Hence, for high-resolution spectroscopy low temperatures are inevitable.
Besides varying the bias voltage it is also advantageous to locally record the tunnel-
ing current with respect to the tip sample separation. The tunneling current decays
exponentially with the tip sample distance d [298]
It ∼ e−2κd (A.10)






with φ being the average work function of tip and sample φ = (φt +φs)/2. Hence,
measuring the tunneling current with respect to d allows to extract the work functions
of tip and sample. For the determination of the absolute values of the work function,
it is necessary to work with reference samples of known work functions because only
the average work function of tip and sample can be measured.
a.2 AT O M I C F O R C E M I C R O S C O P Y
The atomic force microscopy (AFM) is based on the interaction of a scanning probe
with the sample surface. In principle, it measures the forces between tip and sample.
Similar to a STM, with an AFM up to atomic resolution can be achieved. However,
in contrast to the STM, an AFM can be used on conducting and insulating samples
with the same accuracy because the measurement principle does only rely on the
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Figure A.3: (a) Schematic setup of an AFM. (b) AFM operating in contact mode. (c) AFM
operating in non-contact mode.
atomic forces which are present between a mechanical tip and the sample surface.
The typical setup of an AFM is shown in fig. A.3(a). It consists of an atomically sharp
tip attached to a much larger cantilever. The length and width of the cantilevers is
typically in the range from 20µm to 300µm. Widely used materials are silicon or
silicon nitride. Based on Hooke’s Law atomic forces between tip and sample cause
a deflection of the cantilever. The spring constants of the cantilevers are typically in
the range of N/m, consequently, forces in the range of a few pN can be measured.
The deflection of the cantilever is detected by means of a laser beam which is focused
onto the top side of the cantilever and reflected into an array of position-sensitive
photodiodes. The tip is scanned over the sample surface using piezo motors and
the atomic forces at every scanning point are recorded. This results in a topographic
image of the sample surface.
a.2.1 imaging modes
Like in a STM, several imaging modes can be used when operating an AFM. They
are exploiting different kinds of tip-sample forces. In general, long and short range
forces can be distinguished. The long range forces are dominated by the van der
Waals force. It includes forces between permanent dipoles (Keesom force), between
a permanent and an induced dipole (Debye force) and between instantaneously in-
duced dipoles (London force). The van der Waals forces are strongest in the range of
1nm to 10nm above the surface. Furthermore, also magnetic as well as electrostatic
forces are present in the long range regime.
On the other hand, the short range forces originate from the overlap of the elec-
tronic orbitals of tip and sample. If they are very close to each other, strong repulsive
forces arise due to the Coulomb interaction and the Pauli exclusion principle. The
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Figure A.4: Forces between tip and sample as a function of tip sample preparation d. Adapted
from [299].
pulsive as well as attractive forces [299]. In fig. A.4 the forces between tip and sample
are plotted as a function of tip-sample distance. The shaded areas mark the operation
ranges of different measurement modes.
The most simple imaging mode is the contact mode (see also fig. A.3(a)) which
operates in the range of short range repulsive forces. Tip and sample are in hard
contact while the tip is scanning over the sample surface. Due to the large force
gradient, the contact mode is very sensitive to height changes. The contact mode
can be operated by either keeping a constant height or a constant force similar to
the constant current and constant height modes in a STM (cf. section A.1.1). The
advantage of the constant height mode is its large scan speed because no feedback
loop is needed. Due to the danger of a tip crash, the constant height mode is only an
option for very smooth sample surfaces.
In non-contact mode, the tip does not contact the sample (cf. fig. A.3(b)). The can-
tilever is kept oscillating at its resonance frequency with an oscillation amplitude of
typically a few nm. Forces on the tip cause a shift in the resonance frequency [299]
which can be detected by measuring either the phase or the amplitude shift. A feed-
back loop maintains a constant oscillation amplitude or frequency by adjusting the
tip-sample distance accordingly. Since the tip is held in a larger height compared to
the contact mode, the danger of a tip crash and hence of compromising the sample
surface is minimized.
The tapping mode is very similar to the non-contact mode. The cantilever is driven
to oscillate at its resonant frequency but with amplitudes typically 10 to 100 times
higher than in the non contact mode. Therefore, the tip is occasionally very close to
the surface. Hence short range forces become detectable.
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Figure A.5: Illustration of image acquisition with EFM via 2nd trace operation. The example
surface is graphene on SiC.
a.2.2 electrostatic force microscopy
A variety of specialized measurement techniques can be operated based on the AFM
principle. One of them is the electrostatic force microscopy (EFM). Its purpose is to
measure the long range electrostatic forces between tip and sample. It allows to gain
insight into local work function differences present on the sample surface. Important
for EFM imaging is a conductive tip and the possibility to apply a bias voltage be-
tween tip and sample. In the following the detection of electrostatic forces by means
of the so called 2nd trace method will be shortly discussed.
In 2nd trace operation, first a standard non-contact topographic image is obtained.
Subsequently, a voltage V is applied between tip and sample and the tip is lifted about
several nm in height to reduce the interaction with van der Waals forces. Then, the tip
scans the sample again, following the height profile previously obtained in the AFM
imaging mode. Ideally, the lifted tip does not interact with the sample via other forces
than the electrostatic ones. Hence, modulations of the oscillation amplitude of the tip
can be directly attributed to these electrostatic forces. The vertical (z) component of







where C denotes the capacitance and ∆V the potential difference between tip and
sample. If tip and sample are made of different materials and have hence different
work functions, the potential difference is given by the ∆V = V − VCPD where V is
the applied bias voltage and VCPD = 1/e(Φt −Φs) is the contact potential difference
which is simply the difference of the work functions of tip Φt and sample Φs [300].
The EFM hence allows to identify different material compositions or charge distribu-
tions on a sample surface.
The measurement setup is depicted in fig. A.5. Typically, not a complete AFM
image is recorded before switching to EFM mode but the EFM image is recorded
line-wise directly after every AFM image line. Critical for the EFM measurements














Figure A.6: (a) Principle of a s-SNOM. A focused light beam illuminates the tip of an AFM.
The AFM is operated in the tapping mode and the scattered light is recorded. (b)
Experimental setup of a s-SNOM [301]. The laser system provides a mid-infrared
continuum beam by using a difference frequency generator (DFG). A Michelson
interferometer consisting of a beam splitter (BS) and a reference mirror (RM) is
used to analyze the backscattered light.
the topography of the sample is not imaged, but still low enough to ensure a strong
electrostatic signal.
a.2.3 scattering-type near field optical microscopy
Despite using an AFM for simple imaging it can also serve as base instrument for
scattering-type scanning near field optical microscopy (s-SNOM). In general, s-SNOM
is designed to break the far field resolution limit of roughly λ/2 by making use of the
properties of evanescent waves. A typical setup is shown in fig. A.6(a). The AFM tip
is illuminated by a focused laser beam and the backscattered light is recorded. The
AFM itself is operated in tapping mode.
The generation of a near field image can be rationalized in a simple dipole model.
The AFM tip is assumed to be a polarizable sphere with permittivity εt and radius r.





Assuming that the sample is polarizable only indirectly by the dipolar field of the tip
and not by the incident electric field (which is much smaller than the tip enhanced
near field), the effective polarizability αeff combining the effect of tip and sample can














with the the sample permittivity εs. It is clear that the backscattered field is related
to the incoming field via Esca ∝ αeffEin. Since α, β and ε are complex, it is intuitively
clear that also Esca has to have a complex value
Esca = S eiΘ . (A.16)
The amplitude S and the phase shift Θ are the quantities measured in a s-SNOM
setup. The sample itself is only contributing to the signal with εs. Hence s-SNOM is
a tool to measure the local dielectric function of the sample surface.
A major problem which needs to be overcome in order to detect sample properties
with s-SNOM is the large background signal due to unwanted scattering from tip or
sample outside the gap region. The key to overcome this obstacle is the demodulation
of the detector signal at higher harmonics of the tip tapping frequency ω [302]. The
tip sample distance then varies according to d = d0 +∆d sin(ωt) which results in a




αeff,n cos(nωt) . (A.17)
Consequently, after harmonic demodulation the s-SNOM measures also the higher
harmonic amplitudes Sn and phase shifts Θn which suffer much less from back-
ground signals.
The resolution of the s-SNOM is no longer limited by the wavelength of the in-
cident light like in conventional optical microscopy. The spatial resolution is only
determined by the tip geometry and can reach down to a few nm.
a.3 E L E C T R O N M I C R O S C O P Y
Since an optical microscope is not suitable for investigating objects on the nanoscale
due to its diffraction limited resolution, electron microscopy is a widely used tech-










Hence, the wavelength of an electron accelerated by a voltage of 15 kV (as in typical
SEM operation) is smaller than 10pm. Thus, the wavelength is no limitation for the
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Figure A.7: Schematic of electronic interactions with the sample surface causing detectable
signals.
a.3.1 interaction of electrons with the surface
In electron microscopy, basically all processes which occur when an electron beam
of a few kV hits the sample surface can be used for imaging. Fig. A.7 provides an
overview of these processes. Most commonly used for imaging are the secondary
electrons which are emitted from the sample by inelastic collisions with the primary
beam electrons. The secondary electrons have energies of only a couple eV. Hence,
they are stemming from a region up to several nm below the surface. Thus, imaging
the secondary electrons is a surface sensitive technique. Furthermore, the backscat-
tered electrons are electrons from the primary beam which leave the sample again af-
ter undergoing elastic collisions with sample atoms. Their energies can be up to a few
kV, hence, they can originate from up to 2µm below the sample surface. The backscat-
tering of primary electrons is of course dependent on the atomic number of the ele-
ment under investigation, and consequently an image of the backscattered electrons
provides a strong material contrast. A material contrast can also be obtained by the
detection of the characteristic X-rays. This technique is known as energy-dispersive
X-ray spectroscopy (EDX) and is a very powerful and fast technique to identify the
material composition of the sample surface.
a.3.2 scanning electron microscopy
The scanning electron microscopy (SEM) makes use of the interactions presented in
the previous section and uses them to provide an image of the sample surface. Basi-
cally, a scanning electron microscope needs an electron source, a series of magnetic
lenses to focus the electron beam, scan coils which allow to scan the electron beam
over the sample and detectors for any kind of signal which shall be detected. The
setup of the SEM used in this thesis is shown in fig. 4.2(a) in chapter 4 and its special
properties are discussed there. Hence, it shall not be reviewed here again.
Electromagnetic lenses work on the basis of the Lorentz force. They are formed











Figure A.8: (a) Section view and (b) working principle of a magnetic lens.
in fig A.8(a). The magnetic field will force any electron passing through the pole
pieces into the direction of the optical axis. Furthermore, the electrons are forced
into a spiral rotation around the optical axis. The combination of these two force
components yields a focusing effect as shown in fig. A.8(b).
The focused electron beam is then scanned over the sample surface by means of the
scan coils to obtain a complete image of the sample surface. For example by detecting
the secondary electrons, the surface morphology can be recorded because the inten-
sity of secondary electron emission is highly dependent on the surface morphology,
e.g. tilted surface areas yield a higher intensity than flat areas.
a.3.3 aberration and characteristic parameters
Typical aberrations found in electron microscopy can be defined in analogy with
optical systems. A major parameter which has strong influence on the imaging ca-























Figure A.9: (a) Illustration of the influence of the working distance on the spot size with
and without spherical aberration. (b) Illustration of the influence of the working
distance on the depth of focus.
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lens and the sample. Its influence on the spherical aberration is shown in fig. A.9(a).
Electrons passing an electromagnetic lens along the axis of the electron beam refract
less than those passing it in the periphery of the electron beam. If no spherical aber-
ration is present, the electrons focus in one point. Hence, the working distance has
no influence. If spherical aberration is present more than one focal point is created
and the beam spot is smeared out. Therefore, in the presence of spherical aberration
a smaller working distance leads to a smaller spot size and in further consequence a
better resolution. The working distance also has an influence on the depth of focus as
shown in fig. A.9(b). At a larger working distance the cone of the electron beam has
a smaller angle and thus the depth of focus is larger. Hence, on a sample with large
height variations a larger working distance can be advantageous in order to gain a
sharp image of all height levels.
a.4 L O W E N E R G Y E L E C T R O N D I F F R A C T I O N
Low energy electron diffraction (LEED) is a widely used technique for the determi-
nation of the crystal structure of surfaces. For this purpose, an electron beam con-
taining low energy electrons of 20 eV up to 200 eV is directed onto the sample and
the diffraction pattern is recorded. The mean free path of such low energy electrons
is below 1nm [303] making LEED an extremely surface sensitive technique. The cor-
responding electron wavelength is comparable to the inter atomic distances making
the atomic arrangement in the surface unit cell accessible. LEED is a non-destructive
method for most surfaces due to the use of small beam energies.
a.4.1 kinematic approach
The origin of the spots in the diffraction pattern can be described within kinematic
theory in which the electrons are assumed to elastically scatter only once with the
surface. The Laue condition relates the wave vector of an incident electron ~ki and a
scattered one ~kf
~K = ~ki −~kf = ~Ghkl (A.19)
where ~G is a reciprocal lattice vector. Due to the small penetration depth of the low
energy electrons, no scattering potential is present in perpendicular direction to the
surface. Hence, the perpendicular component of ~K obeys no selection rule and eq.
A.19 can be rewritten containing only the parallel components
~K|| = ~ki,|| −~kf,|| = ~Ghk . (A.20)
This means, that the reciprocal lattice of the surface consists of periodic lattice rods.
In a conventional LEED the angle of the incident electrons (and therefore ~ki,||) stays
constant. By detecting the diffracted electrons on a phosphor screen, diffraction spots





















Figure A.10: (a) Schematic of the setup of a SPA-LEED. (b) Standard (indicated in black) and
modified Ewald sphere for SPA-LEED (indicated in red).
a.4.2 spa-leed
The measurement of the reciprocal surface lattice can be done with extremely high
resolution by means of spot profile analyzing LEED (SPA-LEED). In contrast to a
conventional LEED the diffracted electrons are not detected with a phosphor screen
but a channeltron detector. For this purpose the electron beam is not focused on the
sample but onto the detector. The electrons which are diffracted from the surface are
guided into the channeltron by means of an electrostatic field generated by octopole
plates. As shown in fig. A.10(a) the detector is located very close to the electron gun
and the diffracted electron beam follows almost the same path as the incident one.
The angle between the incident and the diffracted wave vector is very small (a few
degrees) and is kept constant. Hence, changing ~ki,|| (the incident angle) changes ~kf,||
accordingly.
Eq. A.20 can be visualized nicely with an Ewald construction as shown in fig.
A.10(b). To find the wave vectors at which the Laue condition is fulfilled, a circle with
radius |~ki,||| = |~kf,||| is drawn around the origin of ~ki,||. If a lattice rods intersects the
Ewald sphere eq. A.20 is fulfilled. In the case of the SPA-LEED the Ewald construction
needs to be modified. Since ~ki,|| and ~kf,|| are altered simultaneously, the standard
Ewald sphere is rotating around the origin of reciprocal space. As a consequence, the
diameter of the modified Ewald sphere is twice that of the standard one which allows
to measure a larger area in reciprocal space. The detection of the electron beam with
a channeltron makes it fairly easy to obtain intensity profiles of individual diffraction
spots or to record LEED images with high resolution. A detailed review of SPA-LEED
can be found in [304].
a.5 R A M A N S P E C T R O S C O P Y
If a sample surface is hit by a focused light beam, the photons can either be reflected,
absorbed or scattered. The scattered light is of specific interest if informations re-
garding the rotational or vibrational modes are needed. In a Raman spectrometer the


















Figure A.11: Illustration of Raman and Rayleigh scattering.
inating from the illuminated spot is collected into a monochromator. The light can
either be scattered elastically or inelastically. The elastic scattering is called Rayleigh
scattering. The molecule is excited into a virtual energy level and falls back into its
original vibrational state as shown in fig. A.11. The Rayleigh scattered light is not of
interest since it does not contain informations about the vibrational modes.
The term Raman scattering refers to the inelastically scattered light. It can be dis-
tinguished by whether the frequency of the incident light is shifted to a higher or
lower frequency. If the incident light is shifted to a lower frequency, the scattering is
called Stokes scattering. The molecule is excited to a virtual level and returns to a vi-
brational mode of higher energy. The scattering is called Anti-Stokes, if the molecule
returns into a vibrational mode of lower energy. The frequency of the scattered light
is blue shifted. The plot of the intensity of the scattered light with respect to its
frequency shift is a Raman spectrum. Typically much of the molecules are in the vi-
brational ground state. This implies that the Stokes lines in the spectrum are much
more intense than the Anti-Stokes lines.
a.5.1 classical theory of raman scattering
Deriving the Raman effect can be easily done by considering a simple diatomic
molecule with masses m1 and m2 connected by a spring with constant Π. By using





can be obtained, where x denotes the total displacement of the molecule. The result
for this equation can be written as
x = x0 cos(2πνnt) (A.22)
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If now light is focused onto the molecule the corresponding electric field is given by
E = E0 cos(2πν0t) (A.24)
with intensity E0 and frequency ν0. The interaction of light with the molecule in-
duces a dipole moment P̂ = αE with α being the polarizability of the molecule. The
polarizability can be easily expressed in terms of the displacement x as






+ ... . (A.25)
Hence, an expression for the dipole moment can be found
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As indicated, the three terms refer to Rayleigh, Stokes and Anti-Stokes scattering.
The classical theory presented here, correctly describes that Raman scattering is
weaker than Rayleigh scattering. However, it does not take into account that excited
vibrational states are only thermally populated following the Boltzmann distribution.
Consequently, the intensity ratio of Stokes/Anti-Stokes will be underestimated in
classical theory.
a.5.2 raman spectroscopy on graphene
Raman spectroscopy is a highly efficient tool to gain informations about a graphene
sample concerning for example the determination of the number of graphene layers
or the defect concentration. The Raman processes which can be observed in Raman
spectroscopy can involve up to four phonons [305]. However, most research focuses
only on one- and two-phonon processes and the following discussion will be also
limited to one- and two-phonon processes.
An overview over the relevant processes which lead to peaks in the Raman spec-
trum is given in fig. A.12. The three most prominent ones are referred to as G, D
and 2D peak. The G peak originates from a one-phonon process. It is an intravalley
transition and the corresponding phonon is the E2g mode [306] schematically shown
in fig. A.13(a). The G peak can be found at a Raman shift of 1580 cm−1 [118]. The G
peak experiences a small red shift (up to 6 cm−1) for an increased number of layers
[307].
A further one-phonon process gives rise to the D peak. However, since this process
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Figure A.12: Overview of possible Raman processes in graphene. The processes involve pho-
ton absorption (blue arrows), photon emission (red arrows), phonon emission
(green arrows) and defect scattering (black arrows). The photon momentum is
neglected in this illustration.
valley. The involvement of defect scattering makes the D peak highly sensitive to
the defect concentration in the graphene layer. The corresponding phonon is the A1g
breathing mode shown in fig. A.13(b). The D peak is dispersive, hence its Raman shift
is dependent on the excitation energy of the laser [308]. It is located at a Raman shift
of 1350 cm−1 for a laser wavelength of 532nm [118].
The 2D peak arises from a two-phonon process and it is the D peak overtone.
In contrast to the D peak, no defect is needed to provide the necessary intervalley
transition. Like the D peak, the 2D peak is dispersive and for a laser wavelength of
532nm it can be found at a Raman shift of 2690 cm−1. The 2D peak is highly sensitive
to the number of graphene layers. In the case of bilayer graphene, the π bands split
into four different band, giving rise to a splitting of the 2D peak into four components
[309]. The role of further contributions to the 2D peak of bilayer graphene, such as
the splitting of the transversal optical phonon branch, are still under discussion [310].
Nevertheless, it is a strong fingerprint of single layer graphene, if the 2D peak in a
Raman spectrum can be fitted with a single Lorentzian. Additionally, an increased
number of layers leads to a significant red shift of the 2D peak [309].
Further defect involving Raman processes are the D’, with its overtone the two-
phonon 2D’ and the D + D’. Finally, the D + D” is an additional two-phonon process.
Since these processes show up in the Raman spectra of graphene but are usually not
analyzed in detail they shall not be discussed her further.
A complete Raman spectrum of a defective graphene sample is shown in fig.
A.13(c). All peaks mentioned in this section show up in the spectrum. In case of
a perfect graphene sample all defect associated peaks (D, D’, D + D’) will vanish.
The defect sensitivity of the D peak can be also exploited in a quantitative manner.
The intensity ratio of the D and G peak I(D)/I(G) is directly related to the mean
distance between Raman active defects LD by the expression [186]
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Figure A.13: (a) Atom displacement at the Γ point for the E2g phonon mode in graphene
which corresponds to the G peak. (b) Atom displacement at the K point for the
A1g phonon mode (breathing mode) in graphene which corresponds to the D
peak. (c) Example Raman spectrum of defective graphene.
where λL is the excitation laser wavelength in nm. This expression of course only
accounts for Raman active defects. This is especially important considering the edges
of a graphene sheet. Since an edge is in principle a lattice defect, it should give rise
to an enhanced D peak. Interestingly this depends on the edge orientation. Since the
D peak involves intervalley scattering, it can only occur if an electron backscattered
from the edge gets a momentum transfer equal to the momentum needed to change
from K to K’. Along the edge direction momentum is conserved and backscattering
can only proceed in a direction perpendicular to the edge [191]. For obvious geo-
metric reasons a momentum transfer perpendicular to an armchair edge allows the
electron to change its valley while at a zigzag edge it does not. Consequently, an
armchair edge does contribute to the D peak in contrast to the zigzag edge [190].
A last remark concerns the Raman spectrum of epitaxial graphene on SiC. Inter-
fering signals from the SiC substrate as well as charge transfer and strain have been
shown to give rise to additional shifts of the characteristic Raman peaks [115, 117,
311]. This makes it somewhat difficult to compare Raman shifts measured on epitax-
ial graphene with the theoretical values given above. Hence, to discuss Raman shifts
with respect to, for example, the number of graphene layers, additional shifts arising
from the substrate interaction need to be considered. Furthermore, the FWHM of
the 2D peak is broadened for ML graphene on SiC compared to exfoliated graphene.
In exfoliated graphene samples the FWHM of the 2D peak is typically < 30 cm−1
[309] while for epitaxial ML graphene it is enhanced to about 40 cm−1 [117, 146].
This broadening has also been found for epitaxial graphene flakes transfered to SiO2
substrates and hence it was suggested to originate from structural properties of the
graphene, e.g. curvature effects [117].
a.6 L I T H O G R A P H Y
The structural modification of micro- and nanosystems is a common task in semi-
conductor research and industry. A standard lithography process using reactive ion











Figure A.14: Illustration of a etching process using positive photoresist, UV light and RIE.
is homogeneously spin coated with photoresist. The following baking step removes
solvents and hardens the photoresist. The sample is then exposed to UV light through
an optical mask. Subsequently, the exposed photoresist is developed. In case of a pos-
itive photoresist, the parts of the resist which were covered by the mask and not
exposed to the UV light are removed. Etching via reactive ion etching transfers the
structure defined by the mask into the sample surface. In the last step, the resist is
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Figure A.15: (a) Schematic of a plasma etching process showing reactive particles (R) diffus-
ing to the surface and reacting with a surface atom (S) to a volatile product (P).
(b) Setup of a RIE chamber.
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Figure A.16: Comparison of sputtering and chemical dry etching with respect to their etching
profile.
For the etching process itself, RIE is a widely used technique. It is a combination of
sputter etching and plasma etching. Plasma etching makes use of the chemical reac-
tion between surface atoms with the reactive particles within a plasma. The process
is depicted in fig. A.15(a). It is carried out inside a vacuum chamber. A plasma is
ignited via a strong radiofrequency field producing reactive particles which diffuse
to the sample surface where they react with surface atoms. The plasma contents are
chosen such that the reaction products are volatile. Thus, they will be removed out
of the system by the vacuum pump. In addition to this chemical dry etching process,
RIE also makes use of a sputter process. The general setup of a RIE chamber is shown
in fig. A.15(b). The bottom electrode on which the sample is resting, is coupled to the
RF source. This causes a directed stream of plasma ions onto the sample leading to
material removal from the sample surface.
In fig. A.16 plasma etching and sputtering are compared with respect to the iso-
tropy of the etching profile. As directly obvious, plasma etching will lead to a very
isotropic etching while sputtering is highly anisotropic. It depends on the sample
material which of the processes is dominating. The SiC substrates which were used
in this thesis exhibit a very anisotropic etching profile in RIE. Due to the strong Si-C
bonds the chemical etching is very slow. The bonds need to be broken first by the
sputtering process to allow for the chemical etching to take place [312]. Hence only
very small undercuts are observed on SiC substrates.
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