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THE LARGE SIEVE WITH SQUARE NORM MODULI IN Z[i]
STEPHAN BAIER
1. Introduction
The classical large sieve inequality asserts that
∑
q≤Q
q∑
a=1
(a,q)=1
∣∣∣∣∣∣
∑
n≤N
an · e
(
n · a
q
)∣∣∣∣∣∣
2
≪ (Q2 +N) ∑
n≤N
|an|2
for any Q,N ≥ 1 and any sequence (an)n∈N of complex numbers. (Equivalently, the summation
of n over the interval (0, N ] can be replaced by a summation over any interval (M,M +N ].) The
large sieve with square moduli was investigated by L. Zhao and the author of the present paper
in a series of papers (see [1], [2], [6]). To date, the best result is the following.
∑
q≤Q
q2∑
a=1
(a,q)=1
∣∣∣∣∣∣
∑
n≤N
an · e
(
n · a
q2
)∣∣∣∣∣∣
2
≪ (QN)ε
(
Q3 +min
{
Q2
√
N,
√
QN
}
+N
)∑
n≤n
|an|2,
where ε is any positive constant, and the implied ≪-constants depends only on ε. The object of
this paper is to establish a large sieve inequality for square norm moduli in Z[i].
M. Huxley [4] established a generalization of the large sieve for number fields, which we describe
in the following. Let K be an algebraic number field of degree k over Q and let (θ1, ..., θk) be an
integral basis of K, so that every integer ξ of K is representable uniquely as
ξ = n1θ1 + ...+ nkθk,
where n1, ..., nk are rational integers. For any integral ideal a of K, let N (a) be its norm and σ(ξ)
an additive character modulo a. Such a character is called proper if it is not an additive character
modulo an ideal b which divides a properly. Then for any X,N1, ..., Nk ≥ 1, M1, ...,Mk ∈ R and
complex sequence (bn)n∈Zk , we have
∑
N (a)≤Xk
∑
σ mod a
σ proper
∣∣∣∣∣∣
∑
M1<n1≤M1+N1
· · ·
∑
Mk<nk≤Mk+Nk
bn1,...,nk · σ(n1ξ1 + · · ·+ nkξk)
∣∣∣∣∣∣
2
≪
k∏
j=1
(
N
1/2
j +X
)2
·
∑
M1<ni≤M1+N1
· · ·
∑
Mk<nk≤Mk+Nk
|bn1,...,nk |2,
(1)
where the implied ≪-constant depends only on the field K. As demonstrated in [4], using Gauss
sums similarly as in the case K = Q, the above can be converted into a large sieve inequality for
multiplicative characters χ of the form
∑
N (a)≤Xk
N (a)
Φ(a)
·
∑
χ mod a
χ proper
∣∣∣∣∣∣
∑
M1<n1≤M1+N1
· · ·
∑
Mk<nk≤Mk+Nk
bn1,...,nk · χ(n1ξ1 + · · ·+ nkξk)
∣∣∣∣∣∣
2
≪
k∏
j=1
(
N
1/2
j +X
)2 ∑
M1<ni≤M1+N1
· · ·
∑
Mk<nk≤Mk+Nk
|bn1,...,nk |2,
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where Φ(a) is the generalized Euler totient function for ideals in K, and, similarly as in the case
of additive characters, χ is called proper if it is not a multiplicative character modulo an ideal b
which divides a properly. In Z[i], which is a principal ideal domain, the proper additive characters
for the ideal (q) take the form
σ(ξ) = e
(
Tr
(
ξr
2q
))
= e
(
ℜ
(
ξr
q
))
,
where r ∈ Z[i] ranges over a reduced residue system modulo q (in particular, r and q are coprime).
In the above, Tr(x) denotes the trace of x ∈ Z[i], given by Tr(x) = x + x = 2ℜx. Hence, setting
K := Q[i], k = 2, ξ1 = 1, ξ2 = i, X := Q, Nj :=
√
N and an := bℜn,ℑn for n ∈ Z[i], where
bℜn,ℑn = 0 if N (n) > N , we deduce the following version of the large sieve for Z[i] from (1).
Theorem 1. Let Q,N ≥ 1 and (an)n∈Z[i] be any sequence of complex numbers. Then
∑
q∈Z[i]\{0}
N (q)≤Q
∑
r mod q
(r,q)=1
∣∣∣∣∣∣∣∣
∑
n∈Z[i]
N (n)≤N
an · e
(
Tr
(
nr
2q
))∣∣∣∣∣∣∣∣
2
≪ (Q2 +N) ∑
n∈Z[i]
N (n)≤N
|an|2.
Here, as in the following, N (x) denotes the norm of x ∈ Z[i], given by N (x) = xx = (ℜx)2 +
(ℑx)2, and r runs over a reduced residue system modulo q in Z[i], (r, q) = 1 indicating the
coprimality of r and q. A version of the large sieve for Z[i] with moduli confined to natural
numbers was proved by W. Schlackow in [5, Theorem 4.2.1] and may be reformulated as follows.
Theorem 2. Let Q,N ≥ 1 and (an)n∈Z[i] be any sequence of complex numbers. Then
∑
q∈N
q≤Q
∑
r mod q
(r,q)=1
∣∣∣∣∣∣∣∣
∑
n∈Z[i]
N (n)≤N
an · e
(
Tr
(
nr
2q
))∣∣∣∣∣∣∣∣
2
≪
(
Q3 +Q2
√
N +N
) ∑
n∈Z[i]
N (n)≤N
|an|2,
where r runs over a reduced residue system modulo q in Z[i].
In this paper, we shall establish the following version of the large sieve with square norm moduli
for Z[i].
Theorem 3. Let Q,N ≥ 1 and (an)n∈Z[i] be any sequence of complex numbers. Then
∑
q∈Z[i]\{0}
N (q)≤Q2
N (q)=
∑
r mod q
(r,q)=1
∣∣∣∣∣∣∣∣
∑
n∈Z[i]
N (n)≤N
an · e
(
Tr
(
nr
2q
))∣∣∣∣∣∣∣∣
2
≪ (QN)ε
(
Q3 +Q2
√
N +
√
QN
) ∑
n∈Z[i]
N (n)≤N
|an|2,
where ε is any positive constant, and the implied ≪-constant depends only on ε.
Here, as in the following, N (q) =  indicates that N (q) is a perfect square. The following
analogue for multiplicative characters can be deduced by the standard procedure using Gauss
sums mentioned above.
Theorem 4. Let Q,N ≥ 1 and (an)n∈Z[i] be any sequence of complex numbers. Then
∑
q∈Z[i]\{0}
N (q)≤Q2
N (q)=
N (q)
Φ(q)
·
∑
χ mod (q)
χ proper
∣∣∣∣∣∣∣∣
∑
n∈Z[i]
N (n)≤N
an · χ(n)
∣∣∣∣∣∣∣∣
2
≪ (QN)ε
(
Q3 +Q2
√
N +
√
QN
) ∑
n∈Z[i]
N (n)≤N
|an|2,
where ε is any positive constant, and the implied ≪-constant depends only on ε.
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We start by considering sums over restricted sets of moduli of the form
Σ(Q,N ;S) :=
∑
q∈S
Q/2<N (q)≤Q
∑
r mod q
(r,q)=1
∣∣∣∣∣∣∣∣
∑
n∈Z[i]
N (n)≤N
an · e
(
Tr
(
nr
2q
))∣∣∣∣∣∣∣∣
2
, (2)
where S is a subset of Z[i]. The restriction to moduli norms in dyadic intervals will be of importance
in our method. To estimate the above sums, we first use the double large sieve due to H. Iwaniec
and E. Bombieri [3]. This will lead us to a lattice point counting problem, which we reformulate
as counting certain points in a disk. Considerations about the spacing of these points and the
Poisson summation formula will enable us to recover slightly weakened versions of Theorems 1 and
Theorem 2. This weakening by a factor of logarithm comes from our restriction to dyadic intervals
above. The main point of this paper is to prove Theorem 3, for which we shall, in addition to the
above-mentioned spacing results and the Poisson summation formula, use a 2-dimensional Weyl
shift similar to the 1-dimensional Weyl shift performed in [6].
We note that Theorem 3 is the precise analogue to the first known large sieve inequality for
square moduli in Z, proved by L. Zhao [6], which asserts that
∑
q≤Q
q2∑
a=1
(a,q)=1
∣∣∣∣∣∣
∑
n≤N
an · e
(
n · a
q2
)∣∣∣∣∣∣
2
≪ (QN)ε
(
Q3 +Q2
√
N +
√
QN
) ∑
n≤N
|an|2.
Throughout this paper, we follow the usual convention that ε is an arbitrarily small positive
number that can change from line to line, and O-constants may depend on ε.
Acknowledgement. The author thanks the IISER Thiruvananthapuram for financial support
and excellent working conditions.
2. Initial transformations
In this section, we start with some initial transformations of the sum Σ(Q,N ;S) defined in (2).
Setting
q = u+ vi, r = x+ yi, n = s+ ti,
a notation which we shall use throughout the sequel, we deduce that
Σ(Q,N ;S) =
∑
q∈S
Q/2<N (q)≤Q
∑
r mod q
(r,q)=1
∣∣∣∣∣∣∣∣
∑
n∈Z[i]
N (n)≤N
an · e
(
(sx− ty)u+ (sy + tx)v
N (q)
)∣∣∣∣∣∣∣∣
2
=
∑
q∈S
Q/2<N (q)≤Q
∑
r mod q
(r,q)=1
∣∣∣∣∣∣∣∣
∑
n∈Z[i]
N (n)≤N
an · e
((
xu + yv
N (q) ,
xv − yu
N (q)
)
· (s, t)
)∣∣∣∣∣∣∣∣
2
=
∑
q∈S
Q/2<N (q)≤Q
∑
r mod q
(r,q)=1
∣∣∣∣∣∣
∑
|s|≤√N
∑
|t|≤√N
a′s,t · e
((
xu + yv
N (q) ,
xv − yu
N (q)
)
· (s, t)
)∣∣∣∣∣∣
2
,
(3)
where
a′s,t :=
{
as+it if N (s+ it) ≤ N,
0 if N (s+ it) > N. (4)
We set
T (q, r) :=
∑
|s|≤√N
∑
|t|≤√N
a′s,t · e
((
xu + yv
N (q) ,
xv − yu
N (q)
)
· (s, t)
)
4 STEPHAN BAIER
and
bq,r :=
{
|T (q, r)|2 /T (q, r) if T (q, r) 6= 0,
0 otherwise.
Then it follows that
Σ(Q,N ;S) =
∑
q∈S
Q/2<N (q)≤Q
∑
r mod q
(r,q)=1
∑
|s|≤√N
∑
|t|≤√N
a′s,tbq,r · e
((
xu + yv
N (q) ,
xv − yu
N (q)
)
· (s, t)
)
(5)
and also
Σ(Q,N ;S) =
∑
q∈S
Q/2<N (q)≤Q
∑
r mod q
(r,q)=1
|bq,r|2 . (6)
3. Application of the double large sieve
Now we use the double large sieve due to Bombieri and Iwaniec [3] to further estimate Σ(Q,N ;S).
Lemma 1 (Bombieri-Iwaniec). Let X and Y be two subsets of RK . Let a(x) and b(y) be arbitrary
complex numbers for x ∈ X and y ∈ Y. Let X1, ..., XK , Y1, ..., YK be positive numbers. Define the
bilinear forms
B(b;X) :=
∑
y∈Y
∑
y′∈Y
|y−y′|<(2Xk)−1; k=1,...,K
|b(y)b(y′)|,
B(a;Y) :=
∑
x∈X
∑
x′∈X
|x−x′|<(2Yk)−1; k=1,...,K
|a(x)a(x′)|,
B(a, b;X,Y) :=
∑
x∈X
|xk|<Xk
∑
y∈Y
|yk|<Yk
a(x)b(y)e(x · y).
Then
|B(a, b;X,Y)|2 ≤ (2π2)K K∏
k=1
(1 +XkYk)B(b;X)B(a;Y).
We note that in the original statement of the above lemma, ”< (2Xk)
−1”, ”< (2Yk)−1”, ”|xk| <
Xk” and ”|yk| < Yk” were replaced by ”≤ (2Xk)−1”, ”≤ (2Yk)−1”, ”|xk| ≤ Xk” and ”|yk| ≤ Yk”,
respectively, but the proof in [3] applies to the above variant as well.
In the following let, for any real number z, {z} = z − [z] be its fractional part, ||z|| its distance
to the nearest integer, and
f(z) :=
{
z +
1
2
}
− 1
2
. (7)
Then noting that
e
((
xu+ yv
N (q) ,
xv − yu
N (q)
)
· (s, t)
)
= e
((
f
(
xu + yv
N (q)
)
, f
(
xv − yu
N (q)
))
· (s, t)
)
and using (4) and Lemma 1 with
X :=
{
(s, t) ∈ Z2 : N (s+ it) ≤ N} ,
Y :=
{(
f
(
xu+ yv
N (q)
)
, f
(
xv − yu
N (q)
))
∈ R2 : q ∈ S, Q/2 < N (q) ≤ Q, r mod q, (r, q) = 1
}
,
X1 :=
√
N, X2 :=
√
N, Y1 :=
1
2
, Y2 :=
1
2
,
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we obtain
|Σ(Q,N ;S)|2 ≪ N ·
∑
q1∈S
Q/2<N (q1)≤Q
∑
r1 mod q1
(r1,q1)=1
∑
q2∈S
Q/2<N (q2)≤Q
∑
r2 mod q2
(r2,q2)=1
||(x1u1+y1v1)/N (q1)−(x2u2+y2v2)/N (q2)||≤1/
√
N
||(x1v1−y1u1)/N (q1)−(x2v2−y2u2)/N (q2)||≤1/
√
N
|br1,q1br2,q2 | ·
∑
n∈Z[i]
N (n)≤N
|an|2
from (5), where we write
qj = uj + vji and rj = xj + yji for j = 1, 2.
Since
|br1,q1br2,q2 | ≤ |br1,q1 |2 + |br2,q2 |2 ,
it follows that
|Σ(Q,N ;S)|2
≪NZ · max
q2∈S
Q/2<N (q2)≤Q
r2 mod q2
(r2,q2)=1
♯
{
(q1, r1) : q1 ∈ S, Q/2 < N (q1) ≤ Q, r1 mod q1, (r1, q1) = 1,
∣∣∣∣
∣∣∣∣x1u1 + y1v1N (q1) −
k
N (q2)
∣∣∣∣
∣∣∣∣ ≤ 1√N ,
∣∣∣∣
∣∣∣∣x1v1 − y1u1N (q1) −
l
N (q2)
∣∣∣∣
∣∣∣∣ ≤ 1√N
}
×
∑
q∈S
Q/2<N (q)≤Q
∑
r mod q
(r,q)=1
|bq,r|2 ,
where we set
Z :=
∑
n∈Z[i]
N (n)≤N
|an|2
and
k := x2u2 + y2v2 and l := x2v2 − y2u2 (8)
throughout the sequel. Using (6) and dividing both sides by |Σ(Q,N ;S)|, we deduce that
Σ(Q,N ;S)≪NZ · max
q2∈S
Q/2<N (q2)≤Q
r2 mod q2
(r2,q2)=1
♯
{
(q1, r1) : q1 ∈ S, Q/2 < N (q1) ≤ Q, r1 mod q1, (r1, q1) = 1,
∣∣∣∣
∣∣∣∣x1u1 + y1v1N (q1) −
k
N (q2)
∣∣∣∣
∣∣∣∣ ≤ 1√N ,
∣∣∣∣
∣∣∣∣x1v1 − y1u1N (q1) −
l
N (q2)
∣∣∣∣
∣∣∣∣ ≤ 1√N
}
.
4. Reduction to a lattice point counting problem
4.1. Simplification of the problem. If∣∣∣∣
∣∣∣∣x1u1 + y1v1N (q1) −
k
N (q2)
∣∣∣∣
∣∣∣∣ ≤ 1√N , and
∣∣∣∣
∣∣∣∣x1v1 − y1u1N (q1) −
l
N (q2)
∣∣∣∣
∣∣∣∣ ≤ 1√N ,
then we can find (x′1, y
′
1) ∈ Z2 such that∣∣∣∣
∣∣∣∣x1u1 + y1v1N (q1) −
k
N (q2)
∣∣∣∣
∣∣∣∣ =
∣∣∣∣x′1u1 + y′1v1N (q1) −
k
N (q2)
∣∣∣∣ (9)
and ∣∣∣∣
∣∣∣∣x1v1 − y1u1N (q1) −
l
N (q2)
∣∣∣∣
∣∣∣∣ =
∣∣∣∣x′1v1 − y′1u1N (q1) −
l
N (q2)
∣∣∣∣ . (10)
Indeed, if
x′1 = x1 + au1 + bv1 and y
′
1 = y1 + av1 − bu1,
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then
x′1u1 + y
′
1v1
N (q1) = a+
x1u1 + y1v1
N (q1) and
x′1v1 − y′1u1
N (q1) = b+
x1v1 − y1u1
N (q1) ,
and thus for suitable a, b ∈ Z, we get (9) and (10). It follows that
Σ(Q,N ;S)≪NZ · max
q2∈S
Q/2<N (q2)≤Q
r2 mod q2
(r2,q2)=1
♯
{
(q1, x
′
1, y
′
1) : q1 ∈ S, Q/2 < N (q1) ≤ Q,
(
x′1
y′1
)
∈ Z2,
∣∣∣∣x′1u1 + y′1v1N (q1) −
k
N (q2)
∣∣∣∣ ≤ 1√N ,
∣∣∣∣x′1v1 − y′1u1N (q1) −
l
N (q2)
∣∣∣∣ ≤ 1√N
}
.
In the following, for brevity of notation, we shall replace (q1, u1, v1, x
′
1, y
′
1) by (q, u, v, x, y).
4.2. Rescaling and rotating. We may interpret the above as a problem of counting points of
orthogonal lattices in a closed square because the last estimate is equivalent to
Σ(Q,N ;S)≪ NZ · max
q2∈S
Q/2<N (q2)≤Q
r2 mod q2
(r2,q2)=1
♯
{
(q, x, y) : q ∈ S, Q/2 < N (q) ≤ Q,
(
x
y
)
∈ Z2,
x
(
u/N (q)
v/N (q)
)
+ y
(
v/N (q)
−u/N (q)
)
∈ S(k, l)
}
,
where S(k, l) is the closed square defined by
S(k, l) :=
[
k
N (q2) −
1√
N
,
k
N (q2) +
1√
N
]
×
[
l
N (q2) −
1√
N
,
l
N (q2) +
1√
N
]
.
Rescaling by a factor of
√N (q), it follows that
Σ(Q,N ;S)≪ NZ · max
q2∈S
Q/2<N (q2)≤Q
r2 mod q2
(r2,q2)=1
♯
{
(q, x, y) : q ∈ S, Q/2 < N (q) ≤ Q,
(
x
y
)
∈ Z2,
x
(
u′
v′
)
+ y
(
v′
−u′
)
∈
√
N (q)S(k, l)
}
,
(11)
where
√N (q)S(k, l) is the square√
N (q)S(k, l) :=
{√
N (q)r : r ∈ S(k, l)
}
,
and (
u′
v′
)
=
1√N (q)
(
u
v
)
and
(
v′
−u′
)
=
1√N (q)
(
v
−u
)
are orthonormal vectors.
For two real numbers µ and ν set
M(µ, ν) :=
(
µ ν
−ν µ
)
.
Then rotating by applying the rotation matrix
M(u′, v′) =
(
u′ v′
−v′ u′
)
=
1√N (q)
(
u v
−v u
)
=
1√N (q)M(u, v),
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and replacing y by −y, we deduce from (11) that
Σ(Q,N ;S)≪ NZ×
max
q2∈S
Q/2<N (q2)≤Q
r2 mod q2
(r2,q2)=1
♯
{
(q, x, y) : q ∈ S, Q/2 < N (q) ≤ Q,
(
x
y
)
∈ Z2 ∩M(u, v)S(k, l)
}
,
where
M(u, v)S(k, l) := {M(u, v)s : s ∈ S(k, l)}
is the square
√N (q)S(k, l), rotated by applying the matrix M(u′, v′).
4.3. Switching between lattices. The closed square M(u, v)S(k, l) is contained in the closed
disk with radius
R :=
√
4Q
N
(12)
and midpoint
M(u, v)
(
k/N (q2)
l/N (q2)
)
= u
(
k/N (q2)
l/N (q2)
)
+ v
(
l/N (q2)
−k/N (q2)
)
.
Therefore, we have
Σ(Q,N ;S)≪ NZ · max
q2∈S
Q/2<N (q2)≤Q
r2 mod q2
(r2,q2)=1
♯
{
(q, x, y) : q ∈ S, Q/2 < N (q) ≤ Q,
(
x
y
)
∈ Z2 ∩DR
(
u
(
k/N (q2)
l/N (q2)
)
+ v
(
l/N (q2)
−k/N (q2)
))}
,
where DR(r) is the closed disk with radius R and midpoint r. Hence, we count points of the
standard lattice Z2 contained in closed R-neighborhoods of points of the lattice
L :=
(
x˜
(
k/N (q2)
l/N (q2)
)
+ y˜
(
l/N (q2)
−k/N (q2)
))
(x˜y˜)∈Z2
.
If R ≥ 1/2, then there are O(R2) Z2-points in the closed R-neighborhood of every L-point, and
using (12), it therefore follows that
Σ(Q,N ;S)≪ QZ · ♯ {q ∈ S : Q/2 < N (q) ≤ Q} . (13)
In the following, we assume that R < 1/2. We observe that counting Z2-points in closed R-
neighborhoods of L-points amounts to the same as counting L-points in closed R-neighborhoods
of Z2-points. By this switch of lattices, we have
Σ(Q,N ;S)≪ NZ · max
q2∈S
Q/2<N (q2)≤Q
r2 mod q2
(r2,q2)=1
♯
{
(q, x, y) : q ∈ S, Q/2 < N (q) ≤ Q,
(
x
y
)
∈ Z2,
u
(
k/N (q2)
l/N (q2)
)
+ v
(
l/N (q2)
−k/N (q2)
)
∈ DR
(
x
y
)}
.
(14)
Since R < 1/2, (14) is equivalent to
Σ(Q,N ;S)≪ NZ×
max
q2∈S
Q/2<N (q2)≤Q
r2 mod q2
(r2,q2)=1
♯
{
q ∈ S : Q/2 < N (q) ≤ Q,
(
f ((uk + vl)/N (q2))
f ((−vk + ul)/N (q2))
)
∈ DR(0)
}
, (15)
where f(z) is defined as in (7). We combine (13) and (15) below.
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Proposition 1. Let 1I be the indicator function of the interval I. Then we have
Σ(Q,N ;S)≪ QZ · ♯ {q ∈ S : Q/2 < N (q) ≤ Q}+NZ · 1(0,1/2)(R)×
max
q2∈S
Q/2<N (q2)≤Q
r2 mod q2
(r2,q2)=1
♯
{
q ∈ S : Q/2 < N (q) ≤ Q,
(
f ((uk + vl)/N (q2))
f ((−vk + ul)/N (q2))
)
∈ DR(0)
}
. (16)
5. Reproof of a slightly weakened version of Theorem 1
In this section, we reprove Theorem 1 in a slightly weakened form, namely we establish the
inequality
∑
q∈Z[i]\{0}
N (q)≤Q
∑
r mod q
(r,q)=1
∣∣∣∣∣∣∣∣
∑
n∈Z[i]
N (n)≤N
an · e
(
Tr
(
nr
2q
))∣∣∣∣∣∣∣∣
2
≪ (Q2 +N log(2Q))Z. (17)
5.1. Spacing modulo 1. To estimate the maximum on the right-hand side of (16), we prove the
following lemma on the spacing of the points(
f ((uk + vl)/N (q2))
f ((−vk + ul)/N (q2))
)
.
Lemma 2. Assume that u2+ v2i = q2 ∈ Z[i]\ {0}, x2+ y2i = r2 ∈ Z[i], (r2, q2) = 1, k, l are given
as in (8), and u, v, u˜, v˜ ∈ Z. Then∣∣∣∣f
(
uk + vl
N (q2)
)
− f
(
u˜k + v˜l
N (q2)
)∣∣∣∣
2
+
∣∣∣∣f
(−vk + ul
N (q2)
)
− f
(−v˜k + u˜l
N (q2)
)∣∣∣∣
2
{
≥ 1/N (q2) if q2 ∤ ((u− u˜) + (v − v˜)i) ,
0 if q2| ((u − u˜) + (v − v˜)i) .
Proof. Clearly, there exist integers µ and ν such that
f
(
uk + vl
N (q2)
)
− f
(
u˜k + v˜l
N (q2)
)
=
u0k + v0l
N (q2) − µ
and
f
(−vk + ul
N (q2)
)
− f
(−v˜k + u˜l
N (q2)
)
=
−v0k + u0l
N (q2) − ν,
where u0 := u− u˜ and v0 := v − v˜. It follows that∣∣∣∣f
(
uk + vl
N (q2)
)
− f
(
u˜k + v˜l
N (q2)
)∣∣∣∣
2
+
∣∣∣∣f
(−vk + ul
N (q2)
)
− f
(−v˜k + u˜l
N (q2)
)∣∣∣∣
2
=
(
u0k + v0l
N (q2) − µ
)2
+
(−v0k + u0l
N (q2) − ν
)2
=
(u20 + v
2
0)(k
2 + l2)
N (q2)2 − 2
(
µ · u0k + v0lN (q2) + ν ·
−v0k + u0l
N (q2)
)
+ µ2 + ν2.
From (8), we have
k2 + l2 = (x2u2 + y2v2)
2 + (x2v2 − y2u2)2 = (x22 + y22)(u22 + v22) = (x22 + y22)N (q2). (18)
Hence, ∣∣∣∣f
(
uk + vl
N (q2)
)
− f
(
u˜k + v˜l
N (q2)
)∣∣∣∣
2
+
∣∣∣∣f
(−vk + ul
N (q2)
)
− f
(−v˜k + u˜l
N (q2)
)∣∣∣∣
2
=
(u20 + v
2
0)(x
2
2 + y
2
2)− 2 (µ(u0k + v0l) + ν(−v0k + u0l))
N (q2) + µ
2 + ν2.
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By non-negativity, this equals zero or is greater or equal to 1/N (q2). Further, we have∣∣∣∣f
(
uk + vl
N (q2)
)
− f
(
u˜k + v˜l
N (q2)
)∣∣∣∣
2
+
∣∣∣∣f
(−vk + ul
N (q2)
)
− f
(−v˜k + u˜l
N (q2)
)∣∣∣∣
2
= 0
if and only if
u0k + v0l ≡0 mod N (q2),
−v0k + u0l ≡0 mod N (q2). (19)
This is equivalent to N (q2)|(u0 + v0i)(k − li). Further, we observe that
k − li = (x2 + y2i)(u2 − v2i) = r2q2.
Since (r2, q2) = 1, we deduce that (19) is equivalent to q2|u0 + v0i and hence q2|(u− u˜) + (v− v˜)i.
This completes the proof. 
5.2. Counting points in disks. Let the conditions in Lemma 2 be satisfied. Then it follows
from the same lemma that(
f ((uk + vl)/N (q2))
f ((−vk + ul)/N (q2))
)
=
(
f ((u˜k + v˜l)/N (q2))
f ((−v˜k + u˜l)/N (q2))
)
(20)
if and only if q2| ((u− u˜) + (v − v˜)i). If Q/2 < N (q2) ≤ Q and L ≥ 1, then for every q = u + vi
with N (q) ≤ Q, the number of q˜ = u˜ + v˜i such that N (q˜) ≤ LQ and q2| ((u− u˜) + (v − v˜)i)
is O(L). (We note that this is the point where our restriction to dyadic intervals is crucial.)
Therefore, again by Lemma 2, the number of u+ vi = q ∈ S such that N (q) ≤ LQ and(
f ((uk + vl)/N (q2))
f ((−vk + ul)/N (q2))
)
∈ DR(0)
is bounded by a constant times L times the maximum number of points in a disk with radius R
such that the distance between any two of them is greater or equal 1/
√N (q2). This maximum
number is bounded by 1 plus the maximum number of open disks with radius 1/(2
√N (q2)) that
can be packed into a disk of radius 2R without overlaps. The latter is bounded by the area of a
disk with radius 2R divided by the area of a disk with radius 1/(2
√N (q2)). Altogether, we thus
get the following.
Proposition 2. Assume that Q,L ≥ 1 and R > 0. Then
max
q2∈S
Q/2<N (q2)≤Q
r2 mod q2
(r2,q2)=1
♯
{
q ∈ S : N (q) ≤ LQ,
(
f ((uk + vl)/N (q2))
f ((−vk + ul)/N (q2))
)
∈ DR(0)
}
≪
(
1 +
R2
1/Q
)
L.
Now (12), Proposition 1 and Proposition (2) give
Σ(Q,N ;S)≪ (N +Q2)Z.
This holds in particular for S = Z[i], implying (17) upon summing up the contributions of
O(log 2Q) dyadic intervals containing the moduli norms N (q).
6. Reproof of a slightly weakened version of Theorem 2
6.1. General Fourier analytic approach. To get savings for sparse subsets S of Z[i], it may
be useful to apply Fourier analysis to estimate the right-hand side of (16). Let Φ : R→ R be a
Schwartz class function which is positive in the interval [1/2, 1] and assume that R < 1/2. Then
we observe that
♯
{
q ∈ S : Q/2 < N (q) ≤ Q,
(
f ((uk + vl)/N (q2))
f ((−vk + ul)/N (q2))
)
∈ DR(0)
}
≪
∑
q∈S
Φ
(N (q)
Q
)
·
∑
x∈Z
∑
y∈Z
e−pi(((uk+lv)/N (q2)−x)
2+((−vk+ul)/N (q2)−y)2)/R2 .
(21)
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Now the Poisson summation formula, applied to the sums over x and y, transforms the right-hand
side of (21) into
R2 ·
∑
q∈S
Φ
(N (q)
Q
)
·
∑
α∈Z
∑
β∈Z
e−pi(α
2+β2)R2e
(
α(uk + vl) + β(−vk + ul)
N (q2)
)
=R2 ·
∑
α∈Z
∑
β∈Z
e−pi(α
2+β2)R2 ·
∑
q∈S
Φ
(N (q)
Q
)
· e
(
u(αk + βl) + v(−βk + αl)
N (q2)
)
.
(22)
Using (12), Proposition 1 and the above, we obtain the following.
Proposition 3. We have
Σ(Q,N ;S)≪ QZ · ♯ {q ∈ S : Q/2 < N (q) ≤ Q}+QZ×
max
q2∈S
Q/2<N (q2)≤Q
r2 mod q2
(r2,q2)=1
∑
α∈Z
∑
β∈Z
e−4pi(α
2+β2)Q/N ·
∑
q∈S
Φ
(N (q)
Q
)
· e
(
u(αk + βl) + v(−βk + αl)
N (q2)
)
. (23)
For suitable sets S, we may hope to be able to estimate the inner sum over q on the right-
hand side of (23) non-trivially. We now consider the case when S = N, thus recovering a slightly
weakened form of Theorem 2, namely the bound
∑
q∈N
q≤Q
∑
r mod q
(r,q)=1
∣∣∣∣∣∣∣∣
∑
n∈Z[i]
N (n)≤N
an · e
(
Tr
(
nr
2q
))∣∣∣∣∣∣∣∣
2
≪
(
Q3 +Q2
√
N +N log 2Q
) ∑
n∈Z[i]
N (n)≤N
|an|2. (24)
We note that the above Fourier analytic approach also works if S equals the full set Z[i]. In this
case, the Poisson summation formula, applied to the sum over q, leads to a counting problem which
is in a sense dual to that considered in subsection 5.2. The resulting estimate for Σ(Q,N ;Z[i])
will be the same, though. For this reason, we don’t carry out this calculation here.
6.2. Case of integer moduli. In the situation of Theorem 2 we have S = N, and the contribution
of Q/
√
2 < q ≤ Q equals
∑
q∈N
Q/
√
2<q≤Q
∑
r mod q
(r,q)=1
∣∣∣∣∣∣∣∣
∑
n∈Z[i]
N (n)≤N
an · e
(
Tr
(
nr
2q
))∣∣∣∣∣∣∣∣
2
= Σ
(
Q2, N ;N
)
. (25)
On choosing Φ in such a way that
Φ(z) = e−piz if z ≥ 0,
(8) and Proposition 3 give
Σ
(
Q2, N ;N
)≪Q3Z +Q2Z×
max
u2∈Z
Q/
√
2<u2≤Q
x2+y2i mod u2
(x2+y2i,u2)=1
∑
α∈Z
∑
β∈Z
e−4pi(α
2+β2)Q2/N ·
∑
u∈Z
e−piu
2/Q2 · e
(
u(αx2 − βy2)
u2
)
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upon noting that v = 0 = v2 in this case. Applying the Poisson summation formula to the inner
sum over u, we get
∑
u∈Z
e−piu
2/Q2 · e
(
u(αx2 − βy2)
u2
)
=
u2∑
h=1
e
(
h(αx2 − βy2)
u2
)
·
∑
u∈Z
u≡h mod u2
e−piu
2/Q2
=
Q
u2
·
∑
γ∈Z
e−piγ
2(Q/u2)
2 ·
u2∑
h=1
e
(
h(αx2 − βy2 − γ)
u2
)
=Q ·
∑
γ∈Z
γ≡αx2−βy2 mod u2
e−piγ
2(Q/u2)
2
≤Q ·
∑
γ∈Z
γ≡αx2−βy2 mod u2
e−piγ
2
if Q/
√
2 < u2 ≤ Q. Therefore,
Σ
(
Q2, N ;N
)≪ Q3Z +Q3Z · max
u2∈Z
Q/
√
2<u2≤Q
x2+y2i mod u2
(x2+y2i,u2)=1
∑
γ∈Z
e−piγ
2 ·
∑
α∈Z
∑
β∈Z
αx2−βy2≡γ mod u2
e−4pi(α
2+β2)Q2/N . (26)
We now consider the truncated sum
Tγ (U, V ) :=
∑
|α|≤U
∑
|β|≤V
αx2−βy2≡γ mod u2
1.
Let d = (x2, u2), x
′
2 := x2/d and u
′
2 = u2/d. Let x
′
2 be a multiplicative inverse of x
′
2 modulo u
′
2,
i.e. x′2x
′
2 ≡ 1 mod u′2. Necessarily (d, y2) = 1 because otherwise (x2 + iy2, u2) 6= 1. Let y2 be a
multiplicative inverse of y2 modulo d, i.e. y2y2 ≡ 1 mod d. It follows that
αx2 − βy2 ≡ γ mod u2 ⇐⇒
(
β ≡ −y2γ mod d and α ≡ x′2 ·
βy2 + γ
d
mod u′2
)
.
This implies
Tγ(U, V )≪
(
1 +
V
d
)
·
(
1 +
U
u′2
)
≪ 1 + U + V + UV
u2
≪ 1 + U + V + UV
Q
(27)
if Q/
√
2 < u2 ≤ Q. Using partial summation for the sums over α and β on the right-hand side of
(26) together with (27) now gives
Σ
(
Q2, N ;N
)≪ Q3Z ·∑
γ∈Z
e−piγ
2 ·
(
1 +
N1/2
Q
+
N
Q3
)
≪
(
Q3 +Q2N1/2 +N
)
Z,
implying (24) upon summing up the contributions of O(log 2Q) dyadic intervals containing the
moduli norms N (q).
7. Proof of Theorem 3
Now we turn to the main point of this paper, a proof of Theorem 3. In the situation of this
theorem, we have S = {q ∈ Z[i] : N (q) = }, and the contribution of Q2/2 < N (q) ≤ Q2 equals
∑
q∈Z[i]\{0}
Q2/2<N (q)≤Q2
N (q)=
∑
r mod q
(r,q)=1
∣∣∣∣∣∣∣∣
∑
n∈Z[i]
N (n)≤N
an · e
(
Tr
(
nr
2q
))∣∣∣∣∣∣∣∣
2
= Σ
(
Q2, N ;S) . (28)
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7.1. Case of large Q. We first deal with the case when Q > N1/2−ε. For individual moduli
q ∈ Z[i] \ {0}, we have
∑
r mod q
(r,q)=1
∣∣∣∣∣∣∣∣
∑
n∈Z[i]
N (n)≤N
an · e
(
Tr
(
nr
2q
))∣∣∣∣∣∣∣∣
2
≪ (N (q) +N)Z, (29)
which can be proved in a way analogous to the corresponding bound
∑
r mod q
r∈Z
(r,q)=1
∣∣∣∣∣∣
∑
n≤N
an · e
(
nr
q
)∣∣∣∣∣∣
2
≪ (q +N)Z
in the setting of rational integers. Summing up trivially over q and using Q > N1/2−ε now gives
Σ
(
Q2, N ;S)≪ Q3NεZ. (30)
7.2. Case of small Q. In the following, we assume that Q ≤ N1/2−ε. We observe that q ∈ S if
and only if
(
u, v,
√N (q)) is a Pythagorean triple. Therefore, one of the numbers u and v is odd,
and the other one is even. Without loss of generality, we may assume that u is odd and v is even
because the contribution of the modulus iq = −v + iu is the same as that of q. The Pythagorean
triples
(
u, v,
√N (q)) with this property are parametrized by(
u, v,
√
N (q)
)
=
(
m2 − n2, 2mn,m2 + n2) , (m,n) ∈ Z2.
Thus, on choosing Φ in such a way that
Φ(z) = e−
√
z if z ≥ 0,
Proposition 3 gives
Σ
(
Q2, N ;S)≪Q3Z +Q2Z×
max
N (q2)=
Q2/2<N (q2)≤Q2
r2 mod q2
(r2,q2)=1
∑
α
∑
β
e−4pi(α
2+β2)Q2/N ·
∑
m
∑
n
e−pi(m
2+n2)/Q×
e
(
(m2 − n2)(αk + βl) + 2mn(−βk + αl)
N (q2)
)
.
Applying the Cauchy-Schwarz inequality, we deduce that∣∣Σ (Q2, N ;S)∣∣2 ≪Q6Z2 +Q4Z2×
max
N (q2)=
Q2/2<N (q2)≤Q2
r2 mod q2
(r2,q2)=1

∑
α
∑
β
e−4pi(α
2+β2)Q2/N



∑
α
∑
β
e−4pi(α
2+β2)Q2/N×
∣∣∣∣∣
∑
m
∑
n
e−pi(m
2+n2)/Q · e
(
(m2 − n2)(αk + βl) + 2mn(−βk + αl)
N (q2)
)∣∣∣∣∣
2

 .
(31)
Clearly, ∑
α
∑
β
e−4pi(α
2+β2)Q2/N ≪ 1 + N
Q2
≪ N
Q2
(32)
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and ∑
α
∑
β
e−4pi(α
2+β2)Q2/N×
∣∣∣∣∣
∑
m
∑
n
e−pi(m
2+n2)/Q · e
(
(m2 − n2)(αk + βl) + 2mn(−βk + αl)
N (q2)
)∣∣∣∣∣
2
=
∑
α
∑
β
e−4pi(α
2+β2)Q2/N ·
∑
m1
∑
n1
∑
m2
∑
n2
e−pi(m
2
1
+n2
1
+m2
2
+n2
2
)/Q×
e
(
(m21 −m22 − n21 + n22)(αk + βl) + 2(m1n1 −m2n2)(−βk + αl)
N (q2)
)
.
(33)
Setting
h1 := m1 +m2, h2 := m1 −m2, j1 := n1 + n2, j2 := n1 − n2,
the right-hand side of (33) turns into∑
α
∑
β
e−4pi(α
2+β2)Q2/N ·
∑
h1
∑
h2
h1≡h2 mod 2
∑
j1
∑
j2
j1≡j2 mod 2
e−pi(h
2
1
+j2
1
+h2
2
+j2
2
)/(2Q)×
e
(
(h1h2 − j1j2)(αk + βl) + (h1j2 + h2j1)(−βk + αl)
N (q2)
)
=
∑
h1
∑
h2
h1≡h2 mod 2
∑
j1
∑
j2
j1≡j2 mod 2
e−pi(h
2
1
+j2
1
+h2
2
+j2
2
)/(2Q) ·
∑
α
∑
β
e−4pi(α
2+β2)Q2/N×
e
(
α ((h1h2 − j1j2)k + (h1j2 + h2j1)l) + β (−(h1j2 + h2j1)k + (h1h2 − j1j2)l)
N (q2)
)
.
(34)
Applying the Poisson summation for the sums over α and β and then changing variables into
a = h1 + ij1 and b = h2 + ij2, the right-hand side of (34) transforms into
N
4Q2
·
∑
h1
∑
h2
h1≡h2 mod 2
∑
j1
∑
j2
j1≡j2 mod 2
e−pi(h
2
1
+j2
1
+h2
2
+j2
2
)/(2Q) ·
∑
γ
∑
δ
e−pi((((h1h2−j1j2)k+(h1j2+h2j1)l)/N (q2)−γ)
2+((−(h1j2+h2j1)k+(h1h2−j1j2)l)/N (q2)−δ)2)N/(4Q2)
=
N
4Q2
·
∑
a∈Z[i]
∑
b∈Z[i]
a≡b mod 2
e−pi(N (a)+N (b))/(2Q)×
∑
γ
∑
δ
e−pi(((ℜ(ab)k+ℑ(ab)l)/N (q2)−γ)
2+((−ℑ(ab)k+ℜ(ab)l)/N (q2)−δ)2)N/(4Q2).
(35)
Setting ab = q′ = u′ + v′i and re-arranging summations, the last line turns into
N
4Q2
·
∑
q′∈Z[i]
∑
γ
∑
δ
e
−pi
(
((u′k+v′l)/N (q2)−γ)2+((−v′k+u′l)/N (q2)−δ)2
)
N/(4Q2)×
∑
a∈Z[i]
∑
b∈Z[i]
a≡b mod 2
ab=q′
e−pi(N (a)+N (b))/(2Q)
=
N
4Q2
·
( ∑
q′∈Z[i]\{0}
∑
γ
∑
δ
e
−pi
(
((u′k+v′l)/N (q2)−γ)2+((−v′k+u′l)/N (q2)−δ)2
)
N/(4Q2)×
∑
a∈Z[i]
∑
b∈Z[i]
a≡b mod 2
ab=q′
e−pi(N (a)+N (b))/(2Q) +
∑
γ
∑
δ
e−pi(γ
2+δ2)N/(4Q2) ·
(
2
∑
c∈Z[i]
e−2piN (c)/Q − 1
))
.
(36)
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Clearly,
∑
γ
∑
δ
e−pi(γ
2+δ2)N/(4Q2) ·

2 ∑
c∈Z[i]
e−2piN (c)/Q − 1

≪ (1 + Q2
N
)
·Q≪ Q, (37)
and the geometric-arithmetic mean inequality gives∑
a∈Z[i]
∑
b∈Z[i]
a≡b mod 2
ab=q′
e−pi(N (a)+N (b))/(2Q) ≤
∑
a∈Z[i]
∑
b∈Z[i]
a≡b mod 2
ab=q′
e−pi
√
N (a)N (b)/Q
=e−pi
√
N (q′)/Q ·
∑
a∈Z[i]
∑
b∈Z[i]
a≡b mod 2
ab=q′
1≪ N (q′)ε · e−pi
√
N (q′)/Q,
(38)
where for the last inequality, we have used the estimate∑
d∈Z[i]
d|z
1≪ N (z)ε
for the generalized divisor function in Z[i].
Combining (31), (32), (33), (34), (35), (36), (37) and (38), and taking the square root, we
obtain
Σ
(
Q2, N ;S)≪(Q3 +Q1/2N)Z +NZ · max
N (q2)=
Q2/2<N (q2)≤Q2
r2 mod q2
(r2,q2)=1
∣∣∣∣∣∣
∑
q′∈Z[i]\{0}
N (q′)ε · e−pi
√
N (q′)/Q×
∑
γ
∑
δ
e
−pi
(
((u′k+v′l)/N (q2)−γ)2+((−v′k+u′l)/N (q2)−δ)2
)
N/(4Q2)
∣∣∣∣∣
1/2
.
Now using Q ≤ N1/2−ε and the rapid decay of the function e−x2, we may cut summations at the
cost of a small error, leading to
Σ
(
Q2, N ;S)≪ (Q3 +Q1/2N)Z +NQεZ×
max
N (q2)=
Q2/2<N (q2)≤Q2
r2 mod q2
(r2,q2)=1
♯
{
q′ ∈ Z[i] : N (q′) ≤ Q2Nε,
(
f ((u′k + v′l)/N (q2))
f ((−v′k + u′l)/N (q2))
)
∈ DR′(0)
}1/2
, (39)
where f(x) is defined as in (7) and
R′ := 4Q2Nε−1.
Using Proposition 2 with Q replaced by Q2 and L = Nε, the maximum on the right-hand side
of (39) is bounded by
≪
(
Nε
(
1 +
R′
1/Q2
))1/2
= Nε/2
(
1 + 4Q4Nε−1
)1/2
.
Hence, we have
Σ
(
Q2, N ;S)≪ (QN)ε (Q3 +Q1/2N +Q2N1/2)Z. (40)
Taking (30) into consideration, we deduce that (40) holds for all Q,N ≥ 1. This together with
(28) gives Theorem 3 upon summing up the contributions of O(log 2Q) dyadic intervals containing
the moduli norms N (q).
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8. Open problems
The following problems appear naturally in connection with this work.
(i) Can these results be extended to general number fields?
(ii) What can be proved for more general sets of moduli such as moduli whose norms are repre-
sented by polynomials?
(iii) Is it possible to improve the above large sieve inequality for square norm moduli along similar
lines as in [2]?
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