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Eine aktuelle Tendenz im Bereich der optischen Modellierung sowie des Optikdesigns ist das Zu-
sammenwachsen vormals separat betrachteter Bereiche wie der Holografie, der diffraktiven Optik
und der Gittertheorie mit traditionellen Ansätzen aus dem Bereich der geometrischen Optik zu ei-
nem vereinheitlichten Konzept, demWave-Optical Engineering[1]. Die Einbeziehung wellenop-
tischer Methoden in das Optikdesign wird in einer zunehmenden Zahl von Anwendungen notwen-
dig. Gründe hierfür sind beispielsweise Anforderungen zur Miniaturisierung optischer Systeme
oder das Vorliegen von Optimierungszielen, welche – wie beispielsweise die Einkoppeleffizienz in
eine Faser – auf wellenoptisch formulierten Gütefunktionen basieren. Begünstigt wird diese Ent-
wicklung durch Fortschritte in der Rechentechnik, welche die typischerweise mit einer höheren
Komplexität verbundenen wellenoptischen Berechnungen in einer wachsenden Zahl von Anwen-
dungen praktikabel machen, sowie durch neue Herstellungstechnologien für optische Elemente mit
allgemein geformten Oberflächen.
Innerhalb dieser Arbeit werden Aspekte des wellenoptischen Transmissionsdesigns untersucht.
Die Optimierung von Transmissionsfunktionen entspricht einer Betrachtung des optischen Sy-
stems im Funktionsbild [2]. In einem späterem Schritt – dem Strukturdesign – kann die ermittelte
Transmissionsfunktion in die geometrische Beschreibung eines optischen Elements überführt wer-
den [3–5]. Diese Zerlegung in voneinander unabhängige Designschritte führt in vielen Fällen zu
einer deutlichen Vereinfachung der Vorgehensweise.
Zur Optimierung von Transmissionsfunktionen betrachten wir die Anwendung sogenannter
Projektionsalgorithmen. Dies sind iterativ arbeitende Algorithmen, bei denen Projektionen auf
sogenannte Einschränkungsmengen eingesetzt werden, um für die freien Parameter des Optimie-
rungsproblems eine Lösung zu finden, welche die den Einschränkungsmengen entsprechenden
Zielanforderungen möglichst gut erfüllt. Dieses Grundschema von Projektionsalgorithmen wurde
in einer Arbeit von Gubin et. al. [6] aus dem Jahr 1967 wahrscheinlich erstmalig eingesetzt. We-
nige Jahre später wurden die ersten Anwendungen derartiger Algorithmen im Bereich der Optik
dokumentiert, wobei sie zunächst zur Rekonstruktion einer Phasenverteilung aus Intensitätsmes-
sungen [7] eingesetzt wurden und wenig später auch im Bereich des Transmissionsdesigns [8].
Im Transmissionsdesign ermöglicht der Einsatz von Projektionsalgorithmen eine effektive Hand-
habung der typischerweise sehr großen Anzahl freier Parameter (bis zu∼ 108). Andere Optimie-
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rungsverfahren wieDirect Binary Search[9–11], Simulated Annealing[12–16] undOptimal Ro-
tation Angle Method[17, 18] ermöglichen zwar die Optimierung hinsichtlich frei wählbarer Gü-
tefunktionen, besitzen aber den Nachteil, dass in jeder Iteration typischerweise nurein freier Pa-
rameter verändert wird. Somit versagen derartige Verfahren, falls bei einer hohen Anzahl freier
Parameter der Effekt der Änderung eines Parameters nicht deutlich größer ist als die zu Verfü-
gung stehende numerische Genauigkeit. Genetische Algorithmen [19,20] sowie derSimultaneous
Pertubation Approach[21] ermöglichen ebenfalls die Optimierung hinsichtlich beliebiger Güte-
funktionen, wobei jedoch innerhalb jeder Iteration eine zufällige Störung auf eine größere Anzahl
freier Parameter aufgebracht wird. Da solche Verfahren jedoch typischerweise im Gegensatz zu
Projektionsalgorithmen eine sehr hohe Anzahl von Iterationen benötigen und teilweise aufwän-
dig in ihrer Implementierung sind, konnten sie im Bereich des Transmissionsdesigns bisher keine
weite Verbreitung finden.
Nach einer kompakten Darstellung der Grundlagen dieser Arbeit in Kapitel 2 wird in Kapi-
tel 3 das Design diffraktiver Strahlteiler untersucht. In Kapitel 4 diskutieren wir die Anwendung
verstärkter Projektionen zur Verbesserung des Konvergenzverhaltens von Projektionsalgorithmen.
Die in Kapitel 5 betrachteten multifunktionalen Projektionsalgorithmen ermöglichen die Einbe-
ziehung einer beliebigen Anzahl von Systemanforderungen in die Optimierung. Wie in Kapitel 6
gezeigt wird, können derartige Verfahren unter anderem zur Verbesserung der Toleranzeigenschaf-
ten optischer Systeme eingesetzt werden. Eine Zusammenfassung der im Rahmen dieser Arbeit
gewonnenen wissenschaftlichen Ergebnisse wird in Kapitel 7 gegeben. Im Anhang A werden eini-
ge Beweise und Ableitungen dokumentiert, auf die im Verlauf der Arbeit verwiesen wird.
Kapitel 2
Grundlagen
Innerhalb dieses Kapitels werden die für diese Arbeit relevanten mathematischen und physikali-
schen Grundlagen zusammengefasst. Dabei wird zunächst in Abschnitt 2.1 mit den Projektions-
algorithmen das mathematische Grundkonzept der in dieser Arbeit entwickelten und verwendeten
Optimierungsalgorithmen vorgestellt. In dem darauf folgenden Abschnitt 2.2 werden Methoden
der wellenoptischen Analyse besprochen, bevor in Abschnitt 2.3 darauf aufbauend die Spezifikati-
on wellenoptischer Designprobleme behandelt wird. Die Konzepte der genannten drei Abschnitte
werden schließlich in Abschnitt 2.4 zusammengeführt, in dem die Anwendung von Projektionsal-
gorithmen bei der Lösung monofunktionaler Transmissionsdesignprobleme dargestellt wird.
2.1 Projektionsalgorithmen
Als Projektionsalgorithmusbezeichnen wir einen iterativ arbeitenden Algorithmus, welcher in ei-
ner betrachteten Iterationn durch Anwendung von Projektionsoperatoren auf ein Elementu (n-1)
eines HilbertraumsH ein Elementu (n) ∈ H mit dem Ziel ermittelt,N vorgegebene Anforderun-
gen bzw.Einschränkungengleichzeitig zu erfüllen. Das Startelementu(0) ∈ H wird hierbei im
Allgemeinen von außen vorgegeben.
Das Grundschema von Projektionsalgorithmen wurde wahrscheinlich erstmalig von Gubin et. al.
[6] untersucht. Seitdem fanden Projektionsalgorithmen eine breite Anwendung in verschiedenen
Bereichen, wie beispielsweise der Rekonstruktion einer Phasenverteilung aus Intensitätsmessun-
gen (Phase retrieval) [7, 22, 23], der Rekonstruktion einer Intensitätsverteilung aus Phasenmes-
sungen im Fernfeld [24], der zeitlichen Pulsformung [25], der Interpolation aus beliebig verteilten
Abtastwerten [26] sowie im Bereich der Chiffrierung [27]. Vielfältige Anwendungen bestehen
weiterhin im Rahmen des Transmissionsdesigns [8, 28–38], welches den Hauptgegenstand dieser
Arbeit darstellt.
In Abschnitt 2.1.1 wird zunächst das Konzept von Projektionsoperatoren in Hilberträumen ma-
thematisch definiert. Im Anschluss daran wird in Abschnitt 2.1.2 die Spezifikation von mit Projek-
tionsalgorithmen behandelbaren Optimierungsproblemen betrachtet, und es werden zwei hinsicht-
lich der Konvergenzeigenschaften relevante Gütefunktionen eingeführt. Das Konzept der Projek-
tionsstärke betrachten wir in Abschnitt 2.1.3. In den darauf folgenden Abschnitten 2.1.4 – 2.1.6
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werden schließlich drei verschiedene Formen von Projektionsalgorithmen vorgestellt und disku-
tiert.
2.1.1 Projektionsoperatoren in Hilberträumen
Ein HilbertraumH zeichnet sich durch das Vorliegen einer Norm|| · || sowie eines Skalarproduktes
< · | ·> aus [39], die für alleu ∈ H miteinander verknüpft sind über
||u|| =
√
<u | u>. (2.1)
Dabei gilt für beliebige Elementeu, v ∈ H insbesondere die sogenannteDreiecksungleichung
||u + v|| ≤ ||u|| + ||v||. (2.2)
Ein auf einem HilbertraumH definierter ProjektionsoperatorΠM : H → M ordnet jedem Ele-
mentu ∈ H ein Elementv ∈ M ⊆ H zu, welchesu bezüglich einerMetrik d : H×H → R am
nächsten liegt, d. h.
v = ΠMu ⇔ v ∈ M∧ d(u, v) = min
v′∈M




Innerhalb dieser Arbeit verwenden wir die mit Hilfe der Norm des Hilbertraums definierte eukli-
dische Metrik
d(u, v) = ||u − v||. (2.4)
Mit dem für den Hilbertraum der quadratisch Lebesgue-integrierbaren komplexwertigen Funktio-









dx |u(x) − v(x)|2
]1/2
. (2.6)
Wir nennen einen ProjektionsoperatorΠM : H → M lokal, wenn er für jede Positionx sepa-
rat, d. h. unabhängig von anderen Positionen, ausgeführt wird [40]. Lokale Projektionsoperatoren
besitzen die Eigenschaft derpunktweisen Abstandsminimierung, welche sich für eine Positionx
ausdrücken lässt als
|u(x) − (ΠMu)(x)|2 = min
v∈M
|u(x) − v(x)|2. (2.7)
Für die in dieser Arbeit betrachteten Metriken folgt aus der punktweisen Abstandsminimierung
stets die Abstandsminimierungseigenschaft (2.3).
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Eine direkte Folge der Abstandsminimierungseigenschaft sowie der Eigenschaften eines Hil-
bertraums ist dieIdempotenzvon Projektionsoperatoren,
Π Π u = Πu. (2.8)
Eine Einschränkung wird alskonvexbezeichnet, falls die zugehörige Einschränkungsmenge kon-
vex ist. Beiimpliziten Einschränkungenist die EinschränkungsmengeM ⊆ H indirekt über eine
MengeM̂ definiert, welche in einem Raum̂H gegeben ist, in den die Elementeu ∈ H über einen
linearen OperatorS : H → Ĥ abgebildet werden, d. h.
u ∈ M ⇔ S u ∈ M̂. (2.9)
2.1.2 Problemspezifikation und Gütefunktion
Die durch Projektionsalgorithmen behandelbaren Optimierungsprobleme lassen sich durch die
Vorgabe von MengenMj ⊆ H, j = 1 . . . N spezifizieren, wobei jede MengeMj eine Anforde-
rung bzw. Einschränkung an die Lösung des Optimierungsproblems beschreibt. Die Mengenj
bezeichnen wir im Folgenden auch alsEinschränkungsmengen. Demnach besteht das Ziel eines





zu finden. Wenn dies theoretisch möglich ist, d. h. wenn die DurchschnittsmengeM0 nicht leer ist,
sprechen wir von einerkonsistentenProblemstellung [41], anderenfalls von eineminkonsistenten
Problem.
Da die in dieser Arbeit betrachteten Probleme häufig inkonsistent sind, ist das oben formulierte
ideale Ziel, ein Element vonM0 zu finden, in vielen Fällen nicht erreichbar. Da auch die Ent-
scheidung, ob ein Problem konsistent oder inkonsistent ist, meist nicht ohne weiteres möglich ist,
konzentrieren wir uns auf den allgemeinen Fall nicht notwendigerweise konsistenter Problemstel-
lungen. Zur damit notwendigen Formulierung einer abgeschwächten Zielstellung von Projektions-
algorithmen ist daher die Vorgabe einer Güte- oder Fehlerfunktion notwendig, die während der
Optimierung maximiert bzw. minimiert wird.
Ein im Zusammenhang mit Projektionsalgorithmen übliches Fehlermaß ist derummierte Ab-







||u − Πju||. (2.11)
Hierbei bezeichnetΠj eine Projektion auf die EinschränkungsmengeMj .
Ein weiteres im Rahmen dieser Arbeit verwendetes Fehlermaß ist derummierte quadratische








||u − Πju||2. (2.12)
Aufgrund der Eigenschaften der Norm sindJ(u) undĴ(u)2 nichtnegativ. Für die Lösungu0 ∈ M0
eines konsistenten Problems verschwinden beide Fehlermaße, d. h.J(u0) = Ĵ(u0)2 = 0.
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2.1.3 Projektionsstärke
Basierend auf einem ProjektionsoperatorΠ definieren wir den OperatorΠλ als [6]
Πλ u = u + λ(Π u − u). (2.13)
Der Parameterλ wird hierbei alsProjektionsstärkebezeichnet. Im Fall von0 ≤ λ < 1 kann
der OperatorΠλ als relaxierteVersion vonΠ aufgefasst werden; im Fall vonλ > 1 sprechen
wir von einerverstärktenProjektion. Als Spezialfälle sind in diesem Formalismus die identische
AbbildungΠ0u = u für λ = 0 sowie die ursprüngliche ProjektionΠ1u = Πu für λ = 1 enthalten.
2.1.4 Serieller Projektionsalgorithmus für zwei Einschränkungsmengen
Ausgehend von Problemspezifikationen nach Abschnitt 2.1.2 beschränken wir uns in diesem Ab-
schnitt zunächst auf den FallN = 2, d. h. auf zwei Einschränkungsmengen und untersuchen den
Projektionsalgorithmus
u(n) = Π2 Π1 u
(n-1) . (2.14)
Diese Algorithmus konvergiert entsprechend des folgenden in Anhang A.1.1 bewiesenen Sat-
zes 2.16 bezüglich des SDEs, d. h. für Iterationen> 1 gilt
J(u(n)) ≤ J(u(n-1)). (2.15)
Die Einschränkung auf Iterationenn > 1 entfällt, sofern ein Startelementu(0) ∈ M1 gewählt
wird. Eine Verallgemeinerung von Satz 2.16 wurde von Levi und Stark [42] gezeigt.
Satz 2.16Algorithmus(2.14)konvergiert bezüglich des SDEs aus Gleichung(2.11), d. h. fürn > 1
gilt die Konvergenzbedingung(2.15).
Bei Ersetzung der ProjektionsoperatorenΠ1 undΠ2 in Algorithmus (2.14) durch ihre zugeordneten
relaxierten oder verstärkten VersionenΠλ11 bzw.Π
λ2
2 (vgl. Abschnitt 2.1.3) ist die SDE-Konvergenz
nicht für beliebige Projektionsstärkenλ1 undλ2 gesichert. Levi und Stark [42] untersuchten, wel-
che Bedingungen anλ1 und λ2 für eine Absicherung der SDE-Konvergenz zu stellen sind. Wir
gehen auf dieses Thema hier nicht näher ein, da in Fällen, in denen in dieser Arbeit relaxierte bzw.
verstärkte Projektionen verwendet werden, die Konvergenz durch andere Maßnahmen sicherge-
stellt wird.
Mathematisch gesehen scheint die Beschränkung des in diesem Abschnitt betrachteten Projek-
tionsalgorithmus auf zwei Einschränkungsmengen zunächst nicht gravierend zu sein, da stets meh-
rere Einschränkungsmengen durch Bildung der Durchschnittsmenge zu einer einzigen Einschrän-
kungsmenge zusammengefasst werden können. In der Praxis ist die effektive Implementierbarkeit
der Projektionsoperatoren eine entscheidende Frage, auf Grund derer wir häufig zugunsten effek-
tiverer Projektionsoperatoren auf mehr als zwei Einschränkungen zurückgreifen müssen. Dies ist
die Motivation für die in den beiden folgenden Abschnitten betrachteten Projektionsalgorithmen,
welche für eine beliebige Anzahl von Einschränkungsmengen angewandt werden können.
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2.1.5 Serieller Projektionsalgorithmus für eine beliebige Anzahl von Ein-
schränkungsmengen
Unter Aufhebung der in Abschnitt 2.1.4 getroffenen Einschränkung aufN = 2 eröffnet sich eine
Reihe von Möglichkeiten zur Formulierung von Projektionsalgorithmen für derartige Problemstel-
lungen. Zwei aus der Literatur bekannte Ansätze werden in diesem sowie in dem nachfolgendem
Abschnitt 2.1.6 diskutiert. Der sogenannteserielle Projektionsalgorithmuslässt sich darstellen in
der Form
u(n) = ΠN ΠN−1 . . .Π1 u(n-1), (2.17)
wobei wiederum einer oder mehrere ProjektionsoperatorenΠj durch den zugehörigen relaxierten
oder verstärkten OperatorΠλjj ersetzt werden können.
Für konvexeMengenMj wurde die SDE-Konvergenz des seriellen Projektionsalgorithmus für
0 < λj < 2 (j = 1 . . .N) von Youla [43] nachgewiesen. Fürden allgemeinen Fallnichtkonvexer
Einschränkungen, ist die Konvergenz hingegen nur unter bestimmten Zusatzbedingungen gewähr-
leistet [44]. Ein anschauliches Beispiel für einen Fall, in dem der serielle Projektionsalgorithmus
nicht konvergiert, ist in Referenz [42] gegeben.
2.1.6 Paralleler Multiprojektionsalgorithmus
Während beim seriellen Projektionsalgorithmus sämtliche Projektionen innerhalb eines Iterati-
onszyklus nacheinander ausgeführt werden, besteht beimParallelen Multiprojektionsalgorithmus
(PMPA)die Idee darin, alle Projektionen gleichzeitig auszuführen und anschließend eine Mittel-
wertsbildung durchzuführen. Der PMPA wurde eingeführt von Kotzer et. al. [45]. Im Vergleich
zu der in dieser Referenz gegebenen Darstellung beschränken wir uns in dieser Arbeit auf die








Auch hierbei ist eine Ersetzung der Projektionsoperatoren durch zugehörige relaxierte oder ver-
stärkte Operatoren denkbar. Die Priorität der einzelnen Einschränkungen kann beim PMPA durch
Einbeziehung von Wichtungsfaktoren in die Mittelwertsbildung berücksichtigt werden, worauf wir
im Interesse einer einfacheren Darstellung jedoch verzichten.
Die SSDE-Konvergenz des PMPAs wurde in einer verallgemeinerten Form des nachfolgenden
Satzes 2.22 von Censor et. al. [41] gezeigt. Die Idee zum Beweis dieses Satzes besteht darin, den
PMPA auf einen seriellen Projektionsalgorithmus mitN = 2 zurückzuführen, welcher auf dem
VektorraumHN mit Elementenu ∈ HN der Form
u = (u1, u2, . . . , uN) (2.19)









sowie die Funktionτ : H → HN
τ(u) = (u, u, . . . , u)︸ ︷︷ ︸
N mal
. (2.21)
Satz 2.22Algorithmus(2.18) konvergiert bezüglich des SSDEs aus Gleichung(2.12), d. h. für
n > 1 gilt
Ĵ(u(n))2 ≤ Ĵ(u(n-1))2. (2.23)
Beweis: Darstellung (2.18) ist äquivalent zu
τ(u(n)) = Π̃2Π̃1τ(u
(n-1)), wobei (2.24a)










Algorithmus (2.24a) stellt einen Spezialfall des seriellen Projektionsalgorithmus für zwei Mengen
dar. Um Satz 2.22 für diesen Beweis anwenden zu können, prüfen wir zunächst, ob die Operato-
renΠ̃1 undΠ̃2 Projektionen ausführen, welche abstandsminimierend bezüglich der Metrikd sind.
Lemma 2.25 Der OperatorΠ̃1 laut Gleichung(2.24b)definiert eine Projektion auf
M̃1 = {u = (u1, u2, . . . , uN) : uj ∈ Mj, j = 1 . . .N}. (2.26)
Der Beweis dieses Lemmas beruht auf der gegebenen Abstandsminimierung bezüglichd der Pro-
jektionenΠj , woraus die Abstandsminimierung bezüglichd für Π̃1 folgt.
Lemma 2.27 Der OperatorΠ̃2 laut Gleichung(2.24c)definiert eine Projektion auf
M̃2 = {τ(u) : u ∈ H}. (2.28)
Der Beweis von Lemma 2.27 beruht auf der Minimierung der Normd aus Gleichung (2.20) durch
die Mittelwertsbildung in Gleichung (2.24c). Mit Satz 5.8 wird in Anhang A.4.1 eine verallgemei-
nerte Version von Lemma 2.27 bewiesen.
Aufgrund der Lemmata 2.27 und 2.25, lässt sich Satz 2.16 auf den Algorithmus (2.24a) anwen-










J(u) = d(u, Π̃1u) + d(u, Π̃2u). (2.29b)
Wegenτ(u(n)) ∈ M̃1 und Gleichung (2.20) erhalten wir








Somit folgt aus Gleichung (2.29) die SSDE-Konvergenz von Algorithmus (2.18). 
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2.2 Wellenpropagation durch optische Systeme
In diesem Abschnitt werden Grundlagen zur wellenoptischen Propagation durch optische Systeme
zusammengefasst. Dabei wird in den Abschnitten 2.2.1 und 2.2.2 die in dieser Arbeit verwendete
Feldrepräsentation beschrieben, wobei für eine detailliertere Darstellung dieser Thematik auf Re-
ferenz [1] verwiesen wird. In den darauf folgenden Abschnitten 2.2.3 – 2.2.7 werden Methoden
zur Berechnung der Propagation durch optische Systeme betrachtet.
2.2.1 Komplexe Felder zur Repräsentation elektromagnetischer Feldkom-
ponenten
Elektromagnetische Felder können durch reellwertige Funktionenu(x, y, z, t) beschrieben werden,
wobei der Bezeichneru für eine der skalaren Komponenten des elektrischen oder magnetischen
Feldes steht. Bei Beschränkung auf monochromatische Felder mit der Frequenzν kann der Zeitan-
teil durch
u(x, y, z, t) = Re
(
u(x, y, z) exp(−i2πνt)
)
(2.31)
abgespaltet werden. Die komplexwertige Funktionu(x, y, z) wird auch alskomplexe Amplitude
bezeichnet.
Die z-Achse stellt im Folgenden eine ausgezeichnete Richtung im optischen System dar: die
sogenannteoptische Achse. Wir betrachten im Folgenden die komplexe Amplitudeu(x, y, z) in
Ebenen senkrecht zur optischen Achse. Daz somit jeweils konstant ist und aus dem Kontext
ersichtlich wird, genügt eine Darstellung der Feldverteilung in der Formu(x, y). Die lateralen
Schnitteu(x, y) der komplexen Amplitude werden im Folgenden alsFelderbezeichnet.
Zur Vereinfachung der mathematischen Schreibweise werden wir uns im Folgenden auf ein-
dimensionale Felderu(x) beschränken, wobei die Verallgemeinerung auf den zweidimensionalen
Fall stets ohne Schwierigkeiten möglich ist.
2.2.2 Diskrete Darstellung von Feldern
Bei einer numerischen Behandlung von Feldern muss stets eine Abtastung an einer endlichen An-
zahl nx von Positionen erfolgen. Bei einer äquidistanten Abtastung mit dem Abtastabstandδx





 δx , (2.32)
wobei	·
 die Abrundung auf eine ganze Zahl bezeichnet.
Bei Verwendung der diskreten Darstellung von Feldern ist auf eine korrekte Abtastung entspre-
chend des Whittaker-Shannon-Theorems [46] zu achten, d. h. der abgetastete Feldverlauf muss
anhand der Abtastwerte fehlerfrei rekonstruierbar sein. In der Praxis kann diese Bedingung im
Allgemeinen nur näherungsweise eingehalten werden, da die Bandbegrenztheit einer Funktion
laut dem Whittaker-Shannon-Theorem eine Voraussetzung für ihre Abtastbarkeit darstellt, wo-
bei jedoch viele in der Praxis auftretende Felder, wie beispielsweise Gaußfelder, durch Aperturen
2 Grundlagen 10
begrenzte Felder oder phasenmodulierte Felder mit konstanter Amplitude [47] nicht bandbegrenzt
sind. Der hierbei entstehende Fehler kann jedoch im Allgemeinen durch eine ausreichend niedrige
Wahl des Abtastabstandsδx so stark reduziert werden, dass er physikalisch nicht mehr relevant ist.
Im Rahmen dieser Arbeit wird stets von einer ausreichend genauen Abtastung ausgegangen, bzw.
diese durch eine geeignete Wahl der Abtastparameter bei den betrachteten Beispielen gewährlei-
stet.
Obwohl bei der praktischen Durchführung der in dieser Arbeit betrachteten Algorithmen stets
mit der diskreten Darstellung von Feldern gearbeitet werden muss, verwenden wir im Folgenden
zur Vereinfachung der mathematischen Darstellung die kontinuierliche Darstellung. Der Übergang
zwischen beiden Darstellungen kann durch Ersetzung der Integrale wie beispielsweise in den Glei-
chungen (2.5) und (2.6) durch korrespondierende Summen erfolgen.
2.2.3 Sequentielle Propagation durch optische Systeme
Bei dersequentiellen Propagation, auf die wir uns im Rahmen dieser Arbeit beschränken möchten,
wird vernachlässigt, dass optische Grenzflächen im Allgemeinen das einfallende Licht gleichzeitig
teilweise reflektieren und transmittieren. Der einem optischen Element im Rahmen einer sequen-
tiellen Analyse zugeordneten Propagationsoperator beschreibt daher nur entweder den reflektiven
oder den transmittiven Teil der optischen Wirkung des betrachteten Elements, wobei wir uns im
Folgenden auf den letztgenannten Fall konzentrieren möchten.
Bei einer Zerlegung des optischen Systems inn PropagationsoperatorenPj (j = 1 . . . n) ergibt
sich das Ausgangsfeldu out(x′) bei sequentieller Propagation des Eingangsfeldsu in(x) gemäß
u out(x
′) = Pn · · ·P2P1 u in(x)
= (P1 ◦ P2 ◦ · · · ◦ Pn) u in(x). (2.33)
Hier und im Folgenden bezeichnen wir die laterale Koordinate in der Ausgangs- bzw.Signalebene
des optischen Systems mitx′, da mit der Anwendung eines optischen Operators im Allgemeinen
auch eine Koordinatentransformation verbunden sein kann. Wie in Abbildung 2.1 gezeigt wird,
beschreibt hierbei jeder OperatorPj die Propagation durch den über die Referenzebenenzj−1 und
zj begrenzten Bereich des optischen Systems. Die Zerlegung des optischen Systems in Einzelope-
ratorenPj wird anhand der Anwendbarkeit der zur Verfügung stehenden Propagationsmethoden
auf die verschiedenen Teile des optischen Systems durchgeführt, wobei günstigerweise die Posi-
tionenzj so gewählt werden, dass Bereiche mit homogener Brechzahlverteilung eine maximale
Ausdehnung erhalten.










z0 z1 z2 z3 z4 z5 z6 zn−1 zn
P1 P2 P3 P4 P5 P6 Pn
Abbildung 2.1: Zerlegung eines optischen Systems in durch Referenzebenen senkrecht zur z-Achse
begrenzte Bereiche, denen jeweils Operatoren Pj (j = 1 . . . n) zugeordnet sind
2.2.4 Transmissionsoperator
Die Anwendung des TransmissionsoperatorsTt entspricht dabei einer Multiplikation mit einer
Transmissionsfunktiont(ξ) ∈ H, d. h.
Tt u(x) = t(x)u(x). (2.34)
Der TransmissionsoperatorTt ist ein sogenannterfunktionsbezogenerOperator, welcher im Ge-
gensatz zustrukturbezogenenOperatoren nicht direkt einem Bereich des optischen Systems ent-
spricht, sondern lediglich eine optische Wirkung beschreibt. Transmissionsfunktionen resultieren
als Ergebnis des in dieser Arbeit betrachteten Transmissionsdesigns und können über Strukturde-
signmethoden in reale optische Elemente überführt werden [1]. Während das Strukturdesign im
Fall der Anwendbarkeit der in Abschnitt 2.2.6 diskutierten Dünne-Elemente-Approximation eine
Transmissionsfunktion mit| (x)| ≤ 1 direkt in die Beschreibung eines optischen Elements über-
führt werden kann, existieren außerhalb dieser Näherung weitere Strukturdesignverfahren [3,5,48],
welche im Rahmen dieser Arbeit jedoch nicht weiter betrachtet werden.
2.2.5 Ausbreitungsoperatoren für homogene Medien
Wie beispielsweise in Referenz [49] gezeigt wird, kann der für homogene isotrope dielektrische
Medien ohne weitere Näherungen gültige Propagationsoperator PropagationsoperatorP ASPW∆z ,




k2 − 4π2x′2∆z ]F u
)
, (2.35)
für die Propagation um einen Abstand∆z über eine Zerlegung des Feldes in dasSpektrum ebener
Wellen(Angular Spectrum of Plane Waves, ASPW) abgeleitet werden. Hierbei wurden folgende










dx exp[i2πxx′] U(x). (2.36b)
Bei Anwendung der für paraxiale Felder gültigen Fresnel-Näherung [46] auf Gleichung (2.35)

























wobeiA einen reellen Amplitudenfaktor bezeichnet. Falls die Ausdehnung vonu(x) in x-Richtung
viel kleiner ist als der Propagationsabstand∆z , kann der quadratische Phasenterm innerhalb der





















Bei diskreten Felddarstellungen entsprechend Abschnitt 2.2.2 können die Fouriertransformatio-
nen innerhalb der oben definierten Propagationsoperatoren über die Technik derschn llen Fou-
riertransformation(Fast Fourier Transform, FFT) [50] mit einem Zeitaufwand proportional zu
nx log(nx) durchgeführt werden. Bei Verwendung der diskreten Darstellung ist jedoch zu beach-
ten, dass sämtliche Zwischenergebnisse sowie die in den Gleichungen (2.35) und (2.37) auftre-
tenden sphärischen bzw. quadratischen Phasenterme korrekt abgetastet werden. Sich hieraus erge-
bende Forderungen bezüglich des Propagationsabstands und der Abtastparameter werden in Refe-
renz [51] diskutiert.
Aufgrund des Parselvalschen Theorems [50] sowie der eindeutigen Invertierbarkeit der Fourier-
transformation erfüllen die in diesem Abschnitt eingeführten PropagationsoperatorenP die Eigen-
schaften
||Pu|| = γ||u|| (γ ∈ R, γ > 0) sowie (2.39a)
PP−1 u = u. (2.39b)
2.2.6 Propagation durch optische Elemente
Im vorangegangenen Abschnitt wurde mit Gleichung (2.35) ein Ausbreitungsoperator für homo-
gene Regionen abgeleitet, welcher ohne physikalische Näherungen auskommt und daher auch als
rigorosbezeichnet wird. Im Fall inhomogener Medien existieren analytisch bekannte rigorose Lö-
sungen nur für wenige Spezialfälle. Insbesondere fürGitter, d. h. in lateraler Richtung periodische
Elemente, existieren jedoch rigorose numerische Näherungsverfahren [52, 53]. Da solche Verfah-
ren häufig mit einem hohen Rechenaufwand verbunden sind, welcher typischerweise in der dritten
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Potenz mit der Größe der Gitterperiode∆x steigt, bleibt deren Anwendungsbereich jedoch be-
grenzt.
Innerhalb zweier Regimes hinsichtlich der auftretenden Strukturgrößen können Näherungen
verwendet werden, welche mit einem deutlich geringerem Rechenaufwand verbunden sind. Die
Näherung der effektiven Medien[54] ist gültig für Elemente mit lokalen Gitterperioden∆x  λ.
An solchenSubwellenlängengitternkann keine Beugung erfolgen, da sämtliche höheren Ordnun-





Winkeln θm > 90◦ entsprechen und somitevaneszentsind. Derartige optische Element wirken
somit ähnlich wie brechzahlmodulierte Elemente mit glatten Oberflächen, wobei die resultierende
Brechzahlverteilung von dem Füllfaktor der lokalen Gitterstruktur abhängt.
Eine in der Praxis noch höhere Bedeutung besitzt die sogenannteDü ne-Elemente-Approxima-
tion [55], welche einen besonders einfachen Übergang zwischen der Struktur eines Elements und
der damit verbundenen Transmissionsfunktion(x) erlaubt. Der Transmissionswert an der Posi-
tion x ergibt sich dabei ausschließlich aus dem Brechzahl- und Absorptionsverlauf entlang eines
Strahls, der im Abstandx parallel zur optischen Achse verläuft. Für ein homogenes dielektrisches
Element mit einer Brechzahln und einer Dickenverteilungd(x) ergibt sich somit innerhalb von








Die Dünne-Elemente-Approximation kann angewendet werden, wenn die auftretende minimale
Strukturgrößeδmin deutlich größer als die Wellenlängeλ ist. Als Strukturgröße wird hierbei an-
schaulich die laterale Ausdehnung einer Struktur des Höhenprofils bezeichnet, welche einer Pha-
senmodulation von2π entspricht. Dieser im Allgemeinen unscharf definierte Begriff kann auch
auf Elemente mit modulierter Brechzahl- sowie Absorptionsverteilung übertragen werden.
Es existieren verschiedene Untersuchungen zur genauen Grenze der Anwendbarkeit dieser
Approximation [55], wobei sich je nach konkreter Struktur verschiedene Verhältnisseδmin/λ als
Grenzwert ergeben. Während insbesondere bei Gittern mit nur einer Struktur pro Periode Verhält-
nisseδmin/λ > 10 notwendig sind, um eine gute Übereinstimmung der über die Dünne-Elemente-
Approximation resultierenden Beugungseffizienzen mit den rigoros ermittelten Werten zu erhal-
ten [56, 57], ergibt sich für Elemente mit großen Periodenlängen oder auch für nichtperiodische
Elemente häufig bereits fürδmin/λ > 2 ein akzeptabler Übereinstimmungsgrad [17,58–60].
Bei Anwendung der Dünne-Elemente-Approximation auf eine (dünne) Linse, deren Grenzflä-
chen die KrümmungsradienR1 undR2 besitzen, ergibt sich bis auf einen konstanten Phasenfaktor
eine Phasenmodulation entsprechend [46]




















Transmission AusgangsebeneLinse (f )
fd
u in(x)t(x) u out(x ′)
(a) Transmission vor Linse positioniert
Eingangsebene
Transmission AusgangsebeneLinse (f )
f
d
u in(x) t(x) u out(x ′)
(b) Transmission hinter Linse positioniert
Eingangsebene Transmission AusgangsebeneLinse (f )
a b
f
u in(x) t(x) u out(x ′)
(c) Transmission innerhalb eines abbildenden Systems
Abbildung 2.2: Beispiele für Systeme zur Realisierung der optischen Fouriertransformation einer Trans-
missionsfunktion
Zum Abschluss dieses Abschnitts soll noch die bereits am Ende von Abschnitt 2.2.4 erwähnte der
Dünne-Elemente-Approximation entsprechende Strukturdesignmethode für den Spezialfall einer
Phasentransmissiont(x) = exp(iφ(x)) angegeben werden. Entsprechend Gleichung (2.41) resul-
tiert bei Annahme einer Referenzwellenlängeλref sowie einer Brechzahln dem Höhenprofil
dφ(x) =
λref
2π(n − 1)φ(x). (2.44)
2.2.7 Optische Fouriertransformation
Aus den paraxial gültigen Gleichungen (2.37) und (2.42) resultiert für die drei in Abbildung 2.2
gezeigten Systeme eine Fouriertransformationsbeziehung zwischen der Ausgangsebene und der
Transmissionsfunktion, wobei jedoch Skalierungen und quadratische Phasenterme auftreten kön-
nen. Für das System aus Abbildung 2.2(a), in welchem sich eine Transmission in einem Abstandd




















Das sich im Falld = f ergebende Ausgangsfeld entspricht somit exakt der Fouriertransformation
des Produktst(x) u in(x). Bei Anordnung der Transmissionsfunktion hinter der Linse entsprechend
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bei dem im Gegensatz zu Gleichung (2.45) die Skalierung der Fouriertransformation von der Wahl
des Abstandsd abhängt. Als letzten Fall betrachten wir in Abbildung 2.2(c) die Anordnung einer











Für den Fallt(x) ≡ 1 ergibt sich dann eine Abbildungsbeziehung über den Skalierungsfaktor
M = b/a, d. h.
u out(x







wobei wie schon in den vorangegangenen Beispielen die Linsenapertur vernachlässigt wurde. Da
entsprechend Gleichung (2.45) zwischen der Ausgangsebene und der Ebene der Transmissions-
funktion eine Fourierbeziehung besteht, resultiert in der Ausgangsebene eine Faltung des entspre-
chend Gleichung (2.48) skalierten Eingangsfelds mit der fouriertransformierten Transmissions-
funktion.
2.3 Wellenoptische Spezifikation von Transmissionsdesignpro-
blemen
Nachdem in Abschnitt 2.3.1 eine Eingrenzung bezüglich der im Rahmen dieser Arbeit betrachteten
Klasse von Designproblemen erfolgt, werden in Abschnitt 2.3.2 einige im Zusammenhang mit
wellenoptischen Designproblemen häufig verwendete Gütefunktionen definiert.
2.3.1 Mono- und multifunktionale Transmissionsdesignprobleme
Für die Spezifikation wellenoptischer Designprobleme ist zunächst die Eingangslichtverteilung
des betrachteten optischen Systems von Bedeutung. Die Eingangslichtverteilung fällt auf ein op-
tisches System, welches durch eine geeignete Menge von Parametern beschrieben werden kann.
Diese Menge kann in zwei Untermengen zerlegt werden: Zum einen die Menge der sogenannten
festen Systemparameter, welche keine Freiheitsgrade beim Design darstellen, und zum anderen
die Menge derfreien Systemparameter, deren Werte beim Design hinsichtlich einer vorgegebenen
Gütefunktion optimiert werden.
Einen in der Praxis wichtigen Aspekt stellen Fehler dar, welche bei der Umsetzung der beim
Design ermittelten Werte für die freien Parameter in ein reales optisches System entstehen. Sol-







Abbildung 2.3: Zerlegung des bei Transmissionsdesignproblemen betrachteten optischen Systems
beschreiben. Umsetzungsfehler können beispielsweise durch Fabrikationsungenauigkeiten verur-
sacht werden.
Die Zuordnung zwischen je einer Eingangslichtverteilung, einer Belegung der festen System-
parameter, einer Belegung der Parameter zur Beschreibung von Umsetzungsfehlern, sowie einer
Gütefunktion bezeichnen wir alsoptische Funktion. Die Zahl der bei einem Designverfahren be-
rücksichtigten optischen Funktionen wird im Folgenden mitB bezeichnet. Je nachdem, obB = 1
oderB ≥ 1 vorliegt, sprechen wie von einemonofunktionalenoder von einemmultifunktionalen
Design. ObwohlB für praktisch anwendbare Designalgorithmen im Allgemeinen endlich gewählt
werden muss (B < ∞), kann ein multifunktionales Design auch zur Optimierung des System-
verhaltens in einem kontinuierlichen Parameterbereich benutzt werden, welcher sich anschaulich
zwischenden einzelnen optischen Funktionen erstreckt.
Der Schwerpunkt dieser Arbeit liegt auf sogenanntenTransmissionsdesignproblemen. Hierbei
werden die Abtastwerte einer Transmissionsfunktion optimiert, während der Rest des optischen
Systems beim Design fixiert ist. Teile des optischen Systems, welche sich vor der Transmissions-
funktion befinden, können durch Propagation der Eingangslichtverteilung in die Ebene unmittelbar
vor der Transmissionsfunktion berücksichtigt werden, und es genügt somit, optische Systeme ent-
sprechend des in Abbildung 2.3 gezeigten Schemas zu betrachten.
Innerhalb der einzelnen optischen Funktionen beschränken wir uns auf Eingangslichtverteilun-
gen, welche sich durch die in Abschnitt 2.2.2 eingeführten abgetasteten komplexen Amplituden re-
präsentieren lassen und daher monochromatisch und kohärent sind. Das der optischen Funktion mit
dem Indexβ (β = 1 . . .B) zugeordnete Eingangsfeld bezeichnen wir im Folgenden mituin,β(x).
Die auf die Transmissionsfunktiont(x) wirkenden Umsetzungsfehler beschreiben wir durch einen
OperatorEβ , welcher im Allgemeinen für jede optische Funktion verschieden sein kann. Das Aus-


















Um Projektionsalgorithmen auf Transmissionsdesignprobleme anwenden zu können, werden ent-
sprechend Abschnitt 2.1.2 Einschränkungsmengen benötigt.EineEinschränkungsmenge resultiert
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hierbei aus der Menge der als Lösung in Frage kommenden Transmissionsfunktionen, welche wir
im Folgenden mitMtran bezeichnen. Beispiele hierfür werden später in Abschnitt 2.4.1 diskutiert.
Neben dieser sogenanntenTransmissionseinschränkungbetrachten wir für jede optische Funk-
tion eine EinschränkungsmengeMsig,β der für eine Lösung idealen Ausgangsfelder, welche im
Folgenden auch alsSignalfelderbezeichnet werden. DieSignaleinschränkungMsig,β sollte für
jede optische Funktion passend zu der für diese optische Funktion spezifizierten Gütefunktion ge-
wählt werden. Im folgenden Abschnitt werden verschiedene im Bereich des wellenoptischen De-
signs wichtige Gütefunktionen vorgestellt. Beispiele für Signaleinschränkungen mit zugehörigen
Projektionsoperatoren werden in Abschnitt 2.4.1 diskutiert.
2.3.2 Wichtige Gütefunktionen
DasSignal-Rausch-Verhältnis (SNR)ist ein Maß für die Übereinstimmung zwischen einer (kom-







′ |f(x′) − s(x′)|2
=
||f ||2
||f − s||2 , (2.51)
wobei der numerische Wert dieses Verhältnisses typischerweise in dB angegeben wird. Das SNR
für ein Ausgangsfeldu out im Vergleich zu einem Signalfeldu sig kann demnach über die Substi-
tutionenf → u out und s → u sig nach oben stehender Formel berechnet werden. Bei mehrele-
mentigen MengenMsig ist im Allgemeinen das bestmögliche SNR bezüglich aller Signalfelder
u sig ∈ Msig von Interesse. Die MengenMsig werden entsprechend sogenannterD signfreiheiten
konstruiert, für die wir im Folgenden als Beispiele die Phasen-, Skalierungs- und Amplitudenfrei-
heit [57] betrachten.
Phasenfreiheitbedeutet, dass nur der Amplitudenbetrag des Ausgangsfelds von Interesse ist,
was sich in den Substitutionenf → | u out | und s → | u sig | zur Berechnung des SNRs gemäß
Gleichung (2.51) widerspiegelt.
Bei Vorhandensein vonSkalierungsfreiheitkann die Signalfunktions(x′) mit einem beliebigen
Faktorα ∈ C skaliert werden. Der optimale Skalierungsfaktorα zur Maximierung des SNRs










Im Fall von Amplitudenfreiheitist nur das Ausgangsfeld in einem bestimmten lateralen Be-
reichx ′ ∈ Wsig von Interesse, wobei die MengeWsig auch alsSignalfensterbezeichnet wird. Die
Integrationen in den Gleichungen (2.51) und (2.52) erstrecken sich dann nur noch über Positio-
nenx′ ∈ Wsig.
Bei Vorliegen aller drei genannten Typen von Designfreiheiten lässt sich demnach das SNR für
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dx ′ | u out(x ′)|2∫
x ′∈Wsig
dx ′ (| u out(x ′)| − α| u sig(x ′)|)2
(2.53)




dx ′ | u out(x′)|| u sig(x′)|∫
x ′∈Wsig
dx ′ | u sig(x′)|2
. (2.54)
Während bei der Berechnung des SNRs alle Positionenx ′ ∈ Wsig einfließen, bestimmt sich das ins-
besondere bei Strahlteilern häufig verwendete Maß desUniformitätsfehlerslediglich aus den größ-
ten auftretenden Abweichungen zwischen Ausgangs- und Signalfeld. Bezeichnen wir die größten
und kleinsten auftretenden Quotienten zwischen Ausgangsintensität und skalierter Signalintensität
mit Îmin bzw. Îmax mit
Îmin = min
x ′∈Wsig
| u out(x ′)|2




| u out(x ′)|2
|α u sig(x ′)|2
, (2.55b)





In den Gleichungen (2.55) wurde angenommen, dass die Ausgangsintensität an einer Positionx ′
proportional zu| u out(x ′)|2 ist, was nur in paraxialer Näherung gültig ist. Bei Verwendung dieser
Näherung wird im Folgenden nicht mehr explizit auf die damit verbundene Einschränkung auf
paraxiale Systeme hingewiesen.
Während mit Hilfe der beiden oben genannten Gütefunktionen die Abweichung zwischen ei-
nem Ausgangsfeld und der gewünschten Signalverteilung gemessen werden kann, steht bei den
nun folgenden Effizienzmaßen der Wirkungsgrad des optischen Systems im Vordergrund. DieFen-
stereffizienzηwin wird berechnet als das Verhältnis zwischen dem Leistungsanteil des Ausgangs-




dx ′ | u out(x ′)|2∫∞
-∞dx
′ | u in(ξ)|2
. (2.57)
Bei der Berechnung derKonversionseffizienzbesteht das Ziel darin, den Leistungsanteil des Aus-
gangsfelds zu ermitteln, welcher in das Signalfließt [61]. Mit Hilfe des optimalen Skalierungs-
faktorsα aus Gleichung (2.54) kann die Konversionseffizienz als Verhältnis zwischen skalierter




dx ′ | u sig(x ′)|2∫∞
-∞dx
′ | u in(x ′)|2
. (2.58)
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Für fehlerfreie Ausgangsfelder sind Konversions- und Fenstereffizienz miteinander identisch. In
Fällen, in denen die Unterscheidung zwischen Konversions- und Fenstereffizienz irrelevant ist,
wird somit in dieser Arbeit auch die verkürzte BezeichnungEffizienzverwendet werden.
2.4 Anwendung von Projektionsalgorithmen für monofunktio-
nale Transmissionsdesignprobleme
In diesem Abschnitt wird gezeigt, wie sich das in Abschnitt 2.1 eingeführte Konzept der Projekti-
onsalgorithmen zur Lösung monofunktionaler Transmissionsdesignprobleme einsetzen lässt. Die
Aufhebung der hierbei getroffenen Einschränkung auf Monofunktionalität ist Hauptgegenstand der
Kapitel 5 und 6 dieser Arbeit. In Abschnitt 2.3 wurden bereits die Begriffe der Transmissions- und
Signaleinschränkung eingeführt, für die wir in den beiden folgenden Abschnitten 2.4.1 bzw. 2.4.2
konkrete Beispiele betrachten werden.
Da die zugehörigen Einschränkungsmengen jedoch in verschiedenen Domänen definiert wer-
den, welche beispielsweise über Gleichung (2.50) miteinander verbunden sind, müssen für eine
Anwendung der in Abschnitt 2.1 eingeführten Projektionsalgorithmen die Einschränkungsmengen
geeignet umformuliert werden, was zu dem in Abschnitt 2.4.3 eingeführten Konzept des Itera-
tiven Fouriertransformationsalgorithmus (IFTA) führt. In Abschnitt 2.4.4 untersuchen wir, unter
welchen Bedingungen der IFTA bezüglich des in Abschnitt 2.1.2 eingeführten SDEs konvergiert.
Abschnitt 2.4.5 stellt schließlich mit dem Input-Output-Konzept eine für Kapitel 4 dieser Arbeit
wichtige Verallgemeinerung des IFTAs dar.
2.4.1 Projektionsoperatoren für typische Transmissionseinschränkungen
Wir betrachten im Folgenden die in der Praxis am häufigsten auftretenden Transmissionseinschrän-
kungen. Dazu gehört die sogenanntePhaseneinschränkung, welche besagt, dass die Transmissi-
onsfunktion eine reine Phasenfunktion ist. Diese Anforderung ist durch die Überführbarkeit der
Transmissionsfunktion in ein absorptionsfreies höhen- oder brechzahlmoduliertes optisches Ele-
ment mittels der Dünne-Elemente-Approximation entsprechend Abschnitt 2.2.6 motiviert. Für die
Phaseneinschränkung stellt sich die EinschränkungsmengeMtran dar alsMtran = Mphasemit
Mphase= {u ∈ H : ∀x∃φ : u(x) = exp(iφ)}. (2.59)
Der entsprechend Abschnitt 2.1.1 punktweise abstandsminimierende Projektionsoperator fürMphase
ergibt sich als
Πphaset(x) = t(x)/|t(x)|. (2.60)
Während bei Vorliegen einer Phaseneinschränkung die Transmissionsfunktion an jeder Positionx
einen beliebigen Phasenwertt(x) = exp(iφ(x)) annehmen kann, bestehen in der Praxis – ebenfalls
häufig motiviert durch die Herstellbarkeit der korrespondierenden optischen Elemente – in vielen
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Fällen Einschränkungen an den Wertebereich vonφ(x). Ein Beispiel hierfür stellt die Beschrän-




u ∈ H : ∀x : u(x) ∈ M̃quant,Q
}
mit (2.61a)
M̃quant,Q = {exp(i2πj/Q) : j ∈ Z} (2.61b)
entspricht, wobei wir den zugehörigen punktweise abstandsminimierenden Quantisierungsoperator
mit Πquant,Q bezeichnen.
2.4.2 Projektionsoperatoren für typische Signaleinschränkungen
Die in Abschnitt 2.3.2 eingeführten Konzepte der Phasen-, Amplituden- und Skalierungsfreiheit
spiegeln sich nicht nur in den dort aufgeführten Gütefunktionen wider, sondern auch in den zuge-
hörigen Signalprojektionsoperatoren. Im Fall von Phasenfreiheit besteht die punktweise abstands-
minimierende Projektion darin, an jeder Positionx die Amplitude durch die Signalamplitude zu











falls x′ ∈ Wsig
0 sonst
, (2.62)
wobeiu out undu sig für Ausgangs- bzw. Signalfeld stehen.















mit α gemäß Gleichung (2.54).
Während die Berechnung vonα entsprechend Gleichung (2.54) dem Vorliegen vollständiger
Skalierungsfreiheit entspricht, ist in Teilen dieser Arbeit auch das Konzept dereingeschränkten
Skalierungsfreiheitvon Bedeutung. So kann beispielweise eine untere Schrankeαl für den Betrag
des Skalierungsfaktors vorgegeben werden, auf welche der Skalierungsfaktor gesetzt wird, sofern
die Berechnung entsprechend Gleichung (2.54) einen kleineren Wert ergibt. Das Ansetzen einer
unteren Schrankeαl für den Skalierungsfaktor entspricht der Vorgabe einer Zieleffizienz, welche
der Effizienz des angenommenen Ausgangsfeldsu out = αl u sig entspricht.
2.4.3 Der Iterative Fouriertransformationsalgorithmus
Der Iterative Fouriertransformationsalgorithmus(IFTA) ist ein Projektionsalgorithmus, der zur
Lösung monofunktionaler Transmissionsdesignprobleme eingesetzt werden kann. Das Grundsche-





























Abbildung 2.4: Schritte innerhalb eines Zyklus des
Iterativen Fouriertransformationsalgorithmus
Abbildung 2.5: Input-Output-Konzept als Verall-
gemeinerung des IFTAs aus Abbildung 2.4
Abbildung 2.4 dargestellt. In Iterationn ergeben sich Ausgangsfeldu (n)out sowie Transmissionsfunk-
tion t (n) gemäß
u
(n)
out = Pu in t
(n-1) sowie (2.64a)






Jeder Iterationszyklus besteht demnach aus der abwechselnden Anwendung von Propagations- und
Projektionsschritten, wobei die beiden Projektionsoperatoren zum Übergang zwischen Transmis-
sions- und Signalebene zueinander invers sind. Beispiele für Propagations- und Projektionsopera-
toren wurden in den Abschnitten 2.2 bzw. 2.4.1 und 2.4.2 gegeben.
Für den Begriff des Iterativen Fouriertransformationsalgorithmus gibt es keine allgemein ak-
zeptierte scharfe Abgrenzung. Im Allgemeinen wird von einem IFTA gesprochen, falls die Pro-
pagationsoperatoren auf Fouriertransformationen basieren, was insbesondere auf die Fraunhofer-
und Fresnel-Ausbreitung aus Abschnitt 2.2.5 zutrifft. Wie wir im Folgenden Abschnitt 2.4.4 zeigen
werden, kann der IFTA als Spezialfall des in Abschnitt 2.1.4 eingeführten seriellen Projektionsal-
gorithmus mit zwei Mengen dargestellt werden, wobei beide Propagationsoperatoren mit einer der
beiden Projektionen zusammengefasst werden.
2.4.4 Konvergenznachweis
Zum Nachweis der Konvergenz des IFTAs betrachten wir die folgenden beiden Einschränkungs-
mengen:
M1 = {P -1u sig : u sig ∈ Msig} und (2.65a)
M2 = {u in t : t ∈ Mtran}, (2.65b)
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wobeiM1 entsprechend Abschnitt 2.1.1 eine implizite Einschränkung darstellt. Nach den in An-
hang A.1 gezeigten Sätzen 2.67 und 2.68 definieren die auf Basis der ProjektionsoperatorenΠtran
undΠsig konstruierten Operatoren
Π1 u = P
-1ΠsigPu und (2.66a)
Π2 u = u in Πtranu
-1
in u (2.66b)
Projektionen auf die durch die Gleichungen (2.65) gegebenen MengenM1 bzw.M2.
Satz 2.67Der OperatorΠ1 nach Gleichung(2.66a)definiert eine Projektion aufM1 gemäß Glei-
chung(2.65a), sofern der PropagationsoperatorP die Eigenschaften(2.39)erfüllt.
Satz 2.68Der OperatorΠ2 nach Gleichung(2.66b)definiert eine Projektion aufM2 gemäß Glei-
chung(2.65b), sofernΠtran ein punktweise abstandsminimierender Projektionsoperator aufM tran
ist.
Betrachten wir nun den Algorithmus
u(n) = Π2 Π1 u
(n-1) (2.69)
mit den durch die Gleichungen (2.66a) und (2.66b) gegebenen Projektionsoperatoren. Für diesen
Algorithmus ist wegen Satz 2.16 die Konvergenzeigenschaft (2.15) erfüllt.
Da die Algorithmen (2.64) und (2.69) füru (n) = u in t (n) miteinander äquivalent sind, folgt für
den IFTA die Konvergenzeigenschaft
J(u in t
(n)) ≤ J(u in t (n-1)). (2.70)
Mit Einführung der modifizierten Form des SDEs
Jin(t) = J(u in t) (2.71)
erhalten wir
Jin(t
(n)) ≤ Jin(t (n-1)). (2.72)
Zum Abschluss dieses Abschnitts betrachten wir eine zu Gleichung (2.65) alternative Form der
Definition der Einschränkungsmengen
M′1 = {u-1in P -1u sig : u sig ∈ Msig}, (2.73a)
M′2 = Mtran . (2.73b)
In diesem Fall kann der zuM′1 gehörige ProjektionsoperatorΠ′1 nicht ohne weiteres ausΠsig
konstruiert werden, bzw. die Ausführung vonΠ′1 wäre mit einem deutlich höheren Rechenaufwand
verbunden. Der Operator
Π′1 u = u
-1
in P
-1ΠsigPu in u (2.74)
erfüllt die Abstandsminimierungseigenschaft (2.3) für nichtkonstante Eingangsfelderu in im All-
gemeinen nicht.
Diese Betrachtung zeigt, dass der IFTA im Allgemeinen nur im Fall konstanter Eingangsfel-
deru in(x) bezüglichJ(t (n)) konvergiert.
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2.4.5 Input-Output-Konzept
Zur Beschreibung des Input-Output-Konzepts betrachten wir einen zunächst abstrakten System-
operatorS̄, welcher eine Eingangsinformationfin in eine Ausgangsinformationfout transformiert:
fout = S̄ fin. (2.75)
Bei Input-Output-Algorithmen besteht das Ziel darin, einf in zu finden, sodass das zugehörigefout
bestimmte Eigenschaften erfüllt, die beispielsweise durch eine Gütefunktion spezifiziert werden.
Unter Kenntnis bestimmter Eigenschaften vonS̄ ist es häufig möglich, einen iterativen Algorith-
mus zu formulieren, der jeder Iteration einfin mit dem Ziel wählt, diefout hinsichtlich der Opti-
mierung der vorgegebenen Gütefunktion zu steuern.
Betrachten wir das Grundschema des Iterativen Fouriertransformationsalgorithmus in Abbil-
dung 2.4, so bieten sich innerhalb des Input-Output-Konzepts zwei Möglichkeiten zur Verallge-
meinerung dieses Algorithmus an. Die erste Möglichkeit, welche in Abbildung 2.5 dargestellt ist,
ergibt sich aus der Zusammenfassung von Rückpropagation, Transmissionsprojektion und Vor-
wärtspropagation zu dem OperatorS̄. In diesem Fall wird die Signalprojektion durch eine ver-
allgemeinerte Operation ersetzt. Das aus einer Anwendung dieser Operation resultierende Feld
bezeichnen wir jetzt nicht mehr als Signalfeld, sondern alsSteuerfeldu dr (Driving Field). Die Mo-
tivation für diese Begriffswahl wurde im vorangegangenen Absatz gegeben. Aus der Anwendung
von S̄ auf ein Steuerfeldu dr, resultiert ein Ausgangsfeldu out entsprechend
u
(n)













Alternativ könnte der IFTA auch durch Ersetzen der Transmissionsprojektion in einen Input-
Output-Algorithmus verallgemeinert werden. Die erstgenannte Variante hat jedoch den Vorteil,
dass nach jeder Iteration die Transmissionseinschränkungen erfüllt sind, was im Allgemeinen eine
Voraussetzung für die Überführbarkeit der erhaltenen Transmission in ein reales optisches Element
darstellt.
In Kapitel 4 wird das Konzept des Input-Output-Algorithmus benutzt, um einen Projektionsal-
gorithmus mit im Vergleich zum IFTA verbesserten Konvergenzeigenschaften zu konstruieren.
Kapitel 3
Diffraktive Strahlteilung
Diffraktive Strahlteilerwerden zur Replizierung eines Eingangstrahls unter vorgegebenen Win-
keln und relativen Wichtungen berechnet, wobei die Strahlvervielfältigung auf Beugungseffek-
ten beruht. Im Folgenden bezeichnen wir diffraktive Strahlteiler auch verkürzt als Strahlteiler, da
nichtdiffraktive Strahlteiler, welche beispielsweise über halbdurchlässige Schichtensysteme oder
über Prismenspiegel realisiert werden können, im Rahmen dieser Arbeit nicht betrachtet werden.
Die ersten Anwendungen von Strahlteilern erfolgten zur Replikation von Belichtungsmustern bei
der Herstellung elektronischer Schaltkreise [62,63]. Weitere Anwendungsfelder bestehen im Rah-
men der optischen Informationsverarbeitung und -rechentechnik [64–66], der optischen Messtech-
nik [67], der Materialbearbeitung [15,68–70], der Lasertechnik [71,72] und der Telekommunikati-
on. Nicht zuletzt werden Strahlteiler auch für visuelle Anwendungen eingesetzt, wie beispielsweise
zur Markierung von Positionen oder Regionen in Mess- oder Justiersystemen.
Nach Darstellung einiger grundlegender Konzepte für das Design von Strahlteilern in Ab-
schnitt 3.1 zeigen wir in Abschnitt 3.2, wie die mitkonventionellenDesigntechniken verbundenen
Einschränkungen hinsichtlich der Ablenkwinkel der replizierten Strahlen aufgehoben werden kön-
nen. In dem darauf folgenden Abschnitt 3.3 werden die für die praktische Anwendung wichtigen
Toleranzeigenschaften von Strahlteilern diskutiert. Da bei diffraktiven Strahlteilern neben den ge-
wünschten Replikaten des Eingangsstrahls, welche auch alsSignalordnungenbezeichnet werden,
stets auch alsRauschordnungenbezeichnete ungewünschte Replikationen auftreten, kann in man-
chen Anwendungen die Intensität solcher Rauschordnungen eine kritische Eigenschaft darstellen.
In Abschnitt 3.4 werden daher Möglichkeiten zur Begrenzung der maximalen Rauschintensität
diskutiert.
3.1 Vorbetrachtungen
Nach einer Betrachtung der wellenoptischen Modellierung von Strahlteilungsproblemen in Ab-
schnitt 3.1.1 werden in Abschnitt 3.1.2 Pixelierungseffekte diskutiert, welche bei der Wahl der
Abtastparameter entsprechend Abschnitt 3.1.3 berücksichtigt werden müssen. In Abschnitt 3.1.4
wird schließlich ein in der Praxis bewährtes Schema zur Anwendung des aus Abschnitt 2.4.3 be-
kannten iterativen Fouriertransformationsalgorithmus beim Strahlteilerdesign dargestellt.
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3.1.1 Wellenoptische Modellierung
Wir betrachten im Folgenden Strahlteilungsprobleme, welche sich entsprechend Abschnitt 2.3.1
als Transmissionsdesignprobleme mit der in Abbildung 2.3 gezeigten Grundzerlegung des opti-
schen Systems modellieren lassen. Für den auf die Transmissionsfunktion folgenden Teil des opti-
schen Systems kommen neben homogenen Regionen, welche über die Ausbreitungsoperatoren aus
Abschnitt 2.2.5 modelliert werden können, auch Systeme mit Linsen in Frage. In Abschnitt 2.2.7
wurden bereits Beispiele für einfache Linsensysteme dargestellt, welche insbesondere auch im
Zusammenhang mit Strahlteilern eingesetzt werden.
Bei der Berechnung des Ausgangsfelds nach Gleichung (2.50) ergibt sich für den Fall der
Fresnel-Ausbreitung aus Gleichung (2.37) unter Zuhilfenahme des Faltungstheorems [46] die Be-
ziehung
u out(x


















Für die Ausgangsintensitätsverteilung ergibt sich somit der schematische Zusammenhang
| u out |2 ∼ |F t  u transf|2 , (3.2)
wobei entsprechend Gleichung (2.37) zwischen den Transmissions- und Signalebenenkoordina-
ten eine Skalierungsbeziehung besteht. Aus der Betrachtung des Spezialfallst(x) ≡ 1 wird klar,
dass die Intensitätsverteilung| u transf|2 der Ausgangsintensität des Systems ohne Transmission ent-
spricht.
Eine Faltungsbeziehung entsprechend Gleichung (3.2) ergibt sich ebenfalls für die Fraunhofer-
Ausbreitung (Abschnitt 2.2.5), für die paraxiale Modellierung der in Abbildung 2.2 gezeigten Lin-
sensysteme, sowie allgemein für die Propagation durch beliebige innerhalb der paraxialen Ma-
trixoptik beschreibbare Systeme unter Benutzung des Collins-Integrals [73]. Die Skalierung der
Signalebenenkoordinaten hängt dabei von dem konkreten optischen System ab. Neben der be-
trachteten Gültigkeit von Gleichung (3.2) für Ortskoordinaten im paraxialen Fall, ergibt sich im
nichtparaxialen Fall eine Gültigkeit dieser Faltungsbeziehung im Winkelspektrum für Wellenzahl-
koordinaten.
Da bei Betrachtung des Produktsu in t eine Apertur in der Transmissionsebene stets dem Ein-
gangsfeldu in zugeordnet werden kann, gehen wir im Folgenden ohne Beschränkung der Allge-
meinheit von einer periodischen Transmissionsfunktion aus. Bei einer Periodenlänge∆x lässt sich
t(x) somit darstellen als
t(x) = comb(x/∆x)  tp(x), (3.3)
wobeitp(x) eine nur über den Intervall[0, ∆x) ausgedehnte Funktion bezeichnet und die Kamm-




δ(x − n). (3.4)
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Somit bestehtF t aus diskreten Delta-Funktionen,
[F t](x′) = comb(x′/ δx ′)[F tp](x′), (3.5)
welche auf einem äquidistanten Raster mit Abstand
δx ′ = 1/∆x (3.6)
liegen. Diese Delta-Funktionen führen zu Replikationen des transformierten Eingangsfelds an ih-
ren jeweiligen Positionen und entsprechen somit den einzelnenOrd ungeneines Strahlteilers. Je
nachdem, ob eine Ordnung innerhalb oder außerhalb des SignalfenstersWsig (vgl. Abschnitt 2.3.2)
liegt, wird sie alsSignal-oderRauschordnungbezeichnet.
Von einemüberlappungsfreien Strahlteilersprechen wir, wenn Interferenzeffekte zwischen ver-
schiedenen Ordnungen vernachlässigbar sind, d. h.
width(u transf) < δx
′, (3.7)
wobei width(u transf) ein geeignetes Maß für den Durchmesser des transformierten Eingangsfelds
bezeichnet. Bei Erfüllung der Bedingung (3.7) bleibt die optische Wirkung eines Strahlteilers un-
abhängig vom konkreten Eingangsfeld sowie vom optischen System. Insbesondere hängen bei vor-
liegender Überlappungsfreiheit Gütefunktionen wie Effizienz und Uniformität (s. Abschnitt 2.3.2)
nicht vonu transf ab. Beim Design sowie der Analyse derartiger Strahlteiler ist es demnach ausrei-
chend, nur den AnteilF t der Faltungsbeziehung (3.2) zu betrachten.
Die beim Design relevanten Signalebenenkoordinatenx ′ ergeben sich somit aus der Fourier-
transformationsbeziehung (2.36a). Hieraus kann über
kx = 2πx
′ (3.8)
diex-Komponente des Wellenzahlvektors berechnet werden. Der Winkelφ bezüglich der optischen




= x ′λ. (3.9)
Die Aufteilung der Leistung des Eingangsstrahls auf die einzelnen Ordnungen erfolgt entspre-
chend Gleichung (3.5) bei überlappungsfreien Strahlteilern proportional zu dem Modulationsfak-
tor |[F tp](x′)|2. Zur Bezeichnung des Leistungsanteils wird im Folgenden häufig vereinfacht von
der Intensität von Ordnungen gesprochen, wobei bei Vorliegen von Überlappungsfreiheit eine Pro-
portionalität zwischen dem Leistungsanteil und der Maximalintensität einer Ordnung besteht.
Im Folgenden wird zunächst das Design überlappungsfreier Strahlteiler näher betrachtet. De-
signmethoden für nichtüberlappungsfreie Strahlteiler werden in Abschnitt 3.2 dargestellt.
3.1.2 Pixelierungseffekte
Laut vorangegangenem Abschnitts basiert das Design überlappungsfreier Strahlteiler auf der Be-
rechnung der Fouriertransformation (FT) der Transmissionsfunktion. Bei abgetasteten Transmissi-
onsfunktionen bietet sich hierzu die schon in Abschnitt 2.2.5 erwähnte schnelle Fouriertransforma-
tion (FFT) an, bei der als Ergebnis die FT auf einem Ausgangsraster entsprechend Gleichung (3.6)
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resultiert. Da – wie schon in Abschnitt 2.2.2 erwähnt – insbesondere Phasentransmissionen wegen
der fehlenden Bandbegrenzung [47] streng mathematisch gesehen nicht korrekt abtastbar sind,
können sich auch für die aus der FFT resultierenden Abtastwerte der Fouriertransformation Fehler
ergeben. Im Fall pixelierter Transmissionsfunktionen können jedoch – wie im Folgenden gezeigt
wird – diese Fehler größtenteils korrigiert werden.
Wir stellen hierzu die Transmissiont(x) als Faltung einer modulierten Kammfunktion mit einer
für die Form eines einzelnen Pixels beschreibenden Rechteckfunktion dar:
t(x) =
[
ts(x) × comb(x/ δx )
]
 rect(x/ δx), wobei (3.10a)
rect(x) =
1 falls x ∈ [−12 , 12)0 sonst . (3.10b)
Die FT hiervon ergibt sich als
[F t](x′) ∼
[
[F ts](x′)  comb(x′/∆x ′)
]
× sinc(πx′/∆x ′) mit (3.11a)
sinc(x) = sin x/x. (3.11b)
Die Faltung mit der Kammfunktion ergibt hierbei eine periodische Wiederholung des beispiels-
weise über eine FFT ermittelbaren Spektrums[F ts](x′), wobei das Ergebnis global über eine
sinc-Funktion moduliert wird.
Aufgrund dieser Modulation ergibt sich einerseits eine relative Abschwächung der äußeren
Ordnungen, welche durch Einbeziehung des Modulationsfaktors in den beim IFTA benutzten Pro-
pagationsoperator beim Design berücksichtigt werden kann. Alternativ können auch die Zielinten-
sitäten der Signalordnungen entsprechend dieser sinc-Modulation präkompensiert werden.
Einen zweiten Effekt der Pixelierung stellen abgeschwächte Wiederholungen der zentralen
nx Ordnungen des Strahlteilers dar, welche auf Grund der in Gleichung (3.11a) vorliegenden Fal-
tung mit der Kammfunktion auftreten. Dies führt einerseits zu einer Effizienzreduktion um den





′ ∣∣[F ts](x ′)|2 |1 − sinc(πx′/∆x ′)∣∣2∫ ∆x ′/2
−∆x ′/2 dx
′ |[F ts](x ′)|2
. (3.12)
Des Weiteren kann die Intensität der durch die periodische Wiederholung von Signalordnungen
entstehenden Rauschordnungen in manchen Anwendungen kritisch sein. Da jede an einer Positi-
on x ′ lokalisierte Signalordnung auf einem Raster mit dem Abstand∆x ′ wiederholt wird, ergibt
sich die Wiederholung dieser Ordnung mit der maximalen relativen Intensität im Fall vonx ′ > 0
an der Positionx ′ − ∆x und im Fall vonx ′ < 0 an der Positionx ′ + ∆x. Durch Quadrierung
des Verhältnisses der entsprechenden sinc-Faktoren kann somit die maximale relative Intensität
der durch die periodische Wiederholung für jede Signalordnung resultierenden Rauschordnungen
abgeschätzt werden.
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3.1.3 Wahl der Abtastparameter
Bei der Wahl der Abtastparameter der Transmissionsfunktion empfiehlt es sich, zunächst den Ab-
tastabstandδx zu ermitteln, bevor die Anzahlnx der Abtastwerte in einer Periode der Transmissi-
onsfunktion bestimmt wird. Für die Wahl beider Parameter werden im Folgenden Kriterien ange-
geben.
Der Abtastabstandδx muss in jedem Fall klein genug gewählt werden, sodass der Ablenkwin-
kel φmax der äußersten Signalordnung kleiner ist als der Ablenkwinkel der ersten Ordnung eines











Als zweites Kriterium bei der Wahl vonδx müssen im Fall einer späteren pixelierten Realisierung
der Transmissionsfunktion die entsprechend Abschnitt 3.1.2 entstehenden Effizienzverlusteηpix
sowie die Intensität der durch Pixelierung enstehenden Rauschordnungen berücksichtigt werden.
Beide Effekte können durch eine Verringerung vonδx vermindert werden, sodass sich bei Vorgabe
eines maximal akzeptablen Effizienzverlustsηpix oder einer maximalen Rauschintensität wiederum
eine obere Schranke fürδx ergibt, welche typischerweise stärker ist, als die durch Gleichung (3.14)
resultierende Beschränkung.
Falls der Abtastabstandδx nicht deutlich größer als die Wellenlänge ist, kann entsprechend Ab-
schnitt 2.2.6 die Gültigkeit der Dünne-Elemente-Approximation verletzt werden. Wenn die Trans-
missionsfunktion später unter Benutzung dieser Approximation in ein optisches Element überführt
werden soll, ist es demnach notwendig, durch geeignete Maßnahmen während des Designs [74] si-
cherzustellen, dass die entstehenden Strukturgrößen trotz kleinerem Abtastabstands nicht zu einer
Verletzung der Dünne-Elemente-Approximation führen.
Nicht zuletzt müssen bei der Wahl vonδx auch Einschränkungen berücksichtigt werden, welche
aus der für das korrespondierende optische Element gewählten Herstellungstechnologie resultie-
ren.
Bei der Wahl vonnx entstehen Beschränkungen nach oben einerseits durch eine eventuell vor-
gegebene maximale laterale Ausdehnung des optischen Elements, welche durch
∆x = nx δx (3.15)
nicht überschritten werden sollte, sowie durch die Begrenzung der bei der numerischen Optimie-
rung zur Verfügung stehenden Rechenkapazitäten. Eine weitere Beschränkung nach oben kann
durch die Forderung nach Überlappungsfreiheit entsprechend Abschnitt 3.1.1 entstehen, wobei je-
doch durch den Übergang zum Design eines nichtüberlappungsfreien Strahlteilers entsprechend
Abschnitt 3.2 eine derartige Beschränkung in vielen Fällen aufgehoben werden kann.
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Je größernx gewählt wird, desto stärker kann – wie in Abschnitt 3.4 gezeigt wird – die maxi-
male Rauschintensität reduziert werden und desto feiner wird entsprechend der Gleichungen (3.6)
und (3.15) die Rasterung in der Signalebene. In vielen Fällen bietet sich eine Optimierung von
nx innerhalb des in Frage kommenden Bereichs an, um eine Positionierung der Signalordnungen
innerhalb der vorgegebenen Toleranzen zu erreichen. Falls dies nicht möglich ist, kann mit Hilfe
des später in Abschnitt 3.2.2 vorgestellten Verfahrens auch eine rasterunabhängige Positionierung
der Signalordnungen realisiert werden.
3.1.4 Iterationssteuerung beim Design überlappungsfreier Strahlteiler
In Abschnitt 3.1.1 wurde gezeigt, dass beim Design überlappungsfreier Strahlteiler Eingangsfeld
und konkreter optischer Systemaufbau nicht berücksichtigt werden müssen. Bei Anwendung des
IFTAs entsprechend Abschnitt 2.4.3 zur Lösung monofunktionaler Strahlteilungsprobleme genügt
die Betrachtung der Abtastwerte aus einer Periode der Transmissionsfunktion, wobei FFT bzw.
inverse FFT als Propagationsoperatoren eingesetzt werden können. Im Fall pixelierter Transmis-
sionsfunktionen kann dabei die sinc-Modulation entsprechend Abschnitt 2.2.7 berücksichtigt wer-
den.
Die im IFTA-Iterationszyklus nach Abbildung 2.4 vorkommenden Projektionsoperatoren wer-
den dabei passend zu dem gegebenen Designproblem gewählt, wobei einige Beispiele in den
Abschnitten 2.4.1 und 2.4.2 gegeben wurden. In der Praxis erweist es sich als vorteilhaft, die
Projektionsoperatoren innerhalb der IFTA-Iterationen nicht sofort entsprechend der eigentlichen
Einschränkungen bzw. Designfreiheiten des Designproblems zu wählen, sondern diese stattdessen
Schritt für Schritt einzuführen [30].
Für das Design von Strahlteilern mit Phaseneinschränkung in der Transmissionsebene sowie
Phasen-, Amplituden- und Skalierungsfreiheit in der Signalebene hat sich dabei das in Abbil-
dung 3.1 gezeigte Ablaufschema bewährt. Die Startverteilungt (0 ) wird demnach aus der Rück-
propagation eines Feldes ermittelt, welches ausschließlich Signalordnungen mit einer idealen Am-
plitudenverteilung und zufällig gewählten Phasen enthält. Danach erfolgen innerhalb derPhasen-
synthesezunächst einige Iterationen ohne Nutzung von Amplitudenfreiheit, bevor in derSNR-
Optimierungdie vollen Designfreiheiten zugelassen werden. Zur Erzielung eines optimalen Er-
gebnisses ist es notwendig, das Ablaufschema nach Abbildung 3.1 mehrfach für verschiedene
Startverteilungen durchzuführen.
Für den Initialisierungsschritt in Abbildung 3.1 sind natürlich auch andere Varianten denkbar.
In Referenz [33] wird beispielsweise ein analytischer Ansatz zur Ermittlung einer guten Startver-
teilung für das Design von Strahlteilern vorgestellt.
Die Motivation für den Schritt der Phasensynthese liegt darin, diejenige Phasenverteilung in
der Signalebene zu finden, welche zu einer Maximierung der für jede komplexe Signalverteilung
abhängig von den Transmissionseinschränkungen ableitbaren oberen Grenze der Konversionseffi-
zienz [75–78] führt. Während der SNR-Optimierung ändern sich die Signalphasen typischerweise
nur noch geringfügig.
Im Fall von Quantisierungseinschränkungen ergibt sich das Problem, dass bei Einsatz des
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(1) Initialisierung: Setze t (0 ) durch Rückwärtspro-
pagation eines Signalfelds mit zufällig gewähl-
ten Phasen der Signalordnungen
(2) Phasensynthese: Iterationen mit Πphase und
ΠP, d. h. ohne Amplitudenfreiheit
(3) SNR-Optimierung: Iterationen mit Πphaseand
ΠPAS, d. h. unter voller Ausnutzung der vorhan-
denen Designfreiheiten
(1) Initialisierung: Setze t (0 ) durch Rückwärtspro-
pagation eines Signalfelds mit zufällig gewähl-
ten Phasen der Signalordnungen
(2) Phasensynthese: Iterationen mit Πphase und
ΠP, d. h. ohne Amplitudenfreiheit und Quanti-
sierung
(3) SNR-Optimierung: Iterationen mit Πphaseand
ΠPAS, d. h. ohne Quantisierung
(4) Softquantisierung: Iterationen mit Πλsoftquant,Q
für linear ansteigende Projektionsstärke λ
(λ = 0 . . . 1) sowie ΠPAS
Abbildung 3.1: Schritte beim Design von Strahltei-
lern mit Phaseneinschränkung
Abbildung 3.2: Schritte beim Design quantisierter
Strahlteiler unter Verwendung der Softquantisie-
rung
QuantisierungsoperatorsΠquant,Q aus Abschnitt 2.4.1 typischerweise bereits nach wenigen Itera-
tionen eine Stagnation eintritt [79, 80], d. h. die sich nach Anwendung des Quantisierungsopera-
tors ergebende Transmissionsfunktion ändert sich im Verlauf der Iterationen nicht mehr. Daher
empfiehlt es sich, zunächst wie in Abbildung 3.1 vorzugehen, d. h. für eine Phaseneinschränkung
zu optimieren. Im Anschluss daran wird in einem zusätzlichen Schritt die Quantisierung durch-
geführt, wobei sich bei Verwendung desSoftquantisierungsverfahrens[79] das in Abbildung 3.2
gezeigte Ablaufschema ergibt.
Zur Softquantisierung aufQ äquidistante Phasenwerte wird der OperatorΠλsoftquant,Q,
(Πλsoftquant,Q t)(x) =
z falls




z = (Πquant,Q t)(x) und (3.16b)
a mod b = c ⇔ c ∈ [−b/2, b/2) ∧ c = a + jb ∧ j ∈ Z
verwendet. Der Parameterλ wird während dieser Iterationsphase typischerweise linear vonλ = 0
(keine Quantisierung) aufλ = 1 (vollständige Quantisierung) erhöht, wobei jedoch auch andere
Varianten denkbar sind [38].
In Abschnitt 4.3 wird ein alternatives Quantisierungsverfahren eingeführt, welches gegenüber
der Softquantisierung einige Vorteile aufweist.
3.2 Design für beliebig positionierte Signalordnungen
Innerhalb dieses Abschnittes, dessen Ergebnisse auch in Referenz [81] publiziert sind, werden
Möglichkeiten zur Verbesserung der Positionierungsgenauigkeit von Signalordnungen untersucht.
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(a) Eine Periode der Phasentransmission


















(b) Intensitätsverlauf der einzelnen Ordnungen sowie des
Ausgangsfelds
Abbildung 3.3: Optimale Lösung des regulären 1-zu-3-Strahlteilers mit Phaseneinschränkung
Bei einer Positionierung auf einem entsprechend Abschnitt 3.1 aus der Periodenlänge der Trans-
missionsfunktion resultierenden äquidistanten Raster kann bei Verfeinerung dieses Rasters die Ei-
genschaft der Überlappungsfreiheit verloren gehen. In Abschnitt 3.2.1 wird gezeigt, dass hieraus
entstehende Probleme über eine Modifikation des Designalgorithmus umgangen werden können.
In den Abschnitten 3.2.2 und 3.2.3 betrachten wir einen Designalgorithmus, welcher eine freie
Positionierung der Signalordnungen erlaubt.
3.2.1 Verfeinerung der Signalebenenrasterung
Zur Illustration der in diesem Abschnitt eingeführten Konzepte betrachten wir im Folgenden ver-
schiedene Designs für 1-zu-3-Strahlteiler, wobei die eingeführten Konzepte natürlich auch auf
andere Strahlteilungsprobleme anwendbar sind. Das Beispiel des 1-zu-3-Strahlteilers wurde ge-
wählt, da für den regulären 1-zu-3-Strahlteiler die optimale Phasentransmissionslösung bekannt
ist, für welche in Abbildung 3.3 eine Periode der Phasentransmission sowie die sich bei einem als
gaußförmig angenommenen Feldu transf entsprechend Gleichung (3.2) ergebende Ausgangsinten-
sitätsverteilung dargestellt sind. Der Strahlteiler aus Abbildung 3.3 besitzt eine ideale Uniformität
bei einer Effizienz von 92.6 %.
In Abbildung 3.4 betrachten wir ein Design für einen irregulären 1-zu-3-Strahlteiler, welches
mit δx ′ = 0.2 a eine im Vergleich zu Abbildung 3.3 um den Faktor 5 verfeinerte Signalebenenra-
sterung besitzt. Die drei Signalordnungen befinden sich an den Positionen
Wsig = {−a; 0; 1.4 a}. (3.17)
Bei Ermittlung des Designs aus Abbildung 3.4 über das Verfahren aus Abschnitt 3.1.4 wurden
für die drei Signalordnungen dieselben Zielintensitäten vorgegeben. Aufgrund der Definition des
Signalfensters entsprechend Gleichung (3.17) erlaubt der während der SNR-Optimierung ange-
wendete OperatorΠPAS aus Gleichung (2.63) auch Rauschen zwischen den Signalordnungen, was
– wie in Abbildung 3.4(b) erkennbar ist – auch ausgenutzt wird.
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(a) Eine Periode der Phasentransmission


















(b) Intensitätsverlauf der einzelnen Ordnungen sowie des
Ausgangsfelds
Abbildung 3.4: Irregulärer 1-zu-3-Strahlteiler mit Signalordnungen auf äquidistantem Raster mit δx ′ =
0.2 a


















Abbildung 3.5: Aus Faltung mit einem im Vergleich zu Abbildung 3.4(b) um den Faktor 4 breiteren
Feld u transf resultierende Ausgangsintensitätsverteilung
Für das in Abbildung 3.4 gezeigte Design resultiert eine Effizienz von 82.6 % bei einem Uni-
formitätsfehler von weniger als 0.1 %. Die im Vergleich zum regulären 1-zu-3-Strahlteiler auf-
tretende Effizienzreduktion ist eine Folge der veränderten Position der Signalordnungen. Wie aus
Betrachtungen zur oberen Grenze der Konversionseffizienz [76] sowie aus Vergleichen tatsächlich
erreichter Effizienzen für verschiedene Strahlteilungsprobleme [78] bekannt ist, hat insbesondere
bei kleinen Teilerverhältnissen die Konfiguration der Signalordnungen erheblichen Einfluss auf die
erzielbare Effizienz von Strahlteilern.
Während in Abbildung 3.4 von einem gaußförmigen Feldu transf ausgegangen wird, für welches
Überlappungsfreiheit resultiert, betrachten wir in Abbildung 3.5 die aus der Faltung mit einem um
den Faktor 4 breiteren Gauß-Feld resultierende Ausgangsintensitätsverteilung. Die Verletzung von
Bedingung (3.7) führt in diesem Fall zu einem deutlich sichtbaren Uniformitätsfehler von 5.7 %.
Die Ursache hierfür stellen in diesem Beispiel im Wesentlichen Überlagerungen der Signalord-
nungen mit den benachbarten Rauschordnungen dar.
Der auftretende Uniformitätsfehler kann einerseits durch die Einbeziehung vonF -1u transf als
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Eingangsfeld während der IFTA-Iterationen vermieden werden. Damit würde jedoch die Insen-
sitivität des Strahlteilers bezüglich der Wahl des Eingangsfelds verloren gehen, weshalb wir im
Folgenden einen anderen Lösungsweg verwenden, welcher darin besteht, Rauschordnungen in der
direkten Nachbarschaft von Signalordnungen zu unterdrücken.
Bei Unterdrückung der Rauschordnungen innerhalb der mit dem Durchmesserd frame um sämt-
liche Signalordnungen aufgespannten kreisförmigen Bereiche ergibt sich der im Vergleich zu Glei-











falls x′ ∈ Wsig







Falls die durch Verwendung dieser Signalprojektion bei der SNR-Optimierung angestrebte Unter-
drückung der in Nachbarschaft zu Signalordnungen befindlichen Rauschordnungen gelingt und in
Abwandlung von Bedingung (3.7) die Beziehung
width(u transf) < d frame/2, (3.19)
erfüllt ist, können Überlagerungen zwischen Signalordnungen und benachbarten Rauschordnun-
gen vermieden werden. Demzufolge sollte der Parameterd frame in der Praxis so gewählt werden,
dass Bedingung (3.19) für alle relevanten Eingangsfelder erfüllt wird.
Leider beeinflusst die Modifikation des Signalprojektionsoperators in Gleichung (3.18) auch
die beim Design erzielbare Effizienz. Eine Erhöhung vond frame entspricht einer Verringerung der
zur Verfügung stehenden Designfreiheiten, was zu einer Verringerung der erreichbaren Effizienz
führt, wie durch das folgende Beispiel demonstriert wird. In Abbildung 3.6 ist ein mit Hilfe des
Signalprojektionsoperators aus Gleichung (3.18) mitd frame = 0.8 a durchgeführtes Design darge-
stellt. Hierbei wurde ein Uniformitätsfehler von 0.1 % erreicht, wobei die erzielte Effizienz jedoch
nur 71.5 % beträgt.
Während mit dem Projektionsoperator aus Gleichung (3.18) Überlagerungen zwischen Signal-
ordnungen und benachbarten Rauschordnungen beim Design unterdrückt werden können, ist diese
Methode hingegen nicht zur Unterdrückung von Überlagerungen zwischen unterschiedlichen Sig-
nalordnungen einsetzbar. Im Fall dicht beieinander liegender Signalordnungen und langsam abfal-
lender Strahlprofile – wie beispielsweise sinc- oder Airy-förmige Profile – können derartige Inter-
ferenzeffekte jedoch ebenfalls einen nicht vernachlässigbaren Einfluss auf die Uniformität eines
Strahlteilers besitzen. So kann beispielsweise ein Seitenausläufer einer Signalordnung, welcher an
der Position der benachbarten Signalordnung bereits auf 0.1 % seiner Maximalintensität abgefallen
ist, bei kohärenter Überlagerung zu einem Uniformitätsfehler von mehr als 6 % führen. In derarti-
gen Fällen ist eine Vermeidung von Uniformitätsfehlern nur durch die bereits im Zusammenhang
mit Abbildung 3.5 erwähnte Einbeziehung eines Eingangsfelds während der IFTA-Iteration mög-
lich, wobei jedoch die Insensitivität bezüglich der Wahl des Eingangsfelds für den resultierenden
Strahlteiler verloren geht.
3 Diffraktive Strahlteilung 34
arg t















(a) Eine Periode der Phasentransmission


















(b) Intensitätsverlauf der einzelnen Ordnungen sowie des
Ausgangsfelds
Abbildung 3.6: Irregulärer 1-zu-3-Strahlteiler mit Signalordnungen auf einem äquidistantem Raster mit
δx ′ = 0.2 a. Während des Designs wurde das Rauschen innerhalb der um sämtliche Signalordnungen
mit einem Durchmesser d frame = 0.8 a aufgespannten kreisförmigen Bereichen unterdrückt.
3.2.2 Algorithmus für beliebig positionierte Signalordnungen
Insbesondere bei industriellen Anwendungen von Strahlteilern liegt die gewünschte Verteilung der
Signalordnungen nicht immera priori auf einem äquidistanten Raster. Im Bereich der Material-
bearbeitung werden beispielsweise Strahlteiler zur parallelen Durchführung mehrerer Bohrungen
oder Schnitte eingesetzt, wobei in vielen Fällen eine freie Positionierbarkeit der Bohrungs- oder
Schnittpositionen gewünscht wird.
Falls für die Positionierung der Signalordnungen Toleranzbereiche spezifiziert sind, kann eine
Anwendung des Ansatzes aus Abschnitt 3.2 möglich sein, obwohl die ursprünglichen Zielpositio-
nen nicht auf einem äquidistanten Raster liegen. So wären die Designs aus den Abbildungen 3.4
und 3.6 beispielsweise Lösungen eines Strahlteilungsproblems mit einer gewünschten Anordnung
der Signalordnungen entsprechend
Wsig = {−a; 0;
√
2a}, (3.20)
sofern die Toleranz für die Positionierung der Signalordnungen wenigstens±1.5 % beträgt.
Dennoch ist dieser auf einem äquidistanten Raster basierende Ansatz in vielen Anwendungs-
fällen nicht zufriedenstellend, da einerseits mit einer Verfeinerung des Signalebenenrasters typi-
scherweise die Zahl der während der IFTA-Iterationen zu betrachtenden Abtastwerte ansteigt und
andererseits bei einigen Anwendungen das Ziel besteht, die Signalordnungen so genau wie mög-
lich zu positionieren.
Der in diesem Abschnitt entwickelte Designalgorithmus ermöglicht eine beliebige Positionie-
rung der Signalordnungen unter Aufgabe der Periodizität der Transmissionsfunktion innerhalb der
beleuchteten Apertur. Diese Problemstellung wurde bereits von Bengtsson [17] untersucht, dessen
Ansatz deutlich von dem im Folgenden vorgestellten Verfahren abweicht. Bei dem von Bengtsson
verwendeten Optimierungsverfahren wird pro Iteration nur ein Abtastwert der Transmissionsfunk-
tion verändert, was bei großennx – und insbesondere im Fall zweidimensionaler Abtastung – zu
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Problemen führen kann, wenn der Effekt der Änderung eines Abtastwerts der Transmissionsfunk-
tion nicht deutlich größer ist als die bei der Berechnung der Propagation vorliegende numerische
Genauigkeit. In Projektionsalgorithmen können demgegenüber in jeder Iteration viele Abtastwerte
gleichzeitig verändert werden, was zu einem deutlich besseren Konvergenzverhalten führen kann.
Gegenüber dem Ansatz von Bengtsson besitzt das im Folgenden dargestellte Verfahren weiterhin
den Vorteil, dass Störungen der Uniformität der Signalordnungen durch die umgebende Rausch-
verteilung über eine Adaption des Ansatzes aus Abschnitt 3.2.1 minimiert werden können.
Bei Zulassung einer rasterunabhängigen Positionierung der Signalordnungen ist es nicht mehr
möglich, FFT-Operationen zur Ermittlung der komplexen Amplitude von Signalordnungen ein-
zusetzen. Da die Fouriertransformationsintegrale entsprechend der Gleichungen (2.36) bzw. die
hierzu korrespondierenden Summen jedoch für jede beliebige Signalebenenposition auswertbar
sind, kann über die Berechnung einer sogenanntenpunktweisen Fouriertransformationfür jede
Signalordnung die komplexe Amplitude ermittelt werden. Die hierzu inverse Operation liefert in
der Transmissionsebene für jede Signalordnungx ′ eine lineare Phasenfunktion, deren Steigung
von x ′ abhängt. Die für die einzelnen Signalordnungen resultierenden linearen Phasenfunktionen
werden bei Anwendung der inversen Propagationsoperation in der Transmissionsebene komplex
aufaddiert.
Betrachten wir erneut den Designansatz aus Abbildung 3.1, so stellen wir fest, dass in dem
Initialisierungsschritt sowie in der Phasensynthese somit lediglich die bisher verwendeten FFT-
Operationen durch punktweise Fouriertransformationen ersetzt werden müssen. Bezüglich des
notwendigen Rechenaufwands ist diese Modifikation des Algorithmus im Allgemeinen unkritisch:
Während bei der FFT fürnx Abtastwerte ein zunx log nx proportionaler Zeitaufwand vorliegt,
resultiert bei der punktweisen FT fürnsig Signalordnungen ein Aufwand proportional zunx nsig.
Sobald im Rahmen der SNR-Optimierung jedoch Amplitudenfreiheit beim Design zugelassen
wird, ist die Verwendung punktweiser Fouriertransformationen nicht mehr ohne weiteres möglich,
da dann während der Propagationsschritte zur Erfassung der Rauschverteilung wesentlich mehr
Signalebenenpositionen betrachtet werden müssen, was zu einem für viele praktische Anwendun-
gen inakzeptabel hohen Rechenaufwand führen würde. Als Ansatz für ein Verfahren, in welchem
bei Zulassung von Amplitudenfreiheit wiederum FFT-Operationen eingesetzt werden können, zer-
legen wir die Transmissionsfunktiont(x) in zwei additive Anteile:
t(x) = t sig(x) + tnoise(x). (3.21)
Der Anteil t sig resultiert dabei als Ergebnis der Phasensynthese bei einer Beendigung der IFTA-
Iteration vor Anwendung des Transmissionsprojektionsoperators. Demnach führtt sig zwar zur Er-
füllung der Signaleinschränkungen, wobei jedoch die Transmissionseinschränkung im Allgemei-
nen verletzt wird.
Bei der Ermittlung des zweiten Anteilst noisebestehen die folgenden beiden Ziele:
(A) Die Summierung entsprechend Gleichung (3.21) zu einer Erfüllung der Transmissions-
einschränkung führen.
(B) Die gute Uniformität der vont sig erzeugten Ausgangsverteilung darf hierbei nicht zerstört
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werden.
Da eine additive Zerlegung in der Transmissionsebene entsprechend Gleichung (3.21) auf Grund
der Linearität des Ausbreitungsoperators zu einer linearen Superposition der korrespondierenden
Ausgangsfelder in der Signalebene führt, entspricht Ziel (B) der Anforderung, dass die zut sig und









wider, wobeid frame wiederum den Durchmesser der um die Signalordnungen aufgespannten kreis-
förmigen Bereiche bezeichnet, innerhalb derer das Rauschen unterdrückt wird. Für den Opera-
tor Πnoise lässt sich ohne weiteres die punktweise Abstandsminimierung bezüglich der Einschrän-
kungsmengeMnoisenachweisen, welche definiert ist über
Mnoise = {u ∈ H : ∀x ′ : [u(x ′) = 0 ∨ x′′ ∈ Wsig : |x′ − x′′| ≤ d frame/2]} (3.23)
Um die Transmissionsprojektion anhand von Ziel (A) durchführen zu können, führen wir im
Folgenden das Konzept der sogenanntenSummenprojektionenein. Ein Summenprojektionsope-
ratorΠ+td wird basierend auf einen beliebigen ProjektionsoperatorsΠ über
Π+td t = Π[t + td] − td (3.24)
definiert, wobeitd ein beliebiges Element des zu Grunde liegenden HilbertraumsH bezeichnet.
Der folgende in Anhang A.2.2 bewiesene Satz 3.26 besagt, dass der über Gleichung (3.24)
definierte OperatorΠ+td eine Projektion auf die Menge
M2 = {t1 + td : t1 ∈ M1}. (3.25)
darstellt. Demnach geht bei Verwendung der dem Ziel (A) entsprechenden Transmissionssummen-
projektionΠ
+ t sig
phasedie SDE-Konvergenzeigenschaft entsprechend Abschnitt 2.4.4 nicht verloren.
Satz 3.26Der auf Basis eines bezüglich der Normd aus Gleichung(2.6) abstandsminimieren-
den ProjektionsoperatorsΠ1 : M → M1 entsprechend Gleichung(3.24)konstruierte Operator
Π2 = Π
+td
1 definiert eine bezüglichd abstandsminimierende Projektion auf die MengeM2 aus
Gleichung(3.25).
Auf Basis der oben eingeführten Konzepte lässt sich der in Abbildung 3.7 dargestellte Algorithmus
für das Design von Strahlteilern mit beliebiger Positionierung der Signalordnungen konstruieren.
Hierbei sind die ersten beiden Schritte – wie schon erwähnt – äquivalent zum Ablaufschema aus
Abbildung 3.1, wobei lediglich veränderte Propagationsoperatoren verwendet werden. Innerhalb
des dritten Schrittes wirdt sig entsprechend der beim Design angestrebten Effizienzηgoal skaliert.
Dies ist notwendig, weil es in der darauf folgenden SNR-Optimierung kein Äquivalent zu der in
das Ablaufschema 3.1 durch Verwendung des OperatorsΠPAS einbezogenen Skalierungsfreiheit
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(1) Initialisierung: Setze t (0 ) durch Rückwärtspropagation eines Signalfelds mit zufällig gewähl-
ten Phasen der Signalordnungen über inverse punktweise FT
(2) FT-Operationen zur Optimierung von t sig
(3) Skalierung von t sig entsprechend der vorgegebenen Zieleffizienz ηgoal
(4) SNR-Optimierung: Iterationen mit Π+ t sigphase and Πnoise, unter Verwendung von FFT-
Operationen zur Optimierung von tnoise
(5) Falls notwendig: Quantisierung
(6) Berechnung der resultierenden Transmission gemäß t(x) = t sig(x) + tnoise(x)
Abbildung 3.7: Schritte beim Design von Strahlteilern mit beliebiger Positionierung der Signalordnungen
besteht. Innerhalb von SNR-Optimierung und Quantisierung werden dann Summenprojektion in
der Transmissionsebene sowie der OperatorΠnoise aus Gleichung (3.22) in der Signalebene ver-
wendet. Der abschließende Summierungsschritt entspricht der Anwendung von Gleichung (3.21).
Eine mehrfache Durchführung des Ablaufschemas von Abbildung 3.7 ist einerseits wie schon
in Abschnitt 3.1.4 notwendig, um die Auswirkung der Wahl der Startverteilung einzuschränken.
Andererseits kann die mehrfache Durchführung auch erforderlich sein, um eine geeignete Wahl
für den Parameterηgoal treffen zu können. Hierbei werden verschiedene Werte fürηgoal mit dem
Ziel getestet, eine höchstmögliche Effizienz bei einem noch akzeptierbaren Uniformitätsfehler zu
erreichen. Fallsηgoal dabei zu groß gewählt wurde, kann eine Überlappung der aust sig undt noisere-
sultierenden Ausgangsfelder während der SNR-Optimierung nicht beseitigt werden, was zu einer
schlechten Uniformität führen kann. Bei einer zu niedrig getroffen Wahl fürηgoal kann typischer-
weise keine optimale Effizienz erzielt werden.
In den im folgenden Abschnitt betrachteten Designbeispielen wurdeηgoal stets etwas höher als
die tatsächlich erreichte Effizienz gewählt, was zu Designs mit guten Effizienzen führte, während
die Uniformitätsfehler in einer Größenordnung bleiben, in der sie experimentell auch auf Grund
von Fabrikationsungenauigkeiten auftreten.
3.2.3 Designbeispiele
Abbildung 3.8 zeigt ein Design für einen 1-zu-3-Strahlteiler mit Signalordnungspositionen ent-
sprechend Beziehung (3.20), welches mit dem Verfahren aus dem vorangegangenen Abschnitt be-
rechnet wurde. Die nichtperiodische Transmissionsfunktion wurde beim Design mit 5120 Werten
abgetastet, wobei in Abbildung 3.8(a) nur die zentralen 512 Abtastwerte dargestellt werden.
Als Zieleffizienz wurde bei dem betrachteten Designηgoal = 75 % vorgegeben, wobei letztend-
lich eine Effizienz von 71.3 % bei einem Uniformitätsfehler von 0.6 % erreicht wurde. Über ein
Design mitηgoal = 85 % wurde eine Effizienz von 75.9 % erreicht, wobei sich jedoch der Unifor-
mitätsfehler auf 1.2 % verschlechterte. Bei einem niedriger gewählten Wert vonηgoal = 71 % wurde
demgegenüber eine Effizienz von 69.8 % bei einem im Vergleich zum Design aus Abbildung 3.8
verringerten Uniformitätsfehler von 0.3 % erreicht. Diese Ergebnisse bestätigen die Bemerkungen
zur Wahl vonηgoal, welche am Ende des vorangegangenen Abschnitts getroffen wurden.
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(a) Zentraler Ausschnitt der Phasentransmission


















(b) Intensitätsverlauf des Ausgangsfelds
Abbildung 3.8: Irregulärer 1-zu-3-Strahlteiler mit Signalordnungen im Abstandsverhältnis 1:
√
2
(a) Phase der zentralen 100×100 Ab-




Normierung auf 1 % des Maximal-
werts
(c) CCD-Kameraaufnahme der expe-
rimentell resultierenden Ausgangsin-
tensitätsverteilung
Abbildung 3.9: Irregulärer 1-zu-30-Strahlteiler mit auf geneigten Linien positionierten Signalordnungen
Als weiteres Beispiel zur Anwendung des Designverfahrens aus Abschnitt 3.2.2 betrachten
wir in Abbildung 3.9 ein Design für einen speziellen 1-zu-30-Strahlteiler, bei dem die Signalord-
nungen auf fünf Linien mit Neigungswinkeln von 4°, 2°, 0°, -3°, und -12° angeordnet sind. Bei
dem gezeigten Design, welches für1000×1000 Abtastwerte mit acht Phasenquantisierungswerten
durchgeführt wurde, resultiert in der Simulation eine Effizienz von 59.9 % bei einem Uniformi-
tätsfehler von 5.4 %. Die relativ niedrige Effizienz dieses Designs ist eine Folge der auftretenden
Pixelierungsverluste (vgl. Abschnitt 3.1.2). In Abbildung 3.9(b), in der auf Grund der gewähl-
ten Normierung Teile der Rauschverteilung sichtbar sind, zeigt sich, dass die Rauschverteilung
in diesem Beispiel durch eine Wahl vond frame in der Größenordnung des Abstands zwischen den
Signalordnungen gut von den Signalordnungen separiert werden konnte.
Der berechnete Strahlteiler wurde mit Hilfe der Dünne-Elemente-Approximation in ein Hö-
henprofil überführt, welches mit einer Pixelgröße von5 µm in Quarz hergestellt wurde. Abbil-
dung 3.9(c) zeigt die bei einer Beleuchtung mitλref = 632.8 nm im Fernfeld aufgenommene In-
tensitätsverteilung. Abgesehen von dem Auftreten eines zusätzlichen Spots auf der Position der
optischen Achse, welcher eine Folge der bei der Herstellung dieses Strahlteilers entstandenen rela-
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tiven Höhenfehler von etwa 5 % ist, besteht visuell eine gute Übereinstimmung mit der simulierten
Intensitätsverteilung aus Abbildung 3.9(b). Durch Vermessung des Leistungsanteils in den ein-
zelnen Signalordnungen mit einer geeigneten Blende wurde ein Uniformitätsfehler von 10.4 %
ermittelt. Für die Abweichungen zwischen simulierten und experimentellen Ergebnisse kommen
die in Abschnitt 6.2.2 diskutierten Ursachen in Betracht.
3.3 Toleranzeigenschaften von Strahlteilern
Bei der Betrachtung der Toleranzeigenschaften von Strahlteilern legen wir den Schwerpunkt auf
den in den Abschnitten 3.3.1 und 3.3.2 untersuchten Einfluss globaler Höhenfehler bei binären
bzw. mehrstufigen Strahlteilern. In dem darauf folgenden Abschnitt 3.3.3 wird die Auswirkung von
Verschiebungen und Verkippungen des Strahlteilerelements dargestellt. In Abschnitt 3.3.4 erfolgt
schließlich eine Diskussion der Toleranzeigenschaften bezüglich Veränderungen der Wellenlänge
sowie der Feldverteilung des Eingangsstrahls.
3.3.1 Höhenfehler bei binären Strahlteilern
In diesem und dem folgenden Abschnitt wird die Auswirkungglobaler Höhenfehlerauf die op-
tische Wirkung eines Strahlteilerelements untersucht. Wir bezeichnen einen Höhenfehler als glo-
bal, sofern die Transformation des gewollten Profilsd(x) in das tatsächlich realisierte Profild′(x)
ortsunabhängig ist. Andere Arten von Höhenfehlern, wie beispielsweise lokale Fehler, werden
im Rahmen dieser Arbeit nicht untersucht. Übersetzt in die entsprechend der Dünne-Elemente-
Approximation resultierenden Transmissionsfunktionen stellen globale Höhenfehler einen Spezi-
alfall der in Gleichung (2.49) eingeführten OperatorenEβ zur Beschreibung von Umsetzungsfeh-
lern dar.
Einen wichtigen Spezialfall globaler Höhenfehler stellenineare Höhenfehlerdar, welche durch
d′(x) = γlin d(x) (3.27)
mit dem Skalierungsfaktorγlin > 0 beschrieben werden. Lineare Höhenfehler sind geeignet zur
Modellierung verschiedener Arten von Herstellungsfehlern. Beispiele hierfür sind falsche Belich-
tungsdosen oder Entwicklungsdauern bei der Resiststrukturierung, falsche Ätzdauern oder Ätz-
raten bei der Strukturierung von Quarz oder Höhenfehler durch Schrumpfung des Elements, wie
sie während des Abkühlungsprozesses bei der Replikation über Plastikabformung auftreten kön-
nen. Eine weitere Ursache für lineare Höhenfehler stellen durch Temperatureinflüsse verursachte
Ausdehnungseffekte dar. Änderungen der Brechzahl des Strahlteilerelements sind entsprechend
Gleichung (2.41) ebenfalls äquivalent mit linearen Höhenfehlern.
In diesem Abschnitt betrachten wir Strahlteiler mit binären Transmissionen
t(x) : R → {1, exp(i γbin π)}. (3.28)
Weiterhin gehen wir von der Gültigkeit der Dünne-Elemente-Approximation aus, was entspre-
chend Gleichung (2.41) zu einer Proportionalität zwischen dem Parameterγbin und der Modulati-
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onstiefe des binären Höhenprofils führt. Die Wirkung linearer Höhenfehler kann somit korrespon-
dierend zu Gleichung (3.27) auch über
γbin = γlin γgoal (3.29)
beschrieben werden, wobeiγgoal der angestrebten Modulationstiefe entspricht.
Bezeichnen wir mitIj die Intensitäten der einzelnen Ordnungen vont(x) und mit Ĩj die Inten-
sitäten der einzelnen Ordnungen vont̃(x) gemäß
t̃(x) = t(x)1/ γbin mit t̃(x) : R → {1,−1}, (3.30)





Ĩj = 1 (3.31)
der Zusammenhang [82]
Ij(γbin) =
1 − cos γbin π
2
Ĩj (j = 0), (3.32a)
I0(γbin) = 1 −
∑
j =0
Ij(γbin) = 1 −







j jeweils die Summe über alle Ordnungen, und
∑
j =0 steht für eine Summie-
rung, bei der die nullte Ordnung ausgenommen wird.
Anhand der Gleichungen (3.32) können wir folgende Schlussfolgerungen hinsichtlich der Sen-
sitivität binärer Strahlteiler bezüglich linearer Höhenfehler ziehen:
(A) Die zentrale Ordnungj = 0 verhält sich grundsätzlich verschieden von allen anderen
Ordnungen. Falls sie nicht zu den Signalordnungen gehört, resultiert nach Gleichung (3.32a) bei
Veränderung vonγbin durch einen Höhenfehlerγlin = 1 lediglich eine Skalierung der Effizienz, wo-
hingegen der Uniformitätsfehler konstant bleibt. Falls keine Forderungen hinsichtlich der Rausch-
verteilung gestellt werden, besitzen somit binäre Strahlteiler mit0 ∈ Wsig im Vergleich zu binären
Strahlteilern mit0 ∈ Wsig deutlich verbesserte Toleranzeigenschaften bezüglich von Höhenfeh-
lern.
(B) Betrachten wir die Änderungen der IntensitätenIj bei Aufbringung eines durchγlin be-
schriebenen Höhenfehlers, d. h.
∆Ij(γlin) = Ij(γbin) − Ij(γgoal), (3.33)
so stellen wir fest, dass fürj = 0 die ∆Ij wegen Gleichung (3.32a) jeweils dasselbe Vorzeichen
besitzen. Da auf Grund der Energieerhaltung∑
j
∆Ij = 0 (3.34)
















































Abbildung 3.10: Abhängigkeit der Intensität der 0. sowie ±1. Ordnung vom Höhenskalierungsfehler für
das effizienzoptimierte (a) und toleranzoptimierte Design (b) des binären 1-zu-3-Strahlteilers
Somit ist∆I0 betragsmäßig größer als die Änderung der Intensitäten aller anderen Ordnungen. Bei
binären Strahlteilern mit0 ∈ Wsig ist daher die Zunahme des Uniformitätsfehlers bei Höhenfehlern
im Wesentlichen durch∆I0 bestimmt.
(C) WegenI0 ≥ 0 resultiert aus Gleichung (3.32b) eine Minimierung vonI0 für γbin = 1. Da
für binäre Strahlteiler mit0 ∈ Wsig der Uniformitätsfehler entsprechend Punkt (B) im Wesentli-
chen aus der Änderung vonI0 resultiert, besitzen somit Lösungen mitγgoal = 1 ein im Vergleich
zu Lösungen mitγgoal = 1 verbessertes Toleranzverhalten.
(D) Aufgrund von Gleichung (3.35) und da die∆Ij wegen (B) fürj = 0 dieselben Vorzei-
chen besitzen, resultiert anschaulich eine Proportionalität zwischen∆I0 und der Anzahl der Sig-
nalordnungen. Für Designs mit einer geringen Anzahlnsig von Signalordnungen kann demnach im
Allgemeinen eine geringere Empfindlichkeit des Uniformitätsfehlers bezüglich von Höhenfehlern
erreicht werden als für Designs mit großemnsig.
Die Auswirkung von Schlussfolgerung (C) wird in den Abbildungen 3.10 und 3.11 am Beispiel
des binären 1-zu-3-Strahlteilers demonstriert. Wir betrachten dabei zwei verschiedene Lösungen




exp(i γbin π) falls x ∈ [0, a ∆x)
1 falls x ∈ [a ∆x, 1)
0 sonst
(3.36)
beschrieben werden. Dies ist einerseits die effizienzoptimierte Lösung dieses Designproblems mit
γbin = 0.6391 unda = 0.5, für welche sich eine Effizienz von86.5 % ergibt. Zum Vergleich hierzu
betrachten wir die toleranzoptimierten Lösung mitγbin = 1 und a = 0.2647, für welche eine
Effizienz von66.4 % resultiert.
In Abbildung 3.10 wird der Verlauf der IntensitätenI0 undI1 für beide Designs in Abhängigkeit
vom Skalierungsfaktorγlin dargestellt. In Abbildung 3.10(b)zeigt sich dabei, dassI0(γlin) entspre-
chend Schlussfolgerung (C) fürγlin = 1 ein Minimum besitzt. Das daraus resultierende verbesserte






















Abbildung 3.11: Uniformitätsfehler in Abhängigkeit vom Höhenskalierungsfehler für die beiden betrachte-
ten Lösungen des binären 1-zu-3-Strahlteilers
Toleranzverhalten wird im Vergleich zu Abbildung 3.10(a) sowie aus der Darstellung der Abhän-
gigkeit des Uniformitätsfehlers vom Skalierungsfaktorγ lin für beide Designs in Abbildung 3.11
sichtbar.
In dem betrachteten Beispiel weist das toleranzoptimierte Design eine im Vergleich zum effi-
zienzoptimierten Design deutlich verringerte Effizienz auf. Diese Beobachtung lässt sich teilweise
auch für binäre Strahlteiler mit anderen Konfigurationen der Signalordnungen verallgemeinern.
Wie in Referenz [78] gezeigt wird, bestehen abhängig vonnsig zum Teil deutliche Unterschiede
zwischen Effizienzen, welche für Designs mitγbin = 1 (toleranzoptimiert) sowie für Designs mit
frei wählbarenγbin resultieren. In dem folgenden Abschnitt 3.3.2 sowie in Abschnitt 6.2 wird je-
doch gezeigt, dass im Fall vonQ > 2 in vielen praktischen Fällen keine bzw. deutlich geringere
Effizienzverluste zur Erlangung eines Designs mit guten Toleranzeigenschaften in Kauf genom-
men werden müssen.
Um die im Zusammenhang mit den Gleichungen (3.32) getroffene Schlussfolgerung (D) zu
veranschaulichen, betrachten wir im Folgenden beliebige binäre Strahlteiler mit0 ∈ Wsig, deren
nsig Signalordnungen beiγbin = 1 exakt die gleiche Intensität besitzen. Bei einer angenommenen





Für I0 lässt sich hierbei die Beziehung
I0 = 1 −







ableiten und für eine beliebige Signalordnungj = 0 erhalten wir
Ij =





Der im Fall vonγlin = 1 resultierende Uniformitätsfehler ergibt sich entsprechend Gleichung (2.56)
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(Eunif)max =20 %
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Abbildung 3.12: Abhängigkeit des zulässigen Höhenfehlers (γlin)max von der Anzahl der Signalord-






Durch Einsetzen der Gleichungen (3.38) und (3.39) in Gleichung (3.40) kann bei Vorgabe eines
maximal tolerierbaren Uniformitätsfehlers(Eunif)max numerisch der hierfür erlaubte maximale Hö-
henfehler(γlin)max bestimmt werden. Das Diagramm 3.12 zeigt die so ermittelte Abhängigkeit
zwischen(γlin)max undnsig für verschiedene Werte von(Eunif)max, wobei fürη = 0.8 angenommen
wurde. Es ist erkennbar, dass für größere Werte vonnsig die Profilhöhe typischerweise bis auf we-
nige Prozent genau realisiert werden muss, wobei die Sensitivität des Uniformitätsfehlers gegen
Höhenskalierungsfehler mit wachsendemnsig zunimmt.
3.3.2 Höhenfehler bei mehrstufigen Strahlteilern
Nachdem in dem vorangegangenen Abschnitt die Auswirkung von Höhenfehlern bei binären Strahl-
teilern diskutiert wurde, soll nun die Betrachtung auf mehrstufige Strahlteiler erweitert werden.
Dabei besteht das Ziel, eine Abschätzung zu treffen, inwieweit bei Zulassung vonQ>2 Quantisie-
rungsstufen das Toleranzverhalten gegenüber dem binären Fall verbessert werden kann. Innerhalb
dieses Abschnitts beschränken wir uns auf die Betrachtung linearer Höhenfehler.
Das Verhalten der Ordnungenj = 1 kann im FallQ > 2 nicht mehr über eine einfache Be-
ziehung wie Gleichung (3.32a) beschrieben werden. Insbesondere kann im Gegensatz zu binären
Strahlteilern mitγgoal = 1 die Intensität einzelner Ordnungenj = 0 auch fürγlin = 1 zunehmen.
Dennoch ist die Intensitätsänderung von Ordnungenj = 0 typischerweise auch im FallQ > 2
deutlich kleiner als∆I0, sodass über die alleinige Betrachtung des Verhaltens∆I0(γlin),
∆I0(γlin) = I0(γlin) − I0(1), (3.41)
eine gute Abschätzung für das Verhalten des Uniformitätsfehlers für Strahlteiler mit0 ∈ Wsig
erlangt werden kann.
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Durch Anwendung eines linearen Skalierungsfaktorsγlin auf dieQ Phasenwerte entsprechend
Gleichung (2.61a) erhalten wir die modifizierten Quantisierungswertepj (j = 0, . . . , Q − 1) mit
pj(γlin) = exp(i γlin 2πj/Q). (3.42)
Mit nj bezeichnen wir im Folgenden die Anzahl der Abtastwerte der Transmissionsfunktion, wel-
che den Quantisierungswertpj besitzen(0 ≤ j < Q). Die Diskretisierung des Integrals (2.36a)
für x ′ = 0 führt für die Berechnung vonI0 eine Summierung über alle Abtastwerte der Transmis-






Zur Vereinfachung der Darstellung beschränken wir uns im Folgenden auf den FallQ = 2q mit
q ∈ N. In diesem Fall gibt esQ/2 Paare von Quantisierungswerten(pj, pj+Q/2), die sich für
γlin = 1 jeweils zu Null addieren. Die Summe in Gleichung (3.43) kann somit wie folgt in zwei
Terme aufgespaltet werden:









n̂j = min(nj, nj+Q/2) und (3.44d)
ñj =
nj − n̂j falls nj − n̂j > 00 sonst . (3.44e)
Der Anteil û0 verschwindet fürγlin = 1. Für γlin ≈ 1 ändert sich die Länge des durchû0 in der
komplexen Zahlenebene beschriebenen Vektors näherungsweise proportional zu
|1 + exp(i γlin π)| =
√
2(1 + cos γlin π). (3.45)
Der Einfluss dieser Längenänderung aufI0 entsprechend Gleichung (3.44a) ist anschaulich natür-
lich dann am größten, wenn die Vektorenũ0 undû0 zueinander parallel sind, während der Einfluss
bei aufeinander senkrecht stehenden Vektoren minimiert wird. Die Richtung des Vektorsû0 resul-
tiert entsprechend Gleichung (3.44c) aus zwei additiven Anteilen:




Der erste Summand auf der rechten Seite von Gleichung (3.46) ergibt sich beiγlin ≈ 1 je nach
Vorzeichen von (γlin −1) näherungsweise zuπ/2 oder3/2π. Demgegenüber kann der zweite Sum-
mand sowie die Phasearg ũ0 durch Multiplikation eines konstanten Phasentermsexp(iφ) zu der
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betrachteten Transmissionsfunktion beliebig um jeweilsφ verschoben werden. Durch eine geeig-
nete Wahl vonφ kann daher im Allgemeinen erreicht werden, dass die Vektorenũ0 u dû0 zueinan-
der senkrecht werden, was – wie oben erwähnt – zu einer Verbesserung der Toleranzeigenschaften
von Strahlteilern mit0 ∈ Wsig führt. Im Gegensatz zu dem in Abschnitt 3.3.1 diskutierten Fall
binärer Strahlteiler müssen hierbei keine Effizienzeinbußen im Vergleich zu einem effizienzopti-
mierten Design in Kauf genommen werden. In Abschnitt 6.2 wird diese Form der Verbesserung
der Toleranzeigenschaften anhand eines Beispiels demonstriert.
Im Fall von binären Transmissionen mitγgoal = 1 stehen fürγlin ≈ 1 die Vektorenũ0 und û0
stets zueinander näherungsweise senkrecht, was eine weitere Erklärung für die in Abschnitt 3.3.1
für diesen Fall festgestellten guten Toleranzeigenschaften darstellt. Wir haben somit im voran-
gegangenen Absatz gezeigt, dass durch Multiplikation eines geeigneten konstanten Phasenwerts
für eine mehrstufige Transmissionsfunktion ein ähnlich gutes Toleranzverhalten wie bei binären
Strahlteilern mitγgoal = 1 erreicht werden kann. Im verbleibenden Teil dieses Abschnittes wird
dargestellt, inwieweit die Toleranzeigenschaften eines Strahlteilers mit0 ∈ Wsig bei einem mehr-
stufigen Design gegenüber denen eines binären Designs verbessert werden können.
Wir betrachten hierzu die Quotienten(∆I0)q=1/(∆I0)q=q′, welche gemäß oben stehender Dis-
kussion für Designs mit0 ∈ Wsig näherungsweise die relative Verringerung der Sensitivität des
Uniformitätsfehlers bezüglich Höhenfehlernγlin für Q = 2q
′
gegenüber dem binären Fall aus Ab-
schnitt 3.3.1 beschreiben. Wie Anhang A.2.1 gezeigt wird, kann zur Berechnung dieser Quotienten





1 + cos(2−q′+1 γlin π)
(3.47)
abgeleitet werden.
Tabelle 3.1 zeigt in der dritten Spalte den Wert dieses Quotienten fürq ′ = 2 . . . 4. Die vierte
Spalte zeigt die hieraus rekursiv berechenbaren Quotienten(∆I0)q=1/(∆I0)q=q′, welche – wie
schon erwähnt – anschaulich die Verbesserung der Toleranzeigenschaften gegenüber dem binären
Fall beschreiben. Es zeigt sich, dass bei Übergang vonQ = 2 zu Q = 4 eine Verbesserung um
den Faktor 2 möglich ist, d. h. die Kurven für(Eunif)max = 10 % und 20 % in Abbildung 3.12
entsprechen näherungsweise 5 % bzw. 10 % fürQ = 4. Eine weitere Erhöhung vonQ hat jedoch
gemäß der letzten Spalte von Tabelle 3.1 nur noch eine geringe Auswirkung auf die für Strahlteiler
mit 0 ∈ Wsig erzielbaren Toleranzeigenschaften bezüglich linearer Höhenfehler.
3.3.3 Einfluss von Verschiebungen und Verkippungen
Bei der Betrachtung der Auswirkung von Verschiebungen eines Strahlteilerelements muss zwi-
schen lateralen und longitudinalen Verschiebungen unterschieden werden. Laterale Verschiebun-
gen der Transmissionsfunktiont(x) bewirken inF t das Auftreten eines multiplikativen linea-
ren Phasenterms und sind daher auf Grund der bei Strahlteilerdesigns typischerweise bestehenden
Phasenfreiheit in den meisten Fällen irrelevant. Erst wenn die Apertur des Strahlteilerelements
den Eingangsstrahl beschneidet, resultiert ein Einfluss auf die Intensitätsverteilung in der Aus-
gangsebene.
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2 4 2.000 2.000
3 8 1.172 2.243
4 16 1.040 2.436
Tabelle 3.1: Verbesserung der Toleranzeigenschaften gegenüber Höhenfehlern durch Verwendung von
Q > 2 Quantisierungsstufen. Die dargestellten Werte ergeben sich gerundet aus Anwendung von Glei-
chung (3.47).
Die Auswirkung longitudinaler Verschiebungen hängt hingegen von dem verwendeten System-
aufbau ab. In dem Aufbau 2.2(a) wirkt sich die Wahl des Abstandd gemäß Gleichung (2.45)
wiederum nur auf die resultierende Phasenverteilung aus. Im Gegensatz hierzu tritt für den Auf-
bau 2.2(b) entsprechend Gleichung (2.46) zusätzlich eine lineare Skalierung der Signalebenenko-
ordinaten auf, d. h. der Abstand zwischen zwei betrachteten Ordnungen ist proportional zud. Auf-
grund der im Zusammenhang mit Abbildung 2.2(a) getroffenen Diskussion, hat eine longitudinale
Verschiebung des Strahlteilerelements im Aufbau 2.2(c) keine Auswirkung auf die Intensitätsver-
teilung in der Brennebene hinter der Linse. Falls sich der Strahlteiler jedoch nicht in der vorderen
Brennebene der Linse befindet, verlaufen die replizierten Eingangsstrahlen hinter der Linse nicht
parallel, wodurch sich wiederum eine von der longitudinalen Verschiebung des Strahlteilerele-
ments abhängige Skalierung des Abstands zwischen den Ordnungen in der Ausgangsebene ergibt.
Im Rahmen der Dünne-Elemente-Approximation resultieren bei Verkippungen von Strahltei-
lern bezüglich der optischen Achse drei Effekte. Zum einen skaliert bei einer Verkippung um einen
Winkel θ der optisch wirksame Abtastabstand mit dem Faktorcos θ, was zu einer Skalierung der
Signalebenenkoordinaten mit dem Faktor(cos θ)−1 führt.
Eine zweiter auftretender Effekt ist die Änderung des effektiven Höhenprofilsd′(x) im Ver-
gleich zu dem gemäß Gleichung (2.41) zut(x) korrespondierenden Profild(x). Das effektive Hö-
henprofild′(x) ergibt sich über die Beziehung
d′(x) = (cos θ)−1d(x). (3.48)
und stellt somit einen Spezialfall der linearen Höhenfehler gemäß Gleichung (3.27) dar.
Einen dritten Effekt stellenVerwaschungendes Phasenverlaufs dar. Die im Rahmen der Dünne-
Elemente-Approximation betrachteten Strahlen parallel zur optischen Achse können beim Auftre-
ten von Verkippungen Stufen im Höhenprofild(x) schräg schneiden, wodurch die ursprünglichen
Sprungstellen linear geglättet werden. Bei pixelierten Designs entspricht dieser Effekt einer Ände-
rung der Pixelform, was zu einer Änderung der globalen Modulation in Gleichung (3.11a) führt.
3.3.4 Toleranzeigenschaften bezüglich des Eingangsstrahls
Bei der Betrachtung der Toleranzeigenschaften bezüglich des Eingangsstrahls unterscheiden wir
zwischen der Auswirkung von Wellenlängenabweichungen sowie dem Einfluss der komplexen
Amplitude. Eine Abweichung zwischen der beim Design angenommenen und der tatsächlich vor-
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liegenden Wellenlänge, welche wir auch alsWellenlängenfehlerbezeichnen, ist einerseits entspre-
chend Gleichung (2.41) äquivalent mit den bereits in den Abschnitten 3.3.1 und 3.3.2 betrachte-
ten linearen Höhenfehlern. Des Weiteren ergibt sich eine Skalierung der Signalebenenkoordina-
ten, welche abhängig von dem gewählten optischen Systemaufbau ist. In den Gleichungen (2.37),
(2.45) und (2.46) kann diese Skalierung proportional zuk = 2π/λ direkt abgelesen werden.
Die Toleranzeigenschaften bezüglich der Wahl der komplexen Amplitude des Eingangsstrahls
wurden bereits in den Abschnitten 3.1.1 und 3.2.1 angesprochen. Bei Vorliegen von Überlappungs-
freiheit entsprechend Bedingung (3.7) sind Gütefunktionen wie Effizienz und Uniformitätsfehler
unabhängig von der Wahl des Eingangsfelds. Bei Verwendung der Designmethoden aus den Ab-
schnitten 3.2.1 und 3.2.2 kann eine Unabhängigkeit des Uniformitätsfehlers von der Wahl des
Eingangsfelds erreicht werden, sofern Bedingung (3.19) erfüllt ist.
3.4 Begrenzung der maximalen Rauschintensität
In vielen praktischen Anwendungen von Strahlteilern ist die Intensität der im Allgemeinen nicht
vermeidbaren Rauschordnungen eine kritische Größe und muss entsprechend vorgegebener Spe-
zifikationen nach oben begrenzt werden. Die Begrenzung der Intensität von Rauschordnungen,
welche durch Pixelierung entstehen, wurde bereits in Abschnitt 3.1.2 betrachtet. In Abschnitt 3.4.1
wird eine Modifikation des Signalprojektionsoperators diskutiert, welche eine Reduktion der ma-
ximalen Rauschintensität bis zu einer bestimmten Grenze möglich macht. Diese Grenze hängt –
wie in den Abschnitten 3.4.2 und 3.4.3 gezeigt wird – von der gewählten Abtastung der Transmis-
sionsfunktion bzw. von der Anzahl der Quantisierungsstufen ab. In Abschnitt 3.4.4 demonstrieren
wir einen praktischen Anwendungsfall für Strahlteiler mit reduzierter Rauschintensität.
3.4.1 Modifikation des Signalprojektionsoperators
Zur Einbeziehung einer oberen Begrenzung der Rauschintensität in eine IFTA-basierte Optimie-
rung muss die Wirkung der Signalprojektionsoperation innerhalb des Bereichs der Amplituden-
freiheit zur Begrenzung auf einen vorgegebenen Maximalwertumax modifiziert werden. Für den
OperatorΠPAS aus Abschnitt 2.4.2 ergibt sich
ΠPASu out(x
′) =







falls x′ ∈ Wsig




u falls |u| ≤ umaxu umax/|u| sonst . (3.50)
Für den OperatorΠnoiseaus Abschnitt 3.2.2 kann diese Modifikation analog durchgeführt werden:
Πnoiseu(x
′) =
0 falls ∃x′′ ∈ Wsig : |x′ − x′′| ≤ d frame/2clip(u(x′), umax) sonst . (3.51)
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(b) Intensität der zentralen Ordnungen
Abbildung 3.13: Lösung für einen regulären 1-zu-3-Strahlteiler mit einer auf 1 % reduzierten relativen
Rauschintensität
Für die Wahl vonumax besteht ein sinnvoller unterer Grenzwertu lim, welcher der minimal erreich-
baren Rauschintensität entspricht. Solangeumax größer alsu lim gewählt wird, kann bei der Iteration
die angestrebte Rauschreduktion aufumax im Wesentlichen erreicht werden, wobei jedoch die beim
Design erreichte Effizienz im Allgemeinen umso geringer ausfällt, je tieferumax gewählt wurde.
Dies liegt an der durch die Beschränkung der Amplitudenfreiheit hervorgerufenen Verringerung
der Designfreiheiten. Bei einer Wahl vonumax kleiner alsu lim kann die gewünschte Rauschreduk-
tion nicht vollständig realisiert werden, was auch dazu führt, dass die Signaleinschränkung hin-
sichtlich der Signalordnungen ebenfalls schlechter erfüllt wird. Dabei resultiert häufig ein erhöhter
Uniformitätsfehler. In vielen Fällen kann bei weiterer Reduktion vonumax < u lim wiederum ein
Ansteigen der erzielten Rauschintensität beobachtet werden. In der Praxis kann es daher notwendig
sein, das Design mehrfach für verschiedene Werte vonumax durchzuführen, um eine ausreichende
Rauschreduktion bzw. einen geeigneten Kompromiss zwischen Rauschintensität und Effizienz zu
erzielen.
Im Folgenden demonstrieren wir die Rauschreduktion durch Anwendung des Signalprojekti-
onsoperatorsΠPAS nach Gleichung (3.49) am Beispiel des Designs eines regulären 1-zu-3-Strahl-
teilers mit Phaseneinschränkung. Die in Abbildung 3.3 gezeigte Lösung besitzt die für dieses De-
signproblem optimale Effizienz von 92.6 %, wobei in der±3. Ordnung eine relative Rauschinten-
sität von etwa 8 % vorliegt. Die hier und im Folgenden angegebenen relativen Rauschintensitäten
beziehen sich auf die durchschnittlich erreichte Intensität der Signalordnungen.
Die Durchführung des Designverfahrens nach Abbildung 3.1 mit einem Wert vonumax, welcher
einer relativen Rauschintensität von 1 % entspricht, führt zu dem in Abbildung 3.13 gezeigten
Design. Hierbei wurde die Transmissionsfunktion mitnx = 128 abgetastet. Das gezeigte Design
besitzt eine Effizienz von 81.4 % bei einer relativen Rauschintensität von 1 %, was die erwähnte
Effizienzreduktion durch Einführung der Rauschbeschränkung demonstriert. In dem betrachteten
Beispiel entsprichtumax näherungsweiseu lim, d. h. es ist keine weitere deutliche Reduktion der
Rauschintensität möglich.
Die Einführung einer Rauschbegrenzung führt typischerweise zu einer stärkeren Ausnutzung
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(b) Intensität der zentralen Ordnungen
Abbildung 3.14: Lösung für einen regulären 1-zu-3-Strahlteiler mit einer auf 0.2 % reduzierten relativen
Rauschintensität
höherer Rauschordnungen, was an den in Abbildung 3.13(a) im Vergleich zu Abbildung 3.3(a) auf-
tretenden hohen Ortsfrequenzen erkennbar ist. In der Praxis ist die Einführung hoher Ortsfrequen-
zen im Allgemeinen durch die Forderung nach Gültigkeit der Dünne-Elemente-Approximation
beschränkt (vgl. Diskussion in Abschnitt 3.1.3). Des Weiteren können Höhenprofile entsprechend
Abbildung 3.13(a) auf Grund der auftretenden Sprünge häufig deutlich schwerer mit ausreichen-
der Genauigkeit realisiert werden als glatte Profile wie in Abbildung 3.3(a). Aus den genannten
Gründen ergibt sich somit in vielen Fällen eine Beschränkung in der Ausnutzung höherer Rausch-
ordnungen zur Reduzierung der Rauschintensität.
3.4.2 Erhöhung der Anzahl der zur Verfügung stehenden Rauschordnun-
gen
Da bei einem Design mit einer Effizienzη im Fall einer Phasentransmission der Leistungsan-
teil (1 − η) auf die Rauschordnungen verteilt werden muss, kann es zur Einführung einer Begren-
zung für den maximalen Leistungsanteil pro Rauschordnung notwendig werden, die Zahl der zur
Verfügung stehenden Rauschordnungen zu erhöhen.
Da jedoch entsprechend der Diskussion am Ende des vorangegangenen Abschnitts der ma-
ximale Ablenkwinkel der als Amplitudenfreiheit verfügbaren Rauschordnungen im Allgemeinen
begrenzt ist, kann es notwendig werden, die Zahl der Rauschordnungen durch eine Verfeinerung
der Signalebenenrasterung zu erhöhen. In Abschnitt 3.2.1 wurde bereits die Verfeinerung der Si-
gnalebenenrasterung zur Erhöhung der Positioniergenauigkeit der Signalordnungen diskutiert. Die
dabei dargestellten Aspekte im Zusammenhang mit der Überlappungsfreiheit sind auch bei einer
Verfeinerung der Signalebenenrasterung zur Rauschreduktion zu berücksichtigen.
Als Beispiel betrachten wir in Abbildung 3.14 ein Design mit einer im Vergleich zu Abbil-
dung 3.13 um den Faktor vier vergrößerten Periodenlänge, d. h.nx = 512. Die resultierende Ver-
feinerung der Signalebenenrasterung ist in Abbildung 3.14(b) erkennbar. Da für dieses Design
Überlappungsfreiheit angenommen wurde, erfolgte keine Unterdrückung der Rauschordnungen
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(b) Intensität der zentralen Ordnungen
Abbildung 3.15: Lösung für einen regulären 1-zu-3-Strahlteiler mit einer auf 0.1 % reduzierten relativen
Rauschintensität
in der Umgebung der Signalordnungen entsprechend Gleichung (3.18). Für das gezeigte Design
wurde eine Effizienz von 78.0 % bei einer relativen Rauschintensität von 0.2 % erreicht.
Die in Abbildung 3.14(a) gezeigte Periode der Transmissionsfunktion weist eine Grundstruktur
auf, welche einer vierfachen Wiederholung des Verlaufs aus Abbildung 3.13(a) ähnelt. Daran,
dass in Abbildung 3.14(b) im Vergleich zu Abbildung 3.13(b) Zwischenordnungen entstehen und
ausgenutzt werden zeigt sich jedoch, dass Abweichungen zwischen den vierQuasi-Unterperioden
in Abbildung 3.14(a) bestehen.
Die Ausnutzung der Zwischenordnungen muss bei Anwendung des Designschemas aus Ab-
bildung 3.1 durch Einfügung eines zusätzlichen Störschrittes erzwungen werden. Dieser wurde in
dem gezeigten Beispiel implementiert, indem vor Beginn der SNR-Optimierung in der Signalebe-
ne ein zufälliges Rauschen mit einer im Vergleich zuumax kleinen Amplitude aufaddiert wurde.
Bei eindimensionalen Strahlteilungsproblemen stellt der Übergang zu einem zweidimensiona-
len Design (ny = 1) eine weitere Möglichkeit dar, die Zahl der zur Verfügung stehenden Rausch-
ordnungen zu erhöhen. Das in Abbildung 3.15 gezeigte Designbeispiel demonstriert, dass dieses
Konzept sehr nützlich zur Reduktion der Rauschintensität sein kann. Bei dem betrachteten Bei-
spiel ermöglichte ein Übergang zu einem zweidimensionalen Design mity = 3 eine Reduktion
des Rauschens auf 0.1 % bei einer im Vergleich zum Beispiel aus Abbildung 3.14 sogar leicht
erhöhten Effizienz von 80.8 %. In Abbildung 3.15(a) ist erkennbar, dass die in den drei Zeilen
innerhalb einer Periode der Transmissionsfunktion entstehendenQuasi-Unterperiodenwiederum
nur geringfügig voneinander abweichen.
3.4.3 Anzahl der Quantisierungsstufen
Bei Einführung einer Quantisierung entsteht im Allgemeinen zusätzliches Rauschen, welches die
Reduzierung der Rauschintensität erschwert. Die Abhängigkeit der Reduzierbarkeit der Rauschin-
tensität von der Anzahl der QuantierungsstufenQ wird in Tabelle 3.2 für die Quantisierung des
Beispiels aus Abbildung 3.14 demonstriert. Dabei wird das Softquantisierungsschema entspre-
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Q Rauschintensität Effizienz Uniformitäts- Abbildung
(angestrebt) (erreicht) fehler
∞ 1 % 1.0 % 81.4 % 0.0 % 3.14
16 1 % 1.2 % 77.2 % 0.8 % –
8 1 % 1.3 % 75.3 % 1.3 % 3.16
4 1 % 3.9 % 62.8 % 4.8 % –
4 2 % 2.8 % 58.5 % 3.3 % –
2 1 % 5.2 % 50.2 % 1.0 % –
2 3 % 4.4 % 49.8 % 0.4 % –
Tabelle 3.2: Abhängigkeit für Reduzierbarkeit der Rauschintensität von der Anzahl der Quantisierungs-
stufen Q
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(b) Intensität der zentralen Ordnungen
Abbildung 3.16: Achtstufig quantisierte Lösung für regulären 1-zu-3-Strahlteilers mit einer auf 1.3 % re-
duzierten relativen Rauschintensität
chend Abbildung 3.2 angewendet, wobei für jeden Wert vonQ jeweils 10 Versuche mit unter-
schiedlichen Startverteilungen durchgeführt wurden. Für Tabelle 3.2 wurde davon jeweils die Lö-
sung mit der geringsten Rauschintensität ausgewählt. Abbildung 3.16 zeigt eine auf diese Weise
für Q = 8 resultierende Lösung mit einer Effizienz von 75.3 % bei einem Uniformitätsfehler
von 1.3 %.
Aus Tabelle 3.2 wird ersichtlich, dass für geringereQ die minimal erreichbare Rauschintensität
zunimmt, wobei die Effizienz abnimmt. Weiterhin wird das in Abschnitt 3.4.1 erwähnte Ansteigen
des Uniformitätsfehlers im Fall vonumax < u lim demonstriert. Die beiQ = 2 beobachteten relativ
geringen Uniformitätsfehler resultieren aus der Symmetrie der Intensitätsverteilung der Ausgangs-
ordnungen im Fall einer reellen Transmissionsfunktion.
3.4.4 Anwendungsbeispiel Markierungsoptiken
In modernen Pyrometern werden vielfach Markierungsoptiken eingesetzt, welche dem Anwender
den für die berührungslose Temperaturmessung anvisierten Messbereich veranschaulichen. Solche
Markierungsoptiken basieren vielfach auf diffraktiven Strahlteilern, die den kollimierten Strahl
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(a) (b)
Abbildung 3.17: CCD-Kameraaufnahme der für zwei verschiedene Markierungsoptiken resultierenden
Fernfeldintensitätsverteilung. Im Gegsatz zu Design (a) ist bei Design (b) kein Pixelierungsrausch sichtbar
und die maximale Intensität der Rauschordnungen ist auf einen niedrigeren Wert begrenzt.
einer Laserdiode zur Markierung des Messbereichs replizieren.
Abbildung 3.17(a) zeigt einen Ausschnitt der Fernfeldintensitätsverteilung welches qualitativ
näherungsweise einem derzeit mit großen Stückzahlen hergestellten Pyrometer entspricht. Das zu
Abbildung 3.17(a) gehörende Strahlteilerelement wurde mit128 × 128 Abtastwerten in einer Pe-
riode ohne Beschränkung der maximalen Rauschintensität beim Design ermittelt und mit einer
Pixelgröße von3 µm für λref = 632.8 nm hergestellt. Die äußersten Signalordnungen entstehen
für λ = λref in einem Winkel von4◦ zur optischen Achse, wobei der für die gewählte Abtastung
entsprechend Gleichung (3.13) resultierenden maximalen Ablenkwinkelφmax in diesem Fall6.1◦
beträgt. Die somit resultierenden starken Pixelierungseffekte sind Abbildung 3.17(a) deutlich er-
kennbar und führen bei dem kommerziell erhältlichen Gerät zu relativen Intensitäten der durch
Pixelierung entstandenen Rauschordnungen von etwa 9 %, wobei die maximale relative Intensität
der in der direkten Umgebung der Signalordnungen liegenden Rauschordnungen etwa 3 % beträgt.
Die angegebenen relativen Intensitätswerte beziehen sich hierbei auf die durchschnittliche gemes-
sene Intensität der Signalordnungen.
Abbildung 3.17(b) zeigt die für ein für ein hinsichtlich der Rauschverteilung deutlich verbesser-
tes Design resultierende Fernfeldintensitätsverteilung. Eine Periode der Transmissionsfunktion be-
sitzt hierbei256×256 Abtastwerte bei einer Pixelgröße von0.6 µm. Da der fürφmax in diesem Fall
resultierende Wert mit31.8◦ deutlich größer ist als die Ablenkwinkel der Signalordnungen, sind Pi-
xelierungseffekte vernachlässigbar. Unter Ausnutzung der Methoden aus den Abschnitten 3.17(b)
und 3.17(b) wurde für die relative Intensität der in der direkten Umgebung der Signalordnungen
liegenden Rauschordnungen der Wert von 1 % simuliert, wobei sich experimentell ein Wert von




Mit dem zunehmenden Einsatz von Projektionsalgorithmen zur Lösung in der Praxis auftretender
optischer Designprobleme gewinnen Fragen nach dem Rechenaufwand sowie dem Konvergenz-
verhalten solcher Verfahren an Bedeutung. Innerhalb dieses Kapitels, dessen Ergebnisse auch in
Referenz [36] publiziert wurden, untersuchen wir Möglichkeiten zur Konvergenzbeschleunigung,
welche sich auf Basis des in Abschnitt 2.1.3 eingeführten Konzepts der Projektionsstärke ergeben.
Nach einigen Vorbetrachtungen in Abschnitt 4.1 betrachten wir in Abschnitt 4.2 die Konvergenz-
beschleunigung beim Design von Phasentransmissionen. Im Anschluss daran wird in Abschnitt 4.3
ein Verfahren zur Überwindung von beim Design quantisierter Transmissionen auftretender Sta-
gnationen diskutiert.
4.1 Vorbetrachtungen
Nach Darstellung des Grundschemas der in diesem Abschnitt betrachteten Projektionsalgorithmen
in Abschnitt 4.1.1 wird in Abschnitt 4.1.2 ein Maß zur Beschreibung der Konvergenzgeschwin-
digkeit definiert. Frühere Arbeiten zum Einsatz von verstärkten Projektionsoperatoren werden in
Abschnitt 4.1.3 diskutiert.
4.1.1 Grundschema
Im Folgenden betrachten wir Transmissionsdesignprobleme mit der in Abbildung 2.3 gezeigten
Struktur des optischen Systems. Wir beschränken uns in der Darstellung auf monofunktionale De-
signprobleme, wobei die eingeführten Konzepte auch auf multifunktionale Designprobleme ver-
allgemeinerbar sind.
Die Einbeziehung von verstärkten Projektionen in den IFTA erfolgt durch Anwendung eines
OperatorsΠλsig in der Signalebene. Ein derart modifizierter IFTA kann als Spezialfall des in Ab-
schnitt 2.4.5 eingeführten Input-Output-Konzepts aufgefasst werden. Wir betrachten somit im Fol-
genden einen Input-Output-Algorithmus entsprechend Gleichung (2.76), bei dem das Steuerfeld in


















In den Abschnitten 4.2 und 4.3 werden verschiedene Strategien zur Wahl der Projektionsstärke
während der Iteration diskutiert. Bei der Ableitung in Abschnitt 4.2 wird davon ausgegangen, dass
leichte Änderungen des Steuerfeldsu dr zu ähnlichen Änderungen des Ausgangsfelds führen [83],
d. h.
S̄(u dr + ∆u dr) = S̄ u dr + ᾱ ∆u dr + u noise, (4.2)
wobeiᾱ einen reellen Durchkoppelfaktor undu noiseeinen Rauschterm bezeichnet. Günstigerweise
wird ᾱ zur Minimierung von|| u noise|| gewählt als
ᾱ = Re
[


















out + ᾱ λ(Πsigu
(n-1)
out − u(n-1)out ) + u noise (4.4)
= (1 − ᾱ λ) u(n-1)out + ᾱ λ Πsig u(n-1)out + u noise. (4.5)
Hierbei wurde die Idempotenzeigenschaft
S̄ S̄ = S̄ . (4.6)
des Operators̄S ausgenutzt.
4.1.2 Konvergenzrate
Zur Bewertung der Konvergenzgeschwindigkeit definieren wir ein auf dem in Abschnitt 2.1.2 mit
Gleichung (2.11) eingeführten summierten AbstandsfehlerJ basierendes Maßvconv als





)2 − J(u(n)out )2, (4.7)
wobeivconv im Folgenden alsKonvergenzratebezeichnet wird. Die Quadrierung der SDE-Terme
wurde zur Vereinfachung der folgenden mathematischen Betrachtungen eingeführt.
Im Gegensatz zur Konvergenzrate verbinden wir mit dem Begriff derKonvergenzgeschwindig-
keiteinen zeitlichen Bezug. Sie kann beispielsweise als Quotient vonvconv mit der für eine Iteration
benötigten Rechenzeit definiert werden.
Die Konvergenzrate in Iteration hängt natürlich von der Wahl der Projektionsstärkeλ bei
der Ermittlung des Steuerfelds entsprechend Gleichung (4.1) ab. Um näheren Aufschluss über
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= || u(n)out −Πsigu(n)out ||2
≤ || u(n)out −Πsig u(n-1)out ||2. (4.8)






)2 ≤ ||(1 − ᾱ λ) u(n-1)out −(1 − ᾱ λ) Πsig u(n-1)out + u noise||2, (4.9)







)2 ≤ ||(1 − ᾱ λ) u(n-1)out −(1 − ᾱ λ) Πsig u(n-1)out ||2 + || u noise||2






+ || u noise||2. (4.10)
Durch Einsetzen der Beziehung (4.10) in Gleichung (4.7) erhalten wir schließlich als untere Ab-
schätzung fürv (n)conv(λ) die Beziehung
v (n)conv(λ) ≥
(





2 − || u noise||2, (4.11)
auf deren Basis in Abschnitt 4.2 ein Verfahren zur Steuerung vonλ e twickelt wird.
4.1.3 Frühere Arbeiten
Modifizierte Projektionsoperatoren wurden bereits in früheren Arbeiten zum Transmissionsdesign
eingesetzt. Beim Design von Strahlformern sind relaxierte Projektionen der Form (2.13) hilfreich
zur Vermeidung vonSpeckles[84]. Johansson und Bengtsson [85] setzten zur Strahlformung ver-
stärkte Projektionen ein, welche im Wesentlichen der Form (2.13) mitλ = 2 entsprechen, wobei
jedoch die durch den Projektionsoperator lokal eingeführte Veränderung des Feldes beschränkt
wurde, um Speckles zu vermeiden. Der bei der Softquantisierung verwendete OperatorΠλsoftquant,Q
aus Gleichung (3.16) stellt eine abgeschwächte Version des QuantisierungsoperatorsΠquant,Q dar,
wobei die Abschwächung jedoch nicht der Form (2.13) entspricht.
Dass durch Modifikation von Projektionsoperatoren die Konvergenzgeschwindigkeit von Pro-
jektionsalgorithmen erhöht werden kann, wurde bereits von Fienup [83, 86] demonstriert. Ne-
ben speziellen Formen von Input-Output-Algorithmen betrachtete er auch den Ansatz von Ab-
schnitt 4.1.1 und unterbreitete den Vorschlag, die Projektionsstärke entsprechend
λ = ᾱ−1 (4.12)
zu wählen. Dieser Ansatz liegt zunächst einmal nahe, da er zu einem Verschwinden des ersten
Terms in Gleichung (4.5) führt. Des Weiteren führt er zu einer Maximierung des ersten Terms in
der Abschätzung (4.11). Im Allgemeinen istᾱ jedoch nicht konstant und hängt insbesondere von
λ ab, was dazu führt, dass anstelle von Gleichung (4.12) eigentlich eine Lösung von
ᾱ(λ)λ = 1 (4.13)
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gefunden werden müsste, wobei jedoch die Beziehungᾱ(λ) im Allgemeinen nicht bekannt ist.
Ein weiteres mit diesem Ansatz verbundenes Problem besteht darin, dass für steigende Werte von
λ die mit u noise verbundenen Terme in Gleichung (4.5) und in Abschätzung (4.11) an Einfluss
gewinnen, was wiederum zu einer Verschlechterung der Konvergenzrate führt. Für eine optimale
Konvergenzrate müsste demnach fürλ ein Wert gewählt werden, der etwas kleiner als die kleinste
Lösung von Gleichung (4.13) ist.
Levi und Stark [42] untersuchten ebenfalls das Problem der Verwendung der optimalen Projek-
tionsstärkeλopt. Sie wiesen die Beziehung
λopt ≥ 1 (4.14)
nach und schlugen vor,λopt über die direkte Suche nach einem Maximum vonconv(λ) zu bestim-
men. Dieser Ansatz ist praktikabel, wenn die involvierten Projektionsoperatoren linear sind, da nur
in diesem Fall der Aufwand der Suche nachλopt klein gegenüber dem Aufwand einer Iteration ist.
Die im Transmissionsdesign typischerweise verwendeten Projektionsoperatoren (vgl. Abschnit-
te 2.4.1 und 2.4.2) besitzen diese Eigenschaft jedoch im Allgemeinen nicht.
Nashold und Saleh [87] untersuchten den Einfluss der Projektionsstärke auf die Konvergenzge-
schwindigkeit von Projektionsalgorithmen bei Verwendung von entsprechend des Schemas (2.13)
verstärkten Projektionen. Für die Wahl der während der Iteration konstant gehaltenen Projekti-
onsstärkeλ wurde dabei keine Strategie angegeben. In der genannten Arbeit wurde gezeigt, dass
Verbesserungen des Konvergenzverhaltens für bestimmte Werteλ > 1 erzielt werden können,
wobei jedoch zu große Werteλ auch zu einer Verschlechterung des Konvergenzverhaltens führen
können.
4.2 Konvergenzbeschleunigung beim Design von Phasentrans-
missionen
In diesem Abschnitt entwickeln wir ein Verfahren zur Veränderung der Projektionsstärke wäh-
rend der Iteration, welches bei Vorliegen einer Phaseneinschränkung in der Transmissionsebene
und Amplitudenfreiheit in der Signalebene typischerweise zu einer deutlichen Erhöhung der Kon-
vergenzgeschwindigkeit im Vergleich zum IFTA führt. Im Rahmen der in den Abbildungen 3.1
und 3.2 gezeigten Ablaufschemen für das Design von Strahlteilers ist das im Folgenden vorge-
stellte Verfahren somit während der SNR-Optimierung einsetzbar.
Zur Illustration der entwickelten Konzepte betrachten wir in diesem Abschnitt zwei Strahltei-
leranwendungen als Beispiele: Zum einen untersuchen wir das Design von regulären eindimen-
sionalen 1-zu-3-Strahlteilern, motiviert durch das Vorhandensein einer optimalen analytischen Lö-
sung für dieses Designproblem [88]. Hierbei werden 1024 Abtastwerte innerhalb einer Periode der
Transmission berechnet. Da der für eindimensionale Strahlteilerdesigns notwendige Rechenauf-
wand im Allgemeinen sehr niedrig ist, betrachten wir als zweites Beispiel mit dem Design eines
Strahlteilers zur Erzeugung eines regulären Feldes von 300× Signalordnungen ein etwas an-
spruchsvolleres Designproblem, wobei 1000×1 00 Abtastwerte innerhalb einer Periode berechnet







































































































Abbildung 4.1: Abhängigkeit der Konvergenzrate von der Projektionsstärke für das Design eines regulä-
ren 1-zu-3-Strahlteilers vor der ersten (a) bzw. vierten (b) Iteration der SNR-Optimierung; sowie für das
Design eines Strahlteilers zur Erzeugung eines regulären Feldes von 300×300 Signalordnungen eben-
falls vor der ersten (c) bzw. vierten (d) Iteration. Vor der SNR-Optimierung wurde entsprechend des in
Abbildung 3.1 gezeigten Ablaufs eine Phasensynthese mit jeweils 10 Iterationen durchgeführt.
werden.
4.2.1 Abhängigkeit der Konvergenzrate von der Projektionsstärke
In Abschnitt 4.1.2 wurde mit Gleichung (4.11) eine untere Abschätzung für den Zusammen-
hangv (n)conv(λ) abgeleitetet. In Abbildung 4.1 ist der tatsächliche Verlaufv
(n)
conv(λ) für die beiden
betrachteten Beispielanwendungen an jeweils zwei verschiedenen Iterationszuständen dargestellt.
Die optimale Projektionsstärkeλopt, d. h. die Position des Maximums vonv
(n)
conv(λ), wurde in den
Diagrammen von Abbildung 4.1 jeweils durch gestrichelte Linien gekennzeichnet. Es ist erkenn-
bar, dassλopt im Allgemeinen sowohl vom Designproblem als auch vom Status innerhalb der Itera-
tion abhängt: Während sich bei dem in den Abbildungen 4.1(a) und 4.1(b) betrachteten Designpro-
blem nur eine leichte Änderung vonλopt zwischen den beiden betrachteten Iterationszuständen
ergibt, kann im Vergleich von Abbildung 4.1(c) und 4.1(d) ein relativ starker Anstieg beobachtet
werden. Des Weiteren bestätigt sich in Abbildung 4.1 die Gültigkeit der Ungleichung (4.14).
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4.2.2 Steuerung der Projektionsstärke
Besonders in Diagramm 4.1(d) besteht fürλopt eine deutlich höhere Konvergenzratevconv(λopt) als
in dem beim IFTA vorliegenden Fall mitvconv(1). Eine dynamische Anpassung der Projektions-
stärke während der Iteration kann demnach zu einer deutlichen Verbesserung des Konvergenzver-
haltens führen.
Der in diesem Abschnitt vorgestellte Algorithmus verfolgt das Ziel, vor jeder Iteration dieje-
nige Projektionsstärkeλ zu finden, welche die Kurvevconv(λ) für die darauf folgende Iteration
maximiert. Damit aus der Erhöhung der Konvergenzrate im Vergleich zum Fallλ = 1 auch eine
höhere Konvergenzgeschwindigkeit resultiert, muss die Ermittlung vonλ mit einem relativ gerin-
gen Rechenaufwand verbunden sein.
Leider benötigt die Ermittlung eines Punktes der Kurvevconv(λ) einen Rechenaufwand, der et-
wa dem Aufwand einer Iteration entsprechend Gleichung (2.76) entspricht. Der in Abschnitt 4.1.3
erwähnte Ansatz von Levi und Stark [42], den Wertλopt durch Suche innerhalb vonvconv(λ) zu
bestimmen, erscheint daher nicht praktikabel. Das Wissen über den Verlauf der Kurvenvconv(λ)
muss somit während der Iteration gesammelt werden, wobei wir für eine Abschätzung vonλopt a -
nehmen müssen, dass sich der Kurvenverlauf – oder zumindest die Position des Kurvenmaximums
– zwischen aufeinanderfolgenden Iterationen nur leicht verändert.
In Abschnitt A.3.1 wird auf Basis der in Abschnitt 4.1.2 gezeigten Beziehung (4.11) folgendes
Schema zur Berechnung vonλ(n+1) als Approximation der in Iteration(n+1) optimalen Projekti-
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4.2.3 Konvergenzverhalten bei Beispielanwendungen
Um die mit dem in Abschnitt 4.2.2 vorgestellten Verfahren zur Projektionsstärkensteuerung mögli-
che Verbesserung des Konvergenzverhaltens zu demonstrieren, setzen wir dieses Verfahren inner-
halb der SNR-Optimierung für die beiden am Anfang von Abschnitt 4.2 vorgestellten Beispielan-
wendungen ein. Das resultierende Konvergenzverhalten wird verglichen mit dem IFTA sowie ei-
nem Algorithmus, der die optimale Projektionsstärke vor jeder Iteration über Suche innerhalb der
Kurve vconv(λ) ermittelt. Dabei wird die Iteration bei den drei betrachteten Verfahren mit jeweils
gleicher Startverteilung durchgeführt. Der letztgenannte Algorithmus führt zwar zu einer bestmög-
lichen Konvergenzrate innerhalb des betrachteten Input-Output-Schemas, ist jedoch auf Grund des
hohen Rechenaufwandes zur Ermittlung vonλopt nur von theoretischem Interesse.
Abbildung 4.2(a) zeigt die Entwicklung des Signal-Rausch-Verhältnisses für das Design ei-
nes regulären 1-zu-3-Strahlteilers. Im Vergleich zum IFTA kann für den Algorithmus nach Ab-
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λ = λopt
Abschnitt 4.2.2











































Abbildung 4.2: Verlauf von SNR (a) und Projektionsstärke (b) während der Iteration zur SNR-Optimierung
beim Design eines regulären 1-zu-3-Strahlteilers für IFTA (durchgängige Linie), für den Algorithmus mit
Projektionsstärkenveränderung entsprechend Abschnitt 4.2.2 (gestrichelte Linie) sowie für einen Algo-
rithmus, der die optimale Projektionsstärke vor jeder Iteration über Suche innerhalb der Kurve vconv(λ)
ermittelt (gepunktete Linie)
schnitt 4.2.2 ein deutlich schnelleres Ansteigen des SNRs beobachtete werden. Im Vergleich zu
dem in der gepunkteten Kurve gezeigten maximal möglichen SNR-Anstieg ergibt sich für den
Algorithmus nach Abschnitt 4.2.2 im Wesentlichen eine Verzögerung von einer Iteration, welche
darauf zurückzuführen ist, dass in der ersten Iteration die Projektionsstärkeλ(0 ) = 1 verwendet
wird.
Aus dem Verlauf der gepunkteten Kurve in Abbildung 4.2(b) wird ersichtlich, dass die opti-
male Projektionsstärke während der ersten fünf Iterationen annähernd konstant ist mit dem Wert
λopt ≈ 1.25. Dieses Verhalten, welches sich auch schon im Vergleich der Abbildungen 4.1(a)
und 4.1(b) zeigte, stellt eine spezielle Eigenschaft dieses Designproblems dar. Für alle drei betrach-
teten Designalgorithmen wird eine Konversionseffizienz im Bereich92.50 % ≤ ηconv ≤ 92.52 %
erreicht, was sehr nah an die Effizienz der optimalen Lösung dieses Designproblems [88] von
92.56 % heranreicht. Im Verlauf der SNR-Optimierung ist jeweils ein leichter Abfall der Konver-
sionseffizienz zu beobachten, wobei sich das Verhalten für die drei betrachteten Ansätze ähnelt.
Da der zum Design von eindimensionalen Strahlteilern notwendige Rechenaufwand ohnehin
in der Regel sehr gering ist, ergibt sich durch den Einsatz des Verfahrens nach Abschnitt 4.2.2
bei dem ersten Beispiel noch kein nennenswerter praktischer Nutzen. Für das zweite betrachtete
Bespiel, bei dem mit1000× 1000 Abtastwerten gerechnet wird, ergibt sich jedoch eine andere Si-
tuation. Da bei diesem Beispiel der Aufwand zur Ermittlung der optimalen Projektionsstärke schon
relativ hoch ist, vergleichen wir in Abbildung 4.3 nur IFTA und Algorithmus nach Abschnitt 4.2.2
miteinander. In Abbildung 4.3(a) zeigt sich, dass für den Algorithmus nach Abschnitt 4.2.2 zur
Erreichung eines bestimmten SNR-Werts nur etwa die halbe Anzahl von Iterationen notwendig ist.
Da der zusätzliche Rechenaufwand zur Ermittlung der Projektionsstärke bei großen Feldern klein
wird gegen den Rechenaufwand der Propagationsschritte, zeigt sich, dass in der Praxis durch den
Algorithmus nach Abschnitt 4.2.2 eine deutliche Verbesserung der Konvergenzgeschwindigkeit
erreicht werden kann.
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Abschnitt 4.2.2










































Abbildung 4.3: Verlauf von SNR (a) und Projektionsstärke (b) während der Iteration zur SNR-Optimierung
beim Design eines Strahlteilers zur Erzeugung eines regulären Feldes von 300×300 Signalordnungen
für den IFTA (durchgängige Linie) und den Algorithmus mit Projektionsstärkenveränderung entsprechend
Abschnitt 4.2.2 (gestrichelte Linie)
4.2.4 Sicherstellung der Konvergenz des Algorithmus
Im Fallλ = 1 stimmt der durch die Gleichungen (2.76) und (4.1) gegebene Input-Output-Algorithmus
mit dem IFTA überein, womit gemäß Abschnitt 5.1.1 die SDE-Konvergenz für diesen Fall sicher-
gestellt ist. Obwohl die Wahl vonλ entsprechend Abschnitt 4.2.2 für die betrachtete Art von De-
signproblemen im Allgemeinen zu einer Verbesserung der Konvergenzeigenschaften im Vergleich
zum Fallλ = 1 führt, kann jedoch der Fallvconv(λ) < 0 im Allgemeinen nicht ausgeschlos-
sen werden. Für konvexeEinschränkungsmengen wurde von Youla und Webb die Konvergenz für
0 < λ < 2 nachgewiesen [43]. Da jedoch insbesondere die Transmissionseinschränkung typi-
scherweise nicht konvex ist (vgl. Abschnitt 2.4.1) und eine Einschränkung aufλ < 2 nicht wün-
schenswert erscheint (vgl. Abbildung 4.1(d)), kann die Konvergenz des Algorithmus nur durch
eine Modifikation des Schemas (4.1) zur Ermittlung des Steuerfelds sichergestellt werden.
Wir prüfen hierzu nach jeder Iterationn die Erfüllung der Konvergenzbedingungv (n)conv > 0,
welche äquivalent ist mit der BedingungJ(u (n)out) < J(u
(n-1)
out ). Falls sie erfüllt ist, wird die entspre-
chend Abschnitt 4.2.2 ermittelte Projektionsstärkeλ(n+1) verwendet. Anderenfalls wird Iterationn
verworfen und mitλ = 1 basierend auf dem Ergebnis der vorangegangenen Iteration fortgefahren.














4.3 Überwindung von durch den Quantisierungsoperator ver-
ursachten Stagnationen
Nach einer Betrachtung des Softquantisierungsverfahrens in Abschnitt 4.3.1 entwickeln wir in Ab-
schnitt 4.3.2 ein für quantisierte Transmissionen geeignetes Steuerungsverfahren für die Projekti-
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onsstärke. In Abschnitt 4.3.3 wird dieses Verfahren anhand einer Bespielanwendung demonstriert.
4.3.1 Eigenschaften des Softquantisierungsverfahrens
Eine weit verbreitete Methode zum wellenoptischen Design quantisierter Transmissionsfunktionen
ist das in Abschnitt 3.1.4 eingeführte Softquantisierungsverfahren. Obwohl dieses Verfahren in
vielen Fällen ausreichend gute Ergebnisse liefert, besitzt es einige negative Eigenschaften, welche
im Folgenden diskutiert werden.
Da während der Iterationen der Softquantisierungsparameter schrittweise vonλ = 0 (keine
Quantisierung) aufλ = 1 (vollständige Quantisierung) erhöht wird, muss die Anzahlnsoftquantder
dafür vorgesehenen Iterationen vorher festgelegt werden. Wegen der mit dem Quantisierungsope-
ratorΠquant,Q ≡ Π1softquant,Q verbundenen Stagnationsprobleme kann durch weitere Iterationen mit
λ = 1 typischerweise keine Verbesserung des Ergebnisses erzielt werden. Wie in Referenz [36]
gezeigt wird, führen größere Werte vonnsoftquant nur tendenziell zu besseren Ergebnissen. Die
wünschenswerte Eigenschaft von Optimierungsverfahren, dass mit einer Erhöhung des Rechen-
aufwands eine Verbesserung des Ergebnisses erzielt werden kann, ist somit für das Softquantisie-
rungsverfahren nicht erfüllt.
Als weitere negative Eigenschaft stellt sich die relativ starke Abhängigkeit des Ergebnisses der
Softquantisierung von der gewählten Startverteilung dar. Zur Illustration hiervon betrachten wir
als Beispiel die Softquantisierung für reguläre 1-zu-3-Strahlteiler auf vier Quantisierungsstufen.
Die schwarzen Balken in Abbildung 4.4 zeigen die Verteilung der bei der Softquantisierung mit
100 verschiedenen Startverteilungen erzielten Konversionseffizienzen. Dabei wurde Designsche-
mas aus Abbildung 3.2 mit 10 Iterationen für die Signalphasensynthese, 50 Iterationen für die die
SNR-Optimierung und 100 Iterationen für die Softquantisierung angewendet.
Da typischerweise das Ziel besteht, gute Ergebnisse sowohl für Effizienz als auch für das
Signal-Rausch-Verhältnis zu erzielen, werden in den Histogrammen von Abbildung 4.4 untere
Schwellwerte für das SNR vorgegeben: 50 dB für Abbildung 4.4(a) und 30 dB für Abbildung 4.4(b).
Designs, deren SNR unter dem betrachteten Schwellwert liegt, werden in den jeweils ersten Bal-
ken erfasst, während die weiteren Balken die Verteilung der erreichten Konversionseffizienzen für
Designs mit einem SNR oberhalb des Schwellwertes darstellen.
Wie aus der Ergebnisverteilung in Abbildung 4.4 zu sehen ist, kann über die Betrachtung einer
hohen Anzahl von Startverteilung mit der Softquantisierung in vielen Fällen ein gutes Ergebnis
erzielt werden. Dennoch ist ein in einem stärkerem Maße deterministisches Designverfahren er-
strebenswert.
Eine weitere Motivation zur Entwicklung eines verbesserten Verfahrens ist durch die mit der
Softquantisierung verbundene Begrenzung des erzielbaren SNRs gegeben: Während in dem zuletzt
betrachteten Beispiel in einigen Fällen SNR-Werte über 50 dB erreicht werden konnten, ist es für
Strahlteilungsprobleme mit einer höheren Anzahl von Signalordnungen teilweise schwierig, mit
Hilfe der Softquantisierung überhaupt Lösungen oberhalb von 30 dB zu finden.

















































































































Abbildung 4.4: Verteilung der erreichten Konversionseffizienzen für Designs mit einem Signal-Rausch-
Verhältnis oberhalb von 50 dB (a) bzw. 30 dB für die über die Abbildungen 3.2 und 4.5 beschriebenen
Designverfahren ohne bzw. mit verstärkten Projektionen. Zur Ermittlung der Ergebnisverteilung wurden
jeweils 100 Designs mit zufällig gewählten Startverteilungen durchgeführt.
4.3.2 Anwendung verstärkter Projektionen
Zur Überwindung der durch Quantisierungsoperatoren hervorgerufenen Stagnationen greifen wir
wiederum auf den in Abschnitt 4.1.1 entwickelten Grundansatz zurück. Die im Folgenden be-
schriebene Iterationsphase mit verstärkten Projektionen kann – wie in Abbildung 4.5 gezeigt wird
– im Anschluss an die Softquantisierung durchgeführt werden. Insbesondere bei einer relativ ho-
hen Anzahl von Quantisierungswerten (m  8) kann der Softquantisierungsschritt jedoch auch
übersprungen werden.
Zur Entwicklung eines Verfahrens für die Steuerung der Projektionsstärkeλ während der Ite-
rationen gehen wir ähnlich vor wie schon in Abschnitt 4.2.1 und betrachten zunächst die Abhän-
gigkeit der Konvergenzrate von der Projektionsstärke. Abbildung 4.6 zeigt einen typischen Verlauf
der Kurvev (n)conv(λ), welche entlang der x-Achse in drei Bereiche unterteilt werden kann: (1) den
Stagnationsbereich mitvconv(λ) = 0 (im Beispiel für0 ≤ λ ≤ 63.390); (2) den Konvergenzbe-
reich mitvconv(λ) > 0 (im Beispiel für63.390 ≤ λ ≤ 63.404) und (3) den Divergenzbereich mit
vconv(λ) < 0 (im Beispiel für63.404 ≤ λ). Durch Iterationen mit Projektionsstärken innerhalb
des Stagnationsbereiches wird die Transmissionsfunktion nicht verändert. Dies trifft in unserem
Beispiel auf herkömmliche IFTA-Iterationen zu, daλ = 1 zum Stagnationsbereich gehört. Für
zunehmende Werte fürλ außerhalb des Stagnationsbereiches treten mehr und mehr Änderungen
an der Transmission auf. Die in der Kurve von Abbildung 4.6 beobachtbaren Sprünge entspre-
chen jeweils der Änderung von resultierenden Quantisierungswerten an einzelnen Positionen der
Transmissionsfunktion.
Die Steuerung der Projektionsstärke wird erschwert durch den Umstand, dass sich die Lage
des Konvergenzbereiches durch Iterationen außerhalb des Stagnationsbereiches verändern. Da der
Konvergenzbereich zudem typischerweise sehr schmal im Vergleich zum Stagnationsbereich ist,
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(1) Initialisierung: Setze t (0 ) durch Rückwärtspro-
pagation eines Signalfelds mit zufällig gewähl-
ten Phasen der Signalordnungen
(2) Signalphasensynthese: Iterationen mit Πphase
und ΠP, d. h. ohne Amplitudenfreiheit und
Quantisierung
(3) SNR-Optimierung: Iterationen mit Πphaseand
ΠPAS, d. h. ohne Quantisierung
(4) Softquantisierung: Iterationen mit Πλsoftquant,Q
für linear ansteigende Projektionsstärke λ so-
wie ΠPAS
(5) Verstärkte Projektionen: Iterationen mit
Πquant,Q und verstärkten Signalprojektionen
Πλsig
Abbildung 4.5: Schritte beim Design quantisierter



























Abbildung 4.6: Abhängigkeit der Konvergenzrate
von der Projektionsstärke für einen typischen Ite-
rationszustands während des Design eines regu-
lären 1-zu-3-Strahlteilers mit Q = 4
erscheint es nicht länger möglich, wie in Abschnitt 4.2.2 ein Modell für die Kurvev (n)conv(λ) auf-
zustellen, wobei ja das Ziel bestand, eine Approximation fürλopt über dieses Modell zu erhalten.
Leichte Abweichungen vonλopt würden häufig zu Iterationen im Stagnations- oder Divergenzbe-
reich führen.
Andererseits erscheint es jedoch nicht sehr schwer, einen Algorithmus mit verstärkten Projek-
tionen zu konstruieren, welcher eine höhere Konvergenzratevconv als IFTA mit λ = 1 besitzt, da
– wie schon erwähnt – der IFTA typischerweise nach wenigen Iterationen stagniert, wasvconv = 0
bedeutet. Wir konstruieren im Folgenden einen Algorithmus zur Steuerung der Projektionsstärke,
welcher die Strategie der binären Suche [89] zum Auffinden des Konvergenzbereichs benutzt.
Zur Speicherung des Wissens über die Lage des Konvergenzbereichs benutzt der Algorithmus
zwei Variablenλl undλu , welche untere bzw. obere Schranken für die im Allgemeinen unbekann-
ten Grenzen des Konvergenzbereichs darstellen. In jeder Iterationn st der Konvergenzbereich
demnach ein Unterbereich von[λ(n)l , λ
(n)
u ]. Da vor Beginn der Iterationen kein Wissen über die
Lage des Konvergenzbereichs vorhanden ist, wird die Iteration mit den Wertenλ(0 ) = 1, λ(0 )l = 0
undλ(0 )u = ∞ gestartet. Nach jeder Iterationenn wird geprüft, zu welchem der drei Bereiche die
vorher gewählte Projektionsstärkeλ(n) gehört. Fallsλ(n) zum Stagnationsbereich gehört, kennen
wir eine neue untere Schranke für den Konvergenzbereich. Im Gegensatz hierzu ergibt sich für Ite-
rationen im Divergenzbereich eine neue obere Schranke, wobei derartige Iterationen rückgängig
gemacht werden müssen, um eine Konvergenz des Algorithmus sicherzustellen.
Iterationen innerhalb des Konvergenzbereichs stellen das eigentliche Ziel dar, wobei in diesem
Fall jedoch das Wissen über die Lage des Konvergenzbereichs verloren geht. Für die nächste Itera-





Falls noch keine endliche obere Schrankeλ(n+1)u bekannt ist, wird die Projektionsstärke um einen
konstanten Faktorλincr > 1 erhöht.
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falls λ(n) außerhalb des Konvergenzbe-




Die Wahl vonλincr in Gleichung (4.17c) ist nach unserer Erfahrung nicht sehr kritisch: Die Kon-
stanteλincr muss in jedem Fall größer als 1 gewählt werden, wobei kleine Werte fürλincr das
Auffinden des Konvergenzbereichs aus dem Stagnationsbereich heraus verlangsamen und große
Werte zu einem häufigeren Auftreten des Divergenzbereiches führen. Der im Folgenden verwen-
dete Wertλincr = 1.3 stellt einen geeigneten Kompromiss dar.
Für den beschriebenen Iterationsprozess können verschiedene Abbruchkriterien gewählt wer-
den. Theoretisch kann die Iteration solange fortgesetzt werden, bisλ(n)l und λ
(n)
u innerhalb der
begrenzten Rechengenauigkeit gleich sind, d. h. so lange, bis kein Konvergenzbereich mehr gefun-
den werden kann.
Von den ersten 250 Iterationen eines typischen Iterationsprozesses fielen 58 % in den Konver-
genzbereich und nur 5 % in den Stagnationsbereich. Mit dem Verlauf der Iterationen nimmt der
Anteil der Iterationen innerhalb des Konvergenzbereichs jedoch typischerweise ab.
4.3.3 Konvergenzverhalten bei Beispielanwendungen
Bei der Durchführung von 100 Designs entsprechend des Ablaufschemas aus Abbildung 4.5 re-
sultierte die in den weißen Balken des Histogramms in Abbildung 4.4(a) dargestellte Ergebnisver-
teilung. Die Iterationsphase mit verstärkten Projektionen wurde dabei beendet, sobald der SNR-
Schwellwert von 50 dB erreicht wurde. Bei dem betrachteten Beispiel war dies stets nach weni-
ger als 100 Iterationen der Fall. Im Vergleich der schraffierten Balken mit den weißen Balken in
Abbildung 4.4(a) erkennen wir, dass durch Anwendung der Iterationsphase mit verstärkten Pro-
jektionen einerseits stets ein SNR oberhalb von 50 dB erreicht werden konnte und andererseits die
Wahrscheinlichkeit der Erzielung einer Lösung mit gleichzeitig hohem SNR und hoher Effizienz
deutlich gesteigert werden konnte: Die Wahrscheinlichkeit der Erzielung einer Effizienz oberhalb
72 % bei einem SNR oberhalb von 50 dB konnte von etwa 10 % auf etwa 50 % gesteigert werden.
Falls niedrigere SNR-Werte akzeptabel sind, kann die Wahrscheinlichkeit der Erzielung ho-
her Effizienzen durch Einschränkung der Skalierungsfreiheit in der Signalprojektion (vgl. Ab-
schnitt 2.4.2) weiter gesteigert werden. Zur Erzielung höchstmöglicher Effizienzen stellt es sich












































Abbildung 4.7: Verlauf von SNR (a) und Projektionsstärke während der Iterationen des Algorithmus aus
Abschnitt 4.3.2 beim Desing eines regulären 1-zu-3-Strahlteilers mit Q = 4.
im Allgemeinen als günstig heraus, die untere Grenze für den Skalierungsfaktor entsprechend ei-
ner Effizienz zu wählen, welche höher als der tatsächlich erreichbare Wert ist. Da sich hiermit die
Problemstellung jedoch stärker von einer Konsistenz entfernt (vgl. Abschnitt 2.1.2), ist mit Einbu-
ßen hinsichtlich des erzielten SNRs zu rechnen. In dem betrachteten Beispiel führte die Einführung
einer unteren Schranke für den Skalierungsfaktor, welche einer Effizienz von 74 % entspricht, zu
der in den weißen Balken des Histogramms aus Abbildung 4.4(b) dargestellten Ergebnisvertei-
lung. Für fast alle Startverteilungen wurden hierbei Effizienzen oberhalb von 72 % erreicht, wobei
jedoch die erzielten SNRs in vielen Fällen unterhalb von 50 dB blieben.
Die Abbildungen 4.7(a) und 4.7(b) zeigen den Verlauf von SNR und Projektionsstärke während
der Iteration des Algorithmus aus Abschnitt 4.3.2 mit einer für das oben betrachtete Beispiel über
Softquantisierung ermittelten Startverteilung. Innerhalb der betrachteten 118 Iterationen kann das
SNR deutlich gesteigert werden. Danach ist ein Auffinden des Konvergenzbereichs nicht mehr
möglich. Die Konversionseffizienz steigt in diesem Beispiel während der Iteration von 73.18 %
auf 73.22 % leicht an.
Als ein weiteres Beispiel betrachten wir das Design eines zweidimensionalen Strahlteilers zur
Erzeugung eines regulären Feldes von300 × 300 Signalordnungen mitQ = 4 unter Verwendung
von 1000×1000 Abtastwerten. Ein Design über Softquantisierung entsprechend des Schemas von
Abbildung 3.1 führte zu dem Ergebnis SNR = 15.9 dB undηconv = 59.8 %. Nehmen wir diese
Lösung als Startverteilung für den Algorithmus aus Abschnitt 4.3.2, erhalten wir nach 500 Itera-
tionen bei voller Skalierungsfreiheit die Werte SNR = 28.5 dB undηconv = 54.7 %. Das SNR wurde
in diesem Fall demnach auf Kosten der Konversionseffizienz erhöht. Um ein Abfallen der Konver-
sionseffizienz während der Iteration zu vermeiden, ist eine Beschränkung der Skalierungsfreiheit
notwendig. Die Einführung einer unteren Grenze für den Skalierungsfaktor, welche einer Effizi-
enz von 65 % entspricht, führte bei erneuter Durchführung von 500 Iterationen beginnend mit dem
Ergebnis der Softquantisierung zu SNR = 28.6 dB undηconv = 60.2 %. Es konnte somit sowohl
hinsichtlich des SNRs als auch hinsichtlich der Konversionseffizienz eine Verbesserung gegenüber




In Abschnitt 2.4 wurde mit dem Iterativen Fouriertransformationsalgorithmus (IFTA) ein Verfah-
ren zur Lösung monofunktionaler Transmissionsdesignprobleme vorgestellt. Daran anknüpfend
werden in den Abschnitten 5.1 und 5.2 zwei für multifunktionale Transmissionsdesignprobleme
geeignete Ansätze vorgestellt. In Abschnitt 5.3 werden die Konvergenzeigenschaften beider Ver-
fahren anhand einer Beispielanwendung untersucht und diskutiert. Weitere Beispielanwendungen
für multifunktionale Designverfahren werden in Kapitel 6 betrachtet. Den Bezug der vorgestellten
Verfahren zu früheren Arbeiten stellen wir in Abschnitt 5.4 dar.
5.1 Paralleler Multiprojektionsalgorithmus
Bei der Spezifikation von Transmissionsdesignproblemen laut Abschnitt 2.3.1 erfolgt eine Be-
schreibung der Transmissions- und Signaleinschränkungen durch EinschränkungsmengenM tran
bzw.Msig,β (β = 1 . . . B). Beispiele für häufig in diesem Zusammenhang verwendete Einschrän-
kungsmengenMtran undMsig,β sowie zugehörige ProjektionsoperatorenΠtran bzw.Πsig,β können
in den Abschnitten 2.4.1 und 2.4.2 gefunden werden. Diese Einschränkungsmengen und Projekti-
onsoperatoren eigenen sich jedoch nicht für die Anwendung des in Abschnitt 2.1.6 vorgestellten
parallelen Multiprojektionsalgorithmus (PMPA), da die Eingangsfelderu in,β sowie die Propagati-
onsoperatorenPβ in den Einschränkungsmengen keine Berücksichtigung finden. Wie die folgende
Darstellung zeigt, können die gegebenen Einschränkungsmengen jedoch hinsichtlich einer An-
wendbarkeit des PMPAs umformuliert werden.
In Abschnitt 5.1.1 betrachten wir Designprobleme, bei denen für sämtliche optischen Funktio-
nen dasselbe Beleuchtungsfeld spezifiziert ist. Diese Einschränkung wird in dem darauf folgenden
Abschnitt 5.1.2 aufgehoben.
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5.1.1 Designprobleme mit in allen optischen Funktionen identischen Ein-
gangsfeldern
In diesem Abschnitt betrachten wir multifunktionale Designprobleme, bei denen die den einzelnen
optischen Funktionen zugeordneten Eingangsfelderuin,β (β = 1 . . .B) jeweils gleich sind, d. h.
uin,1 = uin,2 = . . . = uin,B = u in . (5.1)
In diesem Fall können die EinschränkungsmengenMj (j = 1 . . .N) analog zu Gleichung (2.65)
definiert werden:
Mβ = {P -1β u : u ∈ Msig,β} (β = 1 . . .B), (5.2a)
MN = {u in t : t ∈ Mtran}. (5.2b)
Als zugehörige Projektionsoperatoren definieren wir in Analogie zu den Gleichungen (2.66a) und
(2.66b)
Πβ u = P
-1
β Πsig,β Pβ u (β = 1 . . .B) (5.3a)
ΠN u = u in Πtranu
-1
in u. (5.3b)
Falls die in den Sätzen 2.67 und 2.68 genannten Voraussetzungen erfüllt sind, resultiert somit bei
Anwendung des PMPAs mit den Projektionsoperatoren (5.3) entsprechend Satz 2.22 eine SSDE-
Konvergenz.
5.1.2 Verallgemeinerung auf beliebige Eingangsfelder
Im vorangegangenen Abschnitt erfolgte die Berücksichtigung der Eingangsfelder entsprechend
Gleichung (5.2b) innerhalb der MengeMN . Die Definition der MengeMN entsprechend Glei-
chung (5.2b) ist jedoch an die Bedingung (5.1) geknüpft, da hierbei nurei Eingangsfeldu in be-
rücksichtigt werden kann. Aufgrund der im Zusammenhang mit Gleichung (2.73a) getroffenen
Diskussion können die Eingangsfelderuin,β auch nicht ohne weiteres innhalb der Einschränkungs-
mengenMβ (β = 1 . . . B) erfasst werden, da in diesem Fall die effektive Durchführung der
zugehörigen Projektion im Allgemeinen nicht möglich ist. Mit Hilfe der im Beweis zu Satz 2.22
verwendeten äquivalenten Formulierung des PMPAs im ProduktraumHN ist eine Übertragung des
Konzepts des PMPAs auf den in diesem Abschnitt betrachteten allgemeinen Fall multifunktionaler
Transmissionsdesignprobleme jedoch möglich, wie im Folgenden gezeigt wird.
Wir betrachten hierzu in Abwandlung zu den Gleichungen (5.2) die Einschränkungsmengen
Mβ = {P -1β u : u ∈ Msig,β} (β = 1 . . .B), (5.4a)
MN = Mtran (5.4b)
mit den in Analogie zu den Gleichungen (5.3) gegebenen Projektionsoperatoren
Πβ u = P
-1
β Πsig,β Pβ u (β = 1 . . .B), (5.5a)
ΠN u = Πtranu. (5.5b)
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In Abwandlung der Gleichungen (2.26) und (2.28) können hieraus unter Berücksichtigung der
Eingangsfelderuin,β die MengenM̃1 ⊆ HN bzw.M̃2 ⊆ HN definiert werden:
M̃1 = {u = (u1, u2, . . . , uN) : uj ∈ Mj, j = 1 . . .N}, (5.6a)
M̃2 = {u = (uin,1tu, uin,2tu, . . . , uin,Btu, tu) : tu ∈ H}. (5.6b)
Die MengenM̃1 undM̃2 entsprechend dieser Definition spiegeln die gegebenen Einschränkungen
korrekt wider und ermöglichen – wie im Folgenden gezeigt wird – die Definition von effektiv
durchführbaren zugehörigen Projektionsoperatoren. Für die Projektion aufM̃1 ist der zugehörige
Projektionsoperator̃Π1 durch Gleichung (2.24b) gegeben.
Zur Projektion aufM̃2 betrachten wir den folgenden Operator:








wobei in Gleichung (5.7b) zur Vereinfachung der Notationuin,N ≡ 1 gesetzt wurde.
Satz 5.8 Der über die Gleichungen(5.7) definierte Operator̃Π2 bewirkt eine Projektion auf die
durch Gleichung(5.6b)gegebene MengẽM2.
Mit Satz 5.8, dessen Beweis in Anhang A.4.1 dokumentiert ist, folgt für den Algorithmus
u(n) = Π̃2Π̃1u
(n−1) (5.9)
analog zu den Betrachtungen in Abschnitt 2.1.6 die Konvergenzeigenschaft
J(u(n)) ≤ J(u(n−1)). (5.10)
Motiviert durch die in Gleichung (5.6b) gegebene Darstellung der Elementeu(n) ∈ M̃2 definieren






















2 ≤ Ĵin(t (n−1)u )2. (5.12)
Zur Veranschaulichung dieser Konvergenzeigenschaft soll im FolgendenĴin(t (n)) über die Propa-











||uin,jt (n)u − Πjuin,jt (n)u ||2. (5.13)
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γ-1β ||Pβ uin,β t (n)u − Πsig,β Pβ uin,β t (n)u ||2 und (5.14b)
Ĵtran(u
(n))2 = ||t (n)u − Πtrant (n)u ||2. (5.14c)
Die Anwendbarkeit des PMPAs für beliebige multifunktionale Transmissionsdesignprobleme wur-
de somit nachgewiesen und seine Konvergenzeigenschaften untersucht. Im folgenden Abschnitt 5.2
wird ein hierzu alternativer Projektionsalgorithmus betrachtet, welcher – wie die folgende Diskus-
sion zeigt – Vorteile gegenüber dem PMPA aufweist.
5.2 Paralleler Transmissionsdesignalgorithmus
Der Parallele Transmissionsdesignalgorithmus(PTDA) stellt eine Alternative gegenüber dem im
vorangegangenen Abschnitt betrachteten PMPA dar, wobei die Motivation zur Konstruktion dieses
alternativen Verfahrens in Abschnitt 5.2.1 gegebenen wird. Bei der Darstellung des Grundprin-
zips des PTDAs in Abschnitt 5.2.2 zeigt sich, dass hierbei der Algorithmus nicht wie bisher für
beliebige Transmissionseinschränkungen allgemein formuliert werden kann, sofern eine Konver-
genzeigenschaft erfüllt sein soll. Daher werden in den Abschnitt 5.2.3 – 5.2.5 die in der Praxis
wichtigsten Typen von Transmissionseinschränkungen separat betrachtet.
5.2.1 Motivation
Unter denN = B + 1 Einschränkungen eines multifunktionalen Transmissionsdesignproblems
nimmt die Transmissionseinschränkung eine Sonderstellung ein, da ihre Erfüllung im Allgemei-
nen eine Voraussetzung für die Überführbarkeit der Transmissionsfunktion in ein real herstellbares
optische Element darstellt. Demnach muss für eine Lösung des Designproblems die Transmissi-
onseinschränkung in jedem Fall erfüllt sein. Im Gegensatz hierzu ist die Erfüllung der den opti-
schen Funktionen zugeordneten Einschränkungen laut Abschnitt 2.1.2 jedoch im allgemeinen Fall
inkonsistenter Problemstellungen nicht möglich.
Bei monofunktionalen Transmissionsdesignproblemen (B = 1) kann die Erfüllung der Trans-
missionseinschränkung sichergestellt werden, indem – wie bei dem in Abschnitt 2.4.3 vorgestell-
ten IFTA – als letzte Operation innerhalb jeder Iteration der Transmissionsprojektionsoperator
angewendet wird. Wie in Abschnitt 2.4.4 gezeigt, erhalten wir in diesem Fall entsprechend Glei-
chung (2.72) eine Konvergenz bezüglich des modifizierten SDEsJin(t (n)), wobei wegen der Erfül-
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Bei der Anwendung des PMPAs laut Abschnitt 5.1 ist die Transmissionseinschränkung nach An-
wendung des ProjektionsoperatorsΠ̃2 aus Gleichung (2.24c) im Allgemeinen nicht erfüllt. Aus
der in Abschnitt 5.1.2 entsprechend Gleichung (5.12) nachgewiesenen Konvergenz bezüglich des




ableiten, wobeiĴsig durch Gleichung (5.14b) gegeben ist. Eine Ausnahme stellt der Fall dar, dass
Ĵin(t
(n))2 gegen Null konvergiert, was nur für konsistente Optimierungsprobleme möglich ist. In
diesem Fall resultiert auch für̂Jin(Πtrant (n))2 eine Konvergenz gegen Null.
Das Konvergenzverhalten des PMPAs bezüglichĴin(Πtrant (n))2 kann somit tendenziell umso
schlechter werden, je stärker die dem Optimierungsproblem auferlegten Einschränkungen von ei-
ner Konsistenz abweichen. Von einem Verfahren mit einer Konvergenz bezüglichĴin(Πtrant (n))2
können insbesondere für stark inkonsistente Designprobleme bessere Ergebnisse erwartet werden,
was die Motivation für die im Folgenden beschriebene Konstruktion des PTDAs darstellt.
5.2.2 Grundprinzip
Die Konstruktion des PTDAs erfolgt im Vergleich zur Definition (5.6) der Einschränkungsmen-
genM̃1 und M̃2 des PMPAs über eine Verlagerung der Transmissionseinschränkung aus der
MengeM̃1 nachM̃2. Somit ist bei Anwendung des Algorithmus
u(n) = Π̃2Π̃1u
(n−1) (5.17)
nach jeder Iteration die Transmissionseinschränkung erfüllt, was der im vorangegangenen Ab-
schnitt gegebenen Motivation für die Konstruktion des PMPAs entspricht. Diese Modifikation der
Definition (5.6) führt zu folgenden Einschränkungsmengen für den PTDA:
M̃1 = {u = (u1, u2, . . . , uB) : uβ ∈ Mβ, β = 1 . . . B}, (5.18a)
M̃2 = {u = (uin,1tu, uin,2tu, . . . , uin,Btu) : tu ∈ Mtran}. (5.18b)
Zur Formulierung des Algorithmus benötigen wir die zũM1 undM̃2 gehörigen Projektionsope-
ratorenΠ̃1 bzw. Π̃2. WährendΠ̃1 analog zu Gleichung (2.24b) aus den ProjektionsoperatorenΠβ
(β = 1 . . .B) konstruiert wird über
Π̃1u = (Π1u1, Π2u2, . . . , ΠBuB), (5.19)
kannΠ̃2 demgegenüber nicht ohne weiteres für beliebige Transmissionseinschränkungen einheit-
lich formuliert werden. Die zunächst auf Grund von Gleichung (5.7) naheliegende Konstruktion
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ist nicht notwendigerweise abstandsminimierend, da bei Betrachtung dreier MengenMa ⊇ Mb ⊇
Mc mit zugehörigen ProjektionsoperatorenΠa→b : Ma → Mb, Πb→c : Mb → Mc, undΠa→c :
Ma → Mc die Beziehung
Πa→c = Πb→c Πa→b (5.21)
nicht notwendigerweise erfüllt ist. Der OperatorΠ̃2 gemäß der Definition (5.20) entspricht hierbei
einem OperatorΠb→c Πa→b mit
Ma = HB, (5.22a)
Mb = {u = (uin,1t, uin,2t, . . . , uin,Bt) : t ∈ H} und (5.22b)
Mc = M̃2 = {u = (uin,1t, uin,2t, . . . , uin,Bt) : t ∈ Mtran}, (5.22c)
und bewirkt somit im Allgemeinen keine Projektion aufMc = M̃2.
In den folgenden Abschnitten 5.2.3 und 5.2.4 werden wir mit der Phasen- bzw. Phasenquan-
tisierungseinschränkung zwei Fälle betrachten, in denen das Schema (5.20) zu Konstruktion von
Π̃2 dennoch erfolgreich ist. Für die in Abschnitt 5.2.5 betrachtete Amplitudeneinschränkung, kann
demgegenüber die Abstandsminimierung vonΠ̃2 bei einer Definition entsprechend der Gleichun-
gen (5.20) nicht sichergestellt werden.
5.2.3 Phaseneinschränkung
Als Spezialfall der Mengendefinitionen (5.18) ergibt im Fall der Phaseneinschränkung
M̃1 = {u = (u1, u2, . . . , uB) : uβ ∈ Mβ, β = 1 . . . B}, (5.23a)
M̃2 = {u = (uin,1tu, uin,2tu, . . . , uin,Btu) : tu ∈ Mphase}, (5.23b)
wobeiMphasedurch Gleichung (2.59) gegeben ist.
Zur Definition der zugehörigen Projektionsoperatoren betrachten wir
Π̃1u = (Π1u1, Π2u2, . . . , ΠBuB) und (5.24a)











Während die Abstandsminimierungseigenschaft vonΠ̃1 in Lemma 2.25 nachgewiesen wurde, zeigt
der nachfolgende Satz 5.25, dessen Beweis in Anhang A.4.2 dokumentiert wird, dass es sich bei
dem nach dem Schema (5.20) konstruierten OperatorΠ̃2 ebenfalls um einen Projektionsoperator
handelt. Somit folgt unter den genannten Voraussetzungen eine Konvergenz des PTDAs bezüglich
Ĵin(Πtrant
(n))2.
Satz 5.25Der OperatorΠ̃2 gemäß Gleichung(5.24b)definiert einen punktweise abstandsmini-
mierenden Projektionsoperator auf̃M2 aus Gleichung(5.23b).
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5.2.4 Quantisierungseinschränkung
Für die aus Abschnitt 2.4.1 bekannte Einschränkung aufQ äquidistante Phasenwerte ergibt sich̃M2
entsprechend Gleichung (5.18b) als
M̃2 = {u = (uin,1tu, uin,2tu, . . . , uin,Btu) : tu ∈ Mquant,Q}. (5.26)
Der folgende Satz zeigt, dass der nach dem Schema (5.20) konstruierte OperatorΠ̃2,








auch in diesem Fall einen Projektionsoperator darstellt, womit für den PTDA eine Konvergenz
hinsichtlichĴin(Πtrant (n))2 folgt.
Satz 5.28Der OperatorΠ̃2 aus Gleichung(5.27)definiert eine punktweise abstandsminimierende
Projektion aufM̃2 nach Gleichung(5.26).
Da in dem in Anhang A.4.3 dargestellten Beweis dieses Satzes keinen Gebrauch von der Äqui-
distanz der Phasenwerte iñMquant,Q gemacht wird, lässt sich das Schema (5.20) auch für die
Quantisierung auf nichtäquidistante Phasenwerte anwenden. Falls die Quantisierungswerte jedoch
auch Amplitudenvariationen besitzen, führt Schema (5.20) im Allgemeinen nicht mehr zu einem
Projektionsoperator, wie aus dem folgenden Abschnitt klar wird. In solchen Fällen kann jedoch
auf Grund der Endlichkeit der Menge der Quantisierungswerte ein Projektionsoperator konstruiert
werden, der für jede Positionx denjenigen Quantisierungswert wählt, welcher zu dem geringsten
Beitrag zur Metrikd(u, v) führt. Eine derartige Konstruktion ist allerdings im Vergleich zur Aus-
wertung von Gleichung (5.27) mit einen erhöhten Rechenaufwand verbunden.
5.2.5 Amplitudeneinschränkung
Die ProjektionΠ̃2 im Fall von Amplitudeneinschränkungen kann über die im Beweis von Satz 5.8
in Anhang A.4.1 gezeigte Vorgehensweise konstruiert werden als


















führen. Da im Allgemeinen
tv(x) = t′v(x) (5.31)
gilt, ist das Schema (5.20) zur Konstruktion vonΠ̃2 in diesem Fall also nicht erfolgreich.
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5.3 Vergleich der Konvergenzeigenschaften für eine Beispielan-
wendung
In diesem Abschnitt werden die Konvergenzeigenschaften des PTDAs für Phaseneinschränkun-
gen mit denen des PMPAs verglichen. In die Betrachtungen wird zusätzlich eine Abwandlung des
PTDAs mit einbezogen, welche eine im Vergleich zu Gleichung (5.24c) veränderte Mittelwerts-
bildung benutzt: Gleichung (5.24c) entspricht einer gewichteten Mittelung der den einzelnen opti-
schen Funktionen entsprechenden Transmissionen, wobei die Wichtung über die Intensitätsvertei-
lung der Eingangsfelder erfolgt. In der abgeänderten Variante erfolgt die Mittelung der einzelnen
Transmissionen ungewichtet, was in Abwandlung zu Gleichung (5.24b) folgendem Projektions-
operator̃Π2 entspricht:







Für den Fall konstanter Eingangsfelder ist der PTDA mit der oben beschriebenen Abwandlung
äquivalent.
Zum Vergleich der genannten Designverfahren betrachten wir analog zu Referenz [35] ein
Strahlformungsproblem zur Umwandlung eines gaußförmigen Eingangsfelds in eine Top-Hat-Ver-
teilung, wobei die Strahlformungsoptik tolerant gegen Schwankungen der Breite der gaußförmigen
Eingangsverteilung sein soll. Die Umwandlung von Gauß- nach Top-Hat-Verteilungen gehört zu
den Standardanwendungen im Bereich der Strahlformung. Die Forderung nach Toleranz bezüg-
lich Schwankungen in der Breite der Eingangsverteilung ist motiviert durch die insbesondere bei
Laserdioden auftretenden fabrikationsbedingten Schwankungen der Taillenbreite.
Wir gehen in diesem Beispiel von einer gaußförmigen Eingangsverteilung in der Taillenposition
mit Taillenbreitenw0 zwischen 1.5 mm und 2.5 mm bei einer Wellenlänge von 632.8 nm aus, wobei
w0 den Radius bezeichnet, innerhalb dessen die Intensität um den Faktor1/e2 abgefallen ist. Eine
Beschränkung auf zwei optische Funktionen (B = 2) für w0 = 1.5 mm bzw.w0 = 2.5 mm
erweist sich im Folgenden als ausreichend. In der Signalebene bestehen Amplituden-, Phasen- und
Skalierungsfreiheit. Dabei wird das Signalfenster so gewählt, dass es ausschließlich den Bereich
enthält, innerhalb dessen die Intensitätsverteilung zu homogenisieren ist. Die Skalierungsfreiheit
wird bei Anwendung der Signalprojektion hinsichtlich einer Zieleffizienz von 90 % beschränkt
(vgl. Abschnitt 2.3.2).
In Referenz [35] wurde bereits nachgewiesen, dass mit Hilfe eines multifunktionalen Designs
die Sensitivität eines derartigen Strahlformers gegenüber Schwankungen der Taillenbreitew0 d ut-
lich verringert werden kann. Die Verbesserung des Toleranzverhaltens wurde dabei im Vergleich zu
einem monofunktionalen IFTA-Design (vgl. Abschnitt 2.4.3) sowie im Vergleich zu einem Strahl-
formerdesign basierend auf Methoden der geometrischen Optik [30] nachgewiesen. Wir beschrän-
ken uns daher im Folgenden auf einen Vergleich der am Anfang dieses Abschnitts genannten mul-
tifunktionalen Designmethoden untereinander.
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Ungewichtete Mittelung:̂Jin(t(n))2 = Ĵin(Πtran t(n))2
























Abbildung 5.1: Verlauf von Ĵin(t
(n))2 bzw. Ĵin(Πtrant
(n))2 während der Iteration für den PMPA, den PTDA
sowie für das über die Gleichungen (5.32) beschriebene abgewandelte Verfahren mit ungewichteten
Mittelungen
Abbildung 5.1 zeigt den Verlauf der entsprechend Abschnitt 5.2.1 interessanten Gütefunktion
Ĵin(Πtrant
(n))2 für die drei betrachteten Designverfahren. Für den PMPA ist zusätzlich der Verlauf
Ĵin(t
(n))2 dargestellt, welcher in Übereinstimmung mit der in Abschnitt 5.2.1 geführten Diskussion
ein deutlich besseres Konvergenzverhalten besitzt alsĴin(Πtrant (n))2. Es zeigt sich, dass für den bei
einem Vergleich der drei Verfahren hauptsächlich relevanten Verlauf vonĴin(Πtrant (n))2 über den
PTDA eine stärkere Fehlerreduktion möglich ist als über den PMPA, was eine Bestätigung für die
in Abschnitt 5.2.1 durchgeführten Betrachtungen darstellt. Der auf ungewichteten Mittelungen ba-
sierende Algorithmus weist im Gegensatz zu den anderen beiden Verfahren keine Konvergenz auf.
Da auch der verbleibende Restfehler deutlich größer ausfällt als bei den anderen beiden Verfahren,
zeigt sich, dass die gewichtete Mittelung im Fall nichtkonstanter Eingangsfelder essentiell ist.
In den Abbildungen 5.2 und 5.3 werden die mit den drei Algorithmen nach jeweils 5000 Ite-
rationen erzielten Lösungen hinsichtlich ihrer Sensitivität gegen Veränderung der Taillenbreitew0
miteinander verglichen. Um eine bessere Vergleichbarkeit zu gewährleisten, wurde bei der betrach-
teten Lösung des PMPAs die Phase extrahiert, um eine Erfüllung der Transmissionseinschränkung
zu gewährleisten. Das in Abbildung 5.2 gezeigt Verhalten des SNRs weist im Vergleich zwischen
PMPA und PTDA keine starken Unterschiede auf: Mit beiden Algorithmen konnten Lösungen ge-
funden werden, welche über einen breiten Bereich vonw0 eine gute Homogenität (SNR> 25 dB)
besitzen. Im Gegensatz hierzu erreicht die über ungewichtete Mittelung erzielte Lösung nicht das
gewünschte tolerante Verhalten.
Hinsichtlich des in Abbildung 5.3 dargestellten Verhaltens der Konversionseffizienz bestehen
deutliche Unterschiede zwischen PMPA und PTDA: Die mit dem PTDA erzielte Konversionsef-
fizienz ist in Abhängigkeit vonw0 etwa 5 – 6 % höher. Der durch die untere Beschränkung der
Skalierungsfreiheit vorgegebene Zielwert für die Effizienz von 90 % konnte für alle drei Algorith-
men nicht erreicht werden. Entsprechend der in Abschnitt 4.3.3 geführten Diskussion ist es jedoch




























Abbildung 5.2: Abhängigkeit des Signal-Rausch-Verhältnisses von der Taillenbreite w0 für die Ergebnisse
der Anwendung von jeweils 5000 Iterationen des PMPAs (durchgezogen), des PTDAs (gestrichelt) sowie





























Abbildung 5.3: Abhängigkeit der Konversionseffizienz ηconv von der Taillenbreite w0 für die drei bereits in
Abbildung 5.2 untersuchten Designs
zur Erzielung von Lösungen mit hoher Effizienz im Allgemeinen günstig, die untere Beschrän-
kung der Skalierungsfreiheit entsprechend einer höheren als der tatsächlich erreichbaren Effizienz
zu wählen.
Abbildung 5.4 zeigt die fürw0 = 1.5 mm, w0 = 2.0 mm undw0 = 2.5 mm für die drei
betrachteten Designs resultierenden Ausgangsintensitätsverteilungen. Obwohl die Lösungen für
PMPA und PTDA laut Abbildung 5.2 eine ähnliche SNR-Charakteristik besitzen, stellen sich die
in der mittleren Spalte von Abbildung 5.4 gezeigten Ergebnisse des PTDAs als visuell besser dar.
Die in einigen Ausgangsverteilungen stark sichtbare Asymmetrie ist durch numerische Unge-
nauigkeiten während der Iteration entstanden. Solche leichten Ungenauigkeiten sind im Übrigen
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Abbildung 5.4: Laterale Ausgangsintensitätsverteilungen der drei bereits in Abbildung 5.2 untersuchten
Designs für w0 = 1.5 mm, w0 = 2.0 mmund w0 = 2.5 mm
auch die Ursache dafür, dass trotz der spiegelsymmetrischen Eingangsfelder mit konstanter Phase
sowie der konstanten Startverteilungt (0 ) eine nicht binäre Phasenfunktion als Lösung gefunden
wird. Da die Fouriertransformation von symmetrischen reellen Funktionen ebenfalls symmetrisch
und reell ist, würde die Iteration bei idealer Genauigkeit in diesem Fall zu keinem sinnvollen Er-
gebnis führen.
Am Ende von Abschnitt 5.2.1 wurde begründet, warum der Vorteil des PTDAs gegenüber dem
PMPA tendenziell zunimmt, je stärker die Einschränkungen von einer Konsistenz abweichen. Für
das betrachtete Beispiel können wir die Inkonsistenz durch Herabsetzung der unteren Schranke des
Skalierungsfaktors verringern. Bei einer Beschränkung der Skalierungsfreiheit entsprechend einer
Zieleffizienz von 85 % resultieren für den PTDA innerhalb fürw0 ∈ [1.5 mm, 2.5 mm] Effizienzen
von etwa 83 %, während sich für den PTDA eine im Vergleich zu Abbildung 5.3 leicht reduzierte
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Effizienz ergibt. Der Unterschied zwischen den für beide Algorithmen erzielten Ergebnissen hat
sich hierbei also verringert.
5.4 Frühere Arbeiten
Frühere Arbeiten zu optischen Problemstellungen, welche sich als multifunktionale Designpro-
bleme entsprechend Abschnitt 2.3.1 formulieren lassen, fanden zum einen im Bereich der3D-
Strahlformungstatt. Eine Übersicht zu Arbeiten in diesem Bereich kann in Referenz [90] gefun-
den werden. Ein hierbei weit verbreiteter Grundansatz besteht darin, das Ausgangsfeld nur in einer
endlichen Anzahl von lateralen Ebenen zu betrachten. Bei einer multifunktionalen Modellierung
entsprechend Abschnitt 2.3.1 entspricht hierbei jede betrachtete Ausgangsebene einer optischen
Funktion.
3D-Strahlformungsverfahren, welche auf einer Mittelung der für die einzelnen optischen Funk-
tionen resultierenden Transmissionen basieren, können teilweise als Spezialfälle der Designansät-
ze aus den Abschnitten 5.1 und 5.2 angesehen werden. Im Gegensatz zu einfachen Ansätzen, wie
beispielsweise dem von Leseberg [91], enthält der Algorithmus von Cumme [92] auch Projekti-
onsoperatoren zur Einbeziehung der Transmissionseinschränkung und der Signalebenenfreiheiten
sowie eine Iterationssteuerung, welche Ähnlichkeiten mit dem PTDA aus Abschnitt 5.2 besitzt.
Da in der genannten Arbeit die Mittelwertsbildung der einzelnen Transmissionen im Gegensatz
zu Gleichung (5.24c) keine Wichtung bezüglich der Eingangsfelder umfasst, entstehen bei die-
sem Ansatz die in Abschnitt 5.3 demonstrierten Konvergenzprobleme, sofern von nichtkonstanten
Eingangsfeldern ausgegangen wird.
Auch der in Abschnitt 2.1.5 betrachtete serielle Projektionsalgorithmus für mehr als zwei Men-
gen wurde zur 3D-Strahlformung eingesetzt [93,94]. Da dieser Algorithmus jedoch im Allgemei-
nen nur für konvexeEinschränkungsmengen konvergiert, bleibt der praktische Anwendungsbe-
reich dieses Ansatzes stark begrenzt.
Bei Problemstellungen zuraxialen Strahlformungwird nur das Intensitätsprofil entlang der
optischen Achse betrachtet. Die hierfür vorgeschlagenen Verfahren [95, 96] basieren nicht auf der
oben erwähnten multifunktionalen Modellierung.
Ein weiteres Anwendungsfeld multifunktionaler Designverfahren ist die Optimierung von Trans-
missionen unter Berücksichtigung globaler Höhenfehler oder damit äquivalenter Wellenlängen-
fehler. Das Verfahren von Levy et. al. [97] zur Berechnung eines Strahlformers, welcher für drei
diskrete Wellenlängen jeweils verschiedene Strahlumformungen bewirkt, stellt einen Spezialfall
des Verfahrens aus Abschnitt 5.2.3 dar. Der Ansatz von Fuse et. al. [70] zur Verbesserung der
Toleranzeigenschaften von Strahlteilern gegenüber Höhenfehlern basiert demgegenüber auf einer
Optimierung überDirect Binary Searchund besitzt somit gegenüber Projektionsalgorithmen die
in Kapitel 1 diskutierten prinzipiellen Nachteile.
Ein anderes Optimierungsverfahren, die sogenannteOptimal Rotation Angle Method(ORA),
wurde unter anderem zur Berechnung von multifunktionalen Strahlteilern vorgeschlagen. Es wur-
den sowohl Beispiele demonstriert, in denen für verschiedene Wellenlängen jeweils unterschied-
5 Multifunktionale Transmissionsdesignprobleme 78
liche Intensitätsverteilungen resultieren [18, 98], als auch ein Beispiel aus dem Bereich des tole-
ranzoptimierten Designs, wobei das Ziel darin bestand, den Uniformitätsfehler eines speziellen 1-
zu-5-Strahlteilers über einen breiten Bereich von linearen Höhenfehlern bzw. Wellenlängenfehlern
klein zu halten [99]. Die Nachteile von ORA-basierten Ansätze gegenüber Projektionsalgorithmen
wurden bereits in Kapitel 1 diskutiert.
Einen zu den oben genannten Transmissionsdesignverfahren alternativen Ansatz stellen Struk-
turdesignmethoden dar, welche die Einbeziehung von Systemanforderungen für mehrere diskre-
te Beleuchtungswellenlängen oder ausgedehnte Wellenlängenbereiche ermöglichen. Als Erwei-
terung des in Abschnitt 2.2.6 diskutierten Strukturdesigns auf der Basis der Dünne-Elemente-
Approximation existieren zum einen Ansätze, welche zwei für verschiedene Wellenlängen berech-
nete Transmissionsfunktionen in ein Höhenprofil überführen, dessen Tiefe einer Phasenmodulation
um mehrere Vielfache von2π entspricht [100–103]. Die diskreten Höhenstufen werden dabei so
gewählt, dass sich für jeden Abtastwert bei einer Wellenlängeλ1 mehrere im Rahmen der Dünne-
Elemente-Approximation äquivalente Höhenwerte möglich sind, die sich in ihrer Phasenmodulati-
on jeweils um ganze Vielfache von2π voneinander unterscheiden. Für Wellenlängenλ2 = λ1 füh-
ren diese Höhenwerte jedoch zu unterschiedlichen Phasenmodulationen, was eine gezielte Wahl
der sich fürλ2 ergebenden Transmissionsfunktion möglich macht. Zum anderen bestehen Struk-
turdesignverfahren, welche eine Transmissionsfunktion über zwei oder mehr direkt benachbarte
höhenmodulierte Elemente realisieren, wobei über die Wahl der Modulationstiefen beider Elemen-
te unter Ausnutzung der Dispersionseigenschaften die Wellenlängenabhängigkeit der von diesen
Elementen bewirkten Phasenmodulationen deutlich reduziert werden kann [104–107].
Zum Abschluss möchten wir noch auf Verfahren verweisen, welche auf der Idee der linea-
ren Optimierung zur Einbeziehung mehrerer optischer Funktionen beruhen [35,108,109]. Wie im
Beweis zu Satz 5.8 gezeigt wurde, entspricht die gewichtete Mittelwertsbildung der Lösung ei-
nes linearen Optimierungsproblems. Da sich dieses lineare Optimierungsproblem für den SDE bei
Propagationsoperatoren, welche Gleichung (2.39a) erfüllten, äquivalent zwischen Transmissions-
und Signalebene übertragen lässt, stellt der Ansatz aus Abschnitt 5.2.3 eine effizienter implemen-




Die Toleranzeigenschaften optischer Systeme stellen in vielen Anwendungsfällen eine kritische
Anforderung dar, welche beim Design berücksichtigt werden muss. Es kann zwischen zwei ver-
schiedenen Motivationen zur Durchführung toleranzoptimierter Designs unterschieden werden.
Zum einen bestehen Anwendungen, in denen die betroffenen System- und Beleuchtungsparameter
unvermeidbar zeitlich schwanken oder mit verschiedenen Werten überlagert auftreten. Beispiele
hierfür stellen Anwendungen mit starken Temperatureinflüssen auf Brechzahl, Wellenlänge der
Lichtquelle oder Ausdehnung der optischen Elemente dar sowie Anwendungen mit polychromati-
scher Beleuchtung, welche beispielsweise auch bei kurzen Pulslängen vorliegt.
Während bei der eben genannten Klasse von Anwendungen die Erfüllung der vorgegebenen
Toleranzeigenschaften unabdingbar für die Realisierung der gewünschten optischen Wirkung ist,
existieren auch Anwendungen, bei denen bestimmte Toleranzeigenschaften zur Vereinfachung der
Herstellbarkeit oder Justierbarkeit des optischen Systems gefordert werden. So ist das im folgen-
den Abschnitt 6.1 betrachtete Verfahren zur Erhöhung der Schärfentiefe beimProximity Printing
durch die Forderung nach Justierunempfindlichkeit hinsichtlich des Abstands zwischen Maske und
Substrat motiviert. Ebenso können die in den Abschnitt 6.2 betrachteten Höhenfehler bei der litho-
grafischen Herstellung von Strahlteilern in vielen Fällen durch aufwändigere Herstellungsverfah-
ren deutlich reduziert werden [110], und fallen somit in diese Kategorie von Anwendungen.
Das ebenfalls in Abschnitt 6.2 untersuchte Design eines gegen Wellenlängenabweichungen to-
leranten Strahlteilers sowie das bereits in Abschnitt 5.3 betrachtete Beispiel zum Design eines
Strahlformers, welcher tolerant gegen Schwankungen der Breite des Beleuchtungsfelds ist, stellen
hingegen Beispiele für die erstgenannte Kategorie von Designproblemen dar.
Bei den in diesem Kapitel vorgestellten Beispielanwendungen erfolgt die Optimierung der To-
leranzeigenschaften unter Benutzung des in Abschnitt 5.2 eingeführten PTDAs. Einige Anwen-
dungsfälle alternativer Methoden im Bereich des toleranzoptimierten Designs wurden bereits in
Abschnitt 5.4 aufgeführt.








Abbildung 6.1: Systemaufbau bei Fotolithografie mit
Mask-Aligner
Abbildung 6.2: Betrachtete Zielstruktur mit ei-
ner minimalen Strichbreite von 3 µm
6.1 Toleranzeigenschaften bezüglich des Propagationsabstands
In diesem Abschnitt betrachten wir die Berechnung von komplexwertigen Transmissionsfunktio-
nen für Fotomasken, welche zur Belichtung von Substraten mit Hilfe vonMask-Alignerneingesetzt
werden können. Entsprechend Abbildung 6.1 besteht zwischen der Maske und dem zu belichten-
den Substrat ein sogenannterProximity-Abstanddprox, welcher insbesondere beim industriellen
Einsatz dieses Verfahrens notwendig ist, um die Maske vor Beschädigung zu schützen. Ein typi-
scher Wert beträgtdprox = 50 µm. Da typischerweise mit UV-Licht gearbeitet wird, istdprox deut-
lich größer als die Wellenlänge und Propagationseffekte können die auf dem Substrat erzielbare
Auflösung begrenzen.
In diesem Abschnitt nehmen wir Bezug auf Referenz [111], in welcher das monofunktiona-
le Design einer komplexwertigen Maske zur Generierung der in Abbildung 6.2 gezeigten Be-
lichtungsstruktur mit einer minimalen Strichbreite3 µm diskutiert wurde. Dabei wurde gezeigt,
dass bei Verwendung einer binären Amplitudenmaske, welche exakt der Zielstruktur aus Abbil-
dung 6.2 entspricht, auf Grund der Propagationseffekte keine ausreichende Auflösung in der Sub-
stratebene erreicht wird. Demgegenüber konnte das Pattern bei Verwendung einer Maske mit zwei
Amplituden- und vier Phasenstufen aufgelöst werden, wobei jedoch eine relativ hohe Empfind-
lichkeit gegenüber Abweichungen des Proximity-Abstands besteht.
Die für das in Referenz [111] erhaltenen Ergebnisse werden in Abschnitt 6.1.2 dargestellt.
In Abschnitt 6.1.3 demonstrieren wir, dass die Toleranzeigenschaften gegenüber Abweichungen
des Proximity-Abstands mit Hilfe eines multifunktionalen Designs erhöht werden können. Die
beiden Designs zu Grunde liegende wellenoptische Modellierung wird in dem zunächst folgenden
Abschnitt 6.1.1 zusammengefasst.
6.1.1 Modellierung
Die Modellierung der Beleuchtungswelle erfolgt beim Design als monochromatische ebene Wel-
le mit senkrechtem Einfall und einer Wellenlängeλ = 365 nm. Bei der anschließenden Analyse
erfolgt eine genauere Approximation der tatsächlichen Beleuchtung, welche eine spektrale Ver-
teilung mit 60 % Leistungsanteil bei 365 nm, 15 % bei 405 nm und 25 % bei 436 nm besitzt. Die
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Ausdehnung der Lichtquelle wird unter Annahme einer gleichförmigen Verteilung des Einfalls-
winkelsθ ∈ [0, 1◦] modelliert, wobeiθ in eine beliebige Richtung aufgespannt werden kann. Zur
Simulation der Intensitätsverteilung auf dem Substrat werden 100 verschiedene ebene Wellen in
die Substratebene propagiert und dort durch Addition der Betragsquadrate inkohärent überlagert.
Wellenlänge und Winkel der einzelnen ebenen Wellen werden dabei entsprechend der vorgegebe-
nen Wahrscheinlichkeitsverteilung zufällig gewählt.
Die Lichtpropagation durch die Fotomaske wird über die Dünne-Elemente-Approximation mo-
delliert, wobei sich entsprechend Abschnitt 2.2.6 für die bei der Analyse betrachtete polychromati-
sche Beleuchtung trotz Vernachlässigung der Dispersionsbeziehungn(λ) eine von der Wellenlänge
abhängige Transmission ergibt. Die Propagation zwischen Maske und Substrat wird über den Ope-
ratorPASPW∆z aus Abschnitt 2.2.5 mit∆z = dprox simuliert. Im Fall des in Abschnitt 6.1.3 betrach-
teten multifunktionalen Designs werden den einzelnen optischen Funktionen jeweils verschiedene
Werten für∆z zugeordnet.
Den Zusammenhang zwischen ResistprofilR(x, y) und der über
D(x, y) = Iout(x, y)t (6.1)
aus der IntensitätsverteilungIout(x, y) und der Belichtungsdauert resultierende Dosisverteilung







falls D(x, y) ≤ D0
0 sonst
, (6.2)
D0 bezeichnet hierbei die Dosis, welche notwendig ist um den Resist komplett zu entfernen,
undη den Kontrastparameter des Resists. In dem betrachteten Beispiel werden die WerteD0 =
1500 J/m−2 sowieη = 5 angenommen.
In dem in Abbildung 6.2 weiß dargestellten Bereich, welchen wir auch alsBelichtungsbereich
bezeichnen, soll der Resist komplett entfernt werden, d. h. entsprechend Gleichung (6.2) muss
I(x, y) in diesem Bereich einen von der Belichtungsdauert abhängigen unteren Schwellwert über-
schreiten. Außerhalb des Belichtungsbereichs besteht ein unterer Schwellwert für die Resistdicke,
welcher bei der betrachteten Beispielanwendung aufR(x, y) ≥ 0.5 gesetzt wird. Hiermit resul-
tiert ein ebenfalls vont abhängiger oberer Schwellwert fürI(x, y). Entsprechend dieser beiden
Schwellwertbedingungen kann für jeden betrachteten Abtastwert demnach ermittelt werden, ob
er entsprechend eines simulierten ResistprofilsR(x, y) korrekt implementiert wird. Zur Bewer-
tung eines vorgegebenen Designs wird die Belichtungsdauert hinsichtlich einer Minimierung der
Anzahl der falsch implementierten Abtastwerte gewählt.
Beim Design wird demgegenüber ein geeigneter Wert fürt est vorgegeben, womit über den ge-
samten Bereich des Substrats eine entsprechend der oben beschriebenen Schwellwertbedingungen
eingeschränkte Amplitudenfreiheit resultiert. Zusätzlich kann beim Design Phasenfreiheit ausge-
nutzt werden.
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(a) (b)
Abbildung 6.3: Amplitude (a) und Phase (b) der bei einem monofunktionalen Design resultierenden Trans-
mission
6.1.2 Monofunktionales Design
Die in Referenz [111] angewendete monofunktionale Designstrategie basiert auf dem IFTA, wel-
cher in Abschnitt 2.4.3 diskutiert wurde. Dabei wird die Signalprojektion entsprechend der im
vorangegangenen Abschnitt beschriebenen Modellierung mit Phasenfreiheit und über Schwell-
wertbedingungen eingeschränkter Amplitudenfreiheit durchgeführt. Die Transmissionsprojektion
wird mit einer entsprechend Referenz [112] modifizierten Version des Softquantisierungsoperators
durchgeführt, wobei die Modifikation notwendig war, um neben den betrachtetenQ = 4 Phasen-
werten zusätzlich eine binäre Amplitudenmodulation zu erreichen.
Die Abtastung der Transmissionsfunktion erfolgt beim Design mitδx = δy = 1 µm und
nx = ny = 128. Bei der Analyse wird zur Einbeziehung von Pixelierungseffekten demgegenüber
mit δx = δy = 0.5 µm gerechnet, wobei einen Abtastwert während des Designs2×2 Abtastwerte
bei der Analyse zugeordnet sind.
Abbildung 6.3 zeigt Amplitude und Phase einer aus einem monofunktionalen Design nach 10
Iterationen resultierenden Transmissionsfunktion. Die hierzu korrespondierende Maske wurde li-
thografisch hergestellt, wobei die Phasenmodulation über vier Höhenstufen in Quarz und die Am-
plitudenmodulation über eine partielle Chrom-Beschichtung realisiert wurde. Eine detailliertere
Beschreibung des Herstellungsprozesses wird in Referenz [111] gegeben.
Abbildung 6.4(a) zeigt einen zentralen Ausschnitt der über die in Abschnitt 6.1.1 beschriebene
inkohärente Simulation berechneten Ausgangsintensitätsverteilung. In Abbildung 6.4(b) wird die
über Gleichung (6.2) aus der simulierten Intensitätsverteilung berechenbare Resistprofil anhand
der in Abschnitt 6.1.1 genannten Schwellwertbedingungenternärisiert: Positionen mitR(x, y) =
0 werden dabei schwarz dargestellt, Positionen mit0 < R(x, y) < 0.5 grau und Positionen mit
R(x, y) ≥ 0.5 weiß. Die Abbildungen 6.4(c) und 6.4(d) zeigen das experimentell erhaltene Re-
sistprofil bzw. die resultierende Struktur in Chrom, wobei für eine ausführliche Beschreibung der
durchgeführten Experimente auf Referenz [111] verwiesen wird.
Im Vergleich zwischen den Abbildungen 6.4(b) und 6.4(d) ist eine in vielen Details gute Über-
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(a) (b)
(c) (d)
Abbildung 6.4: Ausgangsintensitätsverteilung aus inkohärenter Simulation (a), ternärisiertes simuliertes
Resistprofil (b), Transmissionsfotografie des Resistprofils (c) und resultierende Strukturierung in Chrom
(d) für das monofunktionale Design aus Abbildung 6.3 bei dem Proximity-Abstand dprox = 50 µm
einstimmung zwischen simulierten und experimentellen Ergebnissen zu erkennen. Viele der in der
Struktur von Abbildung 6.4(d) auftretenden Fehler lassen sich auch in Abbildung 6.4(b) erkennen.
Als systematischer Unterschied zwischen beiden Abbildungen ist eine leichteVerschmierungder
Struktur in Abbildung 6.4(d) zu beobachten, welche auf nichtlokale Effekte zurückzuführen ist,
die in der Modellierung des Zusammenhangs zwischen Intensitätsverteilung und Resistprofil ent-
sprechend Gleichung (6.2) nicht berücksichtigt werden. Abweichungen zwischen simulierten und
experimentellen Ergebnissen können auch darin begründet sein, dass der Proximity-Abstand oder
die optimale Belichtungszeit im Experiment nicht ausreichend genau realisiert wurden.
6.1.3 Multifunktionales Design
Wie aus dem Verlauf der ersten Kurve in Abbildung 6.5 ersichtlich wird, reagiert das in Ab-
schnitt 6.1.2 vorgestellte monofunktionale Design empfindlich auf Änderungen des Proximity-
Abstands. Innerhalb des praktisch interessanten Toleranzbereichsdprox = (50 ± 10) µm ergibt
sich für das monofunktionale Design eine deutliche Verschlechterung der resultierenden Struktur,
wie auch an den Abbildungen 6.6(a) und 6.7(a), welche fürdprox = 40 µm bzw.dprox = 60 µm





































Abbildung 6.5: Abhängigkeit des bei optimal gewählter Belichtungszeit resultierenden Anteils der falsch
implementierten Abtastwerte vom Proximity-Abstand für mono- und multifunktionales Design
(a) (b)
Abbildung 6.6: Ternärisiertes Resistprofil für monofunktionales (a) und multifunktionales Design (b) bei
einem Proximity-Abstand dprox = 40 µm
resultieren, im Vergleich zu Abbildung 6.4(b) deutlich wird.
Zur Verbesserung des Toleranzverhaltens wurde entsprechend der multifunktionalen Modellie-
rung aus Abschnitt 6.1.1 ein Design für drei optische Funktionen für die Propagationsabstände
40 µm, 50 µm und60 µm über den PTDA aus Abschnitt 5.2 durchgeführt, bei dem die Mittel-
wertsbildung zwischen den einzelnen optischen Funktionen entsprechend des Schemas aus Glei-
chung (5.20b) durchgeführt wurde. Dabei wurde wie beim monofunktionalen Design eine Soft-
quantisierung auf zwei Amplituden- und vier Phasenstufen innerhalb von 10 Iterationen durchge-
führt. Als Startverteilung wurde eine binäre Amplitudenmodulation entsprechend der Zielstruktur
von Abbildung 6.2 gewählt. Abbildung 6.8 zeigt die auf diese Weise erhaltene Transmissionsfunk-
tion. In Abbildung 6.9 sind die simulierte Intensitätsverteilung sowie das ternärisierte Resistprofil
für dprox = 50 µm dargestellt.
Anhand der Abbildungen 6.5 – 6.7 können die Toleranzeigenschaften beider Designs mit-
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(a) (b)
Abbildung 6.7: Ternärisiertes Resistprofil für monofunktionales (a) und multifunktionales Design (b) bei
einem Proximity-Abstand dprox = 60 µm
(a) (b)
Abbildung 6.8: Amplitude (a) und Phase (b) der bei einem multifunktionalen Design resultierenden Trans-
mission
einander verglichen werden. Es zeigt sich, dass die drei optischen Funktionen unterschiedlich
gut realisiert werden, wodurch sich für das multifunktionale Design ein optimaler Proximity-
Abstanddprox ≈ 55 µm ergibt. Dieser Effekt kann über eine Änderung der den optischen Funktio-
nen zugeordneten Propagationsabstände oder durch eine Priorisierung der optischen Funktionen
bei der Mittelwertsbildung entsprechend Gleichung (5.20b) bei Bedarf korrigiert werden.
6.2 Toleranzeigenschaften bezüglich globaler Höhenfehler und
Wellenlängenfehler
In Abschnitt 3.3 wurden verschiedene Ursachen für globale Höhenfehler bei der Herstellung und
Anwendung von Strahlteilern genannt und ihre Auswirkung auf die optische Wirkung von Strahl-
teilern diskutiert. Laut Abschnitt 3.3.4 entsprechen Wellenlängenabweichungen in ihrer Wirkung
auf die Intensitätsverteilung zwischen den Ordnungen des Strahlteilers linearen Höhenskalierungs-
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(a) (b)
Abbildung 6.9: Ausgangsintensitätsverteilung aus inkohärenter Simulation (a) und ternärisiertes Resist-
profil (b) für das multifunktionale Design aus Abbildung 6.8 bei dem Proximity-Abstand dprox = 50 µm
fehlern, wobei jedoch im Fall von Wellenlängenabweichungen zusätzlich eine Skalierung der Si-
gnalebenenkoordinaten auftritt.
In diesem Abschnitt möchten wir anhand eines speziellen zweidimensionalen Strahlteilungs-
problems demonstrieren, inwieweit die in dieser Arbeit vorgestellten Designtechniken zur Be-
rechnung von Strahlteilern eingesetzt werden können, welche ein optimiertes Toleranzverhalten
gegenüber globalen Höhenfehlern oder Wellenlängenabweichungen besitzen. Nach Betrachtung
der verwendeten Designmethoden in Abschnitt 6.2.1 untersuchen wir in Abschnitt 6.2.2 die re-
sultierenden Toleranzeigenschaften anhand einer Beispielanwendung, wobei experimentelle und
numerisch simulierte Ergebnisse verglichen und diskutiert werden.
6.2.1 Designmethoden
Laut Abschnitt 3.3.2 kann durch Multiplikation eines konstanten Phasentermsexp(iφ) zur Trans-
missionsfunktiont(x) eines Strahlteilers mit0 ∈ Wsig in vielen Fällen eine deutliche Verbesserung
des Toleranzverhaltens gegenüber linearen Höhenfehlern erreicht werden. Durch einen zusätzli-
chen Designschritt, in welchem der optimale Phasenterm durch einen einfachen Suchalgorithmus
ermittelt wird, können daher beispielsweise die Designverfahren aus den Abschnitten 3.1.4 und
4.3.2 hinsichtlich einer zusätzlichen Optimierung der Toleranzeigenschaften erweitert werden. Ei-
ne weitere im Folgenden betrachtete Möglichkeit zur Toleranzoptimierung stellt die Verwendung
eines multifunktionalen Designverfahrens dar.
Globale Höhenfehler stellen einen Spezialfall der entsprechend Gleichung (2.49) durch einen
OperatorEβ beschriebenen Umsetzungsfehler dar. Obwohl bei der Beschreibung der beiden multi-
funktionalen Designverfahren in Kapitel 5 von der vereinfachten Modellierung (2.50) ausgegangen
wird, welcheEβ ≡ 1 impliziert, können diese Algorithmen auch für die Optimierung der To-
leranzeigenschaften überlappungsfreier Strahlteiler hinsichtlich globaler Höhenfehler übertragen
werden, da in diesem Fall beim Design vonuin,β ≡ 1 ausgegangen werden kann. Gleichung (2.49)
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was bei Substitution des modifizierten Propagationsoperators
P ′β = Pβ Eβ (6.4)
exakt dem Schema von Gleichung (2.50) entspricht und somit eine direkte Anwendung der Algo-
rithmen aus Kapitel 5 ermöglicht.
Bei Annahme eines linearen Höhenfehlersγlin,β für die optische Funktion mit Indexβ ergibt
sich
Eβ t = t
γlin,β . (6.5)
Dabei kannγlin,β entsprechend der Gleichungen (2.41) und (2.44) auch aus einer Abweichung zwi-
schen der für die optische Funktion angenommenen Wellenlängeλβ und der beim Strukturdesign
verwendeten Referenzwellenlängeλref resultieren. Unter Vernachlässigung der Dispersionsbezie-





Neben linearen Höhenfehlern sind für mehrstufige Elemente auch globale Höhenfehler von Bedeu-
tung, welche bei Anwendung derbinären Maskentechnikresultieren. Dieser Begriff steht für Her-
stellungsverfahren, bei denen Höhenprofile mitQ = 2q Stufen inq Herstellungsschritten realisiert
werden, wobei in jedem Schritt eine binäre Strukturierung aufgebracht wird, deren Tiefe jeweils
pro Schritt halbiert (oder verdoppelt) wird. Auch für Höhenfehler, die bei Anwendung der bi-
nären Maskentechnik entstehen können, ist es möglich, OperatorenEβ für die einzelnen optischen
Funktionen zu konstruieren, welche eine Abbildung zwischen den beim Design angenommenen
Phasenquantisierungswerten und den auf Grund der Höhenfehler verfälschten Phasenwerten be-
wirken.
Die relative Genauigkeit der Höhenrealisierung ist besonders in dem Maskenschritt mit der
höchsten Strukturierungstiefe für die optische Wirkung relevant. Den Maskenschritt mit der größ-
ten Strukturierungstiefe, welche bei idealer Realisierung einer Phasenmodulation umπ entspricht,
bezeichnen wir im Folgenden mit Schritt #1. Schritt #j entspricht demnach einer Phasenmodulati-
on umπ/j.
Die in Kapitel 5 geführten Konvergenzbeweise basierten unter anderem auf der Gültigkeit von
Satz 2.67, welcher die Erfüllung der Eigenschaften (2.39) für die verwendeten Propagationsopera-
toren verlangt. Falls ein PropagationsoperatorPβ diese beiden Eigenschaften erfüllt, folgt für den
entsprechend Gleichung (6.4) konstruierten OperatorP ′β die Gültigkeit der Eigenschaft (2.39a),
sofernEβ nur auf die Phase vont wirkt. Aufgrund der für Exponenten kleiner eins auftretenden
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Vieldeutigkeit der Exponierung im Bereich der komplexen Zahlen kann jedoch fürEβ nach Glei-
chung (6.5) fürγlin,β = 1 eine eindeutige Invertierbarkeit des PropagationsoperatorsP ′β entspre-
chend Eigenschaft (2.39b) nicht mehr gefolgert werden. Da Höhenfehler aus der binären Masken-
technik eine Verallgemeinerung von linearen Höhenfehlern darstellen, kann von einer Erfüllung
der Eigenschaft (2.39b) auch in diesem Fall nicht ausgegangen werden.
Obwohl somit die Konvergenz der multifunktionalen Designalgorithmen aus Kapitel 5 nicht
sichergestellt ist, kann ihr Einsatz beim Design von gegen Höhenfehlern toleranten Strahlteilern
dennoch sinnvoll sein, wie die folgenden Betrachtungen zeigen. Wir untersuchen die Anwendung
von drei verschiedenen Designalgorithmen beim Design eines speziellen zweidimensionalen 1-
zu-21-Strahlteilers, dessen Signalordnungen ein Quadrat mit fehlenden Eckpunkten beschreiben,
welches sich inx- und in y-Richtung jeweils zwischen der -2. und +2. Ordnung erstreckt (vgl.
Abbildung 6.11). Die Designs werden auf einem Raster von128 × 128 Abtastwerten für acht
äquidistante Phasenquantisierungswerte unter Ausnutzung von Phasen-, Amplituden und Skalie-
rungsfreiheit durchgeführt.
Für das genannte Strahlteilungsproblem betrachten wir im Folgenden zwei Designs mit jeweils
verschiedenen Toleranzanforderungen: Das ist zum einen die Forderung nach einer Insensitivi-
tät gegenüber Höhenfehlern bei der binären Maskentechnik. Die multifunktionalen Modellierung
erfolgt hierbei über fünf optische Funktionen, wovon eine für den Fall einer idealen Höhenrealisie-
rung steht und die anderen vier dem Auftreten eines Höhenskalierungsfehlers von±3 % entweder
in Maskenschritt #1 oder in Schritt #2 entsprechen.
Als Beispiel für Insensitivität bezüglich Wellenlängenabweichungen betrachten wir die Anfor-
derung, dass ein fürλref = 632.8 nm realisierter Strahlteiler in einem Wellenlängenbereich von
594 nm bis 650 nm eine gute Uniformität aufweisen soll. Hierbei verwenden wir eine Modellie-
rung mit drei optischen Funktionen für die Wellenlängen 594 nm, 632.8 nm und 650 nm, wobei die
korrespondierenden Skalierungsfaktorenγlin,β entsprechend Gleichung (6.6) berechnet werden.
Das erste betrachtete Designverfahren entspricht dem Ablaufschema aus Abbildung 4.5 unter
Auslassung des Softquantisierungsschritts. Für Signalphasensynthese, SNR-Optimierung und Ite-
ration mit verstärkten Projektionen werden 20, 100 bzw. bis zu 1000 Iterationen verwendet, wobei
die letztgenannte Iterationsphase entsprechend der Diskussion am Ende von Abschnitt 4.3.2 abge-
brochen wird, sobald kein Konvergenzbereich mehr gefunden werden kann.
In dem zweiten untersuchten Designverfahren wird zusätzlich zu den Iterationsschritten des er-
sten Verfahrens eine Suche nach einem die Toleranzeigenschaften optimierenden konstanten Pha-
senterm durchgeführt, wobei als Suchkriterium der innerhalb des betrachteten Toleranzbereichs
auftretende maximale Uniformitätsfehler verwendet wird. Dabei werden im Sinne einer Rechen-
zeit sparenden Approximation nur die für die oben beschriebenen optischen Funktionen resultie-
renden Uniformitätsfehler betrachtet.
Das dritte betrachtete Designverfahren ist identisch mit dem zweiten bis auf Anwendung des
PTDAs in den Iterationsphasen der SNR-Optimierung sowie der Anwendung verstärkter Projek-
tionen, wobei die oben beschriebene multifunktionale Modellierung verwendet wird.
Abbildung 6.10 zeigt die bei Durchführung von jeweils 100 Designs für die drei betrachteten























































Abbildung 6.10: Verteilung des innerhalb des Wellenlängenbereichs λ ∈ [594 nm, 650 nm] erreichten
maximalen Uniformitätsfehlers. Es werden die drei im Text beschriebenen Designstrategien untersucht,
wobei zur Ermittlung der Ergebnisverteilung jeweils 100 Designs mit zufällig gewählten Startverteilungen
durchgeführt werden.
Designverfahren resultierende Ergebnisverteilung hinsichtlich des innerhalb des Wellenlängenbe-
reichsλ ∈ [594 nm, 650 nm] auftretenden maximalen Uniformitätsfehlers. Es zeigt sich, dass schon
durch Multiplikation eines toleranzoptimierenden Phasenterms eine deutliche Verbesserung der
Ergebnisverteilung erreicht werden kann, wobei die Hinzunahme der beschriebenen multifunk-
tionalen Optimierung eine weitere Verbessung der Ergebnisverteilung ermöglicht und somit ein
deterministischeres Auffinden toleranzoptimierter Lösungen ermöglicht.
6.2.2 Vergleich zwischen simulierten und experimentellen Ergebnissen
In diesem Abschnitt betrachten wir drei verschiedene Lösungen für das im vorangegangenen Ab-
schnitt beschriebene 1-zu-21-Strahlteilungsproblem. Design A stellt hierbei eine effizienzoptimier-
te Lösung des monofunktionalen Designs ohne Berücksichtigung von Toleranzeigenschaften dar.
Design B wurde über ein multifunktionales Design mit anschließender Aufmultiplikation eines
optimalen Phasenfaktors für die im vorangegangenen Abschnitt beschriebenen Toleranzanforde-
rungen bezüglich Höhenfehlern bei der binären Maskentechnik durchgeführt. Zur Ermittlung von
Design C wurde dieselbe Designmethode zur Erlangung eines gegenüber Wellenlängenfehlern to-
leranten Designs angewandt, wobei Wellenlängenbereich und multifunktionale Modellierung der
im vorangegangenen Abschnitt gegebenen Spezifikation entsprechen. Für die Designs B und C
wurden jeweils Lösungen mit besonders guten Toleranzeigenschaften und gleichzeitig relativ gu-
ten Effizienzen ausgewählt.
Tabelle 6.1 zeigt in der 5. – 7. Spalte die für den Fall einer idealen pixelierten Realisierung der
drei Designs resultierenden Werte für Fenstereffizienzηwin, UniformitätsfehlerEunif bzw. relativer
Intensität der nullten OrdnungI0. Bei der Simulation der Fenstereffizienz wurden hierbei die bei
zwei unbeschichteten Grenzflächen entstehenden Reflexionsverluste berücksichtigt, was in diesem
Fall zu einer Effizienzreduktion um etwa 6 % führt.
Die drei Strahlteilerdesigns wurden jeweils lithografisch unter Verwendung der binären Mas-
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Höhenfehler Simulation ohne Simulation mit Labor-
Design
Maskenschritt Höhenfehler Höhenfehlern messungen
ηwin Eunif I0 ηwin Eunif I0 ηwin Eunif I0
#1 #2 #3
[%] [%] [%] [%] [%] [%]
A 1.05 1.04 1.02 82.4 0.7 0.99 82.2 30.7 1.62 82.6 36.4 1.71
B 1.05 1.05 0.98 81.3 0.4 0.99 81.0 9.1 1.07 80.9 8.9 1.12
C 1.01 1.00 1.01 78.7 3.4 0.95 78.7 2.4 0.97 78.6 6.7 0.93
Tabelle 6.1: Simulierte und gemessene Werte für Fenstereffizienz ηwin, Uniformitätsfehler Eunif und rela-
tive Intensität der nullten Ordnung I0 für die drei betrachteten Designs. Die Simulationen und Messungen
wurden für die beim Design angenommene Referenzwellenlänge λref = 632.8 nm durchgeführt.
kentechnik mit einer Pixelgröße vonδx = δy = 3 µm in Quarz hergestellt. Die dabei für die
einzelnen Maskenschritte aufgetretenen Höhenfehler sind in den Spalten 2 – 4 der Tabelle 6.1 als
Quotienten zwischen Ist- und Soll-Höhe angegeben. Die angegebenen Messungen wurden nach
jedem Maskenschritt an genau einem Messpunkt innerhalb jedes Strahlteilers durchgeführt und
besitzen eine relative Genauigkeit von ca. 5 %. Unter Einbeziehung dieser Höhenfehler in die Si-
mulation resultieren die in den Spalten 6 – 8 angegebenen Werte fürηwin, Eunif undI0.
Die drei letzten Spalten von Tabelle 6.1 enthalten die für die hergestellten Strahlteilerelemente
gemessenen Ergebnisse. Zur Ermittlung dieser Werte wurde die absolute Leistung in den einzelnen
Signalordnungen sowie die Leistung des Laserstrahls über ein Photometer mit einer geeigneten
Lochblende gemessen. Dabei wurde für jede Leistungsmessung die Blendenposition zur Maxi-
mierung der gemessenen Leistung feinjustiert, was zu einem zufälligen relativen Fehler für die
einzelnen Leistungsmessungen von etwa 2 % führt.
Die in Tabelle 6.1 auftretenden Unterschiede zwischen gemessenen und simulierten Ergebnis-
se beschränken sich primär auf die Werte fürEunif und I0. Als Ursache hierfür kommen neben
den im vorangegangenen Abschnitt diskutierten Messfehlern vor allem Herstellungsfehler in Be-
tracht. Aufgrund der endlichen Überdeckungsgenauigkeit zwischen den einzelnen Maskenschrit-
ten entstehen in der Höhenstruktur ungewollte Stege mit kleiner lateraler Ausdehnung, welche die
optische Wirkung verfälschen können. Die relativen Intensitäten der einzelnen Signalordnungen
wird auch durch die nicht ideale Realisierung der Flankenwinkel der Strukturen beeinflusst. Eine
Hauptursache für die beobachteten Abweichungen zwischen experimentellen und simulierten Wer-
ten fürI0 stellt die inhomogene laterale Verteilung der Ätztiefe innerhalb der einzelnen Masken-
schritte dar, deren Auftreten auch daran erkennbar ist, dass die drei Strahlteiler trotz gemeinsamer
Herstellung auf einer Quarzplatte die in Tabelle 6.1 angegebenen unterschiedlichen Höhenfehler
aufweisen.
Abbildung 6.11 zeigt die mit einer CCD-Kamera aufgenommene Intensitätsverteilung für den
nach Design A hergestellten Strahlteiler. Der auf Grund von Herstellungsungenauigkeiten entstan-
dene Uniformitätsfehler von etwa 36 % ist visuell in diesem Fall kaum sichtbar. Die teilweise
zwischen den auf einem äquidistanten Raster liegenden Ordnungen beobachtbaren zusätzlichen
Spots resultieren aus Mehrfachreflexionen innerhalb des unbeschichteten Strahlteilerelements.
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Abbildung 6.11: Mit einer CCD-Kamera aufgenommene Intensitätsverteilung für den entsprechend De-
sign A hergestellten Strahlteiler. Innerhalb des schraffiert markierten Bereichs befinden sich die 21 Sig-
nalordnungen.
In Abbildung 6.12 ist die für die Designs A und B resultierende Verteilung des Uniformitäts-
fehlers in Abhängigkeit von Höhenfehlern in den Maskenschritten #1 und #2 dargestellt. Die von
den einzelnen Konturlinien umschlossene Fläche stellt ein Maß für die Toleranzeigenschaften des
jeweiligen Designs dar. Für das Design B ist somit eine deutliche Verbesserung der Toleranzeigen-
schaften im Vergleich zu Design A erkennbar.
Da bei der Herstellung der Strahlteilerelemente für die Designs A und B entsprechend Tabel-
le 6.1 in den hauptsächlich relevanten Maskenschritten #1 und #2 etwa gleiche Höhenfehler ent-
standen sind, ist eine gute Vergleichbarkeit der für beide Strahlteiler gewonnenen experimentellen
Ergebnisse gewährleistet. Es ergibt sich somit entsprechend Tabelle 6.1 durch Anwendung eines
toleranzoptimierten Designs in diesem Beispiel eine praktische Verbesserung des Uniformitätsfeh-
lers von 36.4 % auf 8.9 % bei einer Effizienzeinbuße von 1.5 %. Bei einer genaueren Realisierung
der Profilhöhen in den einzelnen Maskenschritten kann auch ein deutlich niedrigerer Uniformitäts-
fehler praktisch erreicht werden.
Für das hinsichtlich der Toleranzeigenschaften gegenüber Wellenlängenabweichungen opti-
mierte Design C sind in Abbildung 6.13 die simulierten VerläufeEunif(λ) undI0(λ) mit den für die
Wellenlängen 594 nm (He-Ne-Laser gelb), 632.8 nm (He-Ne-Laser rot) und 650ṅm (Laserdioden-
modul PM03/5384 von Power Technology Inc.) gemessenen Werten gegenübergestellt, wobei eine
sehr gute Übereinstimmung zwischen den unter Berücksichtung der aufgetretenen Höhenfehler
gewonnenen Simulationsergebnissen und den Messresultaten besteht.
Die aus einer Simulation unter Annahme einer fehlerfreien Realisierung für das Design A resul-
tierenden Kurven sind ebenfalls in Abbildung 6.13 gezeigt und verdeutlichen die für das Design C
im Vergleich zu Design A deutlich verbesserten Toleranzeigenschaften hinsichtlich Wellenlängen-
abweichungen: Während für das Design A in dem betrachteten Wellenlängenbereich Uniformi-
tätsfehler von über 35 % simuliert werden, liegt der für Design C auftretende Maximalwert unter
8 %. Aufgrund der oben diskutierten Herstellungsfehler liegen die für Design C tatsächlich ge-
messenen Uniformitätsfehler von bis zu 14.3 % etwas über den simulierten Werten, wobei jedoch
selbst diese Messergebnisse noch eine klare Verbesserung des Toleranzverhaltens gegenüber den
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Abbildung 6.12: Verteilung des Uniformitätsfehlers in Abhängigkeit von Höhenfehlern in den Masken-
schritten #1 und #2. Der schraffierte Bereich entspricht dabei dem Wertebereich beider Höhenfehler,
innerhalb dessen ein Uniformitätsfehler von weniger als 5 % resultiert. Die Kreuze markieren jeweils die
Positionen in beiden Diagrammen, welche den bei der Herstellung der Strahlteiler entstandenen Höhen-
fehlern entsprechen.
Simulationsergebnissen für Design A darstellen. Da bei der praktischen Realisierung von Design A
entsprechend Tabelle 6.1 deutliche Höhenfehler aufgetreten sind, können hiermit erzielte Messer-
gebnisse nicht sinnvoll in diesen Vergleich einbezogen werden.
In Übereinstimmung mit der Diskussion der KurvenI0(γlin) in Abbildung 3.10 wird in Abbil-
dung 6.13(b) wiederum deutlich, dass für die Erreichung guter Toleranzeigenschaften bei Strahl-
teilern mit0 ∈ Wsig der VerlaufI0(λ) innerhalb des betrachteten Toleranzbereichs ein Minimum
besitzen sollte. Für das Design C liegt dieser Minimalwert vonI0 sogar unter dem Sollwert, was
den fürλ = λref simulierten Uniformitätsfehler von 3.4 % erklärt, welcher auf Kosten eines höhe-
ren Uniformitätsfehlers an den Grenzen des betrachteten Bereichs vermeidbar gewesen wäre.
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Design A (simuliert ohne Höhenfehler)
Design C (gemessen)
Design C (simuliert mit Höhenfehlern)
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Abbildung 6.13: Abhängigkeit zwischen Unifomitätsfehler (a) und skalierter Intensität der nullten Ordnung




In der vorliegenden Arbeit wurde der Einsatz von Projektionsalgorithmen im wellenoptischen
Transmissionsdesign untersucht, wobei der Schwerpunkte entsprechend der Aufteilung in die Ka-
pitel 3 – 6 gesetzt wurden auf
• das Design diffraktiver Strahlteiler,
• die Verbesserung von Konvergenzeigenschaften durch Anwendung verstärkter Projektionen,
• die Entwicklung multifunktionaler Designstrategien sowie
• die Verbesserung von Toleranzeigenschaften über multifunktionale Optimierung.
Die wichtigsten Ergebnisse dieser Arbeit können in den folgenden Punkten zusammengefasst wer-
den:
1. Design diffraktiver Strahlteiler für beliebig positionierte Signalordnungen: Nachdem
in Abschnitt 3.1 das im Rahmen dieser Arbeit ergänzte Konzept zur Modellierung diffraktiver
Strahlteilungsprobleme dargestellt wurde, wobei in Abschnitt 3.1.3 insbesondere die für die Wahl
der Abtastparameter relevanten Kriterien diskutiert wurden, erfolgte in Abschnitt 3.2 eine schritt-
weise Erweiterung dieses Konzepts hinsichtlich einer Aufhebung der für die Positionierung der
Signalordnungen bestehenden Einschränkungen. Es wurde dabei zunächst in Abschnitt 3.2.1 der
Übergang zu nichtüberlappungsfreien Strahlteilern diskutiert, bevor in Abschnitt 3.2.2 ein neues
Designverfahren entwickelt wurde, welches die völlig freie Positionierung der Signalordnungen
erlaubt. Da dieses Verfahren ebenfalls auf Projektionsalgorithmen basiert und den Einsatz von
schnellen Fouriertransformationen in einem Großteil seine Iterationen erlaubt, bleibt der damit
verbunden Rechenaufwand in einem Rahmen, der vielfältige praktische Anwendungen erlaubt.
Ein derart berechneter Strahlteiler wurde entsprechend Abschnitt 3.2.3 auch experimentell über-
prüft.
2. Toleranzeigenschaften von Strahlteilern: Die Toleranzeigenschaften von Strahlteilern wur-
den in Abschnitt 3.3 diskutiert. Insbesondere erfolgte in den Abschnitten 3.3.1 und 3.3.2 eine Un-
tersuchung der Fragestellung, in welchem Maße eine Insensitivität hinsichtlich globaler Höhen-
fehler idealerweise erreicht werden kann. In Abschnitt 6.2 werden die im Rahmen dieser Arbeit
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entwickelten Designansätze verglichen, wobei die für die betrachteten Beispielanwendungen be-
rechneten und hergestellten Strahlteiler in Abschnitt 6.2.2 auch experimentell verifiziert wurden.
3. Begrenzbarkeit der maximalen Intensität von Rauschordnungen: In Abschnitt 3.4 wur-
den Ansätze zur Begrenzung der maximalen Intensität der Rauschordnungen demonstriert. Die
Anwendbarkeit der gezeigten Methoden wurde in Abschnitt 3.4.4 auch experimentell nachgewie-
sen.
4. Ausnutzung verstärkter Projektionen zur Verbesserung von Konvergenzeigenschaften:
In Kapitel 4 wurden Möglichkeiten zur Verbesserung der Konvergenzeigenschaften von Projekti-
onsalgorithmen untersucht und zwei Verfahren zur Steuerung der Projektionsstärke während der
Iteration entwickelt. Die in dem für die beiden Verfahren jeweils geeigneten Anwendungsbereich
typischerweise resultierende Verbesserung der Konvergenzeigenschaften wurde anhand von Bei-
spielanwendungen demonstriert.
5. Verfahren zum Multifunktionalen Transmissionsdesign: In Abschnitt 5.1 wurde gezeigt,
wie mit dem parallelen Multiprojektionsalgorithmus ein bekannter Grundansatz für die Konstruk-
tion von Projektionsalgorithmen zur Lösung multifunktionaler Transmissionsdesignprobleme an-
gepasst werden kann. In Abschnitt 5.2 wurde mit dem parallelen Transmissionsdesignalgorithmus
ein hierzu alternatives Verfahren entwickelt, dessen Vorteile gegenüber dem parallelen Multipro-
jektionsalgorithmus in den Abschnitten 5.2.1 und 5.3 gezeigt wurden.
6. Proximity Printing: In Abschnitt 6.1 wird mit der Berechnung komplexwertiger Transmis-
sionsmasken für die Fotolithografie eine weitere experimentell verifizierte Beispielanwendung für
den Einsatz von Projektionsalgorithmen im Optikdesign betrachtet. Es wurde dabei gezeigt, dass
durch den Einsatz wellenoptisch berechneter Belichtungsmasken mit komplexwertigen Transmis-
sionsfunktionen eine deutliche Verbesserung der erzielbaren Auflösung gegenüber konventionellen
binären Amplitudenmasken erreicht werden kann. In Abschnitt 6.1.3 wurde weiterhin die Möglich-
keit einer Verringerung der Sensitivität gegen Abweichungen des Proximity-Abstands über den
Einsatz des parallelen Transmissionsdesignalgorithmus nachgewiesen.
Anhang A
Beweise und Ableitungen
A.1 Zu Kapitel 2
A.1.1 Beweis zu Satz 2.16
Satz 2.16Algorithmus(2.14)konvergiert bezüglich des SDEs aus Gleichung(2.11), d. h. fürn > 1
gilt die Konvergenzbedingung(2.15).
Beweis: Aus Gleichung (2.14) folgt fürn > 0
u(n) ∈ M2. (A.1)
Entsprechend Gleichung (2.11) erhalten wir
J(u(n-1)) = d(Π1 u
(n-1), u(n-1)) + d(Π2 u
(n-1), u(n-1)), (A.2a)
J(Π1 u
(n-1)) = d(Π1 Π1 u
(n-1), Π1 u
(n-1)) + d(Π2 Π1 u
(n-1), Π1 u
(n-1))
= d(Π2 Π1 u
(n-1), Π1 u
(n-1)) [wegen Gleichung (2.8)] (A.2b)
sowie
J(u(n)) = d(Π1 Π2 Π1 u
(n-1), Π2 Π1 u
(n-1)) + d(Π2 Π2 Π1 u
(n-1), Π2 Π1 u
(n-1))
= d(Π1 Π2 Π1 u
(n-1), Π2 Π1 u
(n-1)). (A.2c)
Betrachten wir zunächst den ersten Summanden auf der rechten Seite von Gleichung (A.2a) sowie
Gleichung (A.2b). Aufgrund der Abstandsminimierungseigenschaft (2.3) des Projektionsopera-
torsΠ2, welcher auf das ElementΠ1 u(n-1) angewendet wird, folgt mit Gleichung (A.1) fürn > 1
d(Π2 Π1 u
(n-1), Π1 u
(n-1)) ≤ d(Π1 u(n-1), u(n-1)) (A.3)
und damit
J(Π1 u
(n-1)) ≤ J(u(n-1)). (A.4)
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Betrachten wir nun die Gleichungen (A.2b) und (A.2c). Aufgrund der Abstandsminimierungsei-
genschaft (2.3) des ProjektionsoperatorsΠ1, welcher auf das ElementΠ2 Π1 u(n-1) angewendet
wird, folgt mit Π1 u(n-1) ∈ M1 für n > 1
J(u(n)) ≤ J(Π1 u(n-1)). (A.5)
Zusammen mit Gleichung (A.4) folgt somit die Gültigkeit von Satz 2.16. 
A.1.2 Beweis zu Satz 2.67
Satz 2.67 Der OperatorΠ1 nach Gleichung(2.66a)definiert eine Projektion aufM1 gemäß
Gleichung(2.65a), sofern der PropagationsoperatorP die Eigenschaften(2.39)erfüllt.
Beweis: Wir betrachten hierzu ein Elementu′ ∈ M1 und treffen für einen indirekten Beweis die
Annahme
||u − u′|| < ||u − Π1 u||. (A.6)
Wegenu′ ∈ M1 existiert ein Elementu ′sig ∈ Msig mit
u′ = P -1u ′sig . (A.7)
Durch Anwendung der Gleichungen (2.39) ergibt sich somit
||u − u′|| = γ−1||Pu − u ′sig || und (A.8a)
||u − Π1 u|| = γ−1||Pu − Πsig Pu||. (A.8b)
Aufgrund der Abstandsminimierungseigenschaft (2.3) des ProjektionsoperatorsΠsig, welcher auf
das ElementPu angewendet wird, folgt mitu ′sig ∈ Msig
||Pu − ΠsigPu|| ≤ ||Pu − u ′sig ||. (A.9)
Wegenγ > 0 resultiert somit aus den Gleichungen (A.8) und (A.9) im Gegensatz zur Annah-
me (A.6)
||u − Π1 u|| ≤ ||u − u′||. (A.10)

A.1.3 Beweis zu Satz 2.68
Satz 2.68 Der OperatorΠ2 nach Gleichung(2.66b)definiert eine Projektion aufM2 gemäß
Gleichung(2.65b), sofernΠtran ein punktweise abstandsminimierender Projektionsoperator auf
Mtran ist.
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Beweis: Wir betrachten hierzu ein Elementu′ ∈ M2 und treffen für einen indirekten Beweis die
Annahme
||u − u′|| < ||u − Π2 u||. (A.11)
Wegenu′ ∈ M2 existiert ein Elementt′ ∈ Mtran mit
u′ = u in t′. (A.12)
Unter Ausnutzung der Gleichungen (A.12) und (2.66b) erhalten wir
||u − u′|| = || u in(u-1in u − t′)|| und (A.13a)
||u − Π2 u|| = || u in(u-1in u − Πtranu-1in u)||. (A.13b)
Aus t′ ∈ Mtran folgt
|| u-1in u − Πtranu-1in u|| ≤ || u-1in u − t′||. (A.14)
Da Πtran laut Voraussetzung punktweise abstandsminimierend ist, folgt mit Gleichung (2.7) und
t′ ∈ Mtran für alle Positionenx
| u in(x)−1u(x) − Πtranu-1in(x)u(x)|2 ≤ | u in(x)−1u(x) − t′(x)|2. (A.15)
Betrachten wir die Gleichung (A.13a) für die Positionx, erhalten wir
| u in(x)(u in(x)−1u(x) − t′(x))|2 = | u in(x)|2| u in(x)−1u(x) − t′(x)|2 (A.16)
Wegen| u in(x)|2 ≥ 0 folgt mit Gleichung (A.15)
| u in(x)(u in(x)−1u(x) − t′(x))|2 = | u in(x)|2| u in(x)−1u(x) − t′(x)|2
≥ | u in(x)|2| u in(x)−1u(x) − (Πtranu-1in u)(x)|2
= | u in(x)(u in(x)−1u(x) − (Πtranu-1in u)(x))|2. (A.17)
Aus dem Vergleich der Gleichungen (A.13) mit Gleichung (A.17) folgt im Widerspruch zur An-
nahme (A.11)
||u − u′|| ≥ ||u − Π2 u||. (A.18)

A.2 Zu Kapitel 3
A.2.1 Ableitung von Gleichung (3.47)
Laut Abschnitt 3.3.2 stehen bei mehrstufigen Strahlteilerelementen mit0 ∈ Wsig die über die
Gleichungen (3.44b) und (3.44c) gegebenen Vektorenũ0 bzw. û0 näherungsweise senkrecht auf-
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2(1 + cos γlin π)[(n̂0)q=1]
2
2(1 + cos γlin π)(n̂20 + n̂
2





Dabei beziehen sich diênj im Nenner auf das Design mitq = 2. Wenn wir im Folgenden davon
ausgehen, dass Zahl der Abtastwertenx in beiden betrachteten Designs gleich sind undñj  nx
gilt, kann
(n̂0)q=1 = n̂0 + n̂1 (A.21)
























Gleichung (A.22b) wird fürα = 1/2 minimiert, was dem Fall̄n0 = n̄1 entspricht. Demnach sind
die Toleranzeigenschaften eines vierstufigen Designs tendenziell dann am besten, wenn die vier
Quantisierungswerte gleichmäßig genutzt werden. Zur Charakterisierung der maximal erreichba-
ren Verbesserung der Toleranzeigenschaften durch ein vierstufiges Design mitγlin ≈ 1 setzten wir




Im Folgenden besteht das Ziel, derartige Quotienten für beliebige Werteq = q ′ abzuleiten. Hiezu
stellen wir zunächst fest, dass der Nenner von Gleichung (A.22a) der Addition zweier Vektoren
mit Längen proportional zūn0 und n̄1 entspricht, zwischen denen ein Winkel vonγlin π/2 aufge-
spannt wird. Während beiq = 2 die beiden Vektoren für die Quantisierungswerte{p0, p2} und
{p1, p3} stehen, kann beiq = 3 ähnlich vorgegangen werden, indem Vektoren für{p0, p2, p4, p6}
und{p1, p3, p5, p7} konstruiert werden, die dann einen Winkelγlin π/4 aufspannen. Für beliebige





1 + 2α(α − 1)
(
1 − cos(2−q′+1 γlin π)
)]−1
, (A.24)
wobeiα analog zu Gleichung (A.22c) das Verhältnis zwischen der Länge des ersten Vektors und
der Summe der Längen beider Vektoren bezeichnet. Da dieser Ausdruck wiederum fürα = 1/2
minimiert wird, lässt sich die im Zusammenhang mit Gleichung (A.22c) getroffene Aussage ver-
allgemeinern, d. h. um gute Toleranzeigenschaften zu erreichen sollten die verschiedenen Quanti-
sierungswerte möglichst gleichmäßig genutzt werden.
Durch Einsetzen vonα = 1/2 sowieγlin = 1 in Gleichung (A.24) erhalten wir in Verallgemei-
nerung von Gleichung (A.23) die in Abschnitt 3.1.3 verwendete Gleichung (3.47).
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A.2.2 Beweis zu Satz 3.26
Satz 3.26 Der auf Basis eines bezüglich der Normd aus Gleichung(2.6) abstandsminimieren-
den ProjektionsoperatorsΠ1 : M → M1 entsprechend Gleichung(3.24)konstruierte Operator
Π2 = Π
+td
1 definiert eine bezüglichd abstandsminimierende Projektion auf die MengeM2 aus
Gleichung(3.25).
Beweis: Wir betrachten ein Elementt2 ∈ M2 mit
t2 = Π2 t = Π1[t + td] − td. (A.25)
Zum Nachweis der Abstandsminimierung genügt es zu zeigen, dass für ein beliebiges Element
t′2 ∈ M2 die Bedingung
d(t2, d) ≤ d(t′2, t). (A.26)
gilt. Wegent′2 ∈ M2 existiert ein Elementt′1 ∈ M1 mit
t′2 = t
′
1 − td. (A.27)
Des Weiteren betrachten wir ein Elementt1 ∈ M1 mit
t1 = Π1[t + td], (A.28)
wobei wegen Gleichung (A.25)
t2 = t1 − td (A.29)
folgt. Aufgrund der Definition der Metrikd in Gleichung (2.6) resultiert aus den Gleichungen (A.29)
und (A.27)
d(t2, t) = d(t1 − td, t) = d(t1, t + td) bzw. (A.30)
d(t′2, t) = d(t
′
1 − td, t) = d(t′1, t + td). (A.31)
Wegen der Abstandsminimierungseigenschaft vonΠ1 folgt aus Gleichung (A.28)
d(t1, t + td) ≤ d(t′1, t + td). (A.32)
Unter Benutzung der Gleichungen (A.30) und (A.31) zeigt sich die Äquivalenz der Ungleichun-
gen (A.26) und (A.32) und somit die Gültigkeit der Behauptung. 
A.3 Zu Kapitel 4
A.3.1 Ableitung der Gleichungen (4.15)
Wir stellen im Folgenden einen Ansatz vor, welcher nach Iterationn eine Approximation
v (n)appr(λ) ≈ v (n)conv(λ) (A.33)
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ermittelt und die Projektionsstärkeλ(n+1) der darauf folgenden Iteration anhand des Maximums
vonv (n)appr(λ) bestimmt. Da dies für die erste Iteration noch nicht möglich ist, setzen wir hierbei
λ(0 ) = 1. (A.34)
Mit der Beziehung (4.11) wurde in Abschnitt 4.1.2 eine untere Abschätzung fürv (n)conv(λ) abgeleitet.
Die approximative Modellierungv (n)appr(λ) konstruieren wir durch Übernahme des ersten Terms auf









2 − βλ2. (A.35)
Der Korrekturtermβλ2 ist motiviert durch die Annahme, dass der Term|| u noise||2 in Unglei-
chung (4.11) näherungsweise quadratisch mitλ zunimmt. Fürλ = 0 ergibt sich die exakte Über-
einstimmung
v (n)conv(0) = v
(n)
appr(0) = 0. (A.36)
Die gesuchte Projektionstärkeλ(n+1) wird als Maximalstelle der Kurvev (n)appr(λ) gewählt, d. h.
∂
∂λ




Durch Einsetzen von Gleichung (A.35) ergibt sich Gleichung (4.15a).
Die Parameter̄α und β können – wie im Folgenden gezeigt wird – ausu (n)out, u
(n-1)
out und λ(n)
berechnet werden. Zur Ermittlung von̄α schreiben wir zunächst Gleichung (4.4) um in
u noise = u
(n)
out − u(n-1)out − ᾱ λ(n)(Πsigu(n-1)out − u(n-1)out ). (A.38)
Ähnlich wie bei der Ermittlung des optimalen Skalierungsfaktorsα in Gleichung (2.52) lässt sich
der Parameter̄α zur Minimierung von|| u noise|| ableiten, wobei Gleichung (4.15b) resultiert.
Durch Einsetzen von̄α in Gleichung (A.35) resultiert unter der Annahme vonv (n)conv = v
(n)
appr
Gleichung (4.15c) zur Berechnung des Parametersβ.
Mit den Gleichungen (4.15) haben wir somit ein Schema zur Berechnung vonλ(n+1) als Ap-
proximation der in Iteration(n + 1) optimalen Projektionsstärke konstruiert. Dabei wird auf die
Ausgangsfelderu(n)out , u
(n-1)
out sowie auf die Projektionsstärkeλ(n) zurückgegriffen.
Zur Überprüfung der zu Grunde liegenden Modellierung (A.35) betrachten wir in Abbildung A.1
die Abhängigkeit zwischen dem entsprechend Gleichung (4.15a) ermittelten Wertλ(n+1) und der
Projektionsstärkeλ(n) der vorangegangenen Iteration für die vier bereits in Abbildung 4.1 unter-
suchten Iterationszustände. Idealerweise sollten sich unabhängig von der Wahlλ(n) für λ(n+1) die
jeweilige optimale Projektionsstärkeλopt ergeben, welche sowohl in den Diagrammen von Abbil-
dung 4.1 als auch in Abbildung A.1 als gestrichelte Linie eingezeichnet wurde. In den Diagrammen
von Abbildung A.1 treten jeweils nur relativ leichte Abweichungen von diesem Idealwert auf, was
eine Bestätigung der Modellierung (A.35) darstellt.








































































































(d) Beispiel aus Abbildung 4.1(d)
Abbildung A.1: Entsprechend Gleichung (4.15a)ermittelte Approximation der optimalen Projektionsstär-
ke λ(n+1) in Abhängigkeit von der Projektionsstärke λ(n) der vorangegangenen Iteration für die in Abbil-
dung 4.1 betrachteten Iterationszustände
A.4 Zu Kapitel 5
A.4.1 Beweis zu Satz 5.8
Satz 5.8 Der über die Gleichungen(5.7) definierte Operator̃Π2 bewirkt eine Projektion auf die
durch Gleichung(5.6b)gegebene MengẽM2.
Beweis: Wir betrachten
v = Π̃2u. (A.39)
Im Vergleich von Gleichung (5.7a) mit der Mengendefinition (5.6b) folgt
v ∈ M̃2. (A.40)
Es bleibt daher gemäß Gleichung (2.3a) zu zeigen, dass
d(u, v) = min
v′∈M̃2
d(u, v′), (A.41)
wobei die Metrikd : HN ×HN → R durch Gleichung (2.20) gegeben ist.
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Entsprechend der im Zusammenhang mit Gleichung (2.7) getroffenen Diskussion stellt die
punktweise Abstandsminimierung, welche sich für eine Positionx darstellen lässt als
N∑
j=1




|uj(x) − v′j(x)|2, (A.42)
eine hinreichende Voraussetzung für die Erfüllung der Abstandsminimierungseigenschaft (A.41)
dar. Unter Berücksichtigung der Darstellungsform (5.6b) der Elementev ∈ M̃2 können wir Glei-
chung (A.42) umformen in
N∑
j=1









|uj(x) − z uin,j(x)|2. (A.44)





|uj(x) − z uin,j(x)|2 (A.45)
für eine Positionx, um zu zeigen, dass hierbei mit
tv(x) = z
′ (A.46)
die Behauptung (A.44) und somit die Gültigkeit von Satz 5.8 folgt.
Unter Zuhilfenahme der Zerlegung vonz ∈ C in Real- und Imaginärteil,z = a + ib (a, b ∈
R), führen wir für den auf der rechten Seite von Gleichung (A.45) zu minimierenden Term die




|uj(x) − (a + ib)uin,j(x)|2. (A.47)
Zur Berechnung der Minimierung in Gleichung (A.45) betrachten wir die partiellen Ableitungen























Für die zweiten Ableitungen resultiert
∂2
∂a2
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Da die in den Gleichungen (A.49) gegebenen zweiten Ableitungen nichtnegativ sind, kann durch
Nullsetzen der ersten Ableitungen in den Gleichungen (A.48) die Minimierung in Gleichung (A.45)
































Aus der Äquivalenz der Gleichungen (A.51) mit Gleichung (5.7b) folgt die Gültigkeit der Behaup-
tung (A.46) und damit Satz 5.8. 
A.4.2 Beweis zu Satz 5.25
Satz 5.25 Der OperatorΠ̃2 gemäß Gleichung(5.24b)definiert einen punktweise abstandsmini-
mierenden Projektionsoperator auf̃M2 aus Gleichung(5.23b).
Beweis: Wir betrachten
v = Π̃2u. (A.52)
Durch Vergleichen der Definitionen (5.24b) und (5.23b) erkennen wir
v ∈ M̃2. (A.53)
Wir weisen im Folgenden die punktweise Abstandsminimierung vonΠ̃2 ach, woraus zusammen
mit der Beziehung (A.53) die Behauptung von Satz 5.25 folgt.
In Abwandlung von Gleichung (A.44) lässt sich die Forderung nach punktweiser Abstandsmi-





|uj(x) − zuin,j(x)|2. (A.54)
Wie schon im Beweis zu Satz 5.8 führen wir eine Abkürzungd̃ für den auf der rechten Seite
von Gleichung (A.54) zu minimierenden Term ein, wobeid̃ diesmal jedoch in Abhängigkeit der





|uβ(x) − r exp(iφ) uin,β(x)|2. (A.55)
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|uβ(x)|2 + r2| uin,β(x)|2 +
− 2r
(
cos φ Re[uβ(x)] Re[uin,β(x)] + sin φ Im[uβ(x)] Re[uin,β(x)] +
+ cos φ Im[uβ(x)] Im[uin,β(x)] − sin φ Re[uβ(x)] Im[uin,β(x)]
)]
. (A.56)
Gleichung (A.56) kann umgeformt werden in












cos φ Re[uβ(x)] Re[uin,β(x)] + sin φ Im[uβ(x)] Re[uin,β(x)] +
+ cos φ Im[uβ(x)] Im[uin,β(x)] − sin φ Re[uβ(x)] Im[uin,β(x)]
]
.
Betrachten wir nun die Berechnung der Transmissionsfunktiontv(x) gemäß Gleichung (5.24c).








ergibt, so resultiert nach Anwendung vonΠphaseentsprechend Gleichung (2.60) der Wert
exp(iφ1) = Πphase[r1 exp(iφ1)] = tv(x). (A.59)
Analog zu der Vorgehensweise im Beweis zu Satz 5.8 kann leicht gezeigt werden, dass für belie-
bigez2 = r2 exp(iφ2)
d̃(r2, φ2) ≥ d̃(r1, φ1) (A.60)
folgt. Insbesondere gilt somit
d̃(r1, φ2) ≥ d̃(r1, φ1). (A.61)
Nehmen wir nun im Sinne eines indirekten Beweises an,Π̃2 wäre nicht punktweise abstandsmini-
mierend. Demnach müsste es einen Phasenwertφ2 geben mit
d̃(1, φ2) < d̃(1, φ1). (A.62)
Wegen der Zerlegung (A.57) folgt daraus für einen beliebigen Radiusr1 > 0
d̃(r1, φ2) < d̃(r1, φ1), (A.63)
was im Widerspruch zu Ungleichung (A.61) steht. Somit ist für
tv(x) = exp(iφ1) (A.64)
also die Behauptung (A.54) erfüllt, womit die Gültigkeit von Satz 5.25 folgt. 
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A.4.3 Beweis zu Satz 5.28
Satz 5.28Der OperatorΠ̃2 aus Gleichung(5.27)definiert eine punktweise abstandsminimierende
Projektion aufM̃2 nach Gleichung(5.26).
Beweis: Wir betrachten
v = Π̃2u, (A.65)
wobei aus den Gleichungen (5.26) und (5.27)
v ∈ M̃2 (A.66)
folgt.
Wir gehen im Folgenden ähnlich wie im Beweis zu Satz 5.25 vor und zeigen die punktweise





|uj(x) − zuin,j(x)|2. (A.67)
Wie schon in Gleichung (A.55) betrachten wir den zu minimierenden Term auf der rechten Seite




|uβ(x) − r exp(iφ) uin,β(x)|2. (A.68)
Den aus Gleichung (5.27b) an der Positionx resultierenden Phasenwert bezeichnen wir im Fol-
genden mitφ1, d. h.
tv(x) = exp(iφ1). (A.69)
Nehmen wir nun im Sinne eines indirekten Beweises an,Π̃2 wäre nicht punktweise abstandsmini-
mierend. Demnach müsste es einen Phasenwertφ2 = φ1 mit exp(iφ2) ∈ M̃quant,Q geben mit
d̃(1, φ2) < d̃(1, φ1). (A.70)
In Übertragung der Argumentation aus dem Beweis zu Satz 5.25 würde daraus für einen beliebigen
Radiusr > 0 folgen
d̃(r, φ2) < d̃(r, φ1). (A.71)
Den Radiusr wählen wir in Analogie zu Gleichung (A.58) entsprechend des Transmissionswer-
tesz3, welcher sich vor Anwendung des Transmissionseinschränkung ergibt:
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Bei der Anwendung vonΠquant,Q bei der Ermittlung vonv wird der resultierende Phasenwertφ1 als
derjenige Phasenwert innerhalb voñMquant,Q gewählt, welcher am dichtesten anφ3 liegt. Demnach
folgt
|(φ1 − φ3) mod 2π| ≤ |(φ2 − φ3) mod 2π|, wobei (A.73a)
a mod b = c ⇔ c ∈ [−b/2, b/2) ∧ c = a + jb ∧ j ∈ Z . (A.73b)
Analog zu der Vorgehensweise im Beweis zu Satz 5.8 können leicht die Beziehungen
d̃(r, φ1) ≥ d̃(r, φ3) und (A.74a)
d̃(r, φ2) ≥ d̃(r, φ3). (A.74b)
gezeigt werden.





können wir unter Benutzung von
uβ(x) = uin,β(x)(z3 + ∆uβ) und (A.76)
r exp(iφ) = exp[i(φ − φ3)]z3 (A.77)








∣∣ uin,β(x)∣∣2∣∣(1 − exp[i(φ − φ3)])z3 + ∆uβ∣∣2. (A.78)









∣∣ uin,β(x)∣∣2(∣∣1 − exp[i(φ − φ3)]∣∣2|c|2
− 2 Re
[(






Unter Berücksichtigung von Gleichung (A.79) können wir folgende Zerlegung bezüglich der drei
Summanden innerhalb der großen Klammern durchführen:
d̃(r, φ) = d̃1(r, φ) + d̃2(r, φ) + d̃(r, φ3), wobei (A.81a)
d̃1(r, φ) =
∣∣1 − exp[i(φ − φ3)]∣∣2|c|2 B∑
β=1
∣∣ uin,β(x)∣∣2 und (A.81b)
d̃2(r, φ) = −2
B∑
β=1
∣∣ uin,β(x)∣∣2 Re[(1 − exp[i(φ − φ3)])c∆uβ]. (A.81c)
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∣∣ uin,β(x)∣∣2(Re[(1 − exp[i(φ − φ3)])c]Re[∆uβ]
+ Im
[(























∣∣ uin,β(x)∣∣2 Im [∆uβ]. (A.82)
Da mit Hilfe der Gleichungen (A.72) und (A.75) leicht gezeigt werden kann, dass
B∑
β=1
| uin,β(x)|2∆uβ = 0 (A.83)
gilt, folgt aus Gleichung (A.82)
d̃2(r, φ) = 0 (A.84)
und somit als Vereinfachung von Gleichung (A.81a)
d̃(r, φ) = d̃1(r, φ) + d̃(r, φ3). (A.85)
Aus der Annahme (A.71) würde somit folgen
d̃1(r, φ2) < d̃1(r, φ1). (A.86)
Betrachten wir nun dieφ-Abhängigkeit vond̃1(r, φ). Wegen∣∣1 − exp[i(φ − φ3)]∣∣2 = 2 − 2 cos(φ − φ3) (A.87)
folgt aus Gleichung (A.81b) die Proportionalität
d̃1(r, φ) ∼ 1 − cos(φ − φ3). (A.88)
Für φ = φ3 verschwindet also der Beitrag̃d1(r, φ) und für |φ − φ3| ≤ π wächstd̃1(r, φ) mo-
noton mit |φ − φ3|. Durch Verwendung der modulo-Operation aus Gleichung (A.73b) kann die
Einschränkung fürφ aufgehoben werden, d. h.̃d1(r, φ) wächst monoton mit|(φ − φ3) mod 2π|.
Aufgrund von Ungleichung (A.73a) folgt somit im Widerspruch zu Annahme (A.86)
d̃1(r, φ1) ≤ d̃1(r, φ2), (A.89)
womit die Gültigkeit von Satz 5.28 bewiesen ist. 
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