ABSTRACT In an orthogonal frequency division multiplexing (OFDM) system, the cyclic prefix (CP) has traditionally been not useful for data detection at the receiver. This paper presents a low-complexity turbo-OFDM receiver to exploit all of the extra information offered by the CP to improve the data detection and channel estimation performance. In the receiver, two iterative processes, namely, the outer iteration based on the turbo equalization principle and the inner iteration based on the expectation-maximization algorithm, are proposed. The CP observation, which contains extra information about data and channel, is represented by a Forney-style factor graph and incorporated into the inner iteration for joint channel estimation and data detection, using a Gaussian message passing process. The extrinsic messages of the data enhanced by exploiting the CP are then exchanged in the outer iteration for joint channel estimation, data detection, and decoding to further improve a system performance. To effectively implement the receiver, several approximations are introduced to reduce the computational complexity to be logarithmic in the length of the OFDM symbol N , i.e., O(NlogN ) per OFDM symbol. Extensive simulation results show that the bit error rate performance of the proposed low-complexity turbo-OFDM receiver is superior to that of existing turbo-OFDM receivers with exploiting the channel information in the CP only or without exploiting the CP, as well as conventional OFDM receivers, in particular for time-varying channels.
I. INTRODUCTION
Orthogonal frequency division multiplexing (OFDM) has been adopted in a variety of wireless communication applications and standards, such as digital television/audio broadcasting (DTB/DAB), wireless local area networks (WLAN), and the 3GPP LTE specification [1] . In OFDM systems, a cyclic prefix (CP) assisted scheme is normally employed, i.e., a repetition of the end of each OFDM symbol is inserted in the front of the symbol before transmission. And at the receiver, the CP observation corrupted by inter symbol interference (ISI) is generally discarded, thereby mitigating the ISI between two successive OFDM symbols and also converting the linear convolution between the OFDM symbol and channel impulse response to circular convolution.
When channel state information is unavailable at the OFDM receiver, pilots assisted channel estimation methods using pilots [2] - [5] or training sequences [3] , [6] , are normally employed by transmitting known data through the channel to facilitate the channel estimation at the receiver. To this end, the CP observation, obtained by a repetition of part of the data through the channel and thereby containing both channel information and data information, is worth being exploited, rather than being simply discarded as in conventional receiver systems. Indeed, it has been shown that superior performance can be achieved by employing the extra information offered by the CP in channel estimation [7] , data detection [8] , [9] , or joint channel estimation and data detection [10] - [12] . However, all those schemes incur high complexity (i.e. O(N 3 ) per symbol where N is the length of the OFDM symbol).
To further improve OFDM system performance, the turbo equalization principle [13] , [14] , which iteratively exchanges extrinsic information between an equalizer and a soft-inputsoft-output (SISO) decoder, can be exploited. It was shown that for joint channel estimation and data detection, turbo-OFDM receivers can achieve dramatic performance gains compared with conventional receivers with separate equalization and decoding [15] - [19] . On the other hand, when the channel is perfectly known at the receiver, the turbo process (i.e. the iterations between a decoder and an equalizer) is not needed for conventional OFDM systems (i.e. the CP is discarded at the receiver), since different sub-carriers in OFDM are independent and thereby the turbo process can not achieve any performance gain. Recently, we have shown in [20] that even for cases with known channels, the turbo process is necessary when the CP is exploited for equalization, since the use of the CP in equalization makes different sub-carriers in OFDM dependent. And in [20] , we proposed a low-complexity turbo-OFDM receiver of exploiting the CP for data detection using the Forney-style factor graph (FFG). For joint channel estimation and data detection, the channel information contained in the CP was employed to improve the quality of channel estimation in turbo-OFDM receivers in [21] and [22] , based on the Kalman filter and the maximum-likelihood (ML) estimation methods, respectively. However, the complexities of those methods are in general cubic in the length of the OFDM symbol N (i.e. O(N 3 ) per symbol), thereby making them intractable when N is large, e.g., N = 2048 suggested for broadband wireless communications in the 3GPP LTE specification [1] . In addition, in [21] and [22] , the CP was exploited for channel estimation only, not for data detection.
In this paper, we propose a low-complexity turbo-OFDM receiver to exploit both channel and data information embedded in the CP for coded OFDM systems. In the receiver, two iterative processes, namely, one outer iteration based on the turbo equalization principle and one inner iteration with the Gaussian message passing based expectationmaximization (EM) algorithm [23] , are proposed. For the inner iteration, an FFG model of the CP observation and non-CP observation (i.e. the ISI free part of the OFDM symbol) for joint channel estimation and data detection based on the EM algorithm is developed, where in the EM algorithm a variant of the channel impulse response is treated as the parameter to be estimated. Assuming that the OFDM symbols are Gaussian, the Gaussian message passing process in the receiver is presented, which is then extended to time-varying frequency selective channels with the aid of the autoregressive (AR) model. Extrinsic messages of the data, enhanced by exploiting the CP, are then exchanged iteratively between the equalizer and the SISO decoder in the outer iteration to achieve joint channel estimation, data detection and decoding. Further, we investigate complexity reduction of the nontrivial matrix operations in the message passing process. By introducing several approximations, we have successfully reduced the complexity per symbol of the proposed turbo-OFDM receiver to be logarithmic in the length of the OFDM symbol N , i.e. O(NlogN ). Extensive simulations show that the bit error rate (BER) performance of the proposed lowcomplexity turbo-OFDM receiver is superior to that of the existing turbo-OFDM receiver employing the channel information in the CP only [21] or without exploiting the CP, and conventional OFDM receivers with separate equalization and decoding.
The rest of this paper is organized as follows. Section II describes the OFDM system model with the CP assisted scheme. In Section III, a turbo-OFDM receiver of exploiting the CP is proposed in the FFG based on the EM algorithm, along with the message passing process, which is then incorporated into the time-varying channel model. Some approximations for the message computations are introduced, and the implementation complexity of the proposed receiver is discussed in Section IV. Section V shows the simulation results and conclusions are drawn in Section VI.
Notations: We use upper (lower) boldface letters to denote matrices (column vectors) and italics to denote scalars. The superscripts T , * and H denote the transpose, conjugate and conjugate transpose, respectively. F N represents a normalized N × N discrete Fourier transform (DFT) matrix with the (m, n)th element given by 1 √ N e −j2π mn/N , where j = √ −1. Diag (a) is a diagonal matrix with the entries of a on its diagonal. A diag returns a matrix with the diagonal entries of A on its diagonal and zeros off its diagonal. tr(·) denotes the trace of the matrix in the parentheses. I and 0 denote an identity matrix and an all-zero vector/ matrix, respectively, with proper sizes. (·) {·} returns a vector with the {·}th entries of the vector in (·) if it is a vector in (·), or a diagonal matrix with the {·}th diagonal entries of the matrix in (·) on its diagonal if it is a matrix in (·). For FFG representation, we adopt the notations used in [23] , [24] , where an edge or a half-edge represents a variable, a node represents a factor (or a function), and arrows denote the directions of the message passing, i.e., − → m x and − → V x are used to denote the mean vector and the covariance matrix of the forward message of the variable x (i.e. the message is in the direction of the arrow associated with the edge of variable x in the graph), ← − m x and ← − V x the mean vector and the covariance matrix of the backward message of the variable x, and m x and V x the mean vector and the covariance matrix of the marginal message of the variable x. and are to represent clones of a variable, i.e., x = x = x , since no variable appears in more than two factors in an FFG.
II. SYSTEM MODEL
We consider an OFDM system with the CP assisted scheme as depicted in Fig. 1 . The information bits are encoded, interleaved, and mapped 1 onto a data sequence u = [u 0 , . . . , u J −1 ] T , where J is the length of the sequence. Assume that J = KN and each sequence consists of K blocks, each of length N . The kth block,
T . An N -point IFFT is applied 1 A training sequence is normally transmitted in an OFDM system. And in this work, to avoid the spectral overhead, we employ a special training sequence scheme, namely, the superimposed training proposed in [6] , [25] . on u k , producing
The CP is formed by duplicating the last P samplesx k in front of x k , wherex
and
For the CP to be effective, we assume that P ≥ L − 1 where L is the delay spread of the multipath channel. After prefixing, the kth block is extended to the kth OFDM symbol
We assume that the channel remains the same within an OFDM symbol but may vary in the next symbol, 2 and let
T be the L-tap channel impulse response that s k undergoes. At the receiver, the received signal corresponding to the kth OFDM symbol s k is
of length M + L − 1. The block r k can be partitioned into two parts, the ISI free non-CP observation
T of length N , and the CP observatioñ
T of length G, where G = P + L − 1. In conventional OFDM systems, the CP observationỹ k is discarded at the receiver, and only the non-CP observation y k is processed. The data structures of the transmitted symbols and the received symbols are shown in Fig. 2 . 2 The same assumption has been used in [10] , [12] , [21] of exploiting the CP for channel estimation and/or data detection. The non-CP observation y k can be modeled as
where '' '' denotes the circular convolution and n k is a complex additive white Gaussian noise (AWGN) vector of length N with mean 0 and covariance matrix 2σ 2 I. The CP observationỹ k consists of the received CP part of the kth symbol and the first L − 1 data of the received CP part of the (k + 1)th symbol. It also contains the interference from the previous symbol s k−1 and the next symbol s k+1 , which are denoted by
respectively, where C is a G × G matrix as follows
Then the CP observationỹ k can be modeled as
where
with '' * '' denoting the linear convolution, andñ k a complex AWGN noise vector of length G with mean 0 and covariance matrix 2σ 2 I.
Transforming (4) and (8) from the time domain to the frequency domain and using (1) and (2), we obtain
where '' '' is the point-wise multiplication,
with
Rewriting v k of (9) in a similar form to (10) and (11), we have
The EM algorithm [26] provides an iterative technique for parameter estimation in a probabilistic system with unobserved variables. Let vectors x, y, and θ denote unobserved variables, observed variables, and the parameters to be estimated, respectively, and let f (x, y, θ ) denote either a probability density over x and y with parameters θ or a joint probability density over x, y, and θ . The EM algorithm solves the following maximization problem
in a tractable iterative way by employing the following two steps for each iteration [23] • E − step :
• M − step :θ
is the estimate of θ at the (p − 1)th iteration. The main property of the EM algorithm is that the following inequality
always holds [23] with the above EM iterations (18)- (19) . From (20) , x f x, y,θ (p) dx (i.e. the objective function in (17)) is non-decreasing and converges to either a finite or infinite value. Due to this desirable property, the EM algorithm has been extensively employed, e.g. in [6] , [10] , [22] , [27] - [30] .
In this work, we consider a special form of f (x, y, θ ) that allows the following factorization
where the two functions f A and f B can be represented using FFG, called M-step factor graph and E-step factor graph, respectively. Note that in (21), f A is defined over the parameters to be estimated θ only, and f B over θ, the unobserved variables x, and the observed variables y. Then for linear Gaussian models, [23] showed that the EM algorithm (for the pth iteration) can be implemented using the following Gaussian message passing process between the E-step factor graph and M-step factor graph (refer to [23] , [24] for details)
• E-step: With the last estimateθ
from the M-step, perform the Gaussian message passing [24] in the E-step factor graph to calculate the marginal messages for the local nodes associated with θ , which is then used to calculate the Gaussian EM messages for θ with the rules given by Table 2 and Table 3 in [23] .
• M-step: With the Gaussian EM messages from the E-step, perform the Gaussian message passing [24] in the M-step factor graph to obtain the new estimateθ (p) .
B. TURBO-OFDM RECEIVER
As shown in Fig. 1 , in the turbo-OFDM receiver, equalization and decoding are performed iteratively between an equalizer and an SISO decoder based on the turbo principle. Inside the equalizer, the EM algorithm is employed in this work for joint channel estimation and data detection. As a result, the proposed turbo-OFDM receiver is a system with joint channel estimation, data detection and decoding, in which there are two iterative processes involved, i.e., the inner iteration of the EM process in the equalizer for joint channel estimation and data detection, and the outer iteration of the turbo process between the equalizer and the SISO decoder.
1) INNER EM ITERATION
To implement joint channel estimation and data detection with the CP using Gaussian message passing EM algorithm, we need to represent (10) and (11) with FFG, where for the kth symbol, the transmitted data u k is treated as the unobserved variables, the non-CP observation y k and the CP observationỹ k as the observed variables, and the channel impulse response h k as the parameters to be estimated. However, it can be seen from (10) and (11) that the length of the frequency domain channel response
√ GF GŠ h k are N and G, respectively, but the actual degree of freedom of the channel is L (since the length of h k is L). This means that within (10) and (11), there are some constraints regarding h k , which should be properly exploited [6] , [31] .
Let
VOLUME 5, 2017 (10) and (11) can be rewritten as
Assuming that the lengths of d k andd k are integral multiples of L, i.e. N = RL and G = SL (R and S are positive integers and this can be guaranteed by system design), we can divide d k andd k into R and S groups, respectively. The zth group of d k is given by
with b k = u k , and the zth group ofd k is given bỹ
withb k = Bu k . As in [6] , [31] , we rewrite c k,z in (29) andc k,z in (33), respectively, as
Moreover, we have the relations between c k,z (c k,z ) and
and specially when z = 0, we have
It is clear that the above recursive relationships among 
can be seen as a variant of the channel impulse response h k for the kth symbol.
In this work, as in [6] , [31] (21) for the E-step factor graph. The FFG for joint channel estimation and data detection of the kth symbol is then shown in Fig. 3 . Note that in Fig. 3 
, which are used to represent the data (channel) variables associated with the CP observation (left side) and the non-CP observation (right side), respectively. And the ''Partition'' and ''Aggregation'' blocks refer to the partition and aggregation operations associated with (27) - (28), (31)- (32), respectively.
Assume that the OFDM symbols are Gaussian, the system depicted in Fig. 3 becomes a Gaussian system, in which the Gaussian message passing EM algorithm can be employed. Then, for the pth EM iteration of the kth OFDM symbol, the implementation of the E-step and M-step can be given as follows.
a: E-STEP IMPLEMENTATION
] from the last M-step, the goal of the E-step is to calculate the marginal messages of the variable b k andb k , which can then be used to calculate the EM messages of c k .
To make the message passing process clear, in Fig. 3 we partition the E-step factor graph into three parts: the E-step CP part for exploiting the information offered by the CP observation, the E-step non-CP part for exploiting the information offered by the non-CP observation, and the E-step Comb. part to combine the above two together. Then the goal of the E-step can be accomplished among the three parts by three sub-steps as follows
• Downward Message Passing: In the E-step non-CP and E-step CP parts, calculate the backward mes-
• Message Combining: In the E-step Comb. part, combine the backward messages of b k andb k , and the a priori message of u k from the decoder together to produce the marginal messages
• Upward Message Passing: In the E-step non-CP and E-step CP parts, use the marginal messages of b k and b k to obtain the EM messages of c k ,
, respectively. The details of the above three sub-steps are shown in Appendix A. Note that the Gaussian message passing rules in [24] are used in the first two sub-steps, while the Gaussian EM message equations presented in [23] are employed in the last sub-step.
b: M-STEP IMPLEMENTATION
With the Gaussian EM messages of c k from the E-step, the goal of the M-step is to obtain the new estimate [ĉ
for the next EM iteration to use.
In Fig. 3 , we also partition the M-step factor graph into three parts: the M-step CP part, the M-step non-CP part, and the M-step Comb. part. And the three sub-steps performing message passing are as follows
• Upward Message Passing: In the M-step non-CP
and M-step CP parts, calculate the forward messages
, by using the EM messages of c k provided by the E-step.
• Message Combining: In the M-step Comb. part, combine the forward messages of h L k and h R k together to produce the marginal mean vector m h k of h k .
• k . The details of the above three sub-steps are shown in Appendix B. Note that in the above three sub-steps, the Gaussian message passing rules proposed in [24] are used.
2) OUTER TURBO ITERATION
Generally, each outer iteration contains several inner iterations. In each outer turbo iteration, after the final inner EM iteration in the equalizer, for the kth OFDM symbol, we can obtain the extrinsic message of the data u k as follows
where (70) and (71) in Appendix A, respectively. This extrinsic message is then converted into a priori soft data information [32] , which is subsequently de-mapped, de-interleaved, and delivered to the SISO decoder for decoding. (43)-(44) above and (66)-(67) in Appendix A, denotes the a priori message of the data u k . In the turbo-OFDM receiver, the a priori message of the data { − → m u k , − → V u k } is obtained based on the extrinsic soft data information (the log-likelihood ratios (LLRs) of the data) fed back from the SISO decoder through the interleaver and the mapper [32] . If there exists no a priori information for the data u k (i.e. in the first outer turbo iteration), we can set
} can be regarded as the extra channel and data information offered VOLUME 5, 2017 by the CP observation, respectively. From (70)-(71) in Appendix A and (100)-(101) in Appendix B, it is clear that both the channel and data information contained in the CP observation have been exploited in the proposed turbo-OFDM receiver.
3) EXTENSION TO TIME-VARYING CHANNELS
The message { ← − m h k , ← − V h k } used in (102)-(103) in Appendix B, denotes the a priori message of the channel h k . If no a priori information of the channel is available, we can set
For the time-varying channels, we may obtain the a priori message of the channel h k from Gaussian message passing in the channel model. In this paper, we consider the wide sense stationary uncorrelated scattering (WSSUS) model [33] for the multipath time-varying channel, where different taps of the channel are assumed to be independent of each other. The power delay profile is given by η = η 0 , . . . , η L−1 T , where η l is the power of the lth tap, l = 0, . . . , L − 1. We use the following first-order auto-regressive (AR) model, which is commonly used in the literature [4] , [5] , [10] , [12] , [18] , [21] , to approximate the channel as follows
In ( Using the AR channel model (45), the FFG of the proposed turbo-OFDM receiver for a time-varying channel is shown in Fig. 4 . It can be seen that the model for the kth OFDM symbol depicted in Fig. 3 is connected by the channel model (45) for different k. For message passing of the pth EM iteration in Fig. 4 , we can proceed the E-step and M-step implementation for the kth (k = 0, . . . , K − 1) symbol simultaneously. While at the second sub-step in the M-step implementation of each EM iteration, to calculate the marginal messages of 
), which is detailed in Appendix C.
IV. MESSAGE PASSING APPROXIMATION AND IMPLEMENTATION COMPLEXITY
For the turbo-OFDM receiver presented in Section III, from Appendices A, B and C, it can be seen that the computational complexity of the message passing process is high due to nontrivial matrix operations involved. In particular, the matrix B of (12) is not diagonal, which makes the marginal message computations for b k andb k in the second sub-step in Appendix A for the E-step Implementation, e.g., (68)-(75), non-trivial. While in the first sub-step in Appendix B for the M-step Implementation, due to the matrix multiplication and inversion operations required for the computations of the forward messages of h R k and h L k , e.g., (86), (88)- (90), (94), (96)- (98), a very high computational demand is incurred. The non-diagonal covariance matrices in the forward messages of h R k and h L k also increase the computational complexity of calculating the forward message of h k ((100)- (101)) and the subsequent messages in the AR channel model in Appendix C.
To cope with the above non-trivial matrix operations of high computational complexity, several approximations are introduced, which are detailed in Appendices D, E, and F. Using those approximations, the calculations of the message passing process in the AR channel model (see Appendix C) are trivial, therefore only the computational complexity of the E-step implementation in Appendix A and the M-step implementation in Appendix B are taken into account, which is summarized in Table 1 . Note that by using approximations in Appendices D, E, and F, the FFT operations dominate the computational complexity, and are considered in Table 1 . The remaining matrix operations are matrix-vector multiplication/matrix multiplication/matrix inversion of trivial matrices, and their computational complexity is ignored in Table 1 .
It can be seen in Table 1 that, the complexity per OFDM symbol of the proposed receiver is only logarithmic in the length of the OFDM symbol N , i.e. O(NlogN ), which is a significant decrease of complexity in comparison with the complexity O(N 3 ) of existing turbo-OFDM receivers with the CP [21] , [22] .
V. SIMULATION RESULTS
An OFDM system is considered in the simulation, with a rate-1/2 convolutional code (23, 35) 8 , an S-random interleaver, and the BCJR-based decoder. The 25th root length-139 Chu sequence [34] is selected to be the training sequence, as defined in the long term evolution (LTE) specifications [1] . Superimposed training is employed, i.e. the training sequence is directed added to the data sequence, and the combined signal is sent over the channel. The power ratio of the training sequence to the data sequence is 0.1. The following two cases are simulated
• Case 1: 4QAM, N = 2048, P = 128 • Case 2: 16QAM, N = 128, P = 32 Note that both 4QAM and 16QAM are modulation types suggested in the 3GPP LTE specification [1] , and N = 2048, P = 128 with a ratio 1/16 of the CP length to data length and N = 128, P = 32 with a ratio 1/4 are also specified in the 3GPP LTE specification [1] as the normal CP 3 and extended CP, respectively.
For the time-varying multipath channel, with L = 128 for Case 1 and L = 32 for Case 2, 4 the power delay profile is given by η l = e −0.1l , l = 0, . . . , L − 1. The energy of the channel is normalized to 1, i.e.
The carrier frequency is set to 2GHz, the data duration is 0.25µs and the mobile velocity is 62.5km/hr for Case 1 and 500km/hr for Case 2.
To compare with the proposed low-complexity turbo-OFDM receiver, which exploits the CP for joint channel estimation and data detection, conventional OFDM receivers, the turbo-OFDM receiver proposed in [21] of employing the CP for channel estimation only and a turbo-OFDM receiver with the CP simply dropped are simulated. And the performance of the receiver proposed in [20] with the CP and perfectly known channels, is used as a benchmark.
For each E b /N 0 point, 10 3 data sequences with length 2 15 are simulated to obtain an average BER. Extensive simulations have been carried out to find the best numbers of outer iterations and inner iterations. For turbo-OFDM receivers, the numbers of inner EM iterations are set to 3 for both cases, and the numbers of outer turbo iterations are set to 10 and 20 for Case 1 and Case 2, respectively. For OFDM receivers without turbo iteration, the numbers of EM iterations are set to 30 and 60 for Case 1 and Case 2, respectively.
The BER performance of different receivers is shown in Fig. 5 and Fig. 6 for Case 1 and Case 2, respectively. For both cases, it can be seen that the proposed turbo-OFDM receiver is superior to existing turbo-OFDM receivers employing the CP for channel estimation only or simply discarding the CP, due to exploiting the CP for joint channel estimation and data detection. Indeed, the performance of the proposed receiver is shown to be close to that of the turbo-OFDM receiver with perfectly known channels. It is also shown that for turbo-OFDM receivers, exploiting the channel information in the CP only can not achieve desirable performance gain.
On the other side, in Fig. 5 and Fig. 6 , the dramatic performance gaps between turbo-OFDM receivers and OFDM receivers without turbo iteration, show that the turbo iteration is required to take full advantage of the CP to improve the BER performance. 
VI. CONCLUSION
In this paper, rather than discarding the CP at OFDM receivers, we have proposed a turbo-OFDM receiver to exploit both the channel and data information contained in the VOLUME 5, 2017 CP observation, for time-varying channels. In the receiver, an inner iterative process has been proposed using the Gaussian message passing based EM algorithm to employ the CP for joint channel estimation and data detection, along with an outer iterative process based on the turbo equalization principle. We have also introduced several approximations, which has successfully reduced the computational complexity of the proposed receiver to be logarithmic in the length of the OFDM symbol. The superior performance of the proposed receiver compared to existing turbo-OFDM receivers and conventional OFDM receivers without turbo iteration has been subsequently verified by extensive simulations.
APPENDIX A E-STEP MESSAGE PASSING PROCESS A. DOWNWARD MESSAGE PASSING
In the E-step non-CP part of Fig. 3 , we first use the rules (II.10) and (II.8) in [24] to obtain the backward message of e k as
where β = 2σ 2 is the variance of the AWGN noise. Then using the rules (III.6) and (III.5) in [24] , we have
Reversing through the Aggregation node in Fig. 3 , we obtain the backward messages of
With the estimateĉ k (p−1) from the last EM iteration, which are denoted by c k,z , z = 0, . . . , R − 1 in the following equations for notation simplicity, the backward messages of b k,z , z = 0, . . . , R − 1, can be obtained from (26) by the rules (III.5) and (III.6) in [24] as
Then reversing through the Partition node in Fig. 3 , and using the following relations
we can obtain the backward message
In the E-step CP part of Fig. 3, from (16) , we have the forward mean vector for v k as
and m apri u k and m apri h k are the a priori means of u k and h k . The forward covariance matrix of v k is given by 5 
− →
with V apri u k the a priori covariance of u k . In this work, we use
, and m (p−1) h k from the last EM iteration as the a priori mean and covariance of u k , and the a priori mean of h k , respectively, in (54)-(58).
Then similar to (46)- (49), we have the backward message ofd k as
and the zth group, z = 0, . . . , S −1, of the backward message of d k is given by
With the estimateĉ k
from the last EM iteration, which are denoted byc k,z , z = 0, . . . , S − 1 in the following equations for notation simplicity, the backward messages of b k,z , z = 0, . . . , S − 1, can be obtained from (30) using the rules (III.5) and (III.6) in [24] as
we can obtain the backward message { ← − mb
B. MESSAGE COMBINING
It can be seen in the E-step Comb. part of Fig. 3 that the marginal message of b k is equal to the marginal message of u L k , which can be obtained by combining the forward and backward messages of u L k . From the backward message of b k and the a priori message of u k , we first use the rules (II.4) and (II.2) in [24] to obtain the forward message of
Then, using the backward message ofb k , the backward message of u L k can be calculated using the rules of (III.5) and (III.6) in [24] as
Given (66)- (69), we have the marginal message of b k as follows
From the forward message of u L k (66)-(67), the forward message ofb k can be calculated using the rules of (III.1) and (III.2) in [24] as − → Vb
and subsequently we obtain the marginal message ofb k as follows
C. UPWARD MESSAGE PASSING
In the E-step non-CP and E-step CP parts of Fig. 3 , given the marginal message of b k as (70)-(71), and the marginal message ofb k as (74)-(75), using the rules (III.5) and (III.6) in [23] , the EM messages of c k can be obtained as
where ← − m d k ,z and ← − md k ,z are from (48) and (60), respectively, and
APPENDIX B M-STEP MESSAGE PASSING PROCESS D. UPWARD MESSAGE PASSING
It follows from Fig. 3 and (40) that the forward message of c k,0 is needed to calculate the forward message of h R k . With the EM messages (76)-(77) of c k , the forward message of c k,0 can be obtained by employing the forward recursion of message passing in the M-step non-CP part of Fig. 3 . We first set the forward message of c k,R−1 as
Then for z = R − 2, . . . , 0, carry out the following recursion
The forward message of h R k can be obtained as
With the EM messages (78)-(79) of c k , in the same vein of (84) to (91), the forward message of h L k can be obtained. By employing the forward recursion of message passing in the M-step CP part of Fig. 3 , we first set the forward message ofc k,S−1 as
Then for z = S − 2, . . . , 0, do the following recursion
And the forward message of h L k can be obtained as 
then the marginal message m h k can be calculated as follows
where { ← − m h k , ← − V h k } is the a priori message of the channel h k .
F. DOWNWARD MESSAGE PASSING
In the M-step non-CP part of Fig. 3 , the marginal messages
can be obtained recursively as
And in the M-step CP part of Fig. 3 , the marginal messages
Then, letĉ
we obtain the new estimate [ĉ
k ] for the next EM iteration.
APPENDIX C MESSAGE PASSING PROCESS FOR THE AR MODEL G. FORWARD MESSAGE PASSING
Set the initial forward message of h 0 as
Then for k = 0, . . . , K − 2, do the following recursion
H. BACKWARD MESSAGE PASSING
Set the initial backward message of h K −1 as
Then for k = K − 1, . . . , 1, do the following recursion
I. MESSAGE COMBINING For k = 0, . . . , K − 1, the backward message of h k can be obtained as follows 
The calculation of
, then, can be accomplished by the fast approach presented in Appendix A of [20] , which only requires one G-point FFT and one N -point FFT.
Moreover, the marginal message of b k obtained from the non-CP observation, which is the main part of an OFDM symbol, makes the major contribution to the performance of the EM iterations. As a result, further investigation is warranted for the calculation of the marginal message of b k .
By using (123) and substituting (70) into (71), the calculation of m b k is trivial. However, simulation results show that this leads to poor performance. To improve the performance, the following approximation is introduced as an alternative to (71)
where (68) is substituted into the last step. It can be seen in (124) (12), the above approximation only needs two G-point FFT and two N -point FFT operations.
K. APPROXIMATIONS REGARDING THE MARGINAL MESSAGE CALCULATIONS OFb k
In similar vein of the approximation to the marginal message calculations of b k , we introduce the following approximation to replace (72) to produce a diagonal
We also propose a fast approach to calculate B B H diag in Appendix E, where is a diagonal matrix, to reduce the complexity of (125) to one G-point FFT and one N -point FFT.
With a diagonal − → Vb k , the calculations in (74)-(75) are trivial.
L. APPROXIMATIONS REGARDING THE FORWARD MESSAGE CALCULATIONS OF c 0 andc 0
We introduce the following approximations
to replace (86) and (94) 
where a is a vector that contains all the diagonal entries of . Then we define the matrix 2 = A 1 A H , which is an Hermitian Toeplitz matrix as 
Therefore, the matrix 3 = Q 2 Q H takes the following form 3 = 2 0 P× (G−P) 0 (G−P)×P 0 (G−P)×(G−P)
.
The ith diagonal entry of = (F G 3 F H G ) diag is calculated as 
and the second term is the conjugate of the first term. Thus, the diagonal entries of can be calculated as 
where 
where a is a vector that contains all the diagonal entries of . Then we define the matrix 2 = 
The ith diagonal entry of = (F L 2 F H L ) diag is calculated as 
