Abstract-The cooperation of cells in biological systems is similar to that of agents in cooperative multi-agent systems. Research findings in multi-agent systems literature can provide valuable inspirations to biological research. The well-coordinated states in cell systems can be viewed as desirable social norms in cooperative multi-agent systems. One important research question is how a norm can rapidly emerge with limited communication resources. In this paper, we propose a learning approach which can trade off the agents' performance of coordinating on a consistent norm and the communication cost involved. During the learning process, the agents can dynamically adjust their coordination set according to their own observations and pick out the most crucial agents to coordinate with. In this way, our method significantly reduces the coordination dependence among agents. The experiment results show that our method can efficiently facilitate the social norm emergence among agents, and also scale well to large-scale populations.
I. INTRODUCTION
All living systems live in dynamical environments. The biological system behaviors [1] result from the interactions among millions of cells and their environments. For example, The human immune system is designed to protect us from infection by many different kinds of organisms, including bacteria, fungi and parasites. The immune process is the interaction and cooperation of different immune cells. Different cells have different functions, and the cooperation of the different cells makes up life.
Similarly, a cooperative multi-agent system (MAS) is composed of a set of autonomous agents that interact with each other within their communication capacity to reach a common goal or to optimize the global performance. Many researches have investigated biological systems which are composed of cells and environments via modeling and simulation [1] , [2] . In the research of the cooperative MAS, social norms play an important role in regulating agents' behaviors to ensure coordination among the agents. For example, in our life, we should drive on the left (or right) according to the traffic rules. When it comes to biological systems, this corresponds to coordinating on the well-coordinated states for better survival. In biology, different cells are designed for different functions and cells should coordinate their functions to ensure that the overall biological system functions correctly. 1 Xiaotian Hao, Jianye Hao and Wang Li are with School of Computer Software, Tianjin University, China. Email:{xiaotianhao, jianye.hao, wangli}@tju.edu.cn One commonly adopted description of a norm is that a norm serves as a consistent equilibrium that all agents follow during interactions where multiple equivalent equilibriums may exist. If we regard cells in biological system as agents in multi-agent system, the well-coordinated states among cells can be viewed as social norms in multi-agent systems. Thus, investigating how social norms can emerge efficiently among the agents in multi-agent systems would provide valuable insights for better understanding how cells can interact to achieve wellcoordinated states. Until now, significant efforts have been devoted to studying norm emergence problem [3] - [5] , [7] . However, most of the existing approaches require significant communications and intensive computations.
Considering the fact that the communications between the cells are limited in biological systems(by sending electrical or chemical signals), we develop a learning approach based on the individually learning methods and the DCOP algorithm under limited communication bandwidth to facilitate the norm emergence in agent societies. In many practical applications, although the agents may interact with many others over time to make a better decision, they usually only need to coordinate with very few agents which strongly affect their performance. Based on previous research [6] , we first define a criteria to measure the importance of different subgroup of neighbors by estimating the maximum potential utility each subgroup can bring. Based on this, each agent can estimate the utility loss due to the lack of coordination with any subgroup of agents. Furthermore, each agent dynamically selects the best subset of neighbors to coordinate with for minimizing the utility loss. At last, each agent trades off learning performance and communication cost by limiting the maximum the miscoordination cost. Experiments results indicate that (1) with the limited communication bandwidth and in different networks (e.g., random network, small-world network, scale-free network) our method can efficiently facilitate the emergence of norms compared with the existing approaches. (2) Compared with the previous methods, our method can significantly reduce the communication cost among agents and result in efficient and robust norm emergence.
II. COORDINATION PROBLEM
In cooperative multi-agent systems, agents share common interests. The agent will make its choice according to the neighbors' actions. Each agent in the environment makes a choice and selects an action a i at each time step, then the join action is a = (a 1 , ..., a n ), and afterwards, the whole receives a join reward R( a). The target of the coordination problem is to find the best a * which maximizes the total reward R( a) ( a * = argmax a R( a)). For the sake of exposition, we define a cooperative multi-agent problem with only one state for each agent. Each of the two adjacent agents play a two-agent naction normal form game as show in Figure 1 . The agents have the same action space. When the adjacent agent i, j select the same action, they will both receive a reward of r(a i , a j ) = +1, otherwise r(a i , a j ) = −1. We assume that agent i can observe each neighbor's action selection during the interaction and so that can get some statistical information of each neighbor. The symbols used in the following sections are described bellow.
• n, number of agents.
• S, a finite set of states representing the state space, and each agent only have one state here, that means no state transition.
• τ (i), all neighbors of agent i.
• CS(i), the coordination set of agent i, and agent i should coordinate its action selection with the agents in CS(i),
• CG, coordination graph which is composed of the CS of all agents.
• A i , a finite of actions of agent i. 
1) Cooperative Q-learning:
Our purpose is to find a policy that maximizes the overall expected utility Q( a) (π = argmax a∈A Q( a)). We use Qlearning to learn the global Q( s, a). The global Q-learning update rule is shown in equation (2).
Although the global join learning approach leads to an optimal policy, it is practically intractable. In practice, it's possible to approximate the global utility Q( a) by the sum of the individual utility. Then, Q( a) can be represented as:
The global Q-Leaning update rule shown in equation (2) can be rewritten as: 
. So, for each pair of agents, we have
What's remaining unknown in equation (4) is the optimal action a * i for each agent i. Since enumerate all the combinations of the a * is intractable, we use the message-passing DCOP algorithm to find the optimal action a * i for each agent i in next section,.
2) Coordinated Action Selection:
We use the Max-Plus algorithm proposed by J. R. Kok and N. Vlassis. [6] to find a * i for each agent i. To compute the optimal a * for the whole, each agent sends a message to each of its neighbors. The definition of the message from agent i to agent j is defined as follows.
where CS(i)\j is the coordinated neighbors of agent i except j, μ ki (a i ) is the messages from agent i's neighbors (except j) to i and the parameter c i,j is a standardization item to prevent the value of the message being overflow. Notice that for a given message μ ij (a j ), the value only depends on the target agent j's action a j . Given an action a j , the sender i can make a best response to maximize the value of μ ij (a j ). Each agent i in the CG will continuously send an message μ ij (a j ) to each of its neighbor j at every decision point until the value of the message converges to a stable value or the available time slots are used up or the agent receives some termination signal. When the messages over the whole network all become stable, each message will contain the Q ij (a i , a j ) value bounded in every edges (i, j) ∈ E. Therefore, maximizing the sum of the current messages received from neighbors is to maximize the global Q( a) for each agent. Figure 2 gives an example of the message passing over a 4-agent coordination graph. So for each agent i, the best action a * i to maximize the global utility is
Fig. 2. Message passing over a 4-agent graph
For more details on max-plus, refer to J. R. Kok and N. Vlassis's paper [6] .
B. Coordination Set Selection
For large problems, the messages passed in the network are directly proportional to the number of edges of the CG but the communication is limited. To reduce the communication times and frequency, we need to eliminate some non-critical edges of the CG without significantly affecting the system performance. In this subsection, we define 2 different methods to minimize the communication cost.
1) Random: we use some random methods to reduce the communication frequency. For each agent i, during the learning process, only δ percent of its neighbors τ (i) are selected as the CS(i).
2) Loss Rate: To reduce the communication without significantly affecting the system performance, we need to find out the difference of communicating with an agent or not. For this purpose, we divide the neighbors τ (i) of each agent i into two groups: CS(i) and NC(i) as mentioned before. Each agent i only has to communicate with the agents in CS(i) to coordinate their actions.
For agents in CS(i), we assume that they have coordinated their actions well with agent i, and each of them will try their best to maximize the total reward of the group. And for agents in NC(i), each agent i will calculate the expectation of the reward when a i is selected.
is the probability of neighbor k selecting action a k when agent i selects a i . For a selected CS(i), the potential expected utility of selecting action a i P V (a i , CS(i)) is divided into two parts: agents in CS(i) and agents in NC(i).
Based on the potential expected utility, we define the potential loss in lack of coordination with NC(i) (P L i (NC(i)) for each agent i. It's the difference of the potential expected utility when agent i coordinates with all of its neighbors τ (i) from that of agent i when it only coordinates with CS(i).
Above all, each agent i will select the best coordination set CS(i) according to the P L(τ (i)\CS(i)) to minimize the loss of utility. The algorithm is described in Algorithm 1. δ is the predefined loss rate. When δ = 0, each agent i will coordinate with all neighbors and when δ = 1, each agent i will not coordinate with any agent at all.
Algorithm 1
Find CS(i) ⊆ τ (i), such that:
C. Learning Processes with Emergent Coordination
Combining cooperative Q-learning, coordinated action selection, and the coordination set selection, the cooperative learning process is described in Algorithm 2.
IV. EXPERIMENTS
In this section, we compare the norm emergence performance of our algorithm with two existing approaches. There is only one state for each agent, and the reward function is defined in Section 2 (See Figure 1 for example) . The goal of the agents is to learn and select a joint action which maximizes the global reward based on the received individual reward. We consider 100 agents playing a 2-action coordination game in which 2 norms exist. And the agents distribute in a smallworld network. The average connection degree of the graph is set to 6.
• Independent Learners (IL): Each agent i uses the independent Q-learning and adjusts its policy only depend on its own action and reward. The Q-function is updated according to equation 10.
• Distributed Value Functions (DVF): Each agent i records a local Q-function based on its own action and reward, Algorithm 2 The cooperative learning process 1: Initialize Q(a, a) = 0,learning rate α = 1, explore rate ε = 1; 2: while not converge do 3: for each agent i do 4: Randomly selects a neighbor j from its coordination set to interact; 5: Each agent selects a * i , a * j using the coordinated action selection algorithm presented in Section 3.2; 6: Each agent selects the optimal action a * i , a * j with some exploration (e.g., ε-greedy) and gets a i , a j respectively. 7: Take the action a i , a j , observe the reward r(a i , a j ) and each other's selected action.
8:
Records the number of times agent i select a i and agent j select a j to estimate P j (a j |a i ) and P i (a i |a j );
9:
Each agent updates its Q-table using the independent Q-learning; 10:
Agent i update its learning rate α and explore rate ε with some decay;
11:
Each agent updates its coordination set using the coordination set selection algorithm; 12: end for 13: end while and updates it incorporating with the neighbors' Qfunction following equation 10. f (i, j) is the contribution rate of agent j to agent i, and here is 1/|τ (i)|.
The norm emergence performance and the corresponding communication time are shown in Figure 3 . The learning processes are shown in the left parts and the corresponding message passing times over all agents are shown in the right parts. Our method shows better learning performance over all networks. We find that only in random network, all the methods lead to quick norm emergency as shown in Figure 3 (a). And in small-world network and scale-free network, only our method can converge to a global optimal within a few steps as shown in Figure 3 future work, we will further investigate the performance of our methods in more complicated games such as Prisoner's dilemma, to better reflecting the interaction dynamics in cell systems.
