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Let G be a simple algebraic group. Associated with the ﬁnite-
dimensional rational representation ρ :G → End(V ) of G there is
the monoid Mρ = K ∗ρ(G) ⊆ End(V ) and the projective G × G-
embedding Pρ = [Mρ \ {0}]/K ∗. One can identify the cases where
Pρ is rationally smooth; and in such cases it is desirable to calculate
the H-polynomial, H , of Pρ . In this paper we consider the situation
where ρ is irreducible. We then determine H explicitly in terms of
combinatorial invariants of ρ . Indeed, there is a canonical cellular
decomposition for Pρ . These cells are deﬁned in terms of idempo-
tents, B × B-orbits and other natural quantities obtained from Mρ .
Furthermore, H is obtained by recording the dimension of each of
these cells in terms of the descent system of Mρ . As a special case
we reacquire the well-known formula for the Poincaré polynomial
of a “wonderful embedding” of a simple algebraic group of adjoint
type.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Let K be an algebraically closed ﬁeld. A linear algebraic monoid M is an aﬃne, algebraic variety
over K together with an associative morphism m : M × M → M and a two-sided unit 1 ∈ M for m.
M is called reductive if it is irreducible, normal and its unit group G is a reductive algebraic group.
M is called semisimple if it is reductive, it has a zero element, and G has a one-dimensional center.
The group G ×G acts on M by the rule ((g,h), x) → gxh−1. The set of G ×G-orbits (ﬁnite in number)
is ordered by the rule
GxG < GyG if GxG ⊆ GyG.
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semisimple group G0, there is the semisimple monoid Mρ = K ∗ρ(G) ⊆ End(V ) with unit group G =
ρ(G0)K ∗ . A reductive monoid M is called J-irreducible if M\{0} has a unique minimal G × G-orbit.
Any J-irreducible monoid is also semisimple. Furthermore, if M is J-irreducible there is an irreducible
representation ρ : M → End(V ) which is a ﬁnite morphism (see Section 2.1).
Cellular decompositions, especially those obtained by the 1-parameter subgroup method of [1], are
a fundamental tool in embedding theory [3,9]. The role model for this investigation is the calculation
of the BB-decomposition for the “wonderful embedding” in [9]. But these cellular decompositions can
often be obtained in the presence of mild singularities. See [15,17]. One major purpose of this paper
is to indicate how it works in the important special case of a J-irreducible monoid M = Mρ . When
M is semisimple we consider the induced action of G × G on
P(M) = [M \ {0}]/K ∗.
Notice that P(M) is a projective variety. See Section 1.3 of [5]. Many of these J-irreducible monoids
have singularities that allow us to write the H-polynomial of M as a useful invariant of (W , S) and J ,
where (W , S) is the Coxeter–Weyl group of G and J ⊆ S is the type of M (or of ρ). See Section 2.1
below. Let B ⊆ G be a Borel subgroup of G . Any reductive monoid M is composed of a ﬁnite number
of B × B-orbits, and each of these orbits, say BxB , is composed of a diagonalizable part of dimension
a(x) and a unipotent part, of dimension b(x). The H-polynomial of M is the summation
H(M) =
∑
x
(t − 1)a(x)tb(x),
taken over a set of representatives of the set of B × B-orbits.
As in the case of an aﬃne torus embedding [8], there is a useful combinatorial characterization
(in terms of J ⊆ S) of the condition “M\{0} is rationally smooth” [18,20]. In this case, the projective
variety P(M) = Pρ behaves well enough for us to determine its H-polynomial in terms of a certain
“augmented” Bruhat poset (E1,, {νs}s∈S\ J ). The correctness of our cell decomposition allows us to
calculate the H-polynomial of M in terms of these “rational” cells, while the combinatorics of this
augmented poset tells us the dimension of each cell. In case P(Mρ) is rationally smooth we can use
the H-polynomial to calculate the Poincaré polynomial of X = P(Mρ),
P X (t) = H(M)
(
t2
)
.
In a certain sense (E1,, {νs}s∈S\ J ) is a combinatorial replacement for the inﬁnitesimal part of the
method of Bialynicki-Birula [1]. The point is that we can obtain the dimension of each cell Cr , r ∈
R1 ∼= W J × W J , without calculating any tangent spaces.
Suppose that M is J-irreducible of type J ⊂ S , and such that M \ {0} is rationally smooth. Let T
be a maximal torus of G . Then T × T acts on P(M) with a ﬁnite number of ﬁxed points that can
be identiﬁed with a certain subset R1 of NG(T )/T . Furthermore there is a canonical identiﬁcation
R1 ∼= W J × W J where W J ⊂ W is the set of minimal length representatives for the cosets of W J
in W . The BB-decomposition (relative to an appropriate 1-psg of T × T ) of P(M) induces a cell-
decomposition
P(M) =
⊔
r∈R1
Cr .
The main result of this paper is Theorem 6.6. It answers the following question ﬁrst posed in Sec-
tion 4 of [21]. Let r = (u, v) ∈ R1, and let Cr ⊆ P(M) be the corresponding cell. To calculate the
H-polynomial of M we ﬁrst need to answer the following more technical question:
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To properly answer this question we have needed to generate a lot of machinery. In [18] we in-
vestigated a certain, closely related torus embedding X( J ). To do this we introduced a combinatorial
method, the descent system (W J , S J ) of J ⊂ S , to quantify the relevant information about X( J ). In [19]
we used these descent systems to calculate the h-polynomial of X( J ) in terms of a certain cellular de-
composition of X( J ). The h-polynomial of a torus embedding was deﬁned and studied by Stanley
in [23]. An h-polynomial can be seen as the special case of an H-polynomial where B = T . In [17] we
investigated the H-polynomial, H(M), of a reductive monoid M . We showed how to calculate H(M)
in terms of more basic geometric quantities. In particular we reduced the calculation of dim(Cr) to
the problem of understanding a certain idempotent fr with the property
B frG ⊆ BCrG ⊆ B frG.
However, in [17], we were not yet able to completely quantify dim(Cr) and r → fr in terms of the de-
scent system (W J , S J ). In Theorem 5.5 of [17] we did obtain much information about the dimension
of each cell Cr . This led us to the following formula for H(M).
H(M) =
( ∑
w∈W J
tl(w0)−l(w)+m(w)
)( ∑
v∈W J
tl(v)
)
,
where l : W J → N is the length function and w0 ∈ W J is the longest element. But we did not obtain
any explicit information in [17] about the function m : W J → N.
In Section 6 of the paper we ﬁnally prove the long-awaited results. We ﬁrst analyze fr in terms of
combinatorial data (see Corollary 6.5). In Theorem 6.6 we use our calculation to quantify the dimen-
sion of Cr in terms of r and the descent system (W J , S J ). This allows us to write the H-polynomial
of M entirely in terms of (W J , S J ). In particular we calculate the sought-after function m : W J → N.
We end the paper with four detailed examples.
The author would like to thank the referee for his insight and his many constructive suggestions
for improvement. In particular, the proofs of Theorem 3.7 and Corollary 6.5 are now much improved.
2. Rationally smooth monoids
Let X be a complex, algebraic variety of dimension n. Then X is rationally smooth at x ∈ X if
there is a neighborhood U of x in the complex topology such that, for any y ∈ U ,
Hm
(
X, X \ {y})= (0)
for m 	= 2n and
H2n
(
X, X \ {y})= Q.
Here H∗(X) denotes the cohomology of X with rational coeﬃcients. See [5] for an up-to-date discus-
sion of rationally smooth singularities on algebraic varieties with torus action.
In this section we study the situation of a J-irreducible monoid M when M\{0} is rationally
smooth. A J-irreducible monoid is a reductive monoid M that can be obtained as the normalization
of a monoid of the form Mρ for some irreducible representation ρ . We begin with an overview of
the main properties of J-irreducible monoids. It turns out that each J-irreducible monoid has a type,
J ⊂ S , where S ⊂ W is the set of simple involutions of the Weyl group W of G . We then characterize
the class of reductive monoids M with the property that M\{0} is rationally smooth. It is important
to observe here that there is a combinatorial characterization of this important condition. Finally we
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smooth.
There is a combinatorial object associated with this situation called the augmented poset
(E1,, {νs}). These posets are discussed in Section 5. It turns out that this augmented poset encodes
all the relevant information about the H-polynomial of M .
2.1. J-irreducible monoids
The reader is referred to [16] for the theory of reductive monoids. The purpose of this section is
to review the theory of J-irreducible monoids so that we can classify the set of irreducible represen-
tations ρ of G with the property that Mρ \ {0} is rationally smooth. For convenience, we begin the
discussion by assembling some of the main properties of the G × G , B × G , and B × B actions on M .
Let M be a reductive monoid with unit group G and Borel subgroup B ⊆ G . Let T ⊆ B be a maximal
torus. We let
E(M) = {e ∈ M ∣∣ e = e2}
be the set idempotents of M . Then
E(T ) = {e ∈ T ∣∣ e = e2}= T ∩ M
is the set of idempotents of T . Finally let E1(T ) = {e ∈ E(T ) | dim(eT ) = 1} be the set of rank-one
idempotents of T . It turns out that any idempotent e of M is in the Zariski closure of some maximal
torus T of G . We deﬁne the rank of e to be dim(T e). Furthermore the rank of an idempotent of M is
well deﬁned. Hence we deﬁne Ei(M) = {e ∈ E(M) | rank(e) = i}.
As above, assume that T is a maximal torus contained in the Borel subgroup B . The corresponding
cross section lattice of M , relative to T and B , is
Λ = {e ∈ E(T ) ∣∣ eB = eBe}= {e ∈ E(T ) ∣∣ eB ⊆ eBe}.
It turns out that, for any cross section lattice Λ,
M =
⊔
e∈Λ
GeG
so that Λ is a set of representatives for the G × G-orbits of M . Notice that Λ is closed under mul-
tiplication. Furthermore, if Λ′ is another cross section lattice of M then there exists g ∈ G such that
Λ′ = gΛg−1. There is a one-to-one correspondence between the set of cross section lattices of M and
the set of pairs {(T , B)} where T is a maximal torus contained in the Borel subgroup B . The set Λ is
ordered by the rule “e < f if GeG ⊆ G f G”. This agrees with the ordering deﬁned by
e < f if ef = e.
See Chapter 9 of [11] and Theorem 4.5 of [16] for more details.
We now determine the B × G-orbits on M under the action
B × G × M → M, (b, g, x) → bxg−1.
Again we have a canonical set of representatives. See Corollary 8.8 of [16]. Indeed, for any maximal
torus T ,
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⊔
e∈E
BeG
where E = E(T ). This will be helpful in quantifying the dimension of the cells. See Theorem 6.3 below.
Finally we identify the B × B-orbits under the action
B × B × M → M, (g,h, x) → gxh−1.
Let R = NG(T ). If x ∈ R then T x = xT . Thus the orbit monoid
R = R/T = T \R.
It makes sense to talk about the B × B-orbit of x ∈ R since T ⊆ B . In any case we obtain
M =
⊔
r∈R
BrB.
See Section 3.1 below and Theorem 8.8 of [16] for more details.
Lemma 2.1. Let M be a reductive monoid with zero element 0 ∈ M. Let Λ ⊆ E(T ) be the cross section lattice
relative to T and B. The following are equivalent.
a) Λ\{0} has a unique minimal element e0 (so that e0 f = e0 for all f ∈ Λ\{0});
b) there exists a rational representation ρ : M → End(V ) such that:
i) V is irreducible over M.
ii) ρ is a ﬁnite morphism.
See Lemma 7.8 of [16] for the proof. A reductive monoid M is called J-irreducible if it satisﬁes
the conditions of Lemma 2.1. Any J-irreducible monoid is also semisimple. Lemma 2.1 establishes
a fundamental link between the orbit structure of a J-irreducible and its representation-theoretic
structure. The orbit structure of a J-irreducible monoid has been described explicitly in [12]. It turns
out that for each proper subset J ⊆  there is essentially one J-irreducible monoid. The main result
of [12] provides an algorithm for computing Λ in terms of J .
Let M be reductive with cross section lattice Λ and let e ∈ Λ. We deﬁne λ∗(e) and λ∗(e) as follows.
a) λ∗(e) = {s ∈ S | se = es 	= e}.
b) λ∗(e) = {s ∈ S | se = es = e}.
Theorem 2.2. Let M be a J-irreducible monoid of type J ⊂ S.
a) The map λ∗ : Λ → 2S is injective.
b) The following are equivalent for I ⊆ S.
i) I = λ∗(e) for some e ∈ Λ\{0}.
ii) No connected component of I lies entirely in J .
Furthermore, if e  f then λ∗(e) ⊇ λ∗( f ).
c) For any e ∈ Λ\{0}, λ∗(e) = {s ∈ J\λ∗(e) | st = ts for all t ∈ λ∗(e)}.
d) Any idempotent e ∈ E(T ) is W -conjugate to exactly one element of Λ.
Theorem 2.2 was ﬁrst recorded as Theorem 4.16 of [12]. It allows us to calculate the face lattice of
any polytope obtained as the convex hull of a W -orbit in the reﬂection representation of W . Let W
be a Weyl group and let r : W → Gl(V ) be the usual reﬂection representation of W . Let C ⊆ V be the
rational Weyl chamber and let λ ∈ C. Let
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be the convex hull of the Weyl group orbit of λ in V . Using Theorem 7.5 of [16] one obtains the
following corollary of Theorem 2.2.
Corollary 2.3. Assume that J = {s ∈ S | s(λ) = λ}. Then the set of orbits of W on the face lattice Fλ of Pλ is in
one-to-one correspondence with
{I ⊆ S | no connected component of I is contained entirely in J }.
The subset I ⊆ S corresponds to the unique face F ∈ Fλ with I = {s ∈ S | s(F ) = F and s|F 	= id}
whose relative interior F 0 has nonempty intersection with C.
2.2. The characterization
Let M and N be reductive monoids. We say that M ∼0 N if there is a reductive monoid L and
ﬁnite dominant morphisms L → M and L → N . It is easily checked that ∼0 is an equivalence relation.
In this section we identify the class of reductive monoids that are rationally smooth and observe
that they are closed under ∼0. We then identify the J-irreducible monoids M , such that M \ {0} is
rationally smooth, in terms of J ⊆ S .
Theorem 2.4. Let M be a reductive monoid with zero element. The following are equivalent.
1. M ∼0∏Mni (K ).
2. If T is a maximal torus of G then |E1(T )| = dim(T ).
3. M is rationally smooth.
We refer the reader to Theorem 2.1 of [17] and Theorem 2.4 of [20]. Notice, in particular, that if
M ∼0 N then M is rationally smooth if and only if N is rationally smooth.
If M is a reductive monoid and e ∈ E(M) we deﬁne
Me = {g ∈ G | ge = eg = e}.
By the results of [4] Me is a reductive (irreducible, normal) monoid with unit group Ge = {g ∈ G |
ge = eg = e}.
Corollary 2.5. Let M be J-irreducible. The following are equivalent.
1. For any e ∈ E1(M), Me is rationally smooth.
2. J ⊂ S is combinatorially smooth in the sense of Deﬁnition 2.6 below.
Proof. By Deﬁnition 2.6 the second condition is equivalent to the statement “T e ∼0 Km for some
m > 0”. But from Theorem 2.4, T e ∼0 Km for some m > 0 if and only if Me ∼0 ∏Mni (K ) for some
ni  0. 
Let M be a J-irreducible monoid of type J ⊂ S . By part b) of Theorem 5.4 of [14], T is a normal
variety. We deﬁne
X( J ) = (T \{0})/K ∗.
The terminology is justiﬁed since X( J ) depends only on J and not on M . The set of J-irreducible
monoids associated with X( J ) can be identiﬁed with the set C J = {λ ∈ C | CS (λ) = J } where CS (λ) =
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check that Pρ ∼= Pμ .
Deﬁnition 2.6. Let M be J-irreducible of type J . We say that J is combinatorially smooth if for any
e ∈ E1(T ), |{g ∈ E2(T ) | ge = e}| = |S|, where S ⊂ W is the set of simple reﬂections of W .
See Remark 5.17 below for a geometric interpretation of this notion in terms of edges, vertices
etc. of a certain polytope Pλ . We also assemble a table in Remark 5.17 to provide the reader with a
translation between the monoid notions and the corresponding Bruhat order notions.
Let ρλ : G0 → End(V ) be an irreducible representation of the semisimple group G0 with highest
weight λ. Deﬁne
Mρλ = K ∗ρλ(G0)
to be the Zariski closure of K ∗ρλ(G0) in End(V ). Assume that ρλ is of type J = {s ∈ S | s(λ) = λ}.
The following theorem provides us with enough information to list the combinatorially smooth
subsets J ⊂ S for each Weyl group (W , S).
Theorem 2.7. Let J ⊂ S. The following are equivalent.
1. J is combinatorially smooth.
2. X( J ) is rationally smooth.
3. Mλ \ {0} is rationally smooth.
4. J has the following properties.
(a) If s ∈ S\ J , and J  CW (s), then there is a unique t ∈ J such that st 	= ts. If C(s) ∈ π0( J ) is the unique
connected component of J with t ∈ C(s) then C(s)\{t} ⊆ C(s) is a setup of type Al−1 ⊆ Al.
(b) For each C ∈ π0( J ) there is a unique s ∈ S\ J such that st 	= ts for some t ∈ C. In particular, C = C(s).
See Theorem 3.2 of [18] and Theorem 2.4 of [20] for more details. Theorem 2.7 is an important
ingredient in the business of sorting out the dimension of the cells of P(M). See Section 6.2 below.
The following proposition provides a list of all types, J ⊆ S , of J-irreducible monoids M of type J
such that M \ {0} is rationally smooth.
Proposition 2.8. For each irreducible Dynkin diagram we obtain the following calculation for |{ J ⊆ S |
J is combinatorially smooth}|. The numbering of the elements of S is as follows. For types An, Bn, Cn, F4,
and G2 it is the usual numbering. In these cases the end nodes are s1 and sn. For type E6 the end nodes are s1 ,
s5 and s6 with s3s6 	= s6s3 . For type E7 the end nodes are s1 , s6 and s7 with s4s7 	= s7s4 . For type E8 the end
nodes are s1 , s7 and s8 with s5s8 	= s8s5 . In each case of type En, the nodes corresponding to s1, s2, . . . , sn−1
determine the unique subdiagram of type An−1 . For type Dn the end nodes are s1 , sn−1 and sn. The two subdi-
agrams of Dn, of type An−1 , correspond to the subsets {s1, s2, . . . , sn−2, sn−1} and {s1, s2, . . . , sn−2, sn} of S.
1. A1 .
(a) J = φ .
An, n 2. Let S = {s1, . . . , sn}.
(a) J = φ .
(b) J = {s1, . . . , si}, 1 i < n.
(c) J = {s j, . . . , sn}, 1 < j  n.
(d) J = {s1, . . . , si, s j, . . . , sn}, 1 i, i  j − 3 and j  n.
2. B2 .
(a) J = φ .
(b) J = {s1}.
(c) J = {s2}.
166 L.E. Renner / Journal of Algebra 332 (2011) 159–186Bn, n 3. Let S = {s1, . . . , sn}, with αn short.
(a) J = φ .
(b) J = {s1, . . . , si}, 1 i < n.
(c) J = {sn}.
(d) J = {s1, . . . , si, sn}, 1 i and i  n − 3.
3. Cn, n 3. Let S = {s1, . . . , sn}, with αn long.
(a) J = φ .
(b) J = {s1, . . . , si}, 1 i < n.
(c) J = {sn}.
(d) J = {s1, . . . , si, sn}, 1 i and i  n − 3.
4. Dn, n 4. Let S = {s1, . . . , sn−2, sn−1, sn}.
(a) J = φ .
(b) J = {s1, . . . , si}, 1 i  n − 3.
(c) J = {sn−1}.
(d) J = {sn}.
(e) J = {s1, . . . , si, sn−1}, 1 i  n − 4.
(f) J = {s1, . . . , si, sn}, 1 i  n − 4.
5. E6 . Let S = {s1, s2, s3, s4, s5, s6}.
(a) J = φ .
(b) J = {s1} or {s1, s2}.
(c) J = {s5} or {s4, s5}.
(d) J = {s6}.
(e) J = {s1, s5}, {s1, s2, s5} or {s1, s4, s5}.
(f) J = {s1, s6}.
(g) J = {s5, s6}
(h) J = {s1, s5, s6}.
6. E7 . Let S = {s1, s2, s3, s4, s5, s6, s7}.
(a) J = φ .
(b) J = {s1}, {s1, s2} or {s1, s2, s3}.
(c) J = {s6} or {s5, s6}.
(d) J = {s7}.
(e) J = {s1, s6}, {s1, s2, s6}, {s1, s2, s3, s6}, {s1, s5, s6}, or {s1, s2, s5, s6}.
(f) J = {s6, s7}.
(g) J = {s1, s7} or {s1, s2, s7}.
(h) J = {s1, s6, s7}, {s1, s2, s6, s7}.
7. E8 . Let S = {s1, s2, s3, s4, s5, s6, s7, s8}.
(a) J = φ .
(b) J = {s1}, {s1, s2}, {s1, s2, s3} or {s1, s2, s3, s4}.
(c) J = {s7} or {s6, s7}.
(d) J = {s8}.
(e) J = {s1, s7}, {s1, s2, s7}, {s1, s2, s3, s7}, {s1, s2, s3, s4, s7}, {s1, s6, s7}, {s1, s2, s6, s7},
{s1, s2, s3, s6, s7} or {s1, s2, s5, s6}.
(f) J = {s7, s8}.
(g) J = {s1, s8}, {s1, s2, s8} or {s1, s2, s3, s8}.
(h) J = {s1, s7, s8}, {s1, s2, s7, s8}.
8. F4 . Let S = {s1, s2, s3, s4}.
(a) J = φ .
(b) J = {s1} or {s1, s2}.
(c) J = {s4} or {s3, s4}.
(d) J = {s1, s4}.
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(a) J = φ .
(b) J = {s1}.
(c) J = {s2}.
Proof. This is an elementary calculation with Dynkin diagrams using Theorem 2.7. 
3. The H -polynomial
The H-polynomial (Deﬁnition 3.1 below) is the obvious synthesis of two extremes, the h-
polynomial of a torus embedding [23], and the Poincaré polynomial of a Schubert variety [2]. In
the former case one collects summands of the form (t −1)a while in the latter case one collects sum-
mands of the form tb . But in both cases the corresponding polynomial yields the desired coeﬃcients,
assuming that the underlying variety has rationally smooth singularities. The common theme here is
that, in both cases, we are summing over a ﬁnite number of K -orbits for the appropriate solvable
group K . In the former case K is a torus group and in the latter case K is a unipotent group. In
more general cases, like reductive monoids with the B × B-action, there are a ﬁnite number of B × B-
orbits, and each one is composed of a unipotent part and a diagonalizable part. In this more general
situation, we need to collect summands of the form (t − 1)atb for the appropriate integers a and b.
Let M be a semisimple monoid, deﬁned over C, such that M \ {0} is rationally smooth. The main
purpose of the H-polynomial is to derive a combinatorial formula, in terms of the monoid of B × B-
orbits of M , for the Poincaré polynomial P X (t) of X = (M \ {0})/C∗ . The topological starting point
here is the fundamental observation (Theorem 3.7 below) that
H
(
t2
)= P X (t),
where H is the H-polynomial of M . This sets the stage for the remainder of the paper, where we go
on to determine the coeﬃcients of H in terms of combinatorial data derived from M .
3.1. The H-polynomial and B × B-orbits
In this section we deﬁne the H-polynomial of a reductive monoid in terms of the set of B × B-
orbits. Let M be a reductive monoid with unit group G , Borel subgroup B , maximal torus T and
unipotent radical Ru(B) = U . We consider the B × B-action, B × B × M → M , (g,h, x) → gxh−1,
on M . There are a ﬁnite number of B × B-orbits, and each one is composed of a unipotent part and a
diagonalizable part. For each B × B-orbit BxB , deﬁne
a(x) = rank(B × B) − rank(B × B)x
and
b(x) = dim(UxU ),
where (B × B)x = {(g,h) ∈ B × B | gxh−1 = x}.
Any reductive group G has a Bruhat decomposition:
G =
⊔
w∈W
BwB
where W = NG(T )/T is the Weyl group. By the results of [13] there is a perfect analogue for reductive
monoids. Instead of W we use
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where NG(T ) ⊆ M is the Zariski closure of NG(T ) in M . Since xT = T x, for each x ∈ NG(T ), R is a
monoid, but much more is true. It turns out that the following are true (see Chapter 8 of [16]).
a) R is a ﬁnite inverse semigroup with unit group W .
b) M =⊔x∈R BxB is a disjoint union.
c) sBx ⊆ BxB ∪ BsxB if s is a simple involution and x ∈ R (the analogue of Tits’ axiom).
d) If we deﬁne x  y to mean BxB ⊆ ByB , we can determine (R,) in terms of (W ,) and the
cross section lattice.
Thus our H-polynomial must have exactly one summand for each element x of R.
Deﬁnition 3.1. Let M be a semisimple monoid with monoid R of B × B-orbits. Deﬁne H(R), the
H-polynomial of R, as follows.
H(R) =
∑
x∈R
(t − 1)r(x)tl(x)−r(x)
where r(x) = dim(T x) is the rank of x and l(x) = dim(BxB) is its length. We then let
H(M) = (t − 1)−1(H(R) − 1).
H(M) is called the H-polynomial of M . If Mρ = K ∗ρ(G), for some irreducible representation of G , we
sometimes write Hρ for H(Mρ).
Remark 3.2. (1) This is indeed a polynomial since, for any x ∈ R \ {0}, r(x) > 0. One other thing to
notice here is that H(M) depends only on the projective variety P(M) = [M \ {0}]/K ∗ . So if P(M) ∼=
P(N) then H(M) = H(N). Furthermore, if there is morphism M1 → M2 which is ﬁnite and dominant
then H(M1) = H(M2). The quantities r(x) and l(x) − r(x) agree with the quantities a(x) and b(x),
respectively, deﬁned earlier in this section. (2) The H-polynomial can be thought of as the “motivic”
Hasse–Weil zeta function of P(M). Indeed, for all large q, M(Fq) has the same orbit structure (for
B×B) as does M(C). Furthermore, if V is an algebraic variety deﬁned over Fq such that V ∼= (k∗)a×kb
over Fq , then |V (Fq)| = (q − 1)aqb . Thus H(M)(q) = |P(M)(Fq)| for all large q.
Remark 3.3. This H-polynomial is not the correct tool for investigating varieties with singularities that
are not rationally smooth. In the case of Schubert varieties, and Kazhdan–Lusztig theory, the correct
formulation incorporates a “correction factor” (aka the KL-polynomial) that takes into account local
intersection cohomology groups. See Theorem 6.2.10 of [2].
The authors of [6] calculate the Poincaré polynomial, for intersection cohomology, of a large class
of G × G-embeddings using the stratiﬁcation by G × G-orbits. In case the singularities of P(M) are
rationally smooth, the polynomial I P X (t) of [6] agrees with the polynomial H(M) (where X = P(M))
deﬁned above in Deﬁnition 3.1. See Theorem 3.7 below. However, in the absence of rationally smooth
singularities, these local intersection cohomology groups may not be so well adapted to cellular de-
compositions.
See [22] for a detailed study of the intersection cohomology of B × B-orbit closures in the case
of the “wonderful embedding”. (I.e. when M is J-irreducible of type J = ∅. Even though M \ {0} is
rationally smooth in this case, the same may not be true for the closure in M \ {0}, of a B × B-orbit.)
Example 3.4. Let M = M2(K ). Then
R =
{(
1 0
0 1
)
,
(
0 1
1 0
)
,
(
1 0
0 0
)
,
(
0 0
0 1
)
,
(
0 1
0 0
)
,
(
0 0
1 0
)
,
(
0 0
0 0
)}
.
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of each element. For example. r(m) = 1 and l(m) = 3. Thus by Deﬁnition 3.1
H(R) = (t − 1)2t1 + (t − 1)2t2 + (t − 1)1t1 + (t − 1)1t1 + (t − 1)1t0 + (t − 1)1t2 + (t − 1)0t0
= t4.
Hence
H
(
M2(K )
)= t3 + t2 + t + 1.
Example 3.5. Let G0 = PGL3(C), and let ρ : G0 → End(V ) be any irreducible representation whose
highest weight is in general position. Let Mρ = K ∗ρ(G). Then the H-polynomial of Mρ is given by
Hρ =
[
1+ 2t2 + 2t3 + t5][1+ 2t + 2t2 + t3].
See Theorem 6.6 and Example 6.9 for related, more general, formulas.
3.2. The H-polynomial and Betti numbers
Deﬁnition 3.6. Let X be a complex algebraic variety. The Poincaré polynomial of X is the polynomial
P X (t) with the signed Betti numbers of X as coeﬃcients.
P X (t) =
∑
i0
(−1)idimQ
[
Hi(X;Q)]ti .
Clearly one can deﬁne a Poincaré polynomial for any reasonable cohomology theory. In [6] the
authors compute the intersection cohomology Poincaré polynomial I P X (t) for a large class of G × G-
embeddings X of G . However it is known from [10] that I P X (t) = P X (t) in case X has rationally
smooth singularities. In this section we prove that the H-polynomial of a reductive monoid M can be
used to calculate the Poincaré polynomial of X = [M \ {0}]/C∗ in case M \ {0} is rationally smooth.
Theorem 3.7. Let M be a semisimple algebraic monoid such that M \ {0} is rationally smooth. Then
H(M)
(
t2
)= P X (t)
where X = [M \ {0}]/C∗ .
Proof. By our assumptions on M , X is rationally smooth. Thus by the results of McCrory in [10],
H∗(X) ∼= I H∗(X) so that P X (t) = I P X (t). Hence it suﬃces to show that H(M)(t2) = I P X (t). To do this
we appeal to the results of [5–7].
Let x ∈ X . Then, without loss of generality, x = [e], where e ∈ M \ {0} is an idempotent. Then from
Theorem 1.1 of [6]
I P X,x(t) = τdx−1
((
1− t2)I PP(Sx)(t))
where Sx is the appropriate slice and dx = dim(Sx). One checks, using the local structure of reductive
monoids [4], that Sx = Me . By Theorem 2.4, Me ∼0∏Mni (K ). Hence, by Lemma 1.3 of [5], P(Sx) is a
rational homology projective space of dimension dx−1. Thus I P X,x(t) = τdx−1((1−t2)I PP(Sx)(t)) = 1.
Consequently, the formula in Theorem 1.1 of [6] simpliﬁes to a summation with summands virtual
Poincaré polynomial of the form PGxG(t) as in (5.1.5) of [6]. Thus
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∑
x
PGxG(t),
where the sum is taken over a set of representatives of the G × G-orbits of X . But this is the same
formula that one obtains by combining the B × B-orbits into one summand for each G × G-orbit, in
the formula for H(M)(t2). Indeed by part (a) of Theorem 1 of [7], the virtual Poincaré polynomial
of GxG has the appealing property that
∣∣(GxG)(Fq)∣∣= PGxG(q1/2)
for all large q. Thus |X(Fq)| = I P X (q1/2). But from part (2) of Remark 3.2, |X(Fq)| = H(M)(q) for all
large q. Thus I P X (t) = H(M)(t1/2). 
4. Cellular decomposition of M
Let M be a reductive monoid and let R be the monoid of B × B-orbits of M . Let R1 ⊆ R be the
subset of rank-one elements. See Chapter 8 of [16] for a systematic discussion of these notions and
see Section 3.1 above for a useful summary. In this section we describe how R \ {0} decomposes
combinatorially and naturally into the disjoint union of cells Cr , r ∈ R1. From there we deﬁne the
natural cellular decomposition
M \ {0} =
⊔
r∈R1
Cr,
where Cr =⊔x∈Cr BxB . We then discuss the combinatorial structure of these cells. One interesting
outcome here is the fact that a J-irreducible monoid M has a canonical cellular decomposition coming
from the monoid structure of M . But there is also the cellular decomposition obtained by using the
“one-parameter subgroup method” of [1]. It is a useful outcome that, by choosing an appropriate
one-parameter subgroup, we obtain the same cell decomposition of M \ {0} from these two entirely
different methods. See Theorem 4.3 below. This allows us to quantify the H-polynomial of M directly
in terms of the salient monoid structures of M .
4.1. Monoid BB-decompositions
Let X be a normal, projective variety and assume that S = K ∗ acts on X . If Fi ⊂ X S is a connected
component of the ﬁxed point set X S we deﬁne, following [1],
Xi =
{
x ∈ X
∣∣∣ lim
t→0
(t · x) ∈ Fi
}
.
This decomposes X as a disjoint union
X =
⊔
i
Xi
of locally closed subsets. Furthermore we have the BB-maps
πi : Xi → Fi
deﬁned by πi(x) = limt→0(t · x). See [1] for more details. In that paper the author assumes that X is
nonsingular. Then he proves his celebrated results (see Theorem 4.3 of [1]). However many of his ideas
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BB-decomposition in terms of the system of idempotents of an appropriate algebraic monoid.
Let M be a J-irreducible monoid with unit group G . Let B ⊂ G be a Borel subgroup and let T ⊂ B
be a maximal torus. Let e ∈ E1(T ). Deﬁne
Xe = {x ∈ M | eBx = eBex ⊆ eG}.
In this section we describe each Xe in terms of the appropriate BB-decomposition. Indeed, ﬁrst we
ﬁnd that
M \ {0} =
⊔
e∈E1(T )
Xe.
But then we ﬁnd that each Xe can be decomposed as a union of BB-cells.
First we need a technical lemma that, in some cases, describes the BB-decomposition in terms of
the rank-one idempotents of a certain D-monoid. The proofs can be found in [19].
Lemma 4.1. Let X ⊆ PN be a closed subvariety with cone Y ⊆ K N+1 . Let T ⊆ GlN+1(K ) be a torus containing
the group of scalar multiples Z of the identity. Assume that T acts on X. Let K [Y ] be the homogeneous coor-
dinate ring of X . Then T acts (by restriction) on K [Y ] by graded algebra automorphisms. Let M be the closure
of T in End(K [Y ]). For e ∈ E1 = E1(M) let eY ⊆ Y be the closed subset deﬁned by
eY = {y ∈ Y ∣∣ e(y) = y}.
Let XT ⊆ X be the set of ﬁxed points for the action of T on X. Assume that
XT =
⊔
e∈E1
eX
where eX = (eY \{0})/K ∗ . If ϕ : K ∗ → T is such that XT = Xϕ then the BB-map πe : X(e) → eX, πe(x) =
limt→0(ϕt(x)), is determined by πe([y]) = [e(y)]. Here X(e) = {x ∈ X | limt→0(ϕt(x)) ∈ eX}.
For the proof, see Lemma 2.5 of [19].
Lemma 4.2. Let M be a semisimple monoid with unit group G and maximal torus T ⊆ G. Let Z ⊆ G be the
identity component of the center of G. Then
{
x ∈ M\{0} ∣∣ Zx = T x}= ⋃
e∈E1(T )
eM.
Consequently, if X = (M\{0})/K ∗ and eX = (eM\{0})/K ∗ then
XT =
⊔
e∈E1
eX .
This is Lemma 2.6 of [19].
Since any J-irreducible monoid is semisimple we obtain the following theorem.
Theorem 4.3. Let M be a J-irreducible monoid with unit group G, connected center Z ⊆ G, Borel subgroup
B ⊆ G and maximal torus T ⊆ B and maximal unipotent subgroup U ⊆ B. Choose a one parameter subgroup
λ : K ∗ → T such that
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2. {x ∈ M\{0} | λ(t)x ∈ Zx for all t ∈ K ∗} =⋃e∈E1(T ) eM.
Let X = (M\{0})/K ∗ and let
X =
⊔
e∈E1
X(e)
be the BB-decomposition of X with respect to λ as guaranteed by Lemma 4.1. Then, for any e ∈ E1(T ),
X(e) = {[y] ∈ X ∣∣ eBy = eBey ⊆ eG}= {[y] ∈ P(M) ∣∣ y ∈ Xe}.
This is Theorem 2.7 of [19]. The “monoid cells” alluded to earlier can now be described as follows.
Let r ∈ R1. Then there is the unique idempotent e ∈ R1 such that er = r. Deﬁne
Cr =
{[y] ∈ X ∣∣ eBy ⊆ eBey ⊆ rB}.
Then X(e) =⊔r∈Cr Cr where Cr = {r ∈ R1 | r = er}. See [21] for more details about this “monoid ap-
proach” to the cellular decomposition of J-irreducible monoids. In the next section we analyze the
structure of these cells in the case of a J-irreducible monoid M of type J ⊂ S , where J is combina-
torially smooth.
4.2. The structure of cells
Let M be a J-irreducible monoid with unit group G and connected center Z ⊂ G . We now deter-
mine the ﬁner structure of each cell Cr of X = (M \ {0})/Z . Each of these cells is isomorphic to a
fattened up version of a certain right ideal C∗e ⊆ Me = {z ∈ G | ez = ze = e}0. See Theorem 4.7 below.
Unfortunately the results of this section might appear somewhat tedious. But they are necessary to
keep track of the all the relevant information that goes into ﬁnding the dimension of each monoid
cell.
The following results were ﬁrst recorded in Section 4.2 of [17]. We include some of the proofs for
convenience. Recall that if M is J-irreducible then the action W × E1(T ) → E1(T ), (w, e) → wew−1,
is transitive. Notice also that R is deﬁned as a quotient by T of NG(T ) ⊂ M . Since for any y = [x] ∈ R,
T x = xT , it makes sense to talk about “Bx⊂ M” or “BxB ⊂ P(M)” since T ⊂ B and Z ⊆ T .
For e ∈ E1(T ) write Pe = {g ∈ G | eg = ege} and P−e = {g ∈ G | ge = ege}. It follows from The-
orem 4.5 of [16] that Pe and P−e are opposite parabolic subgroups of G . Let Ue = Ru(Pe) and
U−f = Ru(P−e ).
Lemma 4.4. Let e, f ∈ E1(T ) and write f = w−1ew where w ∈ W . Then
{y ∈ M | eyf 	= 0} = {z ∈ M | eze 	= 0}w ∼= Ue × M(e)w × U−f
where M(e) = {z ∈ G | ez = ze}0 .
Proof. Since {y ∈ M | eyf 	= 0} = {z ∈ M | eze 	= 0}w and U−f = w−1U−e w , it suﬃces to prove the
result for e = f . So consider Ue = {y ∈ M | eye 	= 0}, and let B, B− ⊆ G be the Borel subgroups con-
taining T such that Be = BeB and eB− = B−eB− . Then BUe B− = Ue . But M =⊔r∈R BrB− and thus
Ue =
⊔
r∈R
BrB−,
e
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Ue = BM(e)B− = UeM(e)U−e = Ue × M(e) × U−e .
This completes the proof. 
We recall some basic information about R and R1. See Chapter 8 of [16]. We ﬁrst emphasize that
R is a unit-regular semigroup with unit group W and idempotent set E(R). It turns out that E(R)
is canonically identiﬁed with E(T ). Furthermore E1(R) ∼= E1(T ) under this correspondence, where
E1(R) is the set of minimal nonzero idempotents of R. Let x ∈ R. Then x = ex= ew = w(w−1ew) for
some e ∈ E(T ) and w ∈ W . The rank of an element x = ew ∈ R is dim(T e). The subset R1 ⊂ R is the
set of rank-one elements of R. So R1 = E1(R)W = W E1(R).
Deﬁnition 4.5. Let r = er = r f = ew ∈ R1, where w ∈ W . Deﬁne
C∗r = {y ∈ Ce | ey = ye}w.
Lemma 4.6.We obtain
Cr = BC∗r B.
Proof. It suﬃces to prove this for r = e. Now let y ∈ Ce . Then y = bzc for some b, c ∈ B and z ∈ R. So
without loss of generality y = z ∈ R. But then ez = e in R. It follows that ez = ze = e. The conclusion
follows. 
Recall that P−e = {g ∈ G | ge = ege}, P f = {g ∈ G | f g = f g f } and U = Ru(B), and notice that
1. U = (U ∩ Ue)(U ∩ P−e ) and
2. U = (U ∩ P f )(U ∩ U−f ).
We refer the reader to [17] for the proofs of the following three results.
Theorem 4.7. Let r = er = r f ∈ R1 . Then
1. Cr ∼= (U ∩ Ue) × C∗r × (U ∩ U−f ).
2. C∗r = {y ∈ Cr | ey = yf }.
3. B(e)C∗r M( f ) = C∗r , where B(e) = B ∩ {z ∈ G | ez = ze}0 .
4. Xe = BC∗e G.
Proposition 4.8. Let e ∈ E1(R) and let W J be the set of minimal length coset representatives of W J in W .
Then dim(U ∩ Ue) = dim(Ue)− l(w) = l(w0)− l(w) where w0 ∈ W J is the longest element and w ∈ W J is
such that we1w−1 = e.
Proposition 4.9. Let π : Xe → eG be deﬁned by π(x) = ex. Then
1. π−1(K ∗e) = BC∗e ∼= (U ∩ Ue) × C∗e .
2. dim(π−1(K ∗e)) = l(w0) − l(w) + dim(C∗e ) where w ∈ W J is such that we1w−1 = e.
Recall that our mission here is to quantify dim(Cr), r ∈ R1, and then use it to calculate the H-
polynomial of M . Using Proposition 4.9 we can reduce this problem to ﬁnding dim(C∗e ) for each
e ∈ E1(T ).
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In this section we deﬁne and study the augmented poset (E1,, {νs}). See Deﬁnition 5.8. Here
E = E(T ) and E1 = E1(T ). Assume that M \ {0} is rationally smooth. It turns out that each Xe can be
“sandwiched”
B f G ⊆ Xe ⊆ B f G,
where f ∈ E(T ) is uniquely determined. (Recall that for any reductive monoid M with maximal
torus T , we have M =⊔ f ∈E(T ) B f G . See Section 2.1 for a brief summary.) We then determine the
rank of this f by analyzing the structure of the augmented poset (E1,, {νs}). From there we can
ﬁnd the dimension of each Xe and each cell Cr ⊆ Xe . We shall refer the reader to [18,19] for many of
the details. The entire theory of descent systems was developed to calculate the rank of f in terms
of e.
Recall from Lemma 4.1 and Theorem 4.3 that
X(e) =
{
x ∈ X
∣∣∣ lim
t→0
(
ϕt(x)
) ∈ eX}= {[y] ∈ X ∣∣ y ∈ Xe}= {[y] ∈ X ∣∣ eBy = eBey ⊆ eG},
where
Xe = {y ∈ M | eBy = eBey ⊆ eG}.
Deﬁnition 5.1. Let e, e′ ∈ E1(T ). We say that e < e′ if eBe′ 	= 0 and e 	= e′ .
One can check that e < e′ if and only if BeG  Be′G . This may look unfamiliar, but it is the key to
relating the set of rank-one idempotents of T to the Bruhat order on W J . See Theorem 5.3 below.
Theorem 5.2. Let e ∈ E1 and let f ∈ E. The following are equivalent.
1. eB f = eBe.
2. (a) ef = e.
(b) If e < e′ then e′B f = 0.
3. (a) ef = e.
(b) If e < e′ then e′ f = 0.
See Theorem 2.5 of [18].
Recall the idempotent e1 ∈ E1. It is the unique rank-one idempotent of T such that
e1B = e1Be1.
We shall always refer to this idempotent as e1.
Theorem 5.3. The following are equivalent for v,w ∈ W J .
1. e = ve1v−1 < e′ = we1w−1 in (E1,<).
2. w < v in (W J ,<).
See Theorem 2.12 of [18].
Notice that, for a given f ∈ E \{0}, there is a unique largest e ∈ E1 (in the ordering of Deﬁnition 5.1)
such that ef = e. This permits us to describe the situation “eB f = eBe” in terms of the Bruhat ordering
on W J and the rank-two idempotents E2 ⊂ E . See Theorem 4.3 and Theorem 6.1. This is what glues
it all together.
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J-irreducible monoid in case M \ {0} is rationally smooth.
Theorem 5.4. The following are equivalent for f ∈ E(T ).
1. f ∈ Xe.
2. f e′ = 0 for all e′ > e and f e = e.
Proof. This follows from Theorem 4.3 and Theorem 5.2. 
Deﬁnition 5.5. For e ∈ E1(T ) we let
Γ (e) = {g ∈ E2(T ) ∣∣ ge = e, and ge′ = 0 for all e′ > e}.
Corollary 5.6. Let g ∈ E2(T ). Suppose that a 	= b ∈ E1(T ) and ga = a and gb = b. Then either a > b or else
b > a. In particular
Γ (e) = {g ∈ E2(T ) ∣∣ ge = e, and ge′ = e′ for some e′ < e}.
Proof. Suppose that a ≯ b. Then g ∈ Xb , since we have that ge′ = 0 for any e′ > b. In particular,
g /∈ Xa . Thus there exists e′ > a such that ge′ = e′. But then e′ = b since g ∈ E2 (recalling that for any
rank-two idempotent g of T there are exactly two rank-one idempotents a,b of T with ga = a and
gb = b). Thus b > a. 
Remark 5.7. If we think of < as a relation on E1 then Corollary 5.6 says that we can regard E2 as a
subrelation of < in the sense that, for each g ∈ E2, there is a unique ordered pair (a,b), with a,b ∈ E1,
such that ga = a, gb = b and a < b. Notice also that
E2 =
⊔
e∈E1
Γ (e).
Let Λ2 = {g ∈ Λ | dim(T g) = 2}. It follows from part b) of Theorem 2.2 that
S \ J ∼= Λ2,
given by s → gs , where gs ∈ Λ2 is the unique idempotent such that
1. sgs = gss 	= gs .
2. gsB ⊆ Bgs .
Indeed, by b) of Theorem 2.2, Λ2 corresponds to the set of one-element subsets of S with no con-
nected component contained entirely in J . Each g ∈ E2(T ) is conjugate to a unique gs , s ∈ S \ J . See
part d) of Theorem 2.2.
Since each g ∈ Γ (e) is conjugate to one and only one gs ∈ Λ2 we can write
Γ (e) =
⊔
s∈S\ J
Γs(e),
where
Γs(e) =
{
g ∈ Γ (e) ∣∣ g = vgsv−1 for some v ∈ W }.
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Deﬁnition 5.8. For each e ∈ E1(T ) and each s ∈ S \ J deﬁne
νs(e) =
∣∣Γs(e)∣∣.
We refer to (E1,, {νs}) as the augmented poset of X( J ). For convenience we let
ν(e) =
∑
s∈S\ J
νs(e).
See Examples 6.7, 6.8, 6.9 and 6.10 below for some detailed calculations.
We recall now the descent system associated with J ⊂ S . We refer the reader to [18,19] for more
details.
Deﬁnition 5.9. Let (W , S) be a Weyl group and let J ⊂ S be a proper subset. Let W J = {w ∈ W |
l(w) l(wc) for any c ∈ W J }. Deﬁne
S J = W J (S \ J )W J ∩ W J .
We refer to (W J , S J ) as the descent system associated with J ⊂ S .
Proposition 5.10. Let (W J , S J ) be the descent system associated with J ⊂ S.
1. There is a canonical identiﬁcation θ : S J ∼= {g ∈ E2 | ge1 = e1} uniquely determined by the property
θ(w)(we1w−1) = we1w−1 .
2. The following are equivalent.
(a) J is combinatorially smooth.
(b) |S J | = |S|.
See Propositions 2.16 and 4.1 of [18] for the details. We write
E2(e1) = {g ∈ E2 | ge1 = e1}.
Deﬁnition 5.11. Assume that J ⊂ S is combinatorially smooth. Deﬁne, for s ∈ S \ J ,
S Js = (W J sW J ) ∩ W J .
Remark 5.12. Notice that we can write
S J =
⊔
s∈S\ J
S Js .
Indeed, by Proposition 5.10, θ : S J ∼= {g ∈ E2 | ge1 = e1}. Under this correspondence S Js corresponds
to {g ∈ E2 | ge1 = e1 and g = wgsw−1 for some w ∈ W J }.
For r = wsv ∈ S J we write gr ∈ E2(e1) for the unique such idempotent with gre1 = e1 and
grre1r−1 = re1r−1. One checks that gr = wgsw−1. For the following proposition we recall the Bruhat
order, <, on W J and W .
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Proof. If u, v ∈ W J with v = urc, r ∈ S J , c ∈ W J , consider as above, gr ∈ E2(e1). Then let g = ugru−1.
One checks, using that ce1c−1 = e1, that g is the unique rank-two idempotent such that gue1u−1 =
ue1u−1 and gve1v−1 = ve1v−1.
Recall from Theorem 5.3 that, for u, v ∈ W J
ue1u
−1 > ve1v−1 if and only if u < v.
But from Corollary 5.6, for g ∈ E2 with gai = ai , i = 1,2, either a1 > a2 or else a1 > a2. The conclusion
follows. 
Recall, from Theorem 2.7, the deﬁnition of C(s) ⊆ J .
Theorem 5.14. Assume that J ⊂ S is combinatorially smooth. Then
1. S J =⊔s∈S\ J S Js .
2. Let s ∈ S \ J . In case st = ts for all t ∈ J , S Js = {s}. Otherwise, S Js = {s, t1s, t2t1s, . . . , tm · · · t2t1s} where
C = C(s) = {t1, t2, . . . , tm}, st1 	= t1s and titi+1 	= ti+1ti for i = 1, . . . ,m − 1.
3. S Js ∼= {g ∈ E2 | ge1 = e1 and cgc−1 = gs for some c ∈ W J }.
Proof. Part 1 follows from Remark 5.12. Part 2 follows from the well-known information about the
standard inclusion of symmetric groups Sn ⊂ Sn+1. See Theorem 2.7 above. Part 3 follows from Re-
mark 5.12. 
Deﬁnition 5.15. Let w ∈ W J . Deﬁne
1. D Js (w) = {r ∈ S Js | wrc < w for some c ∈ W J }, and
2. A Js (w) = {r ∈ S Js | w < wr}.
D J (w) =⊔s∈S\ J D Js (w) is the descent set of w and A J (w) =⊔s∈S\ J A Js (w) is the ascent set of w
relative to J .
The asymmetry in Deﬁnition 5.15 results from the following property of minimal length coset
representatives. If w ∈ W J , v ∈ W and w < v then w < vc for any c ∈ W J . This is useful in some
computations. By Proposition 5.13, for any w ∈ W J , S J = D J (w) unionsq A J (w). See Remark 5.17 below for
some related discussion.
Theorem 5.16. Let J ⊂ S be any proper subset. For e ∈ E1(T ) deﬁne E2(e) = { f ∈ E2(T ) | f e = e}.
1. E2(T ) ∼= {(u, v) ∈ W J × W J | u < v and u−1v ∈ S J W J }.
2. Let u ∈ W J and eu = ue1u−1 ∈ E1 . Then
E2(eu) ∼=
{
v ∈ W J ∣∣ u−1v ∈ S JW J}.
In particular, E2(e1) ∼= W J ∩ S JW J = S J .
3. Let u ∈ W J and eu = ue1u−1 ∈ E1 . Then
Γ (eu) ∼=
{
v ∈ W J ∣∣ u < v and u−1v ∈ S JW J}∼= A J (u).
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Γs(eu) ∼=
{
v ∈ W J ∣∣ u < v and u−1v ∈ S Js W J}∼= A Js (u).
5. If w ∈ W J and s ∈ S \ J then νs(w) = |A Js (w)|.
Proof. We indicate the details for part 1. The other parts are similar. Assume that (u, v) ∈ {(u, v) ∈
W J × W J | u < v and u−1v ∈ S J W J }. Since u−1v ∈ S J W J it follows from Proposition 5.13 that there
exists a unique g ∈ E2(T ) such that gue1u−1 = ue1u−1 and gve1v−1 = ve1v−1. Thus we have a well-
deﬁned injective map
ϕ : (u, v) → g
from {(u, v) ∈ W J × W J | u < v and u−1v ∈ S J W J } to E2(T ).
Conversely, let g ∈ E2(T ). Then there exist a,b ∈ E1(T ) such that ga = a and gb = b. By Corol-
lary 5.6, either a < b or else b < a. Without loss of generality, b < a. Let u, v ∈ W J be such that
a = ue1u−1 and b = ve1v−1. Then
g = ue1u−1 ∨ ve1v−1
is the join of a and b. (By deﬁnition, a ∨ b is the smallest idempotent of E(T ) larger than both a
and b.) By Theorem 5.3, u < v in the Bruhat order. But then
u−1gu = e1 ∨
(
u−1ve1v−1u
) ∈ E2(e1),
since conjugation preserves joins. Thus by Proposition 5.10, there exists r ∈ S J such that
u−1ve1v−1u = re1r−1. Thus u−1v = rc for some c ∈ W J . It follows that ϕ is bijective. 
Remark 5.17. The following table provides the reader with a summary-translation between the
monoid jargon and the Bruhat poset jargon. See [18] for more discussion on this point. Recall that E =
E(T ) is the set of idempotents of T and Ei = { f ∈ E | dim( f T ) = i} ⊂ E . As always, e1 ∈ E1 = E1(T ) is
the unique element such that e1B = e1Be1. For e ∈ E1 let v ∈ W J be the unique element such that
e = ve1v−1. We write e = ev . For e, f ∈ E we write e ∼ f if there exists w ∈ W such that wew−1 = f .
If s ∈ S \ J let gs ∈ E2 be the unique idempotent such that gss = sgs 	= gs and gsB = gsBgs (or what
is the same, gsB ⊆ Bgs). Let Λ× = {I ⊂ S | no component of I is contained in J } and for I ∈ Λ× let
I∗ = I ∪ {t ∈ J | ts = st for all s ∈ I}.
Reductive monoid jargon Bruhat order jargon
e1 ∈ Λ1 = {e1} 1 ∈ W J
e = ev ∈ E1 The v ∈ W J with e = ve1v−1
ev  ew in E1, i.e. ev Bew 	= 0 w  v in W J
E2 = {g ∈ E | dim(gT ) = 2} {(u, v) ∈ W J × W J | u < v and u−1v ∈ S J W J }
{g ∈ E2 | gB = gBg} S \ J
{g ∈ E2 | ge1 = e1} S J = (W J (S \ J )W J ) ∩ W J
{g ∈ E2 | ge1 = e1, g ∼ gs} S Js = (W J sW J ) ∩ W J
E2(ew ) = {g ∈ E2 | gew = ew } {v ∈ W J | w−1v ∈ S J W J }
Γ (ew ) = {g ∈ E2(ew ) | ge′ = e′ for some e′ < ew } A J (w) = {r ∈ S J | w < wr}
Γs(ew ) = Γ (ew ) ∩ {g ∈ E2 | g ∼ gs} A Js (w) = {r ∈ S Js | w < wr}
E(T ) \ {0} {(w, I) | I ∈ Λ×, w < ws if s ∈ I∗}
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nal polytope Pλ (Corollary 2.3). On the other hand there is a canonical ordering on E1 = E1(T )
coming from the associated reductive monoid (Deﬁnition 5.1). Evidently (E1,) and (W J ,) are
anti-isomorphic as posets (Theorem 5.3). Furthermore the set of edges Edg(Pλ) of Pλ is canonically
identiﬁed with E2 = E2(T ). If g(v,w) = g(w, v) ∈ Edg(Pλ) is the edge of Pλ joining the distinct ver-
tices v,w ∈ W J then either v < w or else w < v . Given v ∈ W J , with edges Edg(v) = {g ∈ E2 | g =
g(v,w) for some w ∈ W J }, the question of whether v < w or w < v (for a given g(v,w) ∈ Edg(v))
is coded in the “descent system” (W J , S J ) (Theorem 5.16).
6. The H -polynomial of M
We are now in a position to prove our main result, namely Theorem 6.6 below. This section rep-
resents a culmination of many results from [17–21].
Let M be a J-irreducible monoid of type J , such that M \ {0} is rationally smooth. As we have
already mentioned in the previous section, each Xe can be “sandwiched”
B f G ⊆ Xe ⊆ B f G,
where f ∈ E(T ) is (thereby) uniquely determined. We analyze this idempotent in Corollary 6.5 be-
low and use our calculation to quantify the dimension of C∗e in terms of e and the descent system
(W J , S J ). By Theorem 5.5 of [17] (see also Proposition 4.9 above and the comment following it) this
is the ﬁnal ingredient needed to obtain the long-awaited formula in Theorem 6.6.
6.1. The idempotent
We now recall from [19] some information at the torus embedding level. As usual, let T be the
closure in M of the maximal torus T of G . Let e ∈ E1(T ). T is naturally a cone on the projective
variety X( J ) = [T \ {0}]/K ∗ . Deﬁne
Ue = {x ∈ T | ex 	= 0},
and let
T (e) = {x ∈ T ∣∣ ex 	= 0 and e′x = 0 for all e′ > e}.
Notice that, by Theorem 5.4, T (e) = T ∩ Xe . Although that theorem is stated only for idempotents it
applies to all of T since T =⊔e∈E(T ) T e.
Assume that J ⊂ S is combinatorially smooth.
Theorem 6.1.We obtain that
T (e) = feUe,
where fe ∈ E(T ) is the unique smallest idempotent with feh = h for all h ∈ E2(Ue)\A. Thus dim(T (e)) =
|E2(Ue)\A| + 1 where A = {g ∈ E2(T ) | ge = e and ge′ = e′ for some e′ > e}.
This is proved in [19] as Theorem 3.6. The idempotent fe in Theorem 6.1 is the one referred to in
the title of this subsection.
Theorem 6.2. For e ∈ E1 write Xe( J ) = {[x] ∈ X( J ) | such that ex 	= 0 and e′x = 0 for all e′ > e} and, as
above, let T (e) ⊂ T be the cone on Xe( J ). Then dim(Xe( J )) = |Γ (e)| = ν(e) =∑s∈S\ J νs(e).
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Theorem 6.3. For any e ∈ E1 , B feG ⊆ Xe ⊆ B feG.
Proof. Let X ⊆ M be such that BXG = X . It follows from Corollary 8.14 of [16] that X =⊔
e∈E(T )∩X BeG . But from Theorem 6.1, E(T ) ∩ Xe = fe E(Ue), since by Theorem 5.4, T (e) = T ∩ Xe .
Thus,
Xe =
⊔
g∈ fe E(T )
BgG.
But, for any g ∈ fe E(T ), g ∈ fe T . Thus, BgG ⊆ B feG . Hence, B feG ⊆ Xe ⊆ B feG . 
We can say even more about the structure of Cr and C∗r using the results of [17]. This will be used
in Corollary 6.5 below.
Theorem 6.4. If M \ {0} is rationally smooth then C∗e = feMeK ∗ . In particular, Cr and C∗r are irreducible
varieties.
Proof. It follows from Theorem 5.1 of [17] that C∗e = f MeK ∗ for some idempotent f ∈ T . But then,
by part 4 of Theorem 4.7, B f MeK ∗G = Xe . It then follows from Theorem 6.3 that f = fe , since there
is exactly one idempotent of T in each B × G orbit on M . 
6.2. The decomposition of the idempotent
Let M be J-irreducible and assume that J ⊂ S is combinatorially smooth. Let E1(ZMe) denote the
set of minimal, nonzero, central idempotents of Me . Then (as in Theorem 2.4 and Corollary 2.5) there
is a canonical decomposition
Me ∼0
∏
i∈I
Mni (K ),
where I and {ni | i ∈ I} are to be determined precisely in Corollary 6.5 below. By Theorem 6.1 there is
a unique idempotent fe ∈ T such that T (e) = feUe . In this section we quantify the corresponding de-
composition of this idempotent in terms of the underlying descent system. We refer to Theorems 2.7
and 5.14 for some of the notation (e.g. C(s)) required in Corollary 6.5.
Corollary 6.5. The monoid Me decomposes as
Me ∼0
∏
s∈S\ J
Mns (K ),
where
(i) ns = |S Js | = |C(s)| + 1 where s ∈ S \ J ,
(ii) E1(ZMe) = {es | s ∈ S \ J } ∼= S \ J , and
(iii) esMe ∼0 Mns (K ).
Let e and f = fe be as in Theorem 6.1 and write
f Me ∼0
∏
s∈S\ J
f sMe
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νs(e) = rank( f s) − 1
where the rank here is in M (i.e. rank(g) = dim(T g)). Furthermore, dim(esMe) = |S Js |2 . Finally, if we let
δ(s) = |C(s)| + 1, then
dim( f Me) =
∑
s∈S\ J
dim( f sMe) =
∑
s∈S\ J
δ(s)νs(e).
Proof. It is a straightforward exercise to check that if N is a reductive monoid such that N ∼0∏
i∈I Mni (K ), for appropriate ni ’s, then we can calculate the ni ’s as follows. Let Ω be a cross sec-
tion lattice of N and, as usual, let Ω1 be the set of rank-one elements of Ω . Let e ∈ Ω1 and let
ne = |ClW (e)|, where ClW (e) is the W -conjugacy class of e. Then there is a bijection ϕ : I → Ω1,
i → ei , such that ni = nei . Furthermore, if ei ∈ Ω1 and f i =
∨{g | g ∈ ClW (ei)} (the smallest idem-
potent f  g for all g ∈ ClW (ei)) then f i is a minimal, nonzero, central idempotent of M and
f iN ∼0 Mni (K ). Finally, the map N →
∏
i f i N , x → ( f i x)i , is ﬁnite and dominant and induces the
equivalence N ∼0∏i∈I Mni (K ).
By Theorem 2.4 and Corollary 2.5, Me ∼0 ∏i∈I Mni (K ) for appropriate ni ’s. Since the elements
of E1(T ) are all conjugate, the ni ’s are independent of e. So for the calculation of the ni ’s we
shall assume that e = e1. The Weyl group of the unit group of Me is canonically identiﬁed with
W J = {w ∈ W | we = ew = e}. Since J ⊂ S is combinatorially smooth it follows from Theorem 2.7
that W J = ∏s∈S\ J WC(s) . Furthermore, for each s ∈ S \ J , WC(s) ∼= Sns (symmetric group) where
ns = |C(s)| + 1. By Proposition 6.27 of [11], Λe = { f ∈ Λ | f e = e} is a cross section lattice of Me
and thus, (Λe)1 ∼= Λ2 ∼= S \ J (via gs → s, as summarized, just before Deﬁnition 5.8, for the case
e = e1).
Let gs ∈ Λ2 = (Λe)1. One checks, using Theorem 5.14, that the conjugacy class Xs = ClW J (gs) has
exactly ns elements. Indeed, the centralizer in W J of gs is W J\{t} , where t ∈ C(s) is the unique
element such that st 	= ts. Recall, from above, that we already know that Me ∼0 ∏i∈I Mni (K ) for
appropriate ni ’s. Thus, by the exercise above
Me ∼0
∏
s∈S\ J
Mns (K ),
via Me →∏ esMe , x (esx)s , where es =∨g∈Xs g (the smallest idempotent  g for all g ∈ Xs). Thus
dim(esMe) = (|C(s)| + 1)2 = |S Js |2. That (|C(s)| + 1)2 = |S Js |2 follows from Theorem 5.14.
Returning to the general case, assume that e ∈ E1(T ) is arbitrary, and let f = fe be as in Theo-
rem 6.1. By Deﬁnition 5.5 and Theorem 6.1
f =
∨
h∈Γ (e)
h.
By deﬁnition, Γs(e) = Γ (e)∩ ClW (gs). But from part (iii) of Proposition 6.27 of [11], Γ (e)∩ ClW (gs) =
Γ (e) ∩ Xs . But then by our description of es above,
f s =
∨
h∈Γs(e)
h.
It follows that the rank of f s in M is |Γs(e)| + 1 (so that its rank in Me is |Γs(e)|).
Since Me ∼0 ∏s∈S\ J esM , with esMe ∼0 Mns (K ), we obtain that f Me ∼0 ∏s∈S\ J f sMe . Thus
dim( f Me) =∑s dim( f sMe). But esMe is essentially an ns × ns matrix algebra and f s ∈ esMe is an
idempotent of rank |Γs(e)|. Thus dim( f sesM) = ns|Γs(e)| = δ(s)νs(e). This completes the proof. 
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We are ﬁnally in position to place the jewel in the crown. Let M be a J-irreducible monoid such
that M \ {0} is rationally smooth. In this section we obtain the sought-after H-polynomial of M in
terms of the augmented poset (E1,, {νs}).
Let J ⊂ S be combinatorially smooth and let s ∈ S \ J , w ∈ W J . Recall that
a) δ(s) = |C(s)| + 1, and
b) νs(w) = |Γs(e)| where e = we1w−1.
Notice that δ(s) = 1 if and only if st = ts for all t ∈ J . Notice also that νs(w) = |A Js (w)|. Furthermore,
νs(w) = νs(we1w−1). Let w0 ∈ W J be the longest element (so that l(w0) = dim(Ue)).
Theorem 6.6. The H-polynomial H(M) of M is given by
H(M) =
( ∑
w∈W J
tl(w0)−l(w)+m(w)
)
H( J )
where m(w) =∑s∈S\ J δ(s)νs(w), and H( J ) =∑v∈W J tl(v) is the H-polynomial of G/P J .
Proof. Let X = (M \ {0})/K ∗ . Then X =⊔e∈E1 X(e) where
X(e) = {[y] ∈ X ∣∣ eBy = eBey ⊆ eG}= {[y] ∈ P(M) ∣∣ y ∈ Xe}.
See Theorem 4.3. We write X =⊔w∈W J X(w), where we denote X(w) = X(e) if we1w−1 = e. Then
from Proposition 4.9, we have that for each w ∈ W J ,
π : X(w) → eG,
and π−1(K ∗e) = BC∗e . Since eG is isomorphic to a cone on the projective variety P J\G , it has the
usual Bruhat decomposition. Thus X(w)/K ∗ has a cell decomposition
X(w)/K ∗ =
⊔
v∈W J
Ev
where, for each v ∈ W J , dim(Ev ) = l(v) + dim(BC∗e ) − 1. But from part 1 of Proposition 4.9, BC∗e ∼=
(Ue ∩ Bu) × C∗e . Hence from part 2 of Proposition 4.9 and Theorem 6.4 we obtain that
dim
(
BC∗e
)− 1 = dim(Ue ∩ Bu) + dim( feMe) = l(w0) − l(w) + dim( feMe).
By counting up all these cells our preliminary calculation of H(M), using the formula for H(M) from
Theorem 5.5 of [17], is
H(M) =
∑
w∈W J
(
tl(w0)−l(w)+dim( f Me)
∑
v∈W J
tl(v)
)
.
Thus it remains for us to calculate dim( feMe) for each e ∈ E1. But that is exactly the content of
Corollary 6.5. Indeed,
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∑
s∈S\ J
dim( f sMe) =
∑
s∈S\ J
δ(s)νs(e).
By substituting this expression (for the value of dim( feMe)) into our preliminary formula for H(M)
(and collecting terms appropriately) we obtain the desired result. 
6.4. Examples
In this section we use Theorem 6.6 to calculate the H-polynomial of four classes of examples. In
each case this boils down to ﬁnding W J and calculating l(w) and m(w) for each w ∈ W J .
Example 6.7. Let M = Mn+1(K ). Then M is J-irreducible of type J ⊂ S , where J = {s2, s3, . . . , sn} and
S = Sn = {s1, s2, . . . , sn} ⊂ Wn is of type An (n 1). In this example
S J = {s1, s2s1, s3s2s1, . . . , sn · · · s1}, and
W J = S J unionsq {1}.
Write ai = si · · · s1 if i > 1, and a0 = 1. An elementary calculation yields
S \ J = {s1},
l(ai) = i,
w0 = sn · · · s1,
δ(s1) = n,
νs1(ai) = n − i,
P ( J ) =
n∑
i=0
t2i, and
P(M) = P(n+1)2−1(K ), projective space.
Another elementary calculation (using Theorem 6.6) then yields
H
(
Mn+1(K )
)=
(
n∑
i=0
t(n−i)(n+1)
)(
n∑
i=0
ti
)
=
(n+1)2−1∑
i=0
ti .
Example 6.8. In this example we illustrate Theorem 6.6 by calculating the Poincaré polynomial
of P(M) where M is J-irreducible of type J ⊂ S , where S = Sn = {s1, s2, . . . , sn} ⊂ Wn is of type An
(n 2) and J = Jn = {s3, s4, . . . , sn}. We shall refer the reader to Example 4.6 of [19] for some of the
details.
If w ∈ W Jn we can write w = apbq where ap = sp · · · s1 (1 p  n) and bq = sq · · · s2 (2 q  n).
We also adopt the peculiar but useful convention a0 = 1 and b1 = 1. Thus
W Jn = {apbq | 0 p  n and 1 q n}
with uniqueness of decomposition.
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i) δ(s1) = 1, and
ii) δ(s2) = (n − 2) + 1 = n − 1.
From Remark 6.8 of [19],
i) νs1 (apbq) = 1 if p < q and νs1 (apbq) = 0 if p  q,
ii) νs2 (apbq) = n − q.
Thus, by deﬁnition,
i) m(apbq) = (n − 1)(n − q) + 1 if p < q, and
ii) m(apbq) = (n − 1)(n − q) if p  q.
Finally,
i) l(apbq) = p + q − 1, and
ii) anbn ∈ W J is the longest element.
Thus, for w = apbq ∈ W J , we obtain by elementary calculation that
l(w0) − l(w) +m(w) = n − p + n(n − q) + 
where  = 1 if 0 p < q n, and  = 0 if n p  q 1. Thus
∑
w∈W J
tl(w0)−l(w)+m(w) =
∑
0p<qn
tn−p+n(n−q)+1 +
∑
npq1
tn−p+n(n−q).
The other factor here is
H( J ) =
∑
w∈W J
tl(w) =
n∑
i=1
i
(
ti−1 + t2n−i).
Finally we obtain
H(M) =
( ∑
0p<qn
tn−p+n(n−q)+1 +
∑
npq1
tn−p+n(n−q)
)( n∑
i=1
i
(
ti−1 + t2n−i)
)
.
Example 6.9. A canonical monoid M is a J-irreducible monoid of type J = φ. It follows from The-
orem 2.7 that if M is a canonical monoid then M \ {0} is rationally smooth. Let M be a canonical
monoid with unit group G , and let G0 be the commutator subgroup of G . If G0 is a group of adjoint
type, then P(M) is the canonical compactiﬁcation of G0. The augmented poset in this example is
(W ,, {νs}s∈S ). (W ,) is the Weyl group with the usual Bruhat order and
i) νs(w) = 1 if w < ws,
ii) νs(w) = 0 if w > ws,
iii) δ(s) = 1 for all s ∈ S = S \ J , and (therefore)
iv) m(w) =∑s∈S δ(s)νs(w) = |{s ∈ S | w < ws}|.
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H(M) =
( ∑
w∈W
tl(w0)−l(w)+|Iw |
)(∑
v∈W
tl(v)
)
,
where Iw = {s ∈ S | w < ws}. Observe how H(M) is determined by (W ,, {νs}s∈S).
According to Theorem 3.7, the H-polynomial of the M is related to the Poincaré polynomial of X =
P(M) by the rule H(M)(t) = P X (t1/2). The Poincaré polynomial of the canonical compactiﬁcation was
originally obtained by De Concini and Procesi in [9]. It was that calculation that motivated many of
the results of this paper.
Example 6.10. In this example we consider the root system of type Bl . Let E be a real vector space
with orthonormal basis {1, . . . , l}. Then
Φ+ = {i −  j | i < j} ∪ {i +  j | i 	= j} ∪ {i}, and
 = {1 − 2, . . . , l−1 − l, l} = {α1, . . . ,αl}.
Let S = {s1, s2, . . . , sl−1, sl} be the corresponding set of simple reﬂections. Here we consider the case
the J-irreducible monoid M of type
J = {s1, . . . , sl−1} ⊂ S.
We make the following identiﬁcation.
W J ∼= {1 i1 < i2 < · · · < ik  l}
as follows. Given such a sequence, 1 i1 < i2 < · · · < ik  l, we deﬁne
w(v) = iv for 1 v  k,
and
w(k+v) = − jv for 1 v  l − k,
where l j1 > j2 > · · · > jl−k  1 (so that {1, . . . , l} = {i1, i2, . . . , ik}unionsq{ j1, j2, . . . , jl−k}). One can check
that w ∈ W J and that, conversely, any element of W J is of this form.
With these identiﬁcations we let w ∈ W J . We now recall that
A J (w) = {r ∈ S J ∣∣ w < wr}
and that
S J = {s1 · · · sl, s2 · · · sl, . . . , si · · · sl, . . . , sl−1sl, sl}.
Let w ∈ W J correspond, as above, to i1 < · · · < ik and j1 > · · · > jl−k . Let ri = si · · · sl ∈ S J . By the
calculations of [19], w < wri if and only if i  k. Thus we obtain
A J (w) = {s1 · · · sl, . . . , sk · · · sl} =
{
r ∈ S J ∣∣ w < wr}.
186 L.E. Renner / Journal of Algebra 332 (2011) 159–186Now we can use Theorem 6.6 above to obtain the H-polynomial of M . Let us ﬁrst assemble the
relevant information.
1. S \ J = {sl}.
2. δ(sl) = |C(sl)| + 1 = |{s1, . . . , sl−1}| + 1 = l.
3. ν(w) = νsl (w).
4. If w ∈ W J then ν(w) = k where
w ↔ {1 i1 < i2 < · · · < ik  l}
as above.
5. m(w) = lν(w) = kl.
6. l(w0) − l(w) =∑i∈M′(w) i where M ′(w) = {i | w( j) = i for some j} = {i1, i2, . . . , ik}, and where
w0 ∈ W J is the longest element (notice that l(w0) = l(l + 1)/2).
Collecting terms we obtain that, for w ∈ W J ,
l(w0) − l(w) +m(w) =
( ∑
i∈M ′(w)
i
)
+ l∣∣M ′(w)∣∣= ∑
i∈M ′(w)
(i + l).
After recalling some elementary generating functions, and applying Theorem 6.6, we obtain that
H(M) =
(
l∏
k=1
(
1+ tk+l)
)(
l∏
k=1
(
1+ tk)
)
.
The
∏l
k=1(1 + tk) factor here is H(G/P J ) =
∑
v∈W J tl(v) and the
∏l
k=1(1 + tk+l) factor is∑
w∈W J tl(w0)−l(w)+m(w) .
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