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Constructing a quasiregular analogue of
z exp(z) in dimension 3
Luke Warren
Abstract. We construct a quasiregular analogue of the function
z exp(z) in dimension 3, which gives the first explicit example of
a quasiregular mapping of transcendental type that has exactly
one zero. We then modify the construction to create a family
of such quasiregular mappings and study their dynamics. From
this, we also construct the first quasimeromorphic mappings with
an essential singularity at infinity where the backward orbit of
infinity is non-empty and finite.
1 Introduction
For transcendental meromorphic mappings f : C→ Cˆ, Nevanlinna theory
can be used to study the distribution of values; this includes a defect relation
which yields Picard’s theorem as a corollary (see [6] and [9]). Ahlfors [1]
developed a parallel theory to that of Nevanlinna which is more geometric in
nature, including a pointwise version of the same defect relation. This version
states that if f is a non-constant transcendental meromorphic mapping, then
there exists some small set E ⊂ [1,∞) such that for any distinct points
a1, a2, . . . , an ∈ Cˆ, then
lim sup
r 6∈E,
r→∞
n∑
i=1
δ(ai, r) ≤ 2. (1.1)
Here if a ∈ Cˆ and r > 0, then δ(a, r) ∈ [0, 1], called the defect function of a,
measures the rarity of the preimages of a under f against the average point
of Cˆ in the closed ball B(0, r). In particular if a is an exceptional point of
f , so f−1(a) is finite or empty, then δ(a, r)→ 1 as r →∞. For example, for
z 7→ exp(z)/z, then δ(0, r)→ 1 and δ(∞, r)→ 1 as r →∞.
A converse result to the above was proven by Drasin in [4]: for each
m ∈ N, let am ∈ Cˆ be distinct points and let δm ∈ [0, 1] with
∑
δm ≤ 2.
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Then there exists some non-constant transcendental meromorphic function
g and some small set E ⊂ [1,∞) such that
lim
r→∞,r 6∈E
δ(a, r) =
{
δm if a = am for some m ∈ N,
0 otherwise.
Quasiregular mappings and quasimeromorphic mappings defined on higher-
dimensional Euclidean space Rd, d ≥ 2, generalise analytic and meromorphic
functions on the plane respectively. When a quasiregular or quasimeromor-
phic mapping defined on Rd has an essential singularity at infinity, we say it
is of transcendental type. We shall defer the definition of quasiregular and
quasimeromorphic mappings to Section 2.
For a quasimeromorphic mapping of transcendental type f : Rd → Rˆd,
where d ≥ 2 and Rˆd = Rd∪{∞}, Rickman [15] managed to generalise Ahlfors’
result to establish a pointwise defect relation. Here (1.1) holds almost exactly,
albeit with the value 2 replaced by a constant q that depends only on the
dimension d and the dilatation K of f . Furthermore in dimension d = 3,
Rickman extended Drasin’s theorem to the quasimeromorphic setting, once
again replacing the value 2 with the constant q as before. For further details,
we refer to [16].
Analogous to the meromorphic setting, a corollary of Rickman’s defect
relation is a quasimeromorphic version of Picard’s theorem (see also [13]).
This result was shown to be sharp for dimension d = 3 in [14] and, more
recently, in all dimensions d ≥ 3 by Drasin and Pankka [5]. They showed that
given any y1, y2, . . . , yp ∈ R
d, there exists a quasiregular map f : Rd → Rd
omitting exactly y1, y2, . . . , yp. As a very simple example, Zorich maps, which
form quasiregular analogues of z 7→ exp(z), omit both 0 and ∞; for their
general construction, see for instance [18] or [7, Section 6].
Although Drasin and Pankka’s result can give us a quasiregular function
with prescribed omitted points, none of the results above can be directly
applied to get a quasimeromorphic mapping with at least one non-omitted
exceptional point. Furthermore, in dimensions d ≥ 3 there are currently no
known quasiregular mappings of transcendental type where a value x ∈ Rd
is taken at least once, but finitely often.
We shall construct the first explicit example of a quasiregular mapping
of transcendental type in R3 where a value is taken finitely often. As an
immediate corollary, we will provide the first example of a quasimeromorphic
mapping of transcendental type in R3 with a single omitted pole.
Theorem 1.1. There exists a quasiregular mapping of transcendental type
F : R3 → R3 such that
F (x) = 0 if and only if x = 0. (1.2)
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Corollary 1.2. There exists a quasimeromorphic map of transcendental type
f : R3 → Rˆ3 such that
O−f (∞) = {0,∞}. (1.3)
As a remark, observe that we can write the complex function z exp(z) =
exp(G(log(z))), where G(z) = z + exp(z). One reason for describing our
function F in Theorem 1.1 as an analogue of z exp(z) is that it will be
defined as a composition F = Z ◦ g ◦ Z−1, where Z is analogous to exp and
g is analogous to G.
When studying the dynamical behaviour of transcendental meromorphic
functions on C, different techniques are used based on whether the backward
orbit of infinity is finite or infinite. Recently, the Julia set for quasimero-
morphic mappings of transcendental type with at least one pole has been
investigated in [17]. There, the analysis of the Julia set also requires differ-
ent techniques based on the cardinality of the backward orbit of infinity. The
example constructed in Corollary 1.2 therefore shows that such maps exist,
justifying the necessity for the different techniques used in [17].
The construction method used in the proof of Theorem 1.1 readily gener-
alises to create other quasiregular mappings that satisfy (1.2). In particular,
we exhibit a family of quasiregular mappings in dimension d = 3 for which
the quasi-Fatou set is connected and coincides with the attracting basin of
0. Using this quasiregular family, we are able to construct a particular fam-
ily of quasimeromorphic mappings that satisfy (1.3), for which we can give
explicit points whose iterates are neither bounded nor tend to infinity; this
is summarised in the following result. These two families of quasiregular and
quasimeromorphic mappings may be of independent interest.
Theorem 1.3. There exists a family F of quasiregular mappings of transcen-
dental type such that for all f ∈ F , f satisfies (1.2), J(f) contains half-rays
and QF (f) is connected.
Moreover, there exists a family G of quasimeromorphic mappings of tran-
scendental type such that for all g ∈ G, g satisfies (1.3) and there exist
half-rayson which the iterates of g neither stay bounded nor tend to infinity.
2 Preliminary results
2.1 Quasiregular and quasimeromorphic mappings
For notation, for d ≥ 2 and x ∈ Rd we denote the d-dimensional ball
centered at x of radius r > 0 as B(x, r) = {y ∈ Rd : |x− y| < r}. For R ∈ R,
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we shall denote the upper half-space {(y1, y2, y3) ∈ R
3 : y3 > R} by H>R. We
further define the upper and lower half-spaces H≥R,H≤R and H<R similarly.
We will briefly recall the definition and some useful results for quasiregular
and quasimeromorphic mappings here; see [8] and [16], for example, for a
more comprehensive study of these mappings.
Let d ≥ 2 and G ⊂ Rd be a domain. For 1 ≤ p < ∞, the Sobolev
space W 1p,loc(G) is the collection of all functions f : G → R
d for which all
first order weak partial derivatives exist and are locally in Lp. Then we say
that f ∈ W 1d,loc(G) is quasiregular if it is continuous and there exists some
constant K ≥ 1 such that(
sup
|h|=1
|Df(x)(h)|
)d
≤ KJf(x) a.e., (2.1)
where Df(x) denotes the formal derivative of f(x) and Jf (x) denotes the
Jacobian determinant. We denote the smallest constant K for which (2.1)
holds by KO(f) and call this the outer dilatation of f .
If f is quasiregular, then there also exists some K ′ ≥ 1 such that
K ′
(
inf
|h|=1
|Df(x)(h)|
)d
≥ Jf (x) a.e. (2.2)
We denote the smallest constant K ′ for which (2.2) holds by KI(f) and call
this the inner dilatation of f . Now, the dilatation K(f) of f is defined as
the maximum of KO(f) and KI(f). Finally if K(f) ≤ K for some K ≥ 1,
we say that f is K-quasiregular.
The definition of quasiregularity can be extended to mappings into Rˆd :=
Rd ∪ {∞}. For a domain D ⊂ Rd, a continuous map f : D → Rˆd is called
quasimeromorphic if every x ∈ D has a neighbourhood Ux such that either
f or M ◦ f is quasiregular from Ux into R
d, where M : Rˆd → Rˆd is a sense-
preserving Mo¨bius map such that M(∞) ∈ Rd.
If f and g are quasiregular mappings, with f defined in the range of g,
then the composition f ◦ g is quasiregular and the dilatation satisfies
K(f ◦ g) ≤ K(f)K(g). (2.3)
Similarly, if g is a quasiregular mapping and f is a quasimeromorphic
mapping defined in the range of g, then f ◦ g is quasimeromorphic and the
above inequality also holds.
Many properties of analytic and meromorphic mappings have analogues
within the setting of quasiregular and quasimeromorphic mappings. For ex-
ample, Reshetnyak [11, 12] showed that every non-constant K-quasiregular
map is discrete, open and sense-preserving, whilst Rickman [13] extended
Picard’s theorem to the quasimeromorphic setting.
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2.2 Julia set of quasiregular mappings
For notation, given x ∈ Rd we write O−f (x) to denote the backward orbit
of x under f , while we use O+f (x) to denote the forward orbit of x under f .
By following Bergweiler in [2] and Bergweiler and Nicks in [3], for a
quasiregular map f : Rd → Rd, where d ≥ 2, we define the Julia set of
f as
J(f) := {x ∈ Rd : cap(Rd \ O+f (Ux)) = 0 for all
neighbourhoods Ux ⊂ R
d of x}, (2.4)
and define the quasi-Fatou set of f as QF (f) := Rd \ J(f). Here, cap(C)
denotes the conformal capacity of a closed set C ⊂ Rˆd; see [16] for the
definition and further details. It is worth noting that sets of capacity zero
are considered ‘small’, in the sense that countable sets have capacity zero,
whilst sets of capacity zero have Hausdorff dimension zero.
It has been shown that for quasiregular mappings of transcendental type,
the Julia set J(f) is closed, infinite and completely invariant. Further, for
many quasiregular mappings of transcendental type, J(f) has many other
properties analogous to the classical Julia set for analytic functions on C,
such as the property that J(f) = J(fk) for any k ∈ N; see [3].
3 Proof of Theorem 1.1
For Theorem 1.1, we shall construct a quasiregular mapping of transcen-
dental type F : R3 → R3 such that F−1(0) = {0}. This shall be done
through the composition of a quasiregular mapping of transcendental type
g : R3 → R3 and a modified version of the Zorich mapping Z : R3 → R3\{0},
both constructed by Nicks and Sixsmith in [10]. It will then follow that
f := M ◦ F : R3 → Rˆ3 is a quasimeromorphic mapping of transcendental
type satisfying (1.3), where M is a sense-preserving Mo¨bius map of Rˆ3 such
that M(0) =∞ and M(∞) = 0.
For u, v ∈ R, let R(u,v)(x) denote the point attained by rotating the point
x ∈ R3 by pi radians around the line {(u, v, t) : t ∈ R}. Using this notation,
observe that for any x ∈ R3 and any α, a, b ∈ R, if y = R(u,v)(x) for some
u, v ∈ R then
αy + (a, b, 0) = αR(u,v)(x) + (a, b, 0) = R(αu+a,αv+b)(αx+ (a, b, 0)). (3.1)
Now, let Z : R3 → R3 \ {0} be the Zorich-type map defined in [10,
Section 5], constructed as follows.
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Firstly, for (x1, x2, x3) ∈ [−1, 1]
2 × R, set
Z((x1, x2, x3)) := exp(x3) (x1, x2, 1−max{|x1|, |x2|}) .
We then extend Z to a quasiregular mapping on R3 in the usual way; for
every reflection in the face of the domain, we reflect in the plane {(y1, y2, y3) :
y3 = 0} in the image.
It can be shown that Z is periodic in the x1 and x2 directions with period
4, and that Z satisfies the relation
Z(R(1,1)(x)) = Z(x). (3.2)
In addition, it can be seen from the definition that if x ∈ R3 and c ∈ R,
then
Z(x+ (0, 0, c)) = exp(c)Z(x). (3.3)
Now let g : R3 → R3 and L > 1 denote the quasiregular map of transcen-
dental type and the constant from [10, Section 6] respectively. It was shown
there that using Z as defined above, this map g has the following properties:
(G1) g(x) = x when x ∈ H≤0,
(G2) g(x) = x+ Z(x) when x ∈ H≥L,
(G3) g(x+ c) = g(x) + c for c ∈ {(4, 0, 0), (0, 4, 0)}, and
(G4) g(R(2,2)(x)) = R(2,2)(g(x)).
3.1 Construction of the quasiregular map F
By using the properties of g and Z above, we shall now proceed to the
construction of F . First, define the translation T : R3 → R3 by T (x) =
x − (1, 1, 0). Now define F : R3 → R3 by setting F (0) = 0, and for every
x ∈ R3 \ {0} set
F (x) = (Z ◦ T ◦ g ◦ T−1 ◦ φ)(x),
where φ is an inverse branch of Z. We claim that F is independent of the
choice of φ and that F is a quasiregular mapping of transcendental type
satisfying (1.2). Initially, we will assume that F is independent of the choice
of φ. Note that F−1(0) = {0} and
(F ◦ (Z ◦ T ))(x) = ((Z ◦ T ) ◦ g)(x) for all x ∈ R3 \ {0}. (3.4)
By property (G1) of g, we find that (T−1 ◦ φ)(w) is a fixed point of g for
any w ∈ B(0, 1/2) \ {0}. It follows by construction that F fixes all points in
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B(0, 1/2)\{0}, hence F is continuous at 0. Further, for each x ∈ R3 \{0} we
can choose an inverse branch φ such that φ is continuous at x. Now as F is
the composition of continuous mappings, we have that F is also continuous
on R3 \ {0}.
Next consider the branch set of Z, given by BZ = {(2n+ 1, 2m+ 1, x3) :
n,m ∈ Z, x3 ∈ R}. By a direct calculation,
Z(BZ) ∪ {0} = {t(1, 1, 0) : t ∈ R} ∪ {t(−1, 1, 0) : t ∈ R}.
Let V = Z(BZ) ∪ {0}. Then there exists some K ≥ 1 depending only on
Z such that for any x ∈ R3 \V , it is possible to choose an inverse branch φ of
Z that is locally K-quasiconformal on some neighbourhood Ux ⊂ R
d \ V of
x. As the functions Z,g,T and T−1 are quasiregular and the inverse branch
φ can be chosen to be locally K-quasiconformal, then F will be quasiregular
on R3 \ V . Since V has zero measure and F is continuous on R3, it follows
that F is a quasiregular mapping of transcendental type on R3.
It remains to prove the claim that F is independent of the choice of the
inverse branch of Z. To this end, let x ∈ R3 \ {0} and suppose that ψ 6= φ is
a different inverse branch of Z defined at x. Set F1 := Z ◦ T ◦ g ◦ T
−1 ◦ ψ.
By the construction of Z, there exist some n,m ∈ Z and p ∈ {0, 1} such
that
φ(x) = Rp(1,1)(ψ(x)) + (4n, 4m, 0), (3.5)
where R1(1,1) = R(1,1) and R
0
(1,1) denotes the identity mapping.
Let u := (T−1 ◦ φ)(x) and let v := (T−1 ◦ ψ)(x). From (3.1) and (3.5) we
now get
u = Rp(1,1)(ψ(x)) + (1, 1, 0) + (4n, 4m, 0) = R
p
(2,2)(v) + (4n, 4m, 0).
It then follows from properties (G3) and (G4) of g that
g(u) = g(Rp(2,2)(v) + (4n, 4m, 0)) = R
p
(2,2)(g(v)) + (4n, 4m, 0). (3.6)
By appealing to (3.1), then (3.6) yields
T (g(u)) = g(u)− (1, 1, 0) = Rp(1,1)(g(v)− (1, 1, 0)) + (4n, 4m, 0).
Finally, it follows from (3.2) and the periodicity of Z that
F (x) = (Z ◦ T )(g(u))
= Z(Rp(1,1)(g(v)− (1, 1, 0)) + (4n, 4m, 0))
= Z(g(v)− (1, 1, 0))
= (Z ◦ T )(g(v)) = F1(x),
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therefore the claim follows.
As a remark, since F satisfies (3.4) then F and g are semi-conjugate to
each other by the quasiregular mapping Z ◦ T . Thus for each n ∈ N,
F n = Z ◦ T ◦ gn ◦ T−1 ◦ φ. (3.7)
Proof of Corollary 1.2. Let F be as above and let M : R3 → Rˆ3 be the
sense-preserving Mo¨bius map defined by
M((x1, x2, x3)) =
1
x21 + x
2
2 + x
2
3
(x1, x2,−x3). (3.8)
As M is quasimeromorphic and F is quasiregular of transcendental type,
then f :=M◦F : R3 → Rˆ3 is a quasimeromorphic mapping of transcendental
type. Further by the definition of M and the fact that F−1(0) = {0}, then
O−f (∞) = {0,∞} as required.
4 Modifying the construction of F
To create other quasiregular mappings of transcendental type with a value
taken finitely often, we can consider replacing the function g with a quasireg-
ular function of transcendental type g˜ : R3 → R3 that satisfies the following
properties:
(I) for c ∈ {(4, 0, 0), (0, 4, 0)}, then g˜(x+ c) = g˜(x) + αc for some α ∈ Z,
(II) g˜(R(2,2)(x)) = R(2,2)(g˜(x)), and
(III) for every M ≥ 0, there exists some N ≥ 0 such that g˜(x) ∈ H≤−M
whenever x ∈ H≤−N .
Let F˜ : R3 → R3 be defined by F˜ (0) = 0 and F˜ (x) = (Z◦T ◦g˜◦T−1◦φ)(x)
for all x ∈ R3 \ {0}, where φ is an inverse branch of Z.
To show that F˜ is continuous at 0, let ε > 0 be given and observe that
x ∈ H≤log(ε) implies that (Z ◦ T )(x) ∈ B(0, 2ε). By (III), there exists some
N ≥ 0 such that g˜(y) ∈ H≤log(ε) whenever y ∈ H≤−N . Therefore by taking
δ = exp(−N)/2 > 0, then w ∈ B(0, δ) implies that (T−1 ◦ φ)(w) ∈ H≤−N
and the continuity of F˜ follows.
Applying similar arguments to those in Section 3.1, we now get that F˜ is
a well-defined quasiregular mapping of transcendental type that also satisfies
(F˜ ◦ (Z ◦ T ))(x) = ((Z ◦ T ) ◦ g˜)(x) for all x ∈ R3 \ {0}. (4.1)
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From here, composing F˜ with M from (3.8) gives us another quasimeromor-
phic mapping of transcendental type that satisfies (1.3).
As before, F˜ and g˜ are semi-conjugate to each other by Z ◦ T , and the
iterates of F˜ and g˜ are related as in (3.7). Consequently, there is a connection
between the dynamics of F˜ and g˜.
Lemma 4.1. Let g˜ be a quasiregular mapping satisfying (I) - (III) and let
F˜ := Z ◦ T ◦ g˜ ◦ T−1 ◦ φ. Then (Z ◦ T )(J(g˜)) ⊂ J(F˜ ).
Proof. Let x ∈ (Z ◦ T )(J(g˜)) and let Ux ⊂ R
3 be an arbitrary open neigh-
bourhood of x. Since Z ◦ T is continuous and open, then there exists some
y ∈ J(g˜) and an open neighbourhood Uy ⊂ R
3 of y such that (Z ◦ T )(y) = x
and (Z ◦ T )(Uy) ⊂ Ux. As F˜ is independent of the choice of inverse branch
of Z, then choose a branch φ such that (T−1 ◦ φ)(Ux) ⊃ Uy.
As y ∈ J(g˜), then by (2.4) there exists some set X ⊂ R3 with cap(X) = 0
such that
∞⋃
k=0
g˜k(Uy) ⊃ R
3 \X.
It follows from [8, Theorem 7.1] that Y := (Z ◦ T )(X) ∪ {0} is such that
cap(Y ) = 0. As Z(R3) = R3 \ {0}, then
(Z ◦ T )
(
∞⋃
k=0
g˜k(Uy)
)
⊃ (Z ◦ T )(R3) \ (Z ◦ T )(X) = R3 \ Y.
Now observe that
∞⋃
k=0
F˜ k(Ux) =
∞⋃
k=0
(Z ◦ T )(g˜k((T−1 ◦ φ)(Ux)))
⊃
∞⋃
k=0
(Z ◦ T )(g˜k(Uy))
= (Z ◦ T )
(
∞⋃
k=0
g˜k(Uy)
)
⊃ R3 \ Y.
As Ux was an arbitrary neighbourhood of x, then we have that x ∈ J(F˜ )
and hence (Z ◦ T )(J(g˜)) ⊂ J(F˜ ).
5 Dynamics of a family of quasiregular maps
Let F and g be the quasiregular mappings from Section 3. Then an
example of an infinite family of quasiregular mappings satisfying (1.2) is
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Fλ0 := {λF : 0 < λ < λ0}. These mappings can be constructed by consid-
ering the quasiregular maps gt : R
3 → R3 defined by gt(x) = g(x) + (0, 0, t)
for each t ∈ R, which all satisfy (I) - (III). It follows from (3.3) that for all
λ > 0 and any inverse branch φ of Z,
λF = Z ◦ T ◦ glogλ ◦ T
−1 ◦ φ. (5.1)
The aim of this section is to establish some dynamical results for the family
Fλ0 when λ0 > 0 is sufficiently small, culminating in Proposition 5.2 below.
The dynamics of some quasimeromorphic mappings associated with F1 can
also be considered, yielding Lemma 5.3 below; this together with Proposi-
tion 5.2 will prove Theorem 1.3.
It was shown in [10, Section 7] that there exists a constant 0 < C < 1
such that if 0 < λ ≤ C, then
glogλ(H≤L) ⊂ H<0,
where L > 1 is the constant from property (G2) of g. Moreover for such
values of λ > 0, it was shown that the quasi-Fatou set QF (glog λ) consists
of a single connected domain containing the lower half-space H<0, in which
all iterates of glogλ tend to infinity locally uniformly. In particular, for every
x ∈ QF (glogλ) there exists some k ∈ N such that g
k
logλ(x) ∈ H<0.
By using the semi-conjugacy of (5.1), we shall first give a result relating
the quasi-Fatou set of glogλ to the attracting basin of λF at 0. Here, for a
general mapping f , the attracting basin of 0 with respect to f is defined by
Af(0) := {x ∈ R
3 : fn(x)→ 0 as n→∞}.
Lemma 5.1. Let 0 < λ ≤ C. Then (Z ◦ T )(QF (glogλ)) ⊂ AλF (0).
Proof. Let x ∈ (Z ◦ T )(QF (glogλ)), so there exists some y ∈ QF (glog λ) such
that (Z ◦ T )(y) = x. As λ ≤ C < 1, there exists some k ∈ N such that
gklog λ(y) ∈ H<0. Now by choosing φ such that φ(x) = T (y), then using (5.1)
and (G1) we get that for all n ∈ N,
(λF )n+k(x) = (Z ◦ T ◦ gnlog λ ◦ g
k
logλ ◦ T
−1 ◦ φ)(x) = (Z ◦ T ◦ glog λn)(g
k
log λ(y)).
It follows from (3.3) that
(Z ◦ T ◦ glog λn)(g
k
logλ(y)) = λ
n(Z ◦ T )(gklogλ(y))→ 0 as n→∞,
and the proof follows.
By using the above lemma, we can establish a strong relationship between
the Julia sets and quasi-Fatou sets of glogλ and λF as follows.
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Proposition 5.2. Let 0 < λ ≤ C and let L > 1 be the constant from property
(G2) of g. Then
(i) J(λF ) = (Z ◦ T )(J(glog λ)) contains the half-rays {t(1, 1, 0) : |t| >
max{log(1/λ), exp(L)}}, and
(ii) QF (λF ) = AλF (0) = (Z ◦ T )(QF (glogλ)) ∪ {0} is connected and con-
tains B(0, 1/2).
Proof. Firstly, recall that F is the identity on B(0, 1/2). It immediately
follows that for all 0 < λ < 1, then B(0, 1/2) ⊂ AλF (0) ∩ QF (λF ). As
AλF (0) and QF (λF ) are completely invariant, then
AλF (0) ⊂ QF (λF ). (5.2)
To prove that J(λF ) = (Z ◦ T )(J(glogλ)), observe that from Lemma 4.1
we have (Z ◦T )(J(glogλ)) ⊂ J(λF ). For the reverse inclusion, let x ∈ J(λF ).
As x 6= 0, then there exists some y ∈ R3 that (Z ◦ T )(y) = x. It then follows
from Lemma 5.1 and (5.2) that y 6∈ QF (glog λ). Therefore y ∈ J(glog λ), as
required.
Now by a remark in [10, Section 7], it was shown that
{(4n+ c, 4m+ c, x3) : n,m ∈ Z, c ∈ {0, 2}, x3 > log(L
′)} ⊂ J(glogλ),
where direct calculation yields L′ = max{log(1/λ), exp(L)} > 1. The first
part of (i) now implies {t(1, 1, 0) : |t| > L′} ⊂ J(λF ), completing the proof
of (i).
To prove (ii), note that from (i) we have QF (λF ) ⊂ (Z ◦T )(QF (glogλ))∪
{0}, since (Z ◦ T )(R3) = R3 \ {0}. Further from Lemma 5.1 and (5.2),
QF (λF ) ⊂ (Z ◦ T )(QF (glogλ)) ∪ {0} ⊂ AλF (0) ⊂ QF (λF ),
thus equality is attained. Further, since QF (glog λ) is a single connected
domain and B(0, 1/2) ⊂ QF (λF ), then QF (λF ) is connected, completing
the proof.
Define fλ := M ◦ λF , where M is the Mo¨bius map from (3.8). By con-
sidering the behaviour of λF and M , we can explicitly locate points whose
sequence of iterates under fλ contains both a subsequence that always re-
mains bounded and a subsequence that tends to infinity. We denote the set
of such points by BU(fλ). In particular, we can explicitly show that the
half-rays from Proposition 5.2(i) are in this set.
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Lemma 5.3. Let 0 < λ < 1, let L > 1 be the constant from property (G2)
of g and let fλ =M ◦ λF . Then
{t(1, 1, 0) : |t| > L′} ∪ {t(1, 1, 0) : 0 < |t| < 1/(2L′)} ⊂ BU(fλ),
where L′ = max{log(1/λ), exp(L)}.
Proof. Let 0 < λ < 1 and let L > 1 be the constant from property (G2) of
g. Now consider the behaviour of λF on the line {t(1, 1, 0) : t ∈ R}. Indeed
by the properties of Z, glog λ and (5.1), a direct calculation yields
(λF )(α(1, 1, 0)) =
{
λ exp(|α|)α(1, 1, 0) if |α| > exp(L),
λα(1, 1, 0) if |α| < 1.
(5.3)
It follows that as n→∞, then (λF )n(α(1, 1, 0))→ 0 when |α| < 1, while
(λF )n(α(1, 1, 0))→∞ when |α| > max{log(1/λ), exp(L)}.
Next note that from (3.8), for any α ∈ R we have
M(α(1, 1, 0)) =
1
2α
(1, 1, 0).
Combining this with (5.3) and considering the even and odd iterates of
fλ =M ◦ λF , the result follows.
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