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We study the effect of electronic Coulomb correlations on the vacancy formation energy in para-
magnetic α-Fe within ab initio dynamical mean-field theory. The calculated value for the formation
energy is substantially lower than in standard density-functional calculations and in excellent agree-
ment with experiment. The reduction is caused by an enhancement of electronic correlations at the
nearest neighbors of the vacancy. This effect is explained by subtle changes in the corresponding
spectral function of the d-electrons. The local lattice relaxations around the vacancy are substan-
tially increased by many-body effects.
PACS numbers: 61.72.jd, 71.10.-w, 71.27.+a, 75.50.Bb
Point defects, such as vacancies, play an important
role for the mechanical and thermodynamic properties of
materials[1]. However, the experimental determination of
vacancy formation or migration energies is difficult. Even
the best available techniques, the differential dilatometry
and the positron annihilation spectroscopy, suffer from
large error bars, and the discrepancies between different
measurements on one and the same material may be sig-
nificant. Therefore, ab initio theoretical calculations are
an indispensable tool for developing a better understand-
ing of the defect properties of materials[2].
Early density functional theory (DFT) calculations in
the local density approximation (LDA) have predicted
formation energies of vacancies in simple metals in good
agreement with experiment[3, 4]. Despite a large body of
successful calculations, it has later been recognized that
the nice agreement with experiment could often be the
effect of the cancellation of errors in the exchange and
correlation parts of the density functional [5]. As has
been discussed by Ruban [6], despite the structural sim-
plicity of vacancies, their energetics is still one of the least
reliable physical properties determined in first-principles
calculations.
In transition metals, where the open d shells are of-
ten poorly described in LDA or the generalized gradi-
ent approximation (GGA), the quality of results of DFT
calculations for point defect properties is rather unpre-
dictable and strongly material-dependent. There have
been several attempts to improve the available function-
als (see, e.g. Refs. [7–10]). We notice that the predicted
vacancy formation energies seem to be especially poor
for 3d transition metals, for which many-body effects are
fairly important, in particular in the paramagnetic state
and body-cented cubic (bcc) crystal structure[11]. Like-
wise, DFT has limitations for point defect calculations
in correlated lanthanide or actinide oxides with 4f or 5f
electrons, for example in the case of uranium oxides used
in the nuclear industry[12].
Among the 3d transition metals, iron is a particularly
complex system, where the strength of electronic corre-
lations is very sensitive to the lattice structure and mag-
netic state. However, from a practical point of view,
vacancies in iron and steels are of particular interest
because they affect a number of important characteris-
tics of the metal, e.g. toughness and ductility. Iron’s
low-temperature ferromagnetic bcc α phase is a weakly-
renormalized Fermi liquid[13] well described within DFT
[14–16]. However, the same α-Fe in the high-temperature
paramagnetic phase exhibits a strongly-correlated non-
Fermi-liquid behavior [17–19] with DFT calculations fail-
ing to describe its structural parameters (lattice con-
stants, bulk modulus, or even the shape of the crys-
tal) [18]. The low-temperature paramagnetic hexagonal
 phase stabilized by pressure is also rather strongly cor-
related [13] (though less so as compared to paramagnetic
α-Fe), exhibiting a large electron-electron scattering con-
tribution to the resistivity [20] as well as unconventional
superconductivity [21, 22]. All this hints at a strong sen-
sitivity of many-body effects in Fe to local disturbances
of the crystalline order (e.g., to point defects) that can-
not be captured within standard DFT. Indeed, extensive
DFT calculations of α-Fe [23–26] consistently predict a
monovacancy formation energy about 30 to 40 % higher
than the measured value. In contrast to other 3d met-
als, this formation energy has been somewhat reliably
determined thanks to extensive experiments [27–31].
The deficiencies of standard DFT to describe -Fe
and paramagnetic α-Fe have been successfully corrected
by combining it with a dynamical mean-field theory
(DMFT) [32, 33] treatment of the local repulsion be-
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FIG. 1: (Color online) The 2×2×2 and 3×3×3 supercells with
the vacancy in the corner. Different colors indicate the atom
nearest to the vacancy (red), the second nearest (purple), and
the furthest (the central atom, yellow).
tween 3d electrons. Ab initio calculations using this
DFT+DMFT approach [34, 35] were able to reproduce
the ground-state properties and phonon spectra of the
α-phase [18, 36] as well as the equation of state of -Fe
[13]. It is thus likely that an explicit treatment of many-
body effects within DMFT will also correct the severe
problems of DFT in describing point defects in iron.
Hence, in the present work we have developed the
state-of-the-art DFT+DMFT method [37–40] into a
scheme for studying vacancy properties. We have ap-
plied our technique to a single vacancy in α-Fe, comput-
ing the electronic structure around the vacancy as well
as the vacancy’s formation energy, taking into account
local lattice distortions around the defect. We do not
treat here the high-temperature face-centered cubic (fcc)
phase, nor temperatures close to the melting point, where
the influence of the (anharmonic) lattice vibrations may
play a crucial role [5, 10, 41] and the bcc phase is stabi-
lized again. Compared to DFT-LDA, a significant reduc-
tion of the theoretical formation energy is obtained, with
calculated values in remarkable agreement with experi-
mental estimates [27–31]. We trace back this reduction
to rather subtle effects of the vacancy on the local density
of states and hybridization with its nearest neighbors.
We model a single vacancy in bcc Fe using the 2×2×2
and 3× 3× 3 cubic supercells represented in Fig. 1, with
the vacancy placed at the origin of the supercells. We
compute the vacancy formation energy from the supercell
total energy using the standard formula
Efvac = E
vac(N − 1)− N − 1
N
Eno vac(N), (1)
where N is the number of atoms in the ideal supercell,
Eno vac(N) is the total energy of the ideal supercell con-
taining N atoms and no vacancy, and Evac(N − 1) is the
total energy of the same supercell with a vacancy (hence
N − 1 atoms). N is 16 in the 2x2x2 supercell and 54 in
the 3x3x3 supercell, corresponding to vacancy concentra-
tions of respectively 6.25 and 1.85%, respectively.
0.0 0.5 1.0 1.5 2.0 2.5 3.0
E fvac (eV)
LDA (non-mag)
GGA (non-mag)
GGA (FM)
LDA (non-mag)
LDA (non-mag, relaxed)
GGA (non-mag)
GGA (non-mag, relaxed)
GGA (FM)
GGA (FM, relaxed)
paramagnetic
ferromagnetic
paramagnetic
paramagnetic, relaxed
PM, averaged
unstable
unstable
DFT 2x2x2
DFT 3x3x3
LDA+DMFT
2x2x2
3x3x3
experiment
FIG. 2: Vacancy formation energies calculated by different
methods (LDA, GGA and DFT+DMFT) in the different se-
tups: small and large supercell, relaxed or not. The average
of experimental values is shown for comparison[27–31] (Color
online)
Our calculations have been carried out using
a fully charge self-consistent implementation of
DFT+DMFT[42, 43] based on the TRIQS package
[44, 45]. This implementation is based on the full
potential linearized augmented plane-wave (FLAPW)
Wien2k code [46]. The on-site density-density inter-
action between those orbitals is parametrized by the
Slater parameter F0 = U = 4.3 eV and the Hund’s rule
coupling J = 1.0 eV that were previously used in the
DFT+DMFT calculations of α and -Fe of Ref. [13].
The calculation of a vacancy formation energy using
supercells with seven inequivalent atomic sites – which,
to the best of our knowledge, has hitherto never been
achieved – has become possible thanks to the use of
a continuous-time quantum Monte-Carlo (CTQMC)
hybridization expansion algorithm [47] in the segment
representation for the solution of the local impurity
problems (Lechermann et al. have reported about the
effect of vacancies on magnetism within DFT+DMFT
[48, 49]). All DFT+DMFT calculations were performed
at a temperature of 1162K in the paramagnetic phase
of α-Fe, at its experimental lattice parameter of 2.86 A˚.
The experimental volume of α-Fe was almost exactly
reproduced in Ref. [13] with identical calculation
parameters.
The vacancy formation energies obtained within
DFT+DMFT together with different DFT results and
experimental values are shown in Fig. 2 (see also Ta-
ble I of the Supplementary Material [50]). The result-
ing value for Efvac in DFT+DMFT is 1.77 eV for the
unrelaxed 54-atom supercell with lattice relaxations re-
ducing it further to Efvac = 1.56 ± 0.13eV, in excellent
agreement with the mean experimental value of about
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FIG. 3: Difference in the interaction energy per atom, before
and after adding a vacancy. Inset : Fe 3d charge in the cell
with vacancy.
1.6 eV. We also calculated Efvac within DFT+DMFT
for the unrelaxed ferromagnetic phase obtaining a higher
value of 2.45±0.15eV. Experiments indeed seem to con-
firm that Efvac in the ferromagnetic phase should be larger
than in the nonmagnetic one[30, 31], though direct low-
temperature measurements of Efvac in the ferromagnetic
phase with positron annihilation spectroscopy are diffi-
cult and all reported values have been extrapolated from
high-temperature measurements.
DFT (GGA) calculations assuming ferromagnetic bcc
Fe predict a significantly larger value Efvac of 2.70 and
2.50 eV for an unrelaxed and a fully relaxed cell, re-
spectively. Hence, one sees that many-body effects in-
cluded within DMFT reduce Efvac for the paramagnetic
phase by about 0.9 eV. The impact of correlation effects
for ferromagnetic α-Fe is less significant, in agreement
with the predicted suppression of dynamic correlations
in this phase[13]. The vacancy formation energies ob-
tained with nonmagnetic LDA or GGA calculations are
closer to the measured values, with Efvac ≈ 2.05eV in
GGA. They have, however, a limited physical meaning:
DFT in general fails dramatically for the paramagnetic
phase, which is reflected by the fact that α−Fe is not
dynamically stable and the predicted lattice parameter
would be significantly smaller in nonmagnetic LDA or
GGA. Hence, using our relaxed positions in a nonmag-
netic DFT calculation gives an (absurd) negative vacancy
formation energy. Thus, the somewhat reduced value of
Efvac in nonmagnetic DFT calculations compared to fer-
romagnetic ones may be due to a spurious cancellation
of errors.
The total energy in DFT+DMFT is
EintDMFT = Tr(ˆkρˆ
DMFT
k )+E[ρ
DMFT]+(EHub−EDC) (2)
where ρˆDMFTk is the density matrix for crystal momentum
k, ˆk the corresponding LDA hamiltonian and E[ρ
DMFT]
only depends explicitly on the charge density. EHub =
1
2
∑
ij Uij
〈
ninj
〉
is the Coulomb interaction between Fe
3d electrons (i and j are orbital indices and Uij is the
density-density Coulomb matrix), and EDC is the double-
counting term that estimates the energy already present
in LDA (see Supplementary Material for the details [50]).
When one removes an atom from the cell to create a
vacancy, all three terms in (2) change. Figure 3 shows
the difference in the third term, Eint = EHub − EDC,
on each respective atom of the supercell before and after
removing an atom. Summing this up and taking into
account the multiplicity of the atoms in the cell yields a
change ∆Eint ≈ -1.6 eV, that is compensated by a larger
change in E[ρDMFT] due to a redistribution of the charge
density, as wavefunctions from DFT+DMFT are more
localized. The contributions from the second and third
coordination shells compensate one another, so that the
net change in the interaction energy only comes from
the first nearest neighbor. This is due to good metallic
screening, and is in good agreement with embedded atom
method calculations of iron vacancies near a surface[51]
that show the vacancy formation energy to become equal
to the bulk value for the vacancy located in the third
layer or deeper.
The self-energy of the vacancy’s first coordination shell
shows a significant difference from the bulk bcc-Fe self-
energy, as shown in Fig. 4ab. t2g states, but also eg states
to a lesser extent, become more strongly correlated (less
coherent) with a larger ImΣ(iω). This difference almost
vanishes for the self-energy of the atoms further than
the nearest neighbor, in agreement with the variation of
the interaction energy shown in Fig. 3. Stronger cor-
relations on the atoms near the vacancy imply that a
more correct description of the 3d electrons of the Fe
atoms in DFT+DMFT, already important to predict the
crystal structure and lattice parameter, is especially cru-
cial when estimating the energetics of the vacancy and
indeed leads to a smaller formation energy. Note that
the self-energies are slightly atom-dependent even in the
absence of a vacancy in our calculations, due to an arti-
ficial symmetry-breaking in the supercell in DFT calcu-
lations and the non-rotational invariance of the density-
density Hubbard hamiltonian. However, we compare self-
energies and interaction energies in a consistent, atom-
to-atom way.
The enhancement of the nearest-neighbor self-energy
can be traced back to a change in the hybridization
function. As can be seen in Figure 4d, the imaginary-
frequency hybridization function, in particular for the
t2g states, is reduced at low frequencies for the atom
near the vacancy. This reduction is due to an in-
crease in the corresponding t2g partial density of states
(DOS) in the vicinity of the Fermi level, EF , as one
can see in Fig. 4c. A larger DOS at EF in-
duces a suppression of low-energy hopping leading to
stronger correlation[19, 52]: at the first iteration of
DMFT, Im∆(i0+) = −piρF /
[
ReGloc(i0
+)2 + (piρF )
2
] ≈
−1/(piρF ), with ρF the LDA DOS. The enhancement of
4FIG. 4: Imaginary part of the Matsubara self-energies for
(a) the vacancy nearest neighbor and (b) central atom in the
3x3x3 supercell with a vacancy present (red, full) or without
it (blue, dashed). Correlations become stronger on the atom
nearest to the vacancy while the difference between eg and
t2g is strongly reduced. c) LDA density of states around the
Fermi level and d) Hybridization function on the Matsubara
axis for the nearest neighbors (blue, full) to the vacancy, and
for the central atom (black, dashed). The full Fe 3d DOS is
shown in the Supplementary Material [50] (Color online)
the nearest-neighbor eg self-energy is smaller and the cor-
responding DOS at EF even decreases compared to the
bulk case. This decrease in the value the of DOS exactly
at EF is compensated by an overall narrowing of the eg
peak in the vicinity of EF , see Fig. 4c. Hence, the re-
sulting hybridization function for eg is still suppressed
starting from the second Matsubara point.
We performed a relaxation of the atoms around the va-
cancy in two steps, in order to reduce the computational
effort. Indeed, to consistently calculate atomic forces in
DFT+DMFT it is not sufficient to calculate them in the
DFT part of the scheme[53]. We first performed the full
relaxation in spin-polarized GGA (at its corresponding
theoretical volume) obtaining a shift of the first coordi-
nation shell towards the vacancy by about 4%, and a
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FIG. 5: Total energy vs distance to the vacancy for the first
nearest neighbor (blue) and the second nearest neighbor (red),
in DFT+DMFT (full line) and GGA (dashed line). The black
arrows show the position of the atoms in the unrelaxed bcc
supercell. (Colors online)
shift of the second coordination shell away from the va-
cancy by about 1.5%. All the other atoms do not move
significantly. These GGA-relaxed positions are in agree-
ment with previous calculations[23]. Then the positions
of the two first nearest neighbors were relaxed within
DFT+DMFT. In Fig. 5 we show the total energy (mi-
nus an offset depending on the method used, GGA or
DFT+DMFT) of the supercell as a function of the re-
laxed position of the nearest and second nearest neigh-
bor of the vacancy. Each site was moved independently,
preserving the symmetry of the cell, while the positions
of others were fixed at their fractional GGA values. We
obtain the following results: The first nearest neighbor
relaxes by another 1.8% towards the vacancy, for a to-
tal relaxation of 5.7% inwards changing the total energy
by about 0.1eV. One sees that many-body effects have
a significant impact on the nearest-neighbor relaxation,
enhancing it by almost 50%. Meanwhile, the second near-
est neighbor relaxes back towards the vacancy by 0.8%,
for a total relaxation of 0.7% outwards, with a negligible
change in the total energy when compared to the GGA
relaxed position. Overall, relaxing the two first coordi-
nation shells in full DFT+DMFT reduces the vacancy
formation energy by 0.21 eV.
In conclusion, we have shown that local many-body
effects are crucial to explaining a relatively low vacancy
formation energy in α-Fe. The presence of a vacancy in-
duces rather subtle changes in the local electronic struc-
ture of its surroundings, leading to a moderate increase
in the strength of correlations at neighboring sites. This
moderate increase has, however, a very significant im-
pact on the vacancy energetics. When the effect of local
relaxations is included, the calculated vacancy formation
5energy is reduced by about 0.9 eV compared with the
corresponding DFT value and is in excellent agreement
with experiment. The predicted magnitude of nearest-
neighbor relaxations is about 50% larger compared to
the one obtained within DFT. This remarkable sensitiv-
ity to correlation effects is most probably pertinent to
other types of defects in iron that are of the crucial im-
portance for mechanical properties and thermodynamics
of steels, e.g. interstitial sites, stacking faults and dislo-
cations.
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7SUPPLEMENTARY MATERIAL
In this supplementary material, we provide additional
details concerning the supercell DFT+DMFT scheme set
up for the calculation of the vacancy formation energies,
as well as additional support for the physical picture pre-
sented in the main text.
DETAILS OF THE METHODOLOGY
Our procedure is to take as a starting point a con-
verged DFT calculation, using the full potential lin-
earized augmented plane-wave (FLAPW) Wien2k code
[46], which is then used to perform charge self-consistent
DFT+DMFT. We use a k-point mesh with 8x8x8 points
for the 16 atom supercell, and 4x4x4 points for the 54
atom supercell. GGA calculations are done with the
PBE96 functional. Atomic sphere radii (RMTs) are re-
duced to 2.12 from the default value of 2.37 to allow for
atomic position relaxation. A first set of relaxed atomic
positions was obtained in the large supercell by letting
the atoms relax in spin-polarized GGA using atomic
forces, at the equilibrium volume corresponding to a spin-
polarized GGA calculation. The same atomic positions
were then used in paramagnetic GGA and DFT+DMFT,
at the experimental volume. Then, a second and final set
of relaxed positions was obtained by manually relaxing
the two first coordination shells, in DFT+DMFT, at the
experimental volume. We show that while the GGA re-
laxed positions are a good starting point, corrections due
to many-body effects included within DMFT still modify
the nearest-neighbor positions quite significantly. In or-
der to avoid systematic errors in the vacancy formation
energy due to a different computational setup, we used
the same cell geometries in calculations with and without
the vacancy.
Charge self-consistent DFT+DMFT calculations are
performed on the same 2x2x2 and 3x3x3 supercells us-
ing the TRIQS library[44] and its DFT tools package[45]
based on the DFT+DMFT implementation of Ref.[42]
within the Wien2k package [46]. We construct Wannier
orbitals representing the Fe 3d states from the Kohn-
Sham eigenstates within a window [-6.8 eV, 5.4 eV]
around the Fermi level using the projection approach of
Ref. [42]. From the local impurity problem we obtain the
DMFT self-energy on the 7 (with vacancy) or 8 (without
vacancy) inequivalent iron atoms of our supercell. This
formidable computational hurdle – hitherto never over-
come – has been dealt with by resorting to the fast seg-
ment representation version of the continuous-time quan-
tum Monte-Carlo (CTQMC) hybridization expansion al-
gorithm in order to solve the seven impurity problems.
The DFT+DMFT Hamiltonian is
H = HLDA +HU −HDC (3)
where
HU =
∑
mm′,σ
Uσσ¯mm′nmσnm′,σ¯ +
∑
m 6=m′,σ
U ′σσmm′nmσnm′,σ
(4)
with
Uσσ¯mm′ = Umm′mm′
Jmm′ = Umm′m′m
U ′σσmm′ = U
σσ¯
mm′ − Jmm′
(5)
Here, U is the full Slater-parameterized interaction ma-
trix, and HU is the density-density part of the full Slater
Hamiltonian. HDC corrects the double counting of in-
teractions, as both HU and HLDA contain a part of the
on-site electron-electron interaction. We take the around
mean-field approximation for HDC [54, 55].
In the calculations for the system with a vacancy, the
DMFT self-consistency condition corresponds to a set
of seven equations, one for each inequivalent atom α.
They require the impurity Green’s functions Gαimp(iωn)
to equal the respective projections of the lattice Green’s
functions:[
Gαimp(iωn)
]
mm′
=
∑
k,νν′
Pα`m,ν(k)Gνν′(k, iωn)
[
Pα`m′,ν′(k)
]∗
(6)
where the projector Pα`m,ν(k) denotes the scalar product
between the Kohn-Sham state (k, ν) and the local orbital
of character (`m) on atom α. The (inverse) correlated
Green’s function in the Kohn-Sham basis is given by
[G−1(k, iωn)]νν′ = (iωn+µ−ενk)δνν′−Σνν′(k, iωn), (7)
where ενk are the Kohn-Sham energies and Σνν′(k, iωn)
is the upfolded self-energy
Σνν′(k, iωn) =
∑
α,mm′
[
Pα`m,ν(k)
]∗ [
Σα(iωn)
]
mm′ P
α
`m′,ν′(k).
(8)
with[
Σα(iωn)
]
mm′ =
[
Σimp(iωn)
]
mm′ − [ΣDC ]mm′ (9)
being the difference between the impurity self-energy
Σimp(iωn) and the double-counting correction ΣDC .
Finally, the interaction energy is computed as Eint =
1
2
∑
ij Uij
〈
ninj
〉 − HDC . The temperature is β = 10,
corresponding to T = 1162K > Tcurie, where bcc α-Fe is
paramagnetic.
About 15 iterations of DFT+DMFT are needed be-
fore reaching convergence in the DFT+DMFT cycle. A
further averaging of the total energy values is required
to obtain precise enough values. In practice, at least 50
more cycles are needed, and the statistical uncertainty
8shown in table I and Fig. 1 of the main text is the empir-
ical standard deviation of the value over these iterations.
This uncertainty increases with the supercell size.
Our 2 × 2 × 2 and 3 × 3 × 3 supercells have an over-
all cubic symmetry. However, the presence of a vacancy
still breaks the on-site cubic point group symmetries for
all iron atoms apart from the central one. For those
atoms the Wien2k code uses local coordinate frames cho-
sen in such a way as to have the highest possible on-
site symmetry. Subsequently, our impurity problems are
also solved for those local coordinates. Hence, a corre-
sponding inverse rotation should be applied to the re-
sulting self-energies if one wishes to compare them with
that of perfect bcc Fe. The later is, of course, ob-
tained for the standard coordinate frame with x, y, and
z axises along the cube edges. However, because we are
using a density-density Hamiltonian instead of the full
rotationally-invariant one, the self-energies obtained for
those local frames are still somewhat different from that
of perfect bcc iron even after the inverse rotation. Hence,
in our calculations of the ideal supercells we employed the
same local coordinate frames as for the supercells with
vacancy in order to avoid spurious contributions of those
rotations to the vacancy formation energy. Furthermore,
we verified that the off-diagonal elements in the Green’s
functions stay small, so that we could neglect them.
VACANCY FORMATION ENERGIES
In Table I we list the vacancy formation energy in bcc
Fe obtained by different theoretical approaches and ex-
periments. Figure 2 of the main text corresponds to a
graphical representation of these data.
DENSITY OF STATES OF IRON eg AND t2g
ORBITALS
The density of states of figure 5 in the main part is
shown below for the full energy range containing the Fe
3d bands.
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