Abstract. Classical probability theory considers probability distributions that assign probabilities to all events (at least in the finite case). However, there are natural situations where only part of the process is controlled by some probability distribution while for the other part we know only the set of possibilities without any probabilities assigned. We adapt the notions of algorithmic information theory (complexity, algorithmic randomness, martingales, a priori probability) to this framework and show that many classical results are still valid.
On-line probability distributions
Consider the following "real-life" situation. There is a tournament (say, chess or football); before each game the referee tosses a coin to decide which player will start the next game. Assuming the referee is honest, we would be surprised to learn that, say, all 100 coin tosses have produced a tail. We would be surprised also if the result of the coin tossing always turned out to be equal to some (simple) function of the results of previous games. However, it is quite possible that the results of coin tossing can be easily computed from the results of subsequent games. Indeed, it may well happen that the coin bit influences the results of the subsequent games and therefore can be reconstructed if these results are known.
Another similar example: if there were a rule that predicts the lucky numbers in a lottery using the previous day newspaper, we would not trust the lottery organizers. However, for the next day newspaper the situation is different (e.g., the newspaper may publish the results of the lottery).
Let X i be the information string available before the start of ith game (say, the text of the newspaper printed just before the game) and let the bit b i be the result of coin tossing at the start of ith game. We would like to say that for every function f and for every i the probability of the event b i = f (X i ) is 1/2, assuming the referee is honest. And for N games the probability of the event ∀i (b i = f (X i )) equals 2 −N . However, we cannot directly refer to classical probability theory framework in this example. Indeed, when speaking about probability of some event, one usually assumes that some probability distribution is fixed, and this distribution assigns probabilities to all possible events (at least in the finite case). In our example we do not have a probability distribution for X i ; the only thing we have is the "conditional probability" of the event b i = 1 for any condition X 1 , b 1 , . . . , X i−1 , b i−1 , X i ; this conditional probability equals 1/2.
Formally speaking, we get a "tree of possibilities". The sons of the root are possible values of X 1 . Each of them has two sons that correspond to two possible outcomes of the first coin tossing (b 1 = 0 or 1). Next level branching corresponds to the values of X 2 , then each vertex has two sons (b 2 = 0 or 1), etc.
In other words, tree vertices are finite sequences (X 1 , b 1 , . . . , X k , b k ) for even layers and (X 1 , b 1 , . . . , X k , b k , X k+1 ) for odd layers; X i are binary strings and b i are bits. We may consider a finite tree with 2N layers; its leaves are sequences (X 1 , b 1 , . . . , X N , b N ). Or we may consider an infinite tree whose vertices are sequences of any length.
What we have is not a probability distribution but something that can be called an on-line probability distribution on this tree. By definition, to specify an on-line probability distribution one must fix, for each i and for all values of X 1 , b 1 , . . . , X i , two non-negative reals with sum 1. They are called conditional probabilities of 0 and 1 after X 1 , b 1 , . . . , X i and denoted by
For the case of a fair coin all these conditional probabilities are equal to 1/2.
As usual, we can switch to unconditional probabilities (i.e., can multiply conditional probabilities on the path from the tree root). Then we arrive to the following version of the definition: an on-line probability distribution is a function P defined on tree vertices such that P (Λ) = 1 (Λ is the tree root),
(on vertices where no random choice is made, the function propagates without change), and
The intuitive meaning of P (v) is the probability to arrive at v if the environment (that chooses X 1 , X 2 , . . .) wants this and makes suitable moves in its turn.
This definition makes sense both for finite and infinite trees. Remark. A technical problem arises when some values of an on-line probability distribution are zeros: in this case conditional probabilities cannot be reconstructed from the products. However, in this case they are usually not important, so we can mostly ignore this problem.
Similar on-line probability distributions can be considered for more general trees where on the odd levels, instead of 0 and 1, we have a (countable) list of possible values of b i . Now let us assume that the tree is finite (has finite height and finite number of vertices on every level). Consider an event E, i.e., some set of tree leaves. We cannot define the probability of an event under a given on-line probability distribution P . However, we can define an upper probability of E. (It may be called a "worst case probability" if the event E is considered undesirable.) This notion can be defined in several (equivalent) ways.
Definition.
(1) Consider all probability distributions on the leaves of the tree. Some of them are consistent with the given on-line probability distribution (i.e., give the same conditional probabilities for b i when X 1 , b 1 , . . . , X i are given). Upper probability of E is a maximum of Pr[E] under all these distributions.
(2) Consider the following probabilistic game: a player ("adversary", if the event is undesirable) chooses some X 1 , then b 1 is chosen at random with prescribed probabilities (condition X 1 ), then player chooses X 2 , then b 2 is chosen at random (according to the conditional probabilities with condition X 1 , b 1 , X 2 ), etc. The player wins if the resulting leaf belongs to the event E. The upper probability of E is the maximal probability that player wins (maximum is taken over all deterministic strategies).
(3) Let us define the cost of a vertex in the tree inductively starting from the leaves. For a leaf in E the cost is 1, for a leaf outside E the cost is zero. For a non-leaf vertex v where the choice of X i is performed, the cost of v is the maximal cost of its sons; for a vertex that corresponds to the choice of b i , the cost is the weighted sum of the sons' costs where weights are conditional probabilities. Upper probability of E is the cost of the tree root.
(4) Let us consider on-line martingales with respect to P , i.e., non-negative functions V defined on tree vertices such that
these functions correspond to the player's capital in a fair game (when player observes X i , the capital does not change; when player splits the capital between bets on b i = 0 and b i = 1, the winning bet is rewarded according to the conditional probabilities determined by the on-line distribution). The upper probability of E is the minimal value of V (Λ) over all V such that V ≥ 1 for all leaves that belong to E. In other terms, the upper probability of E is 1 divided by the fair price of the option to play such a game with initial capital 1 knowing in advance that the sequence of outcomes belongs to E. Remark. As we have mentioned, we need some precautions for the case when some values of P are zeros, since in this case conditional probabilities are not uniquely defined. However, it is easy to see that all choices of conditional probabilities compatible with P will lead to the same value of upper probability. Theorem 1. All four definitions are equivalent. Proof. Note that player's strategy in the second definition determines a distribution on the leaves (X i is chosen deterministically according to the strategy while b i is chosen according to the prescribed conditional probabilities). This distribution is consistent with the given on-line distribution. So the upper probability as defined in (2) does not exceed the upper probability as defined in (1). On the other hand, any probability distribution can be considered as a mixed strategy in the game (player chooses her moves randomly using independent random bits), and the winning probability of a mixed strategy is the weighted average of the winning probabilities for pure strategies, so we get the reverse inequality. The inductive definition (3) computes the winning probability for the optimal strategy (induction on tree height).
The equivalence with the martingale definition can be proved in the same way as for the classical off-line setting (this argument goes back to Ville, see, e.g., [7] ). If a martingale V starts with capital p and achieves 1 on every leaf in E, then for every probability distribution compatible with P and for every tree vertex the current value of V is an upper bound for the expectation of V if the game starts at this vertex. Therefore, V (Λ) is an upper bound for the probability to end the game in E for every probability distribution compatible with P . The reverse inequality: the vertex cost (defined inductively) satisfies the conditions in the definition of a martingale if we replace = by ≥ in the condition (1) . Increasing this function, we can get a martingale.
Remarks. 1. Note that upper probability is not additive: e.g., both the event and its negation can have upper probabilities 1, just the strategies to achieve them are different. However, it is sub-additive: the upper probability of A ∪ B does not exceed the sum of upper probabilities of A and B.
2. We can define supermartingales in the same way as martingales replacing = by ≥ in (2). We relax the requirement (2) and not (1) since it is more natural from the game viewpoint: getting information about X i does not change the player's capital. It is easy to see that supermartingales may be used instead of martingales in the the definition of upper probability.
3. Proving Theorem 1, we assumed that the tree is finite. However, the same argument shows that it is valid for infinite trees of finite height (and even for the trees having no infinite branches), if we use supremum instead of maximum.
Classical probability theory says that events with very small probability can be safely ignored (and when they happen, we have to reconsider our assumptions about the probability distribution). In the on-line setting we can say the same about events that have very small upper probability: believing in the probabilistic assumption, we may safely ignore the possibilities that have negligible upper probabilities, and if such an event happens, we have to reconsider the assumption.
Remarks. 1. In fact upper probability (though not with this name) is used in the definition of the Arthur -Merlin class in computational complexity theory where a tree of polynomial height and a polynomially decidable event are considered and we distinguish between events of low and high upper probability.
2. It is easy to see that on-line martingales with respect to on-line probability distribution P are just the ratios Q/P where Q is some other on-line probability distribution. (Some evident precautions are needed if P can be zero somewhere.)
On-line Kolmogorov complexity KR
We can adapt the standard definition of Kolmogorov complexity (see, e.g., [3, 5] for the definition and discussion of different versions of Kolmogorov complexity) for the on-line setting. Consider a sequence X 1 , b 1 , X 2 , b 2 , . . . , X n , b n where X i are binary strings and b i are bits. Look for a shortest interactive program that after getting input X 1 produces b 1 , then after getting X 2 (in addition to X 1 ) produces b 2 , then after getting X 3 produces b 3 etc. We call its length the on-line decision complexity with respect to the programming language π used, and denote it by KR π (X 1 → b 1 ; X 2 → b 2 ; . . . ; X n → b n ). The reason for the name "decision complexity": if all X i are empty, we get the standard notion of decision complexity of a bit string b 1 . . . b n (the length of the shortest program that generates b i given i). It is easy to see that a natural version of optimality theorem holds (there exists an optimal "programming language"), so the on-line decision complexity (for an optimal programming language) KR(
Theorem 2. The on-line complexity KR(
In other terms, knowing X i in an on-line setting may help to describe b 1 , . . . , b n , but knowing all X i in advance is even better. (The proof is straightforward.) the second input string X 2 , continues its work (using fresh random bits) and may produce second output bit b 2 , etc. In other words, we write X 1 #X 2 # . . . #X n on the input tape, but T cannot get access to X i before it produces i − 1 output bits b 1 , . . . , b i−1 .
For a given T consider a function M T : Let M T (X 1 , b 1 , . . . , X n , b n ) be the probability that T outputs b 1 , . . . , b n getting X 1 , X 2 , . . . , X n as input (with restrictions described above). We extend the function M T to the sequences of odd length: M T (X 1 , b 1 , . . . , X n , b n , X n+1 ) is equal to M T (X 1 , b 1 , . . . , X n , b n ). We let M T (Λ) = 1. It is easy to see that if T never hangs (or hangs with zero probability), then M T is an on-line probability distribution. In general, M T is an on-line semimeasure in the sense of the following
Definition. An on-line semimeasure is a function M that maps tree vertices to non-negative reals such that
(We have replaced "=" by "≥" in the definition of an on-line probability distribution.)
It is easy to see that semimeasure M T that corresponds to a probabilistic machine T of described type is a lower semicomputable function, i.e., there is an algorithm that gets its input and produces an increasing sequence of rational numbers that converges to the value of the function. Proof. Again we can use standard trick: a universal machine first generates randomly a machine of described type in such a way that every machine appears with a positive probability, and then simulates this machine.
We call this maximal semimeasure an on-line a priori probability and denote it by A (X 1 , b 1 , . . . , X n , b n ). (If all X i are empty strings, we get a standard a priori probability on a binary tree.) Minus logarithm of this semimeasure is called online a priori complexity and denoted by KA(X 1 → b 1 ; X 2 → b 2 ; . . . ; X n → b n ). Now, when two complexities KA and KR are defined in the on-line framework, one may ask how they are connected. Their off-line versions are close to each other: it is known that KR(x) ≤ KA(x) ≤ KR(x) + 2 log KR(x) (up to O(1)-terms) for all binary strings x.
These inequalities remain true for the on-line setting (with the same O(1)-precision):
Proof of the second inequality goes in the same way as usual; we consider a randomized algorithm that chooses machine number i with probability 1/i 2 . The first inequality needs more care, since in the on-line case we are more restricted and need to ensure that programs are indeed on-line and do not refer to the inputs that are not yet available.
We need to allocate 2 n strings of length n to objects that have KA-complexity less than n (=have a priori probability greater than 2 −n ). We do it inductively (first for X 1 → b 1 , then for X 2 → b 2 , etc.) and ensure a stronger requirement: if a priori probability of some object exceeds k2 −n for some k, then there are at least k different programs of length n allocated to this object.
So we start looking at the approximations (from below) to the (a priori) probabilities of X 1 → 0 and X 1 → 1 (independently for each n and each X 1 ); when probability of X 1 → b 1 exceeds k2 −n , we allocate a new (kth) program of length n that transforms X 1 to b 1 . On top of this process we look at the approximations to a priori probabilities of X 1 → b 1 ; X 2 → b 2 and add new programs that map X 2 to b 2 among the programs that mapped X 1 to b 1 ; we have enough programs for that since M (X 1 , b 1 , X 2 , 1)+M (X 1 , b 1 , X 2 , 0) ≤ M (X 1 , b 1 ), so if k 1 programs are needed for the first term and k 0 are needed for the second, then there are already k 0 + k 1 programs allocated to X 1 → b 1 to choose from. On top of that, we allocate programs for X 1 → b 1 ; X 2 → b 2 ; X 3 → b 3 etc.
On-line randomness
Let us return to the "real-life" example and make it less real: imagine that we observe an infinite sequence of games and (for every i) know the bit b i produced by the referee when ith game starts and the string X i that is known before ith game. There are cases when we intuitively reject the fair coin assumption. Can we make the intuition more formal and define a notion "in the sequence
. . the bits b 1 , b 2 , . . . are random"? For the off-line case the most popular notion is called Martin-Löf randomness (ML-randomness; see [3, 6] for details). Now we want to extend it to the on-line setting.
Assume that a computable on-line probability distribution P (on the infinite tree) is fixed. Martin-Löf definition starts with a notion of an "effectively null" set. Adapting this definition to on-line setting, we need to remember that probability of events is now undefined; moreover, the notion of upper probability (that replaces it) has been defined for finite case only.
Consider the space Π of all (infinite) sequences X 1 , b 1 , X 2 , b 2 , . . .. A cone in this set is a set of all sequences with given finite prefix.
Definition. Let U be a finite union of cones. Then the upper probability of U with respect to P is defined as the upper probability of the corresponding event in the finite part of the tree (large enough to contain all the roots of the cones).
(It is easy to see that this probability does not change if we increase the size of the finite part of the tree. The upper probability is monotone with respect to set inclusion.)
Then we can define an on-line version of null sets. Definition. A set Z ⊂ Π is an on-line null set if for any ε > 0 there exists a sequence of cones such that: (1) the union of cones covers Z; (2) the union of any finite number of these cones has upper probability less than ε.
Martin-Löf definition of randomness deals with effectively null sets, so our next step is to define them in an on-line setting.
Definition. A set Z is an on-line effectively null set if there exists an algorithm that for any given rational ε > 0 generates a sequence of vertices such that the corresponding cones cover Z and the union of any finite number of these cones has upper probability less than ε. (Note that we require the upper probability of the union of the cones to be small, not the sum of upper probabilities of the cones. This difference matters since upper probability, unlike classical probability, is not additive.) Theorem 6. There exists an on-line effectively null set that contains every other on-line effectively null set.
Proof is similar to the off-line case. Having any algorithm that given rational ε > 0 generates sequences of vertices, we can "trim" it so that the union of any finite number of generated cones has upper probability less than ε. (Indeed, for a computable on-line measure the upper probability of the finite union of cones is computable, and we may quarantine new strings until they are cleared.) So we can enumerate all the algorithms that satisfy these restrictions and then take the union of corresponding on-line effectively null sets (combining covers of size ε/2, ε/4 etc. to get the cover of size ε; here we use the subadditivity of upper probability). Now we can give a Definition. Bits b 1 , b 2 , . . . are on-line ML-random in a sequence ω = X 1 , b 1 , X 2 , b 2 , . . . if ω does not belong to the maximal on-line effectively null set.
In other words, b 1 , b 2 , . . . are not random in ω if and only if {ω} is an on-line effectively null set (if and only if some on-line effectively null set contains ω).
On-line randomness criterion
A classical Levin -Schnorr theorem gives a criterion of randomness in terms of complexity (in particular, a priori complexity KA) or supermartingales. Similar criterion exists for the on-line version.
Theorem 7. (Levin -Schnorr theorem, on-line version). Assume that a computable on-line probability distribution P is fixed. Bits b 1 , b 2 , . . . are on-line ML-random (with respect to P ) in a sequence ω = X 1 , b 1 , X 2 , b 2 , . . . if and only if KA (X 1 → b 1 ; . . . , X n → b n ) ≥ − log 2 P (X 1 , b 1 , . . . , X n , b n ) − c for some c and all n.
Recalling that KA is the minus logarithm of a priori probability A, we can reformulate the criterion: bits b i are random in (X 1 , b 1 , X 2 , b 2 , . . .) if and only if the ratio A (X 1 , b 1 , . . . , X n , b n )/P (X 1 , b 1 , . . . , X n , b n ) has a constant upper bound. (Note that A is the maximal semimeasure and P is a measure (and therefore a semimeasure), so this ratio always has a positive lower bound.)
One more reformulation of the same result uses on-line supermartingales. As we have noted, on-line (super)martingales with respect to P are ratios Q/P where Q is an on-line (semi)measure. It allows us to reformulate the criterion as follows: bits b i are random in a sequence ω = X 1 , b 1 , X 2 , b 2 , . . . if and only if any lower semicomputable supermartingale is bounded on prefixes of ω.
For a more advanced (and more difficult to prove) version of Theorem 7, see [8] .
Proof of the on-line version of Levin -Schnorr randomness criterion follows the off-line argument with some changes: we have to be more careful since we have to deal with upper probability instead of an (additive) measure.
First, we have to show that if a sequence is not random, then the ratio A/P is unbounded on its prefixes. Since A is maximal, it is enough to construct some lower semicomputable semimeasure Q such that Q/P is unbounded.
Lemma. Assume that some algorithm enumerates a sequence of cones C 1 , C 2 , . . . and the upper probability of the union C 1 ∪ . . . ∪ C N is less than ε for some rational ε > 0 and for all N . Knowing this algorithm and ε, we can construct a lower semicomputable semimeasure S that exceeds P/ε at any finite sequence that belongs to one of the cones.
Proof of the Lemma. For any vertex v let us consider the cone C(v) with root v and for any N let us compute the upper probability of the intersection C(v) ∩ (C 1 ∪ C 2 ∪ . . . ∪ C N ). Since P is computable, doing this for N = 1, 2, . . ., we get an increasing computable sequence of computable reals, and its limit is lower semicomputable. Let S(v) be this limit divided by ε. This limit is not technically a semimeasure since S(X 1 , b 1 , . . . , X i , b i ) can be bigger than S(X 1 , b 1 , . . . , X i , b i , X i+1 ). But if we increase the latter by letting S (X 1 , b 1 , . . . , X i , b i , X i+1 ) := S(X 1 , b 1 , . . . , X i , b i ), and also let S(Λ) = 1, we do get a lower semicomputable semimeasure that satisfies the requirements of the Lemma. Now we can finish the proof of the first part of Levin -Schnorr on-line randomness criterion. Let ε n = 2 −2n . Since ω belongs to an on-line effectively null set, we can get a sequence of cones with upper probability bounded by ε n ; applying the Lemma to it, we get a lower semicomputable semimeasure S n that exceeds 2 2n P on any vertex that belongs to one of the cones. Then the sum S = n 2 −n S n exceeds 2 n P on any vertex that belongs to some of the cones generated for ε n . By assumption ω has a prefix of this type for every n, so S/P is unbounded on prefixes of ω.
In remains to prove the second part of the theorem. For any lower semicomputable semimeasure S we have to show that the set of all sequences ω such that S/P is unbounded on the prefixes of ω is an on-line effectively null set.
For a given ε > 0 let us consider all the vertices where S/P exceeds 1/ε. They can be enumerated if ε is given since S is lower semicomputable and P is computable. We need to check that the upper probability of the union of any finite number of corresponding cones is less than ε. Indeed, while computing the costs inductively in a top-down fashion, the cost is upper-bounded by ε times the value of S in the vertex. (Induction base is guaranteed by the assumption: we start with vertices where S/P is greater that 1/ε; the induction step works since S is a semimeasure and P is a measure.)
Remarks. 1. In the off-line setting the similar construction almost gives a lower semicomputable measure (with one exception: the measure of the entire space may be less than 1) or, in other terms, a martingale whose initial amount is lower semicomputable. In the on-line setting it is no more true (at least for this construction), and we get a semimeasure (or supermartingale).
2. On the other hand, the proof gives more than we claimed: if a sequence is not random, then some lower semicomputable on-line supermartingale is not only unbounded but also tends to infinity. It implies that if some lower semicomputable on-line supermartingale is unbounded on some ω, then some other semicomputable on-line supermartingale tends to infinity on ω.
The notion of randomness of b i in a sequence X 1 , b 1 , X 2 , b 2 , . . . lies in-between Martin-Löf randomness and Martin-Löf randomness with respect to an oracle. Indeed, it implies ML-randomness since we can consider semimeasures (supermartingales) that do not depend on X i at all. On the other hand, each on-line supermartingale can be transformed into a supermartingale that uses the entire sequence X 1 , X 2 , . . . as an oracle (getting access not only to the past X i , but also to the future ones). Both inclusions are strict for evident reasons: a ML-random sequence b i is not on-line random if X i = b i ; it is on-line random if X i = b i−1 but not random with oracle X 1 , X 2 , . . ..
Other observations (the proof is straightforward): Theorem 8.
(a) If the sequence X i is computable (or if X i is a computable function of X 1 , b 1 , . . . , X i−1 , b i−1 ) then on-line randomness is equivalent to (standard ) MLrandomness with respect to induced measure where X i are fixed.
(b) Changing finitely many terms among b i or X i does not make a random sequence non-random or vice versa, assuming that all conditional probabilities are not zeros.
(c) The on-line random sequence remains on-line random if we replace X i by some Y i that is a computable function of b 1 , X 1 , . . . , b i−1 , X i .
Muchnik's paradox
In this section we consider the case of fair coin (all conditional probabilities are equal to 1/2). Let b 1 , b 2 , . . . be a ML-random sequence. It is easy to see that One may naturally expect that the reverse is also true: if both odd and even bits are unpredictable (with all previous bits used as the external information), then the entire sequence should be random. Indeed, our intuition says that if the coin tossing is performed by two referees that alternate (each of them works every second day), and both referees do their job perfectly, the resulting sequence of bits should be also perfectly random.
This We may note also that if we replace semicomputable supermartingales by computable supermartingales, the corresponding statement becomes true. Indeed, assume that a computable supermartingale S is unbounded on some sequence. We may assume without loss of generality that it is at least 1 on every sequence (just by adding 1). At each vertex it splits the current capital in computable proportions (since the ratio of two computable numbers separated from zero is uniformly computable). So we can consider two computable supermartingales S 1 and S 2 ; one does not make any bet on odd steps and follows the proportions of S at the even steps, the other does the opposite. Then the capital of S is the product of S 1 and S 2 , so if S is unbounded on some sequence, then at least one of S 1 and S 2 is unbounded on it.
However, all these arguments do not make the desired statement true, as An. Muchnik [4] has shown. He showed that there is a sequence which is not MLrandom but still both odd and even terms are on-line random. This construction is rather delicate and we do not explain it here.
Selection rules and on-line randomness
The classical definition of randomness (for the case of independent fair coin tossing) suggested by R. von Mises is based on selection rules: each subsequence that is selected by an "admissible selection rule" should have limit frequency 1/2. It can also be naturally transferred into the on-line framework.
In Mises -Church definition of randomness an admissible selection rule is a total computable function that can be applied to any binary string and produces one of two answers: S ("selected") or O ("observed"). An application of this rule to a sequence ω goes as follows: the value of selection rule on n-bit prefix of ω determines if the next bit should be selected or just observed. Another version that goes back to R.P. Daley considers partial functions as selection rules; if such
