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Abstract
We develop a boundary integral equation solver for elliptic partial differential equations on complex
3D geometries. Our method is high-order accurate with optimal O(N) complexity and robustly handles
complex geometries. A key component is our singular and near-singular layer potential evaluation
scheme, hedgehog : a simple extrapolation of the solution along a line to the boundary. We present
a series of geometry-processing algorithms required for hedgehog to run efficiently with accuracy
guarantees on arbitrary geometries and an adaptive upsampling scheme based on a iteration-free
heuristic for quadrature error. We validate the accuracy and performance with a series of numerical
tests and compare our approach to a competing local evaluation method.
1. Introduction
Linear elliptic homogeneous partial differential equations (PDEs) play an important role in modeling
many physical interactions, including electrostatics, elastostatics, acoustic scattering, and viscous fluid
flow. Using ideas from potential theory allow us to reformulate the associated boundary value problem
(BVP) as an integral equation. The solution to the BVP can then be expressed as a layer potential,
i.e., a surface convolution against the PDE’s fundamental solution. Discretizing the integral equation
formulation offers several potential advantages over more familiar direct PDE discretization methods
such as finite element or finite volume methods.
First, the system of equations uses asymptotically fewer variables because only the domain boundary
requires discretization. There is no need to discretize the volume, which is often the most time-
consuming and error-prone task in the full simulation pipeline, especially if complex boundary geometry
is involved. This aspect of integral formulations is particularly important for problems with changing
geometries such as particulate flows, or flows with deforming boundaries, as well as moving boundaries.
Second, while the algebraic system resulting from discretization is dense, efficient O(N) methods
are available to solve it. A suitable integral formulation can yield a well-conditioned system that
can be solved using an iterative method like GMRES in relatively few iterations. Third, high-order
quadrature rules for smooth functions can be leveraged to dramatically improve the accuracy for a
given discretization size over a standard method. In other words, integral equation solvers can be both
more efficient, usually if high accuracy is desired, and more robust, as they do not require volume
meshing.
For elliptic problems with smooth (or mostly smooth) domain boundaries, high-order methods have
a significant advantage over standard methods, drastically reducing the number of degrees of freedom
needed to approximate a solution to a given accuracy. For integral equation methods to have high-order
accuracy, it requires a high-order quadrature and a high-order surface approximation to compute the
integrals to high-order accuracy. In this paper, we focus on the Nyström discretization, which is both
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simple (the integral in the equation is replaced by the quadrature approximation) and enables very
efficient methods to solve the discretized integral equation.
One of the main difficulties in constructing high-order boundary integral equation (BIE ) solvers is
the need for quadrature rules for singular integrals. The formulation requires the solution of an integral
equation involving the singular fundamental solution of the PDE. Moreover, if the solution needs to be
evaluated arbitrarily close to the boundary, then one must numerically compute nearly singular integrals.
In some sense, the near singular integrals are even more difficult to handle compared to singular
integrals, since simple change of variable techniques that are often used to eliminate singularities on the
boundary are harder to apply. Precomputing high-order singular/near-singular quadrature weights also
presents a considerable problem, as these necessarily depend on the local surface shape and different
sets of weights are required for each sample point. Furthermore, the sampling required for accurate
singular/near-singular integration is highly dependent on the boundary geometry. For example, two
nearly touching pieces of the boundary require a sampling density proportional to the distance between
them; applying such a fine discretization globally will become prohibitively expensive.
1.1. Related Work
We will restrict our discussion to elliptic PDE solvers in 3D using boundary integral formulations.
The common schemes to discretize boundary integral equations are the Galerkin method, the collocation
method, and the Nyström method [AH09]. After choosing a set of basis functions to represent the
solution, the Galerkin method forms a linear system for the coefficients of the solution by computing
single or double integrals of the chosen basis functions multiplied by singular kernels. The collocation
method computes a set of unknown functions that match the solution at a prescribed set of points. To
form the required linear system, it assumes that an accurate quadrature rule is available for evaluating
the layer potential at the discretization points. For a particular choice of quadratures, collocation and
Nyström discretizations can lead to equivalent algebraic systems. Our method is a Nyström method:
we do not directly construct the singular quadrature weights for a set of basis functions. The Galerkin
and collocation approaches are commonly referred to as boundary element methods (BEM ) and have
become very popular. There have been many optimized BEM implementations for elliptic (Laplace,
Helmholtz) and Maxwell problems. One such implementation is BEM ++, presented in [S´BA+15], with
extensions for adaptivity added in [BBHP19, BHP19]. [CDLL17, CDC17] present iterative solvers for
high-frequency scattering problems in elastodynamics, based on a BEM implementation coupled with
fast summation methods to enable accurate solutions on complex triangle meshes. [AFAH+19] outlines
a fast exascale BEM solver for soft body acoustic problems in 3D , also on triangle meshes. For a more
complete background of BEM , we refer the reader to [Ste07].
A significant advancement in the field of finite element methods, called isogeometric analysis (IGA )[HCB05],
has been recently applied to boundary integral formulations. IGA couples the basis functions defining
the surface geometry with the analytic approaches for the finite element scheme. Most relevant to
this work, IGA has recently been applied to singular and hypersingular boundary integral equations
with a collocation discretization [TRH16] with great success. A Nyström IGA method coupled with a
regularized quadrature scheme is detailed in [ZMBF16].
In the BIE literature, singular and near-singular integration schemes fall into one of the several cate-
gories: singularity cancellation, asymptotic correction, singularity subtraction or custom quadrature schemes.
Singularity cancellation schemes apply a change of variables to remove the singularity in the layer
potential, allowing for the application of standard smooth quadrature rules. The first polar change of
variables was detailed in the context of acoustic scattering [BK01], which leveraged a partition of unity
and a polar quadrature rule to remove the singularity in the integrand of layer potential. Fast summa-
tions were performed with FFT ’s and the periodic trapezoidal rule enables high-order convergence; the
method was extended to open surfaces in [BL13]. This methodology was applied to general elliptic PDEs
in [YBZ06] and coupled with the kernel-independent fast multipole method [YBZ04] and a C∞ surface
representation for complex geometries [YZ04]. Recently, [MCIGO19] demonstrated that the choice of
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partition of unity function used for the change of variables has a dramatic effect on overall convergence
order, although not in the context of elliptic PDEs. The first singularity cancellation scheme in 3D on
general surfaces composed of piecewise smooth triangles was presented in [BG12, BG13] by splitting a
triangle into three subtriangles at the singularity and computing a polar integral on each new triangle.
Asymptotic correction methods study the inaccuracies due to the singular PDE kernel with asymtotic
analysis and apply a compensating correction. [Bea04, BYW16, TB19] compute the integral with
a regularized kernel and add corrections for regularization and discretization for the single and
double layer Laplace kernel in 3D , along with the Stokeslet and stresslet in 3D . [CKK18a] computes an
asymptotic expansion of the kernel itself, which is used to remove the aliasing error incurred when
applying smooth quadrature rules to near-singular layer-potentials. This method is extended to 3D in
[CKK18b] and a complete asymptotic analysis of the double-layer integral is performed in [CKK18c].
Singularity subtraction methods [JTYO03, JTYO06, NPVG+13] explicitly subtract the singular com-
ponent of the integrand, which produces a smooth bounded integral that can be integrated with
standard quadrature rules. Custom quadrature rules aim to integrate a particular family of functions
to high-order accuracy. This can allow for arbitrarily accurate and extremely fast singular integration
methods, since the quadrature rules can be precomputed and stored [Alp99, XG10].
The most noteworthy singular quadrature scheme that does not fit into one of the above categories
is that of [HO08]. This method is similar to the second-kind barycentric interpolation [BT04]; it forms
a rational function whose numerator and denominator compensates for the error as the target point
approaches the boundary. [KB19] have recently produced a remarkable extension to nearly-singular
line integrals in 2D and 3D . While this method performs exceptionally well in practice, it does not
immediately generalize to surfaces in an efficient manner.
The method of fundamental solutions, which represents the solution as a sum of point charges on an
equivalent surface outside of the PDE domain, removing the need for singular evaluation, has also seen
a great deal of success in 2D [BB08] and in axis-symmetric 3D problems [LB16]. Recently, [GT19] has
introduced an 2D approach similar in spirit to the method of fundamental solutions for domains with
corners, but formulated as a rational approximation problem in the complex plane rather than as a
boundary integral equation. The lack of singular integration makes these methods advantageous, but
placing the point charges robustly can be challenging in practice. General 3D geometries also remain a
challenge.
There has been a great recent deal of work on special analyses of regions with corners [SR16a,
Ser17, Ser18, HRS19, RS17, SR16b]. Rather than a dyadic refinement of the discretization toward corners
to handle the artificial singularities, these works have shown that the solution can be appropriately
captured with special quadratures for a certain class of functions. Although not yet generalized to
3D , this work has the potential to vastly improve the performance of 3D Nyström boundary integral
methods on regions with corners and edges.
Our method falls into a final category: approximation-based quadrature schemes. The first use of a
local expansion to approximate a layer potential near the boundary of a 2D boundary was presented in
[Bar14]. By using an upsampled global quadrature rule to accurately compute coefficients of a Taylor
series, the resulting expansion serves as a reasonable approximation to the solution near the boundary
where quadrature rules for smooth functions are inaccurate. This scheme was then adapted to evaluate
the solution both near and on the boundary, called Quadrature by Expansion (QBX ) [KBGO13]. The
first rigorous error analysis of the truncation error of QBX was carried out in [EGK13].
Great progress has been made in this area since [KBGO13]. A fast implementation of QBX in 2D ,
along with a set of geometric constraints required for well-behaved convergence, was presented in
[RKO17]. However, the interaction of the expansions of QBX and the expansions used in the translation
operators of the FMM resulted in a loss of accuracy, which required an artificially high multipole order
to compensate. [WK18] addresses this shortcoming by enforcing a confinement criteria on the location
of expansion disks relative to FMM tree boxes. [aKT17] provided extremely tight error heuristics for
various kernels and quadrature rules using contour integration and the asymptotic approach of [EJJ08].
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[aKT18] then applied these estimates to an adaptive QBX algorithm for Laplace and Helmholtz problems
in 2D . In the spirit of [YBZ04], [RBZ18] generalizes QBX to any elliptic PDE by using potential theory to
form a local, least-squares solution approximation using only evaluations of the PDE’s Green’s function.
The first extension of QBX to 3D was [ST18], where the authors present a local, target-specific QBX method
on spheroidal geometries. In a local QBX scheme, a refined accurate quadrature is used as a local correc-
tion to the expansion coefficients computed from the coarse quadrature rule over the boundary. This
is in contrast with a global scheme, where the expansion coefficients are computed from the upsam-
pled quadrature with no need for correction. The expansions in [ST18] computed in a target-specific
QBX scheme can only be used to evaluate a single target point, but each expansion can be computed at
a lower cost than a regular expansion. The net effect of both these algorithmic variations are greatly
improved constants, which are required for complicated geometries in 3D . In [aKT17], very accurate
error heuristics are derived for the tensor product Gauss-Legendre rule on a surface panel and a simple
spheroidal geometry in 3D , which were then leveraged to estimate QBX quadrature errors. [aKT16] gener-
alized QBX to Stokes problems on spheroidal geometries in 3D . [WK19a] extends the QBX -FMM coupling
detailed in [WK18], along with the geometric criteria of [RKO17], to 3D surfaces. [WK19b] improves
upon this by adding target-specific expansions to [WK19a], achieving a 40% speed-up.
1.2. Contributions
A new, high-order, parallel boundary integral solver is introduced. A preliminary version of this
method is used in [LMR+19] to simulate red blood cell flows through complex blood vessel with high
numerical accuracy. In this paper, we expand on the QBX literature with the following features:
• Surface representation. We use standard Bezier patches to define the domain boundary, which
simplifies the use of the solver on CAD geometry, increases the efficiency of surface evaluation
and simplifies parallelization. Previous work has used high-order global parametrization, such as
tensor-product Fourier basis functions [MCIGO19], high-order triangle surface elements [WK19a],
or high-order patch-based manifold constructions [BHP07, YZ04]. We use a quad-tree of patches
that allows us to approximate complex surfaces with nonuniform curvature distribution efficiently
as well as refine sampling as required by surface quadrature. Our method extends directly to
these other surface representation.
• Singular and near-singular quadrature. We introduce a QBX -scheme in 3D : after computing the
solution at a set of nearby check points, placed along a line intersecting the target, we extrapolate
the solution to the target point. We have named this scheme hedgehog , for reasons that are
apparent from Figure 2. In order to ensure accuracy of the scheme for complex geometries, a key
component of our scheme is a set of geometric criteria for surface sampling needed for accurate
integration, along with fast parallel algorithms to refine the sampling adaptively so that these
criteria are satisfied.
As in [RBZ18], our quadrature method relies solely on kernel evaluations and is therefore valid
for any linear, constant-coefficient PDE, making it very simple algorithmically. However, rather
than compute an approximate solution in a disk containing the target point, we construct an
approximation along a line intersecting the target. This is similar to the work of [ST18]; a new set
of check points is required for each target point, but each extrapolation is asymptotically optimal.
• Refinement for geometric admissibilty. We present a set of criteria that allow for accurate inte-
gration via hedgehog call geometric admissibilty. This is similar in spirit to [RKO17] and [WK19a],
but adapted to the geometry of our particular quadrature scheme. For the upsampling stage, we
opt for an adaptive h-refinement approach of the integral equation discretization rather than the
p-refinement approach taken in [WK19a] and the adaptive global parameter selection approach
of [aKT18].
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• Complexity analysis We provide a detailed analysis of the geometry processing and query
algorithms that hedgehog requires and demonstrate O(N) complexity.
• Error convergence and comparison We apply hedgehog to a variety of problems on various
geometries to demonstrate high-order convergence. We also compare our method with [YBZ06]
to highlight the differences between global and local singular quadrature schemes. We also solve
Laplace and Stokes problems on challenging domain boundaries.
The rest of the paper is organized as follows: In Section 2, we briefly summarize the problem
formulation, geometry representation and discretization. In Section 3, we detail our singular evaluation
scheme and with algorithms to enforce admissibility, adaptively upsample the boundary discretization,
and query surface geometry to evaluate singular/near-singular integrals. In Section 4, we provide error
estimates for hedgehog . In Section 5, we prove the complexity of each of the algorithms described in
Section 3. In Section 6, we detail convergence tests of our singular evaluation scheme and compare
against other state-of-the-art methods.
2. Formulation
2.1. Problem Setup
We restrict our focus to interior Dirichlet boundary value problems of the form
Lu(x) = 0, x ∈ Ω, (1)
u(x) = f (x), x ∈ ∂Ω = Γ, (2)
with multiply- or singly-connected domain Ω of arbitrary genus. Our approach applies directly to
standard integral equation formulations of exterior Dirichlet and Neumann problems. Here, L is a
linear elliptic operator and f is at least Ck. While our method can be applied any elliptic PDE, we use
the following equations in our examples:
Lu =

∆u Laplace
∆u−∇p, ∇ · u = 0 Stokes
∆u + 11−2ν∇∇ · u Navier (linear elasticity)
(3)
We follow the approach of [YBZ06]. We can express the solution at a point x ∈ Ω in terms of the
double-layer potential
u(x) = D[φ](x) =
∫
Γ
∂G(x, y)
∂n(y)
φ(y)dyΓ, (4)
where G(x, y) is the fundamental solution or kernel of Eq. (2), n(y) is the normal at y on Γ pointing into
the exterior of Ω, and φ is an unknown function, or density, defined on Γ. We list the kernels associated
with the PDES in Eq. (3) in Appendix B. Using the jump relations for the interior and exterior limits of
u(x) as x tends towards Γ [Kre99, Mik14, Poz92, PP82], we know that Eq. (4) is a solution to Eq. (2) if φ
satisfies(
1
2
I + D + M
)
[φ](x) = f (x), x ∈ Γ (5)
with identity operator I. We will refer to φ as the density and u(x) as the potential at x. The double-layer
integrals in this equation are singular, due to the singularity in the integrand of Eq. (4).
The operator M completes the rank of 12 I + D to ensure invertibility of Eq. (5). If D[φ](x) is full-
rank, M = 0. When D[φ](x) has a non-trivial null space, M accounts for the additional constraints to
complete the rank of the left-hand side of Eq. (5). For example, for the exterior Laplace problem on `
multiply-connected domains, the null space of D[φ](x) has dimension ` [ST18]. The full set of cases
for each kernel is considered in this work and their corresponding values of M have been detailed in
[YBZ06].
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2.2. Geometry representation
Figure 1: Patch Quadrisection. Right: a collection of square subdomains Di that cover I2 = [−1, 1]2. Middle:
applying the parametrization ηi to Di maps the subdomain to a uniform domain Er, where quadrature discretization is
applied. Left: the image of each subdomain under the patch γr. The final image of Di is outlined in bold.
We assume that the smooth domain boundary Γ is given by a quad mesh, consisting of quadrilateral
faces Qr, each associated with a parametric domain I2 = [−1, 1]2 = Er, along with embeddings
γr : Er → R3 for each quad.
We assume that the input quad mesh is conforming, i.e., two face non-disjoint faces either share
a whole edge, or a single vertex. We assume that no two images γr(Er) intersect, except along the
shared edge or vertex. The input surface Γ is the union of patches ∪rγr(Er). We also assume that Γ
is sufficiently smooth to recover the solution of Eq. (2) up to the boundary [Kre99] and is at least Ck.
As detailed in Section 4.1, the smoothness of the boundary ultimately limits the order of convergence
of our method; this requires k to be greater than the smoothness of the boundary data and various
parameters of our method.
To represent the surface geometry, we approximate Γ with a collection of Bezier patches. We will
refer to this approximation as Γˆ and detail its construction in Section 3.3. More specifically, we use a
forest of quad trees of Bezier patches. Each domain Er of each embedding function γr is adaptively refined
using quadrisection, i.e., splitting a square domain into four square subdomains. This yields a quad tree
of subdomains for each face of the quad mesh. On each of these subdomains, we define a separate
Bezier patch, given by a linear combination of tensor-product Bernstein polynomials on I2:
P(u, v) =
n
∑
`=0
n
∑
m=0
a`mBn` (u)B
n
m(v), (6)
where Bnk (t) = (
n
k)t
n−k(1− t)k is n-th degree Bernstein polynomials.
We use two collections of patches in the form described above: Pcoarse and Pfine. The patches
in Pcoarse, called surface patches, must satisfy a set of criteria that ensure evaluation of Eq. (4) called
admissibility conditions, which are detailed in Section 3.3. The coefficients or control points a`m in Eq. (6) are
computed to fit the Bezier patches to the input embeddings γr. Each patch Pi in Pcoarse is reparametrized
on I2 and each domain is associated with a leaf of the forest of quad trees. We refer to the domain of Pi
by Di, noting that Di = I2. Each such domain Di corresponds to a subdomain of Er(i), where r(i) is the
index of the embedding γr(i) from which Pi was obtained by refinement. Define the map ηi : Di → Er(i),
which embeds the domain Di into the copy of I2 corresponding to γr(i). The set of maps {ηi | r(i) = k}
cover I2 for each embedding map γk. We summarize this setup in Fig. 1.
In the simplest case, the input is already an approximation of Γ in Bezier form and no additional
processing is necessary; the overall accuracy of our method is limited by the accuracy of provided
approximation. The domain on which the complete approximate surface Γˆ is defined is the union of
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Er(i) identified along shared edges. The complete set of Bezier patches defined on these domains is
denoted Pcoarse.
The set of patches Pfine, called quadrature patches, are obtained by further quadrisection of the
surface patches in Pcoarse. The geometry of Γˆ is not changed by this refinement, but the total number of
subdomains Er(i) is increased. Discretizing Pfine with a quadrature rule results in a denser sampling of
Γ than a similar discretization of Pcoarse. This is needed for accurate singular/near-singular integration,
as explained in Section 3.
We will refer to Pcoarse as the coarse discretization of Γˆ and Pfine as the fine discretization of Γˆ. We
index the patches in Pcoarse Pi = 1, . . . N; we can then rewrite Eq. (4) as a sum of integrals over surface
patches:
u(x) =
N
∑
i=1
∫
Pi
∂G(x, y)
∂n(y)
φ(y)dyPi . (7)
2.3. Problem discretization
We discretize functions defined on Γˆ, such as Eq. (7), at q-node composite tensor-product Clenshaw-
Curtis quadrature points on each domain Di of patches in Pcoarse. We refer to these points and weights
as xj and wj respectively, for j = 1 . . . q2. Since each Di = I2, the surface point yij is defined as
yij = Pi(ηi(xj)). For clarity, we can index the surface points by a global index I = 1, . . . , q2N. If we
express the indices of quadrature points in the domain D of a patch P by I(P), allowing us to rewrite
Eq. (7) as
u(x;P) = ∑
P∈I(P)
∫
P
∂G(x, y)
∂n(y)
φ(y)dyP. (8)
We discretize the double layer integral Eq. (7) on Pcoarse to approximate the solution u(x):
u(x,Pcoarse) ≈ uˆ(x,Pcoarse) =
N
∑
i=1
q2
∑
i=1
∂G(x, yij)
∂n(yij)
φijwij =
q2 N
∑
I=1
∂G(x, yI)
∂n(yI)
φIwI (9)
We assume that the boundary condition f is given by a black-box evaluator on R3 that can be used to
obtain values at yij.
We also discretize functions with tensor-product Clenshaw-Curtis nodes on the domains of patches
in Pfine. However, the values of functions on Pfine are interpolated from their values on the quadrature
nodes of Pcoarse rather than being computed directly on Pfine. We denote the quadrature nodes and
weights on Pfine by x˜j and w˜j with a similar global index J. Identical formulas are used for computing
quadrature on Pfine with the nodes and weights x˜j, w˜j on Pfine, denoted u(x,Pfine) and uˆ(x,Pfine),
repsectively. Eq. (9) is the discretized double-layer operator in Eq. (5), i.e., uˆ(x,Pcoarse) = Dˆ[φ](x), where
Dˆ[φ](x) ≈ D[φ](x).
Although Eq. (7) is well-defined mathematically for all x ∈ Γˆ, Eq. (9) is inaccurate numerically, since
Eq. (9) is a quadrature rule for smooth functions applied to a singular function. We need to compute
this singular integral accurately in order to solve Eq. (5) for the density. Similarly, even for an exact
density φ on the boundary, the accuracy of Eq. (9) can be arbitrarily bad for x very close to Γˆ. This
near-singular integral is required to evaluate the solution throughout Ω.
The basic operation in our algorithm to solve Eq. (5) is the evaluation of 12 I + D+ M at points y ∈ Ω
sufficiently far away from the surface to remove the singularity in the D. In the next section, we describe
the algorithm to compute an accurate approximation to to the double-layer integral in Eq. (4), using
a quadrature rule for smooth functions (Eq. (9)) as a building block. This allows us to compute the
matrix-vector products Aφ, for a vector of values φ defined at the quadrature points xI , where A is the
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discrete operator corresponding to the left-hand side of Eq. (5). As a result, we can solve the linear
system using GMRES, which only requires a matrix-vector product
Aφ = f , (10)
where f is the boundary condition sampled at the points xI . The evaluation of these integrals is
accelerated in a standard manner using the fast multipole method (FMM )[MB15, YBZ04, GR87].
3. Algorithms
We now detail a set of algorithms to solve the integral equation in Eq. (5) and evaluate the solution
via the double layer integral in Eq. (4) at a given target point x ∈ Ω. As described in the previous
section, both solving Eq. (5) and evaluating Eq. (4) require accurate evaluation of singular/near-singular
integrals of functions defined on the surface Γˆ. We first outline our unified singular/near-singular
integration scheme, hedgehog , its relation to existing QBX -type methods, and geometric problems that
can impede accurate solution evaluation. We then describe two geometry preprocessing algorithms,
admissibility refinement and adaptive upsampling, that address these issues to obtain the sets of patches
Pcoarse and Pfine used by hedgehog .
3.1. Singular and Near-Singular Evaluation
We start with an informal description of the algorithm. As with all QBX -style algorithms, we observe
that while the integrand may be singular/near-singular for a particular choice of x, the solution of the
PDE given by Eq. (4) is well-defined. This allows us to extrapolate the solution x from nearby points
where the integrand is smooth and standard quadrature rules are accurate.
For a point y ∈ Γˆ on a patch P from Pcoarse that is closest to x, we compute the solution at a set
of points cs, s = 1, . . . p called check points, sampled along the surface normal at y away from Γˆ. We
then extrapolate the solution to y. In Section 3.3, we list the criteria Pcoarse must satisfy in order to
solve Eq. (5) accurately; we enforce these criteria by a sequence of quadrisection algorithms called
admissibility refinement. This fixes a set of check points {cI,s} in Ω, which are used to extrapolate the
solution to each of the quadrature samples yI in the discretization of Pcoarse. Once we fix a set of check
points, we can always refine Pcoarse to produce a set of patches Pfine such that Eq. (9) can be evaluated
accurately at each cI,s. The algorithm to construct Pfine from Pcoarse is called adaptive upsampling. We
use empirical heuristics to place check points in admissibility refinement and trigger refinement in
adaptive upsampling to reduce the overall amount number of quadrature patches in Pfine.
Additional notation and assumptions. For a given surface or quadrature patch P : D → R3, we define
the characteristic length L(P) =
√
A(P), where A(P) is the surface area of P. We use L = L(P) or Ly
for y ∈ P(D) to denote the characteristic length, when P is clear from context. For a point x ∈ Ω, we
assume that there is a single closest point y ∈ Γˆ to x; all points to which the algorithm is applied
will have this property by construction. Note that n(y), the vector normal to Γˆ at y, is chosen to point
outside of Ω.
We define two zones in Ω, in terms of Eq. (9), for which Eq. (4) is evaluated differently. The far field
ΩF = {x ∈ Ω | ‖u(x)− uˆ(x;Pcoarse)‖2 ≤ etarget}, where the quadrature rule corresponding to Pcoarse
is sufficiently accurate, and the intermediate field ΩI = {x ∈ Ω | ‖u(x)− uˆ(x;Pfine)‖2 ≤ etarget}, where
quadrature over Pfine is sufficiently accurate. The remainder of Ω is the near field Ω \ΩI .
Non-singular integration. To compute the solution at points x in ΩF, Eq. (9) is accurate to etarget; we
simply compute uˆ(x,Pcoarse) directly. Similarly for points in ΩI \ ΩF, we know by definition that
uˆ(x,Pfine) is sufficiently accurate, so it can be applied immediately. As previously mentioned, these
quadratures can be applied rapidly with fast-summation methods like the FMM [GR87, YBZ04].
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upsampled quadrature points
check points
Figure 2: Schematic of singular/near-singular evaluation. A small piece of a boundary Γˆ is shown, along
with the into a set of patches Pcoarse (patch boundaries are drawn in black). The target point, in this case on Γˆ, is shown
in green, The solution is evaluated at the check points cs (gray points off-surface) using the fine discretization Pfine (small
dots on-surface). The distance from the first check point c0 to Γˆ is R and the distance between consecutive check points ci
and ci+1 is r. In this example, Pfine is computed from Pcoarse with two levels of uniform quadrisection, producing 16
times more patches. The patch length L is roughly proportional to the average edge length of the patch. Note that choices
of r and R in practice vary from the scale depicted here.
Singular/near-singular integration algorithm. For the remaining points in ΩN , we need an alternative
means of evaluating the solution. In the spirit of [RBZ18], we construct a set of check points c0, . . . , cp in
ΩI to approximate the solution near x. However, we instead sample check points along a line intersecting
x. We ensure that the check points reside in ΩI , compute uˆ(ci,Pfine) for each i, then extrapolate the
approximate values at the check points to x. If x ∈ Γˆ, then y = x. We define two distances relative to y:
R(y) = bLy = ‖c0 − y‖2, the distance from the first check point c0 to Γˆ, and r(y) = aLy = ‖ci − ci+1‖2,
the distance between consecutive check points. We assume 0 < a, b < 1. The points are placed along the
surface normal n(y).
The overall algorithm for the unified singular/near-singular evaluation scheme is as follows. A
schematic for hedgehog is depicted in Fig. 2.
1. Find the closest point y on Γˆ to x.
2. Generate check points C = {c0, . . . , cp}
cs = y− (R(y) + sr(y))n(y) (11)
The center of mass of these check points cˆ is called the check center for x. Note that Pfine must
satisfy the condition that cs are in ΩI for a given choice of a and b.
3. Upsample φ. We interpolate the density values φI at xI on patches in Pcoarse to quadrature points
x˜J on patches in Pfine. with global indices I and J on Pcoarse and Pfine respectively. If a patch Pi in
Pcoarse is split into mi patches in Pfine, we are interpolating from q2 points to miq2 points.
4. Evaluate the potential at check points via smooth quadrature with the upsampled density, i.e.
evaluate uˆ(cs) = uˆ(cs,Pfine) for s = 0, . . . , p.
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5. Compute a Lagrange interpolant u˜ through the check points c0, . . . , cp and values uˆ(c0), . . . , uˆ(cp)
and evaluate at the interpolant at x. Since x lies between c0 and Γˆ, we are extrapolating when
computing u˜(x).
The parameters involved in this scheme are the number of check points p and the relative spacing
parameters of the check points a and b. Since we are using equispaced extrapolation, we keep p relatively
low (6 or 8) to avoid Runge-like effects. A critical aspect of the scheme is ensuring that the check points
are in the intermediate field, i.e., Pfine is chosen to satisfy this condition. We use the error discussion in
Section 4 and the algorithms of Section 3.4 to compute values of a, b and Pfine for a given etarget.
Ill conditioning of the discrete integral operator. This evaluation scheme can be used directly to extrapolate
all the way to the surface and obtain the values of the singular integral. However, in practice, due
to a distorted eigenspectrum of this approximate operator, GMRES tends stagnate at a level of error
corresponding to the accuracy of hedgehog . To address this, we average the interior and exterior limits
of the solution at the quadrature nodes, computed via hedgehog , to compute the on-surface potential
and add 12 I to produce the interior limit. This shifts the clustering of eigenvalues from around zero
to around 12 , which is ideal from the perspective of GMRES. We call this two-sided hedgehog , while
the standard version described above is called one-sided hedgehog . We observe stable and consistent
convergence to an arbitrary tolerance eGMRES = 10−12, regardless of the geometry or quadrature order.
For more thorough discussions of this phenomenon, see [KBGO13, RBZ18].
3.2. Impact of geometry on accuracy
The accuracy of the method outlined above is controlled by two competing error terms: quadrature
error incurred from approximating the layer potential Eq. (4) with Eq. (9) in Step 4 and extrapolation
error due to approximating the singular integral with an extratpolated value in Step 5. Both errors are
determined by the location of check points relative to the patches in Pcoarse and Pfine (see Theorems 4.1
and 4.2).
Figure 3: Possible check point configurations. Three choices of a and b in Eq. (11). Shown is the boundary Γˆ
(black), with tick marks denoting patch boundaries, the target point (red dots), its check points (blue dots) along the
normal closest to the target point, and the medial axis of Γˆ (gray dotted line). Large (left) and small (middle) values
of a and b can cause clustering of check points near to Γˆ, which requires large amounts of upsampling to compute the
potential accurately. Using the medial axis as a heuristic to for admissibility (right), we can minimize the amount of
adaptive upsampling required.
In Figure 3, we have drawn different choices of check point locations for to evaluate the potential
at a point with hedgehog . Suppose that we have chosen extrapolation parameters a and b such that
the extrapolation accuracy is less then etarget, following the discussions in Sections 4.2 and 4.3. From
an accuracy perspective, each choice of parameters is are equally valid. In the Fig. 3-left, c0 is placed
close to x, while in Fig. 3-middle, the check points are spread across the domain, but cp is close to a
non-local piece of the geometry. In both situations, there is a set of patches Pfine such that uˆ(ci,Pfine) is
sufficiently accurate (i.e., ci ∈ ΩI), which can be computed by patch refinement. However, both cases
will causes excessive refinement of Pcoarse in order to resolve Eq. (9) accurately.
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On the other hand, in Fig. 3-right we can either perform one refinement step on Pcoarse or adjust a
and b. This will result in fewer patches in Pfine, which translates to a large cost savings in our scheme;
the dominant cost in hedgehog is evaluating quadrature rules, even when evaluated with an FMM .
Minimizing the total number of patches in Pcoarse and Pfine on a given boundary Γˆ is the primary way
to reduce the cost of our method, so accurate geometric preprocessing is critical to yield fast practical
algorithms while still achieving a given target accuracy.
In order to strike this balance, we need to impose certain constraints on the geometry of Γˆ to ensure
the efficient and accurate application of hedgehog , which we impose on the patch sets Pcoarse and
Pfine. Since the number of patches in Pcoarse is proportional to the overall complexity, the algorithm in
Section 3.3 aims to keep this number small by allowing check points to reside as far from Γˆ as possible.
We then compute Pfine adaptively to ensure that Eq. (9) is accurate at the check points.
3.3. Patch admissibility
Next, we describe how the admissible patch set Pcoarse is computed. Admissibility simultaneously
addresses surface approximation, right-hand side approximation and heuristic-based refinement to
produce Pfine.
Our admissibility criteria are as follows:
1 The approximation error of a surface patch γi is below some absolute target accuracy eg
2 The interpolation error of the boundary condition f is below some absolute target accuracy ef
3 For each check center cˆj corresponding to the quadrature point yj on the surface, the closest point
on Γˆ to cˆj is yj.
We need to represent f at least as accurately as the solution we hope to solve for, so we choose
ef < etarget. We discuss how to choose eg in Section 4.
The parameters a and b in Eq. (11) are chosen to place check points to balance the extrapolation
error, which grows as a and b increase, and smooth quadrature error, which grows as a and b decrease,
while attempting to minimize cost. Rather than checking all check point locations individually, we use
the check center cˆ as a proxy. If cˆ constructed from a patch P is too close to another quadrature patch
P′, Criterion 3 will trigger refinement of P. New check points generated from the children of P will be
closer to P and further from P′, allowing the algorithm to ultimately terminate.
The algorithm proceeds as follows.
• To enforce Criterion 1, we adaptively fit a set of Bezier patches Eq. (6) to γr. We construct a
bidegree (n, n) piecewise polynomial least-squares approximation to γr on I2. If Pi’s domain is
obtained by refinement of Er, we fit Pi ◦ η−1i to γr on ηi(Di), using 4p× 4p samples on ηi(Di). If
the pointwise error of Pi and its partial derivatives is greater than eg, then it is quadrisected and
the process is repeated.
• Once the surface patches are resolved, we resolve f on each surface patch in a similar fashion
to enforce Criterion 2. However, rather than a least-squares approximation in this stage, we use
piecewise polynomial interpolation.
• To enforce Criterion 3, we construct the set of check centers cˆI which correspond to the check
points required to evaluate the solution at the quadrature nodes yI . For each check center cˆI , we
find the closest point z ∈ Γˆ. If z 6= yI , we bisect the quadrature patch P containing yI . Since the
distance from the surface to cˆI is proportional to LyI , the new centers cˆI for the refined patches
will be closer to the surface.
The key operation in the algorithm is computing the closest point on a polynomial surface. Naively
computing the closest point to cˆI requires examining each quadrature patch, requiring O(N2)
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work. Instead, we use a variation of the area query notion outlined in [RKO17] and [WK19a] for
axis-aligned bounding box (AABB ) trees. First, we compute bounding boxes of all quadrature
patches and insert them into the AABB tree, as described in Section 3.5.1.
We know that cˆj is R + r(p + 1)/2 away from yj ∈ P(D) by construction. If y is not the closest
point to cˆi, then for some closest quadrature patch P′, d(cˆi, P′) < R + r(p + 1)/2. We construct a
box B(cˆj) centered at cˆj with edge length 2R + r(p + 1), which is guaranteed to contain any such
P′. We query the AABB tree for all bounding boxes that intersect B(cˆj). For each bounding box
returned by the query, we compute the distance with Appendix A. The closest quadrature patch
is chosen from this reduced set of candidates.
We summarize the algorithm to enforce Criterion 3 in Algorithm 1. At each refinement iteration,
the offending patches are decreased by quadrisection, which reduces the distance from the quadrature
point yj to its checkpoints. This eventually satisfies Criterion 3 and the algorithm terminates.
Algorithm 1: Enforce admissibility Criterion 3 on a set of quadrature patches.
Data: A set of quadrature patches P , eopt
Result: An admissible set of quadrature patches P
1 P = Pcoarse
2 Mark all patches in P as inadmissible.
3 while any patch in P is not admissible do
4 Construct an AABB tree T as described in Section 3.5.1 from P
5 for P ∈ P do
6 Construct a set of check centers CP for each xJ with J ∈ D(P)
7 for cˆ ∈ CP do
8 Construct a box B(cˆ) with edge length 2R + r(p + 1) centered at cˆ.
9 Bi1 , . . . Bik = query_bbox_intersections(T, B(cˆ))
10 Pi1 , . . . Pik = patches corresponding to Bi1 , . . . Bik
11 if P ∈ {Pi1 , . . . Pik} then
12 Compute candidate closest points z1, . . . zk on Pi1 , . . . Pik to cˆ with Appendix A to
accuracy eopt.
13 zc = argmini‖zi − cˆ‖2
14 if zc ∈ P(D) then
15 Mark P as admissible.
16 else
17 break // only need one bad check center to mark P for refinement
18 for P ∈ P do
19 if P is inadmissible then
20 Split P into its four child patches, mark each as inadmissible, and replace P with its
children in P .
21 return P
Remark. For certain accuracy targets and geometries, the algorithm above may lead to an impractically
high number of patches. We allow the user to enforce a minimal patch size Lmin, limiting the time and
memory consumption at the expense of not reaching the target accuracy.
3.4. Adaptive upsampling
Once the set of admissible surface patches Pcoarse is computed, we need to determine the upsampled
quadrature patches Pfine that ensure that the check points generated from Pcoarse are in ΩI , i.e.,
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‖u(c)− uˆ(c,Pfine)‖ < etarget. To achieve this, we need an algorithm to determine which patches are “too
close” to a given check point and refine them. We make the following assumption about the accuracy of
our smooth quadrature rule: Eq. (9) is accurate to etarget at points a distance L(P) from P, for etarget > 10−12.
Since we have resolved the surface geometry accurate, we know that patches can’t vary too wildly
despite the deviations in curvature, making this assumption somewhat reasonable in practice. We say
that a check point c is near to P if the distance from c to P is less than L(P).
To compute the upsampled patch set, we initially set Pfine = Pcoarse. We compute a bounding box of
P as described in Section 3.5.1. We then inflate the box size by 2L(P) to produce the near-zone bounding
box of P, denoted Bnear(P), as shown in Fig. 4-right. This inflation guarantees that any point near to
P is contained in Bnear(P). This means that by forming Bnear(P) for each quadrature patch in Pfine, a
check point is in ΩI if it is not contained in any near-zone bounding boxes. However, not all points in
Bnear(P) are near to P. We need to determine if a point c in Bnear(P) is actually near to P.
To check this efficiently, we insert all the near-zone bounding boxes into an AABB tree. Let C be the
set of all check points required to evaluate our discretized layer potential. For each check point c ∈ C, we
query the tree for all boxes containing c. The set of quadrature patches corresponding to the returned
set of boxes are candidate patches for upsampling. We can now check the distance from c to each of
these quadrature patches using Appendix A and trigger refinement if the distance between c and a
given patch is less than L. Alternatively, one can also simply trigger refinement on all of the patches
returned by the AABB tree query without explicitly checking the distance This is a cheaper operation
that avoids the Newton iterations of Appendix A, but is less accurate and can cause over-refinement.
We strike a balance by triggering upsampling for all returned quadrature patches for the first iteration
or two of upsampling and explicitly check distance to patches for the remaining iterations.
The set C is determined by Pcoarse and therefore fixed. The average size of near-zone bounding
boxes decreases after each step of refinement until the algorithm terminates; eventually no near-zone
bounding boxes will contain check points. We summarize in Algorithm 2.
3.5. Marking target points for evaluation
Once we have solved Eq. (10) for φ on Γˆ, we still need to evaluate Eq. (4) anywhere in the domain.
For a target point x, we need to determine whether or not x ∈ Ω, and if so, whether x is in the near,
intermediate or far field. Both of these questions can be answered by computing the closest point y ∈ Γˆ
to x. If n(y) · (x− y) < 0, then x ∈ Ω. As we have seen in Section 3.4, the distance ‖x− y‖ determines
whether x ∈ ΩN ,ΩI or ΩF. However, for large numbers of target points, a brute force calculation of
closest points on Γˆ to all target points is prohibitively expensive. We present an accelerated algorithm
using FMM evaluation and an AABB tree to require only constant work per target point.
3.5.1. Computing the closest point.We first describe an algorithm to compute the closest point y ∈ Γˆ to x,
accelerated using an AABB tree.
Finding the closest point on a Bezier patch to x requires solving a relatively expensive nonlinear
optimization problem. We aim to minimize the number of such solves required to compute y accurately.
Rather than computing the distance from all patches to x, we use a fast spatial data structure to select
the closest patches to x efficiently, then solve the optimization problem for each patch in this reduced
set. We use an axis-aligned bounding box (AABB ) tree, which is a type of bounding volume hierarchy,
implemented in geogram [Lév15].
We note here that in [RKO17, WK19a], the quadtree and octree of an FMM is extended to support
the geometric queries needed for a fast QBX algorithm. While asymptotically the two data structures
have similar runtime, AABB trees avoid subdividing the entire domain volume by using a hierarchy of
bounding boxes of objects, which results in fewer boxes to examine during spatial queries. Moreover,
this improves slightly upon the area query primitive by allowing for queries on geometric objects with
extent, such as patches and their near-zones. The algorithm presented in [LMR+19] may prove to scale
better in parallel, but AABB trees are faster for small to medium problem sizes due to less redundancy.
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Algorithm 2: Adaptively upsample to place check points in ΩI .
Data: An admissible set of quadrature patches P , t
Result: An upsampled set of quadrature patches
1 Compute inflated near-zone bounding boxes B1, . . . , BN of each P ∈ P .
2 Construct an AABB tree T from the bounding boxes.
3 Construct all check points C required to evaluate the Eq. (5) on P .
4 Pfine = P
5 Mark all check points in C as near.
6 i = 1
7 while any c ∈ C is marked near do
8 for c ∈ C do
9 Query T for all inflated bounding boxes Bi1 , . . . Bik containing c.
10 Pi1 , . . . Pik = patches corresponding to boxes Bi1 , . . . Bik
11 f ar = true
12 for P ∈ Pi1 , . . . Pik do
13 if i > t then
14 Find the closest point y on P to c.
15 if ‖y− c‖2 < L(P) then
16 Split P and replace it in Pfine with its children.
17 f ar = false;
18 else
19 Split P and replace it in Pfine with its children.
20 f ar = false;
21 if far then
22 Mark c as far.
23 i = i + 1
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Figure 4: Relationship between control points and bounding boxes. Left: a patch in the tensor product Bezier
basis, with control points (a`m’s from Eq. (6)) plotted. The convex hull of the control points of a patch are guaranteed to
contain the patch. Center: The patch bounding box, computed from the control points. Right: The near-zone bounding
box of the patch from Section 3.4 computed by inflating the bounding box by the near-zone size.
It is well-known that the control points of a Bezier surface form a convex hull around the surface
that they define [Far88]. As a result, we can compute a bounding box of P directly from the Bezier
coefficients, simply by computing the maximum and minimum value in each x, y and z.
To find a candidate closest patch P0 to x, we construct a fine triangle mesh of each patch in Pcoarse.
Each triangle is inserted into the AABB tree, since a 3D triangle has a trivial bounding box. We can then
compute the nearest triangle to x with the AABB tree, which corresponds to some patch P0. We then
compute the accurate true distance d to P0 using the optimization algorithm of Appendix A.
Figure 5: A 2D schematic of near-patch candidate selection. A target point x in the midst of our marking
algorithm (shown here in 2D for simplicity, lines correspond to 3D surfaces), with notation matching Algorithm 3. The
triangle-mesh proxy is drawn in black and patches are drawn in gray. We have found an initial closest triangle τ0 to x
corresponding to patch Pi0 and computed d(x, Pi0 ) = di0 . We then query the AABB tree for all patches that intersect box
Bdi0 , shown in blue. There is clearly a patch that is closer to x than Pi0 that will be returned from the query, which will
be distance dmin from x.
However, there may be other patches whose distance to x is less than d, as shown in Fig. 5. To handle
this case, we then query the AABB tree for all patches Pi1 , . . . , Pik (via their mesh proxies) that are distance
at most d from x. This is achieved by performing a bounding box intersection between the patch
bounding boxes Bi1 , . . . , Bik with a box centered at x with edge length 2d, which is a standard query
accelerated with the AABB structure. The precise distance is then computed for each patch Pi1 , . . . , Pik
and the closest one is selected.
3.5.2. Marking and culling far points .A severe shortcoming of Section 3.5.1 is that the performance of the
algorithm deteriorates as the distance from x to Γˆ increases. Consider the case where Γˆ is a sphere with
radius r with x at its center. The first step of the algorithm returns a single quadrature patch that is
distance r from x; the next stage of the algorithm asks for all quadrature patches r away from x. This
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query returns all quadrature patches on the boundary, which will take O(N) time to check the distance
to each patch.
Even on typical geometries, we observe poor performance of Section 3.5.1 when x is far from Γˆ.
To address this, we use an additional FMM -based acceleration step to mark most points far from Γˆ
before using the precise algorithm. Our approach is based on computing the generalized winding number
[JKSH13] of Γˆ at the evaluation points. For closed curves in R2 the winding number counts the number
of times the radius-vector from a fixed point to a point on a closed curve winds around as its endpoint
goes around the curve. The generalized winding number of a surface Γˆ with respect to a point x ∈ R3 is
defined as
ωΓˆ(x) =
1
4pi
∫∫
Γˆ
sin(φ)dφdθ, (when x = 0). (12)
The integrand can be interpreted as the signed differential solid angle subtended by an infinitesimal
surface patch centered at x.
In our case, Γˆ is composed of a collection of surface patches with independent parametrizations,
and can be computed patch by patch.
ωΓˆ(x) =
1
4pi ∑i
∫∫
γi
sin(φ)dφdθ. (13)
By a change of variables to Cartesian coordinates, we can rewrite Eq. (12) as
ωΓˆ(x) = −
1
4pi
∫
Γˆ
(x− y) · n
‖x− y‖3 dyΓˆ (14)
We recognize this integral as the double-layer potential Eq. (4) for a Laplace problem with φ = 1. Its
precise values in R3 are [Kre99]:
ωΓˆ(x) =

1 x ∈ Ω \ Γˆ
1/2 x ∈ Γˆ
0 x ∈ R3 \Ω
(15)
Eq. (14) can be evaluated using the same surface quadrature in Eq. (9) using an FMM in O(N) time.
While the quadrature rule is inaccurate close to the surface, the far field ΩF is defined precisely as the
zone where the quadrature rule is sufficiently accurate. For this reason, we use
‖ωΓˆ(x)− 1‖ < etarget (16)
to mark points x ∈ ΩF ⊂ Ω. Since the rule may be highly inaccurate for points close to the surface and
may happen to be close to 1, it is possible that some points outside ΩF may be mismarked, although
we have not observed this in practice.
This approach is similar in spirit to the spectrally accurate collision detection scheme of [QB14,
Section 3.5]. Unlike [QB14], we do not use singular integration to mark all points: just as a culling
mechanism to before applying the full marking algorithm.
3.5.3. Full marking algorithm.We combine the algorithms of the previous two sections into a single
marking pipeline for a general set of target points in R3, by first applying Section 3.5.2 to mark all
points satisfying Eq. (16) then passing the remaining points to the algorithm of Section 3.5.1 and
Section 3.4. The full marking algorithm is summarized as Algorithm 3.
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Algorithm 3: Mark points in regions ΩF and ΩI .
Data: An admissible set of quadrature patches P , etarget, target points X
Result: A marked set of target points X
1 φ0 = 1
2 ωΓˆ = Laplace_FMM(P , X, φ0)
3 for x ∈ X do
4 if ‖ωΓˆ(x)− 1‖2 < etarget then
5 Mark x inside Ω.
6 Mark x in ΩF.
7 else if ‖ωΓˆ(x)‖2 < etarget then
8 Mark x outside Ω.
9 else
10 Leave x unmarked.
11 Construct an AABB tree TB from bounding boxes of P .
12 Construct an AABB tree TT from a fine triangle mesh of the quadrature patches of P .
13 for x ∈ X do
14 if x is unmarked then
15 Find the closest triangle τ0 to x using TT .
16 Pi0 = patch corresponding to τ0
17 Compute the distance di0 from x to Pi0 .
18 Bdi0 (x) = a box centered a x with edge length 2di0
19 Find the boxes Bi1 , . . . Bik in TB that intersect Bdi0 (x)
20 for Bij ∈ Bi1 , . . . Bik do
21 Pij = quadrature patch corresponding to Bij
22 Compute the distance dij from x to Pij .
23 dmin = minj{dij}
24 Mark x using Section 3.4.
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3.6. Comparison with [WK19a, WK19b]
Our work most closely resembles the advancements presented in [WK19a, WK19b]. We have
presented a global QBX method, i.e., the potential values at the check points are computed with a
quadrature rule from the entire boundary. [WK19a] proposed a global QBX method that computes
QBX expansion coefficients via FMM translation operators from within an FMM tree. Our method is target-
specific as in [ST18], creating one set of check points for each target point. [WK19a] was further refined
to include target-specific QBX expansions in [WK19b].
Our admissibility algorithm is similar to the Stage-1 refinement of [WK19a]. Both approaches first
resolve the boundary data and input geometry, then enforce a criteria that will guarantee accurate
smooth quadrature rules at prescribed point locations. The improvement in our approach is the
decoupling of the spatial data structure for the required geometry queries to enforce admissibility
and the data structure for FMM acceleration. This allows for less memory overhead and faster spatial
queries and FMM evaluations by leveraging existing software packages. Additionally, our algorithm is
formulated in terms of patches and bounding boxes rather than in terms of quadrature point locations.
This allows us to perform fewer spatial queries on a smaller data structure to enforce our criteria and
make guarantees about the proximity of a patch to a check point that is independent of the quadrature
order. As in [WK19a], we also fix the check point location before upsampling, which decouples the
coarse and upsampled discretization. We both compute upsampled discretizations based on empirical
heuristics to approximate quadrature error behavior.
However, the primary improvement of hedgehogover [WK19a] is algorithmic simplicity. Our only
requirement is a standard point FMM without modifications. This allows us to utilize existing optimized
algorithms for spatial queries and fast summation, which have been extensively optimized. Most
importantly, it prevents the QBX -FMM error coupling handled carefully in [WK19a, WK19b]. The price
we must pay for this simplicity is a larger point FMM evaluation, since we are using the discretization of
Pfine as source points. Since we are using the kernel-independent FMM , we must use a higher multipole
order to counteract the accumulation of translation operator error inherent in this approach [YBZ04].
A standard FMM method would not have this downside, but we believe that PVFMM ’s impressive
performance optimizations make this is reasonable trade-off.
4. Error Analysis
As with other QBX -like methods, hedgehoghas two primary sources of error: the quadrature error
eQ incurred by evaluating potential at the check points and extrapolation error eE due to evaluating the
polynomial approximation of the potential at the target point, assuming Pcoarse is admissible. Let
eQ(x) =
∣∣∣∣∣ p∑i=0(u(ci)− uˆ(ci,Pfine))`i(tx)
∣∣∣∣∣ , (17)
eE(x) =
∣∣∣∣∣u(x)− p∑i=0 uˆ(ci,Pfine)`i(tx)
∣∣∣∣∣ , (18)
ehedgehog(x) ≤ eQ(x) + eE(x), (19)
(20)
where u(x) and uˆ(x,Pfine) are defined in Eqs. (4) and (9) and `i(t) is the ith Lagrange polynomial.
We define tx such that x = −n(y)(R + txr), so tx = ‖x−y‖−Rr . In this section, we first prove that
we achieve high-order accuracy with our singular evaluation scheme in Section 3.1 with respect to
extrapolation order p and quadrature order q. We then detail the impact of surface approximation on
overall solution accuracy.
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4.1. Quadrature error
In this brief section, we present a tensor-product variation of known Clenshaw-Curtis quadrature
error bounds applied to smooth functions in 3D . We state this mainly for completeness, as most bounds
are stated for Gauss-Legendre quadrature.
Theorem 4.1. Let the boundary Γˆ and the boundary condition f in Eq. (2) be at least Ck. Apply the Clenshaw-
Curtis quadrature rule to the double-layer potential u(x) given in Eq. (7) and let x be in the interior of Ω. Then
for all sufficiently large q:
eQ(x) ≤ 128h
k+1
15pik(2q + 1− k)k V˜, (21)
where
V˜ = max
i=1,...,N
max
α,β≤k
∥∥∥∥ ∂α+β∂uα∂vβ
(
∂G(x, Pi(u, v))
∂n
φ(Pi(u, v))JPi (u, v)
)∥∥∥∥
T
(22)
and JP is the Jacobian of a patch P implicit in Eq. (7).
Proof. See Appendix C
This result is clearly insufficient for direct application to Eq. (7). As x→ Γˆ, the value of k required
in Theorem 4.1 grows rapidly due to growing higher order derivatives of the integrand. Such large
values of q and k imply that smooth quadrature rules are cost-prohibitive; this is the problem that
singular/near-singular quadrature schemes like hedgehog aim to address. Moreover, this estimate is too
loose to determine whether x hedgehog or smooth quadrature is required to evaluate the potential. The
assumption in Section 3.4 addresses this problem by providing a cheap reasonably robust criteria for
refinement instead of relying on Theorem 4.1.
4.2. Extrapolation error
A reasonable critique of hedgehog is its reliance on an equispaced Lagrange interpolant to extrapolate
values of u to the target point. Despite using the first-kind barycentric interpolation formula [WTG12],
polynomial interpolation in equispaced is well-known an exponentially growing Lebesgue constant and
poor stability properties as the number of points p increases [TW91, PTK11]. However, these results
are asymptotic in nature and don’t tell the full story for small to moderate values of p. In fact, one can
extrapolate a smooth function (in our case, C∞) reliably by adjusting the interval size and point spacing.
We begin our discussion with a simple representative experiment in equispaced extrapolation.
Figure 6 depicts a minimal extrapolation setup in 3D of a simple singular function µ(t) = 1/‖t− q‖
along a line, with q = (ρ, 0, 0) and ρ = −.1 We extrapolate exact values of µ from p points, located at
ti = (R+ ir, 0, 0), to the origin. This closely mimics the worse-case extrapolation error in 1D of a function
analytic in a Bernstein ellipse with a real axis intercept of ρ+ R+ rp/2. We repeat this for a large range
of values of r and R for various values of p. The log of the relative error is plotted in Figures 7 to 11 as
a function of the relative extrapolation interval size rp/R and the scaled extrapolation distance R/ρ.
As mentioned in [RBZ18, Section 3.4], the adaptive refinement of Pcoarse resolves the boundary data
f , and therefore u and φ, on the length scale L of the patch. This means we can reasonably assume
that the distance of the nearest singularity is O(L) from Γˆ. In the context of hedgehog , if the origin
of this toy problem is a target point of singular integration, we recall that R = bL(P) and r = aL(P).
Figures 7 to 11 can then be interpreted as a study of extrapolation as a function of a/b, λb and p for
some constant λ dependent on f (in our toy problem, λ depends on µ).
There are several important observations to make from these plots:
• Extrapolation error decreases with R/ρ, as expected.
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Figure 6: Minimal extrapolation setup
Figure 7: Extrapolation error for p = 6
Figure 8: Extrapolation error for p = 8 Figure 9: Extrapolation error for p = 10
Figure 10: Extrapolation error for p = 12 Figure 11: Extrapolation error for p = 14
Figure 12: Empirical extrapolation error behavior. Figure 6 depicts the setup used to study the extrapolation
error of a singular function. We choose a simple point singularity µ(t) = 1‖t−q‖ where q = (ρ, 0, 0) (black star) with
ρ = −.1. We choose samples at the points ti = (R + ir, 0, 0) for i = 0, . . . , p (black dots) and extrapolate the values
µ(t0), . . . , µ(tp) to t = 0 (green dot). We sweep over a range of R and r values and plot the log of the relative error in
Figures 7 to 11. In these figures, the x-axis is the extrapolation distance R normalized by the distance to the singularity of
the function and the y-axis is the ratio of the total size of the approximation interval (rp) to the extrapolation distance R.
The top of the y-axis corresponds to r = R; rp/R = 1 corresponds to our criteria for high-order convergence. Assuming
that ρ = O(L), r/R can be interpreted as a/b and R/ρ as λb for some constant λ dependent on µ.
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• For a fixed value of R/ρ, the extrapolation error decreases rapidly with rp, up to a certain value
r∗p. This is somewhat counterintuitive, since this means placing points closer together and
extrapolating a further distance relative to rp. It is important to keep in mind that, for a fixed p in
exact arithmetic, letting the interpolation interval size tend to zero produces a Taylor expansion of
order p of the solution u centered at the interval’s origin, accounting for this phenomenon.
• Beyond r∗p, the extrapolation error begin to increase. The effects of finite precision eventually
pollutes the convergence behavior described above. Moreover, the spacing r∗ appears to be a
function of p. For p = 6, r can be reduced to 1/p without any numerical issues, but this value
grows with p, as shown in Figures 7 to 11. By p = 14, only r > 12 is a safe choice for extrapolation.
We do not aim to rigorously analyze these phenomena in this work. We highlight them to provide
empirical evidence that equispaced extrapolation is a reasonable, but not optimal, choice for our problem
of singular/near-singular integration and to provide some intuition for our parameter choices.
We now outline a simple theorem that describes these observations and the behavior of the extrapo-
lation error in Eq. (18).
Theorem 4.2. Let u(x(t)) be the solution to Eq. (2) given by Eq. (4), restricted to an interval in 3D intersecting
x, let c(t) be given by
c(t) = y∗ − (R + tr)n(y∗), (23)
where y∗ is the closest point on Γˆ to x, R = bLy∗ , r = aLy∗ , n(y∗) is the outward surface normal at y∗, and
let u(p)(x(t)) be bounded above by Cp on the interval [−R, R + pr] Let P(t) be the p-th order polynomial
interpolant of u(x(t)) constructed from the check points c0, . . . , cp, where ci = c(i). Then the extrapolation error
associated with hedgehog behaves as follows:
|u(x(t))−P(t)| ≤ Cp
(p + 1)!
|R + rp|p = Cp
(p + 1)!
|b + ap|p · |L|p (24)
Proof. We know that for a smooth function f and points x0, . . . xp, x in some interval on a 1D interval I0,
f (x)−P(x) = f
(p)(ξ)
(p + 1)!
p
∏
i=0
(x− xi) (25)
for some ξ ∈ I0. P is the pth order polynomial interpolating the points x0, . . . xp. In the hedgehog setup,
since R + rp is the distance of the furthest check point to y, we know that x− xi < R + rp for each i.
Since f (t) = u(x(t)) is harmonic, and therefore C∞, in Ω, | f (p)(ξ)| can be uniformly bounded on I0 by
some real constant Cp, Noting that R = bL and r = aL yields our result.
According to Theorem 4.2, to observe high-order convergence in p, we need b + ap < 1. Since p > 1,
a must be chosen to balance out the contribution of p, so we are forced to choose a < 1/p. This requires
choosing b such that b < 1− ap. A smaller value of a allows for better cancellation of the O(pp) term in
Eq. (25). By choosing a and b subject to these constraints and letting them tend to zero at the same rate,
we can achieve pth order convergence for eE in Eq. (18).
In exact arithmetic, a controls how close the convergence order is to p. As mentioned above, by
holding b fixed and letting a→ 0, we recover a pth order Taylor expansion of u centered at c0, which
can be thought of a QBX expansion. This fact is critical to the success of hedgehog . The quadrature error
is essentially determined by b, since it determines the location of c0, which is the closest check point to
Γ. By fixing b and reducing a, we can improve the extrapolation convergence rate without incurring
additional quadrature error.
It is important to keep in mind that Theorem 4.2 only provides insight for moderate values of p; our
conclusions are largely irrelevant for large p. To avoid this problem, we choose p = 6 and a = 1/p and
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leave the construction of an optimal extrapolation extrapolation scheme to future work. In practice, a
higher convergence order can be achieved, but with less confidence in choices of a and b.
Let θ be a scalar function defined on the surface of ∂Ω with |θ| ≤ 1 and let δ be a small real constant.
Suppose the boundary of the domain Ω is perturbed by δ along the normal field of ∂Ω, scaled by θ,
to produce the perturbed domain Ωδ with boundary ∂Ωδ. More concretely, for y ∈ ∂Ω and yδ ∈ ∂Ωδ,
yδ = y+ δθn(y). We can define the Eulerian shape derivative of u with respect to θ, denoted uθ , at a
point x ∈ Ωδ ∩Ω as the rate of change in u at x as δ → 0. This quantity is of interest to us because
the solution to Eq. (2) on Ωδ ∩Ω can be written as u + δuθ , where u is the solution to Eq. (2) on Ω.
Moreover, we can compute the shape derivative by solving a Laplace problem on the unperturbed
domain [Pir82]:
∆uθ = 0 in Ω, uθ = −θ ∂u∂n on ∂Ω. (26)
where u is the solution of the Eq. (2) on Ω. For small δ, this means that the error in the solution
introduced by a boundary perturbation along the field θ can be estimated by δ supΩ ‖uθ‖. Assuming
the boundary is smooth and the gradient of the solution u is bounded, then
‖uθ‖ ≤ Cg sup
∂Ω
∣∣∣∣θ ∂u∂n
∣∣∣∣ ≤ Cg sup
∂Ω
∣∣∣∣∂u∂n
∣∣∣∣ (27)
for some real constant Cg. The right-hand side of Eq. (27) yield a constant C′g, such that if eg < γetarget/C′g
and γ < 1, the change in the solution is less than etarget for a sufficiently small eg. The constant depends
implicitly on the surface geometry: for example, if an area element of ∂Ω is close to a sharp, concave
corner, then ∂u∂n can be arbitrarily large.
4.3. Parameter selection and limitations
As a brief summary of this section, we discuss the selection of various parameters involved in the
hedgehog algorithm and several limitations.
Many of the parameters from Section 3 can be selected a priori. The quadrature order q is chosen
to sufficiently resolve the discretization of the boundary data f and surface geometry Γˆ. For a fixed
set of patches Pcoarse, increasing q (or conversely, fixing q and subdividing Pcoarse) will decrease the
discretization error. Since we adaptively refine the geometry to compute Pcoarse, we choose a fixed
large value, say q > 16. The degree of upsampling required to produce Pfine from Pcoarse has been
handled automatically by the adaptive upsampling algorithm in Section 3.4. We also assume that the
multipole order of the FMM produces errors less than etarget. This only presents a challenge with the
kernel-independent FMM in the extreme cases of very large discretizations to produce high accuracy
solutions; for etarget ≈ 10−7, a multipole order of 12 is sufficient. We choose a higher multipole order
in Section 6 to remove this source of error entirely from consideration. Following the discussion in
Section 4.2, the extrapolation order p is fixed at a low, moderate value; in our tests, we choose p = 6.
Based on Figure 7, we know that choosing a < 1p will produce the best extrapolation results. The
final parameter that remains to be chosen is b, which determines the extrapolation distance R. Since
Section 3.4 ensures quadrature accuracy at a chosen set of check points, we can simply choose b
according to Figure 7 to achieve the desired target accuracy: smaller values of b achieve higher accuracy.
4.3.1. Limitations.Our error discussion highlights several limitations of our method. The first and most
apparent shortcoming is that extrapolation instability fundamentally limits convergence order. However,
for reasonable orders of convergence, up to 14, we have discussed an empirical scheme to choose
parameters to maximize the available convergence behavior. Moreover, low-order surface geometries
used in engineering applications will likely limit the convergence rate before it is limited by the
extrapolation order, making this a non-issue in practical scenarios.
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In [WK19a], the authors demonstrate a relationship between the truncation error of a QBX expansion
and the local curvature of Γˆ. Our scheme also is susceptible to this form of error and we do not address
nor analyze this in this work. This is a subtle problem that requires a detailed analysis of the surface
geometry with respect to the chosen extrapolation scheme. We leave this to a future work that produces
an optimal extrapolation approach in the boundary integral context. Another major limitation is the
like of accurate error estimate to serve as an upsampling criteria, such as [KB19]. Extending [KB19] to
3D surfaces is non-trivial and whether the size of Pfine reduced enough to outweighs the added cost
of the additional Newton iterations remains to be seen. A final comment is lack of direct extension of
hedgehog to oscillatory problems like the Helmholtz equation. Due to the limitation on the values of p,
we can’t guarantee the ability to resolve high-frequency oscillations in the solution; a new extrapolation
procedure is required to do so robustly.
5. Complexity Analysis
In this section, we analyze the complexity of the algorithms required by hedgehog . The input to our
overall algorithm is a domain boundary Γ with Ninit patches and boundary condition f . We begin with
a summary of algorithm parameters that impact complexity:
• The number of patches N after admissibility refinement. This is a function of Ninit, the geometry
of Γ, the definition of f , and the choices of parameters a and b in check point construction.
• Quadrature order q and the degree of smoothness k of Γ and f . We assume that k is sufficiently
high to obtain optimal error behavior for a given q by letting k = 2q in Eq. (22).
• hedgehog interpolation order p.
• The numbers of evaluation points in different zones Nfar, Ninter, and Nnear, with Ntot = Nfar +
Ninter + Nnear.
The complexity is also affected by the geometric characteristics of Γ. These include:
• The maximum patch length Lmax = maxP L(P)
• The relative minimal patch length Lmin = β0Lmax, β0 ≤ 1.
• The minimal feature size relative to Lmax, `min = α0Lmax, which is defined in terms of the local feature
size and the medial axis of Γ. The medial axis of Γ, denoted M(Γ), is the set of points inR3 with more
than one closest point on Γ. For y ∈ Γ, the local feature size `(y) is the distance from y to M(Γ).
We assume that the local feature size is bounded below by α0Lmax, i.e., `(y) ≥ α0Lmax = `min for
y ∈ Γ.
• The maximum variation of area distortion of the parametrization CJ . The variation of the area
distortion of a patch P is CJ(P) = max(u,v) |JP(u, v)|/ min(u,v) |JP(u, v)|, where JP(u, v) is the
Jacobian of P at the point (u, v). We define CJ = maxP∈Γ CJ(P). This value is an indicator of how
non-uniform the parametrization of P is and allows us to estimate how the patch length decreases
with refinement.
We assume that the α0, β0 and CJ are independent of Ninit. We also assume that principal curvatures
are bounded globally on Γ and independent of Ninit. We now briefly summarize the results of this
section:
• Admissibility. (Section 5.1) The complexity of this step is O(Ninit log Ninit), with constants depen-
dent on α0, β0 and CJ . The logarithmic factor is due to use of an AABB tree for closest surface point
queries.
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• Upsampling. (Section 5.2) The complexity of upsampling is O(mN log(N)), where m is the up-
sampling ratio. The logarithmic factor appears for similar reason to admissibility, with constants
that depend on geometric parameters and the boundary condition through the error estimate of
Section 4. We show that the upsampling ratio is independent of N.
• Point marking. (Section 5.3) Identifying which zone an evaluation point belongs to (ΩF,ΩI or ΩN)
depends on N and the total number of points to be classified Ntot = Nfar + Ninter + Nnear. The
complexity is O(Ntot log N) with constants dependent on geometric parameters, due to the cost
of closest surface point queries.
• Far, intermediate and near zone integral evaluation. (Section 5.4) The complexity of these components
depends on N and Nfar, Ninter and Nnear respectively, with the general form O(s1N + s2N′), where
N′ is the number of evaluation points in the corresponding class. For the far field, s1 = s2 = 1. For
the intermediate evaluation, s2 = 1, and s1 = mq2; finally, for the near zone, s2 = p, and s1 = mq2,
the same as in the intermediate zone. If b is chosen appropriately, the intermediate and near zone
error is etarget.
• GMRES solve. Due to the favorable conditioning of the double-layer formulation in Eq. (5), GMRES
converges rapidly to a solution in a constant number of iterations for a given Γ that is independent
of N. This means that the complexity to solve Eq. (5) is asymptotically equal (up to a constant
dependent on Γ) to the complexity equal to a near-zone evaluation with Nnear = N(q + 1)2.
5.1. Admissibility
The patch refinement procedure Section 3.3 to enforce Criteria 1 and 2 of admissibility and achieve
given approximation errors of the geometry eg and boundary data ef is a local operation on each
patch. If we assume that Lmin, Lmax, the partial derivatives of all patches composing Γˆ, and the partial
derivatives of f are bounded, then errors eg and ef can always be achieved after a fixed number of
refinement steps. As a consequence, this stage must have complexity O(Ninit).
We focus on the additional refinement needed to satisfy Criterion 3: ensuring that each check center
cˆ is closest to its corresponding quadrature point y. This can be restated in terms of local feature size: for
a quadrature patch P ∈ Γ and quadrature node x ∈ P with check center cˆ, ‖x− cˆ‖2 ≤ `(x) ≤ α0L0. We
will first relate the number of required refinement steps η to satisfy Criterion 3 to the shape parameters
α0 and CJ , then we will show that this number does not depend on N under our assumptions.
Recall that the distance from a check center to the surface for a patch P is given by R+ r(p+ 1)/2 =
(a + (p + 1)b/2)L(P) = KL(P). After η refinement steps, the area of each child of P relative to P itself
will have decreased by at least by CJ(P)(1/4)η . Since the distance from cˆ to the surface is proportional
to L(P), we can estimate the required level of uniform refinement to satisfy Criterion 3 by requiring
that the check center distance is less than the minimal local feature size, then taking the maximum
value of L(P) over all patches:
KLmax
√
CJ(1/2)η ≤ `min = α0Lmax
This yields
η = d− log2
α0
K
√
CJ
e, (28)
which we note depends only on nondimensional quantities α0, K and CJ characterizing the shape of
the surface and its parametrization. If we assume these to be independent of N, then the number of
required levels of refinement η are also independent of N. This means that the number of patches N
generated Algorithm 1 is a linear function of Ninit, bounded by 4ηNinit.
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Next, we estimate the complexity of work per patch in Algorithm 1 to determine if a given patch
requires refinement. As described in Section 3.3, for each patch, we query the AABB tree TB for patches
that are at the distance R + r(p + 1)/2 = KL(P) from a check center cˆ. The cost of the query is
logarithmic in the number of patches Ninit and proportional to the number of patches N(cˆ) returned.
This means that we need to estimate the number of patches that can be within the distance KL(P) from
cˆ.
Consider an area element dA of Γˆ at a point x0. The parallel surface of dA, given by x0 + hn(x0)
does not have self-intersections when |h| ≤ `min and has a corresponding area element given by
dAh = (1+ hκ1)(1+ hκ2)dA [Kre99, Section 6.2], where κ1 and κ2 are the principal curvatures of Γˆ at
x0. The volume of the truncated cone bounded by dA and dAh of height `min can be computed directly
from the integral
∫ `min
0 dA
hdh:
dV = dA`min(1+
1
2
(κ1 + κ2)`min +
1
3
κ1κ2`
2
min) = dA`min(1+
1
2
H`min +
1
3
K`2min)
where K and H are Gaussian and mean curvatures respectively. As principal curvatures satisfy κi ≥
−1/`min, this expression has minimal value for κ1 = κ2 = −1/`min:
dV ≥ 1
3
`mindA (29)
In other words, each surface element dA has (at least) a volume 13 `mindA with no other surface
elements inside associated with it. From this, we can estimate the total area of surface contained within
distance KL(P) from cˆ by equating Eq. (29) with the volume of a sphere of raidus KL(P), producing
4piK3L(P)3/`min. Since the area of each patch is at least L2min, the number of patches KL(P) from cˆ is
bounded by
N(cˆ) ≤ 4piK3 L(P)
3
`minL2min
≤ 4piK3 L
3
max
`minL2min
=
4piK3
α0β
2
0
(30)
This is independent of Ninit, which means that the complexity of nearest patch retrieval is O(Ninit log Ninit),
with constant given by the product of (30) and 4η , with η given by (28).
To complete the complexity estimate of the admissibility refinement, we need to estimate the cost of
computing the closest point on each patch. The complexity of the Newton’s method for finding roots of
polynomials in Appendix A depends only on the polynomial degree and the desired accuracy of the
optimization, which we can assume to be bounded by floating-point precision [SS17]. We conclude that
the overall complexity of admissibility refinement is O(Ninit log Ninit) with constants proportional to
the patch degree and optimization accuracy.
5.2. Upsampling
We estimate the complexity of the upsampling algorithm in Section 3.4 in terms of N, the number
of patches produced by admissibility refinement, and a parameter e, which is the desired accuracy
achieved by the final upsampled patches at the check points. As the distance from the surface to the
check points ci is bounded from below by aLmin, the V˜ term in Eq. (22) is bounded from above by
CL−2q−1min , for a constant C independent of q. Furthermore, since Γˆ and f are assumed to be smooth,
the density and its derivatives can also be assumed to be bounded. The overall form of the estimate
in Eq. (22) can then be bounded and written as C˜(q)L−2q−1min L˜
2q for some constant C˜(q). The maximum
patch length obtained by refinement L˜ is
L˜ = Lfinemax ≤ Lmax2−η˜ , (31)
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where η˜ is the maximum amount of required patch refinement. By setting C(q)L−2q−1min L˜
2q ≤ e and using
Eq. (31), we can obtain an upper bound for η˜ as a function of Lmin, Lmax, and e:
η˜ ≤ − 1
2q
log2
(
e
L−2q−1min L
2q
maxC(q)
)
= log2 e
−1/(2q) + C¯(q, Lmin, Lmax), (32)
for some constant C¯(q, Lmin, Lmax).
The number of points generated by upsampling is O(4η˜N). Taking powers of both sides of Eq. (32)
yields an estimate in terms of etarget: O((2η˜)2N) ≤ O(e−2/(2q)N) = O(e−1/qN). As discussed in
Section 5.1, the closest point computation needed to determine if a checkpoint is in ΩI has log(N) cost
per point, leading to O(e−1/qN log(N)) overall complexity and an upsampling factor of e−1/q. Since
we desire upsampled quadrature with an accuracy of 10−12, we set e as such to arrive at the desired
complexity.
5.3. Point marking
In the point marking algorithm of Section 3.5, we first use the Laplace FMM to cull points far
from Γ, which requires O(N + Ntot) time. Let L¯ = 1M ∑P∈Pcoarse L(P) be the average patch length.
After FMM culling, the remaining unmarked evaluation points are those whose distances from Γ are
approximately L¯ or less. For each unmarked point x, we query the AABB tree TT for the nearest triangle
in the linear approximation of Pcoarse.
Since there are O(N) such triangles in TT , we can perform this query in O(log N) time [Sam06].
This triangle provides a candidate closest patch that is distance d0 from x. We then use to query TB for
all bounding boxes at distance d0 from x. This query too can be performed in O(log N) time [Sam06]
and returns a bounded number of boxes and that each is processed in constant time, as discussed in
Section 5.1. As the number of unmarked points after culling is bounded above by Ntot, the overall
complexity of our marking scheme is O(Ntot log N).
5.4. Integral evaluation complexity
We assume that geometric admissibility criteria are already satisfied. All integral evaluation is
accelerated using an FMM with complexity O(N + Ntot).
Far zone. The complexity of far evaluation is just the complexity of computing the integrals on Pcoarse
using standard quadrature and FMM acceleration, i.e., O(q2N + Nfar).
Intermediate zone. The complexity of the intermediate zone evaluation is similar to that of the far zone.
However the computation is performed on Pfine rather than Pcoarse, which is up to m times finer than
Pcoarse, with m = O(e−1/q) and e = 10−12. The density values must be interpolated from points in
Pcoarse to points in Pfine: this can be computed in O(mq4N) time using a 2D version of the barycentric
interpolation formula [BT04]. This yields an overall complexity of O(mq4N +mq2N + Ninter). Although
not asymptotically dominant, for all practical target errors, the quadrature evaluation is the dominant
cost in practice due to suppressed FMM -related constants, as demonstrated in Section 6.2.
Near zone. Section 3.1 requires a closest point computation, an intermediate-zone evaluation at p
check points and an extrapolation for each target point in ΩN . The intermediate zone calculation is the
dominant cost, resulting in a complexity of O(mq4N + mq2N + pNnear).
GMRES solve. As a result of the second-kind integral formulation in Section 2, the cost of solving Eq. (5)
via GMRES is asymptotically equal to the cost of a single singular integral evaluation, since the low
number of iterations are independent of N. In our algorithm, this is a special case of near-zone evaluation
with Nnear = q2N, producing a complexity of O(mq4N + mq2N + pq2N) = O((m + p + mq2)q2N).
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Overall complexity for uniform point distribution. We now suppose that we wish to evaluate the solution
u determined by a density φ at a set of uniformly distributed points throughout Ω. We also assume
that Γˆ is discretized uniformly by N patches, i.e., Lmax = O(N−1/2) and that the distances between
samples in Ω and from samples to Γˆ are also O(N−1/2). Since the total number of evaluation points is
proportional to 1/L3max, this implies that Ntot = O(N3/2).
The size of the intermediate zone ΩI is bounded by the estimate discussed in Section 5.2. Letting dI
be the shortest distance along a normal vector of Γˆ which is contained in ΩI , following the discussion
in Section 5.2 yields the following relation:
C˜(n)d−2q−1I L
2q
max ≤ e. (33)
Solving for dI gives us
dI ≤
(
e
C(n)
)− 12q−1
(Lmax)
2q
2q−1 . (34)
We are interested in the regime as N → ∞, or Lmax → 0. Since L
2q
2q−1
max ≤
√
Lmax = O(N−1/4), this gives
us
dI ≤
(
e
C(n)
)− 12q−1
N−1/4 = O(e−1/2qN−1/4) = O(
√
mN−1/4), (35)
after recalling from above that m = O(e−1/q) is the average upsampling rate to produce Pfine from
Pcoarse. The size of the near zone is, by construction, of the order Lmax. It follows that Ninter =
O(
√
mN5/4), and Nnear = O(N).
The overall complexity for this evaluation is the sum of the cost of each separate evaluation:
O(q2N + Nfar + mq4N + mq2N + Ninter + mq4N + mq2N + pNnear)
= O
(
(m + mq2)q2N + Ntot + (p− 1)Nnear
)
Using the estimates for Ntot and Nnear and dropping dominated terms, we obtain O((m + mq2)q2N +
N3/2) for the overall complexity. This suggests that for a given q and e, the minimal cost is obtained
from choosing the number of discretization points N = O(m2), i.e., N = O(e−2/q).
6. Results
We now demonstrate the accuracy and performance of hedgehog to evaluate singular/near-singular
layer potentials on various complex geometries to solve the integral equation in Eq. (5) and evaluate the
solution as defined in Eq. (4).
6.1. Classical convergence with patch refinement
We will first discuss the numerical convergence behavior of hedgehog . In this section, we choose
the hedgehogparameters r and R to proportional to
√
L to demonstrate numerical convergence as a
function of patch size, as mentioned in [KBGO13].
In our examples, we use analytic solutions to Eq. (2) obtained as sums of point charge functions of
the form
uc(x) =
m
∑
i=1
G(x, yi)ηi, (36)
27
where the charge locations yi with strengths ηi are outside of Ω. To construct specific solutions, we
sample a sphere of radius one with point charges, as shown in Figures 13 and 14. We choose charge
strengths ηi randomly from [0, 1]d, where d = 1 for Laplace problems and d = 3 for Stokes and elasticity
problems.
As discussed in Section 4, assuming the interpolation and FMM errors are sufficiently small, the
overall numerical error of hedgehog can be expressed as the sum of extrapolation and quadrature errors.
We use the multipole order to m = 20 with 5000 points per leaf box for the kernel-independent FMM ,
which ensures small FMM error. Sufficiently many of points per leaf box is needed both to optimize
performance and minimize the additional error due to tree depth; in kernel-independent FMM , there
error accumulation in translation operators between levels.
Figure 13: Geometry and singularities used for Green’s Identity convergence tests. Shown are polynomial patches
defining boundary geometry (black lines) and point singularities placed on the surface on a sphere of radius one.
Singularity strengths are randomly selected values in [0, 1]; shown is the strength intensity for Laplace problems, which
varies from blue to red. We use 96 20th-order polynomial patches for the cube (left) and 32 cubic patches for the torus
(right).
6.1.1. Green’s Identity.We report the accuracy of the hedgehog evaluation scheme in Table 1, where we
verify Green’s Identity for a random known function uc in Eq. (36). We evaluate the Dirichlet and
Neumann boundary data due to uc at the discretization points of Γˆ and use one-sided hedgehog to
evaluate the corresponding single- and double-layer potentials at the same discretization points. With
each column of Table 1, we subdivide Pcoarse to more accurately resolve the boundary condition. The
error shown in Table 1 is the `∞-relative error in the solution value∥∥∥S [ ∂uc∂n ] (x)−D [uc] (x)− uc(x)∥∥∥∞
‖uc‖∞ , (37)
where S and D are the single- and double-layer singular integral operators discretized and computed
with hedgehog . In these tests, we choose p = 6, r = .004
√
L (a = .004/
√
L), R = .03
√
L (b = .03/
√
L),
q = 20 (400 quadrature points per patch in Pcoarse) and use two levels of uniform upsampling. We
observe roughly 5th order convergence on both the cube and torus test geometries in Fig. 13 for each of
the tested PDE’s.
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Geometry PDE Relative `∞ error (Number of patches) EOC
Cube Laplace 1.06× 10−4 (96) 4.78× 10−6 (384) 9.14× 10−8 (1536) 4.35× 10−9 (6144) 4.77
(Fig. 13-left) Elasticity 1.68× 10−3 (96) 6.94× 10−5 (384) 1.53× 10−6 (1536) 1.33× 10−8 (6144) 5.74
Stokes 1.92× 10−3 (96) 7.95× 10−5 (384) 1.74× 10−6 (1536) 1.53× 10−8 (6144) 5.72
Torus Laplace 2.05× 10−3 (32) 7.52× 10−5 (128) 3.79× 10−6 (512) 8.48× 10−8 (2048) 5.45
(Fig. 13-right) Elasticity 4.38× 10−2 (32) 1.17× 10−3 (128) 5.08× 10−5 (512) 1.42× 10−6 (2048) 5.09
Stokes 5.03× 10−2 (32) 1.33× 10−3 (128) 5.81× 10−5 (512) 1.65× 10−6 (2048) 5.09
Table 1: `∞ Relative error in Green’s Identity versus number of patches.. The solution to Eq. (2) due
to a known function uc, shown in Fig. 13 is computed via Green’s Identity. We evaluate the single- and double-layer
potentials with hedgehog due to the Dirichlet and Neumann boundary data and compare against the known value of uc
on the boundary. Each column is the result of an additional level of uniform quadrisection of the patches in Pcoarse. The
final column (EOC) is the estimated convergence order, computed via least-squares log-log fit of the error as a function of
max patch size.
Figure 14: Geometry and singularities used for solver convergence tests. Figures are similar to Fig. 13, but displaying
geometries for testing the convergence of hedgehogwithin a GMRES solver. We use 30 16th-order polynomial patches for
the pipe (left) and 50 20th-order patches for the genus two surface (right). Note the proximity of the singularities to the
domain of the genus two surface; the nearest singularity is less than .05L from Γˆ.
6.1.2. Solution via GMRES.We report the accuracy of the hedgehog scheme when used to solve Eq. (2) via
the integral equation in Eq. (5). Two-sided hedgehog is used in the matrix-vector multiply inside GMRES
to solve Eq. (5) for the values of the density φ at the discretization points. Then one-sided hedgehog is
used to evaluate Eq. (9) at a slightly coarser discretization. Since GMRES minimizes the residual at the
original discretization of Eq. (5), this final step prevents an artificially accurate solution by changing
discretizations. Table 2 lists the `∞ relative error values for the total solve and evaluation steps using
Section 3.1 as we refine Pcoarse by subdivision as in the previous section. In these tests, we choose
p = 6, r = .005
√
L (a = .005/
√
L), R = .03
√
L (b = .03/
√
L), q = 20 (400 quadrature points per patch
in Pcoarse) and use two levels of uniform upsampling. As for previous examples, we observe at least 5th
order convergence on all tested geometries in Fig. 14 and Fig. 13-left and all PDE’s. We include the cube
example as an additional demonstration of a high accuracy solution via GMRES with our approach.
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Geometry PDE Relative `∞ error (Number of patches) EOC
Cube (Fig. 13-left) Laplace 2.70× 10−6 (96) 1.92× 10−7 (384) 4.47× 10−9 (1536) 5.13× 10−11 (6144) 5.35
Pipe Laplace 5.99× 10−4 (30) 3.03× 10−5 (120) 6.68× 10−7 (480) 2.27× 10−8 (1920) 5.92
(Fig. 14-left) Elasticity 7.17× 10−2 (30) 3.57× 10−3 (120) 8.90× 10−5 (480) 4.14× 10−6 (1920) 5.45
Stokes 8.53× 10−2 (30) 4.12× 10−3 (120) 1.03× 10−4 (480) 4.73× 10−6 (1920) 5.43
Genus 2 Laplace 4.00× 10−2 (50) 1.25× 10−4 (200) 1.54× 10−6 (800) 5.73× 10−10 (3200) 8.76
(Fig. 14-right) Elasticity 9.20× 10−2 (50) 1.05× 10−3 (200) 1.00× 10−5 (800) 9.44× 10−8 (3200) 6.89
Stokes 1.03× 10−1 (50) 1.18× 10−3 (200) 1.15× 10−5 (800) 1.03× 10−7 (3200) 6.88
Table 2: `∞ Relative error in GMRES solve and solution evaluation versus number of patches. We solve
Eq. (2) by discretizing and evaluating the layer potential in the integral equation in Eq. (5) as described in Section 3.1.
We use two-sided hedgehog inside of GMRES to solve for φ, then evaluate Eq. (9) with one-sided hedgehog at a new set
of points on Γˆ. Each column is the result of an additional level of uniform quadrisection of the patches in Pcoarse. The
final column (EOC) is the estimated convergence order, computed via least-squares log-log fit of the error as a function of
max patch size.
6.2. Comparison with [YBZ06]
We turn our attention to [YBZ06], a previously proposed high-order, kernel-independent singular
quadrature method in 3D for complex geometries. Since hedgehog shares these characteristics, we will to
compare the two approaches in this section.
6.2.1. Complexity comparison..The algorithm of [YBZ06] substantially differs from hedgehog in two
main ways. First, on-surface singular integral evaluation is computed in [YBZ06] by subtracting the
inaccurate part of the FMM -accelerated smooth quadrature rule using a partition-of-unity (POU ) function,
then adding an accurately computed part singular integral close to singularity via polar quadrature.
Second, [YBZ06] sets more algorithms parameters a priori rather than determining them adaptively.
Specific choices used in [YBZ06] may be considered optimal for the uniform volume point distribution
described in Section 5.4, but need to be adjusted based on additional analysis for other distribution
types. Additionally, [YBZ06] has a trade-off between accuracy and complexity proportional to the
POU radius dP, which hedgehogdoes not have.
The intermediate and far zone complexity estimates are similar for both hedgehog and [YBZ06]. The
near-zone complexity for the algorithm of [YBZ06] has an additional term of the form O(Nd2P/L
2
max),
where dP is the radius of the POU function. For simplicity, we use Lmax as a measure of surface sampling
density as in Sections 5.1 and 5.2, since Lmax and the h from [YBZ06] differ by a constant.
The error of [YBZ06]’s singular evaluation is O(d−2q−1P L
2q
max), for an optimally chosen local quadra-
ture rule. We note that the factor d−2q−1P is entirely an artifact of using a compactly supported
POU function to localize the singular integral computation. As observed in [YBZ06], to achieve optimal
convergence as the surface is refined, dP needs to decrease slower than Lmax, i.e., slower than N−1/2,
under the assumptions on point distribution in Ω from Section 5.4. In [YBZ06], dP = O(N−1/2(1+γ)) is
suggested. As a result, the overall complexity is O(N1+γ) and grows faster than N.
By choosing γ = 12 , [YBZ06]’s final complexity becomes O(N
3/2) in order to produce an error
proportional to N(−2q+1)/4. In other words, the work needed for an error e is proportional to e−6/(2q−1),
which is asymptotically higher than hedgehog (with e from Section 5.2). On the other hand, our method
has the disadvantage of requiring p check point evaluations for every sample point in Nnear. This
requires an FMM call that is (m + p)-times larger than [YBZ06]. In common use cases, such as solving
Eq. (5) via GMRES, repeated hedgehog evaluations through a more expensive FMM can require more work
in practice for lower accuracy than [YBZ06].
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6.2.2. Experimental comparison..To understand the performance of these two methods and see the impli-
cations of this complexity difference in practice, we now compare the performance of hedgehogwith
that of [YBZ06] on several concrete numerical examples. The metric we are interested is cost for a given
relative error. Assuming the surface discretization is O(N), we measure the cost of a method as its total
wall time during execution T divided by the total wall time of an FMM evaluation on the same O(N)
discretization, TFMM. By normalizing by the FMM evaluation cost, we minimize the dependence of the
cost on machine- and implementation-dependent machine-dependent parameters, such as clock speed,
cache size, performance optimizations, etc.
We run the tests in this section on the cube geometry shown in Fig. 13-left. We focus on the singular
quadrature scheme of [YBZ06]. The near-singular quadrature of [YBZ06] is algorithmically similar to
hedgehog , but since a distinct relatively expensive singular quadrature rule is used, it has a higher total
cost. As a result, the accuracy of near-singular evaluation of [YBZ06] is bounded by the accuracy of
the singular evaluation. This means that the cost of the near-singular scheme of [YBZ06] will quickly
surpass hedgehog as the target accuracy increases. Moreover, using hedgehog for singular quadrature is
adversarial in the sense of accuracy, since the extrapolation error is maximized for evaluation points on
the surface. This means we are comparing the worst-case error of hedgehogwith the average-case error
of [YBZ06].
Comparison on C∞ surface of [YZ04]. An important contribution of [YBZ06] was the use of a C∞ surface
representation, first introduced in [YZ04], allowing for exponential accuracy via the trapezoidal rule
and simple resampling for singular quadrature. To fairly compare the two quadrature methods, we have
implemented a modified version of hedgehog on the surface representation of [YZ04]. The algorithm of
Section 3.1 has the following modifications: (i) we discretize the vertex-centered patches of [YZ04] with
the tensor-product trapezoidal rule for compactly supported functions with spacing parameter h, as
in [YBZ06]; (ii) the upsampled quadrature rule uses a trapezoidal rule with spacing h/4; (iii) density
interpolation is computed with FFT ’s, as in [YBZ06]; the rest of the algorithm proceeds unchanged. This
essentially matches Section 3.1 but uses the discretization scheme of [YBZ06] instead of Clenshaw-Curtis.
For each of the tests in this section, we choose some initial spacing parameter h0 to discretize the
surface of [YZ04] as in [YBZ06] and use the same 16× upsampled grid to evaluate both hedgehog and
[YBZ06]. We apply the modified hedgehog algorithm and the scheme of [YBZ06] with spacing h0 and
compute the relative error and collect timing statistics. We repeat this test with h0/2i for i = 1, . . . 4 and
plot the results. This ensures that the smooth quadrature rule used by both methods have the same
resolution.
We choose the floating partition of unity size in [YBZ06] to be
√
h as in the original work. As in
the previous section, we choose the parameters r and R of hedgehog to be O(
√
h) to observe standard
convergence behavior. For both quadrature methods, we use a multipole order of 16 for PVFMM with at
most 250 points in each leaf box and with the same initial spacing.
In Figs. 15 and 16, we summarize our results for two test cases. In Fig. 15, we evaluate Eq. (9) using
one-sided hedgehog and the singular quadrature method of [YBZ06] with the density φ = 1, in order
to demonstrate their behavior without interaction with GMRES. In Fig. 16, we construct a boundary
condition using Eq. (36) with random charge values and solve Eq. (5) using two-sided hedgehog and
with the singular quadrature method of [YBZ06] inside of GMRES. We then evaluate the singular integral
at a finer discretization of the surface using either one-sided hedgehog or [YBZ06], respectively. From left
to right, each plot details the total cost of each scheme, the cost of each subroutine for hedgehog (denoted
HH) and the singular quadrature scheme of [YBZ06] (denoted POU), and the relative error as a function of
h. Each data point in the plots, from right to left, is the result of running the method on a discretization
with spacing h0/2i for i = 0, . . . , 4. We plot the cost of both schemes the cost of each algorithmic step as
a function of their computed relative error. In each figure, we present results for a Laplace problem
(top) and an elasticity problem (bottom), to highlight the difference in performance between scalar and
vector kernels.
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Figure 15: Comparison of hedgehog (HH) versus [YBZ06] (POU) on the surface representation of [YZ04]
evaluating double-layer potential with φ = 1. Laplace (top) and elasticity (bottom) problems solved on the cube
shown in Fig. 13. From left to right, we plot the total cost of each scheme, the cost of each subroutine for hedgehog (blue)
and the singular quadrature scheme of [YBZ06] (red), and the relative error as a function of h. The plots show the cost
and relative error for h0 = .3 representing the right-most data point and each point to the left corresponding to a spacing
of hi = h0/2i. For the Laplace problem, we choose r = .186
√
h, R = 1.12
√
h and p = 6 for hedgehog parameters; for
the elasticity problem, we choose r = .133
√
h, R = .8
√
h and p = 6. The initial spacing parameter is h0 = .3.
As expected, the hedgehog total cost curves lie somewhere between 1 and 10, since the required
FMM evaluation is (m + p)-times larger than N. This step is the dominant cost: the next most expensive
step is density interpolation, which is two orders of magnitude faster. Initially, the main cost of [YBZ06]
is FMM evaluation time, but eventually the local correction cost begins to dominant. Note that the
hedgehog and [YBZ06]-FMM curves are not quite flat, due to the initial quadratic complexity of a shallow
FMM tree.
From Figs. 15 and 16, we observe a higher convergence rate for hedgehog than [YBZ06], except for
the elasticity solve in Fig. 16-bottom where the methods perform about equally. This allows the cost of
hedgehog to decrease below [YBZ06] for errors less than 10−7 for Laplace problems. More importantly,
however, [YBZ06] outperforms hedgehog for elasticity problems for all tested discretizations, and also
for low and moderate accuracy Laplace problems. This is due to the greater complexity of a vector
FMM evaluation compared to a scalar one; the m + p factor saved in the FMM can be accelerated more
efficiently with the small dense linear algebra computations of local corrections in [YBZ06]. This means
that a local singular quadrature method of worse complexity can beat a global method, simply by virtue
of reducing the FMM size. Moreover, our implementation of [YBZ06] is not highly optimized, so we can
expect a well-engineered POU singular quadrature implementation such as [MCIGO19] to widen this gap.
By noting the large difference between the hedgehog FMM cost and the hedgehogdensity interpolation,
we can reasonably infer that a local hedgehog scheme should narrow this gap and outperform [YBZ06],
assuming that this transition does not dramatically affect error convergence.
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Figure 16: Comparison of hedgehog versus [YBZ06] on the surface representation of [YZ04] solving via
GMRES for uc. This figure’s format is similar to Fig. 15. For the Laplace problem, we choose r = .028
√
h, R = .172
√
h
and p = 6 for hedgehog parameters; for the elasticity problem, we choose r = .042
√
h, R = .253
√
h and p = 6. The
initial spacing parameter is h0 = .3.
Comparison on approximate polynomial surfaces. To compare the full hedgehogmethod with [YBZ06], we
fit polynomial patches to the C∞ surface of [YZ04], denoted Γb, to produce a polynomial surface Γp,
as described in Section 2. We then apply our geometry preprocessing algorithms to Γp to produce
Pcoarse. After producing Pfine with two levels of uniform upsampling, we solve Eq. (5) with two-sided
hedgehogon Γp and evaluate the solution on the boundary with one-sided hedgehog . We then solve
for the solution to Eq. (5) on Γb using [YBZ06]. Extrapolation parameters in hedgehog are chosen to be
proportional to
√
L once again.
Similar conclusions can be drawn from Fig. 17 as from the previous tests: hedgehog is more efficient
in the high-accuracy regime for Laplace problems, but [YBZ06] is more efficient for low-accuracy
Laplace and elasticity problems. However, main difference from the previous section is that the
crossover point in performance appears to be larger; hedgehogbecomes more efficient than [YBZ06]
around 10−5 and the gap between hedgehog and [YBZ06] for elasticity is less dramatic at 10−8. We
attribute this improvement to the more efficient Clenshaw-Curtis discretization of hedgehog compared
to the overlapping trapezoidal discretization of [YBZ06]. This is further supporting evidence that a local
hedgehog implementation should surpass [YBZ06].
6.3. Full algorithm on interlocking torii
We now demonstrate the full algorithm pipeline on an exterior Laplace problem, whose boundary
is defined by four interlocking torii shown in Fig. 18. The domain boundary is contained in the box
[−3.8, 2.4]× [−1.1, 1.1]× [−1, 1]. The shortest distance between two adjacent torii is less than 10% of a
polynomial patch length defining the boundary. We again use a boundary condition of the form Eq. (36),
with a single point charge located at (0, .03, .875), inside the upper half of the second torus from the
right in Fig. 18. This problem is challenging due to the nearly touching geometry of the torii, along
with the singularity placed close to the boundary. We run the admissibility and adaptive upsampling
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Figure 17: Comparison of hedgehogon polynomial patches from Section 2 versus [YBZ06] on the
surface representation of [YZ04] solving via GMRES for uc. This figure’s format is similar to Fig. 15. We plot
error convergence of [YBZ06] as a function of h and hedgehog as a function of L, due to the distinct discretizations.
For hedgehog parameters, we choose r = .013
√
L, R = .075
√
L for the Laplace problem; for the elasticity problem, we
choose r = .013
√
L, R = .08
√
L. We choose p = 6 and q = 15 for both problems. For [YBZ06] the spacing is h0 = .35.
algorithms outlined in Section 3, solve Eq. (5) using two-sided hedgehog , and evaluate the solution on
the boundary using one-sided hedgehog . The absolute error in the ∞-norm of the singular evaluation
is plotted on the boundary surface.
Using a = .1, b = .025, p = 6 and q = 20, we achieve a maximum pointwise error of 1.29× 10−5.
GMRES was able to reduce the residual by a 10−13 over 109 iterations. On a machine with two Intel Xeon
E-2690v2 3.0GHz CPU’s, each with 10 cores, and 100 GB of RAM, the GMRES solve and interior evaluation
required 5.7 hours.
6.4. Solution on complex geometry
We have demonstrated in [LMR+19] a parallel implementation of Section 3.1, applied to simulating
red blood cell flows. The surface geometry of the blood vessel shown in Fig. 19 is complex, with rapidly
varying curvatures and geometric distortions due to singular vertices in the surface mesh. Since the
surface is admissible, we are able to apply parallel hedgehogdirectly without geometric preprocessing
to solve an interior Dirichlet Stokes problem. We use a = .125, b = .125, p = 6 and q = 16 as simulation
parameters.
Using 32 machines each with twenty 2.6 Ghz cores with 100GB of RAM, we achieve a maximum
pointwise error of 3× 10−6 when solving a Stokes problem with constant density. We then place a
random vector point charge two patch lengths away from the domain boundary (on the left side of
Fig. 19, solve Eq. (5) using two-sided hedgehog , and evaluate the solution on the boundary using
one-sided hedgehog . The absolute error in the ∞-norm of the singular evaluation is plotted on the
boundary surface. We achieve a maximum pointwise error of 1.8× 10−2.
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Figure 18: Absolute error of GMRES solve via hedgehogon interlocking torii. The admissible set of 912
patches in Pcoarse used to solve Eq. (5) is shown (black lines denote patch boundaries). The point charge generated the
boundary condition is located within the second torus from the right.
7. Conclusion
We have presented hedgehog , a fast, high-order, kernel-independent, singular/near-singular quadra-
ture scheme for elliptic boundary value problems in 3D on complex geometries defined by piecewise
tensor-product polynomial surfaces. The primary advantage of our approach is algorithmic simplicity:
the algorithm can implemented easily with an existing smooth quadrature rule, a point FMM and 1D and
2D interpolation schemes. We presented fast geometry processing algorithms to guarantee accurate
singular/near-singular integration, adaptively upsample the discretization and query local surface
patches. We then evaluated hedgehog in various test cases, for Laplace, Stokes, and elasticity problems
various patch-based geometries and thoroughly compared with [YBZ06].
[LMR+19] demonstrates a parallel implementation of hedgehog , but the geometric preprocessing
and adaptive upsampling algorithms are not currently parallelized. This is a requirement to solve truly
large-scale problems that exist in engineering applications. Our method can also be easily restructured
as a local method. The comparison in Section 6.2 highlights an important point: a local singular
quadrature method can outperform a global method for moderate accuracies, even when the local scheme
is asymptotically slower. This simple change can also dramatically improve both the serial performance
and the parallel scalability of hedgehog shown in [LMR+19], due to the decreased communication
of a smaller parallel FMM evaluation. The most important improvement to be made, however, is the
equispaced extrapolation. Constructing a superior extrapolation procedure, optimized for the boundary
integral context, is the main focus of our current investigations.
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Figure 19: Absolute error of GMRES solve via hedgehogon complex blood vessel geometry used in
[LMR+19]. The blood vessel uses 40,960 8th order polynomial patches (black edges denote patch boundaries). The
geometry is admissible by construction. The point charge is located on left side of the figure
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Appendix A. Optimization to finding the closest point
We include our algorithm to find the closest point y on a patch P to a point x ∈ R3 in the section for
completeness. For a quadrature patch P and point x ∈ R3, we need to compute a point y = P(u∗, v∗)
such that
(u∗, v∗) = arg min
(u,v)∈[−1,1]2
‖x− P(u, v)‖22 = arg min
(u,v)∈[−1,1]2
r(u, v) · r(u, v) (A.1)
where r = r(u, v) = x− P(u, v); let g(u, v) = r · r. We first consider the unconstrained problem
(u∗, v∗) = arg min
(u,v)∈R2
‖x− P(u, v)‖22 (A.2)
We solve this optimization problem with Newton’s method. The first and second derivatives of g can
be evaluated efficiently, since they are polynomials of fixed order. The gradient and Hessian of the
objective function are:
∇g =
(−Pu · r
−Pv · r
)
, ∇2g =
(
Pu · Pu − r · Puu Pu · Pv − r · Puv
Pu · Pv − r · Puv Pv · Pv − r · Pvv
)
. (A.3)
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The optimality conditions are
P∗u · r∗ = 0, P∗v · r∗ = 0, (u, v) = (u∗, v∗). (A.4)
at a local optimum (u∗, v∗).
Let gi = g(ui, vi), where (ui, vi) is the value of the solution during the ith iteration of Newton’s
method. To solve for the descent direction in Newton’s method, we need to solve
∇2gi ηi = −∇gi (A.5)
where ηi = (∆ui,∆vi) is the ith Newton update to (ui, vi) such that
ui+1 = αi∆ui + ui, vi+1 = αi∆vi + vi (A.6)
We use four iterations of a backtracking line search with an Armijo condition to compute the step
length αi to ensure an appropriate size step is taken in case the initial guess is outside the region of
quadratic convergence. We compute the solution (u∗, v∗) by iterating
(un, vn) = (un−1, vn−1) + αn−1ηn−1, while Pu · r > eopt, Pv · r > eopt, (A.7)
until convergence. When we’ve found a solution i.e. g ≈ eopt, r ≈ n(y).
If (u∗, v∗) ∈ (−1, 1)2, then the solution to the unconstrained problem is also the solution to the
constrained problem. However, if the closest point lies in R \ [−1, 1]2, we need to ensure the inequality
constraints are satisfied. Additionally, if (u∗, v∗) is on the boundary of [−1, 1]2, either u∗ or v∗ should
be exactly zero; with the optimization scheme above, we can only claim that |u∗| < eopt (similarly for
v∗). To address both of these troubles, we can solve a one-dimensional projection of Eq. (A.5) on to the
boundary of [−1, 1]2. For example, to find the closest point along the edge v = 0, the Newton iteration
becomes
un = un−1 + αn−1
−Pu · r
Pu · Pu − r · Puu , (A.8)
where Pu, Puu and r are evaluated at un−1. Since the boundary is composed of [−1, v], [1, v], [u,−1], [u, 1]
for u, v ∈ [−1, 1], we solve Eq. (A.8) once for each interval.
This final algorithm to compute the closest point is as follows:
1. We solve Eq. (A.5) on an extended parameter domain [−1− c, 1+ c]2, and terminate the Newton
iteration if (ui, vi) walks outside this boundary. If the Newton iteration terminates inside [−1, 1]2,
then we’ve found the closest point. We typically choose c = .2.
2. If the solution is outside [−1, 1]2, we solve Eq. (A.5) along each component of the boundary
of [−1, 1]2, also on an extended parameter domain [−1− c, 1+ c], by choosing an initial guess
contained within the interval. The solution to these four problems that yields a minimal distance
to x to used as the closest point, if the solution is inside [−1, 1].
3. If the closest point on the boundary is still outside of [−1, 1]2, the closest point to x is chosen from
P(−1,−1), P(−1, 1), P(1,−1), and P(1, 1) closest to x.
This gives us an algorithm to compute the closest point on a quadrature patch P to x. On average, the
1D and 2D Newton minimizations converge in ten iterations on average.
Appendix B. Kernels
Here we list the elliptic PDE’s investigated in this work along with the associated kernels for their
single- and double-layer potentials. In this section, x and y are in R3, x is the point of evaluation and y
is a point on the boundary and r = x− y. Recall that n is the outward pointing unit normal at y to
the domain boundary Γ. We denote the single layer kernel, also known as the fundamental solution or
Green’s function of the PDE, by S and the double layer kernel by D.
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1. Laplace equation:
∆u = 0
S(x, y) =
1
4pi
1
‖r‖ , D(x, y) = −
1
4pi
r · n
‖r‖3
2. Stokes equation:
µ∆u−∇p = 0, ∇ · u = 0
S(x, y) =
1
8piµ
(
1
‖r‖ +
r⊗ r
‖r‖3
)
, D(x, y) = − 3
4µpi
r⊗ r
‖r‖5 (r · n)
3. Elasticity equation:
µ∆u− µ
1− 2ν∇(∇ · u) = 0
S(x, y) =
1
16piµ(1− ν)
(
3− 4ν
‖r‖ +
r⊗ r
‖r‖3
)
,
D(x, y) = − 1− 2ν
8µ(1− ν)
(
1
‖r‖3 (r⊗ n− (r · n)I − n⊗ r)−
3
1− 2ν
(r · n)(r⊗ r)
‖r‖5
)
Appendix C. Proof of Theorem 4.1
We are interested in computing the error incurred when approximating a 2D surface integral with an
interpolatory quadrature rule. In 1D on the interval [−1, 1], we’re interested in the quantity
Rq[ f ] = I[ f ]−Qq[ f ] (C.1)
where
I[ f ] =
∫ 1
−1
f (x)dx (C.2)
Qq[ f ] =
q
∑
i=0
f (xi)wi, (C.3)
(C.4)
for quadrature weights wi for a q-point quadrature rule. For a 2D double integral, we define a similar
relationship between the remainder, the exact integral and the qth order quadrature rule:
R2q[ f ] = I
2[ f ]−Q2q[ f ] (C.5)
where
I2[ f ] =
∫ 1
−1
∫ 1
−1
f (x, y)dxdy (C.6)
Q2q[ f ] =
q
∑
j=0
q
∑
i=0
f (xi, yj)wiwj, (C.7)
For a function of two variables f (x, y), we will denote Ix[ f ] =
∫ 1
−1 f (x, ·)dx as integration with
respect to the x variable only, which produces a function of y. The same subscript notation applies
to Rq,x[ f ] and Qq,x[ f ] and use similar notation for y: we apply the 1D functional to the variable in the
subscript, producing a 1D function in the remaining variable. We observe that
I2[ f ] =
∫ 1
−1
(∫ 1
−1
f (x, y)dx
)
dy =
∫ 1
−1
Ix[ f ]dy = Iy[Ix[ f ]] (C.8)
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Following the discussion in [aKT17], we substitute into Eq. (C.8) and have
I2[ f ] = Iy[Rq,x[ f ] + Qq,x[ f ]] (C.9)
= Rq,y[Rq,x[ f ] + Qq,x[ f ]] + Qq,y[Rq,x[ f ] + Qq,x[ f ]] (C.10)
= Rq,y[Rq,x[ f ]] + Qq,x[Rq,y[ f ]] + Qq,y[Rq,x[ f ]] + Qq,y[Qq,x[ f ]] (C.11)
We assume that the higher-order “remainder of remainder” term contributes negligibly to the error.
Although it has been shown that this term has a non-trivial contribution to a tight error estimate [EJJ15],
we are able to provide a sufficiently tight upper bound. For large q, the quadrature rule approaches the
value of the integral, i.e., Qq,β ≈ Iβ for β = x, y, we’re left with:
I2[ f ] ≈ Ix[Rq,y[ f ]] + Iy[Rq,x[ f ]] + Q2q[ f ], (C.12)
and hence:
R2q[ f ] ≤ Ix[Rq,y[ f ]] + Iy[Rq,x[ f ]] (C.13)
From [Tre08, Theorem 5.1], we recall that for a 1D function θ defined on [−1, 1], if Qq[θ] is computed with
Clenshaw-Curtis quadrature, θ is Ck and ‖θ(k)‖T < V on [−1, 1] for real finite V, then for sufficiently
large q, the following inequality holds
Rq[θ] ≤ 32V15pik(2q + 1− k)k , (C.14)
where ‖α‖T = ‖α′/
√
1− x2‖1. We’re interested in integrating a function θ˜ over an interval [−h, h] for
various h. If θ˜ is Ck and ‖θ˜‖T < V′ on [−h, h] for a real constant V′ independent of h, then we can
define θ(x) = θ˜(hx) on [−1, 1] and apply Eq. (C.14):
Rq[θ˜] ≤ 32h
k+1V′
15pik(2q + 1− k)k . (C.15)
This follows directly from the proof of [Tre08, Theorem 4.2] applied to θ by replacing θ with θ˜(hx) and
noting that θ(k)(x) = hk θ˜(k)(hx). The change of variables produces the first power of h, while each of
the k integration by parts produces an additional power of h. In the context of hedgehog , the size of h
is proportional to the edge length of the subdomain Di outlined in Section 2.2.
Applying Eq. (C.15) to Eq. (C.13), and again letting f (x, y) = Θ(hx, hy), gives us
R2q[ f ] ≤
32hk+1
15pik(2q + 1− k)k
[
Ix[V′y(x)] + Iy[V′x(y)]
]
(C.16)
where V′y(x) = maxy ‖Θ(k)(hx, hy)‖T and V′x(y) = maxx ‖Θ(k)(hx, hy)‖T for fixed values of x, y. If we
can choose a V˜ that is strictly greater than V′x(y) and V′y(x) for any x, y in I2, we are left with
R2q[ f ] ≤
128hk+1V˜
15pik(2q + 1− k)k . (C.17)
Applying this to the integration of double layer potentials, we can simply let V˜ be the largest variation
of the kth partial derivatives of the integrand of any single patch in Eq. (7). In fact, we know that this
value is achieved at the projection of x on the patch Pi closest to x, i.e., (u∗, v∗) = argminI2‖x− Pi(u, v)‖2.
We can also choose h = maxi hi to observe standard high-order convergence as a function of patch
domain size, which we summarize in the following theorem. The smoothness and bounded variation
assumptions required to apply Eq. (C.14) to our layer potential follow directly from the smoothness of
u(x) in Ω. The theorem then follows.
39
References
[AFAH+19] Mustafa Abduljabbar, Mohammed Al Farhan, Noha Al-Harthi, Rui Chen, Rio Yokota,
Hakan Bagci, and David Keyes. Extreme scale fmm-accelerated boundary integral equation
solver for wave scattering. SIAM Journal on Scientific Computing, 41(3):C245–C268, 2019.
[AH09] Kendall Atkinson and Weimin Han. Numerical solution of fredholm integral equations of
the second kind. In Theoretical Numerical Analysis, pages 473–549. Springer, 2009.
[aKT16] Ludvig af Klinteberg and Anna-Karin Tornberg. A fast integral equation method for solid
particles in viscous flow using quadrature by expansion. Journal of Computational Physics,
326:420–445, 2016.
[aKT17] Ludvig af Klinteberg and Anna-Karin Tornberg. Error estimation for quadrature by
expansion in layer potential evaluation. Advances in Computational Mathematics, 43(1):195–
234, 2017.
[aKT18] Ludvig af Klinteberg and Anna-Karin Tornberg. Adaptive quadrature by expansion
for layer potential evaluation in two dimensions. SIAM Journal on Scientific Computing,
40(3):A1225–A1249, 2018.
[Alp99] Bradley K Alpert. Hybrid gauss-trapezoidal quadrature rules. SIAM Journal on Scientific
Computing, 20(5):1551–1584, 1999.
[Bar14] Alex H Barnett. Evaluation of layer potentials close to the boundary for laplace and
helmholtz problems on analytic planar domains. SIAM Journal on Scientific Computing,
36(2):A427–A451, 2014.
[BB08] Alex H Barnett and Timo Betcke. Stability and convergence of the method of fundamental
solutions for helmholtz problems on analytic domains. Journal of Computational Physics,
227(14):7003–7026, 2008.
[BBHP19] Alex Bespalov, Timo Betcke, Alexander Haberl, and Dirk Praetorius. Adaptive bem with op-
timal convergence rates for the helmholtz equation. Computer Methods in Applied Mechanics
and Engineering, 346:260–287, 2019.
[Bea04] J Thomas Beale. A grid-based boundary integral method for elliptic problems in three
dimensions. SIAM Journal on Numerical Analysis, 42(2):599–620, 2004.
[BG12] James Bremer and Zydrunas Gimbutas. A nyström method for weakly singular integral
operators on surfaces. Journal of computational physics, 231(14):4885–4903, 2012.
[BG13] James Bremer and Zydrunas Gimbutas. On the numerical evaluation of the singular
integrals of scattering theory. Journal of Computational Physics, 251:327–343, 2013.
[BHP07] Oscar P Bruno, Youngae Han, and Matthew M Pohlman. Accurate, high-order representa-
tion of complex three-dimensional surfaces via fourier continuation analysis. Journal of
computational Physics, 227(2):1094–1125, 2007.
[BHP19] Timo Betcke, Alexander Haberl, and Dirk Praetorius. Adaptive boundary element methods
for the computation of the electrostatic capacity on complex polyhedra. arXiv preprint
arXiv:1901.08393, 2019.
[BK01] Oscar P Bruno and Leonid A Kunyansky. A fast, high-order algorithm for the solution
of surface scattering problems: basic implementation, tests, and applications. Journal of
Computational Physics, 169(1):80–110, 2001.
40
[BL13] Oscar P Bruno and Stéphane K Lintner. A high-order integral solver for scalar problems
of diffraction by screens and apertures in three-dimensional space. Journal of Computational
Physics, 252:250–274, 2013.
[BT04] Jean-Paul Berrut and Lloyd N Trefethen. Barycentric lagrange interpolation. Siam Review,
46(3):501–517, 2004.
[BYW16] J Thomas Beale, Wenjun Ying, and Jason R Wilson. A simple method for computing
singular or nearly singular integrals on closed surfaces. Communications in Computational
Physics, 20(3):733–753, 2016.
[CDC17] Stéphanie Chaillat, Luca Desiderio, and Patrick Ciarlet. Theory and implementation of
h-matrix based iterative and direct solvers for helmholtz and elastodynamic oscillatory
kernels. Journal of Computational physics, 351:165–186, 2017.
[CDLL17] Stéphanie Chaillat, Marion Darbas, and Frédérique Le Louër. Fast iterative boundary
element methods for high-frequency scattering problems in 3d elastodynamics. Journal of
Computational Physics, 341:429–446, 2017.
[CKK18a] Camille Carvalho, Shilpa Khatri, and Arnold D Kim. Asymptotic analysis for close
evaluation of layer potentials. Journal of Computational Physics, 355:327–341, 2018.
[CKK18b] Camille Carvalho, Shilpa Khatri, and Arnold D Kim. Asymptotic approximations for the
close evaluation of double-layer potentials. arXiv preprint arXiv:1810.02483, 2018.
[CKK18c] Camille Carvalho, Shilpa Khatri, and Arnold D Kim. Close evaluation of layer potentials
in three dimensions. arXiv preprint arXiv:1807.02474, 2018.
[DE72] JD Donaldson and David Elliott. A unified approach to quadrature rules with asymptotic
estimates of their remainders. SIAM Journal on Numerical Analysis, 9(4):573–602, 1972.
[EGK13] Charles L Epstein, Leslie Greengard, and Andreas Klockner. On the convergence of local
expansions of layer potentials. SIAM Journal on Numerical Analysis, 51(5):2660–2679, 2013.
[EJJ08] David Elliott, Barbara M Johnston, and Peter R Johnston. Clenshaw–curtis and gauss–
legendre quadrature for certain boundary element integrals. SIAM Journal on Scientific
Computing, 31(1):510–530, 2008.
[EJJ11] David Elliott, Peter R Johnston, and Barbara M Johnston. Estimates of the error in gauss–
legendre quadrature for double integrals. Journal of Computational and Applied Mathematics,
236(6):1552–1561, 2011.
[EJJ15] David Elliott, Barbara M Johnston, and Peter R Johnston. A complete error analysis for
the evaluation of a two-dimensional nearly singular boundary element integral. Journal of
Computational and Applied Mathematics, 279:261–276, 2015.
[Far88] Gerald Farin. Curves and Surfaces for Computer Aided Geometric Design: A Practical Guide.
Academic Press Professional, Inc., San Diego, CA, USA, 1988.
[GR87] Leslie Greengard and Vladimir Rokhlin. A fast algorithm for particle simulations. Journal
of computational physics, 73(2):325–348, 1987.
[GT19] Abinand Gopal and Lloyd N Trefethen. Solving laplace problems with corner singularities
via rational functions. arXiv preprint arXiv:1905.02960, 2019.
41
[HCB05] Thomas JR Hughes, John A Cottrell, and Yuri Bazilevs. Isogeometric analysis: Cad, finite
elements, nurbs, exact geometry and mesh refinement. Computer methods in applied mechanics
and engineering, 194(39-41):4135–4195, 2005.
[HO08] Johan Helsing and Rikard Ojala. On the evaluation of layer potentials close to their sources.
Journal of Computational Physics, 227(5):2899–2921, 2008.
[HRS19] Jeremy G Hoskins, Vladimir Rokhlin, and Kirill Serkh. On the numerical solution of
elliptic partial differential equations on polygonal domains. SIAM Journal on Scientific
Computing, 41(4):A2552–A2578, 2019.
[JKSH13] Alec Jacobson, Ladislav Kavan, and Olga Sorkine-Hornung. Robust inside-outside segmen-
tation using generalized winding numbers. ACM Transactions on Graphics (TOG), 32(4):33,
2013.
[JTYO03] Seppo Järvenpää, Matti Taskinen, and Pasi Ylä-Oijala. Singularity extraction technique
for integral equation methods with higher order basis functions on plane triangles and
tetrahedra. International journal for numerical methods in engineering, 58(8):1149–1165, 2003.
[JTYO06] Seppo Jarvenpaa, Matti Taskinen, and P Yla-Oijala. Singularity subtraction technique for
high-order polynomial vector basis functions on planar triangles. IEEE transactions on
antennas and propagation, 54(1):42–49, 2006.
[KB19] Ludvig af Klinteberg and Alex H Barnett. Accurate quadrature of nearly singular line inte-
grals in two and three dimensions by singularity swapping. arXiv preprint arXiv:1910.09899,
2019.
[KBGO13] Andreas Klöckner, Alexander Barnett, Leslie Greengard, and Michael OÊ 14 Neil. Quadrature
by expansion: A new method for the evaluation of layer potentials. Journal of Computational
Physics, 252:332–349, 2013.
[Kre99] Rainer Kress. Linear integral equations, volume 82 of applied mathematical sciences, 1999.
[LB16] Yuxiang Liu and Alex H Barnett. Efficient numerical solution of acoustic scattering
from doubly-periodic arrays of axisymmetric objects. Journal of Computational Physics,
324:226–245, 2016.
[Lév15] Bruno Lévy. Geogram, 2015.
[LMR+19] Libin Lu, Matthew J Morse, Abtin Rahimian, Georg Stadler, and Denis Zorin. Scalable
simulation of realistic volume fraction red blood cell flows through vascular networks.
arXiv preprint arXiv:1909.11085, 2019.
[MB15] Dhairya Malhotra and George Biros. Pvfmm: A parallel kernel independent fmm for
particle and volume potentials. Communications in Computational Physics, 18(3):808–830,
2015.
[MCIGO19] Dhairya Malhotra, Antoine Cerfon, Lise-Marie Imbert-Gérard, and Michael O’Neil. Tay-
lor states in stellarators: A fast high-order boundary integral solver. arXiv preprint
arXiv:1902.01205, 2019.
[Mik14] Solomon Grigorevich Mikhlin. Integral equations: and their applications to certain problems in
mechanics, mathematical physics and technology, volume 4. Elsevier, 2014.
[NPVG+13] NV Nair, AJ Pray, J Villa-Giron, B Shanker, and DR Wilton. A singularity cancellation tech-
nique for weakly singular integrals on higher order surface descriptions. IEEE Transactions
on Antennas and Propagation, 61(4):2347–2352, 2013.
42
[Pir82] Olivier Pironneau. Optimal shape design for elliptic systems. In System Modeling and
Optimization, pages 42–66. Springer, 1982.
[Poz92] Constantine Pozrikidis. Boundary integral and singularity methods for linearized viscous flow.
Cambridge University Press, 1992.
[PP82] Vladimir Zalmanovich Parton and Petr Il’icˇ Perlin. Integral equations in elasticity. Imported
Pubn, 1982.
[PTK11] Rodrigo B Platte, Lloyd N Trefethen, and Arno BJ Kuijlaars. Impossibility of fast stable
approximation of analytic functions from equispaced samples. SIAM review, 53(2):308–318,
2011.
[QB14] Bryan Quaife and George Biros. High-volume fraction simulations of two-dimensional
vesicle suspensions. Journal of Computational Physics, 274:245–267, 2014.
[RBZ18] Abtin Rahimian, Alex Barnett, and Denis Zorin. Ubiquitous evaluation of layer potentials
using quadrature by kernel-independent expansion. BIT Numerical Mathematics, 58(2):423–
456, 2018.
[RKO17] Manas Rachh, Andreas Klöckner, and Michael O’Neil. Fast algorithms for quadrature by
expansion i: Globally valid expansions. Journal of Computational Physics, 345:706–731, 2017.
[RS17] Manas Rachh and Kirill Serkh. On the solution of stokes equation on regions with corners.
arXiv preprint arXiv:1711.04072, 2017.
[Sam06] Hanan Samet. Foundations of multidimensional and metric data structures. Morgan Kaufmann,
2006.
[S´BA+15] Wojciech S´migaj, Timo Betcke, Simon Arridge, Joel Phillips, and Martin Schweiger. Solving
boundary integral problems with bem++. ACM Transactions on Mathematical Software
(TOMS), 41(2):6, 2015.
[Ser17] Kirill Serkh. On the solution of elliptic partial differential equations on regions with
corners ii: Detailed analysis. Applied and Computational Harmonic Analysis, 2017.
[Ser18] Kirill Serkh. On the solution of elliptic partial differential equations on regions with
corners iii: curved boundaries. Manuscript in preparation, 2018.
[SR16a] Kirill Serkh and Vladimir Rokhlin. On the solution of elliptic partial differential equations
on regions with corners. Journal of Computational Physics, 305:150–171, 2016.
[SR16b] Kirill Serkh and Vladimir Rokhlin. On the solution of the helmholtz equation on regions
with corners. Proceedings of the National Academy of Sciences, 113(33):9171–9176, 2016.
[SS17] Dierk Schleicher and Robin Stoll. Newton’s method in practice: Finding all roots of
polynomials of degree one million efficiently. Theoretical Computer Science, 681:146–166,
2017.
[ST18] Michael Siegel and Anna-Karin Tornberg. A local target specific quadrature by expansion
method for evaluation of layer potentials in 3d. Journal of Computational Physics, 364:365–392,
2018.
[Ste07] Olaf Steinbach. Numerical approximation methods for elliptic boundary value problems: finite
and boundary elements. Springer Science & Business Media, 2007.
43
[TB19] Svetlana Tlupova and J Thomas Beale. Regularized single and double layer integrals in 3d
stokes flow. Journal of Computational Physics, 2019.
[Tre08] Lloyd N Trefethen. Is gauss quadrature better than clenshaw–curtis? SIAM review, 50(1):67–
87, 2008.
[TRH16] Matthias Taus, Gregory J Rodin, and Thomas JR Hughes. Isogeometric analysis of boundary
integral equations: High-order collocation methods for the singular and hyper-singular
equations. Mathematical Models and Methods in Applied Sciences, 26(08):1447–1480, 2016.
[TW91] Lloyd N Trefethen and JAC Weideman. Two results on polynomial interpolation in equally
spaced points. Journal of Approximation Theory, 65(3):247–260, 1991.
[WK18] Matt Wala and Andreas Klöckner. A fast algorithm with error bounds for quadrature by
expansion. Journal of Computational Physics, 374:135–162, 2018.
[WK19a] Matt Wala and Andreas Klöckner. A fast algorithm for quadrature by expansion in three
dimensions. Journal of Computational Physics, 388:655–689, 2019.
[WK19b] Matt Wala and Andreas Klöckner. Optimization of fast algorithms for global quadrature by
expansion using target-specific expansions. Journal of Computational Physics, page 108976,
2019.
[WTG12] Marcus Webb, Lloyd N Trefethen, and Pedro Gonnet. Stability of barycentric interpolation
formulas for extrapolation. SIAM Journal on Scientific Computing, 34(6):A3009–A3015, 2012.
[XG10] Hong Xiao and Zydrunas Gimbutas. A numerical algorithm for the construction of efficient
quadrature rules in two and higher dimensions. Computers & mathematics with applications,
59(2):663–676, 2010.
[YBZ04] Lexing Ying, George Biros, and Denis Zorin. A kernel-independent adaptive fast multipole
algorithm in two and three dimensions. Journal of Computational Physics, 196(2):591–626,
2004.
[YBZ06] Lexing Ying, George Biros, and Denis Zorin. A high-order 3d boundary integral equation
solver for elliptic pdes in smooth domains. Journal of Computational Physics, 219(1):247–275,
2006.
[YZ04] Lexing Ying and Denis Zorin. A simple manifold-based construction of surfaces of arbitrary
smoothness. In ACM Transactions on Graphics (TOG), volume 23, pages 271–275. ACM,
2004.
[ZMBF16] Jürgen Zechner, Benjamin Marussig, Gernot Beer, and Thomas-Peter Fries. The isogeometric
nyström method. Computer methods in applied mechanics and engineering, 308:212–237, 2016.
44
