We present an explicit expression for the condition number of the truncated total least squares (TLS) solution of ≈ . This expression is obtained using the notion of the Fréchet derivative. We also give upper bounds on the condition number which are simple to compute and interpret. These results generalize those in the literature for the untruncated TLS problem. Numerical experiments demonstrate that our bounds are often a very good estimate of the condition number, and provide a significant improvement to known bounds.
Introduction
Truncated total least squares (T-TLS) is a regularization technique used for solving ill-conditioned linear systems of equations ≈ . The method was originally proposed in [24, §3.6 .1] and further analyzed in [6, 8] . As reported in [21] , some of the applications of T-TLS are: system identification, linear system theory, image reconstruction, speech and audio processing, modal and spectral analysis, chemometrics, computer vision, machine learning, computer algebra, and astronomy. An overview of T-TLS and other regularization algorithms can be found in [11] .
T-TLS is designed for problems in which both the coefficient matrix ∈ ℝ × and the righthand side vector ∈ ℝ are not precisely known. The T-TLS solution with truncation level is the minimum 2-norm solution of = , where [ , ] is the best rank-approximation of [ , ] in the Frobenius norm; see [6] . Thus, in contrast to other regularization algorithms, T-TLS uses the singular value decomposition (SVD) of the augmented matrix [ , ] ∈ ℝ ×( +1) :
[ , ] = Σ ,
where and are orthogonal matrices of dimension and + 1, respectively, and Σ is an × ( + 1) diagonal matrix whose diagonal entries are the singular values of [ , ] , sorted in non-increasing order.
Although it is often assumed in the literature that > (i.e., the system ≈ is overdetermined) here we also include the case ≤ . Let < min{ , + 1} denote a chosen truncation level such that > +1 and partition as follows:
21 22
For further developments, it is instructive to keep in mind that 12 ∈ ℝ ×( − +1) is a matrix and 
The condition number of a mapping measures the sensitivity of the output to perturbations in input data. For a general discussion on the relevance of sensitivity analysis for problems in numerical linear algebra we refer to the reference books of Higham [13, 14] . The Fréchet derivative is the linear operator ′ ([ , ]) uniquely defined by the relation
while the (absolute) condition number of ( [ , ] ) is defined as
It can be shown (see, e.g., [14, Thm 3.1] ) that
For convenience we represent the action of the linear operator
The condition number being norm-dependent, we consider the Frobenius norm for the data space
and the Euclidean norm ∥ ⋅ ∥ 2 for the solution space. Thus, our goal amounts to finding the value of
There has been some work in the literature on the conditioning and sensitivity of total least squares and related regularization algorithms.
In [27, 1, 18, 17] the conditioning of the untruncated TLS solution is investigated. In our notation, this corresponds to the case = < . The present work provides a generalization to arbitrary truncation levels < min{ , + 1}. In [2] , Bergou et. al. obtain expressions for the condition number of the truncated SVD solution. A key ingredient used in [2] is a theorem on the sensitivity of the singular values and singular vectors of a matrix to perturbations. We use this theorem, but applied to the SVD of [ , ] (see Proposition 2.1 below) to obtain corresponding results for the T-TLS solution.
The Fréchet derivative and condition number provide a first-order estimate of the relative error in the solution if the data [ , ] are perturbed by noise , namely,
(See (3) and (5).) To our knowledge, this work is the first to explicitly consider the conditioning of the T-TLS solution. However, Wei [26] (see also the reformulation in [11, §3.2.4] ) and Fierro and Bunch [7] give bounds on the error in (6) . These are rigorous bounds (as opposed to first-order estimates) which hold for sufficiently small ∥ ∥ 2 . Our expression for and bounds on the condition number combined with (6) lead to first-order estimates of the above error, and we show that these significantly improve the results in [26, 7] . The condition number of a problem is usually combined with a backward error analysis to obtain first-order error estimates. To our knowledge, the backward error problem of the T-TLS problem has not been solved; however, results do exist for the linear least squares [25] and untruncated total least squares problems [3] . We also wish to point out some recent progress on the conditioning of the linear least squares problem and some related regularization algorithms such as Tikhonov regularization and the truncated SVD solution [20, 5, 4, 19, 2] .
The paper is organized as follows. In Section 2 we present an explicit expression for the matrix representation of the Fréchet derivative. We show how this expression can be used to explicitly compute or bound the condition number ([ , ] ). In Section 3 we perform numerical experiments to validate our results with a finite difference approach and compare our results to others found in the literature. A discussion in Section 4 concludes the paper.
2 The condition number of the T-TLS solution
Preliminaries
As we will be using the Kronecker product and vec operator, for clarity we briefly state a few of their useful properties here. A more detailed list of such properties with their proofs can be found, e.g., in [16, §4] .
For all matrices and ,
Furthermore, for matrices of appropriate dimensions,
and
Finally, there exists a permutation matrix
This permutation is such that
By definition, the T-TLS solution is closely related to the matrix of right singular vectors of [ , ] . Before obtaining an expression for the Fréchet derivative of , we recall a first-order perturbation analysis for .
Let the matrix [ , ] have the SVD in (1) with
] ,
and, consistently with (2),
Please note that Σ 2 denotes a generally rectangular diagonal matrix. Let alsõ 
where Ψ ( , − +1) is the permutation matrix given in (10) . Then the matrix of right singular vectors
where ∈ ℝ ( − +1)× is given by
For sufficiently small ∥ ∥, if 22 ∕ = 0 then˜ 22 ∕ = 0 as well.
Proof. The equations (12) 
for some and to be determined. By substituting (16) and (17) into the off-diagonal blocks of (14), we obtain
Expanding the and simplifying the above with (15) yields
We retain only first order terms in the above, leading to
Replacing in (19) by the right hand side of (18) we get
Post-multiplying the above by Σ 2 1 and rearranging terms shows that satisfies the equation
By the properties (8) and (10), the above may be rewritten as
proving (13) . Finally, we show that for sufficiently small ∥ ∥, 22 ∕ = 0 implies˜ 22 ∕ = 0. For small enough ∥ ∥ , from (12) and (2) we havẽ We remark that the matrix Σ
1 is diagonal and positive definite, since > +1 ≥ 0. Hence it is invertible and is well-defined. In the following proposition we give the value of ∥ ∥ 2 , which is to be used in later sections. Proposition 2.2. In the notation of Proposition 2.1,
Proof. Define
Using (7) and (9) it is straightforward to verify that
Hence is diagonal and consists of diagonal blocks ( ) whose diagonal elements are
where
where we have used the fact that
2 is an increasing function of and a decreasing function of for > ≥ 0.
In the next sections we also use the fact that ∥ ∥ 2 = 1, which we prove in the following proposition.
Proposition 2.3. In the notation of Proposition 2.1, ∥ ∥ 2 = 1.
Proof. Using (7) and (9) we see that
i.e., the rows of are orthonormal and therefore ∥ ∥ 2 = 1.
The Fréchet derivative and condition number
We are now equipped to obtain the Fréchet derivative of the mapping ( , ) induced by the perturbation in the data [ , ]. 
Then the T-TLS solution of ≈ and the T-TLS solution˜ of˜ ≈˜ satisfỹ
Therefore, the Fréchet derivative has the matrix representation (4) given by
and the condition number (5) by
Proof. From Proposition 2.1, the perturbed T-TLS solution has the form
.
Retaining only first-order terms gives .
From the fact that
for all scalars and satisfying | | < | |, for sufficiently small ∥ ∥ we have 
We then perform the following factorizations as intermediate results: ] .
By subtraction, the following holds 
By using the fact that column vectors are invariant under the vec operator, along with (8) and (10), we obtain [
and consequently˜
We then obtain (23) along with (24) and (25) from the expression for vec( ) given in Proposition 2.1.
Admittedly the expression for given in Theorem 2.1 is hard to interpret. Recall, however, that we are interested in the condition number of the T-TLS solution, namely ([ , ]) = ∥ ∥ 2 . In the following sections we show how the result of Theorem 2.1 can be used to compute or bound ([ , ]).
Computing the condition number
The expression for given in Theorem 2.1 involves matrices and whose dimensions are very large. Fortunately, in order to compute the condition number ([ , ]) = ∥ ∥ 2 it is not necessary to explicitly form and store . In the following we show how to compute matrix-vector products of the form and for given vectors and . From this we can compute ∥ ∥ 2 using, for instance, the power method applied to or the Golub-Kahan-Lanczos (GKL) bidiagonalization algorithm [9] applied to or to . We assume that both and the full SVD of [ , ] are available.
Recall from Theorem 2.1 that
To multiply for some ∈ ℝ ( +1) , denote = vec( ) with ∈ ℝ ×( +1) . Then using (8) and (27) we obtain
] , where 1 and 2 are defined in (21) and ∈ ℝ ( − +1)× is the matrix whose -th column is
, with = and = . Thus,
]
We summarize the computation of in Algorithm 1. The main cost associated with this procedure is that of the 4 matrix-vector multiplications with generally dense matrices in line 4, namely , 2 ( ), , and 2 ( ), for = 1, . . . , . The asymptotic cost is
) flops, which is not excessive compared to the cost of computing the SVD of [ , ] and . 
Similarly, to multiply for some given ∈ ℝ , let
Then using repeatedly (7), (8), and (11) we obtain
where ∈ ℝ ( − +1)× is the matrix whose -th column is
We summarize the computation of in Algorithm 2. The main cost is that of the generally dense matrix-matrix multiplications in line 9. For instance, if 1 ≪ ≈ , multiplying
costs of
flops. Again this is not excessive compared to the cost of computing the SVD of [ , ] and .
Upper bounds on the condition number
From Theorem 2.1 we can also obtain a simple upper bound on the condition number defined in (5). The advantage of this bound is that it is trivial to compute given the SVD of [ , ] . In particular, it is often the case that the truncation index is not fixed a priori but must be determined during the solution process. In this case, it is more practical to compute the bound for various values of rather than computing the condition number explicitly as in the previous section.
Algorithm 2 Computing
2 ) 10: end Theorem 2.2. In the notation of Theorem 2.1,
Proof. From (25) along with Propositions 2.2 and 2.3 we have 
Therefore, 
Then, splitting the norm and using the facts that − +1 − 22 22 /∥ 22 ∥ 2 2 is an orthogonal projection matrix and that the are submatrices of the orthogonal matrix , we obtain
This proves the inequality in (28). Finally, as shown in [8, §2],
, from which the equality in (28) follows. Theorem 2.2 suggests that the condition number of the T-TLS solution may be very large when (i) ∥ 22 ∥ 2 is small, i.e., the T-TLS problem is nearly non-generic, and/or (ii) the gap between and +1 is very small. Note that these two conditions are independent of one another, in the sense that the first involves only part of the right singular vectors of [ , ] , while the second involves only the -th and ( + 1)-st singular values of [ , ] .
We remark that (28) can also be further simplified to
This upper bound is more pessimistic than that in (28) by a factor at most √ 2, and clearly characterizes the condition number as bounded above by the quotient of 3(1 + ∥ ∥ 
In the following we compare our first-order estimate (29) to such perturbation results that have appeared in the literature.
Wei [26, Thm 7.3 ] (see also [11, §3.2.4]) gives the following bound: in our notation, provided ∥ ∥ 2 ≤ (¯ − +1 )/6, where¯ is the -th largest singular value of ,
As with (29), the above suggests that a small ∥ 22 ∥ 2 may lead to a large error in the T-TLS solution of the perturbed problem. However, the denominator in the above involves the -th singular value of , as opposed to that of [ , ] . Note also that this bound is not entirely satisfactory since it is inversely proportional to ∥ ∥ . In other words, for small ∥ ∥, the error ∥ −˜ ∥ 2 is essentially bounded above by a constant independent of ∥ ∥. 
In the above, ∈ [0, ] is the angle between the vectors 2 − +1 and˜ 2˜ − +1 , where is an orthogonal matrix such that 22 = ∥ 22 ∥ 2 − +1 and correspondingly for˜ 2 and˜ in the SVD of [˜ ,˜ ]. Note that this upper bound is not generally computable, since it involves the unknown quantities˜ and related to the perturbed problem [˜ ,˜ ]. However, according to [7] , typically
where once again¯ is the -th largest singular value of . If we also assume that ∥ ∥ 2 ≈ ∥˜ ∥ 2 we obtain the computable estimate
Note that if ≫ +1 , our first-order estimate in (29) becomes
(33) 
The untruncated case
When = < the T-TLS problem reduces to the untruncated TLS problem. Because this is an important special case, we treat it separately in this section. In [17, Thm 5], Jia and Li obtain both upper and lower bounds on the condition number of the untruncated TLS problem:
The following theorem shows that in the special case = < , our bound in Theorem 2.2 reduces to the upper bound in (34).
Theorem 2.3. In the notation of Theorem 2.2, if = < ,
Proof. When = , 22 ∈ ℝ and consequently = 
The rest of the proof is as in Theorem 2.2, but with = .
In [17] , the upper bound in (35) is compared to one obtained by Baboulin and Gratton in [1] :
where¯ denotes the smallest singular value of . Note that the ratio in (34) is not larger than that in (35), since clearly ≤ 1 and by interlacing¯ ≤ . However, (34) contains an extra factor (1 + ∥ ∥ 1/2 are given in [17, §5] . These improve the result of Baboulin and Gratton, and appear to be good estimates of the condition number in some test problems in which (1 + ∥ ∥ 1/2 is large. We have not obtained corresponding bounds in the truncated case.
3 Numerical experiments
Validation with finite differences
First we validate our formula (25) by comparing it to the output of the Matlab file 'jacobianest.m' from the DERIVEST suite 1 . This routine uses centered finite differences along with Romberg extrapolation to compute ([ , ]) to 6-th order. We test some discrete ill-posed problems from the Regularization Tools toolbox [12] . We use small problem sizes ( = = 16 for all problems except 'tomo', for which = 32 = 2 ) so that and ∥ ∥ 2 can be computed explicitly as in Theorem 2.1. For each test problem we test two truncation levels: = 10 and = min{ , + 1} − 1. Results are given in Table 1 .
In the problems for which the condition number is not too large, its value computed by (25) and by 'jacobianest.m' match to the number of digits shown. For larger values of ([ , ]), there is a discrepancy between the result of formula (25) and the output of 'jacobianest.m'. In the first row of Table 1 'jacobianest.m' outputs a value of ([ , ]) larger than its upper bound (28). This suggests that, when the condition number is large, the routine 'jacobianest.m' may not compute it accurately.
In all cases the upper bound (28) is roughly one to two orders of magnitude larger than the actual condition number. The bounds (28) and (34) on the condition number of the T-TLS problem involve the two quantities ∥ 22 ∥ 2 and ∥ ∥ 2 . Here we investigate how the actual condition number varies with ∥ 22 ∥ 2 and ∥ ∥ 2 . For the case = < we also compare the bound of Jia and Li in (34), which is what our bound in Theorem 2.2 specializes to in the untruncated case, to the bound of Baboulin and Gratton in (35).
For this purpose we create two families of test problems using the SVD [ , ] = ∈ ℝ ×( +1) , with = 400 and = 120, and we perform tests with truncation levels = 80 and = .
In the first case we let be the factor in the QR factorization of a random matrix and Σ be a diagonal matrix with equally-spaced singular values in [10 −2 , 1]. To obtain an orthogonal with fixed ∥ 22 ∥ 2 we compute in the QR factorization of the matrix
where ∈ ℝ and ∈ ℝ − +1 are normalized random vectors and and are random matrices. Then we set = , where pre-multiplication by permutes the first and last row of . It follows that 22 = and ∥ 22 ∥ 2 = . We compute the condition number and its bounds for various values of .
In the second case we let and be the factors in the QR factorization of a random matrices and Σ = diag( ) with { } Results are plotted in Figure 1 . The condition number is computed via the GKL bidiagonalization algorithm applied to , using Algorithms 1 and 2 in Section 2.3 to perform the matrix-vector multiplications. The plotted upper bound ( * ) is the one in (28) when < and the one in (34) when = .
In these test problems, just as the upper bounds, the condition number grows like
2 . On the other hand, the upper bound (35) seems to grow like ∥ 22 ∥ −3 2 . We have not found a theoretical explanation for this. Furthermore, as suggested by (33), as long as the gap between and +1 is not tiny, the condition number of the T-TLS solution appears to be inversely proportional to , the -th largest singular value of [ , ].
Validity of a first-order analysis
One potential limitation of first-order analysis involving derivatives is that is describes asymptotic behaviour, i.e., sensitivity to perturbations for small enough ∥ ∥. (See the definition (3).) Here we investigate how small is 'small enough'.
We compute , the T-TLS solution of ≈ , as well as˜ , the T-TLS solution of˜ ≈˜ with [˜ ,˜ ] = [ , ] + , and we compare the relative error
with its first-order estimates
from (6) . 2 such that vec( 2 ) = , where is the right singular vector of corresponding to its largest singular value (so that ∥ vec( 2 )∥ 2 /∥ 2 ∥ = ∥ ∥ 2 ) computed using the GKL bidiagonalization algorithm.
Results are plotted in Figure 2 . For small perturbation sizes ∥ ∥ the first-order analysis very accurately describes the sensitivity of the T-TLS solution to perturbations, as expected. For larger values of ∥ ∥ , in these problems the error (36) seems to decrease, while the first-order estimate (37) does not. In other words, for large perturbations, a first-order analysis seems to overestimate the error (36), and increasingly so as ∥ ∥ increases. We have not found a rigorous theoretical explanation for this, but for large perturbations it may make more sense to consider as a perturbation of , rather than vice-versa. In this case it would be the condition number ( ), i.e., essentially the singular values and right singular vectors of , which would determine the conditioning of the T-TLS solution.
Comparison of error estimates
Finally, we investigate how well our expression for the condition number (25) and its bounds (28) and (34) can predict the relative error (36) compared to the upper bound (30) of Wei and the estimate (32) of Fierro and Bunch.
For this purpose we create test problems so that and [ , ] have prescribed singular values. To do this, we use a technique described e.g. in [10, Lemma 3.2], which for a given diagonal matrix Σ = diag(¯ ) produces ∈ ℝ and ≥ 0 such that the matrix
has prescribed singular values with
Then we set =¯ 1Σ¯ , 
× are the factors in the QR decomposition of random matrices and ∈ ℝ − is a random vector. Clearly the¯ are the singular values of . Furthermore, from
with an orthogonal matrix such that ¯ 2 = 1 , it follows that the are the singular values of [ , ] .
In Results are plotted in Figure 3 . The quantities (30) (∇) and (32) (⋅−) are plotted only for values of ∥ ∥ 2 at which they are valid. As expected, the upper bound (30) significantly overestimates the relative error for small ∥ ∥ . Recall that estimate (32) is inversely proportional to¯ . In case 1, in which¯ ≪ , it greatly overestimates the relative error. In case 2, in which +1 ≪¯ ≈ , it nearly overlaps with our estimate (29). In case 3, in which +1 ≈¯ ≈ , it underestimates the relative error, failing to capture the sensitivity of the T-TLS solution due to the small gap between and +1 . Thus, in these examples, it is the singular values of [ , ], and not those of , which determine the sensitivity of the T-TLS solution, at least for small enough perturbations.
As in Figure 2 , the first-order estimate (37) is an excellent estimate of the relative error, at least for small enough ∥ ∥ . The condition number is larger, and the very simple upper bound slightly larger still. It is interesting to note that in these problems the first-order analysis seems to be particularly accurate for values of ∥ ∥ 2 for which the estimates (30) and (32) are defined, that is, roughly ∥ ∥ 2 < (¯ − +1 ). To further analyze why this is the case we would require a higher-order term expansion of˜ in (23) , which is beyond the scope of the present paper.
We conclude that our first-order estimate of the relative error is a significant improvement to known error estimates for the T-TLS problem.
Discussion
The main contribution of this work was been to give an explicit expression for the matrix representation of the Fréchet derivative of the truncated total least squares (T-TLS) solution of ≈ , and to show how this expression can be used to compute and bound the condition number ([ , ]) of the T-TLS solution. The resulting error estimates are simple to compute and interpret. They generalize bounds in the literature on the condition number of the untruncated TLS problem and improve on known error estimates for the T-TLS problem. 
