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Fault detection and isolation (FDI) is crucial to identifying problems that can occur in complex systems. Many industrial systems require the implementation of model-based FDI to
reduce the risk of system failure and increase good performance while minimizing the use of
additional hardware. Active FDI has become increasingly popular as it uses auxiliary tests
to reduce the impact of uncertainty and improve fault diagnosis. A methodical approach is
needed to consistently generate feasible test designs for the optimal detectability and isolability of faults in targeted systems.
.

The focus of this dissertation is to design a general framework that improves the identi-

fiability of faults based on methods of active fault diagnosis and optimal sensor selection and
placement. The proposed standard work and corresponding methods treat fault detection
and isolation as a series of constrained optimization problems. The issues of uncertainty
caused by system operations and modeling error are addressed through the formulation of

Kyle Palmer – University of Connecticut, 2018
mathematical problems to minimize their impact on fault detection and isolation procedures.
This method is based on optimal experimental design (OED) techniques that reduce correlations between targeted model parameters.
.

The objective was to select optimal test designs that improve the detection and isolation

of faults by maximizing available information with respect to faults, with the information
represented as sensitivities of selected system outputs. FDI was treated in this dissertation
as a series of constrained optimization problems. After the optimal test design was determined, the system of interest was evaluated at the optimal operating conditions to assess the
success rate of the proposed fault diagnosis. Simultaneous test design and sensor selection
is presented as a mixed-integer nonlinear optimization problem, and novel approaches were
implemented to select the most effective FDI test from available sensors and inputs. The
methodology presented in this dissertation is intended to refine system design and maintenance schedules to mitigate costs associated with anticipated faults. The resulting FDI test
designs are shown to consistently reduce false alarms and nondetections with implementation. Verification of the improved fault diagnosis through the proposed techniques was done
with benchmark virtual systems of various levels of scale and complexity.
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Chapter 1

Introduction

1.1

Motivation

Industrial systems and processes have become steadily more intricate over the years. In
particular, systems in automotive, aerospace and other industries have become increasingly
complex due to the addition of actuators, sensors, control functions and embedded software
to improve process safety and effectiveness. However, the increasing complexity of these
systems also results in a growing need for effective methods of system troubleshooting and
health monitoring. The latter is accomplished with methods that detect impermissible deviations from standard operating conditions and determine likely causes. These deviations
represented as system parameters or properties are linked to system faults [10]. However,
advanced techniques are needed to diagnose faults in complex systems that are subject to
uncertainty related to environmental and process conditions. This dissertation aims to optimize the design of tests for fault diagnosis, actively reconfiguring input trajectories for
a limited period of time to improve the sensitivity of outputs with respect to faults and
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improve the capability of health monitoring systems.

1.2

Overview of fault detection and diagnosis methods

Fault diagnosis methods can be divided into three main types, model-based, knowledge-based
and history-based fault diagnosis [11, 12, 13]. Model-based approaches use mathematical
representations of the system of interest. These models can be physics-based or empirically correlated, relying on input and output signals at steady-state or dynamic conditions
to evaluate system health. An effective FDI test is one that maximizes the inconsistencies
between expected outputs for faulty and healthy systems such that the effects of faults are
distinguishable from the effects of uncertainty. The most common approaches to FDI with
models involve some form of parameter estimation [14, 15], observers such as sliding mode or
Kalman filter [16, 17], or parity equations [18]. Model-based FDI is appropriate when mathematical models are available, if they are sufficiently accurate representations of the system
at fault and fault-free conditions. When a system model is not available, or inapplicable
to FDI, knowledge-based or data-driven approaches are used. Knowledge or heuristic-based
FDI is dependent on the system of interest; thus, acquiring and maintaining useful knowledge for FDI is difficult outside of standard operating conditions. Data-driven approaches
such as neural networks [19] and classification methods [20] are applicable when the system
can be monitored at anticipated fault and fault-free conditions. Unlike the previous two
approaches, data-driven FDI does not require extensive knowledge of the system, though a
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significant amount of data is often required.
The approaches to FDI mentioned above are considered passive techniques, in that
the system data is collected at nominal operating conditions, or is otherwise unaffected by
the implementation of fault detection and diagnosis. Until recently, the majority of FDI
research has focused on passive methods. However, active FDI has steadily become more
popular for its ability to select input signals or trajectories that improve the success rate of
fault diagnosis [21]. Active FDI can be implemented on-line with standard process-related
activities, or off-line depending on system requirements. It is crucial to know which active
FDI technique is appropriate for a particular system to minimize false alarms, nondetections
and misdiagnoses. In many cases, active FDI is used to search for conditions where there
is no overlap between fault and fault-free conditions [22, 23], which may not be possible
depending on the system and the severity of faults and uncertainty present. Other methods
strive to improve active FDI while weighing in energy costs via optimal control [24, 25] that
requires on-site, real-time computations that satisfies the requirements for successful FDI.
The presence of uncertainty caused by environmental or system variability can significantly
hinder the success of such applications.
Research has also been conducted to reduce the impact of uncertainty on fault detection and diagnosis. When designing an FDI test, a trade-off is usually made between
sensitivity to faults and robustness against uncertainty [26]. Techniques such as unknown
input observers [27, 28], and polynomial chaos expansion [7, 29] have been used to either
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minimize the effect of uncertainty on generated residuals, or to anticipate the range of effects
caused by disturbances and noise at anticipated fault scenarios. While active FDI methods
have been developed to minimize the impact of uncertainty, there is difficulty in implementing on-line methods for nonlinear, complex systems as these systems often contain multiple
inputs and outputs. The method for selecting external input trajectories for active FDI
must be computationally feasible. By implementing active fault diagnosis when off-line, the
optimal selection of the active test design is feasible to calculate off-site prior to implementation, improving FDI performance in complex systems while off-line or at predetermined
maintenance schedules.

1.3

Active fault diagnosis test design framework

Selecting admissible input trajectories for fault diagnosis prior to implementation can significantly improve the rate of successful fault detection and identification. The effects of
faults and uncertainty can be predicted and classified with available mathematical models,
provided that they are sufficiently accurate in representing the system at fault and fault-free
conditions. If faults and system uncertainty remain invariant for a specified period of time,
then these elements can be classified either as parameters or invariant inputs. Techniques
are available in the literature for the optimal design of process conditions for identifying
system properties. A widely-used approach in statistics that is used to improve parameter estimation is known as the Optimal Design of Experiments, or Optimal Experimental
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Design (OED) [30, 31, 32]. In OED, available information from a system model is used to
improve the confidence in the estimation and identification of uncertain or unknown parameters based on the appropriate criteria. Fisher information is often used as a metric due to its
connection with estimation covariance. By selecting system conditions and settings based on
optimization formulations of OED and Fisher information, fault diagnosis can be improved
in the detectability and isolability of faults, reducing false alarms and nondetections.
The author of this thesis introduces a comprehensive methodology for the selection and
implementation of optimal tests for active FDI. An illustration of the general workflow of the
proposed approach to fault diagnosis is presented in Figure 1.1. There are two main phases in
the implementation of the proposed methodology: the design phase and the execution phase.
In the design phase, the system requirements and system model are used to determined the
feasibility of FDI as well as the range of admissibility in the test design space. Once the
capabilities and limitations are known, the best feasible test design is determined, treating the
design selection as a constrained optimization problem with the objective to maximize output
sensitivities to faults; the system model is used to determine the extractable information at
any given test design. After the test design is calculated, the test design is evaluated for
anticipated rates of successful detection and isolations. If the proposed test does not meet
available system requirements, then the test requires further evaluation and other aspects of
the FDI may need to be adjusted. If the proposed test is considered to achieve the necessary
diagnostic criteria, then the design is implemented in the execution phase. The method
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considered for fault diagnosis, whether model-based or data-driven, is then used to determine
which fault scenario the system most likely exhibits based on available output information.
The following chapters in this document expand on various aspects of this methodology,
particularly in the design phase; these aspects include the selection of test design criteria,
utilization of steady-state and dynamic information, and approaches to evaluating success
of fault diagnosis.
A significant benefit to the selection of test designs for active FDI prior to implementation is the incorporation of sensor selection into the FDI test design. Sensor selection
has been used in various fields to improve confidence in the estimation and identification
of system properties [33, 34], typically in linear systems. However, few reports are publicly
available that consider the simultaneous selection of sensors and input trajectories for the
intended use of active FDI. Patan and Ucinski [35] treated the sensor problem as a discrete
optimization problem, while also considering a finite number of test conditions as other discrete variables that were adjustable. The selection of optimal sensors and test conditions for
active FDI is treated as a constrained, mixed-integer non-linear optimization problem that
maximizes sensed information of the system with respect to faults, with input trajectories
as bounded continuous variables. By including sensor selection in the FDI test design optimization, the quality of information provided by each sensor can be evaluated to determine
which combination of sensors provide the most useful information for fault diagnosis.

8
1.4

Objectives and organization of chapters

The objective of this dissertation is to introduce a methodology that improves the overall
performance of fault diagnosis based on the selection of controllable inputs and available outputs from within the allowable design space of a system. The key ideas in this dissertation are
to utilize model-based optimal design of experiments with understanding of process-based
faults and system or environmental uncertainty, incorporate an a posteriori analysis for evaluating the rate of successful fault diagnosis to verify the FDI test precision, and the inclusion
of sensor selection for a concurrent optimization of input trajectories and sensor subset for
FDI test designs. The key research activities in this dissertation are the application of design
selection based on optimal experimental design for the detection and identification of fouling
in a plate-fin heat exchanger with environmental uncertainties present (Chapter 2), with an
assessment of conventional FDI implementations utilizing transient information (Chapter 3);
the development of a comprehensive model-based FDI framework for maintenance testing
that includes an a posteriori analysis on the possibility of false alarms (Chapter 4); an analysis of optimal test design criteria for active fault diagnosis in uncertain systems (Chapter
5); and the incorporation and assessment of sensor selection methods in optimal active FDI
that accept or reject sensors based on their relative quality of information (Chapter 6).
The aforementioned research activities are organized in the next six chapters of this
dissertation as follows:
Chapter 2: Optimal Design of Tests for Heat Exchanger Fouling Identification.
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A methodology is presented to generate a test design for the identification of particular fouling in a plate-fin heat exchanger. The proposed method is applicable for off-line maintenance
scheduling, where the range of admissible conditions is within safe operations in an environmental control system (ECS). A model was developed for the plate-fin heat exchanger
based on first principles and empirical correlations, and the model was used to infer sensitivities of the selected outputs with respect to parameters representing fouling and other
sources of uncertainty. Input trajectories were manipulated to maximize these sensitivities
and improve the accuracy of the FDI test design. D-optimality was selected as a criterion to
the reduce the joint confidence region between fouling and uncertain parameters. A series of
case studies were performed that shows the improvement in estimation confidence in thermal
fouling resistance at uncertain conditions from the proposed test design optimization.
Chapter 3: Analysis of Transient Data in Test Designs for Active Fault Detection and
Identification.
Active FDI methods generally select from system states that results in successful diagnosis.
Although the understanding of process dynamics are of interest in complex systems and
control design, an evaluation of steady state vs dynamic test designs for FDI has not been
explicitly performed in the open literature. The use of transient information in active FDI
tests is shown in this chapter to improve the identifiability of faults compared to steady-state
tests. A series of case studies were performed using the virtual heat exchanger developed in
Chapter 2. Two methods based on conventional FDI implementations were used in these case
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studies: an extended Kalman filtering technique with dual state and parameter estimation
for on-line FDI, and a moving horizon estimation technique that is performed at specific
intervals throughout the test duration.
Chapter 4: Active Fault Identification by Optimization of Test Designs.
This chapter includes a comprehensive model-based framework to improve fault diagnosis and
reduce false alarms for maintenance testing. In addition to test design optimization a false
alarm analysis is performed, where the system model is used to explore whether false alarms
are plausible within the expected parameter space and measurement noise. The distance
between parameter sets is maximized while considering likelihood ratios calculated from the
system outputs at fault and fault-free conditions. The analysis is based on structural global
identifiability analysis, which is performed on system models to ensure they are structurally
identifiable. The framework is tested in two case studies. The first case study is a plate fin
heat exchanger that is subject to particulate fouling. The second case study focuses on a
similar fault scenario but the system is expanded to an aircraft environmental control system
with multiple sources of uncertainty.
Chapter 5: Active Fault Diagnosis for Uncertain Systems using Optimal Test Designs
and Detection through Classification.
The test design optimization techniques from Chapter 2 are used to explore the viability
of multiple design criteria for the purpose of fault diagnosis. In addition, a robust deployment method for assessing the success rate of fault diagnosis is included in the FDI
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design framework, based on principal component analysis and k-nearest neighbor classification algorithms. Two virtual case studies are shown in this chapter to verify the updated
methodology, a three-tank system and a diesel engine. Results show that Ds -optimal criterion, a subset-based D-optimal criterion, is the most suitable criterion for fault diagnosis
in uncertainty systems, by reducing joint confidence region between faults and uncertainty
while maximizing sensitivity of outputs with respect to faults. The performance of each
design criterion in active fault diagnosis is presented in the form of confusion matrices and
receiver operating characteristic plots generated from the optimal test designs.
Chapter 6: Sensor Selection for Active Fault Diagnosis.
The methodology presented in Chapter 5 is expanded to include optimal selection of sensor
sets for improved active fault diagnosis in uncertain systems. In this chapter, a finite number
of sensors is considered for use in an FDI test design, along with a range of admissible input
trajectories. Prior to this work, sensor selection was typically performed with a fixed number
of sensors considered for FDI. Two methodologies are presented that maximize the success
rate of fault diagnosis by accepting or rejecting sensors based on their relative quality of
information in regards to FDI, based on normalized Fisher information and measures of
discrepancy such as Kullback-Leibler divergence and Hellinger distance, respectively. A
simulated three-tank system was used to verify these approaches to optimal sensor selection
and test design. It is shown that when prior information is available and the range of
parameter distributions is large, the approach that measures the divergence between fault
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scenarios is more accurate, otherwise the first approach is recommended for its computational
efficiency.
Chapter 7: Conclusions and Recommendations.
A general conclusion of the research performed is presented in this chapter, along with a
brief list of possible opportunities for future work.

Chapter 2

Optimal Design of Tests for Heat Exchanger Fouling Identification

Abstract
Particulate fouling in plate-fin heat exchangers of aircraft environmental control systems is a recurring issue in environments rich in foreign object debris. Heat exchanger fouling
detection, in terms of quantification of its severity, is critical for aircraft maintenance scheduling and safe operation. In this work, we focus on methods for off-line fouling detection during
aircraft ground handling, where the allowable variability range of admissible inputs is wider.
We explore methods of optimal experimental design to estimate heat exchanger inputs and
input trajectories that maximize the identifiability of fouling. In particular, we present a
methodology in which D-optimality is used as a criterion for statistically significant inference of heat exchanger fouling in uncertain environments. The optimal tests are designed on
the basis of a heat exchanger model of the inherent mass, energy and momentum balances,
validated against literature data. The model is then used to infer sensitivities of the heat
exchanger outputs with respect to fouling metrics and maximize them by manipulating input
trajectories; thus enhancing the accuracy in quantifying the fouling extent. The proposed
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methodology is evaluated with statistical indices of the confidence in estimating thermal
fouling resistance at uncertain operating conditions, explored in a series of case studies.

2.1

Introduction

The primary objective of an aircraft environmental control system (ECS) is to provide fresh
air at appropriate conditions for the passengers and crew, while performing secondary heating
and cooling to various aircraft components [36]. ECSs are required to control the temperature
of hot bleed air stream after compression, using cross-flow plate-fin heat exchangers because
of their small weight and volume relative to their heat transfer efficiency [37]. As shown
in Fig.2.1, the ECS primary heat exchanger uses ambient ram air as the cold fluid side to
decrease the temperature of the compressed bleed stream. As a result, aircraft operations
expose the ECS, and in particular its cold side, to fouling from contaminants such as sand,
dust, and salt [38, 39].
Fouling in aircraft ECSs is caused by deposition of dust particles suspended in the inlet
airflow. Particulate accumulation is a function of air flow rate, concentration of contaminants, and system temperature and pressure [40, 41]. The accumulation of contaminants
on the ECS heat exchanger surface significantly reduces its heat transfer efficiency and performance over time while also increasing pressure drop, leading to significant costs from
maintenance and component failures [39, 42]. Therefore, the prediction, identification and
isolation of ECS fouling have been the subject of several studies [4, 43, 44].
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Fig. 2.1: Typical aircraft ECS piping and instrumentation diagram [1].
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The physical phenomenon of particulate fouling is currently not well understood, making fouling behavior difficult to predict. Therefore, fouling detection methods are the primary means in monitoring fouling and its impact on aircraft operation [45]. Typically,
on-line detection methods are applicable to estimate system states and predict deviations
in heat transfer effectiveness [46]. Jonsson et al. [47] presented a fault detection method
that uses an extended Kalman filter, designed for nonlinear state estimation and filtering
of process and measurement noise. Kobayashi and Simon [48] employed a hybrid Kalman
filter approach specifically for aircraft-related fouling detection that uses a continuous model
combined with discrete-time measurements. Lalot and Pálsson [19] presented an approach
for fouling detection that uses artificial neural networks to update weighted biases into system networked layers. Delmotte et al. [49] implemented weighted uncertainty into a heat
exchanger model using a fuzzy polynomial approach. A black-box method was developed
by Lalot and Mercère [50] for performing model reduction using recursive subspace model
identification. Ingimundardóttir and Lalot [51] used wavelet functions for fault detection
by applying wavelet transforms onto continuous or discrete measurements to reduce output
noise. All these detection methods treat fouling as a state that increases gradually over time.
They are less effective at lower accumulation rates, as it becomes increasingly difficult to
discern between system deviation, noise and uncertainty. Moreover, classic methods such as
the Kalman filter are difficult to use during off-line analysis, as the duration is very small
compared to most on-line applications.
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In the particular case of aircraft ECS heat exchanger fouling detection, when aircraft
operations are on the ground and prior to flight, a manually initiated built-in test, called
iBIT, is used for fault detection [52]. iBIT generally lasts minutes, whereas fouling typically
occurs over hundreds of hours, a significant difference in time scales between the fouling
process and the time available for its offline detection. This separation of time scales allows
fouling affected properties, such as deposit thickness and thermal fouling resistance, to be
treated as parameters. Correspondingly, an alternative approach for fouling detection can be
applied on the basis of parameter estimation. Here, we propose a method that calculates a
set of system inputs that minimize fouling identification uncertainty in iBIT. This technique
is based on Optimal Experimental Design (OED) methods [53].
OED is a model-based method that combines a system model with measurements and
their variance to decrease the uncertainty of estimated model parameters [54, 55]. The
framework for OED is well known in the field of statistics of experiments and is commonly
applied in precision-based estimation [56, 57]. Generally, the objective of design of experiments (DOE) is to minimize uncertainty and maximize the information that can be extracted
from a series of experiments [31, 32]. Model-based DOE, or OED, relies on the explicit use
of a mathematical model with uncertainty in its parameters, cast as an optimization problem that maximizes the information extractable from future experiments. Model equations
reflect our current state of understanding of a system, whereas unknown parameters express our lack of fundamental knowledge. Model-based experimental design applications are
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abundant across all engineering disciplines and can be applied to any system (linear, nonlinear, steady-state or dynamic). The requirement of this approach is a model that captures
the physical phenomena of the process through first principles/fundamental equations and
empirical correlations, of which the uncertainty is known or relatively well anticipated and
understood.
Therefore, in this work we first present a comprehensive model for plate-fin heat exchangers, in which the empirical correlations and model parameters are identified and model
input uncertainty is taken into consideration. The fouling detection method is based on a
framework inspired by OED for dynamic heat transfer analysis, while considering operating
constraints and uncertainty of a realistic iBIT. A cross-flow plate-fin heat exchanger model
is first formulated to assess the effects of fouling and the implications of its detection. The
plate-fin heat exchanger model is validated with experimental data obtained from the literature. The iBIT OED problem is then formulated to explore sensitivities of the measured
heat exchanger outputs with respect to fouling-related model parameters. System inputs
are optimized to maximize these sensitivities, using the heat exchanger model employed in
a D-optimal experimental design framework that reduces the joint confidence regions of the
estimated parameters [58, 59]. Therefore, fouling is dissociated from system noise and input
uncertainty in the heat exchanger, which is illustrated through a series of case studies.
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2.2

Heat exchanger model and validation

2.2.1

Mass, energy and momentum balances

The heat exchanger model was developed on the basis of mass, energy and momentum conservation equations. As shown in Fig.2.2, each stream in the plate-fin heat exchanger was
considered to have temperature gradients solely along the direction of fluid flow, as the
flow length is significantly larger than the fin spacing. The fluid flow was considered onedimensional along each fluid flow direction, whereas the crossflow plate walls that separate
the two fluid streams were modeled in two dimensions. The fins have uniform thickness and
were assumed to have negligible thermal resistance compared to the plate walls. The fluids
were treated as ideal gases, and the thermal conductivity, dynamic viscosity, and specific
heat capacity for each fluid were calculated using the correlations presented in Appendix B.
These properties were considered to be unaffected by small foulant concentrations. Fig.2.2
illustrates the grid adaptation applied to the plate-fin heat exchanger model. This grid formulation was used to discretize the heat exchanger into a series of sequential cells. The mass,
energy and momentum balances were therefore simplified to discrete axial profiles using the
method of lines, with axial derivatives approximated by finite differences. The temperature,
velocity, and foulant concentration axial profiles within the heat exchanger are not shown
here, as the iBIT only has access to input/output measurements of the temperature of the
system.
In the discretization scheme of Fig.2.2, the 1-D continuity equation in each direction
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Fig. 2.2: General scheme for the cross-flow plate-fin heat exchanger model discretization.

reads:
∂ρg ∂ (ρg ug )
+
= 0,
∂t
∂x

(2.1)

where ρg is the fluid density, and ug is the fluid velocity. The heat flux in and out of each
gas stream depends primarily on advection in the fluid and convective solidgas heat transfer.
The axial heat conduction along the fluid is considered negligible, which is reasonable for
when the Peclet number, the ratio of thermal energy convected in the fluid over the thermal
energy conducted in the fluid, is less than 55 ((B.4-B.6)) [60]. Applying the advective and
convective terms into a transient energy balance for an adiabatic heat exchanger yields [61]:


ρg Vg Cp,g

∂Tg
∂Tg
+ ug
∂t
∂x


= As,g hg (Tw − Tg ) ,

(2.2)

where Tg is the fluid temperature, Tw is the heat exchanger wall temperature, Vg is the
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total volume of the gas in the heat exchanger, As is the effective heat transfer area (see
Supplementary Information), and hg is the convective heat transfer coefficient.
The wall energy balance includes the terms of convective heat transfer from the fluids
and conduction along the plate surface.
∂Tw
= kw Vw
mw Cp,w
∂t



∂ 2 Tw ∂ 2 Tw
+
∂x2
∂y 2


(2.3)

− As,c hc (Tw − Tc ) − As,h hh (Tw − Th ) ,
where mw is the total mass of the heat exchanger plate, kw is the uniform thermal conductivity, and Vw is the volume of the plate. The convective heat transfer coefficient can be
determined by the fluid properties and Colburn factor (B.7-B.12):

hg =

jCp,g G
,
Pr2/3

(2.4)

where j is the Colburn factor, Pr is the Prandtl number, and G is the fluid mass velocity.
It is considered that the Colburn factor correlations used for plain and offset configurations
are adequate for the level of model fidelity required for the design of iBIT [62, 63]. Colburn
factors and friction factors use different correlations depending on the occurrence of laminar
or turbulent conditions as determined by the corresponding Reynolds numbers. In the majority of case studies of this work, the flow was laminar with Reynolds numbers in the range
of 100 to 800. The total pressure loss from the heat exchanger is expressed as reported in
Shah [64]:
∆ptotal = ∆pentrance + ∆pcore + ∆pexit ,

(2.5)
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where the three types of pressure loss are:
x

Z
∆pcore =
0

∂pg
dx,
∂x


∆pentrance = Kc


∆pexit = Ke

ρg u2g
2

ρg u2g
2

(2.6)


,

(2.7)


.

(2.8)

The entrance and exit loss coefficients Kc and Ke are 0.2 and 0.4, according to the
correlations proposed by Kays and London for typical plate-fin heat exchanger construction
[37]. Frictional pressure drop is prominent in plate-fin heat exchangers. The diffusive transport is negligible compared to the convective transport, due to high fluid velocities. Thus,
the pressure balance is expressed as:
∂pg
= Fw − ρg
∂x

Fw =

d=



∂ug
∂ug
+ ug
∂t
∂x

2f ρg u2g
,
d

2 (Hf − tf ) (sf − tf )
,
Hf − sf − 2tf


,

(2.9)

(2.10)

(2.11)

where Fw is the friction loss and d is the hydraulic diameter of the fins [65]. Friction factor
correlations for plain fins and offset fins are shown in the Appendix B ((B.7-B.12)) [62, 63].
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2.2.2

Particulate fouling

The bulk phase fouling concentration is presented as a transient mass balance with particulates attaching to the heat exchanger surface:
∂cf
∂ (cf ug ) As dMf
=−
+
,
∂t
∂x
V dt

(2.12)

where cf is the foulant concentration in the bulk fluid, V is the void volume in the heat
exchanger, and Mf is the foulant mass per unit area attached to or removed from the heat
exchanger wall. The process of particulate fouling was simulated, following the model by
Kern and Seaton [3]:
dMf
= αug cf − βτs mf ,
dt
where

dMf
dt

(2.13)

is the foulant mass flux, and α and β are empirically determined deposition and

removal rate constants. The shear rate, τs , is equal to

f ρg ug
.
µ

The thermal fouling resistance

is directly correlated to the deposited foulant mass:
Rf =

Mf
,
ρf kf

(2.14)

where kf is the foulant thermal conductivity, and ρf its density. The corresponding convective heat transfer coefficient of the fouled heat exchanger then becomes [6]:
hf =

1
.
1/hg + Rf

(2.15)

The deposit thickness, δf = Rf kf , impacts the fluid velocity in plate-fin heat exchangers by
decreasing the available fluid flow area, subtracting the thickness from the fin height and
spacing.

24
Use of the Kern and Seaton model requires the empirical parameters α and β of (2.13)
to be estimated from experimental observations. In this work, the data reported by AbdElhady et al. [2] were used to generate realistic fouling profiles with the heat exchanger model,
which are then to be identified and estimated. Abd-Elhady et al. [2] studied an exhaust gas
recirculation cooler, found in diesel engines (a shell-and-tube heat exchanger), in terms of
the asymptotic behavior of particulate fouling, as it accumulates along surface walls. They
used a soot generator to produce particulates in order to deliberately foul the exhaust cooler
using gas velocities of 30 m/s, 52 m/s and 130 m/s. We employed the heat exchanger model
of Section 2.2.1 and estimated values for the empirical parameters and of the Kern and
Seaton model, to match the data reported by Abd-Elhady et al. [2]. For the purposes of
this research, it was assumed that the rate of fouling was unaffected by the geometry of the
heat exchanger. In other words, the use of the model by Kern and Seaton with parameters
estimated by the data of Abd-Elhady et al. [2] serves the purpose of performing simulations
of relatively realistic scenarios of particulate fouling, with no expectations or requirements
for the fouling prediction to be accurate for the particular plate-fin heat exchangers studied
here. The model was compared to the data reported by Abd-Elhady et al. [2] at 52 m/s
gas velocity because of the notable thermal fouling resistance and clear asymptotic behavior.
The soot density was reported to be at 1.2 g/cm3 in [2], the thermal conductivity at 0.1
W/(m K), and the particulate concentration at 100 mg/m3 . Fig. 2.3 shows the fouling data
from Abd-Elhady et al. [2] and the simulation results after adjustment of the deposition
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Fig. 2.3: Thermal fouling resistance comparison between data by [2] and simulations using
the Kern and Seaton model [3], with α and β at 4.2 and 1.3 s/kg m, respectively.
Foulant density is 1.2 g/cm3 , thermal conductivity 0.1 W/m K, inlet particulate
concentration 100 mg/m3 , and gas velocity of 52 m/s.

and removal rate coefficients, α and β of (2.13). The empirical parameters α and β were
estimated at 4.2 and 1.3 s/kg m, respectively. During the first two hours, the thermal fouling
resistance exhibits nearly linear behavior. As time progresses, the accumulation rate slows
considerably until it reaches equilibrium at t ≈ 7 hours. This final thermal resistance of
approximately 6.2×103 m2 K/W is used in the following sections as the unknown thermal
fouling resistance that needs to be estimated.
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2.2.3

Model validation

Heat transfer effectiveness
The heat exchanger model was validated with literature data of steady-state and dynamic
heat transfer experiments in a bench-scale plate-fin heat exchanger. Specifically, the crossflow, plate-fin heat exchanger experimental data reported by Shah et al. [42] were used for
validation of the mass and energy balances of the model. The geometry of the heat exchanger
apparatus of Shah et al. [42] is shown in Table 2.1. This small-scale heat exchanger was
tested in experiments of varying temperatures and flow rates of the bleed and ram side air,
wherein steady-state and transient heat transfer was recorded. Shah et al. [42] reported
four steady-state tests, A-D as shown in Table 2.2, in which the flow rates of the bleed and
ram inlet streams were varied. The bleed outlet temperature was recorded at steady-state.
They also performed transient step tests, as shown in the case studies E-H of Table 2.3. For
each transient test, the heat exchanger was configured to reach steady-state with the inlet
conditions of Table 2.3, and then a step change of +22 ◦ C was applied at the inlet bleed
temperature set point and exit temperatures were recorded.
The model described in Section 2.2.1 with Colburn factors corresponding to plain fin
geometry (B.8) was validated with steady-state and transient simulations of the experimental
tests reported in Table 2.2, Table 2.3. The results of the simulations of the steady-state tests
are shown in Table 2.2. The bleed outlet temperatures of the heat exchanger model match
the reported experimental values of each test within ±2.6 ◦ C, without any parameter fitting.
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Table 2.1: Core geometry and operating conditions of the heat exchanger apparatus used
by Shah [4] for tests A-H.
Bleed flow length (cm)

15.24

Inlet bleed pressure (kPa)

240

Ram flow length (cm)

7.67

Inlet ram pressure (kPa)

100

Bleed fin height (mm)

6.15

Geometry fin type

Ram fin height (mm)

2.64

Number of cells (for both axes)

5

Plate thickness (mm)

0.599

Number of channels

4

Fin thickness (mm)

0.102

Heat exchanger material

Al

Plain

Table 2.2: Comparison of bleed outlet temperatures between simulations and data reported
by Shah [4] for steady-state heat transfer.
Test

A

B

C

D

Inlet bleed temperature (◦ C)

72.8

66.7

78.2

74.6

Inlet ram temperature (◦ C)

20

20

20

20

Inlet bleed mass flow (g/s)

5.22

4.85

20.41

18.33

Inlet ram mass flow (g/s)

4.99

23.13

4.31

23.36

Outlet bleed temperature, experiment (◦ C)

37.4

23.4

62.9

34.8

Outlet ram temperature, model (◦ C)

38.0

23.9

64.6

37.4
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Table 2.3: Initial inlet flow conditions for transient heat transfer tests EH, reported by
Shah [4].
Test

E

F

G

H

Inlet bleed temperature (◦ C)

49.3

47

49.8

51.4

Inlet ram temperature (◦ C)

20

20

20

20

Inlet bleed mass flow (g/s)

4.99

4.72

20.82

18.55

Inlet ram mass flow (g/s)

4.49

23.81

4.41

22.63

The transient tests were also simulated using the model, by comparing the estimates of
initial steady-states corresponding to the inputs of Table 2.3 and the transient responses
to the set point step changes at the inlet bleed temperature. Fig. 2.4 shows the dynamic
responses of the model and the corresponding measurements reported by Shah [4]. Very good
agreement between simulations and experiments was accomplished. Tests E and F have lower
mass flow rates on the bleed side, so changes in the bleed side temperature produce slower
responses. Test G has the highest increase in bleed temperature due to significantly higher
inlet mass flow. The simulated responses to the inlet disturbances were slightly faster than
their experimental counterpart. This is likely caused by heat loss to the environment and
transient sensor delays which were not modeled [4]. Overall, the model provides an accurate
representation of the transient heat transfer phenomena in plate-fin heat exchangers.
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Fig. 2.4: Comparison of predicted bleed outlet temperatures for the transient tests EH of
Table 2.3 with the corresponding literature data [4].

Pressure drop and heat transfer coefficient
The heat exchanger model was also validated against frictional pressure drop measurements
and heat transfer coefficient estimates for a series of reported heat exchanger geometries.
Dong et al. [63] tested multiple fin-and-tube heat exchangers to determine the effects of
heat exchanger geometry on pressure drop and heat transfer. The frictional pressure drop
and the heat transfer coefficient for the fin side of these heat exchangers were determined
by observing the inlet and exit temperatures and pressures. For brevity, only three heat
exchanger configurations tested by Dong et al. are reported here. These heat exchangers
had identical properties with the exception of fin spacing as shown in Table 2.4. The model
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Table 2.4: Geometry and operating conditions of the heat exchangers studied by Dong et
al.[35].
Flow length (mm)

65

Geometry fin type

Offset

Fin height (mm)

7.8

Offset fin length (mm)

Fin thickness (mm)

0.2

Number of cells (both axes)

5

Fin spacing 1 (mm)

1.8

Number of channels

1

Fin spacing 2 (mm)

2.1

Heat exchanger material

Al

Fin spacing 3 (mm)

12.35

Inlet water side temp (◦ C)

190

5.0

was modified to match the geometry of each heat exchanger, as detailed in Table 2.4.
Fig. 2.5 shows the relationship between the inlet fluid velocity and the pressure drop
and heat transfer coefficient for the fin spacing lengths listed in Table 2.4. The model
predictions are in very good agreement with the reported data. These results validate the
momentum balance expressions and the heat transfer coefficient correlations of (2.4-2.11),
as well as (B.12) for the estimation of the offset fin Colburn factor. As the number of
fins increases, the overall effectiveness of the heat exchanger increases, but at the cost of
higher pressure drop. Dong et al. [63] reported that the experimental results contained an
uncertainty of ±8.4% for pressure drop, and ±9.4% for heat transfer coefficient estimates,
due to medium property uncertainties and sensor errors.

31

Fig. 2.5: Comparison of predicted heat exchanger fin side pressure drop (left) and heat
transfer coefficient (right) with reported results from Shah [4] over a range of
fluid velocities. The legend indicates the fin spacing used in each heat exchanger
configuration.

2.3

Fouling detection

As discussed in the Introduction, the focus of this work is on a methodology for iBIT of
aircraft ECS; in particular, for plate-fin heat exchanger fouling identification. In this section,
we formulate the mathematical problem of fouling identification in iBIT. The rationale of
this formulation follows the input variables available in the real system, the measurements
that are or can be available in an aircraft ECS, and realistic constraints for all the inputs
and time scales. It is noted that iBIT in this work is cast as a test (experiment) or series
of tests that need to be performed for the identification of fouling and its isolation from
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other system uncertainties. The identification of the fault is improved by maximizing the
information that can be extracted from a test, relative to this fault. This information can
be steady state or transient, which are both explored in the following. The model-based
methodology discussed in the following makes use of the model described in Section 2.2, of
which parametric sensitivities with respect to fouling indicators (parameters) are maximized
in designing an optimal iBIT. Each optimal iBIT (which may consist of a series of tests) is
then compared to a nominal iBIT comprising a set of tests performed at normal or standard
ECS conditions.

2.3.1

Method formulation

In the model, heat exchanger fouling is expressed as thermal fouling resistance, Rf , and
treated as a parameter during iBIT. Fouling resistance affects the measured (at the system
level) exit temperatures and pressures by reducing the overall heat transfer coefficient and
decreasing the cross-sectional area of the heat exchanger, as detailed in Section 2.2. However,
the same measured variables are affected by other input or state variables, such as flow
rates, inlet pressure, temperature, etc. Therefore, it is possible (and likely) that uncertainty
and noise in the inlet conditions or system states are misinterpreted as fouling in certain
situations. Overall, the objective of iBIT in this analysis is to estimate the thermal fouling
resistance as accurately as possible in aircraft ECS with uncertainty in its states or inputs
and other system parameters.
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The uncertainties explored here include all the conditions that affect heat transfer
effectiveness. Specifically, the moisture content, wH2 O , increases the fluid heat capacity
(B.3) for gas heat exchangers, affecting the outlet temperature. The inlet pressure and mass
flow in the bleed stream, phi , ṁhi , and ram stream, pci , ṁci , control the density and velocity
of each fluid, which impact heat transfer and pressure drop. The inlet ram temperature,
Tci , has a significant effect on the exit temperature as shown in Section 2.2. These system
conditions or parameters are considered uncertain and are estimated along with the thermal
fouling resistance through a series of case studies (detailed in Section 2.4) to showcase the
strengths and capabilities of the method proposed here. It should be noted that uncertainty
is expressed in this work as a variance interval for each one of the variables considered.
Depending on the level of confidence we have on the system measurements or on the accuracy
of inferred variables, the intervals of each variable are expressed as wide or narrow bounds
in their estimation. As such, even system inputs are considered unknown, and the level
of accuracy in their value in the system is expressed by their upper and lower bounds.
In summary, the unknown fouling resistance and uncertain inlet conditions were compiled
together as a vector of estimated system parameters and inputs:
ξ =[θ, u],
(2.16)
=[Rf , wH2 O , ṁhi , ṁci , phi , pci , Tci ].
Equation (2.16) does not describe a complete iBIT input set for aircraft ECS. The
bleed stream is typically controlled and conditioned by the bleed system before entering the
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primary heat exchanger. Here, the ECS iBIT problem is simplified by adjusting the inlet
bleed temperature directly as an input for optimal fouling detection, without considering
the implications upstream to the bleed source. Moreover, the iBIT considered here changes
the inlet bleed temperature in a series of discrete steps over time. The number of discrete
step changes, ns , and their duration, ts , were also optimized to find a balance between
estimation confidence, complexity and duration of the design. The duration of each step
was constrained to a minimum of twenty seconds to allow for utilization of steady-state
information when applicable. The initial conditions, y0 , were optimized as well. In iBIT,
the optimality of y0 corresponds to finding optimal system inputs for the initial system
steady-state. The timespan of the iBIT analysis in an aircraft is relatively small to ensure
all tests are completed within the aircraft ground handling time. Most iBITs run for less
than ten minutes for aircraft diagnostics [66], so for this analysis the maximum test duration,
τ , was set to five minutes. The inlet temperature, number of step changes, steps duration,
and overall timespan are included in the test design vector, ϕ:
ϕ = [Thi (t), ts , ns , y0 , τ ]0 ∈ Φ

(2.17)

The variables of the test design vector of (2.17) were restricted to a design space Φ,
assigning upper and lower bounds to each component. To formulate the iBIT design problem,
within the allowable design space of the ECS, the model equations described in Section 2.2
were expressed as an implicit system of differential equations:
f (ẋ(t), x(t), u(t), θ, t) = 0,

(2.18)
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where f (·) is the system governing equations, x(t) ∈ RNx is the Nx × 1 vector of system
states (temperature and pressure), u(t) ∈ RNu is the Nu × 1 vector of system inputs (inlet
bleed temperature), and t is time. It was assumed that sensors exist at the outlet bleed and
ram channels to measure the exit temperatures and pressures, regardless of whether they
exist in all ECSs. Estimates of the Ny × 1 vector of measured outputs, ŷ(t) ∈ RNy , are then
expressed as:
ŷ(t) = h (x(t), u(t), θ, t)

(2.19)

where h(·) is the function of the relationship between the states, inputs and parameters to
the estimated outputs at time t. The initial conditions, y0 , were arranged for the defined
system as:
y0 =




 f (ẋ(t0 ), x(t0 ), θ, u(t0 ), t0 ) = 0,

(2.20)



 ŷ(t0 ) = h (x(t0 ), θ, u(t0 )(t0 )) ,
where y0 is a set of x, ẋ sufficient to establish the system initial conditions, not to be confused
with y or ŷ.
An optimal iBIT should provide maximum information on thermal fouling resistance,
even at uncertain inlet conditions. This information is acquired through the sensitivities of
measured outputs with respect to the anticipated values of ξ, ξ̃ for all sampling times within
τ . These sensitivities were compiled into a series of matrices, Qi , for each output, yi , and
weighed by the experimental variance to produce the variance covariance matrix and Fisher
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information matrix at the anticipated vector, ξ̃:








Vξ ξ̃, ϕ = H−1
ξ̃, ϕ =
ξ

" Ny Ny
XX

#−1
σij−2 QTi Qj

(2.21)

i=1 j=1

where σij−2 is the ij-th element of the experimental variance matrix [56], and is the total
number of measured outputs. The D-optimal design criterion was chosen for the iBIT case
studies in the following, to minimize the correlation between estimated parameters from the
extracted information, and thus isolate fouling from all other system uncertainty:
h

i
ϕ∗D ∈arg min det H−1
ξ̃,
ϕ
ξ
ϕ∈Φ

s.t.
f (ẋ(t), x(t), u(t), θ, t) = 0,
ŷ(t) = h(x(t), up (t), θ, t),



 f (ẋ(t0 ), x(t0 ), up (t0 ), θp , ξ̃, t0 ) = 0,
y0 =


 ŷ(t0 ) = h(x(t0 ), up (t0 ), θp , ξ̃, t0 ),
uL ≤ u(t) ≤ uU ,

∀t ∈ [0, τ ],

xL ≤ x(t) ≤ xU ,

∀t ∈ [0, τ ].

(2.22)

The optimal iBIT test design vector, ϕ∗D , of (2.22) is then applied to several fouling identification and isolation scenarios (Section 2.4) and compared to iBIT effectiveness at nominal
conditions.
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2.3.2

Tool chain

The plate-fin heat exchanger model was formulated with the object-oriented language Modelica [67], in the commercial software Dymola [68]. The governing equations for the heat
exchanger model were written as a series of differential and algebraic equations. The bleed,
ram, and wall temperatures leaving each volume segment of the heat exchanger model were
defined as states. The densities of the fluids were also treated as states, as their time derivatives constitute the conservation of mass equations. The total number of states was, thus,
the number of states per cell times the number of cells of the heat exchanger model grid formulation. Algebraic variables were defined to calculate heat transfer coefficients, flow areas,
thermal properties for each fluid, and frictional pressure loss. These correlations can be found
in Appendix B. The parameters of this model were the dimensions of the plate-fin geometry,
the constants used to compute thermal properties, the constants used to compute various
empirical formulas, and the uncertain conditions, such as the thermal fouling resistance and
fluid moisture content. The resulting Modelica code was flattened to its non-object-oriented
equivalent to simplify computations. The flattened model was exported using the Functional
Mockup Interface (FMI), a tool-independent standard for configuring dynamic models [69].
The code was converted to a Functional Mockup Unit to be transferred to MATLAB [70]
using the Modelon FMI-Toolbox [71]. Dynamic and steady state parametric sensitivities
were calculated with the solver CVODES [72], a C-coded ODE solver capable of sensitivity
analysis, using finite differences or adjoints. In this work, the parametric sensitivities were
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defined as the variability of exit temperatures of the plate-fin heat exchanger with respect to
fouling-related parameters at each sampling time. This was done to represent a real system
with temperature sensors at heat exchanger exits. As stated previously, these sensitivities
were compiled into a variancecovariance matrix, and the determinant of this covariance matrix was calculated and optimized in MATLAB. The optimal design was calculated with the
Mesh Adaptive Direct Search algorithm, NOMAD [73], and was verified with an exhaustive
search of test design within the design space.

2.4

Results and discussion

In this section, the models and methodologies presented previously are applied to the heat
exchanger design reported by Shah et al. [42]. Validation of the model for this particular
heat exchanger was performed but is not presented here, because the conditions in Shah
and Sekulic [40] are outside of the range of normal ECSs. Nonetheless, the size, flow rates
and Re numbers of this heat exchanger are in much better agreement with those found in
ECSs, whereas the experimental apparatus by [42] operates at a different regime, giving
rise to considerably different sensitivities and dynamics for the heat transfer process. Here,
we focus on the effectiveness of the methodology presented, rather than absolute values
for the conditions estimated. The effectiveness of the proposed iBIT method is studied in
case studies, in which the heat exchanger model presented in Section 2.2.1 is studied under
heavy foulant accumulation conditions, using the fouling model of Section 2.2.2. This is
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accomplished by running the heat exchanger and the fouling models for 7 hrs (real process
time) with a high inlet foulant concentration of 100 mg/m3 until the overall thermal fouling
resistance reaches 6.2×10−3 m2 K/W, based on the fouling simulations shown in Fig. 2.3. At
this point, it is postulated that fouling is significant and must be identified from an iBIT,
which is ran at nominal and optimal conditions and the capability of the iBIT to identify
fouling with certainty is explored. We thus have a model representing noisy responses of a
heat exchanger at significant fouling conditions, which we will call ”virtual system” and a
model with no noise in its predictions and void of any foulant deposition, which we will call
”system model.” The responses of the virtual system are used in a computational framework
for parameter estimation to estimate the thermal fouling resistance and uncertain inputs of
the system model.

2.4.1

Basis for heat exchanger fouling analysis

The flow conditions in the ECS heat exchanger were set to nominal conditions typical for
ECS heat exchanger operations, detailed in Table 2.5. The bleed inlet temperature was
constrained between 100 ◦ C and 250 ◦ C, assuming that it is controlled upstream, but with
significant uncertainty. The inlet ram temperature was set according to the international
standard atmospheric values at ground level determined by the International Civil Aviation
Organization [74].
To evaluate the effectiveness of the proposed method for fouling detection, the thermal
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Table 2.5: Conditions applied in the ECS heat exchanger case studies of fouling estimation.
Flow condition

Nominal setting

Thi (◦ C)

175

Tci (◦ C)

15

ṁhi (kg/s)

0.30

ṁci (kg/s)

1.00

phi (kPa)

250

pci (kPa)

100

fouling resistance and uncertain flow conditions were estimated in several case studies, and
their 95% confidence intervals at nominal and optimal conditions are reported and compared.
Measurement noise was added to the heat exchanger model outputs to provide virtual experimental data for analysis. The measurement standard deviation of the system was assigned
zero-mean white measurement noise typical for each outlet (0.5 ◦ C for outlet temperatures,
and 100 Pa for outlet pressures). Thereafter, noiseless model simulations (from the system
model) were matched to the experimental data (from the virtual system) by adjusting ξ, the
estimated parameters and system uncertain inlets. The robustness of fouling detection was
then determined as the capability of the parameter estimation to minimize deviations between the noiseless simulations of a model with zero initial fouling and noisy model responses
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of the model with heat exchanger fouling:
min
ξ

Nsp 
X

i
i
Tc,o,sim
− Tc,o,exp

2

i
i
+ Th,o,sim
− Th,o,exp

2 

i=1

(2.23)

0.75ξ̃ ≤ ξ ≤ 1.25ξ̃.
Only temperature measurements were compared for these studies, as it is more common to
have temperature sensors available in ECS, and not pressure transducers. All uncertain inlet
conditions were subject to bounds that were ±25% of their nominal value, ξ̃.

2.4.2

Identification of fouling in an uncertainty-free system

As a first step, we explored the robustness of the proposed method to identify heat exchanger
fouling as a parametric fault in an ideal system with no uncertainty. Thus, the task here is
to find optimal system conditions for estimating thermal fouling resistance, with all other
system inputs known accurately. In the virtual system, thermal fouling resistance was set
to 6.2×10−3 m2 K/W, to represent realistic equilibrated fouling, as shown in Fig. 2.3. For
the optimal iBIT design, calculated by (2.22), the inlet temperature was found at the upper
bound of its allowable range (250 ◦ C). Only one temperature step was required (ns =1)
throughout the entire iBIT duration, τ . Adding more input steps did not increase the
estimation accuracy of fouling resistance in iBIT.
To better illustrate the effect of system inlet conditions on fouling detection, Fig.
2.6 shows the difference between clean and fouled heat exchanger operation, at nominal
and optimal conditions. The inlet bleed temperature is also shown in Fig.2.6, to illustrate
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Fig. 2.6: Inlet bleed temperature and predicted outlet ram and bleed temperatures of clean
and fouled heat exchanger. The heat exchanger is initially set to steady-state
at nominal conditions for 300 s and then transitioned to the steady-state of the
optimal iBIT settings. The optimal test is simulated for 300 s.

the distance between nominal iBIT conditions and the conditions estimated by (2.23). To
generate Fig. 2.6, the virtual system (fouled and noisy heat exchanger model) was initialized
at a nominal steady-state and simulated at steady state for 300 s. Then the inlet bleed
temperature was set to the value estimated by (2.23) (250 ◦ C), and the virtual system was
run for another 600 s. The transient response of the virtual system in Fig. 2.6 indicates a
smooth transitioning to the iBIT optimal steady-state. The solution of the D-optimal iBIT
design, (2.22), in this case is trivial and easy to understand. The inlet bleed temperature
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is higher at the D-optimal experiment, which causes the heat transfer rate to rise up as
well. Fouling identifiability is enhanced at the higher heat transfer rate due to the improved
observability of effects on the heat exchanger thermal effectiveness. In particular, it is
clear in Fig. 2.6 that the absolute temperature difference (between fouled and clean heat
exchanger responses) at the outlet bleed stream is much larger for the higher bleed inlet
stream temperature. The heat transfer effectiveness of the heat exchanger is deteriorated
because of fouling and this is more evident when the heat transfer requirement is higher.
The fitting of the heat transfer resistance of the system model to the virtual system
data produced thermal fouling resistance estimates of 6.26±0.40×10−3 and 6.19±0.34×10−3
m2 K/W at nominal and optimal conditions, respectively. In real systems, the inlet ram
temperature depends on day time and location of the aircraft. The atmospheric conditions
influence the rate of heat transfer, and therefore the fouling identifiability. To account for
this, the thermal fouling resistance was also estimated with inlet ram temperatures of -50 ◦ C
and 40 ◦ C to represent cold and hot atmospheric conditions. The corresponding estimates of
thermal fouling resistance were nearly identical to the values listed for the standard inlet ram
temperature. The estimated value of thermal fouling resistance and its confidence intervals
were slightly improved through optimal design of the iBIT inlet bleed temperature, regardless
of the temperature of the atmosphere surrounding the aircraft.
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2.4.3

Heat exchanger fouling with uncertainty in the air moisture content

One common uncertainty in ECS is the moisture of the ambient air. The aircraft surrounding
atmosphere has different moisture levels depending on location, time, and the particular
location in the airport. Therefore, it is of interest to consider uncertainty in the moisture
content of air and explore its impact on the robustness of fouling identification using nominal
and iBIT optimal inlets. For simplicity, the moisture content was considered to affect only
the heat capacity of each fluid in the system (B.4). From psychrometric charts [75], the
maximum atmospheric humidity at 15 ◦ C is 1.2 wt%, or 0.012 kg water/kg air, assuming
there is no precipitation, while the minimum atmospheric humidity is roughly 0.1 wt%.
This variability corresponds to a heat capacity range of 1040 to 1078 J/(kg s). Thus, the
heat capacity of air was treated as an unknown in the optimal iBIT problem, with range as
indicated above.
Fig. 2.7 shows the virtual system temperature of the bleed and ram outlets at the
maximum humidity level for nominal and optimal conditions, in a similar format to what
was presented in Fig. 2.6. The minimum humidity level was also assessed, with similar
overall conclusions. The optimal iBIT was found with two control actions (ns =2), signifying
that two very different temperatures are needed for the separation of the effects of unknown
moisture and fouling thermal resistance, when only outlet temperature measurements are
available. In the optimal iBIT design, the bleed temperature was set initially to the lower
bound for 20 s, and then was set to the upper bound for the remaining test duration. This
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Fig. 2.7: Inlet bleed temperature and predicted outlet ram and bleed temperatures of clean
and fouled heat exchanger with a moisture content of 1.2 wt%. The heat exchanger
is initially set to steady-state at nominal conditions for 300 s and then transitioned
to the steady-states of the optimal iBIT settings (100 to 250◦ C). The optimal final
test is simulated for 300 s.

design improves the estimation precision for the advective and convective aspects of heat
transfer, both of which are affected by the specific heat capacity. A transitional period
between the nominal and optimal settings was required in order to reach the optimum
steady-state outlet temperature for the first control step. The estimates of moisture and
fouling thermal resistance were acquired using the entire transient response exhibited by the
system from the second input step change.
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Fitting of the thermal fouling resistance and moisture content to the steady state data
at nominal conditions (t=0 to 300 s in Fig. 2.7) produced estimates of 5.90±8.71×10−3
m2 K/W and 1.21±3.67 wt%, respectively. At optimal iBIT conditions, the estimates for Rf
and were at 6.03±0.81×10−3 m2 K/W and 1.27±0.28 wt%. At minimum humidity levels,
the confidence intervals of the parameter estimates from nominal and optimal iBIT designs
were similar, indicating that the optimal iBITs are useful for estimating fouling regardless
of the humidity levels. The 95% confidence region was notably large for the nominal design,
to the degree that negative values for thermal fouling resistance and moisture content were
deemed statistically feasible. Fouling estimation at uncertain moisture levels was ineffective
at the default settings, emphasizing the importance of applying a structured iBIT design
strategy to improve the confidence and precision of fouling detection and isolation.
This case study provides the opportunity to enumerate the objective function of (2.23)
over the entire allowable space of thermal fouling resistance and moisture content values.
Therefore, we can visualize the benefits of the proposed methodology for iBIT in terms
of the corresponding capability to determine the unknown and uncertain system variables
and parameters. Fig. 2.8 shows how the objective function of (2.23), used for parameter
estimation and thus fouling identification, is affected by the system model moisture content
and thermal fouling resistance at nominal and optimal iBIT settings. At nominal iBIT, the
objective function presents a valley of similar values neighboring the true values of Rf and
wH2 O . Thus, the corresponding parameter estimation problem is applied to a system that
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Fig. 2.8: Objective function values of the parameter estimation problem of (2.23) over a
range of system model thermal fouling resistance and moisture content values
using nominal (left) and optimal (right) iBIT settings. The true values of the
virtual system were at 6.2×10−3 m2 K/W and 1.2 wt%, respectively. The dark
squares represent the estimated parameters that correspond to the correct system
output (the minimum objective function), and the contour plot shows the 95%
confidence ellipses.

is not identifiable. The range of Rf and wH2 O yielding closely neighboring estimates for the
objective function of (2.23) is significantly reduced in the optimal iBIT, thus the likelihood
that parameters are estimated at their true values is significantly improved.
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2.4.4

Heat exchanger fouling with uncertainty in the inlet pressures

In certain ECSs, the pressure and temperature of the inlet bleed stream are controlled by a
compression system. Depending on the state of the compressors and downstream pressure
impedance, the pressure of the inlet bleed stream in the ECS heat exchanger might contain
significant uncertainty. Therefore, in this case study, we explored the impact of uncertain
inlet pressure for the bleed side on iBIT fouling detection. As an exercise, uncertainty was
also considered for the ram flow. The sensitivities obtained in this case study produced
Fisher information matrices that were nearly singular for all available input configurations.
At constant mass flow, the velocity and density of the fluid are inversely proportional, so the
inlet pressure has little impact on the Reynolds number. At nominal ECS flow conditions,
the system pressure does not affect the intrinsic fluid flow properties enough to provide useful
information. No experimental evidence was found to validate this finding, as most studies
that examine heat exchanger pressure focus on pressure drop analysis. Nonetheless, this
case study indicates that uncertainty in inlet pressure should not affect a model-based iBIT
process of fouling identification.

2.4.5

Heat exchanger fouling with uncertainty in the inlet mass flows

Inefficient operation of the ECS compressors may lead to uncertain flow rates for the bleed
stream of the ECS. Similarly, the ram flow is controlled by a fan and other upstream system
components that might bring uncertainty to the mass flow rate of that side of the heat
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Table 2.6: Estimated values and 95% confidence intervals of mass flow rates and thermal
fouling resistance.
iBIT settings, ϕ
Ram flow
Bleed flow
Ram and Bleed flow
iBIT settings, ϕ
Ram flow
Bleed flow
Ram and Bleed flow

Nominal
Thi =175 ◦ C, ns =1, τ =300 s
ṁci (kg/s) ṁhi (kg/s ×101 ) Rf (m2 K/W ×103 )
1.00±0.003
5.94±0.42
3.00±0.010
5.90±0.42
1.00±1.36
3.00±4.12
5.91±16.4
Optimal
◦
Thi =[100 C, 250 ◦ C], ns =2, τ =300 s
ṁci (kg/s) ṁhi (kg/s ×101 ) Rf (m2 K/W ×103 )
1.00±0.003
6.27±0.34
3.00±0.007
6.12±1.05
1.00±0.010
3.00±0.023
6.12±1.05

exchanger. Thus, here the ram and bleed mass flows were considered uncertain during the
iBIT for fouling estimation. Three iBIT scenarios were studied to explore the impact of
uncertainty in the flow rates: the first and second tests focused on uncertain bleed side and
ram side flows rates, respectively, and a third test analyzed uncertain bleed side and ram
side flow rates simultaneously. The results of these case studies for nominal and optimal
iBITs are presented in Table 2.6, along with the design vector for the optimal iBIT. Similar
to the case of uncertain medium heat capacity, the mass flow rate affects the convective and
advective heat transfer of the system and, thus, the overall thermal effectiveness of the heat
exchanger. The 95% confidence intervals for the estimates of all the uncertain system inputs
were obtained at nominal and optimal conditions as shown in Table 2.6.

Fouling identifiability decreased when applying uncertain flow rates, as expressed by
the lack of accuracy in the estimates at nominal conditions and their wide confidence inter-
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vals. As expected, the system flow rates have a significant impact on fouling detection due
to their influence on the heat transfer effectiveness. Nonetheless, a vast improvement was
feasible with the optimal iBIT strategy.

2.4.6

Heat exchanger fouling with multiple uncertain conditions

With multiple unknown/uncertain system parameters, inputs and states, the task of using
iBIT to estimate system fouling becomes a large-scale multi-variable optimization problem.
It is clearly evident from the previous analyses that when fouling, air moisture and flow
rates are simultaneously unknown or uncertain there is little chance in identifying fouling
at nominal conditions with only one steady state test. Thus, the task here is to optimize a
number of tests determined by D-optimal experimental designs, which by definition seek to
separate parametric correlations, within an assigned design space. To confirm the robustness
of the iBIT design methodology proposed here, a case study was explored, in which ram inlet
temperature, ram flow rate, moisture content, and thermal fouling resistance are considered
unknown or uncertain. Fig. 2.9 shows the virtual system temperature of the bleed and ram
outlets of the nominal and optimal iBITs for multiple uncertain inlet conditions.
In the iBIT of Fig. 2.9, both steady state and transient information are used for
fouling detection and isolation. These conditions provide the highest heat transfer rates and
substantial system dynamic responses. The confidence intervals of the estimated parameters
and system at the nominal and optimal iBIT settings are shown in Table 2.7. It is clear that
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Fig. 2.9: Inlet bleed temperature and predicted outlet ram and bleed temperatures of clean
and fouled heat exchanger using the true values detailed in Table 2.7. The heat
exchanger is initially set to steady-state at nominal conditions for 300 s and then
transitioned to the steady-states of the optimal iBIT settings (100 to 250 ◦ C).

for a heat exchanger operating in a system with significant uncertainty in a large number of
its variables or parameters or inputs, only optimal iBITs, as shown in Table 2.7, are capable
of identifying and quantifying fouling accurately and with confidence.
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Table 2.7: Estimated values and 95% confidence intervals of mass flow rates and thermal
fouling resistance.

2.5

Uncertain condition

Nominal

Optimal

True values

Rf (m2 K/W ×103 )

5.44±133.5

6.50±0.98

6.20

wH2 O (×102 )

1.03±65.50

1.13±0.33

1.20

Tci (◦ C)

15.85±54.45

15.05±0.33

15.00

ṁci (kg/s)

1.03±1.65

1.00±0.008

1.00

Conclusions

We proposed an iBIT method for aircraft ECS heat exchanger fouling quantification, in
which the extractable test information is maximized on the basis of a system model. The
presented methodology involves the development of a plate-fin heat exchanger model, validation of the model using relevant experimental data, and utilization of the model in a
D-optimal experimental design framework, to determine optimal iBIT operational settings.
The unknown thermal fouling resistance was treated as a parameter and analyzed along with
a combination of uncertain system inputs, such as inlet temperatures, moisture content, and
mass flows. The iBIT design vector, i.e. the system admissible inputs at which fouling is
to be estimated, was manipulated to optimize experimental information, and expressed via
the Fisher information matrix. Nominal and optimal iBITs were compared with respect to
their capability to identify fouling, through parameter estimation, using the corresponding
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heat exchanger measurements. It was shown that the proposed iBIT methodology for heat
exchanger fouling identification allows for accurate and precise estimation of the heat exchanger fouling, when this would have been infeasible with current conventional methods
and without the addition of extra measurement devices or other BIT equipment.

Chapter 3

Analysis of Transient Data in Test Designs for Active Fault
Detection and Identification

Abstract
Active model-based FDI methods are of increasing importance in modern cyber-physical
systems due to their ability to generate detections as residuals between anticipated and observed information, and, thus, isolate and identify causes of faults with greater confidence
than conventional passive FDI techniques. This work focuses on evaluating the effectiveness
of active FDI tests which use either steady-state or dynamic information. It is shown that
transient information from active FDI tests can improve the identifiability of faults compared
to steady-state testing. These tests are designed by casting FDI as an optimization problem that maximizes the Fisher Information Matrix of a system sensed outputs with respect
to faults. The identifiability of faults is examined at steady-state and transient FDI tests
in a plate-fin heat exchanger of an aircraft environmental control system. In this system
particulate fouling needs to be detected, which is challenged by multiple sources of system
uncertainty. It is shown that the inclusion of transient information during fault diagnosis
54
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increases the confidence in fault identification when using optimal test designs.

3.1

Introduction

The objective of traditional model-based FDI is to determine system faults by evaluating
deviations from anticipated system behavior. These methods must be accurate, decisive,
reliable and quick to execute in order to prevent fault propagation to downstream systems
[76]. The increasing uncertainty (in system boundaries, components and system models)
and complexity (in system size, number of components and heterogeneity of data generated)
lead to failure in fault detection and identification in the form of false alarms and events
called No-Fault-Founds (NFFs) [77]. False alarms and NFFs are increasingly challenging in
the FDI of systems in the automotive and aerospace industries [78, 79]. Therefore, aircraft
system operators deploy built-in tests (BIT) in their maintenance testing to improve FDI
capability and reduce maintenance costs [80].
In the previous chapter, an active FDI approach was proposed that generates residuals
sensitive to faults, is robust to uncertainty, and examines the impact of transient data in
FDI tests. Active FDI was implemented so that the admissible input trajectories are manipulated to create optimal tests for fault detection and identification. Calculation of the
FDI test design prior to execution, reduces significantly the on-line computational cost of
FDI implementation. The inputs are not updated with new test information, thus a test
design is required that improves the identifiability of all faults that can occur beforehand.
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The reason for this is that the test design can be computationally cumbersome for on-line
FDI, while the differences between sequential (frequentist) and parallel design approaches
are often minimal to justify the introduced on-line computational complexity [32]. Thus, the
FDI test design was treated as a set of constrained optimization problems that maximize
metrics of the information generated from the test with respect to faults, and, in particular,
the Fisher Information Matrix. System inputs were manipulated to improve the identifiability of system faults and uncertain conditions by maximizing information with respect to
faults in the form of sensitivities of system outputs. This method of FDI test selection is
based on a statistical approach known as Optimal Experiment Design [53], which is used to
extract available information from system models to improve parameter identifiability. In
this classical model-based design of experiments approach [31, 32, 56, 81], steady-state or
dynamic tests are designed to maximize the identifiability of fault(s), expressed in the system
model as parameter(s). For a given number of system sensors, the system uncertainty is also
estimated (if identifiable). The tests designed can be steady-state or transient, depending
on the model structure and the accuracy of the system actuators. The objective of the FDI
test optimization is to minimize the correlation between faults and uncertain conditions that
affect sensor outputs. The D-optimal criterion is selected for test designs that aim to reduce
the joint confidence regions of the faults, uncertain parameters and inputs [59]. The tests
designed can be steady-state or transient, depending on model structure and accuracy. Although the understanding of process dynamics has been of interest in complex systems and
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control [82], quantification of the value proposition of steady-state vs. dynamic FDI tests is
relatively vague in the open literature and is the objective of this work.
This chapter is organized as follows: Section 3.2 presents the mathematical formulation for transient and steady-state FDI tests cast as optimization problems. The calculation
of optimal test designs is presented in detail, focusing on the differences between steady
state and dynamic tests. The mathematical formulation of fault severity estimation using
an extended Kalman filter is provided in accordance with [83, 84] followed by another FDI
test approach based on well-known moving horizon estimation techniques [85, 86]. Section
3.3 presents the effectiveness of these methods is tested in two case studies. In each case
study, a heat exchanger model that was developed and validated earlier [5] is used to simulate particulate fouling in an aircraft environmental control system. Maintenance tests are
common in heat exchanger fouling detection [80, 87] and the increased range of control inputs, while the system is off-line, can be used for active fouling identification. In the first
case study, system uncertainty is represented by moisture levels in the flow streams. In the
second case study, the system uncertainty is extended to include the mass flow rate and inlet
temperature of one of the streams. The fault in these cases is assumed to be deterministic in
that it can be quantified as a parameter in the system model, and it is present and persistent
for the entirety of the FDI test. Although in the applications demonstrated here only one
fault is considered (for brevity and illustration purposes), the method presented can handle
multiple faults and uncertain conditions. We show the effect of uncertainty at nominal and
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optimal test conditions as well as the quantifiable change when steady-state and transient
information is used in fault diagnosis.

3.2

Methods

This section introduces the methodology for improving active FDI with high-fidelity models,
as well as the terminology and notation used throughout this paper. The workflow of this
framework has been discussed in [88]. The first step is to formulate a model that sufficiently represents the system with and without anticipated faults, which are cast as model
parameters. The system admissible inputs and the number of tests are considered to be
optimization variables for the FDI test design and are compiled into the test design vector.
The test design space contains the allowable ranges of each element in the design vector. The
uncertain parameters and inputs are assessed prior to test design optimization and assigned
fixed upper and lower bounds. The test design vector is then manipulated to determine
the test design that maximizes the evidence (impact) of faults on outputs and minimizes
correlations between faults and uncertainty. Posterior analysis for parametric identifiability,
false alarm rates and threshold design, discussed in [88], are not the focus of this work but
can be applied as instructed previously.
The first part of this section introduces the mathematical formulation of the system
models selected for FDI. The second part presents the steady-state and dynamic optimization problems, used to determine the D-optimal FDI test designs. Model formulations and
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optimization problems for the steady state and transient FDI tests considered are collectively
presented in Table 3.1. The last subsection describes the two methods used to compare system measurements with anticipated outputs and determine whether faults are present. The
first approach is utilizing an Extended Kalman Filter augmented for state and parameter
estimation, while the second method is based on Moving Horizon Estimation.

3.2.1

System model formulation

Following the work from Chapter 2, the mathematical models are written as a series of
implicit differential algebraic equations, shown in (3.1a,3.2a). When the system is only
considered at steady-state, (3.1a-3.1g), t and ẋ are omitted.
Each system fault is expressed as a parameter with an anticipated value or range of
values for when the fault is present in the system, and a known value for the healthy system.
For clarity, the model parameters are split into three subsets, as shown in (3.1c) and (3.2c).
These subsets represent the Nθf × 1 vector of system faults, θf ∈ RNθf , the Nθu × 1 vector
of system uncertainty-based parameters, θu ∈ RNθu , and the Nθp × 1 vector of known design
parameters, θp ∈ RNθp . System inputs are similarly divided into two subvectors shown in
(3.1d,3.2d) that represent the Nup ×1 vector of controllable system inputs, up ∈ RNup at time
t, and the Nuu × 1 vector of uncertain inputs, uu ∈ RNuu . System uncertainty represented
as θu and uu is assumed to lie within anticipated distributions determined prior to FDI
test optimization or execution. These system uncertainties are compiled together with the
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Table 3.1: Equations used of steady-state and dynamic FDI methodologies
Steady-State FDI

Dynamic FDI

f (x, u, θ) = 0

(3.1a)

f (ẋ(t), x(t), u(t), θ, t) = 0

(3.2a)

ŷ = h(x, u, θ)

(3.1b)

ŷ(t) = h(x(t), u(t), θ, t)

(3.2b)

θ = [θf , θu , θp ]

(3.1c)

θ = [θf , θu , θp ]

(3.2c)

u = [uu , up ]

(3.1d)

u = [uu , up ]

(3.2d)

ξ = [θf , θu , uu ]

(3.1e)

ξ = [θf , θu , uu ]

(3.2e)

ϕ0 = [up , Ntest , y0 , τ ] ∈ Φ0

(3.1f)

ϕ = [up , Ntest ] ∈ Φ

(3.1g)



QStS,i = 


∂ ŷi
∂ξ1
ξ̃,n=1

.
.
.
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.

ϕ = [up (t), Ntest ] ∈ Φ
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∂ξN
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.
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QDyn,i = 


.

...

ϕ0 = [up (t), tsp , Ntest , y0 , τ ] ∈ Φ0 (3.2f)
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...
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(3.2g)

∂ ŷi
∂ξN
ξ ξ̃,tN
sp

(3.1h)

(3.2h)

Ny Ny

Hξ (ξ̃, ϕ) =

XX
i=1 j=1

−2 T
σij
Qi Qj

(3.1i)

Hξ (ξ̃, ϕ) =

Ny Ny
X
X

−2 T
σij
Qi Qj

(3.2i)

i=1 j=1

faults considered, θ f , into a Nξ × 1 vector, ξ ∈ RNξ , that is the target of FDI test design
optimization, as shown in (3.1e,3.2e). The vector, ξ, is considered to have an anticipated
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Table 3.2: Test design optimization problems for steady-state and dynamic FDI
Steady-State FDI

Dynamic FDI

h
ϕ∗StS ∈ u∗p,1 , ..., u∗p,Ntest
,
∗

∗
Ntest
≥1

i


∗
ϕ∗Dyn ∈ u∗p (t1 , . . . , tNtest
),

(3.3)

∗
Ntest
≥1



(3.4)


i
h
ξ̃,
ϕ
= arg min det H−1
ξ

h

i
= arg min det H−1
ξ̃,
ϕ
ξ

ϕ∈Φ

ϕ∈Φ

s.t.

s.t.

f (x, up , θp , ξ̃) = 0,

f (ẋ(t), x(t), up (t), θp , ξ̃, t) = 0,

ŷ = h(x, up , θp , ξ̃),
U
uL
p ≤ up ≤ up ,

xL ≤ x ≤ xU

y0 =

ŷ(t) = h(x(t), up (t), θp , ξ̃, t),



 f (ẋ(t0 ), x(t0 ), up (t0 ), θp , ξ̃, t0 ) = 0,


 ŷ(t0 ) = h(x(t0 ), up (t0 ), θp , ξ̃, t0 ),
U
uL
p ≤ up (t) ≤ up ,

xL ≤ x(t) ≤ xU ,

∀t ∈ [0, τ ],
∀t ∈ [0, τ ]

set of values, ξ̃, that represent most likely values of the faults and uncertain inputs and
parameters. After the system model has been formulated, the next step is to formulate the
method for optimizing the active FDI test design.
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3.2.2

FDI test design optimization

System inputs are manipulated by the FDI tests (steady-state or dynamic) resulting in
transient system outputs (around the steady state value due to noise, or dynamically as
imposed by system dynamics and noise). In the steady-state test, measurements are obtained
when the system has reached steady-state. In the dynamic test, the system starts from a
steady-state condition, and then measurements are collected while the system is at transient.
The admissible system inputs, up , are manipulated as a series of discrete steps to generate
the optimal test design for fault detection and isolation. The time duration of the FDI test,
τ , and allowable number of tests, Ntest need to be accounted for in FDI design. The selection
of steady-state or dynamic test designs can impact the allowable range of each variable. The
input trajectories, up (t), number of tests, Ntest , sampling times, tsp , overall timespan, τ , and
initial system states, y0 , are compiled into the test design vector, ϕ0 , which is constrained
within the test design space, Φ0 , as shown in (3.1f,3.2f) for steady-state and dynamic tests,
respectively.
In this work, the design vector of (3.1f) and (3.2f) was simplified. The sampling times
and the overall test duration were constant, and the initial system states were set so that the
test design initiates when the system has reached a nominal steady-state. These variables
were fixed and the test design vector was reduced to (3.1g,3.2g), where up (t) has the size
Np × Ntest , the number of admissible inputs used for FDI times the number of tests (which
in this context relates to frequency by which admissible inputs are changed during the FDI
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test). The input trajectories are cast as piecewise constant functions of time, with each test
in Ntest corresponding to a time period that the process inputs are constant. The design
vector, ϕ, can represent an FDI test design with a single continuous test, or several separate
tests. We assume that ϕ can contain inputs from a series of discrete steady-state tests, or
a single continuous dynamic test with transient measurements. The test design space, Φ,
specifies the lower and upper bounds of each variable listed in the test design vector.
The objective of the optimization is to maximize the extractable test information with
respect to faults and uncertainty by adjusting the test design vector, ϕ, thereby generating
optimal information for estimating the system values of ξ. Local sensitivities of available
measurements with respect to targeted parameters (i.e. faults and uncertainty) are determined and compiled to generate the test information. In this work, the local sensitivities are
obtained using normalized parametric derivatives that are approximated within the neighborhood of ξ̃ using central finite differences with the system model. A prior analysis was
done to ensure that numerical error generated from calculating sensitivities in this manner
was negligible. The steady-state test sensitivities are calculated after each test, ntest , and
compiled into a Ntest × Nξ sensitivity matrix, QStS,i , for each output yi as shown in (3.1h),
where Ntest is the number of steady-states at which each output, yi , is observed and Nξ is
the number of variables and parameters representing faults and uncertainty in ξ. In (3.2h),
the sensitivity matrix for dynamic tests, QDyn,i , has size Nsp × Nξ , with each sensitivity
row sampled at time tk (k = 1, ..., Nsp ), and Nsp being the number of discrete measurements
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taken from each measurement yi .
Fisher information is commonly employed in system analysis because of its usefulness
in statistical inference [56]. The sensitivity matrix from (3.1h) or (3.2h), depending on the
selected type of FDI test, is used to calculate the Fisher Information Matrix (FIM), Hξ , as
shown in (3.1i,3.2i), where σij is the inverse of the expected variance of the ij-th measurement. The measurements taken were assumed to have zero-mean normal distributions with
known standard deviations that are reflected in σij . In (3.3,3.4), the objective is to minimize
the correlations between faults and uncertainty that can be determined from test samples
of the system measurements. To satisfy this objective, the D-optimal design criterion was
used to determine the best FDI test design. Subsequently, the optimal test design vector
was calculated by minimizing the determinant of the variance-covariance matrix. In this
work, the inverse of Hξ in (3.1i,3.2i) is used as it is equivalent to the Cramer-Ráo lower
bound of the variance-covariance matrix [89]. The optimization of a steady-state test design
is formulated as shown in (3.3). Similarly, the dynamic optimal test design is calculated
according to (3.4). After the optimal test designs are selected, an identifiability analysis can
be performed prior to FDI implementation as detailed in [88], by examining the confidence
regions of the uncertain parameters or by solving optimizations problems that search for a
different set of parameters capable of producing nearly identical system outputs. In the case
studies presented here, the models were found to be structurally and practically identifiable
with respect to their unknown parameters for at least one feasible FDI test design.
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3.2.3

Fault severity assessment

After the test design for fault identification has been calculated it is explored in a virtual
active FDI test to determine if the anticipated faults are identifiable. In this section, two
models are used to determine the severity of faults: a noise-free “system model” with anticipated outputs measured at fault-free conditions and a “virtual system” that is injected
with a fault and specific values for uncertainty, ξ ∗ . The model of the virtual system is used
to collect “observed” outputs as shown in (3.5):
yi (ξ ∗ , tk ) = ŷi (ξ ∗ , tk ) + wik ;
(3.5)
k = 1, . . . , Nsp ,

i = 1, . . . , Ny ,

2
) ∀i, k). Faults are then
where wik is the normally distributed measurement noise (∼ N (0, σik

estimated through the use of two fault identification approaches to provide a more complete
assessment of fault diagnosis with transient and steady-state information. In the case studies
presented in the Results section, the effectiveness of each method with or without transient
information is tested by comparing the fault estimates obtained at nominal and optimal test
designs using Monte Carlo simulations. In each run, the measurement noise wik is randomly
generated for all outputs and time points.

Extended Kalman filter
The first approach of fault identification used in this work is the extended Kalman filter, commonly applied to dual state and parameter estimation. The Kalman filter was developed to
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estimate non-measurable states in linear systems [84], and the extended Kalman filter (EKF)
is applicable to nonlinear systems by linearizing the state equations at each time step [90].
A well-known EKF implementation is the dual state and parameter estimation conducted
after each measurement sample is collected a shown in Sun et al. [83], Li et al. [91]. This
method allows for simultaneous state tracking and impact reduction of measurement noise,
and is suitable for on-line fault diagnosis because of its small computational footprint. The
mathematical formulation of the EKF for dual state and parameter estimation is provided
in Appendix C. The EKF is applied with the system model linearized with updated ξ values
at each time step, until all sampling time points have been collected and the unknown or uncertain parameters and states are estimated. In the steady-state test, the EKF is instigated
when the system is at steady-state, and no data is collected while the system transitions to
the next steady-state condition. When the system reaches steady-state again, the EKF is
reactivated. In the dynamic FDI test, the EKF is implemented throughout the test duration. The formulation of the EKF for the purpose of FDI is provided in Appendix C of this
document.

Moving horizon estimation
While the EKF can be implemented for FDI, its applicability for state and parameter estimation is diminished with increasing system complexity and non-linearity. Moving horizon
estimation (MHE) is another optimization approach that unlike the Kalman filter allows for
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nonlinear programming to be used for state and parameter estimation. MHE techniques
have been shown to consistently improve estimation performance compared to EKF, with
the drawback of their higher computational requirements [86]. The scheme for the simultaneous estimation of parameters and states through MHE was obtained from the method
formulation reported in Küpper et al. [85], Kühl et al. [92], which was designed for dynamic
nonlinear systems.
In each iteration of the MHE, states and parameters are estimated for a specific range of
time points located in the horizon time TN = tK −tL , where tL is the time at the beginning of
the horizon and tK is the most recent time point in the horizon. The differences between the
measured and predicted outputs during the horizon are minimized, as well as the estimated
states and parameters from their corresponding predicted values as shown in (3.6). The
MHE optimization problem is formulated as follows:
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s.t.
f (ẋ(t), x(t), up (t), θp , ξ, t) = 0,

(3.6)

ŷ(t) = h(x(t), up (t), θp , ξ, t),
xL ≤ x(t) ≤ xU ,
ξL ≤ ξ ≤ ξU ,

∀t ∈ [tL , tK ]

∀t ∈ [tL , tK ]

where x̄L and ξ̄ L are the expected states vector and uncertain parameters and inputs vector
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at time tL , respectively, and the expression ||x||2 − 1 = xT A−1 x, where A is the covariance
A

2

matrix of x. For simplicity, the expected values of the states and parameters were set to
those obtained in the previous MHE iteration. The estimation error covariance matrix, PL|L ,
is updated at time tL , as shown in Appendix C of this manuscript. The set of predicted
outputs, h, is obtained after simulating the system model starting from an initial state,
x(tL ). Only the initial values of the states and parameters at time tL are considered to
be free variables because it is assumed that no process noise occurs within the horizon, as
reported in Küpper et al. [85]. In the MHE approach to the fault severity assessment, (3.6) is
repeatedly solved until the states and uncertain parameters and inputs have been estimated
throughout the FDI test duration. The method of collecting data for use in the MHE is
identical to the one implemented for the EKF approach.

3.3

3.3.1

Results and discussion

Heat exchanger system testbed

A heat exchanger model of an aircraft environmental control systems was used in a series of
case studies to test the effectiveness of transient information in fault identification. Plate-fin
heat exchangers are essential components in the aircraft ECS. The loss in heat transfer caused
by fouling degrades ECS performance, thereby increasing the energy needed to provide air
to the aircraft cabin at appropriate conditions. Two case studies were considered where the
plate-fin heat exchanger from an aircraft ECS experiences particulate fouling, considered in
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this context to be a fault that needs quantification. This fault is often the cause of false
alarms because of multiple sources of uncertainty in the ECS. The number of uncertain
parameters is different in each case study in order to determine the impact of uncertainty
on the ability to detect and quantify the heat exchanger fouling with uncertainty.

Temperature
Sensor, 2

3
Hot Stream
1

Plate Fin Heat
Exchanger, 4
Cold Stream
(from atmosphere)

5

6

7

Admissible Inputs ( )

1

Hot Mass Flow Rate,

Outputs ( )

2

Exit Hot Temperature,

3

Exit Cold Temperature,

Fault ( )

4

Particulate Fouling,

Uncertain parameters ( )

5

Moisture Content,

Uncertain inputs ( )

6
7

Inlet Cold Temperature,
Cold Mass Flow Rate,

Fig. 3.1: Input-Output architecture of the ECS cross-flow plate-fin heat exchanger.
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Figure 3.1 illustrates the inputs and outputs of the plate-fin heat exchanger model.
In the studied implementation, the heat exchanger has one admissible input, two measured
outputs, one fault and three uncertain variables. For the purpose of the case studies presented
here, only the hot mass flow rate was considered admissible for the FDI test design. The mass
flow of the hot stream was assumed to be perfectly controlled by upstream ECS components
[93]. The hot stream mass flow rate was constrained to 0.1-1.0 kg/s, an acceptable range for
the chosen heat exchanger geometry. The total duration for sample collection, τ , was set to
300 s to provide sufficient time for other necessary system diagnostics [66]. During the test
implementation, up to one stepwise admissible input change was allowed, i.e. a maximum
of two input settings could be used for FDI. Samples were taken at the same sampling
frequency of 1 s−1 , with variable noise during each test. In the steady-state analysis, each
steady-state test had a fixed duration of 150 s. The exit temperature sensors were used
to collect measurements for fault identification. Each sensor was assumed to have white
measurement noise with standard deviation of 0.5 ◦ C.

3.3.2

Heat exchanger model and fouling identification

The cross-flow heat exchanger model was formulated with mass, energy and momentum
conservation equations, as discussed in Chapter 2. Fluid flow was treated as one-dimensional
along each fluid direction, whereas the cross-flow plate walls that separate them were modeled
as 2D. The heat exchanger model was discretized as a series of sequential cells so the mass and
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Table 3.3: Description of model variables for FDI executed with EKF and MHE
Variable

Size

Nominal Setting

Hξ

4×4

-

QStS

Ntest × 4

-

QDyn

Nsp × 4

-

4×1

[0 m2 K/W, 1.20%, 40 ◦ C, 1.00 kg/s]

ϕ

Ntest × 1

[0.30 kg/s,0.30 kg/s]∗

y

Nsp × 2

-

x

Nsp × 48

-

ξ = [Rf , wH2 O , Tci , ṁc ]

∗

Anticipated values for the faults and uncertain parameters are provided in Table 3.4.

energy balances could be simplified into discrete axial profiles, formulated using MATLAB
[70] for steady-state and dynamic simulation. The dimensionality of the FDI problem for
the heat exchanger is summarized in Table 3.3. The FIM and sensitivity matrices depend on
the number of faults and uncertain parameters in ξ (with Nξ =4 in this particular problem).
The sensitivity matrix for steady-state FDI had Ntest = 2 rows, and for dynamic FDI the
sensitivity matrix contained Nsp = 300 rows. The size of the vectors of system outputs and
states depend on the number of discrete measurements used in the optimization (Nsp = 300),
for both steady state and transient FDI. The system states include the hot and cold stream
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temperatures within and exiting the heat exchanger, and the temperature of the plates
separating the fluids. In the cases studied, the heat exchanger geometry was discretized into
a 4 × 4 grid (see in Chapter 2 for more details on the discretization), thus 48 states were
generated in the model at any time point.
The heat exchanger model was validated with steady-state and transient experimental
data obtained from a testbed plate-fin heat exchanger detailed in Shah et al. [42]. Steadystate tests and transient step tests were implemented onto the virtual plate-fin heat exchanger
with plain fin geometry, and the output responses generated from these tests were compared
with the benchmark heat exchanger reported in Shah et al. [42]. Heat transfer coefficients
and estimated pressure drop were also validated using data reported in Dong et al. [63] with
various system geometries. The values of θp and θu reported in this document were derived
from model validation tests performed using literature-reported data [42, 63, 75]. Model
error is expressed as uncertainty in the design parameters, θp . As discussed in Palmer et al.
[5], system dynamics were accurately captured by the model, which is, thus, considered
suitable for dynamic FDI test design and a good computational testbed for FDI execution.
The validated model was then used to calculate optimal tests for FDI in systems with 80%
of the heat exchanger channel cross-sectional area blocked by particulate fouling. The target
of FDI is to quantify the extent of the fault (fouling) in lieu of the uncertainty in system
inputs.
The faults and uncertain inputs considered in this analysis are listed in Table 3.4, along
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Table 3.4: Lower (ξ L ) and upper (ξ U ) bounds of the faults and uncertain conditions in the
heat exchanger and the anticipated values (ξ̃) of a fouled system.
Uncertain Parameter

Lower Bound

Set of ξ̃

Upper Bound

Rf (m2 K/W ×103 )

0.00

6.40

8.00

wH2 O (%)

0.10

1.20

5.00

Tci (◦ C)

15.0

40.0

50.0

ṁc (kg/s)

0.75

1.00

1.25

with their anticipated values, lower and upper bounds. Fouling is expressed as thermal
fouling resistance, Rf , and the range of thermal fouling resistance values corresponds to
the percentage of cross-sectional area covered by particulates. The lower bound (Rf = 0
m2 K/W) indicates that the heat exchanger is completely clean and free of fouling, and the
upper bound (Rf = 0.008 m2 K/W) indicates that the system is completely fouled. System
uncertainty exists in the air moisture, cold stream flow rate and cold inlet temperature.
The range of moisture content in the case studies considered was set to the minimum and
maximum expected percentage of moisture in ambient air [75]. The cold stream flow depends
on the settings of downstream ECS components e.g. the ram fan, and its rate was assumed
in the range of ±25% of its anticipated value, 1.0 kg/s. The cold inlet temperature was
assigned the range of expected temperatures shown in Table 3.4, with the nominal inlet
temperature for maintenance testing set to 40 ◦ C. In the first case study, only the thermal
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fouling resistance and moisture content were considered to be uncertain, and the cold flow
rate and inlet temperatures are fixed at their anticipated values, ξ̃. The second case study
examines the heat exchanger with all the elements of ξ considered to be uncertain. The
sample size collected in the steady-state and dynamic FDI tests was the same.

3.3.3

Case study I: Identification of heat exchanger fouling with uncertainty
in one input

Figure 3.2 presents the inputs and outputs generated from steady state and dynamic FDI
tests and the corresponding fouling severity assessment as a function of time. First, 300
s of nominal operation were simulated with the virtual heat exchanger and were used to
illustrate FDI capability at nominal conditions (within the 300 s test duration constraint).
The shaded areas of Figure 3.2 illustrate the period during which data was collected from
the steady state and dynamic tests. The optimal steady-state FDI test design was calculated
from (3.3). In this design, the hot mass flow rate was first set to 0.43 kg/s and data was
collected for 150 s of the corresponding steady state. The second optimal mass flow rate
setting was at 1 kg/s (the upper bound) with data collected at that steady state for another
150 s. No information was collected during the transition between steady-states (indicated
in Figure 3.2a by the shaded regions). The optimal dynamic FDI test design was calculated
using (3.4). The hot stream was set to the first optimal mass flow rate setting of 0.1 kg/s
(lower bound), followed by a step change to the upper bound at 1 kg/s. Dynamic system
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responses were recorded for 300 s, which include data from the first optimal steady state, the
system transient and the second steady state of this test. The step change of the admissible
input from its lower to its upper bound allowed for the greatest dynamic response within
the assigned constraints.
Figures 3.2a and 3.2c show the hot stream flow rate and the measured outputs from
steady-state and dynamic FDI tests, respectively. The transition from the nominal test
conditions are presented in Figure 3.2 only to show that there were no system constraint
violations. The anticipated hot and cold exit temperatures of the clean heat exchanger are
also presented to compare with the measured outputs obtained from the heat exchanger
when it is fouled. The distance between the outputs at clean and fouled conditions is greater
at higher hot stream flow rates, which is why all optimal test designs had one input setting at
the upper bound. However, an additional test was required in both cases. This input setting
(shown first in time in Figure 3.2) was different between the S.S. and dynamic FDI, which
is discussed further in the following text. As mentioned, assessment of the fault severity was
performed with the EKF and MHE, with a sample of the MHE results illustrated in Figures
3.2b and 3.2d. In these figures, the estimated states and parameters were updated after
every new set of data was acquired, which illustrates the value of new information to the
test. Overall, the Rf estimates from the tests show significant improvement after information
from the second test becomes available, which is particularly clear in the dynamic case (3.2d).
The validity and quality of the optimal test designs were evaluated using the FIM plots
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Fig. 3.2: FDI test data and example estimates of fouling identification using steady-state
(plots a,b) and dynamic (plots c,d) test designs. The heat exchanger was set to
steady-state at nominal conditions for 300 s. and then transitioned to optimal
conditions. In the optimal steady-state test, two steady-state conditions were
set to 150 s each, with a 50 s transition period between states. The dynamic
optimal test was simulated for 300 s. The dynamic responses of the transition
to the optimal conditions are presented to show that there were no violations of
constraints.
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Fig. 3.3: Determinant of the Fisher Information Matrix for the heat exchanger FDI test
over a range of admissible hot mass flow rates, with two inputs settings in the
test design at steady-state (left, ϕ∗St.S. = [ṁh = [0.43kg/s, 1.0kg/s], Ntest = 2])
or with transient response (right, ϕDyn = [ṁh = [0.1kg/s, 1.0kg/s], Ntest = 1]).
The uncertain parameters were the thermal fouling resistance and the moisture
content, with anticipated values listed in Table 3.4.
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of Figure 3. This also ensured that the designs for the steady-state and dynamic FDI tests
were global solutions to (3.3) and (3.4), respectively. Figure 3.3 presents the determinant of
the Fisher Information Matrix as a function of the hot mass flow rate with two input settings
using steady-state (left) and dynamic (right) outputs. The two input settings for the hot
stream flow rate, ṁh,1 and ṁh21 , were varied within their allowable range of 0.1-1 kg/s,
and the FIM was calculated iteratively for steady-state and dynamic FDI using (3.1i,3.2i),
respectively. Essentially, the determinant values of the FIM are a metric of the quality of
information obtained from each test. The left hand side plot of Figure 3.3 shows that the
steady-state test generates the most information when the mass flow rate of the hot stream
is set to 1.0 kg/s and 0.43 kg/s. Because each steady-state test has equal sample points and
there are no transient effects to consider, it does not matter which admissible input setting
is first. The most effective dynamic FDI test is accomplished when the mass flow rate is is
set first to 0.1 kg/s followed by a step change to 1 kg/s, as shown in the rightmost corner of
the right hand side plot of Figure 3.3. Most importantly, dynamic information increases the
output sensitivities with respect to fault and uncertainty, as indicated by the higher values
of |Hξ |.
Monte Carlo simulation of 100 runs was performed to compare fault estimates over
time with EKF using nominal, optimal steady-state and dynamic test designs, as shown
in Figure 3.4. The EKF was used to explore the capability of fouling assessment with
a less computationally demanding technique. The initial estimates of fouling resistance
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a)

b)

c)

Fig. 3.4: Monte Carlo Simulation of thermal fouling resistance estimation with uncertain
moisture content using EKF at (a) nominal, (b) optimal steady-state and (c)
optimal dynamic test designs. No data was collected in the optimal steady-state
test when in transition to the second steady-state.

and moisture content were set to 0 (m2 K/W) and 1.2%, respectively, representing a clean
system with nominal moisture in the air. Samples were collected every second and the
EKF estimated system states and parameters using the equations shown in Appendix C.
The measurement noise of all the samples was variable with time and different in each
iteration. In each case study, the initial state estimates used were set to be equal to the
mean anticipated states of the heat exchanger at nominal conditions, which are the system
initial conditions and were identical for all tests. In the nominal and optimal steady-state
tests, the average estimate of thermal fouling resistance by the end of the FDI test was 5.5 and
5.8 (m2 K/W × 10−3 ), respectively. While the range of fouling resistance estimates overlap
with the true Rf value during the FDI tests at nominal and optimal steady-state settings,
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a)

b)

c)

Fig. 3.5: Monte Carlo Simulation of thermal fouling resistance estimation with uncertain
moisture content using MHE at (a) nominal, (b) optimal steady-state and (c)
optimal dynamic test designs. No data was collected in the optimal steady-state
test when in transition to the second steady-state.

only the optimal test with dynamic information consistently led to an accurate estimation of
fouling. To test the impact of initial parameter estimates on fouling identification, the EKF
was implemented several times using random initial values for the states and parameters
estimated. Regardless of the initial parameter estimates, by t = 50 s the results were
similar, as is shown in Figure 3.4. Measurement noise and the lack of sensitivity of the
selected outputs with respect to air moisture led to less accurate fouling resistance estimates
at nominal conditions or when the EKF observer was used without transient information.
Another Monte Carlo simulation was performed using MHE to determine its accuracy
in fault severity assessment. The results are shown in Figure 3.5, where the same variable
measurement noise was injected to each test measurement. The initial estimates were again
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set to 0 (m2 K/W) and 1.2%, respectively. The MHE was set so that state and parameter
estimations were made for every 10 s in the test, and each moving horizon used 30 samples
(TN = 30 s) to update states and parameters. In Figures 3.5a and 3.5b the fouling resistance
estimates from the nominal and optimal steady-state tests are seen to be close but do not
overlap with the true value of thermal fouling resistance. The additional input step in the
optimal steady-state test retains the precision in the estimated range of fouling resistance
values from the previous step. The best performance is shown in Figure 3.5c, where after
the step change is implemented the dynamic response provides information to improve the
fouling resistance estimation consistently. After the system converges to steady-state, the
range of estimates increases again. By comparing the estimates from Figures 3.4 and 3.5, it is
far more effective to evaluate transient information for FDI and the fault severity assessment
with MHE than with EKF, as expected.
Table 3.5: Estimated 95% confidence intervals (ξ̃ = [Rf , wH2O ]) obtained from MHE at
t = τ.
Set of ξ̃

True

Nominal

Optimal StS

Optimal Dyn

ξ̂

ξ̂

ξ̂

Values

Rf

95% CI

95% CI

95% CI

6.40

5.48 [5.43,5.52]

5.84 [5.81,5.87]

6.37 [6.34,6.41]

1.20

4.69 [4.60,4.79]

3.74 [3.63,3.85]

1.29 [1.17,1.40]

(m2 K/W × 10−3 )
wH2 O (%)
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Table 3.5 presents the estimated values and confidence intervals of the fouling resistance
and uncertain parameters with each test design. 95% confidence intervals were generated
using nominal, optimal steady-state and optimal dynamic test designs with bootstrapping
[94]. The fouling resistance estimates obtained from the nominal and optimal steady-state
tests resulted in inaccurate estimates, with the true values outside the 95% confidence intervals. The estimation from the dynamic optimal test design resulted in estimated values and
confidence intervals significantly closer to the true values. The moisture content estimation
confidence improved as well. Overall, the optimal dynamic test resulted in more accurate
and confident parameter estimates of the fouling severity and the uncertain parameter.

3.3.4

Case study II: Identification of heat exchanger fouling with multiple
uncertain parameters and inputs

A second case study was explored to assess the capability to estimate fouling severity with
transient information in the virtual heat exchanger, with all the parameters and inputs listed
in Table 3.4 considered to be uncertain. (3.3) and (3.4) were used to determine the optimal
test designs with available steady-state and transient information, respectively. The optimal
steady-state FDI inputs for the first and second step were determined to be 1.00 kg/s and
0.29 kg/s, respectively. The optimal dynamic FDI test was the same as in the previous case
study; the hot stream flow rate was set initially at the lower bound at 0.1 kg/s that followed
by a step change to the upper bound at 1.0 kg/s.
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Fig. 3.6: Determinant of the Fisher Information Matrix for the heat exchanger FDI
test, over a range of adjustable hot mass flow rates, with test designs consisting of two input settings at steady-state (left, ϕ∗StS = [ṁh = [0.29 kg/s,
1.0 kg/s], Ntest = 2]) or with transient response included (right, ϕ∗Dyn = [ṁh =
[0.1 kg/s, 1.0 kg/s], Ntest = 1]). The uncertain parameters and inputs were the
thermal fouling resistance, moisture content, cold mass flow rate and cold inlet
temperature.
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The calculated test designs were verified by exploring the determinant of the Fisher
Information Matrix as a function of the first and second admissible input settings and determining if the test designs were indeed optimal. Figure 3.6 shows the values of the determinant
obtained using steady-state (left) and dynamic (right) test information. The highest determinant was found for the steady-state FIM at one input setting at 0.29 kg/s, and another
at 1.0 kg/s. The right hand side plot in Figure 3.6 shows that the highest determinant was
accomplished with the first input setting at 0.1 kg/s and the second at 1.0 kg/s.

a)

b)

c)

Fig. 3.7: Monte Carlo Simulation of thermal fouling resistance estimation with uncertain
moisture content, cold mass flow rate and cold inlet temperature using EKF at
(a) nominal, (b) optimal steady-state and (c) optimal dynamic test designs.

Monte Carlo simulation was then performed on the virtual heat exchanger and fouling
severity was estimated using EKF on nominal, optimal steady-state and optimal dynamic
FDI tests. Figure 3.7 shows 100 iterations of the EKF to estimate fouling at nominal, steadystate and dynamic optimal test designs. Figures 3.7a and 7b indicates that parameter esti-
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mation performed with EKF was insufficient with the nominal and optimal steady-state test
designs. This is most likely due to the amount of uncertainty included in the simultaneous
estimation of states and parameters. In the nominal test, the average value of the fouling
resistance estimate was greater than the maximum possible value of Rf by t = 150 s. The
same occurred with the optimal steady-state value after the second input setting was implemented. The EKF performed on the optimal dynamic test design resulted in the smallest
range of fouling resistance estimates, with the average value close to the true Rf value after
the step change is complete and the dynamic responses are captured.

a)

b)

c)

Fig. 3.8: Monte Carlo Simulation of thermal fouling resistance estimation with uncertain
moisture content, cold mass flow rate and cold inlet temperature using MHE at
(a) nominal, (b) optimal steady-state and (c) optimal dynamic test designs.

Fault severity assessment with MHE was also studied. Figure 3.8 presents the results
of the Monte Carlo simulation of 100 runs with variable measurement noise. The nominal
and optimal steady-state tests were significantly improved precision as shown in Figure 3.8a
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and Figure 3.8b. However, the accuracy and precision of the fouling resistance estimates
were lower than in the previous case study due to the increase in system uncertainty. The
optimal dynamic test consistently estimated fouling resistance values close to the true value
after the step change had been implemented. Before the change in inputs settings, the range
of estimated values was greater than in the nominal case, indicating that the first input
step was selected solely for data collection during transient. The optimal dynamic FDI test
consistently generated accurate fault severity assessment from the available data with the
MHE.
Table 3.6: Estimated 95% confidence intervals (ξ̃ = [Rf , wH2O , ṁc , Tci ]) obtained from
MHE at t = τ .
Set of ξ̃

True

Nominal

Optimal StS

Optimal Dyn

ξ̂

ξ̂

ξ̂

Values
95% CI

95% CI

95% CI

Rf (m2 K/W × 103 )

6.40

4.94 [4.85,5.02]

5.56 [5.50,5.66]

6.35 [6.33,6.40]

wH2 O (%)

1.20

4.67 [4.58,4.76]

4.80 [4.76,4.84]

1.33 [1.12,1.44]

ṁc (kg/s)

1.00

0.90 [0.89,0.92]

1.00 [1.00,1.01]

1.00 [1.00,1.00]

Ṫci (◦ C)

40.0

37.0 [36.6,37.4]

40.2 [40.2,40.3]

40.5 [40.2,40.7]

The resulting estimates and confidence intervals from the MHE Monte Carlo simulation
are presented in Table 3.6. It is shown that the accuracy and precision of the fouling severity
estimates decreased significantly when all the parameters and inputs listed in Table 3.4 were
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considered uncertain. The optimal steady-state and dynamic tests resulted in more precise
estimates of the thermal fouling resistance than the nominal test. There was consistent
improvement in the estimation of the remaining uncertain parameters and inputs using
dynamic information.
Overall, the inclusion of transient information in active FDI led to significant improvement. Fault severity assessment with EKF (as obtained from the first case study) and with
MHE (second case study) indicate that the proposed optimization of the FDI test design
improves the fault detectability and identifiability. The case studies presented indicate that
the consideration of dynamic responses from changes in inputs in addition to steady-state
conditions during test design optimization can lead to more informative tests for FDI. The
inclusion of transient information in model-based FDI tests can significantly increase the
accuracy of fault diagnosis in systems with known transient behavior. This conclusion is
consistent between the assessments performed with EKF and MHE, though the fault estimation is more precise with MHE.
The proposed methodology requires an accurate dynamic model of the system to successfully identify faults using transient information. It should be noted that dynamic system
behavior can be difficult to capture and model in certain applications, particularly when the
system is at fault. Such models are derivatives of extensive lab-testing in conditions closely
representative of field conditions. The generation of test data and accurate models can be
quite laborious, but often exists for the verification of a system. In the case studies shown,
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the model used for fault identification accurately represents an aerospace heat exchanger
system at fault and fault-free conditions, as illustrated in [5]. The transient FDI framework
described in this work was deployed in a heat exchanger of a commercial system, as discussed
in [95].

3.4

Conclusions

Transient and steady-state model-based information was utilized for active fault detection
and severity quantification. Optimal admissible input settings were calculated with the Doptimal design criterion, resulting in different input designs for steady-state and dynamic
FDI tests. The importance of dynamic information in FDI test designs was assessed through
a series of case studies, dealing with fouling severity estimation in a plate-fin heat exchanger.
The results were compared at nominal and optimal test conditions using EKF and MHE for
parameter and state estimation. This analysis showed that tests utilizing dynamic output
responses to identity faults were consistently more reliable than steady-state tests. Fault
severity assessment using EKF was shown to be accurate when only moisture content was
considered to be uncertain. When multiple sources of uncertainty were present, only the
optimal dynamic test provided enough information to accurately estimate the fault. FDI
tests with MHE were successful at identifying anticipated system faults with multiple sources
of uncertainty present. The fault severity assessment conducted with MHE was consistently
more precise than with EKF.

Chapter 4

Active Fault Identification by Optimization of Test Designs

Abstract
In this chapter, a comprehensive model-based FDI framework is implemented to improve fault identifiability and reduce false alarms during maintenance testing. Maintenance
tests are designed and executed followed by false alarm analysis. Each test design is evaluated a posteriori using the system model to explore whether false alarms are plausible,
given system uncertainty and measurement noise. The proposed framework is applied on
two case studies that compare the identifiability of faults at nominal and optimal system test
conditions. The first case study focuses on a plate-fin heat exchanger described in Chapters
2 and 3 with various levels of particulate fouling at steady-state and transient conditions.
The second case study deals with the same type of fault but in an aircraft environmental
control system with multiple sources of uncertainty.
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4.1

Introduction

The majority of model-based methods use parameter estimation [14], parity equations [18,
96], state observers [17, 97] or filters [44, 98] that treat faults as unknown or uncertain
parameters and states. Typically, model-based FDI algorithms analyze residuals between
observed system responses and expected fault-free predictions of physics-based models or
correlations based on historical data. If these residuals are sufficiently large, then a fault is
detected in the system and an alarm is triggered. FDI methods must be accurate, decisive,
and quick in limiting fault propagation to downstream systems [76]. If the cause of an
identified fault cannot be found during the FDI test, then the outcome is a false alarm or
No-fault-found (NFF) event [99]. False alarms and NFFs are major issues, especially in
the automotive and aerospace industries [78, 79], and considerable effort focuses on finding
methods to eliminate them, because of their impact on system reliability and maintenance
cost [77, 100]. In the case of aircraft systems, the widely variable and uncertain environment
is the predominant cause of high rates of NFF events [99]. Therefore, built-in tests are
deployed in aircraft maintenance testing to improve fault detection. Common issues in BIT
include the uncertainty and wide variability of the inputs, measurement noise and sensor
drift, often resulting in false alarms.
A false alarm is the detection of a fault that is not actually present in the system.
System uncertainty can affect fault identifiability and increase the rate of false alarms in
maintenance testing. Hu and Seiler [26] state that in false alarm analysis there must be a

91
balance between robustness against uncertainty (to reduce false alarm rates) and sensitivity
to disturbances caused by faults. False alarm rate reduction is typically achieved by adjusting FDI test filters and fault detection thresholds, which help compensate for uncertainty.
Cui et al. [101] proposed false alarm reduction methods in BIT, based on sensor threshold
designs capable of achieving a balance between false alarms and nondetection rates. Nikodem [102] explored sensor locations that reduce false alarms in a boiler system. False alarm
reduction techniques have also been proposed to aid data-driven FDI methods, such as principal component analysis (PCA). Mahadevan and Shah [103] used support vector machines
to generate a high-dimension input scheme and adjusted it to minimize false alarm rates.
Choi et al. [104] used kernel PCA to map data sets and establish patterns to detect faults, by
fine-tuning parameters specific to false alarm elimination. Probabilistic models were used by
Blough et al. [105] to improve the likelihood of correct diagnosis, leveraging prior information
of the distributions of faults and uncertainty in a system. Bayesian networks have also been
implemented to incorporate probabilistic model graphically [106].
In addition to adjusting the sensitivity of the fault detection algorithm (e.g. threshold
design), another way to reduce false alarm rates is to adjust the system inputs so that the
sensitivity of the outputs with respect to faults is increased. These so-called active FDI
methods implement an actively configured set (or sequence) of admissible inputs to improve
the diagnosis of faults that would otherwise remain undetected at standard system operation
[22, 107, 108]. Most approaches of active FDI calculate input settings as continuous or piece-
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wise constant variables [97, 109] that lead to separation of the sensed information of the faulty
system from the corresponding fault-free prediction. Optimization objectives for active FDI
test design include the detection accuracy, robustness against uncertainty, and cost. Realtime selection of control inputs has been expanded to models that use prior input signal
information [110]. Esna Ashari et al. [111] incorporated active fault detection in closed-loop
systems using linear-feedback control with optimal inputs. Zonotopes were used in Scott et al.
[112] to guarantee fault detection based on available signals and output data while improving
computational efficiency. Fault detection and optimal control was combined in Šimandl and
Punčochá [113] using single objective functions for closed-loop systems. Methods for optimal
input designs were developed while also considering model uncertainty using approaches such
as maximizing information between hypotheses for a system at known or unknown conditions
[114], or for a system with a particular set of faults [115]. In Khandelwal et al. [116], a multimodel scheme for FDI test designs was proposed for self-sensing systems in real time with
model uncertainty.
Active FDI techniques such as those reported in Nikoukhah [22] and Andjelkovic et al.
[23] require that there exists one set of conditions where there is no overlap between fault
and fault-free outputs, and when this set is determined the objective is to minimize the
time of detection. In reality, uncertainty and measurement noise do not always allow for
complete separation to be feasible. Moreover, many active FDI methods use linear system
models [117, 118, 119], which may not accurately capture the relationship between faults
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and outputs, particularly in complex non-linear systems. Nonlinear methods have also been
proposed in the literature [7, 23], but there are challenges in meeting their computational
demands, when deployed in real systems. In particular, on-line methods that calculate inputs
for FDI in real-time are difficult to deploy when the system model used is complex or contains
multiple inputs and outputs. Active fault detection and identification designed for complex
systems requires a robust method of selecting inputs, consideration of system uncertainty
and its impact on outputs, and small computational requirements for the deployment of the
test. Computing capabilities can be increased by using the system model off-line, thereby
allowing for an optimal selection of test conditions to identify system faults in the presence of
uncertainty. However, the optimal result may not guarantee a test design that is free of false
detections. We present an off-line approach to selecting and assessing test designs intended
for use in active FDI. In the method presented, FDI test design is feasible regardless of
model structure and the joint confidence between faults and uncertainty in residual data is
accounted for. In the approach presented here, the test information in the form of sensitivity
of outputs with respect to unknown system faults and uncertain system inputs or parameters
is optimized for FDI, after which the test design is evaluated to determine if false alarms
have been eliminated in the optimal test.
Well-known, robust methods of information extraction and optimization that are used
in parameter estimation and identification can take into account multiple sources of system
uncertainty prior to testing [56, 120]. The proposed approach to FDI test selection is based
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on OED techniques [53] that use a system model to estimate measurement variances, in
response to input trajectories that improve the confidence in the estimation of uncertain
or unknown parameters. D-Optimal FDI tests were implemented earlier in Chapter 2, as
a method of test design optimization for fault detection, which increases the sensitivity of
measurements with respect to faults. It was shown that D-optimal FDI test designs can
improve fault detectability and identifiability, where D-optimality targets minimization of
the joint confidence regions between unknown or uncertain model parameters representing
faults and system uncertainty [58]. The dependence of the temperature of the heat exchanger
exit streams on heat exchanger fouling and uncertainty in the inlet stream flow rate and
properties was optimized by manipulation of the inlet stream temperature. The method in
Chapter 2 is formalized in this paper and it is extended for the determination of false alarms
through a method based on parameter identifiability.
Parameter identifiability analysis explores whether the parameters of a model can be
uniquely determined from experimental measurements [120, 121, 122]. The identifiability of
model parameters is often explored on the basis of the implicit function theorem [123], similarity transformation [124] and local sensitivity analysis [122]. In principle, these methods
assess whether different parameter sets can produce similar output trajectories. Translation
of identifiability in the field of FDI is conceptually simple. Assume a system model with two
different sets of parameters: one representing system faults and another representing system
uncertainty. If nearly identical (within some acceptable error) outputs can be generated with
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either set of parameters, the system is deemed unidentifiable and can generate false alarms.
Therefore, identifiability analyses can be conducted to assess the possibility of false alarms
with the system model at the calculated FDI test conditions. The methodology presented
herein builds upon the structural global identifiability (SGI) methodology reported in Asprey and Macchietto [125]. SGI calculates the largest distance between all feasible parameter
vectors that generate essentially identical output trajectories. As previously reported in Han
et al. [31] SGI can be applied at a system state corresponding to D-optimality, which maximizes parameter identifiability. Subsequently, SGI at the D-optimal conditions assesses the
false alarm potential of the designed test.
In the following, Section 4.2 presents the FDI framework proposed for the design of
BIT of uncertain systems. In Section 4.3, we illustrate the effectiveness of the framework
with two open-loop case studies focusing on various aerospace air conditioning subsystems.
In the first case study, a plate-fin heat exchanger with accumulated particulate fouling is
analyzed, considering uncertainty in its inlet moisture content, cold stream inlet temperature
and cold stream mass flow rate. In the second case study, an environmental control system,
an aircraft subsystem that regulates cabin air conditions, is studied in order to evaluate the
plausibility of false alarms in a steady-state BIT aimed at identifying particulate fouling.
The faults in both case studies are assumed to be incipient and deterministic, in that each
fault can be accurately quantified as a parameter in the system model. We illustrate the
impact of faults in the presence of uncertainty at nominal and optimal test conditions and

96
the likelihood of false alarms before and after implementing the test design calculated.

4.2

Methods

In the proposed framework, an optimal test design is calculated to maximize robustness for
FDI and then analyzed to determine if false alarms are possible with the calculated test
design. The overall scheme of the workflow is shown in Fig. 4.1. The first step is to develop
a model that accurately represents the system or subsystem of interest. The model must be
capable of capturing faults as states or parameters. The system admissible inputs and their
allowable range are compiled into the FDI test design vector and comprise the test design
space. The uncertainty of inputs, boundary conditions and sensed outputs is assumed to
be assessed a priori as variability ranges or distributions. These ranges are factored in the
calculation of the test design to maximize the information relevant specifically to uncertainty.
Equations (3.1a-3.1h,3.3) and (3.2a-3.2h,3.4) were used to formulate the mathematical model
and test design optimization for steady-state and dynamic FDI, respectively, in the proposed
framework.
If the optimal test fails to provide the necessary precision required to identify faults
then other factors such as sensor placement and system design need to be updated in order
to improve fault identification. If the test is found to be sufficiently precise, a posterior
false alarm analysis is conducted to explore identifiability of faults within the allowable
parameter space. This is equivalent to the structural global identifiability of Asprey and
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Fig. 4.1: Framework for model-based design and posterior false alarm analysis.

Macchietto [125], in the sense that the entire model input and parameter space is searched
at the system state that maximizes the information with respect to the unknown parameters
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that represent faults (the D-optimal design). If the faults are uniquely identifiable, in that
no other set of faults, uncertain inputs or parameters can produce system outputs similar
to those produced by the suspect faults, then the plausibility of false alarms is effectively
eliminated and the proposed optimal BIT design is considered robust and deployable. The
following sections expand the workflow illustrated in Fig. 4.1 into a complete and generic
mathematical formulation.

4.2.1

Optimal test design

The admissible system inputs, up (t) ∈ RNup , are manipulated on the basis of the model of
Section 3.2 to optimize fault detection. The process inputs are manipulated by the FDI test
as illustrated in Fig. 4.2, which shows how steady-state or dynamic FDI tests manipulate
system inputs to generate measurement trajectories. In the steady-state test, measurements
are collected and used when the system has settled to steady-state. In the dynamic FDI test,
the system starts from a steady-state, and then measurements are collected dynamically.
A measure of the FIM needs to be selected to extract relevant information from the
output sensitivities for the purpose of fault identification [126]. Here, the D-optimal design
criterion is used to reduce the joint confidence region between estimated faults and uncertain variables [58]. The intent of active fault identification is to determine inputs or input
trajectories that result in increased diagnostic accuracy. In ideal (uncertainty-free) systems,
this translates to reducing the joint confidence regions between the various different faults

up
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Fig. 4.2: Test design configuration for the FDI framework. The steady-state FDI test
considers only steady-state outputs, but the dynamic FDI test includes transient
and steady-state information.

a system can exhibit. In systems with uncertainty, the variance between faults and uncertain parameters also needs to be reduced, which translates to reducing the possibility of
uncertainty estimated as a fault. As mentioned earlier, the inverse of Hξ in (3.1i,3.2i) is
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equivalent to the Cramér-Rao lower bound of the variance-covariance matrix. Therefore,
the determinant of H−1
can be used to determine a design in which the covariance of the
ξ
estimated faults or uncertainty is reduced [89]. It should be noted, however, that the FIM is
rich in information and other metrics of the FIM could result in useful designs for particular
tests. For instance, one could consider excluding the information relevant to the covariance
between uncertainty parameters (Ds -Optimal Design) in the objective functions that design
the FDI test. Other design criteria might also be of use [89, 126, 127], which is the subject
of ongoing work. Nonetheless, the theoretical properties of D-optimality are well suited for
FDI test design.

4.2.2

False alarm analysis

After calculating the optimal test design, the next step in the workflow is to determine if
false alarms are feasible for this test design. As stated previously, false alarms are considered
to be the detection of a particular fault due to uncertainty or other faults when the fault
does not exist in the system. In this context, a false alarm is expressed as:
ŷi (x̃, ũu , θ̃f , θ̃u ) − ŷi (x0 , u0u , θ0f , θ0u ) ≤ wi ,

i = 1, . . . , Ny ,
(4.1)

ũu , u0u ∈ U,

θ̃f , θ0f ∈ Θ,

θ̃u , θ0u ∈ Θ,

where θ̃f is the vector of anticipated parameter values representing a fault or set of faults,
θ0f is the vector of parameter values of a fault-free system or a system with a different set of
faults and wi is the expected measurement noise of the i-th output. The model outputs, ŷ,
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depend on the uncertain parameter values, θ̃u or θ0u , and the uncertain inputs, ũu or u0u . If
the outputs generated with the anticipated set of faults θ̃f is nearly identical to those of a
fault-free system with uncertain inputs and parameters u0u and θ0u , respectively or a system
containing a different set of faults θ0f then the response can trigger a false alarm. False alarms
can then be analytically determined by examining the identifiability of faults in the system
model used for FDI. This false alarm analysis is based on the structural global identifiability
(SGI) methodology developed by Galvanin et al. [128], as applied by Han et al. [31]. In its
complete formulation, SGI uses the optimal test design vector, ϕ∗ , from (3.4) or (3.3), the
anticipated values for faults and uncertain parameters and inputs, ξ̃(= [θ̃f , θ̃u , ũu ]), with
any other set of values that might give similar ŷ values expressed as ξ 0 (= [θ0f , θ0u , u0u ]). The
outputs produced by the model with ξ̃ and ξ 0 at the optimal test design vector, ϕ∗ , are used
in the likelihood function of the residuals between anticipated observed outputs, yi and any
other value of feasible outputs, ŷi , as shown below:
 
2 
Nsp Ny
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ξ̃,
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ŷ
(ξ,
t
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.
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2
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k=1 i=1

(4.2)

The comparison of likelihood functions is a useful tool for the purpose of evaluating model
uncertainty at specific designs, as shown in Rooney and Biegler [129]. The observed outputs,
yi , are the outputs generated using the system model with the addition of measurement
noise at each sampling point. The residuals are normalized by the standard deviation of
measurement noise, σik for the i-th output and k-th sampling point. The likelihood functions
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L(ξ 0 ) and L(ξ̃) are constrained by y as shown in (4.3):

L(ξ 0 )
−2 log
< y .
L(ξ̃)


(4.3)

The maximum allowable deviation in outputs, y , is determined so that the difference between output trajectories is not statistically significant. The method used to determine y is
described in Appendix D.
A false alarm can occur if a vector, ξ 0 , exists for a a healthy system that leads to
similar (per (4.3)) output trajectories to that of a system with faults θ̃f . The possibility
of false alarms is assessed by finding the maximum distance, ΦF A , between θ̃f and θ0f at
y -similar outputs. This distance is maximized by searching for a vector, ξ 0 ∈ Ξ, where Ξ
is the parameter space that defines the lower and upper bounds for all elements in ξ. The
analysis is implemented for each anticipated fault to assess the possibility of false alarms.
For the steady-state test design, ΦF A,StS,i that corresponds to fault θf,i for i = 1, ..., Nθ is
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calculated according to (4.4):
0
θ̃f,i − θf,i
ΦF A,StS,i = max
0
ξ ∈Ξ

s.t.

L(ξ 0 )
− 2 log
≤ y ,
L(ξ̃)


(4.4)

for ξ ∈ {ξ̃, ξ 0 } :
f (x, u∗p,j , θp , ξ) = 0,
ŷ = h(x, u∗p,j , θp , ξ),

∗
∀j ∈ [1, Ntest
],
∗
∀j ∈ [1, Ntest
],

ξL ≤ ξ ≤ ξU ,
where u∗p is calculated in (3.3). The maximum distance, ΦF A,Dyn,i is calculated for a dynamic
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test design according to (4.5):
0
θ̃f,i − θf,i
ΦF A,Dyn,i = max
0
ξ ∈Ξ

s.t.

L(ξ 0 )
− 2 log
≤ y ,
L(ξ̃)


for ξ ∈ {ξ̃, ξ 0 } :
f (ẋ(t), x(t), u∗p (t), θp , ξ, t) = 0,

(4.5)

ŷ(t) = h(x(t), u∗p (t), θp , ξ, t),
∗
∀t ∈ [t1 , tNtest
],



 f (ẋ(t0 ), x(t0 ), u∗p (t0 ), θp , ξ, t0 ) = 0,
y0 =


 ŷ(t0 ) = h(x(t0 ), u∗p (t0 ), θp , ξ, t0 ),

ξL ≤ ξ ≤ ξU ,
where u∗p is calculated in (3.4).
If ΦF A is determined to be less than or equal to a false alarm threshold, F A , then (4.4)
or (4.5) (for steady-state and dynamic FDI test design, respectively) is satisfied and the
system is not expected to generate false alarms within the given uncertainty in parameters
and inputs. This false alarm threshold should correspond to the required precision for fault
identification of a particular system. Often this is arbitrarily defined [125, 128], according to
system specificity or knowledge. In this work, false alarms are considered to be sufficiently
reduced if θ0f can be estimated at 10% precision. This corresponds to F A = 0.10, which
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means that FDI is acceptable within 10% error in the estimate of the fault severity (at the
worst case scenario of uncertainty).

4.3

Results and discussion

Two aircraft subsystems were used as testbeds for the application of the FDI framework
discussed in the Methods section. The first case study is the plate-fin heat exchanger of an
environmental control system that extends previous work by Palmer et al. [5]. The second
testbed is an aircraft environmental control system described in Warner [6].

4.3.1

Case study I: Plate-fin heat exchanger

Heat exchanger FDI test design
Air-cooled heat exchangers are essential components of aircraft ECS, but are prone to fouling,
which is treated as a fault to be quantified in the following. ECS heat exchanger particulate
fouling degrades the heat transfer effectiveness of the system and if the fouling is excessive
it can block the air passages [36]. The cumulative loss of heat transfer capacity increases
the energy required for air to reach the aircraft cabin at the required conditions. Therefore,
built-in or maintenance tests are common in heat exchanger fouling identification [87, 130].
Uncertain boundary conditions such as the air moisture, hot and cold side flow rates and inlet
stream temperatures affect the accuracy of heat exchanger FDI. Therefore, the framework
of Fig. 4.1 was used to generate an FDI test design for improved heat exchanger fouling

106
quantification. The accuracy of fouling quantification was explored with a heat exchanger
model previously developed by Palmer et al. [5] to which low (20% blocked), medium (50%
blocked), and high (80% blocked) levels of fouling were injected. Optimal FDI designs
were calculated and compared to a nominal scenario of aircraft operation at ground-level
operation.
Fig. 4.3 illustrates the inputs and outputs of a typical cross-flow heat exchanger. The
nominal inputs of the heat exchanger used for a hypothetical non-optimal FDI are shown
in Table 4.1. For illustration purposes, the hot stream mass flow rate was considered as the
only admissible input for FDI test design. The hot inlet temperature was assumed to be
constant, controlled by the upstream system. The downstream process was assumed to not
affect the heat exchanger FDI test. The hot stream mass flow rate was constrained to the
range 0.1-1.0 kg/s, which is a reasonable range for the selected heat exchanger geometry.
The duration of the test design, τ , was set to 300 s in order to allow time for other system
diagnostics [66]. The test was allowed to have up to one stepwise admissible input change,
meaning that a maximum of two input settings could be applied. The FDI framework was
implemented in two scenarios, one where only outputs from steady-state tests were measured
and another where the dynamic responses from step changes were recorded. This was done
to evaluate the usefulness of transient information in tests with uncertainty. In the dynamic
test designs, the timing of the step change was set to t=100 s. As shown in Fig. 4.3, the heat
exchanger studied has temperature sensors at its exits, monitoring the outlet temperatures
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Fig. 4.3: Design scheme of the ECS cross-flow plate-fin heat exchanger [5].

at a default sampling rate of 1 sec−1 . For simplicity, the thermocouples were assumed to be
error-free, with only white measurement noise at a standard deviation of 0.5 ◦ C.
The anticipated faults and uncertain parameters and inputs considered in this case
study are listed in Table 4.2, along with their upper and lower bounds. For the purpose of
illustration, we first considered only the thermal fouling resistance, Rf , and moisture content,
wH2 O , to be uncertain. Afterwards, we extended the example so that all of the parameters
listed in Table 4.2 were considered uncertain or unknown. In each scenario, the optimal
designs were calculated using (3.3) or (3.4) at low, medium and high levels of fouling. The
test designs were assessed using maximum likelihood estimation to estimate the values of
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Table 4.1: Conditions applied in the ECS heat exchanger case studies of fouling estimation.
Flow Condition

Nominal Setting

Thi (◦ C)

175

Tci (◦ C)

40

ṁhi (kg/s)

0.30

ṁci (kg/s)

1.00

phi (kPa)

150

pci (kPa)

100

faults and uncertain parameters along with their 95% confidence intervals at the nominal
and optimal designs. The estimation function of (4.6) is in accordance with Bard [131] and
assumes that all of the sensed outputs have zero-mean normally distributed noise with known
standard deviation.
ξ ∗ = arg max L(ξ).

(4.6)

ξ∈Ξ

In the assessment that follows, the set of measured outputs, y, was generated with a virtual
heat exchanger system which was an instantiation of the heat exchanger model presented in
Palmer et al. [5] with normally distributed measurement noise added to the sensed outputs.
The heat exchanger model was formulated with the software tool chain detailed in Palmer
et al. [5] utilizing the programs Dymola [68] for dynamic simulation, Functional Mock-up
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Interface [69] and Modelon FMI-toolbox [71] for model exchange, MATLAB for parameter estimation with the optimization algorithms, NOMAD [73] and IPOPT [132]. Direct
multiple shooting methods and optimization performed across multiple initial guesses were
implemented to overcome the nonconvexity of the system model. The confidence intervals
of the constrained system inputs and model parameters were calculated with bootstrapping
[94]. More details about the model, its structure, properties and validation can be found in
Palmer et al. [5].

Table 4.2: Lower (ξ L ) and upper (ξ U ) bounds of the faults and uncertain conditions in
the heat exchanger and their anticipated values (ξ̃) for varying levels of fouling
blockage.
Uncertain

Lower

Blocked

Parameter

Bound 20%

Upper

50% 80%

Bound

Rf × 103 (m2 K/W)

0.00

1.60

4.00

6.40

8.00

wH2 O (%)

0.10

0.10

0.10

0.10

5.00

Tci (◦ C)

15.0

40.0

40.0

40.0

50.0

ṁc (kg/s)

0.75

1.00

1.00

1.00

1.25
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Fouling identification with uncertainty in one input
The task in this case study was to find optimal steady-state or transient conditions for accurately estimating the thermal fouling resistance in a heat exchanger with uncertain moisture
content in its hot and cold streams, and then to analyze these optimal tests to determine
if false alarms are possible. Fault and uncertain parameters (Rf and wH2 O , respectively)
were injected to the virtual heat exchanger with the values shown in Table 4.2. The nominal
and calculated optimal test designs are listed in Table 4.3, along with their upper and lower
bounds.

Table 4.3: Nominal and optimal FDI test designs for the plate-fin heat exchanger at low,
medium and high fouling levels with uncertain moisture content.
Fouling level

Lower Bound

Upper Bound

20% Blocked ṁh =[0.10 kg/s], Ntest =1 ṁh =[1.00 kg/s], Ntest =2
50% Blocked ṁh =[0.10 kg/s], Ntest =1 ṁh =[1.00 kg/s], Ntest =2
80% Blocked

ṁh =[0.10 kg/s], Ntest =1 ṁh =[1.00 kg/s], Ntest =2

The determinant of the FIM calculated from (3.1i) was enumerated over the allowable
range of hot mass flow rate values ṁh,1 and ṁh,2 (corresponding to the setting of ṁh for
tests 1 and 2) and obtained from outputs at steady-state and transient outputs, respectively.
Plots of the enumerations performed are shown in Fig. 3.3. The FDI test explored has a
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Table 4.4: Nominal and optimal FDI test designs for the plate-fin heat exchanger at low,
medium and high fouling levels with uncertain moisture content.
Fouling level

Optimal StS

20% Blocked ṁh =[0.47 kg/s, 1.00 kg/s],
Ntest =2
50% Blocked ṁh =[0.45 kg/s, 1.00 kg/s],
Ntest =2
80% Blocked ṁh =[0.43 kg/s, 1.00 kg/s],
Ntest =2

Optimal Dyn
ṁh =[0.10 kg/s, 1.00 kg/s],
Ntest =1
ṁh =[0.10 kg/s, 1.00 kg/s],
Ntest =1
ṁh =[0.10 kg/s, 1.00 kg/s],
Ntest =1

fixed number of samples (Nsp = 300) distributed over a maximum of two tests (Ntest = 2,
shown as x and y axes). The highest values of |Hξ | occur at different hot flow rates in
each test, one test at 0.43-0.47 kg/s (depending on fouling level) and one at 1.00 kg/s. The
corresponding optimal steady-state test design was estimated to have different hot mass flow
rate settings in each test, with one restricted to the upper bound (1.0 kg/s) and the other
dependent on the heat exchanger blockage. The most informative tests had the hot flow
rate set at the lower bound (0.1 kg/s) followed by a step change at t=100 s to the upper
bound of 1.0 kg/s. Dynamic information significantly increases the sensitivity of the outputs
with respect to fault and uncertainty, as indicated by the higher values of |Hξ |. The optimal
test design was calculated to be the same at low, medium and high levels of blockage, when
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dynamic information was used.

Fig. 4.4: log(L(ξ))/Nsp over a range of system model thermal fouling resistance and moisture content values, using measurements obtained using the nominal test design
(a, ϕN om = [ṁh = [0.3 kg/s], Ntest = 1]), optimal design for steady-state optimal
test design (b, ϕ∗StS = [ṁh = [0.43 kg/s, 1.0 kg/s], Ntest = 2]) and dynamic optimal test design (c, ϕ∗Dyn = [ṁh = [0.1 kg/s, 1.0 kg/s], Ntest = 1]). The true values
of the system are 6.4 m2 K/W × 10−3 and 0.1%, respectively, that correspond to
the virtual heat exchanger that is 80% blocked.

Estimation of the parameters representing fault and uncertainty was performed with
data generated by injecting 80% fouling blockage to the virtual heat exchanger. (4.6) was
used to estimate heat exchanger fouling and verify the effectiveness of the test design optimization. First, to visually illustrate the estimation confidence, the objective function of
(4.6) was enumerated over the allowable range of fault and uncertainty values. Fig. 4.4
shows how the objective function surface L(ξ) changes when (4.6) is solved at nominal and
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optimal conditions. In the optimal FDI tests, the objective function surface has sharper
contrast and a narrower plateau of values that surround the true values of Rf and wH2 O . At
the same number of samples, the neighborhood of likely solutions decreases significantly for
the optimal FDI test using transient data, as shown in the right handside plot of Fig. 4.4.
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Fig. 4.5: Estimates of thermal fouling resistance and moisture content at high fouling levels
at from 1000 FDI tests set to the nominal (a, ϕN om =[ṁh = [0.3 kg/s],Ntest = 1]),
optimal steady-state (b, ϕ∗StS =[ṁh = [0.43 kg/s,1.0 kg/s], Ntest = 2]) and optimal
dynamic (c, ϕ∗Dyn = [ṁh = [0.1 kg/s, 1.0 kg/s],Ntest = 1]) test designs.

The estimates of the thermal fouling resistance and moisture content are shown in Fig.
4.5 at the nominal and optimal steady-state and dynamic test designs. The generation of
virtual system outputs was performed using Monte Carlo simulation with 1000 iterations,
while the estimation was done with (4.6). The improvement in the confidence region from the
nominal test to the steady-state optimal test is small. As shown later, the fault, uncertain
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parameters and inputs in this case study are not practically identifiable in a plate-fin heat
exchanger with the given measurement noise at steady-state. Assuming that the dynamics
of the system model are accurate, the heat exchanger fouling can be confidently estimated at
the optimal dynamic test design, as indicated by the respective narrow region of estimates
in Fig. 4.5.
To better illustrate false alarms caused by uncertainty, Fig. 4.6 shows the difference
between a dry and severely fouled heat exchanger, and a wet and less fouled heat exchanger at
nominal and optimal test conditions. The steady-state and dynamic optimal test designs are
presented in the left and right handside plots, respectively. The hot stream flow rate is also
shown to demonstrate how the outputs correspond to the test configuration. The transient
response of the virtual system was included even for the steady-state test to show the smooth
transition between tests. It is observed that the heat exchanger with 50% blockage and a
moisture content of 5.0% generates similar outputs to a dry heat exchanger fouled at 80%
blockage. However, as shown in Fig. 4.6 (e) and (f), the transient responses monitored at the
dynamic optimal FDI test have a different profile at dry conditions then at wet conditions, so
including dynamic information in the FDI test should decrease the likelihood of false alarms.
This is also verified by the false alarm analysis for the steady-state and dynamic FDI test
designs conducted using (4.4) and (4.5).
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Fig. 4.6: Inlet mass flow rate and predicted cold and hot outlet temperatures of a heat exchanger.
The severely fouled and dry conditions examined are at 80% blockage and wH2 O = 0.1%.
Less fouled and wet conditions examined are at 50% blockage and wH2 O = 5.0%. Hot
and cold outlet temperatures from the nominal and optimal steady-state FDI tests are
shown in plots (a) and (c), respectively. The corresponding plots of nominal and optimal
dynamic FDI tests are shown in plots (b) and (d). Plots (e) and (f) show the differences
in the dynamic response of the cold and hot outlet temperatures for the various scenarios
studied.
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Next, the false alarm analysis was conducted at the nominal and optimal test designs,
as shown in Table 4.5, which displays the maximum distance between parameters representing faults and uncertainty, ΦF A . For y -similar sensed outputs, ΦF A is consistently smaller in
the steady-state and dynamic optimal test designs than in the nominal test design, meaning
that there is smaller likelihood for false alarms to occur. The likelihood for false alarms
is also reduced by the increase in % blockage, and this is reflected in the decrease of ΦF A
values. In the steady-state tests the maximum distance is larger than the defined threshold,
F A = 0.10 at all fouling levels, so there is not enough confidence in the thermal fouling resistance estimated from the optimal steady-state test. For the dynamic optimal test design,
ΦF A  F A at all fouling levels. Thus, false alarms are not likely to occur with the optimal
dynamic tests designed.

Table 4.5: ΦF A (ξ̃ = [Rf , wH2O ]) at low, medium and high fouling levels and various Nsp
values. If ΦF A ≤ F A = 0.10, FDI test is not expected to trigger false alarms, if
all other inputs and parameters are certain.
Fouling level

Nom

Opt StS

Opt Dyn

20% Blocked

0.396

0.165

0.020

50% Blocked

0.308

0.139

0.016

80% Blocked

0.248

0.131

0.014

117
Fouling identification with multiple uncertain parameters and inputs
The fouling identification problem becomes more realistic (and complex) when we consider
the cold mass flow rate and inlet temperature as uncertain variables. In this case, all the
variables and parameters listed in Table 4.2 were considered unknown or uncertain, while
the hot mass flow rate was still the only admissible input. The determinant of the Fisher
Information Matrix, |Hξ |, was calculated over the allowable range of input values in the
test design space for a heat exchanger 80% fouled, as displayed in Fig. 3.6. The increase
in the number of uncertain parameters and inputs led |Hξ | to become effectively zero for
test designs with only one steady-state (ṁh,1 = ṁh,2 ). At least two different settings for
the admissible input were needed to estimate the faults, uncertain parameters and inputs.
The optimal steady-state test design was found to contain two states corresponding to hot
flow rates of 0.29 kg/s and 1.0 kg/s. The high flow rate maximizes the sensitivities of the
outputs with respect to most of the uncertain conditions, while the low flow rate maximizes
the output sensitivity with respect to the inlet cold temperature. The optimal test design
in which the output transients were used, set the hot mass flow rates originally at the lower
bound and then at the upper bound. This generates rich transient information from the
widest allowable dynamic response. The optimal designs were identical at low, medium, and
high levels of fouling due to the dilution of the impact of thermal fouling resistance on the
test design optimization.
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Table 4.6: Estimated 95% confidence intervals (ξ̃ = [Rf , wH2O , ṁc , Tci ]) at low, medium
and high fouling levels at Nsp = 300. (ϕnom = [ṁh =0.3kg/s, Ntest =1])
Fouling level

20% Blocked

50% Blocked

80% Blocked

Set of ξ̃
Rf (m2 K/W × 10−3 )
wH2 O (%)
ṁc (kg/s)
Ṫci (◦ C)
Rf (m2 K/W × 10−3 )
wH2 O (%)
ṁc (kg/s)
Ṫci (◦ C)
Rf (m2 K/W × 10−3 )
wH2 O (%)
ṁc (kg/s)
Ṫci (◦ C)

True Values
1.60
0.10
1.00
40.0
4.00
0.10
1.00
40.0
6.40
0.10
1.00
40.0

Nominal
ξ̂
95% CI
5.14 [0.00,8.00]
0.93 [0.10,4.90]
0.92 [0.80,1.07]
35.8 [29.2,42.5]
6.71 [0.23,7.96]
1.73 [0.10,4.98]
0.98 [0.84,1.05]
35.7 [32.3,42.8]
3.59 [0.00,8.00]
1.10 [0.10,5.00]
0.99 [0.88,1.11]
39.5 [34.2,45.1]

The fault, uncertain parameters and inputs were estimated at the nominal test conditions and at steady-state and dynamic optimal test designs using (4.6). Table 4.6 reports the
estimates and 95% confidence intervals of the fault, uncertain parameters and inputs, along
with the corresponding test design configurations. There is consistent improvement in the
estimation accuracy between nominal and optimal test designs for each one of the fouling
levels studied. The 95% confidence intervals of the faults and uncertainty are significantly
decreased for both the steady-state and dynamic optimal tests for all fouling levels. The lack
of confidence in the nominal test indicates that one steady-state condition is insufficient for
estimation of fouling with the uncertain parameters and inputs of this case. The inclusion of
transient information in the test responses led to significantly smaller confidence intervals.
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Table 4.7: Estimated 95% confidence intervals (ξ̃ = [Rf , wH2O , ṁc , Tci ]) at low, medium
and high fouling levels at Nsp = 300. (ϕ∗StS = [ṁh =[0.29kg/s, 1.0kg/s], Ntest =2],
ϕ∗Dyn ṁh =[0.10kg/s, 1.0kg/s], Ntest =1])
Fouling level

20% Blocked

50% Blocked

80% Blocked

Set of ξ̃
Rf (m2 K/W × 10−3 )
wH2 O (%)
ṁc (kg/s)
Ṫci (◦ C)
Rf (m2 K/W × 10−3 )
wH2 O (%)
ṁc (kg/s)
Ṫci (◦ C)
Rf (m2 K/W × 10−3 )
wH2 O (%)
ṁc (kg/s)
Ṫci (◦ C)

True Values
1.60
0.10
1.00
40.0
4.00
0.10
1.00
40.0
6.40
0.10
1.00
40.0

Optimal StS
ξ̂
95% CI
1.19 [0.02,2.40]
0.55 [0.10,3.33]
0.99 [0.96,1.01]
40.1 [36.0,40.8]
3.74 [3.01,4.22]
0.87 [0.10,2.65]
0.99 [0.95,1.01]
39.9 [36.1,40.7]
6.03 [5.41,6.73]
0.71 [0.10,3.51]
1.00 [0.99,1.01]
39.9 [39.5,40.4]

Optimal Dyn
ξ̂
95% CI
1.49 [1.17,1.77]
0.15 [0.10,0.75]
0.99 [0.98,1.00]
40.1 [39.8,40.3]
3.97 [3.63,4.12]
0.14 [0.10,0.74]
1.00 [0.98,1.01]
40.0 [39.7,40.2]
6.36 [5.90,6.52]
0.15 [0.10,2.66]
0.99 [0.99,1.01]
40.0 [39.7,40.7]

Following the framework of Fig. 4.1, a false alarm analysis was executed to determine
if the fault at optimal conditions is practically identifiable. The maximum deviation ΦF A
was calculated at nominal and optimal test conditions and is shown in Table 4.8. The false
alarm threshold, F A was again 0.10, and the output deviation constraint, y , in this scenario
was 4.74 according to (D.3). Similar to the previous case study, the optimal test design led
to consistently smaller ΦF A values for all the fouling levels studied. At nominal conditions,
the false alarm analysis generated ΦF A values that were considerably larger than F A , while
the calculated optimal test designs improved the identifiability of the heat exchanger fault.
False alarms were still feasible at the optimal steady-state tests at all fouling levels, but
eliminated in all the dynamic tests.
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Table 4.8: ΦF A (ξ̃ = [Rf , wH2O , ṁc , Tci ]) at low, medium and high fouling levels and
Nsp =300. If ΦF A ≤ F A = 0.10, the FDI test is not expected to trigger false
alarms, if all other inputs and parameter are certain.

4.3.2

Fouling level

Nom

Opt StS

Opt Dyn

20% Blocked

1.600

0.231

0.030

50% Blocked

1.000

0.262

0.025

80% Blocked

0.309

0.209

0.021

Case study II: Aircraft environmental control system

The heat exchanger fouling identification problem explored in the previous analysis was
studied for an integrated environmental control system, to evaluate the implementation of
the FDI framework at the system level. A common ECS architecture is shown in Fig. 4.7,
which is after the design of [6]. The air supplied from the aircraft engine, referred to as bleed
air, has a mass flow rate and temperature determined by upstream subsystems. The bleed air
is cooled in a primary heat exchanger by ambient air surrounding the aircraft, referred to as
ram air. The bleed air then flows into a compressor to increase its pressure and maintain flow
through downstream control systems. This stream flows into the secondary heat exchanger
where it is again cooled. That heat exchanger is exposed to ambient air and particulates that
cause fouling. Bypass and control valves are in place throughout the ECS, but for simplicity
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Fig. 4.7: Design scheme of an aircraft ECS subsystem [6].

it is assumed that all bypass valves are closed, during the FDI test.
Similarly to the previous case study the hot mass flow rate was the controllable input
and assumed to have an admissible range of 0.1 to 1.0 kg/s. The duration of the test, τ , was
restricted to five minutes and up was allowed a maximum of two input settings, Ntest . Only
steady-state tests were considered for FDI, due to the size and complexity of the system.
The measured outputs available for fouling detection were the primary heat exchanger bleed
exit temperature, Tpri , the compressor outlet temperature, Tcmp , and the secondary heat
exchanger bleed exit temperature, Tsec . Each temperature sensor was assigned zero-mean
white measurement noise with standard deviation of 0.5 ◦ C. The anticipated faults, uncertain
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parameter and inputs, ξ̃, along with their upper and lower bounds are listed in Table 4.9. In
addition to the fault, uncertain parameters and inputs considered in the previous analysis
in Section 4.3.1, the compressor leak was also considered uncertain. The compressor leak is
modeled as the mass flow rate of air leaking from the compressor, due to wear or corrosion,
˜ cmp , i.e. the deviation from the expected mass flow rate caused by leakage. The compressor
ṁ
leak was assumed to be constant throughout the FDI test. Low, medium and high levels
of fouling were considered at 20%, 50% and 80% blockage. For simplicity, the nominal test
design was selected to be identical to that of the previous case study.
Table 4.9: Anticipated (ξ̃), lower (ξ L ) and upper (ξ U ) values of the fault and uncertain
conditions in the aircraft ECS for varying levels of fouling severity.
Uncertain

Lower

Blocked

Parameter

Bound 20%

Upper

50% 80%

Bound

Rf × 103 (m2 K/W)

0.00

1.60

4.00

6.40

8.00

wH2 O (%)

0.1

0.1

0.1

0.1

5.0

ṁc (kg/s)

0.75

1.00

1.00

1.00

1.25

Tci (◦ C)

15

40

40

40

60

0.00

0.01

0.01

0.01

0.05

˜ cmp (kg/s)
ṁ

Similar to the previous analyses, the hot mass flow rate allowable range was searched
for conditions that generate the maximum determinant of Hξ . Fig. 4.8 shows |Hξ | with

123

Fig. 4.8: Determinant of the Fisher Information Matrix for the ECS FDI test, over a range
of adjustable hot mass flow rates for a test design with two input settings (ϕ∗ =
[ṁh = [0.1 kg/s, 0.28 kg/s], Ntest = 2]). The uncertain parameters and inputs are
the thermal fouling resistance (80% Blocked), moisture content, ram mass flow
rate, ram inlet temperature and the compressor leak mass flow rate.

respect to the bleed flow rates, ṁh,1 and ṁh,2 , that correspond to the first and second input
settings of the FDI test, respectively. One steady-state (ṁh,1 = ṁh,2 ) is clearly insufficient
to identify fouling with the uncertain parameters and inputs in the environmental control
system. The optimal FDI test design was calculated with ṁh,1 = 0.1 kg/s and ṁh,2 = 0.18,
0.24 and 0.28 kg/s for the low, medium and high fouling levels, respectively. Then, (4.6) was
used to estimate the fault, uncertain parameters and inputs from the temperature sensor
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˜ cmp ]) at low,
Table 4.10: Estimated 95% confidence intervals (ξ̃ = [Rf , wH2O , ṁc , Tci , ṁ
medium and high fouling blockage at Nsp = 300.ṁh =0.3kg/s, Ntest =1.
Fouling level

20% Blocked

50% Blocked

80% Blocked

Set of ξ̃
Rf (m2 K/W × 10−3 )
wH2 O (%)
ṁc (kg/s)
Ṫci (◦ C)
˜ cmp (kg/s)
ṁ
Rf (m2 K/W × 10−3 )
wH2 O (%)
ṁc (kg/s)
Ṫci (◦ C)
˜ cmp (kg/s)
ṁ
Rf (m2 K/W × 10−3 )
wH2 O (%)
ṁc (kg/s)
Ṫci (◦ C)
˜ cmp (kg/s)
ṁ

True Values
1.60
0.10
1.00
40.0
0.05
4.00
0.10
1.00
40.0
0.05
6.40
0.10
1.00
40.0
0.05

Nominal
ξ̂
95% CI
2.42 [0.00,6.52]
0.47 [0.10,4.87]
0.95 [0.87,1.15]
36.7 [34.2,47.6]
0.023 [0.00,0.05]
3.88 [0.53,7.61]
0.62 [0.10,4.91]
1.04 [0.90,1.13]
37.4 [35.6,44.7]
0.027 [0.00,0.05]
5.98 [1.79,8.00]
0.42 [0.10,4.86]
0.91 [0.89,1.11]
41.4 [35.9,43.1]
0.015 [0.00,0.05]

data generated by the virtual environmental control system, at nominal and optimal steadystate tests. These estimates and their 95% confidence intervals are shown in Table 4.10
along with the test design configurations used in each estimation. There was an increase
in confidence using the optimal test design as there was more information generated with
two different input settings. Because the sensors in the environmental control system are at
different locations than in the heat exchanger case study, the moisture content and ram inlet
temperature are more difficult to estimate resulting in slightly larger confidence intervals.
On the other hand, the position of the sensors improved the confidence in the estimation of
the heat exchanger fouling in the ECS.

As the last step of the FDI framework, a false alarm analysis was performed using
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(4.4) to determine the plausibility of false alarms during the test in the aircraft ECS. The
maximum deviation, ΦF A , was calculated for all of the faults, uncertain parameters and
inputs listed in Table 4.9. The false alarm threshold, F A , was 0.10 and the output deviation
constant, y in this case study was 5.54 based on (D.3). The maximum deviation of uncertain
faults, parameters and inputs that generated similar outputs at the nominal and optimal test
designs are listed in Table 4.11. The maximum distance, ΦF A , is consistently larger than
the false alarm threshold, regardless of the test design. This indicates that isolation is not
feasible for the fault, uncertain parameters and inputs in the selected design space, meaning
that false alarms cannot be eliminated. In this case, the next step to eliminating false alarms
should be to update the test design space, include wider input ranges, or reduce the amount
of uncertainty by adding more sensors or improving the existing sensors. In response to to
this finding, the test design space was expanded to include the inlet bleed temperature as
a controllable input. This change provided an optimal test design, free of false alarms at
higher fouling levels at steady-state with two distinct input settings at different inlet bleed
temperature and mass flow rate values (not shown here).

4.4

Conclusions

A comprehensive framework for fault detection and isolation (FDI) was proposed, focused on
minimizing the joint confidence region between faults and uncertain environmental conditions
and a posteriori assessment of false alarms. Principles of model-based design of experiments
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˜ cmp ]) at low, medium and high fouling levels. If
Table 4.11: ΦF A (ξ̃ = [Rf , wH2O , ṁc , Tci , ṁ
ΦF A ≤ F A = 0.10, the FDI test is not expected to trigger false alarms, if all
other inputs and parameter are certain.
Fouling level

Nominal

Optimal

20% Blocked

1.736

0.529

50% Blocked

0.903

0.409

80% Blocked

0.989

0.195

and practical parametric identifiability were employed for the objective of robust active
FDI. A series of aerospace subsystems were tested using this framework to evaluate its
effectiveness. The identifiability of faults was shown to increase significantly through the
implementation of the proposed method, with the possibility for false alarms significantly
decreasing. In future work, the proposed framework will be expended to include detailed
analysis of the anticipated rates of false alarms and nondetections as factors in the selection
of optimal FDI tests. Further work is needed to address the challenges inherent in solving
the FDI design formulations presented here to global optimality. It would also be useful to
assess FDI test design with adjustable time duration, so that the time required to successfully
identify faults can be assessed and optimized as well.

Chapter 5

Active Fault Diagnosis for Uncertain Systems using Optimal Test
Designs and Detection through Classification

Abstract
An updated methodology is presented for the optimization and assessment of test designs for active fault diagnosis executed via classification techniques. Multiple design criteria
are assessed for viability. After the test design is calculated it is implemented with a robust
deployment method of low computational cost, based on principal component analysis with
k-nearest neighbor algorithm. Two case studies are used to verify the proposed methodology,
a three-tank system and a diesel engine.

5.1

Introduction

Methods of information extraction used in parameter estimation such as the work shown in
Chis et al. [120] can be used to optimize designs of tests for estimating deterministic sources
of uncertainty in a system. When these methods are used for FDI, the selected test design
for fault diagnosis can be cast as an optimization problem that maximizes some measure
127
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of the FIM [88]. If we consider system uncertainty that does not correspond to faults as
nuisance model parameters, the objective of the test design then becomes a maximization
of the sensitivity of outputs with respect to faults and a minimization of the correlation
between these faults and the impact of system uncertainty in fault diagnosis. This objective
is updated from the previous chapters, in which the objective was to maximize sensitivities
and minimize joint confidence between all uncertain parameters, regardless of whether they
correspond to faults or system uncertainty. The task of FDI test design then becomes an
exercise of determining tests that simultaneously maximize the effect of faults on outputs,
minimizes the correlation between multiple faults and uncertainty and minimizes the effect
of uncertainty on outputs, for a given model structure. This approach was illustrated in
Patan and Patan [133], where the task was to select optimal sensor locations using the FIM
such that fault detection capability is improved in passive tests. Here, we expand on these
concepts by exploring several design criteria in terms of their effectiveness in FDI of uncertain
systems.
In addition to active FDI that reconfigures the system for optimal sensitivity to faults,
value exists in leveraging passive FDI techniques (e.g. thresholds, observers, filters). Multiclass classification techniques such as the k-nearest neighbor algorithm (k-NN) and support
vector machines are often used for fault isolation, due to their ability to isolate targeted fault
patterns [134, 135]. Neural networks can be utilized to generate relations between outputs
and fault scenarios [136]. Support vector machines perform linear or nonlinear classification
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in complex system fault detection with minimal datasets [137]. k-NN is often preferred for
its simplicity and effectiveness in multi-class classification [134]. However, large sets of data
can result in training overfit, making it difficult to accurately classify new data points. In
this document, k-NN is used because of the relatively small model size. However, when the
model used in FDI test design has a large number of states other classification methods would
be recommended such as SVM. Principal component analysis (PCA) was thus used as one of
the most dominant feature extraction methods because of its versatility, low computational
cost and minimal impact on sample information [138, 139, 140]. Combining the proposed
test design optimization with PCA and k-NN classifiers results in an active FDI methodology
which is deployed using state of the art passive FDI techniques.
The work presented in this document is organized as follows. Section 5.2 presents
the framework for calculating and assessing optimal FDI test designs in systems with some
anticipation of their faults and uncertainty ranges. The system model formulation, the
method for test design optimization, and the classification approach incorporated into the
FDI test are discussed in detail. In Section 5.3, the improvements in system FDI by the
proposed framework are examined in two separate case studies. The first case study examines
the capability to detect and isolate faults in a three-tank system, a common testbed for fault
diagnosis and fault tolerant control [7]. The second case study examines a diesel engine
exhibiting actuator and component faults. In each case, the system of interest has multiple
environmental factors that cause uncertainty in FDI.
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5.1.1

Contributions of this chapter

The main contributions of this chapter are as follows: (i) A proposition of many design
criteria for FDI test optimization that treat information with respect to faults and with
respect to uncertainty differently. (ii) An incorporation of a well-known and robust passive
FDI method into active FDI to verify and execute test designs. A comprehensive evaluation
of the quality of FDI tests is performed by determining correct classification rates for all
anticipated scenarios, via k-NN classification. (iii) A complete framework presented for
designing and evaluating active FDI tests based on (i) and (ii). (iv) A comparison of FDI
test results obtained with various design criteria in multiple benchmark case studies.

5.2

5.2.1

Methods

Preliminaries: Faults and uncertainty representation

The FDI test designs are generated in this chapter utilizing mathematical models that are
formulated as shown in Section 4.2. It is assumed that the system uncertainty, represented as
θu and uu , has a random distribution that is known, bounded and not a function of the test
design. uu is considered to be time-independent source of system uncertainty during fault
diagnosis and does not correlate to up . The uncertain parameters and inputs that impact
fault detection and isolation are grouped together with the faults as the target vector of the
FDI test:
ξ = [θf , θu , uu ].

(5.1)
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Multiple fault scenarios can occur based on system design and environmental factors. We
make the following assumptions regarding the system faults:
• When fault j is present, it is represented by a change in ξj , and all other elements in
ξ are unaffected (faults are uncorrelated).
• When fault j is present, the corresponding parameter has a value around ξ˜j ∈ Ξj ,
where Ξj is the range of values possible in fault j (faults are bounded and anticipated).
• When fault j is not present, the parameter corresponding to that fault has a value
ξj0 ∈ Ξj (a healthy system condition exists within Ξj ).
It is possible to have different degrees of fault severity represent different fault scenarios.
However, in the case studies presented, a system that is subject to fault j is considered
to be under fault scenario j regardless of severity. The test design optimization for FDI
is dependent on the parameter and input values assigned to ξ. In Bayesian design, tests
can be designed that generate information from the entire range of possible values of faults
combined with probabilistic weights. To reduce computational complexity, one set of the
fault and uncertain parameters is selected that best represents the system at each anticipated
fault scenario, denoted as ξ̃, which contains the elements ξ˜j for j = 1, . . . , Nf , where Nf is
the number of anticipated faults. The values in ξ̃ come from the best estimates obtained a
priori for each fault parameter and uncertain variable. Chaloner and Verdinelli [141] term
this “local optimality” or “approximate Bayesian,” as a crude approximation of the expected
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utility.
Although faults and system uncertainty are represented as parameters with unknown
values, only the fault parameters are the target for diagnosis. Therefore, it is important to
separate the elements of ξ that represent faults (i.e. parameters of interest) from the remaining elements (i.e. nuisance parameters). These parameters of interest can be distinguished
by partitioning the vector, ξ, as shown in (5.2):

 

ξ = ξ1 , . . . , ξNf , ξNf +1 . . . ξNξ = ξ f , ξ u ,

(5.2)

where ξ f is the vector of Nf parameters representing the faults, and ξ u is the vector of
remaining elements of ξ, expressing uncertainty (and as shown later how it impacts system
outputs).

5.2.2

Procedure for FDI test design and classification

The workflow for generating an optimal FDI test design and deploying the fault detection
tests is illustrated in Fig. 5.1. The test design space defines the available (desirable) range
of inputs, sampling times, and time-spans for FDI. The system input-output data is used
to determine the variability of noise in each measurement, and impact of faults on outputs.
The nominal test design that is considered for FDI is also studied (defined arbitrarily or
with heuristic knowledge), to present metrics of the improvement of FDI after its design
optimization. The model described in the previous section is used to estimate the values of
ξ that correspond to each fault scenario. The anticipated parameters and inputs representing
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each fault scenario are used to generate ξ̃, which serves as the basis for calculating the optimal
test design vector, ϕ, for active FDI. The active FDI test is then implemented for the training
and testing the feature extraction and classifiers used in fault diagnosis by running a Monte
Carlo simulation for a system model with noise, or in a series of experiments. More details
are provided on the training and testing phases in Section 5.2.4.
Training Phase
FDI Test Design

Model

Feature
Extraction

Model

Feature
Extraction

Classifier 1

Test Design
Space

Model

Preliminary Estimation,
for Scenarios

Test Design
Optimization

Nearest
Neighbor
Selection

...

System
Information

Classifier 2
Classifier
Training

Classifier n

Testing Phase
Classifier 1

Classifier 2

System

...

Feature
Extraction

Class
Decision

Classifier n

Fig. 5.1: Proposed methodology for the design and execution of FDI.
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5.2.3

Design: Test optimization for active FDI

The key concept of the FDI test design method proposed in this work is to manipulate the
system configuration to generate system information that leads to accuracy in fault diagnosis
and is robust to uncertainty. The output trajectories of the system, y, are observed directly,
and measurement noise is considered to be zero-mean, Gaussian and uncorrelated with a
known variance of σ 2 . Thus, we have a model as expressed in (2.18-2.20), generating system
observations y(t) ∈ RNy , which will be used to estimate the severity of faults in each scenario
of faults and uncertainty, represented as ξ ∈ RNξ prior to diagnosis. Because the covariance
matrix of the estimated fault values depends significantly on the test design considered,
some measure must be selected that quantifies the usefulness of test design configurations.
The FIM corresponding to the vector ξ, denoted as Hξ , is widely used to determine such
criteria for design selection. As defined by the Cramer-Ráo bound of the covariance matrix,
the inverse of the FIM is equal to the minimum error covariance matrix achievable with
an unbiased estimator, V [142]. Sensitivities for the FIM can be obtained through partial
derivatives, variance decompositions, and the elementary effects method [143]. Variance
decompositions require prior probabilistic knowledge which we assume is not necessarily
available, and the intended use of the elementary effects method is for ranking uncertain
inputs by order of influence. Therefore, partial derivatives are used to calculate the sensitivity
of outputs with respect to faults and uncertainty. In this work, these partial derivatives are
normalized and approximated around their anticipated values, ξ̃, with 2nd -order, central
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finite differences or forward sensitivity analysis [144] depending on the size and complexity
of the system model.
The admissible inputs, up ∈ RNup , are treated as a piecewise-constant series of discrete
inputs at predetermined time points, and adjusted to produce an optimal test design. The
test design vector is expressed as (5.3):
ϕ = up ∈ Φ,

(5.3)

where up has dimensions Nup × Nstep , where Nstep is the number of piecewise steps used in
the test design vector. The test design space, Φ, specifies the lower and upper bounds of
each variable in the test design vector. The test design vector is manipulated to maximize
some scalar measure of the FIM, thus Hξ is a function of ϕ and ξ(= ξ̃).
The optimization problem is achieved using some scalar measure of the FIM, Ψ, and
the formulation of this problem is dependent on whether the output trajectories considered
for FDI contain steady-state or dynamic information. Table 5.1 displays the equations for
steady-state and dynamic models, (5.4) and (5.5), respectively. Multiple criteria are available
for selecting the function, Ψ, to calculate optimal designs [30, 142].
In optimal experimental design, the statistical measure of system information that is
optimized is traditionally some functional of the eigenvalues of the FIM, denoted as λj , j =
1, . . . , Nξ [31, 32]. As stated in Franceschini and Macchietto [30], assuming that the estimator
used is unbiased, the eigenvalues of the FIM are inversely proportionate to the confidence
ellipse axes of the estimated parameters, ξ̂. The selection of the statistical measure and
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Table 5.1: Mathematical formulations for the optimization of steady-state and dynamic
FDI test designs using a function Ψ.
Steady-State FDI

Dynamic FDI



ϕ ∈ arg max Ψ Hξ (ξ̃, ϕ)
∗

ϕ∈Φ




ϕ ∈ arg max Ψ Hξ (ξ̃, ϕ)
∗

ϕ∈Φ

s.t.

s.t.

f (x, up , θp , ξ̃) = 0,

f (ẋ(t), x(t), up (t), θp , ξ̃, t) = 0,

ŷ = h(x, up , θp , ξ̃),

ŷ(t) = h(x(t), up (t), θp , ξ̃, t),



 f (ẋ(t0 ), x(t0 ), up (t0 ), θp , ξ̃, t0 ) = 0,
y0 =


 ŷ(t0 ) = h(x(t0 ), up (t0 ), θp , ξ̃, t0 ),

uLp ≤ up ≤ uUp ,
xL ≤ x ≤ xU .
(5.4)

uLp ≤ up (t) ≤ uUp ,
xL ≤ x(t) ≤ xU ,

∀t ∈ [0, τ ],
∀t ∈ [0, τ ]
(5.5)

thus which eigenvalues, variances and correlations are targeted for optimization determine
how the confidence of the parameter estimates are affected. In the following, we optimize
test designs for FDI using four optimality criteria that are known to improve parameter
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estimation. The reasoning and implementation of these criteria are as follows. The first
criterion considered was implemented to improve the test design by minimizing the volume
of the estimate confidence region, resulting in overall enhanced precision in the estimation of
multi-parametric systems. Because the volume is the product of the axes of the confidence
ellipse, this objective can be met by maximizing the product of the FIM eigenvalues. In
statistics, this optimal criterion is referred to as D-optimality [145], as shown in (5.6):

max ΨD (Hξ ) = max det [Hξ ] .
ϕ∈Φ

(5.6)

ϕ∈Φ

The determinant is often replaced with the log determinant for D-optimal criterion as it is
numerically easier to solve. D-optimality can be difficult to solve if there is a large number of
uncertain parameters. Another objective for the test design optimization can be to optimize
the design such that the largest variability between the uncertain parameters is reduced.
By maximizing the smallest eigenvalue of the FIM, which is inversely proportionate to the
largest axis of the confidence region, the ”worst-case” variance of the estimated parameters
is minimized. This approach is known as E-optimality [146], as shown in (5.7):

max ΨE (Hξ ) = max
ϕ∈Φ

ϕ∈Φ


min λj {Hξ } ,

1≤j≤Nξ

(5.7)

In the criteria listed so far, all the elements of ξ are targeted for improved estimation precision. However, when a system contains uncertainty, the vector ξ has elements representing
faults and uncertain conditions, as partitioned in (5.2). Estimation of uncertainty is not
often of interest and seldom feasible. The information pertaining to correlations between
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uncertain parameters should be removed as the estimation of fault-free uncertainty is not
the focus of FDI. Therefore, the objective is to minimize the confidence region corresponding
specifically to faults while taking into account the impact of uncertainty, which is accomplished using a derivative D-optimality criterion, known as Ds -optimality [147]. To achieve
Ds -optimality, the scalar measure of the FIM is expressed as (5.8):


−1 T
Hf u ,
max ΨDs (Hξ ) = max det Hf f − Hf u Huu
ϕ∈Φ

ϕ∈Φ

where the FIM is partitioned into blocks:

 Hf f
Hξ = 

HfTu

(5.8)


Hf u 
,

Huu ,

(5.9)

with:
Hf f ∈ RNf ×Nf ,

Hf u ∈ RNf ×(Nξ −Nf ) ,

Huu ∈ R(Nξ −Nf )×(Nξ −Nf ) .

(5.10)

The final optimality criterion presented in this document is not a direct measure of the FIM
eigenvalues; instead it examines the correlation coefficients between uncertain parameters,
C, derived from the variance-covariance matrix, V. A correlation coefficient between two
parameters determines the relationship they have on the measurements obtained. The range
of correlation coefficients is -1 to 1, where values close to 0 indicate good confidence in the
estimated parameters. The coefficients, Ci,j for parameters i, j = 1, . . . , Nξ , are calculated
as shown in (5.11):
Vij
Cij = p
,
Vii Vjj

i 6= j,

(5.11)
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where Vij is the variance between the i-th and j-th elements of ξ. Because only the faults
are considered to be parameters of interest, the objective is then to minimize the value of
correlation coefficients with respect to faults, and between faults and uncertainty. Therefore,
the optimal criterion is a selective form of the PAC-optimal criterion reported in [30], and
the formulation for the PAC-optimal FDI test design is shown in (5.12):


Nf −1 Nf

max ΨP AC (Hξ ) = max 
ϕ∈Φ

ϕ∈Φ

XX
i=1 j=2

2
Ci,j

Nξ −1

Nξ

X

X

+
i6=j

i=Nf +1 j=Nf +2

−1
2
Ci,j



.

(5.12)

i6=j

The criteria described are geometrically interpreted in Fig. 5.2. Each criterion is used
to minimize a specific aspect of estimation confidence and is labeled accordingly. The Doptimality criterion aims to minimize the volume of the confidence region. The E-optimal
design aims to reduce the length of the major axis of the confidence region, and the PACcriterion aims to minimize the correlation between parameters, making the confidence ellipse
more perpendicular to the axes. Other criteria for test design optimization were assessed for
active FDI, but are not shown in this document. In Appendix E, the methods for achieving
Es -optimal, modified E-optimal and G-optimal designs in active FDI are presented as well
as the results generated from these FDI test designs.

5.2.4

Training: PCA and k-NN classifiers

After the test design optimization is complete, the calculated design is applied as an active test that is in turn deployed using a k-NN classification problem. A machine learning
algorithm for passive FDI, presented by Najjar et al. [148], is leveraged using Principal Com-
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Ellipse of α %
confidence

E-optimality

PAC-optimality

D-optimality

Fig. 5.2: Geometric interpretation of the selected criteria for the FDI test design. The
ellipse with the solid outline represents the confidence region of the estimated
parameters, with a significance level of α %.

ponent Analysis (PCA) with k-NN classification. As shown in Fig. 5.1, FDI execution has
two phases: the training phase and the testing phase. During the training phase, Monte
Carlo simulations are performed with randomly generated values for the uncertain parameters and measurement noise (within their allowable range), to create virtual system data.
This data is used to determine the range of output responses for all fault scenarios, or classes.
After a sufficient amount of training data is collected, it is used to classify future test samples
when the presence of faults is unknown. We assess the quality of the FDI test by evaluating

141
the rate of correct classifications for all scenarios, as discussed in the following.

Feature extraction with PCA
PCA is based on orthogonal decomposition and is often used to consolidate data in classification methods [12]. It is commonly applied in fault detection and diagnosis because
of its capacity for quick detection, robust design and ease of on-line implementation [138].
An application of PCA is presented in the following text. After selecting a test design
for FDI and performing a Monte Carlo simulation for the training phase, data is compiled
into a data matrix Yj , representing the data collected for fault scenario j, with dimensions
NM C × Ny Ntest Nsp :

j
 y( ξ 1 )

t=t1 ,n=1


..
Yj = 
.



 y(ξ j )
NM C

...

y(ξ j1 )
t=tNsp ,n=1

..

..
.

.

...

. . . y(ξ jNM C )
t=tNsp ,n=1

t=t1 ,n=1


y(ξ j1 )

...
t=t1 ,n=2

..
.

(5.13)

y(ξ j1 )
t=tNsp ,n=Ntest

...

y(ξ jNM C )

..
.

. . . y(ξ jNM C )
t=t1 ,n=2





,





t=tNsp ,n=Ntest

j = 0, . . . , Nf .
The objective of PCA is to transform the data matrix Yj into a matrix Tj of size NM C × N 0 ,
where N 0 ≤ Ny Ntest Nsp , with the columns of Tj containing the principal components for
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j-th fault scenario. The data matrix Yj is linearly transformed:
Tj = Yj P,

(5.14)

where P is the transformation orthogonal matrix of size Ny Ntest Nsp × N 0 , calculated using
the Karhunen-Loéve (KL) algorithm [149]. Covariance matrices of each sensor data matrix
with size Ny Ntest Nsp × Ny Ntest Nsp , CY , are generated from the virtual system at fault-free
conditions (j = 0). CY is computed according the matrix equality shown in (5.15).
CY = E

h

 0 
 0 T i
0
Y −E Y
Y −E Y
,
0

(5.15)

where E is the expected value of its argument. The orthogonal properties of the transformation matrix, P, ensure that the following equation is true:
CY P̂ = P̂Λ0 ,

(5.16)

where the columns of P̂ are the complete set of eigenvectors relating to CY , and the diagonal of the matrix, Λ0 , lists the eigenvalues of the sensor data covariance matrix λi ,
i = 1, . . . , Ntest Nsp , with all other terms in Λ0 zero. In mathematical terms:
Λ0ii = λi ,

i = 1, . . . , Ny Ntest Nsp ,
(5.17)

Λ0ij = 0,

i, j = 1, . . . , Ntest Nsp ,

i 6= j.

To reduce the dimensionality of the data, the principal components of the data matrix
are determined by selecting the eigenvectors which consequently become the columns of P̂,
related to the highest N 0 eigenvalues of CY :
P = (P1 |P2 | . . . |PN 0 ),

(5.18)
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where P is the orthogonal matrix used to transform the data matrix Yj to Tj , and P is
the eigenvector of the i-th highest λ. The number of principal components must be selected
such that the test information is still useful while reducing the number of dimensions of the
selected classifier. This approach is applicable to steady-state and dynamic FDI, though it
can be computationally demanding for dynamic tests [150].
After the data from the Monte Carlo simulations is transformed, the principal components for all fault and fault-free scenarios are compiled into a matrix X of size NM C (Nf +
1) × N 0 ,


X = T0 ; T1 ; . . . ; TNf .
The training sets, X, are used in the k-NN algorithm to determine which class best corresponds to any given set of test samples.

k-NN classifier training
After the training data is acquired, the next step is to determine the optimal k. The k value
is chosen from possible odd integers 3, 5, 7, 9, . . . , 21, that results in the most accurate FDI
test. In this work, this is achieved by evaluating which values lead to the highest sum of
correct classification rates (CCR) for all anticipated fault scenarios. The CCR corresponding
to each fault scenario in the FDI test is determined using additional data acquired from the
virtual system. A second Monte Carlo simulation is implemented using NM C runs for each
fault scenario. In this Monte Carlo simulation, the fault scenario corresponding to each data
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set is not pre-labeled. For each Monte Carlo run of the classifier training phase, the data
obtained from the FDI test, ŷ, is transformed into the reduced set, ẑ:

ẑ = ŷP.

(5.19)

In standard k-NN, the test data points are compared with the training points to determine
the data sets that generate up to the k-th smallest distance. The euclidean distance between
data set points, d, is commonly used for its simplicity, and is calculated as shown below:
q
d (Xl , ẑ) = (Xl1 − ẑ1 )2 + (Xl2 − ẑ2 )2 + . . . + (XlN 0 − ẑN 0 )2 ,
l = 1, . . . , NM C .

Algorithm 1 Find k-Nearest Neighbors
1:
2:
3:
4:
5:
6:
7:

procedure kNN Dist(X, z, k)

. k= number of neighbors

for k 0 = 1 : k do
if k 0 = 1 then
m1 ∈ arg min1≤l≤NM C d (Xl , z)
else
0

mk ∈ arg min1≤l≤NM C ,
return [m1 , m2 , . . . , mk ]

l6=m1 ,...,mk

d (Xl , z)

. Elements corresponding to the k-nearest neighbors

An algorithm is used to determine which trained data sets have the closest match to
the test set. Specifically, Algorithm 1 is used to find the rows of X that have the smallest
distance to ẑ. After the rows are determined, the sets are compiled into a matrix that

145
contains the features corresponding to the nearest neighbors of ẑ, denoted as X∗ , where
X∗ = [Xm1 ; Xm2 ; . . . ; Xmk ] .
The probability of each fault scenario is then approximated with a unit function E, shown
below:
E(X∗l , cj ) =




 1 if X∗l belongs to class cj ,


 0 otherwise.

To determine the probability of each fault scenario, or class, the sum of E(X∗m , cj ) is determined for each class, cj is divided by the number of nearest neighbors considered. The
probability of class cj , p(cj ), is then calculated as shown below:
p(cj ) =

k
X
E(X∗ , cj )
l

l=1

k

,

j = 0, . . . , Nf ,

(5.20)

where k is the number of nearest neighbors. The final step in training the classifiers is to
select the k value used in FDI that result in the highest accuracy. The selection of the optimal
k is done by predicting the class corresponding to the features extracted from each Monte
Carlo run, denoted as ẑ(ξ jl ) for l = 1, . . . , NM C . The optimal number of nearest neighbors,
k ∗ , should lead to the highest number of correct classifications for all fault scenarios based
on the data obtained from the Monte Carlo simulation.

5.2.5

Deployment and assessment: FDI execution

After PCA and classifier training, the FDI test is deployed for several virtual system runs
and the proposed test designs are evaluated to determine which criteria result in successful
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tests for active FDI. For this assessment, another Monte Carlo simulation is performed using
virtual system data for each fault scenario. Though the fault scenarios corresponding to
each Monte Carlo iteration are known, the datasets are unlabeled, thus the classes belonging to each dataset need to be declared. The values assigned to the uncertain parameters
and measurement noise of each run are randomly generated to determine the classification
accuracy of each test for all fault scenarios.
In standard applications of the k-NN algorithm, the label assigned to the system is
decided by a discrete “majority vote,” thus the class with the largest weighted sum of nearest
neighbors is considered to be the predicted class of the system, ĉM V :
ĉM V ∈ arg

max
c∈{c0 ,c1 ,...,c

Nf

p(c).

(5.21)

}

If ĉM V generates a set with more than one selected class, the class from the among that set
that contains the point with the shortest euclidean distance to the transformed test dataset is
the predicted class. The k-NN algorithm and class decision using (5.19-5.21) and Algorithm
1 is repeated for each Monte Carlo run in the testing phase.
After the predicted classes have been declared for all test samples, the effectiveness of
the FDI test design using the majority vote k-NN classification is assessed by confusing the
number of correct vs incorrect classifications for each fault scenario. Confusion matrices are
used in statistics to compare the accuracy of assigning classes to tests or data. Classifications
are tabulated such that the diagonal elements contain the CCR with respect to each class, and
off-diagonal elements represent the misclassification rate (MCR) of each decision. Following
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(5.21), CCR and MCR values are calculated as shown below:


j
 1, if z ξ j  → (ĉ = cj )
NM C 
l
1 X
CCRj = j
,
NM C l=1 

 0,
otherwise

MCRj,k =

1
j
NM
C





 1, if z ξ jl → ĉ = ck 6= cj
X

j
NM
C

l=1



 0,

,

otherwise

where NM C,j is the total of Monte Carlo runs for fault scenario j. The overall classification
accuracy, ACCR , is the number of correct classifications over the total number of FDI tests
generated,
PNf

j=0

CCRj

j=0

j
NM
C

ACCR = PNf

.

To assess the quality of a test, the CCR of each fault scenario and the corresponding ACCR
are compared for the nominal test design and the FDI tests generated with the optimality
criteria.
Another approach to implementing k-NN is to assign a threshold to the number of
neighbors assigned to a particular class. The threshold can be adjusted to change the sensitivity and selectivity of the FDI test, and to satisfy restrictions assigned to either the
number of allowable nondetections or false alarms. By assessing the k-NN classification
method in this manner the impact of the test design can then be presented in the form
of receiver operating characteristic (ROC) plots, which are an effective way to graphically
illustrate the ability to diagnose between binary classes across a variable decision threshold.
However, implementing a binomial decision threshold for multi-class classification can be
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difficult. Therefore, the “one vs all” approach is used by considering the fault-free scenario
as the positive class, and all other classes are considered to be negative. For the purpose of
generating ROC plots, the class labels are reduced to c0 , representing the fault-free scenario
and positive class, and c60 , representing all other scenarios that correspond to a system with
a fault or set of faults present. The predicted fault detection class using the probabilistic
k-NN for ROC plots, cF D , is determined as shown below:



 c0 ,
if p(c0 ) ≥ δ.
ĉF D =


 c60 ∈ {c1 , c2 , . . . , cNf }, if p(c0 ) < δ,

(5.22)

where δ is the assigned threshold to the probability corresponding to the minimum number
of neighbors required to consider the system to be without fault.
If ĉF D = c60 , then the fault needs to be isolated. The isolated fault class, ĉF I , can
then be determined by finding the class that results in the largest sum of probabilities. The
majority vote approach in (5.21) is then updated for fault isolation, after a fault has been
detected using (5.22), as shown below:
ĉF I ∈ arg

max

c60 ∈{c1 ,c2 ,...,cNf }

p(c60 ).

(5.23)

Similar to ĉM V , the class in ĉF I with the point that has the shortest euclidean distance to the
test data is the predicted class. By implementing (5.22) and (5.23) for a threshold range of 0
to 1, the true positive rates (TPR), false positive rates (FPR) and CCR of each fault scenario
can be determined to generate ROC plots with the proposed FDI test designs. The quality
of the FDI test is reflected in the area under the ROC curve (AUC) of each scenario. AUCs
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typically range from 0.5 to 1, where higher AUCs indicate better fault diagnosis with similar
test selectivity. Thus, optimizing the test designs used in active FDI with the proposed
method results in steeper ROC curves and an improved quality of fault diagnosis.

5.3

Results and discussion

5.3.1

Case study I: Three-tank system
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Pump 1 volumetric flow rate set-point,
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1
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Tank 2 flow coefficient,

10

Tank 3 flow coefficient,
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q13
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q32
Tank 2 leak

Tank 2

q20
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Fig. 5.3: Design schematic of a general three-tank system [7]

In the first case study, we assessed FDI test design options for an open-loop, three-tank
system. The three-tank system is a commonly used benchmark for exploring capabilities of
fault detection and isolation algorithms [7]. Fig. 5.3 shows the system architecture that
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was used, along with the corresponding variables and parameters. In this system, there are
three cylindrical tanks with identical cross-sectional areas, A. The system has volumetric
flow rates, qij , which represent the flow from tank i to tank j (j = 0 when the stream flows
into the fluid sink). The system admissible inputs are the volumetric flow rates assigned to
pumps 1 and 2, represented as u1 and u2 , respectively. The states of the system are the liquid
levels in tank 1, 2 and 3, represented as h1 , h2 , and h3 . The pipes connecting each tank have
equal cross-sectional areas, Sp . Each pipe has a flow coefficient that affects the tank exiting
flow rate, c1 , c2 , and c3 . These variables are considered uncertain so they were included in
the faults and uncertain parameters vector, ξ, as potential targets in the optimization of
FDI test designs.
Two fault scenarios were considered in this case study. The first anticipated fault was a
degradation in the pump 1 actuator, characterized by the flow coefficient, α (α = 1 at faultfree conditions). The second anticipated fault was a leak that occurs in tank 2, characterized
by the leak radius, rf (rf = 0 at fault-free conditions). The faults and uncertainties are listed
in Table 5.2, along with their corresponding Gaussian distributions. The lower and upper
bounds of each fault and uncertain parameter was known (±3σ). The range of every variable
in ξ is listed for each fault scenario, cj , where the system at j = 0 is fault-free, j = 1 contains
a drift in the actuator valve, and j = 2 contains a leak in tank 2. The FDI tests designed in
the following text consider both fault scenarios and system uncertainty simultaneously.
The three-tank system model utilizes well-known mass balance equations and Torri-
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Table 5.2: Faults and uncertain parameters studied in the three-tank system case study,
and their normally distributed N (µ, σ 2 ) random parameter values with mean,
µ, and variance, σ 2 .
Set of ξ

c0

c1

c2

α

1

N (0.6, 0.0025) 1

rf (mm)

0

0

c1

N (0.95, 0.0025)N (0.95, 0.0025)N (0.95, 0.0025)

c2

N (0.8, 0.0025) N (0.8, 0.0025) N (0.8, 0.0025)

c3

N (0.95, 0.0025)N (0.95, 0.0025)N (0.95, 0.0025)

N (2.0, 1.0)

celli’s law to describe the overall system dynamics, as shown in (5.24):
p
∂h1
= αu1 − c1 Sp sign(h1 − h3 ) 2g|h1 − h3 |,
∂t
p
p
p
∂h2
= u2 + c3 Sp sign(h3 − h2 ) 2g|h3 − h2 | − c2 Sp 2gh2 − c2 πrf2 2gh2 ,
A
∂t
p
p
∂h3
= c1 Sp sign(h3 − h2 ) 2g|h1 − h2 | − c3 Sp sign(h3 − h2 ) 2g|h3 − h2 |.
A
∂t
A

(5.24)

The system states are constrained to 0 m < hi ≤ 0.75 m for i=1,2,3, for any combination
of fault and uncertain parameter values within the parameter space. The admissible input
range is 0 ≤ uj ≤ 10−4 m3 /s, j=1,2, respectively. It was assumed that all tank heights can
be measured (y = [h1 , h2 , h3 ]) in the virtual three-tank system. The model was solved and
the optimal test was calculated using the program MATLAB [70]. The sensitivities were
calculated in this case study using the forward sensitivity analysis, as detailed in Maly and
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Petzold [144]. The anticipated fault and uncertainties, ξ̃ = [0.6, 2.0mm, 0.95, 0.8, 0.95], were
injected into the virtual three-tank system. This virtual system is identical to the system
model shown in (5.24) with measurement noise added to each output as well as faults and
uncertainty injected. The standard deviation of each sensor was assumed to be 0.001 m. The
nominal and optimal test designs are detailed in Table 5.3, along with the upper and lower
bounds of each admissible input. The values calculated for u1 and u2 correspond to one
nominal or optimal steady-state test for the detection of faults within system uncertainty as
described in Table 5.2. The D-optimal and Ds -optimal test designs are achieved by setting
the pump 2 actuator to the lower bound and the pump 1 actuator to the highest possible
setting that does not violate output constraints. The D-optimal differs slightly due to the
increase in sensitivity of the outputs with respect to the uncertain flow coefficients. The Eoptimal test design was calculated to be identical to the D-optimal design. This is improving
the confidence of the estimated parameter with the least confidence, which was determined
to be one of the fault parameters. Finally, the PAC-optimal test was set to the lower and
upper bound of the first and second inputs, respectively, which causes the tank heights to
reach similar levels regardless of whether there is a fault present. This design minimizes only
the correlations between the faults and uncertain parameters.
The rate of successful diagnosis of each fault using these designs was assessed with
Monte Carlo simulation, performed by injecting random distributions to the fault parameters,
flow coefficients and measurement noise. 10 steady-state measurement samples were collected
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Table 5.3: Nominal and optimal FDI test designs for the three-tank system that contains
an actuator fault at tank 1, a leak at tank 2 and uncertain flow coefficients
(ξ̃ = [0.6, 2.0mm, 0.95, 0.8, 0.95]).
ϕ

u1 (×10−4

Lower Upper Nom

D-

Ds -

E-

PAC-

Bound Bound

Opt

Opt

Opt

Opt

0.10

1.00

0.55

0.76

0.77

0.47

0.10

0.10

1.00

0.55

0.11

0.10

0.65

1.00

m3 /s)
u2 (×10−4
m3 /s)

for 2000 Monte Carlo runs, at each test design. Histograms of the mean of each steady-state
sample set for h1 , h2 and h3 at the nominal and Ds -optimal test conditions are shown in
Fig. 5.4. The performance of other design criteria is discussed later. As shown in Fig.
5.4, the Ds -optimal test shows significant improvement in the separation between outputs
in response to each fault. When comparing the nominal test to the Ds -optimal test, there
is small change in the distance between the healthy (c0 ) and tank leak (c2 ) scenarios, but
there is significant improvement in fault isolation (c1 to c2 ).
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Fig. 5.4: Histograms of Monte Carlo simulations for the heights of tanks 1, 2 and 3 at fault
and fault-free conditions, using (a-c) nominal and (d-f) Ds -optimal FDI tests. c0 ,
c1 and c2 were assigned the values or distributions shown in Table 5.2.

Next, PCA was implemented for the training phase of the fault classification method
presented in Section 5.2. After testing, the number of reduced dimensions, N 0 , as set to
3. k-NN classifiers were trained, and Monte Carlo samples were generated to determine
the rate of correct classifications from each sensor. By fusing the available sensor data, the
rates of correct classifications and misclassifications between the predicted and actual classes
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Table 5.4: Confusion matrices of a three-tank system FDI with fault scenarios listed in
Table 2.

Predicted

(a) Confusion matrices of FDI executed at nominal, D-optimal and Ds -optimal test designs

c0
c1
c2

Nominal
Actual
c0
c1
c2
0.98 0.33 0.10
0.01 0.35 0.29
0.01 0.32 0.61

D-Optimal
Actual
c0
c1
c2
0.93 0.00 0.32
0 1.00 0.00
0.07
0 0.68

Predicted

(b) Confusion matrices of FDI executed at E-optimal
and PAC-optimal test designs

c0
c1
c2

E-Optimal
Actual
c0
c1
c2
0.93
0 0.32
0 1.00
0
0.07
0 0.68

PAC-Optimal
Actual
c0
c1
c2
0.64 0.55 0.26
0.34 0.44 0.21
0.02 0.01 0.53

Ds -Optimal
Actual
c0
c1
c2
0.94 0.01 0.32
0 0.99 0.00
0.06 0.00 0.68
(c) Classification accuracies of the listed test
designs

Test Criterion ACCR
Nominal
0.65
D-Opt
0.87
Ds -Opt
0.87
E-Opt
0.87
PAC-Opt
0.54

representing each fault scenario were calculated. The corresponding confusion matrices are
shown in Table 5.4 for each of the nominal and optimal test designs, for all the design criteria
described in Section 5.2.2. The elements contained in the diagonal of the confusion matrices
show the number of correct classifications corresponding to each fault scenario (CCR). In the
nominal test design, the actuator fault and fault-free scenarios had a correct classification
rate greater than 0.85. A three-tank system with a tank leak had a nominal true detection
rate greater than 0.75, and a correct classification rate of more than 0.50. In the D-optimal
test design, CCRs were consistently greater, and the Ds -optimal test design showed similar
improvement with better fault isolation. The objective of the D-optimal design is to reduce
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the correlation between all the parameters of interest, with results very similar to those
from the Ds -optimal test, because of the small variance in the uncertain parameters of this
system. The E-optimal test design was identical to the D-optimal design, therefore the CC
and MCR values were the same. This was likely caused by the improvement of the worst-case
variance corresponding directly to the confidence of the fault parameter estimates. The PACoptimal test design resulted in a significant deterioration of the CCRs in all fault scenarios.
However, MCR0,2 and MCR2,0 were reduced to half or more of the nominal test values, caused
by reduction of specific parameter correlations. Comparison of the classification accuracies
generated from each test (ACCR ) indicates that the best test design for active FDI in the
three-tank system was produced by D-optimal or Ds -optimal criteria.
For illustration of test performance, ROC plots were generated using k-NN classifiers
with a variable threshold for fault detection sensitivity as shown in (5.22). The threshold
was assigned a range of 0 to 1, and the rate of false positives vs. true positives, and false
positives vs. correct classifications were compared for each threshold setting. The resulting
ROC curves are presented in Fig. 5.5 for FDI conducted in the three-tank system at the
nominal test design and optimal test designs with different design criteria. The true positive
rate (TPR) curves shown in Fig. 5.5a show good fault detection even at high selectivity (low
FPR) at all test designs except PAC-Optimal. Almost perfect detection is made possible
using D and Ds -optimal test designs. Fig. 5.5b shows that the nominal test has consistently
better detection at the same FPR values, a trade-off in some of the test designs in order to
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Fig. 5.5: ROC plots of true positive and correct classification rates versus false positive
rates with test designs at different optimal criteria. Fault scenarios described in
Table 5.2 are presented for a three-tank system with (a,c) actuator fault in tank
1 and (b,d) a leak in tank 2.

meet their respective criteria. Figs. 5.5c and 5.5d, the D and Ds -optimal test designs result
in significantly better classification at the same selectivity, compared to other tests. The
Ds -optimal test design is shown also to be marginally better for the correct classification of
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tank leaks. Overall, the reconfiguration of input trajectories to satisfy Ds -optimality leads
to consistent improvement in the diagnosis of faults in lieu of system uncertainty.

Table 5.5: Confusion matrices of a dynamic three-tank system FDI with fault scenarios
listed in Table 2.

Predicted

(a) Confusion matrices of FDI executed at nominal, D-optimal and Ds -optimal test designs

c0
c1
c2

Nominal
Actual
c0
c1
c2
0.94 0.01 0.20
0.00 0.87 0.28
0.06 0.12 0.52

D-Optimal
Actual
c0
c1
c2
0.95
0 0.19
0 1.00 0.00
0.05
0 0.81

Ds -Optimal
Actual
c0
c1
c2
0.95
0 0.18
0 1.00
0
0.05
0 0.82

(b) Classification accuracies of the listed test designs

Test Criterion ACCR
Nominal
0.78
D-Opt
0.92
Ds -Opt
0.92

The proposed method was found to be effective for dynamic FDI as well. As shown in
previous work [151], the use of transient data can improve the detection and identification
of system faults so long as the system dynamics are effectively captured in the model used
for FDI. For this analysis, the dynamic test designs were implemented as follows. In each
Monte Carlo run, the three-tank system was simulated at the nominal test design from t = 0
s to t = 3000 s. At t = 3000 s, the inputs were adjusted to implement the optimal conditions
for FDI, and then measurements samples were collected every 300 s from each tank sensor,
until t = 6000 s. Table 5.5 presents the confusion matrices of the FDI test designs that use
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transient information for diagnosing faults. The use of transient information in dynamic FDI
increased the sensitivity of the measured outputs to each fault as opposed to the steadystate FDI performed with the same number of samples. Compared to Table 5.4, the overall
classification accuracy of the D- and Ds - optimal test designs was improved by 0.03.

5.3.2

Case study II: Diesel engine
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Fig. 5.6: Schematic of a turbocharged air-intake system for a diesel engine [8, 9].

The framework described in the Methods section was also implemented for the opti-
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mization and assessment of FDI test designs for the air-intake system inside a diesel engine.
Model-based fault diagnosis has been a prominent field of research for diesel engines [9, 152].
The intake system is designed to provide a steady stream of air at desired temperatures and
pressures to the diesel engine [152]. Fig. 5.6 shows the air-intake schematic of the system
of this case study. Ambient air enters the system through the compressor, which is powered
by the exhaust gas flowing through the turbine. The heated air then passes through an
intercooler that draws excess heat from the air stream and transfers energy into the liquid
coolant. The air stream then passes through a throttle valve into the inlet manifold where
it is split into multiple cylinders and reacts with the injected fuel stream. After the fuel
combustion, the exhaust gas drives a turbine for power generation. Part of the exhaust
stream is recycled to the inlet manifold through an Exhaust Gas Recirculation (EGR) valve.
This system was modeled and the validation of this model is reported in Wahlstrom
and Eriksson [153], and was implemented in Simulink [154] for this case study. The system
modeled has four adjustable inputs that can be optimized for fault detection; the valve
positions in the variable-geometry turbine (VGT), uV GT , and EGR, uEGR , the mass flow rate
of the injected diesel fuel, ṁf uel , and the speed of the turbocharger, ωeng . The measured
system outputs are the pressure at the inlet manifold, pIM , and exhaust manifold, pEM ,
the rotor speed of the turbine, ωt , compressor mass flow rate, ṁc , and the mass fraction of
the exhaust that is recycled back into the inlet manifold, xEGR . It was assumed that these
outputs have normally distributed measurement noise with standard deviation at 5% of their
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respective nominal values, as reported by Eriksson et al. [155].
Four time-invariant faults are examined in this case study. The first anticipated fault
is a drift in the actuator that determines the VGT valve position, ũV GT . The second fault
is a drift in another actuator that corresponds to the EGR valve, ũEGR . The last two faults
leak
leak
examined are leaks in the inlet and exhaust manifold, rIM
and rEM
, respectively. Faults

in either actuator affect the performance and costs of the diesel engine operation, while
leaks in the manifolds decrease engine efficiency and overtime can lead to a failed manifold.
These faults are captured as parameters or inputs in the system model. Moreover, due
to the variability in production and the degradation of performance overtime, the system
(model) is subject to uncertainty in the compressor maximum efficiency, ηcmp , and the turbine
maximum efficiency, ηt . These faults and uncertain parameters are compiled together in ξ,
with distributions as listed in Table 5.6. The anticipated range of every fault parameter in ξ
is listed for each fault scenario, cj , where the system at j = 0 is fault-free, j = 1 contains a
drift in the VGT valve, j = 2 contains a drift in the EGR valve, j = 3 contains a leak in the
inlet manifold, and j = 4 contains a leak in the exhaust manifold. The performance of FDI
with increased variability in the fault and fault-free conditions (c 6= cj , ξj ≥ 0) is reported in
Appendix F of this document. Overall, the change in the range of parameter values reduce
the effectiveness of FDI but the optimal test designs improve test performance similarly to
the results reported in this section.

Optimal test designs for the detection of actuator faults and manifold leakage in the
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Table 5.6: Faults and uncertain parameters, and their normal distributions, (N (µ, σ 2 )),
with mean, µ, and variance, σ 2 .
Set of ξ
F0
F1
F2
leak
rIM
(mm) 0
N (6.32, 0.40)
0
leak
rEM (mm) 0
0
N (6.32, 0.40)
ũvgt
0
0
0
ũegr
0
0
0
ηcmp
N (0.736, 1.2e − 3) N (0.736, 1.2e − 3) N (0.736, 1.2e − 3)
ηt
N (0.818, 5.8e − 4) N (0.818, 5.8e − 4) N (0.818, 5.8e − 4)
Set of ξ
F3
F4
leak
rIM
(mm) 0
0
leak
rEM (mm) 0
0
ũvgt
N (0.40, 0.014)
0
ũegr
0
N (0.40, 0.014)
ηcmp
N (0.736, 1.2e − 3) N (0.736, 1.2e − 3)
ηt
N (0.818, 5.8e − 4) N (0.818, 5.8e − 4)

diesel engine were calculated based on the optimal criteria of Section 5.2.2. The resulting
optimal test designs are listed in Table 5.7, along with the nominal test design reported in
Die [154]. Upper and lower bounds for each admissible input are also included in Table
5.6. A safety constraint was implemented during the test design optimization; the pressures
of the inlet and exhaust manifold were restricted to a maximum of 2.5 bar and 2.75 bar,
respectively. Each design criterion resulted in a unique test design for optimal fault diagnosis.
The majority of the proposed test designs kept the relative VGT valve position at roughly
0.50, as that was considered to be the lowest acceptable position that would lead the system
states to steady-state. The diesel engine D- and E-Optimal test designs were similar and
require high fuel flow to increase separation between the effects caused by faults on the mass
fraction of EGR, xEGR . The Ds -optimal test design had consistently low valve positions
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for the EGR and VGT, which causes the system outputs to be more sensitive to additive
actuator drifts. The PAC-Optimal design had the lowest EGR valve position and engine
speed, which make the system more sensitive to the additive EGR actuator drift and the
impact of each manifold leak on the turbine speed. The Ds -optimal design also generated
the highest engine speed, which significantly increases the changes in manifold pressures and
turbine speed caused by all anticipated faults.

Table 5.7: Nominal and optimal FDI test designs for the diesel engine that contains actuator faults in the EGR and VGT, and a leaks in the inlet and exhaust manifolds with the addition compressor and turbine efficiencies (ξ̃ = [6.32 mm, 6.32
mm, 0.40, 0.40, 0.736, 0.818]).
ϕ
ṁf uel
(kg/s)
uEGR (-)
uV GT (-)
ωeng
(rpm)

Lower Upper Nom DDs EPACBound Bound
Opt
Opt
Opt
Opt
0.0010 0.0189 0.0126 0.0162 0.0048 0.0173 0.0062
0.10
0.30
500

1.00
1.00
2000

0.82
0.55
1430

0.83
0.51
1193

0.41
0.48
1905

0.63
0.54
982

0.37
0.99
777

Fault classifiers were trained with data from 2000 Monte Carlo simulations with the
diesel engine model at nominal and selected optimal conditions for a diesel engine with no
fault, EGR and VDT actuator faults and inlet and exhaust manifold leaks present, c0−4 .
10 steady-state samples were collected from each sensor for each Monte Carlo run. PCA
transformed this data to extract features for use in the k-NN classification, as described
in Section 5.2. FDI performance was assessed with another Monte Carlo simulation with
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Table 5.8: Confusion matrices of a diesel engine with fault scenarios listed in Table 6.

Predicted

(a) Confusion matrices of FDI executed at nominal and D-optimal test designs

c0
c1
c2
c3
c4

c0
0.48
0.06
0.03
0.43
0.00

Nominal
Actual
c1
c2
c3
c4
0.06 0.05 0.45
0
0.49 0.50 0.04
0
0.42 0.43 0.03
0
0.03 0.02 0.48 0.00
0
0
0 1.00

c0
0.48
0.04
0.03
0.45
0

D-Optimal
Actual
c1
c2
c3 c4
0.06 0.05 0.46 0
0.49 0.47 0.04 0
0.42 0.46 0.02 0
0.03 0.02 0.48 0
0
0
0 1

Predicted

(b) Confusion matrices of FDI executed at Ds -optimal and E-optimal test designs

c0
0.77
0.06
0.02
0.15
0

c0
c1
c2
c3
c4

Ds -Optimal
Actual
c1
c2
c3 c4
0.08 0.03 0.16 0
0.49 0.44
0 0
0.43 0.53
0 0
0.00 0.00 0.84 0
0
0
0 1

c0
0.48
0.00
0.02
0.50
0.00

Predicted

(c) Confusion matrices of FDI executed at PACoptimal test designs

c0
c1
c2
c3
c4

c0
0.27
0.19
0.15
0.24
0.15

PAC-Optimal
Actual
c1
c2
c3
0.20 0.16 0.26
0.31 0.34 0.18
0.30 0.34 0.16
0.15 0.14 0.24
0.04 0.02 0.16

c4
0.13
0.03
0.02
0.12
0.70

E-Optimal
Actual
c1
c2
c3 c4
0.00 0.02 0.49 0
0.67 0.32
0 0
0.33 0.65 0.02 0
0.00 0.01 0.49 0
0
0 0.00 1
(d) Classification accuracy of
listed test designs

Test Criterion ACCR
Nominal
0.58
D-Opt
0.58
Ds -Opt
0.73
E-Opt
0.66
PAC-Opt
0.37

which the PCA/k-NN algorithm was tested in terms of confusion matrices and ROC plots.
The corresponding confusion matrices are shown in Table 5.8. Every test design used in
this case study resulted in high CCRs for c4 , as the VGT actuator fault in this system is
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easy to detect and isolate. However, the remaining faults were difficult to discern and most
test designs resulted in less then 0.70 correct classifications. The D-optimal test generated
the most correct classifications of exhaust manifold leak, with reduction in the CCR of
the EGR valve actuator fault. The estimates of the turbine and compressor efficiencies
(i.e. uncertain parameters) lacked confidence in the steady-state model of this case study,
therefore the D-optimal and E-optimal test designs were calculated to improve the precision
of these parameters in addition to the faults. The drawback of this consideration is the
reduction of the EGR actuator drift CCR, which corresponds to c3 . Two test designs gave
significant improvement in fault isolation: the Ds -optimal and PAC-optimal tests. Similarly
to the previous case study, the Ds -optimal test decreased the variability of the faults while
also reducing correlation faults with uncertain parameters. The PAC-optimal test design
significantly improved the FDI test as well, but only parameter correlation was considered
for optimization, thus fault detection proved to be more difficult than with the Ds -optimal
test. This is shown in the overall classification accuracy in Table 5.8c.
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Fig. 5.7: ROC plots of true positive rates versus false positive rates with different optimal
criteria. Fault scenarios described in Table 5.6 are presented for a diesel engine
with (a) inlet manifold leak, (b) exhaust manifold leak, (c) EGR actuator drift
and (d) VGT actuator drift.

Probabilistic k-NN classification was then performed by assigning a decision threshold,
representing the minimum allowable probability for a fault to be considered present in the
diesel engine. The threshold was assigned a range of 0 to 1, and the relationship between
TPR vs. FPR, and CCR vs. FPR are presented in the form of the ROC plots of Fig. 5.7.
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Fig. 5.7a presents the ROC plots corresponding to the inlet manifold leak, where the Doptimal and E-optimal generated the steepest curves which indicate a significant likelihood
of correct fault detection. The Ds -optimal generates the next best results with acceptable
levels of sensitivity at similar selectivity levels. Fig. 5.7b has a similar pattern regarding
the exhaust manifold leak, with less sensitivity in the PAC-optimal design to faults than
the nominal FDI test. In the EGR actuator fault (Fig. 5.7c) the Ds -optimal test designs
generate significantly greater sensitivity than other test designs, with the PAC-optimal test
design just under it. The ROC plots generated from the VGT actuator fault (Fig. 5.7d) are
consistent with the confusion matrices, in that the detection of faults is very good, with the
exception of the PAC-optimal design.
The ROC plots depicting the relationship between the CCR and FPR of each fault
scenario in the diesel engine FDI are shown in Fig. 5.8. In the inlet manifold leak scenario,
the E-optimal test design generates a significantly higher CCR than the nominal or other
optimal test designs. The ROC plots in the exhaust manifold leak and actuator drift scenarios
have similar form with the curves in Figs. 5.7b to 5.7d, as shown in Figs. 5.8b to 5.8d.
The D- and E-optimal test designs generated the steepest ROC plots in the manifold leak
scenarios, making them viable test designs for when the detection and isolation of leaks are
the priority for diesel engine FDI. The FDI test with Ds -optimality has a steeper curve in
fault scenario 3, and it is almost equal to the true positive curve, meaning that after a fault
detection the likelihood of correct fault isolation is very high. The possibility of false alarms
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Fig. 5.8: ROC plots of correct classification rates versus false positive rates with different
optimal criteria. Fault scenarios described in Table 5.6 are presented for a diesel
engine with (a) inlet manifold leak, (b) exhaust manifold leak, (c) EGR actuator
drift and (d) VGT actuator drift.

and nondetections in the simulated diesel engine are unavoidable based on selected method
and sensors used in fault classification, but through the use of Ds -optimal test designs the
probability of misclassification is discernibly lower than with nominal test conditions.
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5.4

Conclusion

A complete workflow for active fault detection and isolation was proposed for complex industrial systems. FDI test design was optimized using criteria that relate to the quality and
type of information extracted from steady-state or dynamic tests of systems operating under
uncertainty. Multiple optimal design criteria were explored in terms of their effectiveness
in improving the detectability and isolability of faults. FDI was executed at the calculated
test designs by deploying a machine learning algorithm that combines principal components
and k-nearest neighbor classification to generate sensitive and robust fault diagnosis triggers.
Two case studies, a three-tank system and a diesel engine, were examined using the proposed
methodology. Tests that satisfy Ds -optimality criteria were shown to improve the quality of
the tests. The PCA/k-NN detection scheme was proven very effective in FDI deployment at
extremely small computational footprint. In future work, methods will be implemented to
include selection of sensors simultaneously with test design to comprehensively optimize the
information extracted in FDI tests.

Chapter 6

Sensor Selection for Active Fault Diagnosis

Abstract
A novel method is presented in this chapter for the simultaneous sensor selection and
design of active fault diagnosis tests for complex systems, for which steady state or dynamic
models are available. The method assesses all possible sensor combinations for their information with respect to system faults, in the presence of uncertainty and at conditions that
maximize information metrics with respect to faults. Sensors are selected for fault detection
and isolation (FDI) based on their contribution to information gain. First, normalized Fisher
Information in which the sensors participate as binary variables is used to calculate optimal
FDI test designs with respect to admissible system inputs. Then, the Kullback-Leibler divergence and the Hellinger distance are used to explore the isolation capability of an FDI
test when uncertainty is considered for the system inputs and parameters. FDI tests are
deployed using the k-nearest neighbor classification algorithm, which in the case study is
used as a verification test for the capability of the method to detect and isolate faults with
high correct classification rates and low false alarm rates. The tool-chain proposed is tested
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on the benchmark three-tank system, at various levels of measurement noise and uncertainty.
The benefits and drawbacks of each step of the proposed method are assessed and discussed
along with their computational footprint.

6.1

Introduction

Interest exists in methods that can improve system design to enable health management,
and system control algorithms that improve fault detection in the presence of uncertainty.
The former can be accomplished by sensor selection during the design or operating stage
of a system for the purpose of improving FDI capability, while the latter is the traditional
objective of active fault detection methods. However, the simultaneous selection of sensors
for optimally designed tests for active FDI is seldom, due to computational complexity and
system uncertainty.
The selection of sensors for FDI usually includes metrics or criteria from information
theory, which estimate the system error or some relevant information metric of system performance deviation. For instance, the estimation error covariance is minimized in Abdi and
Fekri [33] for linear systems while accounting for signal interference. Entropy and mutual
information have also been used as objective measures for sensor selection. Najjar et al.
[148] used mutual information to maximize relevancy and minimize redundancy for ranking
sensors. Tong Zhao and Nehorai [156] developed an energy-efficient method of estimation
that selects optimal sensors to reduce communication and processing complexity. Fisher
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information functions (such as determinant or trace) have also been used for sensor selection [34, 157]. Because these metrics reflect the confidence in parameter estimates based
on system knowledge, they are also suitable for FDI. The optimal selection of sensors for
the purpose of fault diagnosis is often intended for use in passive FDI, though methods of
active fault diagnosis exist that can improve fault diagnosability. Often, the selection of
sensors has to take into account system performance information, which is dependent on the
inputs of the system. In passive FDI, this can be resolved using Bayesian inference with
prior information of inputs [158]. However, in systems where test settings are configurable
and can be actively set to improve FDI, the optimal selection of test settings and sensors
can be implemented in unison in the form of active FDI.
In this dissertation, the criterion for selecting external input trajectories for active
fault diagnosis must be computationally feasible while taking into consideration the effects
of faults and uncertainty on system performance. Thus, it may be more suitable to calculate
an optimal set of input trajectories off-line, by treating the FDI test design as a constrained
optimization problem, while taking into consideration predetermined safety or performance
constraints [5, 159]. We presented a method in Chapter 5 for the calculation of robust
off-line test designs for active FDI, using subset D-optimal, or Ds -optimal designs [151,
160]. Faults were considered as parameters of interest, and by solving for Ds -optimality of
the Fisher Information Matrix of the output with respect to parameters expressing faults
and uncertainty, the joint confidence region between the faults and system uncertainty was

173
minimized [147]. Here, we consider Ds optimal test designs to improve fault diagnosis by
selecting from available test conditions and sensor sets.
Research involving the simultaneous selection of sensors and test design is limited
and most sensor selection problems in the literature are restricted to a fixed number of
sensors considered for the optimal subset [161]. Patan and Ucinski [35] discretely optimized
sensor locations simultaneously with experimental settings for the purpose of parameter
identification. In their work, each feasible test setting was represented as a binary variable
that was adjusted for test optimization. Building upon their work, this document describes
a method where the input trajectories are modeled as a discrete number of steps of bounded
continuous variables. Sensed information is described as a boolean decision vector of all
the available (or possible) system sensors. The FDI test design problem then becomes
a constrained, mixed-integer non-linear optimization problem that maximizes information
metrics of the system with respect to faults by manipulating input trajectories and sensors
choices. We present a formulation for the nonlinear optimization problem of simultaneous
FDI input and sensor selection. Two approaches are introduced to select the number and type
of sensors that generate the most informative FDI test, where preference of approach is based
on the availability of prior information or on restrictions corresponding to computational
footprint.
This paper is organized as follows. The proposed FDI methodology is presented in
Section 6.2 for calculating and assessing the optimized FDI test designs with faults and
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system uncertainty. Section 6.2 begins with the formulation of the system model as a set of
differential algebraic equations (DAEs). It continues with the mathematical formulation of
the test design optimization problem for FDI in uncertain systems. The section concludes
with two approaches to sensor selection for active FDI set with an adjustable number of
sensors. The first approach calculates the optimal FDI test based on normalized Fisher
information obtained from model outputs. The second approach is an evaluation of the
proposed test designs generated from each sensor set based on Kullback-Leibler divergence
and Hellinger distance. In Section 6.4, we demonstrate the effectiveness of each approach
with a case study performed on a simulated three-tank system, based on benchmark models
reported in [7, 162]. The three-tank system is considered to be prone to multiple tank leaks.
Other components are subject to changes that are not caused by faults, representing the
system uncertainty. The faults are assumed to be incipient and deterministic, meaning that
they are invariant for the duration of the FDI test design which is valid for a small timespan.
The system at nominal and optimal conditions are compared with results obtained using
PCA and k-NN techniques [20, 163], to determine the improvements generated as a result
of the proposed FDI methodology. The selection criterion outputs are determined for the
proposed sensor sets, and their effectiveness is compared with the classification accuracy for
all fault scenarios. The main results and takeaways of this approach are briefly summarized
in the Section 6.5.
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6.2

Methods

In the proposed methodology, an optimal test design is calculated to maximize accuracy
and robustness for FDI through the manipulation of controllable input trajectories and
selection of sensors, and then evaluated for the fault diagnosis success rate. In the first step
of the workflow, a model is produced that accurately represents the system or subsystem
of interest. System uncertainty that corresponds to inputs, sensed outputs, and boundary
conditions is assigned as ranges of distributions that are known a priori, and are considered
during the test design optimization for active fault diagnosis. The ranges of parameter values
corresponding to each fault scenario is considered in the design of the FDI test. The design
is optimized using one of two methods proposed in this document to achieve Ds -optimality
with sensor selection. The first part of the approach is a single-step optimization problem,
where the number and type of sensors and input conditions are solved simultaneously. The
second part has two steps. In the first step, the Ds -optimal design corresponding to each
assigned number of sensors is solved. In the second step, the sensor set chosen to result in
the greatest divergence between different fault scenarios along with the active test design
are used to train and test classifiers for FDI execution. The rate of correct classifications
are generated from Monte Carlo simulations at the calculated optimal test conditions with
respect to each anticipated fault scenario using k-NN classification combined with PCA.
More details about the method of fault classification are provided in the previous chapter.
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6.2.1

Preliminaries: Active FDI test design and sensor selection optimization

The system model is formulated as shown in Section 3.2. The measurable output vector,
ŷ, is updated in this chapter as follows. Each variable that is considered as a candidate for
observation, i.e. that corresponds to a sensor position and type available in the system, is
listed as an output. ŷ is considered to have Ny variables. In the optimization problem, a
subset of sensors is chosen from among the potential Ny sensors. This results in a combinatorial problem with respect to sensor selection, where the Ny sensors are split into ny selected
sensors for active fault diagnosis, and Ny − ny dormant sensors (ny ∈ 1, . . . , Ny ). These
decisions are formulated mathematically by introducing a binary vector, a. Each element in
a activates or deactivates specific measured variable in y; it assigns a value of 0 for when a
sensor is dormant, or 1 for when it is active.
The sensitivities of the system outputs with respect to faults and uncertainties are
used to calculate the FIM, Hξ . The information that is available from the system is dependent on the sensors chosen for FDI. In other words, if a sensor is not present then the
corresponding output does not generate any information relevant to Hξ . The expression for
calculating Hξ takes into account sensor selection by incorporating the sensor binary vector,
a = [a1 , . . . , aNy ], as is shown in (6.1):
Hξ (ξ̃, ϕ) =

Ny Ny
X
X

ai aj σij−2 Qi T Qj ,

(6.1)

i=1 j=1

where Qi is the sensitivity matrix of the i-th output, that contains the sensitivities with
respect to the uncertain parameter vector ξ in the neighborhood of ξ̃, for all sampling times.
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Each element of a corresponds to the i-th and j-th outputs, accounting for the sensors
included in the FDI test.
The test design vector, ϕ, consists solely of the controllable inputs and sensor sets
available within the sensor and test design space, Φ, that is considered for fault diagnosis.
The designs considered in the following case studies have only one set of inputs, therefore
the design vector ϕ has the dimensions 1 × Nu + Ny , where Nu is the number of controllable
inputs. In FDI tests with multiple steps implemented into the design, the dimensions of ϕ
would be 1 × Ny + Nu ∗ Nstep , where Nstep is the number of discrete steps, and the up is
concatenated to a vector. The design vector is expressed as
ϕ = [up , a] ∈ Φ.

(6.2)

The objective is then to solve the mixed-integer non-linear problem and determine a test
design ϕ∗ , that satisfies the selected criteria. The formulation of the problem is dependent
on whether dynamic or steady-state information is used. The function used to solve for Ds optimality, ΨDs , is calculated for steady-state FDI as shown in (5.8) in the previous chapter.
The conventional approach to sensor selection is to assign a predetermined desired number of
sensors, ny as a constraint to the test design optimization. The problem of the steady-state

178
Ds -optimal test design is then formulated as expressed in (6.3):


ϕ∗ ∈ arg max ΨDs Hξ (ξ̃, ϕ)
ϕ∈Φ

s.t.
f (x, up , θp , ξ̃) = 0,
(6.3)
ŷ = h(x, up , θp , ξ̃),
up L ≤ up ≤ up U , xL ≤ x ≤ xU .
1T a = ny ,

ai ∈ {0, 1}, ∀i = 1, . . . , Ny .

The solution obtained from (6.3) is the Ds -optimal test design that contains the input trajectories and ny sensors the maximizes the overall sensitivity of outputs with respect to faults,
while minimizes the joint confidence between faults and uncertain parameters, and neglects
information with respect to uncertain parameters as shown in (5.4) in the previous chapter.

6.2.2

Test design and sensor selection optimization in the presence of sensor
noise and system uncertainty

Sensor selection using normalized Fisher Information
In the first approach to optimal test design, the objective is to maximize the normalized
quality of information for all sensors, assuming that all considered sensors have randomly
distributed measurement noise that is uncorrelated. The Fisher information matrix is additive, i.e. adding additional sensors will increase or have no effect on the total amount
of information [164]. If (6.3) is performed for a steady-state test, and instead of imposing
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the first constraint, 1T a = ny , where ny is fixed, the constraint is updated to consider all
possible values of ny . The constraint would be updated to 1T a ∈ 1, . . . , Ny . Because Hξ
is monotonic with respect to sample size, the constraint will be set to Ny , even though the
FDI rate of success may be suboptimal.
Spall [165] states that in the case where samples are independent, the magnitude of
the FIM will grow in proportion to the number of samples. Studies have been performed
assessing the relationship between the FIM and sample size, particularly for test design
efficiency [166, 167]. In this work, the relationship between the FIM and the number of
outputs was verified as follows. Suppose an FDI test is performed on a system with n
samples collected, y = [y1 , y2 , . . . , yn ]. Assume the partial derivatives of y with respect to
∂yi
=
any parameter in ξ are equal ( ∂ξ
k

∂yj
∀i, j).
∂ξk

This is equivalent to assuming that n identical

sensors are used. The sensitivity matrices of generated with available sensor information is
formulated as a function of these partial derivatives, using (3.1h) are shown below:
#

"
Q1 =

∂y1
∂ξ1

ξ̃

∂y1
∂ξ2

"
,

ξ̃

Q2 = . . . ,

Qn =

#
∂yn
∂ξ1

ξ̃

∂yn
∂ξ2

,

Σ = diag(σ12 , σ22 , . . . , σn2 ).

ξ̃

Because the samples obtained were independent, and sensors are assumed to be identical,
the Fisher Information Matrix is Hξ = nσi−2 QTi Qi ∀i. The linear relationship between the
FIM and number of selected sensors is valid for any finite number of outputs. (6.3) is, thus,
updated to replace the standard FIM with the normalized FIM in order to weigh the benefit
of additional test information with the addition of sensing capability. The normalized FIM
is equal to the average Fisher information over all selected sensors, H̄ξ , and is calculated as
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shown below:
N

N

y
y
X
−1 X
H̄ξ (ξ̃, ϕ) = 1 a
ai aj σij−2 Qi T Qj ,

T


1T a ∈ 1, . . . , Ny .

(6.4)

i=1 j=1

The Ds criterion is then updated to be a function of the average FIM, calculated in
(6.5):

max ΨDs H̄ξ = max
ϕ∈Φ

ϕ∈Φ

−1

1T a
Hf f − Hf u Huu −1 HfTu ,

(6.5)

Equation (6.3) can be updated with (6.5) and the relaxation in the constraint for the number
of sensors in the system gives:


ϕ∗ = u∗p , a∗
∈ arg max ΨDs
ϕ∈Φ





H̄ξ ξ̃, ϕ

s.t.
(6.6)

f (x, up , θp , ξ̃) = 0,
ŷ = h(x, up , θp , ξ̃),
uLp ≤ up ≤ uUp ,
1T a ∈ 1, . . . , Ny ,

xL ≤ x ≤ xU ,
ai ∈ {0, 1}, ∀i = 1, . . . , Ny .


By solving for ΨDs H̄ξ , an optimal test design is calculated that maximizes the sensitivity of
outputs with respect to faults, minimizes the joint confidence between faults and uncertainty
and rejects sensors that do not provide new information to the active FDI test.
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Sensor selection using fault isolation assessment using divergence
The test design and set of sensors as selected though the method of Section 6.2.2, is optimal
for FDI in the neighborhood of ξ̃. The correlation of faults with uncertainty at ξ̃ is minimized
per (6.5), but the entire pace of uncertainty is not search for its impact on FDI. Such
designs are sufficient when the relationship between outputs y and parameters ξ is not
highly nonlinear and when the range of values in ξ is small. When these conditions are not
true, it is feasible to have systems outputs that are affected by uncertainty with different
levels of magnitude. A visual illustration of the effect on outputs caused by varying degrees
of uncertainty is shown in Fig. 6.1. Histograms of the second output shown in the right-hand
side plots (b,d) are virtually unaffected by the increase of system uncertainty, while the range
of the first output (plots a and c) have increased significantly, resulting in greater overlap
between fault and fault-free scenarios. As shown in Fig. 6.1, uncertainty may impact the
sensor information in a way that does not change their mean anticipated values and does
not depend on the mean anticipated values, ξ̄. It is possible however for one sensor to
be more sensitive to uncertainty than another. In this case, system uncertainty and its
impact on sensed information may be the dedicating factor for sensor selection. Should prior
information be available during the selection of the FDI test design, the method for selecting
the optimal FDI test can be updated to include such information, to avoid sensors strongly
affected by system uncertainty or to include additional sensors to mitigate the impact of
uncertainty.
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Fig. 6.1: Example histograms of outputs y1 (a-b) and y2 (c-d) affected by system uncertainty. The upper and lower plots show the range of outputs with probability
densities that are dependent on uncertainty.

Optimal experimental designs have been implemented using Bayesian inference such
as in [168, 169]. The drawback of Bayesian designs is the computational load necessary
to solve these problems. The approach followed in this paper continues to use frequentistbased optimization for test designs, but it includes the entirety of the a posteriori evaluation
of the impact of uncertainty, using Monte Carlo simulation data that takes into account
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uncertain parameter distributions. The proposed method draws from prior information to
solve for an optimal FDI sensor design without relying on Bayesian optimal design, thereby
reducing computational footprint. The first step is to perform the test design optimization
based on (6.3) for a fixed number of sensors chosen from the entire sensor set. The resulting
optimal test design vector is denoted as ϕ∗ny , for ny predetermined number of sensors. ϕ∗ny
is calculated for all possible integers, ny ∈ 1, . . . , Ny , as shown in (6.7):


ϕ∗ny = u∗p , a∗ ,

ny ∈ 1, . . . , Ny

 

∈ arg max ΨDs Hξ ξ̃, ϕ
ϕ∈Φ

s.t.
f (x, up , θp , ξ̃) = 0,

(6.7)

ŷ = h(x, up , θp , ξ̃),
uLp ≤ up ≤ uUp ,
1T a = ny ,

xL ≤ x ≤ xU ,

ai ∈ {0, 1}, ∀i = 1, . . . , Ny .

After ϕ∗1 , ϕ∗2 , . . . , ϕ∗Ny have been determined, the next step is to generate Monte Carlo
simulation data corresponding to each design for all fault scenarios. During this phase, Monte
Carlo simulations are performed with random values assigned to uncertain parameters and
measurement noise within their predefined range and distribution. This virtual system data
is used to evaluate the output responses for all fault scenarios. The data corresponds to
each fault scenario as a distribution, and the distance between the distributions of each
scenario are compared for the optimal test design. In an ideal situation, the test design
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results in no overlap between any of the anticipated fault scenarios. Usually, the objective
is to choose sensors that minimize the overlap of these output ranges as much as possible.
Synonymous to minimizing the overlap of output distributions is maximizing the divergence
between each distribution. Two ways to calculate discrepancies between distributions were
used, Kullback-Leibler divergence and Hellinger distance, which are closely related to Fisher
information.
The Kullback-Leibler divergence (KLD), or relative entropy, is a well-known method
to measuring the divergence between two sets of probability density functions (PDFs) [170].
KLD has been implemented in fault detection and diagnosis [139, 171], as well as sensor
placement and selection [172]. It is considered by Bernardo and Smith [173] to be a natural
metric in statistics as it stems from maximum likelihood estimation, thus it is a suitable
measure for use in test design optimization. The KLD of two continuous PDFs that represent
classes ci and cj is presented in (6.8), where p is the continuous probability density of the
the output vector y generated from a particular class:
i,j
DKL

Z
(ϕ) =

i



p y|c , ϕ log



p (y|ci , ϕ)
p (y|cj , ϕ)


dy.

(6.8)

The KLD ranges from 0 to ∞, where 0 only occurs when i = j. The KLD is not considered
to be a formal measure of distance, as it is not symmetric and does not satisfy triangle
inequality. Another widely-used metric for measuring distance is the Hellinger distance
(HD) [174]. Hellinger distance has been implemented to monitor performance degradation
[175], and it is a popular criterion for decision tree splitting [176]. The normalized HD
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between two continuous PDFs is defined in (6.9):
s Z
2
p
1 p
i,j
DH
(ϕ) =
p (y|ci , ϕ) − p (y|cj , ϕ) dy.
2

(6.9)

The HD is more firmly bounded than the KLD in that the only possible values after normalization are between 0 and 1 (without normalization the range is 0 to

√

2), where 0 occurs

when the two PDFs are identical and 1 occurs when there is complete separation between
the PDFs, the ideal situation when comparing datasets between different fault scenarios.
The KLD and HD measures are calculated in this work with discrete distributions.
Monte Carlo simulations are performed for fault scenario i, denoted as ci for i = 0, . . . , Nf ,
where Nf is the number of examined faults. At i = 0, the system is considered to be free of
faults. Approximations to the true PDFs can be made using samples from the Monte Carlo
simulations. Histograms are formulated for all fault scenarios to represent fault scenario
probabilities via discrete distributions, P :=



P yk |c, ϕ


k=1,...,Npart

for any class c and

each optimal design ϕ, where Npart is the number of partitions made in the output space.
To ensure that the approximation is valid, (6.10) must hold true for all optimal (Ny ) designs,
ϕ∗ :
Npart

X


P yk |ci , ϕ = 1,

i = 0, . . . , Nf .

(6.10)

k=1
i,j
The Kullback-Leibler divergence DKL
can be approximated then for all classes i and j

calculated according to (6.11):
Npart
i,j
DKL
(ϕ) ≈

X
k=1

P yk |ci , ϕ log


!
P yk |ci , ϕ
.
P (yk |cj , ϕ)

(6.11)

186
i,j
while the Hellinger distance DH
is calculated as shown in (6.12):
v
uNpart 
2
X p
p
1 u
i,j
t
i
j
DH (ϕ) ≈ √
P (y|c , ϕ) − P (y|c , ϕ) .
2 k=1

(6.12)

The optimal test design for active fault diagnosis is considered to have the maximum
divergence between all fault and fault-free scenarios. Therefore, the optimal test design ϕ∗ ,
is calculated using (6.13):
Nf

∗

ϕ ∈ arg

min

ny ∈1,...,Ny

Nf



XX
1
i,j
∗
D
ϕny ,
Nf (Nf + 1) i=0 j=0

(6.13)

where D ∈ {DKL , DH }. Calculating the test design in this approach, though more computationally demanding, provides a more accurate evaluation of optimal sensor sets for reliable
fault diagnosis, as shown in the Results.

6.3

Case study description

FDI test designs were calculated for an open-loop, three-tank system. The three-tank system
is a commonly used benchmark for testing FDI and control algorithms [7], and is composed
of three cylindrical tanks with identical cross-sectional areas, A. The states and potential
outputs of the system are the liquid levels in tank 1, 2 and 3, represented as h1 , h2 , and
h3 . The flow from tank i to tank j (j = 0 when the stream flows into the fluid sink)
is represented by the volumetric flow rate, qij . The admissible inputs of the three-tank
system are the volumetric flow rates assigned to pumps 1 and 2, represented as u1 and u2 ,
respectively. The pipes connecting each tank have equal cross-sectional areas, Sp . Each pipe
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Fig. 6.2: Input-Output architecture of the Three-Tank System, subject to multiple tank
leaks and uncertain flow coefficients.

has a flow coefficient that affects the tank exiting flow rate, c1 , c2 , and c3 . These variables
are included in the faults and uncertain parameters vector, ξ, and are targets in the test
design optimization. Fig. 6.2 shows the design architecture of the benchmark system.
Three fault scenarios were considered in this case study. Each anticipated fault was
a leak that occurs in one of the tanks, characterized by the leak radii rf 1 , rf 2 and rf 3 for
tanks 1, 2 and 3, respectively. When a leak is not present in the i-th tank in the three-tank
system, rf i = 0. Table 5.2 lists faults and uncertain parameters considered in the case study
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along with their corresponding Gaussian distributions. The lower and upper bounds of each
fault and uncertain parameter was assumed known at ±3 times the standard deviation of
the distributions. The range of every variable in ξ is listed for each fault scenario, cj , where
the system at j = 0 is the fault-free scenario, and j = 1, 2, 3 contains a leak in the j-th tank.

Table 6.1: Faults and uncertain parameters studied in the three-tank system case study,
and their normally distributed N (µ, σ 2 ) random parameter values with mean,
µ, and variance, σ 2 .
Set of ξ

c0

c1

c2

c3

rf 1 (mm)

0

N (2.0, 0.25)

0

0

rf 2 (mm)

0

0

N (2.0, 0.25)

0

rf 3 (mm)

0

0

0

N (2.0, 0.25)

c1

N (0.95, 0.0025)N (0.95, 0.0025)N (0.95, 0.0025)N (0.95, 0.0025)

c2

N (0.8, 0.0025) N (0.8, 0.0025) N (0.8, 0.0025) N (0.8, 0.0025)

c3

N (0.95, 0.0025)N (0.95, 0.0025)N (0.95, 0.0025)N (0.95, 0.0025)

The three-tank system model utilizes well-known mass balance equations and Torri-
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celli’s law to describe the overall system dynamics, as shown in (6.14):
p
p
∂h1
= αu1 − c1 Sp sign(h1 − h3 ) 2g|h1 − h3 | − c1 πrf2 1 2gh1 ,
∂t
p
p
p
∂h2
= u2 + c3 Sp sign(h3 − h2 ) 2g|h3 − h2 | − c2 Sp 2gh2 − c2 πrf2 2 2gh2 ,
A
∂t
p
p
p
∂h3
= c1 Sp sign(h3 − h2 ) 2g|h1 − h2 | − c3 Sp sign(h3 − h2 ) 2g|h3 − h2 | − c3 πrf2 3 2gh3 .
A
∂t
(6.14)

A

Constraints were assigned to the three-tank system, in that the tank heights must be within
0 m < hi ≤ 0.50 m for i=1,2,3 for any fault scenario at anticipated flow coefficients. The
range of controllable inputs is 0 ≤ uj ≤ 10−4 m3 /s, j=1,2, respectively. The output sensitivities as shown in (3.1h) were calculated in this case study using forward sensitivity analysis.
The anticipated fault and uncertainties, ξ̃ = [2.0mm, 2.0mm, 2.0mm, 0.95, 0.8, 0.95]0 , were
injected into the three-tank system. A virtual system was generated that is identical to the
system model shown in (6.14), with injected measurement noise and random distributions of
uncertainty. The degree of measurement noise and uncertainty in the level sensors was varied
in the case study to determine the impact on the proposed optimization approaches. Three
scenarios were studied: In the next section, each sensor selection technique is implemented
to determine the impact of increasing measurement variance and uncertainty. In Case 1, the
three-tank system has three equally precise sensors that can be used in fault diagnosis. In
Case 2, the measurement variance in one of the sensors is increased to determine the impact
on sensor selection for active fault diagnosis. In Case 3 system uncertainty has a significant effect on sensors, thus depreciating their overall quality of information for detection
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Case 1: All three sensors contain normally distributed measurement noise with standard deviation of 0.01 m.
Case 2: Similar to Case 1, except the sensor of Tank 2 level has noise with standard deviation
of 0.06 m.
Case 3: The range of uncertainty in the flow coefficients deviates from the values presented in
Table 5.2 and the sensors of Tank 2 and 3 levels have noise with standard deviation of
0.06 m.

and isolation of faults. When significant system uncertainty is present (not in the form of
measurement noise), the two test design methods can reach different conclusions based on
their ability to utilize prior information.
The mixed-integer optimization problems as presented in (6.3-6.7) in this case study
were conducted using KNITRO 11.0.1 [177] in MATLAB R2017b [70]. KNITRO’s standard
branch and bound algorithm was selected for its capacity to solve non-convex, mixed-integer
problems, combined with an Interior/Direct solving algorithm for the relaxed subproblems.
In the branch and bound method, feasible regions of the mixed-integer problem are partitioned for easier solving (the “branching” aspect). In each iteration, a lower bound is
selected based on the current optimal solution of any given branch. This solution is achieved
by solving the optimization problem of that particular branch [34]. The integer variables
are relaxed into continuous variables, thereby relaxing the MINLP problem. Pseudo-cost
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branching was implemented to keep track of and weigh changes in the integer variables.
Specifically for the case studies shown, multi-start optimization was implemented along with
parallel computing to ensure that the solution is sufficiently close to being globally optimal.

6.4

Results and discussion

The virtual three-tank system detailed in Section 6.3 was used to assess the proposed test
design methods of Section 6.2.2. The objective was to find optimal steady-state conditions
and combination of sensors that result in the most informative test that is relevant to fault
diagnosis. Three cases were evaluated, each containing different levels of measurement noise
and uncertainty to evaluate the success of the proposed methods for optimal FDI test design.
In Case 1, the uncertain parameters were assigned the random distributions of Table
5.2 and all sensors had measurement noise with Gaussian distributions (σ1−3 = 0.01 m). The
Ds -optimal output of the normalized FIM using the (6.6) is shown in Fig. 6.3, enumerated
over the allowable range of input values, u1 and u2 , for various sensor sets considered for FDI.
The left-hand side plot indicates that Ds -optimality is achieved at up = [0.78, 0.06] × 10−4
m3 /s, while the center and right-hand side plots show that the highest outputs of ln Ψ̄Ds
are found at up = [0.80, 0.01] × 10−4 m3 /s. At y = h1 , the greatest sensitivity to faults
and separation in distributions between fault scenario occurs when the flow from pump 1 is
maximized. Adding sensor data from h3 and h2 resulted in optimal test design to change.
Regardless of sensor set, the optimal inputs occur when pumps 1 and 2 are close to or at the
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a)

b)

c)

Fig. 6.3: Determinant of the normalized Fisher Information Matrix for the three-tank system over a range of admissible pump flow rates represented as u1 and u2 , based
on the selected sensor sets (a) y = [h1 ], (b) y = [h1 , h3 ] and (c) y = [h1 , h2 , h3 ] of
Case 1. Dark regions are the input set that result in violated output constraints,
and the green dot is the highest value of ln ΨDs (H̄ξ ).

upper and lower bounds, respectively, while staying within predefined output constraints.
At y = h1 , pump 2 is not set to the lower bound at optimal conditions because the increased
pump flow improves the sensitivity of h1 to possible leaks in tanks 2 and 3. However, when
h3 or h2 and h3 are included in the design, the increased pump 2 flow is no longer necessary,
and thus better fault isolation occurs at the highest available pump 1 flow rate. The optimal
test design was calculated from (6.6) to be ϕ∗ = [u∗1 = 0.80 × 10−4 m3 /s, u∗2 = 0.01 × 10−4
m3 /s, a∗ = [1, 1, 1]]; all three sensors are relatively precise and together provide the most
useful information with respect to faults.
Equations (6.7) and (6.11-6.13) were implemented using KLD and HD measures to
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Fig. 6.4: Case 1 probability distributions of the heights of tanks 1, 2 and 3 at fault and
fault-free conditions using sensor sets (a) y = [h2 ] and (b) y = [h1 , h2 ]. c0−3 were
assigned the values or distributions listed in Table 6.1.

calculate the optimal test design to compare with the results using (6.6). The first step to
this approach is to calculate the optimal test design for the number of sensors considered for
FDI (ny = 1, 2, 3). The test designs for each iteration were identical to the optimal points
indicated in Fig. 6.3. Monte Carlo simulations were then performed with NM C =10,000
iterations of sample data collected, and the probability distributions of each output were
approximated for all fault scenarios. Fig. 6.4 presents the histograms of the joint PDFs of
the each scenario with two different sensor sets. The distributions shown in Figs. 6.4a) and
6.4b) are from sensor set y = [h2 ] and y = [h1 , h2 ], respectively. There is overlap between
fault scenarios, even at optimal conditions. In Case 1, the amount of total overlap is reduced
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by considering the combined probabilities of both sensors in the two-sensor set design. The
overlap is reduced further for the joint probability corresponding to all three sensors, but
due to high dimensionality those results are not shown in this document.
The FDI test designs were verified using the k-NN classification described in the Appendix based on the data collected from the Monte Carlo simulations. Table 6.2 contains
the results of each optimization performed and the classification rate of each proposed test
design. The calculated solutions generated from (5.4), (6.6) and (6.7-6.13), i.e. the Ds optimal measures from the standard and normalized FIM, KLD and HD values are shown
in Table 6.2a). The rate of correct classifications and misclassifications of the fault scenarios
are presented with respect to the proposed test designs for ny = 1, 2, 3 in Table 6.2b). The
standard and normalized Ds -optimal outputs are in agreement that three sensors lead to the
most informative FDI tests in Case 1. The KLD and HD outputs follow a similar pattern
in that three sensors generate the greatest divergence in joint probabilities between fault
scenarios. The classification rates match the pattern shown in all three measures, and the
overall classification accuracy is highest at y = [h1 , h2 , h3 ].
The proposed methods for FDI test design optimization must be capable of rejecting
sensors with excessive noise. In Case 2, the Tank 2 sensor has more noise, thus the reliability
of this sensor in fault diagnosis is reduced. An exhaustive calculation of Ds -optimal outputs
were calculated from the normalized FIM over the allowable range of pump flow rates for
the same combination of sensor sets, just as in Case 1. The surface plots of these outputs
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Table 6.2: Sensor selection measures and confusion matrices of Case 1, with fault scenarios
listed in Table 6.1.
(a) Comparison of sensor selection measures from Case 1.

Test Design

ϕ∗

ln ΨDs (Hξ )

ln ΨDs H̄ξ

Opt (y = [h1 ])

[0.78,0.06]

-1.31

Opt (y = [h1 , h3 ])

[0.80,0.01]

Opt (y = [h1 , h2 , h3 ])

[0.80,0.01]



DKL

DH

ACC

-1.31

2.61

0.553

0.74

1.53

0.05

3.32

0.597

0.84

3.80

1.35

3.51

0.607

0.88

(b) Confusion matrices of Case 1 FDI executed with different sensor sets.

Predicted

c0

y = [h2 ]

y = [h1 , h2 ]

y = [h1 , h2 , h3 ]

Actual

Actual

Actual

c1

c2

c3

c0

c1

c2

c3

c0

c1

c2

c3

c0

0.90 0.00 0.20 0.02

0.89 0.01 0.17 0.02

0.88 0.01 0.12 0.02

c1

0.00 0.70 0.00 0.15

0.00 0.90 0.01 0.02

0.00 0.92 0.00 0.03

c2

0.10 0.05 0.71 0.19

0.11 0.05 0.74 0.16

0.12 0.01 0.86 0.08

c3

0.00 0.25 0.09 0.65

0.00 0.04 0.08 0.80

0.00 0.06 0.02 0.87

are shown in Fig. 6.5. The optimal input values for all sensor sets were found to be identical
to Case 1, as the decrease in sensor 2 precision has no direct on sensors 1 and 3, while at
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a)

b)

c)

Fig. 6.5: Determinant of the normalized Fisher Information Matrix for the three-tank system over a range of admissible pump flow rates represented as u1 and u2 , based
on the selected sensor sets (a) y = [h1 ], (b) y = [h1 , h3 ] and (c) y = [h1 , h2 , h3 ] in
Case 2. Dark regions are the input set that result in violated output constraints,
and the green dot is the highest value of ln ΨDs (H̄ξ ).

y = [h1 , h2 , h3 ] the optimal test design is more dependent on sensors 1 and 3, resulting in an
identical optimal test design.
Monte Carlo simulations were performed for Case 2 with random distributions injected
into the uncertain parameters according to Table 6.1, with the additional measurement noise
into sensor 2. Fig. 6.6 presents the PDFs generated from the anticipated fault scenarios
obtained from the optimal test designs for sensor sets, y = [h2 ] and y = [h1 , h2 ]. The
distribution of the PDFs for each fault scenario in the left plot are significantly wider than
in Fig. 6.4a) due to increase measurement noise. There is significant overlap that occurs
in fault scenarios c1−3 , indicating that fault diagnosis with sensor 2 would be unsuccessful.
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Fig. 6.6: Case 2 probability distributions of the heights of tanks 1, 2 and 3 at fault and
fault-free conditions using sensor sets (a) y = [h2 ] and (b) y = [h1 , h2 ]. c0−3 were
assigned the values or distributions listed in Table 6.1.

The joint probabilities in the Fig. 6.6b) have greater overlap caused by the increase in
measurement noise in sensor 2. Thus, including sensor 2 would result in a less reliable test
design, and false alarms and nondetection are more likely to occur.
k-NN classification was used to classify fault and fault-free conditions from the Monte
Carlo simulation generated in Case 2. The classification rates, and optimal test design
outputs of selection methods are presented in Table 6.3. The Ds -optimal outputs from
the standard FIM increase with additional sensors, regardless of the level of measurement
noise. However, the Ds -optimal measure calculated using the normalized FIM decreases
with the inclusion of sensor 2, indicating that the average quality of information decreases.
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The highest average level of information is generated in Case 1 when y = [h1 , h3 ], thus
sensor 2 is rejected to improve FDI. The KLD and HD outputs are in agreement in that the
greatest divergence between fault scenarios occurs at y = [h1 , h3 ]. The classification rates
and overall classification accuracies obtained from the Case 2 Monte Carlo simulations are
also in agreement.
Case 3 was then performed to determine the effect of uncertainty on particular outputs
and how they are reflected in the proposed methods. The random distributions of the faults
and uncertain parameters were adjusted for Case 3 according to the following steps:
1. Flow coefficient c1 has a Gaussian distribution with a mean value at 0.95 and standard
deviation increased to 0.125.
2. Flow coefficients c2 and c3 have Gaussian distributions with mean values at 0.8 and
0.95, respectively, and standard deviations decreased to 0.02.
The change in the distributions of the uncertain parameters does not affect the anticipated
values of the fault and uncertain parameters, ξ̃. Therefore, the Ds -optimal values that
were obtained from Hξ and H̄ξ are unaffected. Equations (6.7) and (6.11-6.13) utilize prior
information to determine the optimal sensor set, therefore the change in distributions will
impact the decision of the optimal sensor set. Monte Carlo simulations were performed to
determine the effects of the uncertainty described in Case 3 between PDFs generated from
the fault scenarios. Fig. 6.6 presents the PDFs generated for single sensor distributions
y = h2 and y = h3 as well as joint PDFs generated for y = [h1 , h2 ] and y = [h1 , h3 ].
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Table 6.3: Sensor selection measures and confusion matrices of Case 2, with fault scenarios
listed in Table 6.1.
(a) Comparison of sensor selection measures from Case 2.

Test Design

ϕ∗

ln ΨDs (Hξ )

ln ΨDs H̄ξ

Opt (y = [h1 ])

[0.78,0.06]

-1.31

Opt (y = [h1 , h3 ])

[0.80,0.01]

Opt (y = [h1 , h2 , h3 ])

[0.80,0.01]



DKL

DH

ACC

-1.31

2.61

0.553

0.74

1.53

0.05

3.32

0.597

0.84

1.72

-0.58

3.09

0.581

0.83

(b) Confusion matrices of Case 2 FDI executed with different sensor sets.

Predicted

c0

y = [h1 ]

y = [h1 , h3 ]

y = [h1 , h2 , h3 ]

Actual

Actual

Actual

c1

c2

c3

c0

c1

c2

c3

c0

c1

c2

c3

c0

0.90 0.00 0.20 0.02

0.89 0.01 0.17 0.02

0.90 0.01 0.17 0.01

c1

0.00 0.70 0.00 0.15

0.00 0.90 0.01 0.02

0.00 0.89 0.01 0.04

c2

0.10 0.05 0.71 0.19

0.11 0.05 0.74 0.16

0.10 0.05 0.76 0.15

c3

0.00 0.25 0.09 0.65

0.00 0.04 0.08 0.80

0.00 0.05 0.07 0.79

Figs. 6.7a) and 6.7c) show significant overlap between the fault scenarios in h2 and h3 ,
respectively. Sensor 2 in particular shows overlap between all three fault scenarios, while
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Fig. 6.7: Case 3 probability distributions of the heights of tanks 1, 2 and 3 at fault and
fault-free conditions using sensor sets (a) y = [h2 ], (b) y = [h1 , h2 ], (c) y = [h3 ]
and (d) y = [h1 , h3 ].

sensor 3 generates similar output distributions for c1 and c2 . However, the inclusion of the
uncertainty in flow coefficient c1 results in similarly wide distributions as can be seen in Figs.
6.7b) and 6.7d), thus rejecting these sensors will not improve fault diagnosis accuracy.
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Table 6.4: Comparison of sensor selection measures from Case 3.

Test Design

ϕ∗

ln ΨDs (Hξ )

ln ΨDs H̄ξ

Opt (y = [h1 ])

[0.78,0.06]

-1.31

Opt (y = [h1 , h3 ])

[0.80,0.01]

Opt (y = [h1 , h2 , h3 ])

[0.80,0.01]



DKL

DH

ACC

-1.31

2.31

0.522

0.67

-0.77

-2.12

2.50

0.540

0.72

-0.47

-2.64

2.51

0.543

0.73

The sensors sets from the previous cases were used to generate the measures shown in
Table 6.4. The distribution of system uncertainty in Case 3 results in KLD and HD values
that no longer agree with the normalized Ds -optimal measures. Using (6.6), the optimal test
design is considered to be at y = h1 , as the increase in measurement noise in sensors 2 and
3 are considered to be not precise enough to include in the test design compared to sensor 1.
However, taking into account how uncertain parameter ranges affect the output distribution
from sensor 1, particularly the flow coefficient c1 , sensors 2 and 3 exhibit similar levels of
precision and thus are worth including for active fault diagnosis. Therefore, the KLD and
HD outputs from (6.11-6.13) indicate that the optimal test design occurs at y = [h1 , h2 , h3 ].
The pattern of correct classification accuracies from Case 3 are in agreement with (6.7) and
(6.11-6.13).
The methods of sensor selection for active fault diagnosis presented in this document
have their respective benefits and drawbacks when applied to nonlinear systems. Because
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(6.6) involves a single-step optimization problem for simultaneous input and sensor selection,
it requires fewer iterations and is less complex than the second approach, thus the FDI test
design can be determined in less time. However, (6.6) does not account for the distribution
of faults and uncertainties in calculation of optimal test designs. The approach using (6.7)
and (6.11-6.13) is able to use KLD or HD measures to compare proposed optimal sensor
sets in uncertainty systems to take into account the range of system uncertainty as prior
information. It was found that the second approach would generate the same optimal test
design as through (6.6) when the uncertainty was small or unknown. When the system
of interest has a significant range of uncertainty it can affect outputs in a manner that is
difficult to predict, particularly in nonlinear, complex systems. The test designs generated
from (6.6) and (6.11-6.13) are consistently better in terms of accuracy and robustness in
systems with uncertainty ranges that were known and significant.

6.5

Conclusions

A methodology was introduced for active FDI in complex systems. Test designs were optimized via Ds -optimality to maximize sensitivity of outputs with respect to faults while
accounting for sources of system uncertainty. Controllable inputs for improving FDI were
selected concurrently with sensor sets to generate comprehensively optimal test designs. In
two approaches to the methodology, each sensor considered was accepted or rejected for
active FDI based on the quality of the information provided. The first approach focused
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on the evaluation of the Ds -optimal measure of the average FIM generated from proposed
sensor sets. The second approach focused on selecting the optimal sensor set from various
sensor combinations, comparing the discrepancy between all fault scenarios generated from
each output using KLD or HD measures. A case study was examined using both approaches
to optimal active FDI via a benchmark three-tank system. While the approaches generated
successful test designs that resulted in improved fault diagnosis, their benefits were found to
be dependent on the degree of uncertainty present in the system. The first approach with
normalized FIM is more efficient in solving for optimal test designs thereby reducing computational load, while the test designs obtained with KLD or HD-based analysis can be used
to account for the entire range of system uncertainty when prior information is available.
These methods were verified using k-NN classification, and the optimal FDI tests were found
to be more accurate and robust against noise and uncertainty.

Chapter 7

Conclusions and Recommendations

7.1

Conclusions

Active fault detection and isolation methods have become increasingly prevalent in improving
system costs, safety and reliability. This dissertation was aimed to provide a methodology for
the optimal design of active FDI tests prior to their execution, thus increasing the likelihood
of successful fault diagnosis. The key aspects of this dissertation were the following: the
selection of design criteria that consistently improve fault diagnosis in system with uncertainty present, posterior assessments regarding plausibility of false alarms and nondetections
for the proposed designs, and the incorporation of sensor selection for the computationally
tractable simultaneous optimization of input design and sensor selection.
In Chapter 1, motivation for model-based fault detection and isolation was discussed
as a series of techniques used to improve system costs and reliability. Actively configured
FDI design approaches have been implemented in the literature, but the optimal selection of
test designs prior to implementation is seldom considered due to computational complexity.
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A methodology for the optimally select test designs that improve robustness and accuracy
in active FDI was presented in this dissertation. In Chapter 2, a preliminary version of the
proposed methodology was applied to a simulated plate-fin heat exchanger that is subject to
particulate fouling. A model of the heat exchanger was developed, validated with literature
data, and used to determine the optimal conditions for identifying fouling via parameter estimation at steady-state and dynamic conditions with environmental uncertainties present.
In Chapter 3, the usefulness of transient information was evaluated for active FDI. A series
of case studies were performed to compare the effectiveness of using steady-state and dynamic informationin fault diagnosis, based on the heat exchanger model developed in the
previous chapter. Conventional FDI techniques, extended Kalman filtering and moving horizon estimation, were used to verify the benefits of transient data extracted from informative
models.
Chapter 4 extends from the work in Chapter 2 to explore the plausibility of false
alarms when implementing optimal test designs for active FDI, based on structural global
identifiability. Parameter sets were explored at fault and fault-free conditions, respectively,
to determine if faults could be declared present from clean system outputs. In addition to the
heat exchanger model, the methodology was also applied to a virtual environmental control
system to test the applicability of the framework in larger systems. In Chapter 5, multiple
design criteria were tested to determine which measure led to consistently improved fault
diagnosis. Principal component analysis followed by k-NN classification was used for FDI
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execution to test and verify the proposed criteria.. Two virtual case studies were performed
to evaluate the criteria: a benchmark three-tank system and the air handling system of a
turbocharged diesel engine.
In Chapter 6, the selection of sensors for active detection and isolation of faults was
incorporated into the model-based framework for simultaneous optimization. The problem
of selecting the best available active FDI test design became a constrained, mixed-integer
optimization problem. The Ds -optimal design criterion was chosen to be implemented in this
work for its ability to maximize the sensitivity of outputs to faults while taking into account
any correlations between faults and uncertainty. Two approaches were presented to assess
the overall quality of information provided by selected sensors and to reject sensors that did
not improve fault diagnosis. The first approach was based on normalized Fisher information
used to generate the average information provided from each sensor in the selected set for a
given test design. The second approach included prior information generated from measurement noise and system uncertainty at each fault scenario. The probability densities generated
with this information were then used to generate a measure of divergence between all fault
scenarios, with the objective of minimizing overlap between scenarios. The divergence measures considered in this chapter were Hellinger distance and Kullback-Leibler divergence.
These methods were implemented in several cases using a simulated benchmark three-tank
system. Overall, the results show that incorporating the active FDI design methodology
consistently improves fault diagnosis accuracy and robustness, particularly with the inclu-
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sion of optimal sensor selection. Future work is needed in order to adequately compare this
approach to other on-line and off-line approaches, particularly in complex, nonlinear systems
with admissible inputs that are prone to uncertainty.

7.2

Recommendations

The conclusions from this work illustrate the ability to consistently improve fault diagnosis,
and consequently system costs and reliability, with a systematic optimization of admissible
inputs and sensor selection. However, there are limitations in industrial systems that must
be considered before implementing the methodology of this dissertation: the availability of
models that sufficiently represent how the system interacts with uncertainty and faults, and
the test design space and sensor space considered admissible for active FDI. The following
recommendations are given in this section regarding future work that further improve the
feasibility and effectiveness of the test design selection.
The case studies explored in this dissertation had controllable input trajectories with
discrete steps and a range of continuous values with upper and lower boundary conditions.
However, real-world applications may have a restricted set of conditions available for FDI
implementation due to system complexity or controllability. These finite set of test settings
can be represented as integer variables, similar to the work that was done in Chapter 6 for
sensor selection. The resulting problem would be considered a combinatorial problem and
should be solved accordingly. Active FDI test selection via discrete optimization for a finite
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number of available test designs would be beneficial in regards to limited system control
capabilities, or to systems with predefined control schedules.
The optimization formulation used in this dissertation was based on frequentist approaches to optimal design. In other words, the optimizations performed were based on
the calculation of output sensitivities with respect to targeted parameters based on a single
anticipated set of “initial guess” values. The benefit of frequentist approaches is that no
additional prior information is necessary for computing the FDI test design, thereby reducing computational costs. However, a more robust method of optimization is available in the
literature referred to as Bayesian design. The Bayesian approach to optimization takes into
consideration the sensitivities of outputs with respect to uncertain parameters for the entire
distribution of the parameter space obtained using prior information. While the computational cost to solve for Bayesian optimal test designs is expensive, the approach would be
useful in systems with high nonlinearity when the computational requirements can be met.
Finally, the work shown in this dissertation considered only available sensors and test
settings that maximize the accuracy and robustness of fault diagnosis. The choice of optimal
sensors and sensor locations is then limited by what is already installed in the system of
interest. However, this methodology is also applicable to the selection and placement of
sensors prior to system development. A recommendation for improving the methodology for
complex systems in development is to incorporate cost and energy factors into the design
process. The cost and energy required to install and implement each sensor can vary with
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type and location, and should be weighed against the benefits to the quality of information
for FDI.
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[51] Helga Ingimundardóttir and Sylvain Lalot. Detection of Fouling in a Cross-Flow Heat
Exchanger Using Wavelets. In H. Muller-Steinhagen, M.R. Malayeri, and A.P. Watkinson, editors, Heat Exchanger Fouling and Cleaning VIII, volume 32, pages 349–357,
Schladming, Austria, jun 2009. Heat Exchanger Fouling and Cleaning.
[52] H. Al-Asaad and M. Shringi. On-line built-in self-test for operational faults. 2000
IEEE Autotestcon Proceedings. IEEE Systems Readiness Technology Conference. Future Sustainment for Military Aerospace (Cat. No.00CH37057), pages 168–174, 2000.
[53] Valerii Fedorov. Optimal experimental design. Wiley Interdisciplinary Reviews: Computational Statistics, 2(5):581–589, sep 2010.
[54] Maria Rodriguez-Fernandez, Sergei Kucherenko, Costas Pantelides, and Nilay Shah.
Optimal experimental design based on global sensitivity analysis. In 17th European
Symposium on Computer Aided Process Engineering, pages 1–6, 2007.
[55] Mark-John Bruwer and John F. MacGregor. Robust multi-variable identification: Optimal experimental design with constraints. Journal of Process Control, 16:581–600,
2006.

215
[56] Gaia Franceschini and Sandro Macchietto. Model-based design of experiments for
parameter precision: State of the art. Chemical Engineering Science, 63(19):4846–
4872, oct 2008.
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Optimal allocation of bioassays in the case of parametrized covariance functions: an
application to Lung’s retention of radioactive particles. TEST, 17(1):56–68, may 2008.

224
[167] Tim Holland-Letz and Annette Kopp-Schneider. Optimal experimental designs for
doseresponse studies with continuous endpoints. Archives of Toxicology, 89(11):2059–
2068, nov 2015.
[168] Kwang-Ki K. Kim, Davide M. Raimondo, and Richard D. Braatz. Optimum Input
Design for Fault Detection and Diagnosis: Model-based Prediction and Statistical
Distance Measures. Proceedings of the 2013 European Control Conference, pages 1940–
1945, 2013.
[169] Xun Huan and Youssef M. Marzouk. Simulation-based optimal Bayesian experimental
design for nonlinear systems. Journal of Computational Physics, 232(1):288–317, jan
2013.
[170] S. Kullback and R. A. Leibler. On Information and Sufficiency. The Annals of Mathematical Statistics, 22(1):79–86, mar 1951.
[171] Lei Xie, Jiusun Zeng, Uwe Kruger, Xun Wang, and Jaap Geluk. Fault detection in
dynamic systems using the Kullback-Leibler divergence. Control Engineering Practice,
43:39–48, 2015.
[172] Dragana Bajovic, Bruno Sinopoli, and Joao Xavier. Sensor selection for hypothesis
testing in wireless sensor networks: a Kullback-Leibler based approach. In Proceedings
of the 48h IEEE Conference on Decision and Control (CDC) held jointly with 2009
28th Chinese Control Conference, pages 1659–1664. IEEE, dec 2009.
[173] Jos M. Bernardo and Adrian F. M. Smith, editors. Bayesian Theory. Wiley Series in
Probability and Statistics. John Wiley & Sons, Inc., Hoboken, NJ, USA, may 1994.
[174] T. Kailath. The Divergence and Bhattacharyya Distance Measures in Signal Selection.
IEEE Transactions on Communications, 15(1):52–60, feb 1967.
[175] Ryan N. Lichtenwalter and Nitesh V. Chawla. Adaptive Methods for Classification
in Arbitratily Imbalanced and Drifting Data Streams. In Nitesh V. Chawla, Nathalie
Japkowicz, and Zhi-Hua Zhou, editors, Proceedings of the Workshop on Data Mining
When Classes are Imbalanced and Errors Have Costs (ICEC), pages 87–98, Bangkok,
Thailand, 2010.
[176] David A. Cieslak, T. Ryan Hoens, Nitesh V. Chawla, and W. Philip Kegelmeyer.
Hellinger distance decision trees are robust and skew-insensitive. Data Mining and
Knowledge Discovery, 24(1):136–158, jan 2012.
[177] Richard H. Byrd, Jorge Nocedal, and Richard A. Waltz. Knitro: An Integrated Package
for Nonlinear Optimization. pages 35–59. 2006.

225
[178] William Q Meeker and Luis A Escobar. Teaching about Approximate Confidence
Regions Based on Maximum Likelihood Estimation. The American Statistician, 49(1):
48–53, feb 1995.
[179] Thomas R. Fears, Jacques Benichou, and Mitchell H. Gail. A reminder of the fallibility
of the wald statistic. The American Statistician, 50(3):226–227, 1996.

Appendix A
Nomenclature
A.1

Abbreviations

3TS
AUC
BIT
CCR
DAE
DEKF
ECS
EGR
EKF
FAR
FDD
FDI
FIM
FMI
FPR
HD
HX
iBIT
KLD
MCS
MHE
MLE
NFF
NPR
OED
PCA
PFHE

Three-Tank System
Area under the curve
Built-in Test
Correct Classification Rate
Differential Algebraic Equations
Dual Extended Kalman Filter
Environmental Control System
Exhaust Gas Recirculator
Extended Kalman Filter
False Alarm Rate
Fault Detection and Diagnosis
Fault Detection and Isolation
Fisher Information Matrix
Functional Mock-up Interface
False Positive Rate
Hellinger Distance
Heat Exchanger
initiated Built-in Test
Kullback-Liebler Divergence
Monte Carlo Simulation
Maximum Horizon Estimation
Maximum Likelihood Estimation
No-Fault Found
Non-positive Rate
Optimal Experimental Design
Principal Component Analysis
Plate Fin Heat Exchanger

226

227
ROC
SGI
SLI
SVM
TPR
VGT

A.2
A
As,g
Cp,g
Cp,w
cf
d
Fw
f
G
Hf
hg
hf
j
Kc
Ke
kf
kw
L
Mw
ṁc
˜ cmp
ṁ
ṁh
mw
Nf
Nsp
Ntest
Nu
Nup
Nuu

Receiver Operating Characteristics
Structural Global Identifiability
Structural Local Identifiability
Support Vector Machine
True Positive Rate
Variable Geometry Turbine

General Symbols
Area [m2 ]
Effective heat transfer area [m2 ]
Fluid specific heat capacity [J/kg K]
Wall specific heat capacity [J/kg K]
Foulant concentration [kg/m3 ]
Hydraulic diameter [m]
Friction loss [Pa/m]
Friction factor [-]
Fluid mass velocity [kg/m2 s]
Fin height [m]
Fluid heat transfer coefficient [W/m2 K]
Fouled fluid heat transfer coefficient [W/m2 K]
Colburn factor [-]
Entrance loss coefficient [-]
Exit loss coefficient [-]
Foulant thermal conductivity [W/m K]
Wall thermal conductivity [W/m K]
Likelihood function
Foulant mass per unit area [kg/m2 ]
Cold mass flow rate [kg/s]
Compressor mass flow leak [kg/s]
Hot mass flow rate [kg/s]
Heat exchanger wall mass [kg]
Number of faults
Number of sampling times
Number of tests
Number of inputs
Number of controllable design inputs
Number of uncertain inputs
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Nx
Ny
Nθ
Nθf
Nθp
Nθu
Nξ
ns
pc
pci
ph
phi
Pe
Pr
Re
Rf
sf
Tc
Tci
Tcmp
Tg
Th
Thi
Tpri
Tsec
Tw
t
tf
t0
ug
up
uu
V
Vg
Vw
wH2 O
x
y
ŷ

Number of states
Number of outputs
Number of parameters
Number of fault parameters
Number of design parameters
Number of uncertain parameters
Number of faults, uncertain parameters and inputs
Number of steps
Cold stream exiting pressure [Pa]
Cold stream entering pressure [Pa]
Hot stream exiting pressure [Pa]
Hot stream entering pressure [Pa]
Peclet number [-]
Prandtl number [-]
Reynolds number [-]
Thermal fouling resistance [m2 K/W]
Fin spacing [m]
Cold stream exiting temperature [◦ C]
Cold stream entering temperature [◦ C]
Compressor temperature [◦ C]
Fluid temperature [◦ C]
Hot stream exiting temperature [◦ C]
Hot stream entering temperature [◦ C]
Primary heat exchanger temperature [◦ C]
Secondary heat exchanger temperature [◦ C]
Heat exchanger wall temperature [◦ C]
Time
Fin thickness [m]
Initial time
Fluid velocity [m/s]
Controllable process input
Uncertain input
Volume [m3 ]
Fluid volume [m3 ]
Plate volume [m3 ]
Moisture content [%]
State variable
Measure output
Estimated output
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A.3

Greek Letters

α
β
∆pcore
∆pentrance
∆pexit
∆ptotal
δf
y
F A
µg
θ
θf
θp
θu
ρg
τ
τs
A.4
F
f
h
H
Hξ
H̄ξ
K
P
Q
R
tsp
u
up
w
Vξ
x
y
ŷ

Fouling coefficient
Fouling coefficient
Core heat exchanger pressure [Pa]
Entering heat exchanger pressure [Pa]
Exiting heat exchanger pressure [Pa]
Total pressure loss [Pa]
Foulant thickness [m]
Output threshold
False alarm threshold
Fluid dynamic viscosity [kg/m s]
System parameters
Fault parameters
Design parameters
Uncertain parameters
Fluid density [kg/m3 ]
Test duration [s]
shear rate

Vectors and Matrices
State Jacobian matrix
Governing system equations
Output function
Output Jacobian matrix
Fisher Information matrix
Normalized Fisher Information matrix
Kalman gain matrix
Prediction and Estimation covariance matrix
Sensitivity matrix
Measurement covariance matrix
Sampling time vector
Input vector
Controllable input vector
Measurement noise vector
Variance-covariance matrix
State vector
Measured output vector
Estimated output vector
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Φ
Ψ
ϕ
ϕ∗
θf
θp
θu
σ
ξ
ξ̃
ξf
ξu
A.5

Test design space
Process noise covariance matrix
Test design vector
Optimal test design vector
Fault parameters
Design parameters
Uncertain parameters
Standard deviation of measurement noise
Uncertain parameters and inputs
Anticipated values for uncertain parameters and inputs
Fault parameters for test design
Uncertain parameters and inputs for test design

Subscript

c
f
ff
f u, uf
h
u
uu

Cold stream
Fault
Corresponding faults
Corresponding faults and uncertain parameters
Hot stream
Uncertain parameter
Corresponding uncertain parameters

Appendix B
Heat Transfer Correlations used in Heat Exchanger Model
This information consists of correlations for the thermal properties of air, correlations for the
Colburn and Fanning friction factors, and the method for calculating effective heat transfer
area.
B.1

Air thermal property correlations

Note that all temperatures are in unites of Kelvin.
Thermal conductivity

0.9
Tair
kair = 0.0181
200

(B.1)

Dynamic viscosity
−6

µair = 1.458 × 10





1.5
Tair
Tair + 110.4


(B.2)

Specific heat capacity
−2
Cp,air = R 3.355 + (5.75 × 10−4 )Tair + (−1.6 × 10−3 )Tair



(B.3)

Dimensionless quantities
Pe = RePr

(B.4)

Pr =

Cp,g ug
kg

(B.5)

Re =

ρ g ug d
µ

(B.6)
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B.2

Fanning friction factor and Colburn factor correlations

For plain fins [62]:
For Re<1000

0.452  −0.198
Hf
tf
f = 12.892Re
Sf
Sf
 0.435  −0.227
Hf
tf
−0.997
j = 0.454Re
Sf
Sf
−1.229



For Re≥1000
−1.285



f = 3.133Re

−1.011



j = 0.166Re

Hf
Sf

0.247 

Hf
Sf

0.228 

tf
Sf

−0.181

tf
Sf

−0.336

(B.7)

(B.8)

(B.9)

(B.10)

For offset strip fins [63]:
−0.281



f = 2.092Re

−0.189

j = 0.101Re
B.3



Sf
Hf

Sf
Hf

−0.739 

−0.488 

tf
l

tf
l

0.972 

0.479 

−0.78  −0.497
L
l

(B.11)

−0.297  −0.315
L
l

(B.12)

tf
Sf

tf
Sf

Effective heat transfer perimeter

The effective heat transfer perimeter along the system is calculated as


(Sf − tf ) + ηf (Hf − tf )
As = 2nW L
,
Sf

(B.13)

The fin efficiency of the system can be obtained from a number of literary sources. The
following efficiency comes from heat exchanger analysis performed by Shah for rectangular
fins [42]:
tanh (mi li )
(B.14)
ηf =
mi lu
s


2h
δf
mi =
1+
kw δf
li
li =

Hf
− δf
2

Appendix C
Dual Extended Kalman Filter for FDI
The mathematical formulation of the Extended Kalman Filter (EKF) used in this work for
the purpose of fault detection is provided in this Appendix. The EKF method for dual
estimation applied to the fault severity assessment is as follows. The system governing
equations were converted into discrete ODEs:
xk+1 = f (xk , up,k , θp , ξ k ) + vk ,
yk = h(xk , up,k , θp , ξ k ) + wk ,

(C.1)

where xk = x(tk ), vk is the process noise and wk is the measurement noise vectors, respectively. The objective was to regularly track and estimate the states, x̂k , and predicted fault
and uncertain parameters, ξ̂, which are treated as additional states. Let z be the vector of
augmented states, where:
 
 


f (xk , up,k , θp , ξ k )
vk
xk+1
=
+
,
zk+1 =
ξk

ξ k+1

ηk

where η k is the uncorrelated Gaussian noise with covariance matrix, Ψη . At each time point,
T

tk , the estimated set of states, ẑk|k = [x̂Tk|k , ξ̂ k|k ]T , take into account the predicted states from
T

previous estimates, ẑk|k−1 = [x̂Tk|k−1 , ξ̂ k|k−1 ]T . The matrices, F and H, are compiled as sets
of partial derivatives (calculated with central finite differences) as shown below:
 ∂f
∂f 
T
∂ξT
Fk = ∂x
,
0
I x̂ ,ξ̂
k|k

Hk+1 =

h

∂h
∂ξT

∂h
∂xT

k|k

i

.
x̂k+1|k ,ξ̂k+1|k

Two stages are implemented for the extended Kalman filter, the prediction and filtering
stages. The predicted states are calculated based on the previous state estimates, ẑk+1|k =
T

[x̂Tk+1|k , ξ̂ k+1|k ]T , as shown in (C.2):

zk+1|k =

xk+1|k
ξ k+1|k




=

f (xk|k , up,k|k , θ p , ξ k|k )
ξ k|k
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.

(C.2)
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The covariance matrix of the prediction error is calculated as shown in (C.3):
Pk+1|k = Fk Pk|k FkT + Ψ,

(C.3)

where Pk|k is the estimation covariance matrix of the estimated states at time tk , and Ψ
is the Gaussian noise covariance matrix of the states, a compilation of the process noise
covariance matrices of the states and parameters, Ψv and Ψη , respectively:


Ψv 0
Ψ=
.
0 Ψη
At the filtering stage, the measurements, yk+1 , at sampling time point, tk+1 , are used
to update the predicted state and parameters. The difference between the measurements
and the predicted measurements update the state estimation:
h
i
ẑk+1|k+1 = ẑk+1|k + Kk+1 yk+1 − h(x̂k+1|k , up,k+1|k , θp , ξ̂ k+1|k ) ,
(C.4)
where K is the Kalman gain matrix defined as

−1
K = Pk+1|k HTk+1 Hk+1 Pk+1|k HTk+1 + R
,
which is a function dependent on the measurement noise covariance matrix, R. The updated
estimation covariance matrix is then defined as shown in (C.5):
Pk+1|k+1 = [I − Kk+1 Hk+1 ] Pk+1|k .

(C.5)

It was assumed that the process noise is negligible, measurement noise is bounded and known
at each time step, and model uncertainty is captured as uncertainty in the model parameters.

Appendix D
Output Deviation Constraint Calculation
The objective of the false alarm analysis is to determine whether the faulty system of interest
can generate output trajectories that are essentially identical to the outputs of a system that
is fault-free or contains a different fault. The output deviation constraint, y , for the false
alarm analysis is used to compare two sets of residuals: the first set is generated between
the observed outputs, y(ξ), and the expected outputs of the system with its anticipated
fault and uncertain parameters and inputs, ŷ(ξ̃), and the second set is generated between
the same observed outputs and the expected outputs of a fault-free system or system with
different faults, ŷ(ξ 0 ). In the case studies tested, we assume that ξ = ξ̃ (the system contains
the fault of interest) and that the system model accurately represents the evaluated system.
Therefore, the model is used as a virtual system to collect “observed” outputs that are
calculated as shown below:
yi (ξ̃, tk ) = ŷi (ξ̃, tk ) + wik ;
k = 1, . . . , Nsp , i = 1, . . . , Ny ,

(D.1)

where wik is the normally distributed observation noise (∼ N (0, σij2 ) ∀i, j).
Each set of residuals between the observed and expected outputs are compiled into the
likelihood function of (4.2), as described by [131], which is based on the probability density
function of each observation. As there are no nuisance parameters considered in this work,
the profile likelihood for ξ 0 is then defined as:
R(ξ 0 ) =

L(ξ 0 )
,
L(ξ̃)

(D.2)

which compares the likelihoods generated with ξ = ξ̃ and ξ = ξ 0 . Assuming that ξ̃ is
the vector of true values for the faults, uncertain parameters and inputs, then according to
[178] as the test sampling size approaches infinity, the function −2 log[R(ξ 0 )] follows a chisquared distribution with Nξ degrees of freedom. A 100(1 − α)% likelihood-based confidence
region can be generated for ξ 0 with the set of ξ values such that
−2 log[R(ξ 0 )] < χ21−α,Nξ .
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(D.3)
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Therefore, the constraint for this problem, y , is set equal to χ21−α,Nξ . It was decided in this
work that the analysis should use a default significance level of α=0.05. As a result, y ranges
from 3.00 to 5.54 based on the value of Nξ . This constraint is applied to (4.4) and (4.5)
to conduct the false alarm analysis for steady-state and dynamic test designs, respectively.
Other statistical tests can be used to assign constraints to (4.4) and (4.5), such as the simpler
Wald test [179] . Likelihood ratios were used despite the time required to calculate them for
any given ξ as their calculation is relatively straightforward and generates a more accurate
and reliable constraint than that of the Wald test, resulting in more generalized false alarm
assessments (in terms of application and model or parameter requirements).

Appendix E
Additional Optimality Criteria for Active FDI Test Designs
Test design optimization is a crucial decision for active FDI configuration. In control and
statistics, a series of criteria are commonly used to calculate or select tests that improve the
estimation confidence of targeted parameters, known as the ”alphabet optimality” criteria
[30]. Multiple criteria were selected from the literature as objectives for the optimization of
active FDI test designs:
1. D-optimal
2. E-optimal
3. G-optimal
4. Ds -optimal
5. Es -optimal
6. modified E-optimal
7. PAC-optimal
In the main document, the D-, Ds -, E- and PAC-optimal criteria (which were considered to
be the most relevant and well-known) are detailed and the resulting test designs are used
for FDI and compared with the nominal test in each case study. The remaining criteria are
solved and used to execute FDI in the supplementary work.
In each of the test design criteria considered, the Fisher Information Matrix (FIM) is
used to quantifiably determine the amount of information that can be obtained from the
output trajectories of an FDI test regarding uncertain parameters. It is considered to be
equal to the Cramer-Ráo lower bound of the variance-covariance matrix of the uncertain parameters. The equation for the FIM as shown in the Methods Section of the main document
is restated here:
Ny Ny
X
X
Hξ =
σij−2 QTi Qj ,
(E.1)
i=1 j=1
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where Qi is the sensitivity matrix of the i-th output with respect to the parameters for all
tests and sampling times. It is assumed that the measurement noise of each output has a
zero-mean, uncorrelated Gaussian distribution with standard deviation of σij2 between the
i-th and j-th outputs.
The test design is optimized based on some measure of the FIM so that the system
outputs are more sensitive to changes in fault parameters. It is important then to determine
which measure is desirable for the problem at hand. A common objective in optimal experimental design is to select a test such that the ”worst-case” variance is minimized. Minimizing only the largest variance between parameters reduces the complexity of the optimization
problem as it does not have to consider all correlations between parameters simultaneously,
such as with D-optimal design. Thus, the optimal solution is obtained by maximizing the
smallest eigenvalue, λi , which is proportional to the worst-case variability of the parameters.
This method is referred to as E-optimal design, which is used to generate data in the main
document. However, there are cases where a system has only a subset of uncertain parameters that are of interest, which makes the remaining parameters another subset referred
to as nuisance parameters. The Fisher Information Matrix should then be partitioned such
that only the parameters of interest are targeted for optimal precision. Thus, the subset
E-optimal criterion, or Es -optimal criterion, is achieved by solving the problem below:

−1 T
max ΨEs (Hξ ) = max min λi Hf f − Hf u Huu
Hf u ,
(E.2)
ϕ

ϕ

1≤i≤Nf

where the FIM is partitioned into blocks:

Hf f
Hξ =
HfTu

Hf u
Huu ,


,

(E.3)

with:
Hf f ∈ RNf ×Nf ,

Hf u ∈ RNf ×(Nξ −Nf ) ,

Huu ∈ R(Nξ −Nf )×(Nξ −Nf ) .

(E.4)

Instead of focusing solely on the worst-case variance of the system, another approach
is to instead compare the best-case and worst-case variance. The result is a test design with
similar variability between uncertain parameters that allows for overall increase in confidence,
though not to the extent of the D-optimal design. Minimizing the ratio between the largest
eigenvalue (best-case variance) and smallest eigenvalue (worst-case variance) is a more robust
optimality criteria than the standard E-optimal criteria. This modified E-optimal criteria is
calculated as shown below:
max ΨmodE (Hξ ) = max
ϕ∈Φ

ϕ∈Φ

max1≤i≤Nf λi {Hξ }
min1≤i≤Nf λi {Hξ }

(E.5)

In the supplementary material, the basis for formulating the modified E-optimal design was
also used to generate a modified Es -optimal design with parameters corresponding to faults
considered to be parameters of interest.
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The last test design criteria considered in the supplementary material places emphasis
on minimizing the variance of the output predictions instead of the uncertain parameters.
The objective must then be to minimize the effect that the worst-case changes in the states
can have on the system to minimize the variability of the output predictions. This becomes
a min-max problem where the variance of each output sensitivity is minimized by the test
design and maximized by the state within the state space. Fisher Information generated
from the predicted outputs and anticipated parameters should then be used to normalize
this diagonal sum. Suppose the desired outcome of the test design is to ensure that the
predicted outputs from a fault scenario are correct, then the test design should be optimized
according to G-optimality, which is achieved using the formulation below:

−1
T
max ΨG (Hξ ) = max min diag Q(x)H−1
(
ξ̃)Q(x)
,
(E.6)
ξ
ϕ∈Φ

ϕ∈Φ x∈X

where Q is the comprehensive sensitivity matrix of the FDI test for all measurement samples
with each sensitivity dependent on the states selected. This updated matrix is formulated
as:


∂y1 (x)
∂y1 (x)
...
∂ξ1
∂ξNξ




t=t1 ,ξ=ξ̃
t=t1 ,ξ=ξ̃


..
..
...


.
.



 ∂y1 (x)
∂y
(x)
1


.
.
.
∂ξ
∂ξ


1
Nξ

t=tNsp ,ξ=ξ̃ 
t=tNsp ,ξ=ξ̃
(E.7)
Q(x) = 
.

 ∂y2 (x)
∂y2 (x)
...


∂ξ1
∂ξNξ


t=t1 ,ξ=ξ̃
t=t1 ,ξ=ξ̃


..
..
..


.
.
.




∂y
(x)
∂y
(x)

 Ny
Ny
.
.
.
∂ξ1
∂ξN
t=tNsp ,ξ=ξ̃

ξ

t=tNsp ,ξ=ξ̃

Because of the computational efforts needed to achieve G-optimal design, this problem is
not commonly used or recommended for FDI in nonlinear or dynamic models. However, it is
included in the supplementary work as part of a comprehensive examination of the optimal
test designs considered for active FDI.
The three-tank case study from the main document is implemented with the additional
test designs. The fault scenarios are described in detail in the Results Section and listed in
Table 2 of the main document. The test designs that were calculated using the proposed
optimal criteria in this document are listed in Table E.1. The modified E-optimal, modified
Es -optimal and G-optimal designs were found to be identical and are achieved with all inputs
at upper or lower bounds. The Es -optimal test design was determined to be unique from all
other test designs, including the designs listed in the main document.
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Table E.1: Nominal and optimal FDI test designs for the three-tank system that contains
an actuator fault at tank 1, a leak at tank 2 and uncertain flow coefficients
(ξ̃ = [0.6, 2.0mm, 0.95, 0.8, 0.95]0 ).
ϕ
u1 (×10−4
m3 /s)
u2 (×10−4
m3 /s)

Lower Upper Nom
Bound Bound
0.10
1.00
0.55
0.10

1.00

0.55

Es -Opt
0.20

mod. E- mod.
Opt
Es -Opt
0.10
0.10

0.10

0.91

0.10

1.00

1.00

G-Opt

After the test design optimization was performed for each criterion, the FDI was executed using a combination of PCA and k-NN algorithms as described in the main document.
Following the procedures described in the Methods Section, a Monte Carlo simulation of 2000
runs was performed to train classifiers with each test design, and 10 steady-state samples
were collected in each run. The trained classifiers were used to classify unlabeled datasets
and to determine the success rate of the fault classification. The confusion matrices generated using k-NN for all testing phase samples is presented in Table E.2 along with the
overall classification accuracy of each test design. The Es -optimal criterion was unsuccessful
in improving CCRs in any fault scenario, though it reduces the rate of false alarms and
nondetections associated with tank leaks, as well as misclassifications between each fault
scenario. The results from the modified E-optimal design were similar to that of the Eoptimal design, and did not significantly change the CCRs and MCRs from each scenario,
even though the test design has the inputs located at the lower bounds. The G-optimal (and
modified Es -optimal) design resulted in greater output prediction confidence, with the drawback of increased correlation between the actuator fault and the uncertain flow coefficients.
The CCRs corresponding to the tank leak scenario increased considerably, but overall the
G-optimal design resulted in lowest classification accuracy.
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Table E.2: Confusion matrices of a three-tank system FDI with fault scenarios listed in
Table 2.

Predicted

(a) Confusion matrices of FDI executed at nominal, Es -optimal and modified E-optimal test designs

c0
c1
c2

Nominal
Actual
c0
c1
c2
0.94 0.01 0.20
0 0.87 0.28
0.06 0.12 0.52

Es -Optimal
Actual
c0
c1
c2
0.79 0.25 0.13
0.21 0.69 0.27
0.00 0.06 0.60

mod. E-Optimal
Actual
c0
c1
c2
0.93 0.00 0.23
0.00 0.88 0.30
0.07 0.12 0.48

Predicted

(b) Confusion matrices of FDI executed at E- (c) Classification accuoptimal and PAC-optimal test designs
racies of the listed
test designs

c0
c1
c2

G-Optimal
Actual
c0
c1
c2
0.67 0.39 0.11
0.31 0.55 0.20
0.02 0.06 0.70

Test Criterion ACCR
Nominal
0.78
Es -Opt
0.69
mod. E-Opt
0.76
G-Opt
0.64

A decision threshold was assigned to a probabilistic k-NN algorithm as described in
the Methods section of the main document. The objective is the determine the rate of
successful fault diagnoses with each test design based on assigned classification selectivity.
Fig. E.1 shows the ROC curves of each fault scenario, comparing the true positive rate
(TPR) vs false positive rate (FPR) and the CCR vs FPR. The nominal and modified Eoptimal designs generate the best detection and classification of actuator fault as expected
based on from the results shown in Table 5.4. The Es -optimal and and G-optimal designs
lead to similar detection rates and slightly better classification rates than the nominal and
modified E-optimal test designs. Compared to the results shown in the primary document,
the D-optimal and Ds -optimal tests are concluded to be the most effective choices in the
diagnosis of faults in a three-tank system.
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Fig. E.1: ROC plots of true positive and correct classification rates versus false positive
rates with test designs at different optimal criteria. Fault scenarios described in
Table 2 of the main document are presented for a three-tank system with (a,c)
an actuator fault in tank 1 and (b,d) a leak in tank 2.

Appendix F
Increased Parameter Value Ranges in Diesel Engine Fault and
Fault-free Scenarios
An evaluation of the FDI test designs was performed for the diesel engine case study considering a range of fault-free conditions that are feasible in the system. The parameters that
represent nominal system uncertainty, ηcmp and ηt , have identical probabilistic ranges to the
previous analysis. The faults are assumed to have a uniform distribution of values that can
occur at fault and fault-free conditions. The range of faults and uncertain parameters that
can occur in the diesel engine in this evaluation are presented in Table F.1. In the leak-based
fault scenarios, if the radius of the hole is greater than 20 % of the allowed maximum radius,
the system is considered to be at fault. In the actuator fault scenarios, is the drift that
occurs is greater 20 %, the system is considered to be at fault.
The vector ξ does not change, therefore the test designs remain the same for the optimal
criteria considered. The k-NN classifiers are retrained to account for the increased range of
uncertainty and determine the rate of correct classifications and misclassifications. Confusion
matrices of these updated values are listed in Table F.2. As expected, the CCRs of each
scenario are considerably less than in the previous confusion matrices due to the increased
range of allowable fault-free conditions. In each test design, the CCR of fault scenario 4 is
greater than 0.75, indicating the uncertainty does not significantly affect the identification of
c4 . The majority of the correct classifications are less than 0.50, indicating the tests are not
as reliable for isolation though they are still viable for detection. FDI conducted Ds -optimal
test results in a significant increase in the CCR for fault scenario 3, similar to the results
in the main document. The overall classification accuracy is the highest with Ds -optimal
design, which is the only design with an average classification accuracy greater than 0.50.
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Table F.1: Faults and uncertain parameters, and their random distributions. Normal distributions are represented as (N (µ, σ 2 )), with mean, µ, and variance, σ 2 , and
uniform distributions are represented as (U(a, b)), where a and b are the lower
and upper bounds, respectively.
Set of ξ
c0
c1
c2
leak
rIM
(mm) U(0, 0.13)
U(0.14, 6.32)
U(0, 0.13)
leak
rEM (mm) U(0, 0.13)
U(0, 0.13)
U(0.14, 6.32)
ũvgt
U(0, 0.20)
U(0, 0.20)
U(0, 0.20)
ũegr
U(0, 0.20)
U(0, 0.20)
U(0, 0.20)
ηc
N (0.736, 1.2e − 3) N (0.736, 1.2e − 3) N (0.736, 1.2e − 3)
ηt
N (0.818, 5.8e − 4) N (0.818, 5.8e − 4) N (0.818, 5.8e − 4)
Set of ξ
c3
c4
leak
(mm) U(0, 0.13)
U(0, 0.13)
rIM
leak
(mm) U(0, 0.13)
U(0, 0.13)
rEM
ũvgt
U(0.21, 0.60)
U(0, 0.20)
ũegr
U(0, 0.20)
U(0.21, 0.60)
ηc
N (0.736, 1.2e − 3) N (0.736, 1.2e − 3)
ηt
N (0.818, 5.8e − 4) N (0.818, 5.8e − 4)

The ROC curves of the relationship between the rate of true positives and false positives
is shown in Fig. F.1. The increase in uncertainty in the fault-free parameters, and the
resulting reduction in sensitivity to system faults generated a loss in area under the ROC
curves. The detection of faults in scenarios 1 and 2 was the highest with D-optimal design,
similar to the previous work but with less uncertainty. However, the order of which test
designs are better for each fault scenario changes with more uncertainty. Regardless, Ds optimal shows the steepest curve in fault scenarios 3 and 4, with good performance in fault
detection.
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Table F.2: Confusion matrices and of a diesel engine with fault scenarios listed in Table 6
(a) Confusion matrices of FDI executed at nominal and D-optimal test designs

Predicted

Nominal
D-Optimal
Actual
Actual
c0
c1
c2
c3
c4
c0
c1
c2
c3
c4
c0
0.30 0.14 0.13 0.29 0.04
0.34 0.13 0.15 0.36 0.05
c1
0.13 0.40 0.37 0.09 0.01
0.09 0.44 0.35 0.08 0.02
c2
0.15 0.32 0.34 0.10 0.01
0.14 0.29 0.32 0.13 0.01
c3
0.42 0.14 0.16 0.50 0.04
0.42 0.14 0.17 0.43 0.04
c4
0.00 0.00 0.00 0.02 0.90
0.01 0.01 0.00 0.00 0.87
(b) Confusion matrices of FDI executed at Ds -optimal and E-optimal test designs

Predicted

Predicted

Ds -Optimal
E-Optimal
Actual
Actual
c0
c1
c2
c3
c4
c0
c1
c2
c3
c4
c0
0.47 0.25 0.20 0.15 0.05
0.34 0.13 0.17 0.35 0.03
0.20 0.33 0.33 0.03 0.00
0.10 0.44 0.35 0.10
0
c1
0.14 0.39 0.43 0.02 0.00
0.16 0.28 0.29 0.16 0.00
c2
0.19 0.03 0.17 0.78 0.07
0.32 0.14 0.18 0.32 0.02
c3
0.00 0.00 0.00 0.02 0.87
0.08 0.00 0.01 0.07 0.95
c4
(c) Confusion matrices of FDI executed at PAC-optimal
(d) Classification accutest designs
racy of listed test
PAC-Optimal
designs
Actual
Test Criterion ACCR
c0
c1
c2
c3
c4
Nominal
0.49
c0
0.36 0.23 0.21 0.18 0.06
D-Opt
0.48
0.22 0.29 0.30 0.10 0.06
c1
Ds -Opt
0.56
0.18 0.32 0.34 0.08 0.06
c2
E-Opt
0.47
0.18 0.11 0.10 0.60 0.03
c3
PAC-Opt
0.48
0.06 0.04 0.05 0.04 0.79
c4

The ROC curves describing the relationship between the rate of correct classifications
and false positives is presented in Fig. F.2. The Ds -optimal design has the steepest ROC
curves in faults scenarios 2 and 3, and is close to having the steepest curve in fault scenario
4. E-optimal design results in the best CCR of fault scenario 4, but the performance in fault
scenario 3 significantly reduces the usefulness of this test. Even with the increase in range
of uncertain parameter values for the system as fault-free conditions, the optimization of
test designs for active FDI significantly improves the overall success of fault diagnosis in the
diesel engine.
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Fig. F.1: ROC plots of true positive rates versus false positive rates with different optimal
criteria. Fault scenarios described in Table 2 are presented for a diesel engine
with (a) inlet manifold leak, (b) exhaust manifold leak, (c) EGR actuator drift
and (d) VGT actuator drift.
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Fig. F.2: ROC plots of correct classification rates versus false positive rates with different
optimal criteria. Fault scenarios described in Table 2 are presented for a diesel
engine with (a) inlet manifold leak, (b) exhaust manifold leak, (c) EGR actuator
drift and (d) VGT actuator drift.

