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Using a sample of 1.31 ⇥ 109 J/ events collected with the BESIII detector, we report the first
observation of spin polarization of ⇤ and ⇤¯ hyperons from the coherent production in the J/ ! ⇤⇤¯
decay. We measure the phase between the hadronic form factors to be    = (42.4 ± 0.6 ± 0.5) .
The decay parameters for ⇤ ! p⇡  (↵ ), ⇤¯ ! p¯⇡+ (↵+) and ⇤¯ ! n¯⇡0 (↵¯0) are measured to
be ↵  = 0.750 ± 0.009 ± 0.004, ↵+ =  0.758 ± 0.010 ± 0.007 and ↵¯0 =  0.692 ± 0.016 ± 0.006,
respectively. The obtained value of ↵  is higher by (17 ± 3)% than the current world average. In
addition, the CP asymmetry ACP = (↵  + ↵+)/(↵    ↵+) of  0.006± 0.012± 0.007 is extracted
with substantially improved precision. The ratio ↵¯0/↵+ = 0.913± 0.028± 0.012 is also measured.
PACS numbers: 11.80.Cr, 13.20.Gd, 14.20.Jn
I. INTRODUCTION
The well-defined and simple initial state makes
baryon-antibaryon pair production at an electron-
positron collider an ideal system to test fundamental
symmetries in the baryon sector, in particular when
the probability of the process is enhanced by a reso-
nance such as the J/ [1]. The spin orientations of
the baryon and antibaryon are entangled and, for spin
one-half baryons, the pair is produced either with the
same or opposite helicities. The transition amplitudes
to the respective spin states can acquire a relative
phase due to the strong interaction in the final state,
leading to a time-reversal-odd observable: a trans-
verse spin polarization of the baryons [2, 3]. This
e↵ect has previously been neglected for the baryon
pairs from J/ decays [4], and there is no prediction
for this polarization.
Here, we observe baryon polarization for the first








FIG. 1. Kinematics of the reaction e+e  ! J/ ! ⇤⇤¯ in
the overall center-of-mass system. The ⇤ particle is emit-
ted in the zˆ direction at an angle ✓⇤ with respect to the e
 
direction, and the ⇤¯ is emitted in the opposite direction.
The hyperons are polarized in the direction perpendicular
to the reaction plane (yˆ). The hyperons are reconstruct-
ed, and the polarization is determined by measuring their
decay products: (anti-)nucleons and pions.
studied is the ⇤ hyperon, which decays via a parity
non-conserving weak process. The Lambda polarisa-
tion is extracted from the angular distribution of its
decay products; from this, the production phase is
determined to be (42.4 ± 0.6 ± 0.5) . The observed
polarization allows the simultaneous determination of
the ⇤ and ⇤¯ decay asymmetries from the events, in
which all decay products are measured. A sensitive
CP symmetry test in the strange baryon sector is
performed by directly comparing the asymmetry pa-
rameters for ⇤! p⇡  and ⇤¯! p¯⇡+.
Of major importance is our result for the ⇤! p⇡ 
asymmetry parameter. Nearly all experiments mak-
ing use of the ⇤ polarization (some examples are giv-
en in Refs. [5–12]) use this decay for reconstruction
and the ⇤! p⇡  asymmetry parameter in the deter-
mination of the polarization. To determine the po-
larization from the product of the polarization and
the asymmetry parameter, all these studies assume
an asymmetry parameter of 0.642± 0.013, the world-
average value established from results spanning 1963–
75 [13–17].
The principle of the measurement is illustrated in
Fig. 1. In the collision of an electron and positron,
a J/ resonance is produced at rest in a single pho-
ton annihilation process, and it subsequently decays
into a ⇤⇤¯ pair: e+e  ! J/ ! ⇤⇤¯. The transition
between the initial electron-positron pair and the fi-
nal baryon-antibaryon pair includes helicity conserv-
ing and -flip amplitudes [18–22]. Since the electron
mass is negligible in comparison to the J/ mass, the
initial electron and positron helicities have to be op-
posite. This implies that the angular distribution and
polarization of the produced ⇤ and ⇤¯ particles can
be described uniquely by only two real parameters:
↵ — the J/ ! ⇤⇤¯ angular distribution parame-
ter, and    — the phase between the two helicity
amplitudes. The value of the parameter ↵ is well
known [23–25], but the phase    has never been con-
sidered before. If    6= 0, the ⇤ and ⇤¯ will be polar-
ized in the direction perpendicular to the production
plane. The magnitude of the polarization depends on
the angle (✓⇤) between the ⇤ and the electron beam
direction in the J/ rest frame (see Fig. 1).
The polarization of the weakly decaying particles,
such as the ⇤ hyperons, can be determined using the
angular distribution of the daughter particles. For
example, for the ⇤ ! p⇡  decay, the ⇤ hyperon po-
larization vector, P⇤, is given by the angular distri-
bution of the daughter protons via 14⇡ (1 + ↵ P⇤ · nˆ),
where nˆ is the unit vector along the proton momen-
tum in the ⇤ rest frame and ↵  is the asymmetry
parameter of the decay [26]. The corresponding pa-
rameters ↵+ for ⇤¯ ! p¯⇡+, ↵0 for ⇤ ! n⇡0, and
↵¯0 for ⇤¯ ! n¯⇡0 are defined in the same way [27].
The joint angular distribution of J/ ! ⇤⇤¯ (⇤ ! f
and ⇤¯ ! f¯ , f = p⇡  or n⇡0) depends on the ⇤
and ⇤¯ polarization and spin correlation of the ⇤⇤¯
pair via the ↵ and    parameters. In particu-
lar, the joint angular distribution of the decay chain
J/ ! (⇤! p⇡ )(⇤¯! p¯⇡+) can be expressed as [4]:
W(⇠;↵ ,  ,↵ ,↵+) =1 + ↵ cos2✓⇤
+ ↵ ↵+
⇥
sin2✓⇤ (n1,xn2,x   ↵ n1,yn2,y) +
 






1  ↵ 2 cos(  )sin ✓⇤ cos ✓⇤ (n1,xn2,z + n1,zn2,x)
+
q
1  ↵ 2 sin(  ) sin ✓⇤ cos ✓⇤ (↵ n1,y + ↵+n2,y) ,
(1)
5where nˆ1 (nˆ2) is the unit vector in the direction of
the nucleon (antinucleon) in the rest frame of ⇤ (⇤¯).
The components of these vectors are expressed using
a common (xˆ, yˆ, zˆ) coordinate system with the ori-
entation shown in Fig. 1. The zˆ axis in the ⇤ and
⇤¯ rest frames is oriented along the ⇤ momentum p⇤
in the J/ rest system. The yˆ axis is perpendicular
to the reaction plane and oriented along the vector
k ⇥ p⇤, where k  is the electron beam momentum
in the J/ rest system. The variable ⇠ denotes the
tuple (✓⇤, nˆ1, nˆ2), a set of kinematic variables which
uniquely specify an event configuration. The terms
multiplied by ↵ ↵+ in Eq. (1) represent the contribu-
tion from ⇤⇤¯ spin correlations, while the terms multi-
plied by ↵  and ↵+ separately represent the contribu-
tion from the polarization. The presence of all three
contributions in Eq. (1) enables an unambiguous de-
termination of the parameters ↵ and    and the
decay asymmetries ↵ , ↵+. If ⇤¯ is reconstructed via
its n¯⇡0 decay, the parameters ↵ ,    and the decay
asymmetries ↵  and ↵¯0 can be determined indepen-
dently, since the corresponding angular distribution
is obtained by replacing ↵+ by ↵¯0 and interpreting
nˆ2 as the antineutron direction in Eq. (1).
II. ANALYSIS
The analysis is based on (1310.6 ± 7.0) ⇥ 106 J/ 
events [28] collected with the BESIII detector, which
is described in detail in Ref. [29]. The ⇤ hyperons
are reconstructed using their p⇡  decays and the ⇤¯
hyperons using their p¯⇡+ or n¯⇡0 decays. The event
reconstruction and selection procedure are described
in Appendix A. The resulting data samples are es-
sentially background free, as shown in Figs. A.1 and
A.2. A Monte Carlo (MC) simulation including all
known J/ decays is used to determine the back-
ground contribution. The sizes of the final data sam-
ples are 420,593 and 47,009 events with an estimated
background of 399± 20 and 66.0± 8.2 events for the
p⇡ p¯⇡+ and p⇡ n¯⇡0 final states, respectively. For
each event the full set of the kinematic variables ⇠ is
reconstructed.
The free parameters describing the angular distri-
butions for the two data sets — ↵ ,   , ↵ , ↵+,
and ↵¯0 — are determined from a simultaneous un-
binned maximum likelihood fit. In the fit, the like-
lihood function is constructed from the probabili-
ty density function P(⇠(i)) = C(↵ ,  ,↵ ,↵2)⇥
W(⇠(i);↵ ,  ,↵ ,↵2) with ↵2 = ↵+ and ↵2 = ↵¯0
TABLE I. Summary of the results: the J/ ! ⇤⇤¯ angular
distribution parameter ↵ , the phase   , the asymmetry
parameters for the ⇤ ! p⇡  (↵ ), ⇤¯ ! p¯⇡+ (↵+) and
⇤¯ ! n¯⇡0 (↵¯0) decays, the CP asymmetry ACP , and the
ratio ↵¯0/↵+. The first uncertainty is statistical, and the
second one is systematic.
Parameters This work Previous results
↵ 0.461± 0.006 ±0.007 0.469± 0.027 [25]
   (42.4± 0.6± 0.5)  –
↵  0.750± 0.009± 0.004 0.642± 0.013 [27]
↵+  0.758± 0.010± 0.007  0.71± 0.08 [27]
↵¯0  0.692± 0.016± 0.006 –
ACP  0.006± 0.012± 0.007 0.006± 0.021 [27]
↵¯0/↵+ 0.913± 0.028± 0.012 –
for the p⇡ p¯⇡+ and p⇡ n¯⇡0 data sets, respective-
ly. The final configuration of an event i is character-
ized by the vector ⇠(i), and W(⇠(i);↵ ,  ,↵ ,↵2)
is given by Eq. (1). The normalization of the
probability function, C(↵ ,  ,↵ ,↵2), is deter-
mined for each parameter set using a sum of the
weights W(⇠(m);↵ ,  ,↵ ,↵2) for an ensemble
⇠(m) of isotropically generated MC events (with
W(⇠; 0, 0, 0, 0) ⌘ 1). The generated events are prop-
agated through a computer model of the BESIII de-
tector and filtered using the same selection criteria
as for the experimental data. The resulting global
fit describes the multidimensional angular distribu-
tions very well as shown in Figs. A.3 and A.4. In a
crosscheck the fit was applied to the two data sets
separately and the obtained values of the parame-
ters agree within statistical uncertainties as shown in
Table A.1. The details of the fit as well the evalua-
tion of the systematic uncertainties are discussed in
Appendix A, and the contributions to the systematic
uncertainty are listed in Table A.2.
III. RESULTS
A clear polarization, strongly dependent on the ⇤
direction, cos ✓⇤, is observed for ⇤ and ⇤¯. In Fig. 2,





related to the polarization, is calculated in 50 bins in
cos ✓⇤. N is the total number of events in the da-
ta sample and N(✓⇤) is the number of events in a
cos ✓⇤ bin. In the limit of CP conservation, ↵  =
 ↵+, while an approximate isospin symmetry leads
to ↵+ ⇡ ↵¯0 [16, 30], and the expected angular depen-
6Λθcos





























FIG. 2. Moments µ(cos ✓⇤) for acceptance uncorrected data as a function of cos ✓⇤ for (a) p⇡
 p¯⇡+ and (b) p⇡ n¯⇡0
data sets. The points with error bars are the data, and the solid-line histogram is the global fit result. The dashed
histogram shows the no polarization scenario (W(⇠; 0, 0, 0, 0) ⌘ 1).
dence is µ(cos ✓⇤) ⇠
q
1  ↵2 ↵ sin   cos ✓⇤ sin ✓⇤
for the acceptance corrected data (compare Eq. (1)).
The phase between helicity flip and helicity conserv-
ing transitions is determined to be    = (42.4 ±
0.6 ± 0.5) , where the first uncertainty is statistical
and the second systematic. This large value of the
phase enables a simultaneous determination of the de-
cay asymmetry parameters for ⇤ ! p⇡ , ⇤¯ ! p¯⇡+,
and ⇤¯ ! n¯⇡0 as given in Table I. The value of
↵  = 0.750 ± 0.009 ± 0.004 di↵ers by more than
five standard deviations from the commonly accepted
world average value of ↵PDG  = 0.642 ± 0.013, based
on elaborate experiments from 1963-75 [13–17], where
the daughter proton polarization was measured in a
secondary scattering process. Our result means that
all published measurements on ⇤/⇤¯ polarization, de-
termined from the product of ↵  and the polariza-
tion, are (17 ± 3)% too large. The obtained value
for the ratio ↵¯0/↵+ is 3  lower than unity, the val-
ue expected from the | I| = 12 rule for non-leptonic
decays of strange particles [16, 31], indicating the im-
portance of radiative corrections [30, 32]. The ↵ 
and ↵+ values determined in this Letter, together
with the covariance matrix, enable a calculation of the
CP odd observable ACP = (↵  + ↵+)/(↵    ↵+) =
 0.006 ± 0.012 ± 0.007. This is the most sensi-
tive test of CP violation for the ⇤ baryon with a
substantially improved precision over previous mea-
surements [9] (Table I) and using a novel, mod-
el independent method. The Cabibbo-Kobayashi-
Maskawa (CKM) mechanism predicts an ACP value
of ⇠ 10 4 [33], while various extensions of the stan-
dard model predict larger value [34], in an attempt
to explain the observed baryon-antibaryon asymme-
try in the universe. This new method for CP tests,
when applied to the foreseen future larger data sam-
ples, can reach a precision level compatible with the-
ory predictions, which in turn will give a clue about
baryogenesis.
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Appendix A: Methods
1. Monte Carlo simulation
The optimization of the event selection criteria and
the estimation of backgrounds are based on Monte
Carlo (MC) simulations. The geant4-based simu-
lation software includes the geometry and the ma-
terial description of the BESIII spectrometer, the
detector response and the digitization models, as
well as the data base of the running conditions and
the detector performance. The production of the
J/ resonance is simulated by the MC event gen-
erator kkmc[35]; the known decays are generated
by besevtgen[36, 37] with branching ratios set to
the world average values [27], and missing decays are
generated by the lundcharm[38] model with opti-
mized parameters[39]. Signal and background events
are generated using helicity amplitudes. For the sig-
nal process, J/ ! ⇤⇤¯, the angular distribution of
Eq. (1) is used. For the backgrounds, J/ ! ⌃0⌃¯0,
⌃+⌃¯  and ⇤⌃¯0 + c.c decays, the helicity amplitudes
are taken from Ref.[40], and the angular distribution
parameters are fixed to  0.24 [41] for J/ ! ⌃0⌃¯0
and J/ ! ⌃+⌃¯ , and to 0.38 [42] for J/ !
⇤⌃¯0 + c.c.
2. Selection Criteria
Charged tracks detected in the Main Drift
Chamber (MDC) must satisfy |cos✓| < 0.93, where
✓ is the polar angle with respect to the beam di-
rection. There are no particle identification require-
ments for the tracks. Showers in the Electromagnetic
Calorimeter (EMC), not associated with any charged
track, are identified as photon candidates if they ful-
fill the following requirements: the deposited energy
is required to be larger than 25 MeV and 50 MeV for
clusters reconstructed in the barrel (|cos✓| < 0.8) and
end cap (0.86 < |cos✓| < 0.92), respectively. In order
to suppress electronic noise and showers unrelated to
the event, the EMC time di↵erence from the event
start time is required to be within [0, 700] ns. To re-
move showers originating from charged particles, the
angle between the shower position and charged tracks
extrapolated to the EMC must be greater than 10 de-
grees.
a. Selection of J/ ! ⇤⇤¯, ⇤ ! p⇡ , ⇤¯ !
p¯⇡+ Events with at least four charged tracks are
selected. Fits of the ⇤ and ⇤¯ vertices are performed
using all pairs of positive and negative charged tracks.
There should be at least one ⇤⇤¯ pair in an event. If
more than one set of ⇤⇤¯ pairs is found, the one with
the smallest value of (Mp⇡  M⇤)2+(Mp¯⇡+ M⇤)2,
where M⇤ is the nominal ⇤(⇤¯) mass, is retained
for further analysis. A four constraint kinematic fit
imposing energy-momentum conservation (4C-fit) is
performed with the ⇤! p⇡  and ⇤¯! p¯⇡+ hypothe-
sis, and events with  2 < 60 are retained. The invari-
ant masses of p⇡  and p¯⇡+ are required to be within
|Mp⇡    M⇤| < 5 MeV/c2 and |Mp¯⇡+   M⇤| < 5
MeV/c2. The p⇡  and p¯⇡+ invariant mass spectra
and the selection windows are shown in Fig. A.1.
b. Selection of J/ ! ⇤⇤¯, ⇤ ! p⇡ , ⇤¯ !
n¯⇡0 Events with at least two charged tracks and
at least three showers are selected. Two showers,
consistent with being photons, are used to recon-
struct the ⇡0 candidates, and the invariant mass of
the pair is required to be in the interval [0.12, 0.15]
GeV/c2. To improve the momentum resolution, a
mass-constrained fit to the ⇡0 nominal mass is ap-
plied to the photon pairs, and the resulting energy
and momentum of the ⇡0 are used for further anal-
ysis. Candidates for ⇤ are formed by combining two
oppositely charged tracks into the final states p⇡ .
The two daughter tracks are constrained to originate
from a common decay vertex by requiring the  2 of
the vertex fit to be less than 100. To identify a n¯
shower, the deposited energy in the EMC is required
to be larger than 350 MeV, and the second moment
of the cluster is required to be larger than 20. The






iEi, where Ei is the
deposited energy in the i-th crystal, and ri is the radi-
al distance of the crystal i from the cluster center. To
select the J/ ! ⇤(p⇡ )⇤¯(n¯⇡0) candidate events, a
one-constraint (1C) kinematic fit is performed, where
8)2 (GeV/c-πpM



































FIG. A.1. Distribution for (a) invariant mass of p⇡  and (b) invariant mass of p¯⇡+. The dots with error bars and the
open histogram denote data and signal MC, respectively. The shaded histogram shows the background. The arrows
indicate the ⇤ and ⇤¯ mass windows used to select the signal events.
the momentum of the anti-neutron is unmeasured.
The selected events should have the  21C n¯ of the 1C
kinematic fit less than 10, and if there is more than
one combination, the one with the smallest  21C n¯ val-
ue is chosen. To further suppress background contri-
butions, we require |Mp⇡   M⇤| < 5 MeV/c2, where
M⇤ is the ⇤ nominal mass. Figure A.2 shows the
invariant mass (Mn¯⇡0) of the n¯⇡
0 pair and the mass
MRecoiling⇤⇡0 recoiling against the ⇤⇡
0, where Mn¯⇡0 =q
(En¯ + E⇡0)2   (~Pn¯ + ~P⇡0)2, ~Pn¯ =  (~P⇤ + ~P⇡0) is
in the rest frame of J/ , and En¯ =
q
|~Pn¯|2 +M2n
(with Mn the nominal neutron mass). The signal re-
gions are defined as |Mn¯⇡0  M⇤| < 23 MeV/c2 and
|MRecoiling⇤⇡0  Mn| < 7 MeV/c2 as shown in Fig. A.2.
c. Background analysis The potential back-
grounds are studied using the inclusive MC sample
for J/ decays. After applying the same selection cri-
teria as for the signal, the main backgrounds for the
⇤¯! p¯⇡+ final state are from J/ !  ⇤⇤¯, ⇤⌃¯0+c.c.,
⌃0⌃¯0,  ++p¯⇡  + c.c.,  ++ ¯  , and p⇡ p¯⇡+ de-
cays. Decays of J/ ! ⇤⌃¯0 + c.c. and ⌃0⌃¯0 are
generated using the helicity amplitudes and include
subsequent ⇤ and ⇤¯ decays. The remaining decay
modes are generated according to the phase space
model, and the contribution is shown in Fig. A.1.
For the ⇤¯ ! n¯⇡0 final state, the dominant back-
ground processes are from the decay modes J/ !
 ⇤⇤¯, ⇤⌃¯0 + c.c., ⌃0( ⇤)⌃¯0( ⇤¯), ⌃+(p⇡0)⌃¯ (n¯⇡ ),
⇤(p⇡ )⇤¯(p¯⇡+). Exclusive MC samples for these
backgrounds are generated and used to estimate the
background contamination shown in Fig. A.2.
3. The global fit
Based on the joint angular distribution shown in
Eq. (1), a simultaneous fit is performed to the two
data sets according to the decay modes:
I: J/ ! ⇤⇤¯, ⇤! p⇡  and ⇤¯! p¯⇡+,
II: J/ ! ⇤⇤¯, ⇤! p⇡  and ⇤¯! n¯⇡0.
There are three common parameters, ↵ ,    and
↵ , and two separate parameters ↵+ and ↵¯0 for the
⇤¯ decays to p¯⇡+ and n¯⇡0, respectively. For data set










where P(⇠(i)I ) is the probability densi-
ty function evaluated for event i, and
W(⇠(i)I ;↵ ,  ,↵ ,↵+) is calculated with
Eq. (1) for event i. The normalization factor,
(CI) 1 = 1NMC
PNMC
j=1 W(⇠(j)I ;↵ ,  ,↵ ,↵+), is
estimated with the accepted NMC events, which
are generated with the phase space model, undergo
detector simulation, and are selected with the same
event criteria as for data. The definition of the
likelihood function for data set II, LII, is the same
9)2 (GeV/c0πnM

































FIG. A.2. Distribution for (a) invariant mass of n¯⇡0 and (b) recoiling mass of ⇤⇡0. The dots with error bars and the
open histograms denote data and signal MC, respectively. The shaded histograms show the backgrounds. The arrows
indicate the selection windows.
except for its calculation with di↵erent parameters
and data set. To determine the parameters, we use
the package MINUIT from the CERN library [43] to
minimize the function defined as:
S =   lnLIdata   lnLIIdata + lnLIbg. + lnLIIbg., (A2)
where lnLI(II)data and lnLI(II)bg. are the likelihood func-
tions for the two data sets and the background events,
respectively. The results of the separate fits for the
two data sets are given in Table A.1. We compare
the fit with the data using moments Ti (i = 1, ..., 5)
directly related to the terms in Eq. (1). The moments















































2,z   sin2 ✓⇤n(i)1,yn(i)2,y
⌘
.
Figs. A.3 and A.4 show the fit results to data sets
I and II, respectively. The distributions of Ti (i =
TABLE A.1. Simultaneous fit results for the angular dis-
tribution parameter, ↵ ,    and the asymmetry param-
eters ↵  for decays ⇤ ! p⇡ , ↵+ for ⇤¯ ! p¯⇡+ and ↵0
for ⇤¯ ! n¯⇡0, and compared to the separate fit results to
data I and II samples. The uncertainties are statistical
only.
Pars. Simultaneous fit Fit to I Fit to II
↵ 0.461± 0.006 0.459± 0.006 0.473± 0.019
↵  0.750± 0.009 0.749± 0.010 0.756± 0.031
↵+  0.758± 0.010  0.759± 0.010 ......
↵¯0  0.692± 0.016 ......  0.684± 0.028
   ( ) 42.4± 0.6 42.3± 0.6 43.4± 2.1
1, ..., 5) functions in terms of cos ✓⇤, and the ⇤ an-
gular distribution are shown in histograms (a)-(f),
together with the corresponding pull distributions.
The asymmetric distributions of T3 and T4 indicate
that significant transverse polarization of ⇤ and ⇤¯
hyperons is observed. The simultaneous fit results
for ↵ , ↵ , ↵+,    and ↵¯0 parameters are given
in Table A.1. Based on these parameters, the ob-
servables ↵¯0/↵+ and ACP = (↵  + ↵+)/(↵    ↵+)
are calculated, and their statistical uncertainties are
evaluated taking into account correlation coe cients
⇢(↵+,↵0) = 0.42 and ⇢(↵+,↵ ) = 0.82, respectively.
As a cross check, separate fits to data sets I and II are
performed, and results are consistent with the simul-
taneous fit within statistical uncertainties, as given in
Table A.1.
10


















































































































FIG. A.3. Distributions of Ti (i = 1, ..., 5) functions in terms of cos ✓⇤, and the ⇤ angular distribution for the decays
J/ ! ⇤⇤¯, ⇤! p⇡  and ⇤¯! p¯⇡+. The dots with error bars are the data, and the histograms are the total fit results.
The pull distribution is shown at the bottom of each histogram.
4. Systematic uncertainty
The systematic uncertainties can be divided into
two categories. The first category is from the event
selection, including the uncertainties on MDC track-
ing e ciency, the kinematic fit, ⇡0 and n¯ e ciencies,
⇤ and ⇤¯ reconstruction, background estimations, and
the ⇤, ⇤¯ and MRecoiling⇤⇡0 mass window requirements.
The second category includes uncertainties associated
with the fit procedure.
1. The uncertainty due to the e ciency of the
charged particles tracking has been investi-
gated with J/ ! ⇤⇤¯ ! p⇡ p¯⇡+ control
samples[44], taking into consideration the cor-
relation between the magnitude of charged par-
ticle momentum and its polar angle accep-
tances. Corrections are made based on the 2-
dimensional distribution of momentum versus
polar angle. The di↵erence between the fit re-
sults with and without the tracking correction
is taken as a systematic uncertainty.
2. The uncertainty due to the ⇡0 reconstruction is
estimated from the di↵erence between data and
MC simulation using a J/ ! ⇡+⇡ ⇡0 con-
trol sample. The uncertainty due to n¯ shower
requirement is estimated with a J/ ! p⇡ n¯
control sample, and the correction factors be-
tween data and MC simulations are determined.
The di↵erences in the fit results with and with-
out corrections to the e ciencies of the ⇡0 and
n¯ reconstructions are taken as systematic un-
certainties.
3. The systematic uncertainties for the determina-
tion of the physics parameters in the fits due to
the ⇤ and ⇤¯ vertex reconstructions are found to
be negligible.
4. The systematic uncertainties due to kinematic
fits are determined by making corrections to the
track parameters in the MC simulations to bet-
ter match the data. The corrections are done
with the 5-dimensional distributions over the
✓⇤, nˆ1, nˆ2 variables, where the nˆ1 and nˆ2 are
11





























































































































FIG. A.4. Distributions of Ti (i = 1, ..., 5) functions in terms of cos ✓⇤, and the ⇤ angular distribution for decays
J/ ! ⇤⇤¯, ⇤! p⇡  and ⇤¯! n¯⇡0. The dots with error bars are the data, and the histograms are the total fit results.
The pull distribution is shown at the bottom of each plot.
expressed using spherical coordinates. The fit
to data with the corrected MC sample yields
↵ =0.462 ± 0.006, ↵  = 0.749 ± 0.009, ↵+ =
 0.752± 0.009, and ↵¯0 =  0.688± 0.017. The
di↵erences between the fit with corrections and
the nominal fit are considered as the systemat-
ic uncertainties. For ↵ , the di↵erence between
the fit results with and without this correction
is negligible.
5. The uncertainty due to the fit method is esti-
mated with MC simulations. The di↵erences
between the input and output values on the
physical parameters are taken as the systematic
uncertainties.
6. The systematic uncertainty caused by the back-
ground estimation is studied by fitting the data
with and without considering background sub-
traction. The di↵erences on the parameters are
taken as the systematic uncertainties. The con-
tamination rate of background events in this
analysis is less than 0.1% according to the full
MC simulations, and the uncertainty due to
TABLE A.2. Relative systematic uncertainties (%)
for the measurements of parameters ↵J/ , ↵ , ↵+, ↵¯0
and   . Uncertainties due to the ⇤/⇤¯ vertex and back-
grounds are ignored.
Source ↵J/ ↵  ↵+ ↵¯0   
Tracking,⇡0, n¯ 1.5 0.1 0.3 0.6 1.1
Kinematic fit 0.2 0.1 0.8 0.6 0.0
Fit method 0.0 0.5 0.4 0.4 0.1
Total 1.5 0.5 0.9 0.8 1.1
background estimation is negligible.
The total systematic uncertainty for the parameters
is obtained by summing the individual systematic
uncertainties in quadrature, and is summarized in
Table A.2.
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