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Abstract—This paper presents an optimized energy manage-
ment system (OEMS) to control the microgrid of a remote
temporary military base featuring the diesel generators, the
battery energy storage system (BESS) and photovoltaic panels
(PV). The information of the expected electric demand is
suitably used to improve the sizing and management of the
BESS. The OEMS includes power electronics to charge the
batteries from either the PV source or the diesel generators,
it can function as a current source when it is supplementing
the power from one of the generators or as a voltage source
when it is the sole source of power for the loads. The novelty
in the overall optimization procedure lies (i) in using Special
Ordered Sets (SOSs) for the semicontinuous function handling
and (ii) in integrating economic evaluations, by properly taking
into account how the size of BESS affects its charge/discharge
cycle, thus the lifetime. Results from optimization are employed
by the OEMS to coordinate the energy sources and match the
critical and non critical loads with the available supply. Fuel
savings of ≈ 30% (and ≈ 50% adding the PV source) can be
achieved with respect to the already improved, but not optimal,
solution of a previous work.
Index Terms—microgrid, mixed integer linear optimization
(MILP), renewables integration, EMS, SOS, rain flow counting
method.
I. INTRODUCTION
Recent emphasis on energy efficiency has stimulated the
use of smart hybrid power supply systems in remote military
camps such as the US Marine Corps forward operating bases
(FOBs) [1], [2]. These power systems include a battery
energy storage system (BESS) and renewable energy sources
such as photovoltaic (PV) panels in addition to traditional
diesel generators. In [2] a power electronics based energy
management system (EMS) was used to significantly reduce
fuel consumption in a power system featuring two diesel
generators and a BESS, however the study did not consider
the BESS state of charge (SOC), lifetime, cost or the addition
of PV sources recently introduced in FOBs. In this paper an
optimized EMS (OEMS) is presented where a simple but
robust algorithm manages the diesel generators, the BESS
and PV source as shown in Fig. 1. Critical loads in the
schematic are those electrical devices that must be powered
at all times to ensure the success of the military operation.
The optimization strategy includes lifetime and economic
considerations for the BESS, thus managing the cost of the
microgrid while reducing fuel consumption. Applications of
online and offline optimization techniques in the management
of energy supply and demand are widely available as in
[3], [4] and [5] and more recently in [6] and [7]. They
are applied not only to microgrids, as in [8], but also to
assess the impact on bigger energy system, as in [9]. The
effectiveness of the implemented algorithms and procedures
to find a solution to the problem of cleverly minimizing
the fuel consumptions of FOBs are supported by the work
of Camponogara et al. [10], with respect to the use of the
Special Ordered Sets and by the work of Tankari et al. (2013)
in the use of the rainflow counting method. [11]. A mixed
integer linear programming (MILP) formulation is proposed
for the OEMS. Although MILP is less sophisticated than
other algorithms available in literature, analysis shows that
its robustness is a fundamental asset to speed up controlling
strategies and obtain satisfactory results. Two optimized
scenarios, with and without a PV source, demonstrate fuel
savings of ≈ 30%− 50%, respectively compared to previous
work. Experimental measurements demonstrate the OEMS
functionality.
In Section II, the power electronics based OEMS will be
illustrated. In Sections III the formulation of the optimization
problem, the methodology based on SOS-constraints and
the rainflow counting method are presented to solve the
minimization of the fuel consumption and for the optimal
sizing of the BESS. The case study is described and solved
in Section IV, conclusions are drawn in Section V.
Figure 1. Circuit schematic of the EMS for laboratory experiments
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Figure 2. Fuel consumptions (gal/h) vs. load factor (%, or output power
in kW) for genset #1 P1,r = 5kW and genset #2 P2,r=15kW . The
coefficients of the linear equations are m1 = 0.2366 - q1 = 0.0253;
m2 = 0.9153 . q2 = 0.2597, respectively.
II. THE POWER ELECTRONICS BASED EMS
The EMS depicted in Figure 1 includes three inverter
legs and a field programmable gate array (FPGA) based
control system. Two of the legs are used for a bidirectional
H-bridge converter and the last one is used as buck or
boost to charge and discharge the battery pack respectively.
The EMS includes a primary controller [12] for the power
electronics and a secondary controller to manage the loads
and distributed resources, including storage and PV. Solid
state switches are used to connect and disconnect the two
generator sets (gensets) and the non critical loads, which can
be shed if there is a power failure or to control peak power
consumption. While [12] focuses on the EMS primary control
system, this paper focuses on the secondary controller which
gives the OEMS the ability to manage loads and the BESS
state of charge.
III. THE PROBLEM FORMULATION: MILP, SOSS AND THE
RAINFLOW COUNTING METHOD
At first, we propose a formulation which improves the
original set-up reported in [2], secondly, we evolve towards a
hybrid microgrid configuration, by adding the new PV plant
and finally we optimize the size of the battery according to
the economics and the life time of the microgrid (i.e. the
operative days of the base). The results of such constrained
optimization problem become instrumental for the OEMS
described in the previous section. We look at a typical day,
divided into j − th time steps, then we base our model
on two vectors of semi-continuous, non negative decision
variables: x1,j and x2,j the average load factors of genset
#1 (P1r=5kW , rated power) and genset #2 (P2r=15kW ).
Figure 2 reports the linearized relationships between gensets’
consumption (gal/h) and xi,j (and also power).
We formulate an optimization problem to minimize the
fuel consumption of the facility of Figure 1, that is:





mi · xi,j + qi when xmi ≤ xi,j ≤ xMi
0 when xi,j = 0
(1)
over a J∗ horizon, discretized in j time steps. mi and
qi are the coefficients of the two linear equations in xi,j
of Figure 2. Additional equations describing the working
conditions of the diesel gensets and BESS, also with respect
to photovoltaic availability, are reported in Table I with a
succinct description.
The constraint, involving x3, means that the battery can be
charged and discharged (assuming both positive and negative
value), having as its hourly limit ±PBAT . This condition is
set to preserve its lifetime.
In balancing the supply and the demand side also the
contribution of the PV source (PPV,j) can be taken into
account in a deterministic way, if it exists.
If one of the two diesel generators can be used as a backup
power to improve the reliability, no synchronization between
the two gensets is required, at this stage [13].
Unfortunately (1) and some constraints are not straight-
forwardly applicable to linear programming solvers like
CPLEX c©. The objective function (1) is a sum of the
consumption associated to the running of the two gensets:{
f(x1,j) = 0.2366x1,j + 0.0253
f(x2,j) = 0.9153x2,j + 0.2597
(2)
in each time frame j − th a new xi,j is assessed. xi,j can
either be a value between 0.25 and 1 or be 0, so for each
function f(xi) 4 major points can be identified by their
coordinates: P 1i (0, 0), P
2
i (0.25
−, 0), P 3i (0.25
+,mi0.25+qi),
P 4i (1,mi+qi) (see Figure 2 where the points are highlighted
only for genset #1). Besides, the no syncronization require-
ment implies that ∀i :
xi,j > 0⇔ xl,j = 0 for l = i (3)
To deal with such features on decision variables, we
introduced the Special Ordered Sets (SOSs), a tool in the
Branch and Bound method to branch groups of variables.
SOSs of type 2 are functional to deal with piecewise linear
continuous functions (like the objective function) and type 1
to deal with the no syncronization requirement.
The formulation of a MILP problem is thus given, from
the objective function of (1) through the definition of all the
conditions expressed in Table I.
A. The SOSs type 2 and type 1 resolution
SOS2 is a ordered set of non negative variables, where no
more than 2 adjacent elements can be non zero in a feasible
solution. Consider f(y), the piecewise linear function in
y defined in closed intervals [ŷk, ŷk+1], where [ŷk, f(ŷk)]
represent the coordinates of P1, ..., PK and k = 1, ...,K
(Figure 3)
Table I
LIST OF VARIABLES, PARAMETERS AND EQUATIONS DESCRIBING THE PROBLEM CONDITIONS (AT TIME j)
variable Description of var./param. Equations #
/parameter and/or Eq.
x1,j - x2,j dominion of decision variables x
m
1 ≤ x1,j ≤ 1 or x1,j = 0 (1.2)
(i.e. load factors) xm2 ≤ x2,j ≤ 1 or x2,j = 0
no syncro condition xi,j > 0→ xk,j = 0 ∀k = i (1.3)
x3,j battery load factor dominion −1 ≤ x3,j ≤ 1 (1.4)




(P1r, P2r, PBAT )
Tbat, EBAT time of discharge at rated PBAT Ebat=PBAT · Tbat (1.6)
and capacity of BESS
Lj Load x1,j · P1r + x2,j · P2r (1.7)
-x3,j · PBAT + (PPV,j)=Lj
SOCj in % state of charge SOCj = SOCj−1 + x3,j · j
Tbat
(1.8)
SOC0 = SOCJ∗ (1.9)
dominion SOCm ≤ SOCj ≤ SOCM (1.10)
Figure 3. Generic piecewise linear function f(y)
y in [ŷk, ŷk+1] can be written as:
y = xkŷk + xk+1ŷk+1 (4)
where:
xk + xk+1 = 1 e xk, xk+1 ≥ 0 (5)
As well, f(y), linear in the interval, can be written as:
f(y) = xkf(ŷk) + xk+1f(ŷk+1) (6)
f(y) can be represented by using a set of weight variables
xk, k = 1, ...,K as:
f(y) = x1f(ŷ1) + x2f(ŷ2) + ...+ xKf(ŷK) (7)
where:
ŷ1x1 + ŷ2x2 + ...+ ŷKxK − y = 0 y ≥ 0 (8)
x1 + x2 + ...+ xK = 1 xk ≥ 0 k = 1, ...,K (9)
Besides, we must consider the additional condition that no
more than two adjacent variable can be non zero at any time
(according to [14] e [15]). These weight variables are the
Special Ordered Set type 2.
In an electrical grid, stability is a very important issue as
well as redundancy of the supply system: to provide those
two requirements for a limited supply system like a FOB can
be, where only a few diesel generators exist, we have been
assuming that only one generator is running at a time. Taking
into account such condition requires the use of SOS1. SOS1
are a set of adjacent subsequent variables where at most one
element can be non zero in a feasible solution. So (9) under
the condition of SOS1, that only one element can be non
zero, implies that only one element will be equal to one.
This last condition could also be expressed by constraining
xi to be a binary variable, but the definition of being SOSs1
brings to a more efficient solution process according to [14]
and [15].
B. The Rainflow counting method
The addition of batteries and PV sources to a traditional
FOB power system leads to fuel savings and CO2 emission
reduction. As the battery size increases the fuel consumption
decreases, however the overall cost of the microgrid will
go up. Therefore battery cost and lifetime must be included
in the optimization. In the economic evaluation of a given
layout, the real lifetime of a battery is a sensitive parameter
depending on the aging, according to the charge/discharge
cycles and the DoD (Depth of Discharge). Thus, another
step deals with the best sizing of the BESS, on a typical
day working cycles. The chosen approach was an adaptation
of the Miner’s Rule [16], introduced by Facinelli in [17]:
in brief, he observed that the higher the DoD the lower the
lifetime of a battery (see Figure 4).
Such rule is valid as long as the cycles do not overlap,
which is typical of a simple PV+BESS configuration. When
the cycles are more irregular, then the rule can not be applied
as it is. For instance, this irregularity has been firstly found
in modelling wind/diesel kind of systems [18]. If overlapping
and irregular cycles occur, the Rainflow Count, deriving from
Figure 4. Fitting curve representing the cycles to failure (lifetime) of
batteries vs. the fractional DoD
Table II
NUMBER OF CYCLES VS. DOD FOR LEAD-ACID BATTERIES [22].
INVESTMENT COSTS: 1kW = 3250$; 1.5kW = 4125$; 3kW = 6750$;
5kW = 10250$





the original work of Collins [19], later resumed by [20], [21]
and [11], can be used.
The modelling of the wearing out of batteries due to
the cycles of charge/discharge is based on considering the





where CF is the cycles to failure, ai and bi are constant
adjustable parameters, R is the depth of fractional discharge.
The life fraction is 1/CF so, if after a given number of
cycles the sum of the number of the cycles (Ni) multiplied
by the life fraction is greater than 1, then the battery is








is the inverse of the lifetime. The unit of measure depends
on the time horizon cycles are counted on: if the DoD cycles
are evaluated on a single day, then the lifetime of the battery
is counted in days. The lead-acid battery characteristics of
Section IV are from [22] and are reported in Table II, along
with some costs.
The technique is based on the work of Downing et al.
[23] and uses an algorithm created by Nielsony in MatLab
code [24], where individual cycles and the range of cycles of
batteries are assessed according to what is detailed in Section
IV. Although the method is conceptually reasonable and it
consists of the separation of cycles it must be pointed out
that there is no experimental validation of it.
IV. RESULTS FOR THE CASE STUDIED OF A FOB
This section demonstrates that the optimized algorithm
embedded in the OEMS’ secondary controller reduces the
overall cost of the microgrid by including battery lifetime
expectation and a load management algorithm, more sophis-
ticated than the one presented in [2]. The experimental results
are also illustrated.
A. Optimization and cost analysis: the two scenarios
In Table III the most relevant input data are listed for two
scenarios: the first without a PV panel, to compare results
with the analysis in [2], the second with a 3kWP PV panel.
At the bottom of Table III the most important outcomes
from the optimization are reported: the optimal initial state
of charge, the consumption (gal/h) and the savings (%)
against the original configuration, where 11.2 gal/day were
consumed with the same set of electrical loads [2] .
The results of the two scenarios are reported in details
from Figure 5 to Figure 10. Figure 5 and 6 show the power
curves over a 24 hour period for the load, PV source, and the
two gensets. In Scenario n.1 both gensets are used but never
at the same time; in Scenario n.2 the OEMS chooses to use
only genset #1, leaving genset #2 off. This is the result of
the optimization algorithm matching the loads to the sources
to minimize fuel consumption, with the addition on security
of supply. The fuel consumption over the 24 hour period is
plotted in Figures 7 and 8. The total consumed fuel is 7.7 and
4.65 gallons, which demonstrates in both cases a 31% and
58% reduction, compared to the analysis in [2]. The BESS
power and SOC are shown in Figures 9 and 10, it can be
noted that the optimal starting SOC is different (in Scenario
n.1 is 40%, while in Scenario n.2 is 100%). The Rainflow
counting method is applied to the SOC of Scenario n.2 of
Figure 10 and shown in Figure 11 for the 12 major trends (up
and down) deducted from the scenario itself. The changes in
the level of the storage is resolved in individual cycles, in a
given interval, and used within the model of cycles to failure
to cumulatively estimate the battery wearing out. Note that
the dotted line in Figure 11 is the SOC curve from Figure
10, on top of which the cycles to failure for the batteries are
counted. The results of the Rainflow counting method are
combined with the battery data in Figure 4 to create the cost
analysis curves in Figure 12, where the cash flow of four
different BESS sizes (1, 1.5, 3 and 5 kW) are plotted versus
the total number of days (the set horizon). We verified and
compared how the investment, which depends on the BESS
size, is compensated by the saving in fuel over a set horizon,
according to:
G(size, horizon) =
Inv(size)−NF (size) · Cfuel ·Δfuel(size, horizon)
(12)
where G the Gain is the cash flow in $, Inv is the investment
in $, NF the days to failure of the batteries (depending on
the number and DoD of the counted cycles), Cfuel is the
specific fuel cost ($ /gal) and Δfuel is the daily difference
between consumption due to the traditional management of
Table III
RELEVANT INPUT AND OUTPUT DATA FOR BOTH THE SCENARIOS (ON A TYPICAL DAY J∗ = 24)
Description Scenario n.1 (no PV) Scenario n.2 (with PV)
input
x1,j- x2,j 0 or 0.25÷ 1 (semicont.) 0 or 0.25÷ 1 (semicont.)
x3,j −1÷ 1 −1÷ 1
P1r-P2r-PBAT in kW 5− 15− 3 5− 15− 3
Tbat in h at PBAT = 3kW 6 6
SOCm-SOCM in kWh(and%) 3.6-18 (20%-100%) 3.6-18 (20%-100%)
PPV peak power in kW 0 3
output
SOC0 = SOC24 in % 40% 100% (also see Figure 10)
Consump. in gal/day (savings in %) 7.7 (31%) 4.65 (58%) (also see Figures 7 and 8)




















Figure 5. Scenario n.1: Load and Power from generators (PBAT equal to
3kW , SOC0 = SOC24, no PV)
























Figure 6. Scenario n.2: Load and Power from generators (PV and PBAT
both equal to 3kW , SOC0 = SOC24)
the diesel generators of [2] against the optimized one (in
gal/day). In this example a 365-days horizon is implemented
and the 1kW BESS is identified as the most cost effective
configuration because it yields the greatest cash flow at the
end of the year . It is worth noting that if the FOB needs to
be operative for less than 365 days, for example in the range
between 240 and 300 days, then the 3kW size BESS would
achieve the highest cash flow and should be used.
B. The experimental set up and verification
The objective of this section is to demonstrate how the
OEMS hardware executes the commands sent by the opti-
mized secondary controller presented in the previous sec-





































Figure 7. Scenario n.1: Load and Consumption, power in [kW] on the
primary y axis, consumption in [gal] on the secondary y axis (PBAT equal
to 3kW , SOC0 = SOC24, no PV)































Figure 8. Scenario n.2: Load and Consumption, power in [kW] on the
primary y axis, consumption in [gal] on the secondary y axis (PV and PBAT
both equal to 3kW , SOC0 = SOC24)
tions. A scaled laboratory prototype was built and tested that
responds to the four different commands:
• Transition from battery-only power mode to the gener-
ator powering the load after the genset is turned on.
• While the genset is on, switch from drawing additional
power from the battery bank to battery charging mode.
• While the genset is on, switch from battery charging
mode to drawing additional power from the battery
bank.
• Turnoff the genset and transition to battery-only power















































Figure 9. Scenario n.1: Power from/to Batteries in [kW] (on primary
y axis); SOC [%] (on secondary y axis) (PBAT = 3kW , SOC0 =
SOC24=40%, noPV ). On the x-axis the hours of the day
Figure 10. Scenario n.2: Power from/to Batteries in [kW] (on primary y
axis); SOC [%] (on secondary y axis) (PV and PBAT = 3kW , SOC0 =
SOC24=100%). On the x-axis the hours of the day and below also the
peaks count (from 1 to 12)
Figure 11. Scenario n.2: identification and counting of cycles to failure.
On the y-axis the SOC in % (the dotted of Figure 10 and the superimposed
colored peak identification) on the x-axis the peaks count
mode.
These commands are issued several times by the OEMS’
secondary controller in either of the two scenarios covered
in this paper.
The OEMS laboratory prototype includes an FPGA devel-
opment board, a power PCB and an interface PCB as shown
in Figure 13.
























Figure 12. Scenario n.2 (with PV=3kWP ): Economic evaluation on 365
days: on the y axis the Cash flow in [$], on the x axis the considered horizon
[in days] for the 4 investigated battery sizes, investment costs from Table II
and fuel cost 3.964 $ /gal.
Figure 13. OEMS hardware block diagram
Figure 14. Laboratory set up
The OEMS power circuit is shown in Figure 1 and further
details of the hardware implementation and control system
can be found in [12]. The circuit shown in Figure 14 was
assembled in the laboratory to demonstrate how the OEMS
Figure 15. Step change from battery-only power to battery and generator
power after the generator is powered on
hardware responds to the secondary controller’s commands.
The diesel generator Genset #1 was simulated by the AC
grid, which provides a 120V rms voltage source, just like a
diesel generator would. The power level of the experiment
is a few hundred watts as the main goal is to demonstrate
the hardware functionality, not its power rating. The DC bus
(shown in Figure 1) was regulated at 200V and lead acid
batteries were used for the energy storage element.
In Figure 15 the voltage and current waveforms demon-
strating the execution of the first command of the list are
displayed. The load is initially powered only by the battery
while the OEMS reduces the phase difference between the
generator’s voltage and its own. At t = 0 the OEMS latches
to the generator’s voltage and the load becomes powered by
the generator while the OEMS current iems goes to zero.
This transition is transparent to the load. The voltage and
current waveforms demonstrating the execution of the second
command of the list are displayed in Figure 16. The load is
initially powered by the generator and the battery together.
At t = 0 the OEMS reverses the power flow from/to the
battery. The power flow reversal from the battery can be
easily identified in the top plot of Figure 16 where the
OEMS current iems has a phase shift of 180
◦ at t = 0
when the battery quits providing power to the load and
begins charging the battery. The bottom plot in Figure 16,
the DC battery current goes from negative (current out of the
battery) to positive (current into the battery) and the generator
current increases to support the load and the charging of
the battery. In Figure 17 the voltage and current waveforms,
demonstrating the execution of the third command of the
list, are displayed. The power flow reversal is executed by
the OEMS in reverse order with respect to the previous
experiment shown in Figure 16. Initially the generator powers
the load and charges the battery, then at t = 0 the power flow
is reversed and the battery supplements the generator power
instead of being charged. Finally the implementation of the
fourth command of the list is displayed in Figure 18 where
Figure 16. Transition from drawing additional power from the battery bank
to battery charging mode. The generator is kept on
Figure 17. Transition from battery charging mode to drawing additional
power from the battery bank. The generator is kept on
the generator is turned off and the power to the load comes
only from the battery. Once again the transition is transparent
to the load which cannot be disrupted at any time.
V. CONCLUSIONS AND FUTURE WORK
This paper presents an OEMS which minimizes the fuel
consumption of the diesel generators used in an FOB’s
microgrid. The OEMS was implemented in hardware and
simulations. A MILP formulation, suitably solved by means
of SOS2 and SOS1, has been successfully demonstrated. Its
simplicity leads to robustness and ease of implementation.
The Rainflow counting method was used to determine the
most cost effective BESS size with a given operating time,
including a 3kWP source. This condition (on given operating
times) thus needs to be taken in better account for the future
operative planning of the basis. Two 24-hours scenarios were
analyzed and showed fuel savings in the range of 30% -
Figure 18. Disconnect from the generator to transition into battery-only
power mode
50% with respect to a previous improved configuration. A
laboratory prototype has been built to demonstrate the OEMS
functionality. It has also been demonstrated that the OEMS
can carry out the commands produced by the optimization
algorithm without disturbing the bus voltage to which critical
loads are connected. Future work will analyze the impact of
adding supercapacitors to the BESS to further increase the
battery’s lifetime.
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