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Abstract
We solve the inverse problem of reconstructing radial Dirac and Schrödinger operators acting in the unit ball of R3 from two
spectra of their one-dimensional parts corresponding to a fixed nonzero angular momentum. We give a complete description of the
spectral data, prove existence and uniqueness of solutions to the inverse problem, and present the reconstruction algorithm.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
The main aim of the present article is to solve the inverse spectral problem of reconstructing a radial Dirac (or
Schrödinger) operator acting in the unit ball of R3 from two spectra of its restriction to the invariant subspace corre-
sponding to a fixed angular momentum κ ∈ Z and subject to two boundary conditions at |x| = r = 1. Since the results
for the Schrödinger operators will be derived as a corollary of those for the Dirac operators, we explain first the setting
of the problem for the Dirac operators.
It is well known [28] that a three-dimensional radial Dirac operator with potential
V (r) = vel(r)1 + vam(r)σ1 +
(
m + vsc(r)
)
σ3
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46 S. Albeverio et al. / J. Math. Anal. Appl. 339 (2008) 45–57can be decomposed into the direct sum of Dirac operators in L2(R+;C2) generated by the differential expressions
L (κ,V ) := σ2 1i
d
dr
+ κ
r
σ1 + V (r).
Here κ ∈ Z is the angular momentum, 1 is the identity matrix in C2,
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
are the Pauli matrices, m is the mass of the particle, and vsc, vel, and vam are real-valued functions that represent
respectively the scalar potential, electrostatic potential, and anomalous magnetic moment, see [28, Chapter 4]. The
differential expression L (κ,V ) considered on functions u = (u1, u2) satisfying the boundary condition
u1(1) cos θ − u2(1) sin θ = 0, θ ∈ [0,π)
(and a similar one for x = 0 if κ = 0) generates a (partial) Dirac operator H (θ, κ,V ), which is self-adjoint in H :=
L2((0,1);C2) and has a simple discrete spectrum tending to ±∞.
Our aim in this paper is to give and justify an algorithm of reconstruction of the potential V from the spectra of
the Dirac operators H (θ1, κ,V ) and H (θ2, κ,V ) for a nonzero angular momentum κ and subject to two different
boundary conditions at r = 1. It is well known [20, Chapter 7], [8, Section 6] that even in the regular case κ = 0 there
are unitary gauge transformations between Dirac operators, and thus the inverse problem is ill posed in this general
setting. To eliminate this ambiguity, we restrict ourselves to potentials V with zero electric component,
V (r) = vam(r)σ1 + vsc(r)σ3, (1.1)
giving the Ablowitz–Kaup–Newell–Segur (AKNS) normal form [1].
For κ = 0, various aspects of the inverse theory for Dirac operators and systems have been developed by many
authors; we point out, e.g., the pioneering paper [11] and recent articles [3,8,13,21,24] containing also extensive
bibliography lists on the subject. Recently, the general case κ ∈ Z was considered in [5,25] for a related inverse
spectral problem that uses one spectrum and corresponding norming constants to reconstruct the potential V . In [5]
the class of potentials that belong to Lp(0,1), p ∈ [1,∞), componentwise was treated and the double commutation
method [12,14,27] was used, which allowed a reduction to the well-studied case κ = 0. In [25] a mapping between
the spectral data and the potentials that are in L2(0,1) componentwise was studied, paralleling the analysis of [23]
for a regular Sturm–Liouville case and of [26] for the case of radial Schrödinger operators.
Here we show that the inverse problem of reconstructing the Dirac operator from two spectra can be reduced
to that studied in [5,25], similarly to the approach that has been widely used in the regular case, see [3] and the
references therein. For simplicity, we restrict ourselves to the class L2(0,1) of potentials that belong to L2(0,1)
componentwise, though other classes can be treated in a similar way, see Remarks 2.7 and 3.1. We consider only
the most important cases of boundary conditions given by θ = 0 and θ = π/2, the reason for this being, apart from
considerable simplification of both the formulations and the calculations, that precisely these two choices are then
used to derive the results for Schrödinger operators. Also, since σ2H (θ, κ,V )σ2 =H (θ − π/2,−κ,−V ), we may
only consider angular momenta κ taking values in the set N of natural numbers.
Our first main result, Theorem 1.1, states that interlacing of two sequences of real numbers and their correct
asymptotics are sufficient conditions in order that they should be eigenvalues of the Dirac operators H (0, κ,V )
and H (π/2, κ,V ) for some κ ∈ N and V ∈ L2(0,1). These conditions are also necessary; indeed, the eigenvalue
distribution was derived in, e.g., [5,25] and interlacing follows from a general results on the spectra of perturbations
of rank one [9]. Similar statements for regular (at κ = 0) Sturm–Liouville and Dirac operators are well known, see,
e.g., [3,15,19,20,22] and the references therein.
Theorem 1.1. Assume that sequences (λn)n∈Z and (μn)n∈Z of real numbers interlace, i.e., μn < λn < μn+1 for all
n ∈ Z, and satisfy the relations
λn = π
(
n + sign(n)κ
2
)
+ λˆn, (1.2)
μn = π
(
n − 1 + sign(n)κ
)
+ μˆn (1.3)2 2
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such that {λn}n∈Z is the spectrum of the operator H (0, κ,V ) and {μn}n∈Z is that of H (π/2, κ,V ).
The algorithm of solution consists in determining the norming constants from the two spectra and then using the
reconstruction methods of the papers [5,25].
The above results can be applied to the radial Schrödinger operators in the unit ball of R3. The key observation
is that in the particular case of an AKNS potential V with vsc = 0, i.e., in the case of V = vamσ1, the spectra of the
Dirac operators H (0, κ,V ) and H (π/2, κ,V ) are symmetric about the origin and the relation L (κ,V )u = λu for
u := (u1, u2) implies that
−
(
d
dx
− κ
x
− vam
)(
d
dx
+ κ
x
+ vam
)
u1 = λ2u1. (1.4)
And conversely, if the above relation holds with some nonzero λ and a nontrivial u1, then the vector u± := (u1, u2,±)
with u2,± := ±λ−1(u′1 + κu1/x + vamu1) solves the equation
L (κ, vamσ1)u± = ±λu±.
We observe next that relation (1.4) coincides in the distributional sense with the Bessel differential expression [6,7]
−u′′1 +
κ(κ + 1)
x2
u1 + qu1 = λ2u1,
where q := −v′am + v2am + 2κvam/x is a distribution in W−12 (0,1). This Bessel differential expression appears in the
spectral analysis of the radial Schrödinger operator
− + q(|x|)
acting in the unit ball of R3. Indeed, this Schrödinger operator decomposes in the spherical coordinates into the direct
sum of Bessel operators Tκ in L2(0,1) given by
Tκy(x) = −y′′(x) + κ(κ + 1)
x2
y(x) + q(x)y(x) (1.5)
on suitable domains.
If q ∈ L2(0,1) is real-valued, then Tκ becomes self-adjoint after restricting its natural domain by the boundary
condition
y(1) cos θ = y′(1) sin θ
(and also by a similar boundary condition at x = 0 if κ = 0). This self-adjoint operator (denoted T (θ, κ, q)) has
simple discrete spectrum λ21(θ, κ, q) < λ
2
2(θ, κ, q) < · · · tending to infinity. Moreover, it is known [6] that the numbers
λ2n(θ, κ, q) satisfy the asymptotics
λ2n(0, κ, q) = π2
(
n + κ
2
)2
+ s0 + rn(0), (1.6)
λ2n(θ, κ, q) = π2
(
n + κ − 1
2
)2
+ sθ + rn(θ), θ = 0, (1.7)
where sθ are real constants (in particular, s0 =
∫ 1
0 q dx − κ(κ + 1)) and the sequences (rn(θ)) belong to 2(N).
It was shown in [4] that for any κ ∈ N and q ∈ L2(0,1) there exist v ∈ W 12 (0,1) and C  0 such that the operator
T (θ, κ, q) + CI , with I being the identity operator of L2(0,1), coincides with the Bessel operator S(θ1, κ, v) in the
factorized (or impedance) form given by
S(θ1, κ, v)y = (κ, v)y := −
(
d
dx
− κ
x
− v
)(
d
dx
+ κ
x
+ v
)
y (1.8)
on the domain
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{
y ∈ AC(0,1] ∩ L2(0,1)
∣∣ y[1] := y′ + (κ/x + v)y ∈ AC(0,1], (κ, v)y ∈ L2(0,1),
y(1) cos θ1 = y[1](1) sin θ1
};
moreover, θ1 = 0 if θ = 0 and θ1 = π/2 otherwise. In this sense (i.e., modulo the additive term CI ) the class of
Bessel operators in the factorized form (1.8) with v ∈ W 12 (0,1) includes the class of Bessel operators in the potential
form (1.5) with q ∈ L2(0,1). Moreover, the operator S(θ, κ, v) is well defined also for v ∈ L2(0,1), in which case the
corresponding potential q is a distribution and the very definition of T (θ, κ, q) is not an obvious issue.
The eigenvalue asymptotics for S(θ, κ, v) in the case where v ∈ Lp(0,1), p ∈ [1,∞), and the inverse spectral
problem of reconstructing v from the spectrum and the corresponding norming constants was studied in detail in [4];
see also [26] for the inverse analysis of the Bessel operators T (θ, κ, q) in the potential form with q ∈ L2(0,1). As in
the above Theorem 1.1, it turns out that the interlacing and correct asymptotics of two sequences are (necessary and)
sufficient conditions for them to be spectra of the operators S(0, κ, v) and S(π/2, κ, v).
Theorem 1.2. Assume that sequences (λ2n)n∈N and (μ2n)n∈N of positive numbers interlace, i.e., that μ2n < λ2n < μ2n+1for every n ∈ N, and that λn and μn satisfy the asymptotics given in (1.2) and (1.3). Then there exists a unique real-
valued v ∈ L2(0,1) such that the numbers λ2n and μ2n, n ∈ N, constitute all the eigenvalues of the Bessel operators
S(0, κ, v) and S(π/2, κ, v), respectively.
The analogue of this theorem for the Bessel operator T (θ, κ, q) in the potential form reads as follows, cf. [6,7,10,
26].
Corollary 1.3. Assume that, the other assumptions of Theorem 1.2 being unchanged, the numbers λ2n and μ2n obey
the asymptotics given in (1.6) and (1.7). Then there exist unique q ∈ L2(0,1) and θ ∈ (0,π) such that these numbers
constitute all the eigenvalues of the operators T (0, κ, q) and T (θ, κ, q), respectively.
The paper is organized as follows. In the next section we introduce the norming constants and study their properties.
In Section 3 the norming constants are used to reconstruct the Dirac operator by applying the methods of [5,25] and
to prove Theorem 1.1. Finally, in Section 4 these results are used to reconstruct a radial Schrödinger operator and to
prove Theorem 1.2 and Corollary 1.3.
Throughout the paper, capital letters usually represent 2×2 matrices or matrix-valued functions, while vectors and
vector-valued functions are denoted by little bold letters; also, u stands for the transposition of a (row or column)
vector u. We abbreviate Lp((a, b);C2) to Lp(a, b) and say that a potential V = V (vam, vsc) in the AKNS form (1.1)
belongs to Lp(0,1) if both vam and vsc are in Lp(0,1). We also write 〈·,·〉 for the scalar product in the Hilbert space H.
2. Norming constants
As was explained in the Introduction, our first task is to use two spectra to determine the sequence of the cor-
responding norming constants. We recall that the norming constants αn corresponding to the eigenvalues λn of the
operator H (0, κ,V ) are introduced as follows. We denote by u( · , λ) a solution of the equation L (κ,V )u = λu sat-
isfying the terminal condition u(1) = (0,1). Then the eigenvalues λn are exactly those λ ∈ C, for which the solution
u( · , λ) is bounded at the origin. In this case u( · , λ) is the corresponding eigenvector, and we put
αn :=
∥∥u( · , λn)∥∥−2H
to be the norming constant corresponding to λn, n ∈ Z.
Theorem 2.1. Assume that κ ∈ N and V ∈ L2(0,1); then the norming constants αn = ‖u( · , λn)‖−2H of the opera-
tor H (0, κ,V ) corresponding to the eigenvalues λn have the asymptotics
αn = 1 + αˆn (2.1)
where (αˆn)n∈Z is a sequence in 2.
S. Albeverio et al. / J. Math. Anal. Appl. 339 (2008) 45–57 49Along with u( · , λ), we introduce a solution y( · , λ) := (y1( · , λ), y2( · , λ)) of the equation L (κ,V )u = λu that
has a regular behaviour at the origin and is normalized so that limx→0+ x−κy2(x,λ) = 1. Then the zeros of the
function φ(λ) := y1(1, λ) coincide with the eigenvalues λn of the operator H (0, κ,V ), and those of the function
ψ(λ) := y2(1, λ) coincide with the eigenvalues μn of H (π/2, κ,V ).
It turns out that φ and ψ (i.e., that the two spectra (λn)n∈Z and (μn)n∈Z) determine uniquely the norming con-
stants αn. The next result is fairly standard in the case κ = 0, cf. [3], and we present it here for the sake of completeness.
Lemma 2.2. The norming constants αn, n ∈ Z, satisfy the following relation:
αn = ψ(λn)
φ˙(λn)
. (2.2)
Proof. Since the system of eigenvectors (un)n∈Z, un := u( · , λn), of the operator H :=H (0, κ,V ) is an orthogonal
basis of H, we have
(H − λ)−1f =
∞∑
n=−∞
αn〈f,un〉un
λn − λ .
In particular, the residue of this expression at λ = λn equals −αn〈f,un〉un.
On the other hand, (H − λ)−1 can be calculated as
(H − λ)−1f(x) = u(x,λ)
W(λ)
x∫
0
f(t)y(t, λ) dt + y(x,λ)
W(λ)
1∫
x
f(t)u(t, λ) dt,
where W(λ) is the Wronskian of the solutions u( · , λ) and y( · , λ), i.e.,
W(λ) := u1(x,λ)y2(x,λ) − u2(x,λ)y1(x,λ).
Since the right-hand side of the above equality does not depend on x, we find that
W(λ) = −y1(1, λ) = −φ(λ).
Thus the residue of (H − λ)−1f at λ = λn is equal to
−u(x,λn)
φ˙(λn)
x∫
0
f(t)y(t, λn) dt − y(x,λn)
φ˙(λn)
1∫
x
f(t)u(t, λn) dt. (2.3)
We observe now that the vector-functions y(x,λn) and u(x,λn) are collinear, namely,
y( · , λn) = y2(1, λn)
u2(1, λn)
u( · , λn) = ψ(λn)u( · , λn),
so that expression (2.3) simplifies to −〈f,un〉unψ(λn)/φ˙(λn). Equating this to the above found expression for the
residue of (H − λ)−1f at λ = λn, we obtain relation (2.2) for αn. The proof is complete. 
We show next that the functions φ(λ) and ψ(λ) can be reconstructed from their zeros via the Hadamard canonical
products. We start with the special case V ≡ 0 and denote in this case the functions y( · , λ), φ, and ψ by y0( · , λ), φ0,
and ψ0, respectively. It is known that the function
y0( · , λ) :=
(
y0,1( · , λ), y0,2( · , λ)
)
is explicitly given via
y0,1(x,λ) = 
(
κ + 1
2
)(
2
λ
)κ− 12
x1/2J
κ+ 12 (λx),
y0,2(x,λ) = 
(
κ + 1
)(
2
)κ− 12
x1/2J
κ− 12 (λx),2 λ
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ω → +∞ along the real line,
Jν(iω) = i
ν+1/2eω√
2π iω
[
1 + o(1)], (2.4)
which yields the asymptotics of φ0(iω) as ω → +∞, namely,
φ0(iω) = i 2
κ−1(κ + 12 )√
π
eω
ωκ
[
1 + o(1)]. (2.5)
Similarly,
ψ0(iω) = 2
κ−1(κ + 12 )√
π
eω
ωκ
[
1 + o(1)], ω → +∞.
The key point in establishing the exact formulae for φ and ψ rests on the following observation.
Lemma 2.3.
lim
ω→+∞
φ(iω)
φ0(iω)
= lim
ω→+∞
ψ(iω)
ψ0(iω)
= 1.
Proof. By Proposition 2.4 of [25], for all λ ∈ C we have
∣∣φ(λ) − φ0(λ)∣∣ e|Imλ|ξ(|λ|)
(1 + |λ|)κ , (2.6)∣∣ψ(λ) − ψ0(λ)∣∣ e|Imλ|ξ(|λ|)
(1 + |λ|)κ , (2.7)
with some function ξ(r) vanishing at +∞. Taking λ = iω, dividing both sides of (2.6) by φ0(iω) and using the
asymptotics (2.5) of φ0 at +i∞, we get the first limit. The second limit is justified analogously, by dividing (2.7) for
λ = iω by ψ0(iω) and using the asymptotic behaviour of ψ0 at +i∞. 
Lemma 2.4. The following formula holds:
φ(λ) = 2
κ(κ + 12 )
πκ+ 12 [(κ2 + 1)]2
(λ − λ0)V.p.
∞∏
n=−∞
′ λn − λ
π(n + sign(n)κ2 )
, (2.8)
where V.p. stands for the principal value and the prime means that the factor corresponding to n = 0 is omitted;
moreover, the product converges uniformly on compact sets.
Proof. That the product in (2.8) converges uniformly on compact sets follows from the same convergence of the series
V.p.
∑
n∈Z
′ λˆn − λ
π(n + sign(n)κ2 )
.
We assume that none of λn vanishes; otherwise the standard changes are needed. Being of exponential type 1, the
function φ admits a representation as the Hadamard canonical product, i.e.,
φ(λ) = eaλ+b V.p.
∞∏
n=−∞
(
1 − λ
λn
)
eλ/λn
with some constants a and b. We point out that the series V.p.
∑∞
n=−∞ 1/λn converges, hence the factors eλ/λn can
(and shall) be incorporated into eaλ+b by modifying a accordingly.
To find a and b, we first observe that (2.5) and Lemma 2.3 gives
lim
ω→+∞φ(iω)ω
κe−ω = i2
κ−1(κ + 12 )√ .π
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lim
ω→+∞ e
−aiωφ(iω)
/
iω
∞∏
n=1
(
1 + ω
2
π2(n + κ2 )2
)
= − e
b
λ0
V.p.
∞∏
n=−∞
′ π(n + sign(n)κ2 )
λn
.
Assume that κ is even, say κ = 2m. Then
iω
∞∏
n=1
(
1 + ω
2
π2(n + m)2
) m∏
k=1
(
1 + ω
2
π2k2
)
= sin(iω),
and thus
lim
ω→+∞φ(iω)
/
iω
∞∏
n=1
(
1 + ω
2
π2(n + m)2
)
=
(
m∏
k=1
π2k2
)−1
lim
ω→+∞
φ(iω)ωκ
sin(iω)
= 2
κ(κ + 12 )
πκ+ 12 [(κ2 + 1)]2
.
For κ = 2m + 1 the calculations are similar, namely,
∞∏
n=1
(
1 + ω
2
π2(n + κ2 )2
)m+1∏
k=1
(
1 + ω
2
π2(k − 12 )2
)
= coshω
yields
lim
ω→+∞φ(iω)
/
iω
∞∏
n=1
(
1 + ω
2
π2(n + κ2 )2
)
=
(
m+1∏
k=1
π2
(
k − 1
2
)2)−1
lim
ω→+∞
φ(iω)ωκ+1
iω coshω
= 2
κ(κ + 12 )
πκ+ 12 [(κ2 + 1)]2
.
Comparing the limits, we conclude that a = 0 and that
eb = −λ0 2
κ(κ + 12 )
πκ+ 12 [(κ2 + 1)]2
V.p.
∞∏
n=−∞
′ λn
π(n + sign(n)κ2 )
,
and the claim follows. 
Similar arguments establish the formula for ψ , and we omit the details of the proof.
Lemma 2.5. The following formula holds:
ψ(λ) = 2
κ(κ + 12 )
πκ− 12 [(κ2 + 12 )]2
V.p.
∞∏
n=−∞
μn − λ
π(n − 12 + sign(n)κ2 )
. (2.9)
With these preparations, we can now prove a more general result than that stated in Theorem 2.1.
Theorem 2.6. Assume that sequences (λn)n∈Z and (μn)n∈Z of real numbers interlace, i.e., that μn < λn < μn+1 for
all n ∈ Z, and that, for some κ ∈ N, λn obey the asymptotics given in (1.2) and μn that given in (1.3). Construct
functions φ and ψ via (2.8) and (2.9) respectively and define numbers αn via (2.2); then αn are all positive and satisfy
relation (2.1) with some 2-sequence (αˆn)n∈Z.
We deliberately give a proof that can easily be adapted to more general situations, cf. Remarks 2.7 and 3.1. We
recall that the convolution f ∗ g of functions f and g that are integrable on (0,1) is defined as
(f ∗ g)(x) :=
1∫
f (x − t)g(t) dt,0
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function f , viz.
en(f ) :=
1∫
0
f (t)e−2πnit dt;
we have en(f ∗ g) = en(f )en(g) for every n ∈ Z.
Proof of Theorem 2.6. Interlacing of λn and μn implies that all αn are of the same sign, and thus they are positive in
view of the asymptotics justified below.
Assume first that κ = 2m is even. We choose real numbers ν−m < ν1−m < · · · < ν−1 in the interval (μ0, λ0) and
ν1 < ν2 < · · · < νm in (μ1, λ1) and put p(λ) = C−12
∏
|k|m,k =0(νk − λ) with C2 := 2κ(κ + 1/2)/
√
π . Then the
functions Φ := pφ and Ψ := pψ have the form
Φ(λ) = (λ − λ0)
m∏
k=−m
′ νk − λ
πk
V.p.
∞∏
n=−∞
′ λn − λ
π(n + sign(n)m),
Ψ (λ) =
m∏
k=−m
′ νk − λ
π(k − 12 )
V.p.
∞∏
n=−∞
μn − λ
π(n − 12 + sign(n)m)
.
It follows from [17] that there exists f1 ∈ L2(0,1) such that the function Φ can be represented as
Φ(λ) = sinλ +
1∫
0
f1(t)e
iλ(1−2t) dt; (2.10)
analogously, for some f2 ∈ L2(0,1) we have
Ψ (λ) = cosλ +
1∫
0
f2(t)e
iλ(1−2t) dt, (2.11)
and, moreover, it is easy to see that
αn = ψ(λn)
φ˙(λn)
= Ψ (λn)
Φ˙(λn)
. (2.12)
We denote by (λ˜n)n∈Z the sequence obtained by amalgamating the sequences (λn) and (νk) into one and subsequent
reordering; then there is g˜ ∈ L2(0,1) such that λ˜n = πn+ en(g˜). In view of equality (2.12) it suffices to prove that the
numbers an := Φ˙(λ˜n) and bn := Ψ (λ˜n) can be represented as (−1)n(1 + a˜n) and (−1)n(1 + b˜n) respectively, where
a˜n and b˜n are 2-sequences. We observe that αn = (1+ b˜n+m)/(1+ a˜n+m) for all positive n and αn = (1+ b˜n−m)/(1+
a˜n−m) for all negative n and that both b˜n and a˜n are nth Fourier coefficients of some functions in L2(0,1).
Using formulae (2.10) and (2.11), we show that the numbers an and bn take the form
cos λ˜n +
1∫
0
f (s)eiλ˜n(1−2s) ds
with f (s) = i(1 − 2s)f1(s) ∈ L2(0,1) for an and f (s) = f2(s) ∈ L2(0,1) for bn. Hence it remains to show that
(−1)n cos λ˜n = 1 + en(g1) for some g1 ∈ L2(0,1) and that
(−1)n
1∫
0
f (s)eiλ˜n(1−2s) ds = en(g2)
for some g2 ∈ L2(0,1).
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cos λ˜n = (−1)n cos en(g˜) = (−1)n
[
1 +
∞∑
k=1
(−1)k en(g˜)
2k
(2k)!
]
= (−1)n[1 + en(g1)],
where g1 :=∑∞k=1(−1)kg˜〈2k〉/(2k)! and f 〈k〉 := f ∗ f ∗ · · · ∗ f is the k-fold convolution of f ∈ L2(0,1) with itself.
Since the operation of convolution is continuous in L2(0,1), we conclude that g1 belongs to L2(0,1), as required.
Writing
1∫
0
f (s)eiλ˜n(1−2s) ds = (−1)n
1∫
0
f (s) exp
{
ien(g˜)(1 − 2s)
}
e−2π ins ds,
developing the function exp{ien(g˜)(1 − 2s)} into the Taylor series, and changing the summation and the integration
order (which is allowed in view of the absolute convergence of the Taylor series and the integral), we find that
(−1)n
1∫
0
f (s)eiλ˜n(1−2s) ds = 1 + en
( ∞∑
k=1
(Mkf ) ∗ g˜〈k〉
k!
)
,
where M is the operator of multiplication by i(1 − 2t). Since M has norm 1 in L2(0,1), the series in the right-hand
side of the above equality gives a function g2 in L2(0,1), and the proof is complete.
The case of κ odd, κ = 2m + 1, is treated analogously: we choose κ real numbers ν−m, . . . , νm such that
λ−1 < ν−m < ν−m+1 < · · · < ν−1 < μ0 < ν0 < λ0 < ν1 < ν2 < · · · < νm < μ1
put p(λ) = C−12
∏m
k=1(νk − λ) with C2 as above, and conclude that the functions Φ := pφ and Ψ := pψ have the
representations
Φ(λ) = − cosλ +
1∫
0
f1(t)e
iλ(1−2t) dt,
Ψ (λ) = sinλ +
1∫
0
f2(t)e
iλ(1−2t) dt (2.13)
for some f1, f2 ∈ L2(0,1). Next we observe that
αn = ψ(λn)
φ˙(λn)
= Ψ (λn)
Φ˙(λn)
and that both Φ˙(λn) and Ψ (λn) take the form
sinλn +
1∫
0
f (t)eiλn(1−2t) dt,
and then complete the proof as above. 
Remark 2.7. In fact, the above reasoning can be modified in order to cover the case where the potential V belongs to
other classes, e.g., where both vam and vsc are in Lp(0,1) or in the Sobolev space W 1p(0,1) with p ∈ (1,∞).
Namely, the results of [3,5,17,25] show that for many spaces X (e.g., for the above-mentioned ones) the eigenval-
ues λn of H (0, κ,V ) with V in X componentwise have the representation
λn = π
(
n + sign(n)κ
)
+ en(g1) (2.14)2
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μn = π
(
n − 1
2
+ sign(n)κ
2
)
+ en(g2) (2.15)
for some g2 ∈ X. Repeating the arguments of the above proof, we conclude that the numbers αn have the form
αn = 1 + en(g), (2.16)
where g ∈ X.
If the Riesz projectors P± [18] do not act continuously in X (e.g., if X = L1(0,1)), then the above formulae
become somewhat more involved, viz. [5]
λn =
{
π(n + κ2 ) + en+κ (g1), if n 0,
π(n − κ2 ) + en(g1), if n < 0,
μn =
{
π(n − 12 + κ2 ) + en+κ(g2), if n 0,
π(n − 12 − κ2 ) + en(g2), if n < 0,
αn =
{1 + en+κ (g), if n 0,
1 + en(g), if n < 0, (2.17)
for some g,g1, g2 ∈ X.
3. Proof of Theorem 1.1
Given two sequences (λn) and (μn) as in the statement of the theorem, we construct the entire functions φ and ψ
of (2.8) and (2.9) respectively, and the constants αn of (2.2). By Theorem 2.6, the numbers αn are positive and obey
the asymptotics of (2.1).
For these sequences (λn) and (αn) we can find a unique potential V ∈ L2(0,1) in the AKNS form such that the λn
are the eigenvalues and the αn are the corresponding norming constants of the Dirac operator H (0, κ,V ), see [5].
It remains to prove that the μn are the eigenvalues of the operator H (π/2, κ,V ).
For the found V , we introduce, as above, a solution y( · , λ) := (y1( · , λ), y2( · , λ)) of the equationL (κ,V )u = λu
that has a regular behaviour at the origin and is normalized so that limx→0+ x−κy2(x,λ) = 1. Then the zeros of
ψ˜(λ) := y2(1, λ) are precisely the eigenvalues of the operator H (π/2, κ,V ), and to complete the proof, it suffices to
show that ψ˜ ≡ ψ .
By Lemma 2.2 the norming constants αn of H (0, κ,V ) corresponding to the eigenvalues λn satisfy relation (2.2)
with ψ therein replaced by ψ˜ , which implies that ψ˜(λk) = ψ(λk) for all k ∈ Z, and hence that the function ψˆ := ψ˜−ψ
vanishes at the points λk , k ∈ Z. We claim that ψˆ ≡ 0.
Indeed, the representations for ψ and ψ˜ as canonical products and the analysis of the proof of Theorem 2.6 (cf.
formulae (2.11) and (2.13)) show that
∣∣ψˆ(λ)∣∣ e|Imλ|ξ(|λ|)
(1 + |λ|)κ (3.1)
for some function ξ vanishing at infinity. Assume, on the contrary, that ψˆ ≡ 0. Then the numbers μk , k ∈ Z, are
simple zeros of ψˆ and this function has no other zeros. Indeed, with n(t) denoting the counting function of zeros of
the function ψˆ (i.e., the number of zeros in the disc |z| t), the Jensen’s formula on account of (3.1) gives
r∫
1
n(t)
t
dt  2r
π
− κ log r + C1 (3.2)
with some constant C1 ∈ R. On the other hand, if ψˆ had other zeros, then the asymptotics of μk would guarantee the
existence of ε ∈ (0, 12 ) such that, for all l ∈ N sufficiently large, say for l m, we would have
n
(
π
(
l + κ − 1 + ε
))
 2l + 1.2
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we find that
tn+1∫
tm
n(t)
t
dt 
n∑
l=m
(2l + 1) log tl+1
tl
= (2n + 1) log tn+1 − 2
n∑
l=m
log tl − (2m − 1) log tm
 (2n + 1) log(tn+1/π) − 2 log(tn+1/π) + C2  2tn+1
π
+ (1 − 2ε − κ) log tn+1 + C3
for some real constants C2 and C3. This is in contradiction with estimate (3.2), so that our assumption that ψˆ has
some other zeros besides the zeros μk , k ∈ Z, counting multiplicity has to be rejected.
The function ψˆ is of exponential type 1, since it is the difference of two such functions. Hence ψˆ can be written as
the Hadamard canonical product
ψˆ(λ) = eaλ+bV.p.
∞∏
k=−∞
(
1 − λ
μn
)
.
However, an analysis similar to that used in the proof of Lemmata 2.3 and 2.5 shows that then at least one of the limits
lim
ω→±∞ ψˆ(iω)ω
κe−ω
either does not exists or it exists and is nonzero. This contradicts estimate (3.1), so that ψˆ ≡ 0, and the proof is
complete.
Remark 3.1. If the numbers λn and μn have representations (2.14) and (2.15) with some X as in Remark 2.7 instead
of (1.2) and (1.3) respectively, then the reconstructed potential V belongs to the space X componentwise, cf. [3,5].
4. Reconstruction of Bessel operators
Reconstruction of the impedance potential v from the spectra of Bessel operators S(0, κ, v) and S(π/2, κ, v) rests
on the following observation:
Lemma 4.1. Assume that the sequences (λn) and (μn) satisfy all the assumptions of Theorem 1.1 and in addition are
symmetric with respect to the origin, i.e., they contain −λ along with each λ. Then the reconstructed potential V of
the form (1.1) of the Dirac operators H (0, κ,V ) and H (π/2, κ,V ) has vsc ≡ 0.
Proof. The anti-commutation relations between the Pauli matrices σj show that if a function y solves the equation
L (κ,V )y = λy,
then the function y˜ := σ3y satisfies the relation
L
(
κ,V 
)
y˜ = −λy˜,
where
V (x) := vam(x)σ1 − vsc(x)σ3
if V is given by (1.1). It follows that if y is an eigenfunction of the operatorH (θ, κ,V ), θ = 0 or θ = π/2, correspond-
ing to the eigenvalue λ, then y˜ is an eigenfunction of the operator H (θ, κ,V ) corresponding to the eigenvalue −λ.
If therefore the spectra of both H (0, κ,V ) and H (π/2, κ,V ) are symmetric with respect to the origin, then the
uniqueness claim of Theorem 1.1 implies that V  = V , i.e., that vsc ≡ 0. 
Direct calculations justify the following statement.
Lemma 4.2. Assume that v ∈ L2(0,1) is real-valued, κ ∈ N, and θ = 0 or θ = π/2. Then λ ∈ R \ {0} is an eigenvalue
of the Dirac operator H (θ, κ, vσ1) if and only if λ2 is an eigenvalue of the Bessel operator S(θ, κ, v).
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of the theorem, we form the sequences (λn)n∈Z and (μn)n∈Z of real numbers in the following manner. For n ∈ N,
we put λn =
√
λ2n > 0 and λ−n = −λn, and λ0 := 0; also, μn =
√
μ2n > 0 and μ1−n = −μn for all n ∈ N. Then
the sequences (λn) and (μn) satisfy all the assumptions of Theorem 1.1, so that there exists a unique V ∈ L2(0,1)
such that λn are eigenvalues of H (0, κ,V ) and μn are those of H (π/2, κ,V ). Since, however, the spectra of these
operators are symmetric about the origin, we have V = vamσ1 for some vam ∈ L2(0,1) by Lemma 4.1. In view of
Lemma 4.2 we conclude that {λ2n}n∈N is the spectrum of the operator S(0, κ, vam) and {μn}n∈N is the spectrum of the
operator S(π/2, κ, vam).
Finally, uniqueness of vam follows from uniqueness of the potential V in the reconstructed Dirac operators
H (0, κ,V ) and H (π/2, κ,V ). 
Proof of Corollary 1.3. By Theorem 1.2 there exists a real-valued v ∈ L2(0,1) such that the numbers λ2n and μ2n,
n ∈ N, give all the eigenvalues of the Bessel operators S(0, κ, v) and S(π/2, κ, v), respectively. Applying the methods
of the papers [4,16], we conclude that due to the asymptotics of λn and μn the function v belongs in fact to the space
W 12 (0,1) and satisfies v(0) = 0. This allows one to represent the operators S(0, κ, v) and S(π/2, κ, v) in the potential
form T (0, κ, q) and T (θ, κ, q) with q := −v′ + v2 + 2κv/x ∈ L2(0,1) and θ satisfying cot θ = −v(1) − κ . 
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