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concept of Functional Observability/Detectability and shows that the
well-known concept of Observability/Detectability is a special case of
Functional Observability/Detectability.
This technical note is organized as follows: Section II details the
notations used in the technical note, Section III provides a statement
of the problem. Section IV presents the methodology, here it is shown
that in some instances it is necessary to estimate extra linear functions
in order to estimate the desired linear functions. In Section V, the main
results of the technical note are presented. Two numerical examples are
presented in Section VI and a conclusion is given in Section VII. The
proofs for all the Lemmas and Theorems in the technical note can be
found in Appendix.
II. NOTATION
A basis for a subspace of   is a set of row vectors             
while the matrix of the basis vectors is the matrix
  
.
.
.
 
. We will also
use the notation   to mean a matrix of row basis vectors for the
subspace . The row space of a matrix is written using the symbol 
         
The (row) nullspace of a matrix is written using the symbol 
        
The perpendicular subspace to a subspace say,    is defined as
                	 
where 
 
 is an inner product. We will also use  to represent the iden-
tity matrix of appropriate dimensions and 
 to represent the transpose
of 
, 	

 to represent the rank of 
, 
 to represent the set
of eigenvalues of 
, 	
 and 
 to represent the number of
rows of 
 and the number of columns of 
 respectively. Further-
more,  	 is the binomial coefficient and it is the number
of 	-element subsets (the 	-combinations) of an -element set.
III. PROBLEM STATEMENT
Consider a linear time-invariant system described by

 
  (1a)
 
 (1b)
 
 (1c)
where 
 	  ,  	  and  	  are the state, input
and the output vectors, respectively.  	  is the vector to be
estimated.  	   ,  	  ,  	   and  	   are
known constant matrices. Without loss of generality, it is assumed that
	
  , 	
   and 	



 . It is assumed
without loss of generality that there are no stable uncontrollable states
in the system because the asymptotic value of uncontrollable but stable
states are zero, those states play no part in an asymptotic estimation of
, and if present, those states can be removed from the system and
the function .
Let  

 
 
,  	  be functions that can be
estimated using a functional observer of order  (where  is in the range
    ) of the form (2a)–(2b) below
     (2a)
    (2b)
where  	  . The problem to be solved in this technical note is
the design of a minimum-order linear functional observer of the form
(2a)–(2b) with arbitrary poles, i.e., determining matrices  , ,  and
 with arbitrary eigenvalues and  minimum, such that   
as    for any 
,  and .
IV. METHODOLOGY
The observer error is     and error dynamics can be
written as
       

     (3)
Theorem 1:   as  for any 
,  and  iff 
is Hurwitz and
    (4a)
     (4b)
Theorem 2 [16]: There exists a -order linear functional observer
(2a)–(2b) with arbitrary poles such that  is an asymptotic estimate
of  for any 
,  and  iff the following two conditions
(5a) and (5b) are satisfied:
   	





 	




 (5a)
   	

 


 	





 	  (5b)
Once the observer existence conditions (5a) and (5b) are satisfied,
then an observer of order  can be designed in a straightforward way
as detailed in [16]. In [16], Condition 2 considers  	 ,   ,
however if we consider  	 instead of  	 ,   in Condition
2, then the observer can have arbitrary stable poles as opposed to just
stable poles. Since  represents the order of the observer, and also 
represents the number of rows in (which includes), the problem of
designing the minimum-order observer reduces to finding the smallest
, that is,  with the least number of rows, that satisfies Condition 1
and Condition 2. If the two conditions are satisfied when    then
the order of the observer is , and is the lowest possible order that can be
had, because a dynamic observer of order less than  cannot estimate 
linearly independent functions. However, if the two conditions are not
satisfied when    then the lowest possible order is greater than ,
and the minimum order is equal to the number of rows of the smallest
 that satisfies the two conditions. This technical note shows how to
find the smallest .
V. MAIN RESULTS
Consider the matrices    and   such that    


and   
  

 Let  ,  and  as follows:
        (6)
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           (7)
   

  
(8)
where  consist of rows of  such that  does not belong to the row
space of   . Also let
       (9)
      (10)
Condition 1 implies
         (11)
A finite iteration, in , is needed to increase the size of  when Con-
dition 1 is not true. Let   be some linear functions that include ,
now let   ,   ,      and  
 

be the values of , ,    and   respectively
when      .
Lemma 1: Let      and also let 	  and 
  have   columns
each, such that
 	  
     
 
 


 
 

(12)
and also let   (with number of columns equal to number of rows of
	  ) and   such that
        
	  
 

 
 
 
 (13)
Iff a vector 	 belongs to the row space of  
      	  
 

   	  
 

 
    
  	  
 

(14)
then     
	
will increase   by 1 for each 	 up to      
but will not increase   .
So Lemma 1 chooses a set of vectors from the space of rows of  ,
with no subspace entirely within the space of the rows of    and which
map to the space of rows of   under . To satisfy Condition 1 when
   ,  must belong to the row space of     . When Condition
1 is not satisfied,    contains           
 
rows linearly
independent of the rows of     . From Lemma 1 we know that inclusion
of  in  increases  without increasing , so in finding the min-
imum  that satisfies Condition 1, those  rows need to be included
in  together with the rows of       
   

 
where
each row will increase both  and  by only one, so
     


      
   

   (15)
In general, if Condition 1 is still not satisfied for     the process
is repeated until it is. Hence, inductively
   
 
 
     

 
 
 
 
 
   (16)
In each iteration, the above procedure maximizes   and minimizes  
(see Lemma 1), hence the minimum      that satisfies Condition 1
is obtained when
     

       
 
 (17)
Let 
 be

   
  
 (18)
so     is the minimum  that satisfies Condition 1 and can be
written as
  
 if 
   ,


if 
  . (19)
So in each step of the finite iterative process (i.e., for each ) the fol-
lowing two tasks are performed starting with    :
I. Include vectors to  so that  is increased but  is not (Lemma
1 suggests how to do this).
II. For the new  obtained in step I above compute   and   , if  
and    spans the same space then let     and the iterative
process stops, otherwise to the resulting  from step I, include
the rows of  that do not belong to    and continue with the
iteration.
It should be noted that in each iterative step there is no choice in the
vectors that can be included in except for choosing a linear combina-
tion of those vectors that can be included as identified in steps I and II
of the iterative process. Now we consider satisfying Condition 1 when
       .
Lemma 2: Let         
 
and   be a matrix formed by
taking  left eigenvectors of    and then post multiplied by  ,
there are  choose  possibilities (i.e.,    many
possibilities) for   , so           . Condition
1 is satisfied for          iff    

 
where  is any
non-singular square matrix of appropriate dimensions.
Lemma 3: If Condition 1 is satisfied, but Condition 2 is not satisfied
for some , then including a row vector in  from the row space of 
cannot satisfy Condition 2.
Lemma 4: If Condition 1 is satisfied, but Condition 2 is not sat-
isfied for some , then including a row vector linearly independent
of          in  such that Condition 1 remains satisfied (by
adding one to both  and ), cannot satisfy Condition 2.
From Lemmas 3 and 4 it is clear if Condition 2 is not satisfied for
some  then Condition 2 can only be satisfied (if at all) by including
row vectors in the row space ofwithout violating Condition 1 when
          , or            , or 	 	 	, or       ,
we now consider satisfying Condition 1 by including row vectors in the
row space of  in  as detailed in Lemmas 5 and 6 to follow.
Lemma 5: Let  and  be such that     !    
 and     !     and
      
 
 

 
 (20)
Also let
    (21)
For 	   ,   

	
satisfies Condition 1 for         
 iff 	 belongs to the row space of  .
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So, Lemma 5 is suggesting that Condition 1 can still be satisfied
without increasing the LHS and RHS of Condition 1 (i.e.,       
       ) if a new  is formed by picking a row vector from    
      and append it with   . In fact we could append
the whole of   to   to form a new  and still satisfy Condition 1
without increasing its LHS and RHS.
Lemma 6: Let    
 

,        	    ,

       	
	     , 

 and  be such that
    
    and        
and
  

    


 

 (22)
Also let


    

 (23)
For    ,   
 


satisfies Condition 1 for       
           iff  belongs to the row space of    .
So, Lemma 6 is suggesting that Condition 1 can still be satisfied
without increasing the LHS and RHS of Condition 1 when       
           if a new  is formed by picking a row vector from
            and append it with   
 

.
In fact we could append the whole of    to   
 

to form
a new  and still satisfy Condition 1 without increasing its LHS and
RHS.
Remark 1: For      and   
 
 
Condition 1 is satisfied
for               . For   
 

and   
 

  
,  
     	    , 
       	
	      Condition 1 is
satisfied for                  .
We can now introduce the concept of Functional Observability.
Functional Observability is a test of whether linear functions of states
of a system can be inferred by knowledge of external outputs and
inputs of the system. For system matrices  and  , and the function
to be estimated , Functional Observability can ascertain if  can
be estimated in a similar way that Observability of the pair  can
ascertain if all the states can be estimated.
Definition 1: The triple  is Functional Observable iff
there exists an         	 such that   	  
and  satisfies conditions 1 and 2.
Theorem 3: The triple  is Functional Observable iff Con-
dition 2 is satisfied for     
 
or one of   
 

  
,  
     	   , 
       	
	      .
For        	    and 
       	
	      let
  
 ,  
 , 
  
  and 
  
  be the maximum
difference between the RHS and LHS of Condition 2 when      ,
  
 
 
,   
 

and   
 

  
, respectively
      	




    
 
 (24)
     	




    
    
 
 (25)

        	




    
 


 
 (26)

        	




    
 


    

 
 
 (27)
Remark 2: Suppose some  satisfies Condition 1 but doesn’t satisfy
Condition 2 then always LHS of Condition 2 is less than its RHS at
some   and will occur at some    	 and  is such that
       (28)
The values of  , , 
  
  and 
  
  can be computed
by considering the eigenvalues of  corresponding to . Since Con-
dition 1 is satisfied,  exists.
Now let  be a matrix formed by taking   rows from
  , there are   choose   possibilities for  ,
so         	
   . Also let 
be a matrix formed by taking 
  rows from    ,
       	    , 
       	
	     
there are     choose 
  possibilities for  , so
       	
  

   
  .
Lemma 7: There exist either a  such that   
 

satisfies
Condition 2 or a  such that   
 


,        	    ,

       	
	       satisfies Condition 2 iff the triple
 is Functional Observable.
Theorem 4: Let      such that   
 

satisfies Condi-
tion 2 and let     such that   
 


,        	  ,

       	
	      satisfies Condition 2 for some 
  

 with     where  is the minimum . If the triple  is
Functional Observable then the minimum  that satisfies Conditions
1 and 2 is
  if     ,
 
 
if         ,
 


if     ,    .
Remark 3: Note that if we consider   ,  
 , instead
of   in (5b) and in (24)–(27), obviously the minimum  that is
obtained can only guarantee a stable observer, and also Theorem 3 then
presents the conditions for Functional Detectability.
Remark 4: The concept of Functional Observability/Detectability
reduces to Observability/Detectability when     . It is easy to
see that Functional Observability of the triple   reduces to
Observability of the pair . Furthermore, if we consider the
right half complex plane instead of the entire complex plane then
criteria reported in Theorem 3 is Functional Detectability of the triple
. Again Functional Detectability of   reduces to
Detectability of .
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VI. NUMERICAL EXAMPLES
Example 1: Consider
   
          
             
        
          
          
          
       	   
          
           
    
            	   and
   
     . The system    is functional ob-
servable. From (19),       and from (24),    . From (25),
    with    
            . From The-
orem 4, a minimum  that satisfies Conditions 1 and 2 is     

,
hence a second-order observer can be designed.
Example 2: Consider    
   
   
  
,    
     and
    
    . This system is not Observable and also not De-
tectable but Functional Detectable, therefore an observer to estimate
  can be designed. We note that for      Condition 1 is satisfied
and also Condition 2 is satisfied for   ,   , so a first-order
observer can be designed. The pole of the observer cannot be arbitrarily
chosen, it is fixed at     .
VII. CONCLUSION
The technical note has introduced the concept of Functional Observ-
ability/Detectability that ascertains the ability to estimate a given linear
function of the state vector using a dynamical observer. The necessary
and sufficient condition for a triple    to be Functional Ob-
servable/Detectable is reported in this technical note, and for systems
which are Functional Observable/Detectable, a solution to the design
of minimum-order observers has also been presented. It also emerges
in the technical note that Observability is better expressed in a more
general sense as a triple    than a pair  .
APPENDIX
Proof of Theorem 1: If (4a)–(4b) are satisfied and also if 	 is
Hurwitz then 
   for any  and 
 (hence for any 
and  as well). If 	 has some of its eigenvalues   such that
   then even for     and    , 
   as  
. If (4b) is not satisfied then a  can be chosen to make 
  
as . If (4a) is not satisfied then the uncontrollable states of 
(note they are all unstable) approach  and the controllable states of
 can be arbitrarily chosen using  to make 
  .
Proof of Lemma 1: Since we require  to remain constant for
  


we choose  from      where    , so   can
be written as
    


     


  (29)
It follows that  remains unchanged (i.e.,  and   belong to )
iff:
   
  



 



   (30)
or

      



 



 (31)
So it follows iff   	   then  remains constant. Following
along a similar way it can be shown that  also remains constant iff 
belongs to the row space of   . It now follows that  increases
but  remains constant iff
  	 



	 



  	
 


 (32)
Since 



is a full row rank matrix,  can be increased by 1 for each
 up to    .
Proof of Lemma 2: We choose elements from the row space of
   	 
 


(an orthonormal basis),     say, where
   , which satisfy   being an element of the row space of

 


        
 

      

  (33)
Multiplying on the right by and using    ,       
we get
  

       (34)
which is to find the left eigenvectors of  . Let us define  to
be the left eigenvector of   then the corresponding    
has the property that   is in the row space of

 


. So     

increases   by one and also increases   by one for each . For any
    that satisfy Condition 1,     also satisfies Condition 1
where  is any non-singular square matrix of appropriate dimensions.
Proof of Lemma 3: If   	 then       	, hence
the LHS of Condition 2 is
 
   
    

  
   

 


   
Proof of Lemma 4: If Condition 1 is satisfied for some  then
      and the LHS of Condition 2 is
 
   

  
   

 
 
 
   

 
  


However, if Condition 2 is not satisfied then

  

 


(35)
where  is some eigenvalue of . Since Condition 1 is also satisfied
if  is included in 
        (36)
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With   included in , the minimum value of LHS of Condition 2 is
  
  

  
     
 
  
  

   
 	  
  

     
  
        
 
  
  


  
  
   
 
 

  
 
 	 	 

 
 

 (37)
Proof of Lemma 5: We choose elements from the row space of
,       say, where    , so   can be written as
     
     

  
 (38)
It follows that  remains unchanged (and also  ) iff:
       




   (39)
that is, iff a row vector      is chosen from the row space of
     .
Proof of Lemma 6: Proof of Lemma 6 has steps identical to the
proof of Lemma 5.
Proof of Theorem 3: If Condition 2 is not satisfied for   

or   


 
then from Lemmas 3 and 4 it follows that Condition
2 cannot be satisfied for any  such that     . On the other
hand, since    

and   


 
satisfies Condition 1,
if either  satisfies Condition 2 then an observer can be designed to
estimate .
Proof of Lemma 7: From Theorem 3, if 
 is not Func-
tional Observable then  cannot be estimated. If Condition 2 is satis-
fied for    

then    

satisfies Condition 2 for at least
some    	      

  , otherwise   


cannot also satisfy Condition 2, which is a contradiction. Similarly, if
Condition 2 is satisfied for   


 
then Condition 2 is satisfied
for at least one     	          
 
otherwise   


 
cannot also satisfy Condition 2, which is a
contradiction.
Proof of Theorem 4:
      
  

   
 
     
  	 
 

   
 
(40)
where  is such that         (see Remark 2)

        
  

   
  


 
      
  	 
 

   
  


 
(41)
hence 
     
  	 
 

   
 
and from (40) it
follows that
    . The rest of the proof follows from Theorem
3 and Lemma 7.
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