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I. INTRODUCTION 
If the n-dimensional system 
i = Ax + pf(x, t, p), (1) 
where A is a constant matrix and f is periodic in t, is degenerate, i.e., 
if i = Ax has nonzero periodic solutions (this case often arises in problems 
of mechanical or electrical oscillations), then the number of families of 
periodic solutions of (1) which “branch” from periodic solutions of the 
corresponding linear equation 3 = Ax is in general finite. In previous 
papers [5, 61 topological degree was used to establish the existence of 
such branchings and obtain a lower bound for the number of branchings. 
In this paper, we obtain an upper bound for the number of branchings. 
This upper bound may be roughly described as follows: if q is the degree 
of degeneracy of (1) and if the components of f are polynomials where m 
is the maximum degree of these polynomials, then for each sufficiently 
small ,u, the number of distinct periodic solutions of (1) is less than or 
equal to mq. 
The basic idea of the proof, which consists in comparing an appropriate 
mapping in real Euclidean n-space with the corresponding mapping in 
complex Euclidean n-space, is different from the basic idea of the proofs 
in [5, 6 and 81. But the details of the proof are much the same as those 
in the previous papers. (E.g., Lemma 3 is just a restatement of a lemma 
in [S].) 
Our study has essentially three aspects. First we start from the 
canonical form of (1) described by Coddington and Levinson in [2] and 
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the version of the “branching equations” derived in 121 from this canon- L _ 
ical form. Kest we use the basic properties of topological degree to 
investigate the solutions of the “branching equations.” And in this 
investigation, we apply a very useful theorem due, in its original form. 
to Sard [l?, Theorem 4.11. Application of this theorem to the present 
probletn Jields the fact that if the forcing term in (1) is changed, ho\r~~~-t~t 
slightly, then (1) has just a finite number of periodic solutions. \\‘c then 
show that an upper bound for this finite number is ~11’1. 
II. THE UPPER HOLJSLI 
Given 
2 = Ax + ,(lf(N, t, p), (2, 
an ia-dimensional system, where A is a constant matris and f has contin- 
uous second derivatives in all variables, function f is explicitly a function 
of t (i.e., system (2) is non-autonomous) and f has period ‘3,~ in t: then 
(2) has the general solution .x(f, /i, c) where c is the boundary condition 
for f = 0, i.e., x(0, ,LA, c) = c, by the fundamental existence theorem. 
(See [9, p. 7 ff.] or [lo, p. 30 ff.].) By the uniqueness: condition of this 
theorem, the equation 
x(2n, p, c) - c = 0 (3) 
is a necessary and sufficient condition for the periodicity of the solution 
$, p> c). 
Suppose first that (2) is a nondegenerate system, i.e., suppose that 
the corresponding linear equation i = Ax has no nonzero solutions with 
period 2x, or equivalently that -4 has no eigenvalues of the form i.“\r 
where N is an integer: positive, negative, or zero. Then as Poincare 
proved ill], Eq. (3) can be solved in a neighborhood of c = il, = 0 b\. 
using the implicit function theorem. Thus for each c and /d sufficientlj. 
small there is a unique solution of (2) with period 2.x and this farnil\. 
of periodic solutions is continuous in ~1. Moreover this is the only su~,h 
family of solutions. 
Here we study the degenerate case. Following Coddington and 
Levinson 12, pp. 356-3641, we make the following assumption. 
hSSUhlPTION 1. Matrix 4 is in the canonical form: 
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where the elements not shown are zeros. Each Ai, j = 1,. . . ,Iz is a matrix 
of ui (ai even) rows and columns of the form 
I Si 
I! 
II 
E2 si 
Aj= (1 .. ., 
II E, if / 
where all elements are zero except Sj and E,, and 
where Ni is a positive integer. (M t a rix Aj may have only two rows 
and two columns in which case Aj = Sj.) Each matrix Bj has pj rows 
and columns, j = 1,. . . ,m, and is of the form 
o...o’ 
10. .o 
Bj= 01.. 0 
. . . . . 
O..lO 
where Bj may have only one row and column in which case Bj consists of 
the single element 0. The matrix C has (n - ci= 1 Qj - XT’= r ,8j) rows 
and columns and has no characteristic roots of the form iN for any 
integer N including N = 0. Matrix C need not be in canonical form. 
As shown by Coddington and Levinson [2, p. 3621, Eq. (3) can be 
written : 
qc,, . . .,cn-q) +p e(2n -$)A f [x(s, /A, c), s, ,/A] ds = 0 
(i’) 
0 
2n 
(1 
e(2n--)Af[~(~,~,c),s,~Jds (4 
0 
where L is a nonsingular (n - q)x(n - q) matrix acting on the vector 
(c,, * . . , c, _ J. The subscripts have been rearranged so that 1,. . . , n - q 
are the nonexceptional indices and (i’) denotes the (W - q) components 
which have nonsingular indices and (i) denotes the q components which 
have singular indices. (For the definition of singular, nonsingular, and 
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nonexceptional indices, see p, p. 3Gl].) The number g is equal to 2k + ‘WI 
and is called the degree of degeneracy of system (2); it is the number of 
linearly independent nonzero solutions of period PC of the equation 
.C = .-lx. Throughout our discussion, we assume that y 1:~ 0. 
The left side of (4) defines a mapping M, of real Euclidean ,t-space E” 
into itself. In particular if !l := 0, the mapping becomes: 
-qc,, . . * , cn - 4) 
2x 
(I 
e(2x - s)A f [es‘4 c’, s, O] as 
) (iJ 0 
(5) 
where c’ = (0,. . ., 0, c,-~+~,. . . , c,). 
ASSUMPTION 2. The components of function j are polynomials in 
sin M,f, cos M,t (where M,, M, range over a finite set of integer values), 
the components of n, and ,M. 
REMIRK. In the remainder of this discussion, we shall assume that 
Assumption 2 holds. All the results obtained have analogs for the more 
general case in which the components of f are twice differentiable func- 
tions which can be approximated for large N by polynomials of the kind 
described in Assumption 2. See [6] for a detailed discussion of this kind 
of approximation. 
Because of Assumption 2, the components of (5) are, except for the 
first (12 - g) linear components, polynomials P, in c,-~~ r,. , c,, 
(j = 1~ - g + 1,. . ., ~1). Now let P,“i) be the terms in Pj which are of 
the highest degree, yi, i.e., P+“ii is homogeneous of degree Y, 
(j = II. - q + 1,. . .) ,a). 
ASSUMPTION 3. The resultant of the polynomials P,“d (j = II - q + 1, 
. .) ~2) is nonzero. 
Now if in (5) we regard ci, . . . , c, as complex variables, then M,, induces 
a mapping, =A@, of complex Euclidean +space, 6”, into itself. In the 
following discussion, we shall refer to the topological degree of -I,, and 
the Jacobian Jtl) of Ar. These are actually the topological degree and 
Jacobian of the mapping of real Euclidean (%-space induced in the 
obvious way by A@. (Each of the ~c components of A,( is split into its 
real and imaginary parts.) 
LEMMA 1. The topological degree in 6” of A0 at the origin and relative 
to a sufficiently large sphere S with center at the origin is nlZn.. y +r~i. 
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PROOF: First from the definition of topological degree, the degree 
of A,, is equal to that of the mapping H,, in complex Euclidean q-space 
defined by 
z’ n-q+1 = pn-q+1(%-q+l,...,zn) 
z:, = pn (&-(+1,.,.,&J 
(Matrix L regarded as a mapping of real 2(12 - q)-space into itself has a 
positive determinant.) 
Since by Assumption 3, the resultant of the polynomials P,c*ij is 
nonzero, then the topological index at the origin (see [l, p. 4721) of the 
mapping g0 in complex Euclidean q-space defined by 
A-,-1 = pa-q-1 (z,-,+1,...,zn) 
(I* - p - 1) 
. . 
I 
% = P?‘(Zn-q+l,...,Zn) 
is ny= n _ q+l vi (see [4, Lemma B,]). It follows by standard arguments 
that if S is a sphere in En with center at the origin and sufficiently large = 
radius, then the topological index at the origin of mapping Ma is equal 
to the topological degree at the origin and relative to S of mapping a,,. 
LEMMA 2. If [p[ . is sufficiently small, then the topological degree of 
4, at the origin and relative to S is also glen- q+l yj and all the solu- 
tions of (4) are inside S. 
PROOF: Follows from Lemma 1 and the invariance under homotopy 
of topological degree. 
Now we introduce the idea of varying f(x, t, !L) arbitrarily slightly 
by adding a small function of t. 
DEFINITION. Given E > 0, then vector function {(x, t, p) is said to 
be varied less than E if f(x, t, id) is replaced by 
f(% 6 PI + h(f) 
where h(t) is a function of t only; function h(t) has period 23~ in t and a 
continuous second derivative; and 
Jj max Ihi( < E 
OSZf<ZJZ 
i=l 
where h.,(t), . . . , h,,(t) are the components of h(t). 
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KEMAKK. \‘arying f(x, t, ,u) in this way means that if (2) describes 
a physical system, then the so-called forcing term has been varied lest; 
than F. 
LEMM:\ 3. Given e > 0 there is a variation less than E of t(s, t, r/) 
such that for each ~1 with I!‘\ sufficiently small, the set of solutions 
(c,, . , c,) of (4) is finite; the number of solutions is independent of !I : 
and the Jacobian J of M,, is nonzero at each solution. 
PROOF: This is just a restatement of Lemma 5 in iti:. It should be 
noted that the proof of this lemma is an application of the theorem of 
Sard (12, Theorem 4.1:. 
XSSUMPTION 4. The conclusion of Lemma 3 holds, i.e., function 
1(x, f, !/) has been varied less than c if necessary. 
KEMARI~. Note that if Assumption 4 were not made, then it might 
be possible in some special case for Eq. (4) to have an infinite set of 
solutions. Thus unless Assumption 4 is imposed, one cannot expect to 
obtain an upper bound for the number of solutions of (4) and hence for 
the number of periodic solutions of (2). 
Now by Lemma 2, there is a sphere in CST”, center at the origin, relatilre 
to which the topological degree at the origin of &‘, esists and isny;= ,I _ ,I 1. 1~,. 
LEMMA 4. The topological degree at the origin of A,, relative to any 
subset of 5 (for which the topological degree is defined) is positive or zero. 
PROOF: By the same argument as in [4, Lemma B 41 the Jacobian J,?, 
of A,‘ is always nonnegative. Now suppose there is a subset of S, say 7‘, 
such that the topological degree of A, at the origin and relative to T is 
- IZ < 0. Then as proved in [3, Lemma 3.Bj it follows easily from the 
theorem of Sard [12, Theorem 4.11 that there is a point /J within F 
(arbitrary fixed positive) of the origin such that the topological degree 
of A?, relative to T and at $ is - IL but such that the topological degree 
is the sum of the signs of the Jacobian at a finite set of points at each of 
which the Jacobian is nonzero. This implies that there is a point C/ 
such that ,J(.,) (4) is negative. Contradiction. 
THEOREM 1. If Assumptions 1, 2, 3, and 4 hold and if ,!‘I is sufficient11 
small, the number of solutions of period 2.-t of (2) is less than or equal to 
rI;=n-<lq IT,. 
PROOF: The set of periodic solutions of (2) is determined by the set 
of solutions of (4). By Lemma 2, all the solutions of (4) are in the sphere S. 
By Lemma 3, the set of real solutions of (4) is finite and at each solution 
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J is nonzero. Hence at each such point Jcz, is positive, i.e., at each such 
point the topological index of A, is + 1. One of the fundamental prop- 
erties of topological degree is that if d(S) denotes the topological degree 
relative to a set S and if S, n S, = 4, then 
4%) + W,) = 4% u S,). 
From this fact, Lemma 4, and Lemma 2, the conclusion of the theorem 
follows. 
COROLLARY 1. If Assumptions 1, 2, 3, and 4 hold; and if j,zL( is 
sufficiently small; and if f,, fi,. . . , f,,, the components of f(x, t, rd), have 
degrees mr, . . . , m, when they are regarded as polynomials in xl, xs, . . . , x,, 
the components of x (regard t and ,D as constants), and if 
then the number of solutions of period 2n of (2) is less than or equal 
to mq. 
PROOF: Follows from the definition of the polynomials Pi (see [2, 
p. 3571 for a detailed description of these) and Theorem 1. 
This result complements the results of previous papers: [5] and [S] 
in which criteria for the existence of periodic solutions were obtained; 
and [8] in which the structure of the families of solutions was 
described. 
In another paper [7], it has been shown that if (2) is a two-dimensional 
system with 4 = 2 and if (ci, cp) is a solution of (4) at which J is > 0 [< 0] 
then the corresponding periodic solution of (2) is asymptotically orbitally 
completely stable or unstable [asymptotically orbitally conditionally 
stable]. Suppose that C is the number of periodic solutions which are 
asymptotically orbitally completely stable or unstable and U is the 
number of periodic solutions which are asymptotically orbitally condi- 
tionally stable. Combining the results of 171 and Theorem 1 above, 
we obtain: 
THEOREM 2. Suppose the topological degree of MP is T > 0 and 
suppose the upper bound given by Theorem 1 or Corollary 1 is B. Then 
and 
OQU<B-T 
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Similarly if T < 0, 
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and 
O<C<B- ITI. 
If T = 0, then 0 < C < B and 0 < U < B. 
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