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ABSTRACT
The ‘Bussgang’ is one of the most known blind deconvo-
lution algorithms. It requires the prior knowledge of the
source statistics as well as the deconvolution noise charac-
teristics. In this paper we present a ﬁrst attempt for making
thealgorithm‘moreblind’byreplacingtheoriginalBayesian
estimator with a ﬂexible parametric function whose param-
eters adapt through time. To assess the effectiveness of the
proposed method, computer simulations are also presented
and discussed.
1. INTRODUCTION
Blind deconvolution[1, 2, 3, 10, 13, 16] concerns the prob-
lem of recovering a source signal
s
(
t
) distorted by a lin-
ear channel with impulse response
~
h, from observations of
the channel output
x
(
t
), withoutknowledgeabout
~
h nor the
statistics and temporal characteristics of the source. In the
vector notation [2, 9] the linear model writes:
x
(
t
)
=
~
h
T
~
s
(
t
)
+
N
(
t
)
; (1)
where
~
s
(
t
) is a vector containing the input samples:
s
(
t
)
;
s
(
t
￿
1
)
;
s
(
t
￿
2
)
;
:
:
:
;
s
(
t
￿
‘
+
1
)
;
with
‘ being the number of entries in
~
h,a n d
N
(
t
) being an
additive noise that originates by many simultaneous effects
[15].
A transversal ﬁlter described by its impulse response
~
w
is a channel equalizer if
~
w cancels the effects of
~
h on the
source signal. Denoting by
~
x
(
t
) the vector containing sam-
ples:
x
(
t
)
;
x
(
t
￿
1
)
;
x
(
t
￿
2
)
;
:
:
:
;
x
(
t
￿
m
+
1
)
;
where
m is the number of tap-weights in
~
w, the output of
the ﬁlter writes [9]:
z
(
t
)
=
~
w
T
(
t
)
~
x
(
t
)
; (2)
Since
~
h and
s
(
t
) are unknown, the equalizer
~
w
? such that
z
(
t
)
￿
s
(
t
) has to be blindly found usually by means of
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an iterative algorithm [1, 12]. When
~
h represents a non-
minimum phase system, its inversion cannot be performed
bymeans ofanFIRﬁlter,thereforeevery timeanFIRequal-
izer is used an approximation error occurs [2, 12]. In for-
mulas we get:
z
(
t
)
=
c
s
(
t
￿
￿
)
+
n
(
t
)
; (3)
where
n
(
t
) is the so-called deconvolution noise,
c is an am-
plitude factor and
￿ is a ﬁnite delay. A suitable representa-
tionof
n
(
t
) isa Gaussianrandomprocess [12]withvariance
denoted here with
￿
2 (called ‘deconvolution noise power’).
It is worth noticing that the same model for
z
(
t
) takes into
account the error due to the fact that duringthe whole adap-
tation phase
~
w
6
=
~
w
?.
One of the most known blind equalization algorithm is
the‘Bussgang’by Prof.Bellini[1,12],based on a memory-
less Bayesian estimation
^
s
=
g
(
z
) of
s by the knowledgeof
z and a LMS-style adjustment of
~
w with the quantity
^
s
￿
z
as error, under the hypothesis of IID (Independent Identi-
callyDistributed)sourcesequences. IntheoriginalBellini’s
theory, optimal
g
(
￿
) depends on the statistics of the decon-
volution noise and of the source sequence, thus models of
them are required [1]. He considered different cases [13],
and recently Destro-Filho et al. developed a special algo-
rithm suited for binary sources [6]. Under the hypothesis
that
n
(
t
) is Gaussian and the source sequence has a uniform
distribution[1, 13],
g
(
z
) depends on
￿
2, thus a problem of
that algorithm is to estimate the deconvolution noise power
in the best way.
We propose a self-tuning procedure that allows to au-
tomatically determine optimal parameters of a ﬂexible ap-
proximated estimator
g
(
z
), in connection with a different
error-minimization algorithm based on the Gradient Steep-
est Descent technique. Such a self-tuning behavior allows
to overcome the problem of ﬁnding a suitable value of
￿
2.
2. MODIFIED BUSSGANG ALGORITHM
In [1] an error criterion like:
U
(
~
w
)
d
e
f
=
1
2
E
~
x
[
(
g
(
z
)
￿
z
)
2
j
~
w
] (4)
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E
~
x
[
f
j
~
w
] denotes mathematical expec-
tation with respect to
~
x under the hypothesis
~
w, hereafter
simply denoted by
E
[
f
]. The function
g
(
z
) provides an
estimate of the source signal based on the Bayesian tech-
nique, so the deconvolving ﬁlter
~
w
? minimizes
U
(
~
w
).A s
a method to ﬁnd iteratively the optimal ﬁlter given obser-
vations of the channel output
x
(
t
), an LMS-style algorithm
was used [12]. By interpretingthedifference
g
(
z
)
￿
z as an
‘error’, thestructureofthealgorithmproposedbyBelliniis:
￿
~
w
=
￿
[
g
(
z
)
￿
z
]
~
x
; (5)
where
￿ is a positive learning stepsize.
It deserves to note that there seem to be no theoretical
reasons to use the LMS-style procedure rather than others.
So, the minimization of the same cost function
U can be
performed also by means of a stochastic Gradient Steepest
Descent (GSD) algorithm described by
￿
~
w
/
￿
@
U
@
~
w.I nt h e
present context this rule assumes the followingexpression:
￿
~
w
=
￿
￿
E
[
(
g
0
(
z
)
￿
1
)
(
g
(
z
)
￿
z
)
~
x
]
; (6)
where
￿ is a positive stepsize and
g
0
(
z
) denotes the deriva-
tive of the function
g
(
z
) with respect to
z. By comparing
equations (5) and (6) one gathers they coincide if in (5) the
variable stepsize
￿
(
z
)
d
e
f
=
￿
￿
[
g
0
(
z
)
￿
1
] is used, and the
operator
E
[
￿
] is dropped down.
The Bellini’sexpression for
g
(
z
) is dependent upon the
deconvolutionnoise power
￿
2 [1, 12]. The choice of a suit-
able estimate for this parameter is quite difﬁcult; moreover,
an optimal value for
￿
2 probably does not exist since it
should be changed through time accordingly with the adap-
tation progress, as already outlined in [1, 12, 13]. Despite
this, for a wide range of the noise power a suitable approxi-
mation of
g
(
z
) seems to be [12] the bilateral sigmoid:
g
(
z
)
d
e
f
=
a
t
a
n
h
(
b
z
)
; (7)
with
a and
b being properly chosen parameters.
In [12] a pair of values for
a and
b is obtained by ﬁtting
the expression (7) with the actual Bellini’s function. Any-
way, it is clear that as an optimal constant value for
￿
2 can-
not be found, a suitable pair of constant parameters
a and
b cannot be ﬁxed, too. In order to get rid of this drawback,
we propose to adapt through time their values by means of
a GSD algorithm applied to
U (thought of as a function of
a,
b and
z). In formulas we get:
￿
a
=
￿
￿
@
U
@
a
=
￿
￿
E
h
(
g
￿
z
)
g
a
i
; (8)
￿
b
=
￿
￿
@
U
@
b
=
￿
￿
E
h
(
g
￿
z
)
(
a
2
￿
g
2
)
z
a
i
; (9)
where
￿ and
￿ are constant positive learning stepsizes.
It deserves to note that owing to the structure of
U due
to the expression (7), the problem of minimizing
U is now
ill-posed, because a simple way to minimize
U is to vanish
j
j
~
w
j
j. To prevent such a behavior, it is possible to embed a
simple constraint on the norm of
~
w,t h a ti s
~
w
T
~
w
￿
￿
2
=
0,w h e r e
￿
2 is an arbitrarily chosen non-null constant that
provides an ampliﬁcation of the ﬁlter output with a factor
j
￿
j. This condition can be taken into account by deﬁning a
new criterion
J as:
J
d
e
f
=
U
+
￿
(
~
w
T
~
w
￿
￿
2
)
; (10)
where
￿ is a Lagrange multiplier. Using again the GSD
algorithm
￿
~
w
=
￿
￿
@
J
@
~
w to search for the minimum of
J,
we can replace the unconstrained rule (6) with:
￿
~
w
=
￿
￿
E
￿
(
a
b
￿
b
a
g
2
￿
1
)
(
g
￿
z
)
(
~
x
￿
z
￿
2
~
w
)
￿
: (11)
Equations (11), (8) and (9) give a new gradient-based blind
equalization method with the ﬂexible estimator (7).
3. THEORETICAL ANALYSIS: HOW TO
DETERMINE OPTIMAL PARAMETERS WHEN
SOURCE STATISTICS ARE KNOWN
Suppose that the source statistics are known. Let it be:
￿
(
z
)
d
e
f
=
[
1
￿
g
0
(
z
)
]
[
g
(
z
)
￿
z
]
; (12)
the adapting equation (6) recasts into:
￿
~
w
=
+
￿
E
[
￿
(
z
)
~
x
]
; (13)
thus stationarityoccurs when the relationship:
E
[
￿
(
z
)
~
x
]
=
~
0 (14)
holds true. If
g
(
￿
) is an odd function (like the
t
a
n
h one),
then
￿
(
z
) is odd too, and it can be expanded as:
￿
(
z
)
=
+
1
X
‘
=
0
￿
‘
z
2
‘
+
1
:
Recalling that (ideally) at convergence
z
(
t
)
=
c
s
(
t
), with
c
being an arbitrary scaling parameter, and that:
x
(
t
￿
i
)
=
1
X
k
=
￿
1
h
k
s
(
t
￿
k
￿
i
)
;
supposingthatﬁlters
~
h and
~
w have inﬁnitelymany elements
[2], the convergence conditionwrites:
8
i
:
E
"
+
1
X
k
=
￿
1
h
k
s
(
t
￿
k
￿
i
)
+
1
X
‘
=
0
￿
‘
(
c
s
)
2
‘
+
1
#
=
0
;
)
8
i
:
+
1
X
k
=
￿
1
h
k
+
1
X
‘
=
0
￿
‘
c
2
‘
+
1
E
[
s
(
t
￿
k
￿
i
)
s
2
‘
+
1
(
t
)
]
=
0
:
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s
(
t
) is an IID sequence, the property
E
[
s
(
t
￿
k
￿
i
)
s
2
‘
+
1
(
t
)
]
=
0 for
k
+
i
6
=
0holds true, then
we remain with:
8
i
:
h
￿
i
+
1
X
‘
=
0
￿
‘
E
[
s
2
‘
+
2
]
=
h
￿
i
E
[
s
￿
(
s
)
]
=
0
:
More explicitly, assuming for simplicity
E
[
s
2
]
=
1 ,t h e
convergence conditionreads:
E
[
s
g
0
(
s
)
g
(
s
)
]
￿
E
[
s
g
(
s
)
]
￿
E
[
s
g
0
(
s
)
]
=
1
: (15)
This condition establishes a relationship between
a and
b.
Furthermore,byusingthefundamentalstabilityresultsproven
by Benveniste, Goursat and Ruget in [2], we found that:
For sub-Gaussiansources andforchannelswithimpulsere-
sponses and inverse impulse responses endowed with ﬁnite
energy, the algorithm (6) ﬁnds the appropriate equalizer if
g
(
￿
) satisfy [7]:
3
g
0
0
(
x
)
[
1
￿
g
0
(
x
)
]
+
g
0
0
0
(
x
)
[
1
￿
g
(
x
)
]
<
0
f
o
r
x
>
0
: (16)
Then, conditions(15) and (16) allow ﬁnding
a and
b.
4. COMPUTER SIMULATION RESULTS
In support of the new deconvolution theory, as an experi-
mental case we present simulations performed as follows:
￿ as vector
~
h we takethesampled impulseresponse ofa
typical non-minimum phase telephonic channel with
‘
=
1
4used in [2]; the bar-graph of
~
h is shown in
Figure 1;
￿ as source signal a sub-Gaussian random process uni-
formly distributed within
[
￿
p
3
;
p
3
] has been taken,
likethat described in [1] to develop Bellini’stheory;
￿ asdeconvolvingstructureatransversal ﬁlterwith
m
=
2
1 taps as in [2] is used;
￿ the algorithm starts with null weights except for the
1
0
t
h one equal to
1,
a
(
0
)
=
b
(
0
)
=
1, and runs with
￿
=
0
:
0
8,
￿
=
0
:
0
8 and
￿
=
0
:
0
8; as ﬁlter output
amplitude gain we chose
￿
=
2 .
The actual deconvolution accuracy degree is measured by
means of the residual ISI deﬁned as in [15]:
I
S
I
=
k
~
￿
k
2
￿
￿
2
m
a
x
￿
2
m
a
x
; (17)
where
~
￿ denotestheconvolutionbetween
~
w and
~
h,a n d
￿
m
a
x
is the component of
~
￿ having the maximal absolute value.
The Figure2shows theconvolution
~
￿ between thechan-
nel impulse response and the ﬁlter impulse response learnt
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Figure 1: Sampled telephonic channel response
~
h.
0 5 10 15 20 25 30 35
-0.05
0
0.05
0.1
0.15
0.2
Convolution index
C
o
n
v
o
l
u
t
i
o
n
 
h
*
w
Noiseless channel
0 10 20 30 40 50 60 70 80 90 100
0
0.1
0.2
0.3
0.4
0.5
Epochs
R
e
s
i
d
u
a
l
 
I
S
I
Figure 2: Noiseless case. Convolution between
~
h and the
learnt
~
w. Averaged interference residual after 100 epochs.
after 100 epochs (1 epoch corresponds to 200 input sam-
ples); it also shows the ISI computed at the end of any
epochs, bothaveraged over 20 realizations of the source se-
quence in the noiseless case (i.e.
N
(
t
)
=
0 ).
Figure 3 refers instead to a noisy channel where
N
(
t
)
is a zero-mean AWGN of variance
0
:
0
1, that means having
a signal-to-noise ration equal to
2
0dB. In both cases the al-
gorithm seems to perform well, and the second simulation
shows it is rather insensitive with respect to Gaussian addi-
tive noise.
5. CONCLUSION
The aim ofthispaper wastopropose a ﬁrstreportontheim-
provement to the Bellini’s ‘Bussgang’ algorithm that relies
on using a ﬂexible approximationof the Bayesian estimator
required in the originaltheory. Computer simulation results
show the effectiveness of the proposed approach both with
noiseless and noisy channels.
We believe the approximation capabilities of the non-
linear function
g
(
￿
) as well as the performances of the algo-
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Figure 3: Noisy case. Convolutionbetween
~
h and the learnt
~
w. Averaged interference residual after 100 epochs.
rithm could be enhanced by the use of more ﬂexible func-
tions like:
g
(
x
)
=
a
t
a
n
h
"
n
X
i
=
0
c
i
x
i
#
;
or by the use of functional-link neural units endowed with
adjustable activation functions, already proven to be effec-
tive in BlindSource Separation by Fiori et al. in [8]. More-
over some efforts should lead to a deeper comprehension of
the important theoretical aspects of the method, like con-
vergence and stability properties. Furthermore, extension
to blind deconvolution of linear complex channels and of
non-linear channels [4, 5, 11, 14] are currently under inves-
tigation.
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