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A SHARP INEQUALITY AND ITS APPLICATIONS
SUYU LI AND MEIJUN ZHU
Abstract. We establish an analog Hardy inequality with sharp constant in-
volving exponential weight function. The special case of this inequality (for
n = 2) leads to a direct proof of Onofri inequality on S2.
1. Introduction
The classical Hardy inequality says that for any non-negative function f(x) on
[0,+∞), if F (x) =
∫ x
0
f(t)dt, then∫
∞
0
(
F
x
)kdx ≤ (
k
k − 1
)k
∫
∞
0
fkdx,
where k > 1 is a given parameter. See, for example, Inequality 327 in the book by
Hardy, Littlewood and Polya [9]. It is important to note that the constant ( kk−1 )
k
is the optimal one. Using Ho¨lder inequality Hardy and Littlewood were able to
derive that ∫
∞
0
F l
xl−α
dx ≤ (
k
k − 1
)k(
∫
∞
0
fkdx)
l
k ,
where l ≥ k and α = l/k − 1. It was quite clear to them that the constant is
not optimal for l > k. Though they guessed what is the best constant, it was
later proved by Bliss, who obtained nowadays the famous Bliss Lemma (see the
interesting papers [8] and [3]):
Bliss Lemma: Let k, l be constants, such that l > k > 1, and let f(x) be a non-
negative measurable function in the intervals 0 ≤ x < ∞, such that the integral
J =
∫
∞
0
fkdx is finite. Then the integral y =
∫ x
0
fdx is finite for every x and
(1.1) I =
∫
∞
0
yl
xl−α
dx ≤ CbJ
l/k,
where
α =
l
k
− 1, Cb =
1
l − α− 1
[
αΓ(l/α)
Γ(1/α)Γ((l − 1)/α)
]α.
The equality in (1.1) holds if and only if f(x) = c/(1+dxα)(α+1)/α for some positive
constants c, d.
Bliss Lemma later (after more than forty years) became a crucial ingredient in
the proof of sharp Sobolev inequality by Aubin [1], and Talenti [13] respectively.
The latter inequality has played essential role in the resolution of the Yamabe
problem, which mainly concerns about finding a canonical metrics with constant
scalar curvature on compact manifolds with dimension higher than or equal to
three (see the geometric and analytic forms of sharp Sobolev inequalities in the
appendix).
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The Yamabe problem can also be viewed as the higher dimensional analogue to
the uniformization theorem for two dimensional manifolds. The analytic approach
to the re-proof of the uniformization theorem seems to be initiated by Berger [2].
While for the Yamabe problem for manifold with positive Yamabe constant, one
seeks a new metric in the same conformal class (with fixed volume) which yields
the smallest total scalar curvature, in the analytic approach to the re-proof of the
uniformization theorem on topological spheres one looks for a new metric in the
same conformal class (with fixed area) which has the smallest Liouville energy,
see, for example, Hamilton [7], Chow [6], or the recent paper by Chen and Zhu
[5]. The core inequality in such an argument is the Onofri inequality (see the
precise form in the appendix). Recently we showed in [10] that one can derive
the Onofri inequality directly from Trudinger’s inequality. Comparing the proof
of sharp Sobolev inequality with that of Onofri inequality, we feel that there is an
undiscovered calculus inequalities, which turns out to be the main theorem of this
paper.
Theorem 1. 1). Let n > 1 be given. For any nonnegative function u ∈ C1[0,+∞)
with u(0) = 0,
(1.2) ln
∫ +∞
0
enu
enr
dr ≤ (
n− 1
n
)n−1
∫ +∞
0
|ur|
ndr + Cn,
where the constant Cn is given by
Cn =
∫ 1
0
1
t
(1 − (1− t)n−[n]) dt+
[n]−1∑
i=1
1
(n− i)
,
[n] is the integer part of n. Both constants (n−1n )
n−1 and Cn are optimal, and the
equality never holds.
2). For any nonnegative function u ∈ C1[0,+∞) with u(0) = 0,
(1.3) ln
∫ +∞
0
eu
er
dr ≤
∫ +∞
0
|ur|dr.
We first prove the above inequality with a larger coefficient in Section 2 (Propo-
sition 1 below). The argument is elementary and simple. It needs to be pointed
out that for n > 1 being an integer, Theorem 1 can be read out from Theorem
1.3 in [10]. For general positive constant, it seems impossible to prove Theorem 1
from that theorem, rather, Theorem 1 provides an alternative proof of that theorem
(Corollary 3 in this paper). Recall the original proof of Theorem 1.3 in [10] does
rely on Trudinger’s inequality. Quite interestingly, we also recall that Moser [11]
used a similar argument to give a very simple proof of the improved Trundinger’s
inequality (with best constant):
Corollary 1. (Weak Moser’s inequality) Let Ω ⊂ Rn (for n ≥ 2) be a smooth
bounded domain. For any β < nω
1/(n−1)
n−1 , there is a constant C(Ω, β) depending on
the volume of Ω and β, such that for all u ∈ W 1,n0 (Ω) with
∫
Ω |∇u|
ndx ≤ 1,∫
Ω
eβu
n
n−1
dx ≤ C(Ω, β).
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Here and throughout this paper, we use ωn for the volume of unit sphere S
n
in Rn+1. This result is slightly weaker than Moser’s inequality since it does not
include the case of β = nω
1/(n−1)
n−1 . It seems that one needs the argument due to
Moser [11], or Carleson and Chang [4] to cover this extremal case.
In Section 3 we will show how to improve the rough inequality (Proposition 1)
and complete the proof of the main theorem. One particular reason that we can
achieve this (but not for Moser’s inequality) is that we can classify all extremal
functions.
As the Bliss Lemma yields sharp Sobolev inequality, in Section 4 we will show
that Theorem 1 can be used to give a more direct proof of the Onofri inequality
(thus without even using Trudinger’s inequality). In fact, let Br(0) ⊂ R
n (now n
is an integer greater than or equal to two) be a ball in Rn with radius r centered
at the origin, and
Dba(Br(0)) = {f(y) : f(y)− b ∈W
1,n
0 (Br(0)),
∫
Br(0)
enfdy = a},
where a is a constant satisfying a > ωn−1r
nenb
n . We will show that Theorem 1 yields
Corollary 2. (Local sharp inequality for n = 2)
inf
w∈Db
a
(Br)
∫
Br
|∇w|2dy = 4π · (ln
ae−2b
πr2
+
πr2
ae−2b
− 1).
It is known now that this corollary implies Onofri inequality on S2, see, Li
and Zhu [10]. For readers’ convenience we include a complete proof of the Onofri
inequality in Section 4.
In Section 4 we shall also discuss the applications of the main theorem to other
geometric problems. For readers’ convenience, we present both geometric and ana-
lytic forms of sharp Sobolev inequality on Sn (for n ≥ 3) and Onofri inequality on
S2 in the appendix.
ACKNOWLEDGMENT. The work of M. Zhu is partially supported by the
NSF grant DMS-0604169.
2. Rough inequality
We shall establish two elementary calculus inequalities in this section. The first
one will be used to prove the main theorem, and the second one will be used to
derive Corollary 1.
Proposition 1. (1). Let n > 1 and β0 > (
n−1
n )
n−1
n . There is a constant c1(β0),
such that for any u(r) ∈ C1[0,+∞) satisfying u(0) = 0,
(2.1) ln
∫
∞
0
en(u−r)dr ≤ βn0
∫
∞
0
|ur|
ndr + c1(β0).
(2). For u(r) ∈ C1[0,+∞) satisfying u(0) = 0,
ln
∫
∞
0
eu
er
dr ≤
∫
∞
0
|ur|
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For n = 1, the above is an optimal inequality. For n ≥ 2 we will improve the
inequality by variational method in next section.
Proof. Let u(r) be any function in C1[0,+∞) satisfying u(0) = 0. We have
u(r) ≤
∫
∞
0
|ur|dr,
thus ∫
∞
0
eu
er
dr ≤ exp{
∫
∞
0
|ur|dr},
which yields
ln
∫
∞
0
eu
er
dr ≤
∫
∞
0
|ur|dr.
Now, for given n > 1 and positive parameter β > 0, we have
u(r) =
∫ r
0
urdr ≤ (
∫ r
0
|ur|
ndr)1/n · r
n−1
n
≤
βn
∫ r
0
|ur|
ndr
n
+
β−
n
n−1 r
n/(n− 1)
.
Thus ∫
∞
0
enu
enr
dr ≤
∫
∞
0
exp{βn
∫
∞
0
|ur|
ndr + (n− 1)β−
n
n−1 r}
enr
dr(2.2)
= exp{βn
∫
∞
0
|ur|
ndr} ·
∫
∞
0
e[(n−1)β
−
n
n−1−n]rdr.
If we choose
(2.3) β = β0 > (
n− 1
n
)
n−1
n ,
then ∫
∞
0
e[(n−1)β
−
n
n−1
0
−n]rdr = c(β0)
is a finite number depending on β0. It follows that
ln
∫
∞
0
en(u−r)dr ≤ βn0
∫
∞
0
|ur|
ndr + c1(β0)
for c1(β0) = ln c(β0).

It is obvious in the above proof that c(β0), c1(β0)→ +∞ as β0 → (
n−1
n )
n−1
n . We
need another argument to derive the main theorem.
Remark 1. From (2.2) we can see that for β0 satisfying (2.3),∫
∞
R
enu
enr
dr ≤ exp{βn0
∫
∞
0
|ur|
ndr} ·
∫
∞
R
e[(n−1)β
−
n
n−1
0
−n]rdr(2.4)
= oR(1) exp{β
n
0
∫
∞
0
|ur|
ndr},
where oR(1)→ 0 as R→∞.
We now compare this with Moser’s proof of Trudinger’s inequality
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Lemma 1. For n > 1, a > 0 and β < na
1
1−n , there is a constant Cβ,a depending
only on β and a, such that for any nonnegative function u ∈ C1[0,+∞) with
u(0) = 0 and
∫
∞
0
|ur|
ndr ≤ a,
∫
∞
0
eβu
n
n−1
enr
dr ≤ Cβ,a.
Proof. For given n > 1 we have
u(r) =
∫ r
0
urdr ≤ (
∫ r
0
|ur|
ndr)1/n · r
n−1
n ≤ a
1
n r
n−1
n .
Thus for any positive parameter τ > 0,
(2.5)
∫
∞
0
eτu
n
n−1
enr
dr ≤
∫
∞
0
exp{τa
1
n−1 − n}rdr.
The right hand side of the above inequality is bounded if we choose τ = β <
na
1
1−n . 
Based on Lemma 1, one can verify Corollary 1 as follows.
Due to the rearrangement and rescaling, we only need to prove Corollary 1 when
Ω = B1(0) and u ∈ C
1
0 (B1(0)) is radially symmetric and nonnegative.
From
∫
B1
|∇u|ndx ≤ 1, we know that (let r = − ln s)
1 ≥
∫
B1
|∇u|ndx = ωn−1
∫ 1
0
|us|
nsn−1ds = ωn−1
∫
∞
0
|ur|
ndr.
Also,
∫
B1
eβu
n
n−1
dx = ωn−1
∫ 1
0
eβu
n
n−1
sn−1ds = ωn−1
∫
∞
0
eβu
n
n−1
enr
dr.
One immediately has Corollary 1 by using Lemma 1 with a = ω−1n−1.
3. Sharp Inequality
We shall prove the main theorem in this section. Since the case of n = 1 has
been settled by Proposition 1, we will focus on the case of n > 1. For given a > 0,
define
(3.1) Dna := {u(r) ∈ W
1,n(R+) : u(0) = 0,
∫
∞
0
exp{nu− nr}dr = a}.
Lemma 2. There is a v ∈ Dna such that∫
∞
0
|vr|
ndr = inf
u∈Dn
a
∫
∞
0
|ur|
ndr := ξ.
Proof. Let {vi} be a minimizing sequence of infu∈Dn
a
∫
∞
0
|ur|
ndr. Then
vi ⇀ v in W 1,n(R+), and
∫
∞
0
|vr|
ndr ≤ limi→∞
∫
∞
0
|vir|
ndr = ξ
for some v ∈W 1,n(R+). We need to verify v ∈ Dna .
First, from (2.4), we know that for w = vi, or v:∫
∞
R
enw
enr
dr = oR(1).
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On the other hand, it follows from the embedding H1(0, R) →֒ C0,1/2(0, R) and
Arzela-Ascoli lemma that
lim
i→∞
∫ R
0
exp{nvi − nr}dr =
∫ R
0
exp{nv − nr}dr.
Letting i, R→∞, we have
∫
∞
0
exp{nv − nr}dr = a, that is v ∈ Dna . 
We now begin the proof of the main theorem.
Proof. We only need to consider nontrivial nonnegative functions. For a > 1/n,
let v be the minimizer of infu∈Dn
a
∫
∞
0
|ur|
ndr. It is easy to see that vr ≥ 0. So it
satisfies the following Euler-Lagrange equation:
(3.2) vn−2r vrr = −τe
nv−nr, v(0) = 0
for some τ > 0. Though it is not obvious how to obtain the general solution from
the uniqueness of the ordinary differential equation since vr could be zero, one can
follow the argument given by Carleson and Chang ([4], page 123) to show that the
general solution to (3.2) is given by
v(r) = ln
1
λ0 + e−nr/(n−1)
−
1
n
ln
τ
( nn−1 )
nλ0
,
where λ0 is a positive constant and τ =
( n
n−1
)nλ0
(λ0+1)n
. Thus
(3.3) v(r) = ln
λ0 + 1
λ0 + e−nr/(n−1)
.
Since a =
∫
∞
0 e
nv−nr dr, we have
a =
∫
∞
0
(
λ0 + 1
λ0 + e−nr/(n−1)
)n
e−nr dr
=
∫ 1
0
(
λ0 + 1
λ0 + sn/(n−1)
)n
sn(
1
s
) ds
= (λ0 + 1)
n
∫ 1
0
sn−1
(λ0 + sn/(n−1))n
ds
= (λ0 + 1)
n s
n
nλ0(λ0 + sn/(n−1))n−1
∣∣1
s=0
=
λ0 + 1
nλ0
,
That is
(3.4) λ0 =
1
na− 1
.
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We compute∫
∞
0
|vr|
ndr =
∫
∞
0
∣∣∣∣∣
n
n−1e
−nr/(n−1)
λ0 + e−nr/(n−1)
∣∣∣∣∣
n
dr
= (
n
n− 1
)n
∫
∞
0
(
e−nr/(n−1)
λ0 + e−nr/(n−1)
)n
dr
= (
n
n− 1
)n−1
∫ 1/λ0
0
tn−1
(1 + t)n
dt
= (
n
n− 1
)n−1
∫ 1/λ0+1
1
(τ − 1)n−1
τn
dτ
= −(
n
n− 1
)n−1
∫ 1/λ0+1
1
(τ − 1)(1−
1
τ
)n−2 d
1
τ
= (
n
n− 1
)n−1
∫ 1
λ0/(λ0+1)
(
1
t
− 1)(1− t)n−2 dt.
Using (3.4) we have: If n ∈ N,∫
∞
0
|vr|
n dr = (
n
n− 1
)n−1 · {−
∫ 1
λ0/(λ0+1)
(1 − t)n−2 dt
− · · · −
∫ 1
λ0/(λ0+1)
(1− t) dt−
∫ 1
λ0/(λ0+1)
(1−
1
t
) dt}
= (
n
n− 1
)n−1{ln
λ0 + 1
λ0
−
1
λ0 + 1
−
n−2∑
i=1
( 1λ0+1 )
n−i
n− i
}
= (
n
n− 1
)n−1{ln(na)−
n−1∑
i=1
(na− 1)n−i
(n− i)(na)n−i
};
For general n > 1, we have∫
∞
0
|vr|
n dr = (
n
n− 1
)n−1 · {−
∫ 1
λ0/(λ0+1)
(1− t)n−2 dt
− · · · −
∫ 1
λ0/(λ0+1)
(1 − t)n−[n] dt+
∫ 1
λ0/(λ0+1)
1
t
(1− t)n−[n] dt}
= (
n
n− 1
)n−1{
∫ 1
λ0/(λ0+1)
1
t
(1− t)n−[n] dt−
[n]−1∑
i=1
( 1λ0+1 )
n−i
n− i
}
= (
n
n− 1
)n−1{
∫ 1
λ0/(λ0+1)
1
t
+
∫ 1
λ0/(λ0+1)
1
t
((1 − t)n−[n] − 1) dt−
[n]−1∑
i=1
( 1λ0+1 )
n−i
n− i
}
≥ (
n
n− 1
)n−1{ln(na)−
∫ 1
λ0/(λ0+1)
1
t
(1 − (1− t)n−[n]) dt−
[n]−1∑
i=1
(na− 1)n−i
(n− i)(na)n−i
},
where [n] is the integer part of n. Let a→∞, then λ0 → 0 by (3.4). We know that
Cn is optimal. The proof is completed. 
Remark 2. For negative function u, we can certainly improve the inequalities. In
particular, similar argument will yield Theorem 1.3 (ii) in [10] for integer n > 1.
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Since we do not have meaningful applications for this inequality so far, we shall
skip details here.
4. Applications
We shall show in this section that Theorem 1 implies Corollary 2, as well as
Theorem 1.3 in [10], and then shall derive th e Onofri inequality from Corollary 2.
We first prove Corollary 2. Let v ∈ D2α (recalling the notation in (3.1). We have,
from the proof of Theorem 1, that
(4.1) inf
v∈D2
α
∫
∞
0
|vr|
2 dr ≥ 2{ln(2α) +
1
2α
− 1},
where
∫
∞
0 e
2v−2rdr = α. For w ∈ D0a(B1(0)),∫
B1
|∇w|2dx = 2π
∫ 1
0
|ws|
nsds = 2π
∫
∞
0
|wr|
2dr.
and ∫
B1
e2wdx = 2π
∫ 1
0
e2wsds = 2π
∫
∞
0
e2w
e2r
dr.
Combing with (4.1), we have
inf
w∈D0
a
(Br)
∫
B1
|∇w|2dx = 4π · (ln
∫
B1
e2wdx
π
+
π∫
B1
e2wdx
− 1).
After rescaling and shifting, we get Corollary 2.
In the same spirit, we easily obtain
Corollary 3. Let u ∈ C1(B1) be a nonnegative function satisfying u = 0 on ∂B1
ln
n
∫
B1
enu
ωn−1
< (
n− 1
n
)n−1ω−1n
∫
B1
|∇u|n + F (1).
where
F (1) = 1 +
1
2
+ · · ·+
1
n− 1
.
The fact that the strict inequality holds on a bounded domain coincides with the
one that the strict sharp Sobolev inequality holds on a bounded domain. Corollary
3 was first proved in [10] using Trudinger’s inequality. The proof presented here
does not rely on Trudinger’s inequality. Inequality in Corollary 3 was refereed as
local sharp inequality in [10], which is easily adapted for manifolds. See related
topics in Chen and Zhu [5].
Finally, we shall show that one can prove the Onofri inequality (see both forms
of the inequality in appendix) using Corollary 2.
Due to the rearrangement, we only need to prove Onofri inequality for u ∈
C1(S2) which depends only on x3 and is monotonically decreasing in x3. Also, we
can assume that u(x3) |x3=1= 0 (otherwise, we replace u(x) by u(x) − u(1)). We
can approximate u by a sequence of functions ui ∈ C
1(S2) such that ui(x) = ui(x3)
is monotonically decreasing in x3, and ui(x) = 0 in the geodesic ball B1/i(N) of
the north pole N for i ∈ N. Denote S2i := S
2 \B1/i(N).
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Let Φ: x ∈ S2 → y ∈ R2 be a stereographic projection given by
xi =
2yi
1 + |y|2
, for i = 1, 2;
and
x3 =
|y|2 − 1
|y|2 + 1
.
Denote
g0 =
3∑
i=1
dx2i = (
2
1 + |y|2
)2dy2 := e2ϕ(y)dy2.
Thus
ϕ(y) = ln
2
1 + |y|2
.
It is easy to check that ϕ(y) satisfies
(4.2) −∆ϕ = e2ϕ in R2.
Let Φ(S2i ) = BRi . It is obvious that Ri → +∞ as i→ +∞. For
wi(y) = ui(x) + ϕ(y) = ui(Φ
−1(y)) + ϕ(y),
we have ∫
BRi
e2wi(y)dy =
∫
S2
i
e2uidx := ai,
and∫
BRi
|∇wi|
2dy =
∫
BRi
|∇(ui ◦ Φ
−1)|2dy + 2
∫
BRi
∇(ui ◦ Φ
−1) · ∇ϕdy +
∫
BRi
|∇ϕ|2dy
=
∫
S2
i
|∇ui|
2dx + 2
∫
S2
i
uidx+
∫
BRi
|∇ϕ|2dy,
where we use the fact that ϕ satisfies (4.2). Since wi(y) = ln
2
1+R2
i
on ∂BRi , it
follows from Corollary 2 that
∫
BRi
|∇wi|
2dy ≥ 4π(ln
ai · (
1+R2
i
2 )
2
πR2i
+
πR2i
ai · (
1+R2
i
2 )
2
− 1).
Also, one can check that∫
BRi
|∇ϕ|2dy = 4π[ln(1 +R2i ) +
1
1 +R2i
− 1].
We conclude∫
S2
i
|∇ui|
2dx+ 2
∫
S2
i
uidx ≥4π(ln
ai · (
1+R2
i
2 )
2
πR2i
+
πR2i
ai · (
1+R2
i
2 )
2
− 1)
− 4π[ln(1 +R2i ) +
1
1 +R2i
− 1]
=4π(ln
ai · (1 +R
2
i )
4πR2i
+
4πR2i
ai · (1 +R2i )
2
−
1
1 +R2i
).
Sending i→ +∞, we have∫
S2
|∇u|2dx+ 2
∫
S2
udx ≥ 4π(ln
1
4π
∫
S2
e2udx).
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5. Appendix
For readers’ convenience, we include geometric and analytic forms of sharp
Sobolev inequality on Sn (for n ≥ 3), as well as geometric and analytic forms
of Onofri inequality on S2. These are well-known to experts in the field.
Sharp Sobolev inequality on Sn (for n ≥ 3): Let (Sn, g0) be the standard unit
sphere in Rn+1 (n ≥ 3). For any u ∈ H1(Sn),
(
1
ωn
∫
Sn
|u|
2n
n−2dvg0 )
n−2
n ≤
1
ωn
∫
Sn
(u2 +
4
n(n− 2)
|∇u|2)dvg0 .
The equality holds if and only if the scalar curvature of u
4
n−2 g0 is constant.
If g˜ = ρg is a conformal metric to the background metric g, then the new scalar
curvature R˜ under metric g˜ satisfies
(5.1) R˜ = ρ−1R− (n− 1)ρ−2∆ρ−
1
4
(n− 1)(n− 6)ρ−3|∇ρ|2,
where R is the scalar curvature under metric g. If we write ρ = e2u, we have
(5.2) R˜ = e−2u[R− (n− 1)(n− 2)|∇u|2 − 2(n− 1)∆u].
The normalized total scalar curvature under metric g˜ is defined by
(5.3) E(g˜) =
∫
Sn
R˜dVg˜
(
∫
Sn dVg˜)
(n−2)/n
.
Geometric form of Sharp Sobolev inequality on Sn (for n ≥ 3) : Let (Sn, g0)
be the standard unit sphere in Rn+1 (n ≥ 3). Then
inf
g˜=ρg0
E(g˜) = n(n− 1)ω2/nn ,
and the infimum is achieved if and only if R˜ (under metric g˜ = ρg0) is a constant.
For dimension n = 2, we have
Onofri inequality on S2: Let (S2, g0) be the standard unit sphere in R
3. For any
u ∈ W 1,2(S2),
ln(
1
4π
∫
S2
e2udx) ≤
1
4π
∫
S2
(|∇u|2 + 2u)dx.
The equality holds if and only if the curvature under metric e2ug0 is constant.
Let (M, g) be a smooth Riemann surface. For any conformal new metric g1 =
e2ug, the corresponding Liouville energy is defined by
Lg(g1) =
1
4
∫
M
ln
g1
g
· (Rg1dVg1 +RgdVg)
where Rg and Rg1 are twice the Gaussian curvatures Kg and Kg1 with respect
to metrics g and g1. Due to (5.2), the Liouville energy of metric g1 can also be
represented by
Lg(g1) =
∫
M
(|∇gu|
2 +Rgu)dVg.
Geometric form of Onofri inequality on S2: Let (S2, g0) be the standard unit
sphere in R3, and [g0]1 = {g = ρg0, for some ρ > 0, and
∫
S2 dVg = 4π}. Then
inf
g∈[g0]1
Lg0(g) = 0,
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and the infimum is achieved if and only if R = 2 (under metric g = ρg0).
References
[1] Aubin, T., Meilleures constantes dans le thorme d’inclusion de Sobolev et un thorme de Fred-
holm non linaire pour la transformation conforme de la courbure scalaire,q (French) J. Funct.
Anal. 32 (1979), no. 2, 148–174.
[2] Berger, M., Riemannian structures of prescribed Gaussian curvature for compact 2-manifolds.
J. Differential Geometry. 5 (1971), 325–332.
[3] Bliss, G., An integral inequality, J. London. Math.Soc. 5(1930), 40-46.
[4] Carleson, L.; Chang, A., On the existence of an extremal function for an inequality of J. Moser.
Bull. Sci. Math. (2) 110 (1986) no. 2, 113–127.
[5] Chen, X.; Zhu, M., Liouville energy on a topological two sphere, preprint.
[6] Chow, B., The Ricci flow on the 2-sphere. J. Differential Geom. 33 (1991), no. 2, 325–334.
[7] Hamilton, R. The Ricci flow on surfaces., Mathematics and general relativity (Santa Cruz,
CA, 1986), 237–262, Contemp. Math., 71, Amer. Math. Soc., Providence, RI, 1988.
[8] Hardy, G. H.; Littlewood, J. E., Notes on the theory of series (XII): On certain inequalities
connected with calculus of variations. J. London Math. Soc. 5(1930), 34-39.
[9] Hardy, G. H.; Littlewood, J. E.; Plya, G., Inequalities. 2d ed. Cambridge, at the University
Press, 1952.
[10] Li, J.; Zhu, M., Sharp local embedding inequalities, Comm. Pure Appl. Math. 59(2006),
122-144.
[11] Moser, J., A sharp form of an inequality by N. Trudinger. Indiana Univ. Math. J. 11(1971),
1077-1092.
[12] Onofri, E., On the positivity of the effective action in a theory of random surfaces. Comm.
Math. Phys. 86 (1982), no. 3, 321–326.
[13] Talenti, G., Best constant in Sobolev inequality. Ann. Mat. Pure Appl. 110 (1976), 353-372.
[14] Trudinger, N., On imbeddings into Orlicz spaces and some applications. J. Math. Mech.
17(1967), 473-483.
Department of Mathematics, The University of Oklahoma, Norman, OK 73019,
