Abstract
Introduction
To address a series of congestion collapses, Jacobson proposed a congestion-control mechanism in TCP that later became known as TCP Tahoe [10] . Since then, many modifications have been made to TCP, resulting in two more notable variants -TCP Reno [11] and TCP Vegas [3] .
TCP Reno, like TCP Tahoe, allows congestion to occur (i.e., induces packet loss) in order to estimate the available bandwidth in the network. Once packet loss is detected, Reno recovers by cutting its window size in half. This behavior causes a periodic oscillation in the window size; an oscillation that many next-generation Internet applications do not tolerate well. Further, recent work shows that this oscillatory behavior induces chaotic behavior into the network [4, 15] , thus adversely affecting overall network performance. In contrast, TCP Vegas generally performs better with respect to overall network utilization [1, 3] , stability [9, 13] , fairness [9, 13] , throughput and packet loss [1, 3] , and burstiness [4] when the entire network consists of Vegas-only connections. However, research to date has shown that when Reno and Vegas perform head-to-head, Reno generally steals bandwidth from Vegas [1, 13] . Consequently, while Vegas has been around for over five years, its adoption has been nonexistent due to perceived incompatibilities between Reno and Vegas.
With a careful analysis of how Reno and Vegas use buffer space in routers, we will show that Reno and Vegas can be compatible with one another if Vegas is configured properly. Further, overall network performance actually improves with the addition of properly configured Vegas flows competing head-to-head with Reno flows, thus encouraging the incremental adoption of Vegas.
Congestion-Control Mechanisms
To ensure efficient use of network bandwidth, TCP controls its sending rate based on feedback from the network. In order to control the sending rate, TCP estimates the available bandwidth in the network via a bandwidth-estimation scheme [13] . In Tahoe and Reno, the bandwidth-estimation scheme uses packet losses (as an indication of network congestion) to estimate available bandwidth while Vegas uses the difference in the expected and actual sending rates.
TCP Reno
While there are no packet losses, Reno continues to increase its window size, and hence sending rate, by one packet each round-trip time (RTT), thus allowing congestion to eventually occur. Reno then detects congestion via packet loss and recovers from it by halving the size of the sender window (i.e., halving the sending rate).
TCP Vegas
Vegas enhances Reno by adopting a bandwidth-estimation scheme that tries to avoid rather than react to congestion. Specifically, Vegas uses the difference in the expected and actual flow rates to estimate the available bandwidth in the network. When the network is uncongested, the actual flow rate is close to the expected flow rate; otherwise, the actual rate is smaller than the expected rate, indicating that buffer space in the network is filling up and that the network is approaching a congested state. The difference in flow rates can be translated into the difference between the window size and the number of acknowledged packets during the RTT, respectively, i.e., ´ ÜÔ Ø ØÙ Ðµ ¢ × ÊÌÌ where ÜÔ Ø is the expected rate, ØÙ Ð is the actual rate, and × ÊÌÌis the minimum-observed RTT. To adjust the size of the congestion window ( ÛÒ ) appropriately, Vegas uses two threshold values, « and ¬ (whose default values are 1 and 3, respectively), to control the adjustment of ÛÒ at the source host as follows:
Conceptually, Vegas tries to keep at least « packets but no more than ¬ packets queued in the network. Thus, with only one Vegas connection, the window size of Vegas converges to a point that lies between Û Ò ÓÛ·« and Û Ò ÓÛ·¬ where Û Ò ÓÛ is the maximum window size that does not cause any queueing.
Selecting « and ¬ holds an implicit tradeoff between network utilization, goodput, and fairness. By using the default settings for these parameters, i.e., « ½ ¬ ¿, prior research inadvertently favored Reno over Vegas [8, 13] .
Compatibility of TCP Reno and TCP Vegas
Prior research demonstrates that Vegas (in isolation) generally performs better than other implementations of TCP [1, 3, 4, 9, 13] . Ahn et al. [1] and Mo et al. [13] also show that when a Vegas connection competes with a Reno connection, Vegas does not receive a fair share of bandwidth due to its conservative congestion-avoidance mechanism.
Here, we show that the "conservative" congestionavoidance mechanism is not to blame for Vegas's inability to grab a fair share of bandwidth. Rather, the alleged incompatibility between Reno and Vegas is due to using the default (mis)configuration of Vegas parameters, i.e., « ½ and ¬ ¿ . 
Thus, when ¿ Õ Ú , the ratio of the throughputs is one.
As increases further, Reno is favored. Hasegawa et al. [8] provide a more complete analysis of the throughputs when there are AE Ú Vegas connections and AE Ö Reno connections competing for the queue space at the same bottleneck link.
Analysis of Two Connections
Consider the case when one Vegas connection and one Reno connection share a bottleneck link using a droptail queue. Let 
where · ½ and ·
are the values of the BaseRTT delay and actual RTT delay of Vegas when the queue is full, respectively. Therefore, the window size of Reno when the queue is full is given by
After the queue is full, the probability that a Reno packet will be dropped is and the probability that a Vegas packet will be dropped is
We now consider two approximations for setting « and ¬. Approach 1: We assume that the packets dropped are only from the Reno connection and consider only the fast retransmit of Reno while ignoring its timeout mechanism. Therefore, if a Reno packet is dropped, then the Reno window size Ï ÖÑ Ü drops to
We also consider the case of a Vegas packet being dropped. Hence, if a Reno packet is dropped, its window size evolves the same way as in Approach 1, else if a Vegas packet is dropped, then the Reno window size increases by 1. Figure 1 shows a simulation of one Reno connection and one Vegas connection at steady state. From this figure, the average window size of the Reno connection ( Ï Ö ) is
Approach 1
By definition, the average queue size of the Reno connection is the fraction of Ï Ö that is buffered in the queue, i.e.,
Substituting (7) into (8) gives
Substituting (9) into (1), the ratio of the throughputs is
where (10) follows from (4) The motivation for setting « to be one less than ¬ is twofold. First, setting « ¬ introduces stability problems [2] , i.e., the congestion window oscillates around the equilibrium value. Second, setting « and ¬ too far apart creates a larger stability region than needed, resulting in connections that can converge to opposite ends of the stability region, thus affecting fairness [2, 9] . 
Approach 2
If a Reno or Vegas packet is dropped, the window size of Reno Ï Ö becomes
where we assume that Ï ÖÑ Ü ½ and that Ô Ö and Ô Ú are given by (5) and (6) . From (11), we then approximate the average window size of Reno ( Ï Ö ) by
As in Section 3.1.1 but with (8) and (12),
Hence, substituting (13) into (1) gives
where (14) follows from (4) and (3) . To ensure compatibility between Reno and Vegas, we again set Ú Ö ½ and solve for Õ Ú , which yields Õ Ú ³ ¼ ½ . Therefore, « ¼ ½ ½ and ¬ ¼ ½
Analysis of Multiple Connections
In this section, we generalize our two-connection analysis to deal with AE Ú Vegas connections and AE Ö Reno connections sharing a bottleneck link of packet/s. Let every connection have a round-trip propagation delay of seconds while sharing a bottleneck buffer size of packets. To ensure compatibility between each connection, each connection must equally share the bottleneck buffer, or equivalently, the average queue size of each connection must be identical. We also assume that the connections are synchronous, i.e., at any given instant in time, each Vegas connection has queue size Õ Ú Õ Ú ¬ ½ ¾ AE Ú and each Reno connection has the same average queue size Õ Ö ½ ¾ AE Ö . Thus, Vegas should set its « and ¬ parameters so that Õ Ú Õ Ö ½.
When the queue is full, the window size of Vegas Ï ÚÑ Ü , derived from (2), is
which is the same as (3). And similar to (4), we have
where Ï ÖÑ Ü is the window size of Reno when the queue is full. The dropped probabilities for Reno and Vegas are respectively
Approach 1
Using the same approach as in Section 3. 
Hence, the ratio of throughputs is given by 
Approach 2
As in Section 3.1.1, the window size of each Reno connection after a dropped packet is given by (11) , and each average window size is given by (12) . Combining (8) , (12) 
Experiments
To verify our observations made through a heuristic analysis of the behavior of Reno and Vegas, we run two sets of simulations using the discrete-event simulation ns, version 2.1b8a [14] .
Network Topologies & Parameters
We consider two networks based on the generic topology shown in Figure 2 and parametric details in Table 1 . The first network comes from [13] to use as a point of reference. The second network models the grid [7] between Los Alamos and Sandia National Laboratories. 
Reference Network
We use the same network that [13] did in order to (i) confirm their results and (ii) confirm our analytic observations made in Section 3. In confirming our analytic results, we show that Reno and Vegas are indeed compatible and that overall network performance improves by distributing bandwidth more evenly across all connections while still maintaining high overall throughput.
The remainder of this section examines the performance of our analytic heuristics in the case of two connections competing head-to-head and in the case of multiple connections competing. Within each case, we test our analytic heuristics of Approach 1 and 2.
One Reno vs. One Vegas (Head-to-Head)
The experimental set-up here is similar to [13] . In general, our results confirm the conclusions drawn by [13] . That is, as the buffer size increases, Reno uses more of the buffer to steal bandwidth from Vegas as Vegas is throttled by the "misconfigured" « and ¬ parameters. In fact, Table 2 Tables 5 and 6 show that the fairness ratio (i.e., Ã Ê Ã Î ) is close to one in all cases. This is in stark contrast to Table 2 where the fairness ratio is 20.818, meaning that Reno gets that many times more bandwidth than Vegas.
Multiple Reno vs. Multiple Vegas
In this set of tests, we fix the different types and number of connections while varying the size of the buffer. And as evidenced by Tables 7 and 8 , we again demonstrate that with a properly configured Vegas, Vegas is compatible with Reno. 
Grid Network
The experimental results for head-to-head competition on the grid network are shown in Tables 9 and 10 . We observe that all the fairness ratios lie in the interval [0.703,1.465]. These results are in stark contrast to Table 2 where Reno is run against the default Vegas configuration, resulting in fairness ratios that lie in the interval [1.813,20 .818].
For some cases, e.g., buffer size = 300 in Table 9 , Reno achieves better throughput than Vegas. Why does this happen? Before steady state is reached, a Vegas packet is dropped, and a subsequent timeout occurs, thus providing Reno the opportunity to aggressively grab network bandwidth than Vegas relinquishes. The same reasoning can be used to explain Table 10 Tables 11 through 14 show the experimental results for multiple TCP connections and different buffer sizes. The results in these tables closely verify the analytic heuristics that we developed in Section 3. In fact, with the exception of one data point, all the fairness ratios lie within 5% of the ideal fairness ratio of one, i.e., [0.955, 
Fairness of TCP Reno vs. TCP Vegas
As shown in [5, 6, 12] , Reno favors connections with shorter delays. In contrast, Mo et al. [13] demonstrate that Vegas does not suffer from this delay bias via a closed, fluid model and simulation; however, they do not consider the fairness between Reno and Vegas because of the demonstrated incompatibility of Reno and Vegas (in its default configuration, i.e,. « ½ and ¬ ¿ ). By using the closed, fluid-model approximation in [13] , we graphically illustrate the fairness of Reno and Vegas at steady state in the bottleneck link.
In the steady state, let Ï Ö´Ø µ and Ï Ú´Ø µ be the window sizes of Reno and Vegas at time Ø, respectively. By assuming that the throughput and the queue size of each connection is relatively constant, we have and ´Ï ½ Ï ¾ µ Ï ¬ , respectively. Furthermore, the fairness line is the line such that the window sizes of both connections are the same, i.e., ´Ï ½ Ï ¾ µ ½ ¾ . In this case, the fairness line passes right through the stability region (also referred to as the convergence region); hence, by using only Vegas in the network, all connections get fair throughput. Figure 4 shows one Reno connection versus one Vegas connection with default parameters of « ½ and ¬ ¿.
In this case, the convergence region of Reno and Vegas lies between the lines ÊÑ Ü, ÊÑ Ü ¾, ÐÔ and Ø . However, the fairness line hardly passes through the convergence region; hence, it introduces unfairness, and Reno's throughput is higher than Vegas's. However, when both « and ¬ are set appropriately, Figure 5 shows that the fairness line clearly goes through the middle of the convergence region.
Conclusion
Prior research demonstrated the incompatibility of TCP Reno and TCP Vegas. In this paper, we showed that the incompatibility of Reno and Vegas is not inherent to their In particular, we showed how inappropriate the default values of « and ¬ in Vegas are (when in competition with Reno), explained the relationship of these parameters to variations in network performance, and demonstrated how to set the parameters appropriately so that Reno and Vegas are compatible. 
