Let the function ϕ be holomorphic in the unit disk D of the complex plane C and let ϕ(D) ⊂ D. We study the level sets and the critical points of the hyperbolic derivative of ϕ,
Introduction
Let ϕ be analytic and not constant in the unit disk D and let ϕ(D) ⊂ D. We will study the level sets of the hyperbolic derivative of ϕ, namely the sets C ϕ (t) := z ∈ D : (1 − |z| 2 ) |ϕ ′ (z)| 1 − |ϕ(z)| 2 = t , 0 ≤ t < 1.
In [7] Pommerenke studied the level sets z ∈ D : (1 − |z| 2 ) |f ′ (z)| = t , 0 < t < +∞, for an analytic function f defined in D. More recently, in [1] , the authors considered meromorphic functions g in D and studied the level sets z ∈ D : (1 − |z| 2 ) |g ′ (z)| 1 + |g(z)| 2 = t , 0 < t < +∞. Two differential operators will play an important role in this work: 
being ∞ at the zeros of ϕ ′ .
The first order operator satisfies the chain rule
In particular, if τ belongs to the group Möb(D) of conformal automorphisms of the unit disk, then
The second order differential operator verifies the chain rule
at points z for which ψ ′ (z) and ϕ ′ (ψ(z)) are not zero. It can be seen (see Proposition 3.1) that A ϕ ≡ 0 in a neigborhood of a point if and only if ϕ ∈ Möb(D); hence, if τ ∈ Möb(D), then
With a different notation, these differential operators have been used by Ma and Minda (see for instance [4] ). For ϕ locally univalent, Ma and Minda defined in [3] the (upper) hyperbolic (linearly invariant) order of ϕ by α(ϕ) := sup z∈D |A ϕ (z)|, which is, clearly, +∞ when ϕ ′ has zeros. We can also define the lower hyperbolic order of ϕ by µ(ϕ) := inf z∈D |A ϕ (z)|.
The invariance of these orders is a consequence of (1.2); that is,
This paper is organized as follows. In Section 2 we define the orthogonal trajectories to the level sets as solutions of an initial value problem. It is shown that the hyperbolic lower order is always zero. Also, for ϕ locally univalent, if A ϕ never vanishes and all trajectories are defined in the same interval, we prove that the level sets C ϕ (t) are open Jordan arcs. In Section 3 we study the critical points of |D ϕ |. The main result in this section is Theorem 3.3, where we show how the Schwarzian derivative reveals the nature of these critical points. Finally, in Section 4 we give several examples to illustrate our results.
Orthogonal trajectories to the level sets
We want to define a family of trajectories orthogonal to the level sets of |D ϕ |. To this end, let E := {z ∈ D : ϕ ′ (z), A ϕ (z) = 0}. From (1.1), the gradient of |D ϕ | at z 0 ∈ E verifies
Suppose that c(t), 0 < t < 1, is a positive smooth function. Then, the initial value problem
has a unique solution, near z 0 , orthogonal to the level sets C ϕ (t). We would like to choose c(t) in such a way that the parameter t of the solution z(t) coincides with the level of the point; that is,
Hence, c(t) = 1 − |z(t)| 2 2t . Now, we redefine the initial value problem (2.1). Let us consider the function G(t, z) := 1 − |z| 2 2tA ϕ (z) in the domain Ω := (0, 1) × E. By the general theory of ordinary differential equations [6] , the initial value problem
This solution is called the trajectory of ϕ through the point z 0 . Since the parameter t is the level of the point z(t), then (t, z(t)) does not accumulate on {0, 1} × E. Therefore Proof. For t 0 < t < ω + ,
Take any increasing sequence {t n } in (t 0 , ω + ) converging to ω + such that {z(t n )} converges to a point ζ. Since Γ + \Γ + ⊂ ∂E then either ζ ∈ T, in which case d D (z(t 0 ), z(t n )) → +∞ as t n → ω + , or else A ϕ (ζ) = 0, ∞. But, ω + = lim t n = lim |D ϕ (z(t n ))| = |D ϕ (ζ)|; so, A ϕ (ζ) cannot be infinite. In any case, it follows from (2.5) that inf z∈Γ + |A ϕ (z)| = 0.
As a direct consequence, we have
Remark. This corollary shows that, in the hyperbolic setting, the lower order does not behave as in the Euclidean and spherical frames (see [2] and [1] for more details). Proof. Our reasoning follows the argument given by Pommerenke in [7] , Theorem 2.1 (see also [1] , Theorem 2). Fix c < τ < d and write C(τ ) := C ϕ (τ ). Since
then C(τ ) is a union of Jordan arcs. Furthermore, since a trajectory cannot cross C(τ ) at two different points, then no component
The solution of the initial value problem
,
where β w is the trajectory through w given by (2.3). The continuous dependence of γ w (t) with respect to w implies that the function h(w) :=
To prove that the set B is connected, fix t ∈ (c, d) and take a trajectory Γ parameterized by z(s).
Hence B(t) is connected and therefore B is an intersection of nested compact connected sets, clearly contained in T.
Finally, let us show that
We may assume the existence of a sequence t n ∈ [t, d) converging to t 0 such that z n := z(t n ) → z 0 . Hence t 0 = d; otherwise, z 0 = z(t 0 ) would be in Γ + . Then, for sufficiently large n, s < t n and therefore z n ∈ B(s) and so z 0 ∈ B(s).
Conjecture. The compact connected set B is a single point.
Remark. The corresponding result to the previous theorem in the Euclidean and spherical frames (see [7] , [1] ) also holds, weakening the hypothesis that the lower order is positive. We would like to point out that in [7] Pommerenke shows that the set B is a single point. However, he offers no proof to discard the possibility of a wiggling behavior of the trajectory near T.
Critical points of |D ϕ |
The critical points of |D ϕ (z)| are the discrete zeros of ϕ ′ and the not necessarily discrete zeros of A ϕ (z), as we can see from (1.1). Indeed, A ϕ could be identically equal to zero as is shown in the next proposition. 
Then, taken partial derivatives with respect toz, we have
, then a straightforward computation shows that A ϕ ≡ 0 in D.
The function 1/|D ϕ | is subharmonic in {z ∈ D : ϕ ′ (z) = 0} and so, the local minima of |D ϕ | occur at points z where ϕ ′ (z) = 0. This is a consequence of the following proposition. 
Proof. From (1.1)
Since the trajectories Γ may go to these points, then it is relevant to investigate the behavior of the hyperbolic derivative near the critical points. Theorem 3.3 gives a partial answer. In order to prove it we will expand
then we obtain
On the other hand, from (1.1),
Similarly,
Since
We finally obtain from (3.1) and (3.3) the expansion (i) If |D ϕ (z)| has a local maximum at z 0 , then
(ii) If strict inequality holds in (3.5), then |D ϕ (z)| has a strict local maximum at z 0 ; in particular, z 0 is an isolated critical point.
, then z 0 is an isolated critical point and there exists a neighborhood U 0 of z 0 such that U 0 ∩ C ϕ (t 0 ) consists of two arcs that intersect at z 0 under a positive angle, where t 0 = |D ϕ (z 0 )|.
Proof. By hypothesis A ϕ (z 0 ) = 0. It follows from (2.5) that
as z → z 0 . If |D ϕ (z)| has a local maximum at z 0 , then the term in (3.6) between the square brackets is ≤ 0 near z 0 . Hence,
This proves (i). Since
as z → z 0 , we can deduce now (ii) from (3.6) and the assumption that
in a puncture neighborhood of z 0 . Now we prove (iii). From (3.2), the expansion of A ϕ (z) around the critical point z 0 gives
as z → z 0 . Therefore
in a puncture neighborhood of z 0 . This inequality and the hypothesis show that z 0 is an isolated critical point.
Finally, for simplicity we write a :
The function h is smooth. Also, for ρ > 0, z ∈ C ϕ (t 0 ) if and only if h(ρ, ϑ) = 0. The 0 level set of h consists of isolated points or Jordan arcs. By assumption 0 < b/a < 1. Therefore h(0, ϑ) = 0 when cos(γ + 2ϑ) = b/a, which occurs at four different directions
Then ∂h ∂ϑ (0, ϑ j ) = −2 sin(γ + 2ϑ j ) = 0. Hence, ∇h(0, ϑ j ) = 0 which gives that the 0 level set of h near (0, ϑ j ) is a single arc: otherwise the changes of sign in h and the continuity of ∇h would imply ∇h(0, ϑ j ) = 0. This finishes the proof.
Remark. In the interesting case
, the critical point z 0 does not have to be isolated: the function
(see Example 2) has critical points all over the geodesic (−1, 1).
Examples
First, we give an expression for the hyperbolic curvature κ(z(t)) of any trajectory z(t), ω − < t < ω + , in terms of the Schwarzian derivative and the second order operator A ϕ , for any non constant holomorphic function ϕ : D → D.
.
Proof. The hyperbolic curvature of the trajectory z(t) verifies the formula (see [3] , p. 84)
From the initial value problem (2.1) we obtain
Thus, combining (4.1) and (4.2),
The result now follows from (4.3) and (4.4) .
Our main goal in this example is to show that any trajectory z(t) starts at a point on the boundary of D, as t → 0 + , and ends at −1. We will prove the following statements: (a) A ϕ (z) = 0, ∞ for all z ∈ D. This proves that z(t) starts and ends on T.
(b) For all ζ ∈ T, ζ = −1, lim z→ζ |D ϕ (z)| = 0. This proves that z(t) ends at −1 and ω − = 0 since t = |D ϕ (z(t))|. (c) The trajectory through the origin is the interval (−1, 1) starting at 1 (ω − = 0) and ending at −1 (ω + = a). 
(4.5)
Write z = ξ + iy 1 + iξy , −1 < ξ, y < 1, then
Using (4.5) we get
cos(2a tan −1 y) .
Since cos(2a tan −1 y) = 0 then
cos(2a tan −1 y) = 1 cos(2a tan −1 y) .
A ϕ (z) = 0 ⇐⇒ 2y a(1 − y 2 ) = tan(2a tan −1 y) ⇐⇒ y = 0
which is impossible since t > tanh t for t > 0. This shows that A ϕ (z) = 0 for all z ∈ D.
(b) Direct computations give (c) We see from (4.5) that A ϕ (z) is real for z real. Then, by the initial value problem (2.3), the tangent vector to the trajectory through any point of the real axis is horizontal. Hence, (−1, 1) is a trajectory. Also, taking y = 0 in (4.7) we obtain ω + = lim ξ→−1 |D ϕ (ξ, 0)| = a.
(d) Let J be a component of C ϕ (t). Since |D ϕ | has no critical points, J does not reduce to a single point. Also, by part (a), J is not a closed curve inside D. Furthermore, by part (b), J is a Jordan arc that starts and ends at −1; so, for ξ ∈ (−1, 1) sufficiently close to −1, the hyperbolic geodesic λ ξ orthogonal to the real axis through the point ξ meets J at more than one point. On the other hand, by part (c), there is a unique point x ∈ (−1, 1) belonging to C ϕ (t). We will show that x ∈ J. If this were not true, then by the symmetry of |D ϕ (z)| with respect to the real axis (see (4.7)), we may assume that J lies entirely in the upper half plane. However, for fixed ξ sufficiently close to −1, the expression of |D ϕ (z)| in (4.7) is strictly decreasing with respect to y > 0, which contradicts the fact that J meets λ ξ at least twice.
(e) Since Re A ϕ (iy) in (4.6) is negative for all y, the tangent vectors z ′ (t) at points of the imaginary axis have negative real part. Hence, Γ − \ Γ − lies entirely in the closure of one of the half-planes determined by the imaginary axis. Now we reason by contradiction assuming the existence of at least two different points in Γ − \ Γ − . By the previous paragraph, we may assume that there is ζ ∈ Γ − \ Γ − , ζ = −1, 1, and a sequence t n converging to ω − = 0, such that z(t n ) → ζ and κ(z(t n )) → ∞. Since the Schwarzian derivative of ϕ is
then, by Lemma 4.1 and (4.5),
(4.8)
Therefore lim n→∞ κ(z(t n )) = 0, a contradiction.
(f) Assume that ω + < a and let C := C ϕ (ω + ). Then the trajectory Γ is not the interval (−1, 1) and, by the symmetry of |D ϕ | with respect to the real axis, we may also assume that Γ lies entirely in upper half plane. By part (d) the level curves are nested. From (4.7) we see that, for fixed 0 < y < 1,
which takes all values once in the interval (0, a). Hence, there is a unique y ∈ (0, 1) such that lim ξ→−1 |D ϕ (ξ, y)| = ω + . Therefore Γ must be tangent at −1 to the circle through iy and ±1, which makes an angle β 0 at −1 with the interval (−1, 1). Write 1 + z(t) = r(t)e iβ(t) . Then, as t → ω + ,
Hence, by (4.8), κ(z(t)) → 0 as t → ω + , which means that β 0 = 0, a contradiction.
Therefore ω + = a.
Example 2. Consider the function ϕ(z) = g(z) − 1 g(z) + 1 with g(z)
The function ϕ maps D conformally onto the symmetric lens-shaped domain between two circular arcs that meet ±1 under the angle πa. As in the previous example we write z = ξ + iy 1 + iξy , −1 < ξ, y < 1, then
with equality if and only if y = 0. Hence, |D ϕ (z)| attains its maximum value a at all points on the interval (−1, 1) . Furthermore, the level set C ϕ (t), for 0 < t < a, consists of two circular arcs symmetric about the real axis that meet ±1. Also,
(1 − |z| 2 ) 2 |S ϕ (z)| = |S ϕ (0)| = 2(1 − a 2 ) = 2(1 − |D ϕ (z)| 2 ), for all − 1 < z < 1;
and A ϕ (z) = 1 − |z| 2 1 − z 2 a − ag(z)
Re g(z) | Re(g(z))| 2 + z − z, which vanishes for all −1 < z < 1, as expected. where α = π/(2a) and c = cos(2θ). It is not difficult to show from (4.9) that ∂|D ϕ (x)| ∂x x=0 = 0 and ∂|D ϕ (iy)| ∂y y=0 = 0 ;
hence, z = 0 is a critical point of |D ϕ |. We also see from (4.10) that |S ϕ (0)| = 2 π 2 4a 2 + cos(2θ) . Numerical evidence shows that π 2 2a 2 + cos(2θ) > 1, which is equivalent to the inequality |S ϕ (0)| > 2 1 − |D ϕ (0)| 2 .
Therefore, by Theorem 3.3, part (iii), z = 0 is a saddle point of |D ϕ |. , ϕ ′ (z) = 2(1 − c 4 )z (1 − c 2 z 2 ) 2 . Therefore |D ϕ (z)| = 2|z| 1 + |z| 2 , A ϕ (z) = (1 − |z| 2 ) ∂ log |D ϕ (z)| ∂z = (1 − |z| 2 ) 2 2z(1 + |z| 2 ) .
In this example the level curves are the circles centered at the origin, and the trajectories have the parametrization z(t) = te iϑ 1 + √ 1 − t 2 , 0 < t < 1 with ϑ fixed.
