Though much progress has been achieved in singleimage 3D human recovery, estimating 3D model for in-thewild images remains a formidable challenge. The reason lies in the fact that obtaining high-quality 3D annotations for in-the-wild images is an extremely hard task that consumes enormous amount of resources and manpower. To tackle this problem, previous methods adopt a hybrid training strategy that exploits multiple heterogeneous types of annotations including 3D and 2D while leaving the efficacy of each annotation not thoroughly investigated. In this work, we aim to perform a comprehensive study on cost and effectiveness trade-off between different annotations. Specifically, we focus on the challenging task of in-the-wild 3D human recovery from single images when paired 3D annotations are not fully available. Through extensive experiments, we obtain several observations: 1) 3D annotations are efficient, whereas traditional 2D annotations such as 2D keypoints and body part segmentation are less competent in guiding 3D human recovery. 2) Dense Correspondence such as DensePose [1] is effective. When there are no paired in-the-wild 3D annotations available, the model exploiting dense correspondence can achieve 92% of the performance compared to a model trained with paired 3D data. We show that incorporating dense correspondence into inthe-wild 3D human recovery is promising and competitive due to its high efficiency and relatively low annotating cost. Our model trained with dense correspondence can serve as a strong reference for future research 1 .
Introduction
Recovering 3D human model [22, 13] is essential in many applications such as augmented reality. Recent studies [23, 13, 20, 21] typically use a parametric model known Figure 1 . Annotations overview for 3D human recovery. We study five kinds of annotations that are typically used in training deep networks for 3D human recovery. The number of '$' indicates the annotation cost of obtaining the corresponding annotations. A higher number of '$' suggests a higher cost.
as Skinned Multi-Person Linear Model (SMPL) [17] to represent 3D human models and estimate parameters of SMPL with a deep convolutional neural network (DCNN). Training such a deep network to handle 3D human recovery in the wild is challenging, as obtaining high-quality 3D annotations in unconstrained environments for training are both laborious and expensive. To circumvent this hurdle, one often has to adopt hybrid annotations for training, so as to leverage limited annotations from multiple datasets to avoid overfitting. For instance, Kanazawa et al. [13] train their models using both 3D joints of Human3.6M dataset [10] and 2D keypoints from COCO dataset [15] . Alternatively, apart from using an RGB image as an input to a network, one would introduce an auxiliary input as a prior to improve performance, e.g., Omran et al. [20] use body part segmentation as an intermediate representation.
As summarized in Fig. 1 , there are five common types of annotations: (a) Sparse 2D annotations such as 2D keypoints, (b) Dense labeling such as body part segmentation, (c) Dense correspondence such as the IUV maps produced by DensePose [1, 18] , (d) Constrained 3D annotations, i.e., 3D annotations for images captured in constrained environments, such as Human3.6M [10] , and (e) In-the-wild 3D annotations, i.e., 3D annotations for in-the-wild images, such as UP-3D [14] . These annotations not only vary in their expressiveness but also their labeling cost. For instance, 3D annotations like SMPL are more expressive than the dense correspondence, since the former encapsulates 3D deformable surface model while the latter only retains the UV fields. However, establishing 3D annotations requires a more complex annotation system than that required for annotating dense correspondence. Annotating dense correspondence such as DensePose [1] could be accomplished solely by human annotators while obtaining 3D annotations usually requires auxiliary facilities such as sparse markers [16] and IMUs [25] .
In this study, we aim to perform a systematic study to investigate the cost and effectiveness trade-off between using different annotations in learning a deep network for 3D human recovery. We focus our study on the challenging task of recovering 3D human model from in-the-wild images, especially in the case when in-the-wild 3D annotations are insufficient, and how other annotation types could complement and bridge the gap. Our study is conducted using a unified and simple network, which could serve as a solid baseline for future study. Two aspects of using different annotations are investigated, i.e., the effect of different annotations in serving as (a) a supervisory signal, (b) as an input to the network.
Our experiments reveal several observations: (1) 3D annotations are efficient for the in-the-wild scenario. For in-the-wild images, models trained with paired 3D annotations achieve the best performance. Besides, excluding 80% paired in-the-wild 3D annotations only increases the reconstruction error by 5%. When there are no paired in-the-wild 3D annotations existing, incorporating constrained 3D annotations in the training phase can improve the performance and prevent a model from generating unnatural 3D human models.
(2) Sparse 2D annotations and dense labeling alone are insufficient. When there are no paired in-the-wild 3D annotations, using sparse 2D keypoints as the only supervision will decrease the models' performance by 60%. Besides, using dense labeling as input only brings marginal performance gain.
(3) Dense correspondence such as IUV map is an effective substitute for 3D annotations. After a simple refinement step that removes noisy predictions, dense keypoints sampled from IUV maps can serve as a strong supervision. IUV map itself can also serve as a complementary input. Incorporating dense correspondence can further improve the models' performance by 2.9% or help the model trained with only 20% paired 3D annotations achieve similar performance of the model trained with full 3D annotations. Especially, when there are no paired 3D annotations available for in-the-wild images, the model using dense correspondence as supervision can achieve 92% of the performance of an upper-bound models that are trained with a full set of paired 3D in-the-wild annotations.
The contributions of our work are two-fold: 1) We sys-tematically study the effectiveness of different annotations for in-the-wild 3D human recovery. We observe that while using paired 3D annotations leads to optimal results, it is not necessary for 3D human recovery, especially when considering its high annotating cost. 2) We reveal the effectiveness of incorporating dense correspondence into in-the-wild 3D human recovery. Our experiments show that when there are no in-the-wild annotations available, models trained with dense correspondence can still achieve the same performance as the models trained with 60% paired in-the-wild 3D annotations. The resulted model can serve as a strong and solid baseline for future studies.
Related Work
Recent studies on 3D human recovery mainly use a parametric model -SMPL [17] to represent human in 3D space. These studies can be divided into two groups: optimizationbased methods and learning-based methods. Early works are mainly the optimization-based approach. Bogo et al. [3] propose to estimate parameters of SMPL through aligning the predicted models with 2D keypoints. Lassner et al. [14] extend the algorithm by adding the silhouettes matching loss and 91 landmarks. Tan et al. [23] propose an encoderdecoder architecture, in which the encoder predicts SMPL parameters from images and decoder predicts silhouettes from SMPL. The model is trained with heatmaps of silhouettes. BodyNet [24] proposes to predict volumetric 3D human first and then regress SMPL parameters from the predicted volumetric result.
Other recent works [13, 20, 21] share similar pipelines. They all design a CNN-based model to predict the parameters of SMPL. The models are trained with images that come with 2D annotations (2D keypoints) and 3D annotations (3D joints or ground-truth SMPL parameters). Kanazawa et al. [13] add adversarial loss [7] to judge whether the generated 3D human models are real or not. Pavlakos et al. [21] propose to first predict the silhouette and 2D keypoints heatmaps and then use them as the input for the SMPL parameters estimator. Omran et al. [20] argue that using body part segmentations to replace 2D images as input will enhance the performance of the model.
Most existing studies do not comprehensively investigate the efficiency of each annotation they use. The other works such as NBF [20] and HMR [13] have not completely evaluated the quality of generated 3D models. Their evaluation metrics are partial. Specifically, NBF [20] only evaluates the quality of predicted 3D poses, omitting the predicted shape. HMR [13] evaluates in-the-wild images using the accuracy of body part segmentation, which is only a 2D metric. In order to thoroughly evaluate how models' performance is affected by different factors, in this work, we conduct a series of experiments under a unified framework and training strategy. Besides, we use the Euclidean dis- tance between predicted and ground-truth 3D meshes as the evaluation metric, which can faithfully reveal the quality of both pose and shape.
3D Recovery with Hybrid Annotations
To evaluate the efficiency of different annotations for inthe-wild 3D human recovery, we conduct a series of experiments based on a unified framework and train-validation setting. In this section, we first introduce the framework used in the experiments. Then we describe five annotations investigated in this work. Finally, we discuss how to exploit the dense correspondence. 3D Human Model. Skinned Multi-Person Linear Model (SMPL) [17] is a 3D human body model parameterized by the pose and shape parameters. The shape parameters β ∈ R 10 are the first 10 coefficients of PCA components of shape space. Pose parameters θ ∈ R 3×K represent the 3D rotations for K = 23 joints. In general, to specify a complete SMPL model, (23 + 1) × 3 = 72 pose parameters (three more parameters for global rotation) and 10 shape parameters are required. Framework. The overall framework, as shown in Figure 2 , is composed of three components: 1) input encoder 2) parameter estimator 3) loss calculator. The input encoder E has two variations of architectures: single branch and two branch. A two-branch encoder is composed of a main encoder E m and an auxiliary encoder E a . The main encoder takes images as input while the auxiliary encoder takes one auxiliary input that can either be body part segmentation or IUV maps. The generated main features f m and f a are then concatenated to produce the final feature vector f = f m f a . The single branch encoder has only one main branch E m whose inputs are one category of original Given encoded feature vectors, the parameter estimator ψ, which is composed of two fully-connected layers, predicts the pose and shape parameters of SMPL. The SMPL model then generates the final 3D meshes. Follow the practice in previous works [19, 5, 13] , the parameter estimator outputs the residual of parameters ∆Θ. The final parameters are then obtained by adding the residual with the mean parametersΘ. This strategy helps the model to focus on the variance of different images and thus leads to faster convergence. The parameter estimation process is formulated as follows: Θ =Θ + ψ(E(I)), where I denotes inputs.
In the training phase, the loss calculator further regresses predicted 3D joints, 2D keypoints and dense keypoints obtained from SMPL vertices. The corresponding losses are then calculated using the ground-truth annotations.
Hybrid Annotations
In this section, we discuss different annotations investigated in this work. The annotations include constrained and in-the-wild 3D annotations, sparse 2D annotations, dense labeling and dense correspondence. Depending on the nature of each annotation, they can serve as either input or supervision or both. The role of each annotation in our experiments is listed in Table 1 . 3D Annotations. 3D annotations can be divided into two categories according to whether the images are captured in constrained environments or in the wild. Since this paper mainly focuses on in-the-wild scenarios, constrained annotations are mainly used for pre-training. It will also take part in training when there are no paired in-the-wild 3D annotations available. In the loss calculating phase, for images with ground-truth SMPL parameters, we minimize the distance between predicted and ground-truth parameters. For numerical stability, each pose parameter θ i is converted into a 3 × 3 rotation matrix using the Rodrigues formula [17] . For images with 3D joints annotation, we further minimize the distance between predicted and ground-truth 3D joints. 3D Loss L 3D is defined as follows:
where [θ i , β i ] and [θ i ,β i ] are the predicted and ground-truth SMPL parameters, respectively. M and O represent the number of images with 3D joints annotation and groundtruth SMPL parameters. R : R 3 → R 3×3 represents the Rodrigues formula. Sparse 2D Annotations. To estimate 2D keypoints, the parameter estimator predicts three additional parameters to model the camera C ∈ R 3 , two parameters for the camera translation and one parameter for the focal length. C is then used to project the predicted 3D jointsĴ 3D to 2D keypointŝ J 2D . The sparse 2D loss L 2D can then be defined as:
where S is the number of training data with 2D keypoints annotation. J 2D i andĴ 2D i denote the predicted and groundtruth 2D keypoints for the ith data sample, respectively. µ i represent the visibility vectors, where µ ij = 1 means the j-th joint of i-th sample is visible, otherwise µ ij = 0. Dense Labeling. Dense labeling investigated in this work is body part segmentation. In this work, dense labeling is only used as input. It can either be the sole input or serve as the auxiliary input. In our experiments, body part segmentation is not used as supervision, since the process of obtaining body part segmentation from SMPL predictions is not differentiable. Dense Correspondence. Our work is in parallel with Holo-Pose [8] to incorporate dense correspondence into 3D human reconstruction. We exploit DensePose [1, 18] , which establishes dense correspondence between RGB images and human bodies. Each pixel on a given image can be assigned with a (I, U, V ) coordinate, which indicates a specific position on the surface-based human body. I ∈ Z indicates which body part this point belongs to and (U, V ) ∈ R 2 is the coordinate of the precise location on the unrolled surface of the body part specified by I.
There is a close connection between SMPL and IUV in that each vertex of the SMPL model can be assigned an (I, U, V ) coordinate. In this way, for each point annotated with (I, U, V ), we calculate which triangle face of SMPL this point belongs to and the distances from this point to each vertex of the triangle face. These distances form the barycentric coordinates specific to this triangle face. Consequently, we have a mapping function φ that can map the points annotated with (I, U, V ) to the vertices of SMPL model. The mapping is provided in the following equation:
where v i denotes the index of selected vertices and b i represent the barycentric coordinate. We show some examples in Figure 3 to demonstrate the relationship between Dense-Pose model and SMPL.
In the training phase, IUV maps generated by DensePose can either be used as inputs or used for providing supervision. When serving as supervision, dense keypoints are sampled from IUV maps and used to calculate dense keypoint loss. Each dense keypoint is composed of two parts: the coordinate (x, y) on the RGB images and the coordinate (I, U, V ). For simplicity of notation, we denote (I, U, V ) coordinate as D. Given D, Equation (3) 
After obtaining f and b, we project predicted SMPL verticeŝ P ∈ R 3×N to 2D spaceP 2D ∈ R 2×N using the similar method of projecting 3D joints to 2D keypoints. Finally, we can obtain the predicted dense keypoints by weighted averaging the selected 2D vertices using barycentric coordinates and calculate the dense keypoint loss between the pixel coordinates of predicted and ground-truth dense keypoints. The whole process is formulated as:
where T is the number of images with dense keypoints annotations, φ : Z × R 2 → Z 3 × R 3 is the mapping function defined in Equation (3).
Learning
Sampling Strategy for Dense Correspondence. The dense points drawn from IUV maps cannot be employed directly since they frequently contain wrong predictions. For example, the left foot could be wrongly predicted as the right foot. To avoid erroneous points corrupting our model, we perform refinement by using accurate sparse keypoints as the reference. For each visible 2D keypoint, we check the values of IUV map in the 3 × 3 grid centering at it and select the value of 'I' (which indicates body part) that appears most frequently as the body part prediction of IUV map surrounding this keypoint. Then we check whether the body part prediction matches the 2D keypoint or not. After finding the erroneous region, our sampling scheme sets the IUV map of this sub-area to be background in a recursive manner: We first set the IUV value of the keypoint to be background, then we check the 3×3 grid around it and determine the pixels whose value of 'I' equals to the surrounding IUV and set their IUV values to be background. Further, we check the 3 × 3 grids centering at these pixels and determine more pixels using the same condition. The process is conducted recursively until there are no more pixels found. The above process is conducted on each keypoint to refine the whole IUV map before we use the map as input and for sampling dense keypoints. A more detailed description along with an illustration figure can be found in the supplemental material. Overall Loss Function. The overall loss L is defined as:
Detail values of λ used in the experiments is listed in the supplemental material.
Experiments
We first introduce the datasets and evaluation metrics used in this work. In our experiments, we employ four datasets: Human3.6M [10] , COCO-DensePose [1] , UP-3D [14] and 3DPW [25] . Experiments are mainly conducted on UP-3D dataset since it is the only in-the-wild dataset with SMPL annotations. We compare our methods with previous state-of-the-arts on UP-3D, 3DPW and COCO-DensePose datasets. Human3.6M. Human3.6M [10] is an indoor dataset. Following HMR [21] , we use Mosh [16] to collect ground-truth SMPL parameters from raw 3D Mocap markers. In our experiment, the data of Human3.6M is used in pre-training. It is also used in training when there are no paired in-the-wild 3D annotations available. COCO-DensePose. COCO-DensePose dataset [1] is a newly released dataset that builds dense correspondence between images and body part surface. Images in this dataset are all selected from the keypoints MS-COCO dataset [15] . Researchers in [1] re-annotate each selected image with about 100 ∼ 150 dense keypoints. We train our model on the training set and test the models on the evaluation set. UP-3D. This dataset is built by Lassner et al. [14] . They pick images from four pose estimation datasets including: LSP [11] , LSP-extened [12] , MPII [2] and FashionPose [6] . The researchers extend SMPLify [3] and fit the model to those images. Then they ask human annotators to pick the samples with good fitness. 3DPW. This dataset is built by Von et al. [25] . They estimate 3D poses using a single hand-held camera and a set of IMUs attached at body limbs. 3D body shapes are obtained through 3D scans. This dataset cannot be counted as a totally in-the-wild dataset since the data are collected by several actors performing different actions. We compare our methods with previous state-of-the-arts, e.g., HMR [13] . Evaluation Metrics. For COCO-DensePose dataset, the evaluation metric is the dense keypoints distance introduced in Equation (4). It is abbreviated as DKD in the following sections. For other datasets with SMPL annotations, we use the mean per-vertex error (PVE) proposed by Pavlakos et al. [21] as the metric, which computes the Euclidean distance between ground-truth SMPL vertices and the predicted SMPL vertices. We also report mean per joint position error (MPJPE) on SMPL joints to reveal the quality of pose recovery and PVE between SMPL vertices whose shape parameters come from ground-truth and prediction while pose parameters are set to be the same (in the experiment, pose parameters are all set to be zero). We use this metric to reveal the quality of shape recovery and abbreviate it as PVE-T, where "T" refers to T-pose. Implementation Details. All images are cropped according to the bounding boxes of humans. These images are further padded and scaled to 224×224. During training, images are randomly flipped and scaled for data augmentation. As depicted in Figure 2 , the input encoder has two architectures. In most experiments, the single branch encoder is Table 3 . Influence of different annotations. The evaluation metrics are PVE, MPJPE and PVE-T, separately. For all metrics, lower is better. "3D" refers to paired in-the-wild 3D annotations. "20% 3D" refers to 20% randomly selected 3D annotations. "Sparse 2D" refers to sparse 2D keypoints. "Dense" refers to dense correspondence, namely, IUV maps generated by DensePose [1, 18] . based on ResNet-101 [9] while the main encoder and auxiliary encoder of the two branch architecture are based on ResNet-50 and ResNet-18, separately. In this way, models with different architectures have comparable FLOPs and model size. The overall FLOPs and size of models adopting different input encoders are listed in Table 2 .
We assign additional fully-connected layers at the top of the input encoder to map the feature vectors to 85 dimensions. The final output vectors contain pose parameters θ (72 dimensions), shape parameters β (10 dimensions) and camera model C (3 dimensions).
The Effectiveness of Hybrid Annotations
In this subsection, we study the efficiency of different annotations when serving as inputs or supervisions. In all the experiments, sparse 2D keypoints are always assumed to be available, as annotating 2D keypoints is quite cheap. Alternatively, precise results can be obtained using state-ofthe-arts 2D pose estimation algorithms [26, 4] . For each input type, we adopt five different supervision combinations, including 3D annotations, 3D annotations plus dense correspondence, randomly selected 20% 3D annotations plus dense correspondence, dense correspondence only and sparse 2D keypoints only. The results are listed in Table 3 . Influence of Supervision. Detailed numbers in this subsection are calculated by comparing the models that take images as the only input (the fourth row of Table 3 ). Same conclusions can be drawn from other models that use different inputs. It is not surprising that 3D annotations can provide the best guidance for in-the-wild 3D human recovery while sparse 2D keypoints are not as efficient. Dense correspondence, namely, IUV maps generated by Dense-Pose [1, 18] , is an effective annotations for in-the-wild 3D human recovery. The model trained with sampled dense keypoints and sparse 2D keypoints can achieve the 92% performance of the model trained with full set 3D annotations. Furthermore, the model trained with hybrid of only 20% 3D annotations and dense correspondence achieve comparable performance with the model trained with full 3D annotations. Besides, the performance of the model trained with full 3D annotations can be improved by 2.9% through incorporating dense correspondence into training. Influence of Input. Five input combinations are exploited in our experiments, including 1) images only, 2) IUV maps only, 3) body part segmentation only, 4) images plus IUV maps, 5) images plus body part segmentation. The first three categories adopt a single branch architecture and the last two use the two-branch architecture. For a fair comparison, IUV maps and body part segmentations are both generated by DensePose [1] model. Experimental results in Table 3 show that when sparse 2D keypoints serve as the only supervision, incorporating auxiliary inputs including body part segmentation or IUV maps can only improve the models performance by 1.5% in average. It is marginal when compared with 32% improvement brought by incorporating sampled dense keypoints from IUV maps into supervision while still using the images as the only input.
Exploit 3D Annotations
Influence of Separate Parameters. We separately evaluate the influence of SMPL pose and shape parameters by using only one of them during training. The results shown in Table 4 suggest that: (1) 3D poses and SMPL parameters explicitly affect MPJPE and PVE-T, respectively. (2) 3D poses have more influence on the model's overall performance. Besides, the results in Table 3 show that when both pose and shape parameters are used in training, MPJPE and PVE-T are nearly consistent with the PVE. Therefore, we only report PVE in the following experiments. Efficiency of 3D Annotations. We then evaluate the effectiveness of in-the-wild 3D annotations. Models in this section are all trained with 3D annotations and sparse 2D annotations. In these experiments, the number of paired 3D annotations is reduced gradually from 100% to 0% (0% means only using sparse 2D annotations in training). The results are shown in Figure 4 . We only show detailed results of models taking images as the only inputs. Detailed experiment results of all the models can be found in the supplemental material. From the Figure 4, Figure 6 . Influence of dense keypoints density In this experiment, sampled dense keypoints are randomly discarded. Performance of the model drops gracefully when more than 60% keypoints are retained. Even with only 10 ∼ 15 dense keypoints kept, they are still significantly more efficient than sparse 2D keypoints. tion error only increases by 6% when 80% 3D annotations are excluded from training. On the contrary, sparse 2D annotations are incompetent in guiding 3D human recovery. When there are no paired 3D data available, the performance drops drastically. The reconstruction error is 34% larger than models trained with only 1% of paired 3D data.
Exploit Dense Correspondence
Inspired by surprising efficiency of dense correspondence as observed in Table 3 , we further investigate its effectiveness in this subsection. Models in this subsection all take images and IUV maps as inputs. Influence of Noisy Dense Correspondence. As stated before, dense keypoints used as supervision are sampled from IUV maps, which might contain errors. We refine IUV maps as described in section 3.2. If we directly use raw IUV maps the performance drops by 20.1%. We further study how noise in U and V influence the models' performance, since the refinement process only removes potential errors in I. We add Gaussian noise to U and V , whose values lie in [0, 255]. The mean (µ) of Gaussian noise is fixed to be 0 and the standard deviation (σ) varies from 5 to 40. The result is illustrated in Figure 5 . The results show that our method is robust to the noise. The performance of the model drops gracefully while the variance of noise is less than 10. Even the variance of noise increases to 40, using noisy dense keypoints could still enhance the performance of the model considerably. Influence of Dense Keypoints Density. Each image in the COCO-DensePose dataset is annotated with 100 ∼ 150 dense keypoints. We sample same amount of dense keypoints on UP-3D. In this subsection, we study the influence of dense keypoints density by randomly discarding part of dense keypoints and train the model using the remaining ones. The number of dense keypoints is reduced gradually from 100% to 0% (0 means using only 2D keypoints.). The results are shown in Figure 6 . The performance drops gracefully when more than 60% dense keypoints are retained. Besides, models trained with only 10 ∼ 15 dense keypoints still have significantly higher performance than models trained with only sparse 2D keypoints. Experiment results in this subsection is useful for real-life application in that lots of efforts in annotating dense keypoints could be saved with a little sacrifice in the final performance.
Comparison with State-of-the-arts
Quantitative Results. For UP-3D, we compare our model with both the optimization-based methods [14] and the learning-based methods [13, 21, 20] .
For COCO-DensePose, we mainly compare our method with HMR [13] , since HMR is the only method that has been trained on COCO [15] dataset, which covers all the images in CODP dataset. For 3DPW, we train HMR on the training set and compare our methods with it on the testing set. The results are shown in Table 5 . "Ours-3D" Figure 7 . A comparison between our model and HMR [13] . "Our model" refers to the model that adopts the framework in Figure 2 . It uses images and IUV maps as input and it is trained with dense correspondence and sparse 2D keypoints. [1] (CODP is used for the simplicity of notation.) using DKD (Dense Keypoints Distance), the unit is mm. It also presents evaluation results on UP-3D dataset [14] and 3DPW dataset [25] using PVE (Per-Vertex Error), the unit is mm. For all the metrics, lower is better. "Ours-3D" refers to the proposed model trained using paired 3D annotations. "Ours-DC" refers to the proposed model trained using only dense correspondence and sparse 2D annotations. refers to the proposed model trained using paired 3D annotations. "Ours-DC" refers to the proposed model trained with only dense correspondence and sparse 2D annotations. These two models both adopt the two-branch encoder that takes images and IUV maps as input. We use ResNet-18 as the backbone for "Ours-3D" and "Ours-DC" to guarantee a fair comparison, since models of previous works such as HMR [21] and NBF [20] are all based on ResNet-50 [9] . When 3D data is available, our method surpasses or performs comparably with previous state-of-the arts, demonstrating that our model is simple yet efficient. On UP-3D dataset, it is noteworthy that our model trained using dense correspondence are comparable with most of the previous methods despite no paired in-the-wild 3D annotations are used in training. Qualitative Results. We show some qualitative results of our model and HMR [13] in Figure 7 . "Our model" refers to the model that adopts the framework in Figure 2 , which uses images and IUV maps as input and it is trained with dense correspondence and sparse 2D keypoints. The observations for each subfigure are given as follows: (a) shows that our model generates better-aligned and more precise 3D human models than HMR does. (b) shows that when HMR fails on images with extreme poses or scales, our model can still generate plausible results. (c) shows that in some cases HMR generates erroneous 3D models while our method generates more natural results.
Conclusion
We have performed a systematic study of the cost and efficiency trade-off of hybrid annotations used in in-the-wild 3D human recovery. Through extensive experiments, we find that paired in-the-wild 3D annotations are not irreplaceable as commonly believed. Interestingly, in the absence of paired 3D data, the models that exploits dense correspondence can achieve 92% of the performance compared to the models trained with paired 3D data. We further benchmark against previous state-of-the-art methods on UP-3D [14] and 3DPW [25] dataset. Without paired in-the-wild 3D annotations, the model achieves comparable performance with most of the previous state-of-the-arts methods trained with paired 3D annotations. We demonstrate that dense correspondence is a new supervision form that is promising and competitive for in-the-wild 3D human recovery. Considering its high efficiency and relatively low annotating cost, our models can serve as a strong reference for future research.
