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SUMMARY
This paper presents a 3D numerical solution algorithm for the simulation of free surface flows of dense
suspensions including particle migration phenomena. Segregation of the solid phase in processes such as
powder injection molding and molding of semi-solid materials affects the rheology of the mixture and
therefore the filling pattern. Segregation affects also the final properties and characteristics of such molded
parts as a non-uniform particles distribution leads to non-uniform shrinkage, warpage and non-uniform
mechanical properties. In this paper, particle migration is modeled using the diffusion flux model of Phillips
et al. (Phys. Fluids A 1992; 4:30–40) and is extended to address 3D mold filling problems. The solution
algorithm is validated against flow problems for which experimental and numerical data are available:
circular Couette flow, piston-driven flow and sudden contraction–expansion flow. The particle migration
model is then used to simulate mold filling problems in which the piston movement in the sleeve is
known to induce particle migration before the material enters the cavity. An arbitrary Lagrangian–Eulerian
(ALE) formulation is developed and combined to a level-set front capturing method to simulate the piston
movement and the evolution of the free surface in molding simulations. The ALE formulation is first
compared with an Eulerian solution for the case of the piston-driven flow problem. The approach is then
applied to injection molding problems to study the evolution of particle distributions during molding and
in the final molded parts. Copyright q 2008 Crown in the right of Canada. Published by John Wiley &
Sons, Ltd.
Received 16 August 2007; Revised 4 December 2007; Accepted 18 December 2007
KEY WORDS: dense suspensions; 3D modeling; finite elements; particle migration; diffusive flux model;
free surface flow
1. INTRODUCTION
Experimental observation indicates that concentrated suspensions of spherical particles in a viscous
fluid under non-homogeneous shear flow produce very non-uniform concentration distributions.
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The ability to predict segregation of the solid phase in processes such as powder injection molding
(PIM) is of special interest since such phenomenon affects the final properties and characteristics
of the molded parts. Most PIM defects appear in the debinding and sintering stages but are often
caused by filling problems and determined by non-uniform solid particle distribution within the
solution. Inhomogeneous particle distribution affects the apparent viscosity and thus the flow during
filling. This distribution may also affect the part deformation during sintering and consequently
the final part geometry.
The general experimental observation is that particles migrate from regions of higher shear rate
to regions of lower shear rate [1–3]. The migration takes place at particle Reynolds numbers small
enough to conclude that inertial effects are negligible. Particle segregation may be caused by several
mechanisms such as buoyancy, interparticle interactions and pressure gradient-induced migration.
Dynamical simulations of many-particle systems that rigorously account for each fluid–particle
and particle–particle interactions remain to computational expensive even for today’s computers.
Hence, simple numerical models representing the essential physics of the suspension would be
very useful for flow simulations.
Various models have been proposed to describe the separation of the solid and fluid constituents
in dense suspensions. In mixture models, each constituent is considered as a distinct specie of a
mixture. The development of the mixture formulation is done by writing the conservation equations
for each phase involved in the system. Two sets of momentum, mass and energy conservation
equations are therefore written: one set for the liquid phase and one for the solid phase. Interaction
between the two phases is taken into account by a momentum exchange term. The system of
equations is closed by imposing mass conservation for the entire mixture: the sum of liquid and
solid fractions equals the unity. The coupled fluid and solid equations can be solved directly [4, 5];
in such a case, the evaluation of the viscosity in the fluid and solid phases separately is needed [4].
To avoid the introduction of a solid phase viscosity and for computational efficiency reasons, the
mixture model can be further simplified using phase mixture rules. By doing so, the two sets of
conservation equations are reduced to one set of conservation equations into which the unknowns
are the average mixture velocity, pressure and temperature [6, 7]. The local concentration of the
mixture is computed using an additional phase concentration equation. In the case of semi-solid
slurries, Pineau et al. [7] considered that the mixture behaves as a porous media and used a closure
model based on the Darcy equation. This closure model implies that the separation mechanism is
mainly driven by pressure gradients; the solid phase will increase in high-pressure regions such
as stagnation points and before sudden contractions such as the gate. At some point, the Darcy
closure model requires the determination of an effective permeability of the slurry as a function
of solid fraction. This is done using the Carman–Kozeny equation. Manninen and Taivassalo [6]
proposes a closure model based on particle drag. In this case, the relative velocity between the
liquid and solid phases is dependent on the pressure gradient and also on the density difference
between the liquid and solid phases. Because of the use of a pressure gradient closure model,
mixture models are generally unable to predict the experimentally observed shear-induced particle
migration [2].
Particle segregation can also be modeled using dense suspension models in which the segregation
mechanism is driven by the shear rate. Conceptually, such models assume that particle–particle
collision occurring in the suspension is the main driving force for phase separation. High-shear
regions have a higher collision probability than low-shear regions; thus, based on probabilistic
arguments, particles tend to migrate from the high-shear flow regions to the low-shear flow regions.
Phillips et al. [8] introduced the diffusive flux model based on the concept of particle concentration
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diffusion. Experimental validation of the model for simple 1D or 2D problems is shown in
References [9, 10]. The suspension balance model was first introduced by Nott and Brady [11],
who introduced the concept of suspension ‘temperature’. Morris and Boulay [12] modified the
model to take into account the effect of the normal stress difference, whereas Fang et al. [13]
used a flow-aligned tensor to model the normal stress difference for both diffusive flux model and
suspension balance model. Experimental validation of both diffusive flux and suspension balance
models is shown in References [14, 15].
The objective of this work is to develop numerical simulation tools for the prediction of particle
segregation in material forming processes such as PIM and molding of semi-solid materials. For
this, a 3D numerical solution algorithm for the simulation of particle migration in dense suspensions
was developed. The particle migration is modeled using the diffusion flux model proposed by
Phillips et al. [8] and integrated into a 3D injection molding software [16].
The paper is organized as follows. First, the equations describing time-dependent laminar flow
along with their boundary and initial conditions are presented in Section 2. The solid fraction
equation describing particle segregation is presented. The arbitrary Lagrangian–Eulerian (ALE)
formulation used to treat the piston movement in injection molding problems is also presented.
The transient momentum, continuity, energy, particle concentration and front capturing equations
are solved using linear finite elements. The solution algorithm and the finite element approach
are described in Section 3. In Section 4, the approach is validated for flow problems for which
experimental data are available: circular Couette flow, piston-driven flow and sudden contraction–
expansion flow [9, 13, 17]. The ALE formulation is first compared with an Eulerian solution for
the case of the piston-driven flow problem and used to solve the sudden contraction–expansion
flow. The methodology is then applied in Section 5 for the prediction of particle segregation in an
injection molding application. The paper ends with conclusions.
2. FLOW AND SEGREGATION EQUATIONS
2.1. Assumptions
The constitutive equations are given to represent the mechanical behavior of concentrated suspen-
sions during the filling stage of the injection molding process. The main considerations behind the
choice of model equations are described in this section.
The maximum pressure drop encountered during the filling of most PIM parts is about 106–
107 Pa. Considering that the compressibility coefficient of polymer binders is of the order of
10−9 Pa−1 and that the one of the mixture is even lower, one can conclude that compressibility
effects can be neglected. The mixture is thus considered incompressible.
Polymer melts have a surface tension  between 20 and 50mN/m [18] and viscosities are of the
order of 103 Pas. Velocities at the interface are of the order of 0.05 m/s leading to a capillary number
Ca=V/ of the order of O(103). Similar dimensional analysis leads to Reynolds numbers in
the range of 10−4–10−2. One can conclude that viscous forces dominate and that both inertia and
surface tensions can be neglected in the momentum equation. For the sake of generality and in
order to be able to describe the flow of other types of concentrated suspensions (e.g. semi-solid
metal injection molding) which may be characterized by higher flow velocity and lower viscosity,
flow equations are expressed in a form that includes inertia.
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2.2. Flow equations
The flow of incompressible fluids is described by the Navier–Stokes equations:

(
u
t
+uc ·∇u
)
=−∇ p+∇ ·(2Di j ) (1)
∇ ·u=0 (2)
where t, u, p,  and  denote time, velocity, pressure, density and viscosity, respectively, and
Di j =(ui/x j+u j/xi )/2 is the strain rate tensor. The convection velocity uc is equal to the
fluid velocity u in an Eulerian frame reference, but depends on the mesh velocity um in an ALE
formulation:
uc=u−um (3)
The apparent viscosity of the mixture  is computed as a function of the solid fraction  using a
modified Krieger–Dougherty model [19]:
=rs (4)
r=(1−)−1.82 (5)
where s is the viscosity of the suspending fluid, r is the relative viscosity of the mixture with
respect to that of the suspending fluid, and  denotes the normalized solid fraction, =/m;
here, m denotes the maximum solid fraction (m=0.68).
2.3. Segregation model
In this work, we investigate only the case of incompressible mixtures having the same density for
the solid particles and the liquid suspension. The segregation of solid particles is modeled by the
diffusive flux model of Phillips et al. [8]. The solid fraction is, therefore, obtained by solving the
transient advective–diffusive equation:

t
+uc ·∇=−∇ ·N (6)
where the diffusive flux N is given by
N=Nc+N (7)
with Nc describing the interaction caused by varying collision frequency and N describing the
interaction caused by spatially varying viscosity:
Nc=−a2Kc∇(˙) (8)
N=−a22˙K∇(ln) (9)
In the above equations a represents the radius of solid particles in the suspension, ˙=
√
2Di jDi j
is the shear rate invariant and Kc and K are model constants (Kc=0.41, K=0.62).
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2.4. Mold filling simulation
For mold filling applications in addition to solving for the flow equations, we have to track in time
the position of the interface between the filling material and the air/void inside the cavity. Front
tracking is done using a level-set method [20]. For this, a smooth function F(x, t) is introduced
such that a pre-determined value, Fc, represents the position of the interface. A value larger than
Fc indicates a filled region, whereas in empty regions the front tracking function is smaller than
Fc. The front tracking function is transported using the velocity field provided by the solution of
the momentum–continuity equations:
F
t
+uc ·∇F=0 (10)
Fluid properties, such as density and viscosity, depend on whether the finite element corresponds
to a filled, unfilled or partially filled volume. For example, the density K within the element K
is computed using a linear interpolation between the mixture density m and the air density a, as
K =mV˜ f k+a(1− V˜ f K ) (11)
where V˜ f K represents the portion of the element K that is filled by the mixture. A similar
relationship is used for the computation of the viscosity. The filled volume fraction V˜ f K is 1 in
filled elements, 0 in unfilled elements and takes on values between 0 and 1 in partly filled elements.
It represents the fraction of the element volume where the level-set function F is higher than Fc:
V˜ f K =
1
VK
∫
K
H [F(x)−Fc]dK (12)
where VK is the volume of the element K and H is the Heaviside function.
As particle segregation during injection molding makes sense only in the filled part of the
computational domain, the diffusive flux term in the solid fraction equation (6) is also pondered
by the filled volume fraction. We solve, therefore, for

t
+uc ·∇=−∇ ·(V˜ fN) (13)
2.5. Variable domain modeling
The ultimate goal of this research is the simulation of the segregation occurring in molding
processes such as PIM and injection of semi-solid metals. In most injection molding applications,
the material is pushed into the mold cavity by means of a plunger. To represent the flow behavior
and segregation mechanism, we need to model the plunger advancement and hence consider
changes in the computational domain. This is done by means of an ALE formulation with the
geometrical change given by simple relationships depending on the plunger speed. The change
of the computational domain in time is illustrated in Figure 1. The portion of the computational
domain located between the initial plunger position x= xi and a fixed location x= x0 (shown in
darker gray scale in Figure 1) changes in time to account for the actual plunger position. At any
given time t , this volume will be considered between the actual plunger location x= xi+upt and the
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Figure 1. Computational domain change caused by plunger advancement during injection molding.
fixed location x= x0. This part of the mesh is, therefore, simply compacted by the piston movement
and no remeshing or insertion/removing of mesh elements is performed. Mesh deformation with
time is given by the change of variables x→ x∗:
x∗(t)=
⎧⎨
⎩
x+
x0−x
x0−xi
upt for x ∈[xi , x0]
x for x /∈[xi , x0]
(14)
where up is the plunger velocity, x is the coordinate of a mesh point in the initial undeformed
mesh (at t=0) and x∗ is the coordinate of the respective point in the deformed mesh. At the end
of the filling (t= t f ), the plunger will be located at x= x f where x f = xi+upt f . As the mesh
deforms, the ALE formulation of the conservation equations has to take into account for the mesh
velocity given by
um=
dx∗
dt
=
⎧⎨
⎩
x0−x
x0−xi
up for x ∈[xi , x0]
0 for x /∈[xi , x0]
(15)
The convection velocity is then computed using Equation (3).
2.6. Boundary conditions
The problem definition is completed by imposing boundary conditions. Boundary conditions for
the validation cases are detailed in the Section 4. For the injection molding application, no-slip
boundary conditions are imposed on the cavity walls filled by the suspension, whereas on the
unfilled part, a free boundary condition allows for the formation of the typical fountain flow. The
solid fraction is set to an initial value and then a zero solid fraction flux is imposed on the boundary.
This will ensure that the total particle concentration remains constant inside the computational
domain.
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3. FINITE ELEMENT SOLUTION
Model equations are discretized in time using a first-order implicit Euler scheme. Linear continuous
shape functions are used for all variables. At each time step, the global system of equations is
solved in a partly segregated manner. The solution algorithm solves separately the systems of
equations as follows:
For time smaller than the end time:
1. Solve the incompressible momentum-continuity equations (u− p).
2. Solve the solid fraction equation ().
3. Solve the energy equation (T) if present (non-isothermal flow
problems).
4. Solve the front tracking equation F for injection molding problems.
Check convergence. If converged goto the next time step, otherwise
repeat steps 1 to 4.
Steps 1–4 are solved using the last known values of the dependent variables and iterations
are made to obtain converged solutions of the coupled system of equations. The finite element
formulations of the equations are discussed hereafter.
3.1. Flow equations
The Navier–Stokes equations (1) and (2) are solved using a Galerkin least-squares (GLS) method
[21]. This method contains an additional pressure stabilization term compared with the standard
Galerkin method. In such a way, the use of linear elements for both the velocity and pressure is
permitted. The GLS variational formulation of the momentum–continuity equations is∫


(
u
t
+uc ·∇u
)
vd+
∫

2Di j (u) :Di j (v)d−
∫

p∇ ·vd+
∫

∇ ·uq d
+
∑
K
∫
K
{

(
u
t
+uc ·∇u
)
+∇ p−∇ ·[2Di j (u)]
}
·u{uc ·∇v+∇q}dK =0 (16)
where v and q are the velocity and pressure test functions, respectively. The stabilization parameter
u is defined as [22, 23]
u=
⎡
⎣(2
t
)2
+
(
2|uc|
hK
)2
+
(
4
mkh2K
)2⎤⎦
−1/2
(17)
Here, t is the time step, hK is the size of the element K and mk is a coefficient set to 13 for
linear elements (see [21, 22]).
For PIM applications, the flow is at low Reynolds number and the transient and convective
terms are negligible. Hence, the stabilized form of the momentum-continuity equations is∫

2Di j (u) :Di j (v)d−
∫

p∇ ·vd+
∫

∇ ·uq d
+
∑
K
∫
K
{∇ p−∇ ·[2Di j (u)]}·u∇q dK =0 (18)
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with the stabilization parameter u given by
u=
mkh2K
4
(19)
3.2. Solid fraction equation
The solid fraction equation is solved by a streamline upwind Petrov–Galerkin (SUPG) method.
SUPG provides smooth solutions when the convective part of the equation is dominant, as is in
the present case. The finite element formulation, once the diffusive flux term is integrated by parts,
is as follows:∫
 f
(

t
+uc ·∇
)
wd−
∫
 f
V˜ f (Nc+N) ·∇wd
+
∑
K∈ f
∫
K
(

t
+uc ·∇
)
uc ·∇wdK =−
∫
 f
V˜ f (Nc+N) ·nˆwd (20)
The integrals over  f in the first row together with the right-hand side term represent the standard
Galerkin formulation with the diffusive flux integrated by parts. The sum of integrals over the
element interiors represents the SUPG stabilization term. The solid fraction equation is solved only
on the region  f of the computational domain composed by filled and partly filled elements. In the
rest of the computational domain, the solid fraction is set equal to the initial value. The boundary
term in the right-hand side of (20) represents the solid fraction flux across the boundary. As there
is no transfer of either liquid or solid material across mold walls and the mixture/air interface,
this flux is taken zero. As the sum of diffusion terms for all test functions is zero and the diffusion
flux across boundaries is also zero, this finite element formulation enforces the conservation of
the total solid content within the filled region of the computational domain.
Remark that by integrating by parts the diffusive flux term, we avoid differentiation of the
flux terms Nc and N. However, we still have to deal with the derivative of the shear rate in the
expression of Nc and with the derivative of the viscosity in that of N:
Nc=−a2Kc(˙∇+∇ ˙) (21)
N=−a22˙K
∇

(22)
The viscosity depends on the solid fraction and its derivative is computed as
∇=
d
d
∇ (23)
The derivative of the shear rate, however, is not as straightforward as that of the viscosity. The
velocity is interpolated using piecewise linear elements. Therefore, the shear rate ˙ is constant inside
mesh elements and undetermined at the boundary between elements. To compute the diffusive flux
term, we perform a projection of the finite element shear rate into the space of linear continuous
interpolation functions. This is done by a local projection method [24, 25]. Therefore, in the
computation of the diffusive fluxes Nc and N, the finite element shear rate ˙ is replaced by a
projected one, interpolated using the same linear continuous functions as for the other variables.
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The apparent diffusion coefficient corresponding to the diffusion flux N is given by
k=a2˙Kc
(
1+
K
Kc


d
d
)
(24)
and the stabilization parameter  is therefore computed as
=
⎡
⎣( 2
t
)2
+
(
2|uc|
hK
)2
+
(
4k
mkh2K
)2⎤⎦
−1/2
(25)
3.3. Front tracking equation
The front tracking equation is discretized using an SUPG finite element method. The variational
formulation is given by
∫

(
F
t
+uc ·∇F
)
v d+
∑
K
∫
K
(
F
t
+uc ·∇F
)
F(u·∇v)dK =0 (26)
In the absence of diffusion, the stabilization coefficient F is defined as
F =
[(
2
t
)2
+
(
2|uc|
hK
)2]−1/2
(27)
The front tracking function is discretized using linear elements and reinitialized after each time
step to ensure mass conservation of the injected material [26].
4. VALIDATION
In this section, the solution algorithm is validated on cases for which both experimental and
numerical data are available: circular Couette flow, piston-driven flow and sudden contraction–
expansion flow [9, 13].
4.1. Circular Couette flow
This flow problem was the object of an experimental study by Abbott et al. [27] and reinvestigated
both numerically and experimentally by Tetlow et al. [10]. The experimental apparatus has the
inner rod (Ri) of 0.64 cm and the inner radius of the outer tube (Ro) of 2.38 cm (see Figure 2).
The flow is axi-symmetric and can also be solved using the model equations expressed in
cylindrical coordinates. Because the variables depend only along the tube radius, a simplified 1D
problem can be obtained. The only variables to be solved are the circumferential velocity u and
the solid fraction . The axial and radial velocity components are zero, whereas the pressure is
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R
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(a) (b)
Figure 2. Circular Couette flow problem: (a) problem definition and (b) mesh
with 20 elements in radial direction.
constant. The 1D problem for the circular Couette flow can be expressed as
1
r2

r
[
r3

r
(u
r
)]
=0 (28)

t
=
1
r

r
[
ra2Kc

r
(˙)
]
+
1
r

r
[
ra22˙Kc

r
(ln)
]
(29)
The problem is solved using both the 3D solution algorithm and the 1D model equations. This way,
the 3D algorithm is validated using the 1D solution as a reference. Then the predictive capability
of the model is quantified by comparing the numerical results with the experimental data.
The initial particle concentration 0 is taken constant. Simulations were first carried out to
verify the transient behavior of the solution. The particles diameter is 128m, the initial solid
fraction is 0.5 and the inner rod rotates at 60 rpm. The suspension viscosity is 2.1 Pa s. As can be
seen from Figure 3, the 1D (discontinuous lines) and 3D (continuous lines) solutions are almost
identical. The numerical solution recovers well the behavior observed in the experiment; the particle
concentration decreases in the vicinity of the inner rod and increases close to the outer cylinder.
The model seems to predict a faster decay rate of the particle concentration near the inner rod
when compared with the experiment. The steady-state particle distribution for various initial solid
fractions is shown in Figure 4. Only the 3D, solution is compared with the experiment here. For
the steady-state simulations, the particles diameter is 1497m and the inner rod rotates at 60 rpm.
At steady-state the solution does not depend on the particle size but only on the initial value of the
particle concentration. The numerical results are in good agreement with the experimental data of
Tetlow et al. [10]. In Figure 5, the 1D and 3D solutions are compared for different mesh densities
and for an initial solid fraction of 0.5. As can be seen, the two solution methods result in similar
predictions and the effect of the mesh size is negligible. The only small discrepancy is observed
for the solution on the coarser mesh at the inner rod surface and is explained by the fact that in
the 1D case a second-order accurate derivative of the shear rate is used at the boundary, whereas
in the 3D solution the derivative at the boundary is first-order accurate.
4.2. Piston-driven flow
This validation case consists of displacing a fixed volume of suspension down a pipe by means
of a piston. The material exhibits a similar behavior in injection molding where the suspension
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Continuous lines: 3D numerical solution
Discontinuous lines: 1D numerical solution
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Figure 3. Transient Couette flow: comparison of model prediction with experimental particle concentration
profiles of Tetlow et al. [10].
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Figure 4. Comparison of steady-state prediction with experimental particle
concentration profiles of Tetlow et al. [10].
pushed by a piston forms a free surface. The uniformity of the suspension downstream of the
piston will then affect the distribution of particles inside the molded part. An experimental study
of this problem was performed by Subia et al. [9]. The piston radius is 2.54 cm and the pipe was
filled with material on a length of 30 cm. In the initial state the suspension is homogeneous and
contains 50% of spherical particles having 3178m in diameter. The piston moves from left to
right at a speed of 0.0625cm/s, whereas the pipe was held stationary as shown in Figure 6.
A first computation was carried out on a fixed mesh by considering that the pipe moved from
right to the left and the pistons were maintained fixed. This way a reference solution was obtained
using an Eulerian approach. The mesh for this simulation has 52 569 nodes and is formed by
257 280 tetrahedral elements. The mesh and flow pattern along the symmetry plane after the piston
was displaced with 15 piston diameters is shown in Figure 7. Particle segregation for different
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Figure 5. Circular Couette flow: effect of mesh size on the 1D and 3D solutions for 0=0.5.
Figure 6. Problem definition for piston-driven flow problem.
Figure 7. Piston-driven flow problem: solution for Eulerian approach: (a) finite element mesh and
(b) velocity distribution after 15 piston diameters (15D).
positions of the piston is shown in Figure 8. The solid fraction decreases in front of the piston
pushing the suspension and is higher in the second half of the domain along the pipe axis. This is
in agreement with experimental observation [9].
The mean solid fraction on sections normal to the pipe axis was computed and plotted along the
pipe axis in Figure 9. The results are compared with experimental data collected after the piston
was displaced with 5 piston diameters. The numerical solution recovers correctly the segregation
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Figure 8. Distribution of solid fraction for various piston displacements (Eulerian approach):
(a) after 5D; (b) after 10D; and (c) after 15D.
0 5 10 15 20 25 30
0.3
0.35
0.4
0.45
0.5
0.55
0.6
0.65
x (cm)
φ
experiment (5D)
simulation (5D)
simulation (10D)
simulation (15D)
Figure 9. Mean solid fraction along the tube axis using an Eulerian approach
(experimental data from Subia et al. [9]).
behavior, but slightly underestimates the change in the solid fraction. However, the agreement with
previously published numerical results [13] is very good. Simulation indicates that the segregation
in front of a moving piston evolves quite rapidly and that an almost developed flow is attained
after a 10D piston displacement.
This problem describes well the behavior of the material in front of the plunger during injection
molding. However, simulation of the piston movement in material processing would not be possible
in an Eulerian frame of reference, since the model includes both the moving piston and stationary
parts as the mold cavity. Therefore, the more general ALE formulation described in Section 2.5
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Figure 10. Computational domain and distribution of solid fraction for various piston displacements (ALE
formulation): (a) initial solution; (b) after 5D; (c) after 10D; and (d) after 15D.
needs to be considered. The ALE simulation was carried out on a mesh with 104 489 nodes and
499 200 tetrahedral elements. There were 16 elements in radial direction, 48 elements along the
piston circumference and 160 elements along the pipe axis. However, as only part of the domain is
filled and the mesh is compacted by the movement of the piston, the number of filled elements along
the pipe axis was only 41 for the initial solution and increased to 127 after a 15D displacement.
Results using the ALE formulation for the piston-driven flow with a free surface are shown in
Figures 10 and 11. Figure 10 illustrates the solid fraction distribution in a cross-section along the
pipe axis. It also shows the change in the computational domain (gray rectangles) and the form
of the free surface on the right-hand end of the filled region. The results are very close to those
given by the Eulerian approach (Figure 9). Small differences are observed at the right end of the
computational domain, where a non-planar free surface is present in the ALE solution and a flat
no-slip surface is present in the Eulerian case. The agreement between the two sets of computations
indicates that the ALE approach performs well and can be used for injection molding applications.
A detail of the solution in the free surface region is compared with the Eulerian solution in
Figure 12. As can be seen, both solutions indicate a buildup of particles at the right end of the
filled domain, which corresponds to the piston surface in the Eulerian approach and, respectively,
to the flow front in the case of the free surface computation. The behavior of the solution is similar
in the two cases, with a band of higher solid fraction in the center of the pipe, and higher particle
concentration close to the wall in the vicinity of the free surface.
The particle migration towards the center of the flow through a tube and the buildup of higher
solid particle concentration in the vicinity of the free surface are well documented by experimental
observation [1, 28, 29]. Tang et al. [30] associated the observed instability of the fluid/air interface
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Figure 11. Mean solid fraction along the tube axis using an ALE approach
(experimental data from Subia et al. [9]).
Figure 12. Detail of the mesh and solution at the free surface: (a) Eulerian
approach and (b) ALE formulation.
under specific conditions to the particle accretion in the meniscus region. In the present piston-
driven flow, the particle concentration is significantly higher in the right-hand side of the tube
(downward with reference to the flow direction). To illustrate this phenomenon, we divided the
flow domain shown in Figure 6 into two equal size sub-domains: one for x<L/2 and the other
for x>L/2 (x= L/2 denotes the middle of the fluid region). One can observe that the region near
the center of the pipe has higher flow rate and also higher particle concentration. Thus, even if the
net flow exchange between the left and right sub-domains is zero, there is a non-zero particle flux
across the surface between the two sub-domains at x= L/2 as shown in Figure 13(a). The mean
volumetric particle concentration in the left and right sub-domains is shown in Figure 13(b). A
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Figure 13. Particle migration from one side to the other of the flow domain: (a) net particle flux across
x= L/2 and (b) mean volumetric particle concentration.
positive particle flux indicates that more particles are transported from the left towards the right
sub-domain than in the opposite direction. Therefore, the mean volumetric particle concentration
increases in the right side. This happens until t=1000s, from which point the left/right particle
migration reverses and the net particle flux is from the right towards the left side.
4.3. Sudden contraction–expansion flow
In this test case, the suspension is pushed by a piston from a reservoir pipe into a smaller diameter
pipe and then into another larger catch pipe. The flow conditions follow those of the experimental
study by Altobelli et al. [31]. The reservoir pipe and the catch pipe have a diameter of 5.08 cm,
whereas the smaller pipe has an inner diameter of 1.27 cm. The smaller diameter pipe is 38 cm
long. Initially 30 cm of the reservoir pipe, the entire smaller diameter pipe and 4 cm of the catch
pipe were filled. The plunger was displaced at a constant velocity of 0.0625cm/s, resulting in a
mean velocity of 1cm/s in the smaller pipe. The solid particles in the suspension were 50% by
volume with a mean particle diameter of 675m.
The numerical solution was obtained using the ALE formulation. The mesh changes with
time in both larger diameter pipes, but remains fixed in the smaller diameter pipe. The initial
computational mesh and solid fraction and those after the piston moves 2, 4 and 6, respectively,
larger section diameters are shown in Figure 14. The mean solid fraction along the pipe axis is
shown in Figure 15. Several observations can be drawn from these results. First, we remark that
the solid fraction decreases at the surface of the moving piston, observation made also in the
case of the piston-driven flow. Second, we observe a sharp increase in the solid fraction just prior
to the 4:1 contraction (x=0cm). The solid fraction decreases then rapidly and reaches smaller
values along the smaller diameter pipe. Third, we remark that at the 1:4 expansion, x=38cm, the
solid fraction decreases before the section change and increases on a very small region after the
expansion. In the catch pipe, x>38cm, the solid fraction is initially smaller than the mean value
of 0.5, but increases towards the end of the pipe.
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Figure 14. Contraction–expansion flow: computational mesh and distribution of solid fraction for various
piston displacements: (a) initial solution; (b) after 2D; (c) after 4D; and (d) after 6D.
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Figure 15. Sudden contraction–expansion flow: mean solid fraction along the
pipe axis using an ALE approach.
There is an apparent contradiction when analyzing the numerical solution in Figure 15. The
flow passes through the smaller diameter pipe having a smaller particle concentration, but higher
particle concentration is obtained in the catch pipe. A closer look at this behavior is needed.
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Remark first that the particle exchange between two regions is determined by the flow average
concentration, which may be different from the volume average concentration. In fact, as the higher
flow rate around the center of the pipe also has a higher particle concentration, it results that the
flow average concentration in such regions is higher than the local volume average concentration.
To illustrate this effect, the computational domain was separated into two sub-domains by the
surface normal to the pipe axis, located at x/L=0.5 (center of the smaller diameter pipe). The
mean particle concentration in the left- and right-hand side sub-domains was computed as well
as the flow average particle concentration on the interface x/L=0.5. Their variation is plotted
against time in Figure 16. The following relationships were used:
• The volume average concentration in a domain  is given by
m=
∫
 d∫
 d
(30)
• The flow average concentration across a surface  is given by
m=
∫
u·nˆd∫
u·nˆd
(31)
where nˆ is the unit vector normal to . The average concentration in the left-hand side sub-domain
(x/L<0.5) is shown by the line with square symbols, the one on the right-hand side is shown by
the line with circles, whereas the average particle concentration in the whole domain is shown with
a simple continuous line. As expected, the mean particle concentration in the complete domain
remains constant. The discontinuous line corresponds to the flow average concentration across
x/L=0.5. The mean particle concentration in a given volume increases when the net flow average
concentration across its boundaries is higher than the concentration inside the volume. It is exactly
what can be observed in Figure 16. The average concentration in the right-hand side sub-domain
(x/L>0.5) increases whenever the flow average concentration on its boundary is higher than
itself and decreases when it is lower than itself. Similar observations can be made for the average
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Figure 16. Particle concentration on the left- and right-hand side of the center of smaller diameter pipe.
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Figure 17. Solid fraction in radial direction at various locations along the smaller diameter pipe.
concentration in the left-hand side sub-domain, but in this case we are in the presence of an
outward particle flow and the effect is in opposite direction. The average concentration increases
whenever the flow average concentration at x/L=0.5 is lower than itself and decreases when it is
higher than itself. Note that this may even cause the two average concentrations to decrease at the
same time as is the case towards the end of the simulation (the total average concentration still
remains constant).
The solid fraction distribution in radial direction at various locations along the smaller diameter
pipe is compared with the experimental data of Altobelli et al. [31] in Figure 17. Results are plotted
for x/L=0.1, 0.5 and 0.95, where L denotes the length of the smaller diameter pipe and x is the
coordinate along the pipe measured in the sense of the flow (from the contraction, x=0, towards
the expansion, x= L). The results indicate that the solid fraction is larger near the axis of the pipe
and decreases close to the pipe wall. We also remark that the segregation is more pronounced at
x/L=0.5 and 0.95 than at the entry of the smaller diameter pipe. These observations agree well
with the experimental findings of Altobelli et al. [31].
5. MOLD FILLING APPLICATION
In this application, the ALE formulation is used to solve the injection molding of a rectangular
plate. The plate is 8 by 6 cm and has 4 mm thickness. The filling piston has a radius of 1 cm and
its displacement is 13.2 cm. Filling of the plate is made through a circular gate with a radius of
2 mm. The suspension contains particles of 100m in diameter and the initial solid fraction is
uniform at 50%. Complete filling of the plate takes 9.7 s. The filling pattern and the solid fraction
distribution are shown in Figure 18 after 1.9, 4.2, 7.1 and 9.7 s, respectively. The figure shows a cut
along the symmetry plane parallel to the longest side of the plate in order to see the solid fraction
distribution inside the part. The images show both the complete domain, where the displacement
of the piston during the filling is clearly seen, and details of the flow inside the plate. Segregation
of solid particles is apparent inside the pipe as previously observed for the piston-driven flow case.
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Figure 18. Distribution of solid fraction for the injection of a plate: (a) t=1.9s;
(b) t=4.2s; (c) t=7.1s; and (d) t=9.7s.
This causes the material to enter the gate with a non-uniform solid fraction. Additional segregation
is observed inside the gate where shear rates are highest. The molded part has higher solid fraction
in the mid-plane and on the boundaries of the plate (far from the gate) and lower solid fraction
on the upper and lower surfaces.
The particle concentration at the end of the filling time for various locations inside the gate
and along the plate is shown in Figure 19. Figure 19(a) shows the solution at gate inlet and
outlet, as well as mid-way between the two locations. The gate length is 5 mm. Note that particle
concentration increases near the gate axis, where velocities are higher. At the exit from the gate,
the particle concentration decreases significantly near the walls. Particle distribution across the
thickness of the plate at 1, 2 and 3 cm, respectively, from the gate (in the center plane parallel
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Figure 19. Distribution of solid fraction for the injection of a plate: (a) concentration inside the gate and
(b) concentration across the thickness of the plate.
to the longest side) are shown in Figure 19(b). In all sections, the concentration is higher in the
center and lower at the walls.
6. CONCLUSION
In this paper, a 3D finite element algorithm is presented to model and simulate free surface flows
of dense suspensions. The segregation of solid particles is described by a diffusive flux model.
Validation cases show a good agreement with experimental data and previously published numerical
predictions. The application to injection molding problems is done by using an ALE formulation.
For the piston-driven flow, the ALE formulation is shown to provide similar results as an Eulerian
approach on a fixed mesh, thus indicating that the procedure performs well. Application to the
mold filling of a rectangular plate shows the ability to use this method to the solution of PIM.
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