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Abstract 
Let P(X) be the space of probability measures on a space X and let Ps (X) , PR (X) , Px (X) and 
P,(X) be subspaces of P(X) consisting of measures with separable supports, compact supports, 
finite supports and with supports consisting of at most 71 points, respectively. It is shown that, for 
a quadruple (T, X, Y, 2) of separable metrizable spaces, 
(P(T), P(X), Pfi(Y), P;F(~)) = (&I s, C> g) 
if and only if T is compact, X 5 T is Ga in T, Y is open in T, Y $ M and 2 is g-fd- 
compact and dense in T, where z means “is homeomorphic to”, Q = [-1, 11" is the Hilbert cube, 
s = (-1, 1)” the pseudo-interior of Q, C = {(xi) E Q ( sup IziJ < 1) the radial-interior of Q 
and u = {(xi) E s 1 Zi = 0 except for finitely many i}. In case X is nonseparable, we prove that 
P5(X) is homeomorphic to a Hilbert space &(A) if and only if X is completely metrizable and 
dens X = card A (> No). Moreover it is proved that (Ps(t2(A)),P8(L2(A))) x (l2(A)“,&(A)y) 
and Pn(12(A)) = &(A) for an arbitrary infinite set A and that Pg(E) sz P,,(E) M E for any 
pre-Hilbert space E which is homeomorphic to 
E; = {(xi) E EW 1 5% = 0 except for finitely many i E N} c E”. 
We have similar results for the space M+(X) of nonnegative measures of X. 
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Introduction 
In this paper, we deal with spaces of measures on (noncompact) metrizable spaces 
X. Since the concept of measures can have many different meanings, let us precisely 
describe the objects which we have in mind. 
Let C,(X) be the Banach space of all bounded continuous real-valued functions on X 
with the sup-norm and let C,(X)* be the dual of CB(X) with the weak*-topology. As 
is shown by A.D. Aleksandrov [1] (cf. [39]), by integration, the space C,(X)* can be 
identified with the space of signed, bounded, finitely additive, regular measures m defined 
on the smallest algebra U*(X) containing all zero-sets ’ of X. By [39], every functional 
X E CB(X)* such that X(fn) 4 0 provided (f ) 7L ILLS is a sequence in C,(X) and 
fiL(z) \ 0 for each z E X corresponds to a so-called a-smooth measure m on a*(X) 
which can be uniquely extended to a Baire measure* p on X (i.e., a signed, bounded, 
o-additive, measure defined on the smallest a-algebra 13*(X) containing all zero-sets 
of X). The correspondence p H X allows us to identify the set of Baire measures p 
on X with the linear space il C CB(X)* consisting of all functionals X with the above 
property. 
Let B(X) be the Bore1 a-algebra on X (i.e., the smallest a-algebra containing all 
closed sets of X). Then B*(X) C B(X). I n g eneral, by restricting the domain 23(X) 
to 23*(X), every Bore1 measure is a Baire measure but the converse is not true. Let 
us point out that the above description remains valid for nonmetrizable spaces as well 
(cf. [39]). Since we are dealing with metrizable spaces X, 93(X) = B*(X), hence 
Baire measures and Bore1 measures are all the same. One should note that the regularity 
condition is automatically satisfied for all Bore1 measures on any metrizable space X. Let 
M(X) be the space of (regular) Bore1 measures on X. Identifying M(X) with the space 
A, we equip M(X) with the weak*-topology (determined by CB(X)). Let M+(X) be 
the positive cone of M(X), that is, the subspace of M(X) consisting of nonnegative 
measures. Notice that, identifying each z E X with the Dirac measure 6, at z E X (i.e., 
S,(X) = b,({z}) = l), X can be regarded as a closed subspace of M(X). 
While M(X) is metrizable for finite discrete X only, its positive cone M+(X) is 
metrizable for any separable metrizable space X, and it is completely metrizable if so 
is X [38]. In case X is nonseparable, the above metrizability result holds if we replace 
M+(X) by the subspace M:(X) C M+(X) consisting of all measures p E M+(X) 
with separable supports, where p has a separable support if p(X) = p(C) for some 
separable closed set C c X. For each p E M:(X), we can define the support of p 
(denoted by suppp) as the smallest closed set A c X such that p(A) = p(X). It is 
shown in [39, Part I, Theorem 271 that M*+(X) ” p IS recisely the subspace MT(X) of 
n/r+(X) consisting of the so-called r-smooth” measures ,U (i.e., infp(A,) = 0 for any 
’ A zero-Set is the preirnage f-’ (0) for some continuous function f : X --i W. 
2 One should note that every Baire measure is regular [20, 14.21. 
3 In [20], a T-smooth measure LL is called wectkly T-cddifive, which is equivalent to ~ddirive since we 
are dealing with metrizable spaces. Then inf h(A,) = p(A,)) for any net (Aa) of zero-sets in X with 
n, A, = A,, a zero-set [20, 6.131, [39, Part I, Theorem 251. 
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net (A,) of zero-sets in X with n, A, = 8). The space M:(X) can be identified 
with the positive cone of the subspace of Cg(X)* consisting of X such that X(fcy) -+ 0 
provided (fa) is a net in C,(X) and fa!(x) \ 0 for each z E X. By a result of 
[39], M,+(X) is metrizable or completely metrizable if so is X. In case X is separable, 
obviously we have M+ (X) = Mz (X). By another result of [39], the metrizability of 
M+(X) implies M+(X) = M:(X), that is, X is separable. For details, refer to [39]. 
We call p E M+(X) a probability measure if p(X) = 1. By P(X), we denote the 
subspace of M+(X) consisting of all probability measures on X. Let M:(X) c M+(X) 
be the space of all measures p E M+(X) with compact supports and M:(X) c 
M+(X) the space of all measures I_L E M+(X) with finite supports. For each n E N, 
let M$(X) c M+(X) be the space of measures with supports consisting of at most n 
points. We denote Ps(X) = P(X) n M:(X), P,,(X) = P(X) n &l;(X), Q(X) = 
P(X) n M;(X), and P,(X) = P(X) n M$(X). 
Suppose that X is a subspace of a metrizable space T. Note that A n X E B(X) for 
each A E !B(T). For each ,LL E M+(X), let 1-1~ E M+(T) be its “extension” defined 
by pLT(A) = p(A n X) for each A E B(T). I n case T is metrizable, the assignment 
/I r-) pLT can be regarded as the restriction of the map i, : C,(X)* + CB(T)* induced 
by the inclusion i : X C T (and consequently, p + I_L T is continuous). In fact, for each 
p E M+(X), 
Sfd$ = /flXdp (Yf E C&T)). 
T X 
In general, the map i, : CB(X)* + CB(T) * is not an embedding (cf. Remark in Sec- 
tion l), but its restriction to M+(X) is an embedding, namely, the “extension” assignment 
p ++ pT is an embedding of M+(X) into M+(T) (Subspace Lemma 1.1). This fact 
seems to be not known, so we will give a proof of it in Section 1. One should note that 
suPP p T = CUT suppp for each /I E M+(X). Thus we will think about M+(X) as a sub- 
space of M+(T), whence M:(X) = M+(X)nM$(T), M:(X) = M+(X)nM.l(T), 
M:(X) = M+(X)nMg(T), M;(X) = M+(X)nM+(T), P(X) = M+(X)nP(T), 
etc. In case X is a Bore1 subset of T, we have 
M+(X) = {p E M+(T) I P(T\X) = O}, 
K+(X) = {P E Xi+(T) I CL(T\W = O>. 
Moreover if T is compact, then 
M;(X) = {p E M+(T) 1 suppp c X}. 
It turns out that in the above formulas, the space T can be replaced by the Stone-tech 
compactification ,0X if we additionally require that X is an absolute Bore1 set (i.e., X 
is a Bore1 set when embedded in an arbitrary metrizable space). This can be derived as 
follows. Our argument from the proof of Subspace Lemma 1 .l works for an arbitrary 
metrizable space X and T = PX; hence, using the fact that, for each p E M+(X), 
pox E M(pX) IS regular if and only if suppp is separable (cf. [39]), we infer that 
the map p r-) pox IS an embedding of M:(X) into M+((pX). Additionally, if X is an 
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absolute Bore1 set, then X is Bore1 in any metric completion 2 of X. Since 2 is a Gs-set 
in p.2, X is Bore1 in @Z. Clearly, PZ is a compactification of X. Since PX is maximal, 
there exists a map f : ,0X t PZ such that f-i (PZ \ X) = PX \ X. Consequently, X 
is Bore1 in PX. Summarizing, for absolute Bore1 spaces X, we can locate the spaces 
M:(X) and M:(X) in the classical space M(PX) = C(pX)* (Riesz Theorem) as 
follows: 
K+(X) = {p E M+(PX) I PL(PX \ Xl = o}, 
jqpq = {P E I+ I suppp c X}. 
Main results 
By E”, we denote the countable-infinite product of a space E. Let Ef” be the subspace 
of E” defined as follows: 
Ef” = {x E EW 1 x(i) = 0 except for finitely many i E RI}. 
Let Q = [-1, llw be the Hilbert cube, s = (-1, 1)” the pseudo-interior of Q, C = 
{(xi) E Q I supl~l < 11 th e radial-interior of Q and o = (-1, l)r c s, where s is 
homeomorphic (E) to the separable Hilbert space ez. It is known [18] that P(X) E Q if 
and only if X is compact and infinite. It is shown by Zhuraev [41] that &(X) = c if and 
only if X is a-fd-compact and infinite. Banakh and Cauty have studied PR(X) in [5]. 
They proved, among their results, that P,(X) z C if and only if X is separable locally 
compact and noncompact, and F’s(X) M C” (Z au) if and only if X is completely 
metrizable and not locally compact. In this paper, we will show that P(X) M s (hence 
P(X) M e,) if and only if X is separable, completely metrizable and noncompact. 
Moreover the following is proved in Section 2. 
Theorem 1. For a quadruple (T, X, Y, 2) of spaces, 
(P(T), P(X), P,(Y), P&)) = (Q, s, C, 0) 
if and only if T is compact, X 5 T is GJ in T, Y is open in T, Y $ N and Z is 
a-fd-compact and dense in T. 
We also consider nonseparable spaces X. In Section 3, we prove the following: 
Theorem 2. Let !*(A) b e a Hilbert space with A uncountable. Then P5(X) z &(A) if 
and only if X is completely metrizable and dens X = card A. 
In case X is itself the Hilbert space [z(A), we have the following: 
Theorem 3. Let A be an arbitrary injinite set. Then 
(P&(A)), P&(A))) = (&(A)‘? !2(&), 
in particulal; P;F(ez(A)) z [2(A)?. 
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One should note that 
(&(A)“‘,&(&‘) = (&(A) x Q,&(A) x C) = @2(A) x Q>&(A) x g). 
In the separable case (i.e., A = NJ>, Nguyen To Nhu and Ta Khac Cu [29] showed that 
p,(e2) z e2. In Section 5, this will be extended to the nonseparable case, that is, 
Theorem 4. Let A be an arbitrary infinite set A. Then P,(k’z(A)) M &(A) for each 
n E RI. 
Furthermore, Theorem 4 and the particular case of Theorem 3 will be extended as 
follows: 
Theorem 5. Let E be a pre-Hilbert space such that Etf” M E. Then PT(E) E P,(E) FZ 
E for each n E N. 
For an arbitrary infinite set A, let 
e;(A) = {L-c E e2(A) 1 x(u) = 0 except for finitely many a E A}. 
In case A = N, we have e,f c e2 and also (e2, e,f) E (s, 0). Observe that e{(A)? M &A) 
and (&(A)tj)rjl = ez(A)LS). Since C = Qy, we have Cy z C, whence (@(A) x C)y z 
L{(A)? x cf” z e;(A) x C. Now, it follows from Theorem 5 that, for each n E N, 
(1) P&(A)) = Gz(&A)) = es-$ 
(2) Pg(&(A)Y) = P,(&(A)‘j’) = &(A)‘j’ and 
(3) Px(ei(A) x C) M P,(C2f(A) x C) = e;(A) x c.4 
Since we are able to show that (ei(A)“)i M e{(A)W, as a consequence, we 
(4) Pg(e2f(Ay) M P,(e2f(A)“) M e{(A)? 
As pointed out in [28], Theorem 4 cannot be generalized to arbitrary 
obtain 
pre-Hilbert 
spaces. In the separable case, the above P,-results have been obtained in [28], that is, 
P,(a) = 0, P,(C) = c, p,(e2 x g) PZ .$ x g, etc. In Theorems l-5 above, the spaces 
P(X) can be replaced by the spaces M+(X). 
It is proved in Section 4 that, for each n E IV, M,+(X) is an AR if and only if X is an 
ANR. Since M:(X) \ (0) z P,(X) x (0, m) ( see Section l), we recover Theorem 3.1 
of [29] (cf. [17]) stating that each P,(X) is an ANR for any ANR X. We include this 
in this paper because our approach seems to be more direct. 
1. Remarks on the topology for M+(X) 
As mentioned in Introduction, we regard M(X) as a subspace of C,(X)* by integra- 
tion. Then each ~0 E M+(X) has the neighborhood basis consisting of 
4Here t{(A) x C N l;(A): x Qr = [f(A): x Q = e{(A) x Q. Note that C =axQ 
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N(po; 91, . . . ,sa.&)={~~~+(x)lllBid~-SYidiLOI <E 
X X 
foreachi= l,...,k 
I 
, 
where gi , . . ,Sk E Ck?(X)> k E W and E > 0. We can additionally require that gZ. E 
cB(X) are nonnegative (i.e., ‘dz E X, gi(Z) 3 0). In fact, each g E CB(X) can be 
written as g = g+ - g-, where g+ and g- are nonnegative. Then we have 
N(/Jo;g+,g-,&/2) c N(I.Lo;g,&). 
For each ~0 E M+(X), open sets U1,. , UI, in X and E > 0, let 
NX(I*O~Ul,...,~~,~) 
= {CL E M+(X) I b(X) - PO(X)1 < E> 
p(Ui) - po(Ui) > --E for each i = 1,. . , k} 
and denote 
N,x(Po;U, ,... ,UI;,&)=~~(X)nNX(I-lo;U, ,..., Uk,E), 
N;(po;L.. ~uk,~)=~~(X)nNX(~O~Ul,...,~krE), etc. 
The following fact is mentioned in Remark 3 of Theorem 2 and Theorem 5 in [39, 
Part II]. For completeness, we give a proof of it. 
Basis Lemma 1.1. (1). Each ~0 E M+(X) has the neighborhood basis consisting of 
convex sets NX(po; UI, . , uk, E), where U1, , uk are open sets in X, k E N and 
& > 0. 
(2) Let I3 be an open base for X such that U U V E I3 for each U, V E t3. In 
M:(X), each ~0 E M2(X) h as the neighborhood basis consisting of convex sets 
N:(po;Vl,..., Vk,E),whereq ,..., VkEa,kENuanda>O. 
Proof. (1) For an open set U C X and E > 0, by regularity of ~0, there exists a closed 
set A C X such that A c U and PO(U) - PO(A) < ~/2, hence ,uo(U) < pa(A) + ~/2. 
Let g : X + 1 = [0, l] be a Urysohn function with g(A) = 1 and g(X \ U) = 0. Then 
N(,uc; 1, g, ~/2) c NX(ya; U, E). In fact, for each p E N(pa; 1, g, s/2), 
II@) - PO(X)I = l/W-/ldpol <E,2<E, 
X X 
P(U) - POW > P(U) - PO(A) - e/2 
+/dii-./ gdpo - ~12 > --E. 
X X 
Therefore, for open sets U1, , UI, C X and E > 0, there are maps gi, . . , gk E C,(X) 
such that 
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For a nonnegative g E CB(X) and E > 0, choose n, lc E N so that p~(X)/n < c/2 
and g(x) < k/n for all 5 E X. For each i = 0, 1, . . . , lc, let Ui = g-’ ((i/n, co)) and 
Ai = g-‘([i/n, co)). Then UO > U, 3 ... 3 uk = 8 and A0 = X 3 A, 3 . 3 Ak = 
0. Observe that 
E ;~o(Li, \ Ui,,) < j-gdpo 6 E +po(Ui \ Ui+,), 
2=1 
X 
i=o 
$JJ APO(4 \ Ai+,) 6 J’gdpO < E Tpo(Ai \ Ai+,). 
i=l X 2=0 
Let 6 = m/4k > 0. Then 
NX(Po; UI,. . , uk-I, X \ A,, . . . , X \ A/+,, 6) C N(pL,;g, E). 
In fact, let 
pe NX(~o;U,,...,Ulc-,,X\A,r...,X\Ak-,r~). 
Since p(Ui) - po(Uz) > -6 > -m/4(k - 1) and 
E kP(ui \ ui+l) < Jgdp < 2 T,(Ui \ Ui+,), 
2=1 
X i=O 
it follows that 
Since /P(X) - /JO( < 6 = n&/41;, p(X \ Ai) - po(X \ Ai) > -6 > -m/4(k - 1) 
and 
5 iP(A \ Ai+,) < J gdp < 5 T,,(ni \ Ai+,), 
i=l 
X i=O 
it follows that 
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/gd~++o#‘:l k-’ i PL(Ai \ 4+1) - c ,po(Ai \ Ai+l) 
X X i=l 
k-l 
= c ;dA,) - E ;po(Ai) 
i=o i=l 
= $P(Ao) + EA(P(Ai) - PO(&)) 
i=l 
= ~/L(X) + E i (p(X) - P(X \ A) - PO(X) + PO(X \ A)) 
i=l 
= + - PO(W) + APO(x) 
k-l 
+ C~Olo(x\Ai)F~(X\Ai)) 
i=l 
< e/4 + E/2 + E/4 = E. 
Therefore, for maps gt , . , ge E C,(X) and E > 0, there exist open sets Ut , . , U, in 
X and 6 > 0 such that 
NX(Po; UI, . . , U,, 6) C N(Po; 91,. . . , Se, E). 
(2) Let Ut , . . . ,UkbeopensetsinXand&>O.Foreachi=l,...,k,wehaveVi~B 
such that Ui = U Vi. Let si = (si, C) be the directed set of all finite subcollections of V, 
and, for each LY E Ei, let V, = lJVEa V. Then (Va)aE~i is a net in t3 such that V, /’ U, 
0.6 UaE5* V, = Ui). Since ~0 E M:(X) is r-smooth, we have po(Va) --t ,uo(U), 
whence there exists cyi E $i c t3 such that po(Ui) - po(V&) < c/2. Now, it is easy to 
see that 
The proof is complete. 0 
Using the Basis Lemma 1.1, we can show the following Subspace Lemma. 
Subspace Lemma 1.2. For any pair (T, X) f o rnetrizable spaces, the “extension” as- 
signment p ++ ,LL~ defines an embedding of M+(X) into M+(T) and one of P(X) into 
P(T). 
Proof. The map p +-+ pT is injective because ~1 # ~2 implies that PI(C) # PI(C) for 
some C E B(X); taking an A E B(T) so that A fl X = C, we get $(A) # p:(A). 
For each ~0 E M(X), open sets U1, . , U, in T and E > 0, we have 
{PE M+(X) /&NT(&;U ,,..., L&J)} =NX(po,U, nX ,..., UnnX,&). 
Now, it is easily follows that the map is an embedding. •I 
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Remark. One should remark that the assignment p + pUT defines a continuous injection 
of M(X) into M(T) but, in general, this map is not an embedding. For any pair (T, X) 
of metrizable spaces, the map p ++ pT ‘. IS an embedding of M(X) into M(T) if and 
only if X is closed in T; in such a case this is a closed embedding. 
To see this fact, suppose that X is not closed in T. Then there exists a sequence 
(%)7&Y of distinct points of X which converges a point y E T \ X. For each n E N, 
let pn = &,, - &,__, E M(X). Then & + 0 in M(T) because 
Ji% 
J 
.f&:=J;cf(x2n) - &nJ(52n-1) 
T 
= f(y) - f(y) = 0 (‘v”f E CB(T)). 
However, (pL,)+~ does not converge in M(X). In fact, there exists a map g : X + R 
such that g(xn) = (-l)‘L for each n E N. Then s, gdpL, = g(xzn) - g(xz+i) = 2 for 
all n E N. This shows that the map ,D ti ,uT is not an embedding of M(X) into M(T). 
Conversely, suppose that X is closed in T. Let (P~)~~N be a sequence in M(X) such 
that pz + p in M(T). Notice B(X) c B(T). S’ mce~~(T\X)=OforeachnEN,it 
follows that p(T \ X) = 0. Let PX E M(X) be the restriction of ~1. Then (~x)~ = p. 
For each f E CB(X), let f E CB(T) b e an extension of f. Then it follows that 
Hence pu, + PX in M(X). This means that the map /I e pT is a closed embedding of 
M(X) into M(T). 
For any subspace X of a metrizable space T, we can regard M’(X) as a subspace 
of M+(T) by the Subspace Lemma 1.2. Moreover, &f+(X) is closed in M+(T) if X 
is closed in T. 
The open cone over 2 is the space C”(Z) = (0) U 2 x (0, co) admitting the topology 
generated by open sets in the product space 2 x (0, co) and (0) U 2 x (0, E) (E > 0). It 
is easy to check that C”(Z) is (completely) metrizable if 2 is (completely) metrizable. 
We will use the following elementary observation: 
Cone Lemma 1.3. The space M+(X) is homeomorphic to the open cone C”(P(X)). 
Furthermore, the map defined by 
(P(p) = 
( 
0, ifp=O, 
(p(X)-‘p, p(X)), otherwise 
is a homeomorphism of M+(X) onto CO(P(X)) such that (p(M+(A)) c C”(P(A)) 
for each A c X, and supp(prptX) (p(p)) = suppp for each p E A4+(X) \ {0}, where 
PrP(X): ( 1 ( P X x 0,oo) + P(X) is the projection. 
Using the Subspace Lemma and the Cone Lemma, we can easily show the metrizability 
of M+(X) for separable X. In fact, let T be a metrizable compactification of X. Since 
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c&Y = C(T) is separable, the unit closed ball B of C(T)* is a metrizable compacturn 
in the weak*-topology, whence P(X) C B is metrizable. Now, the metrizability of 
A4+(X) follows from the Cone Lemma. 
Density Lemma 1.4. For a pair (X, Y) f p o s aces, Q(Y) is dense in P(X) ifand only 
if Y is dense in X. Hence M;(Y) d IS ense in M+(X) if and only if Y is dense in X. 
Proof. If Y is not dense in X then U fl Y = 8 for some nonempty open set U c X. 
Take a point 5 E U. Observe that NX(6,; U, 1) n P(Y) = 8, hence P(Y) is not dense 
in P(X). Conversely, if Y is dense in X then Q(Y) is dense in P(X) (cf. [39, Remark 
II, p. 1921). The last assertion follows from the Cone Lemma 1.3. 0 
Decomposition Lemma 1.5. Let X = X1 $ X2 be the topological sum of X1 and X2. 
The map 19: M.$(Xl) x Mz(X,) + M>(X) defined by 8(p1, ~2) = ,UI + p2 is a 
homeomorphism, whence M:(X) z M,f(Xl) x M$(X,). 
Proof. Let r-i : M,f(X) + M$(Xi) be the restriction, that is, ri(p) = pxi = plB(Xi). 
As easily observed, both ri and 7-z are continuous. Since B(ri (p), Q(P)) = ~1 for each 
P E M:(X) and T~(%,PL~)) = PG i = 1,2, for each ~1 E M$(Xl) and ~2 E 
Mz (X2), 0 is a homeomorphism. 0 
It is clear that the map (z, t) ++ t6, establishes a homeomorphism X x (0,~) c X x Iw 
onto M:(X)\(O). B 1 e ow, we generalize this fact and show that each M,’ (X) \ Mz_ i (X) 
is locally homeomorphic to X” x LR’“. 
Lemma 1.6. For any pairwise disjoint nonempty open sets U1, U2,. . , U, in X, the 
formula 
n 
h(X*,...,X,;tl,...,tn)=Ctifi,, 
i=l 
defines an open embedding h: (nr=“=, Vi) x (0, co)” -+ M,f(X) \ M:_,(X) with the 
image 
W= {PE M:(X) /supppnUi#@foreachi= l,...,n}. 
Moreover M;(X) \ Mz_, (X) is covered by such open sets W. 
Proof. It is clear that h is a continuous injection. To see that h is an open map, let 
(Xl,‘.’ ,%r l,... .t ,tn) E u, x “. x u, x (O,co)n, 
po=&6,; =h(z ,,..., z,;t ,,..., tn). 
i=l 
For each open neighborhood K of xi in Vi and 0 < ei < ti, i = 1, . . . , n, to see that 
fix X fi(ti -Ei,ti +Ei) 
i=l i=l 
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is a neighborhood of ~0 in n/r, (X), let 
6 = min{tt, . . . , t,, Et/n,. . . ,En/n} > 0. 
ForeachpE NX(po;Vl,... , V,, S), p(K) -ti = p(K) -po(vi) > -6, hence p(Vi) > 
ti - 6 > 0. Since suppp consists of just n points, we have vi E Vi such that I_L = 
Cy=“=, ,u(V,)S,,. From ,u(X) - PO(X) < 6, we have 
P(K) = P(X) - c P(5) 
j#i 
< /La(X) + 6 - C(tj - 6) = ti + n6 < ti + Ei. 
j#i 
Thus p(Vi) E (ti - E%, ti + Ei) for each i = 1, . . . , TL This means that 
NX(/40rr... ,Vn,S) C h fiL$ X fi(ti-Ei,ti+Ei) 
( i=l i=l 
To see the “additional statement”, take an arbitrary 
where 21, . , x, are distinct. Then we can find pairwise disjoint open sets Ut , . , U, 
in X such that xi E Ui. Clearly, p is contained in W defined as above. 0 
Let cp : M x I + M be a deformation of a space M with cpa = id. As is well known 
and easily shown, for an open cover W of M, there exists a map r : M + (0,l) such 
that cp({m} x [O, 4m)l) IS contained in some member of W. For a subspace of M+(X), 
we show the following which will be useful. 
Lemma 1.7. Let M be a subspace of M+(X) and ‘p : M x I + M be a deformation with 
90 = id. For every open cover W of M in M+(X), there exists a map E: M -+ (0,l) 
satisfying the following condition: 
Yp E M, 3r > 0, 271, , uk: open in X, 3W E W 
such that cp({p} x [0, E(P)]) C NX(p; VI,. , uk, r) 
and NX(p; Ul, , Uk, E(P)) C W. (*I 
Proof. For p E M, let 
E(p) = SUP {S > 0 1 jr > 0,3u1,. , uk: open in x, 3w E w 
such that (p({p} x [O,s]) C NX(p;U1,...,Uk,r) 
and NX(~; ui, . , uk, T + s) C W} > 0. 
If&(~)>a,thenwehaves>a,r>O,WEWandopensetsUI,...,UkinXsuch 
that 
(P({PL) x [O,s]) c NX(P;U1,...,Ukjr), 
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NX(p;U,,... , Uk,r + s) C II/. 
For each t E [0, s], choose 0 < rt < T so that IP(~, t)(X)-p(X)/ < rt and (p(p, t)(U%)- 
/.@i) > -rt, that is, &,t) E NX(p; UI, , U k, rt). Then P has a neighborhood V, in 
M, and t has a neighborhood It in [0, s] such that h(V, x It) c NX(p; U1,. . , Uk, rt). 
Since [0, s] is compact, there are tl, . , te E [O, s] such that [0, s] = 1,, u . . u Itt,. Let 
TO = max{rt,, . , rt,}, EO = (r - 73)/2 > 0 and 
v=v,,n... nv,, nj+$;h...,Uk,&O). 
Then 0 < rg < r, V is a neighborhood of p in M and 
‘P(vx[o,~])c~x(~~~l,...,~k,rO). 
We shall show that E(V) > a for all v E V. If Y’ E NX (v; UI , . . . , Uk, rg + &o + s), then 
k’(X) - p(X)/ G Iv’(X) - 4X)I + Iv(X) - P(X)l 
<ro+~0+s+~0=r+s 
and, for each i = 1, . . . , k, 
V’(Uz) - P(Ui) = V’(U$ - V(Ui) + U(Ui) - p(U2) 
> -rg - Eg - s - ~0 = -r - s. 
Hence we have 
NX(V;U1 ,..., Uk,ro+Eg+s) C NX(p;U1 ,..., Uk,r+s) c W. 
If t E [0, s], then 
In(~)(X) - 4x11 G h(v)(X) - b4X)I + 14x1 - P(WI < r0 + ~0 
and,foreachi= l,,.., k, 
Pt(v)(Ui) - I = cpt(v)(U%) - P(Ui) + N2) - v(Ui) > -r0 - ~0, 
that is, 
P({v} x [O, s]) c NX(V; ul, , uk, TO + EO). 
Therefore E(V) 3 s > a. Thus E : M;(Y) + (0, 00 is ) 1 ower semi-continuous. Conse- 
quently, there exists a map E: M:(Y) + (0,l) such that E(P) < E(P) for all I_L E M. 
Clearly, the map E satisfies the condition (*). 0 
A set A c X is said to be locally homotopy negligible in X if for each open set 
U in X the relative homotopy groups ‘Q(u, U \ A) is trivial. In case X is a convex 
set in a metrizable or locally convex topological linear space, it is easy to see that the 
complements of dense convex subsets of X are locally homotopy negligible in X. Hence, 
by the Density Lemma 1.4, we have the following: 
Lemma 1.8. If A is dense in X, M+(X) \ M:(A) and P(X) \ PT(A) are locally 
homotopy negligible in M+(X) and P(X), respectively. 
7: Dobrowolski, K. Sukui / Topology und ifs Applications 72 (1996) 215-258 221 
In case X is an ANR, A C X is locally homotopy negligible in X if and only if there 
exists a homotopy h : X x I + X such that ho = id and ht(X) c X \ A for all t > 0 
[351. 
A closed set A in X is called a Z-set (respectively strong Z-set) if for any open cover 
U of X there exists a map f : X + X such that f is U-close to id and A n f(X) = 0 
(respectively A IT elf(X) = 8). A Z-set in an ANR is nothing less than a locally 
homotopy negligible closed set (cf. the remark before Lemma 1.7). A countable union 
of (strong) Z-sets in X is called a (strong) Z,-set. We say that X is a (strong) Z,-space 
if X is a (strong) Z,-set in X itself. A closed embedding h : A + X is called a (strong) 
Z-embedding if the image h(A) is a (strong) Z-set in X. 
For ~0 E M+(X), we can define a deformation Bm : M+(X) x I -+ M+(X) by the 
formula 
V’~(/J, t) = (1 - t)p + tpo. (*> 
Then 0p = id and supp ~0 C supp 6 p for all t > 0. Moreover, V)(P(X) x I) c P(X) 
if ~0 E P(X). In case ~0 = 6,,, for some ~0 E X \ A, we have 0p (M+ (X)) c 
M+(X) \ M+(A) f or all t > 0. Summarizing, we have the following: 
Lemma 1.9. For each A 5j X, M+(A) and P(A) are locally homotopy negligible in 
M+(X) and P(X), respectively. If A 5 X is closed (or F,), then M+(A) and P(A) 
are Z-sets (or Z,-sets) in M+(X) and P(X), respectively. 
The following will be used in the proof of Theorem 2. 
Lemma 1.10. For a nonseparable metrizable space X, a closed set K in M;(X) is a 
Z-set if dens K < dens M,f (X). 
Proof. It follows from [39, Part II, Theorem 10, p. 1871 that dens M+(X) = dens X. 
Let L be a dense set in K with card L < dens X. For each 1-1 E L, choose a countable 
dense set S, in suppp. Let S = lJpEL ,, 5’ C X. Since cards = card L < densX, X 
has a nonempty open set U such that U n S = 0. As is easily observed, 
N = {p E M:(X) I /J(U) > O} 
is an open set in M:(X). Moreover, Nf? K = 8. Otherwise, we would have p E Nn L; 
whence U n suppp # 8 because p(U) > 0. Then U n S # 0, which is a contradiction. 
Take ~0 E U and let ~0 = 6,“. Consider the deformation 9pLo : M,+(X) x I + M:(X) 
given by the formula (*). Then, we have @p = id and 
P’(M,f(X) x (O,l]) c N c M,+(X) \ K. 
This means that K is a Z-set in M+(X). 0 
One should note that Q(X) is a strong Z,-space by the following lemma. 
Lemma 1.11. Zf X contains n + 1 many points, then M:(X) and P,(X) are strong 
Z-sets in Ml(X) and I+(X), respectively; hence, M;(X) and P,(X) are Z-sets in 
M:(X) and E(X), respectively. If X contains infinitely many points, then M:(X) 
and Q(X) are strong Z,-spaces, hence M:(X) and Q(X) are Z,-sets in M:(X) 
and F’,(X), respectively. 
Proof. We will show only the case of P(X) ( a similar proof works for the other case). 
Choose n + 1 distinct points za, 21,. , IC, E X, and let 
PO = k(n + 1)-1&z E p,+l(X) \ P,(X). 
i=o 
Consider the deformation &‘“” : &(X) x I + &(X) given by the formula (*). For an 
open cover U of Q(X), there is a map T : &(X) + (0,l) such that V({p} x [0, T(P)]) 
is contained in some member of 2.4. Then the map f:&(X) t Q(X) defined by 
f(p) = e~O(~,r(~)) is u- 1 c ose to id. To show that P,(X) n clf(Q(X)) = 0, let 
I-L E clf(&(X)). W e h ave a sequence (pi)iE~ in Q(X) such that 
~1 = limf(pi) = lim((1 - G))IL~ + 44~0). 
Then liminf&) > 0. Otherwise, (pi)iEw has a subsequence (~~,)~~w such that 
limE(p,,) = 0, whence /J = lirnpTL,, which contradicts to E(P) > 0. Then it is easy to 
see that supp ~0 C supp p. Therefore p $ P,(X). 0 
We show the following: 
Lemma 1.12. Let E be a metrizable topological linear space which is an AR, and let 
F be a dense linear subspace of E”. Then every Z-set in F is a strong Z-set in F. 
Proof. By [35, Proposition 4.11, E is contained in a completely metrizable AR E such 
that E \ E is locally homotopy negligible in _@. We can assume that E is noncompact 
and weight of I? is the same as weight of E. Then, by [36, Theorem 5.11, the space 
@” is homeomorphic to a Hilbert space. Moreover, the complement & \ F is locally 
homotopy negligible in @‘. Note that Z-sets are strong Z-sets in Hilbert spaces [22]. 
Now, the result follows from [ 14, Lemma 2.11 (which is valid as well in the nonseparable 
case). 0 
2. Spaces of measures on separable metrizable spaces 
Let us recall that an infinite-dimensional compact convex subset C of a topological 
linear space is called a Keller set if C can be affinely embedded into a Hilbert space. 
The following is well known but we give a short proof for completeness. 
Theorem 2.1. The following are equivalent: 
(a> P(X) = Q; 
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(b) M+(X) = Q x [O, 1); 
(c) x is cornpact and infinite. 
Proof. (a) + (b). By Cone Lemma 1.3, M’(X) M P(P(X)) z C’(Q) z Q x [0, 1). 
Refer to [27, Theorem 6.1.111. 
(b) + (c). If X is finite, then M+(X) is finite-dimensional. Hence X is infinite. 
Suppose that X is noncompact. Let T be a metrizable compactification of X. Since 
M+(X) is a Z-set in M+(T) by Lemma 1.9, M+(T) \ A4+(X) is dense in M’(T). 
Moreover, by the Density Lemma 1.4, M’(X) is also dense in M+(T). These contradict 
the local compactness of AJ+ (X). Hence X is compact. 
(c) + (a). Note that C,(X) separates points of A4(X), (i.e., ‘d/l # 0 E M(X), 
Elf E C,(X) s.t. Jx fdp # 0). Since P(X) is a compact metrizable convex set in 
M(X), P(X) is a Keller set by [6, Corollary 1.41. Then we have P(X) M Q by 
Keller’s theorem (cf. [7, p. loo]). •I 
Theorem 2.2. Fur a pair (T, X) f p 0 s aces, the following are equivalent: 
(4 (J’(T), P(X)) = (Q, 4; 
(b) @f+(T),~+(X)) = (Q,s> x [O, 1); 
(c) T is compact, X 5 T is dense and Gs in T. 
Proof. (a) + (b). This follows from Cone Lemma 1.3 in a similar way as Theorem 2.1 
does. 
(b) + (c). By Theorem 2.1, T is compact and X 5 T. By Cone Lemma 1.3, X is 
dense in T. Since X is closed in M+(X) z s x [0, 1) E s, it is completely metrizable, 
hence a Gs-set in T. 
‘/ 
(c) + (a). It suffices to show that (P(T), P(T) \ P(X)) z (Q, C). First note that 
P(T) is a Keller set (cf. the proof of Theorem 2.1). Since X is completely metrizable, 
so is P(X), hence P(T) \ P(X) is o-compact. Since P(T) \ P(X) is locally homotopy 
negligible in P(T) by Lemma 1.8, P(T) \ P(X) is a Z,-set in P(T). By Theorem 3.2 
in [7, p. 1561, it suffices to construct a set Qm c P(T) \ P(X) so that (P(T), Qoo) z 
(Q, C>. 
Fix x0 E T \ X and represent T \ (~0) = UnEN X,, where each X, is an infinite 
compactum and X, 5 Xn+t. For each n E N, let 
Q?1={t~P,,+(l-t)l112-n~t61, stipp/~X,}&(T)\P(X). 
Then each Qn is an infinite-dimensional compact metrizable convex set in a Keller set 
P(T). Take ye E Xn+t \ X, and let 
/Jo = 2-“-1 62, + (1 - 2-“-t)&, E Q~+I \ Qw 
We define a homotopy cp: P(T) x I + P(T) by [P(,u, t) = (1 - t)~ + the. Then 
cpa = id and cpt(P(T)) n Qn = 8 for all t > 0. Since Qn+i is convex, it follows that 
v(Qn+t x 1) C Qn+i. Therefore Qn is a Z-set both in Qn+t and in P(T). On the other 
hand, UnEN Qn is dense in P(T). In fact, since &(T) is dense in P(T), each open 
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set U c P(T) contains some I_L E P;f(T). In case 20 E suppp, p E Qn for sufficiently 
large n E N. Otherwise, choose sufficiently small t > 0 so that t6,,, + (1 - t)~ E U, 
whence tb,,, + (1 - t)p E Qn for some n E N. Now, (P(T), UnEN Qn) M (Q, C) by 
the following lemma. 
Lemma 2.3. Let Cl C cz C cx C . be a tower of injinite-dimensional compact convex 
sets in a Keller set C such that C, = Uicn Ci is dense in C. If each Ci is a Z-set both 
in Ci+l and in C, then (C, C,) z (Q, C). 
Proof. This is easily obtained by an application of the technique from the proof of 
Proposition 4.2 of [7, p. 1571. q 
Corollary 2.4. For a space X, P(X) = s and/or M+(X) z s if and only if X is 
separable completely metrizable and noncompact. 
The following has been proved by Zhuraev [41]. For completeness, we give a short 
proof. 
Theorem 2.5. For a pair (T, Z) of spaces, the following are equivalent: 
(a) (P(T), Px(Z)) = (Q, 0); 
(b) (M+(T),M;(Z)) = (&,a) x [O, 1); 
(c) T is compact and infinite, Z is a-fd-compact and dense in T. 
Proof. Similarly to Theorem 2.2, we have (a) + (b) + (c). 
(c) + (a). First note that &(Z) is dense in P(T) by Density Lemma 1.4. Moreover 
+(Z) is a-fd-compact. In fact, we can write Z = UnEN Z,, where Z1 5 Zz 2 . . . 
are finite-dimensional compacta. Then &(Z) = UnEW P,(Z,) and each Pn(Z,) is a 
finite-dimensional compactum by an easy application of Lemma 1.6. Thus (a) follows 
from [ 13, Theorem 21 (cf. [ 15, Lemma 31). 0 
The above theorem contains the case T = Z, whence (P(Z), P%(Z)) M (Q, a) and/or 
(M+(Z), A&$(Z)) M (Q, a) x [0, 1) if and only if Z is an infinite compactum which is 
g-fd-compact. 
Corollary 2.6. For a space Z, Px(Z) = o and/or M:(Z) E u if and only if Z is 
in$nite and a-fd-compact. 
According to [II, Lemma 4.31, if (Q, hl) M (Q,a) and M C s, then (Q, s, M) E 
(Q, s, CT). Hence, we can unify Theorems 2.2 and 2.5 as follows: 
Corollary 2.7. For a triple (T, X, Z) f p o s aces, the following are equivalent: 
(a) (P(T), P(X), Px(Z)) = (Q, s, 0); 
(b) W+(T),M+(X),M$(Z)) = (&,~,a) x LO, 1); 
(c) T is compact, X 5 T is Gg in T and Z is c-fd-compact and dense in T. 
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Corollary 2.8. For a pair (X, 2) of spaces, the following are equivalent: 
64 (P(X), P3(Z)) M (s, o); 
(b) (M+(X),M;(Z)) = (s,o); 
(c) X is separable completely metrizable and noncompact, Z is a-fd-compact and 
dense in X. 
The above corollary contains the case X = Z, whence (P(Z),&(Z)) = (s,~) 
and/or (A4+ (Z), Mg (Z)) M (s, g) x [0, 1) if and only if Z is g-fd-compact, completely 
metrizable and noncompact. 
Although the following is known (cf. [42] and [19, Remark 3.14]), we give a proof 
for completeness. 
Lemma 2.9. Let T be an injinite compactum and Yl 5 Y2 5 ’ . . be a tower of injnite 
compacta in T such that UnEN Y, is dense in T. Then (P(T), lJnEN P(Yn)) z (Q, C). 
Proof. Recall that P(T) IS a Keller set (cf. the proof of Theorem 2.1), i.e., we can 
think of it as of a compact convex set living in a Hilbert space. Every P(Yn) is an 
infinite-dimensional compact convex subset in P(T). Moreover, by Lemma 1.9, P(Yn) 
is a Z-set both in P(T) and in P(Yn+l). The result follows from Lemma 2.3. 0 
The following is due to Banakh and Cauty [5] but we give a short proof for complete- 
ness. 
Theorem 2.10. For a pair (T, Y) of spaces, the following are equivalent: 
(4 (P(T), P,(Y)) M (Q, -J$ 
(b) (M+(T), MOP-)) = (Q, C) x 10, 1); 
(c) T is compact, Y 5 T is open and dense in T, and Y $ N. 
Proof. By the Cone Lemma 1.3, we have (a) + (b). 
(b) =F (c). By Theorem 2.1, T is compact and Y 5 T. By Density Lemma 1.4, Y is 
dense in T. If Y is not open in T, we can find in Y a closed copy of the space 
S = {(O,O)} U {(l/n, l/(nm)) 1 n,m E RI} C R2. 
We define a map h : NW + M+ (5’) by 
h(t) = 60 + ~2-‘%,,,<(,, (F = (<(l), t(2), . .) 6 ““), 
nEN 
where 0 = (0,O) and un,m = (l/n, l/(nm)). Note that h(N”) c M:(S). In fact, 
supph(<) = (0) ” {a,,<(,)) is compact for each c E NW. Using Basis Lemma 1 .l, it is 
easy to see that h is a closed embedding. Hence Mi(Y) contains a closed copy of N” 
which is not cr-compact. However, any closed set in Mi (Y) must be a-compact because 
M;(Y) M C x [0, 1) M C. This contradiction shows that Y is open in T. Moreover, 
Y $ N because M;(N) = M$ (IV) E o by Corollary 2.6. 
(c) + (a). First note that Y has an accumulation point. Otherwise Y would be a 
separable infinite discrete space, i.e., Y M N. Since Y is locally compact, we can write 
y = U7LEPY Y,, where each Y, is an infinite compactum and Y, c intTY,+i. Since 
Psi(Y) = U&V P(Y,), we have (a) by Lemma 2.9. 0 
Corollary 2.11. For a space Y, E’,(Y) = C and/or Mi(Y) M C ifand only if Y is 
separable locally compact, nondiscrete and noncompact. 
According to [I 1, Lemma 4.31, if (Q, 111) z (Q, C) and M c s, then (Q, s, M) M 
(Q, s, C). Hence we can unify Theorems 2.2 and 2.10 as follows: 
Corollary 2.12. For a triple (T, X, Y) f p o s aces, the following are equivalent: 
(4 (P(T), P(X), p,(Y)) = (Q, s, C); 
(b) (M+(T), M+(X), h”‘Ii:O’)) = (Q, s, C) x [O, 1); 
(c) T is compact, X 5 T is Gg in T, Y is open and dense in T, and Y $ N. 
Corollary 2.13. For a pair (X, Y) of spaces, the following are equivalent: 
(4 (P(X), PA(Y)) = (s, C); 
(b) (M+(X), M;(Y)) = (s, C); 
(c) X is separable completely metrizable and noncompact, Y is locally compact and 
dense in X, and Y $ IV. 
The above corollary contains the case X = Y, whence (P(Y), P,(Y)) z (s, C) and/or 
(M+(Y), M;(Y)) = (s, C) if and only if Y is separable locally compact, nondiscrete 
and noncompact. 
Theorem 2.14. For a triple (T, Y, 2) of spaces, the following are equivalent: 
(4 (P(T), PK(Y), &(Z)) = (Q: C, 0); 
(b) (M+(T),MfO’),M;(Z)) = (Q, c,a) x [O, 1); 
(c) T is compact, Y 5 T is open in T, Y $ N, and Z is a-fd-compact and dense 
in T. 
Proof. We have (a) + (b) by Cone Lemma 1.3 and (b) + (c) by Theorems 2.5 and 2.10. 
(c) + (a). First note that P(T) zz Q as before. Since Y 5 T is open in T, we can 
write Y = lJnEN Y,, where each Y,, is an infinite compactum and Y, 5 intTY,+t. Then 
Pfi(Y) = UnEW P(Yn) and each P(YT1) is a Z-set in both P(Y,+i) and P(T) by Lemma 
1.9. Since Z n Y, is a-fd-compact and dense in Y,, we have (P(Y,), &(Z n Y,)) = 
(Q, a) by Theorem 2.5. Note that &(Z) n P(Yn) = Px(Z n Y,). It is easy to see that 
the tower (P(Yn))nE~ satisfies the compact absorption property [ 1 l] (i.e., the condition 
(*) in [30]). Thus (PR(Y), &(Z)) is a (cap, f.d. cap)-pair for P(T) [30]. We may just 
apply [30, Theorem 2.11. 0 
Corollary 2.15. For a pair (Y, Z) f p o s aces, the following are equivalent: 
(4 (&(Y), p;,(Z)) = (C, fl); 
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(b) (a:, j$V)) = (C> 0); 
(c) Y is separable locally compact, nondiscrete and noncompact, and Z is o-fd- 
compact and dense in Y. 0 
Now, Theorem 1 follows from our Corollaries 2.12 and 2.15, and [lo, Theorem 2.41. 
Namely, we have the following: 
Corollary 2.16. For a quadruple (T, X, Y, 2) f p o s aces, the following are equivalent.. 
(4 (P(T), P(X), P,(Y), I%(z)) = (Q, 3, C, a); 
(b) (M+(T), M+(X), pi, $P)) = (Q, s, c,a) x 10, 1); 
(c) T is compact, X 5 T is Gg in T, Y is open in T, Y $ N, and Z is o-fd-compact 
and dense in T. 
The above corollary contains the case X = Y = 2, whence 
and/or 
if and only if 2 is a-fd-compact, locally compact, nondiscrete and noncompact. 
Concerning the space &(X), Zhuraev [41] showed that Px(X) M C if X is c- 
compact and &(X) contains a Hilbert cube (cf. [19]). Comparing this with Corollary 
2.6, it is natural to ask whether Q(X) = C if X is cr-compact and contains a strongly 
infinite-dimensional compacturn. It is known that there exists a compacturn X which is 
hereditary strongly infinite-dimensional, that is, every nonempty subset of X is either 
O-dimensional or strongly infinite-dimensional (cf. [27, Example 4.8.91). The following 
gives the negative answer to the above question. 
Proposition 2.17. Let X be a hereditarily strongly infinite-dimensional compactum. Then 
the space &(X) contains no copy of the Hilbert cube. In particular Pg(X) is not 
homeomorphic to C. 
Proof. First we will show that, for every n E N, the finite product X” x I” contains 
no path-connected set A of dimension > n. Let pi denote the projection of X” x In 
onto the ith factor of X”. Then each pi(A) is a path-connected set in X. Since X is 
hereditary strongly infinite-dimensional, pi (A) must consist of a singleton zi, otherwise 
pi(A) would contain an arc. It now follows that 
A c ((~11x2,. ,G)} x In, 
and hence dim A < n. 
For each n E iV, let a+’ be the standard (n - 1)-simplex in R’“, that is, 
..-‘={(t I,..., ,.I+,=,). 
i=l 
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Then we have 
P,(X) = 
i 
-&,I(x,, .. . , cc,) E X”, (t,, . . . ) tn) E An-’ . 
i=l I 
Note that P,(X) \ P,_l(X) C M,+(X) \ M:_,(X) is a-compact. Now, using Lemma 
1.6, we infer that P,(X) \P,-1 (X) can be expressed as UkEW ck,,, where ck,, are sub- 
COmpaCta Of X” XI”. Consequently, &(X) = UnEN p,(X)\p,-1(X) = Uk,nEN ck,,. 
By the observation from the beginning of the proof, no ck,, contains a copy of the Hilbert 
cube. If now &(X) contained a copy of the Hilbert cube, then some ck,, would contain 
a copy of an open subset of the Hilbert cube by the Baire Theorem. Whence, Ck,n would 
contain a Hilbert cube as well. This is a contradiction. 0 
The following question is related to the above mentioned Zhuraev’s result:, 
Question 2.18. If X is separable completely metrizable and PF(X) contains a closed 
copy of s, then is Pg(X) z s x u? 
By a result of [3], we have the affirmative answer in case PE(X) contains a closed 
convex copy of s. Later on, we will prove that Px(ez(A)) M .!z(A)y M f*(A) x cr for an 
arbitrary infinite set A. As a particular case, we have Pi M s x CT. One should note 
that PI (s) (z s) is not a convex subset of PT(s). Here, we remark that in order to answer 
the above question affirmatively, it suffices to verify that Px(X) is strongly universal 
for the class M of separable completely metrizable spaces. In fact, since Px(X) is a 
countable union of the strong Z,-sets P,(X) E M by Lemma 1.11, we just apply [8, 
Corollary 6.31 to get the answer. 
In Question 2.18, s cannot be replaced by Q even if X is separable completely 
metrizable but not a-compact (hence not locally compact). In fact, let X be the space 
of Proposition 2.17 above and Y = X \ D, where D is a countable dense set in X. 
Then the topological sum 2 = Y @ Q is separable completely metrizable but not g- 
compact. Observe that, by Decomposition Lemma 1.5, we have Ml(Z) M Mi (Y) x 
M:(Q). Since M:(Q) is an open cone over PT(Q) and Pg(Q) M C by Zhuraev’s 
result, we have M:(Q) M C, whence M:(Z) FG M;(Y) x C. If PF(Z) M s x CT, then 
A&$(Y) x E contains a closed copy of s. By the proof of Lemma 1.6, we can write 
M,+(Y) \ A4z_,(Y) = lJkEw Bk,n, where each Bk,n is a closed set in Ml(Y) which is 
homeomorphic to a closed set in Yn x In. Then Mz(Y) x C = Uk,nEN Bk,n x C. Using 
the Baire Theorem, we can see that some Bk,, x C contains a closed copy of the unit 
closed ball in s, which is homeomorphic to s itself. Consequently, Yn x C = Y” x I” x C 
contains a closed copy A of s. By the argument from the beginning of the proof of 
Proposition 2.17, A c {y} x C, Hence C contains a closed copy of s, which is a 
contradiction. 
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3. Spaces of measures with nonseparable completely metrizable spaces 
From now on, the separability of X is not assumed. In this section, Theorems 2 and 
3 are proved. First we prove Theorem 2, that is, 
Theorem 3.1. Let A be a set with card A > He. Then the following are equivalent: 
(4 Ps(X) = &(A); 
(b) M:(X) = t2(A); 
(c) X is completely metrizable and densX = card A. 
Since X is homeomorphic to the closed set 9 (X) in P,(X), we have the implication 
(a) + (c). The following lemma shows the implication (b) + (a). 
Lemma 3.2. IfM,f(X) z [2(A), then P*(X) M &(A). 
Proof. Since any compact set in ez(A) is a Z-set, P,(X) x (0,l) M P*(X) x (0,oo) z 
M,+(X) \ (0) M &(A). S’ ince P*(X) x (0, 1) is clearly a strong Z-set in P*(X) x I, 
it follows from [35, Proposition 5.11 (cf. [37]) that P5(X) x I E [2(A). Using [36, 
Theorem 4.11, we have the result. 0 
Now we can easily prove the following special case: 
Lemma 3.3. rf X is a discrete space with cardX = card A, then M,+(X) z P5(X) = 
e2 (A). 
Proof. Let Y be a countable infinite subset of X. Then M+(Y) z I$ FZ M+(Y) x e2 by 
Corollary 2.4. Since X is discrete, it follows from the Decomposition Lemma 1.5 that 
M;(X) M M,+(X \ Y) x M+(Y) 
xM~(X\Y)XM’(Y)Xe2~M,+(X)Xe2. 
By Lemma 1.10 and [36, Proposition 6.21, we have M:(X) = 42(A). It follows from 
Lemma 3.2 that P*(X) M [2(A). 0 
To prove the general case, we need the following lemma. 
Lemma 3.4. Let X be a metrizable space, D a nowhere dense discrete closed set in X 
and Y a O-dimensional’ dense subset of X \ D. Then there is a homotopy 1c, : M;(Y) x 
I -+ M:(Y) such that $10 = id, 
dist (supp&(p), D) > t for all p E M:(Y) and t > 0, (1) 
with respect to some admissible metric d for X and, for ~0 E M:(X) and sequences 
(,ui)i~~ in M;(Y) and (ti)iEW in (0, l), iflim+, ti = 0, then 
lim w = PO w 3_: v+i, ti) = PO. 
i+m 
(2) 
s The dimension of a space means here the covering dimension. 
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Proof. We claim that X has an admissible metric d such that, for each z E D and n E N, 
there is a point yz E Y such that d(y,, z) = 2- n+2 Such a metric d can be constructed 
as follows: Let S = (0) U {2-n+2 1 n E N} C R and h : D x S + D U Y c X be a 
closed embedding such that h(z, 0) = z for z E D. (In fact, choose open neighborhoods 
W, of z E D in X so that W, fl IV,! = 8 if z # z’, and take distinct points yi E I&‘, n Y 
(z E D, n E N) so that z = limll+oo y,“,. Then h can be defined by h(z, 2--1L+2) = yz,) 
We define an admissible metric for h(D x S) by d( z, z’) = 5 for each pair of distinct 
points z, z’ E D and 
d(h(z, 2-n), h(z’, 2-,,‘)) = d(z, z’) + (2-n+2 _ 2-n’+21. 
By extending this metric, we obtain a desired metric for X [32]. 
For each n E N, let N, be the open 2-“+* -ball around D in X. Since dimY = 0, the 
opencover{YflN,,Y\clN,,+i}ofYh as a finite open refinement U, with ord L& 6 1 
(e.g., [16, 7.1.7]).6 Let 
Y,,=~{U~Z4~~UcY\clN,+,}. 
Thus we have a tower YJ c YZ C . with Y = lJILEW Y,. Since Un is finite and pairwise 
disjoint, Y, is clopen ’ in Y Since Y,, n N,+l = 0, we have 
dist(Y,, D) > 2-n+‘. (3) 
Observe that 
y \ Y, = u{u E Un 1 U C N,,} c N,,. 
Since dim(Y \ Y,,) = 0, we have an open cover V, of Y \ Y, with ordV, 6 1 
and yv E Y,, V E V,,, such that y E V E V,, implies d(y, yv) < 2dist(y, Y,) (cf. [7, 
Chapter II, Lemma 3.11). Next we can define a retraction T, : Y + Y, by r,,lY, = id and 
r,(y) = yv if y E V E V,. Each y E Y \ Y,, is contained in N,, so d(y, z) < 2-n+2 for 
some z E D. We have yt E Y such that d(y,, z) = 2-TL+2, whence yz E Y \ N, c Y, 
and d(y, yz) < 2-n+2, which implies that dist(y, Y,) < 2-n+3. It follows that that 
4rrL(y), Y) < 2dist(y, K) < 2- 7L+4. Thus we have d(r,, id) < 2-n+4. 
Each r, induces a retraction rz, : fi$(Y) + M;(K), that is, r;(p)(B) = p(r;‘(B)) 
for every /L E M:(Y) and B E 23(X). We define $J: M:(Y) xl + A4$(Y) by ~!J,o = id 
and 
7&(p) = (2”t - l)rz(p) + (2 - 2nt)rg,+,(p) for 2~” < t < 2?+l. 
The condition (1) follows from the definition of $J and (3). Clearly $ is continuous at 
points of M:(X) x (0, 11. Th e continuity of $ at points of M:(X) x (0) follows from 
(2). It remains to show the condition (2). Let 
a={qv: p o en in X, dist(V, D \ V) > 0, dist(D n V, X \ V) > O}. * 
’ Here a cover U of a space X has the order ord U < n if each point of X is contained in at most n elements 
OfU. 
7 This means “closed and open”. 
‘Here we agree that dist(0, Z) = =o. 
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Then B is an open base for X since D is nowhere dense and discrete in X. For each 
U, V E 8, U U V E B because 
dist(U U V, D \ (U U V)) 
= min { dist(U, D \ (U U V)), dist(V, D \ (U u V))} 
3 min { dist(U, D \ U)), dist(V, D \ V)} > 0; 
dist(D n (U U V), X \ (U U V)) 
= min { dist(D n U, X \ (U u V)), dist(D n V, X \ (U u V))} 
3 min { dist(D n U, X \ U)), dist(D n V, X \ V)} > 0. 
Let ~0 E M:(X) and let (PL~)~EW and (ti)iE~ be sequences in M:(Y) and (0, l), respec- 
tively, such that lim. 2+oo ti = 0. For a neighborhood N of ~0 in M?(X), by Subspace 
Lemma 1.2, there are VI, . , Vj E B and E > 0 such that NX(ba; VI, . . . , Vk, E) c N. 
Choose n E N so that 
2++’ < min { dist(Vi, D \ Vi), dist(D n Vi, X \ Vz) 1 i = 1,. . . , k}, 
which means that the open 2- n+‘-ball in X centered at z E D\Vi does not meet Vi, and 
the open 2-n+5 -ball in X centered at z E D n V, is contained in Vi. Since T, / Y \ N, = id 
and d(~,, id) < 2- n+4, it follows that rm(ViflY) c Vi and T;’ (Vi) c Vi for each m 3 n 
and i = 1,. . , k. By the definition of $, if 0 6 t < 2-n+‘, then 
lClt(N~(~o;~nY,...,~nY,&))cNX(~o;~, . . . . VG), 
$;‘(NX(Po; v,, .,I$,E))cN,Y(~~;I~~Y ,..., VknY,&). 
If lim++oo pi = pa, then we have ia E W such that i 3 ia implies ti 6 2-n+1 and 
pui E $(P~;~ nY ,..., VknY,E), 
whence $J(PL(, ti) E NX(po; VI,. . , Vk, c). Then lim+, @(pi, ti) = po. Conversely, if 
limi,, $J(P~, ti) = po then we have io E N such that, i 3 ie implies ti 6 2--1L+1 and 
$&,ti) E NX(po; K,. , G,E), that is, 
It follows that limi,, pi = ~0. Thus we have verified the condition (2). 0 
Now, we can prove Theorem 3.1 (Theorem 2). 
Proof of Theorem 3.1. As observed before, we only need to show the implication (c) 
+ (b). Let Xd be the derived set of X. 
In case cardXd < card A, for each n E N, let 
D, = {z E X 1 d(z, Xd) 3 2-“}, 
where a! is an admissible metric for X. Then each D, is not only closed in X but also 
open in X because it is consisting of isolated points of X only. Since card(X \ Xd) = 
card A > No and X \ Xd = UllEPll D,, some D, is infinite, hence it contains a countable 
infinite discrete set D. Since D is clopen in X, we have 
M,+(X) z M,+(X \ D) x M+(D) = M;(X \ D) x lz 
by Decomposition Lemma 1.5 and Corollary 2.4. Then the result follows from [36, 
Proposition 6.21 and Lemma 1.10. 
In case card Xd = card A, X has a nowhere dense discrete subspace D with card D = 
card A. It follows that X contains a O-dimensional dense set Y c X \ D. (To construct 
such a set Y, let a be a a-discrete open base for X \ D, and for each B E ,t3, choose 
~JB E B. Then Y = {ye 1 B E B} is a desired set.) By Lemma 1.8, A42(X) \ M;(Y) is 
locally homotopy negligible, whence there exists a homotopy ‘p : M$ (X) x I + M:(X) 
such that cpo = id and (p(M:(X) x (0, 11) c M;(Y). 
Let 2 be a completely metrizable space with dens 2 < card A and f : 2 + M:(X) 
be a map. For each open cover U of M:(X), we construct a closed embedding h : Z + 
M$(X) which is U- c ose 1 to f. Let V be an open star-refinement of U. There exists a 
map 7: M2(X) + (0,l) such that each (p({b} x [0, r(p)]) is contained in some member 
of V (cf. Lemma 1.7). We define a map g: 2 + M:(Y) by g(z) = cp(f(z), rf(z)). 
Whence, g is V-close to f. 
Let $I : M:(Y) x I + Ml(Y) be the homotopy and d an admissible metric for X 
obtained in Lemma 3.4. By Lemma 1.7, there exists a map E : M;(Y) + (0, 1) satisfying 
the following condition: 
t/p E M;(X), 3r > 0, 3u1, , uk: Open in x, 3v E v 
such that $J,({P) X [O, E(P)]) C NX(p; UI, . . . , uk, r) 
and NX(p; UI , . . .,uk,r+&(P)) c v. (*> 
Let hl : 2 + M:(Y) be the map defined by hl (z) = +(g(z), &g(z)). For each z E 2, 
we have r > 0, open sets lJ1,. . . , Uk in X and V E V such that 
hl (z) E NX(g(z); UI, . . , uk, r) C Nx(g(z); UI, . . . , uk, r + &g(z)) C V. 
It follows that 
h,(z) + v E V if I/ E M:(X) and v(X) < &g(z). 
For each n E N, let 
(#> 
2, = {z E 2 / 22+’ 6 &g(z) < 22”}. 
Then 2, is clearly closed in 2 and 2 = UnEN 2,. Represent D as a countable disjoint 
union of sets D, so that card D,, = card A for each n E N. Since P5(Dn) M 12(A) by 
Lemma 3.4, there are closed embeddings v, : 2 --f P, (Dn) (c M$ (D)). Let zu : 2 x 
(0,2-‘1 --t M:(D) be the piecewise linear homotopy defined by 
wt = (2nf’ t - 1)2-“-G, + 2-n-%,+, + (2 - 2n+lt)2--n-4t,Jn+2 
for 2-“-l < t < 2-“. 
T, Dobmwolski, K. &hi / 7i1pology and its Applications 72 (1996) 215-258 239 
We define h2: 2 + M:(D) by h2(z) = w,,(,)(z). Then hz(z)(X) < 2-+’ < &g(z) 
for each z E 2,. Notice that hz is a closed embedding on every Z,, hence it is a closed 
embedding on 21 U . . U 2,. 
Now, we define a map h: 2 -+ M:(X) by h(z) = hi(z) + hz(z). Clearly, h is 
injective. It follows from (#) that h is V-close to g, hence U-close to f. To see that h is 
closed, let zi E 2, i E W, such that (h(zi))iEw converges to I_L in kf: (X). We shall show 
that (,zi)iE~ has a convergent subsequence. If liminfEg(zi) = 0 (i.e., (Eg(zi))iEN has a 
subsequence which converges to 0), then (hz(zi))iEN h as a subsequence which converges 
to 0, which implies that ($(g(zi),&g(zi)))iEN = (hl(zi))iEN = (h(zi) - h2(zi))iEW has 
a convergent subsequence which converges to p. It follows from Lemma 3.4(2) that 
(g(zi))iEN has a subsequence which converges to p, which contradicts to E(P) > 0. 
Thus we can find n E N so that liminf &g(zi) > 2-n-‘, whence Eg(zi) > 2-“-l for 
almost all i E N. Let 
H = {Z E x 1 d(z, 2) 3 2-,-l}. 
For sufficiently large i E N, zi E 21 U . . . U 2, and h(4 = $(g(zi), q(4)) E 
M:(H), which means that h(zi) E M$(H $ D). Since the restriction M,f(H @ D) -+ 
M:(D) is continuous (cf. the proof of Decomposition Lemma 1.5), (h2(zi))icw has a 
convergent subsequence. Since hzlZl U. . U 2, is a closed embedding, (zi)iE~ has also 
a convergent subsequence. Therefore, h is closed. 
Consequently, f can be approximated by closed embeddings. As is shown in [37, 
SC], this implies that f can be approximated by strong Z-embeddings, hence M:(X) 
is an e*(A)-manifold (cf. [36, Proposition 2.11 and [37]), Since M:(X) is contractible, 
k&+(X) M &(A). 0 
Remark. By revising the proof above, we can show that every map f : 2 --+ P5(X) can 
be approximated by closed embeddings in the case card Xd = card A. 
In fact, if f : 2 -+ P*(X), then we could get g : 2 + &(Y), where U and V are 
covers of P*(X) consisting of open sets in M:(X). Then hl : 2 -+ &(Y) would be 
obtained so that 
(1 - v(X))hl(z) + v E V if v E M:(X) and V(X) < &g(z), 00 
where E : PT(Y) + (0,l). Using the same hZ as above, we could now define h : 2 + 
J’..(X) by 
h(z) = (1 - hz(z)(X))h(z) + b(z). 
Then h is still U-close to f and injective. Let us prove that h is a closed map. If 
liminfEg(zi) = 0, then (h ( ,)). 2 z, %EN has a subsequence converging to 0, and ((1 - 
hz(zi)(X))$G(zi), eg(zi))kN = (h(zi) - hz(zi))iEW h as a subsequence converging to 
p, whence ($(g(zi), Eg(zi)))iEW h as a 1 so a subsequence converging to p, from which we 
have a contradiction as above. Thus we can find n E N so that liminf Eg(zi) > 2-“-i. 
For sufficiently large i E N, zi E 21 U. . . U 2, and hl (zi) = $(g(zi), Eg(zi)) E P;s(H), 
which means that 
h(zi) = (1 - b(zi)(X))hl(zi) + hdzi) E P,(H @ D) c M;(H CD D). 
Hence, similarly as above, (hz(zi))i,w has a convergent subsequence. Since h~1.Z~ U. f .U 
2, is a closed embedding, (zi)iE~ has also a convergent subsequence. Therefore h is 
closed. 
The following problem is related to Question 2.18: 
Problem 3.5. Under what condition 
(M$(X),M;(X)) = (ps(X)> J%(X)) = (&(A)“,&(A):)? 
The following more general problem is related to results in Section 2: 
Problem 3.6. For a nonseparable (complete or incomplete) metrizable space X, identify 
the spaces ML(X), MC(X), &(X), &(X), etc., topologically. 
In case X is itself the Hilbert space lz(A), we have the following result, namely 
Theorem 3. 
Theorem 3.7. For an arbitrary infinite set A, 
(M-32(-4)), $V2G4))) = (W264)L J’&(A))) = (JWY’,W)~). 
Proof. We shall show that 
(K(&(A))J’&z(A))) = (WV“,~2(4~). 
Then the assertion of our theorem follows from Cone Lemma 1.3. It is known that e2(A)7 
is an absorbing set in ~z(A)~ for the class C of spaces homeomorphic to closed sets in 
ez(A), that is, completely metrizable spaces with density < card A. By Lemma 1.11, the 
space Pg(&(A)) IS a Z,-set in P5(e2(A)). Using the uniqueness theorem for absorbing 
sets [40,12] (cf. [lo, Theorem 2.2]), it is enough to prove that (A4.$(lz(A)), M$(l,(A))) 
is strongly C-universal. More precisely, we must verify that given a space W E C, a 
closed set We c W, a map f: W + P5(f2(A)) such that filVe: We + PS(e2(A)) is a 
Z-embedding with f(wa) c Prc(l~(A)), and a cover U of P,(Cz(A)) consisting of open 
sets in M,f(&(A)), there exists a Z-embedding g : IV + P,(&(A)) which is ZA-close to 
f, g(W) c P&2(A)), and gll+‘o = fl&. 
Using the fact that f(lVe) is a strong Z-set in P5(e2(A)) and that the complement of 
PT(C~(A)) is locally homotopy negligible in P,(t?z(A)), we can additionally assume that 
f(w) c %(&(A))> f(wo) n f(lv \ wo) = ‘J, and that f is a closed map over f(lVe) 
(the last means that for every 2/ E f(lVc) and every neighborhood U of f-‘(a), there 
exists a neighborhood V of a such that f-‘(V) c U). Let d be an admissible metric on 
PS(fJz(A)). It is now possible to find a map 6: P5(&(A)) --+ [0, 1) with 6-‘(O) = f(we) 
such that any map g: W + &((2(A)) satisfying d(f(w), g(w)) < S(_f(w)), w E W, 
and such that g]W \ IV0 : W \ IV0 + Mz(!2(A)) \ f(Wo) is a closed embedding will 
actually be a closed embedding u-close to f, and g1We = fllVe (cf. [9, Proposition 2.11). 
We will revise the remark after the proof of Theorem 3.1 to construct such g; actually, 
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it suffices to to construct h = gl2, where 2 = W \ We. Moreover, we additionally will 
assure that h(Z) C l+(&(A)). S’ mce every subset of &(Cz(A)) closed in PS(&(A)) is 
a Z-set, our g will be as required. 
Partition A into sets Al and A2 so that card At = card A2 = card A. Set D = 
&(A,) c &(A). Clearly, D is a closed nowhere dense subset of lz(A). Consequently, 
we can find a O-dimensional set Y in &(A) \ D. A s in the remark after the proof of 
Theorem 3.1, we can define a map hl : 2 + &(&(A)) satisfying condition (TV) with 
respect to a suitable function E : P5(!2(A)) + [0, 1) such that E-‘(O) = f(kVe). Now, 
partition A2 into countable many sets B, so that card B, = card A for each n E N. Write 
D, = &(&). Choose closed embeddings w, : 2 + PI (Dn). With such choice in u,, 
define the map w as in the proof of Theorem 3.1. Notice that w takes values in Q(D). 
Finally, defining h2 as in the proof of Theorem 3.1, we can easily verify that h defined as 
in the remark after the proof of Theorem 3.1 (i.e., h(z) = (1 - hz(z)(X))hl (z) + h*(z)) 
is as required. The proof is complete. 0 
4. The AR-property of M:(X) 
As a subspace of M:(X), the space M;(X) is metrizable. By Subspace Lemma 1.2, 
we can identify as spaces 
M:(A) = {p E M:(X) I SUPPCL c A} 
for any subspace A of X. The following is a direct consequence of Lemma 1.6. 
Lemma 4.1. For each n E N, M:(X) \ ML_,(X) is an ANR if and only if X is un 
ANR, where MC(X) = (0). 0 
We need the following: 
Lemma 4.2. If X is a metrizuble convex subset of a locally convex topological linear 
space, then there exists a deformution cp : (M;(X) \ (0)) x I -+ M:(X) \ (0) such 
that cpo = id, pl(M$(X) \ (0)) = MT(X) \ {0}, ptIMT(X;O) = idfor each t E I, 
and 
p((ML(X) \ (0)) x 1) C M,f(X) \ (0) (vn E N). 
Proof. First note that X is an AR by the Dugundji Extension Theorem. Since MT(X) \ 
(0) z X x (0, cm) is an AR, there is a retraction T: M:(X) \ (0) + MT(X) \ (0). 
We have a map c: M:(X) \ (0) + X such that suppr(p) = {c(p)}. In fact, c can be 
obtained by the following diagram: 
M;(X) \ {O)LX 
T 
1 t 
proj 
Mt+ (X) \ 101 h._ X x (0, cQ) 
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where the bottom arrow is the natural homeomorphism. Then c(&) = x for each 
sb, E MT(X) \ (0). We define a homotopy ‘p: M;(X) \ (0) x I + Ml(X) \ (0) as 
follows: 
Sfd&) = J’f((1 -t)x++tS(p))dp (V E G(X)). 
X X 
In other words, we can write 
By the definition, ‘p obviously satisfies the desired properties. 0 
Theorem 4.3. For each n E N, M:(X) is an AR if and only if X is an ANR. 
Proof. If M$(X) is an AR then M:(X) \ MT_, (X), an open subset of ML(X), is an 
ANR. Then the “only if” part follows from Lemma 4.1. 
We show the “if” part. First we consider the case when X is a normed linear space with 
norm II.II.ByLemma4.1,M$(X)\M7T_,(X) is an ANR. Assuming M7z(X)\Mz_,,(X) 
is an ANR, we prove that M:(X) \ MTT_k_-l (X) is an ANR. Since M$(X) \ Mz_k(X) 
is open in M;(X) \ MTT_k_,(X), it suffices to show that each I_~O E M7T_k(X) \ 
M,I_k_I (X) has a neighborhood in M+(X) \ Mz_,+] (X) which is an ANR. Let p. = 
Crzt ti6zi 7 w erex,#xjifi#j.Choose&>Osothat h 
4E<min{I!xi-xjII Ii#j}. 
Let Vi and Vi be open balls in X centered at x, with radii E and 2&, respectively. Then 
Vi and V, are convex, cl U, C V, and cl V, f? cl V, = 0 if i # j, and let U = Uy:F Vi, 
V = lJyI/ Vi, 
W={~EM;(X)I~(U~)>O (&=l,...,n-k)}, 
W={/LEM~(X)I/L(CIU~)>O (Vi=l,...,n-k)}. 
Then ~0 E W C w C ML(X) \ Mz_k_,(X). For each 1-1 E IV, we have 
NX(p;U,,... , Un-lc,E) c w 
where E = min{p(Ur), . , p(U,,_~)} > 0. In fact, if X E NX(p; Ul, . , un_k, E), then 
X(Ui) > p(Ui) - E 3 0 for each i = 1,. . ,n - k. Then W is open in M:(X), which 
implies that w is a neighborhood of ~0 in MT:(X) \ M7T_k_, (X). It remains to show 
that w is an ANR. 
We have an isotopy h: X x I + X such that ho = id and ht(cl Ui) C Vi for all t > 0 
andeachi= l,... , n - k. Let lh : W x I + w be the deformation induced by h, that 
is, 
1 f d%(p) = / f 0 ht dp (Yf E c,(x)). 
X X 
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In other words, we can write 
L(P) = e wh(y,) e if I* = C sibYi. 
i=l i=l 
Then Ihe = id and Iht (w) C W for all t > 0. Furthermore, we have 
ht(W n M;_,(X)) C w n M;-/JX), 
ht(W \ M,+_k(X)) c w \ MZ_k(X) 
for all t > 0. Then w n M+ n_k(X) is also an ANR since W n Mz_k(X), an open 
subset of an ANR M7T_k(X) \ M:_,_,(X), IS an ANR. By the inductive assumption, 
W \ M7T_k(X) is an ANR, which implies that W \ MJ_k(X) is an ANR. We will show 
that w n Mf lL_k(X) is a strong deformation retract of W. Then W will be an ANR by 
the Kruse-Liebnitz Theorem [2.5] (cf. [24]). 
Let 2~ : X + I be a Urysohn function with u(c1 U) = 1 and u(X \ V) = 0. We define 
a deformation $ : w x I + w by 
/fdGth4 = Sf(4(1 -t+Nz))dp (Yf E G(W). 
X X 
In other words, we can write 
tit(P) = kc1 - t+ t4!A))s& 
e 
if p = C s2Sy,. 
i=l i=I 
Then $0 = id, Gtlw n MT_k(X) = id for all t E I and q!q(w) c W n M:(V). 
Note that each cl Vi and V, are AR’s because they are convex subsets of a Banach 
space. Since each cl lJi is a strong deformation retract of Vi, cl U is a strong deformation 
retract of V; whence, we have a deformation g : V x I + V such that go = id, gt Icl U = id 
for all t E I and g1 (V) = cl U. Similarly to h above, let 9: Mz (V) x I + M,‘(V) be 
the deformation induced by g, that is, 
SfdTt(lL) = If ogt d/l (V E GdV)). 
V V 
In other words, we can write 
i=l i=l 
Then 0 = id, FtiM$(clU) = id for all t E I and ijl(M$(V)) c M$(clU). It should 
be observed that $(w n Mz (V)) c wn M+(V) for all t E I and Zjt (Wn M+(V)) c 
w n Mz(cl U). Since W n MT_,, (X) c Mz(clU), &lWn Mz_k(X) = id for all 
t E I. 
Now, for each i = 1, . , rz - k, let pi : Mz(cl U) + Mz(cl Vi) be the restriction, 
that is, supppi(p) = suppp n clUi and pi(p)(z) = P(Z) for all z E clU,. Since 
cl 171, , cl U+k are discrete in cl U = Uyz,k cl Ui, each pi is continuous. Observe that 
P~(W n Mc(cl U)) C Ml+,(cl vi) \ {O}, 
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By Lemma 4.2, we can find deformations ‘pi : (ML+, (cl Ui) \ (0)) x I + M,?+, (cl Uz) \ 
(0) such that ‘p6 = id, c~f(M~+,(clU~)\{O}) = M~(clU~)\{O}, (~~lM,f(clU~)\{O} = 
id for each t E I and 
cp~(Me+(clU,)\{o})cMe+(c1U,)\{o} (‘de=l,...,k+l). 
Then we can define a deformation cp : (w n M$(cl U)) x I + w n M$(cl U) by 
%(P) = c;:: &i(P). It can be easily seen that cpo = id, (Pi IF n Mz_k(X) = id for 
each t E I and ‘pl (w n Mz(c1 U)) = w fl Mz_k(X). 
Combining the deformations $J, 9 and ‘p, we can obtain a strong deformation retraction 
of m onto TVnM+ n_k (X). Thus we finally conclude that W, and consequently, ML(X) \ 
Mz_k_,(X), is an ANR. Inductively, M,+(X) \ (0) = ML(X) \ M:(X) is an ANR. 
Since we have a strong deformation retraction of M,+(X) onto M:(X) = (0) (i.e., 
defined by p ct (1 - t)p), we again are in a position to apply the Kruse-Liebnitz Theorem 
[25] (cf. [24]) to infer that M,+(X) IS an ANR. Now, M,‘(X) being a contractible ANR, 
it necessarily must be an AR. 
Next, we prove the general case. By the Arens-Eells Embedding Theorem [2] (cf. 
[32]), we may assume that X is a closed subset of a normed linear space Y. Since X 
is an ANR and Y is an AR, we have an open neighborhood U of X in Y and a map 
T : Y --+ Y such that the restriction r[U : U + X is a retraction. Observe that 
i?={~~M;(Y)lsupp~r~U#f} 
is an open neighborhood of ML(X) \ (0) in ML(Y) \ (0). (One should note that 
ML(U) \ (0) is not open in M:(Y) \ (0) m g eneral.) Let g : Y + I be a Urysohn 
function with g(X) = 1 and g(Y \ U) = 0. W e can define a retraction F: i? + M:(X) 
by 
s 
fd+) = c .f(~(~))d~)P(~) (v.f E 6dx)). 
X XEX 
In other words, we can write 
k 
q/J) = c s(+4G)~r(z,)~ 
i=l 
wheresupppLU={(zl,... , xk}. Since 6 is an ANR, M$(X) \ (0) is also an ANR. 
As above, we infer that M:(X) is an AR. 0 
As announced in Introduction, we have the following: 
Corollary 4.4. For each n E N, P,(X) IS an ANR if and only if X is an ANR. 
If X is contractible, then so is each P,(X). Thus the following follows: 
Corollary 4.5. For each n E N, P,(X) is an AR for any AR X. 
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5. Spaces of measures with finite supports on pre-Hilbert spaces 
In this section, we prove Theorems 4 and 5. Here, when we write ,CJ = Cf=, tiSzi, 
we assume tacitly that zi # Z~J if i # i’ and ti > 0 for all i. 
In case E is a topological linear space, we define the burycenter ,0(p) of I_L = 
EYE=, ti6,, E Q(E) as fOllOWS: 
p(p) = 2 tizi E conv(supp p) c E. 
i=l 
Unfortunately, p is not continuous on q(E). In fact, let q, = 0 # 1~0 E E. For each 
k E N, let pk = (1 - k-‘)S,, f k-‘6ky0. Then as is easily seen, pk converges to 6,, but 
,8(pk) = yo for every k E N. However, restricting the domain, /3 is continuous. This is 
shown in the lemma below: 
Lemma 5.1. Let X be a bounded convex set in a normed linear space E. Then 
/!I : &(X) + X is continuous. 
Proof. Let /I = cF=, ti6,, E Q(X). For each E > 0, choose b > 0 so that 
6((k* + k) diamX + 1) < E and 26 < min{llq - ~~11 i # i’}. 
Let Vi be the open b-ball in X centered at zi. Then Ui n Vi! = 0 if i # i’. Let 
V = $=, Sj& E NX(/J; u,, . . ,uk,d). Then for each i < k, xyjELI, sj = V(Ui) > 
p(Ui) - S = ti - 6, whence 
c sj=1- c Sj<l-- c sj 
Y,EUt Y3GUi i’#iy,EU,r 
< 1 - C(ti/ - 6) = ti + (k - 1)s. 
i’fi 
Therefore 1 Cyj EU, 3 s - ti 1 < k6 for each i 6 k. Moreover, we have 
Sj < 1 - e(ti - 6) = k6. 
Y, ?4J:=, uz 
Hence, it follows that 
i=l y,EU, i=l 
<6+k26diamX+k6diamX 
=6((k2+k)diamX+ 1) <E. 
This means that ,0 is continuous on J+(X). 0 
We will show the following: 
Factorization Theorem 5.2. Let E be a pre-Hilbert space. Then there exists a homeo- 
morphism h : P%(E) + Y x E, where Y is a space expressed as Y = UTLEN Y, such that 
h(P, (E)) = Y, x E for each n E W. Hence 2’3 (E) and each P,(E) have topological 
E:factors. 
Proof. Let U be the unit open ball at 0 E E. Then ,B : P;F(U) --t U is continuous by 
Lemma 5.1. We define 
Qs(W = {cl E P&-J) I P(P) = 0) c Q(U)> 
Qn(U) = Qg(U) n P,(U) for each n E N. 
Then &a(U) = U,,wQIL(U). Since CT E E, it suffices to construct a homeomorphism 
from Pg(U) onto &s(U) x U sending each P,(U) onto Q,(U) x U. To this end, we 
must construct several auxiliary maps. 
Throughout this proof, we use the norm II . II on E induced by the inner product (., .). 
In the following, we will employ the function t tj lltz + y/l which is increasing for 
t > 0. 
Let IY : (E\ (0)) x U + (0, co) be the map defined by the formula IIcy(z, y)z+yll = 1. 
In other words, cy(z, y) is a unique positive solution of the following equation: 
~~2~~*cy2 + 2(2, y)ck + llyl12 - 1 = 0. 
Note that (Y has the following property: 
Q(tz, Y)t = a(? Y). 
Observe also that Q(IC - y, y) > 1 if 5 # y E U because /l(z - y) + yII = [lzlj < 1. 
Let T: U + (0,l) be the map defined by r(y) = i(l - 11y/). If llz[l > r(y), then 
I~$+ +yil G T(Y) + IIYII = ;(I - IIYII) + IIYII < 1, 
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which implies a(x, y) > IIxlI-l~(y), that is, cy(x, y)llx[l -r(y) > 0. We can define maps 
f, g : U x U -+ (0, co) as follows: 
f (51 Y) = 
if lb - yll G r(y), 
T(y) + (lb - Yll - T(Y))(l - T(Y)) l 
a(x-y,y)llz-yll-r(y) l/x-yll’ ifllx-yIt3r(y), 
and 
{ 
1, 
S(T Y) = 
if llxll G T(Y), 
( 
T(y) + (1141 - r(y))(a(x, Y)ll~ll - T(Y)) 
1 - r(y) > 
h, 
X 
if 11~11 3 r(y). 
Since cr and r are continuous, f and g are also continuous. 
Lemma 5.3. For any x, y E U, the following hold: 
(1) Ilf(X>Y)(X - Y)II < 1; 
(2) lldx, y)x + YII < 1; 
(3) LI(f(? Y)(X - Y)> Y)f(X> Y) = 1; 
(4) f(dx, Y)Z + Y> YMX:, Y) = 1. 
Proof. In case 112 - yII < r(y), (1) and (3) are obvious. In case llxll < r(y), (2) and (4) 
are obvious. We show the other cases. 
(1) In case llx - YII 3 r(y), since (Y(X - y, y) > 1, we have 
o < (Ilx - YII - T(Y))(l - T(Y)) < 1 _ r(y) 
’ Q(X - Y,Y)IIx - YII - r(y) 
I 
from which it follows that Ilf(x, y)(x - y)II < 1. 
(2) In case l/x11 3 r(y), we have 
0 < (11~11 - r(Y))(dx,Y)IIxlI -r(Y)) < a(x y)llxll _ r(y) 
\ 
1 - r(y) 
> i 
whence g(x, Y) < ~(5, Y), which means that llg(x, y/)x + yII < 1. 
(3) In case /lx - y/I > r(y), observe that 
f(x, Y)llX - Yll - T(Y) = 112 - YII - T(Y) 
1 - r(y) a(~ - Y, Y)IIx - YII - r(y) a O’ 
whence f(x, y)l/x - yII 3 r(y). Since 
Il4f(T Y)(X - Y), Y)f(? Y/)(X - Y) + YII = 1, 
we have cr(f(x, y)(x - y), y)f(x, y) = cr(x - y, y). Then it follows that 
g(f(x, Y)(X - Y), Y)f(T Y)llX - Yll 
= rcyj + (Ilx - YII - r(y))(df(x, y)(x - ~),y)f(x~ Y>llx - yll - r(y)) 
a(~ - Y, Y)IIx - YII - r(y) 
= r(y) + (11~ - YII - r(y)) = 11~ - YII, 
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which means that g(f(x, y/)(x - y): y)f(z, y) = 1. 
(4) In case llzll 2 r(y), we have 
(SC? Y)ll~ll - T(Y)) (1 - r(y)) = (114 - T(Y)) (4? Y/)114 - T(Y)) 3 0, 
whence g(z, y)IIzll 3 r(y). Since 
IbMT Y)? Y)g(? Y)Z + Y II = 1, 
we have o(g(z, y)x:, y)g(x, y) = ~(2, y). Then it follows that 
= T(Y) + (114 - T(Y)) = IId> 
which means that f(g(x, y)z + y, y)g(z, y) = 1. 0 
We define a : &(U) + (0, oo) and b : &a(U) x U -+ (0,oo) as follows: 
o(P) = .& 
+r f(A)) 
for ~1 = kti6,z E P,(U); 
%=I 
b(p,z) = & ti 
k 
+, S(Xi> x) 
for p = c tib,% E Qn(U) and x E U. 
i=l 
Lemma 5.4. Both a and b are continuous. 
Proof. To see the continuity of a, let P = Cf=, ti6zz E Q(U). For each E > 0, choose 
b > 0 so that 
~~~P~~+1)6<~ and 6<min{Ilzi-s$11 Ii#i’}. 
Since f, p and r are continuous, we can choose a neighborhood W of p in PT(U) and 
open neighborhoods Ui of xi in U (i = 1,. . . , k) so that each Vi is contained in the 
open &ball centered at xi, and, if u E W and z E U,, then 
1 
< 6 and ~ 
2 
r@(v)) < GGG’ 
Note that Ui n Vi, = 8 if i # i’ and observe that 
Let v = C:=, sjbv, E W n N”(p; U1, . , uk, 6). Using the same argument as in the 
proof of Lemma 5.1, we have 
I I c sj - ti < kb and c sj < k6. YjEUi 
Y,@& u, 
Then it follows that 
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Therefore a is continuous at p. 
To see the continuity of b, let p = c,“=, tib,% E Q(U) and z E U. For each E > 0, 
choose 6 > 0 so that 
2kz(z)4k + 1) 6 < E and b < min { l(zi - ~111 i # i’}. 
Since g and r are continuous, we can choose a neighborhood W of I_L in Qx(U), an open 
neighborhood UO of x and open neighborhoods Ui of xi in U (i = 1,. , k) so that each 
Ui is contained in the open &ball centered at xi and if u E W, y E UO and z E Ui then 
1 1 -_ 
Y(Z, v) S(xi, x) 
< 6 and I<_ 
2 
GJ) r(x) 
Let v = C:=, sj&, E WnNU(p; ur, . . , uk, 6) and y E UO. Using a similar reasoning 
as in the proof of continuity of a, we can show that 
lb(v) - b(p)1 < (‘,:I;,” + 1) 6 < E. 
Thus b is also continuous at (p, z). 0 
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Construction of a homeomorphism h : Pg(U) + Qs(U) x U. Using auxiliary maps 
defined in the above, we will construct a homeomorphism h: Pz(U) + &s(U) x U 
such that h(P,(U)) = Qn(U) x U. 
First, we define cp: Px(U) + Qx(U) by p(p) = C,“=, t’,&;, where 
/I = &Li, x:. = f(G,P(P))(G -P(P)), 
i=l 
ti 
In the above, observe that ~1 E U by (l), Et, ti = 1, and 
6 t:x; = 
i=l 
--& $ ticxi - P(P)) = 0. 
2=1 
Thus ‘p is well defined. To see the continuity of cp at p E P3(U), let E > 0 and V, , . . , V, 
be disjoint open sets in U such that x’, E &. Choose S > 0 so that (1 + k)6 < E. Since 
f, ,f3 and a are continuous, there exists a neighborhood W of ,Q in PF(U) and open 
neighborhoods Vi of x, in U (i = 1,. . , k) such that v E W and z E Ui imply 
f(z,P(~))(z - D(v)) E vi and 
1 1 
f(z, /qv))a(v) - f(G> P(P))@) < (5 
Let v = Es=, sj&, E W II N’(p;Ul,. . . , Uk,d) and P(V) = c:=, sib,/ as in the 
definition. Then yj E Ui implies y$ E Vi, and similarly as in the proof of Lekma 5.1, 
Then it follows that 
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Therefore we have 
P(V)(K) - (p(/.J)(K) = c s; -t: 3 c s; -t:. > --E, 
Y;EV, Y,EU% 
which means that P(V) E N”((p(~); VI,. , V,, E). 
Next we define 1c,: Qs(U) x U -+ &(U) by $J(P, z) = cf=, t:‘&y, where 
i=l 
ZZ$’ = g(zi, z)q + z and t:’ = h 
SCzi, Z)b(P> x, > O’ 
In the above, observe that xy E U by (2) and cF=, t:’ = 1. Thus II, is well defined. One 
should also observe that 
,O(+(~L, X)) = 2 t:‘Xy = & $ tiXi + & t:X = X 
i=l 2=1 i=l 
To see the continuity of 1c, at (p, x) E &g(U) x U, let E > 0 and VI,. . . , Vj be disjoint 
open sets in U such that xy E Vi. Choose b > 0 so that (1 + k)S < E. Since g, p and 
b are continuous, there exists a neighborhood W of I_L in P%(U), an open neighborhood 
Ua of x in U and open neighborhoods Ui of xi in U (i = 1,. . . , k) such that, if u E W, 
y E Uo and t E Vi then g(z, y)z + y E Vi and 
1 1 
g(z, y)b(v) - g(xi, x)b(P) < ‘. 
Choose S > 0 so that (1 + k)6 < E. Let v = C:=, sjby, E W n NU (p; U,, . . . , Uk, S), 
y E UO and $(v, y) = Ce= 3 , sJ ‘!6 yap as in the definition. Then yj E Vi implies yy E Vi. 
Similarly as above, we can show ;hat 
i I c s; - t’i’ < (1 + k)6 < E. Y,EU% 
Therefore, we have 
$(V, y)(K) - (p(p, x)(K) = c s; - ty 3 c s:’ - ty > -E, 
Y:‘EK YjEUi 
which means that $J(v, y) E N’($J(P, x); VI,. . , Vk, E). 
Thus we have two maps ‘p x 0: Q(U) + Qs(U) x U and 4 : &g(U) x U -+ Pz(U), 
where (‘p x p)(p) = ((P(,u),~(P)). It remains to show that q!~ 0 (‘p x ,B) = id and 
(‘p x p) o 11, = id. 
To see $0 (cp x ,B) = id, let p = c,“=, tibz, E &(U) and cp(p) = cf=, tib,; as in 
the definition. Then g(xi, ,B(p))f(xi, P(P)) = 1 by (3). Hence we have 
S(X’,, P(P))4 + P(P) = S(xC:9 P(P)).fCxi, P(P))Cxi - P(P)) + P(P) = xi. 
Observe that 
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Then it follows that 
t: 
d4, P(PL)P(P(PL)> P(P)) 
t, 
Consequently $(&I, P(P)) = /L. 
To see (‘p x/3)011, = id, Ict ,D = cF=, ti& E &a(u), 3: E 17 and $(P) = c,“=, ty&: 
as in the definition. Then f(:$, z)g(xi, x) = 1 by (4). Recall that P($J(P, x)) = z. Hence 
we have 
Observe that 
Then it follows that 
Therefore P($J(P, x), P(~J(P, x))) = P. 
In the above, it is easy to see that (cp x p)(P,, (U)) C Qn(U) x u and $(QTL(U) X u) C 
P,(U). Then h = ‘p x p is a desired homeomorphism. Hence the proof of Theorem 5.2 
is complete. q 
The following easily follows from Factorization Theorem 5.2. 
Corollary 5.5. If E is a pre-Hilhert space such that E2 M E, then Px(E) x E M P%(E) 
and P,(E) x E M P,,(E) for each n E IV. 
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For an arbitrary infinite set A, each P,,(ez(A)) IS a completely metrizable AR by 
Corollary 4.5. By combining the above corollary with the Torunczyk Factor Theorem 
[34, Theorem 3.11, we have Theorem 4, that is, 
Corollary 5.6. Let A be an arbitrary infinite set. Then P,(ez(A)) z ez(A) for each 
n E IV. 
To prove Theorem 5, we shall first show the following: 
Embedding Theorem 5.7. Let E be a metrizable topological linear space which is an 
AR such that E” M E or Ef” z E. Then 
(1) each M:(E) and P,(E) can be embedded in E as closed sets, and 
(2) M;(E) and PF(E) can be embedded in Er as closed sets. 
In case EW z E, assume that E is a Z,-space. Then E‘f in (2) can be replaced by E. 
Proof. Since PE(E) and P,(E) are closed in Mg (E) and M,‘(E), respectively, it 
suffices to show only the cases Ml(E) and Mz (E). 
(1) First note that E M C”(E) by [21, Lemma 21, where C”(E) is the open cone over 
E. Since MT(E) is the open cone over P,(E) and P,(E) = E, we have M,+(E) M E, 
whence M:(E) can be embedded in E as a closed set. Assume that Mz_, (E) can be 
embedded in E as a closed set. Since E is an AR, we have a map f : M:(E) + E such 
that flizl,+,(E) IS a closed embedding. By Lemma 1.6, M:(E) \ Mz_, (E) is locally 
homeomorphic to E” x (0, 00)“. Since E x F x R for some F by the Bartle-Graves- 
Michael Theorem [26], it follows that E z E” M (FxR)” z FWxR” z (FxR)” xR z=z 
E x IR in case E” = E (the same in the case Er = E). Thus En x (0,oo)” M ET” M E. 
Hence ML(E) \ Mz_, (E) IS an E-manifold. By [21, Theorem 21, there exists a closed 
embedding g : MY:(E) \ M,‘_ 1 (E) + E. Let 9 : Mz (E) + C”(E) be a map defined by 
Sk) = 
(ddTd(~,M~_l(E))), if I-L $ M:_,(E), 
0, if I-L E M:_,(E), 
where d is an admissible metric d for ML(E) such that ,D(~(,x), f(u)) < d(p, v), where 
p is a metric for E. For example, by using an arbitrary metric de for M$(E), such a 
metric d can be defined as follows: d(p, V) = ~(f(p), f(v)) + do(p, v). 
We define a continuous injection h: Mz(E) --t E x C”(E) by h(p) = (~(~),F(I_L)). 
Let (pi)i~w be a sequence in M:(E) such that (&))iEn converges to (z,~) E 
E x C”(E). Since (g(pi))iE~ converges to y in C”(E), (d&, Mz_,(E)))iE~ is also 
convergent by the definition of F. In case lim d(pi, M,‘_, (E)) = 0, we have a sequence 
(v~)~Ew in M:-,(E) such that limd(pi, vi) = 0. Then lim p(f(pi), f(~~)) = 0, which 
means that (f(vi))iE~ converges to 2. Since flMz_, (E) is a closed embedding, (vi)iEw 
has a convergent subsequence, whence (pi)iEw has also a convergent subsequence. In 
case lim d(pi, Mz_, (E)) > 0, we may assume that pi $ Mz_, (E) for all i E IV. Then 
(S(Pz))iEN converges in E. Since g is a closed embedding, (pi)icN has a convergent 
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subsequence. Hence h is a closed embedding. Since E x C“(E) z E x E M E, M:(E) 
can be embedded in E as a closed set. By induction, we have the result. 
(2) First note that Er is a Z,-space. In fact, Ef” = lJnEN E” and each En is a Z-set 
in Er. In the following, replacing Et; by E”, we have the additional statement. 
Let C be the class of all spaces which can be embedded in E as closed sets. Let 
C, be the class of all metrizable spaces which are countable unions of closed sets 
which are members of C. We have shown M:(E), P,(E) E C; and obviously, we 
have M,$ (E), PT( E) E C,. Our result will follow from the nonseparable version of 
[14, Lemma 2.3(2)]. More precisely, under our assumptions, the space Ef” is strongly 
&-universal. This can be achieved in the following two steps. First, it can be shown that 
E (and hence Ey) is strongly C-universal. Secondly, it can be verified that the strong 
C-universality of Ef” actually implies the strong &-universality. The details for the first 
step has been provided in [ 10, Proposition 3.21, while the details for the second step can 
be found in [8, Proposition 2.31. Both those sources deal with the separable case, but 
inspecting the proofs we see that what is required extra in the nonseparable case is the 
fact that Z-sets are strong Z-sets in Ef”. This follows from Lemma 1.12. 0 
Remark. If E is a pre-Hilbert space which is a Z,-set in itself and E” z E, then 
Ef” M E. In fact, this follows from the following theorem. 
Theorem 5.8. Let E be a pre-Hilbert space which is a Z,-space and H the completion 
of E. Then (H”, E”) = ((H”)“, (E”)y). 
Proof. We say that (K, L) IS a closed pair in a pair (X, Y) of spaces if K is a closed sub- 
set and L = KnY. Since E is a Z,-set in itself, we can find a sequence {(K,, Ln)}nE~ 
of closed pairs in the pair PI = (HW, E“) such that each K, is a Z-set in H” and 
E” c (JnEN K,. Clearly, every closed pair (K, L) can be embedded onto a closed pair 
of P2 = ((HW)“‘,(E”)r). I n a similar way, one can find a sequence { (Mn, Nn)}nE~ 
of closed pairs in P2 such that each Mn is a Z-set in (H”)W, (E”)‘; c UnEN Mn, and 
each (Mn, N,) can be embedded onto a closed pair in Pi. 
The technique from the proof of [9, Proposition 3.61 can be adopted to show that 
each pair Pi, i = 1,2, is strongly universal for every closed pair of Pi. Now, using the 
estimated homeomorphism extension property between Z-sets in Hilbert spaces, we can 
repeat a version of a standard back and forth argument to establish a required homeo- 
morphism of PI onto PZ (cf. [lo, Theorem 2.21). 0 
Now we can obtain Theorem 5, that is, 
Corollary 5.9. Let E be a pre-Hilbert space such that Ef” = E. Then M:(E) s 
Pn (E) M E for each R. E N, and Ml(E) = PT (E) M Ef”. 
Proof. By Corollary 5.5, P,,(E) = Pn(E) x E and P;F(E) M PT(E) x E. Note that 
P,(E) is an AR by Corollary 4.5, and PF( E) is a so an AR as a convex subset of a 1 
locally convex topological linear space. Since P,,(E) and Px(E) can be embedded in 
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E as closed sets by Theorem 5.6, we have P,(E) x E z E and &(E) x E M E by 
Torudczyk Factor Theorem [34, Theorem 3.11. Then P,(E) M E and Pz(E) z E. Since 
E is homeomorphic to the open cone over E by [21, Lemma 21, we have Mz (E) z E 
and Ml(E) M E by Cone Lemma 1.3. 0 
Now, as announced in Main Results, we can conclude 
(1) W&4)) = %(&A)) = &A), 
(2) P&2(43 = %(~2(43 = [2(4’, 
(3) P3(ei(A) x C) = P,(l$(A) x C) = e:(A) x C and 
(4) W&V’) = ~~(&W’) M l,f(A)w, for each n E W. To obtain (4) above, 
observe that (ei(A)w)y M &A)w by Theorem 5.8. 
In the proof of Theorem 5.2, let X be an arbitrary space and q : &(X x U) + &(U) 
the map induced by the projection pr, : X x U + U, that is, q( cf=, tib~~,,~,)) = 
Et, tidy,. Now, we define 
Q&X x U) = {p E Px(X x U) I @q(p) = O} C Pz(X x U), 
Qn(X x U) = Qx(X x U) n P,(X x U) for each n E N. 
We can show that that there exists a homeomorphism h : PF(X x U) + &3(X x U) x U 
such that h(P,(X x U)) = Qn(X x U) x U for each n E N. In fact, let ‘p : Pg(X x U) -+ 
Qs(X x U) be the map defined by cp(p) = Cf=, t:d(,,,,:), where 
k 
/I = Ctib(z,,s), 
i=l 
Y/: = f (Yi, Pqh)) (Yi - Pqh)) > 
ti 
t’, = f(Yi,P(PL)h(P.) > O. 
Consider the map cp x ,Bq : Px(X x U) -+ Qs(X x U) x U, and define $ : QT(X x U) x 
U -+ P;F(X x U) by $J(P,z) = C,“=, t:IS(z,,y;), where 
k 
I_L = Cti6(zi,gi)j Yy = S(Yi, z)Yi + 5, 
i=l 
t:’ = 
ti 
S(Yi, z)b(q&), x) > O. 
Then, similarly as in the proof of Theorem 5.2, we have $ o (‘p x pq) = id and (‘p x 
pq) o T/J = id. Thus we have the following: 
Theorem 5.10. Let E be a pre-Hilbert space E and X an arbitrary space. Then there 
exists a homeomorphism h: P;F(X x E) + Y x E, where Y is a space expressed as 
Y = Unm Y, such that h(Pn(X x E)) = Y, x E for each 72 E W. 
Let E be a metrizable topological linear space such that E” M E or Etf” M E and let 
X be an E-manifold of the same density as E. Since X can be embedded in E as a 
closed set [21], Theorem 5.7 is valid for X. Moreover X is E-stable, i.e., X E X x E 
[31] (cf. [23]). Then, combining the Toruriczyk Factor Theorem [34, Theorem 3.21 with 
Corollary 4.4 and Theorem 5.10, we have: 
Corollary 5.11. Let E be u pre-Hilbert spuce such that E” z E or Ef” = E and X be 
an E-manifold of the sume density us E. Then Px(X) is cm Efw-manifold. Moreover; if 
E is an infinite-dimensional Hilbert space, then each PrL(X) is an E-munqold. 
Addendum 
After this paper was completed, Taras Banakh has kindly informed the authors that 
some of our results of Section 2 were obtained by him and T. Radul. Actually, in their 
paper “On the functor of space of probability Radon measures” (Dopovidi Ukruin. Acad. 
Sci. 8 (1994), pp. 16-20, in Ukrainian), they announced the implication (c) =+ (a) of our 
Theorem 2.2. 
We want to thank Robert Cauty for his helpful comments and remarks. Among other 
things, he pointed out that Question 2.18 can be answered affirmatively. Also he observed 
that there exist continuum many strongly infinite-dimensional compacta X, (LY E c) such 
that Prc(X,) are topologically distinct from each other. 
We also thank Vitaly Fedorchuk for his helpful comments. 
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