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Abstract: Analysis of motion symmetry constitutes an important area with many applications in
engineering, robotics, neurology and biomedicine. This paper presents the use of microelectromechanical
sensors (MEMS), including accelerometers and gyrometers, to acquire data via mobile devices
so as to monitor physical activities and their irregularities. Special attention is devoted to the
analysis of the symmetry of the motion of the body when the same exercises are performed by
the right and the left limb. The analyzed data include the motion of the legs on a home exercise
bike under different levels of load. The method is based on signal analysis using the discrete
wavelet transform and the evaluation of signal segment features such as the relative energy at
selected decomposition levels. The subsequent classification of the evaluated features is performed
by k-nearest neighbours, a Bayesian approach, a support vector machine, and neural networks.
The highest average classification accuracy attained is 91.0% and the lowest mean cross-validation
error is 0.091, resulting from the use of a neural network. This paper presents the advantages of the
use of simple sensors, their combination and intelligent data processing for the numerical evaluation
of motion features in the rehabilitation and monitoring of physical activities.
Keywords: microelectromechanical sensors; motion analysis; symmetry; digital signal processing;
wavelet transform; feature extraction; classification; augmented reality; neurology
1. Introduction
The analysis of motion symmetry has a wide range of applications in rehabilitation, physical
therapy, biomedicine and neurology allowing us to detect natural differences between the movement
of the left and right limbs during walking, running or cycling [1–3], to study the dependence of
motion symmetry on mental and environmental conditions and to enable early diagnostics of possible
neurological disorders. This multidisciplinary area combines the knowledge and use of different sensor
systems, wireless communication links and computational intelligence methods to detect appropriate
features and process signals recorded by selected multichannel systems.
The signals recorded by microelectromechanical sensors (MEMS) and handheld devices [4–6]
including accelerometers and gyrometers [7,8] form one of information sources for the detection of
motion features that can be combined with further signals and images recorded by different specific
sensors, video systems, and depth cameras [9]. The selection and time synchronization of sensors
suitable for specific goals is the basic initial problem in this area dependent on the desired application.
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Specific research is devoted to neuromuscular system disorders and soft neurological signs [10]
including the symmetry of pronation and supination. The gait symmetry [11,12] and motion analysis
form further areas in which features of the left and the right limbs are compared. Associated methods
of symmetry analysis combined with motion tracking systems using inertial measurement units [13]
have a wide range of applications in neurology. Sensor systems and computational methods are used
in these areas for early detection and classification of possible neurological disorders of individuals of
the different age or for monitoring of the quality of the rehabilitation process.
Algorithms used for the multichannel processing of data recorded by these sensors include general
multimedia signal processing and noise rejection methods [14,15] followed by specific intelligent data
processing tools. A specific problem related to symmetry analysis is in the selection of appropriate
features allowing to detect motion abnormalities and differences. While spatial domain features based
on video camera observations are often used, frequency domain features can be very efficient as well.
One of differences is in the sampling period which is usually much higher for MEMS systems and
related signals can detect more detail motion differences. Asymmetry in both kinetic and potential
energy [16] can be observed in a cyclical movement that involves the coordination of both left and
right limbs.
The present paper is devoted to the analysis of motion features [17] based upon the analysis of
the signals recorded by accelerometers and gyrometers [18] located inside wearable devices, such
as mobile phones [19,20] and tablets. These sensors are often used for gait analysis [21–23] or for
monitoring physical activities [24–27].
Gait identification based on phones accelerometers and gyrometers was suggested in [21].
The reliability of smartphone-based gait measurements for quantification of physical activity was
tested in [26] for different mobile sensors. In [20], the authors present the results of a systematic
performance analysis of motion-sensor behaviour for human activity recognition via mobile phones.
The study [19] proved the possibility to use mobile phones for analyzing gait patterns and various
gait disorders. The pathological gait patterns are reflected by a certain amount of gait asymmetry
which is frequently assessed and described in the pre- and postoperative clinical evaluation of patients,
as well as in general rehabilitation. Gyrometers of the mobile devices and estimating knee angles [22]
can be used in this way for monitoring of gait deviations. The study [23] was focused on testing
of 3D-accelerometer and 3D-gyrometer parameters that have the potential to differentiate between
normal gait and pathological gait by patients knee osteoarthritis.
The goal of the present paper is to compare differences in the motion of the limbs on the left side
and those on the right side during rehabilitation. As an example, a home exercise bike was selected.
A more detailed analysis of motion is often performed by video and depth cameras [28] or by thermal
cameras [29] in some cases as well.
The proposed method used for selection of features includes the use of the discrete wavelet
transform [30,31] to evaluate the components of the energy at specific decomposition levels.
The extracted features are then used for the classification of the individual records using different
classification methods. In the case of more complicated systems, further (convolutional) layers can be
added to form a deep neural network system [32,33] for effective decision making and with sufficient
generalization abilities.
Further studies are often devoted to the correlation with additional biomedical and neurological
signals [34,35] as well. Present research includes also methodology of efficient extraction of the most
important signal properties to enable a reliable and sufficiently fast processing of very extensive data
sets. The use of deep learning methods [36–38] for more sophisticated classification of signal segments
forms another research topic related to this area, too.
In the present paper, the information content of a signal is used to classify features of the motion
on a home exercise bike under different levels of load. Special attention is devoted to the analysis
of the symmetry of the motion for the same exercises performed by the right and the left limb.
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New microelectromechanical inertial sensors (MEMS) including 3D accelerometers and 3D
gyrometers are often installed in mobile devices to obtain position and orientation information [39] at
a high sampling rate. Even though in many applications these devices are sufficiently accurate on a
short time scale, they usually suffer from drift over long periods of time, and specific signal processing
tools must be used to analyze the data they provide.
The present paper uses data recorded by the accelerometer and gyrometer inside a mobile phone
attached to the right and the left leg with sample records in Figure 1A and Figure 1B, respectively.
The three-axes sensors with the coordinate system presented in Figure 1D recorded data in three
directions (as presented in upper parts of Figure 1a,b,c,d) but their module (presented in lower parts
of Figure 1a,b,c,d) was used for the following processing only.
The experiments were based upon the signals observed on a home exercise bike with sensors on
the left and the right leg during rehabilitation exercises of 60 s each, under different loads. The sampling
frequency was 100 Hz and was dependent on the technology and speed of the mobile device used for
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(C) Sensors: Accelerometer and Gyrometer (D) Axes orientation
Figure 1. Principle of raw data acquisition (with the sampling frequency of 100 Hz) from a mobile
device located on (A) the right limb and (B) the left limb, using (C) the accelerometer and gyrometer
during an exercise lasting 60 s, and (D) orientations of the axes for data acquisition.
The physics behind the construction of accelerometers and gyrometers (schematically presented
in Figure 1C) used during these experiments is based on changes in the capacitance during the
motion [40,41]. The mobile device with the single-chip MPU-6500 was used for all experiments.
It included the integrated three-axis accelerometer (with the resolution of 0.001197 m/s2) and 3-axis
gyrometer (with the resolution of 0.001065 rad/s). The MPU-6500’s three-axis accelerometer used
separate test masses for each axis. The acceleration along a particular axis induces a displacement on
the corresponding test mass, detected by capacitive sensors. The MPU-6500’s architecture reduces the
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accelerometers’ susceptibility to fabrication variations and thermal drift. The gyrometers use a similar
principle, but due to harmonic oscillations, they can record the angular velocity [42] of the rotation
around the X-, Y-, and Z-axes. During the rotation, the Coriolis effect causes a vibration that can be
detected by a capacitative pickoff, with the resulting signal being proportional to the angular rate.
Detail specifications of the MPU-6500 motion tracking device are available on its datasheet. The
accelerometer has a user-programmable full-scale range between ±2 g and ±16 g. The gyrometer
has a programmable full-scale range between ±250 and ±2000 degrees/s. In the studied case the
MPU-6500 device was calibrated through the Physics Tbx Suite Pro and its settings were sufficient for
the given physical activity monitoring. Resetting the device to factory setting can recalibrate all the
sensors automatically in most cases as well.
2.2. Data Processing
Digital filters were used in the initial stage of the data processing to remove the power
frequency from the observed signal and to reduce its undesirable frequency components. The signal
characteristics could then be evaluated either in the time or transform (frequency) domains using
different methods of data analysis.
In the present study, the signal features were estimated as the power of the signal frequency
components evaluated in selected frequency bands. This procedure was based upon Parseval’s theorem,
which links the time and transform domains. The choice of wavelet transform as an alternative to the
discrete Fourier transform for feature extraction was determined by their property of global and local
signal analysis appropriate for biomedical data processing [43]. Specific decomposition levels were
selected according to possible frequency components during the motion.
Wavelet transforms are very efficient functional transforms used as general mathematical tools for
signal processing with many applications in data analysis [44–48]. Their basic use includes time-scale
signal analysis, signal decomposition, de-noising, and signal compression.
The set of wavelet functions [49,50] is usually derived from an initial (mother) wavelet h(t), which










h(2−m t− k), (1)
for integer values of m, k. Multi-resolution time-scale abilities of the discrete wavelet transform are
presented in Figure 2 for the Shannon wavelet function and its dilation up to the third level. Both
continuous or discrete signals can be then approximated in the way similar to the discrete Fourier
transform. In the case of an observed sequence {s(n)}N−1n=0 having N = 2D values, it is possible to find
its expansion








−m n− k). (2)
The coefficients of the wavelet transform can be organized in a matrix T with its nonzero elements






a4 a5 a6 a7· · ·
a2D−2 · · · a2D−1−1
a2D−1 a2D−1+1 · · · a2D−1

, (3)
with each row corresponding to a distinct dilation level m. The set of N decomposition coefficients
{a(j)}N−1j=0 of the wavelet transform is defined in a way formally close to the Fourier transform but
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owing to the general definition of wavelet functions they can carry different information. When using
an orthogonal set of wavelet functions, these coefficients are moreover closely related to the energy of
the signal carried by the decomposition level m. According to Parseval’s theorem, the relative energy








for m = 0, 1, 2, · · · , D − 1, where Φ(m) is the set of wavelet coefficients at level m. Owing to the
properties of the wavelet transform, these values can correspond with the relative energy in different









Figure 2. Shannon wavelet functions presenting (a) their dilation in the time domain, (b) corresponding
spectra compression, and (c) distribution of scalogram coefficients.
The pattern matrix PR,Q used for the classification of motion features associated with Q signal
segments {s(n)}N−1n=0 were formed by Q column vectors of R elements each including
• relative energy components at selected wavelet decomposition levels for signals recorded by
an accelerometer,
• relative energy components at selected wavelet decomposition levels for signals recorded by
a gyrometer,
as presented in Figure 3 for the left and the right legs using the energy in the second decomposition
level. The moduli of the variables acquired by the accelerometer and gyrometer were used to avoid
problems with the changing directions of the coordinate system during the motion. An associated
matrix of target values TS2,Q with S2 = 2 rows defined class 1 (the left limb) or class 2 (the right limb)
in the learning stage.
2 2.5 3 3.5





















               MOTION CLASSIFICATION
WAVELET PATTERN AND TARGET VALUES
Class 1: Left limb
Class 2: Right limb
Figure 3. Distribution of features evaluated as the relative energy for the second decomposition db2
wavelet level of signals recorded by the accelerometer and gyrometer on the left and the right legs.
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The classification models used included the decision tree, the k-nearest neighbour method,
Bayesan classification, a support vector machine method, and neural networks. For more sophisticated
methods further features can be incorporated in the mathematical model including coefficients of
further wavelet layers and different transfer functions. To completely avoid the problem of feature
selection, deep learning methods with different layers can be moreover applied.
Machine learning [32,51,52] based on the optimization of the coefficients of an artificial neural
network presented in Figure 4 used the pattern matrix PR,Q as the inputs for the two-layer neural
network with outputs of its separate layers
A1S1,Q = TF1(W1S1,R PR,Q, b1S1,1) (5)
A2S2,Q = TF2(W2S2,S1 A1S1,Q, b2S2,1) (6)
NEURAL NETWORK FOR PATTERN RECOGNITION 
 












    OUTPUT MATRIX: A 
 CLASS PROBABILITIES









Figure 4. A two-layer neural network with sigmoidal and softmax transfer functions for classification
of a pattern vector [p(1, k), p(2, k), · · · , p(R, k)]′ evaluating probabilities of their affiliation into classes
c1, c2, · · · , cS2.
The network coefficients included the elements of the matrices W1S1,R, W2S2,S1 and the associated
vectors b1S1,1, b2S2,1. The proposed neural network R − S1− S2 with the selected number S1 of
units in the first layer used the sigmoidal transfer function TF1 in the first layer and the probabilistic
softmax transfer function TF2 in the second layer. The values of the output layer, based on the Bayes





provided the probabilities of each class.
The coefficients of the mathematical model were then evaluated so as to minimize the
cross-entropy errors [29,53–55], which heavily penalized extremely inaccurate outputs during the
learning process. The efficiency of the classification was then evaluated by its accuracy and the
cross-validation errors by the leave-one-out method.
3. Results
The distribution of features evaluated as the relative energy for the second decomposition level
(using Daubechies wavelet functions) of the signals recorded by the accelerometers and gyrometers
on the left and the right legs for a selected experiment is presented in Figure 3. To visualize the
classification results, the number of features was reduced to R = 2 only. The signal features were
evaluated as the mean energy for the second decomposition level (using the Daubechies orthogonal
db2 wavelet with two coefficients) of the associated data values.
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The proposed algorithm to process the data acquired by the selected sensors includes the
following steps:
1. acquiring signals recorded by the accelerometer and gyrometer during selected physical activities
using handheld devices,
2. transferring signals by wired or wireless communication links to a mathematical environment
(of MATLAB 2018b in this case),
3. mathematical data analysis including their resampling and digital filtering,
4. applying the wavelet transform and evaluating the relative signal energy at selected
decomposition levels,
5. defining a pattern matrix with Q column vectors for each signal segment and associated vector of
target values,
6. optimizing and then verifying the classification model.
Table 1 presents the parameters of the cluster centers of the left and the right leg for feature 1
(F1) and feature 2 (F2) evaluated as the mean acceleration energy and the mean gyrometer energy,
respectively, at the second wavelet decomposition level, for different loads and selected wavelet
functions. It can be seen that the cluster centers are closer for higher loads during the given experiment.
Table 1. Parameters of cluster centers of the left and the right legs for feature 1 (F1: the mean
acceleration energy at the second wavelet level) and feature 2 (F2: the mean gyrometer energy at the
second wavelet level) for different loads.
Wavelet Load
Mean Energy [%] Standard Deviation
Left Leg Right Leg Left Leg Right Leg
F1 F2 F1 F2 F1 F2 F1 F2
db2
1a 3.82 3.50 3.14 4.71 0.67 0.76 0.64 0.78
1b 3.50 3.36 3.25 4.17 0.69 0.71 0.63 0.65
2a 3.50 3.32 2.78 3.93 0.59 0.56 0.52 0.52
2b 3.68 3.42 3.05 3.95 0.74 0.58 0.67 0.55
3a 3.34 3.50 3.07 3.58 0.63 0.48 0.41 0.49
3b 3.34 3.59 3.39 3.54 0.48 0.45 0.42 0.40
Haar
1a 3.27 8.33 2.78 11.90 0.60 1.10 0.48 1.55
1b 3.12 8.13 2.90 10.67 0.54 1.28 0.55 1.36
2a 2.90 8.45 2.51 10.69 0.44 1.12 0.30 1.42
2b 2.77 9.22 2.59 10.23 0.35 0.88 0.47 1.66
3a 2.69 9.23 2.46 9.85 0.40 0.89 0.29 1.57
3b 2.50 9.64 2.51 8.97 0.37 1.01 0.33 1.61
Classification of wavelet features performed by the neural network 2-10-2 (for the training (70%),
validation (15%), and test (15%) sets) was compared with results from the k-nearest neighbour, the
Bayesian approach, and a support vector machine methods based upon different principles [56].
Figure 5 presents the classification results for experiment 2b, which lasted 180 s, and the Haar wavelet
function as specified in Table 2. The characteristics used include the relative energy at the second
wavelet decomposition level for the signal recorded by an accelerometer (feature 1) and a gyrometer
(feature 2). The features include those for the left leg signals (class 1) and the right leg signals (class 2).
This figure compares the class boundaries evaluated by the Bayesian method, a support vector machine,
and a two-layer neural network model. Figures 5d–f present associated confusion matrices.
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Figure 5. Results of classification for a selected experiment 180 s long for wavelet features evaluated
for the left leg (class 1) and the right leg (class 2) evaluated by the (a) Bayesian method, (b) support
vector machine, (c) neural networks, and (d–f) associated confusion matrices.
Table 2. Classification accuracies (AC) and cross-validation (CV) errors to evaluate experiments under
different loads and using different methods: k-nearest neighbors (NN), Bayesian, support vector
machine, and neural networks, using features evaluated by different wavelet functions.
Wavelet Load 3-NN 5-NN Bayes SVM NN
AC [%] CV AC [%] CV AC [%] CV AC [%] CV AC [%] CV
db2
1a 83.3 0.183 86.7 0.217 83.3 0.175 82.5 0.242 85.0 0.175
1b 80.8 0.325 77.5 0.325 73.3 0.292 78.3 0.283 77.5 0.242
2a 85.8 0.258 84.2 0.225 82.5 0.183 85.8 0.183 86.7 0.175
2b 86.7 0.267 81.7 0.258 79.2 0.242 81.7 0.242 82.5 0.175
3a 76.7 0.475 72.5 0.433 65.0 0.383 70.0 0.392 72.5 0.308
3b 75.0 0.600 60.8 0.533 52.5 0.550 66.7 0.558 69.2 0.367
Mean: 81.4 0.351 77.2 0.332 72.6 0.304 77.5 0.317 78.9 0.240
Haar
1a 99.2 0.042 97.5 0.042 95.8 0.042 97.5 0.050 99.2 0.025
1b 90.8 0.150 88.3 0.167 82.5 0.192 88.3 0.167 96.7 0.058
2a 93.3 0.133 90.8 0.100 90.8 0.108 92.5 0.133 95.0 0.025
2b 82.5 0.367 75.8 0.300 76.7 0.242 75.0 0.283 80.8 0.200
3a 75.8 0.592 68.3 0.525 62.5 0.425 65.8 0.408 72.5 0.350
3b 73.0 0.495 72.5 0.470 67.5 0.330 70.5 0.333 71.5 0.320
Mean: 85.8 0.297 82.2 0.267 79.3 0.223 82.2 0.229 86.1 0.163
Table 2 presents the classification accuracy and the cross-validation errors estimated by the
leave-one-out method and experiments performed for different levels of the load on the exercise bike.
The results show that the Haar wavelet functions and features estimated at the second decomposition
level provided better accuracy and lower cross-validation errors than the db2 wavelet function, for all
classification methods. The best results were obtained by the two-layer neural network: it provided
a mean accuracy of 86.1% and mean cross validation error of 0.163. The results also indicated a
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decreasing accuracy with increasing load, which can be explained by the decreasing distance between
the feature clusters for higher loads during the given exercise presented in Table 1.
Figure 6a,b compare the mean energy at the second Haar decomposition level for signals recorded
by the accelerometer (feature 1) and gyrometer (feature 2) with respect to the load during training
on a home exercise bike related to Table 2. Figure 6c presents the classification accuracies obtained
by different methods under the same load. Results pointed to the fact that with the increasing load
the difference of the mean energy for the left and right legs at the second wavelet level is decreasing.
For the resulting overlapping of feature clusters (with close feature values) the accuracy decreased,
while the cross-validation errors increased, as presented in Table 2 and Figure 6c.
Results obtained illustrate also the importance of the appropriate features selection, as well as
their number. Table 3 presents the comparison of classification results for the use of R = 2 and R = 6
wavelet features using data recorded by accelerometer and gyrometer. The complete set of energy
distribution using Haar wavelet function for decomposition into the third level shows that the higher









































Figure 6. The comparison of (a) the mean energy at the second Haar decomposition level for signals
recorded by the accelerometer (feature F1) and (b) gyrometer (feature F2), and (c) classification accuracy
for different methods for the left leg (class 1) and the right leg (class 2) with respect to the load during
the exercise.
Table 3. AC and CV errors to evaluate experiments under different loads and using different methods:
k-NN, Bayesian, support vector machine, and neural networks, using features evaluated by Haar
wavelet functions and different number of features.
Number of Load 3-NN 5-NN Bayes SVM NN
Features AC [%] CV AC [%] CV AC [%] CV AC [%] CV AC [%] CV
R = 2
1 95.5 0.096 92.9 0.105 89.2 0.117 92.9 0.109 97.9 0.042
2 87.9 0.25 83.3 0.200 83.8 0.175 83.9 0.208 87.9 0.112
3 74.4 0.54 70.4 0.498 65.0 0.378 68.2 0.371 72.0 0.335
Mean: 85.8 0.297 82.2 0.267 79.3 0.223 82.2 0.229 86.1 0.163
R = 6
1 94.6 0.100 92.1 0.104 94.6 0.071 97.5 0.117 98.4 0.002
2 90.1 0.188 85.4 0.221 88.8 0.137 90.8 0.283 92.9 0.088
3 80.0 0.404 76.3 0.383 71.7 0.304 84.2 0.317 81.7 0.183
Mean: 88.2 0.231 84.6 0.236 85.0 0.171 90.8 0.239 91.0 0.091
Figure 7 presents a comparison of receiver operating characteristic (ROC) curves for classification
by Bayesian, support vector machine, and neural networks methods for the medium load using
two and six features. Results show that the area under individual curves was the highest for neural
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network models. Classification using six features presented in Figure 7b show how the higher number
of features increases the true positive rate. Figure 8 presents corresponding precision-recall (PRC)
plots. As we used balanced datasets, the use of ROC curves provided sufficient information. In the
case of unbalanced datasets, the use of PRC plots is recommended [57].
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Figure 7. Receiver operating characteristic (ROC) curves for Bayes, support vector machine (SVM) and
neural network (NN) classification methods for the medium load using (a) two and (b) six features
with areas under individual curves.
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NB / AUC= 0.91379
SVM / AUC= 0.83063
SNN / AUC= 0.95756
Figure 8. Precision-recall plots for Bayes, SVM and NN classification methods for the medium load
using (a) two and (b) six features with areas under individual curves.
The difference between the motion of the right and left limbs can have natural or pathological
reasons [19,23]. Some papers [58] discuss factors affecting gait symmetry or asymmetry. Abnomalities
can be caused by different neurological problems, external conditions, age or gender. The effect of
the movement speed on gait symmetry [58] is studied as well. The present paper confirms that the
body load can affect the motion symmetry. Features used for symmetry evaluation can include energy
evaluation [16] based on data acquired by different mobile sensors or analysis of spatial body position
and its motion using video and depth cameras.
4. Conclusions
This paper presents a description of the use of accelerometers and gyrometers for motion
monitoring and the use of the discrete wavelet transform for the estimation of their features. The data
analyzed include signals recorded during physical activities and exercises performed on a home
exercise bike with the different level of the load.
The proposed method is used to analyze the motion symmetry and to compare the movement
of the left and the right limbs. The mean classification accuracies are between 72.6% and 91.0% for
different wavelet functions and classification methods applied to the analysis of exercises performed
during different external conditions. The best results were achieved by the use of a two-layer neural
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network with the sigmoidal and softmax transfer functions: the mean classification accuracy was 91.0%
and the cross validation error 0.091. Results show the dependence of features on the load as well.
The proposed method includes the use of the discrete wavelet transform for estimating motion
features, using the relative energy at selected decomposition levels. The results include a comparison
of the use of the Daubechies and Haar wavelet functions for the analysis of the features associated
with specific physical activities.
Future research will be devoted to the application of the proposed method in rehabilitation
monitoring and neurology to evaluate the motion of patients with different neurological disorders.
To improve the classification accuracy, a combination of selected and time synchronized sensors
will be used for correlation analysis of motion data and brain signals recorded simultaneously.
The whole research will form a part of the augmented reality study in connection with the use of
new cyber–physical systems, computational intelligence use, and deep learning methods application
as well.
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