Abstract
Introduction
Flexible 1 software development processes include subtle, yet essential, control mechanisms to manage the progress and quality of the resulting software products. To better understand the controls found in flexible processes, we use control theory as a lens to examine the central tension between control and flexibility in managing software development. It is generally understood that a key managerial responsibility is to exert controls that guide employees' behaviors to ensure compliance with organizational goals. The challenge for software development managers today is how to appropriately employ controls when dynamic environments require more flexibility. In addition, the need for explicit and formal controls is increased when development is distributed and/or developers come from multiple organizations [6, 11, 12, 31] . This control versus flexibility tension is evident in the software industry's long running debate over the relative merits of plandriven development approaches versus flexible approaches [5] .
From the earliest days, the software industry has recognized that uncontrolled development can result in software delivery problems. The search for a structured process led to the creation of the waterfall development methodology. However, experience has shown that the strict controls inherent in the waterfall process inhibit developers' ability to react to changing conditions [23] .
In a recent study, 85% of CIOs indicated that agility was part of their core business strategy [32] . As a case in point of the need for flexibility consider the FBI Virtual Case Project that was cancelled after $170 million in expenditures. According to SAIC, the contractor, the problem was an evolving design [13] One interesting part of this article was that the SAIC executive dismissed the FBI's design process as a "trialand-error" approach. Although this instance may have been an example of trial-and-error development, the quote highlights a problem with flexible methods; managers may not be able to identify and affect flexible control mechanisms and, thus, they may not be able to differentiate between a flexible approach and an ad hoc development approach.
MacCormack et al. [22] provide another example that illustrates the confusion over the workings of flexible controls. The researchers asked managers at a company to identify a successful project and an unsuccessful one. Analysis revealed that the 'successful' project was a well structured project with no changes and no surprises once the design was locked down. In contrast, the 'unsuccessful' project underwent continual change in response to market and competitive changes. However, surprising news was revealed when objective measures of success were examined. The 'unsuccessful' flexible project had higher quality levels and took fewer resources relative to its level of complexity.
The field of software development has no clear definitions of the different development processes that are in use. We can roughly describe three types of processes. Plan-driven processes, such as the waterfall approach, use formal plans and written documents to drive development. Controlled flexible processes, such as the agile methods, use learning processes that allow the software to systematically evolve as new information is gathered. Ad hoc or pure trial-and-error approaches do not use any formal controls. In the latter situation, developers work on their own with very little clear guidance or structure.
The differences between flexible (e.g. agile) and plandriven processes have been well documented, but the differences between a controlled flexible approach and an ad hoc approach have been less thoroughly discussed. As an example, consider the agile manifesto [3] . The manifesto clearly differentiates agile approaches from plan-driven approaches but it does not explicitly describe the common characteristics of agile approaches that differentiate them from ad hoc approaches.
In practice, as an organization adopts a development process it also adapts the process to its own idiosyncratic needs [5] . Preliminary interviews conducted for this study suggested that many organizations end up with processes-in-practice that consist of tradeoffs between the process choices. Since there is no language for understanding and comparing processes and their control mechanisms, it is difficult for adopting organizations to understand whether an appropriation of a process is faithful [10] .
Much of the existing research on software process improvement focuses on a single process and uses assertions and proofs of concept as evaluation techniques [33] . Research on agile processes is no exception to this trend. There is no established framework for comparing, analyzing, and evaluating flexible processes.
A research objective of this study is to develop a common language for analyzing and comparing flexible processes based on their use of common control mechanisms. The current dialog centers on individual mechanisms recommended by specific agile processes. It is difficult to know whether these separate concepts are complementary or if they are substitutes for one another when there is no established theoretical base to explain the purposes of various mechanisms. By drawing on the control theory literature, we hope to provide a taxonomy for understanding controls in flexible processes. In addition, we expect to aid practitioners who seek to adopt flexible processes. This study can help adopting organizations achieve a better understanding of the role and purposes of the control mechanisms in a flexible development method.
Control Theory
The initial work in control theory has established three types of controls that organizations use to manage towards their objectives [27] [28] [29] [30] . These control types can be briefly defined as:
• Behavioral control: Appropriate when the behaviors that transform inputs to outputs are known.
• Outcome control: Appropriate when an individual's output can be measured.
• Clan control: Appropriate in ambiguous circumstances where neither the behaviors nor outputs can be predicted a priori. Clan members belong to a common organization and share values, beliefs, and attitudes [7, 28] .
The relationships among the types of control are shown in Table 1 . Two factors determine the proper control approach: the availability of outcome measures and the knowledge of the transformation process. Outcome measures are useful if an outcome can be specified a priori and if the individual's contribution can be tied to the outcome. Alternatively, behavioral control can be exercised by prescribing the transformation behaviors that produce the end product and measuring adherence to those behaviors. This behavioral control approach not only requires well known transformations that will result in success, but it also requires that behaviors be observable. Furthermore, the controller must be knowledgeable enough to understand the appropriate behaviors in order to observe them [19] .
Some researchers have labeled outcome and behavioral controls as 'formal' controls [1, 4, 16, 19] . Such formal controls establish explicit rules that are enacted through [8, 18] . Via self-control individuals select personal goals and self-monitor activities to achieve these goals. The problem with formal controls is that each desired circumstance must be encapsulated in a rule or control mechanism. In a study of retail sales personnel, Ouchi [29] found that an over reliance on sales commissions (outcome control) resulted in a lack of support for nonsales activities such as restocking. On the other hand, informal control allows the individual to derive a limitless set of rules to cover unexpected situations [26] . As jobs become more complex and more ambiguous it is more difficult to specify appropriate behaviors or outcomes. Thus, in complex work environments, such as in software development, control mechanisms shift to include clan controls [19, 28] .
A Taxonomy of Dynamic Controls
Prior research has shown that managers use a portfolio of controls rather than just relying on one type of control [8, 14, 19, 20, 25, 26] . Based on a thorough study of the prior research on control theory, we built a base control taxonomy. This taxonomy was then extended to encompass controls essential to the management of flexible software development processes. These extensions were based upon an analysis of existing agile processes. In this section, we briefly describe the resulting flexible control taxonomy.
Outcome Control Mechanisms
According to control theory, outcomes are deterministic: produce to this specification and you will produce an acceptable product. In plan-driven development the design document becomes an a priori specification and is used to establish outcome control. Traditional outcome control is less useful for flexible methods since the final specification is typically unknown until development is finished. Surprisingly, however, control of outcomes is a primary concern of the flexible approaches. The difference is that the flexible methods are concerned with emergent outcome controls, not with a priori specifications.
Emergent Outcome Controls
The term 'emergent outcome' describes the way that agile processes gradually build towards a final outcome (software deliverable). In the agile process, the developer is given freedom to create the best solution as new learning is uncovered; however, this freedom is constrained to insure that the developer satisfies organizational objectives. Two types of mechanisms are utilized in emergent outcome control: scope boundaries and ongoing feedback. Scope boundaries define the area the developer should work within. The developer may be limited by an overall architecture or by the amount of time they have to work on a feature. Ongoing feedback provides continuous course corrections by providing user reactions as the design evolves.
Behavior Control Mechanisms
Behavioral control focuses on behaviors that transform inputs to desired outputs. In the software development context, this kind of control includes the assignment of developers to tasks and the specification of work methods and procedures [14] . While the flexible development approach is congruent with this traditional definition, in flexible development there is a very short term focus for work assignments. As the agile manifesto states, the focus is on 'working software' and the goal is to be able to demonstrate progress as development proceeds. Therefore developers must work toward daily software builds and, possibly, weekly product releases. Bugs are fixed immediately instead of being added to bug lists. Development is planned in bite-sized chunks that can easily be added to the daily software build.
Clan Control Mechanisms
Ouchi [27, 28] explains clan control as a process of selection, training, and acculturation to attain common attitudes and values. According to the theory, achievement of common attitudes addresses any problems of goal incongruence. The importance is in development of common values, not in monitoring the actual work product. Once this attitude alignment is achieved, it is expected that the individual's decisions will be consistent with the interests of the organization.
It appears that self-control, suggested by other researchers [8, 18] , has some correspondence with Ouchi's vision of clan control. Consider that the entire purpose of control theory is to manage towards organizational objectives [29] . How then should an organization insure that an individual's self-control decisions are consistent with the company's objectives?
The answer that makes sense is that companies must insure that the individual's objectives are congruent with company objectives. This can be achieved by selecting the correct individuals and by socializing them to share the organization's values and objectives. Once we recognize this need for goal congruence, self-control becomes identical to Ouchi's original conceptualization of clan control [28] .
This leads to the question of why the concept of selfcontrol was created in the first place. Close examination of the prior studies [14, 18] reveals a difference between clan control and self-control at the operationalization Proceedings of the 39th Hawaii International Conference on System Sciences -2006 level. These researchers operationalized clan control to consist of team (peer) control over tasks, not just attitudes. This suggests the need for team level control to coordinate interdependent tasks.
In our research, we recognize team control as a facet of clan control since it involves influence techniques by peers who do not have legitimate power [17] . This is consistent with earlier researchers who operationalized team control as clan control. Based on this reasoning, we reconceptualize clan control to consist of two facets: 1) task-orientated control (clan-team based) and 2) attitude control (clan-attitudes via self-control).
Dynamic Control Taxonomy
In summary, our proposed control taxonomy, as adjusted to account for emergent controls is:
• Outcome controls: measure performance against a priori specifications. 
Control in Flexible Processes
We apply the control mechanism taxonomy to analyze the controls found in three popular flexible processes: Extreme Programming, Synchronize and Stabilize, and the Rational Unified Process. Our goal is to better understand where control mechanisms exist in these flexible processes in order to support improved management of flexible software development. For completeness, we also analyze the controls found in the waterfall process. These analyses are depicted in Tables  2-5 , with the control mechanism taxonomy developed from the control literature as categories for the key practices of each development process.
Control in Extreme Programming
The analysis begins with Extreme Programming (XP). We used XP to guide development of the dynamic control taxonomy. The XP key practices [2] are classified according to the taxonomy in Table 2 . As the table reveals, the XP mechanisms are consistent with the expectations of the dynamic taxonomy. The emergent outcome mechanisms, behavior controls, and clan-team controls are the primary forms of control used by the process.
Although XP developers are given freedom to create new solutions, scope boundaries limit technological wandering [24] . For example, XP iterations of one to three weeks limit the amount of change developers can introduce. XP also utilizes user stories to define broad requirements and further bound creativity. These mechanisms define the area within which developers will create the solution. Detailed feedback lets XP developers constantly gauge progress. A user co-located with the development team provides one source of continuous feedback. However, XP also realizes that a single user may not be representative of the market as a whole. Another important reason for the short release cycle is that it allows the team to continually check their evolving design against the needs of the broader market of users.
As suggested earlier, XP's behavior controls all have a focus on immediacy. Daily builds mean that bugs must be fixed as they are found, not added to bug lists. Weekly releases mean that a one day slip can result in a 20% schedule overrun. Ten-minute builds make it quick to compile the system. This sense of immediacy works with the short cycle times to keep the team on course. Although the team has freedom to create, they do not have time for idle wanderings. Compare this to a large, plan-orientated approach where the next milestone may be weeks away. XP epitomizes the adage: 'don't put off until tomorrow what you can do today'.
The analysis indicates that control theory with emergent outcomes provides a useful way of thinking about the activities of extreme programming.
Control in Synchronize and Stabilize
The Synchronize and Stabilize (S&S) [9] approach provides an interesting contrast to XP. In many ways, the S&S approach is similar to a plan-driven method. S&S has been used to manage large teams of hundreds of developers. Projects begin much like plan-driven development methods. Functional specifications are built, major milestones are established, and feature teams of three to eight developers are established. Standards, such as user-interface design rules, are also set [15] . However, these startup processes stop short of specifying every detail. About 30% of the product design evolves from the development activities of the feature teams. Since the 70% of fixed requirements include infrastructure items, such as the system architecture, the amount of freedom given to the feature teams is considerable. Each feature team is expected to discover and implement the best possible solution for their product area. Many structures are used to guide the developers, but many featureorientated decisions are left to the developers.
Two differences between S&S and XP relate to 1) architecture and 2) code ownership. S&S develops
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architecture before coding begins. The architecture constrains flexibility and insures that any subsequent creative solutions are true to the overall system needs. XP uses a minimalist architecture. For XP, architecture is important but, for each iteration, the architecture only supports features in that iteration. The XP philosophy is that planning an architecture for future iterations is a waste of time since the feature set will change. The second difference relates to the ownership of code. S&S carefully segments the code. Each feature team has ownership of only its own code segment. In XP, the entire team has ownership of the entire code base.
Despite these differences, S&S and XP are both considered agile approaches. They both encourage the developers to pursue creative approaches and they both consider documentation an output of the process rather than an input. Thus, we would expect S&S to have similar characteristics to XP even though its mechanisms are quite different. Table 3 below shows how the mechanisms in S&S map to control mechanisms.
The specification list provides a scope boundary, not an outcome control. This list provides broad outlines for development but it can change as development proceeds. Scope boundaries also are evident in other areas. For example, a feature team must fit their code into the established architecture. This architecture is not an outcome control since it does not dictate what the team must build. However, it determines how the team's code interacts with other modules and, thus, places boundaries on the extent of the changes that can be made. S&S also relies on role definitions to place boundaries on the teams. A feature team only has responsibility for a specific feature-set and ownership privileges are defined for each piece of code.
As can be seen, S&S's use of scope boundaries is different from XP. XP relies primarily on short cycle times to reign in development. XP developers don't have time to wander too far a field because the next release is no more than a few days away. S&S uses a partial specification, defined roles, a fixed architecture, and limits on code ownership to constrain developers. Both methods use daily builds to insure that maverick programmers do not get too far out of step with the rest of the organization. In total, all of these mechanisms can be seen as alternative ways to bound the creativity of the team. Although the team is given permission to innovate, these mechanisms insure that the innovation does not stray too far from the intent of the software.
S&S also includes mechanisms for ongoing feedback [22] . Multiple releases are offered to the market to gather user input. For example, Netscape 3.0 underwent six beta releases to gather user input before it was released to market [15] . Furthermore, the team takes any chance possible to get continuous end-user reviews of the work in-progress. This ongoing user feedback is as important as functional/bug testing. S&S is not quite as 'extreme' as XP. There is still a sense of immediacy derived from daily builds and testing that occurs in parallel with development. However, this sense is muted. Although software is built daily, an individual piece of code may go several days before being checked into a build. Since there is no user representative on each team, the feedback is less current. Slightly more structure upfront allows for a greater use of traditional outcome controls. However, this is a relative comparison between the two techniques. In general, the profile of controls is the same. They both rely primarily on emergent outcome controls, they both keep a sense of immediacy in their behavior expectations, and they both include team-orientated clan controls.
Control in the Rational Unified Process
In order to further validate the taxonomy, we next turn to an analysis of the Rational Unified Process (RUP) [21] . RUP provides an interesting contrast because it is a plandriven approach, but it allows for learning throughout the process.
In a plan-driven process, such as RUP, the specification of the software occurs separately from the software development. Creation of the design either occurs at the front of the process (waterfall) or in spurts between development cycles (RUP). The programmer executes the plan but does not directly modify the plan. In contrast, a flexible environment requires the programmer to make real time design decisions. The developer will consider both the user needs and the technical capabilities of the environment.
When we talk about emergent outcomes we are describing a continuous design process that involves the programmer in design decisions. Although RUP does allow for evolving designs, it does not allow for emergent designs. RUP design decisions are agreed upon by a change committee before a programming iteration begins. The programmer implements the design. Any creative suggestions must wait for the committee's action and for the next iteration. Table 4 maps RUP development techniques onto the control taxonomy. The table shows fewer controls for RUP as compared to the agile processes. This is because of the central role of the design document in RUP. RUP includes business modeling plans, architecture plans, and a formal change management board. The results of all of these processes are embedded in the design specification. Therefore, the inclusion of this single document factors in the decisions of all of these processes.
The two shaded rows at the bottom of the table indicate that specific aspects of RUP are adaptive. However, this ability to make changes is in the hands of project management, not the developers. Between each
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set of iterations the change management board can adjust the controls by changing the specification.
From the developer point of view, RUP is not a flexible process. It can be as rigid as a formal waterfall approach. As the table reveals, RUP leans heavily on traditional outcome control. Developers are assigned due dates and detailed specifications for each iteration. Testing helps determine if the specified outcome is successfully delivered. Certain behaviors in terms of tools and standards are also pre-specified.
Control in the Waterfall Process
The previous discussion contrasted two types of agile methods and demonstrated that, despite their differences, they contained similar approaches from the viewpoint of dynamic control theory. Then it revealed the dynamic control profile for an iterative, plan-driven approach (RUP). As a next step we analyze the waterfall method using the same approach. This will help us understand how dynamic control theory distinguishes between the agile and plan-driven approaches. Table 5 shows how the mechanisms of the waterfall method influence development. The most significant control again is the design document. This document encapsulates the results of many detailed sub-process in one formidable control tool.
As can be seen, the waterfall approach has a significantly different control profile from the agile approaches. The waterfall approach relies primarily on traditional outcome controls. The flexible methods (XP and S&S) use a more broad-based set of controls with special emphasis on emergent outcome controls.
Conclusions and Future Research
Our initial research demonstrates that traditional control theory has shortcomings when applied to dynamic situations, such as new software development. Traditional control theory relies heavily on clan control for these situations. However, even if clan control is possible, it is not clear it is sufficient. The analyzed agile methods do use clan control, but they supplement it with other types of control.
The analysis suggests that extensions to control theory are needed to understand control mechanisms in dynamic situations. Specifically, it recommends the addition of emergent outcome controls. This new control mode consists of two types of mechanisms. Scope boundaries define the limits on the developer's creativity. Ongoing feedback is used to steer the creative process.
In addition the study recommends a recategorization of informal controls. Self Control becomes clan-attitude control. It involves creation of shared attitudes and values across the clan. Clan-team control is created to capture the concept of intra-team coordination of tasks.
Further, the analysis demonstrates that the new dynamic control theory can be used to classify flexible control mechanisms. This allows researchers and practitioners to understand the relationships between controls in various methods. For example, consider the finding that one purpose of the short cycle times in XP is to limit the scope of development to minimize technological wandering. S&S does not use short cycle times, but it places scope boundaries through carefully defined developer roles that restrict developers to specific feature areas. An organization that is developing its own flexible method may consider one of these scope limitation devices, or they may come up with an approach of their own to achieve the same purpose.
The analysis supports the portfolio view of controls of software development. All the development processes analyzed employ more than one category of control. Two of the flexible processes, XP and S&S, use many more types of controls than RUP and the waterfall process do. This finding underscores the importance of understanding the nature of controls in a theoretical way. Managers adopting a flexible process need to be able to deploy a varied and sophisticated set of control mechanisms with a clear understanding of how and why they are using each key control mechanism.
A common feature of the agile approaches is the way that they create a sense of immediacy. Developers are almost continuously ready to build the system and demonstrate it. This creates continuous pressure on developers to perform. In contrast, some plan-driven approaches establish their pacing through the use of infrequent milestones. Developers may relax when the milestones are first established, and gradually increase their pace as the due dates approach.
Clan-team control is also a key practice of agile methods. Unlike clan-attitude control, this team-based approach does not require lengthy socialization. Team control involves team members directly interacting to coordinate and influence each other's tasks. Since this is more directive than attitude control, it can even be used in relatively new teams. However, this type of control mechanism is likely to be more difficult in a distributed setting when interaction is not face-to-face but via a communication medium. The type of control may also be more challenging when members of the team come from different organizations (e.g. when consultants are used or when development is partially outsourced).
This study provides an initial test of the new conceptualization of control mechanisms in the software development context by analyzing XP, S&S, RUP, and the waterfall process. As future research, we plan to validate this taxonomy of control mechanisms in one or more field studies of industrial software development projects. This will allow us to verify the role of emergent outcomes in controlling development, establish the Proceedings of the 39th Hawaii International Conference on System Sciences -2006 distinction between clan-team and clan-attitude controls, and explore any boundary conditions that might suggest when the use of emergent outcomes is inappropriate. 
Informative Workspace
Visible results
Outcomes observable
Daily Progress visible.
Team can readily see each other's progress.
Energized Work
When we are at work we will do our best.
Pair Programming
New ideas are tested with partner.
Work together.
Activities transparent to team members.
Stories
Broad statements of intent focus efforts.
1-3 Week Cycle
Limit amount of change that can occur in each iteration.
Market feedback every 1-3 weeks.
Work to short deadlines. One-day slips result in miss of weekly target.
Quarterly Cycle
Place business constraints as well as market constraints.
Review with management. Guard against feature creep.
Slack
Meeting weekly cycles more important than features.
Ten-Minute Build
Make it easy to demonstrate.
Don't break overall system.
Code must work well with others.
Continuous Integration
Always be ready to demo latest product Fix bugs as they occur.
Must maintain synchronization with others. No surprises.
Test-first
Not really an external contract. 2 Develop a detailed goal for each feature.
Incremental Design
Each iteration focuses on only a few things.
Each iteration ready to use or demonstrate to market. 2 At first glance this may seem like a version of outcome control, but it does not fit the conditions. This test is built by the developer before he begins coding. If the developer changes direction, the test cases can be changed. There is no attempt to hold the developer to delivery based on the original test cases.
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Clan-Attitudes

Start with Vision
Can provide some control -lacks measurable detail.
Carves out area of development.
Provides some basis for feedback. 3 to include up to 70% of the final features before development begins.
Specify goals and nongoals
Partial specificationhowever some features may change, so it is tough to maintain accountability. Critical features are fully specified.
Architecture & Feature team assignments first.
Each team owns specific area.
Daily Builds
Progress visible
Must keep code in working condition.
Dunce cap if break the build.
Continuous End-user reviews
Focus on delivered functionality, not code.
Major Milestones
Specify due dates for feature bundles.
Development & Testing done in parallel
Always keep code in working condition.
Code reviews
Independent view of progress.
Code must be acceptable to other team members.
Check-in and change tracking
Identify who is allowed to make changes to a section of code at any given time.
3
A non-goal is something you don't want to do in the current release.
Clan-Attitudes
Design Document
Must deliver to the specification.
Proposed changes reflected in subsequent iteration.
Iteration Due Dates
Measurable outcomes that can be tracked.
Testing Workflow
Makes outcomes visible.
Environmental Workflow
Determine tools and standards that the implementer must use.
Configuration Manager
Define sections of code a developer can access.
Rules for sharing code.
Multiple Iterations 4
Limit changes for each iteration to specific areas.
Stakeholder Reviews
4
Provide feedback throughout the project. 
Clan-Attitudes
Design Document
Project Due Dates
Testing
Makes outcomes visible. Focused on technical issues, not end-user acceptance.
Environment
Configuration Manager
Rules for sharing code. 4 The two shaded items from the table are not controls enacted on developers. They are project level controls that allow the project to react to change.
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