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Abstract 
This project continued the design and testing of the Attitude Determination and Control Subsystem 
(ADCS) which supports the three-unit Cube Satellite mission led by WPI, NASA Goddard Space Flight 
Center, and the Space Research Centre in Poland. The primary mission objective is solar and terrestrial X-
ray spectroscopy using the Sphinx-NG instrument, which requires that the CubeSat fly in a high-altitude, 
polar, sun-synchronous orbit, with one face pointing to the center of the sun with 1-2 degrees of accuracy. 
To accomplish this, the ADCS requires gyroscopes, sun sensors, orbital models, and a magnetometer for 
attitude determination and magnetorquers for attitude control. This project specifically focused on the 
hardware selection of the gyroscope, sun sensors, and magnetorquers as well as the analysis of several 
types of attitude determination algorithms and control policies. Research of previous CubeSat missions 
resulted in the selection of the most computationally efficient and accurate determination and control 
methods to allow the WPI CubeSat to meet the stringent pointing requirement. After the selection of the 
most suitable methods, simulations of the ADCS were conducted, and research was performed concerning 
hardware testing for the ADCS. All hardware selection in addition to analysis and testing of ADCS 
methods will serve as a firm foundation for future WPI CubeSat teams. An additional goal was to ease the 
learning curve associated with ADC by outlining best practices and lessons learned, having simple 
explanations of methods and decisions, and providing suggested starting points for next year’s ADC 
team.  
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Chapter 1: Introduction 
1.1 Systems Introduction 
 This project marked WPI’s second venture into development of attitude determination and 
control, mission, and structure needs for a CubeSat design. It was the continuation of a year of 
preliminary research into CubeSat flight heritage, hardware, and software needs for a WPI lead mission. 
There is a new international CubeSat team changing the hypothetical mission to one with more stringent 
requirements. The international design team consists of WPI, NASA’s Goddard Space Flight Center, the 
Space Research Centre in Poland, and various other Polish universities. Collaboration between these 
organizations provided a more defined mission which will allow for easier continuation of the project, a 
higher likelihood of launch, and a successful mission. 
The goal of our mission was to place a 3U Cube Satellite into a sun-synchronous 500-800 km 
polar orbit for the purpose of space weather observation, specifically solar and terrestrial X-ray 
spectroscopy. The primary mission objective is solar X-ray monitoring of long-term flux variability, non-
active corona, active regions, solar flares, temperature and differential emissions, and plasma abundances. 
The secondary mission objectives are terrestrial X-ray and particle observations, including X-ray 
signatures of terrestrial gamma-ray flashes (TGFs), auroral X-ray spectra, and orbital particle fluctuations. 
The instrument which has been designed to meet the scientific mission objectives is the SphinX-
NG, shown in Figure 1.  
 Figure 1.
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Figure 2. 3U CubeSat with SphinX-NG in Bottom Unit 
  
1.2 Subsystem Design  
The mission requirements outlined in the previous section lay out a structured and well-defined 
foundation upon which to build a full CubeSat mission. To ensure that each of these requirements are 
met, a 16-person CubeSat team was divided into three major subsystems: Instrument and Mission 
Analysis (IMA), Attitude Determination and Control (ADC), and Structural, Thermal, and Power. The 
responsibilities of each team are outlined below. 
Attitude Determination and Control 
The Attitude Determination and Control (ADC) team, consisting of three members, was responsible for 
the following: 
1. Sun Sensor, Gyroscope, and Magnetic Torquer Hardware Selection 
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2. Determination Algorithm Selection 
3. Control Policy Selection 
4. ADC Simulation Development 
5. Software and Hardware Test Development 
Instrument and Mission Analysis 
The Instrument and Mission Analysis team, consisting of four members, was responsible for the 
following:  
1. Orbital Analysis 
2. Ambient and Induced Environments Impact Analysis 
3. GPS, Magnetometer Selection and Spacecraft Integration 
4. Data Command and Handling, On-Board Computer Preliminary Design  
For a detailed review of the Instrument and Mission Analysis team’s objectives and results, refer to MQP 
Report NAG-1102 [1]. 
Structural, Thermal, and Power 
The Structural, Thermal, and Power team, consisting of a combined nine members, was responsible for 
the following: 
1. Structural Analysis 
2. Thermal Analysis 
3. Power Distribution System 
4. Power Usage Tracking 
For a detailed review of the Structural, Thermal, and Power team’s objectives and results, refer to MQP 
Report JB3-CBS2 [2]. 
Systems Engineering Group 
The success of this project was dependent on the effective integration of these three separate 
teams into one inclusive Systems Engineering Group (SEG). This integration was achieved through 
weekly SEG meetings, during which each team shared their updated action items, approaches, and 
developing results. These SEG meeting ensured that each team was aware of the decisions and 
conclusions reached by the other teams. When conflicting conclusions were reached by the separate teams 
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quick trade studies were completed to determine which need was more pertinent to the needs of the 
system. This enabled the members to subsequently revise the subsystems as needed for the benefit of the 
system. By structuring these meetings based on a comprehensive list of project action items, the SEG 
meetings also provided an overall view of the project’s progress. In addition to the SEG meetings, the 
IMA and ADC teams held a combined weekly meeting to address in more detail the concerns that linked 
those two subsystems.  
1.3 Objectives, Approach, and Methods 
The objectives approach and methods for our team’s responsibilities are outlined below. 
1. Updated Hardware Selection 
• Select new sensors and actuators by balancing increased accuracy/control with mass, power, cost, 
and flight heritage 
2. Investigate Determination Policies 
• Quantify common determination policies used on previous CubeSat missions 
• Verify the accuracy capabilities of those methods 
• Simulate the determination methods to investigate computational requirements for adequate 
performance 
3. Investigate Control Policies 
• Quantify common control policies used on previous CubeSat missions for both spacecraft 
stabilization and attitude maintenance 
• Select a control gain for craft stabilization which minimizes power needs  and decreases the time 
to detumble 
• Verify the chosen attitude maintenance policy is the most appropriate for the mission compared to 
other potential policies 
• Simulate the time spent in the desired accuracy range 
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• Investigate attitude maintenance control policy gain manipulation techniques 
4.  Outline Methods for Attitude Determination and Control Improvements and Future Work 
• Improved gain manipulation techniques for control policies 
• Explanation of promising improved control policies 
• Hardware/software integration testing 
• Simulation best practices and code explanation 
• Detail all explanations in a manner to reduce the learning curve associated with attitude 
determination and control 
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Chapter 2: The Attitude Determination and Control System 
The Attitude Determination and Control System (ADCS) is responsible for maintaining the 
proper orientation of the satellite during a specified orbit period. Proper orientation of the satellite ensures 
more accurate measurements from the appropriate scientific instruments. Using readings from mounted 
sensors, the orientation of the satellite can be determined. The satellite will use actuators to correct its 
orientation. 
The goal of this design was to ensure that the satellite has an ADCS that will maintain a sun-
synchronous, polar orbit with one face of the satellite facing into the sun within ±2° accuracy. If possible, 
the attitude of the satellite will be controlled by using only magnetorquers as actuators. The appropriate 
sensors and actuators were studied and chosen to reflect cost and power requirements among other 
specifications. This design report addresses the attitude determination and control methods and hardware 
required for the different phases of the orbit. These phases of orbit are referred to as detumbling, initial 
attitude determination, and attitude maintenance. The Satellite Tool Kit (STK) software package was used 
to simulate several satellite orbit models and was incorporated into the ADC code set up by [3]. 
2.1 Attitude Sensors and Actuators 
 Several types of sensors and actuators are used within the ADCS to determine the current 
position of the satellite.  The 2011 ADCS team compiled a database of past CubeSats that includes the 
selected hardware for each mission. Using this database, and in continuation of this project, the sensors to 
be used on this satellite are a magnetometer, a gyroscope, and sun sensors. The only actuators to be 
implemented in the satellite are magnetorquers, for reasons which are to be discussed later in this report. 
2.1.1 Sensor Overview 
 A magnetometer consists of a core wrapped with two coils of wire. As alternating electrical 
current is passed through one wire, the constant change in magnetic field produces a current in the second 
wire. In an environment free of external magnetic fields, these two currents are equal, and the magnetic 
flux produced by one half of the magnetometer will cancel the other, leaving zero flux to be detected by 
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the secondary coil . The difference between the currents in the two coils is what is used to measure the 
external magnetic field in one direction [4]. For satellites, there are several inexpensive, commercially 
available magnetometers that use three orthogonally positioned sensors to measure the three directional 
components of the earth’s magnetic field. Due to low power consumption and small size, magnetometers 
are an ideal attitude determination option for a nano-satellite. Specific magnetometer selection was 
handled by the Instrument and Mission Analysis team and will be addressed in the Report NAG-1102 [1]. 
 Magnetometers are necessary sensors for this mission because the actuator chosen for attitude 
control, the magnetorquer, works by producing its own magnetic field. To determine the magnetic 
moment that the magnetorquer is required to produce, it is essential to possess reliable and precise 
measurements of the Earth’s magnetic field.  Magnetometer data can also be used to some extent to 
determine the satellite’s orientation within its orbit. Additional information on both of these uses of the 
magnetometer will be detailed in later portions of this report. 
 Gyroscopes are sensors which “measure the speed or angle of rotation from an initial reference, 
but without any knowledge of an external, absolute reference” [5]. Gyroscopes can be used with other 
sensors to determine the position of a satellite. Angular velocity data obtained from the gyro sensor is 
used during the stabilization mode, also known as the detumble mode. The purpose of the detumble mode 
is to make the random angular velocities experienced by the satellite after being ejected from a launching 
vehicle reach reasonably low magnitudes. 
 Sun sensors read radiation data from the sun using photodiodes, photo resistors, cameras, or the 
solar cells already existing on the satellite. Utilizing the solar cells for collecting radiation data allows for 
design flexibility, including the option of being self-powered. The amount of light measured by the sun 
sensor allows for the determination of satellite orientation relative to the position of the sun. A portion of 
the satellite’s attitude can be determined by the sun vector measured by the sun sensor. Sun sensors can 
only provide this information when there is an open path between them and the sun, which may be a 
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prospective issue if the satellite must be removed from sunlight during orbit for cooling purposes, or 
during an eclipse.  
 
Figure 3: Sun Sensor Field of View Schematic 
 
2.1.2 Actuator Overview 
Based on the research completed in Report MAD-CUBE [3], magnetorquers proved to be the best 
option for actuation. They were compared to reaction wheels, permanent magnets, hysteresis rods, and 
gravity gradient booms. Magnetorquers came to be known as the best option for this mission after trade 
studies were completed comparing the actuating abilities, weight, general power requirements, cost, and 
use in flight heritage. Magnetorquers are solenoids which produce a magnetic field when an electric 
current is passed through its wire coils. The magnetic moment produced by the magnetorquers is directly 
proportional to the number of coil turns, current applied, and the cross-sectional area, as seen in equation 
(1). 
nIAµ =
 (1) 
The direction of the supplied current determines the direction of the produced magnetic moment 
and can be varied to produce different magnitudes. The magnetic moment produced by the magnetorquers 
interacts with the magnetic field of the Earth, which produces a torque, as seen in equation (2).  
 T Bµ= ×  (2) 
The magnetic torque produced will be in the opposite direction of the magnetic field being 
experienced in order to overcome the disturbance which the environment produces [6, p. 3].  
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Magnetorquers are active controllers which often require approximately 0.1 to 0.2 mW of power 
to operate. Because magnetorquers have no moving parts they are extremely reliable. Unlike actuators 
with moving parts, magnetorquer performance does not degrade over time. However, magnetorquers are 
not the only actuation option for nano-satellites. One of the most commonly used types of actuators is the 
reaction wheel. This type of actuator requires magnetorquers for a momentum dumping maneuver which 
makes them not independent. They also contain moving parts, which are more expensive and more likely 
to degrade over time. Other types of actuators such as permanent magnets, hysteresis rods, and gravity 
booms are all passive systems that will not provide the same level of control as magnetorquers [3]. Since 
building a custom magnetorquer is relatively simple, this approach has been used in the construction of 
many CubeSat missions, such as AAUCubeSat, Ncube-2, CanX-1, and many of the satellites listed in 
Table 1.   
Table 1. CubeSats with Proven Magnetorquer Control 
Satellite Developer Altitude 
AAU CubeSat Aalborg University 820km 
CanX-1 University of Toronto Institute for Aerospace Studies 820km 
Ncube-2 Norwegian University of Science and Technology 686km 
CSTB1 The Boeing Company 700km 
CP3 California Polytechnic State University, San Louis Obispo 700km 
CP4 California Polytechnic State University, San Louis Obispo 700km 
COMPASS-1 Aachen University of Applied Science 630km 
CanX-2 University of Toronto Institute For Aerospace Studies 630km 
AAUSAT-II Aalborg University 630km 
Cute-1.7+APDII Tokyo Institute of Technology 630km 
 
The equations which govern the design of a custom magnetorquer are detailed in Report MAD-
CUBE [3]. Custom magnetorquer are very inexpensive, and usually contain air cores which limit the 
magnetic moments they are capable of producing. Compared to a custom designed magnetorquer of the 
same dimensions and weight, as a commercial off-the shelf (COTS) torquer will output a much larger 
magnetic moment. This is due to COTS torquers’ ferrous cores which manipulate the produced magnetic 
field more effectively than air. COTS magnetorquer are made out of more efficient materials than custom 
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torquers. These efficient materials are often too expensive for custom design, but COTS manufacturers 
can afford them because of a cost reduction with large scale purchases.  
Requirements to accurately control a satellite using magnetorquer as the only actuator on a 
CubeSat are well understood. Torque generated through use of a magnetic dipole, such as magnetorquer, 
is constrained to lie in the plane orthogonal to the Earth’s magnetic field vector. This causes one axis to 
be under actuated [7, p. 3]. This is caused by the torques produced being a result of cross product of the 
device’s magnetic moment and the Earth’s magnetic field as shown in equation (2). By placing three 
magnetorquers orthogonally to each other, control over every axis is possible. Logically, at any given 
instant only two magnetorquers can be operated to counteract the disturbances experienced. Running all 
three torquers would effectively cancel each other out. The ability to use only two torquers at any given 
instant makes three-axis control impossible for that instant. On an inclined orbit, variations of the 
magnetic field allow controllability in the long term [7, p. 3]. Control policies have been developed for 
magnetorquer control that inherently overcomes this limitation to allow for three-axis control over the 
entire length of the mission.  The optimal torquer to use at any instant is selected by stopping the flow of 
current to the last torquer used and switching the flow the one most effective to the local geomagnetic 
field [8, p. 2]. A commonly used policy to stabilize CubeSats after ejection into space, B-Dot, determines 
the optimal torque to use has been implemented on AAUCubeSat among others. B-Dot control is 
discussed later in the report. Because the torque on the spacecraft produced by the Earth’s magnetic field 
is constantly changing throughout orbit, real time data of the magnetic field is needed. With the magnetic 
field data provided by the magnetometer to the on board computer the control policy allows the 
magnetorquer to utilize a specific current to produce a torque of interest to counteract undesired motion. 
Using magnetorquers exclusively for control has been implemented on a variety of previous 
CubeSat missions. One such satellite was the Compass-1, which had 10 degrees pointing error [9, p. 11]. 
Table 1showed additional CubeSats which used magnetorquers as the only actuating devices, all of which 
were in sun-synchronous orbits.  
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In addition to the CubeSats shown in Table 1, there were at least seven other CubeSats that had 
planned to use magnetorquers as the only actuating devices but were destroyed during launch. This shows 
the reliability and efficiency of magnetorquers as actuators, and demonstrates that control policies for 
magnetorquers are widely understood. This proves that magnetorquers are trusted to be effective actuators 
which will meet mission requirements.  
2.2 Hardware Selection  
While important to the ADCS capabilities the on board computer, magnetometer, and GPS unit 
were selected by the Instrument Mission Analysis Team in Report NAG-1102 [1]. Both subsystems 
collaborated to make sure the specifications of the components were adequate and compatible. The rest of 
this section details hardware selection for the sun sensor, gyro sensor, and magnetorquers which were 
directly chosen by ADCS. 
2.2.1 Sun Sensor 
  Sun sensor selection was predominantly based on flight heritage from similar CubeSat missions. 
The objective for the WPI mission is to purchase a Commercial off the Shelf (COTS) sun sensor as 
opposed to creating a custom sensor. This is because many COTS sun sensors are small, accurate, and 
reliable; there is no specific need to spend the time, money, and effort creating a custom sun sensor for 
our sun-pointing requirements. Below is a sampling of sun sensor information for several previous 
missions: 
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Table 2. CubeSat Sun Sensors 
Satellite  Pointing 
Accuracy  
Sun Sensor  Quantity  Mission  
ALEXIS  -  Comtech AA Coarse and 
Medium  
-  Mapping of the diffuse background in 
three emission line bands.  
HETE-2  -  Comtech AA Coarse and 
Medium 
12  Multi-wavelength study of gamma ray 
bursts. 
CHIPSAT  ±0.5 deg sun 
pointing 
accuracy  
2 Comtech AA Coarse  
1 Comtech AA Medium 
-  Cosmic Hot Interstellar Plasma 
Spectrometer satellite.  
STPSAT-1  ±10 deg sun 
pointing 
accuracy  
Comtech A  Coarse  -   
AAU CubeSat  ±8 deg  Custom Single Axis sun 
sensors  
-  CMOS imaging 
CanX-1  ±1-2 deg 
sunlight 
pointing 
SFL digital Sun sensors  6  CMOS imagers used for horizon sensing 
and star tracking experiments  
CanX-2  ±10 de  sun 
pointing 
accuracy  
SFL digital Sun sensors  6  Technology demonstrator for formation 
flying  
Swiss Cube  ±10% pointing 
accuracy per 
sensor  
 DTU Sensor  6  Each sensor has a FOV of 0-60 deg, one 
sensor mounted per face.  
STU-Sat  -  DTU Sensors 5  Track small birds from space.  
  
The two most common COTS sensors are the Comtech brand sensors and the SFL digital sun 
sensors. According to Table 2, many of the satellites used at least 6 one-axis sensors to detect sunlight. 
The majority of these satellites placed one sun sensor on each face, so that no matter which position the 
satellite is oriented, at least one sensor will be able to detect a portion of sunlight. Comtech’s 1-axis 
analog Coarse Sun Sensor, with the specifications listed below: 
Table 3. Comtech AA Coarse Sun Sensor Specifications [10] 
Field of View  120°  
Accuracy  ±5°  
Temperature Range  -40 to 93° C  
Interface  0-3.5 mA (typical) current sources on two flying 
leads, 50" in length  
Mounting  Three #2 through holes, 120 deg apart  
Power  None required  
Mass  10 g  
Housing Diameter  1.27 cm  
Flange Diameter  2.286 cm  
Sensor Height  0.899 cm  
Software Included  None  
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Figure 4. Comtech AA Coarse Sun Sensor [10] 
Since the sun sensor is a photodiode, it requires no power. The Comtech Coarse Sun Sensor 
actually produces a small current of up to 3.5 mA that can be contributed to our full system power. As 
shown in  
Table 3, the Coarse Sun Sensor can achieve up to ±5° accuracy. Unfortunately, higher sensor 
accuracy is necessary to be able to achieve an overall pointing accuracy of ±2° [10].  However, these 
sensors still will be valuable on the faces of the satellite that are not sun-pointing.  
 For the sun-pointing face of the satellite, a fine sun sensor will be necessary to achieve a higher 
accuracy.  There are few fine sun sensors made for nano-satellites; many fine sun sensors are the 
equivalent size of 0.5U with the casing. Recently, COTS miniature fine sun sensors have been produced 
by companies for the purpose of applications specifically on CubeSats. 
 A miniature version of the analog Fine Sun Sensor is made by ISIS. It is significantly smaller 
than the regular fine sun sensors, even though it is still larger than the Coarse Sun Sensor. The Mini Fine 
Sun Sensor specifications are shown below: 
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Table 4. ISIS Miniaturized Fine Sun Sensor Specifications [11] 
Accuracy   Up to 0.3°  
Resolution  <0.03°  
Field of view  Nominal: 128°x128°  Unobstructed:160°x160°  
Temperature Range  -50 to 85°C  
Output  4 photocurrents (individual quadrants) ranging from 0 – 3.5 mA  
Mass  50 grams  
Case size   30 mm x 30 mm x 14 mm  
Envelope size  46 mm x 45 mm x 14 mm including flanges and connector  
Fixation holes  One precision (4.0 mm), one slotted and one oversized hole  
Software/Additional 
Components Included 
·  Micro connector MDM 9-S 
·  User Manual 
·  Characterized transfer function 
·  Look up table and calibration  
Price  $13240.26 USD  
 
 
Figure 5. ISIS Miniaturized Fine Sun Sensor [11] 
The accuracy of the Mini Fine Sun Sensor will assist in achieving a higher determination accuracy, which 
can in turn enhance the overall pointing accuracy of the satellite. Since the dimensions of the encased 
sensor would require almost half of one unit of the satellite, another fine sun sensor was investigated. 
SSBV Space and Ground Systems of the United Kingdom manufactures a sun sensor specifically for 
CubeSats. This sensor is much smaller, lighter, and less expensive than the ISIS Mini Fine Sun Sensor, 
and the specifications are quite similar as shown in Table 5, below: 
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Table 5. SSBV CubeSat Sun Sensor Specifications [12] 
Field of View 120° 
Update Rate >10 Hz 
Accuracy <0.5° 
Mass <5 g 
Power <5 mA 
Size 33mm x 11 mm x 6 mm 
Operating Temperature -25°C to 50°C 
Radiation Dose 10krad total dose 
Power Supply 3.3 or 5V 
Interface 4 Analogue Channels, 9-way Nano-D Connector 
Price $5,000 US for 1, $3,000 US for 2 or more. 
 
 
Figure 6. SSBC CubeSat Sun Sensor [12]  
The SSBV CubeSat Sun Sensor does not have any previous flight heritage, but it has already been 
selected for use on Ukube-1 and TDS-1, both of which will launch in 2012. Due to the different 
accuracies listed for the ISIS and SSBV sensors, simulations will be done using specification from each 
of the sensors to determine which one will ultimately satisfy mission requirements. Since the pointing 
accuracy of this mission is much more stringent than previous CubeSat missions, it is important to select 
the sensor in conjunction with proper placement and programming to ensure that the correct pointing 
requirement can be met. 
The quantity and placement of the sun sensors is a crucial step to achieving the desired pointing 
accuracy for the mission. Many previously flown CubeSats have used several different quantities and 
placement methods, which are dependent on the other sensors, if any, being used in the ADC, as well as 
the pointing requirements necessary for the mission. Since many CubeSats didn’t require a sun pointing 
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accuracy, it was difficult to obtain data about the pointing accuracies, sun or otherwise, of many satellites 
as shown in Table 2. CanX-1, with a sun pointing accuracy of 1-2 degrees, and CHIPSat, with a sun 
pointing accuracy of 0.5 degrees, were the most similar to our mission pointing requirements. 
Unfortunately, SFL sun sensors were custom made for CanX-1 and are not commercially available. The 
Comtech Medium Sun Sensor used on CHIPSat was too large to properly fit onto the WPI Cube. Since 
these sensors will not be able to be used on the WPI Mission, there was little basis for the quantity and 
positioning of the selected sensors required to obtain the necessary pointing requirement.   
Three of the CubeSats studied in Table 2 use 6 sun sensors, one on each face of the satellite. 
Since this seems to be the most common method of placement, the WPI team also pursued this method 
for preliminary design. The Comtech Coarse Sun Sensors will be used on each of the faces with the 
exception of the sun-pointing face, where a finer sensor will be used. The finer sun sensor will be used on 
the sun pointing face due to the stringent sun pointing requirement of the mission. Other missions using 
only Comtech Coarse Sensors have not had pointing accuracies better than 10 degrees. Using the 5 coarse 
sun sensors and 1 fine sun sensor to begin testing for sun-pointing accuracy, the team determined the 
necessity of each sensor and further examined the best possible placements.  
2.2.2 Gyroscope 
Gyro sensors measure angular velocities. Traditional gimbaled gyroscopes use a rapidly spinning 
mass to calculate changes in the inertial orientation of the spin axis. These gyroscopes are bulky and have 
large masses and therefore would not be suitable for a CubeSat mission [13]. However, micro-
electromechanical system (MEMS) gyro sensors are small, lightweight, and have a low power 
requirement. These gyroscopes work by measuring vibrations caused by angular rotations. MEMS 
gyroscopes are also relatively inexpensive. One downside to these gyroscopes is that due to their small 
size they experience significant drift. For this reason, a bias factor must be introduced into the sensor’s 
readings to maintain its accuracy. This bias factor is usually determined through readings from other 
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attitude sensors. Gyroscopes are therefore typically used as a feedback to the control system, especially 
during stabilization, when the control actuators are working to minimize angular rotation. 
Gyroscopes from previous CubeSat missions were researched in order to choose a reliable 
gyroscope for the WPI mission. Some of these missions did not use gyroscopes, relying solely on other 
attitude sensors. Due to the high pointing requirement of the WPI mission, however, a gyroscope will 
likely be necessary. The gyroscopes used on each CubeSat mission are reported in the Table 6, below [14] 
[15] [13] [16] [17]. 
Table 6. COTS Gyroscopes Used on CubeSat Missions 
CubeSat Mission Gyroscope Used 
AAU None 
CalPoly Thesis None (but one is recommended to increase accuracy) 
CUTE 1.7 + APD ADXRS150 (Analog Devices) 
ITUpSAT-1 ADXRS300 (Analog Devices) 
Naval Postgraduate School Thesis ADIS16405 (Analog Devices – IMU) 
SwissCube IDG300 (Invensense) 
 
All of these specific gyroscopes have been discontinued in favor of newer updated models. Although 
these newer models do not have flight heritage, they can still be considered reliable as they are based on 
flight tested models. These replacement models are summarized in the Table 7 below: 
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Table 7. Current COTS Gyroscope Models 
 
Based on these options, the ADXRS450 model from Analog Devices was selected for the WPI mission. 
Although it is slightly more expensive than the other models, it has a much better noise rating, which 
makes it the most accurate option [18] [19]. 
2.2.3 Magnetorquer 
Sun-synchronous orbits with attitude control provided by magnetorquers have been successfully 
completed by CubeSats such as AAU CubeSat, CANX-1, Cute-1.7+APD, and COMPASS-1. The 
pointing capabilities for those missions, however, were on average less than that required for the planned 
WPI mission. This does not necessarily mean that magnetic torquers are not capable of meeting the WPI 
mission requirements. It was found that the average custom made magnetic torquer produced between 
0.02 Am2 and 0.05 Am2. By using a torquer with increased magnetic moment capabilities, it is possible 
that the same control policies previously implemented on other satellites will be able to react faster to the 
needs of the satellite and therefore reach the pointing control accuracies of interest for the WPI mission. 
The low magnetic moment produced by custom torquers compared to COTS torquers was what led to the 
selection of COTS torquers for the WPI mission. The WPI mission pointing requirements will make it the 
first to meet such stringent pointing accuracies with magnetorquers as the only actuator. Flight heritage, 
seen in Table 2, shows that the WPI mission will have the most stringent pointing requirements compared 
to previous CubeSat missions using only magnetorquers as actuators. 
New Model 
(Old Model) 
Manufacturer 
 
Range 
(deg/sec) 
Noise 
(deg/sec/sqrtHz) 
Power 
(mA) 
Price 
($) 
ADXRS613 
(ADXRS150) 
Analog Devices 150 0.04 5 50.60 
ADXRS610 
(ADXRS300) 
Analog Devices 300 0.05 4.5 50.60 
IDG500 
(IDG300) 
Invensense 500 0.8 7 39.95 
ADXRS450 Analog Devices 300 0.015 6 59.54 
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Report MAD-CUBE [3] detailed a lab option as well as a flight option for magnetorquers. This 
year’s report focused on COTS magnetorquer selection only for the flight option, and detailed a custom 
magnetorquer for testing. The recommended flight option magnetorquer from [3] was the Clyde Space 
Magnetorquer Rod. This magnetorquer was actually manufactured by Satellite Services Ltd. and 
distributed by Clyde Space as part SS-XUMTQ-01.  An investigation into COTS magnetorquers showed 
that a company called ZARM Technik AG has an entire series of magnetorquers specifically for 
CubeSats. When compared to the previously recommended Clyde Space/SSL model, the ZARM’s were 
found to greatly outperform them in every specification. Two ZARM models were chosen for additional 
investigation the MTO.2-1 power optimized model along with the MTO.5-1 model. Table 8 which 
compares the three magnetorquers can be seen below. 
Table 8. COTS Magnetorquer Comparison 
 ZARM Technik AG  
MTO.5-1 Power 
Optimised 
ZARM Technik AG  
MTO.2-1 Power 
Optimised 
Satellite Services Ltd. 
CubeSat 
Magnetorquer Rod 
Mass (g)  <  30  < 9  27  
Magnetic Moment 
(Am2)  
± 0.5 
 
± 0.2 
 
± 0.2 
 
Power Consumption 
(mW)  
275  
 
140  
 
200 
 
Area (cm2)  0.636173  0.282743  0.636173  
Length  (cm)  < 10.0  < 8.5  7 
Diameter (mm)  9  6  < 9 
Mounting Most likely Aluminum 
brackets  
Most likely Aluminum 
brackets  
Tied and bonded 
directly to PCB  
Interfaces  Flying Leads  Flying Leads  PCB soldered  
Linearity  < 2 % < 2 % ± 5 % 
Supply Voltage  5 V 5 V 5 V 
Residual Moment  ≤ 0.5%  (0.001 Am2)  ≤ 0.5%  (0.001 Am2)  <0.001 Am2  
 
As shown in Table 8 above, the ZARM models far exceed the specifications of the Clyde Space 
model. The ZARM MTO.2-1 produced the same magnetic moment as the Clyde Space model, but weighs 
considerably less. The ZARM MTO.5-1 is approximately the same weight as the Clyde Space torque rod, 
but it produces over double the magnetic moment. For these reasons, the Clyde Space model was no 
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longer considered and trade studies were completed between the ZARM MTO.2-1 and MTO.5-1.  
First, a comparison of the produced magnetic moments per supplied power ranges was conducted 
for the two ZARM models. Based on the relationships between magnetic moment and power of a 
magnetic torquer, as detailed in the following equations, it was possible to quantify their relationship. 
 
2IP
R
=  (3) 
 nIAµ =  (4) 
 n PRAµ =  (5) 
where 
Table 9. Symbols for Magnetorquer Equations 
Symbol  Description  
P  Power (mW)  
I  Current (A)  
R  Coil Resistance (Ω)  
µ  Magnetic Moment (Am2)  
n  Number of Wire Turns  
A  Area (m)  
 
While the number of turns was not explicitly given in the magnetorquer specifications, there was 
enough information about the nominal case to determine the wires to have 252626.8938 turns and 
142900.0611 turns for the MTO.2-1 and MTO.5-1, respectively. There was not enough information about 
the Clyde Space torque rod to quantify how the power and therefore magnetic moment changed with 
current. The results of power variation on magnetic moment can be seen in the figure below. 
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Figure 7. ZARM Torquer Magnetic Moment vs. Power 
 The maximum magnetic moment of the MTO.2-1 within its linear range is 0.2 Am2. The figure 
above shows that the MTO.5-1 reaches that same magnetic moment at a much lower power level. Its mass 
and power requirements were only slightly greater than the originally recommended model. The length of 
the MTO.5-1 caused some concern as it is equivalent to a side of the satellite. The MTO.5-1 should be 
revisited if it is later determined that additional magnetic moment is required for the mission so long as 
close contact is kept with ZARM for any required changes in dimensioning.  
The MTO.5-1 is the preferred model to the Clyde Space Torque Rod, but the MTO.2-1 was found 
to have more ideal specifications for this mission. The MTO.2-1 mass is one third of the weight of the 
Clyde Space torquer and even smaller than the MTO.5-1. It also uses 30% less power than last year’s 
baseline and far less than the nominal for the MTO.5-1 While the power requirements of the MTO.5-1 
makes it able to reach the MTO.2-1 maximum magnetic moment at considerably less power, the amount 
of weight it adds makes it unjustifiable in comparison.  
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An analytical check was performed to make sure the MTO.2-1 can easily overcome 
environmental disturbances, such as gravity gradients, solar radiation and atmospheric drag. The worst 
case torque scenario for each of these disturbances was quantified last year. The magnetic torquer should 
be able to easily overcome twice the environmental disturbances than should be experienced. AAU Sat3 
completed the same analysis for a 630 km orbit and its corresponding maximum and minimum magnetic 
fields, 48000 nT and 18000 nT respectively [20, p. 71].The same procedure was used to set a maximum 
and minimum torque produced by the ZARM torquer. Table 10 details the disturbance torquers while 
Table 11 shows the MTO.2-1 ability to overcome them where BU and BL are 48000 nT and 18000 nT 
respectively. 
Table 10. Torque Disturbances 
Disturbance  Worst Case Torque 
(Nm) 
2 τ (Nm) 
Gravity Gradient  5.494*10 -8  1.0988*10-7  
Solar Radiation  8.4289*10 -9  1.68578*10-8  
Atmospheric Drag  1.546*10 -9  3.092*10-9  
 
Table 11. Torque Produced by Magnetorquer 
Torque (# of magnetorquers X magnetic field)  Value (Nm)  
µ2 X BU  1.92*10-5  
µ
 2 X BL  7.2*10-6  
µ X BU  9.6*10-6  
µ X BL  3.6*10-6  
 
In comparing Table 10 and Table 11, it is clear that that even one magnetic torquer at the lowest 
magnetic field expected can easily overcome the twice of all the disturbance torques combined. These 
values assume that each disturbance is greater than what would be experienced and would be all along 
one axis. It is highly unlikely that such a situation will occur, making these disturbances even less of a 
concern when they are distributed along all axes [20, p. 49]. Currently these disturbance toques have not 
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been simulated given their small magnitudes compared to the magnetic field being experienced, but they 
should be included over time for more realistic results.  
Because of its specifications and ability to overcome disturbances, the ZARM Technik MTO.2-1 
power optimized magnetorquer was selected as the best COTS torquer available. The low cost, mass, and 
power requirements combined with the high magnetic moment capable of being produced will be greatly 
beneficial to meeting the mission requirements. The time it takes for the satellite to stabilize after ejection 
from its launch vehicle and the maintenance of the mission pointing requirements will verify if the 
MTO.2-1 is the most efficient torquer available. If it is found that the ability to produce greater torques is 
needed to meet pointing requirements then the MTO.5-1 should be considered as a contingency torquer. 
2.3 Attitude Determination and Control System 
 The ADCS has three major phases to address in the mission of the satellite, which are detumble, 
initial attitude determination, and attitude maintenance. It was important to understand the scope of each 
phase to be addressed before selecting the attitude determination methods and controllers to be used. 
After the satellite is released from the launch vehicle into orbit, it has several angular velocities. 
To be able to determine its attitude, the satellite must be in a detumbled state, which means that the 
angular velocities of the satellite approach zero. A controller is required to detumble the satellite so that 
the initial attitude determination can be performed. The initial attitude determination consists of utilizing 
several sensors to determine the existing attitude of the satellite just after it has been detumbled. There is 
no forced change in attitude during this phase; the initial attitude determination method is only sensing 
the existing attitude of the satellite. After the initial attitude of the satellite has been determined, a 
controller must be used to alter the existing attitude of the satellite to the desired attitude. This controller, 
along with another attitude determination method, will be used to harmoniously ensure that the satellite is 
at the desired attitude throughout the orbit. See Figure 8 below for a visual reference of the three phases 
of the satellite mission: 
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2.3.1 Initial Attitude Determination 
The following section provides a description of the different attitude determination methods that 
were considered for this CubeSat mission. There are two main types of attitude determination methods. 
Deterministic methods use the information from sensor readings throughout the mission and compare 
them to computer models to calculate the current attitude. Recursive estimators are often more 
convenient, however, as they do not require the data storage of each sensor reading. They process only the 
current sensor readings and compare them to the last attitude estimate to create a new attitude estimate 
[17]. 
For the initial attitude determination, a deterministic approach is necessary, as a recursive 
approach would require an initial attitude estimate. There are several different deterministic algorithms 
for attitude determination. Most require either an intricate sensor or a simple sensor with a complex 
algorithm. An intricate sensor would be too expensive for our mission and a complex algorithm would 
surpass the computational ability of the OBC. TRIAD is a good compromise between these two methods. 
By using two vector measurements instead of only one, TRIAD over-determines the attitude solution. 
Attitude Maintenance 
Actuators are used to move satellite into proper 
positioning; sensors and actuators are used to ensure 
satellite continues to be in proper orientation. 
Detumble 
Satellite is ejected into orbit and goes from rapid rotation 
to a stable state 
Initial Attitude Determination 
Sensors are used to determine satellite attitude 
Figure 8. Mission Phases of the ADCS 
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This simplifies the determination algorithm while only requiring two simple sensors. To increase the 
accuracy of TRIAD, Grace Wahba created a cost function which, when solved, would minimize the errors 
of the TRIAD method. The q-method, discovered by Davenport, expresses the solution of Wahba’s 
equation as a quaternion.  Similarly, Shuster created the Quaternion Estimator Method, or QUEST, which 
is a less computationally demanding method of solving Wahba’s equation, although it sacrifices accuracy. 
Finally, F. L. Markley updated Shuster’s QUEST method, developing the Optimal Two Observation 
Quaternion Estimator Method, which is a good balance between computational requirement and accuracy. 
This section contains a description of each of these solution methods [15]. 
2.3.1.1 TRIAD 
 The TRIAD method was proposed by Harold D. Black in 1964. He published a paper in the 
American Institute of Aeronautics and Astronautics (AIAA) Journal called “A Passive System for 
Determining the Attitude of a Satellite” where he described his development of this method [21].  
The TRIAD solution requires two sets of vectors: an observation vector from each of two sensors located 
on the satellite, and a reference vector for each observation in terms of its inertial direction of reference. 
For example, this mission will use a sun sensor to determine the direction of the sun from the satellite and 
a magnetometer to determine the direction of the Earth’s magnetic field, both expressed in terms of the 
satellite’s body frame. These sensors would provide the two observation vectors. The two reference 
vectors would be the direction of the sun from the Earth and the Earth’s magnetic field, both expressed in 
terms of the Earth’s fixed inertial frame. 
The TRIAD method uses the set of observation vectors, V1 and V2, and the set of reference 
vectors, W1 and W2, to create observation and reference triads, Mobs and Mref, as shown in the equations 
below: 
 [ ]1 2 3ˆ ˆ ˆobsM r r r=  (6)  
where r1, r2, and r3 are defined as: 
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 3 1 2ˆ ˆ ˆr r r= ×  (9) 
and 
 [ ]1 2 3ˆ ˆ ˆrefM s s s=  (10) 
where s1, s2, and s3 are: 
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ˆsˆ W=  (11) 
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×
 (12) 
 3 1 2ˆ ˆ ˆs s s= ×  (13) 
After the observation and reference triads are calculated the TRIAD solution can be found. This solution 
is the directional cosine matrix, A, which is defined as follows: 
 
T
obs refA M M=  (14) 
This matrix represents the rotation from the satellite’s body frame to the Earth-fixed inertial frame. Once 
this matrix is known, the satellite’s attitude can be expressed in terms of the Earth-fixed inertial frame 
[15]. The schematic below provides a visual explanation of the TRIAD algorithm. 
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Figure 9. TRIAD schematic 
 An important note about the TRIAD method is that the full V1 and W1 vectors are used while only 
part of the V2 and W2 vectors is used. For this reason, when using the TRIAD method, the more accurate 
sensor’s observation should always be chosen to be V1 and the corresponding reference vector to be W1. 
Grace Wahba found another way to minimize this error which is described in the following section. 
2.3.1.2 Wahba’s Equation 
 In 1965, Grace Wahba created an equation to minimize errors when using the TRIAD method. 
Her equation is a cost function that places different weights (a1, a2) on the observation vectors. The more 
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accurate a sensor is, the higher its observation readings are weighted. In the same notation introduced 
above, Wahba’s equation is: 
 ( )
22
1
1
2 k k kk
J A a W AV
=
= −∑  (15) 
The selection of V1 and V2 becomes arbitrary as each vector is weighted by a1 and a2 respectively. The 
equation J(A) represents the errors in the attitude determination. The goal of Wahba’s equation is to find 
the rotational matrix, A, that minimizes J(A). This equation can be rewritten as: 
 ( ) ( )2
1
T
k
k
J A a tr AB
=
= −∑  (16) 
where tr(x) represents the trace operation and B is: 
 
2
1
T
k k k
k
B a W V
=
= ∑  (17) 
To minimize the error J(A), tr(ABT) must be maximized. 
Two solutions to this equation have been developed: Davenport’s q-method and QUEST. These 
solutions will be described next.  
2.3.1.3 Davenport’s q-Method 
 Davenport devised his solution to the Wahba equation in 1968. His q-method computed the 
optimal quaternion that solved the Wahba equation. This quaternion corresponds to the least squares 
estimate of the rotation matrix, A. The first step of the q-method is to find the matrix K by the following 
equation: 
 
( )
( )
2 2
TB B I tr B z
K
z tr B
×
 + −
≡  
 
 (18) 
where z is defined as: 
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 (19) 
To find the optimal quaternion, it is necessary to determine the eigenvectors of K. The optimal quaternion 
is equal to the eigenvector of K with the largest eigenvalue, as shown in the following equation: 
 
maxopt optKq qλ=  (20) 
The eigenvalue λmax corresponds with the eigenvector equal to the optimal quaternion [16]. 
2.3.1.4 Quaternion Estimator Method (QUEST) 
 QUEST is an attitude determination method that was designed by Malcolm Shuster and published 
in 1981.Like Davenport’s q-method, this method focuses on finding the eigenvalues of the matrix K. 
QUEST requires less computational power than the q-method but has a similar accuracy. It solves the 
following equation for the eigenvalue, λ [14]. 
 ( )det 0K Iλ− =  (21) 
The optimal quaternion is given by 
 
2 2
1
opt
xq
x γγ
 
=  
+  
 (22) 
where γ is given by 
 ( ) ( )( )( )22 max detmax trB tr adjS trB Sγ λ λ= − + + −  (23) 
and x is given by: 
  
( ) ( )( ) ( )22 2max maxx trB tr adjS I trB S S zλ λ = − + + + +                (24) 
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2.3.1.5 Optimal Two Observation Quaternion Estimator Method 
The Optimal Two Observation Quaternion Estimator Method is an update of the QUEST method 
that was developed by F.L. Markley in 2002 [22]. It requires the same two sets of vectors as TRIAD: two 
observation vectors and two reference vectors. A third set of vectors, Vn and Wn, is created by finding two 
orthogonal vectors from the previous sets: 
 
1 2
1 2
n
V VV
V V
×
=
×
 (25) 
and 
 
1 2
1 2
n
W WW
W W
×
=
×
 (26) 
These vectors represent the transformation from the earth fixed reference frame to the satellite’s body 
frame. This transformation consists of a rotation of angle φV around vector Vn, followed by a rotation of 
angle φW around vector Wn. The angle φ represents the composition of φV and φW. The angle φ is found so 
as to minimize the loss function [22]: 
 ( ) 1 2 cos sin1 n nL R a a V W
α φ β φ+
= + −
+ ⋅
 (27) 
where α and β are defined as 
 ( )( ) ( )( )1 1 1 2 2 2 1 1 1 2 2 21 n n n nV W a V W a V W V W a V W a V Wα = + ⋅ ⋅ + ⋅ + × × + ×  (28) 
and 
 
 ( ) ( )1 1 1 2 2 2n nV W a V W a V Wβ = + × + ×  (29) 
The optimal quaternion can then be expressed as: 
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 (30) 
where 
 
2 2γ α β= +  (31) 
2.3.1.6 Computational Requirement 
The computational requirement is a major concern when choosing a determination method. When 
the OBC takes a long time to compute an attitude determination algorithm, there is a decrease in 
accuracy. This reduction is due to the continual movement of satellite as the algorithm is processed. It is 
important to consider the capabilities of the OBC, including the processing speed and data transfer rates, 
when determining the accuracy of each method. If the algorithm is too complex, the OBC may not be able 
to process it at all. For this reason, the computational requirements of each method were computed and 
compared [14]. The results of these computations can be found in the simulations section of this report.  
2.3.2 Recursive Attitude Determination 
 Although a deterministic method is needed for initial attitude acquisition, a recursive method is 
often more efficient for attitude maintenance. Unlike deterministic methods, recursive methods only use 
the current sensor reading to calculate the attitude error from the previous estimation. The most common 
recursive method is a Kalman Filter.  
2.3.2.1 Kalman Filter 
The Kalman Filter was developed by R. E. Kalman in 1960. Kalman Filters are used to estimate 
future states of a linear dynamic system corrupted by stochastic noise. The algorithm has two phases: 
predict and update. During the predict phase, the filter uses preprogrammed system dynamic equations to 
calculate the a priori estimate of the satellite’s new attitude. During the update phase, the filter uses the 
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current sensor readings to determine the a posteriori estimate of the satellite’s current attitude and 
calculate the estimation error from the attitude prediction [16]. Since the Kalman Filter has a two-step 
process, it uses a discrete time step, k. The discrete nature of the Kalman Filter works well for the 
CubeSat, as the time step k can easily be set to be the time interval between sensor measurements. This 
prevents inaccuracies from using outdated measurements. If a continuous Kalman Filter was used, the 
measurement update step would be forced to use outdated sensor measurements until a new measurement 
was available. Since the sensors do not continuously collect and process data, a discrete Kalman Filter 
will be used. The schematic below summarizes the Kalman Filter algorithm. 
 
Figure 10: Kalman Filter schematic 
The basic equations of the discrete linear Kalman Filter are shown below. 
1k k k kx Ax Bu w−= + +
 (32) 
 
k k kz Hx v= +
 (33) 
In these equations, xk is the current state of the system, which is related to the previous state xk+1 by the 
matrix A. The current state is also related to the control input, uk, by the matrix B. The measurement zk is 
related to the current state of the system by the matrix H. The noises wk and vk represent the model and 
measurement noises, respectively. 
The dynamic system of the satellite is not linear, however, as it is time-dependent. Linearity is an 
important assumption of the Kalman Filter. For this reason, an Extended Kalman Filter (EKF) is needed. 
The discrete nature of the EKF compensates for the time-dependency of the satellite model. The other 
nonlinearities in the dynamic equations are addressed through Jacobian matrices, which are composed of 
the first order partial derivatives of the system dynamic equations. Jacobian matrices allow the EKF to 
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linearize the nonlinear system at the current estimate. New Jacobian matrices must be calculated for each 
time step of the EKF. 
 The nonlinear dynamic model and measurements are defined as follows: 
1 ( , )k k k k kx f x u w+ = +
 (34)
 
 
( )k k k kz h x v= +
 (35) 
Where f represents the nonlinear system dynamics and h represents the nonlinear measurement. The state 
process noise is wk and the expected measurement noise is vk. The Jacobian matrices F and H of f and h 
respectively can be found by taking the partial derivative of f and h with respect to x. 
( )
ˆ
ˆ,
x
fF x t
x
∂
≡
∂
 (36)
 
( )
ˆ
ˆ,
x
hH x t
x
∂
≡
∂
 (37)
 
The a priori estimate and error covariance matrix can be obtained via the following equations. 
ˆ ˆ( )k k kx f x k− =
 (38)
 
1
T
k k k k kP F P F Q− −= +
 (39) 
The matrix Qk represents the covariance matrix for the sensor noise, vk. The Kalman gain is calculated 
with the equation below. 
1( )T Tk k k k k k kK P H H P H R− − −= +
 (40) 
The matrix Rk represents the covariance matrix for the model noise, wk.  
The next step is the measurement update. The equations for the a posteriori state estimate and 
error covariance matrix are found below. 
ˆ ˆ ˆ( ( ))k k k k k kx x K z h x− −= + −
 (41) 
( )k k k kP I K H P −= −
 (42)
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2.3.2.2 REQUEST 
 REQUEST is a recursive version of Davenport’s q-method that requires only one sensor reading. 
This flexibility makes this method a good candidate for attitude maintenance during eclipse periods when 
only the magnetic field measurements are available [17]. As with the q-method, which was described in 
Section 2.3.1.4, the REQUEST method solves for the eigenvalues of the matrix K. 
The CubeSat’s angular motion can be related to its attitude quaternion by the following 
differential equation: 
1
2
q q= Ωɺ
 (43)
 
This relationship can be expressed in discrete time by the following equation. This equation provides a 
new attitude prediction without requiring a sensor measurement. 
1k k kq qφ+ =
 (44) 
The matrix K can be determined in terms of this attitude update via the following equation. 
1/ /
T
k k k k k kK Kφ φ+ =
 (45)
 
The matrix K is then updated with a sensor measurement at time step k+1. This measurement, in the same 
notation introduced above, can be written as Vk+1 and Wk+1. In this notation, V represents the actual sensor 
reading and W represents the reference vector for the sensor reading. The difference between the 
propagated attitude estimate and the measurement updated estimate can be calculated using the equation 
below. 
1 1 1
1
1 1
k k k
k T
k k
S I z
K
z
σδ
σ
+ + +
+
+ +
− 
=  
 
 (46)
 
where Sk+1 is defined as: 
1 1 1 1 1( )T T Tk k k k kS V W V W+ + + + +≡ +
 (47)
 
 
and zk+1 is defined as: 
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1 1 1k k kz V W+ + +≡ ×
 (48)
 
and σk+1 is defined as: 
1 1 1( )Tk k ktr V Wσ + + +≡
 (49)
 
The sensor measurement can be weighted by a scalar ak where k represents the time step of the 
measurement. The scalar weighting coefficient mk can be calculated with the following equation. 
1
K
k i
i
m a
=
= ∑
 (50)
 
These scalar weighting coefficients mk are used to normalize the scalar weights ak. The measurement 
updated attitude estimate can now be calculated using the below equation. 
1
1/ 1 1 1/ 1
1 1
k k
k k k k k k
m k
m aK K K
m m
ρ δ++ + + + +
+ +
= +
 (51)
 
The scalar ρk+1 is a filtering coefficient used to account for errors in the φk matrix. If perfect speed 
measurements are used for the propagation estimate, φk has no errors and ρk+1 is set to 1. Otherwise, if 
noisy speed measurements are used, ρk+1 is set by trial and error to a value between 0 and 1 [17]. 
2.3.3 Attitude Control 
Attitude control during the initial phase of attitude acquisition can use magnetometers as the only 
sensor to cut down on power requirements [23, p. 2]. However, additional schemes and measurements are 
required to do so when a gyroscope can provide the exact same information. There are various policies 
that stabilize the craft initially, the majority of which are variations of B-dot control, based on the 
Lyapunov functions. After being initially stabilized, the craft moves into attitude maintenance mode. The 
purpose of attitude maintenance is to control the attitude of the craft for the scientific mission. For the 
current mission, this requires pointing the payload at the center of the sun with at least two degrees of 
accuracy. While determination methods can specify the attitude of the ship to the same specifications with 
ease, controlling the craft to that accuracy has its own set of difficulties. The control policy for the attitude 
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maintenance mode is different than the policy used during detumble. The stabilization phase has the 
comparatively simpler task of stopping random motion with no goal for a specific attitude orientation. 
There are a variety of controllers which are appropriate for this phase; the one implemented for this 
mission is a Proportional Derivative (PD) controller. Proportional-Integral-Derivative, Fuzzy Logic, and 
µ-synthesis have been discussed in research but seem to be more in the theoretical level than actually 
implemented on a CubeSat. The PD controller seems to have more flight heritage for CubeSats and a 
higher level of researched scenarios for implementation. This will be useful as this CubeSat mission 
moves forward because of the additional simulation data and processes available.  An Extended Kalman 
Filter gives the proper level of attitude knowledge for the attitude maintenance phase of the mission. 
 
2.3.3.1 Detumbling 
 To determine which control policy should be chosen as a basis for the detumbling controller, the 
flight heritage of similar missions was analyzed.  
Table 12. Detumble Control Policies for Previous CubeSats 
Satellite Sensors Units Detumbling 
Controller 
AAU 3-axis magnetometer, 6 
1-axis sun sensors 
1U B-dot 
AAU II 3-axis magnetometer, 6 
1-axis sun sensors 
1U B-dot 
ION 3-axis magnetometer 2U B-dot 
SwissCube Magnetometer, sun 
sensors, gyro sensor 
1U B-dot 
CanX-2 3-axis magnetometer, sun 
sensors 
3U B-dot 
 
A control policy called the B-Dot Controller was the most prevalent throughout these methods. In fact, 
every CubeSat used some variation of B-Dot for its detumbling. At the highest level this method works 
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by generating the magnetic moment that has opposite signs of the time variations in the measured 
geomagnetic field in the spacecraft body frame [24, p. 3].    
 B-Dot uses a magnetometer and magnetorquers to de-spin the satellite relative to the earth’s 
magnetic field vector. This can be shown by its basic governing equation, 
( )x xCB C Bµ ω= − = − ×ɺ
 (52)
 
where  is the commanded dipole for the x-axis torquer,  is the controller gain, and   is the time 
derivative of the component of earth magnetic field along the x-axis. The magnetometer will be used to 
measure the components of the earth magnetic field, in order to determine the necessary torque to be 
produced by the magnetorquers. . It should be noted that B-Dot control is applied to each axis for full 
three axis control. 
 A preliminary attitude determination and control code was created in the initial mission iteration 
and improved upon this year. For the detumble phase of the mission a stabilizing controller was made. It 
is based on the Lyapunov derivation, as a majority of B-Dot controllers, and is detailed below.  
Consider: 
 
1
2
TV ω ω=
 (53)
 
then 
 
V Iω ω=ɺ ɺ
 (54)
 
from 
 ( )I T Iω ω ω= − ×ɺ
 (55)
 
there is  
 ( ( ))TV Tω ω ω= − ×ɺ
 (56)
 
    ( )T TTω ω ω ω= − ×
 (57)
 
using  
 ( ) 0Tω ω ω× =
 (58)
 
so 
 
TV Tω=ɺ
. (59)
 
 
The expression for T is shown in Eq. [2], which implies 
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 ( )TV Bω µ= ×ɺ  (60) 
  ( )T Bµ ω= ×  (61) 
choosing 
 ( )TC Bµ ω= − ×  (62) 
there is 
 ( ) ( ) 0TV C B Bω ω= − × × ≤ɺ  (63) 
Table 13. Lyapunov Parameters 
Symbol Description 
V Lyapunov Function 
I Inertia Tensor 
C Controller Gain 
µ Combined Magnetic Moment of the Magnetorquers 
B Magnetic Field 
T Applied Torque 
ω Angular Velocity 
 
The Stabilizing Controller uses equations from the Lyapunov direct method, which focuses on 
driving the kinetic energy of the satellite to zero. This is accomplished by bringing the angular velocities 
of the satellite to zero through producing torques which oppose those sensed by the satellite due to the 
magnetic field of the earth.  The final Lyapunov function equation includes the governing equation for the 
B-Dot Controller.  Equation (53) is the Lyapunov function and is equivalent to the energy level of the 
system based on the angular velocity. Equation (54) is the derivative of the Lyapunov function and 
involves the derivative of angular velocity, angular acceleration. Equation (54) shows that angular 
velocity is directly dependent on torque, in turn making the Lyapunov derivative also dependent on 
torque. Equation (2) once again shows that torque is the magnetic moment produced by the 
magnetorquers crossed with the earth’s magnetic field. The magnetic moment required to be produced by 
the torquers to overcome the spinning is dependent on the angular velocity and magnetic field being 
experienced, as shown in Equation (62). Once the proper magnetic moment is calculated to overcome the 
angular velocity and the magnetic field, the torque needed to drive the angular velocity can be produced 
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and therefore the Lyapunov derivative can be produced. As seen in (63) the control policy brings the 
derivative of the Lyapunov function to less than zero. The reason that the control policy is concerned with 
making the derivative of the Lyapunov function less than zero is because when a functions derivative is 
less than zero the function approaches zero. Because the Lyapunov function is only dependent on angular 
velocity, when it approaches zero the satellite is no longer randomly spinning. The angular velocity data 
is provided with some error by the gyroscope and the magnetic field data is provided with some error by 
the magnetometer. The data from both sensors is improved by an Extended Kalman filter in practice. 
Once the OBC uses that data to determine the needed magnetic moment to produce the torque of interest, 
it causes the magnetorquers driver circuit to produce a current which will achieve the magnetic moment 
desired.  
2.3.3.2 Attitude Maintenance 
 After the satellite has been detumbled and its attitude has been acquired, there needs to be 
methods in place to ensure that the satellite can obtain its proper attitude throughout orbit. The Extended 
Kalman Filter (EKF) was used for determination throughout the orbit. Whereas the TRIAD method for 
initial attitude determination requires a lookup table for comparison to sensor readings, the EKF 
algorithm uses the initial attitude estimation from TRIAD and then measures the changes in attitude to 
give an updated attitude estimate.  
 For attitude control during orbit, a proportional-derivative controller had previously been 
implemented.  Proportional derivative (PD) controller is different from the B-Dot controls used in 
stabilization because it has two gains involved compared to the one in B-Dot. A PD controller allows fast 
response to errors in pointing accuracy. The WPI CubeSat mission is to align the payload line of site with 
the center of the sun within 2 degrees. The sun sensor and magnetometer are used to determine the 
attitude of the craft. The proportional gain instantaneously responds to the control error. The derivative 
gain acts on the rate of change of the control error but cannot compensate for constant error. The 
proportional gain is applied to the quaternion of the system as it incorporates the current error being 
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experienced. The derivative gain is applied to the angular velocity of the system since it incorporates time 
and therefore has an easily accessible rate of change. While in orbit the spacecraft will have an error 
angle, estimated error angle, body angles, and an angular velocity. The error angle is the actual angle 
between the body axis of interest and the desired sunlight vector. The estimated error angle is used in 
calculations because of the tolerances of the sensors being used, the true error angle cannot be 
determined. The body angles are the roll, pitch, and yaw about the x axis, y axis, and z axis, respectively. 
Both the estimated error angle and the body angles are used for the quaternion of the system, and are 
where the proportional gain is applied. The angular velocity is the spin rate around the body is supplied 
by the gyroscope.  
The classic PD controller can be seen in equation (64) [25, p. 3] 
 
p e dU K q K ω= +
 (64) 
This is a quaternion feedback controller [25, p. 1] [26, p. 3].It sets the control torque based on the 
quaternion error and the angular velocity vector. The two gain matrixes are selected for asymptotic 
stability and transient performance of the system. Kp is the proportional gain, the proper selection of 
which serves to reduce rise time and steady state error. Kd is the derivative controller which increases the 
stability of the system, reduces the overshoot, and improves the system’s transient response. [26, p. 4]. 
Effectively, the PD controller calculates the control torque in prove, portion to the errors in the angles and 
the angular rates and reduces the error [24, p. 5]. Variations of this PD are widespread for control of 
micro and nano satellites. Some have chosen to apply the same type estimated attitude error vector and its 
derivative [23, p. 4] ,the body angles and angular velocity [27, p. 6], the magnetic field derivative about 
one axis and the magnetic field about another [28, p. 4], Using the magnetic field exclusively requires 
takes the form of equation (65) [23, p. 2].  
 
( ) ( )p o r d o rM K B B K B B= − + −ɺ ɺ
 (65)
 
where Bo is the measured magnetic field, Br is the referenced magnetic field vector from a table or similar 
method. An acceptable range of difference must be calculated based on the specifications of the 
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magnetometer. This method would be more expensive computationally than that of equation (64) because 
of the need to store and use a look up table for the reference magnetic field vector, along with calculating 
the derivative for both the observed and referenced field vectors. Equation (65) is also limited by not 
being active in the polar regions of the orbit due to loss of measurement accuracy. Equation (64) which is 
not solely dependent on magnetic field data is more robust than equation (65). The PD controller has been 
used extensively with the EKF with extensive improvements over an implemented PD without EKF [29, 
p. 3].  
An area of interest for future work is methods for ideal gain selection for the PD controller. 
Methods have been outlined in some works, for example using the dampening ratio and natural frequency 
of the system along with the inertia of the system [26, p. 11].The Linear Quadratic Regulator (LQR) also 
determines the optimal feedback gain but of a linear system [24, p. 3].Various techniques have been used 
which are based in the dampening ratio and natural frequency along with pole placing and other methods. 
So far there has been no indication of a standard method used on CubeSat missions as there was with the 
PD controller.  
As mentioned earlier there are other controllers which are detailed in research but are much more 
limited in implementation. The closest controller to the PD controller is the proportional integral 
derivative controller (PID). The integral control allows the reduction of steady state error in addition to 
the reduction in rise time provided by the proportional control and the increase in stability provided by the 
derivative control [30, p. 1].Fuzzy logic control (FLC) allows for real time control unlike PD and PID 
control which have their gains set before the system is in orbit by simulation. This gives FLC an 
advantage to PD and PID because it can react better to random anomalies such as sun flares, time 
dependent measurement noise, and potential component failures [30]. As magnetic control is both 
nonlinear and time varying, FLC has been shown to be much more adapted to magnetorquer control but 
would be difficult to implementation at the undergraduate level. There are also the ε-strategies and 
heuristic design methods for attitude maintenance controllers for control but limited information on these 
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methods have made them impossible to attempt for simulation given the time available and their lack of 
CubeSat flight heritage.  
As each of the alternative controllers detailed above would require additional knowledge and 
programming, they cannot be easily implemented. Even the PD controller, the most simple but effective 
option does not have an optimized method for gain selection currently implemented. Until a process is 
chosen for the gain selection of the PD controller, no attitude maintenance method less intuitive than the 
PD controller should be attempted as they will have the same gain selection need but for a more 
complicated process. 
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Chapter 3: ADCS Testing 
3.1 Detumbling Simulations 
The detumbling simulator was compiled by Report MAD-CUBE [3] and improved upon this year 
to provide information which compared the results of changes to various orbital parameters. An 
explanation for its basis was summarized in section 1.4.1 of this report. During this simulation mode an 
orbit was chosen and implemented in the orbital propagator package Satellite Tool Kit (STK). STK 
provides the magnetic field information for this orbit based on information incorporated into IGRF. IGRF 
models the geomagnetic field of Earth based on ideal calculations and information gathered from 
satellites over time. The magnetic field information for multiple orbits was then saved in a table to be 
used by the ADC detumble simulator in MATLAB. This data was used to model what the magnetometer 
would read as the satellite moved through its orbit, with noise added in to represent real operation. In 
MATLAB, initial conditions concerning the relationship between the body frame and inertial frame of the 
satellite were set, along with an initial angular velocity. These initial conditions were determined based on 
what was simulated for other CubeSats which were later successful in stabilizing after ejection into orbit. 
Commonly, the body and inertial frame were aligned and 5 deg/s for each axis was used.  To be 
considered detumbled, an angular velocity of 0.1 deg/s per axis was chosen for the same reasons as the 
initial conditions.  
3.1.1 Optimal Gain Determination  
The angular velocity and torques produced during simulations were normalized and divided by 
the respective detumble times to provide a basis of comparison. Various data filtering methods of sensor 
information were also simulated for each gain being investigated. The sensor data was filtered with a Low 
Pass Filter (LPF), Extended Kalman Filter (EKF), no filtering (Raw), and the exact measurements as 
provided by STK. The gain set in the ADC code from Report MAD-CUBE team [3] for the stabilizing 
controller was 80,000. To investigate the reason for this, the gain was changed in 14,000 steps. In 
addition to considering the time to detumble, the normalized value of angular velocity, and torque, the 
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performance of the magnetorquers were also considered in choosing a gain value. This was done by 
comparing graphs of each magnetorquers output for a simulation. A table of the best results of this 
investigation is seen below. 
Table 14. Detumble Simulation Results 
Filter Type  Gain  Detumble Time (s)  Norm/t  
Exact  
 
-94285.6972 
 
4435 
 
1.46E-08 
 Exact  
 
-80000 
 
3520 2.51E-08 
Exact  
 
-71428.486 
 
3410 2.86E-08 
Raw  
 
-94285.6972 
 
4530 
 
1.43E-08 
 Raw  
 
-80000 
 
3605 2.46E-08 
 Raw  
 
-71428.486 
 
3345 3.01E-08 
LPF  
 
-94285.6972 
 
4350 
 
1.61E-08 
 LPF  
 
-80000 
 
3530 
 
2.60E-08 
 LPF  
 
-71428.486 
 
3405 3.05E-08 
EKF  
 
-94285.6972 
 
4615 
 
1.41E-08 
 EKF  
 
-80000 
 
4050 2.00E-08 
 EKF  
 
-71428.486 
 
3775 
 
2.40E-08 
 
 
After viewing the results in Table 14 it became apparent that the gain should be changed to approximately 
70,000 with an ongoing investigation into the exact value. The detumble times were very significant 
because during the stabilization mode the satellite was operating on battery power. Lower Norm values 
suggested less effort was required to reach the detumbled point, with exact power estimates for each to be 
investigated. An interesting discovery was that the performance during detumble was minimally changed 
by filtering the data. An even more surprising result was that estimates for both unfiltered and exact 
sensor information also resulted in negligible changes. This is shown better in the figures below which 
show the relationships of set gain value and data filtering selected on the simulated Norm and detumble 
times.  
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Figure 11. Detumble time as a function of Gain 
Figure 11 shows that a gain of approximately 70,000 minimizes the time to reach the stabilization point 
for all filtering methods.  
 
Figure 12. Norm as a function of Gain 
Figure 12 describes that a gain value around 120,000 was best because of the minimal effort required to 
reach a detumbled state. Comparing the Norm value to the detumble time, as seen in the next figure 
makes it very apparent that such a gain value was not ideal for actual implementation.   
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Figure 13. Norm as a function of Detumble Time 
While the norm value seen for a gain of 120,000 was the lowest possible, when the amount of time it took 
to detumble is factored in, it was obvious that there were many better options for the gain of the 
stabilization mode. When considering both the Norm produced and the length of time to detumble it had 
been. 
 The latest inertia matrix made available by the Structure team in Report JB3-CBS2 [2]was for the 
CubeSat with the most up to date instrument along with five solar panels. The previous simulations which 
resulted in Table 14, Figure 11, Figure 12, and Figure 13 were for a 3U, 4 kg, symmetrically mass 
distributed CubeSat which is no longer the real case for the WPI CubeSat. After simulating with the five 
solar panel CubeSat, the optimized gain range, detailed from the earlier idealized simulations, was still 
optimal. Below are two plots, one which shows the angular velocity components vs. time and the 
magnetorquer components vs. time. 
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Figure 14. Stabilizing Controller Test 
 Figure 14 shows the angular velocity of the craft during the detumble phase over time. The 
component values were offset from the y-axis for better viewing of the initial conditions of the phase. The 
simulation’s initial conditions were given as the satellite’s body frame coincides with the inertial frame. 
An initial angular velocity of 5 degrees per second was selected as that rate was common during the 
simulation of researched CubeSats with flight heritage. The offset made it easier to quantify what was 
being experienced by the craft. When a rate of 0.1 degrees per second was reached,  it was typical for 
CubeSats with flight heritage to switch to their attitude maintenance mode. With the most up to date 
inertia matrix, and a gain of 72000 for the B-dot controller, the craft was stabilized 3181.5 seconds after 
ejection. The orbital period of the spacecraft was 5892 seconds (98.2 minutes), which shows that the 
spacecraft had basically stopped its rotation before the end of one period. The ability to end the detumble 
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phase in one period is extremely important, as this phase operates on battery power. The quicker the 
phase ends, the less the battery will be drained which allows more power to be available to the other 
system components until the solar cells are charged.   
 
Figure 15. Magnetic moment produced during detumble 
Figure 15 shows that there was limited railing of the magnetic torquers capabilities during the 
detumble phase. It would have been possible to keep the magnetorquers below its maximum linear value 
by setting a simple control limit in the algorithms of the OBC.  
The deployed solar arrays will add an interesting effect to the stabilization phase of the satellite 
which the research conducted to this point has not discussed. The deploying of the solar arrays will add 
additional angular velocity to the satellite. Video shown by the structure teams showed the deployment to 
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be fast and slightly violent. The additional angular velocity needs to be quantified by the structure team 
through dynamic testing. Common practice is to expect an initial angular velocity between 5 and 10 
degrees, with simulations completed to shown when an acceptable angular velocity rate is reached 
through the B-Dot  policy. This simulated time is often used by missions to decide when to turn on the 
other subsystem. It is important to have a good estimate of the detumble time and when to turn on the 
other subsystem so that excess battery power is not used unnecessarily.  
If the angular velocity caused by the solar arrays is not quantified, the additional impulse may 
provide issues when the craft is in orbit. There is also the fact that once the solar arrays are deployed there 
is a different inertia matrix than when the arrays are stowed. It must be decided whether to deploy the 
arrays immediately and use only one inertia matrix or to begin detumble with one inertia matrix and when 
a particular angular velocity is reached to deploy the arrays and use the second inertia matrix. Simulations 
should be ran by the ADC team to see which method is optimal based on the length of time it takes to 
detumble along with the power required to do so.  
Research also needs to be completed on the flight heritage of what has happened to CubeSat 
missions which have experienced initial angular velocities higher than those expected between the 5 and 
10 degree range. If flight heritage shows innate risked with higher initial angular velocities that approach 
those seen when the arrays are deployed immediately, the second deployment scheme should be used. 
None of these very important simulations can occur without the Structures team making inertia matrix 
quantification and solar array deployment testing a priority.  
3.1.2 Additional Improvements to the Detumble Estimate 
 Moving forward, it is planned to quantify the exact power required for the gain and filtration 
setting detailed in Table 14. Though the ADC is the only subsystem operational during the stabilization 
mode if it is found that there are major differences in power required a different gain may be chosen than 
70,000. The simulation should be run at additional altitudes in addition to the 630 km currently used. 
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Attention should be paid to whether the mission team determines whether a boom will be needed again or 
not and the effects on the inertia matrix.   
3.2 Attitude Determination Method Simulations 
3.2.1 Reference Vectors 
All three determination methods require knowledge of the magnetic field and the sun vector in 
the Earth fixed inertial frame. These vectors represent the desired orientation of the CubeSat and are 
compared to the actual orientation to compute the attitude quaternion. For the actual mission, the 
information about these vectors must be stored in the CubeSat’s on board computer before launch. There 
are two methods to do this: look-up tables and computer models. After deployment, the CubeSat uses its 
Global Positioning System (GPS) unit to determine its current altitude, latitude, and longitude. Computer 
models use the CubeSat’s current location data to calculate the magnetic field or sun vector online. This 
requires the use of a fairly complex algorithm. The complexity of the algorithm causes this method to be 
computationally demanding and therefore slow. However, the OBC only needs to store the algorithm, so 
this method does not require the use of a lot of data space memory. Look-up tables store pre-calculated 
magnetic field and sun vector data values for various altitudes, latitudes, and longitudes. A simple 
algorithm uses the look-up table to find the magnetic field or sun vector value associated with this 
location. As long as the table is easily indexed, this algorithm is equivalent to a single arithmetic 
operation. The simplicity of the algorithm makes this method extremely fast and computationally 
efficient. However, the table stores values for each potential orbit, requiring a large amount of data space 
memory. Additionally, if the satellite’s current location falls between two values on the look-up table, 
accuracy will be lost as the algorithm must interpolate the value of the magnetic field or sun vector at that 
location [15]. For these simulations, computer models for both the magnetic field and the sun vector were 
used. These models were created in MATLAB and were used to more accurately determine the 
computation requirement for each determination method. 
  
52 
 
3.2.1.1 Geomagnetic Field Model 
The data used for the magnetic field model in these simulations was taken from the International 
Geomagnetic Reference Field (IGRF). The IGRF is an established numerical model that is compiled by 
the International Association of Geomagnetism and Aeronomy (IAGA) Working Group V-MOD using 
geomagnetic data collected from various satellites and magnetic observatories. The geomagnetic field is 
subject to slow but appreciable changes and so the IGRF is updated with a new field model every five 
years to maintain its accuracy. The IGRF 11, which was used for these simulations, is the eleventh 
generation of the IGRF. It was updated in 2010 and will be accurate until the end of 2015. The IGRF 
calculator utilizes the satellite’s orbital data to determine its desired location in order to calculate the 
magnetic field that the satellite should be experiencing. The satellite’s current location is determined 
through the use of a Global Positioning System (GPS). The IGRF’s governing equation is found below: 
 
B V= −∇
 (66)
 
where V is a scalar potential function defined below: 
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In this equation r is the radial distance in kilometers of the satellite from the center of the Earth. The 
coefficients gt and ht are Gauss coefficients in units of nanotesla (nT). The variable θ denotes the 
geocentric co-latitude (90°- latitude). The variable ϕ denotes east longitude. The constant a represents the 
magnetic reference spherical radius and is equal to 6371.2 km. P$cosθ( are the Schmidt semi- or 
quasi- normalized Legendre functions of degree n and order m. N is chosen to be 10 for the data from 
years up to and including the epoch 1995.0. The value of N is based on the accuracy and coverage of 
magnetic field observations so that the coefficients can be reliably determined. After 1995.0, N is chosen 
to be 13, as the model’s accuracy is improved by the data from the Ørsted and CHAMP satellites. 
To find the magnetic field components in the x-, y-, and z-directions, the following equations are used 
[31]: 
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 The scalar potential function is fairly complex. To simplify the computational requirement, the 
Schmidt normalized Legendre function can be converted to a Gauss normalized function via the following 
equation: 
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Similarly, the Gaussian coefficients can be combined with the S, factors as below: 
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Technically, although these coefficients are not location dependent, they are time dependent. However, 
they change slowly enough that a simple model could assume them constant and calculate both the 
combined ./,0 and Gaussian coefficients only once, before the launch. 
 The combined ./,0 factors can be calculated recursively, as below: 
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In the final equation, δ2  represents the Kronecker delta. This variable equals 1 when m = 1. Otherwise, it 
is equal to 0. 
 The Gaussian normalized Legendre function can be determined as below: 
 
0,0 1P =
 (77) 
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The partial derivatives of P, can be pre-calculated as well. The equations for these calculations can be 
found below. 
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where K is calculated using: 
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The individual magnetic field components can be calculated via the following equations: 
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Using the altitude, latitude, and longitude data from the GPS, these equations can be used to determine the 
magnetic field for the CubeSat [15]. 
 The graph below shows a simulation of the magnetic field for a 650km orbit. The magnetic field 
strength in nanoteslas is plotted for each component of the magnetic field. 
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Figure 16. Magnetic Field Strength for 650km Orbit 
3.2.1.2 Sun Vector Model 
The sun vector model is comparatively simpler than the geomagnetic field model. The equations 
for this model are based on the motion of the Sun in the ECI frame, which is well known. First, the mean 
anomaly of the Sun, MSun, is calculated. The mean anomaly is the angle, measured from perigee, which 
describes the position of the Sun in its orbital path. This value is purely a function of time and can be 
calculated with the following equation [14]. 
 
2000Sun SunEpoch SunM M n JD= +
 (88)
 
In the above equation, MSunEpoch is the known value of the Sun’s mean anomaly for January 1st 2000 at 
noon UTC. The mean motion of the Sun, nsun is also a known value. The Sun’s mean anomaly can then 
be calculated for any JD2000, which refers to the Julian Date from 2000. 
 
2000357.528 0.9856003SunM JD= +
 
 (89)
 
From the mean anomaly, the ecliptic longitude can be calculated. The ecliptic longitude, λSun, represents 
the position of the Sun in the two dimensional orbital plane in the ECI frame [15]. 
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2000280.461 0.9856474 1.915 sin( ) 0.020 sin(2 )Sun Sun SunJD M Mλ = + + +   
 (90)
 
To fully determine the position of the Sun in the ECI frame, however, knowledge of the tilt of the orbit 
from the two dimensional orbital plane is required. This parameter is called the obliquity of the ecliptic 
plane and is defined below. 
 
200023.4393 0.0000004 JDε = −
 
 (91)
 
The position of the Sun in the ECI frame can now be calculated as a unit vector with the following 
components [14]: 
 
cos( )Sun SunX λ=
 (92) 
 
cos( )sin( )Sun SunY ε λ=
 (93) 
 
sin( )sin( )Sun SunZ ε λ=
 (94)
 
To determine the accuracy of this model, the algorithm was simulated in MATLAB and data was 
calculated for one year. This data was compared to known sun vector data for the same time period. 
Satellite Tool Kit (STK) is a software package from Analytical Graphics, Inc. (AGI) that runs orbit 
analyses and calculates different parameters along the orbit including the sun vector. The simulation of 
the above sun vector model was compared to simulations completed in STK. The plots below show the 
results of these comparisons. 
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Figure 17. Comparison of sun vector from model and STK 
 
Figure 18. Error between sun vector model and STK data 
Figure 17 shows the strong correlation between the sun vector data calculated using the sun 
vector model and the values collected using STK. Figure 18 shows the error between the sun vector 
model and the STK data. The maximum error over the year was less than 0.008, which indicates that this 
sun vector model will be suitable for use on this mission. 
3.2.2 Deterministic Methods 
Three determination methods were chosen for attitude acquisition simulations. TRIAD, q 
Method, and the Optimal Two Observation Quaternion Estimation Method were each simulated using 
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MATLAB. These methods are described in detail in the chapter 2.3.1 of this report. The purpose of these 
simulations was to compare the computational requirements and accuracy of each method. 
The results of the computation requirement comparisons are shown in Table 15 below [14]. For 
this simulation, each deterministic method was timed using the tick-tock stopwatch timer command in 
MATLAB. The computation time reported in the table below represents the length of time needed for 
each method to calculate the attitude quaternion at a single time step. 
Table 15. Computational Comparison Results 
Determination Method 
 
Floating Point Operations 
 
Computational Time (s) 
TRIAD 
 
140 
 
0.00020826 
Q Method 
 
> 900 
 
0.00094679 
Optimal Two Observation 
Quaternion Estimator Method 
155 0.00034706 
 
Based on these results, TRIAD is the most computationally efficient method. However, the accuracy of 
each method was also compared. Since our mission has a strict pointing accuracy requirement, the 
method chosen must be very accurate, even if that means it is more computationally demanding. 
 The accuracy of each method was determined by running the simulation with ideal sensor 
readings, and comparing the results to those from running the simulation with sensor readings corrupted 
by noise. The simulated noise was based on the standard deviation information for each sensor. The 
standard deviations used are reported in the table below: 
Table 16. Sensor data used for simulation 
Sensor Standard Deviation 
Sun Sensor 0.005 ° 
Magnetometer 250 nT 
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The output of each simulation was the attitude solution in the form of a quaternion. The multiplicative 
error between the ideal case quaternion and the real case quaternion was computed and then transformed 
into Euler angles errors. The graphs below show the Euler angle errors for each determination method. 
 
Figure 19. Euler angle error for attitude determination using TRIAD method 
 
 
 
Figure 20. Euler angle error for attitude determination using q-method 
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Figure 21. Euler angle error for attitude determination using the optimal two observation quaternion 
estimator method 
These simulations represent 100 sensor readings, taken at 1 second intervals. From these results it 
was determined that with this mission’s selected sensors, TRIAD and the optimal Quaternion Estimator 
methods were the most accurate determination methods with maximum angle errors of less than 0.04°. 
The q-method experienced angle errors of greater than 0.3°. The difference in accuracy between TRIAD 
and the optimal Quaternion Estimator method was difficult to determine, as it is dependent on randomly 
generated sensor noise which varied between each simulation. In some simulations TRIAD had smaller 
angle errors; in others the optimal Quaternion Estimator was more accurate. For this reason, it was 
concluded that the two methods had equivalent accuracies. However, as TRIAD was the least 
computationally demanding option, it was chosen to be the initial attitude determination method for the 
WPI mission.  
3.2.3 Recursive Methods 
Kalman filters process data corrupted by noise and are used to simulate and estimate future states 
of a linear dynamic system. A specific Kalman filter was designed for the requirements of the WPI 
CubeSat mission. As the satellite’s sensors do not provide continuous readings, a discrete filter was 
needed. Furthermore, as the dynamical equations of motion of the CubeSat are nonlinear, an Extended 
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Kalman Filter (EKF) was required. For these reasons, the designed filter was a discrete multiplicative 
quaternion EKF. The design of this filter is detailed in Appendix A. This section describes the simulation 
of this Kalman filter using MATLAB. 
The computational requirement for the EKF was determined in the same manner as was used for 
the deterministic methods. The tick- tock stopwatch timer command in MATLAB was used to time each 
iteration of the EKF. The combined computational time for both the a priori and a posteriori estimates 
was determined to be 0.00039759 seconds. This time compares to the 0.00020826 seconds that was 
required for each TRIAD calculation. Although the EKF had a longer computational time, each iteration 
of EKF contained two attitude estimates, so that the time required per estimate was less than that for 
TRIAD. 
As with the deterministic method simulations, the accuracy of the Kalman filter was determined 
by running the simulation with ideal sensor readings, and comparing the results to those from running the 
simulation with sensor readings corrupted by noise. The simulated noise was based on the standard 
deviation information for each sensor. The standard deviations used are reported in the table below: 
 
Table 17. Sensor data used in simulation 
Sensor Standard Deviation 
Sun Sensor 0.005 ° 
Magnetometer 250 nT 
Gyroscope 0.00236 °/sec 
 
The output of the EKF simulation was the state vector, which includes the attitude quaternion and 
the angular velocity. The multiplicative error between the ideal case quaternion and the real case 
quaternion was computed and then transformed into Euler angle errors. These angle errors are shown in 
the graph below. Additionally, the angular velocity error was computed for each axis. These rotation 
errors are shown in the second graph below. 
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Figure 22. Euler angle error for attitude determination using extended Kalman filter 
 
Figure 23. Angular velocity error for attitude determination using extended Kalman filter 
The above graphs represent the error data collected for a simulation of 100 sensor readings taken 
at 1 second intervals. The EKF was set to have a time step of 1 second, to match the time between sensor 
readings. The errors reported above represent the determination error experienced after only the a 
posteriori estimate. The maximum Euler angle error for attitude determination using the extended Kalman 
filter was 0.06 ° and the maximum angular velocity error was 0.2 °/sec. 
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3.3 Control Maintenance Simulations 
 The control maintenance mode used a PD controller as detailed earlier in the report. The 
proportional and derivative gain both needed to be optimized. There was some difficulty in the 
optimization because there was not a direct relationship between the gains. Increasing one did not mean 
that the other should have been increased, decreased, or changed at all. After a few initial simulations it 
was found that the derivative gain should have been modified through the orbit with limits set for a 
maximum and minimum. Trial and error was used to gain experience with the best ways to manipulate the 
two gains. Initial simulation and set up was performed by Andrew Bigelow. The result of the pointing 
error simulations were quantified to show what percent of the time the satellite was within specific 
degrees of accuracy. The results of the simulations at the point of handoff between the initial set up 
between Bigelow and the current ADCS team are shown below.  
Table 18. Results for symmetrical mass distribution 
Error Angle (degrees) Percentage of time spent 
0.25 9.18 
0.50 29.84 
0.75 47.36 
1.00 59.91 
1.50 75.11 
2.00 83.19 
 
It should be noted that these numbers were based on the time when the satellite was not in eclipse. It 
would not have made sense to try looking at the sun when it was not possible to be viewed. Also, these 
values were skewed because the amount of error when coming off of eclipse was greater than the average 
amount of error seen at approximately 5.7268 degrees. 
 The results of Table 18 were from the original case of the 3U 4kg CubeSat. The simulations were 
run again with the 5 solar panel deployed inertia matrix.  
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Table 19. Results of Current Inertia Matrix 
Error Angle (degrees) Percentage of time spent 
0.25 5.21 
0.50 15.14 
0.75 30.95 
1.00 44.47 
1.50 62.70 
2.00 72.09 
 
The gains used during the simulations of Table 18 were 0.00008 for the proportional gain, a minimum 
derivative gain of 0.0002 to 0.005 when in sunlight, and a derivative gain of 0.002 when in eclipse. When 
those gains were used with the new inertia matrix it was found that an error angle of 2.00 degrees was 
only achieved 58.13% of the time. The following figures show what types of errors and rates were 
experienced by the satellite over the orbits simulated with the current inertia matrix which produced the 
results in  
Table 19. 
 
Figure 24. Body angle of the craft during attitude maintenance 
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Figure 25. Angular velocity experienced during attitude maintenance in the body frame 
 
 
 
Figure 26. The angle between the pointing axis and the desired pointing vector 
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Figure 27. The angle between the estimated and actual direction of the pointing axis 
To achieve the above results numerous simulations were performed changing the various gains. The gains 
which produce the results of  
Table 19 can be seen below. 
Table 20. Gains used to produce Table 19 results 
Gain Values Value 
Proportional 0.00008 
Maximum Sun Derivative  0.008 
Minimum Sun Derivative 0.00009 
Eclipse Derivative 0.002 
   
It was found that the eclipse derivative gain was found to be about as important as the variable 
gain range while in the sun. Changes in the derivative gain used only while in eclipse had the ability to 
lower accuracy of the pointing to within two degrees of accuracy less than 20% of the time. It was likely 
that the low gain during eclipse increased the error angle once when coming out of eclipse and forcing the 
satellite to spend time compensating for that error. These did not meet the mission requirements. As no 
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university CubeSat had been found to use magnetorquers and have an accuracy range attempted by WPI, 
there were several options available for increasing the accuracy to be achieved by the craft. Stronger 
magnetorquers would make better use of the Earth’s magnetic field available to it. The gain manipulation 
technique used was a process of trial and error while there were also gain manipulation methods based on 
the state of the system. The worst case scenario, if the 2 degrees of accuracy cannot be met, was to 
introduce reaction wheels into the system. As detailed earlier in the report, these were rejected as the 
actuator due to high cost, high mass, additional concerns with moving parts integrity degradation, and the 
need for a secondary actuator system to desaturate the reaction wheels.    
3.4 Planned Improvements for Attitude Simulations 
Over the course of the project there h been many changes to the structure, such as the addition of 
deployable solar panels, the removal of thrusters, and a new scientific instrument. . There have also been 
changes made to the actuator, sensors, and computers. All of these hardware changes meant a very 
different inertia matrix than what has been used in simulation, which was the inertia matrix provided by 
the mission design last year [3]. The most important change that needed to be made to the simulations 
was the new inertia matrix for the system. For relevant attitude maintenance simulations, the newest 
inertia matrices were required. Once the structure team provided the matrix with the solar arrays deployed 
for simulations, more relevant simulations were able to occur. So far, no information has been provided as 
to the dynamic effects produced by the deployment of the solar arrays. The ADCS team must make sure 
to stay updated on changes to the structure and the new inertia matrix.  
These simulations pointed the direct z body axis to the sun, which was in the middle unit. The 
actual payload was in the bottom unit of the craft, which made for slightly different actuation and control 
needs. The current layout of the spacecraft structure might also need some manipulation. A more even 
distribution of the internal spacecraft mass should benefit the spacecraft control as the attitude simulation 
results were more ideal for the symmetric case than the current inertia matrix. An additional change 
which is very important to the accurate simulation of the system is inclusion of the OBC communication 
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capabilities. Currently the OBC is being investigated by the Mission team. Going forward, they will 
quantify the ability of the sensors to transmit data of a particular size at a specific rate, as determined by 
the OBC. The OBC will also take time to perform all the calculations needed for attitude determination 
and control. After the calculations are completed the OBC will need to distribute whatever information 
and actions are appropriate for the particular phase it is in. The abilities of the OBC and the transmission 
rates being used should be incorporated into the ADC simulations by adding delays to the data being 
applied based on the Mission Teams finding. Currently the simulations are assuming that data will be 
collected and distributed continuously and instantaneously, which is not how it will actually work. The 
capabilities of the OBC will affect the ADC capabilities drastically.  
While it has been analytically shown that the atmospheric drag, gravity gradients, and solar 
radiation will have no major effect on the attitude control for the orbit of interest at some point 
simulations incorporating those features should be completed. The simulations are also not incorporating 
any filtering or amplification needs of the individual sensors specifically, or the driver circuit required for 
use with the magnetorquer. The driver circuit for the magnetorquer is a pulse width modulator which will 
be controlled by the OBC, to change its pulsing rates based on the current that is needed to produce a 
magnetic moment of interest. While the filtration, amplification, and magnetorquer driver circuits should 
have minimal effect on overall system performance, similar to the disturbance torques, they should be 
incorporated into the simulation at some point before launch. 
3.5 Hardware in the Loop Testing of the ADC 
It is important to complete hardware/software (HW/SW) testing of the implemented policies even 
though they are similar in method to the majority of magnetorquer policies with flight heritage. This is 
why a number of universities which work on CubeSats have hardware test beds. The test beds researched 
have been advanced by California Polytechnic State University, Georgia Institute of Technology, 
Stanford University, and others for about a decade. Because of time and cost constraints the initial 
HW/SW testing for WPI will be much simpler in comparison. Common methods between implemented 
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and proposed tables were found to provide the initial requirements for hardware-in-the-loop (HITL) test 
bed for a WPI testing table.  
There are inherent issues with dynamic related testing on Earth for a system which will operate in 
space. There is a 1 G environment compared to the 0 G environment of space [32, p. 1]. The Earth’s 
gravity causes an environment which will have residual torques not experienced in space. Residual 
torques are eliminated from the testing system by using mass balancing techniques. Accurate balancing of 
the platform is necessary to duplicate a torque free environment, which is accomplished by placing the 
center of gravity (COG) at the same location (COR) [32, p. 2]. It is necessary to quantify the exact 
moment of inertia and center of gravity of the entire testing system to make a torque-free environment. To 
provide a frictionless environment every table investigated used air bearings. These air bearings use 
pressurized air to minimize the friction in the system because of the cushion of air the system rests on. It 
is important to include an air filter with the air pressurizing system because it removes moisture and other 
impurities along with regulating air pressure [32, p. 5].With the COG and COR aligned by mass 
balancing, the planned system actuator will be able to control the table. Because of the concerns of COG 
and COR alignment, wires cannot connect the hardware on the table to a monitoring system or the ADC 
policies if they are not on a microcontroller on the table itself. This means that wireless communication is 
required.  
The attitude HITL tables are used to test the integration for the development and evaluation of 
Lyapunov based asymptotically stable nonlinear controls [33, p. 2]. There are limitations to the air 
bearing test beds, such as there is only rotational motion about a fixed point and general there are only 
360 degrees motion about the yaw axis. As complicated as the tables are, they are the only true option for 
accurate system integration testing for one degree of freedom testing, with some additional leeway about 
the roll and yaw axis.  
Table 21 shows the common components necessary for the creation of a test bed.  
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Table 21. Common Components for an Air Bearing Test Bed 
Application Research [34] Naval Post Grad[35] Virginia Tech[32] 
Power unknown Inspired Energy 
N2053HD26 
Six 12V batteries in 
pairwise series 
Board 
(PC/104) 
unknown Advanced Digital 
Logic ADLLX8PC-
AMD Geode LX800 
Pentium 266 MHz main 
computer 
Serial Board unknown Access I/O Products 
Inc 104-COM-85M 
serial board 
 
A/D Board unknown Diamond-MM-
32AT Analog I/O 
PC/104 module 
Diamond System 
DMM32 analog 
interface board 
Actuator  unknown New Scale 
Technologies: linear 
motor SQL 3-4-10. 
unknown 
Wireless 
communication 
and monitor 
Bidirectional radio link 
transmitter/receiver   
module Linx 
Technologies 
unknown Wireless RF modules to 
the RS-232 serial port 
Table 76 cm diameter, 17 
mm thick PVC foam 
with 3 layers of biaxial 
carbon form with 
embedded epoxy 
(custom) 
Aluminum structure 
in house custom 
design 
Disk shaped aluminum, 
61 cm diameter, 1.90 cm 
thick, 1 meter high 
Spherical air 
bearing 
Custom in house with 
80 kg capacity with six  
jet multiflow and air 
filter 
Custom sphere  SRA 300 spherical air 
bearing by Specialty 
Components Inc. 170 to 
270 kPa for 340 kg load 
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Chapter 4: Conclusion 
4.1 Final ADCS Design 
The WPI CubeSat is a 3U CubeSat that is being designed to perform space weather observations 
from a sun synchronous lower Earth orbit for a mission length of one year. This CubeSat mission is a 
collaboration between WPI, NASA Goddard, the Space Research Center, and Universities in Poland. The 
satellite’s payload is the SphinX-NG, an X-ray spectrometer that is being developed for solar X-ray 
monitoring. The mission objectives require this instrument to be pointed at the center of the sun within 
one degree of accuracy for the maximum possible time. The attitude determination and control (ADC) 
subsystem of the WPI CubeSat will be used to ensure that the satellite achieves and maintains the 
required pointing accuracy for this mission. This objective will require an active ADC system that is 
capable of accurately controlling the satellite’s attitude throughout the entire mission. 
4.1.1 Hardware Selection 
 The hardware chosen for the ADC system was carefully considered. To achieve such a high 
pointing accuracy, several different sensors will be required. Sun sensors and magnetometers measure the 
sun vector and the magnetic field experienced by the satellite, and will provide enough information to 
determine the satellite’s current attitude. A gyroscope will provide the current angular velocity of the 
CubeSat and a Global Positioning System (GPS) will determine the satellite’s current location in orbit. 
Powerful actuators will also be needed for this mission. Magnetorquers control the current in a solenoid to 
produce torques in reaction to the Earth’s geomagnetic field. Three orthogonally-placed magnetorquers 
will provide full three-axis attitude control for the CubeSat. These hardware choices are summarized in 
the table below. 
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Table 22: Summary of Final Hardware Selection 
Sensor/ 
Actuator Model Manufacturer 
Number 
Needed Unit Price 
Power 
Requirement 
Sun Sensor Coarse Comtech AA 5 $13,207.00  None 
Sun Sensor Fine 
SSBV Space 
and Ground 
Systems 
1 $5,000.00 < 140 mW 
Magnetometer HMC5883L Honeywell 1 $14.95 0.25mW 
Gyroscope ADXRS450 Analog Devices 1 $59.54 30 mW 
GPS SGR-05U Surrey 1 $18,000.00 80mW 
Magnetorquer 
MTO.2-1 
Power 
Optimized 
ZARM 
Technik AG 3 $1,980.00 140 mW 
  
The sensors and actuators chosen for this CubeSat mission were selected primarily based on 
accuracy and flight heritage. The strict pointing requirement mean the most accurate hardware possible 
must be selected. Flight heritage proves that each hardware option has worked effectively in the past and 
so will successfully for this mission as well. The hardware selection for the sun sensors, gyroscope, and 
magnetorquers was summarized in Section 2.2. The selection of the magnetometer and GPS was 
completed by the Mission Analysis Team, and is summarized in Report NAG-1102 [1]. 
4.1.2 ADC Algorithms 
After launch, the CubeSat will be ejected into lower Earth orbit with some random angular 
velocity. Before the CubeSat can determine its attitude, it will first need to detumble. To do so, it will use 
a B-Dot stabilizing controller designed to bring the rotational velocity of the satellite to zero. This 
controller is based on Lyapunov’s direct method, which selects input torques that cause the derivative of 
the rotational velocity to be negative, eventually bringing the system to rest.  
Next, the satellite will need to determine its current attitude. For this, the CubeSat will use the 
GPS to determine its current location in orbit. This information will allow the orbit propagator algorithm 
to determine the desired sun vector and magnetic field values for the satellite’s current location in orbit. 
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The CubeSat will also use its sun sensors and magnetometer to take readings of the actual sun vector and 
magnetic field that the satellite is experiencing. It will then use the TRIAD algorithm to compare these 
values to the desired values and calculate the quaternion that represents the rotation of the satellite to its 
desired attitude. This algorithm uses two vector observations and two reference vectors to over determine 
the attitude solution problem, simplifying the computational requirement significantly. The TRIAD 
algorithm had the highest accuracy and was the least computationally demanding initial attitude 
determination method that was researched. 
A PD Controller will be used to calculate the amount of current that should be passed to the 
magnetorquers to produce the required torque needed to rotate the satellite. The selected PD controller 
works by applying a proportional gain to the quaternion of the satellite and a derivative gain to the 
angular velocity of the satellite. The proportional gain instantaneously responds to the control error. The 
derivative gain acts on the rate of change of the control error but cannot compensate for constant error. 
The proportional gain is applied to the quaternion of the system as it incorporates the current error being 
experienced. The derivative gain is applied to the angular velocity of the system since it incorporates time 
and therefore has an easily accessible rate of change. The application of those two gains to those specific 
error types determines the torque needed to move the satellite in a manner to reach the pointing 
requirements. The CubeSat will then be pointing at the center of the sun and will need to maintain this 
attitude for as long as possible. Recalculating the TRIAD solution for every sensor reading would be 
computationally demanding, so a recursive determination method is used for attitude maintenance. An 
extended Kalman filter (EKF) was designed for the WPI CubeSat to recursively update the attitude 
quaternion without having to reevaluate the TRIAD solution. 
These algorithms were explained in greater detail in Section 2.3 and are summarized in the block 
diagram below. 
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Figure 28. Block Diagram of the Final ADC System 
The block diagram displays the inputs and outputs of each algorithm, as well as which sensors and 
algorithms are used for each stage of the CubeSat’s mission. 
Each ADC algorithm was successfully simulated using MATLAB. These simulations included 
real cases, where noise was added to the simulated sensor readings based on the standard deviation ratings 
of the selected sensors. Through these simulations, the theoretical accuracy of this ADC system design 
was evaluated. The percentage of time that the CubeSat was able to point the SphinX-NG at the center of 
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the sun when not in eclipse was calculated to be approximately 70% with the current inertia matrix and 
80% of the time when the mass is symmetrically distributed. 
4.2 Recommendations 
 This section contains recommendations for the improvement of the ADC system design. 
Currently, the ADCS is only within one degree of accuracy for 70% of the mission time not spent in 
eclipse. Ideally, this percentage will be raised to 90% or better before the start of the mission. To increase 
this accuracy, the satellite will require either more accurate sensors or better algorithms. The selected 
sensors are already among the more accurate hardware options commercially available. There are several 
potential ways to increase the accuracy of the ADC algorithms however. These possible methods are 
described below. It may also be possible to use a more robust actuator to make better use of the Earth’s 
magnetic field, though that may have negative effects on the total mass and power required.  
4.2.1 Additional Determination Method Simulations 
 Among the determination methods that were simulated using MATLAB, the TRIAD method was 
found to be the most accurate. This method was also found to be the most commonly used method among 
CubeSat missions. However, there are several other determination methods that were researched but not 
simulated. These additional methods include Single Value Decomposition (SVD-Method), which was 
used on AAUSAT3 [36]. The SVD-Method is an initial attitude determination method that was not 
selected for MATLAB simulation because although it is very accurate, it has a high computational 
requirement. However, this method should be further researched. In order to increase the accuracy of the 
ADC system, a determination method with a higher accuracy should be chosen, even at the expense of a 
greater computational requirement. 
 More simulations should be completed for different recursive attitude determination methods as 
well. Only the extended Kalman filter (EKF) was simulated in MATLAB for this study. However, other 
CubeSats have used different recursive methods. The AAUSAT3 used an unscented Kalman filter (UKF) 
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[36]. A UKF is often more accurate than an EKF for highly nonlinear systems because it use the 
unscented transform to more accurately determine the true mean and covariance of the system by 
applying a nonlinear transformation to the probability distribution. The SwissCube mission used an 
optimal REQUEST method, which is a recursive version of Davenport’s q-method [17]. These methods 
should be simulated in MATLAB in order to determine if either method will be more accurate than the 
current EKF for the WPI CubeSat mission. 
4.2.2 Variable Gain Manipulation 
The current method for gain manipulation of both the stabilizing controller and the attitude 
maintenance controller is a trial and error process. It is inefficient for finding the ideal gains necessary to 
meet the pointing requirements of the mission. There are several gain manipulation techniques which are 
based on the state of the system. These variable techniques can more accurately respond to the errors in 
the desired attitude. A simple variable gain has been implemented for the derivative gain of the 
proportional derivative controller. Methods have been outlined in some works, for example using the 
dampening ratio and natural frequency of the system along with the inertia of the system. The Linear 
Quadratic Regulator (LQR) also determines the optimal feedback gain but of a linear system. Various 
techniques have been used which are based in the dampening ratio and natural frequency along with pole 
placing and other methods. So far there has been no indication of a standard method used on CubeSat 
missions as there was with the PD controller.  For the improvement of the attitude maintenance of the 
control policies gain manipulation techniques should be one of the first areas of investigation for the next 
step in continuing of the mission.    
4.2.3 Hardware in the Loop Testing 
There is more work to be done before this ADC system is ready to be implemented on the 
satellite. Although the software has been extensively tested, it should be integrated with the hardware so 
that the entire system can be tested fully. The selected sensors and actuators should be obtained as soon as 
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possible so that adequate hardware testing can take place. While advanced HITL tables are extremely 
expensive, a table for simple validation of the control algorithms will be possible at a lower cost. A HITL 
table will provide an early introduction to the nature of the control policies and allow for improvements 
for how to use the sensor data. The programming of the HITL table OBC and the mass balancing system 
will be needed to ensure a simulated space environment with no residual torques. Hardware in the loop 
testing procedures are detailed in Section 3.5.  
4.2.4 Understanding the ADCS 
One of the biggest setbacks during the project was the time required to understand the theory 
explored and simulations performed by the previous ADCS. The ADC aspect of Aerospace Studies is 
usually reserved for graduate students at many other institutions, and most universities do not offer many, 
or any courses which cover the extremely complex material examined throughout this project. For this 
reason, it was very difficult to learn about ADCS methods in such a short period of time. In future years, 
it would be beneficial to require that ADCS students enroll in such courses such as Guidance, Navigation 
and Control and Nonlinear Control Systems to ensure that students will have the necessary knowledge to 
advance the ADCS. 
Analyzing the MATLAB ADCS simulations created by Andrew Bigelow [3] also required a large 
amount of time. The simulation code consists of 6 folders containing 42 files, most of which overlap, 
intertwine, or use the same Global variables. To aid future ADCS Teams in navigating the MATLAB 
code, a guide has been created. This guide, shown in Appendix E: MATLAB Code Guide gives a brief 
summary of the purpose of each program file along with a list of Global variables and functions used in 
the file. Converting this data into a Microsoft Word format allows for faster navigation through the many 
sections of the code than running searches directly in MATLAB. Ideally, with the help of this guide, 
students will be able to learn the paths of the different codes more quickly, which will allow for ease of 
future editing. 
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Appendices 
Appendix A: Design of the Kalman Filter  
Discrete Multiplicative Quaternion Extended Kalman Filter Algorithm 
The Kalman Filter is introduced and described in Section 2.3.1.9 of this report. The differences 
between the linear filter and the nonlinear Extended Kalman Filter (EKF) are highlighted and the 
equations for both filters are presented. In this section, the specific EKF for this CubeSat mission is 
designed. 
For this mission, the state vector consists of four quaternion elements and three angular velocity 
components as follows: 
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The satellite’s dynamic system is nonlinear, requiring the use of an EKF. The nonlinear dynamic 
equations for the EKF are shown below. 
 
( , , )X f X u t w= +ɺ
 (96) 
 
( , )z h X t v= +
 (97)
 
where X is the state vector, u is the control input, w is the process noise, z is the output, and v is the 
output noise. For this CubeSat, the dynamic system can be expressed as below. 
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ˆz β=
 (99)
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Where T is the input torque from the magnetorquers, I is the inertia matrix, and ?@ is the measurement of 
the magnetic field using the magnetometer. The magnetometer is more accurate than the sun sensor, so 
the magnetometer is chosen for the sensor measurement. The matrix Ω is a function of the satellite’s 
angular velocity and is defined below. 
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The a priori estimation of that state X at the discrete time k is simply: 
 
1( )k kX f X dt− −=
 (101)
 
The time step, dt, is chosen as the time between sensor measurements. Next the Jacobian matrices F and 
H are calculated by finding the gradient of f and h along the estimated state. 
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where the matrix x is defined as: 
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The matrix Γ is defined as
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The matrix I3x3 is the three by three identity matrix and I is the inertia matrix as defined below: 
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Assuming that Fk) is constant over the discrete time step k, the state transition matrix, ϕk, can found 
with the following equation. 
 
( )F k dt
k eφ =
 (107)
 
The a priori error covariance can be found with the following equation. 
 
ˆ ˆ( )( )Tk k k k kP E X X X X− − −= − −
 (108) 
 
T
k k k k kP P Qφ φ φ− = +
 (109)
 
The matrix Q is the covariance matrix of the sensor noise, v. Now the Kalman gain can be found using the 
following equation: 
 
1( )T Tk k k k k kK P H H P H R− − −= +
 (110)
 
The matrix R is the covariance matrix of the process noise, w.  
 Next, the a priori state estimate is updated with a measurement. This measurement can be 
expressed as below: 
 
ˆ
ˆ ( , )k kz h X t− −=
 (111)
 
This measurement has some noise associated with it from the imperfections in the sensor. The difference 
between the measured state and the actual state is the measurement residual, which can be defined as: 
 
ˆk k kv z z
−
= −
 (112)
 
The measurement residual for this CubeSat mission can be found via the following equation. 
 
ˆ
ˆ
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β β
β β
×
=
 (113)
 
The difference between the a priori state estimate and the a posteriori estimate, which represents the 
measurement update, is shown below. 
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k k kX X X
−
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The difference between these estimates is the perturbation ΔFGH and can found by the equation below. 
 
ˆ
k k kX K v∆ =
 (115)
 
To find the new attitude estimate, the angular velocity is calculated via the following equation. 
 
ˆ ˆ ˆk k kω ω ω
−
= ∆ +
 (116)
 
However, quaternion multiplication is needed for the quaternion portion of the new attitude estimate. 
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The a posteriori attitude estimate is then: 
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The a posteriori error covariance matrix is calculated below. 
 
ˆ ˆ( )( )Tk k k k kP E X X X X− −= − −
 (119) 
 
3 3 3 3( ) ( )T Tk k k k k k k kP I K H P I K H K RK−× ×= − − +
 (120)
 
The EKF can now be propagated by setting the discrete time to k+1. This EKF algorithm is summarized 
in the table below [37]. 
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Table 23. Extended Kalman Filter Algorithm 
 
System dynamics 
 
1 1
1 ( )( , , ) 2
( ( ))
qf X u t
I T I I
ω
ω ω− −
 Ω 
=
 
− × 
 
 
1. A priori estimate: k = k 
 
a. A priori state estimate 
 
1( )k kX f X dt− −=  
 
b. A priori error covariance 
 
T
k k k k kP P Qφ φ φ− = +  
 
2. Gain calculation 
 
a. Kalman gain 
 
1( )T Tk k k k k kK P H H P H R− − −= +  
 
3. Measurement update, a posteriori estimate: k = k 
 
a. Angular velocity update 
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b. Quaternion multiplication 
 
2
ˆ
ˆ ˆ
ˆ1
k
k k
k
q
q q
q
−
∆ 
 = ⊗
 − ∆  
 
 
c. A posteriori state estimate 
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d. A posteriori error covariance 
 
3 3 3 3( ) ( )T Tk k k k k k k kP I K H P I K H K RK−× ×= − − +  
 
4. Set k = k + 1, return to step 1. 
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Appendix B: Sun Sensor Data Sheets 
Comtech Aero Astro Coarse Sun Sensor (Cost: $3207.00) 
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ISIS Mini Fine Sun Sensor (Cost: $13240.26) 
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SSBV CubeSat Sun Sensor (Cost: $5000.00) 
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Appendix C: Gyroscope Sensor Data Sheet 
ADXRS450 (Cost: $59.54) 
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Appendix D: Magnetorquer Data Sheet 
ZARM Technik MTO.2-1 (Cost: $1980.00) 
 
96 
 
Appendix E: MATLAB Code Guide 
ADC Simulator 1.3 Guide 
 
The purpose of this document is to provide an easier way of navigating the ADC Simulator 1.3 MATLAB 
code series. If you’re searching for a variable, just ctrl+F and search away! There will be explanations for 
each variable as well as a description as to where it will be used.  
Globals 
IGRF=comes from the MAG.csv spreadsheet (simulated magnetic field data from STK). 
SUNLIGHT =comes from Sunlight.csv –Sunlight file is the raw sun data without noise added. 
NADIR = comes from the NADIR.csv file generated by STK 
s0= initial state vector. This is a 7 x 1 matrix, with the first 3 entries being angular velocity components 
ω1, ω2, ω3 and the last 4 entries being the quaternion components q1,q2, q3, and q4. 
Mu=3 x 1 vector containing magnetorquer moment values. 
“B”=magnetic field vector given by sensor_magnet (t0, ‘real’, ‘body’) 
“W”= angular velocity given by sensor_gyro (‘real’) (3 x 1 matrix) 
“S”= sun vector given by sensor_sun (t0, ‘real’, ‘body’) 
DT= 3 x 1 matrix defined in Mag.m-desired torques from magnetorquer. 
Kds=3 x 1 matrix defined in Mag.m 
InSun=0 matrix defined in Mag.m 
Props 
S_est= estimated state vector 
Folders 
Control 
PD.m 
Gives mu, the 3 x 1 vector containing magnetorquer moment values. Uses Globals “B”, Props, DT, Kds, 
InSun and inputs t, current time in simulation, des_q, the desired quaternion, and “s”, the current state of 
the system. Uses a proportional constant Kp and a derivative constant Kd. Defines desired torques from 
magnetorquer DT. Kp value can be changed in the Satsim PD GUI,  Kd is currently a variable gain with 
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the applicable range only capable of being changed through hard coding, the Kd value from the Satsim 
PD Gui only changes the Kd used during eclipse.  
Stabilizer.m 
The stabilizing controller aims to slow the satellite during detumbling. Globals used are Props. Produces 
an equation mu=stabilizer(“s”,”B”)=Props.K_Stab.*cross(“B”,”w”) where K_Stab is the stabilizing 
constant, and  “w” is the 3 x 1 vector containing magnetorquer moment values.  
Determination 
EKF.m 
Globals: s_est, P_ekf, mu, Props, “B”, F_ekf, “S”, s0, InSun. Uses the inertia tensor set, the current 
quaternion and angular velocity to set up the predict and filter cycles of the EKF outputting the new state 
estimate. 
Defines w as rows 1-3 of s_est, and q as rows 1-4. Uses a predict cycle utilizing “B” and mu for use in 
the Euler equation “E” with qd, s_est, and P_ekf. Uses a filter cycle which uses the TRIAD estimate 
y=TRIAD_est(t), s_est, InSun to output a new vector “s”, s=s_est 
intEKF.m 
Uses the state vector estimate from TRIAD s_est=TRIAD_est(t)and acceleration “a” from gyro_std, 
along with P_ekf as a diagonal marix. Used F_ekf=jacobian() to produce a new F_ekf. Uses the initial 
information from triad and the angular acceleration to begin the EKF knowledge. 
 
LowPass.m 
Gives updated estimated state vector est_s_new from the old state vector estimate est_s_old=est_s using 
the Low Pass Filter est_s_new=LowPass(count, est_s) to filter the noise introduced by sensors. 
TRIAD_est.m 
Produces the state vector estimate s=TRIAD_est(t) based on “B” and “S” for the body vector triad and 
model_B=model_magnet(t,’ideal’)  as the magnetic field model and model_S=model_sun(t,’ideal’) as 
the sun vector model for the inertial vector triad. These two triads are utilized by the direction cosine 
matrix q=q_from_dcm(A) to produce the 7 x 1 state vector S, where the first three rows are “W”. 
Math 
Angle_diff.m 
Quantifies the change in the body angle experienced. 
Angular_error.m 
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Determines unit vector angular error uv=angular_error(v,rtype,angle) . Where the direction vector for 
axes are defined for angular error estimations. 
Dcm_from_q.m 
Calculates the direction cosine matrix Q=dcm_from_q(q) from the quaternion values q1,q2, q3, and q4, 
where q4 is scalar. 
Delta_q.m 
Calculates the difference in quaternion values q=delta_q(des,act) from the last reading based in 
acceleration. 
q_from_dcm.m 
Calculates the quaternion q=q_from_dcm(Q) from the direction cosine matrix Q. 
q_to_ypr.m 
Converts quaternion q to yaw, pitch, and roll angles using ypr=q_to_ypr(q) 
QXx_ypr.m 
Converts yaw, pitch, and roll angles to components of the direction cosine matrix Q=QXx_ypr(y,p,r) 
from the inertial frame to the body frame 
Wx_to_wypr.m 
Calculates body frame velocities (wx, wy, wz) from angular velocity measurement w and yaw, pitch, and 
roll (ypr) 3 x 1 matrix. 
Ypr_to_q.m 
Converts yaw, pitch, and roll angles to direction cosine matrix Q using Q=yrp_to_q(ypr)  
 
Models 
Model_desq.m 
Gives the model for the Desired Quaternion (dq) using the sun model (s=model_sun) and the nadir 
model (n=model_nadir). 
Model_magnet.m 
Gives function modeling magnetic field (m=model_magnet(t, mode)) using the IGRF magnetic field 
data and added noise based on the magnetometer specifications. 
Model_nadir.m 
99 
 
Gives function modeling nadir (q=model_nadir(t, mode, frame, form)) using the NADIR data, adding 
noise, and converting data to the satellite body frame using QXx=dcm_from_q. 
Model_sun.m  
Gives function modeling sun vector (s=model_nadir(t, mode)) using the SUNLIGHT data and added 
noise from the sun sensor specifications. 
 
NADIR.csv 
NADIR data generated by STK. Used for the Global NADIR. 
Sensors 
MAG.csv 
Magnetic Field data generated by STK. Used for the IGRF Global. 
Sensor_gyro.m 
Input the initial angular velocity vector w0, which is the first three entries of the initial state vector s0. 
Adding noise to w0 for the real case gives w, 3 x 1 vector containing magnetorquer moment values. There 
should be some initial angular velocity for detumble simulations and none for attitude maintenance 
simulations. 
Sensor_magnet.m 
Uses IGRF and s0 to generate magnetic field vector m using the function 
m=sensor_magnet(t,mode,frame) and noise added based on the magnetometer specifications. Input 
simulation time t, the mode (either ‘ideal’ or ‘real’, and the ‘inertial’ or ‘body’ frame. Conversion to 
body frame uses QXx=dcm_from_q. 
Sensor_sun.m 
Uses SUNLIGHT and s0 to generate sunlight vector s using the function s=sensor_sun(t,mode,frame) 
and noise added based on the sun sensor specifications. Input simulation time t, the mode (either ‘ideal’ 
or ‘real’, and the ‘inertial’ or ‘body’ frame. Conversion to body frame uses QXx=dcm_from_q. 
 
Sunlight.csv 
Sunlight data generated by STK. 
Other 
Inertia.m 
Input u of CubeSat (1,2, or 3), cx, cy, cz (x, y, and z positions of the center of gravity) to get the inertia 
tensor I about a point. 
Initialize.m 
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Initializes magnetic moment (mu) and loads data to STK where: 
IGRF reads MAG.csv –MAG file becomes the raw IGRF data without noise added. 
SUNLIGHT reads Sunlight.csv –Sunlight file is the raw sun data without noise added. 
NADIR reads NADIR.csv –NADIR becomes the nadir reading. 
Jacobian.m 
Gives the Jacobian matrix for desired state vector s. Outputs the derivative of the state matrix. 
Mag.m 
This is the function for solving magnetorquer simulation equations. Outputs are yc (state positions yaw, 
pitch, roll, yaw_dot, pitch_dot, roll_dot), tc (time vector corresponding to yc), Uvals (values of the 
magnetorquers (mu)), and E (energy of the maneuver). Input is desired (desired yaw, pitch, roll position), 
and s0. 
Magsystem.m 
Calculates the time derivative of the state vector s_dot  
Model.m 
Displays rotating model on GUI. 
Rot_mod.m 
Rotates model on GUI. 
Satsim.m 
Run “satsim” to display GUI/run sims. Must have all paths added in the directory to run satsim GUIs  
SimProps.m 
Describes property inputs for GUI 
GUI 
All GUI files are written to create the GUI input options. “Save as Default” chosen in GUI does NOT 
change the hard coded values in the related file.  
EKFEdit.m 
Creates a new EKFEDIT from the EKFEdit for DCM and Rotation matrix. Not to be edited. 
IntertiaMatrix.m 
Creates new inertia matrix and updates/pulls from the set GUI inertia matrix 
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InitialConditions.m 
Not to be edited, sets up, keeps and distributes the inertia matrix 
LPFEdit.m 
Not to be edited, controls the LPF GUI and distributes the information. 
Magnetorquers.m 
Not to be edited, controls the magnetorquer GUI and distributes the information. 
Main.m 
Not to be edited, controls the main satsim GUI and distributes the information. 
PDEdit.m 
Not to be edited, controls the PD GUI and distributes the information. 
RandomError.m 
Not to be edited, controls the random error GUI and distributes the information.  
SimTime.m 
Not to be edited, controls the simulation time GUI and distributes the information. NOTE: for best results 
the determination and control simulations must be run with no more than a 1 second time step.  
StabilizerEdit.m 
Not to be edited, controls the detumble gain GUI and distributes the information. 
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Appendix F: ADC Test Beds 
Test Bed Overview 
 
Figure 29. Basic spherical air-bearing platforms: tabletop (a), umbrella (b), and dumbbell (c) [34] 
The above test bed simulations have all previously been used to test satellite ADCS. There are 
three main types of test beds: tabletop, umbrella, and dumbbell. The dumbbell format is the least common 
for ADCS testing while variations of tabletop are the most common. The goal of each bed is to align the 
system’s center of mass (COM) with the table’s center of rotation (COR) through a frictionless, torque 
free environment. Stanford, Cal Poly, Virginia Tech, Utah State, Georgia Tech, and Naval Post Grad have 
or are developing ADC test beds which use air-bearings and mass balancing techniques. Each of these 
universities have dedicated years to the advancement of their test beds. A more basic design is 
recommended for WPI due to time and budget constraints. 
       
 
Figure 30. Platform Test Bed for a Microsatellite [34] 
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The above test configuration was used to test both a Reaction Wheel (RW) driven control scheme 
and a 12 Am2 magnetorquer actuated control scheme. The test bed used an inertial measurement unit 
(IMU) to measure the linear acceleration and angular velocities experienced by the table. For the WPI 
CubeSat mission, the RWs and IMU are not required and the magnetorquers are much smaller (0.2 Am2 
compared to 12 Am2), making this test bed option more robust than is needed. However, it will serve as a 
guide for the design of a specific table for this mission. [34] 
 
 
 
 
 
 
The experiment designers for the test bed in Figure 2 constructed the air bearings in house to 
support a nominal load of 80 kg. These spherical air bearings are shown in the figure above. For the WPI 
test bed, the air bearings will not need to be designed to be this robust. The ability to balance the platform 
is very important and directly affects the quality of the experiment. For best balancing practices, the data 
was transmitted in and out of the test bed wirelessly to a PC. Sliding masses were used to automatically 
balance the platform after initial manual balancing was achieved.  
Test Bed Components 
The following is a list of components that have been used on previous test bed setups. 
PC/104-Plus Embedded Single Board Computer 
This is a standard HITL component for test beds. The ADLLX8PC-AMD Geodge LX800 by Advanced 
Digital Logic, shown below, was used by the Naval Postgraduate University.  
Figure 31. Air Bearings (left), Support Set up (Right) [34] 
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Figure 32. PC/104 Single Board Computer 
   
University Pricing Available: 
500 MHz with 4 GB on board flash: $448 
Heat sink option: $14 
RAM Memory options @ 256 MB, 333 MHz*: $57 
Alternative board with 2 GB flash: $425 
Alternative RAM @ 256 MB, 333 MHz: $35 
Source: http://www.adl-usa.com/products/cpu/datapage.php?pid=ADLLX8PC 
 
PC/104 Port Serial Communication Boards 
The 104-COM-8SM class from Accesio, shown below, is a low power model that was used by most 
HITL tables researched. The available packages include all of the needed software. 
 
Figure 33. PC/104 Port Serial Communication Board 
105 
 
Pricing information: 
8SM: $249.00  
4SM: $199   
2SM: $169 
Source: http://accesio.com/go.cgi?p=../104/104-com-8sm.html 
 
I/O component 
The Diamond-MM-32-AT, shown below, is a 16-bit I/O PC/104 Module with Autocalibration by 
Diamond. This model features multiple configuration modes for various channels. The Windows driver 
software is included in the pricing. 
 
Figure 34. I/O Component 
Pricing information: 
A pricing quote was requested, but never received 
Source: http://www.diamondsystems.com/products/diamondmm32at 
 
Battery 
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The Inspired Energy ND2054 Smary Li Ion Battery, shown below, was used on many of the HITL test 
beds researched. The voltage for this battery is 14.4V, the electric charge is 2.9 Ah, and the energy is 41 
Wh. 
 
Figure 35. Smary Li Ion Battery 
Pricing information: 
A pricing quote was requested, but never received 
Source: http://www.inspired-energy.com/standard_products/ND2054/ND2054.htm 
 
CPU/Microprocessor 
A CPU or microprocessor can be used as a replacement for an OBC or for testing at earlier stages of the 
test table. The recommended model is the Intel Embedded Pentium MMX, which is available directly 
from Intel but also available from CPU venders. 
 
Pricing information: 
$104 from a vender 
Source: http://www.cpu-world.com/CPUs/Pentium/Intel-Embedded%20Pentium%20MMX%20266%20-
%20GC80503CSM%20266MHz.html 
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Motors for Balancing 
The 3.4 mm SQUIGGLE motor, Torlon sleeve mounted (SQL-3.4) from Crossbow Inc., shown below, 
was used on a simpler table for mass balancing and may be a good option for the WPI test bed. However, 
it was not clear if the motor was selected to run the replacement RWs and therefore is more robust than 
would be needed. 
 
 
Figure 36. SQUIGGLE motor for mass balancing 
Pricing information: 
$315 per motor 
$850 for package w/needed motor controller MC-1100-3.4 
Source: http://shop.newscaletech.com/productcart/pc/viewCategories.asp?idCategory=12  
 
Spherical Air Bearing 
The SRA300 by Specialty Components Inc., shown below, was used in several test bed setups researched. 
This air bearing is made with nonferrous materials for improved testing and can support a load of up to 
748 lbs., which should be more than adequate for the WPI test setup. Although less robust models are 
available, mostly in house designed models have been used in HITL tests. 
108 
 
  
 
Figure 37. SRA300 spherical air bearing 
Pricing information: 
A pricing quote was requested, but never received 
Source: http://www.globalspec.com/SpecSearch/PartSpecs?partId={85FD656B-2652-4531-8E76-
97EAFA761483}&vid=268147&comp=800&RegEvent=login 
 
Other Components 
IMUs have been commonly employed in many test bed setups, but may not be necessary for the needs of 
the WPI CubeSat. The use of an IMU will depend on the ability to adequately define table COG 
displacement for proper mass displacement by motors. The physical test table is usually made in house 
with aluminum or manufactured with PVC foam, biaxial carbon fiber, and an epoxy resin. Tables are 
approximately 70 cm. in diameter with 1.5 cm thickness. No specific wireless communication 
components were specified, just that radio wireless communication was used. 
 
 
