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Abstract. This paper addresses a new problem of automatic detec-
tion of visual attention in older adults based on their driving speed. All
state-of-the-art methods try to understand the on-road performance of
older adults by means of the Useful Field of View (UFOV) measure. Our
method takes advantage of deep learning models such as Long-short Term
Memory (LSTM) to automatically extract features from driving speed
data for predicting drivers’ visual attention. We demonstrate, through
extensive experiments on real dataset, that our method is able to predict
the driver’s visual attention based on driving speed with high accuracy.
Keywords: UFOV, deep learning, LSTM, classification, divided atten-
tion, older drivers.
1 Introduction
Visual and cognitive abilities are important parameters for safe driving. These
abilities tend to decrease naturally with aging, and many older adults become
unable to drive because of a serious decline in their visual and cognitive abilities.
The decline in visual and cognitive abilities may lead to unsafe driving [1].
One of these abilities concerned divided attention, which is defined as the
ability to construct information from multiple sources that are critical to the
execution of a specific task (e.g., driving) [1], has received particular interest
from researchers as a good indicator of driving performance in older drivers [1,
2]. In fact, in the context of driving, drivers face multiple stimuli coming from the
environment including the car, the road, other drivers, the weather, and driving
time of day. These stimuli create a complex context, particularly for older drivers,
that requires from them to shift attention between all these stimuli in order to
ensure safe driving.
The Useful Field of View (UFOV) [3] is a well known and widely used test
to measure visual attention [4]. It consists of three subtests of visual attention:
processing speed, divided attention, and selective attention. The first one is to
identify peripheral targets, the second and third subtests are to identify pe-
ripheral target presented either in the presence or absence of distractors while
completing a central discrimination task [5–7].
The UFOV test has been shown to be highly effective in predicting driving
outcomes such as 1) predicting crash risk among older adults [8–10], 2) predicting
on-road performance [1, 11], 3) predicting driving in the presence of distracters
[12].
The overall studies using UFOV focus on driving outcomes and performance
based on obtained UFOV test results. In this regard, our work is original and
tries to predict the UFOV divided attention results based on older adults perfor-
mances during driving, more specifically driving speed. To the best of our knowl-
edge, no prior studies have examined the relationship between driving speed and
divided attention. Therefore, the present research was initiated as it may have a
great potential in developing assistance systems to help older adults drivers im-
prove their safety while driving. In the research presented in this paper, we resort
to deep learning models, particularly Long-Short Term Memory model (LSTM),
to automatically detect older adult’s divided attention based on his/her driving
speed. The rationale of using LSTM models is threefold: 1) it allows to analyze
raw speed data in order to automatically extract important features to perform
predictions, 2) it allows to learn features across time by using their internal mem-
ory, and 3) it allows to process arbitrary sequences of inputs (speed data) unlike
other existing feedforward neural network models. The major contributions of
this paper can be summarized as follows:
– Proposing a LSTM based method to automatically detect older adults drivers’
visual attention based on driving speed data.
– Conducting extensive experiments through real data to validate the proposed
method.
– Demonstrating the performance and superiority of our proposed method
compared to the state-of-the-art methods.
The rest of the paper is organized as follows. First, we give an overview
of related work in Section 2. Section 3 describes the proposed model in terms
of LSTM representation, and divided attention detection. The results of our
experiments on a real driving dataset are presented in Section 4. Finally, Section
5 presents our conclusions.
2 Related work
Multiple studies have been conducted examining the relationship between UFOV
test performance and driving. These studies have used a variety of outcome mea-
sures, including on-road driving performance, crashes, simulated driving perfor-
mance, and self-reported driving performance that assess components of driving
ability that are neither exhaustive nor necessarily unique.
Driving performance can be assessed by cognitive tests, simulation, on-road
driving tests, or a combination of these. In the driving activity, people have to
respond rapidly to risks with good abilities. Previous research has investigated
specific functions and/or deficits for any correlation with safe driving and in
order to predict on-road driving performance.
Some physical impairments found frequently among older people may have
negative impacts on their driving skills. Among them, a deficit in visual-cognitive
functions, and more specifically divided attention, which is a good predictor of
driving performance for older drivers [13].
Aging is associated with decreased performance on the UFOV test due to
the higher prevalence in visual search, attention, speed of deficit treatment [13],
poorer vision and mental status [14]. Poor performance on the UFOV test was
associated with increased crash risk. Older drivers with UFOV impairments are
twice as likely to be involved in a road accident [5]. The utility of the UFOV
measure has been investigated in different studies. However, a link between the
number of crashes and UFOV has been examined in the research [5]. Results
showed a significant link between visual attention measures and a car crash
for the older drivers. Authors highlighted that self-reported accident frequency
by older drivers is not an accurate measure of their actual accident frequency.
Authors said the use of this dependent measure in earlier studies may have led
to erroneous conclusions about vision and driving relationships [15].
A number of studies used a variety of outcome measures. Some of them in-
vestigated on-road driving performance, particularly with simulated driving per-
formance and they assessed driving performance and UFOV test performance.
Results reported that both decreased with age. Older is the driver, the more
errors are reported during the on-road driving assessment with a slower per-
formance during the UFOV test [16]. Willstrand et al. [16] also highlighted an
increasing number of driving errors seen and correlated with age-related reduced
selective attention. The reduction of selective attention has a negative effect on
driving speed, that is driving too fast, which was the most common error in the
on-road driving assessment [16]. Baldock et al. [17] emphasized the importance
of speed adaptation, especially the “approach speed”, as it can lead to a delay
in the needed braking. The third phase of the UFOV test may be an interven-
tion for older drivers to increase their awareness of attentional problems when
driving. Reducing speed when appropriate is an important factor to study with
older drivers, as it gives them more time for visual search (processing speed and
selective attention [16]).
3 Proposed Method
In order to understand how to detect divided attention based on speed data,
firstly we describe the UFOV test in detail. Secondly, we will introduce our
proposed method based on LSTM model.
3.1 UFOV test
The UFOV is a computer-administred and computer-scored test of functional
vision and visual attention [18], which can be predictive of ability to perform
many everyday activities, such as driving a vehicle. The UFOV test lasts about
15 minutes and is highly recommended for drivers having an age of 55 years
or older, particularly those who suffer from health problems including cognitive
deficits [18].
UFOV consists in three subtests for assessing speed of visual processing under
complex task demands [18]:
1. The first subtest (T1) consists in identifying a target presented in a centrally
located fixation box presented for varying lengths of time.
2. The second subtest (T2) consists in identifying a target and localizing a
simultaneously displayed target on the periphery of the computer screen.
3. The third subtest (T3) is identical to the second subtest, except that the
displayed target is embedded in distractors to make the test more difficult.
Each subtest has a threshold score as shown in Table 2.
Table 1 presents an example of UFOV test results (or score) in milliseconds
(ms) obtained in real experiments. The range is 17 to 500 ms [18].
Table 1. Example of UFOV test results obtained in real experiments.
UFOV results
Participant Subtest (T1) Subtest (T2) Subtest (T3)
1 17 17 197
2 17 23 110
3 17 87 177
4 83 44 287
5 17 23 203
6 20 93 380
The UFOV results can be categorized in different categories called classes of
divided attention as shown in Table 2
Table 2. UFOV test values categories
Classes
Subtest Class 1: Healthy Class 2: Moderate Class 3: Severe
T1 ≤ 30 >30,and, ≤ 60 > 60
T2 < 100 ≥ 100,and, < 350 ≥ 350
T3 < 350 ≥ 350,and, < 500 ≥ 500
By using this definition of classes, results (from Table 1) are categorized in
Table 3.
Table 3. Example of UFOV test results classes.
UFOV results
Participant Subtest (T1) Subtest (T2) Subtest (T3)
1 1 1 1
2 1 1 1
3 1 1 1
4 3 1 1
5 1 1 1
6 1 1 2
Once the classes are defined, we will be able to label the dataset accordingly.
Therefore, with driving speed data, we try to predict the corresponding class
using the LSTM model described in the next section.
3.2 LSTM model
This section introduces the LSTM deep learning model we used to predict divided
attention.
LSTM models are a type of recurrent neural networks (RNN) for process-
ing, classifying and making predictions based on times-series data. In contrast
to other deep learning models such as Convolutional Neural Networks [19, 20],
LSTM models are able to extract temporal features from data. This is a very im-
portant characteristic, particularly in driving context where driving speed tend
to change over time due to different environmental factors. Moreover, LSTM
models have the property of selectively remembering patterns for long durations
of time, which make them advantageous compared to basic RNN models.
All recurrent neural networks have the form of a chain of repeating modules of
neural network, normally a single tanh layer [21]. In LSTM models, the repeating
modules have different structures so that instead of having one single tanh layer,
they have four layers as shown in Figure 1(this figure is taken from [21]).
Fig. 1. LSTM structure.
The central component of LSTM model is the cell state presented in Figure 1
with a horizontal line in the top. Information in the cell state could be added or
removed, and this process is regulated by components called gates [21]. In other
words, gates have the ability to let or not let information through [21].
To prevent the LSTM model from overfitting, we used the dropout principle
[22]. The dropout consists in randomly dropping units with their connections
from the neural network during training. Therefore, we randomly dropped 20%
of units and their connection after each hidden layer. This percentage is rec-
ommended in literature [22]. We experimentally setup the number of units to
256 with a batch size of 128. The number of epochs is experimentally setup to
50. Our LSTM model was implemented in Python programming language using
Tensorflow [23].
4 Experimental study
In this section, we describe our experiments conducted at the University of Mon-
treal for data collection and validation of proposed method.
The UFOV test, as mentioned previously, measures three types of attention:
selective, shared and divided attention and detects an attention deficit. It is
a 15 minutes computer test. The requirements increase in complexity between
tasks. The purpose is to evaluate the visual processing speed of a person by
detecting, identifying and locating targets briefly presented on the screen. This
test is recommended to measure driving ability for older drivers [5, 18].
Twenty-eight participants (14 women, 14 men) aged between 55 and 79 years
old (mean: 63,86 y-o; standard-deviation: 6,20) were recruited. They drive on
average five days per weeks. All participants have a valid driving licence and
have been driving for several years (mean: 45 y-o, sd: 8,95). Participants did not
report sleep disturbance or medication use that may affect driving.
All participants went to the driving simulation laboratory at the University
of Montreal. Participants received a financial compensation of 60 CAD. The
experiments were carried for 20 days during a two-month period.
The research protocol was to provide participants a consent form followed by
a first sociodemographic questionnaire. Then, participants performed the UFOV
test before driving in the simulator for about 40 minutes. Different data were
saved with the simulator as speed, acceleration, braking and steering wheel angle.
After driving, they answered "a final post-driving questionnaire" regarding their
driving experiment.
The driving simulator is an intermediate level simulator. It is interactive
with a fixed base, composed of an entire car (Honda Civic) with fully functional
pedals, steering wheel and dashboard as shown in Figure 2.
The simulator is parked in a brightly room in the Department of Psychology
at the University of Montreal. The simulator faces a large projection screen
(three metres by four metres), which allows a 70-degree view. The road image
is computerized and projected by an RGB overhead projector. The location and
speed (km/h) of the vehicle on the x, y and z axes are recorded during each
simulation. We used these data for our analysis.
Fig. 2. Driving simulator used in our experiments.
5 Classification results
To evaluate our proposed method for automatic detection of the different classes
of drivers’ divided attention, we divided the data collected into trainset (70 %)
and testset (30 %). The trainset is used to build and train the LSTM model
whereas the testset is used to validate the model. To evaluate the performance
of the LSTM model, we used the precision, recall, and F-measure metrics. The
classification results obtained are presented in Table 4.
Table 4. Classification results.
Classification results
Subtest (T1) Subtest (T2) Subtest (T3)
Precision 0.9645 0.8581 0.8828
Recall 0.9642 0.8559 0.8733
F-Measure 0.9643 0.857 0.8780
As shown in Table 4, our method shows promising results in classifying the
three subtests T1, T2 and T3 with high accuracy. More specifically, the highest
performance was observed in T1 with an F-measure equals to 0.9645, while T2
represents the lowest performance with an F-measure equals to 0.857. The ratio-
nal of having lower F-measure for T2 and T3 compared to T1 is the lack of data
about the moderate and severe classes in these two categories. More participants
should be recruited in the future in order to overcome this limitation. Confusion
matrices obtained for the classification of the three subtests are presented in
Figure 3
(a) T1 (b) T2
(c) T3
Fig. 3. Confusion matrices.
As shown in Figure 3(a), some samples of class T3 were misclassified as class
T1. This could be explained by the similarity in terms of some driving patterns
at the beginning of the driving test as shown in Figure 4 compared to T2.
Fig. 4. Speed examples for participants in each class.
We also evaluated the performance of our proposed method compared to
the well known state-of-the-art methods of the domain such as decision trees,
naive Bayes, Bayesian networks, support vector machines, K-nearest neighbor,
and perceptron neural network. The comparison results for the three different
subtests are presented in Figures 5(a), 5(b), and 5(c) respectively.
(a) T1
(b) T2
(c) T3
Fig. 5. Classification accuracy using different values of window size.
As shown in Figure 5, our proposed method outperforms all the existing
state-of-the-art methods in terms of classification accuracy followed by the K-
NN method and Bayesian networks.
Some limits appear in this study. The first one concerns the number of par-
ticipants. The sample was convenient with only 28 participants coming from the
metropole area of Montreal. A further study has to integrate more participants
coming from suburban area or countryside to confirm these results. Another
limit is the age group. We proposed a solution with only one age group (55 to
79 years old). As people is driving older and older, a comparison should be in-
teresting between ’young’ older adults and oldest one (55-74 years-old vs 75-100
years-old).
6 Conclusion
In this paper, we demonstrated the possibility of automatically detecting visual
attention in older drivers based on driving speed data and their score from the
UFOV test. Our method uses a deep learning model based on LSTM to auto-
matically extract features from raw data and to detect with high accuracy the
three different subtests of the UFOV test to determine visual attention of older
drivers. We empirically demonstrated the suitability of the proposed method
and its superiority compared to the state-of-the-art methods. The results of this
research are of great importance for vehicle manufacturers who could integrate
our finding to improve safety and security of older drivers. Moreover, the out-
come of this research could have a great potential in the future to replace UFOV
measure which is not easily reachable for everyone and requires human resources
and temporal planning because of its time consuming.
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