Abstract. We propose a generalization of the reduction of Poisson manifolds by distributions introduced by Marsden and Ratiu. Our proposal overcomes some of the restrictions of the original procedure, and makes the reduced Poisson structure effectively dependent on the distribution. Different applications are discussed, as well as the algebraic interpretation of the procedure and its formulation in terms of Dirac structures.
Introduction
Symplectic manifolds model phase spaces of physical systems, and their theory of reduction is a classical subject. A case in which reduction occurs naturally is when a Lie group G acts on a symplectic manifold (M, ω) with equivariant moment map J : M → g * : under regularity assumptions the Marsden-Weinstein theorem states that the quotients J −1 (µ)/G µ inherit a symplectic form. Another case is given by submanifolds C ⊂ M such that T C ω ⊂ T C (coisotropic submanifolds), for in that case the quotient C/T C ω , when smooth, inherits a symplectic form. The theory of reduction extends naturally to Poisson manifolds, which encode phase spaces of physical systems with symmetry. The hamiltonian reduction and coisotropic reduction mentioned above extend in a straightforward way to Poisson manifolds. Further, both are recovered as special cases of a reduction theorem stated in 1986 by Marsden and Ratiu [8] .
The starting data of the Marsden-Ratiu theorem is a pair (N, B) where N is a submanifold of the Poisson manifold (M, Π) and B a subbundle of T N M, the restriction of T M to N. The role of B is to prescribe how to extend certain functions on N to functions on the whole of M, and is needed because the Poisson bracket of M is defined only for elements of C ∞ (M). The conclusion of the theorem is that, when the assumptions are met, the quotient N/(B ∩ T N) inherits a Poisson bracket from the one on M.
The aim of this paper is two-fold. First we argue that the assumptions of the Marsden-Ratiu theorem are too strong, in the sense that the theorem allows to Then we set weaker assumptions on the pair (N, B) which ensure the existence of a Poisson structure on N/(B ∩ T N) encoding the subbundle B. The main difficulty consists in ensuring that the bracket of functions on the quotient satisfies the Jacobi identity. In Prop. 4.1 we set assumptions similar in spirit to those of [8] , whereas in Prop. 4.2 the assumptions involve an additional piece of data, namely a foliation on M. We apply these results to the symplectic setting (with and without moment map) as well.
The paper is organized as follows: in the next section we review the original reduction of Marsden and Ratiu. In section 3 we present the most general form of the extension that we propose, while section 4 is devoted to the application of the previous results to some special situations and examples. We collect in the appendix some complementary results, like the algebraic interpretation of our reduction, its description in term of Dirac structures and other auxiliary material necessary for the main body of the paper.
We finish remarking that an extension of the Marsden-Ratiu reduction using supergeometry is being worked out in [2] .
Proof. Fix a Riemannian metric on M. Consider the normal 1 bundle to N ⊂ M given by π :B ⊕ (T N + B) ⊥ → N, whereB is the orthogonal complement to F = B ∩ T N in B, and (T N + B)
⊥ denotes the orthogonal complement to T N + B = T N ⊕B in the vector bundle T N M. The exponential map associated to the Riemannian metric on M identifies a neighborhood of the zero section of this normal bundle with a tubular neighborhood
for its differential at points of N annihilates both F andB.
The concrete choice of tubular neighborhood M ′ is immaterial, because taking Poisson brackets is a local operation. To keep the notation simple, in the sequel we will assume that M itself satisfies the above extension property, i.e. we will assume
In other words, B is canonical if the Poisson bracket of B-invariant functions is B-invariant. Note that in the previous definition, df | B stands for the restriction (not pullback) of df to N and then to sections of B.
In the next definition we consider
With the previous definitions we can state the Marsden-Ratiu reduction theorem.
is Poisson reducible if and only if
In the above theorem ♯ : T * M → T M denotes the contraction with the Poisson bivector on M, and B
• = Ann(B) consists of elements of T * N M that kill all vectors in B. The proof of the theorem can be found in [8] and [10] .
In the rest of this section we shall discuss the implications of the assumptions of the Marsden-Ratiu theorem.
The main observation is that the assumption made in Theorem 2.1 that B is canonical is a rather strong requirement.
2 is B-invariant, and the canonicity of B implies that d{g 2 , h}| B = 0. In particular one must have i v (dg) p {g, h}(p) = 0 and we then deduce that i v (dg) p = 0 for any v ∈ B p .
Consider now any other constraint g ′ ∈ I, we again have that g · g ′ is B-invariant and therefore i v (dg ′ ) p {g, h}(p) = 0. From this we deduce that i v (dg ′ ) p = 0 for any constrain g ′ and any v ∈ B p . This is equivalent to saying
By the assumption of constant rank for B ∩ T N we must have B ⊂ T N everywhere. This implies that f · g is B-invariant for any f ∈ C ∞ (M) and therefore i v (df ) p {g, h}(p) = 0 for any v ∈ B p . But this is possible only if B p = 0 which implies B = 0 and the proof is complete.
Remark 2.1. Consider the familiar situation in which G is a compact Lie group acting freely on a symplectic manifold (M, ω) with equivariant moment map J :
and B be given by the tangent spaces to the orbits of the G-action at points of N. By Example B of [8] the subbundle B is canonical, and the Marsden-Ratiu theorem recovers the familiar symplectic structure on J −1 (µ)/G µ . Now take N as above but B ′ ⊂ T N to be given by the tangent spaces to the G µ -orbits at points of N, and assume that µ is not a fixed point of the coadjoint action. Then B ′ is not a canonical subbundle. This fact is consistent with Lemma 2.2, and is of course no contradiction to the fact that the G µ -invariant functions on M are closed under the Poisson bracket (i.e. that the tangent spaces to the G µ -orbits at all points of M form a canonical distribution). Proof. By Lemma 2.2 we know that ♯B
• and ♯(df i ) p ∈ T N, the right hand side vanishes. Hence
Remark 2.3. To every submanifold N of the Poisson manifold M is canonically associated a Poisson algebra, as follows 2 . Let I be the ideal of functions on M vanishing on N. Its Poisson normalizer N ≡ {f ∈ C ∞ (M) | {f, I} ⊂ I} is a Poisson subalgebra, so the quotient N /(N ∩ I) is a Poisson algebra (see also [6] ). Notice that N consists of functions whose differentials annihilates all vectors in ♯T N
• . Now let B be a nonzero canonical subbundle. Then C ∞ (N ), with the Pois- The conclusion of Prop. 2.1 is that, when the Marsden-Ratiu reduction endows N with an induced Poisson structure, this structure depends only on F . This result is against the original idea of reduction by distributions, where the role played by B is expected to be more prominent. In order to accomplish this objective we will proceed, in the coming section, to relax the condition of canonicity of the distribution while maintaining the requirement of having a Poisson structure induced on N .
Extension of the Marsden-Ratiu reduction
The set-up of this section consists of the geometric data of the Mardsen-Ratiu theorem; we will set various conditions on these data which guarantee Poisson reducibility. So let (M, Π) be a Poisson manifold, N ⊂ M a submanifold and B ⊂ T N M a subbundle with F := B ∩ T N a regular, integrable distribution. Without loss of generality (see Lemma 2.1), here and in the rest of the paper, we assume that the restriction map ι * :
We do not need to assume that N := N/F is a smooth manifold, even though this is of course the case of interest. In that case C ∞ (N ) ∼ = C ∞ (N) F . We would like to define a bilinear operation {·, ·} N on C ∞ (N) F by the following rule:
where f B , g B are arbitrary extensions to elements of C ∞ (M) B . As the restriction map ι * :
F is surjective there is at most one bilinear operation {·, ·} N . Our task is to determine when {·, ·} N is well-defined and when it is a Poisson bracket.
The r.h.s. of eq. (3.1) is independent of the chosen extensions (for all f, g ∈
(see the proof of the Marsden-Ratiu theorem or the proof of Thm. 3.1 below). If this is the case, the r.h.s. of (3.1) lies in C ∞ (N) F iff for one choice of extensions
In this case clearly {·, ·} N will be a skew-symmetric operation on C ∞ (N) F which is a biderivation w.r.t. the product; if N is smooth, this means that {·, ·} N defines a bivector field on it.
Now we want to determine conditions under which {·, ·} N satisfies the Jacobi identity, for when this is the case (M, {·, ·}, N, B) is Poisson reducible. Checking the Jacobi identity suggests to require that for any f, g ∈ C ∞ (N) F there exist extensions f B , g B whose bracket annihilate not only F but actually a larger subbundle (not necessarily tangent to N). This leads us to a condition that involves two pieces of data: an additional subbundle D of T N M and a subspace B of C ∞ (M) B which contains the above extensions. In the Appendix we give an algebraic interpretation of these data, and at the end of Subsection 4.2 we give a geometric interpretation.
Let B ⊂ C ∞ (M) B be a multiplicative subalgebra such that the restriction map ι * : 
From this is clear that the Jacobi identity for {·, ·} N holds as a consequence of that for {·, ·}. 
Applications and examples
In this section we consider special cases of Thm. 3. 
Remark 4.1. In the above proposition condition (4.1) is equivalent to the following, which is more suited for computations: locally there exists a frame of sections X i of F and extensions thereof to vector fields on M such that
This can be shown using formula (4.5) below and ♯B • ⊂ T N.
We present an example where the assumptions of Prop. 4.1 are satisfied but B is not canonical. ) and N be the (coisotropic) hyperplane {y 3 = 0}. Let B = span{
We check condition (4.2), which is easier than checking directly condition (4.
• ⊂ T N (which, as seen in Lemma 2.2, is an assumption of the Marsden-Ratiu theorem for B = 0). 
Then (M, {·, ·}, N, B) is Poisson reducible.
This is equivalent to (4.4), as one can see evaluating at points of N the following equation: for X ∈ Γ(θ D ) and The next example illustrates the fact that, even if we have a well-defined smooth bivector on N, we need extra conditions to satisfy the Jacobi identity. In the previous example we have seen an obstruction to obtaining a Poisson structure after the reduction, namely eq. (4.4). In the following example the distribution F on N is non-trivial, and we shall also exhibit an obstruction to have a well defined bivector field on N in the first place. 2 }| N = α, which is well defined on N iff α does not depend on y 1 . This condition ensures that we have a bivector field on N but still is not enough to guarantee reducibility.
Prop. 4.2 can be applied to determine when the bracket {·, ·} N is a well-defined Poisson bracket. We extend B constantly in the y 2 direction to obtain the distribution θ D = span{
iff α does not depend on the coordinates x 3 and y 3 . Hence Prop. 4.2 allows us to conclude that, when α depends only on the coordinates x 1 and x 2 , we obtain a Poisson bivector on N ∼ = R 4 . In the natural coordinates, the induced Poisson bivector is α
The following is a simple example in which M is a linear Poisson manifold.
Example 4.6. Let g be a Lie algebra, V ⊂ g a subspace and h ⊂ g a Lie subalgebra satisfying [h, V ∩ h] ⊂ V . We set M := g * , N := V • , and B x := h • ⊂ T x M at all x ∈ N. Using Lemma 5.4 of [3] and the assumptions, we see ♯B
• by translation to a distribution θ D on M and noticing that the projection g 
4.
3. An application to hamiltonian actions. Here is an instance where the assumptions of Prop. 4.2 are naturally met. Given an action of a Lie group on a manifold M we denote by g M (p) the span at p ∈ M of the vector fields generating the action (i.e. the tangent space of the G-orbit through p). Proposition 4.3. Let the Lie group G act on the symplectic manifold (M, ω) so that g M has constant rank and with equivariant moment map J : M → g * . Let m ∈ J −1 (0) and N be a submanifold through m so that
Then N, after shrinking it to a smaller neighborhood of m if necessary, has an induced Poisson structure, obtained extending functions from N to M so that they
We now check that the assumptions of Prop. 4.2 are automatically satisfied; we will make use repeatedly of
ω , which holds by the equivariance of J.
First of all B has constant rank, at least near m. Indeed the sum of T N and g M has constant rank because their intersection at m is trivial. Further T N + g M is a symplectic subbundle of T N M. To this aim we check that at the point m we have
We conclude that
Compatibility of θ D and B holds because F = {0}. Condition (AA * − I) [1] . A slice transverse to J −1 (0) at the identity is given by N :=
where x 1 , x 4 are real numbers close to 1 and x 2 , x 3 are close to 0. A straightforward computation shows that extending the coordinates x i on N so that they annihilate
N delivers the following bracket on N:
.
Prop. 4.3 states that this is a Poisson bracket.
In the new coordinates ξ 1 = 1 2 4.4. The symplectic case. We end this section asking when eq. (3.1) defines a symplectic structure on the quotient N . We focus on the case where M has a symplectic (not just Poisson) structure ω.
Lemma 4.1. Assume that eq. (3.1) endows N with a well-defined bivector field Π. Π corresponds to a non-degenerate 2-form iff
In this case the 2-form on N is obtained pushing down
Proof. From Lemma A.2 in the Appendix it follows that Π is invertible iff the almost Dirac structure ι * (L A simple instance of Lemma 4.1 is the case when N is a symplectic submanifold of (M, ω) and B is small perturbation of T N ω . Then N is endowed with a nondegenerate 2-form ω B , which is intertwined with ι * ω by the bundle isomorphism T N ∼ = B ω (given by projection along B). Suppose that B can be extended locally to an integrable distribution θ on M so that the θ-invariant functions are closed w.r.t. the Poisson bracket. Then ω B is a closed form, for it is just the pullback to N of the symplectic form on the quotient M/θ (this is an instance of Prop. 4.2). In general, writing B as the graph of a bundle map A : T N
• ∼ = T N ω → T N, it would be interesting to spell out in terms on A when ω B is a symplectic structure.
Appendix A.
A.1. Algebraic interpretations. We provide an algebraic interpretation of Thm. 3.1. 
Proof. We will show that the Poisson algebras of admissible functions for ι * (L B Π ) and p * (L N ) match, hence the subbundles have to agree too. Short computations using ♯(T N + B)
• ⊂ B (which holds since we assume that eq. In general it is not trivial to check whether the conditions of the previous proposition are satisfied. One can however compute easily a sufficient condition for the compatibility in the case one can takeB = B.
To 
