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Abstract
Meyniel graphs are the graphs in which every odd cycle with 've vertices or more has at least
two chords. In 1990, Hertz gave an O(mn) algorithm to color Meyniel graphs based on successive
contractions of even pairs. We give here another algorithm which consists in simultaneously
ordering (in a Lex-BFS way) and coloring (with the greedy algorithm) the vertices of the graph
and we show that it needs only O(n2) operations. c© 2001 Elsevier Science B.V. All rights
reserved.
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1. Introduction
The chromatic number (notation (G)) of a graph G=(V; E) is the minimum num-
ber of colors necessary to color its vertices in such a way that every two adjacent
vertices have di<erent colors. The clique number (notation !(G)) of G is the size of
a largest clique in G. Berge [1] de'ned a graph to be perfect if, for any of its induced
subgraphs, the chromatic number equals the clique number.
In [5], Meyniel showed that the graphs whose odd cycles on 've vertices or more
have at least two chords (also called Meyniel graphs) are perfect. To date, the best
known algorithm to color Meyniel graphs is due to Hertz [4], and uses successive
contractions of even pairs, i.e. pairs of nonadjacent vertices such that every chordless
path joining them in G has even length. Hertz’s algorithm takes O(mn) time (where n
is the number of vertices in G, while m is its number of edges).
We will give here another coloring algorithm which uses a LexBFS-like ordering of
the vertices (see [7] for more details) to perform a greedy coloring of the graph. In
our approach, the order is not known before starting the greedy algorithm, but it is
built step by step by considering, at any moment, the vertex whose neighbors have the
‘largest’ colors. The number of operations performed by this algorithm is in O(n2).
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Furthermore, we show that even if it does not try to identify and to contract even
pairs (as Hertz’s algorithm does), our algorithm simulates such an action, possibly
using other even pairs than the ones identi'ed by Hertz’s method.
All the de'nitions not given here may be found in [3]. By our convention, a cycle
will always have at least four vertices. The neighborhood of a vertex x in G (denoted
N (x)) is the set of vertices which are adjacent to x (they will be called neighbors of
x). The set of vertices (respectively edges) of a graph H is usually denoted V (H)
(respectively E(H)). The only exception to this rule is the Meyniel graph G we will
use all along the paper. Its vertex set is V while its edge set is E.
2. Coloring algorithm
We associate with every vertex w of G a label of length n (denoted w:label), where
every index c (c=1; 2; : : : ; n) corresponds to a color. The vertices of G will be colored
following an order  built during the algorithm (such that (x)¡(y) i< x is colored
before y): at every step of the algorithm, a vertex is chosen (the one whose label is
maximum in lexicographic order), it is given a color c and a range r, then the value
n− r is recorded in the 'eld c of the labels of its neighbors (provided that the 'eld c
is empty).
Then, for every vertex v and every color c, v:label(c) is an integer obtained as
follows. If N (v) contains at least one vertex colored c, then v:label(c) is equal to n−r,
where r (16r6n) is the minimum range of a neighbor colored c. If N (v) contains
no vertex colored c, then v:label(c) is equal to 0.
The indices 1; 2; : : : ; n in a label are assumed to decrease from left to right, so that
the lexicographic order on the labels is de'ned as follows:
(sn; sn−1; : : : ; s1)¡ (tn; tn−1; : : : ; t1) i< there exists an index j (16j6n) such that
sk = tk ; for every k with n¿k¿j + 1; and sj ¡ tj:
The algorithm is described below. The array number contains, at every moment and
for every c=1; 2; : : : ; n, the number of vertices already colored with c. The array range
is initially empty. When a vertex w is colored with a color c, then range(w) receives
the number of vertices already colored c (including w).
Algorithm LexColor.
for every vertex w of G do
w:label := 0 (the array with all the values 0);
number := 0 (the array with all the values 0);
range := 0 (the array with all the values 0);
for k := 1 to n do
begin
consider a non-colored vertex w with maximum label;
(w) := k;
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color(w) := h, the smallest color not yet given to one of its neighbors;
number(h) := number(h) + 1; range(w) := number(h);
for every non-colored neighbor x of w do
if x:label(h)= 0 then x:label(h) := n− range(w)
end.
We are going to prove, using an approach similar to the one of Hertz [4], that
Theorem 1. The algorithm LexColor colors every Meyniel graph G with !(G) colors.
Before starting the proof, we need some more de'nitions and notations.
The contraction of two nonadjacent vertices x and y is the operation which consists
of deleting vertices x; y from G and replacing them by a new vertex adjacent to every
neighbor of x or y in G. Contracting an even pair in a Meyniel graph does not always
yield a new Meyniel graph, therefore Hertz [4] introduced the quasi-Meyniel graphs:
a graph G is a quasi-Meyniel graph if it has no odd chordless cycle and there exists
a vertex in G (called pivot) which is the endpoint of every edge that is the unique
chord in some odd cycle of G. Obviously, this new class of graphs strictly contains
the class of Meyniel graphs.
Apply the algorithm LexColor to the Meyniel graph G. Every vertex x will receive
a color c (16c6l) and a range i depending on c (so we will suppose 16i6kc, where
kc is an integer). Then x is renamed xic, and we have
V (G)= {x11 ; x21 ; : : : ; xk11 ; x12 ; : : : ; xk22 ; : : : ; x1l ; : : : ; xkll }:
Now, let G11 =G and let G
2
1 be the graph obtained from G
1
1 by contracting x
1
1 and
x21 into a new vertex (x
2
1). By induction, call G
i
1 (2¡i6k1) the graph obtained from
Gi−11 by contracting (x
i−1
1 ) and x
i
1 into a new vertex (x
i
1). In G
k1
1 , we can remark that
(xk11 ) is adjacent to every other vertex of G
k1
1 . Otherwise, the vertex y which is not
adjacent to (xk11 ) and has maximum label is not correctly colored: the smallest color
not yet given to one of its neighbors is 1 but y is not colored 1.
More generally, for c ∈ {2; : : : ; l} we note G1c =Gkc−1c−1 and, by induction, we call
Gic (26i6kc) the graph obtained from G
i−1
c by contracting (x
i−1
c ) and x
i
c into a new
vertex (xic). In G
kc
c , we remark again that (x
kc
c ) is adjacent to every remaining vertex
of Gkcc .
For short, we can de'ne Gic from G in the following manner:
• for c′ ∈ {1; : : : ; c− 1}, all the vertices x1c′ ; : : : ; xkc′c′ are successively contracted into a
new vertex (xkc′c′ ) which is adjacent to every other vertex of G
i
c,
• all the vertices x1c ; : : : ; xic are contracted into a new vertex (xic).
Clearly, Gkll is a clique and is obtained from G=G
1
1 by a succession of contractions.
As proved by Meyniel [6] (see also [2]):
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Lemma 1. The graph G′ resulting from an arbitrary graph G by contraction of an
even pair has the properties !(G′)=!(G); (G′)= (G).
Thus, if we prove that the pair we contract at every moment is an even pair then
we prove that G has been colored with exactly !(G) colors.
Lemma 2. For every (:xed) color c ∈ {1; : : : ; l} and every integer i ∈ {0; 1; : : : ; kc−1};
the following two properties hold:
(Ai) if i¿1; then (xic) and x
i+1
c form an even pair in G
i
c;
(Bi) Gi+1c is a quasi-Meyniel graph with pivot (x
i+1
c ).
Proof. Let c be a 'xed color. We are going to use induction on i to prove (Ai)
and (Bi).
We have nothing to do to prove (A0). To prove (B0), notice that since G is a
Meyniel graph, G1c (which is G for c=1 and G
kc−1
c−1 for c¿ 1) is a Meyniel graph too
(thus a quasi-Meyniel graph). Indeed, none of the vertices (xkc′c′ ), 16c
′¡c, can be
in an induced cycle, since they are adjacent to all the other vertices. All the other
vertices form an induced subgraph of the initial graph G which contains no bad
cycle.
Now, assume that (Ai−1) and (Bi−1) are true for some i (16i6kc−1), and let us
prove (Ai), (Bi). To simplify the presentation, denote y=(xic) and z= x
i+1
c , and de'ne
a quasi-chordless path to be a path with at most one chord, which is, whenever it
exists, a short chord (i.e. joining vertices at distance 2 along the path) containing no
endpoint of the path.
We have the following:
Fact 1. Suppose there exists a quasi-chordless odd path P= [y= v0; v1; : : : ; v2k ; z= v2k+1]
(with k ¿ 0) joining y to z in Gic; and a vertex w of G
i
c adjacent to both y and z.
(a) If P has no chord; then w is adjacent to every vertex in {v1; : : : ; v2k}.
(b) If P has one chord vj−1vj+1 (with 26j62k − 1); then w is adjacent to every
vertex of {v1; : : : ; vj−1; vj+1; : : : ; v2k}.
Proof. The graph induced by {w; y= v0; v1; : : : ; v2k ; v2k+1 = z} is a Meyniel graph. Oth-
erwise, consider an odd cycle with a unique chord and notice that the extremities of
this chord are vertices of degree at least 3, so they are di<erent from y. Then (Bi−1)
is contradicted.
Then the aMrmation in Case (a) easily follows from Meyniel’s lemma [5] claiming
that:
(1) if, in a Meyniel graph, a vertex is adjacent to both endpoints of an odd chordless
path, then it is adjacent to every vertex on the path.
F. Roussel, I. Rusu /Discrete Mathematics 235 (2001) 107–123 111
In Case (b), notice that if w is adjacent to two consecutive vertices vr; vs in {v0; : : : ;
vj−1; vj+1; : : : ; v2k+1} (with s= r+1 or r+2), then w is adjacent to every vertex in this
set. Indeed, if r is even, then, in the graph induced by {v0; : : : ; vj−1; vj+1; : : : ; v2k+1},
the paths [v0; : : : ; vs] and [vs; : : : ; v2k+1] are two odd chordless paths for which (1) can
be applied. If r is odd, then [v0; : : : ; vr] and [vr; : : : ; v2k+1] are two odd chordless paths
for which (1) can be applied.
So we can consider the case where w has no consecutive neighbors in {v0; v1; : : : ; vj−1;
vj+1; : : : ; v2k+1}.
If w is adjacent to vj, then either [y; v1; : : : ; vj] or [vj; vj+1; : : : ; v2k ; z] is an odd chord-
less path P′ of length greater than 1. Thus, by (1), w is adjacent to every vertex of
P′ and so w is adjacent to two consecutive vertices in {v1; : : : ; vj−1; vj+1; : : : ; v2k} (a
contradiction to the preceding assumption).
If w is not adjacent to vj then let vr (r ∈ {1; : : : ; j− 1; j+ 1; : : : ; 2k}) be a neighbor
of w and assume, without loss of generality, that r ¿ j and r is as small as possi-
ble with the property r ¿ j. Let t ¡ r be the largest index such that vtw ∈ E. The
path [vt ; vt+1; : : : ; vj−1; vj+1; : : : ; vr] cannot be odd (by (1), w would have consecutive
neighbors on this path), so that the cycle given by {w; vt ; vt+1; : : : ; vj−1; vj; vj+1; : : : ; vr}
is odd and has a unique chord, which does not contain y. The aMrmation (Bi−1) is
contradicted.
Recall that if a vertex a has been colored before a vertex b by the algorithm LexColor
then we have (a)¡(b).
Remark 1. It will be useful for the rest of the proof to know in which conditions
two distinct vertices u1 and u2 have u1:label(g)= u2:label(g). One of the possibilities is
u1:label(g)= u2:label(g)= 0, and it corresponds to the case where neither u1 nor u2 has
a neighbor colored g. The other possibility, u1:label(g)= u2:label(g) = 0, corresponds to
the case where u1 and u2 share the neighbor w such that u1:label(g)= u2:label(g)= n−
range(w). Moreover, the algorithm LexColor insures that w is the neighbor of u1
colored earliest with g, and also that w is the neighbor of u2 colored earliest with g.
This is due to the condition ‘if x:label(h)= 0’ in the algorithm LexColor which allows
to modify a value only if the preceding value was 0 (in other words, only if no other
neighbor of the same color was found before).
It is very important at this moment to understand very well the distinction between
the two types of vertices we have in Gic:
• on the one hand, we have the vertices of Gic obtained by contraction; that is, the
vertices (xkgg ), for every color g¡c, and the vertex y=(xic);
• on the other hand, we have the vertices of Gic which are vertices of G too (we will
say that they are inherited from G).
For the vertices of the 'rst type, color and  are not de'ned yet. We extend the
de'nition of these functions only to y (we do not need the extension to every (xkgg )).
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We de'ne color(y)= c and (y)= (x1c). Then, for every vertex u adjacent to y in G
i
c,
we have (y)¡(u) as follows. Since u is adjacent to y, some vertex xjc (16j6i) is
adjacent to u in G, and it satis'es (xjc)¡(u) (otherwise u should have been colored
c by the algorithm LexColor). Then we have (y)= (x1c)6(x
j
c)¡(u).
Before proving the following fact, we notice that:
Remark 2. All the internal vertices on a quasi-chordless odd path joining y and z in
Gic are vertices of the second type (inherited from G), since they are nonadjacent to
at least one vertex in Gic. Therefore, their colors are at least equal to c.
Now we can prove that:
Fact 2. Assume there exists a quasi-chordless odd path P= [y= v0; v1; : : : ; v2k ; z= v2k+1]
(with k ¿ 0) joining y to z in Gic. Let r ∈ {0; 1}; and let h be the largest index such
that vrvh ∈ E(Gic). If (z)¿(vr); then (z)¿(vh).
Proof. All the labels used here are the labels of the vertices just before the moment
where z is chosen to be colored.
Observe that h= r + 1 if vrvr+2 is not the short chord of the path, and h= r + 2 if
vrvr+2 is the short chord of the path. Now, if r=0, then h=1, since the de'nition of
a quasi-chordless path forbids chords containing endpoints of the path. If r=1, then
h=2 or 3. Moreover, in both cases above (r=0 or 1) we have vh = z since, once
more, the chord of a quasi-chordless path cannot contain an endpoint of the path.
Now, suppose this fact is not true. Since z has been colored by the algorithm before
vh, then, at the precise moment where z was colored, we had z:label¿vh:label. To prove
that the equality cannot hold, let c′′ be the color of vr and notice that, by Remark 2,
c′′¿c. Then
(2) vh:label(c′′) = z:label(c′′).
Otherwise, this common value is not 0, since vh has at least one neighbor, vr ,
(previously) colored c′′. By Remark 1, z and vh are both adjacent in G to some vertex
q= xpc′′ , previously colored and nonadjacent to vr . As c
′′¿c (the equality does not
hold since z and q are adjacent), the color c was not available when q was colored
(but not because of z, since z is colored later), so q has, in G, at least one neighbor
xjc (16j6i), which is represented by y in Gic. Thus, qy ∈ E(Gic) and we can apply
Fact 1 for P and q to obtain a contradiction (i.e. that q is adjacent to vr), except if
the unique chord of the path is vr−1vr+1. But we have supposed that r=0; 1, so this
cannot happen by the de'nition of a quasi-chordless path.
So z:label¿vh:label, therefore there exists the largest index c′ such that z:label(c′)¿
vh:label(c′) (notice that for every color g¿c′ we have z:label(g)= vh:label(g)).
Then, in the algorithm LexColor, the label of z has been modi'ed by some (previ-
ously colored) neighbor w= xtc′ of z, while the label of vh has not been changed by
w. Therefore, wz ∈ E(G) (thus wz ∈ E(Gic)), wvh ∈ E(G) (thus wvh ∈ E(Gic)) and
(w)¡(z).
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With the same notation c′′ for the color of vr , we deduce by (2) that c′¿c′′. Since
c′′¿c (by Remark 2), we have that c′¿c. Obviously, the equality cannot hold (z
and w are adjacent, so they must have di<erent colors), thus c′¿c. Now, assume by
contradiction that w is not adjacent to y in Gic. Then w is nonadjacent to x
1
c ; : : : ; x
i
c in
G so, when w is colored by the algorithm (after xic, but before y= x
i+1
c ), it has no
neighbor colored c. Therefore, w should have been colored c, since c¡c′. We have
a contradiction. Thus wy ∈ E(Gic).
So, we have a vertex w such that wz ∈ E(Gic); wy ∈ E(Gic) and wvh ∈ E(Gic).
Moreover, vh−1vh+1 is not the unique chord of P (if it exists), since in this case we
would have h= r + 1 and vrvr+2 would be the unique chord; therefore, h was not
chosen as indicated, a contradiction.
Now, Fact 1 guarantees that wvh is an edge, a contradiction to the choice of w.
Fact 3. There exists no quasi-chordless odd path P= [y= v0; v1; : : : ; v2k ; z= v2k+1] (with
k ¿ 0) joining y to z in Gic.
Proof. Fact 2 can be applied for P and r=0 to deduce that (z)¿(v1) (by the
de'nition of a quasi-chordless path, v0v2 is not a chord of P, so h=1). Then Fact 2
can be applied once more for P and r=1, so (z)¿(vh) (where h=3 if v1v3 is the
unique chord of P, and h=2 otherwise).
Now, since vh is not adjacent to y in Gic, it is adjacent to no vertex in G (previously)
colored c, i.e. to no vertex in {x1c ; : : : ; xic}. But then we have, on one hand, that vh has
been colored before z and, on the other hand, that vh had no neighbor colored c at the
moment where it has been colored. So vh should have been colored c, and it should
have had range i + 1. But then vh= xi+1c = z, a contradiction.
Fact 4. (Ai) and (Bi) hold.
Proof. If (Ai) is not true, then there exists an odd chordless path P= [y; v1; : : : ; v2k ; z]
joining y to z in Gic. This contradicts Fact 3.
To prove (Bi), recall that (xi+1c ) is obtained by contracting y and z.
We 'rstly show that Gi+1c contains no odd chordless cycle. By contradiction, assume
there exists an odd chordless cycle C = [v1; : : : ; v2k+1; v1] (with k¿2) in Gi+1c . Then
(xi+1c ) must be in C (otherwise C would also be a cycle of G
i
c, a contradiction to
(Bi−1)) so, without loss of generality, we can suppose that (xi+1c )= v1. Neither y nor
z can be adjacent to both v2 and v2k+1 in Gic (a chordless cycle would be induced in
Gic), thus say that y is adjacent to v2 and z to v2k+1; then [y; v2; : : : ; v2k+1; z] is an odd
chordless path joining y to z in Gic, a contradiction to (Ai).
It remains to show that every edge that is the unique chord in some odd cycle
contains (xi+1c ). Let C
′= [v1; : : : ; v2k+1; v1] (with k¿2) be an odd cycle in Gi+1c , with
exactly one chord. This chord splits C′ in two chordless cycles of length three or more,
one of which is odd. As Gic contains no odd chordless cycle of 've vertices or more,
the chord must be short; say it is v2v2k+1.
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If (xi+1c ) is not in this cycle, then G
i
c contains C
′ and y is not an endpoint of v2v2k+1,
a contradiction with (Bi−1).
If (xi+1c )= v2 or (x
i+1
c )= v2k+1 then there is nothing to prove.
Now, we distinguish two cases.
Case 1: (xi+1c )= v1. Once more, neither y nor z can be adjacent to both v2 and
v2k+1 in Gic; otherwise G
i
c would contain an odd cycle with one short chord v2v2k+1
not containing y (a contradiction with (Bi−1)). Then, say that y is adjacent to v2 and
z to v2k+1. Now, [y; v2; v2k+1; z] is an odd chordless path joining y to z in Gic, and this
contradicts (Ai).
Case 2: (xi+1c )= vi with 36i62k. As in Case 1, neither y nor z can be adjacent
to both vi−1 and vi+1 in Gic. Assume that y is adjacent to vi−1 and z to vi+1 and
notice that z; y have no other neighbors on the cycle. Then the quasi-chordless odd
path P′= [y; vi−1; : : : ; v1; v2k+1; v2k ; : : : ; vi+1; z] contradicts Fact 3.
The proof of Lemma 2 is complete.
This lemma guarantees that the coloring obtained by the algorithm LexColor uses
l=!(G) colors. Indeed, the contraction of an even pair does not change the parameter
!, so the 'nal graph Gkll , which is a clique, has l=!(G) vertices.
Remark 3. The algorithm LexColor may be also used to obtain a largest clique of G,
by the same method as in [5]. We only have to consider the graphs Gic in reverse
order (i.e. starting with Gkll which is a clique) and build a largest clique Q
′ in Gi−1c
using the largest clique Q in Gic (we can assume i¿ 1 since G
1
c =G
kc−1
c−1 ). To do this,
it is suMcient to consider the two cases below:
• if (xic) is not in Q, then Q is also a clique in Gi−1c , so we take Q′=Q;
• if (xic) is in Q, then either (xi−1c ) or xic form a clique in Gi−1c with Q− (xic), so we
can build Q′=Q − (xic) + (xi−1c ), respectively Q′=Q − (xic) + xic.
3. Complexity aspects
In this section we show that the algorithm LexColor may be implemented to execute
no more than O(n2) operations; to do this, we indicate how to perform the operations
in the ‘for k := 1 to n’ loop.
We consider a doubly linked list L of non-empty sets, each set S containing all the
vertices with a 'xed label (this label will be denoted S:label). The sets (each of them
represented as a doubly linked list too) are lexicographically ordered from smallest label
to largest label, so that for a given set S the pointer next(S) (respectively prev(S))
indicates the set with label immediately larger (respectively smaller). Moreover, every
set S has a pointer toward a set S ′ (initially empty) and an integer variable d(S) such
that
d(S)= the largest color c with the property:label(c)¡ next(S):label(c):
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(For the last set S in L, we de'ne d(S)= n+1). Obviously, for every c′¿c we have
S:label(c′)= next(S):label(c′). We do not need to know the labels of the vertices (so
we do not need to keep them in some variables). It is suMcient to know the set to
which a vertex x belongs; it is denoted SET(x).
Initially, L contains only one set, V (whose vertices have all the same label, 0).
Then, at every step k (k =1; 2; : : : ; n), the algorithm LexColor must consider a vertex
w with largest label, give it a color and a range, modify the labels of its neighbors
and update the lexicographic order. This is done as follows.
Once w is chosen in the last set of L and is colored h, we consider each set S
in L containing at least one of the neighbors of w. If S:label(h) = 0, we do noth-
ing. Otherwise, we split S into two parts: a part S ′, formed by the neighbors of w
in the initial S, and another part (still called S) formed by the remaining vertices
(in this case S will be said marked). The new set S does not change its place in
the list; but the set S ′ could be situated anywhere between S and the end of the
list.
Intuitively, S ′ will move towards the end of the list as long as it encounters sets T
which are not marked, and such that d(T )¡h. When a set T which does not have
these properties is encountered, one of the following situations occur:
• If T is not marked, then the place of the set S ′ is immediately after T .
• If T is marked, then the place of the set S ′ is just before the place of T ′ (which is
already found or should be found later).
If we treat the sets in their order from the end of the list L towards its beginning,
then the two cases before become only one case. Indeed, it is suMcient to follow the
steps of the algorithm below, in order to obtain a lexicographically ordered list L:
Algorithm Insert-New-Sets. for each marked set S (in order from the end of L towards
its beginning)
compute the set T which is closest to S such that d(T )¿h and S:label6T:label;
insert S ′ just after T .
For a given vertex v denote v:label(n::k) the part of v:label delimited by the indices
n; k. Then we have the following.
Lemma 3. At the end of the algorithm above; the new list L is lexicographically
ordered from smallest label to largest label.
Proof. We prove by induction on the distance (i.e. number of intermediate sets) be-
tween the marked set S and the end of the lexicographically ordered list L that:
(3) if S ′ is inserted immediately after the set T which is closest to S such that
d(T )¿h and S:label6T:label, then the new list is lexicographically ordered.
When S is the last set of the list, we have T = S (since d(S)= n+1 by de'nition),
so S ′ is inserted immediately after S and we are done. Notice that in the new list the
value of d(S) changes, and that by de'nition we will have d(S ′)= n+ 1.
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Assume now that S is not the end of the list, and that for all marked sets between
S (excluded) and the end of the initial list (included), S ′ has been inserted in the
new list. By induction hypothesis, the new list is lexicographically ordered. The val-
ues d(U ), for every set U in the new list, are updated (that is, they are valid for
the new list). The set T has, with respect to S, the two properties indicated in the
algorithm.
To see that S ′ must be inserted after T , notice 'rst the equality S ′:label(1::h +
1)= S:label(1::h + 1)=T:label(1::h + 1), due to the property that T is the 'rst set
with d(T )¿h. Moreover, we have S ′:label(h)¿S:label(h)= 0=T:label(h) because S ′
is non-empty only for sets S with S:label(h)= 0 (see the beginning of this section).
We deduce that S ′:label¿T:label, so S ′ must be inserted after T .
To show that S ′ must be inserted before next(T ) (if it exists), we have to show that
S ′:label¡ next(T ):label. Two cases can occur:
Case 1. there exists a marked set between S (excluded) and T (included).
Call Q such a set which is closest to S. Then next(T ) is, in fact, the set Q′ which
was inserted before.
If d(T )¿h, then we deduce that S ′:label(d(T ))= S:label(d(T )), since the labels of
S and S ′ di<er only on the 'eld h. We also have that S:label(d(T ))=T:label(d(T )),
since T is closest to S with the property d(T )¿h. Moreover, T:label(d(T ))¡ next(T ):
label(d(T )), since T:label¡ next(T ):label and d(T ) is the largest index for which
the two labels have di<erent values. Hence we have S ′:label¡ next(T ):label, since
S ′:label(1::d(T ) + 1)= S:label(1::d(T ) + 1)=T:label(1::d(T ) + 1)=next(T ):
label(1::d(T ) + 1).
If d(T )= h, then S ′:label(h)= n − range(w)=Q′:label(h)= next(T ):label(h). More-
over, S ′; Q′ di<er exactly on the same indices as S and Q (since the labels of S; Q
change identically to give S ′; Q′), so S:label¡Q:label implies S ′:label¡Q′:label = next(T ):
label.
The proof is 'nished in this case.
Case 2. there exists no marked set between S (excluded) and T (included).
We have that S ′:label(n::h)=T:label(n::h), and d(T )¿h implies S ′:label¡ next(T ):
label. Indeed, S ′:label(n::d(T )+1)= S:label(n::d(T )+1)=T:label(n::d(T )+1) =next(T ):
label(n::d(T ) + 1) and we can show that S ′:label(d(T ))¡ next(T ):label(d(T )). In the
case d(T )¿h this is true since S ′:label(d(T ))=T:label(d(T )). In the case d(T )= h, as
there exists no marked set between S and T (included), next(T ):label(h)= n−range(w′)
where w′ is a vertex colored h before w (thus range(w′)¡ range(w)). We deduce that
next(T ):label(h)= n− range(w′)¿n− range(w)= S ′:label(h).
This lemma shows that the method we indicated to manage the list is correct, but
we still have to inquire about the complexity of the algorithm. There are two important
operations to perform eMciently for each S: 'nding T and updating d(T ); d(S ′). This is
done by the following algorithm, which contains the block of instructions to be executed
for each k in the algorithm LexColor (initially, L contains only V , and d(V )= n+ 1;
NULL is the pointer which points to nowhere).
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Algorithm Color-Next-Vertex.
1. select a vertex w in the last set; remove it from this set; remove the set
if it is empty;
2. give to w the smallest possible color h and a range range(w);
3. for every neighbor x of w still in the list and such that x:label(h)= 0 do
4. add x to the (initially empty) set SET(x)′; mark SET(x);
5. remove x from SET(x) (but do not remove SET(x) even if it is empty);
6. S :=NULL; T :=NULL;
7. repeat
8. if (S =NULL) then
9. S := the last element of the list L;
10. T := S
11. else
12. S := prev(S);
13. if next(S)= ∅ then
14. if next(S)=T then T := S;
15. remove next(S); update d(S);
16. while (S = NULL) and (S is not marked) and (d(S)¡h) do S := prev(S);
17. if S = NULL then
18. if d(S)¿h then T := S;
19. if S is marked then
20. insert S ′ between T and next(T );
21. update d(T ); d(S ′);
22. until (S =NULL).
The algorithm is organized as follows. In steps 1 and 2, we consider a non-colored
vertex with maximum label and give him a color and a range according to the rules
we de'ned previously. In steps 3–5, we 'nd all the vertices x whose labels will be
modi'ed, and put them in the corresponding sets SET(x)′. The initial set SET(x) is
not removed from the list even if it is empty; this will be done later.
In step 6, the variable S receives the value NULL; this will mean, in step 8, that
the traversal of the list L (from its end towards its beginning) has not begun yet. At
any iteration of the repeat loop in step 7 we start with a given set S (whose value is
determined in step 9 if we are at the 'rst iteration, and in step 12 if we are not at
the 'rst iteration), and we search (by successively considering in step 16 the sets in
L with smaller labels) the 'rst set (still denoted S) which either must play the role
of T , or it is marked. If such a set is found, then T is updated (in the 'rst case; see
step 18), or S ′ is inserted (see steps 19–21). Then the set S which will start the next
iteration of the repeat loop is not NULL, therefore the next iteration starts with step
12, which prepares the new search in step 16. But before performing this search, we
have to remove a possible empty set created at the preceding iteration. This is done
in steps 13–15.
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We have to show that at the end of this algorithm, in the list L the sets are still
lexicographically ordered from smallest label to largest label, and that the new values
of the variables d() can be eMciently found. For the 'rst of this goals, we can directly
apply Lemma 3 if we show that, for each S, the set T built during the algorithm (just
before step 19) is closest to S with the property d(T )¿h. For the second goal, we
need a small supplementary result.
Let us denote by d(S; Q) (where S; Q are two sets such that S:label¡Q:label) the
largest color c such that S:label(c)¡Q:label(c). Then d(S)=d(S; next(S)).
Lemma 4. Let Sj; Sj+1; : : : ; Sp be a sequence of consecutive sets in L (in ascending
order of their labels). Then d(Sj; Sp)=max{d(Sk); k = j; j + 1; : : : ; p− 1}.
Proof. We use induction on l¿ j to show that d(Sj; Sl)=max{d(Sk); k = j; j+1; : : : ; l−
1}. Obviously, this is true for l= j + 1. We suppose this is true for l¿ j, and we
prove the equality holds for l+ 1. Denote s=d(Sj; Sl) and t=d(Sl).
Case 1. t ⇐= s. Then Sj:label(n::s+ 1)= Sl:label(n::s+ 1)= Sl+1:label(n::s+ 1) and
Sj:label(s)¡Sl:label(s)6Sl+1:label(s). Then d(Sj; Sl+1)= s and we are done.
Case 2. t ¿ s. Then Sj:label(n::t + 1)= Sl:label(n::t + 1)= Sl+1:label(n::t + 1) and
Sj:label(t)= Sl:label(t)¡Sl+1:label(t). Then d(Sj; Sl+1)= t and we are done.
To simplify the presentation, the iterations of the repeat loop starting in step 7 are
numbered by integers going from 1 to q. Moreover, Sp, respectively, Tp will represent
the values of S, respectively, of T just before step 22 in iteration p.
Remark 4. For a given iteration p, Lemma 4 shows that updating d(S) in step 15
is computable in constant time. Notice that if in step 14 we have next(S)=T (i.e.
next(S)=Tp−1), then in step 19 of the preceding iteration we had Sp−1 =Tp−1 and
in step 20 of the preceding iteration (Sp−1)′ has been inserted immediately after Sp−1
itself. Thus in step 21 d(Tp−1), which is equal to d(Sp−1), has been updated to h
(the labels of Sp−1 and (Sp−1)′ are identical everywhere except on the position h).
Therefore in step 15 of the pth iteration the new d(S) calculated as max{d(S); h} is
at least h.
Now, we consider the repeat loop in step 7 and inquire about the properties of
L; S; T which are preserved at every iteration.
Lemma 5. Consider an arbitrary iteration p of the repeat loop in step 7. If Sp =
NULL; then we have just before the step 22:
(P) Tp is closest to Sp such that d(Tp)¿h and Tp:label¿Sp:label.
(P′) the new values of d() are found in constant time.
Proof. Notice that Sp; Tp have been found as follows:
• for Sp; either in step 16; or in step 12; or in step 9 of the iteration p;
• for Tp, in step 18 or 14 or 10 of the iteration p; or Tp=Tp−1.
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We use induction on p to show that Lemma 5 is true. We should prove that
Lemma 5 is true for p=1, then to suppose it is true for some value p − 1¿1 and
show it is true for p. As the proofs in the two cases are very similar, we will give a
common proof and we will indicate the small di<erences which appear.
So let p¿1 be an iteration and assume that if p¿ 1, Lemma 5 is true for p− 1.
We 'rst show that
Fact 5. (P) is satis:ed just before the execution of step 19.
Proof of Fact 5. Notice that proving this fact will not necessarily prove (P) in Lemma
5, since the value d(Tp) could possibly be modi'ed in step 21 (but Sp; Tp will not
be modi'ed again during the iteration p).
We can suppose that d(Sp)¡h (otherwise step 18 guarantees that Sp=Tp and we
are done) and make the following remark:
Remark 5. If (P) in Lemma 5 is true for an iteration i, then for every set S =
Si+1 between Si+1 and T i we have that T i is closest to S such that d(T i)¿h and
T i:label¿S:label. Indeed, this is obviously true for the sets situated between Si (in-
cluded) and T i (since it is true for Si). Moreover, all the sets S situated between
Si+1 (excluded) and Si are treated in step 16 of the (i + 1)th iteration, so they have
d(S)¡h; as (P) holds for Si, T i, we are done.
Then 've cases could occur with regard to p and next(Sp):
(i) p=1 and next(Sp)=NULL; then Sp has been obtained in step 9 (without any
modi'cation in step 16), thus Sp=Tp and we are done.
(ii) p=1 and next(Sp) = NULL; then Tp is the last set in the list L, and all the sets
S between Sp and Tp have been treated in step 16, i.e. for all of them d(S)¡h.
Then (P) is true just before step 19.
(iii) p¿ 1 and next(Sp) is situated between Sp and Sp−1, that is, it has been treated in
step 16 of the current iteration. Then, by Remark 5 for p−1 (and by the induction
hypothesis) we have that Tp−1 is closest to next(Sp) such that d(Tp−1)¿h and
Tp−1:label¿next(Sp):label. Moreover, Tp=Tp−1 since neither step 18, nor step
14 changed T , so the assumption d(Sp)¡h implies that (P) is satis'ed just before
step 19.
(iv) p¿ 1 and next(Sp)= Sp−1. Then the value of Sp has been 'xed in step 12 and
has not been changed in step 16. As we assumed that d(Sp)¡h, using induction
hypothesis we have once again that Tp−1 is closest to Sp such that d(Tp−1)¿h
and Tp−1:label¿Sp:label; moreover, we have once again that Tp=Tp−1, so we
are done.
(v) none of the four cases above, i.e. p¿ 1 and after the execution, in step 12, of the
a<ectation Sp=prev(Sp−1), we have that in step 13 the condition next(Sp)= ∅
(equivalently, Sp−1 = ∅) is satis'ed, therefore Sp−1 is removed. Now, if before
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this removal we had Sp−1 =Tp−1 (i.e. next(Sp)=Tp−1), the algorithm performs
Tp := Sp, and we are done (since we are in case v), Sp will not be changed later
during the same iteration; for Tp this is true because of a preceding assumption). If
before this removal we didn’t have Sp−1 =Tp−1, then Tp−1 still exists in the list
L and, by Remark 5 for i=p−1 and next(Sp) (which have been situated between
Tp−1 and Sp−1 before the removal) we have that Tp−1 is closest to next(Sp)
such that d(Tp−1)¿h and Tp−1:label¿next(Sp). Once again, since d(Sp)¡h
and Tp=Tp−1, we have 'nished.
Fact 5 is proved.
Now, if Sp is not marked, no modi'cation will be done in Steps 19–21, so (P)
is true. Moreover, (P′) is true too, because updating d() is done only in step 15 and
Remark 4 insures this operation takes constant time.
If Sp is marked, then we can apply Lemma 3: indeed, Tp satis'es the conditions
in the algorithm Insert-New-Sets with respect to Sp (by Fact 5). Then we deduce
that the insertion of (Sp)′ just after Tp (made in steps 20 and 21 of the algorithm
Color-Next-Vertex) is correct, in the sense that the new list is lexicographically ordered.
To show that the values of d(T ); d(S ′) can be computed in constant time, we have to
consider again the two cases we found in the proof of Lemma 3:
Case 1. there exists a marked set between Sp (excluded) and Tp (included).
Once again, call Q such a set which is closest to Sp and recall that (Sp)′ was
inserted just after Tp and just before Q′. Furthermore, we can update d(Tp) := h,
since Tp was the closest to Sp with d(Tp)¿h (just before step 19), so we have
Tp:label(h)= Sp:label(h)= 0¡ (Sp)′:label(h). Finally, d((Sp)′) :=d((Sp)′; Q′)=d(Sp; Q),
and this can be easily computed by slightly modifying step 16 (thanks to Lemma
4). Property (P′) holds, and the same is true for property (P) since we proved that
d(Tp)= h just before step 22.
Case 2. there exists no marked set between Sp and Tp (included).
If next(Tp) does not exist (i.e. Tp is the last set in the list), then we easily have
(P), (P′).
In the contrary case, to update the values of d(), we must update d((Sp)′) be-
fore d(Tp) as follows: d((Sp)′)=d((Sp)′; next(Tp)) :=d(Tp), and d(Tp) := h (as in
Case 1). AMrmations (P), (P′) hold.
By Lemma 5, the algorithm Color-Next-Vertex works correctly and needs O(n)
operations: every set in the list L (of length at most n) is considered once and a
constant number of simple operations is performed. As Color-Next-Vertex is repeated
n times in LexCol, LexCol performs O(n2) operations.
4. Concluding remarks
The idea we used to color Meyniel graphs may be a little changed to obtain a better
coloring algorithm for a subclass of Meyniel graphs, namely the parity graphs. A graph
G is a parity graph if every odd cycle of it contains at least two crossing chords.
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In the O(m+ n) algorithm we propose here to color parity graphs, the label v:label
of a vertex is an integer (and not an array) which represents the largest color received
by a neighbor of v.
Algorithm SimpleLexColor.
for every vertex w of G do
w:label := 0;
for k := 1 to n do
begin
consider a non-colored vertex w with maximum label;
(w) := k;
color(w) := h, the smallest color not yet given to one of its neighbors;
for every non-colored neighbor x of w do
if x:label¡h then x:label := h
end.
To prove that this algorithm colors a parity graph G with !(G) colors, we need
to de'ne the class of semi-parity graphs which will play a role similar to the one of
quasi-Meyniel graphs. A graph G is called a semi-parity graph if it has no chordless
odd cycle, and it contains a vertex z (called pivot) such that every odd cycle with no
crossing chords possesses at least one chord with endpoint z.
Remark 6. Obviously, every parity graph is a semi-parity graph, while every semi-parity
graph is a quasi-Meyniel graph.
With the same notation as before, we have the following lemma:
Lemma 6. For every :xed color c ∈ {1; : : : ; l} and every integer i ∈ {0; 1; : : : ; kc−1};
the two following properties hold:
(A′i) if i¿1; then (x
i
c) and x
i+1
c form an even pair in G
i
c
(B′i) G
i+1
c is a semi-parity graph with pivot (x
i+1
c ).
Proof. The proof is very similar with the proof of Lemma 2, so we do not give all
the details. As before, we use induction and we denote y=(xic); z= x
i+1
c .
By Remark 6, Fact 1 is still true. Moreover, in both cases (a) and (b) in Fact 1,
we can 'nd an odd cycle with no crossing chords which contradicts the hypothesis
(B′i−1), so we deduce:
Fact 1′. Suppose there exists a quasi-chordless odd path P= [y= v0; v1; : : : ; v2k ;
z= v2k+1] (with k ¿ 0) joining y to z in Gic. Then no vertex w of G
i
c adjacent to both
y and z.
122 F. Roussel, I. Rusu /Discrete Mathematics 235 (2001) 107–123
Moreover, Fact 2 is still true too. We just have to notice that, instead of an array
of length n for the labels, we now have an integer (equivalently, an array of length
1), therefore the reasoning is simpler: (1) becomes z:label = vh:label, we can give up
considering ‘a largest index c′ such that z:label(c′)¿vh:label(c′)’ since there is only
one index, and Fact 1′ may replace Fact 1.
Since the proof of Fact 3 uses only Fact 2, Fact 3 is also true.
Now, in the proof of Fact 4, we use Fact 3 and the property of Gic to be a
quasi-Meyniel graph, but we do not speci'cally use the algorithm LexColor. Then,
Remark 6 allows us to deduce that (A′i) in Lemma 6 is true (since it is identical
to (Ai) in Lemma 2) and that Gi+1c is a quasi-Meyniel graph with pivot (x
i+1
c ) (as
shown by (Bi) in Lemma 2). To prove (B′i), it remains to show that every odd cycle
C = [v1; : : : ; v2k+1] (k¿2) with no crossing chords (but possessing at least two chords)
has a chord with endpoint (xi+1c ).
If (xi+1c ) is not in C, then C is also a cycle of G
i
c, a contradiction with (B
′
i−1).
By contradiction, assume now that (xi+1c ) is in C (say it is v1) but is not the end-
point of a chord, and suppose, without loss of generality, that C is the smallest odd
cycle with this property. Then v2v2k+1 ∈ E. Otherwise, as G contains no odd chord-
less cycle, C must contain three vertices vi; vj; vl (1¡i¡j¡l such that i is taken
as small as possible) which form a triangle (i.e. they are pairwise adjacent). Then ei-
ther [v1; v2; : : : ; vi; vl; vl+1; : : : ; v1] or [v1; v2; : : : ; vi; vj; vl; vl+1; : : : ; v1] is an odd cycle (on
've vertices or more) having no chord with endpoint (xi+1c ). Since C was the small-
est such cycle, the odd cycle among the two indicated is, in fact, C itself. Then
we must have j= i + 1; l= i + 2; moreover, no other chord but vivi+1 exists in the
cycle (otherwise we 'nd again a smaller odd cycle), so C has only one chord, a
contradiction.
Now, in Gic neither y=(x
i
c) nor z= x
i+1
c can be adjacent to both v2 and v2k+1
(otherwise we have a contradiction with (B′i−1)), so say that y is adjacent to v2 and
z to v2k+1. Then [y; v2; v2k+1; z] is an odd chordless path joining y to z in Gic, a
contradiction with (A′i).
This lemma guarantees that the algorithm SimpleLexColor colors G with !(G)
colors.
For the implementation in O(m+ n) time, we consider again a sorted doubly linked
list L, where each (possibly empty) set S of L contains all the vertices with a 'xed label
(denoted S:label). To insure the quick updating of L, we use an array T of pointers
such that for each color c, the pointer T (c) indicates the set S of L with S:label = c.
Now, if the label of a vertex z becomes c, z can be immediately added to the set
pointed by T (c).
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