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18 On some problems concerning symmetrization
operators
Christos Saroglou
Abstract
In [G. Bianchi, R. J. Gardner and P. Gronchi, Symmetrization in Geometry, Adv. Math.,
vol. 306 (2017), 51-88], a systematic study of symmetrization operators on convex sets and their
properties is conducted. In the end of their article, the authors pose several open questions. The
primary goal of this manuscript is to study these questions.
1 Introduction
In the past few years, problems of characterizing operators between convex sets by their
properties have been extensively studied (see e.g. [6], [7], [9], [13], [15]). In [2], the authors
study symmetrization operators (see also [1] for problems concerning characterizations of
symmetrization operators that are simultaneously Minkowski valuations). Our goal is to study
the problems that they propose in their paper. It should be mentioned that symmetrization
methods are very powerful tools for proving isoperimetric-type inequalities such as the classical
Brunn-Minkowski inequality, the classical isoperimetric inequality, the Busemann centroid
inequality and its recently established extensions and the Blaschke-Santalo´ inequality (see
e.g. [4], [3], [10], [11], [8], [12]). Before describing our results, let us first fix some notation
and terminology (closely following [2]).
The origin in Rn is denoted by o and the unit (Euclidean) ball in Rn is denoted by Bn2 .
Set Gn,i to be the family of all subspaces (i.e. the Grassmannian) of Rn of dimension i ≤ n.
The orthogonal projection of a set or a point A in Rn onto a subspace H is denoted by A|H .
Set also H⊥ to be the subspace which is orthogonal to H , where H is a subspace or a vector.
The support function hK : Rn → R of a convex set K in Rn is defined as follows:
hK(x) = max{〈x, y〉 : y ∈ K}, x ∈ Rn,
where 〈·, ·〉 denotes the standard scalar product in Rn. It is well known (see e.g. [14] or [5])
that hK is monotone with respect to inclusion (i.e. hK ≤ hL whenever K ⊆ L), additive with
1
respect to Minkowski sum (i.e. hK+L = hK +hL, where K +L := {x+ y : x ∈ K, y ∈ L}) and
positively homogeneous (i.e. htK(x) = hK(tx) = thK(x), for all t > 0 and x ∈ Rn). Moreover,
if o ∈ K and u ∈ Sn−1, then hK(u) equals the distance of the origin to the supporting
hyperplane of K, whose outer unit normal vector is u. Here, Sn−1 = {x ∈ Rn : |x| = 1}
denotes the unit sphere.
The family of all compact convex subsets of Rn is denoted by Kn and the family of all
convex bodies (i.e. compact convex sets with non-empty interior) in Rn is denoted by Knn. Let
H be a subspace of Rn. We say that a set A is H-symmetric if A is symmetric with respect
to H . In the case of a set A being {o}-symmetric, we will simply write “A is o-symmetric”. If
S(H) is the family of all H-symmetric subsets of Rn and B is a family of convex sets, define
BH := B ∩ S(H). In particular, KnH = Kn ∩ S(H) and Knn,H = Knn ∩ S(H).
Recall the definition of intrinsic volumes in Rn, a re-normalization of the classical notion of
quermassintegrals (see e.g. [14] or [5]). A convenient way to define intrinsic volumes (without
the definition of mixed volumes and quermassintegrals) is through Kubota’s formula. For
j ∈ {1, . . . , n} and K ∈ Kn, the j-th intrinsic volume Vj(K) of K is defined as
Vj(K) =
(
n
j
)−1 ∫
Gn,j
V olH(K|H)dσn,j(H),
where V olH(·) stands for the volume functional on H and σn,j is the Haar probability measure
on the Grassmannian Gn,j. Hence Vj(K) > 0 if and only if dimK ≥ j. It is immediate
to see from the previous formula that Vj is increasing on Kn, strictly increasing on Knn and
strictly increasing on Kn if j = 1. Moreover, Vj is continuous on Kn and translation invariant.
Throughout this paper, a set function will be called continuous if it is continuous with respect
to the Hausdorff metric. Another remarkable property of Vj is that it is independent of the
dimension n of the ambient space. Additionally, Vn is just the n-dimensional volume, while
Vn−1 and V1 are proportional to the surface area and mean width functionals respectively.
Recall that the mean width W (K) of a compact convex set K is defined by
W (K) = 2
∫
Sn−1
hK(u)dσ(u),
where σ is the rotation invariant probability measure on Sn−1.
A symmetrization is any operator ♦ : B → BH , where B is any class of convex sets and H
is a subspace of Rn. For our purposes, B will always be Kn or Knn. ♦ is called monotonic (resp.
strictly monotonic), if for any K,L ∈ B, with K ⊆ L (resp. K $ L), it holds ♦K ⊆ ♦L
(resp. ♦K $ ♦L). ♦ is called idempotent, if ♦♦K = ♦K, for all K ∈ B. ♦ will be
called invariant on H-symmetric sets, if ♦K = K, for all K ∈ BH . Any set of the form
(r(Bn2 ∩ H) + x) + s(Bn2 ∩ H⊥), where r, s > 0 and x ∈ H , will be called an H-symmetric
2
spherical cylinder. We call ♦ invariant on H-symmetric spherical cylinders, if ♦B = B, for
any H-symmetric spherical cylinder B. Similarly, ♦ is called invariant under translations
orthogonal to H of H-symmetric sets, if for any K ∈ BH , and for any x ∈ H⊥, it holds
♦(K + x) = K. Let F : B → R be a set-function. Then, ♦ is called F -preserving, if
F (♦K) = F (K), for all K ∈ B. Finally, we call a symmetrization ♦ : B → BH projection
invariant if (♦K)|H = K|H , for all K ∈ B.
Let us describe the two most famous examples of symmetrization. For H ∈ Gn,n−1 and
K ∈ Kn, the Steiner symmetral SH(K) of K is the convex set obtained by translating any
chord of K of the form K ∩ (H⊥+ x), x ∈ H , so that it is H-symmetric and contains x. If we
allow H to be of any dimension (less than or equal to n), one can define the Minkowski symme-
tral MH(K) of K as follows: MH(K) = (1/2)(K+K
H), where KH is the reflection of K with
respect to H . It is well known (see again [14] or [5]) that Steiner and Minkowski symmetriza-
tion are both monotonic, idempotent, invariant on H-symmetric spherical cylinders, invariant
under translations orthogonal to H of H-symmetric sets and projection invariant. Moreover,
Steiner symmetrization is Vn-preserving and Minkowski symmetrization is V1-preserving. Sev-
eral important characterizations of Steiner and Minkowski symmetrization, by (some of) the
properties mentioned above, where given in [2].
Since Steiner and Minkowski symmetrization possess all these nice properties described
previously, it is natural to ask if there are other symmetrization operators that behave like
them or if some of these properties imply the others. We are now ready to state the questions
(which are of this flavor) asked in [2] and, at the same time, describe the main results of this
note.
Problem 1.1. Let i ∈ {0, . . . , n− 1}, j ∈ {2, . . . , n− 1}, H ∈ Gn,i, B ∈ {Knn,Kn}. Is there a
symmetrization ♦ : B → BH which is monotonic, Vj-preserving and invariant on H-symmetric
sets?
In Section 4, we show that there is no such symmetrization, provided that j ≤ n − i.
Nevertheless, the general problem remains open, with the case i = n−1 being (in our opinion)
the most interesting. It should be remarked that the authors in [2] asked, in the case i = n−1,
other variants of Problem 1.1 as well; namely what happens if ♦ is assumed to be invariant on
H-symmetric spherical cylinders or projection invariant instead of invariant on H-symmetric
sets.
Problem 1.2. Let i ∈ {1, . . . , n − 1}, H ∈ Gn,i, B ∈ {Knn,Kn} and ♦ : B → BH a
strictly monotonic and idempotent symmetrization, which is invariant on H-symmetric spher-
ical cylinders. Is it true that ♦ is projection invariant?
Problem 1.3. Let i ∈ {1, . . . , n− 1}, H ∈ Gn,i, B ∈ {Knn,Kn} and ♦ : B → BH a monotonic
symmetrization, which is invariant on H-symmetric spherical cylinders. Assume, furthermore,
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that there exists a strictly monotonic set-function F : B → [0,∞], such that ♦ is F -preserving.
Is it true that ♦ is projection invariant?
In Section 3, we show that the answer to both Problems 1.2 and 1.3 is affirmative. We
remark that the cases i = 1 and i = n− 1 were already settled in [2].
Problem 1.4. Let i ∈ {0, . . . , n− 1}, H ∈ Gn,i, B ∈ {Knn,Kn} and ♦ : B → BH a monotonic
and V1-preserving symmetrization, which is invariant on H-symmetric sets. Is it true that ♦
is invariant under translations orthogonal to H of H-symmetric sets?
We note that if one could prove that the answer to the previous question is affirmative, then
it would follow that there is no symmetrization, other than the Minkowski symmetrization,
satisfying the assumptions of Problem 1.4 (see Section 5 below or [2]). We are unable to solve
Problem 1.4. We show in Section 5, however, that if B = Kn and we assume, furthermore, that
♦ maps line segments, contained in a translate of H⊥, to line segments (see Definition 5.1 and
Theorem 5.2 below for the extension to the case B = Knn), then the answer to this question is
indeed affirmative. We should mention though that, as discussed in [1], an assumption of the
form “segments are mapped to segments” is a rather strong one.
2 The natural extension
We will make use of the following definition in Sections 4 and 5.
Definition 2.1. Let n ∈ N, i ∈ {0, . . . , n − 1}, H ∈ Gn,i and ♦ : Knn → Knn,H an H-
symmetrization. The natural extension ♦ : Kn → KnH of ♦ is defined as follows:
♦K =
∞⋂
m=1
♦
(
K +
1
m
Bn2
)
, K ∈ Kn.
It should be remarked that the restriction of ♦ onto Knn does not need to coincide with
♦ (even under the assumption of strict monotonicity) unless certain additional properties are
assumed for ♦. For instance, for K ∈ Knn, set BK to be the o-symmetric Euclidean ball of
volume Vn(K) and define
♦K :=
{
BK , Vn(K) ≤ 1
2BK , Vn(K) > 1.
Then, for any i ∈ {0, . . . , n − 1} and any H ∈ Gn,i, ♦ : Knn → Knn,H is a strictly monotonic
symmetrization, with ♦K = 2♦K 6= ♦K, if Vn(K) = 1.
The next lemma summarizes some basic information concerning the natural extension
operator.
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Lemma 2.2. Let i ∈ {0, . . . , n − 1}, H ∈ Gn,i, ♦ : Knn → Knn,H an H-symmetrization and
♦ : Kn → KnH be its natural extension. Assume that ♦ is monotonic. Then, the following
hold true:
i) ♦K ⊇ ♦K, for all K ∈ Knn. Moreover, if there exists a strictly monotonic and continuous
set function F : Knn → Knn,H such that ♦ is F -preserving, then ♦K = ♦K, for all K ∈ Knn.
ii) If ♦ is Vj-preserving, for some j ∈ {1, . . . , n}, then ♦ is Vj-preserving.
iii) ♦ is projection invariant if and only if ♦ is projection invariant.
iv) If ♦ is invariant on H-symmetric sets, then ♦ is invariant on H-symmetric sets.
v) If ♦ is invariant on H-symmetric spherical cylinders, then ♦ is invariant on H-symmetric
spherical cylinders.
vi) If ♦ is invariant under translations orthogonal to H of H-symmetric sets, then ♦ is
invariant under translations orthogonal to H of H-symmetric sets. Moreover, if ♦ is
invariant under translations orthogonal to H of H-symmetric sets, then ♦(K + x) ⊇ K,
for all H-symmetric sets K and for all x ∈ H⊥. If, in addition, ♦ is Vj-preserving,
for some j ∈ {1, . . . , n}, then ♦ is invariant under translations orthogonal to H of H-
symmetric sets.
Proof. (i) The fact that ♦K contains ♦K, for K ∈ Knn is trivial. Assume that there exists
a continuous set function F : Knn → Knn,H such that ♦ is F -preserving. Then, by the mono-
tonicity of F , F (♦K) ≥ F (♦K) = F (K). Moreover, the sequence {K + 1
m
Bn2
}
converges to
K, with respect to the Hausdorff metric, thus
F (♦K) ≤ F
(
K +
1
m
Bn2
)
→ F (K), as m→∞,
hence F (♦K) = F (♦K). Since F is strictly monotonic, it follows that ♦K = ♦K.
(ii) As noted in the Introduction, Vj is continuous in Kn. FixK ∈ Kn. Notice that the sequence{
K + 1
m
Bn2
}∞
m=1
is decreasing, therefore by the monotonicity of ♦, {♦ (K + 1
m
Bn2
)}∞
m=1
is also
decreasing and consequently ♦ (K + 1
m
Bn2
)→ ♦K, as m→∞. Thus, as before, we have:
Vj(♦K) = lim
m→∞
Vj
(
K +
1
m
Bn2
)
= Vj(K).
(iii) First assume that ♦ is projection invariant. Let K ∈ Kn. Then, for every m ∈ N,
(♦K) |H ⊆ (♦(K + 1
m
Bn2
))
|H =
(
K +
1
m
Bn2
)
|H = (K|H) + 1
m
(Bn2 |H) m→∞−−−→ K|H.
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On the other hand, by (i), we have ♦K ⊇ ♦K, thus (♦K) |H ⊇ (♦K) |H , which shows that(♦K) |H = (♦K) |H . Conversely, assume that ♦ is projection invariant. Let K ∈ Knn. We
already know that K|H = (♦K) |H ⊇ (♦K) |H . To prove the inverse inclusion, fix y ∈ intK.
Since (♦K)|H is assumed to be a closed set, it suffices to show that y|H ∈ (♦K)|H . By
assumption, ♦{y}|H = {y}|H , thus y|H ∈ ♦ ({y}+ 1
m
Bn2
)
= ♦ ( 1
m
Bn2 + y
)
, for all m ∈ N.
On the other hand, since y ∈ intK, there exists m0 ∈ N, such that 1mBn2 + y ⊆ K, for all
m ≥ m0. Thus,
(♦K)|H ⊇
∞⋂
m=m0
(
♦
(
1
m
Bn2 + y
)
|H
)
=
(
∞⋂
m=1
(
1
m
Bn2 + y
))
|H = {y|H},
as asserted.
(iv) Let K ∈ Kn be an H-symmetric set. Then, K + 1
m
Bn2 is also H-symmetric, thus
♦K =
∞⋂
m=1
♦
(
K +
1
m
Bn2
)
=
∞⋂
m=1
(
K +
1
m
Bn2
)
= K.
(v) Let m ∈ N, s, t > 0 and x ∈ H . Then, by (i) and the assumption, we have
♦ ((s(Bn2 ∩H) + t(Bn2 ∩H⊥))+ x) ⊇ ♦ ((s(Bn2 ∩H) + t(Bn2 ∩H⊥))+ x)
=
((
s(Bn2 ∩H) + t(Bn2 ∩H⊥)
)
+ x
)
.
Moreover,((
s(Bn2 ∩H) + t(Bn2 ∩H⊥)
)
+ x
)
+
1
m
Bn2 ⊆
(
ms+ 1
m
(Bn2 ∩H) +
mt + 1
m
(Bn2 ∩H⊥)
)
+ x,
thus
♦ ((s(Bn2 ∩H) + t(Bn2 ∩H⊥))+ x)
⊆
∞⋂
m=1
♦
((
ms + 1
m
(Bn2 ∩H) +
mt+ 1
m
(Bn2 ∩H⊥)
)
+ x
)
=
∞⋂
m=1
((
ms+ 1
m
(Bn2 ∩H) +
mt + 1
m
(Bn2 ∩H⊥)
)
+ x
)
m→∞−−−→ (s(Bn2 ∩H) + t(Bn2 ∩H⊥))+ x.
(vi) Fix an H-symmetric set K ∈ Knn and x ∈ H⊥. If ♦ is invariant under translations
orthogonal to H of H-symmetric sets, we have:
♦(K + x) =
∞⋂
m=1
♦
(
K +
1
m
Bn2 + x
)
=
∞⋂
m=1
(
K +
1
m
Bn2
)
= K,
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thus ♦ is invariant under translations orthogonal to H of H-symmetric sets. Conversely, if
♦ is invariant under translations orthogonal to H of H-symmetric sets, then by (i), we have:
K = ♦(K + x) ⊇ ♦(K + x). If, in addition, ♦ is Vj-preserving, then Vj(♦(K + x)) =
Vj(K + x) = Vj(K), which shows that ♦(K + x) = K. Therefore, ♦ is invariant under
translations orthogonal to H of H-symmetric sets.
3 Symmetrization operators invariant on H-symmetric
spherical cylinders
This section is devoted to the presentation of the solution of Problems 1.2 and 1.3 .
Theorem 3.1. Let i ∈ {1, . . . , n − 1}, H ∈ Gn,i and ♦ : B → BH a symmetrization, where
B = Knor Knn. If ♦ is strictly monotonic, idempotent and invariant on H-symmetric spherical
cylinders, then ♦ is projection invariant.
Theorem 3.2. Let i ∈ {1, . . . , n − 1}, H ∈ Gn,i and ♦ : B → BH a symmetrization, where
B = Knor Knn. Assume that there exists a strictly increasing set function F : B → [0,∞) such
that ♦ is F -preserving. If ♦ is monotonic and invariant on H-symmetric spherical cylinders,
then ♦ is projection invariant.
To avoid distinguishing two cases: B = Knn or B = Kn, we will consider a slightly more
general map, namely ♦ : Knn → KnH . The following lemma shows that it suffices to prove
Theorems 3.1 and 3.2 with B = Knn and with KnH in the place of BH .
Lemma 3.3. Let H be a proper subspace of Rn and ♦ : Kn → KnH a monotonic map. If
the restriction ♦|Knn of ♦ onto the family Knn is projection invariant, then ♦ is projection
invariant.
Proof. Let P ∈ Kn \ Knn. Clearly, there exists K ∈ Kn, such that K ⊇ P and K|H = P |H .
By the monotonicity of ♦, we get
(♦P )|H ⊆ (♦K)|H = K|H = P |H.
To prove the other inclusion, as in Lemma 2.2 (iii), we need to show that (♦{y})|H = {y}|H ,
for any y ∈ Rn. Since
(♦{y})|H ⊆ ♦
(
1
m
Bn2 + y
)
|H =
(
1
m
Bn2 + y
)
|H = 1
m
(Bn2 |H) + (y|H),
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for all m ∈ N, it follows that
(♦{y})|H ⊆
∞⋂
m=1
(
1
m
(Bn2 |H) + (y|H)
)
= {y|H}.
But since it is assumed that ♦{y} 6= ∅, it follows that (♦{y})|H = {y|H}, as required.
We will need some additional lemmas.
Lemma 3.4. Let H be a proper subspace of Rn and ♦ : Kn → KnH a monotonic map. If ♦ is
invariant on H-symmetric spherical cylinders, then (♦K)|H ⊇ K|H.
Proof. First let us fix some notation. For δ > 0, x ∈ H , set
C(δ, x) := δ(Bn2 ∩H) + δ(Bn2 ∩H⊥) + x.
Thus, C(δ, x) is always an H-symmetric spherical cylinder. Let K ∈ Knn and x ∈ relint(K|H).
Then, there exist y ∈ H⊥ and δ0 > 0, such that C(δ, x) + y ⊆ K, for all 0 < δ < δ0. On the
other hand, there exists a large enough t > 0, so that δ(Bn2 ∩H)+t(Bn2 ∩H⊥)+x ⊇ C(δ, x)+y.
Thus, by the monotonicity of ♦ and the fact that ♦ is invariant on H-symmetric spherical
cylinders, we get:
(♦ (C(δ, x) + y)) |H ⊆ ♦ ((δ(Bn2 ∩H) + t(Bn2 ∩H⊥) + x)) |H
=
(
δ(Bn2 ∩H) + t(Bn2 ∩H⊥) + x
) |H
= δ(Bn2 ∩H) + x.
Since ♦ (C(δ, x) + y) is non empty and since ♦K ⊇ ♦ (C(δ, x) + y), it follows that ((♦K)|H)∩
(δ(Bn2 ∩H) + x) 6= ∅. Since x is an arbitrary point in relint(K|H) and δ can be as small as
we want, it follows that (♦K)|H ⊇ relint(K|H). Our claim follows by the fact that (♦K)|H
is a closed set.
Definition 3.5. Any set of the form L+ s(Bn2 ∩H⊥) will be called set of special form, where
s > 0 and L is any convex body in H .
Lemma 3.6. Let H be a proper subspace of Rn and ♦ : Knn → KnH be a monotonic map,
which is invariant on H-symmetric spherical cylinders. Then, T ⊆ ♦T , for any set T of
special form.
Proof. Let L be a convex body in H and s > 0. Set T := L + s(Bn2 ∩ H⊥). We need to
show that T ⊆ ♦T . Let x ∈ relint(T |H) = relintL. Then, there exists δ > 0, such that
δ(Bn2 ∩H) + x ⊆ T |H . Set C := δ(Bn2 ∩H) + s(Bn2 ∩H⊥) + x. Then, C is an H-symmetric
spherical cylinder contained in T . Thus, C = ♦C ⊆ ♦T . In particular, s(Bn2 ∩H⊥)+x ⊆ ♦T
and since x is an arbitrary point of relintL = relint(T |H), it follows that intT ⊆ ♦T . Since
♦T is a closed set, the assertion follows.
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Lemma 3.7. Let H be a proper subspace of Rn and ♦ : Knn → KnH be a monotonic map. If
♦T ⊆ T , for all sets T of special form, then ♦ is projection invariant.
Proof. Fix a convex body K in Rn. By Lemma 3.4, it suffices to show that (♦K)|H ⊆ K|H .
It is clear that there exists a large enough s > 0, so that K|H⊥ is contained in s(Bn2 ∩H⊥).
Then, K ⊆ T := (K|H)+ s(Bn2 ∩H⊥). Notice that K|H = T |H and that T is a set of special
form. By our assumption and the monotonicity of ♦, we have:
(♦K)|H ⊆ (♦T )|H ⊆ T |H = K|H,
as claimed.
We are now ready to prove the main results of this section. The proofs of Theorems 3.1
and 3.2 are similar and will follow from the lemmas we have established.
Proof of Theorem 3.1.
By Lemma 3.3, it suffices to prove that if ♦ : Knn → KnH is a strictly monotonic, invariant
on H-symmetric spherical cylinders and idempotent map, then ♦ is projection invariant. Ac-
tually, by Lemma 3.7, it suffices to show that ♦T = T , for any set T of special form. By
Lemma, 3.6, we have ♦T ⊇ T . Assume that ♦T 6= T . Then, by the strict monotonicity of ♦,
it follows that ♦♦T strictly contains ♦T . However, ♦ is idempotent, thus ♦♦T = ♦T . This
is a contradiction, thus ♦T = T and the proof is complete. 
Proof of Theorem 3.2.
As before, Lemmas 3.3 and 3.7 show that it suffices to prove that if ♦ : Knn → KnH is
a monotonic, invariant on H-symmetric spherical cylinders and F -preserving map, where
F : Knn → KnH is a strictly increasing set function, then ♦T = T , for any set T of special form.
Lemma 3.6 shows that ♦T ⊇ T . If ♦T 6= T , then by the strict monotonicity of F , we would
have F (♦T ) > F (T ). This contradicts the fact that ♦ is F -preserving, thus ♦T = T , for all
sets T of special form. 
Remark 3.8. It follows by the proofs of Theorems 3.1 and 3.2 (a fact that was also mentioned
earlier) that slightly more general versions of these two theorems (in the case that B = Knn)
are valid. Let i ∈ {1, . . . , n − 1}, H ∈ Gn,i and ♦ : Knn → KnH be a map which is strictly
monotonic and invariant on H-symmetric cylinders. If ♦ is idempotent or F -preserving, for
some strictly increasing set-function F : Knn → [0,∞), then ♦ is projection invariant.
4 Vj-preserving symmetrization operators, 2 ≤ j ≤ n− 1
The main goal of this section is to solve Problem 1.1 in the case 2 ≤ j ≤ n− i.
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Theorem 4.1. Let i ∈ {0, . . . , n − 1}, j ∈ {2, . . . , n}, such that j ≤ n − i and H ∈ Gn,i.
Set B = Knor Knn. There does not exist a symmetrization ♦ : B → BH which is monotonic,
invariant on H-symmetric sets and Vj-preserving.
Before proving Theorem 4.1, we will need some geometric statements.
Lemma 4.2. Let i ∈ {0, . . . , n − 1}, H ∈ Gn,i and ♦ : Kn → KnH a symmetrization which
is monotonic and invariant on H-symmetric sets. Then, for every affine subspace G of Rn
that either contains a translate of H⊥ or is a linear subspace of H⊥, it holds ♦K ⊆ G, for all
K ∈ Kn, K ⊆ G.
Proof. Notice that in both cases, G is H-symmetric. Thus, if r > 0 and x ∈ G ∩H , the ball
Br(x) := G ∩ (Bn2 + x) is H-symmetric. Let K ∈ Kn, such that K ⊆ G. Choose r > 0 to be
so large that Br(x) ⊇ K. Then, ♦K ⊆ ♦Br(x) = Br(x) ⊆ G, as claimed.
Proposition 4.3. Let i ∈ {0, . . . , n − 1}, j ∈ {1, . . . , n}, H ∈ Gn,i and ♦ : Kn → KnH a
symmetrization which is monotonic, Vj-preserving and invariant on H-symmetric sets. Then,
♦K ∈ Knn,H , for all K ∈ Knn.
Proof. Let K ∈ Knn. We need to show that ♦K is n-dimensional. First assume that i = 0. It
follows immediately from Lemma 4.2 that for any j-dimensional subspace S of Rn, it holds
♦(K ∩ S) ⊆ S. If it happens that Vj(K ∩ S) > 0, then Vj(♦(K ∩ S)) > 0. We conclude
that if span(K ∩ S) = S, i.e. K ∩ S is j-dimensional, then ♦(K ∩ S) is also j-dimensional, so
(since clearly ♦(K ∩S) ⊆ (♦K)∩S) (♦K)∩S is j-dimensional, hence span((♦K)∩S) = S.
First assume that j = 1. Since K is n-dimensional, there exist points u1, . . . , un ∈ K, whose
position vectors are linearly independent. Then, span(♦K) ⊇ span((♦K) ∩ (Rui)) = Rui,
i = 1, . . . , n, thus ♦K is n-dimensional. Therefore, we may assume that j ≥ 2. Set y to be an
interior point of K and S to be the set of all j-dimensional subspaces of Rn that contain y.
Then, clearly, the union of all subspaces from S is the whole Rn and for each S ∈ S, it holds
span(K ∩ S) = S. Thus, span(♦K) ⊇ ⋃S∈S span((♦K) ∩ S) = ⋃S∈S S = Rn, which again
shows that ♦K is n-dimensional.
In the general case, we will prove our claim by induction in n. The case n = 1 is trivial.
We may assume that i > 0, otherwise we are done. Assume that the assertion holds for the
positive integer n − 1. Notice that we may assume that n − 1 ≥ j, otherwise the result is
again trivial. In the inductive step, assume that ♦K is not full dimensional. That is, there
exists a subspace G of dimension n− 1, such that ♦K ⊆ G. Notice that the restriction Vj|Knn
of Vj onto the family Knn is strictly monotonic. Thus, it follows by Remark 3.8, that the map
♦|Knn : Knn → KnH is projection invariant. In particular, since ♦K is H-symmetric, we have
(♦K) ∩ H = (♦K)|H = K|H , which is full dimensional in H . Hence, H ⊆ G. Let F be
any subspace of Rn, of dimension n − 1, that contains H⊥. Notice that F cannot contain
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H , thus F 6= G. Then, there exists x ∈ F⊥ ⊆ H , such that dim(K ∩ (F + x)) = n − 1
(otherwise it would follow by Fubini’s Theorem that Vn(K) = 0). As before, it follows from
Lemma 4.2 that if L ∈ Kn and L ⊆ F + x, then ♦L ⊆ F + x. This shows that the restriction
♦′ of ♦ onto the family of compact convex subsets of F + x is a symmetrization on F + x.
Since ♦′ is trivially monotonic, invariant on H ∩ (F + x)-symmetric sets and Vj-preserving, it
follows by the inductive hypothesis that dim(K ∩ (F + x)) = n− 1, hence K 6⊆ G, which is a
contradiction, proving our claim.
Proposition 4.4. Let i ∈ {0, . . . , n − 1}, j ∈ {1, . . . , n}, H ∈ Gn,i and ♦ : Knn → Knn,H a
symmetrization which is monotonic, Vj-preserving and invariant on H-symmetric sets. Let
ε ⊆ H⊥ be a straight line containing the origin and I ⊆ ε be a line segment. Then, ♦I is
the o-symmetric line segment contained in ε which has the same length as I, where ♦ is the
natural extension of ♦.
Proof. Set I ′ to be the o-symmetric line segment contained in ε which has the same length
as I. By Lemma 4.2, ♦I is contained in ε, so ♦I is an o-symmetric line segment (possibly
degenerate). By Lemma 2.2 (i), (ii), (v), we have ♦|Knn = ♦, ♦ is invariant on H-symmetric
sets and ♦ is Vj-preserving. Let G be a subspace of ε⊥ of dimension j−1 that either contains
H or is contained in H (depending on whether j − 1 ≥ i or j − 1 < i). Then, in any case, it
is clear that G is H-symmetric, thus the ball B := Bn2 ∩ G ∩H is H-symmetric. For δ > 0,
define the j-dimensional cylinder Kδ := I + δB. Then,
Vj(Kδ) = Vj−1(δB)V1(I). (1)
Moreover, as in the proof of Proposition 4.3, since Vj is strictly increasing on Knn, it follows
by Theorem 3.2 together with Lemma 2.2 that ♦ and ♦ are projection invariant. Hence,
♦Kδ ⊆
(♦Kδ) |H + (♦Kδ) |ε = δB + (♦Kδ) |ε,
Consequently,
Vj
(♦Kδ) ≤ Vj−1(δB)V1 ((♦Kδ) |ε) . (2)
Combining (1), (2) with the fact that ♦ is Vj-preserving, we get V1
((♦Kδ) |ε) ≥ V1(I), for all
δ > 0. Since
(♦Kδ) |ε is H-symmetric (thus o-symmetric) and is contained in ε, we conclude
that
(♦Kδ) |ε ⊇ I ′, for all δ > 0. But by the definition of ♦, we get
♦I = (♦I) |ε =
(
∞⋂
m=1
♦
(
I +
1
m
Bn2
))
|ε ⊇
(
∞⋂
m=1
♦K1/m
)
|ε ⊇ I ′.
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To show the reverse inclusion, set x to be one of the end-points of I and consider the j-
dimensional cone L := conv ((B + x) ∪ I). Then,
Vj(L) =
1
j
Vj−1(B)V1(I). (3)
Since, as mentioned previously, ♦ is projection invariant, it follows that (♦L) |H = L|H = B.
Observe that the Steiner-symmetral Sε⊥
(♦L) of ♦L, with respect to the hyperplane ε⊥,
contains ♦I and also contains B, it contains the double cone conv (♦I ∪B). Therefore,
Vj
(♦L) = Vj (Sε⊥ (♦L)) ≥ 1j Vj−1(B)V1 (♦I) . (4)
Using again the fact that ♦ is Vj-preserving, together with (3) and (4), we see that
V1
(♦I) ≤ V1(I) = V1(I ′).
Since both segments ♦I and I ′ are contained in ε and they are both o-symmetric, it follows
that ♦I ⊆ I ′, as required.
Lemma 4.5. Let ♦ : Kn → Kn be a monotonic map with the property that for any line
segment that contains o, ♦I is the o-symmetric line segment which is parallel to I and has
the same length as I. Let F be a 2-dimensional subspace of Rn and T ⊆ F be an equilateral
triangle whose barycenter is at the origin. Then, V2((♦T ) ∩ F ) ≥ V2(T ).
Proof. Let v1, v2, v3 be the vertices of T . Set a := |v1 − v2| = |v2 − v3| = |v1 − v3|. Then, the
distance of vi from the side of T which is opposite to vi equals a
√
3/2, i = 1, 2, 3. It follows
that V2(T ) =
√
3a2/8. Furthermore, for each i ∈ {1, 2, 3}, T contains a line segment parallel
to [o, vi], of length
√
3a/2. Thus, for i ∈ {1, 2, 3}, the line segment (√3a/(4|vi|)[−vi, vi] is
contained in (♦T ) ∩ F . In other words, since (♦T ) ∩ F is convex, it contains the regular
hexagon H with vertices ±√3avi/(4|vi|), i = 1, 2, 3. Let S be the equilateral triangle with
vertices
√
3av1/(4|v1|),
√
3av2/(4|v2|) and o. Since, clearly,
V2(H) = 6V2(S) =
6
√
3
8
(√
3a
4
)2
=
18
16
√
3a2
8
>
√
3a2
8
= V2(T ),
we conclude that V2((♦T ) ∩ F ) ≥ V2(H) > V2(T ), as claimed.
Proof of Theorem 4.1.
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Assume that there exists such a ♦. If B = Kn, we know from Proposition 4.3 that the
restriction of ♦ onto Knn is a symmetrization : Knn → Knn,H (which is also monotonic, invariant
on H-symmetric sets and Vj-preserving). Therefore, we may assume that B = Knn. Denote by
♦ the natural extension of ♦. We know by Lemma 2.2 that ♦ is also monotonic, invariant on
H-symmetric sets and Vj-preserving. Moreover, it follows by Proposition 4.4 that for every
line segment I, that contains the origin, ♦I is the o-symmetric line segment, which is parallel
to I and has the same length as I. Furthermore, Lemma 4.2 implies that if G is a subspace
of H⊥ of dimension j (recall that j ≤ n − i = dimH⊥), then for every K ⊆ G, K ∈ Kn,
we have ♦K ⊆ G. Thus, if ♦′ is the restriction of ♦ onto the family of convex subsets of
G, then ♦′ : Kj → Kj{o} is a monotonic, invariant of H-symmetric sets and Vj-preserving
o-symmetrization, where we identify G with Rj. We finally conclude that in order to prove
Theorem 4.1, we may assume that j = n, i = 0 and that for every segment I through the
origin, ♦I is the o-symmetric line segment that is parallel to I and has the same length as I.
Let {e1, . . . , en} be an orthonormal basis of Rn and T ⊆ F := span{e1, e2} be an equilateral
triangle whose barycenter is at the origin. Consider the convex body
K := conv(T ∪ [−e3, e3] ∪ · · · ∪ [−en, en]),
where “conv” denotes the convex hull. Notice that by Lemma 4.2, we have ♦T ⊆ F . Then,
by the monotonicity of ♦ and the fact that [−ei, ei] is H-symmetric, i = 3, . . . , n, we obtain
♦K ⊇ conv(♦T∪[−e3, e3]∪· · ·∪[−en, en]) = conv(((♦T )∩F )∪[−e3, e3]∪· · ·∪[−en, en]) =: K ′.
On the other hand, it is clear that
Vn(K) =
2n−1
n!
V2(T )
and
Vn(K
′) =
2n−1
n!
V2((♦T ) ∩ F ),
which gives (since ♦ is volume preserving) V2(T ) = V2((♦T ) ∩ F ). However, Lemma 4.5
implies V2(T ) < V2((♦T ) ∩ F ), which is a contradiction, and the proof is complete. 
5 Characterizations of Minkowski symmetrization
We start with the following definition.
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Definition 5.1. Let H be a subspace in Rn and j ∈ {1, . . . , n − 1}. A symmetrization
♦ : Kn → KnH is called canonical if it maps line segments, contained in a translate of H⊥, to
line segments. If ♦{x} = {x}, for all x ∈ H , then ♦ is called H-invariant. A symmetrization
♦ : Knn → Knn,H is called canonical (resp. H-invariant) if its natural extension is canonical
(resp. H-invariant).
The main goal of this section is to establish the following:
Theorem 5.2. Let n ∈ N, i ∈ {0, 1 . . . , n − 1}, H ∈ Gn,i and ♦ : B → BH a monotonic
symmetrization, which is invariant on H-symmetric sets and mean width preserving, where
B = Kn or Knn. If, in addition, ♦ is canonical, then ♦ is invariant under translations orthog-
onal to H of H-symmetric sets.
First we will need the following result established in [2] for i > 0. Below, we will also need
the case i = 0, so we include it here.
Theorem 5.3. Let n ∈ N, i ∈ {0, 1, . . . , n − 1} and H ∈ Gn,i. Let B = Kn or Knn. If ♦ :
B → BH is a monotonic, mean width preserving symmetrization, invariant on H-symmetric
sets and invariant under translations orthogonal to H of H-symmetric sets, then ♦ = MH .
Proof. As mentioned earlier, the case i > 0 is already settled in [2], thus we only have to prove
our claim for i = 0. Let K ∈ B, u ∈ Sn−1. Then, there exists a box P that contains K, one of
its facets is contained in the supporting hyperplane of K whose unit normal vector is u and
one of its facets is contained in the supporting hyperplane of K whose unit normal vector is
−u. Then it is clear that hK(±u) = hP (±u). Since P is a translate of an o-symmetric set, we
have:
h♦K(u) ≤ h♦P (u) = hP (u) + hP (−u)
2
=
hK(u) + hK(−u)
2
.
The latter inequality is true for all u ∈ Sn−1, thus
♦K ⊆ 1
2
K +
1
2
(−K) = M{o}K
and since ♦ is V1-preserving, we conclude that ♦K = M{o}K, as asserted.
Combining Theorems 5.2 and 5.3, we immediately obtain:
Corollary 5.4. Let n ∈ N, i ∈ {0, 1 . . . , n − 1}, H ∈ Gn,i and ♦ : B → BH a monotonic
symmetrization, which is invariant on H-symmetric sets and mean width preserving, where
B = Kn or Knn. If, in addition, ♦ is canonical, then ♦ = MH .
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For the proof of Theorem 5.2, we will need some geometric lemmas. The next lemma
follows immediately from the definitions and its proof is omitted.
Lemma 5.5. Let H be a proper subspace of Rn. The following statements hold:
i) A line segment I is H-symmetric if and only if for every straight line ε ⊆ H, such that
ε ∩ I 6= ∅, I is ε-symmetric.
ii) Let K ∈ Kn be an H-symmetric set. Then,
K =
⋃
{I : I is an H-symmetric segment contained in K}.
Lemma 5.6. Let n ∈ N, i ∈ {0, 1 . . . , n − 1}, H ∈ Gn,i and ♦ : Kn → KnH a monotonic
Vj-preserving map, for some j ∈ {1, . . . , n}. If for any symmetric line segment J and for any
x ∈ H⊥, it holds ♦(J + x) = J , then ♦ is invariant under translations orthogonal to H of
H-symmetric sets.
Proof. LetK ∈ Kn be anH-symmetric set and x ∈ H⊥. Note thatK+x is (H+x)-symmetric.
Thus, by Lemma 5.5 (ii), we have:
K + x =
⋃
{I + x : I is an H-symmetric segment contained in K}.
Thus, by the fact that♦(I+x) = I, for anyH-symmetric segment I and by the monotonicity of
♦, we immediately get: ♦(K+x) ⊇ K. The assertion follows by the fact that Vj(♦(K+x)) =
Vj(K + x) = Vj(K).
Next, we would like to show how the proof of Theorem 5.2 reduces to a 2-dimensional
problem.
Lemma 5.7. Theorem 5.2 reduces to the following: Let ♦ : K2 → K2{o} be a monotonic
symmetrization, which is invariant on o-symmetric sets, V1-preserving and canonical. Then,
for any o-symmetric line segment J and for any x ∈ R2, it holds ♦(J + x) = J .
Proof. First assume that we have proved Theorem 5.2 for B = Kn. Let ♦ : Knn → Knn be a
symmetrization that satisfies the conditions of Theorem 5.2. Then, Lemma 2.2 guarantees that
its natural extension ♦ : Kn → KnH also satisfies the conditions of Theorem 5.2. Consequently
(since we assumed that Theorem 5.2 is established for B = Kn), ♦ : Kn → KnH is invariant
under translations orthogonal to H of H-symmetric sets. Hence, again by Lemma 2.2, ♦ is
invariant under translations orthogonal to H of H-symmetric sets. Therefore, we may assume
that B = Kn.
15
Note that since V1 is clearly strictly increasing, it follows by Theorem 3.2 that ♦ is projec-
tion invariant. Also, by Lemma 5.6, it suffices to show that for any H-symmetric line segment
J and for any x ∈ H⊥, ♦(J + x) = J . In other words, we need to show that for any 2-
dimensional affine subspace F of Rn, which is perpendicular to H , for any (H ∩F )-symmetric
line segment J ⊆ F and for any x ∈ F , we have: ♦(J + x) = J . Since F can be naturally
identified with R2 (in that case, H∩F = {o}) and since the restriction of ♦ onto the family of
compact convex subsets of F satisfies the conditions of Theorem 5.2, the proof of our lemma
is complete.
Lemma 5.8. Let ε, ε′ be two non-parallel straight lines in R2. Assume that ε′ contains the
origin. Then, there exists a line segment I ⊆ ε, an o-symmetric line segment I ′ ⊆ ε′ of the
same length as I and an o-symmetric convex body K ⊆ R2 that contains I but does not contain
I ′.
Proof. Fix two non-parallel lines ε, ε′ in R2, such that ε′ ∋ o. Set a to be the distance of ε
from o. Denote by I ′ the o-symmetric line segment of length 1 that is contained in ε′. If ε
contains o, then we can take K to be the convex hull of the o-symmetric line segment of length
1, contained in ε and the line segment 1
2
I ′. Then, K is o-symmetric, contains I and does not
contain I ′, as required. Therefore, we may assume that the origin is not contained in ε.
Denote by ζ the line through o, which is orthogonal to ε′. Also, consider the point A := ε∩ζ
and the line segment I ⊆ ε, which is centered at A and has length 1. Set K to be the (unique)
o-symmetric parallelogram that has I as one of its sides. Let J be one of the sides of K which
are not parallel to I. Then, −J is a side of K, parallel to J . Clearly, the area of K equals
2a. Assume that K ⊇ I ′. Then, the distance of J and −J is greater than or equal to the
length of I ′, i.e. 1. However, since ε, ε′ are not parallel, J cannot be perpendicular to I.
Thus, the triangle inequality implies that the length of J is strictly greater than the distance
of I,−I, i.e. 2a. This shows that the area of K is strictly greater than 2a. We arrived at a
contradiction because we assumed that K contains I ′. Since K trivially contains I, our proof
is complete.
Proof of Theorem 5.2.
Let ♦ : K2 → K2{o} be a monotonic, mean width preserving symmetrization, which maps line
segments to line segments. Fix an o-symmetric line segment J and a vector x ∈ R2. As
Lemma 5.7 shows, to prove Theorem 5.2, it suffices to prove that ♦(J + x) = J . First note
that since ♦ is V1-preserving, the line segments J and ♦(J+x) have the same length. Assume
that ♦(J + x) 6= J . Then, the segments ♦(J + x) and J cannot be parallel (otherwise, since
they are both o-symmetric and of the same length, they would coincide). Set ε to be the
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straight line that contains J + x and ε′ to be the straight line that contains J . Take any line
segment I ⊆ ε. We claim that ♦I ⊆ ε′. Indeed, I is contained in some line segment I0 ⊆ ε,
that contains J + x. Consequently, ♦I0 ⊇ ♦(J + x). Since ♦I0 is a line segment, ♦I0 has to
be contained in ε′. But then, by monotonicity, ♦I ⊆ ♦I0 ⊆ ε′, as claimed. Thus, we have
shown that for any line segment I ⊆ ε, ♦I is a centered line segment contained in ε′ and
has the same length as I. However, since the lines ε, ε′ are not parallel, Lemma 5.8 clearly
implies that we can find a line segment I ⊆ ε and an o-symmetric convex body K, such that
K contains I but does not contain ♦I. Since ♦K = K, this contradicts the monotonicity of
♦. It follows that ♦(J + x) = ♦J , as required. 
The proof Lemma 5.7 shows that if the answer to the following problem is affirmative,
then we can remove the simplicity assumption in Theorem 5.2.
Problem 5.9. Let ♦ : K2 → K2{o} be a symmetrization which is monotonic, invariant on
o-symmetric sets and V1-preserving. Is it true that ♦ is canonical (i.e. maps segments to
segments)?
Before ending this note, we would like to slightly relax the conditions of Corollary 5.4 as
follows:
Corollary 5.10. Let n ∈ N, i ∈ {0, 1 . . . , n−1}, H ∈ Gn,i and ♦ : B → BH a symmetrization
which is monotonic, mean width preserving, canonical and H-invariant, where B = Kn or Knn.
If, in addition, the restriction of ♦ onto the family of sets in B that lie in H⊥ is invariant on
o-symmetric sets, then ♦ =MH .
Proof. As always, we may assume that B = Kn. By Corollary 5.4, we need to show that ♦ is
invariant on H-symmetric sets. Since by Lemma 5.5, any H-symmetric convex set K can be
written as:
K =
⋃
{I : I ⊆ K is an H-symmetric line segment},
it is actually enough to show that ♦ is invariant on H-symmetric segments. Indeed, by the
monotonicity of ♦, we would have: ♦K ⊇ K and by the fact that ♦ is V1-preserving, we
would actually have ♦K = K.
Let I be an H-symmetric segment. Denote by ε ⊆ H the line through the point y := H∩I
and the origin. Fix a point x ∈ H , such that x is contained in the half-line defined by o and y
but x is not contained in the line segment [o, y]. Next, choose an origin symmetric line segment
J , that is contained in the plane spanned by ε and I, it is perpendicular to ε and its length
is so large that I is contained in P := conv(J ∪ {x}). Since J ⊆ H⊥ and J is o-symmetric,
it follows that J is H-symmetric, thus ♦J = J . Moreover, x ∈ H , thus ♦{x} = {x}. It
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follows that ♦P ⊇ conv(J ∪ {x}) = P and since ♦ is V1-preserving, we get ♦P = P . Thus,
by the monotonicity of ♦, we have ♦I ⊆ ♦P = P . However, since ♦I is an H-symmetric line
segment, it follows that ♦I is perpendicular to ε, thus ♦I is parallel to I (here we used the
fact that both ♦I and I are contained in the same plane, i.e. the plane that contains P ). On
the other hand, ♦I ⊇ ♦{y} = {y}, thus ♦I is centered at y. Since I and ♦I have the same
length, they must coincide and our claim follows.
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