We obtain pointwise estimates for solutions of semilinear parabolic equations with a potential on connected domains both of R n and of general Riemannian manifolds.
Introduction
We are concerned with solutions of semilinear parabolic equations of the following type:
where Ω ⊆ M is a connected domain on a complete Riemannian manifold, the potential V = V (x, t) and the source term f = f (x, t) are given continuous functions in Q T . Moreover, we suppose that f ≥ 0, f ≡ 0, while V can be signed. We consider both the case q > 0 and u ≥ 0, and that q < 0 and u > 0. The elliptic counterpart of equation (1.1) , that is − ∆u + V u q = f in Ω, (1.2) with V and f continuous functions defined in Ω, has been largely investigated in the literature. In particular, in [10] pointwise estimates for the solutions of (1.2) have been obtained. Indeed, in [10] also more general divergence form elliptic operators with smooth coefficients have been addressed. Assume that the Dirichlet Green function of −∆ in Ω exists, and denote it by G Ω (x, y). Set H(x) := is well-defined. In [10] it is shown that if q > 0, then u satisfies a pointwise estimate from below, in terms of the functions H andH. On the other hand, if q < 0, then u satisfies a similar pointwise estimate from above. Moreover, using similar inequalities, sufficient conditions for the existence of positive solutions of equation (1.2) have been obtained, provided Ω is relatively compact. Observe that in particular cases the results established in [10] have been already shown in the literature (see, e.g., [3] , [4] , [5] , [8] , [9] , [11] ) . However, in the remarkable paper [10] it is given a unified approach for treating all the values of q ∈ R \ {0}, a general signed potential V , and a general divergence form operator, also on domains of Riemannian manifolds. Recently, also parabolic equations with a potential on Riemannian manifolds have been investigated (see, e.g., [2] , [12] , [13] , [14] ); however, it seems that in general pointwise estimates for solutions of equation (1.1) have not been addressed. In this paper we aim at obtaining pointwise estimates for solutions of (1.1), in the same spirit of the results in [10] , concerning elliptic equations.
Let p the heat kernek in Ω (see Section 2); for any f ∈ C(Q T ), define for all (x, t) ∈ Q T S Ω [f ](x, t) := Moreover, if q < 0, then for any solution of problem
a similar estimate from above is obtained. Indeed, note that in the case q < 0, as well as in the elliptic case, a suitable extra pointwise condition at infinity for the solution is required. However, in the parabolic case, if M is stochastically complete, such a condition can be replaced by a growth condition at infinity, which is a weaker assumption.
Moreover, when Ω is relatively compact, we give sufficient conditions for existence of positive solutions of problem 9) that are based on estimates analogous to those described above. We should note that our results seem to be new also in the case that M = R n .
In order to prove our results, we adapt to parabolic equations the methods used in [10] . At first we prove our pointwise estimates assuming that Ω is a relatively compact connected domains, and replacing h defined in (1.7) by a function ζ ∈ C 2,1 (Q T ) ∩ C(Q T ) that satisfies
To do that the main step is to consider the equation solved by uv, where
φ being an appropriate smooth function. Then a suitable approximation procedure is used to obtain the desired estimates in possible not relatively compact domain Ω, with h defined in (1.7). In our arguments a special role is played by an appropriate comparison result, that is applied to the function uv. Note that the proof of such a comparison result is quite different from that in [10] for the elliptic case. Furthermore, on a special class of Riemannian manifolds, including the stochastically completes ones, we can show a refined comparison result. In view of this, we can show the estimates from above in the case q < 0, only assuming growth conditions at infinity on the solutions of (1.1).
The paper is organized as follows. In Section 2 we recall some basic notions in Riemannian Geometry and in Analysis on manifolds that will be used in the sequel. Then we state our main results in Section 3. In Section 4 we show some preliminary results, including the comparison results mentioned above, that will be essential in the proofs of the main theorems, that can be found in Sections 5 and 6.
Mathematical framework
Let M be an n−dimensional Riemannian manifold with a Riemannian metric tensor g = (g ij ).
In any chart with coordinates x 1 , x 2 . . . , x n , the associated Laplace-Beltrami operator is given by
where detg is the determinant of the matrix g = (g ij ), (g ij ) is the inverse matrix of (g ij ), and u ∈ C 2 (M ). The Riemannuan measure dµ in the same chart reads by dµ = detgdx 1 . . . dx n ; furthermore, the gradient of a function u ∈ C 1 (M ) is
For any f, g ∈ C 2 (M ) we have
Moreover, for any w ∈ C 2 (M ) and φ ∈ C 2 (IR) there holds
We denote by ∂ ∞ M the infinity point of the one-point compactification of M (see for example [19, Sec. 5.4.3] ). For any function u : Ω ⊆ M → R we write
being a fixed point; here and hereafter d(x, y) denotes the geodesic distance from x to y. Similarly we mean equalities and inequalities involving lim inf and lim sup.
By standard results (see, e.g., [6] ) the heat kernel in Ω, p(x, y, t), is well-defined. For each fixed y ∈ Ω, p(x, y, t) is the smallest positive solution of equation
such that lim t→0 + p(x, y, t) = δ y , where δ y is the Dirac delta concentrated at y.
p(x, y, t) > 0 for any x, y ∈ Ω, t > 0,
Furthermore, (see [7, Theorem 7 .16]) for any
3), and
In addition, if ∂Ω is smooth, then v ∈ C(Q T ), and
As usual, we say that f is locally Holder continuous in Q T , if there exists α ∈ (0, 1) such that for any compact subset
We have that (see, e.g. [1] ) if (1.4) holds and f is locally Holder continuous in Q T and u 0 ∈ C(Ω) ∩ L ∞ (Ω), then the function h defined in (1.7) satisfies h ∈ C 2,1 (Q T ) and
Finally, if ∂Ω is smooth and f ∈ C(Q T ), then
Statements of the main results

Set
We can prove the pointwise estimates for solutions of (1.1) contained in the following theorem.
if q < 0. Let (1.4) be satisfied, and let h be defined by (1.7). Moreover, assume that
Then the following statements hold for all (x, t) ∈ Q T .
(3.6) (iv) If q < 0, then (3.4) holds, and
Furthermore, in the case that f ≡ 0, we can prove the following estimates.
Moreover, assume that
10)
Then the following statements hold .
(ii) If q > 1 and
In the next theorem, we give sufficient conditions for the existence of nonnegative solutions of problem (1.9), in the case that Ω is relatively compact, and u 0 ∈ C(Ω), with u 0 = 0 on ∂Ω. Note that, the last compatibility condition allows us to construct solutions that attain continuously zero on the whole parabolic boundary. Moreover, we establish two-sided pointwise estimates for such solutions.
Theorem 3.3
Let Ω ⊂ M be a connected relatively compact subset with boundary ∂Ω of class C 1 . Suppose that f and V are locally Holder continuous in Q T , and that
Assume that u 0 ∈ C(Ω) , u 0 = 0 on ∂Ω. Let (1.4) be satisfied, and let h be defined by (1.7). Then the following statements hold. (i) Suppose that q > 1, V ≤ 0, and that
(ii) Suppose that q < 0, V ≥ 0, and that
Further results for q < 0
Consider domains Ω that are not relatively compact. If q < 0, under suitable hypotheses, we can remove condition (3.1) and then getting Theorem 3.1-(iv) and in Theorem 3.2-(iv).
We assume that there exist µ > 0 and a subsolution Z of equation
By a subsolution of (3.25) we mean a function Z ∈ C 2 (Ω) such that
Observe that our results remain true if Z is continuous in Ω and satisfies (3.27) in the distributional sense. Note that, in the case Ω = M , the existence of such a subsolution Z implies that M is stochastically complete (see [6] ), i.e.
We refer the reader to [6] for sufficient and necessary condition for the existence of such subsolution Z. We limit ourselves to observe that such a subsolution Z exists for instance on R n , n ≥ 3, and on the hyperbolic space H n , n ≥ 2.
Let conditions (1.4) and (3.2) be satisfied, and let h be defined by (1.7).
Let there exist µ > 0 and a subsolution Z of equation (3.25), which satisfies (3.26). Moreover, suppose that
Then (3.4) and (3.7) hold.
) and (3.18). Let condition (3.10) be satisfied. Let there exist µ > 0 and a subsolution Z of equation (3.25), which satisfies (3.26). Moreover, suppose that
Then (3.19) and (3.20) hold.
Remark 3.6 It is easily seen that both condition (3.28) and (3.29) are weaker than condition (??).
Auxiliary results
This section is devoted to some preliminary results that will be used to prove Theorems 3.1, 3.2, 3.3 .
In particular, if φ ′ = 0 in I, then
Moreover, in view of (2.1) with f = h, g = φ(v), and in view of (2.2) with w = v we get
¿From (4.3) and (4.4) we easily obtain (4.1), and then (4.2).
Proof . From (4.5) with u = hφ(v) it follows that
Therefore, by (4.2) and (4.9),
So, (4.6) follows. The second claim can be proved in the same way.
Lemma 4.3 Let assumptions of Lemma 4.2 be satisfied. Moreover, suppose that 0 ∈ I, and that
If (4.11) holds, and
Proof . It is direct to see that (4.11) and (4.12) imply that
¿From (4.6), (4.10) and (4.16) we obtain (4.13). Inequality (4.15) can be deduced similarly.
Remark 4.4 Note that if
In the sequel, we often use the next comparison result.
Proposition 4.5
Let Ω ⊂ M be an open subset. Assume that g ∈ C(Q T ), and that
Proof . Choose a sequence of functions {g n } such that g n is locally Lipschitz continuous in Q T for every n ∈ N, g n ≤ g , g n ≤ g n+1 in Q T for every n ∈ N ; (4.21)
Let us only consider the case when Ω is not relatively compact; the case when Ω is relatively compact is easier and it will be omitted. Let k ∈ N that will be taken arbitrary large later on. Fixed a point o ∈ M , by (4.19), we find a radius R k such that
For each k fixed, the construction of Ω k can be carried out just observing that v is uniformly continuous in Ω ∩ B R k (o) and exploiting the boundary datum. With no loss of generality we may and do assume that R k → ∞, Ω k is smooth and
Therefore, by construction, we have that v is a supersolution of the problem Let now v n,k be the solution of the problem
We have that
where p k is the heat kernel in Ω k , completed with zero homogeneous Dirichlet boundary conditions. It is known that (see, e.g., [6] ), by (4.24), it follows that 
On the other hand, the function v n,k − k −1 is a subsolution of problem
By the comparison principle, taking into account (4.25) and (4.30), we deduce that
In view of (4.29), letting k → ∞, n → ∞, we obtain (4.20) .
We also use the next comparison result.
The proof of Proposition 4.6 is analogous to that of Proposition 4.5; the only difference is that the sequence {g n } satisfies g n ≥ g , g n ≥ g n+1 in Q T for every n ∈ N , (4.34) instead of (4.21).
Moreover, we use the next refined comparison principles. Proof . First of all we observe that we can assume that, for some H > 0,
In fact, if sup Ω Z ≥ 0, then instead of Z we can consider the functioñ
that clearly satisfies (3.25), (3.26) and (4.36).
Choose now a sequence of functions {g n } such that g n is locally Lipschitz continuous in Q T for every n ∈ N, (4.34) and (4.22) hold. Let k ∈ N that will be taken arbitrary large later on and fix a point o ∈ M . We set
In view of (4.36), since µ > 0, we have that
By (4.35), we find a radius R k such that
With no loss of generality we may and do assume that R k → ∞, Ω k is smooth and
With such a construction we let v n,k and p k as in (4.27). It is now easy to verify that V k is a supersolution of the problem
Inequalities (4.37) and (4.38) and (4.39) easily yield that
Exploiting (4.42) and (4.34) we can infer that v − v n,k is a subsolution of problem (4.41) and, by the comparison principle, we obtain that
Similarly, the next refined comparison principle can also be shown. 
Pointwise estimates in relatively compact domains with general smooth supersolutions
Let h ∈ C 2,1 (Q T ) ∩ C(Q T ) be a function that satisfies (1.10), (1.11) . Consider the following inital-boundary value inequalities
The next result has a crucial role in the proof of Theorem 3.1. In fact, it gives the estimates (3.3)-(3.7), under the extra assumption that Ω is relatively compact; moreover, a general smooth function h that satisfies (1.10)-(1.11) is used.
Theorem 4.9
Let Ω ⊆ M be a relatively compact connected subset. Let h be any function belonging to C 2,1 (Q T ) ∩ C(Q T ) that satisfies (1.10)-(1.11). Let u ∈ C 2,1 (Q T ) ∩ C(Q T ) be a solution of either (4.45) or (4.46).
Proof of Theorem 4.9 . To begin with, we further assume that h > 0, u > 0 inQ T , and V ∈ C(Q T ) . For q = 1 we have
while for q = 1 we obtain
where the interval I q is given by
There holds
In particular, we have φ ′ > 0 in I q ; (4.53)
consequently, the inverse function φ −1 : (0, ∞) → R is well-defined . Moreover,
Indeed, for 0 < q < 1, we extend the domain of φ to all s ≤ − we have that v ∈ C 2,1 (Q T )∩ C(Q T ) . Let q > 0. From (1.10) and (4.45) we have that the function u = hφ(v) satisfies
Thanks to (4.58), Lemma 4.3 and (4.48) we get
, we have that
So, hv is a supersolution of problem (4.18) with g = −h q V . Since Ω is relatively compact, by Proposition 4.5,
As a consequence of (4.57) and (4.62) we obtain that, for q > 1,
Hence, for each q > 0, we can apply φ to both sides of (4.62) to obtain
which implies (3.3), (3.5), (3.6) . Moreover, from (4.63) it follows (3.4) . Now, assume that q < 0. Then we have
Thanks to Lemma 4.3 and (4.15) we have
So, hv is a subsolution of problem (4.18) with g = −h q V . Since Ω is bounded, by Proposition 4.6,
Thus,
In view of (4.67), it follows (3.4). Moreover, applying φ to both sides of (4.67) we get
and then (3.7) .
Now we can remove the extra assumptions in (4.47). We extend the domain I q of φ to the endpoints of I q by taking the limits of φ at the endpoints. So, the extended domain of φ is the intervalĪ
Moreover, when 0 < q < 1, we extend φ to all s ∈ [−∞, ∞] by using (4.56) . Hence (3.3), (3.5) and (3.6) can be written in the form (4.64), while (3.20) in the form (4.68).
Take q > 0. Let us show (4.64). To this purpose, for every ε > 0 set
Note that since u ε > 0 and h > 0 in Q T , the function v ε is well-defined in Q T and v ε ∈ C 2,1 (Q T ); moreover, v ε (Q T ) ⊂ I q . From (4.2) it follows that
By (4.48),
¿From (4.70), (4.71) and (4.45) we obtain
In view of (1.10), (1.11) and (4.12), the previous inequality implies
If q > 0, q = 1, from (4.50) we have that
, in view of (4.45) we have that
¿From (4.73) and (4.74) we deduce that
For q = 1, we have that φ −1 (s) = log s, hence
while if h(x 0 , t 0 ) = 0, then from (4.76), since u ε ≥ ε, we have that
¿From (4.75), (4.77) and (4.78) we can infer that hv ε ∈ C 2,1 (Q T ) ∩ C(Q T ), and
Note that since
we can infer that
Hence, in view of (4.72) and (4.79), we can apply Proposition 4.5 to obtain
Therefore,
In fact, from (4.80) we obtain
Hence we can apply φ to both sides of (4.82) to get
Letting ε → 0 + in (4.83) we have
Since S Ω [h q V + ](x, t) < ∞ for every (x, t) ∈ Q T , from (4.84) we can infer that (4.81) is satisfied, and the Claim has been shown. Now, observe that since
we can apply φ to both sides of (4.80) to get
In view of (4.81), we have that
Hence, by monotone convergence theorem,
In particular, we have that
Letting ε → 0 + in (4.85) we get
from which (4.64) immediately follows. Hence (3.3) and (3.5) have been proved. Furthermore, if q > 1, from (4.64) we have
which gives (3.4) .
Assume that 0 < q < 1 . By the same arguments as in the case q ≥ 1 we can arrive to (4.80) . We can apply φ to both sides of (4.80) to get
This combined with (4.88) gives
which is equivalent to (3.6) .
Assume now that q < 0. For every ε > 0 we define
where h ε := h + ε . Since u hε > 0 in Q T , we obtain v ε ∈ C 2,1 (Q T ). We extend the function
In view of (4.46) we have that u = h ε φ(v ε ) satisfies
Hence from Lemma 4.3 and (4.48) we have that
Since q < 0 we have
Thus, in view of (4.93) and (4.91) we can apply Proposition 4.6 with
So, we can apply φ to both sides of (4.94), and we obtain
(4.96)
Since 0 < h < h ε in Q T and q < 0, we have that
Letting ε → 0 + , by the monotone convergence theorem we obtain
, we have (3.7). Since we have assumed that u > 0 in Q T , from (3.7) it follows (3.4) .
Proof of Theorems 3.1, 3.2 and 3.3
Proof of Theorem 3.1 . At first, let us show that it is not restrictive to suppose that f is locally Lipschitz continuous in Q T . In fact, suppose only that f is continuous in Q T . Let q > 0. Choose a sequence of nonnegative locally Lipschitz functions {f n } such that
and
Note that for every n ∈ N, h n ∈ C 2,1 (Q T ) ∩ C(Q T ) solves (1.10) and (1.11). Moreover, we have that
where h is defined in (1.7). Since
We have that 5) and that
In view of (5.1) we deduce that
Therefore, if (3.3)-(3.6) hold with h replaced by h n given by (5.3) and f replaced by f n , then, thanks to (5.4) and (5.5), we have that (3.3), (3.5) and (3.6) hold with h given by (1.7). Moreover, we get
However, from (3.5) it follows that (5.7) must hold with a strict inequality; thus, (3.4) has been shown. If q < 0, then the claim follows arguing in the same way, if instead of condition (5.1) we require that
Hence, for all q = 0, we can assume that f is locally Lipschitz continuous in Q T . Now, let q > 0. Choose a sequence of subsets {Ω n } ⊂⊂ Ω such that Ω n is relatively compact, connected, open and with ∂Ω n smooth for every n ∈ N, (5.9)
, and
We can always take n big enough so that f ≡ 0 in Ω n , and so,
By the monotone convergence theorem,
In view of (1.6) and (5.11) we have that
(5.12)
By Theorem 4.9,
in Ω n × (0, T ], where χ n := χ u | Ωn . Moreover,
Passing to the limit as n → ∞ in (5.13) gives (3.3), (3.5) and (3.6) . Let q > 1. Then from (5.14) we have that 1
However, since − 1 q−1 < 0 and u h < ∞, the previous inequality yields (3.4) . It remains to prove (3.6) . Let q < 0. Note that since f is locally Lipschitz in Q T , R Ω [f ] ∈ C 2,1 (Q T ). In fact, for every relatively compact subset Ω ′ ⊂ Ω with ∂Ω ′ smooth, we clearly have that
Hence, by standard regularity results,
Since Ω ′ was arbitrary, the claim follows. For any ε > 0 define
. By the same arguments as in the proof of Theorem 4.9, we obtain
(5.16) ¿From (4.90) we get
and 
Moreover, from (3.1) and fact that h ε > ε it follows that
Therefore, we can apply Proposition 4.6 with g = −h q ε V to get
Letting ε → 0 + , the thesis follows by the same arguments as in the proof of Theorem 4.9-(iv). This completes the proof.
Proof of Theorem 3.2 . Let {Ω n } be a sequence of domains as in (5.9)-(5.10). Let q ≥ 1. For every n ∈ N, let h n ∈ C 2,1 (Q T ) ∩ C(Q T ) be the solution of problem
In view of (3.12) and (3.14), by the maximum principle,
Thanks to (4.81), we can infer that u(x) > 0 for all x ∈ Ω n , t ∈ (0, T ]; therefore, u(x) > 0 for all (x, t) ∈ Q T .
Let q = 1. Set h ≡ 1, v := log u. As in the proof of Theorem 4.9, we have
¿From (3.12) we can deduce that
Thus, we can apply Proposition 4.5 with g = −V , and we have
¿From (5.25), inequality (3.13) immediately follows.
u .
In view of (3.14) we have that lim
We can apply Theorem 4.9 with h ≡ α n . Therefore, and
Hence, letting n → ∞ in (5.28) we get S Ω [V ](x) ≥ 0. Therefore, by the monotone convergence theorem, (5.27) implies (3.16). Since u(x) < ∞, (3.15) follows. Now, let 0 < q < 1. We set
Moreover, (4.48) holds. Consider a sequence {ε n } ⊂ (0, ∞) with ε n → 0 as n → ∞. For every n ∈ N define
In view of Remark 4.4 with h ≡ 1, by the same arguments as in the proof of Theorem 4.9, we have
Letting n → ∞, by the monotone convergence theorem we get
which is equivalent to (3.17). Now, let q < 0. For every n ∈ N set
In view of (3.18) and (3.1) we have that
We can apply Theorem 4.9 in Ω n with h ≡ ν n to obtain
Letting n → ∞ in (5.31) we get (3.20) . Moreover, since u > 0 in Q T , we obtain (3.19). This completes the proof.
In order to prove Theorem 3.3 we use the standard method of sub-and supersolutions; namely, if there exists u, u ∈ C 2,1 (Q T ) ∩ C(Q T ) such that
(5.34) and
then there exists a solution u ∈ C 2,1 (Q T ) ∩ C(Q T ) of problem (1.9) such that
Proof of Theorem 3.3 . We limit ourselves to prove the statement (ii), since the statement (i) can be proved in a similar and simpler way. Let
In view of the regularity assumptions on f and on ∂Ω, we have that u ∈ C 2,1 (Q T ) ∩ C(Q T ) solves
Moreover, since V ≥ 0, f ≥ 0, we have that u satisfies (5.36). Hence u is a supersolution of problem (1.9). Now, we look for a subsolution u of problem (1.9). To this aim, define
where λ > 0 is a positive parameter to be fixed in the sequel. Thanks to (3.23) we have that if we take 0 < λ < − q(1 − q) Since Ω ′ was arbitrary, the claim follows. Furthermore, since h ∈ C(Q T ) and h = 0 in ∂Ω × (0, T ] ∪ Ω × {0} , using (3.23) we can deduce that S Ω [h q V ] ∈ C(Q T ) and S Ω [h q V ] = 0 in ∂Ω × (0, T ] ∪ Ω × {0} . Now, let us show that u satisfies (5.35). Note that
Hence, since V ≥ 0 and q < 0, (3.24) follows, if we show that . Consequently, there exists a solution u ∈ C 2,1 (Q T ) ∩ C(Q T ) of problem (1.9) such that (5.37) is satisfied. Therefore,
This combined with Theorem 3.1-(iv) gives (3.24). The proof is complete.
6 Proof of Theorems 3.4 and 3.5
Proof of Theorem 3.4 . By the same arguments as in the proof of Theorem 3.1, and using the same notations, we can infer that, for any ε > 0, (5.16) and (5.22) hold. In view of (5.17) and Letting n → ∞ in (6.48), using (6.41), we get (3.20). Moreover, since u > 0 in Q T , we obtain (3.19 ). This completes the proof.
