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a b s t r a c t
The detection of spatially contiguous clusters is a relevant task in
geostatistics since near located observations might have similar
features than distant ones. Spatially compact groups can also im-
prove clustering results interpretation according to the different
detected subregions. In this paper, we propose a robust metric
approach to neutralize the effect of possible outliers, i.e. an expo-
nential transformation of a dissimilarity measure between each
pair of locations based on non-parametric kernel estimator of the
direct and cross variograms (Fouedjio, 2016) and on a different
bandwidth identification, suitable for agglomerative hierarchical
clustering techniques applied to data indexed by geographical
coordinates. Simulation results are very promising showing very
good performances of our proposed metric with respect to the
baseline ones. Finally, the new clustering approach is applied to
two real-word data sets, both giving locations and top soil heavy
metal concentrations.
© 2020 Elsevier B.V. All rights reserved.
1. Introduction
In the last decades, the growing amount of available spatial data imposes new research chal-
lenges such as the identification of spatially connected homogeneous subdomains for which data
locations belonging to the same group show proximity both in the attribute and in the geographical
space. The well known clustering techniques, applied to georeferenced data, fail to accomplish these
two aspects. Therefore, in literature, to enforce the spatial connectivity of the resulting clusters, the
main proposals consist of adapting the existing non spatial clustering techniques in a spatial context.
As a result, a group of techniques takes into account spatial information using the geographical
coordinates as additional variables with the disadvantage of producing too scattered clusters.
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Other approaches refer to the adjustment of the dissimilarity matrix of the data, adequately
weighted by the variogram (Oliver and Webster, 1989) and to spatially constrained clustering
algorithms (Romary et al., 2015). In this latest cited work, two algorithms are proposed that
are model free and can handle large volumes of multivariate, irregularly spaced data. Both are
adaptations of agglomerative hierarchical and spectral algorithms. The spatial coherence is ensured
by a proximity condition imposed for two clusters to merge. A new approach has been recently
proposed by Fouedjio (2016) based on an agglomerative hierarchical clustering: the dissimilarity
measure between each pair of locations is computed by means of a non-parametric kernel estimator
of the multivariate spatial dependence structure of data, i.e. a non-parametric kernel estimator of
direct and cross variograms. The proposed clustering approach is model-free and could be adapted
to irregularly spaced data, ensuring spatially contiguous clusters without imposing any geometrical
constraints. We can refer to the last two cited papers for a very interesting review of existing
approaches in literature, both model free and model based.
Another relevant issue, for clustering task and for data mining in general, concerns the outliers
detection, that is to identify units that markedly deviate from the rest of data (Barnett and Lewis,
1994). García-Escudero et al. (2010) point out the existing relevant connection between cluster
analysis and robust statistics and, in general, it is well known that robust cluster analysis is strictly
related to the scope of the anomaly detection.
Moreover, as well pointed out by García-Escudero et al. (2008), ‘‘the precise detection of the
outliers is an important task due to the serious troubles they introduce in standard clustering
procedures as well as the appealing interest that outliers could have by themselves after explaining
why they depart from general behavior’’. In this regard, we argue about the massive use of data
transformation and smoothing techniques regardless of whether it is the target of the analysis. If
the aim is to identify anomalies in a system, such as the first alert or alarm in the monitoring of
high traffic levels, data transformation is exactly what it has to be avoided.
In the context of our clustering approach, belonging to the wider class of the heuristics\
exploratory techniques (Gordon, 1999; Everitt et al., 2011), typically model-free (therefore, no
mixture-based), the outlier’s definition is not related to a model of data generation. As pointed out
by Barnett (1978), ‘‘if the purpose is non-model-specific location estimation, preliminary rejection
of outlier following a test of discordancy is irrelevant. We need an estimator which accommodates
outliers; that is robust against their presence. An example is the median, or some other appropriate
trimmed mean’’. In the same work, among the four basic ways of handling outliers, Barnett specifies
the ‘‘Accommodation’’ method, essentially based on robust statistics for which there need be no
specification of an initial model.
Therefore, as far as model free clustering techniques are concerned, the outliers could be a group
of observations (smaller with respect to the main clusters) that differ from the proper clusters or,
alternatively, could be represented by isolated points, each forming its own group (García-Escudero
et al., 2003). In this context, the outlier is identified according to its distance with respect to the bulk
of data. For an accurate dissertation about the role and definition of the outliers in cluster analysis
as well as their representation in terms of distance you could refer to the previous cited work.
In the spatial context, outliers do not necessarily deviate from the whole data set, it could also
be viewed as a local anomaly whose non-spatial attribute values are extreme with respect to its
neighbour (Cerioli and Riani, 1999; Shekhar and Chawla, 2003). As pointed out by Chen et al. (2008),
traditional outliers detection techniques may not be directly used to identify abnormal spatial
patterns due to the particular features of spatial data: they have more complex structures and, above
all, they are often characterized by spatial contiguity and autocorrelation of the nearest locations.
Taking into account spatial relationships between data locations, then the outliers identification
focuses on the non-spatial attributes values. In literature, spatial outliers detection methods are
mainly devoted to detect single attribute outliers. The graphic approaches use variogram clouds
and pocket plots (Haslett et al., 1991; Pannatier, 2012), the quantitative approaches are based on
tests for detecting anomalies; the main representative techniques are the scatterplot and the Moran
scatterplot (Anselin, 1995). In Cerioli and Riani (1999), to identify spatial outliers, a forward search
algorithm, ordering the observations from those most in agreement with a specified autocorrelation
model to those least in agreement with it, is proposed.
Among clustering algorithms, the density-based algorithm DBSCAN (Density-Based Spatial Clus-
tering of Applications with Noise), proposed by Ester et al. (1996), explicitly separates clusters of
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high density from clusters of low density, marking as outliers points that lie alone in low-density
regions. It is able to find arbitrarily shaped clusters, without specifying the number of clusters in the
data a priori. The main disadvantages are that it does not work well on high-dimensional data and
it is more sensitive to the choice of its parameters that has to be defined by users: the minimum
number of data points needed to determine a single cluster and how close points should be to each
other to be considered a part of a cluster.
For other interesting references on quantitative techniques and neighbourhood-based approaches
see Liu et al. (2001), Shekhar et al. (2001), Lu et al. (2003) and Chen et al. (2008).
In this paper, with the aim of handling spatial outliers in clustering procedure, we propose a
new modified version of the kernel estimator proposed by Fouedjio (2016) suitable for spatial data
in presence of outliers.
In particular, following a non-parametric approach, we propose a robust version of the dissimi-
larity index suggested by Fouedjio (2016) for spatial data. Properly, the robust dissimilarity index is
based on an exponential transformation of the cited index and on a new criterion for the bandwidth
selection. It can be used fruitfully in the agglomerative hierarchical clustering so that the clustering
methods based on the proposed robust dissimilarity measure are capable to neutralize the effect of
the outliers in the clustering process and, therefore, they are able to respect the natural structure
of spatial data.
The outline of the article is as follows. In Section 2, the robust non parametric kernel estimator is
introduced together with a little description of the agglomerative hierarchical clustering techniques;
in Section 3 simulation results are shown in detail while in Section 4 two applications to real data
are proposed. In Section 5 we address some conclusions and open research problems.
2. Methodology
As already pointed out, the aim of this work is to provide a modified version of the dissimilarity
measure proposed by Fouedjio (2016) in order to make it suitable in presence of spatial outliers.
In the cited work, the dissimilarity measure between each pair of locations is computed by means
of a non-parametric kernel estimator of the multivariate spatial dependence structure of data, i.e.
a non-parametric kernel estimator of direct and cross variograms. Properly, the next paragraphs
deeply focus on the theoretical aspects of the robust approach based on the above non parametric
dissimilarity measure.
2.1. Dissimilarity measure
Let G ⊂ ℜd, with d ≥ 1, a fixed continuous spatial domain and let {Z1 . . . Zp} p standardized
variables of interest measured at a set of distinct locations {st ∈ G}nt=1.
The non-parametric kernel estimator of the direct and cross variograms, at two locations x ∈ G
and y ∈ G, proposed by Fouedjio (2016), has the following mathematical form:
γˆij(x, y; λ) =
∑n
k,l=1 Kλ((x, y), (sk, sl))(Zi(sk)− Zi(sl))(Zj(sk)− Zj(sl))
2
∑n
k,l=1 Kλ((x, y), (sk, sl))
1{x̸=y} (1)
where (i, j) ∈ {1, . . . , p}2.
The non negative kernel function Kλ((x, y), (sk, sl)), with constant bandwidth parameter λ > 0,
is equal to Kλ(∥x− sk∥)Kλ(∥y− sl∥).
Thus, the normalized dissimilarity between two sample location, sk and sl, is defined as:
dλ(sk, sl) =
∑p
i,j=1 |ˆγij(sk, sl; λ)|
max(k,l)∈{1,...,n}2
∑p
i,j=1 |ˆγij(sk, sl; λ)|
. (2)
The kernel function in Eq. (1) weighs data locations in order to assign more weight to all data
locations closer to the target one.
Among the most known kernel functions, the Epanechnikov kernel (Wand and Jones, 1995)
has been chosen because it guarantees compact support thus reducing computational burden. The
Epanechnikov kernel function is equal to Kλ(∥x− s∥) = 34λ (λ2 − ∥x− s∥2) · 1∥x−s∥≤λ.
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Fig. 1. Bivariate Epanechnikov kernel density.
An example of bivariate density is given in Fig. 1. It is worth noting that the selection of the
bandwidth parameter λ is of greater interest: too small values do not include enough data locations
in the kernel support leading to spatially non-contiguous clusters. On the contrary, too large values
over-smooth the spatial dependence structure leading to clusters that may not reflect the true
underlying structure. The next paragraph focuses on its appropriate choice.
2.2. Kernel bandwidth
Following Fouedjio (2016), λ is chosen such that the kernel support contains at least 35 observa-
tions. Therefore, it corresponds to the maximum distance from the 35th neighbour location. In this
work, let Zx = (Z1, . . . , Zk, x), Zy = (Z1, . . . , Zk, y), Zsk = (Z1, . . . , Zk, sk) and Zsl = (Z1, . . . , Zk, sl)
be the vectors of K + 2 dimensions including coordinates as additional variables, the distance
used for bandwidth identification is based on the euclidean norm between the above vectors. As a
consequence, the kernel function is modified as follows:
Kλ((Zx, Zy), (Zsk , Zsl )) = Kλ(∥Zx − Zsk∥)Kλ(∥Zy − Zsl∥).
In other words, here, neighbour’s definition is adapted to the scope of outliers detection, bal-
ancing the needing of ensuring geographical proximity and that of detecting anomalies in the
corresponding attribute space.
2.3. Robust approach
To achieve robustness in presence of spatial outliers, we propose the following exponential
transformation of the dissimilarity index of Eq. (2) (Wu and Yang, 2002; D’Urso and De Giovanni,
2014):
dexp;λ(sk, sl) = 1− exp{−β · d2λ(sk, sl)} (3)
where we choose β as:
β = (Median (|d2λ(sk, sl)−M|))−1 (4)
for k, l = 1, . . . , n and k < l (or k > l) and M the median of the squared dissimilarity indexes.
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Fig. 2. The effect of the exponential transformation on dissimilarities between units.
Fig. 3. Effect of the parameter β on the smoothed dissimilarity index (Eq. (3)).
The role of the exponential transformation (Eq. (3)), that lies between [0, 1], could be better
understood if we take into account a simple example. Suppose we know that data structure is
composed of two groups of five units each (units 1–5 belong to the former, units 6–10 to the latter)
and suppose there is one outlier (the eleventh unit); the corresponding two maps of dissimilarities
in Fig. 2 show that the robust metric (Fig. 2(a)) distinguishes two groups and a third one composed
of the outlier (the unit 11); the non-robust metric (Fig. 2(b)), sensible to the presence of the outlier,
creates a big group of the ten units and another one composed of the outlier.
As far as β parameter is concerned, it is usually chosen as the inverse of a measure of variability
of the data and its effect on the exponential transformation (Eq. (3)) is illustrated in Fig. 3. In the
presence of low variability of the data, increasing dissimilarities receive a weight lower than in the
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case of high variability. For further insights on the definition and role of β , see Wu and Yang (2002)
and D’Urso and De Giovanni (2014).
The resulting robust dissimilarity matrix will be used later in the agglomerative hierarchical
clustering algorithms to handle spatial outliers, as shown in detail in the next sections.
2.4. The agglomerative hierarchical clustering
Given a dissimilarity matrix, an agglomerative hierarchical clustering algorithm (Everitt et al.,
2011) could be applied in order to identify homogeneous groups of data locations. The agglomera-
tive approach is a ‘‘bottom up’’ approach: each sample location starts in its own cluster; at each step
of the hierarchy, the two clusters that are the most similar are combined into a new bigger cluster
until all sample locations are merged in just one big cluster. The result is a tree-based representation
of the objects, named dendrogram. At each step, the distances (dissimilarities) between the new
formed cluster and each of the old clusters can be computed in different ways; the three most
known linkage criteria, also used in this work, are named: single linkage, average linkage and complete
linkage.
In the single linkage hierarchical clustering, the distance between two clusters G and H equals
the minimum distance (the lowest dissimilarity) between any two members of the two clusters:
dsingle(G,H) = min
i∈G, j∈H
dij.
In the average linkage hierarchical clustering, the distance between clusters G and H equals
the arithmetic mean distance (the average dissimilarity) between all members in the two cluster
members:
daverage(G,H) = 1nG · nH
∑
i∈G, j∈H
dij.
In the complete linkage hierarchical clustering, the distance between clusters G and H equals
the maximum distance (the highest dissimilarity) between any two members of the two clusters:
dcomplete(G,H) = max
i∈G, j∈H
dij.
It is well known that single linkage criterion tends to produce long, ‘‘loose’’ clusters while
the complete one more compact clusters. Clusters arising from the average linkage procedure are
between long chain clusters and tight compact clusters (Everitt et al., 2011).
Determining the number of clusters is an issue of data clustering techniques. In this work, we
adopt one of the most common internal cluster validation indexes: the silhouette index (Rousseeuw,
1987). It evaluates the clustering performance based on the pairwise difference of between and
within-cluster distances. The optimal cluster number is that maximizes the index value, cutting the
dendogram according to it.
In the next two sections, the proposed clustering method (henceforth, ‘‘R1 model’’) is compared
both by a simulation and by an application to real data, with respect to two baseline models: that
proposed by Fouedjio (2016) (henceforth, ‘‘N1 model’’) and that who takes into account spatial
information using the geographical coordinates as additional variables (henceforth, ‘‘D1 model’’).
3. Simulation study
3.1. Simulation plan
According to the simulation plan of Fouedjio (2016), we generate a clustered bivariate Gaussian
random field whose bivariate covariance structure is that of a bivariate Matérn Model as proposed
by Gneiting et al. (2010) and implemented in R package RandomFields (Schlather et al., 2015).
It is a multivariate stationary isotropic covariance model whose corresponding covariance func-
tion only depends on the distance, h ≥ 0, between two points. Properly, each marginal covariance
function is of the Matérn type as:
Cii(h) = σ 2i M(h|νi, ai) for i = 1, 2 (5)
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Fig. 4. Example of data simulation and sampling locations.
with variance parameter σ 2i > 0, smoothness parameter νi > 0 and scale parameter ai > 0.
M(h|νi, ai) is the spatial correlation at distance ∥h∥, as defined by Gneiting et al. (2010). The cross
covariance function is also a Matérn function as:
Cij(h) = Cji(h) = ρijσ 2i σ 2j M(h|νij, aij) for i, j = 1, 2 and i ̸= j (6)
with colocated correlation coefficient ρij, smoothness parameter νij, and scale parameter aij.
The clustered bivariate gaussian random field reflects the following clustering structure and
parameters: in the subdomains [0, 1/3] × [0, 1] and [2/3, 1] × [0, 1], we generate the bivariate
gaussian random field W = (W1,W2), with zero mean vector µ = (0, 0) and Matérn Model
covariance parameters: ρij = 0.7, ν1 = ν2 = ν12 = 0.5, σ2 = (4, 4), a1 = 0.09, a2 = 0.05 and
a12 = 0.07. In the subdomains [1/3, 2/3] × [0, 1], we generate the bivariate gaussian random field
with mean vector equal to µ = (4, 4) and Matérn Model covariance parameters: ρij = 0.7, ν1 =
ν2 = ν12 = 0.5, σ2 = (6, 6), a1 = 0.05, a2 = 0.03 and a12 = 0.04. This leads to two spatial clusters,
one of which is non-contiguous. A third variable W3 is generated according to a Gaussian stationary
univariate random function defined on the domain [0, 1]2 with mean µ = 2, σ 2 = 1 and Matérn
stationary correlation parameters of smoothness ν = 0.05 and scale a = 0.03, respectively.
According to the above procedure, we simulate 100 independent realizations and, for each
one, we randomly sample 50 data locations from each subdomain, resulting in a data set of 150
observations. An example of data simulation and sampling locations is reported in Fig. 4. In order
to assess the performance of clustering procedure in presence of outliers, two different simulation
scenarios are taken into account, according to the spatial location of outliers, as described in the
next section.
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Fig. 5. Example of data simulation and sampling locations with outliers in the ‘‘vertical’’ area.
3.1.1. Simulation with outliers
The outliers, represented by the vertical area in the subdomain [0.75, 0.85]× [0, 1], as shown in
Fig. 5(a), are generated by performing the following linear transformation to data locations in the
subdomain [0.75, 0.85] × [0, 1]:
Wout,i = Wi + D for i = 1, 2, 3 (7)
where
D =
{
Q3,Wi + 2 · IQR(Wi) i = 1, 3
Q1,Wi − 2 · IQR(Wi) i = 2
and Q1,Wi , Q3,Wi , IQR(Wi) are the first quartile, the third quartile and the interquartile range of the
variable Wi in the subdomain [2/3, 1] × [0, 1], respectively. The D’s definition is based on the well
known practice in Statistics that sets as outlier cutoff 1.5 times the interquartile range. The cutoff set
at 3 times the interquartile range identifies the so called ‘‘extreme values’’ (Tukey, 1977; Emerson
and Strenio, 1983; D’Urso et al., 2011).
The outliers, represented by the rectangular area in the subdomain [0.70, 0.90] × [0, 0.1], as
shown in Fig. 6(a), are generated by applying the same linear trasformation in Eq. (7) to data
locations in the subdomain [0.70, 0.90] × [0, 0.1].
Therefore, for each scenario, we simulate 100 independent realizations by randomly sampling
50 data locations from each subdomain (excluding outliers). From the subdomain interested by the
outliers, we sample n = 6 and n = 12 data locations, respectively. Therefore, we generate 400 data
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Fig. 6. Example of data simulation and sampling locations with outliers in the ‘‘rectangular’’ area.
sets: 100 data sets of 156 observations and 100 data sets of 162 observations, replicated for the
two scenarios. An example of sampling locations with outliers is reported in Fig. 5(b) and Fig. 6(b),
respectively.
All comparisons are carried out by means of the Rand index (Rand, 1971), that is a measure of
the similarity between two data clusterings: the closer the index is to 1, the better is the obtained
clustering.
In the next paragraphs, we compare the performance of the R1 model with respect to two
baseline models: the N1 and D1 ones. As described in the paragraphs 2.2 and 2.3, we remember
that the N1 and R1 models are based on the same kernel estimator, they differ with respect to the
bandwidth computation and to the exponential transformation applied to the original dissimilarity
index.
3.2. Simulation results
In this section, we analyse the algorithm performances with reference to the average and
complete linkage only since, according to Fouedjio (2016), the single linkage method has a worst
performance in this specific context.
The preliminary phase of the analysis takes into account data simulation without outliers. Table 1
reports the Rand index mean values for the D1, N1 and R1 models respectively, while Fig. 7 shows
the corresponding boxplots, confirming no remarkable differences between the R1 and N1 models
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Fig. 7. Simulation results without outliers: boxplots of Rand index.
Table 1
Simulation results without outliers: means of Rand index.
Method D1 model N1 model R1 model
Average linkage 0.605 0.792 0.799
Complete linkage 0.617 0.776 0.776
Table 2
Scenario with outliers in the vertical area: means of Rand index.
6 outliers 12 outliers
D1 model N1 model R1 model D1 model N1 model R1 model
Average linkage 0.553 0.551 0.793 0.553 0.541 0.807
Complete linkage 0.553 0.562 0.781 0.554 0.524 0.785
when data are not affected by anomalies. On the contrary, the D1 model, frequently used in the
applications, shows a very low performance with respect to based kernel estimator models.
To reinforce all these considerations, we can also inspect the scatterplots in Figs. 8, 9, 10. The
D1 model is absolutely not be able to reproduce the two non-contiguous spatially clusters with a
tendency to identify many more clusters than they should be.
3.2.1. Scenarios with outliers
The first scenario refers to outliers represented by the vertical area in the subdomain [0.75, 0.85]
× [0, 1] as shown in Fig. 5. By inspecting the boxplots of the Rand index (Fig. 11) as well as its
average values (Table 2), the better performance of the R1 model, with respect to the baseline
ones, becomes strongly evident. The scatterplots in Figs. 12, 13, 14, referred to the case of six
outliers, definitely point out the marked difference among the three models. In fact, different than
the baseline models, our proposal is able, at the same time, to recover the expected spatial structure
of data (the two non-contiguous groups) and to detect spatial outliers (the green points in the
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Fig. 8. Scenario without outliers: D1 model.
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Fig. 9. Scenario without outliers: N1 model.
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Fig. 10. Scenario without outliers: R1 model.
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Fig. 11. Scenario with outliers in the vertical area: boxplot of Rand index.
scatterplot of Fig. 14). The scatterplots in Figs. 12 and 13 clearly show the disruptive effect of the
outliers for the baseline models: there is an evident loss of information about the expected spatial
data structure, that is characterized by two non-contiguous groups. The D1 and N1 models, indeed,
assign data points to the same cluster.
The second scenario refers to outliers represented by the rectangular area in the subdomain
[0.70, 0.90] × [0, 0.1] as shown in Fig. 7. By inspecting the boxplots of the Rand index (Fig. 15) as
well as its average values (Table 3), the better performance of the R1 model, with respect to the
baseline ones, is strongly remarkable also in this case. The scatterplots in Figs. 16, 17, 18, referred
to the case of six outliers, provide the same evidences of the first scenario.
P. D’Urso and V. Vitale / Spatial Statistics 35 (2020) 100407 15
Fig. 12. Scenario with 6 outliers in the vertical area: D1 model.
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Fig. 13. Scenario with 6 outliers in the vertical area: N1 model.
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Fig. 14. Scenario with 6 outliers in the vertical area: R1 model.
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Fig. 15. Scenario with outliers in the rectangular area: boxplot of Rand index.
We do not report the scatterplots referred to the case of twelve outliers because they lead to
the same conclusions for both cases.
Simulation results confirm the better performance of our proposal, based on a slightly different
computation of kernel bandwidth and on an exponential transformation of the dissimilarity index,
able to accomplish the following two issues: to guarantee spatial contiguity of clusters and to detect
outliers in the attribute space ensuring that the underlying groups structure is preserved.
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Fig. 16. Scenario with 6 outliers in the rectangular area: D1 model.
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Fig. 17. Scenario with 6 outliers in the rectangular area: N1 model.
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Fig. 18. Scenario with 6 outliers in the rectangular area: R1 model.
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Fig. 19. Meuse data set: the standardized topsoil concentrations of heavy metals.
Table 3
Scenario with outliers in the rectangular area: means of Rand index.
6 outliers 12 outliers
D1 model N1 model R1 model D1 model N1 model R1 model
Average linkage 0.553 0.547 0.793 0.553 0.540 0.801
Complete linkage 0.553 0.547 0.770 0.553 0.539 0.787
4. Application to real data
4.1. Meuse data set
In this section, the proposed clustering method and the baseline ones are applied to a georefer-
enced data set available in the R package sp (Pebesma and Bivand, 2005), including locations and
topsoil concentrations (ppm) of cadmium, copper, lead and zinc metals, collected in a flood plain
of the river Meuse, near the village of Stein (NL). Heavy metal concentrations are from composite
samples of an area of approximately 15 m × 15 m.1 The sample data location are 155 and all
variables and coordinates2 have been standardized.
From Fig. 19, we can see that the river bank is characterized by high topsoil concentrations of
heavy metals. The presence of several outliers (in terms of very high heavy metals concentrations)
could be suggested by a preliminary visual inspection of the plots of Fig. 20. Moreover, the visual
inspection of the multivariate data via a Sammon projection in two dimensions using the Euclidean
metric (see Fig. 21), also confirms the presence of several data points which lie far from the bulk of
data. Clustering results for all the three models, with reference to the average and complete linkage
respectively, are reported in Fig. 23. As suggested by simulation study, the baseline models produce
the same unsatisfactory results since they are highly affected by the presence of outliers. Identifying
only two clusters, they are not be able to take into account the underlying structure of data, for
which the main differences, in the attribute and non attribute space, depend on the proximity of
the location wit respect to the river bank. These features are taken into account when we apply
1 Field data were collected by Ruud van Rijn and Mathieu Rikken, were compiled for R by Edzer Pebesma and the
description was extended by David Rossiter.
2 The coordinates have not been standardized for the N1 model.
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Fig. 20. Meuse data set: scatterplot and boxplots of the standardized topsoil concentrations of heavy metals.
Fig. 21. Meuse data set: Sammon projection in two dimensions of the standardized topsoil concentrations of heavy metals.
the R1 model. This method is able, at the same time, to detect the outliers group (yellow points,
corresponding to those numbered in Fig. 21) and to recover the underlying structure of spatial data.
It seems to balance the main two issues concerning spatial contiguity and proximity in the attribute
space. The results are confirmed by the dendograms shown in Fig. 22.
In Table 4, we report the mean and standard deviation values of the four clusters identified
by the robust R1 method, with complete linkage. The third group identifies the less pollutant
zone, followed by the second one, while the fourth one includes all locations with heavy metal
concentrations out of control. The first group identifies the second high pollutant zone.
In addition, we consider the logarithmic transformation in the comparative study. As we can
see, the role of outliers is strongly reduced (see Figs. 24 and 25) and the resulting group structure
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Fig. 22. Meuse data set: dendograms using the complete linkage (standardized variables).
Table 4
Meuse data set: means and standard deviations of raw variables for each spatial cluster (complete linkage).
Group 1 Group 2 Group 3 Group 4
Mean sd Mean sd Mean sd Mean sd
Cadmium 9.269 1.994 5.311 1.970 1.411 0.987 13.583 3.451
Copper 82.077 7.566 57.964 12.035 27.185 7.361 103.833 18.659
Lead 309.462 77.760 215.464 59.192 99.667 50.516 491.833 94.516
Zinc 1078.385 131.090 697.679 116.644 274.444 136.810 1602.000 135.887
is shown in Fig. 26 for all three models. Also in this situation, the R1 model (complete linkage)
seems more able to distinguish between the different pollutant zones, preserving spatial contiguity
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Fig. 23. Meuse data set: clustering results (standardized variables).
but also detecting non-contiguous locations with very high metals concentrations. The clustering
structure recovered by the D1 model, with reference to the average linkage, is not surprising since,
in the simulation study, we have already pointed out its tendency to identify more groups than the
existing ones. The results are confirmed by the dendograms shown in Fig. 27.
4.2. Jura data set
In this section, the proposed clustering method and the baseline ones are applied to a geo-
referenced data set available in the R package gstat (Pebesma, 2004), named ‘‘Jura data set’’,
including locations and topsoil concentrations of the following heavy metals: cadmium, cobalt,
chromium, copper, lead, nickel and zinc. Georeferencing was based on two control points in the
Swiss grid system.3 The sample data locations are 100 and all variables and coordinates4 have been
standardized. The plots of Figs. 28 and 29 suggest the possible presence of multivariate outliers in
terms of very high heavy metals concentrations (two points, in particular). This is also confirmed
3 Georeferencing is due to David Rossiter while data comes from Pierre Goovaerts’ book (Goovaerts, 1997).
4 The coordinates have not been standardized for the N1 model.
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Fig. 24. Meuse data set: scatterplot and boxplots of the standardized topsoil concentrations of heavy metals with
logarithmic transformation.
Fig. 25. Meuse data set: Sammon projection in two dimensions of the standardized topsoil concentrations of heavy metals
with logarithmic trasformation.
by inspecting the Sammon projection in two dimensions of the same data set using the Euclidean
metric, as shown in Fig. 30.
The results of clustering techniques are reported in Fig. 31. Also in this case, the D1 model
produces unsatisfactory results being highly affected by the presence of outliers. The N1 model
shows a slightly better performance, only for the complete linkage.
The R1 model confirms its capability both to detect the outliers (the two yellow points, that are
the units 30 and 45 identified in the Sammon map of Fig. 30) and to recover the group structure.
The results are confirmed by the dendograms shown in Fig. 32.
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Fig. 26. Meuse data set: clustering results (log-transformed standardized variables).
28 P. D’Urso and V. Vitale / Spatial Statistics 35 (2020) 100407
Fig. 27. Meuse data set: dendograms using the complete linkage (log-transformed standardized variables).
In Table 5, we report the mean and standard deviation values of the three clusters identified by
the robust R1 method, with complete linkage. The group 3 is, clearly, composed of the two yellow
outliers, with values out of control for Copper, Lead and Zinc metals. Clustering reveals the presence
of two groups, the former characterized by lower concentrations of all heavy metals than the latter.
Following Fouedjio (2017), in this application, we do not consider the log transformation as it
modifies the order structure of the raw data.
5. Conclusions
In this paper, we proposed a robust agglomerative hierarchical clustering for multivariate
georeferenced data that is a robust version of the clustering method suggested by Fouedjio (2016).
In particular, by considering a non-parametric kernel estimator of the direct and cross variograms,
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Fig. 28. Jura data set: the standardized topsoil concentrations of heavy metals.
Table 5
Jura data set: means and standard deviations of raw variables for each spatial cluster (complete linkage).
Group 1 Group 2 Group 3
Mean sd Mean sd Mean sd
Cadmium 0.938 0.551 1.736 0.641 1.772 0.011
Cobalt 8.554 3.414 11.961 2.738 10.860 0.764
Chromium 29.897 7.371 43.520 7.871 40.760 0.339
Copper 14.105 8.835 32.901 27.349 140.800 19.516
Nickel 16.919 6.156 27.290 5.432 27.660 4.441
Lead 43.994 16.993 66.758 33.573 269.980 42.455
Zinc 59.942 16.127 101.947 23.859 225.920 47.970
we proposed an exponential transformation of the dissimilarity measure for geographical data
suggested by Fouedjio (2016). The new dissimilarity measure is robust in the sense that it is capable
to neutralize the negative effects of possible spatial outliers in the clustering process. Using the
proposed robust dissimilarity measure in an agglomerative hierarchical clustering framework the
natural structure of the spatial data is not altered, i.e. the natural clusters of spatial units are not
affected by the negative influence of possible spatial outliers.
In order to show the usefulness and the performance of the proposed robust clustering method,
we compared it with two clustering methods: that suggested by Fouedjio (2016) and that using
locations as additional variables. Simulation studies and an application to real data showed very
good performance of our clustering method. In future, it will be interesting to investigate the
performance of our robust dissimilarity measure for multivariate georeferenced data in other
unsupervised clustering methodologies, i.e. in a fuzzy framework, and/or in spatial-time domain
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Fig. 29. Jura data set: scatterplot and boxplots of the standardized topsoil concentrations of heavy metals.
(Coppi et al., 2010; Disegna et al., 2017; D’Urso et al., 2019a) with land and soil applications (D’Urso
et al., 2019b; Rossiter et al., 2017).
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Fig. 30. Jura data set: Sammon projection in two dimensions of the standardized topsoil concentrations of heavy metals.
Fig. 31. Jura data set: clustering results (standardized variables).
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Fig. 32. Jura data set: dendograms using the complete linkage (standardized variables).
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