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Three-wave interactions form the basis of our understanding of many nonlinear pattern form-
ing systems because they encapsulate the most basic nonlinear interactions. In problems with two
comparable length scales, such as the Faraday wave experiment with multi-frequency forcing, con-
sideration of three-wave interactions can explain the presence of the spatio-temporal chaos found in
some experiments, enabling some previously unexplained results to be interpreted in a new light.
The predictions are illustrated with numerical simulations of a model partial differential equation.
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In the Faraday wave experiment, patterns of standing
waves are excited on the surface of a fluid by periodi-
cally shaking the fluids’ container up and down. This
deceptively simple experiment has been used extensively
to provide insight into nonlinear pattern formation be-
cause it can be controlled easily and because it exhibits
a rich variety of different phenomena: simple patterns
such as stripes, squares and hexagons, as well as patterns
with more complicated structure such as superlattice pat-
terns, quasipatterns, oscillons and spatio-temporal chaos
(STC) [1, 2]. Symmetry arguments and the considera-
tion of three-wave interactions have played a key role in
understanding some of the exotic patterns that arise [3–
5]. Indeed, the variety of the observed behavior is due
in part to the ability of the experimenter to tune in to
different three-wave interactions by simply changing the
forcing f(t). Each frequency component in the forcing
promotes the excitation of waves with different wavenum-
bers, thereby allowing different three-wave resonances.
Three-wave interactions have been invoked to explain
the occurrence of superlattice patterns [6], where a pair
of harmonic waves that are linearly excited by the forcing
interact with a weakly damped harmonic wave related to
a different component of the forcing. For example, in fig-
ure 1(a), two excited waves with wavevectors k1 and k2
on the outer circle (wavenumber 1) interact nonlinearly
with a weakly damped wave whose wavevector q1 is on
the inner circle (wavenumber q), as long as k1 +k2 = q1.
The importance of this weakly damped wave is enhanced
if it is driven harder (that is, if the amplitude of the
appropriate component of the forcing is increased), and
∗Electronic address: A.M.Rucklidge@leeds.ac.uk
†Electronic address: m-silber@northwestern.edu
‡Electronic address: A.Skeldon@surrey.ac.uk
(a)
kx
ky
k1
k2
q1
θz
(b)
kx
ky
k1
q2
q3 θw
(c)
kx
ky
k1
k2
q1
q2
q3
FIG. 1: Three-wave interactions between waves on two critical
circles, with outer radius 1 and inner radius q > 1
2
. (a) A
vector q1 on the inner circle can be written as the sum of two
vectors k1 and k2 on the outer circle; this defines the angle
θz = 2 arccos(q/2). (b) The vector k1 is the sum of two inner
vectors q2 and q3; this defines the angle θw = 2 arccos(1/2q).
(c) Similarly, k2 is the sum of two inner vectors, and each of
these is in turn the sum of two outer vectors. In this example,
q = 0.66, so θz = 141.4
◦ and θw = 81.5◦.
patterns that contain the angle θz = 2 arccos(q/2) can
be stabilized [5]. This has been investigated experimen-
tally [7–9], where the phases and amplitudes of the dif-
ferent components of the forcing are shown to determine
whether the system produces simple patterns, superlat-
tice patterns, quasipatterns or STC. The stabilization
of some superlattice patterns can be understood entirely
using this single three-wave interaction, but details of the
origin of the STC are not well understood.
In this paper we extend the same notion of three-
wave interactions to explain the origin of spatio-temporal
chaos and other features of the experimental results of [8].
If 12 < q < 1, three-wave interactions also exist between
two modes on the inner circle and one on the outer, as
shown in figure 1(b). Two waves with wavevectors q2
and q3 on the inner circle interact with an outer vector
k1 provided q2 + q3 = k1. This defines an angle θw =
2 arccos(1/2q) between the two inner vectors. Similarly,
k2 is the sum of two inner vectors, and each of these
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2inner vectors is in turn the sum of two outer vectors. For
almost all choices of q, repeating this process generates
an infinite number of vectors, resulting in the possible
nonlinear interaction of infinitely many modes on both
critical circles, as illustrated in figure 1(c).
There are two exceptions: when q is 12 (
√
5−1) = 0.6180
or 12 (
√
6 − √2) = 0.5176, corresponding to θz = 2θw =
144◦ and θz = 5θw = 150◦, only a finite number of
wavevectors on the critical circles are generated. These
two special cases correspond to 10-fold and 12-fold quasi-
patterns respectively. The values of q that one might
expect to lead to eight-fold patterns generate an infinite
number of vectors. Hexagons and squares are also not
exceptions: for example, if q = 1/
√
2, we have θw = 90
◦
(favoring squares perhaps) but θz = 138.6
◦, which does
not fit in a square lattice.
There are several different ways that all these sets
of three waves can interact, depending on whether the
three-wave interactions favor mutual enhancement of the
waves or competition between the waves. Starting with
wavevectors k1, k2 and q1 = k1 + k2, we write the
pattern-forming field U(x, y, t) as
U = z1(t)e
ik1·x + z2(t)eik2·x + w1(t)eiq1·x + c.c. + h.o.t.,
where the fast time dependence has been suppressed.
This results (at lowest order) in the amplitude equations
z˙1 = µz1 +Qzwz¯2w1 + cubic terms,
z˙2 = µz2 +Qzwz¯1w1 + cubic terms, (1)
w˙1 = νw1 +Qzzz1z2 + cubic terms,
where µ and ν are growth rates corresponding to wave-
numbers 1 and q, and Qzw and Qzz are coefficients of the
quadratic terms. We can write similar equations for the
interaction between two waves on the inner circle, with
wavevectors q2 and q3, and one wave on the outer circle,
with wavevector k1 = q2 + q3. If the mode amplitudes
are w2, w3 and z1, the amplitude equations are:
w˙2 = νw2 +Qwzw¯3z1 + cubic terms,
w˙3 = νw3 +Qwzw¯2z1 + cubic terms, (2)
z˙1 = µz1 +Qwww2w3 + cubic terms,
where Qwz and Qww are more quadratic coefficients.
The dynamics of equations (1) (or equivalently (2))
with appropriate cubic terms has been explored by
[10, 11] and others. The behavior of the system is in-
fluenced heavily by the signs of the quadratic coeffi-
cients. Based on arguments similar to those in [10], we
find that if the quadratic coefficients have the same sign
(QzzQzw > 0, or QwwQwz > 0 in (2)), there is enhanced
stability of steady patterns with all three modes present
and so the angle θz will be a feature of the pattern for
a range of µ and ν. This is the typical scenario in many
two-frequency Faraday experiments where the three-wave
interaction is between two primary harmonic modes and
a weakly damped harmonic difference frequency mode [6].
In contrast, if the quadratic coefficients have opposite
sign, there is competition between the different modes,
resulting typically in patterns with one wavevector be-
ing stable, or in time-dependent (possibly chaotic) oscil-
lations of the amplitudes of the modes [10]. This also
occurs in the Faraday experiment if the three-wave inter-
action involves 1 : 2 temporal resonance [6].
Putting these together, for 12 < q < 1, each mode on
each circle will be influenced by two types of three-wave
resonance: one type involving interaction with a pair of
modes from the opposite circle, and the other involving
interaction with one mode from each circle. (There is
also the usual interaction between three waves at 120◦.)
Out of the resulting multitude of nonlinear interactions
(see figure 1(c)), three different scenarios are to be ex-
pected depending on whether each type of three-wave
resonance is enhancing or competitive, dictated by the
signs of the products QzzQzw and QwwQwz, as described
above. If QzzQzw and QwwQwz are both positive, then
either or both θz and θw will be reinforced, and steady
patterns are to be expected. For the special values of
q mentioned above we expect to see 10-fold or 12-fold
quasipatterns. For other values of q, there could be com-
plex spatial structure. If QzzQzw > 0 and QwwQwz < 0
(or the other way around), then θz is enhanced and θw is
suppressed (or vice-versa), and we expect to see the cor-
responding superlattice patterns or quasipatterns. How-
ever, because of competitive three-wave interactions as-
sociated with the quadratic coefficients having opposite
sign, we also expect to see time dependence and spatio-
temporally chaotic competition between superlattice pat-
terns of different orientations. If QzzQzw and QwwQwz
are both negative, then we expect time-dependent com-
petition leading to intermittent appearance of patterns
with θz or θw, and possibly STC. In all cases the pat-
terns that are seen will also depend on the growth rate
parameters µ and ν, as well as on the cubic coefficients.
These scenarios provide an explanation of some of the
observed Faraday wave phenomena in the experiments
of [8]. These use three-frequency forcing:
f(t) = am cos (mωt)+an cos (nωt+ φn)+ap cos (pωt+ φp) ,
where one phase has been set to zero, and (m,n, p) =
(4, 5, 2) and (6, 7, 2). The three-wave interactions are be-
tween harmonic modes, driven by the (4, 2) and (6, 2)
components of the forcing, with the primary instabil-
ity being to the larger frequency. The radius ratios are
q ≈ 0.52 and q ≈ 0.38 in the two cases: these are the ra-
dius ratios that arise in 12-fold quasipatterns and 22◦ su-
perlattice patterns. The presence of these two patterns
as a function of the phases (φ5, φ2) and (φ7, φ2) is indi-
cated by light areas in figure 2(a,b). The slopes of the
bands and their periodicity are related to time transla-
tion symmetries of components of f(t) [5].
The two cases, (4, 5, 2) and (6, 7, 2) excitation, differ in
that in the first case, q > 12 , and ‘two-way’ resonance be-
tween the different critical modes is possible, whereas in
the second case, q < 12 , and no such two-way resonance
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FIG. 2: (a,b) Experimental results of Ding and Umbanhowar [8], reproduced with permission. (a) The 30◦ angular autocorre-
lation function with (4, 5, 2) forcing: white indicates 12-fold quasipatterns, as a function of (φ5, φ2). Black indicates disordered
patterns. (b) The 22◦ angular autocorrelation function with (6, 7, 2) forcing: white indicates 22◦ superlattice patterns, as a
function of (φ7, φ2). (c,d,e) Products of quadratic coefficients, calculated from the Navier–Stokes equations using the methods
of [12]. (c,d) Parameter values as in the experiment in (a), with (c) QzzQzw (contours in steps of 0.2) and (d) QwwQwz
(contours in steps of 0.05) (e) Parameter values as in (b), showing QzzQzw (contours in steps of 0.1). In all cases, the thick
line is the zero contour, solid lines are positive contours, and dashed lines are negative contours.
can occur. We have calculated the values of the rele-
vant quadratic coefficients using weakly nonlinear anal-
ysis of the Navier–Stokes equations for the experimental
fluid parameters by extending the method in [12]. In fig-
ure 2(c,d), we show QzzQzw and QwwQwz for the (4, 5, 2)
case. Both products can take either positive or negative
values, although QzzQzw is negative only in narrow di-
agonal bands. In figure 2(e), we show QzzQzw for the
(6, 7, 2) case. Comparing with the experimentally deter-
mined patterns in figure 2(a,b), we note that regions of
12-fold quasipatterns and 22◦ superlattice patterns cor-
relate extremely well with regions of positive QzzQzw.
Conversely, when QzzQzw is small or negative, the cor-
relation coefficient in the experiments is low and STC is
seen [13]. The extra structure in figure 2(a) as compared
to (b) is aligned with changes in QwwQwz in figure 2(d),
though shifted in phase from the expectations outlined
above: we would have expected the strongest STC where
both QzzQzw and QwwQwz are negative.
The broad agreement between the experiments and the
calculated coefficients is remarkable, in spite of the fact
that the calculations are carried out at the harmonic–
harmonic codimension-two point, whereas the experi-
ments are near but not at this point. In addition, the
cubic coefficients, which we have not taken into account
in this discussion, have an important effect [11].
We have further investigated the importance of the
signs of the quadratic coefficients in the two-way reso-
nance by devising a new model PDE based on the Swift–
Hohenberg equation [14] for a field U(x, y, t):
∂U
∂t
= L(µ, ν)U+Q1U2+Q2U∇2U+Q3 |∇U |2−U3. (3)
The model (3) is an extension of that of [15], modified
to allow the growth rates of the two critical modes to be
controlled independently. The linear part of the PDE L
acts on a mode eikx with eigenvalue σ(k); we define L
by specifying how the eigenvalue should depend on k.
Specifically, σ(1) = µ and σ(q) = ν, controlling the
growth rates of the modes of interest; σ′(1) = σ′(q) = 0;
and σ(0) = σ0 < 0 controls the depth of the minimum
between k = 1 and k = q. With σ an even function
of k, these requirements lead to a fourth-order polyno-
mial in k2:
σ(k) =
k2 (A(k)µ+B(k)ν)
q4(1− q2)3 +
σ0
q4
(k2 − 1)2(k2 − q2)2,
where A(k) = (k2(q2 − 3) − 2q2 + 4)(k2 − q2)2q4 and
B(k) = (k2(3q2 − 1) + 2q2 − 4q4)(k2 − 1)2. The linear
operator L is obtained by replacing k2 by −∇2. The non-
linear terms in the PDE model are simple quadratic and
cubic combinations of U and its derivatives. Standard
weakly nonlinear theory gives the values of Qzz, Qzw,
Qww and Qwz: having the three quadratic terms in (3)
enables different sign combinations to be chosen in the
amplitude equations (1) and (2).
Simulations of equation (3) were carried out on a
30 × 30 domain (identified by [16] as a suitable choice
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FIG. 3: (a) Bifurcation set showing the patterns that are
seen for q = 0.5176, σ0 = −2, Q1 = 0.3, Q2 = 1.2, Q3 = 1.4
(so QzzQzw < 0 and QwwQwz < 0). Regions of stable z-
hexagons (k = 1), w-hexagons (k = q), quasipatterns (QP),
as well as spatio-temporal chaos (STC) are indicated. Steady
quasipatterns are indicated with a +, time-dependent quasi-
patterns with a . Hexagons are all steady and are not indi-
cated for clarity. The (µ, ν) scale is not uniform. (b) Pattern
for parameters in the innermost of the three STC regions,
with (µ, ν) = (0.0153, 0.0129). (c) The two critical circles are
clearly seen in the power spectrum.
for approximate quasipatterns) for a range of different
parameter values. Illustrative results are in figure 3(a)
for q = 0.5176 and values of Q1, Q2 and Q3 that give
QzzQzw < 0 and QwwQwz < 0, most relevant to the
dark regions in figure 2(a). As well as stable hexagons,
steady and time-dependent (chaotic) 12-fold quasipat-
terns are found when µ and ν are both positive and of
comparable size. Windows of true STC are also found,
with a typical solution shown in figure 3 (b,c). For other
choices of q and the quadratic coefficients, the behav-
ior of the PDE is broadly in line with the expectations
specified above. When q < 12 , we find no examples of
STC. For other values of q > 12 , we find steady and
time-dependent examples of patterns with many modes
on both critical circles. In general, with both QzzQzw
and QwwQwz positive, these patterns are all steady; time
dependence (chaos or STC) is much more common when
both QzzQzw and QwwQwz are negative. We find steady
and time-dependent quasipatterns only with the special
values q = 0.5176 and q = 0.6180, as discussed above.
Further details will be presented elsewhere.
We conclude that whenever there are three-wave inter-
actions between waves on two critical circles with radius
ratio between 12 and 2, interactions in both directions
must be taken in to account. This is generic: we would
expect these interactions to be important in other prob-
lems with two comparable length scales. Although we
applied our results to explain patterns associated with
a three-frequency Faraday wave experiment, we expect
these interactions to be important even in two-frequency
experiments. Most values of q > 12 lead to the possibil-
ity of generating an infinite number of interacting waves.
The exceptions are those values associated with 10- and
12-fold quasipatterns. The outcome of the mode interac-
tions will be influenced by the signs of the quadratic co-
efficients in (1) and (2), with time-dependence and STC
most likely in the case of both pairs of quadratic coeffi-
cients having opposite sign. By computing these coeffi-
cients from the Navier–Stokes equations, we have shown
that this idea is in broad agreement with the experimen-
tal results of Ding and Umbanhowar [8]: as the phases
in the forcing are varied, switches between 12-fold quasi-
patterns or 22◦ superlattice patterns and STC line up
with changes of sign of the products of quadratic coef-
ficients. This idea has been confirmed in our numerical
investigation of a model partial differential equation (3).
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