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Abstract
We investigate the ferromagnetic transition in repulsive Fermi gases at zero tem-
perature with upper branch and effective range effects. Based on a general effec-
tive Lagrangian that reproduces precisely the two-body s-wave scattering phase
shift, we obtain a nonperturbative expression of the energy density as a function
of the polarization by using the Bethe–Goldstone ladder resummation. For hard
sphere potential, the predicted critical gas parameter kFa = 0.816 and the spin
susceptibility agree well with the results from fixed-node diffusion Monte Carlo
calculations. In general, positive and negative effective ranges have opposite ef-
fects on the critical gas parameter kFa: While a positive effective range reduces
the critical gas parameter, a negative effective range increases it. For attractive
potential or Feshbach resonance model, the many-body upper branch exhibits an
energy maximum at kFa = α with α = 1.34 from the Bethe–Goldstone ladder
resummation, which is qualitatively consistent with experimental results. The
many-body T-matrix has a positive-energy pole for kFa > α and it becomes im-
possible to distinguish the bound state and the scattering state. These positive-
energy bound states become occupied and therefore the upper branch reaches an
energy maximum at kFa = α. In the zero range limit, there exists a narrow window
(0.86 < kFa < 1.56) for the ferromagnetic phase. At sufficiently large negative
effective range, the ferromagnetic phase disappears. On the other hand, the ap-
pearance of positive-energy bound state resonantly enhances the two-body decay
rate around kFa = α and may prevent the study of equilibrium phases and ferro-
magnetism of the upper branch Fermi gas.
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1. Introduction
Itinerant ferromagnetism in repulsive Fermi systems is a longstanding problem
in many-body physics, which can be dated back to the basic model proposed by
Stoner [1]. The physical picture of the ferromagnetism in repulsive Fermi systems
can be understood as a result of the competition between the repulsive interaction
and the Pauli exclusion principle. The former tends to induce polarization or mag-
netization and reduce the interaction energy, while the latter prefers balanced spin
populations to reduce the kinetic energy. The reduced interaction energy for a
polarized state finally overcomes the gain in kinetic energy at a critical repulsion
where the ferromagnetic phase transition (FMPT) occurs. It is generally thought
that a dilute spin-12 (two-component) Fermi gas with short-ranged repulsive inter-
action may serve as a clean system to simulate the Stoner model [2].
Quantitatively, to study the FMPT in cold repulsive Fermi gases, we need to
know the energy density E of the system as a function of the spin polarization or
magnetization x = (n↑ − n↓)/(n↑ + n↓) for given interaction strength [2]. Formally,
the energy density can be expressed as
E(x) = 35nEF f (x), (1)
where EF = k2F/(2M) is the Fermi energy with M being the fermion mass, kF is
the Fermi momentum related to the total density n = n↑ + n↓ by n = k3F/(3π2).
The dimensionless function f (x) represents the energy landscape with respect to
the magnetization x. If we consider only the s-wave contribution, the function
f (x) depends on the s-wave gas parameters kFa, kFre, etc. Here a is the s-wave
scattering length and re is the s-wave effective range. The naive mean-field or
Hartree-Fock approximation predicts a critical gas parameter kFa = π/2 in the
dilute limit [2].
For the nature of the FMPT, Belitz, Kirkpatrick, and Vojta (BKV) [3] have
argued that the phase transition in clean itinerant ferromagnets is generically of
first order at low temperatures, if it occurs at weak coupling. This is because of the
coupling of the order parameter to the gapless modes that leads to a nonanalytic
term in the free energy. The general form of the Ginzburg-Landau free energy for
clean itinerant ferromagnets takes the form fGL(x) = αx2 + υx4ln|x|+ βx4 +O(x6),
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where we can keep β > 0. If the coefficient υ is positive, the phase transition is
always of first order. On the other hand, for negative υ, one always finds a second-
order phase transition. For many solid-state systems where the FMPT occurs at
weak coupling, the assumption of υ > 0 is true according to the perturbative
calculation [3]. However, for dilute Fermi gases where the critical gas parameter
kFa is expected to be of order O(1), the assumption of a positive υ is not reliable.
In Ref. [4], the authors found that the FMPT is of second order when the ladder
diagrams are resummed to all orders in the gas parameter kFa. Similar conclusion
was also obtained in [5] by using the lowest order constrained variational (LOCV)
approach [6].
There have been some quantum Monte Carlo calculations [7, 8, 9, 10] and
numerous theoretical studies [11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23,
24, 25, 26, 27, 28, 29, 30, 31, 32, 33, 34, 35, 36, 37, 38, 39, 40, 41] of itinerant
ferromagnetism in atomic Fermi gases. To study the ferromagnetism experimen-
tally, one needs to realize a two-component “repulsive” gas of fermionic atoms by
rapidly quenching the atoms to the upper branch (scattering state) at the BEC side
of a Feshbach resonance [42]. However, the term “upper branch” only has clear
definition for two-body systems. Even for three-body systems, exact solution of
the energy levels in a harmonic trap shows that there are many avoided crossings
between the lowest two branches as one approaches the resonance (a → ∞), mak-
ing it difficult to identify a repulsive Fermi system [20]. For many-body system,
the upper branch can have clear meaning for a > 0 in the high temperature limit
where the virial expansion to the second order in the fugacity is sufficient to de-
scribe the system [43]. Therefore, it is a theoretical challenge to understand the
many-body upper branch at low temperature and its influence on the FMPT.
The upper branch Fermi gas has been experimentally studied with different
densities, temperatures, and trap depths [44, 45]. The interaction energy has also
been measured [45]. In addition to the strong atom loss near the resonance, the
interaction energy was found to increase and then decrease as one approaches the
resonance from the repulsive side, showing a maximum before reaching resonance
[45]. Hence there exists a region where the energy derivative ∂E/∂(−1/a) < 0 and
Tan’s adiabatic relation is violated [46]. These features of the upper branch Fermi
gas at high temperatures have been theoretically explained by Shenoy and Ho [47]
by using an extended Nozie´res–Schmitt-Rink (NSR) approach where the bound
state contribution is subtracted. At low temperature, a recent measurement for
the narrow resonance of 6Li [48] found that the energy maximum becomes even
sharper than the high temperature case. However, a unified theoretical approach
to study the upper branch, energy maximum, and ferromagnetic transition at low
3
temperature is still lacking.
On the other hand, it was experimentally found that the rapid decay into bound
pairs prevent the study of equilibrium phases of the upper-branch Fermi gas [49].
One possibility to suppress the pair formation is to use a narrow Feshbach res-
onance where the pairs have dominately closed channel character and therefore
a much smaller overlap matrix element with the atoms [49]. However, the nar-
row Feshbach resonances are characterized by a large negative effective range
[50, 51, 52]. Therefore, we need to study the effective range effects on the ferro-
magnetic transition. Another possible way to overcome this difficulty is not to use
the upper branch of a Feshbach resonance but use the background repulsive inter-
action without Feshbach resonance effect in some atoms. The background scat-
tering length is usually small. For example, the gas parameter kFa in the current
experiments of 137Yb is about 0.13 [41, 53]. To reach the critical gas parameter of
the FMPT, we therefore need much higher density. Then the effective range effect
becomes important. In both cases, it is quite necessary to study the effective range
effects on the FMPT.
In this paper, we study the upper branch and finite range effects on the FMPT
by using a general effective Lagrangian which reproduce precisely the s-wave
scattering phase shift for a given interaction potential. The energy density of
the many-body system as a function of the polarization is obtained by using the
Bethe–Goldstone ladder resummation [54, 55, 56, 57, 58, 59] which allows us to
study the FMPT and the upper branch of attractive potentials nonperturbatively.
The paper is organized as follows. In Sec. 2, we construct a general effective
Lagrangian for two-body scattering. In Sec. 3, the nonperturbative energy density
of the many-body system is derived in the Bethe–Goldstone ladder approximation.
In Sec. 4, we discuss the properties of the upper branch Fermi gas for attractive
potentials. The results for some model potentials and for the Fashbach resonance
model are presented in Sec. 5 and Sec. 6, respectively. We summarize in Sec. 7.
We use the units ~ = 1 throughout the paper.
2. Effective field theory for two-body scattering
Let us consider a spin-12 (two-component) Fermi gas where the unlike spins in-
teract each other via a local spherical potential V(r). We assume that the main low
energy contribution is of s-wave (ℓ = 0) character and neglect the contributions
from all higher partial waves (ℓ ≥ 1). The s-wave two-body scattering amplitude
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A(k) is related to the on-shell T-matrix T2B(E) by
A(k) = −M
4π
T2B(E) = 1k cot δ(k) − ik , (2)
where k =
√
ME with E being the scattering energy in the center-of-mass frame
and M the fermion mass. The s-wave scattering phase shift δ(k) may be known
from either experimental data analysis or model calculations. In general, a short-
ranged interaction potential is characterized by a momentum scale k0. At low
energy, k ≪ k0, the quantity k cot δ(k) can be expanded as a Taylor series in k2/k20.
This is the so-called effective range expansion:
k cot δ(k) = −1
a
+
∞∑
n=1
cnk2n = −1
a
+
1
2
rek2 + · · · , (3)
where a is the s-wave scattering length and re is the s-wave effective range.
We can construct an effective field theory which precisely reproduces the scat-
tering amplitude A(k). This is achieved by introducing a dimer field φ [60]. The
general effective Lagrangian is given by [61]
Leff = ψ†
(
i∂0 +
∇2
2M
)
ψ + φ†K[ ˆD]φ +
(
φ†ψ↓ψ↑ + H.c.
)
, (4)
where ψ = (ψ↑, ψ↓)T denotes the fermion field and K is a function of the Galilean
invariant operator ˆD = i∂0 + ∇2/(4M). The function form of K is designed to
reproduce precisely the scattering amplitude A(k) with a given scattering phase
shift δ(k). In general, we expect that the function K[ ˆD] takes the form
K[ ˆD] ∝
−1a +
∞∑
n=1
cnMn ˆDn
 + (counterterm), (5)
where the counterterm is designed to cancel the divergence in the one-loop bubble
diagram. This theory is valid beyond the radius of convergence of the effective
range expansion.
Now we calculate the scattering amplitude A(k) from the above effective La-
grangian. We first calculate the one-loop bubble diagram Π0(P0,P) (see Fig.1),
where P0 and P are the total energy and momentum of the pairs in the bubble
diagram. The starting point is the free fermion propagator (in Minkowski space)
G0(p0, p) = 1p0 − εp + iǫ , (6)
5
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Figure 1: Diagrammatic representation of the scattering amplitude A(k). The solid lines and
dashed lines correspond to the fermion propagator G0 and the dimmer propagator K−1, respec-
tively.
where εp = p2/(2M) is the free fermion dispersion and ǫ = 0+. Note that the
bubble diagram Π0(P0,P) is linearly divergent and a proper regularization scheme
is needed. In this paper we employ the dimensional regularization scheme. In
this scheme, we change the space-time dimension from 4 to D and multiply the
integral by a factor (µ/2)4−D with µ being an arbitrary mass scale. Finally we
obtain
Π0(P0,P) = i
(
µ
2
)4−D ∫ dDq
(2π)DG0
(
P0
2
− q0, P2 − q
)
G0
(
P0
2
+ q0,
P
2
+ q
)
=
(
µ
2
)4−D ∫ dD−1q
(2π)D−1
1
Z − q2M + iǫ
= −Γ
(
3 − D
2
)
M(µ/2)4−D
(4π)(D−1)/2 [−M(Z + iǫ)]
(D−3)/2 . (7)
Here Z ≡ P0 − P2/(4M) is the momentum representation of the operator ˆD. Since
Π0(P0,P) depends only on the combination Z governed by the Galilean invariance,
we will express it as Π0(Z) in the following.
Next we employ the power divergence subtraction (PDS) scheme [62]. The
PDS scheme involves subtracting from the dimensionally regularized loop inte-
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grals not only the 1/(D−4) poles corresponding to log divergences, as in minimum
subtraction, but also poles in lower dimensions. Notice thatΠ0 has a pole in D = 3
dimensions. It can be removed by adding a counterterm δΠ0 = Mµ/[4π(3 − D)]
[62]. Finally, the subtracted integral in D = 4 dimensions is
Π0(Z) = −M4π
[
µ −
√
−M(Z + iǫ)
]
. (8)
The result in the simple cutoff scheme [51] is obtained by replace µ with 2Λ/π
where Λ is the cutoff for the three momentum q.
To obtain the scattering amplitude A(k), we impose the on-shell condition
Z = E = k2/M. Then the one-loop bubble diagram becomes
Π0(E) = −M4π (µ + ik). (9)
Meanwhile, the dimer propagator K−1(Z) becomes an energy dependent vertex
K−1(E). Summing the bubble diagrams with these vertices, we obtain
T2B(E) = 1K(E) − Π0(E) . (10)
Comparing the above result with the precise amplitude (2), we obtain
K(E) = −M
4π
k cot δ(k) − Mµ
4π
. (11)
This means the exact functional form of K[ ˆD] is
K[ ˆD] = M
4πa
− M
4π
∞∑
n=1
cnMn ˆDn − Mµ4π . (12)
The full two-body T-matrix T2B(P0,P) = T2B(Z) reads
T2B(Z) = 1K(Z) − Π0(Z) = −
4π
M
1
H(Z) + √−MZ − iǫ
, (13)
Where the function H(Z) is an analytical continuation of k cot δ(k) and is given
by
H(Z) = −1
a
+
∞∑
n=1
cnMnZn. (14)
For attractive potential, the T-matrix may have a pole given by P0 = Eb+P2/(4M)
if the attraction is strong enough. This pole corresponds to a bound state with
binding energy Eb < 0 and effective mass 2M.
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3. Many-fermion system: Bethe–Goldstone ladder resummation
The studies of the ferromagnetic phase transition in repulsive Fermi gases usu-
ally rely on the perturbative result of the energy density E(x) where the gas param-
eters (such as kFa and kFre) are regarded as small parameters [11, 12, 13, 14, 15,
16, 17]. Up to the second order of these small parameters, the expression of f (x)
is universal, that is, independent of the effective range parameter kFre and other
higher order gas parameters. We have
f (x) = 1
2
(η5↑ + η5↓) +
10η3↑η3↓
9π kFa +
ξ(η↑, η↓)
21π2
(kFa)2 + (higher orders), (15)
where η↑ = (1 + x)1/3 and η↓ = (1 − x)1/3. The first order in kFa coincides with the
Hartree-Fock mean-field theory [2]. The coefficient ξ(η↑, η↓) of the second-order
term was first evaluated by Kanno [63]. Its explicit form reads
ξ = 22η3↑η
3
↓(η↑ + η↓) − 4η7↑ln
η↑ + η↓
η↑
− 4η7↓ln
η↑ + η↓
η↓
+
1
2
(η↑ − η↓)2η↑η↓(η↑ + η↓)[15(η2↑ + η2↓) + 11η↑η↓]
+
7
4
(η↑ − η↓)4(η↑ + η↓)(η2↑ + η2↓ + 3η↑η↓)ln
∣∣∣∣∣η↑ − η↓η↑ + η↓
∣∣∣∣∣. (16)
For the unpolarized case x = 0, this is the well-known perturbative equation of
state for dilute imperfect Fermi gas [64],
E = 35nEF
[
1 +
10
9πkFa +
4(11 − 2 ln 2)
21π2
(kFa)2
]
. (17)
Even though the equation of state (15) applies only to small kFa, it is intuitive
to predict the FMPT. To the order O(kFa), the FMPT is of second order and occurs
at kFa = π/2 [2]. However, taking into account the O((kFa)2) correction, we find a
first-order FMPT at kFa = 1.054 [12, 13]. This can be understood by making the
small-x expansion of the energy density. We have
f (x) = f (0) + αx2 + υx4ln|x| + βx4 + O(x6). (18)
The appearance of the nonanalytical term ∝ x4ln|x| is consistent with the BKV
argument [3]. The coefficient υ can be evaluated as
υ =
40(kFa)2
243π2
. (19)
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Therefore, up to the order O((kFa)2), the Fermi gas problem corresponds to the
case υ > 0 which leads to a first-order phase transition.
From the above predictions from the perturbative equation of state, we expect
that the FMPT occurs at kFa ∼ O(1). Therefore, a nonperturbative result of the
energy density E(x) or the dimensionless function f (x) is necessary for a better
prediction of the FMPT. On the other hand, the perturbative results (15) and (17)
can be obtained from the effective field theory [65] where the minimum subtrac-
tion (MS) scheme with µ = 0 is used. Note that the MS scheme is suitable only
for weak coupling limit. In general, one should employ the PDS scheme with fi-
nite scale µ. While the scale dependence vanishes in the weak coupling limit, the
equation of state becomes more uncertain when the coupling becomes stronger.
To reduce this uncertainty, we need to resum some types of diagrams to all order
in the coupling.
In the following, we will derive a nonperturbative result for the energy den-
sity in terms of the exact s-wave scattering phase shift δ(k) based on the effective
Lagrangian (4). The result is obtained by resumming the particle-particle ladder
diagrams to all orders at finite density, parallel to the calculation of the two-body
scattering amplitude in vacuum. Such a resummation scheme is referred as Bethe–
Goldstone method [54] in the context of nuclear physics. The studies presented in
this paper therefore treat both the gas parameters kFa and kFre nonperturbatively.
In general, we expect that the nonperturbative result for f (x) satisfies the follow-
ing criteria: (i) The function f (x) recovers the perturbative result (15), once we
make the effective range expansion for k cot δ(k) and treat the gas parameters as
small; and (ii) The function f (x) does not depend on the renormalization scale
µ. As we will show in the following, the nonperturbative result from the ladder
resummation fulfills these two criteria. For attractive interaction potential, the cri-
terion (i) ensures that the result for small and positive kFa corresponds to the upper
branch where all fermions are forced to the scattering state.
The energy density E can be expressed as
E(x) = 3
10
nEF(η5↑ + η5↓) + Eint(x). (20)
The interaction energy density Eint(x) in the Bethe–Goldstone approach is approx-
imated by the ladder contribution EL(x) which is given by summing the diagrams
with n particle-particle bubbles and 1 hole-hole bubble (called the npp-1hh dia-
gram) for all n = 0, 1, 2, · · · [55, 56, 57, 58]. This ladder resummation is diagram-
matically represented in Fig. 2. The starting point to calculate these diagrams is
9
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Figure 2: Diagrammatic representation of the interaction energy ELint. The solid lines with arrows
from left to right (right to left) denote the particle (hole) propagator. The dashed lines denote the
dimmer propagator K−1.
the free propagators for the two spin components at finite density [54]
Gσ(p0, p) =
Θ(|p| − kσF )
p0 − εp + iǫ
+
Θ(kσF − |p|)
p0 − εp − iǫ
, σ =↑, ↓ . (21)
Here k↑,↓F = kFη↑,↓ are the Fermi momenta of the two spin components and Θ(z)
is the Heaviside step function. For each spin component, the propagator (21)
describes two types of excitations, particles with momentum |p| > kσF and holes
with |p| < kσF .
We first evaluate the in-medium particle-particle bubble diagram Π(P0,P) in
Fig. 2. It depends not only on the combination Z = P0 − P2/(4M) but also the
total momentum P itself. This is because the translational invariance is lost in
the presence of Fermi seas. In the following we will denote it as Π(Z,P). In the
Bethe–Goldstone scheme, the fermion lines in this bubble diagram correspond to
the particle terms of the free propagator (21). The result is
Π(Z,P) = i
∫ d4q
(2π)4
Θ(|q+| − k↑F)
P0
2 + q0 −
q2+
2M + iǫ
Θ(|q−| − k↓F)
P0
2 − q0 −
q2−
2M + iǫ
10
=∫ d3q
(2π)3
Θ(|q+| − k↑F)Θ(|q−| − k↓F)
Z − q2M + iǫ
, (22)
where q± = P/2 ± q. For vanishing densities, kσF = 0, the in-medium particle-
particle bubble recovers the vacuum resultΠ0(Z). Note that the in-medium bubble
is also linearly divergent. We therefore separate Π(Z,P) into a vacuum part and a
medium part by using the identity
Θ(|q+| − k↑F)Θ(|q−| − k↓F) = 1 − Θ(k↑F − |q+|) − Θ(k↓F − |q−|)
+ Θ(k↑F − |q+|)Θ(k↓F − |q−|). (23)
The vacuum part (corresponding to 1) is identical to Π0(Z) defined in the last
section and is linearly divergent. The medium part is convergent. For the vacuum
part, we use the same dimensional regularization with PDS scheme introduced in
the last section.
Then the npp-1hh diagram in Fig. 2 for given n reads
En = −
∫ d4P
(2π)4
∫ d4k
(2π)4 e
i0+P0
Θ(k↑F − |k+|)
P0
2 + k0 −
k2+
2M − iǫ
Θ(k↓F − |k−|)
P0
2 − k0 −
k2−
2M − iǫ
[Π(Z,P)]n
[K(Z)]n+1
=
∫ d3P
(2π)3
∫ d3k
(2π)3Θ(k
↑
F − |k+|)Θ(k↓F − |k−|)
×
∫ dP0
2πi
ei0
+P0
Z − k2M − iǫ
[Π(Z,P)]n
[K(Z)]n+1 , (24)
where k± = P/2 ± k and ei0+P0 is a convergence factor [65]. The integration over
P0 picks up the pole or imposes the on-shell condition Z = E = k2/M, that is,∫ dP0
2πi
ei0
+P0 1
Z − k2M − iǫ
[Π(Z,P)]n
[K(Z)]n+1 =
[Π(E,P)]n
[K(E)]n+1 , (25)
where the on-shell versions of Π and K are given by
Π(E,P) =
∫ d3q
(2π)3
Θ(|q+| − k↑F)Θ(|q−| − k↓F)
E − q2M + iǫ
,
K(E) = −M
4π
k cot δ(k) − Mµ
4π
. (26)
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The total interaction energy density is obtained by summing the contributions En
for all n = 0, 1, 2, · · ·,
EL(x) =
∞∑
n=0
En. (27)
Completing the summation of this geometric series, we obtain
EL(x) =
∫ d3P
(2π)3
∫ d3k
(2π)3
Θ(k↑F − |k+|)Θ(k↓F − |k−|)
K(E) − Π(E,P) . (28)
The imaginary part of Π(E,P) can be evaluated as
ImΠ(E,P) = −M|k|
4π
Θ(|k+| − k↑F)Θ(|k−| − k↓F). (29)
This quantity is nonzero only when the momenta k+ and k− are both above the
corresponding Fermi surfaces. However, the final integration over P and k in
EL(x) is associated with a phase-space factor Θ(k↑F − |k+|)Θ(k↓F − |k−|). Therefore,
the interaction energy density is real and physical, as we expected.
Next we evaluate the explicit expression of the energy density E(x) and the
dimensionless function f (x). First, the in-medium particle-particle bubbleΠ(E,P)
can be decomposed into four parts
Π(E,P) = Π0(E) + Π↑(E,P) + Π↓(E,P) + Π↑↓(E,P), (30)
where Π0(E) is the vacuum part discussed in Sec. 2 and the other parts are given
by
Π↑(E,P) = −
∫ d3q
(2π)3
Θ(k↑F − |q+|)
E − q2M + iǫ
,
Π↓(E,P) = −
∫ d3q
(2π)3
Θ(k↓F − |q−|)
E − q2M + iǫ
,
Π↑↓(E,P) =
∫ d3q
(2π)3
Θ(k↑F − |q+|)Θ(k↓F − |q−|)
E − q2M + iǫ
. (31)
For convenience, we define two dimensionless variables s = |P|/(2kF) and t =
|k|/kF. Since the imaginary part of Π(E,P) does not contribute to the interaction
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energy, we only need to evaluate the real part of Π(E,P). The real part can be
evaluated as
ReΠ↑(s, t) = MkF4π2 R↑(s, t), ReΠ↓(s, t) =
MkF
4π2
R↓(s, t),
ReΠ↑↓(s, t) = MkF4π2 R↑↓(s, t), ReΠ0(t) = −
Mµ
4π
. (32)
The functions Rσ(s, t) (σ =↑, ↓) and R↑↓(s, t) are given by
Rσ(s, t) =
η2σ − (s + t)2
4s
ln
∣∣∣∣∣ησ + s + tησ − s − t
∣∣∣∣∣ + η
2
σ − (s − t)2
4s
ln
∣∣∣∣∣ησ + s − tησ − s + t
∣∣∣∣∣ + ησ (33)
and
R↑↓(s, t) =

−Θ(x)R↓(s, t) − Θ(−x)R↑(s, t) , 0 < s < 12 |η↑ − η↓|
W↑(s, t) +W↓(s, t) , 12 |η↑ − η↓| < s < 12 |η↑ + η↓|
0 , elsewhere.
(34)
Here the functions Wσ(s, t) are defined as
Wσ(s, t) =
η2σ − s2 − t2
4s
ln
∣∣∣∣∣(ησ − s)
2 − t2
η2 − s2 − t2
∣∣∣∣∣ + t2ln
∣∣∣∣∣ησ − s + tησ − s − t
∣∣∣∣∣ + s − ησ2 , (35)
where η2 = (η2↑ + η2↓)/2.
Finally, the real part of Π(s, t) can be expressed as
ReΠ(s, t) = −Mµ
4π
+
MkF
4π2
R(s, t), (36)
where the function R(s, t) is defined as
R(s, t) = R↑(s, t) + R↓(s, t) + R↑↓(s, t). (37)
Substituting this result into the expression of EL(x), we find that the dependence
on the renormalization scale µ is canceled exactly. The dimensionless function
f (x) can be expressed in terms of the dimensionless variables s and t as
f (x) = 1
2
(η5↑ + η5↓) +
80
π
∫ ∞
0
s2ds
∫ ∞
0
tdtI(s, t)F(s, t). (38)
Here the function F(s, t) is given by
F(s, t) = − 1
t cot δ(tkF) + 1πR(s, t)
. (39)
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The function I(s, t) appears after completing the integration over the angle be-
tween P and k. Its explicit form is
I(s, t) = Θ(η2 − s2 − t2)Θ(η↑ − |s − t|)Θ(η↓ − |s − t|)
×
[
t +
η2↑ − (s + t)2
4s
Θ(s + t − η↑) +
η2↓ − (s + t)2
4s
Θ(s + t − η↓)
]
. (40)
For small gas parameters, we can make use of the effective range expansion
t cot δ(tkF) = − 1kFa +
1
2
kFret2 + · · · (41)
and expand the function F(s, t) in terms of the gas parameters as
F(s, t) = kFa + R(s, t)
π
(kFa)2 + O((kFa)3, (kFa)2kFre). (42)
Using the explicit expressions for I(s, t) and R(s, t), we can show that
80
π
∫ ∞
0
s2ds
∫ ∞
0
tdtI(s, t) =
10η3↑η3↓
9π (43)
and
80
π2
∫ ∞
0
s2ds
∫ ∞
0
tdtI(s, t)R(s, t) = ξ(η↑, η↓)
21π2
. (44)
Therefore, the perturbative result (15) is precisely recovered for small gas param-
eters. Note that in the result (38) from ladder resummation, the gas parameters
(such as kFa and kFre) are treated nonperturbatively.
The spin susceptibility χ characterizes the response of the system to an in-
finitesimal spin polarization x and hence the FMPT. It is defined as
1
χ
=
1
n2
∂2E
∂x2
∣∣∣∣∣
x=0
=
3EF
5n
∂2 f (x)
∂x2
∣∣∣∣∣
x=0
. (45)
An analytical expression of χ can be obtained from (38) but is quite lengthy. In
practice, we can calculate χ by making use of a small x expansion for f (x), i.e.,
f (x) = f (0) + αx2 + · · ·. We have the relation
χ0
χ
=
9
5α, (46)
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where χ0 = 3n/(2EF) is the spin susceptibility of noninteracting Fermi gases.
Therefore, if the FMPT is of second order, the spin susceptibility χ diverges at the
critical point.
A simple perturbative result for χ0/χ can be achieved from (15). The result is
χ0
χ
= 1 − 2
π
kFa − 16(2 + ln2)15π2 (kFa)
2, (47)
which vanishes at kFa = 1.058. However, this differs from the critical gas param-
eter (kFa)c = 1.054 at the order O((kFa)2), because the phase transition is of first
order. From our nonperturbative result (38), we find that the nature of FMPT is
qualitatively changed. The higher order contributions to the coefficient υ change
its sign from positive to negative around the critical point. In the zero range limit,
we find a second-order phase transition at kFa = 0.858 [4].
4. Upper branch of attractive Fermi gas
In this section, we discuss the case of attractive potentials. When the attrac-
tion becomes strong enough, the first bound state forms and the scattering length
changes from −∞ to +∞. In cold atom experiments, the scattering length is tuned
by using the Feshbach resonance. The regions with a < 0 and a > 0 are called
BCS and BEC sides, respectively. One idea to create a repulsively interacting
Fermi gas is to quench the atoms to the upper branch (scattering state) at the BEC
side of a Feshbach resonance [42].
However, the theoretical definition of the “upper-branch” Fermi gas is still not
clear. Actually, the upper branch has clear definition only for two-body systems
for all values of a. Even for three-body systems, exact solution of the energy
levels of three attractive fermions in a harmonic trap shows that one can only un-
ambiguously identify the lower and upper branches for small positive a [20]. As
one approaches the resonance, there exist many avoided crossings between the
energy levels, which makes it difficulty to identify the two branches. On the other
hand, some experimental studies of the upper branch Fermi gas [44, 45] show
that the interaction energy first increases and then decreases as one approaches
the resonance from the repulsive side, showing a maximum before reaching reso-
nance. Both theoretical and experimental observations indicate that the repulsive
upper-branch Fermi gas may exist only for small positive scattering length a.
In this section we investigate the meaning of the upper-branch Fermi gas at
zero temperature in the nonperturbative framework used in Sec. 3. For the sake
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Figure 3: The energy density of the system divided by the energy of noninteracting Fermi gas
E0 = 35 nEF as a function the parameter −1/kFa for the zero range limit, i.e., k cot δ(k) = −1/a.
The dashed lines are results from second-order perturbation theory.
of simplicity, we focus on the unpolarized case x = 0. In this case, the functions
R(s, t) and I(s, t) can be simplified as
R(s, t) = 1 + s + t ln
∣∣∣∣∣1 + s − t1 + s + t
∣∣∣∣∣ + 1 − s
2 − t2
2s
ln
∣∣∣∣∣∣
(1 + s)2 − t2
1 − s2 − t2
∣∣∣∣∣∣ (48)
and
I(s, t) = Θ(1 − s2 − t2)
[
t +
1 − (s + t)2
2s
Θ(s + t − 1)
]
. (49)
First, we note that the energy density of the system approaches the perturbative
result (17) in both the BEC limit 1/(kFa) → +∞ and the BCS limit 1/(kFa) → −∞.
Therefore, there must be a jump from the “upper branch” with positive interaction
energy to the “lower branch” with negative interaction energy. A quantitative
result of the energy density E from the ladder resummation in the zero range limit
is shown in Fig. 3. We find that the energy density reaches a maximum at kFa =
1.34 and suddenly jumps to the lower branch with negative interaction energy.
The existence of an energy maximum is consistent with earlier measurement of
the interaction energy in quench experiments [45]. For finite effective range, the
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behavior of this sudden jump is qualitatively the same. There exists a narrow
range of kFa, where the energy derivative is negative, i.e.,
∂E
∂(−1/a) < 0. (50)
This means the adiabatic relation of Tan [46] is violated in this narrow region.
Numerically, we find this region is 1.34 < kFa < 2.47 in the zero range limit.
We note that the same behavior of the energy density at high temperature was
predicted by Shenoy and Ho [47] by using an extended NSR approach where the
bound state contribution is excluded. The physical reason of this jump can be
attributed to the occupied two-body bound states with positive energies.
We therefore turn to study the two-body problem in the presence of medium
effect or Pauli blocking effect. The in-medium T-matrix T (Z,P) is also given by
the ladder resummation. We have
T (Z,P) = 1
K(Z) − Π(Z,P) . (51)
It can be expressed in terms of the vacuum part T2B(Z) and the medium contribu-
tion Πm(Z,P) = Π↑ + Π↓ + Π↑↓,
T (Z,P) = 1
T−12B(Z) − Πm(Z,P)
. (52)
For convenience, we define a dimensionless complex variable
z =
√
Z + iǫ
2EF
=
√
P0 + iǫ
2EF
− s2. (53)
The in-medium T-matrix can be evaluated as
T (Z,P) = − 4π
MkF
1
H(z) + 1
π
L(z, s) . (54)
Here the function H(z) is defined as
H(z) = − 1kFa +
∞∑
n=1
cnk2n−1F z2n. (55)
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The function L(z, s) is given by [4, 66]
L(z, s) = 1 − s
2 − z2
2s
[ln(1 + s − z) + ln(1 + s + z)]
− 1 − s
2 − z2
2s
[
ln(
√
1 − s2 − z) + ln(
√
1 − s2 + z)
]
+ z [ln(1 + s − z) − ln(1 + s + z)] + 1 + s (56)
for 0 < s < 1 and
L(z, s) = 1 − s
2 − z2
2s
[ln(s + 1 + z) + ln(s + 1 − z)]
− 1 − s
2 − z2
2s
[ln(s − 1 + z) + ln(s − 1 − z)]
+ z [ln(s − 1 + z) + ln(s + 1 − z)]
− z [ln(s − 1 − z) + ln(s + 1 + z)] + π
√
−z2 + 2 (57)
for s > 1. Note that the interaction energy density EL can be expressed in terms
of the on-shell T-matrix. We have
EL =
∫ d3P
(2π)3
∫ d3k
(2π)3Θ(kF − |k+|)Θ(kF − |k−|)T
(
Z =
k2
M
,P
)
. (58)
For the two-body system, we have a clear energy threshold Eth = 0 to distinguish
the bound state and the scattering state. However, for the many-body system,
we may not have a clear energy threshold any more. Even though the on-shell
condition Z = k2/M is imposed in the above expression of EL, it is not clear
whether all two-body states with Z > 0 correspond to the scattering states in the
medium. Actually, in the following we will find that the many-body T-matrix can
have bound state poles with positive energy. The location of the energy maximum,
kFa = 1.34, is precisely where the positive-energy bound state appears.
Let us analyze the properties of the poles of the in medium T-matrix, given by
the equation
ReT−1(Z,P) = ReT−12B(Z) − ReΠm(Z,P) = 0. (59)
In contrast to the vacuum case where the pole (bound state) exists only for positive
scattering length a > 0, we find that at finite density the in-medium T-matrix
always has a pole for s < 1 or P < 2kF. We denote the pole as P0 = ω(P) or
Z = Ω(P), where we have the relation Ω(P) ≡ ω(P) − P2/(4M).
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For zero pair momentum P = 0, the pole energy Eb ≡ ω(0) is determined by
the equation
H

√
Eb
2EF
 + 2
π
+
1
π
ϕ
(
Eb
2EF
)
= 0 (60)
or
π
kFa
− 2 = π
∞∑
n=1
cnk2n−1F
(
Eb
2EF
)n
+ ϕ
(
Eb
2EF
)
, (61)
where the function ϕ(x) is defined as
ϕ(x) = √x ln 1 −
√
x
1 +
√
x
(62)
for x > 0 and
ϕ(x) = 2√−x arctan √−x (63)
for x < 0. Analyzing this equation, we find that the pole energy Eb changes sign
precisely at
kFa =
π
2
. (64)
The pole energy Eb is negative for 2/π < 1/(kFa) < +∞ and becomes positive for
−∞ < 1/(kFa) < 2/π. Note that this result is independent of the effective range
and higher order gas parameters. A numerical result for the zero range case is
shown in Fig. 4. We find that the pole energy approaches the vacuum binding
energy in the BEC limit 1/(kFa) → +∞ and 2EF in the BCS limit 1/(kFa) → −∞.
The negative-energy pole at the BEC side can be regarded as in medium bound
state. The positive energy pole, however, can be related to the Cooper pair. To
understand this, we determine the ”binding energy” εc of the Cooper pair in the
BCS limit. In the BCS limit, the binding energy εc is infinitesimal and can be
defined as Eb = 2EF+εc. For the zero range case, εc is determined by the equation
π
kFa
− 2 = ϕ
(
1 + εc
2EF
)
≃ ln −εc
8EF
. (65)
Then we obtain
εc ≃ −8EF exp
(
π
kFa
− 2
)
. (66)
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Figure 4: (Color-online) (Upper) The pole energy Eb at P = 0 as a function of −1/(kFa) for the
zero range case. The dashed line denotes the binding energy in vacuum. (Lower) The dispersion
ω(P) for various values of kFa. The dashed line is the free dispersion P2/(4M).
We note that it is slightly different from the exact result εc ≃ −8EF exp
(
π
2kFa − 2
)
.
This is because we only resummed the particle-particle ladder diagrams in the
present many-body approach. If the contribution from the hole-hole scattering
can be self-consistently included, we expect that the term Π↑↓ is canceled and εc
recovers the exact result.
The existence of positive-energy poles means that the upper branch jumps to
the lower branch because these two-body “bound states” with positive energy be-
20
0 0.2 0.4 0.6 0.8 1 1.2 1.4
10−4
10−3
10−2
10−1
100
101
102
kFa
C 
/ (4
pi
M
k F
E 0
)
Figure 5: (Color-online) The contact density C of the upper branch as a function of kFa for the zero
range case. The dashed line denotes kFa = 1.34 where the positive-energy bound state appears
and the contact is divergent. The dash-dotted line denotes the onset of the ferromagnetic phase.
come occupied. This can be understood from Eq. (58), where the T-matrix is
imposed to on-shell (Z = k2/M > 0). However, the energy maximum is located
at kFa ≃ 1.34 rather than kFa = π/2. This is because the first occupied positive-
energy bound state has nonzero total momentum P in the present many-body ap-
proach. To understand this we note that the two-body bound state gets occupied
when the pole Z = Ω(P) = ω(P) − P2/(4M) becomes positive. Therefore, we set
Z = 0 and search for the optimal pair momentum P. Since only the states with
P < 2kF contribute to the interacting energy, we only need to consider the range
0 < s < 1. Then we get the following equation
π
kFa
= φ(s) = 1 + s + 1 − s
2
2s
ln (1 + s)
2
1 − s2 . (67)
The function φ(s) → 2 for both limits s → 0 and s → 1. It has a maximum
φmax = 2.34 at s = 0.62. Therefore, the positive-energy bound state becomes
occupied precisely at
kFa =
π
φmax
= 1.34. (68)
This is precisely the location of the energy maximum of the upper branch. In Fig.
4 we show the dispersion ω(P) for various values of kFa in the zero range limit,
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which numerically confirms our analytical conclusion. The dispersion ω(P) starts
to crosses the free one P2/(4M) at P/(2kF) = 0.62 and kFa = 1.34.
The appearance of positive-energy bound states resonantly enhances the two-
body decay rate of the upper branch and hence the atom loss rate. To this end, we
calculate the contact density C which is defined as
∂E
∂(−1/a) =
C
4πM
. (69)
It is known that the contact density C is proportional to the two-body decay rate
[67, 68]. In Fig. 5, we show the contact density C of the upper branch for the
zero range case. We find that it is divergent at kFa = 1.34 due to the appearance
of positive-energy bound state. The divergence of the contact may turn to a finite
maximum when other contributions such as hole-hole scattering are taken into
account. We note that the ferromagnetic phase is just located in the region with
strong atom loss rate. The large decay rate may prevent the study of equilibrium
phases of the upper-branch Fermi gas [49]. Therefore, for experimental study of
the ferromagnetism, we need some mechanism to shift the ferromagnetic phase
to the small kFa region where the decay rate is small. One possibility is to study
upper branch Fermi gas in an optical lattice [10].
In summary, we have discussed the meaning of the upper branch Fermi gas
in a nonperturbative many-body approach. We find that the many-body upper
branch exists up to an energy maximum at kFa = 1.34 in the present approach of
particle-particle ladder resummation. Beyond this energy maximum, it suddenly
jumps to the lower branch because of the occupied positive-energy bound states.
Therefore, in contrast to the perturbative approaches which predict only one fer-
romagnetic phase transition, we find reentrant ferromagnetic transitions because
of the energy maximum effect. In the zero range limit, the system first under-
goes a second-order phase transition to the ferromagnetic phase at kFa = 0.86
and then a first-order phase transition to the paramagnetic phase at kFa = 1.56.
On the other hand, the Pauli blocking effect or the appearance of positive-energy
bound state can resonantly enhance the two-body decay rate of the upper branch
near kFa = 1.34, which prevents the experimental study of equilibrium phases of
the upper-branch Fermi gas. In the present approach, the location of the energy
maximum is independent of the effective range and other higher order gas param-
eters. However, this may not be true if other nonperturbative contributions are
self-consistently included. The sharp energy maximum in the present approach
may also become smooth and lower if other contributions are taken into account.
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5. Results for some potential models
In this section, we study the effective range effects on the FMPT by using
some model potentials. The energy density given by (38) enables us to study the
FMPT once the scattering phase shift δ(k) is known for the model potentials. We
will study three types of model potentials: (1) hard or soft sphere potential which
is purely repulsive, (2) square well potential which is attractive and possesses
positive effective range; (3) square well plus square barrier potential which can
produce a negative effective range. The potential (3) is usually used to mimic
the narrow Feshbach resonance [70]. For each potential, we will calculate the
spin susceptibility χ from the small-x expansion of the energy density. Unless we
explain especially, the phase transition is of second order, i.e., occurs at the point
where χ0/χ vanishes.
5.1. Hard or soft sphere potential
The soft sphere potential is defined as
V(r) =
{
V0 , 0 ≤ r < R
0 , r ≥ R, (70)
where V0 > 0. The hard sphere case is obtained by taking the limit V0 → +∞.
The s-wave scattering phase shift reads
δ(k) = −kR + arctan
[
k
κ
tanh (κR)
]
, (71)
where κ =
√
MV0 − k2. The scattering length a and the effective range re can be
evaluated as
a
R
= 1 − tanh θ
θ
(72)
and
re
R
= 1 +
1
θ[θ − tanh θ] −
θ2
3[θ − tanh θ]2 , (73)
where θ =
√
MV0R. The θ-dependence of the scattering length a and the effective
range re is shown in Fig. 6. The effective range becomes negative for 0 < θ <
1.498.
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Figure 6: The s-wave scattering length a and the effective range re of the soft sphere potential as
functions of the parameter θ =
√
MV0R.
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
kFa
χ 0
 
/ χ
 
 
RTh−−hard sphere
RTh−−zero range
2nd−order PTh
DMC−−hard sphere
Figure 7: (Color-online) The inverse spin susceptibility as a function of kFa for the hard sphere
potential (solid line) and the zero range approximation (dashed line) from the ladder resummation
theory (RTh). For comparison, the result from the second-order perturbation theory (PTh) is also
shown by dash-dotted line. The blue squares are the result from the fixed-node diffusion Monte
Carlo (DMC) calculation [7].
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Figure 8: The inverse spin susceptibility as a function of kFa for various values of the parameter
θ of the soft sphere potential.
For the hard sphere case V0 → +∞, the expressions become rather simple. We
have
δ(k) = −kR, a = R, re = 23R. (74)
The result of χ0/χ for the hard sphere potential is shown in Fig. 7. We find
that the FMPT occurs at kFa = 0.816, in good agreement with the result from
the fixed-node diffusion Monte Carlo (DMC) calculation [7]. We also show the
result of χ0/χ for the zero range case. The FMPT occurs at kFa = 0.858. This
indicates the result of the hard sphere potential differs slightly from the result
from the zero range approximation. In Fig. 8, we show χ0/χ of the soft sphere
potential for various values of θ. The case re = 0.42a (R = 2a) is also studied
in by using the DMC method [7]. We find that the result is also slightly different
from the hard sphere case. For smaller θ with negative effective range, we find
that the critical gas parameter kFa becomes larger than the result from the zero
range approximation.
5.2. Square well potential
The square well potential is defined as
V(r) =
{ −V0 , 0 ≤ r < R
0 , r ≥ R, (75)
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Figure 9: The s-wave scattering length a and the effective range re of the square well potential as
functions of the parameter θ =
√
MV0R.
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Figure 10: (Color-online) The inverse spin susceptibility as a function of kFa for the square well
potential. The red circles are the result from the variational Monte Carlo (VMC) calculation. The
VMC result corresponds to the case nR3 = 10−6 or kFR = 0.0032.
where V0 > 0. The s-wave scattering phase shift can be evaluated as
δ(k) = −kR + arctan
[
k
κ
tan (κR)
]
, (76)
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where κ =
√
MV0 + k2. The scattering length a and the effective range re read
a
R
= 1 − tan θ
θ
(77)
and
re
R
= 1 − 1
θ[θ − tan θ] −
θ2
3[θ − tan θ]2 , (78)
where θ =
√
MV0R. The θ-dependence of the scattering length a and the effective
range re is shown in Fig. 9. The scattering length diverges as the first bound state
appears at θ = 1.58. We focus on the range where a is positive. Apart from a
small region around the zero crossing point, the effective range is positive.
To enlarge the effective range parameter kFre, we need to tune the parame-
ter kFR, i.e., increase the density of the system. The results of χ0/χ for a small
value kFR = 0.0032 (nR3 = 10−6) and a large value kFR = 0.5 are shown in Fig.
10. The former value corresponds to the dilute limit and is studied in by using
the variational Monte Carlo method [7]. The case kFR = 0.5 corresponds to a
larger positive effective range parameter kFre ≃ 0.4. We find that the critical gas
parameter kFa is reduced by the positive effective range effect.
5.3. Square well plus square barrier potential
The square well plus square barrier potential is defined as
V(r) =

−V1 , 0 ≤ r < R1
V2 , R1 ≤ r < R2
0 , r ≥ R2,
(79)
where V1,V2 > 0. The s-wave scattering phase shift is [70]
δ(k) = −kR2 + arctan [C(k)] (80)
with C(k) given by
C(k) = k
κ2
κ2 tan(κ1R1) + κ1 tanh[κ2(R2 − R1)]
κ1 + κ2 tan(κ1R1) tanh[κ2(R2 − R1)] . (81)
Here κ1 =
√
MV1 + k2 and κ2 =
√
MV2 − k2. The s-wave scattering length and
the effective range read
a = R2 −
1
u2
u2 tan(u1R1) + u1 tanh[u2(R2 − R1)]
u1 + u2 tan(u1R1) tanh[u2(R2 − R1)] (82)
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and
re = R2 −
u21 + u
2
2
u1u
2
2ζa
{
1 + u1R1
ζa
sech2[u2(R2 − R1)]
}
+
u21 + u
2
2
u1u
2
2ζa
R2
a
{
1 − tanh[u2(R2 − R1)]
u2R2
}
+
1
u22a
− R
3
2
3a2
. (83)
Here we have defined u1 =
√
MV1, u2 =
√
MV2, and ζ = u1+u2 tan(u1R1) tanh[u2(R2−
R1)]. Near a resonance where a diverges, the effective range can be tuned to be
large and negative by increasing the value of V2 and/or (R2 − R1)/R1.
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Figure 11: The s-wave scattering length a and the effective range re of the square well plus square
barrier potential as functions of the parameter θ1 =
√
MV1R. The parameter θ2 =
√
MV2R is fixed
to θ2 = 2.6.
Without loss of generality, we consider the case R2 = 2R1 ≡ 2R. The scat-
tering length and the effective range can be tuned by varying two dimensionless
parameters θ1 =
√
MV1R and θ2 =
√
MV2R. In general, for a given value of θ2, we
can vary θ1 to realize a resonance. Further, we can reach a narrow resonance with
large and negative effective range by increasing the value of θ2. An example for
θ2 = 2.6 is shown in Fig. 11. Then we can study the possible FMPT on the upper
branch. The numerical results of χ0/χ for two different values of θ2 is shown in
Fig. 12. We find that the critical gas parameter kFa increases with increasing θ2 or
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Figure 12: The inverse spin susceptibility as a function of kFa for the square well plus square
barrier potential. The density is fixed to kFR = 0.02. The effective range parameter around the
transition is kFre ≃ −2 and kFre ≃ −4.5 for θ2 = 2.6 and θ2 = 2.8, respectively.
kF|re|. For large enough θ2, the FMPT disappears. The reason will be explained in
the next section.
In summary, from the above studies of three typical model potentials, we find
that positive and negative effective ranges have opposite effects on the FMPT.
While a positive effective range reduces the critical gas parameter kFa, a negative
effective range leads to larger critical gas parameter. This conclusion can be intu-
itively understood from the perturbative equation of state to the third order of the
gas parameters [65],
E
E0
= 1 +
10
9πkFa +
4(11 − 2 ln 2)
21π2
(kFa)2
+
1
6π(kFre)(kFa)
2 + 0.032(kFa)3 + · · · . (84)
From this result, we expect that positive (negative) effective range increases (de-
creases) the energy density of the system. From the intuitive physical picture that
the FMPT roughly occurs when the energy of the system equals that of the fully
polarized state, Ep = 22/3E0, we find that opposite signs of the effective range lead
to opposite effects on the critical gas parameter kFa.
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6. Feshbach Resonance Model
In experimental systems of fermionic atoms, the effective interaction between
the fermions is tuned by applying a magnetic field B which induces a Feshbach
resonance at B = B0. A simple model that describes the Feshbach resonance is
the atom-molecule model or two-channel model [50] in which the open channel
fermions are coupled to the closed channel molecules. The model Lagrangian
is also given by (4). The dimer field is now a real molecule field rather than an
auxiliary field designed to reproduce the scattering amplitude. The function K[ ˆD]
is given by
K[ ˆD] = 1
g2
[
i∂0 +
∇2
4M
− γ(B − B0)
]
− Mµ
4π
. (85)
One can scale the dimer field by φ→ gφ to recover the conventional expression of
the two-channel model Lagrangian and replace µ by 2Λ/π for the cutoff scheme
[50]. Here g is the atom-molecule coupling and the γ(B − B0) is the magnetic
detuning with γ being the magnetic moment difference between the two channels.
The s-wave scattering phase shift for the open channel can be shown to be
k cot δ(k) = 4π
Mg2
[
γ(B − B0) − k
2
M
]
. (86)
This is equivalent to the effective range expansion truncated at the order O(k2).
The scattering length a and the effective range re read
a = −M
4π
g2
γ(B − B0) , re = −
8π
M2g2
. (87)
The scattering length is tuned by varying the magnetic field B and the resonance
occurs at B = B0. The width of the resonance depends on the atom-molecule
coupling g. The effective range re is always negative and |re| is large for narrow
resonance with small coupling g.
In general, the upper branch of the many-fermion system has an energy max-
imum at kFa = 1.34, which is independent of the effective range parameter kFre.
In Figs. 13 and 14, we show the pole energy Eb of the many-body T-matrix at
P = 0 and the dispersion ω(P) of the two-body state. We find that even though the
results are quantitatively different for different effective range parameters kFre, the
pole energy Eb always changes sign at kFa = π/2 and the dispersion ω(P) always
crosses the free dispersion at kFa = 1.34.
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Figure 13: The pole energy Eb at P = 0 as a function of −1/(kFa) for kFre = −2 and kFre = −4.
The dashed line denotes the binding energy in vacuum.
In Fig. 15, we show the result of χ0/χ for various values of the effective range
parameter kFre. We find that a larger effective range parameter leads to a larger
critical gas parameter kFa. However, since the upper branch exists only in the
range 0 < kFa < 1.34, the critical value of kFa for FMPT cannot be larger than
1.34. Therefore, for sufficiently large effective range, the FMPT finally disap-
pears. Numerically, we find the critical value of kFre at which the FMPT disap-
pears is kFre ≃ −7.65.
To understand the disappearance of the FMPT at large negative effective range,
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Figure 14: (Color-online) The dispersion ω(P) at different values of kFa for kFre = −2 and kFre =
−4. The dashed line is the free dispersion P2/(4M).
we plot the energy density of the upper branch for various values of kFre in Fig.
16. We find that the interaction energy in the upper branch gets smaller when
the effective range parameter becomes larger. Intuitively, when the energy maxi-
mum (at kFa = 1.34) becomes smaller than the energy of the fully polarized state,
i.e., Emax < 22/3E0, the ferromagnetic phase disappears completely. On the other
hand, the contact density C and hence the two-body decay rate is also resonantly
enhanced near kFa = 1.34, even though its amplitude is suppressed by the finite
range effect. For large negative effective range, the window for the ferromagnetic
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Figure 15: The inverse spin susceptibility as a function of kFa for various values of the effective
range parameter kFre of the Feshbach resonance model.
phase becomes much narrower and closer to the strong decay region. Therefore,
atomic Fermi gas across a narrow resonance is not a good system for experimental
study of itinerant ferromagnetism.
In the present model of Feshbach resonance, we have neglected the back-
ground interaction in the open channel. Including this effect, the s-wave scattering
phase shift is given by [48, 52]
k cot δ(k) = − 1
abg
k2/M − γ(B − B0)
k2/M − γ(B − B0) + γ∆ , (88)
where ∆ is the resonance width and abg is the background scattering length for
|B − B0| ≫ ∆. The scattering length is given by aeff = abg[1 − ∆/(B − B0)] and
the effective range reads re = −2/(Mabgγ∆). Since abgγ∆ is always positive, the
effective range is always negative. This model introduces more parameters and
the discussion becomes more tedious. However, we find that the result for the
FMPT is only quantitatively different. The suppression of the interaction energy
of the upper branch was also predicted at high temperature by using this model
[52].
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Figure 16: (Color-online)(Upper) The energy density of the upper branch Fermi gas of a Feshbach
resonance (scaled by the energy density of the free Fermi gas) as a function of the gas parameter
kFa. The lines from top to bottom correspond to effective parameter kFre = 0,−2,−4,−6,−8. Each
line ends at the universal value kFa = 1.34 beyond which the energy starts to decrease because of
occupied positive-energy bound states. The vertical line shows the energy density Ep = 22/3E0 for
the fully polarized state. (Lower) The difference between the energy maximum Emax of the upper
branch and the energy of the fully polarized state as a function of the effective range parameter
kFre. Emax becomes smaller than Ep for kF|re| > 7.65.
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7. Summary
In this work we have studied the effects of upper branch and finite range on
the ferromagnetic transition in cold repulsive Fermi gases. By using an effective
Lagrangian that reproduces precisely the two-body s-wave scattering phase shift,
we derived a nonperturbative expression of the energy density in the ladder ap-
proximation. Our conclusions can be summarized as follows:
(1) In general, positive and negative effective ranges have opposite effects on the
critical gas parameter kFa. A positive effective range reduces the critical gas pa-
rameter and a negative effective range increases it. Our conclusion is qualitatively
consistent with the results from the mean-field theory [69]. For hard sphere poten-
tial, the results of the critical gas parameter kFa = 0.816 and the spin susceptibility
agrees well with those from the fixed-node diffusion Monte Carlo calculations.
(2) For attractive potential, the interaction energy of the upper branch Fermi gas
increases with kFa only in the region 0 < kFa < α, where α = 1.34 from the Bethe–
Goldstone ladder approximation. The interaction energy reaches a maximum at
kFa = α and then decreases. In the Bethe–Goldstone approach, the location of
the energy maximum is independent of the effective range and higher-order gas
parameters.
(3) At finite density we do not have a clear energy threshold to distinguish the
bound state and the scattering state, because the many-body T-matrix possesses
positive-energy poles for kFa > α and for the BCS side with a < 0. The upper
branch suddenly jumps to the lower branch at kFa & α because of the occupied
bound states with positive energies. In the BCS limit, the positive-energy poles
can be related to the Cooper pairs.
(4) In the zero range limit, there exists a narrow window (0.86 < kFa < 1.56) for
the ferromagnetic phase. A negative effective range reduces the interaction energy
of the upper branch and hence the ferromagnetic window becomes narrower. At
sufficiently large negative effective range, the ferromagnetic phase finally disap-
pears. However, the appearance of the positive-energy bound states resonantly
enhances the the two-body decay rate around kFa = α and may prevent the study
of equilibrium phases and itinerant ferromagnetism experimentally.
Because we have summed only the particle-particle ladder diagrams in the
Bethe–Goldstone approach, the predictions for the energy maximum and its lo-
cation are only qualitative. Note that the particle-particle ladder resummation
predicts a Bertsch parameter ξ = 0.24 for the normal phase at unitary a → ±∞
[57], which does not agree with recent experimental result: ξ = 0.51(2) [71] and
ξ = 0.45 [72] and recent Monte Carlo results: ξ ≃ 0.54 [73], ξ = 0.56 [74],
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and ξ = 0.52 [75]. Even for the superfluid phase, the latest experimental result
is ξ = 0.376(4) [72]. On the other hand, the in-medium T-matrix needs to be im-
proved to reproduce precisely the binding energy of the Cooper pair in the BCS
limit. Therefore, it is necessary to sum more types of diagrams self-consistently to
improve the quantitative prediction for the energy maximum and hence the FMPT.
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