Abstract-Most state-of-the-art underwater vision systems are calibrated manually in shallow water and used in open seas without changing. However, the refractivity of the water is adaptively changed depending on the salinity, temperature, depth or other underwater environmental indexes, which inevitably generate the calibration errors and induces incorrectness e.g., for underwater Simultaneously Localization and Mapping (SLAM). To address this issue, in this paper, we propose a new underwater Camera-Inertial Measurement Unit (IMU) calibration model, which just needs to be calibrated once in the air, and then both the intrinsic parameters and extrinsic parameters between the camera and IMU could be automatically calculated depending on the environment indexes. To our best knowledge, this is the first work to consider the underwater Camera-IMU calibration via environmental indexes. We also build a verification platform to validate the effectiveness of our proposed method on real experiments, and use it for underwater monocular Visual-Inertial SLAM.
I. INTRODUCTION
Robot underwater navigating and mapping is important for underwater searching and rescuing, marine archaeology and resource management [1] . In recent years, many vision-based navigation algorithms have been developed in different environments with low-cost, high-resolution monocular, stereo, or multi-camera systems, where the texture-less surface of underwater environments often reduce robustness for only vision-based models. Combining vision with other sensors is adopted to improve the accuracy of pose estimation. For example, in our case, the vision is combined with the IMU, i.e., Camera-IMU, which is with small size, low-cost and efficient, moreover, the IMU could recover the absolute scale.
Even though prominent progresses have been made for robot navigating and mapping fields in the air, such technology in underwater scene is still challenge [2] [3] . For instance, the transformation matrix of the visual system and other sensors will change with the refractive index of the medium. In this paper, we focus on the Camera-IMU calibration issue for underwater environment. As shown in Fig. 1 , rays in air are transformed directly from the targets to the visual sensor, and rays in the water domain can be refracted at the surface of the front protective glass. This nonlinear geometry can lead the Camera-IMU transformation matrix to be different. Illustration of the Camera-IMU model, where rays in air are transformed directly from the targets to the camera lens (Left), and rays under water are refracted at the surface of the front glass (Right). This nonlinear geometry can lead the Camera-IMU extrinsic parameters different from these in air.
the underwater scene: 1) Calibration parameters changed between in air and under water: as shown in Fig.1 , rays in air are transformed directly from the targets to visual sensor. However, the rays can be refracted at the surface of the protective front glass underwater [4] [5], so it usually needs human manually re-calibrated again under shallow water. Moreover, various underwater factors (such as light scattering, blurring, attenuation) influence the image quality as well. All these factors generate the nonlinear geometry transformation and make the Camera-IMU calibration underwater more difficult than that in the air. 2) Calibration parameters changed depending on different underwater environment index: traditionally the underwater vision system is only calibrated in shallow underwater and the parameters are fixed all time without considering the impact of the environmental indexes on the underwater calibration parameters, e.g., salty, depth and temperature.
To address these issues, in this paper, we take the first attempt to formulate the relationships of Camera-IMU geometry parameters between air and underwater, and then calibrate the Camera-IMU once in the air. Specifically, we firstly calibrate the Camera-IMU extrinsic parameters in the air, and then compute the underwater Camera-IMU extrinsic parameters via the established geometric relationship. Furthermore, both the intrinsic parameters and extrinsic parameters between camera and IMU could be automatically calculated depending on the environment indexes, such as the refractivity of the water. For the model optimization, we present a Visual-Inertial algorithm by combining the relationships of Camera-IMU geometry parameters in air with that in water. Finally, extensive experiment results on our platform demonstrate the effectiveness of our proposed underwater calibration model.
The main contributions of this paper are as follows:
• To the best of our knowledge, this work is an earlier attempt about underwater Camera-IMU calibration, which can achieve calibrate both intrinsic parameters and extrinsic parameters in the air scene only.
• To avoid the impact of nonlinear geometry transformation caused by the refraction of underwater light, we propose an equivalent underwater camera physical model with that in air.
• A new testing platform is built and used for underwater SLAM. The results of various real experiments demonstrate the effectiveness of our proposed model. The rest of this paper is structured as follows. Section II provides a brief review about the related work. An overview of our experiment system is given in Section III. In section IV, we propose our mathematical formulation for the underwater Camera-IMU calibration physical model, also an adaptive Visual-Inertial algorithm. The experiment results on the datasets we collected in the underwater domain and conclusions are given in section V and section VI, respectively.
II. RELATED WORK
In this section, there are three related directions to our paper, i.e., the Visual-Inertial state estimation, vision based SLAM and underwater SLAM.
A. Visual-Inertial State Estimation
IMU is often combined with visual cameras to observe the metric scale. The methods that deal with inertial and visual measurements can be divided into two classes. The first is based on loosely coupled sensor fusion, which treat every sensor as an independent module, for example EKF-SLAM [6] . The second is the tightly coupled algorithms, which are jointly optimized from the measurement data, for example MSCKF [7] , OKVIS [8] and VINSMono [9] . Jeffrey Delmerico and Davide Scaramuzza conduct many experiments on public data sets, and evaluates many publicly-available VIO algorithms (MSCKF [7] , OKVIS [8] , ROVIO [10] , VINS-Mono [9] , SVO+MSF [11] , and SVO+GTSAM [12] ) on different hardware configurations, and provide a reference for researchers on VisualInertial localization algorithms [13] .
B. Vision-Based SLAM
Vision-Based SLAM from vision information have made significant progress in recent years. Examples include the work of PTAM [14] , Mono-SLAM [15] , SVO [16] , LSD-SLAM [17] , DSO [18] and ORB-SLAM [19] . Obviously, Monocular visual odometry systems such as Mono-SLAM [15] , PTAM [14] and ORB-SLAM [19] are based on image feature tracking. One drawback of monocular SLAM is lack of scale. Direct methods estimate scene structure and sensor pose directly from image intensity values, and formulate the optimization function by the image intensity gradient, however, due to it integrates large image regions, the image photometric error is more difficult to compute than the image reprojection error. SVO [16] simultaneously utilizes corner features and intensity feature to minimize the projection error, which is a hybrid method. Erik Stenborg et al. [20] conduct extensive experiments and evaluate various localization algorithms, then they draw conclusions that longterm localization in different conditions is far from solved.
C. Underwater SLAM
Localization and reconstruction in the water domain is a difficult task due to various underwater factors (such as light scattering, blurring, attenuation). Wirth et al. [21] utilize stereo vision to navigate close to the seabed for velocity and incremental pose estimation in small areas. Bellavia et al. [22] propose a stereo underwater SLAM framework for underwater robot. Hogue et al. [23] develop a stereo VisualInertial algorithm and reconstruct complex underwater 3D scene structures in both the aquatic and terrestrial domains. Marc Hildebrandt et al. [24] develops a complete stereo visual odometry algorithm which makes use of inertial data from an IMU. Florian Shkurti [24] presents a Vision-Inertial based state estimation algorithm for use in underwater robot. Jie Li et.al [25] propose a SLAM algorithm for an underwater robot using an imaging forward-looking sonar (FLS).
Camera-IMU calibration is the bridge of the state transformation between camera and the IMU coordinate system. Most of the existing models directly calibrate monocular Camera-IMU extrinsic parameters in air [26] or calibrate directly in the underwater domain [2] . To avoid the nonlinear geometry impact caused by refraction of light rays, in this paper, we propose an equivalent underwater Camera-IMU physical model. Then, an adaptive Visual-Inertial algorithm combining the relationship of Camera-IMU geometry parameters between in air and under water is presented.
III. SYSTEM OVERVIEW
In this section, we provide the overview of our underwater Camera-IMU system. As shown in Fig. 2 , the custommade underwater Visual-Inertial sensor system employed for underwater localization consists of a camera and a IMU. Furthermore, the current hardware is displayed in Table. I. Specifically, the IMU collect data at 400HZ obtained by the LPMS-CU2 six-axis gyroscope and accelerometer. The hardware is designed for underwater robot navigating and mapping. At first, the sensor system is tested in the laboratory pool, as a future design, we plan to mount our system on a real underwater robot. Notations: some necessary notations and geometric concepts are introduced in this section. As depicted in Fig. 3 , the underwater 3D point is represented by P [x, y, z] [27] . The projection of P in the camera is represented by [u, v] . θ 1 and θ 2 are the angle of incidence and the angle of refraction, respectively. θ 3 and θ 4 are the angle of the camera incident light and the optical center line, respectively. Let λ be the refractive index from air to water. n 1 and n 2 denote the refractive indices of air and water respectively. C 1 is the real camera. C 2 is virtual camera which is the cross point of the reverse extension line of the refracting light rays; T C1S is the transformation matrix from IMU body frame to the virtual camera frame C 1 in air, while T C2S corresponds to the transformation matrix of virtual camera frame C 2 in the underwater scene, T C1C2 is the transformation matrix from camera frame C 1 to the virtual camera frame C 2 . A is the intersection of the camera center line and water level. f C1 and f C2 are focal length.
Additionally, the rigid transformation matrix is represented by (p 
IV. MODEL FORMULATION
Calibrating the Camera-IMU extrinsic parameters in water is the first step for Visual-Inertial system. However, underwater camera is usually composed of a general camera and a protective metal casing, which can change the direction of the light rays. The nonlinear geometry can result in the Camera-IMU parameters are difficult than that in the air scene. This also causes that the parameters calibrating in the air cannot directly be utilized in water. In the following sections, we firstly provide the underwater camera calibration physical model, then introduce how to calibrate both the intrinsic parameters and extrinsic parameters between camera and IMU.
A. Underwater Camera Calibration Physical Model
In this section, we present an underwater camera calibration physical model. We firstly analyze the underwater camera model. Then, we formulate the relationship of the Camera-IMU geometry parameters between in air and under water.
1) Underwater Camera Model: The Snell's law [4] is a commonly-used equation that models the outgoing rays from a point to the camera sensor. When the glass is negligibly thin, the problem can then be reduced to only a single air water interface. This states that the angle θ 1 is related to the angle θ 2 by the following equation:
From Eq. (1), we can find that nonlinear geometry transformation underwater can result in the difference of extrinsic parameters of the Camera-IMU system between that in air.
As shown in Fig. 3 , we can also give the following equation:
Since the range of the field of view is between 20
• and 50
• for general cameras, so the θ 1 and θ 2 are less than 25
• . An approximate version of Eq. (2) is presented as:
2) Relationship of Camera-IMU geometry parameters between in air and under water: Since the equivalent virtual camera and the real camera has the same field of view in the water level, so the projection of AO in the two cameras has the same pixel distance as the camera's principal point. Depending on the constraint ∆x C1 = ∆x C2 , the pinhole camera model has:
we can then combine Eq. (2) and Eq. (3) into the following linear measurement model:
therefore, it can be seen that AC 2 can be obtained from Eq. (5) 
it can be seen that f C2 can be obtained from the Eq. (6) as long as the f C1 is known. Then, the focal length of the virtual camera f C2 can be computed.
In real experiment, we assume that the orientations of the protective front glass and the camera XY plane are parallel, and the distance of the protective front glass relative to the origin of the real camera is known. The distance of AC 1 and the focal length f C1 can be measured in air by the general camera calibration. For the underwater camera, we then can compute the displacement C 1 C 2 , which is the distance between C 1 and C 2 and the focal length about the virtual camera C 2 .
B. Camera-IMU Calibration
The Camera-IMU calibration procedures are presented in the section. The main task is to solve the transformation matrix from the visual sensor to the IMU [28] . We firstly analyze the initialization procedure with structure from motion in sliding window, followed by the Visual-Inertial alignment.
1) Vision-only Initialization:
In this section, structure from motion (i.e., SfM) is used to compute a graph of up-to-scale camera orientations and positions, which utilize the local bundle adjustment optimization algorithm. Specifically, we set camera frame c 0 as the reference coordinate frame for SfM [9] . The calibration tool is a fixed-position checkerboard. Finally, a global bundle adjustment is applied to optimize the calibration parameters.
All frame poses (p ) can be given from structure from motion. We can get every transformation matrix from the body frame b k to the camera frame c 0 :
2) Visual-Inertial Alignment: The robot states X include the body velocity v, gravity vector g and the metric scale s, which are defined in the following:
In addition, IMU position α
and the angle between the two body frame b k and b k+1 can be measured by continuous-time quaternion-based derivation of IMU preintegration [9] [29] . We can then get the following equations:
After combining the Eq. (7), Eq. (8), Eq. (10), and Eq. (11), we can thus obtain the following measurement model:
where
Finally, for the model optimization, a global bundle adjustment algorithm is presented to compute the calibration parameters of the Camera-IMU alignment, and the optimization problem can be expressed as:
where B1 represent all image frames. we can get the state vector, including velocity v, gravity vector g and the metric scale s. Then T C1S can be computed by the transformation p (14), and T C1C2 can be computed by the distance between camera C 1 and C 2 .
Combining the relationship of Camera-IMU geometry parameters between in air and under water, the underwater transformation matrix T C2S from the virtual camera frame C 2 to the IMU body frame can then be estimated by our proposed equivalent virtual camera model. We can compute the T C2S by the following equation:
C. Monocular Visual-Inertial Cost Function
Monocular Visual-Inertial problem can be formulated as one joint optimization of a cost function J(x), which include both the weighted residual for visual measurements e r , and the weighted residuals for inertial sensor e s :
where i is the image feature index, k represents the camera number index, and j represents the 3D landmark position index. φ(i, k) denotes the i-th camera and the k-th frame. The IMU error residual term follows the formulation of OKVIS [8] . Further, as shown in Fig. 4 , the reprojection error formulation for mono underwater camera system can be formulated as below:
where h i represents the pinhole camera model, which project a 3D point w l j to the image, and z i,j,k represents the measurement image coordinates. T C2S could be automatically updated depending on the environment indexs.
For the residual model of the mono camera and IMU, we use the ceres solver to solve the underwater Visual-Inertial nonlinear problem.
V. EXPERIMENTS
In the following, the proposed model is evaluated experimentally on real-world data recorded in a test platform, which is a 1.8m*0.5m*0.5m transparent water tank. Calibration tool utilized in our paper is the waterproof checkerboard. As shown in Fig. 2 , a basler camera and a IMU are mounted on a protective metal casing. In our experiment, we assume that the orientation of the refractive surface and the camera XY plane are parallel, the refractive index from air to water is equal to 1.33, and the refractive index from air to underwater saline water with 500g salt is almost equal to 1.34. The distance of AC 1 is 0.03m. In this section, we will present the experiment results from two perspectives. Firstly, for the equivalent Camera-IMU model evaluation, we validate the effectiveness of the proposed model. Then, based on the Camera-IMU extrinsic calibration results, the monocular Visual-Inertial Localization result is evaluated in the verification platform.
A. Equivalent Camera-IMU Model Evaluation
We collect the camera and IMU data from 3 conditions in the verification platform, including the air, the underwater freshwater, and the underwater saline water with 500g salt. After calibrating the Camera-IMU extrinsic parameters for Fig. 5 , and the averaged reprojection error in Table. II. Notice both underwater blurriness and light attenuation can result in the underwater visual calibration results are not as precisely estimated as the above water.
Since the focal length f C1 can be estimated by the experiment in air, according to the proposed equivalent Camera-IMU model, we can then compute the displacement C 1 C 2 = 0.00999m between C 1 and C 1 , and the focal length f C2 of the virtual camera C 2 for the underwater camera. As shown in Table III, Table IV, and Table V . We also present the calibration results of the Camera-IMU rotation and transformation matrix and the camera intrinsic matrix, respectively. From the presented results, we can find that: 1) For the air and underwater domains, the predicted Camera-IMU rotation matrices of these two domains are almost same, the Camera-IMU Transformation matrices exists an offset, and the intrinsic matrices has a proportional coefficient. It can be concluded that the nonlinear refraction can result in the change of Camera-IMU transformation matrix, which is equivalent to move the camera along the camera center line. Furthermore, the nonlinear refraction can cause the camera's field of view to shrink, which is equivalent to the virtual camera's focal length to increase. In other words, the virtual camera produces a movement in the opposite direction of the water level.
2) The real-world experiment results also validate that the ratio of f C2x to f C1x is almost equal to 1.35101 and the ratio of f C2y to f C1y is 1.33. The results on the underwater saline water can justify that different refractivity of the water can cause an offset in the transformation matrix of the Camera-IMU.
The predicted Camera-IMU calibration results are presented in Table III, Table IV and Table V . Compared with the Camera-IMU extrinsic parameters in the underwater domain, we find that the transformation matrix is qualitatively resembled, the focal length f y of the camera is almost equal, and the focal length f x has an offset which may be caused by a non-parallel installation of the camera and the metal case. This evaluation clearly shows that: 1) the proposed equivalent Camera-IMU Model is correct. 2) we can calibrate the Camera-IMU extrinsic parameters directly in the air, and then compute the Camera-IMU extrinsic parameters in the underwater domain by the built geometric relationships.
B. Visual-Inertial Localization Evaluation
In this underwater environments, we conduct two VisualInertial localization experiments: the first one is that the trajectory and the distance can be obtained by the predicted Camera-IMU calibration parameters; another is that the real underwater Camera-IMU calibration parameters are directly used to locate in the underwater scene. From the presented result in Fig. 6 , we can notice that these two trajectories can cover each other qualitatively, this observation also verifies the validity of our proposed model.
VI. CONCLUSIONS
In this paper, we propose a new underwater Camera-IMU calibration model, which just needs to be calibrated once in the air. More specifically, after establishing the Camera-IMU calibration relationships between in air and under water, we can conveniently compute both the intrinsic parameters and extrinsic parameters for the underwater Camera-IMU. Further, a underwater Visual-Inertial algorithm combining the relationship of Camera-IMU geometry parameters between in air and under water is presented, i.e., we iteratively update the transformation matrix in a tightly coupled way. Experiment results show that the nonlinear refraction can result in the change of camera focal length, and also strongly support the effectiveness of our proposed model.
