It was recently shown that path integral Monte Carlo can be used to directly compute partition functions of Hamiltonians with vibronic coupling [J. Chem. Phys. 148, 194110 (2018)]. While the importance sampling Monte Carlo integration scheme was successful, it required many samples to reduce the stochastic error and suffered from the need to manually construct a sampling distribution for each system. We tackle these issues by using deterministic component selection for Gaussian mixture distributions (GMDs), introducing quasi-random numbers into the Monte Carlo sampling, and automatically optimizing the GMD parameters to obtain an improved sampling distribution. We demonstrate the effectiveness of our methods using vibronic model systems, but these methods are in principle widely applicable to general Monte Carlo sampling of GMDs.
I. INTRODUCTION
Although the Born-Oppenheimer approximation (BOA) has proven itself to be an invaluable tool in computational chemistry, certain classes of systems cannot be accurately described under its restrictions. 1 Systems with coupling between vibrational and electronic degrees of freedom (vibronic coupling) have regions of nonadiabaticity, where adiabatic surfaces approach each other in energy, possibly crossing; this situation is often observed in photochemical reactions. [2] [3] [4] [5] Examples in biologically relevant molecules include the photoisomerization of retinal and the photostability of DNA base pairs. 6, 7 When vibronic coupling is present, it is necessary to use methods that are not bound by the BOA. Several approaches use a vibronic description of the form 
where A diabatic surfaces (labelled by a = 1, . . . , A) describing N vibrational degrees of freedom are coupled via the off-diagonal (a = a ) elements ofĤ. 4, 5, 8 For convenience, all the quantities in Eq. (1) (i.e. the position and momentum coordinates, as well as the various parameters, and hence also the resulting Hamiltonian operator) are taken to be dimensionless, with = 1. In recent years, multiple proposals have been put forward to find properties of such vibronic Hamiltonians using path integrals, and in particular path integral Monte a) Electronic mail: diouchtc@uwaterloo.ca Carlo (PIMC). [9] [10] [11] [12] [13] While most of these focus primarily on dynamical properties, in Ref. 13 it was shown that PIMC may be used to compute the canonical partition function Z of a system with vibronic coupling.
In the present work, we build on the approach established in Ref. 13 , offering several improvements. To reduce the overall stochastic error, we augment the random sampling of a Gaussian mixture distribution (GMD) with two deterministic techniques. The first is a way to select the component of the GMD for optimal reduction of the variance of the mean. The other is quasi-Monte Carlo, which uses low-discrepancy sequences (quasi-random numbers) instead of pseudo-random numbers, and has seen success in physical, chemical, and financial applications. [14] [15] [16] [17] [18] Furthermore, we describe a generic approach for optimizing the parameters of the GMD used in importance sampling to ensure that regions of high integrand magnitude can be sufficiently well explored, even when their locations are not already known. This is accomplished by means of the simultaneous perturbation stochastic approximation (SPSA) algorithm, which repeatedly varies the GMD parameters in order to minimize a loss function. 19, 20 The remainder of this article is structured as follows: in Sec. II, we provide the theoretical background for the subsequent sections; in Sec. III, we explain the proposed enhancements; in Sec. IV, we apply these enhancements to model systems; and in Sec. V, we give some concluding remarks.
II. BACKGROUND
To bring the reader up to speed with the variant of vibronic PIMC discussed in this work, we include a brief derivation in Sec. II A. Since randomized quasi-Monte Carlo is not frequently seen in computational chemistry literature, we give a short overview in Sec. II B. In Sec. II C, we review the simultaneous perturbation stochastic approximation algorithm.
A. Vibronic path integral Monte Carlo
The goal of Ref. 13 is to compute the partition function Z = Tr e −βĤ (2) of the vibronic HamiltonianĤ in Eq. (1) at reciprocal temperature β = 1/k B T . This is accomplished by inserting resolutions of the identitŷ
in the combined diabatic basis and (normal mode) position representation to arrive at the expression
dq 1 · · · dq P a P q P |e −τĤ |a 1 q 1
which has the form of a discretized imaginary time path integral with P beads and time step τ = β/P . The Trotter factorization is then applied to obtain an approximation that is exact in the P → ∞ limit. It takes on the form
in which: we use R to mean the vector containing all the continuous path coordinates q 1 , . . ., q P ; the integrand is g(R) = Tr O(q P , q 1 )M(q 1 )
O(q i , q i+1 )M(q i+1 ) ; (6) and the matrix-valued functions O and M have the elements O(q, q ) aa = δ aa q|e −τĥ a |q ,
The operatorĥ is diagonal in the diabatic basis and has the form
whereas the operatorV =Ĥ −ĥ (9) is diagonal in the position representation. The shorthand notationĥ
is sometimes used for the harmonic oscillator terms. The integral in Eq. (5) is then approximated by N MC steps of Monte Carlo with importance sampling from the probability density function (pdf) π(R):
where f (R) = g(R) π(R) .
In principle, π(R) may be any normalized pdf that does not vanish on the support of g(R). 21 In practice, the distribution π must be chosen to allow efficient sampling and to have significant overlap with g. If the latter condition is not fulfilled, the result is spectacular failure of the method, as shown in Ref. 13 . The ease and efficiency with which one can sample from a Gaussian mixture distribution (GMD), combined with the GMD-like form obtained for g whenV = 0, make a GMD a natural choice for π. The general form of a GMD pdf is the convex combination
of multivariate Gaussian pdfs π b (R). The straightforward approach for randomly sampling a point R from π is to first choose a component π b , and then sample from π b according to its mean vector d b and covariance matrix Σ b . Although each component pdf
has a fixed number of parameters (the mean vector d b has length P N and the covariance matrix Σ b is P N × P N ), the total number of parameters is arbitrary, scaling linearly with B.
Broadly speaking, there are three issues to be addressed when using the GMD π as a sampling distribution: how to select a component π b , how to sample from π b , and how to choose the parameters of each component. In this work, we consider some improvements to all of these areas.
B. Randomized quasi-Monte Carlo
It is often more important for Monte Carlo (MC) that sampled points be consistently distributed rather than randomly distributed. To take advantage of this, lowdiscrepancy sequences (LDSs) may be used as a smoother substitute for pseudo-random sequences, such as those output by a pseudo-random number generator (RNG). The aim of an LDS is to produce values which are as evenly spaced as possible within some volume (typically the Ddimensional hypercube [0, 1) D ). 22 In this context, the values forming an LDS are called "quasi-random numbers" and their application to MC gives rise to quasi-Monte Carlo (qMC 23 ). 24 The chief argument in favor of qMC is that the estimates it provides have an error whose asymptotic scaling with the number of samples N MC is expected to be better than the N − 1 2 MC scaling seen in plain MC. 15, 25 In the present work, we employ Sobol sequences to produce quasi-random numbers. 26 Other sequences may also be used, such as those of Halton or Faure, but Sobol sequences have been observed to perform better for highdimensional problems 27 and there exists a convenient software package to generate them. 28 Some authors suggest skipping the initial points of a low-discrepancy sequence, 29 but we have noticed no change when doing so, and therefore choose not to skip any points. We have included a demonstration of qMC in Appendix A, where we show its application to the classic MC problem of estimating the number π, and a very brief discussion in Appendix B, where we mention some associated difficulties with Gaussian distributions and correlations in many dimensions. For more information about qMC, the reader is directed to Refs. 15, 24, and 30.
The primary concern with qMC is its inability to provide error estimates. Some theoretical bounds are known, but they are not useful in practice. 31 Instead, one may use randomized quasi-Monte Carlo (RqMC), which reintroduces pseudo-random numbers in order to compute statistical error bars. The idea is simple: several lowdiscrepancy sequences are run in tandem, each with a different shift v generated by an RNG. 31, 32 An LDS where every point u is shifted by the same displacement vector v to produce
is still an LDS in the new shifted hypercube [0, 1) D + v.
If we take the elements of w that stick out of the original hypercube [0, 1) D and wrap them back in as if using periodic boundary conditions, we end up with the vector w, whose elements (for i = 1, . . . , D) are
Here, x%y is the unique value in [0, y) such that x−(x%y) is an integer multiple of y > 0 (commonly referred to as the remainder), and x is the largest integer not exceeding x (commonly called the floor). After being shifted and wrapped, every individual sequence in RqMC should still be evenly distributed in the original hypercube, and will generate a single estimate for the quantity in question. Because the estimates depend on the random shifts, they are themselves random variables and may be combined in the customary ways to 
obtain not only a sample mean, but also its standard error. This adds another parameter into the calculation: the number of shifted sequences N S must be chosen carefully to strike a balance between ensuring a sufficient sample size for valid estimation of the error, and conserving the smooth results provided by low-discrepancy sequences. An example of this trade-off is shown in Appendix C.
In addition to drawing uniform samples from a hypercube, we require the ability to sample quasi-randomly from the multivariate Gaussian pdf in Eq. (14) . To do this, we first generate a point in the D-dimensional hypercube [0, 1) D using a D-dimensional Sobol sequence and shift this point to randomize it. Then each of the D elements is treated as a cumulative distribution function (cdf) value (i.e. as a probability) and inverted to produce a one-dimensional standard Gaussian sample. 33 Finally, these are combined to generate the appropriate multi-dimensional sample. In full, the randomized low-discrepancy multivariate Gaussian sampling routine sample q(b) may be implemented as in Alg. 1, where b = 1, . . . , B determines the distribution π b .
C. Simultaneous perturbation stochastic approximation
The goal of the simultaneous perturbation stochastic approximation (SPSA) algorithm is to find the global minimum of a loss function L(Θ) by varying the G-dimensional parameter vector Θ. 19 Although similar to the finite difference stochastic approximation (FDSA) algorithm, in which each dimension requires a finite difference evaluation at every step, SPSA perturbs all G dimensions Algorithm 2 One iteration of SPSA.
Require: flip() returns ±1, each with probability 1/2 function spsa(loss, k, Θ) for i ← 1 : G do Perturb parameters. ∆i ← flip()
Update parameters. return(Θ ) end function simultaneously, accelerating convergence. The "SA" part of the name refers to the approximation made in computing the gradient of L using samples of
in contrast to many other methods that require exact gradients. 20 This iterative algorithm is straightforward to describe and implement. The function spsa(loss, k, Θ) in Alg. 2 is repeatedly called with increasing integer k ≥ 1 until convergence or a maximum iteration threshold N SPSA . The argument loss is a function that provides an estimate of the loss, together with the standard error of the estimate (which is not used here, but will be necessary elsewhere). Implicit in the presented algorithm is our choice to use a symmetric Bernoulli distribution to generate the perturbation vector ∆.
Besides N SPSA , the algorithm requires five parameters to be chosen: A, a, c, α, and γ. These are used to compute the gain sequences
and
For α and γ, we use the recommended values α = 0.602 and γ = 0.101, and we set A to 10 % of N SPSA and c to be equal to the standard error of (Θ) before the initial iteration. 20 For a, we resort to manual adjustment; the optimization will be inefficient if it is too small, and erratic if it is too large.
III. METHODS
In this section, we present our proposed improvements to GMD sampling for purposes of estimating parti-tion functions of vibronic Hamiltonians using PIMC. In Sec. III A and Sec. III B, we describe how to make the sampling more efficient. In Sec. III C and Sec. III D, we show how to optimize the GMD parameters to better describe the integrand.
A. Deterministic component selection
The intuitive way to sample from a mixture distribution of the form in Eq. (13) is to first choose a component π b using an RNG and then sample from that component. Repeating this N MC times results in the point set
, where it is assumed that the points are not correlated. If the components are chosen in accordance with the weights w b , these points can be used in the usual way 34 to find the sample meanf
sample variance
and sample error of the mean (also known as standard error)
Although quite straightforward (see Alg. 3 and Fig. 1 ), this approach struggles with small component weights. For example, consider N MC = 10 6 and w b = 10 −6 for some b . From a simple binomial distribution analysis, we expect to find exactly one sample for this component only
of the time, with it being under-represented (zero samples) 37 % of the time, and over-represented (two or more samples) the remaining 26 %. 35 In any event, it is unlikely that just a handful of samples is sufficient to properly explore the component. The formulas in Eqs. (19)-(21) continue to hold so long as the effective distribution of components is consistent with the weights, even if the components are chosen in some other way, such as by a deterministic procedure. This suggests that we could sample from each component exactly N b = w b N MC times, in any order. The obvious flaw with this approach is that N b must be an integer, so a very small w b implies a very large N MC , which is inconvenient. In the remainder of this section, we demonstrate Algorithm 3 GMD sampling with stochastic component selection. how to adjust the standard formulas to compensate for point sets where the distribution of components used for sampling does not match their weights, and provide a strategy for choosing the components during sampling.
Suppose we sample from each component π b an arbitrary number of times N b , obtaining the point set
From these samples, we may compute a collection of sample averages
The combined quantitȳ
is an unbiased estimator for f π :
Eachf b is itself an independent random variable with population variance σ 2 f b . As shown in Appendix D, the overall population variance off is then given by
For the variance σ 2 f b , we have the usual unbiased estimate
from which we get
Thus, the standard error may be estimated by
Although it is possible to fix N b ahead of time, it is not necessary to do so. Instead, we may choose each component during sampling in a way that attempts to optimally reduce the overall statistical error. We observe that after sampling N b points from each component, an additional sample from the component labelled by b changes the sample variance of the mean
Ideally, the estimate of the component variance will not be greatly affected by a single sample, so we make the simplifying assumption that
This allows us to write
from which it follows that
and we see that to lower the standard error most quickly, it is beneficial to choose the component with the largest
This criterion makes intuitive sense, as it targets components that have larger weights (because they are more important to sample well), larger errors of the mean (because they have a lot of remaining uncertainty), and fewer samples (because they have not been explored as thoroughly). Since the computation of δ b requires an existing estimate of the variance in that component, it is necessary to bootstrap this method by taking N boot points from each component.
When implementing the above prescription, one must be careful to avoid the common formula in Eq. (20) for estimating variance, since it scales linearly with the number of samples. Using it after sampling each point leads to quadratic scaling of the total sampling algorithm. To avoid this undesirable behavior, one may use an efficient "online" variance update scheme. For example, the scheme of Youngs and Cramer for the L-point sample variance
where
subject to T f (0) = U f (1) = 0. 36, 37 These updates can be evaluated in constant time at each step of the calculation. The scheme is made more effective with a conditioning step where the data are shifted by the mean: 37
Although the final sample mean will not be known until the end of the calculation, uniformly shifting the data has no impact on its variance. Thus, the precise value of the shift is not crucial, and the estimatesf b boot obtained from the bootstrap points may be used. The overall algorithm for deterministic component selection is shown in Alg. 4, with an example in Fig. 2 .
B. Randomized quasi-Monte Carlo
In order to incorporate quasi-random numbers into the PIMC study of vibronic Hamiltonians, the essential change is the substitution of an RNG by N S randomly shifted Sobol sequences for each GMD component. Instead of drawing N MC pseudo-random points from an RNG, one then obtains N qMC quasi-random ones from the low-discrepancy sequences. The main consequence of this change can be seen by comparing the examples in Fig. 2 and Fig. 3 : the component averagesf b are not computed from N b values, but from N S of them. This does not affect the prior formulas in Eq. (24) and Eq. (28) for combining these averages into the overall meanf and variance s 2 f . However, the component selection criterion in Eq. (34) and the online variance update formula in Eq. (35) are not directly applicable when RqMC is in use. They are based on the premise that each additional sample increases the number of entities being considered. Since the number of statistically independent values used for computing each component meanf b is now always fixed to be N S , the reasoning behind these equations is no longer valid. Conveniently, the online variance update is not necessary Algorithm 4 GMD sampling with deterministic component selection. anymore, as the conventional variance formula becomes independent of the number of samples and can therefore be computed in constant time.
Component selection, on the other hand, becomes highly non-trivial, since Eq. (33) changes to
which requires us to be able to predict the change in variance for a component when a single quasi-random sample is added. To side-step this issue altogether, we argue that the intuition behind Eq. (34) is still legitimate and we continue to choose the component with the largest
where N b is the total number of quasi-random points drawn so far for that component. The overall procedure for RqMC with deterministic component selection is detailed in Alg. 5, with an example in Fig. 3 . Note that N qMC is the number of quasi-random points obtained in total from the LDSs; for a fair comparison with plain Monte Carlo methods, we also define N MC = N S N qMC , which is the total number of times that f (R) is evaluated.
Algorithm 5 Quasi-random GMD sampling.
Variance update.
C. Parameter optimization
A major concern with the sampling scheme presented in Ref. 13 is the need to choose a sampling GMD π that closely approximates the true path density g. Neglecting to do so results in catastrophic failure when estimating f π , as the sampled points are chosen to lie in irrelevant locations that contribute nothing of substance to the integral in Eq. (5) . Thus, we need a way to refine π, making it more similar to g, and this requires a quantitative measurement of the difference between them.
A common metric to determine the similarity between two distributions is the relative entropy, also known as the Kullback-Leibler divergence. 38 It is not symmetric in the distributions, so given pdfs g(R)/Z and π(R), there are two possible quantities:
For our purposes, these expressions are both ill-defined, because g(R) may differ in sign from Z (see Appendix E for an example), and g(R)/Z is therefore not necessarily a pdf. This may be remedied by using
instead; if the negative regions of g are small in magnitude, this will be a good approximation to g/Z. However, with no way to sample directly from |g|/Z || , it is not clear how to efficiently evaluate D(|g|/Z || || π). Thus, the best measure of quality that we can get is
We can then minimize this quantity by modifying π using any of a number of optimization techniques, yielding
where the sampling distribution π E is parameterized by the tensor E. In most cases, attempting this would not be fruitful: if first we need to optimize π in order to be able to compute f π , then we can't use Eq. (41) directly. However, for cases where π is already a reasonably good approximation of g/Z, this could be used to improve it further.
Though each π E may be any GMD, as specified by its weights, mean vectors, and covariance matrices, we choose to construct it from the diagonal Hamiltonianĥ E with the elementŝ
where b = 1, . . . , B, and B must be large enough that π E is sufficiently flexible to describe g, but not so large that the optimization becomes too costly. This is a natural form for this problem and allows us to easily use the same frequencies ω j as in the full HamiltonianĤ in Eq. (1). Additionally, because π E may be generated fromĥ E for any number of beads P , the same optimized parameters may be used for a range of P values. The primary constituent of the optimization loss function L(E) should be the relative entropy D(π E || |g|/Z || ), but we can avoid some pitfalls in the optimization by adding extra terms. One concern is with components π b E and π b E that come too close to each other (that is, whose mean vectors d b E and d b E become nearly the same). When this happens, they are likely to follow the same trajectory during optimization, which is wasteful. To encourage the components to steer clear of one another, we introduce a penalty term proportional to
where ε determines the stiffness of the repulsion. Another potential issue is that some components π b E can fall out of favor and stop being considered important due to their low weights w b E . When this occurs, they cease being purposefully optimized and begin to aimlessly wander. While this does allow them to explore highly unfavorable regions and therefore possibly cross barriers to find deeper minima, in our experience this is futile and should be suppressed. To support those components which might find themselves at risk of becoming irrelevant, we penalize mixtures that have a low Shannon entropy 39 of the weights using a term proportional to
This vanishes when all the weights are equal and grows to unity when a single component dominates the mixture.
The complete loss function that we employ is
Algorithm 6 GMD parameter optimization.
Require: initial parameter tensor E Require: NSPSA ≥ 1 Require: loss(E) estimates the loss function L in Eq. (46), returning a value and standard error Require: spsa(loss, k, E) is implemented as in Alg. 2 in Sec. II C
where ε, C 1 , and C 2 are tunable parameters, and only the first term has an associated statistical error. To optimize the parameter tensor E, we use SPSA, as it is both efficient and very simple to implement. 19, 20 The overall optimization algorithm is shown in Alg. 6.
Estimation of the relative entropy from Eq. (41) is performed using the RqMC method with deterministic component selection outlined in Sec. III B. 40 When a single RqMC calculation is used to compute both terms of Eq. (41), evaluating the standard error of the mean is not as simple as for the partition function, because of the correlations between |f | and log |f |. We may use the jackknife technique, 34 but since there are several layers to RqMC, we must be careful about what exactly our statistical sample means are. Recall that each of |f | and log |f | is computed separately using the weights and component means, so a simple estimate of the sample mean is given by
Because each component mean |f b | and log |f b | is computed as a statistical average over N S independent random variables, we may apply jackknife to this function as usual.
D. Parameter optimization with deformation
To get around the circularity in Sec. III C that arises from needing π in order to determine π in the general case, we propose an iterative scheme. Recall that the function g is derived from the vibronic HamiltonianĤ in Eq. (1) as described in Sec. II A. We define the parameterized function g ν (with 0 ≤ ν ≤ 1) to be similar to g, but instead derived from the parameterized HamiltonianĤ ν , where all the terms except the pure harmonic oscillator are scaled by ν:
When ν = 1, we recover the original HamiltonianĤ = H ν=1 , so g = g ν=1 ; when ν = 0, all off-diagonal terms vanish and the HamiltonianĤ ν=0 is trivial, so g ν=0 is proportional to a GMD. This allows us to smoothly interpolate between easily solvable models and chemically interesting ones. Thus, we can use g ν to guide the optimization of π towards g. For each g ν , we introduce the normalized and sign-free distribution
In practice, we must choose a monotonically increasing sequence ν n , where ν 1 > 0 and ν Nν = 1, such that each step ∆ν n = ν n − ν n−1 is small enough to obtain accurate estimates, yet large enough to make rapid progress toward the desired distribution. To select the ν n , we use the function step nu in Alg. 7, which is described in more detail in Appendix F. At the final iteration n = N ν , the target distribution is |g|/Z || itself, so the optimized GMD should be adequate for evaluating Z = f π .
To initialize the coefficients E (0)b and E (1)b j making up the tensor E in Eq. (43), we set them all to zero; this leaves us with only the pure harmonic oscillator terms:
Hence, the initial distribution π E=0 resembles g ν=0 , but potentially with a different number of components. For each n = 1, . . . , N ν , we perturb E using the optimization routine from Alg. 6 to minimize the loss function
where the second and third terms are the same as in Eq. (46). We take the best of these perturbed distributions π E and promote it to be the starting distribution for the next iteration. The overall algorithm for optimization with deformation can be seen in Alg. 8. Note that we use N W independent "walkers" and take the result from the best performing one (in the sense of minimizing the loss function); because they are independent, they may be executed in parallel.
Algorithm 7
Step size selection for ν. 
IV. RESULTS
In this section, we apply the methods from Sec. III to model systems. All the systems that we consider have two diabatic surfaces and two spatial degrees of freedom, with the Hamiltonian
which has six parameters. We use an inverse temperature of β = 38.7, which is approximately 300 K if the parameter values are interpreted in eV. Where applicable, we use N S = 100 to ensure sufficiently many randomized sequences for accurate error bars, and N boot = 64 to obtain reasonable initial estimates. The sole exception to this is during GMD parameter optimization, when quality estimates are not required, in which case we use N S = 50 and N boot = 4. The algorithms are implemented using VibronicToolkit. 41
A. Deterministic component selection
We start with a contrived example that highlights the ability of the deterministic component selection algorithm described in Sec. III A to reduce the impact of outliers. We use the model Hamiltonian Eq. (52) with the parameters given in Tab. I, which are similar to those of the Displaced model of Ref. 13 with the γ 2 parameter.
The coupling between the surfaces is not very strong, so we expect the basic sampling approach to work well, and we use the diagonal portion ofĤ to construct the twocomponent sampling distribution π 0 . At a temperature of β = 38.7, the component weights are w b=1 ≈ 0.998 86 and w b=2 ≈ 0.001 14. Thus, out of every 1000 samples, approximately one should be drawn from the second component.
What makes this example particularly artificial is that we force the second point drawn from the second component to be an extreme outlier. Recall from Ref. which place the centroid mode of the path quite far from its mean in the second spatial coordinate, as shown in Fig. 4 . Since the cdf of a univariate Gaussian is (with erf being the error function)
the total probability of either x < −nσ or x > nσ is
Hence, when P = 16, the probability of sampling a point that's at least as unlikely in all directions is
Admittedly, this is not a very probable event. However, when taking huge numbers of samples over many calculations, very unlikely things are bound to happen occasionally. We compare the convergence of Z ≈f between four scenarios. In Fig. 5(a) , we have the simplest case: familiar stochastic component selection, and no forced outlier; here, the mean stabilizes relatively quickly, and the second component is sampled twice, as expected. The forced outlier is clearly visible in Fig. 5(b) , where the stochastic algorithm accepts it as yet another point, greatly changing the mean and increasing the standard error. Fig. 5(c) features the deterministic algorithm and looks very similar to (a), except the second component is sampled multiple times during the bootstrap phase. Finally, in Fig. 5(d) , the outlier is found to have a strong impact during bootstrapping, but this is quickly quelled; additionally, in the remainder of the calculation, the outlier causes more samples to be drawn from the second component. The final result is similar in all scenarios, except the stochastic algorithm with a forced outlier in Fig. 5(b) , which fares poorly.
We also consider a more legitimate example, which doesn't require any elaborate setup of the sampling. The same model system and sampling distribution are used, but without any forced outliers. We run 1000 calculations with the stochastic component selection algorithm, and 1000 more with the deterministic one. These calculations are stopped when the standard error of the mean reaches 10 −3 , and the number of samples (including the N boot = 64 bootstrap samples per component for the deterministic version) is recorded. The numbers of samples are then binned to produce the histograms in Fig. 6 , where it is clear that the deterministic method tends to require slightly fewer samples to achieve the same level of error. The reduction in the mean number of samples is about 1.7 %.
B. Randomized quasi-Monte Carlo
In order to evaluate the efficiency of RqMC compared to MC, we use the same modified Displaced γ 2 model system in Tab. I as in Sec. IV A, along with the same sampling distribution π 0 . The approach for the comparison is simple: for several values of τ , we estimate Z ≈f from a fixed number of samples (N MC = 10 5 ), and compare it to the exact result Z Trotter , which includes the systematic error due to the Trotter factorization. It is clear from Fig. 7 that RqMC tends to result in smaller error bars than MC for this system, even though we use the deterministic component selection algorithm for MC. We also present in Fig. 8 a comparison of the error scaling with the number of samples. We compare the scaling for several P values (see Tab. II), finding it extremely consistent for MC, where the slope is always near −1/2, indicating an asymptotic error scaling proportional to N − 1 2 MC , which is precisely what one expects for Monte Carlo. In the RqMC case, the raw data are not as smooth (on account of being computed from just N S points instead of N MC ), so the variability in the slopes is greater; still, we find that they are more negative than their MC counterparts, implying faster error reduction.
C. Parameter optimization
The GMD parameter optimization algorithm described in Sec. III C is tested here using a simple model system derived from the Displaced model of Ref. 13 with the γ 6 parameter by reducing the magnitude of the nonfrequency parameters. The resulting system parameters are given in Tab. III, while those for the algorithm are in Tab. IV. The sampling distribution is initially determined from the diagonal portion of the Hamiltonian, but with each GMD component replicated to make up a total of B = 8 components. It is then optimized using Alg. 6 to better match the true distribution arising from the entire Hamiltonian. The progress of this optimization can be seen in Fig. 9 and Fig. 10 ; the former shows the loss function, while the latter displays the motion of the GMD components. As the oscillators find their way to the minima of the potential energy surface, the loss function steadily decreases. The standard error of the loss function estimates also lessens as the optimized distribution gets closer to the desired distribution. The components' journey is a fairly boring one: about half-way through, they get near the mimima, and towards the end, the ones closest to the minima have the largest weights.
To demonstrate that the optimized distribution π opt is an improvement over the simple diagonal sampling distribution π 0 , we compare estimates of the partition function Z ≈f at various values of P from N MC = 10 5 samples. As evident in Fig. 11 , π 0 already results in relatively small deviations from the exact values, but π opt is undeniably the better choice. 
D. Parameter optimization with deformation
To evaluate the algorithm for parameter optimization with deformation, we use one system with weak coupling and two with strong coupling. The sampling distribution for each system is optimized using the procedure described in Sec. III D and the parameters in Tab. V.
To evaluate the quality of the optimized distribution π opt for each system, we use it with the RqMC method to estimate the partition function Z ≈f at various values of P . For comparison, we also provide results computed using the best hand-picked sampling distribution of Ref. 13 for the system in question, which we call π best . For both distributions, we use N MC = 10 5 .
Displaced γ2
We start with a weakly-coupled model system: the γ 2 version of the Displaced model from Ref. 13 , which has the parameters given in Tab. VI. The optimization progress is shown in Fig. 12 and Fig. 13 . Because this is a fairly simple system, the loss function never takes on large values and the optimization algorithm always makes the largest ν step possible, which makes for a quick optimization. As the Hamiltonian is deformed, the oscillators track the minima of the ground state potential energy surface. The end result has most of the components located in the deeper minimum and having larger weights, and two components in the shallower minimum with smaller weights.
As the reference distribution π best for the sampling efficiency comparison, we simply use the one built from the diagonal portion of the Hamiltonian, which Ref. 13 calls 
Displaced γ6
The first strongly-coupled model system that we consider is the γ 6 variant of the Displaced model, with the parameters in Tab. VII, and results in Fig. 15 and Fig. 16 . The optimization algorithm struggles when the minima first appear (around steps 100 to 350; top panel of Fig. 16 ), but it is eventually able to find them. This difficulty is clear from the large and noisy values of the loss function and the small ν steps. However, once the minima are found, the rest of the optimization proceeds fairly well.
Unfortunately, many of the components in the final distribution are of no consequence (bottom panel of Fig. 16 ). As they have very low weights, this does not put a damper on the estimation of the partition function seen in Fig. 14(b) . Again, both sampling distributions (in this case π best is what Ref. 13 calls 1 ) work well, but the optimized distribution π opt ekes out a tiny decrease in the error bars, possibly due to slightly more thorough coverage of one of the wells. 
Jahn-Teller λ6
As the other strongly-coupled model system we use the λ 6 variant of the Jahn-Teller model from Ref. 13 , whose parameters are given in Tab. VIII. The results can be found in Fig. 17 and Fig. 18 . The early part of the optimization is a bit uncertain, as the components search for the circular well (top panel of Fig. 18 ). Once they fall into the well around step 350, the situation temporarily improves. However, as the symmetric well grows, more regions become neglected and loss function estimation becomes more difficult. Additionally, there are significant fluctuations in the components weights; at times, only a single component will have most of the weight (middle panel of Fig. 18 ). Still, by the end of the optimization (bottom panel of Fig. 18 ), the components are reasonably well spread out with somewhat even weights, which attests to the importance of the penalty terms in Eq. (51) for avoiding clustering of components and domination by a single component.
Likely owing to the uneven distribution of the components in the well, the partition function estimation in Fig. 14(c) does not perform as well with the optimized distribution π opt as it does with π best (in this case, 2 of Ref. 13 , which also has 8 components). This could conceivably be remedied by including more components in the GMD or adjusting the ε and C 1 parameters responsible for the repulsion penalty term of the loss function. 
V. CONCLUSIONS
We have demonstrated four methods to enhance partition function estimation for vibronic Hamiltonians: deterministic component selection in GMD sampling when using MC (Sec. III A, Sec. IV A); RqMC as a substitute for MC in GMD sampling (Sec. III B, Sec. IV B); and optimization of the GMD parameters without (Sec. III C, Sec. IV C) and with deformation (Sec. III D, Sec. IV D). Each of these was shown to improve the scheme described in Ref. 13 .
We have found that choosing the components of a GMD in an MC calculation deterministically as opposed to stochastically can slightly reduce the standard error of the mean with a fixed number of samples (or, conversely, reduce the number of samples for a fixed standard error). Additionally, it can diminish the impact of extreme outliers. Thus, we recommend the use of deterministic component selection for MC partition function calculations of vibronic models, and for GMD sampling in general.
However, when possible, RqMC should be used in place of MC. We have shown that employing quasi-random numbers in addition to pseudo-random numbers can help improve the rate at which the stochastic error decreases with the number of samples, making RqMC the more efficient choice. In subsequent studies, the impact of the N S and N boot parameters on the quality of the error estimate should be determined.
Finally, the optimization of GMD parameters was ob-served to improve the sampling efficiency when compared to the simplest choice of sampling distribution, and sometimes even when compared to a hand-crafted sampling distribution. For the version without deformation of the target distribution, we have presented an example of a distribution which is significantly improved in just 256 steps. Because of the way the sampling GMD is constructed from Hamiltonian parameters, even though the optimization was carried out at P = 64 beads, the distribution obtained for P = 1024 functions very well. The iterative algorithm to optimize GMD parameters with deformation of the target distribution was seen to perform rather well for two of the three systems, but only tolerably for the third. It was able to find the regions of high density for each model system, resulting in very well-behaved sampling at several values of τ , although the highly symmetric Jahn-Teller λ 6 system was shown to give the method some trouble. Because the algorithm parameter values were the same across all the model systems, this appears to be a fairly robust and general method, and we are interested in seeing it applied to realistic molecular systems.
Several upgrades to the optimization are possible which may improve its efficiency, and which we hope to attempt in the future. The first is to use different magnitudes for the different components of the SPSA perturbation vector ∆, allowing the E (0) parameters to evolve at a different rate than the E (1) parameters. Another is to allow lowweight components to be culled and replaced by clones of high-weight components. Finally, if the loss function is seen to be decreasing rapidly, it may be beneficial to continue beyond N SPSA optimization steps before moving on to the next value of ν. Distribution of 10 4 points sampled (a) pseudorandomly using a Mersenne Twister RNG and (b) quasirandomly using a Sobol sequence. The curve is a segment of the unit quarter-circle centered at the origin; points inside it are darker, and those outside are lighter.
Appendix A: Demonstration of quasi-Monte Carlo
At its core, quasi-Monte Carlo (qMC) is just plain Monte Carlo (MC), but with the pseudo-random number generator (RNG) replaced by a low-discrepancy sequence (LDS). Informally, the discrepancy of a sequence is its maximum local deviation from a uniform density. 24 LDSs attempt to minimize the discrepancy of the generated points and therefore cover space more evenly than RNGs. 15 The hope is that this can help reduce the stochastic error when using a statistical estimator. The canonical introductory MC problem is that of estimating π (the ratio of a circle's circumference to its diameter) by sampling uniformly from a square of unit side length, and counting the fraction F of points lying within one unit of one of the corners. Since the ratio of areas is π/4, 4F should tend to π. In this section, we compare the behavior of MC to qMC for this elementary problem. For the former, we use the Mersenne Twister, an extremely popular RNG; 42 for the latter, we use a two-dimensional Sobol sequence. 26 As seen in Fig. 19(a) , the RNG creates a typically irregular pattern, with clumps and empty spaces. On the other hand, in Fig. 19(b) , the quasi-random points are extremely uniform. It is this regularity that results in the faster convergence of qMC shown in Fig. 20 . Although qMC is not a panacea for numerical integration, this example demonstrates that it can have improved performance over plain MC.
Appendix B: Gaussian sampling in quasi-Monte Carlo
One method for sampling from an arbitrary onedimensional probability distribution function (pdf) uses the inverse of the corresponding cumulative distribution function (cdf). If uniformly distributed samples are input into the inverse cdf, the outputs are distributed according to the desired pdf. Unfortunately, this is often computationally taxing, so specialized methods are preferred. For the case of Gaussian random variables, two common alternatives are Box-Muller and ziggurat. 43, 44 While these methods perform well with pseudo-random numbers, they destroy the low-discrepancy nature of quasi- random numbers. Compare, for example, the histogram obtained from sampling a standard Gaussian with the Box-Muller method and the Mersenne Twister pseudorandom number generator (RNG) in Fig. 21 (a) and the same method applied to a Sobol low-discrepancy sequence (LDS) in Fig. 21(b) . The latter does an extremely poor job of describing the true pdf. Despite its cost, the preferred method in this circumstance turns out to be straightforward cdf inversion. 14, 17 Application of this method is shown in Fig. 21(c) using the Mersenne Twister RNG and in Fig. 21(d) using a Sobol LDS. It is evident that among the four options presented in Fig. 21 , cdf inversion of an LDS results in by far the smoothest histogram. Thus, we have chosen this approach as the basis of low-discrepancy Gaussian sampling in the present work.
Nevertheless, even cdf inversion is imperfect with a many-dimensional LDS. Because the higher dimensions of a Sobol sequence tend to be more strongly correlated before the inversion, 15 these correlations are carried through to the generated points. In Fig. 22 , we show twodimensional cuts of a 32-dimensional point set created from a 32-dimensional LDS using cdf inversion separately for each dimension. While there are no obvious correlations present in Fig. 22(a) between the second and third dimensions, we see some glaring patterns in Fig. 22(b) , where dimensions 27 and 32 are shown. However, these correlations do not prevent us from using quasi-random numbers as a smoother alternative to pseudo-random numbers for multidimensional Gaussian sampling. and the total number of sampled points is always the same.
The results in Fig. 23 make it clear that for such a well-behaved integrand, RqMC does not require all that many sequences in order to generate faithful error bars. Additionally, the error bars for N S N MC are substantially smaller than the MC ones, suggesting improved performance. When N S ≈ N MC , the RqMC error bars are of a comparable size to their MC counterpart, which confirms that RqMC matches MC in this limit. then σ 2 r = (r − r )
For b = b , r b and r b are uncorrelated, so
Thus,
Suppose that s 2 r b is an unbiased estimator of σ 2 r b , meaning that
Then
is an unbiased estimator of σ 2 r , since
Appendix E: Example of negative g(R)/Z It was noted in Ref. 13 that g(R), as defined in Eq. (6), may take on negative values. If g(R) > 0 for some R, but g(R) < 0 for others, g(R) cannot always agree in sign with any constant real number Z, so g(R)/Z must be negative at some point and is not a pdf. We give a simple example of this using the Hamiltonian
with the parameters in Tab. IX. At an inverse temperature of β = 38.7, with P = 3 beads located at R = (1, 2, 0), we obtain g(R) ≈ 0.003 116 5.
However, at R = (1, 2, −0.3), we instead find g(R) ≈ −0.010 741. 
