Abstract. Permutation-partition pairs are a purely combinatorial generalization of graph embeddings. Some parameters are defined here for these pairs and several theorems are proved. These results are strong enough to prove virtually all the known theoretical informaton about the genus parameter as well as a new theorem regarding the genus of the amalgamation of two graphs over three points.
Introduction. Like many other branches of graph theory, the subject of graph embeddings has its roots in the 4-color problem. This problem was given official recognition by Cayley in 1878 [C] at a time when Riemann surfaces were still relatively new and the subject of much active research. It was only natural that someone should pose the analogous question for these new surfaces, as indeed Heawood did in 1890 [HI] . For an account of the exciting history of this colorful problem, culminating in its eventual solution by Ringel and Youngs in 1968 the reader is referred to [R] .
It was very quickly observed by the originators of this new coloring problem that it has a natural dual problem which can be formulated as that of determining y(A")-the minimum of all the genera of the Riemann surfaces on which the complete graph Kn can be embedded. This, of course, generalizes to the problem of evaluating y(G)-the genus of the graph G. In its turn, this generalization can be given a purely combinatorial formulation which involves the estimation of the number of cycles in the disjoint cycle decomposition of the product E ° R, where E is an involution determined by the edges of G, and R is a permutation determined by the vertices of G [W] . It was noted by the author that if the constraints of this problem are relaxed, in that E is not necessarily restricted to be an involution, then this extended problem has some very natural applications to the estimation of the genus of the amalgamation of two graphs. This extended combinatorial problem and its applications to the genus of graphs are the subject matter of this paper.
Accordingly, there are two parts to this paper. The first deals with the above combinatorial problem without any reference to its topological origins. The second part applies the results of the first to the derivation of a variety of known and new theorems in the theory of graph embeddings.
1. Permutation-partition pairs. In this report the product of permutations should be read from left to right. The disjoint cycle decomposition of a permutation P is denoted by P: axa2 . . . ar. The number of orbits in the disjoint cycle decomposition of a permutation F is denoted by ||F||. We denote by aP the image of a under the action of the permutation P. A PP{n, k) pair (F, IT) consists of a permutation F and a partition n = {IT.,-}*., defined on some common finite set S with n elements. These elements will be referred to as bits. It is to be understood that none of the IT, is empty. If two bits a and b belong to the same member of n we write a = b (mod n). By S{H) we denote the set of permutations on S, each of whose orbits is in fact a member of n. The maximum orbiticity p{P, TT) of the pair (F, TT) is defined by p{P, TT) = max{||FÔII | Q G S{U)}. It is this maximum orbiticity that is the subject matter of the first half of this report.
Let (F, II) be a PP{n, k) pair, and suppose {a,}7_i is a set of bits. We say that the PP{n -m, k') pair (F', n') is obtained from (F, IT) by suppressing {ax, . . . , am} if the cyclic factors of F' are obtained from those of P by deleting all the bits (a,}7Li, and the members of n' are obtained from those of n in the same manner. Should any member of n consist only of bits to be deleted it makes no contribution to n', Example IF-(l)(23)(45678)(9a), II = {{1, 2), {3, 4, 5, 6}, {7, 8, 9, a}}. By suppressing {1, 2, 6} we obtain the pair (F', II') where P' = (3)(4578)(9a), n' = {{3, 4, 5}, {7, 8, 9, a}}.
Let (F, n) be a PP{n, k) pair. Then k(F, n) denotes the number of orbits of F that are contained in some member of II. The switching number a{P, TT) is the number of bits a such that a ^ aP (mod II). Finally, if k = 3 we define the winding number u{P, Tí) as follows. For each bit a, let i{a) andy'(a) be defined by a G Ui(a), aP G Itfla).
Example 2. If F = (1)(23)(6)(4 alb 8){59cd) and n = {{1, 2, 3, 4, 5}, {6, 7, 8, 9) , {a, b, c, d}}, then <c(F, H) = 3, a{P, TT) = 8, u{P, II) = 0.
Two permutations F and Q of the set F are said to be disjoint if for all a G T, aP ¥= a implies that aQ = a and vice versa, aQ ¥= a implies that aP = a. Observe that if Q G S{TT) then F and PQ map the bit a into the same member of n. This makes the proof of the following facts immediate.
Lemma 3. Let (F, n) and (F" n), i = 1, 2, be PP{n, k) pairs such that P = PXP2, F, and P2 are disjoint, and suppose Q G S{TT). Then a{PQ, IT) = a{P, II) = a{Px, IT) + a{P2, IT), u{PQ, TT) = u{P, TT) = u{Px, TT) + u{P2, XT) if k = 3. □ A pair (F, n) is said to be decomposable into the pairs {(F" n(0)}7_, if {TTii)}™_x {m > 2) is a partition of n, P¡ G S(n(,)), / = 1, 2, . . . , m, and F = PXP2 . . . Pm. If (F, TT) has no decompositions, then it is indecomposable.
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use permutation-partition pairs 131 Example 4. If n = {{1, 2, 3}, {4, 5, 6}, {a, b, c}}, P = (1453)(2)(6)(aè)(c), Q = (l)(a)(6)(24)(56)(3c), then {Q, TT) is indecomposable and (F, n) decomposes into (F" n(1)) and (F2, IT(2)) where Px = (1453)(2)(6), n<» = {{1, 2, 3}, {4, 5, 6}}, P2 = {ab){c), n^={{a,b,c}}.
Lemmas 5 and 6 provide reduction methods to be used in subsequent theorems.
Lemma 5. Let (F, II) be a PP{n, k) pair and suppose that for some bits a, b, b = aP ¥^ a and a =b (mod n). If (F', II') is the pair obtained by suppressing a in (F, IT), then it is a PP{n -1, k)pair and p{P, n) = p{P', n') + 1, «c(F, IT) = k{P', TT), a{P, TT) = a{P', TT), u{P, TT) = u{P', TT) if k = 3.
Moreover, if {P, TT) is indecomposable, so is {P', TT).
Proof. Since a ^ b and a and b are in the same member of n it follows that (F', n') is a PP{n -1, k) pair. That k(P, n) = k{P', TT) follows from the fact that a and b are in the same orbit of F and the same member of n. For the same reason the indecomposability of (F, H) is inherited by (F', n'). Since a =aP (mod n), the bit a only makes a zero contribution to both a and u. Consequently, a{P, TT) = a{P', TT) and u{P, TT) = u{P', II'). It only remains to prove the equality involving p.
Let Q G S{TT) and Q' G S{W) be such that u(P, n) = \\PQ\\ and p{P', TT) = ||F'oil-Let Q G S{TT) be defined by stipulating that it agree with Q' everywhere except at b, and bQ = a, aQ = bQ'. In other words, Q is obtained from Q' by inserting a to the right of b. Then, PQ = P'Q'{a) and so p{P, TT) > p{P', TT) + 1.
To prove the opposite inequality, suppose first that bQ = c ¥^a. Since a is in the same cyclic factor of Q as b and c, it follows that Q = Q{ab){ac) G S{TT). Moreover, aPQ{ab) = c, and it is well known [S] that in general || F(xy)|| = || F|| ± 1 according to whether x and y do or do not belong to the same orbit of F. Hence, \\PQW = \\PQ{ab){ac)\\ = \\PQ{ab)\\ + 1 > \\PQ\\._ From the maximality of ||Fß|| it now follows that p{P, IT) = \\PQ\\ where Q has the property that bQ = a. If Q' is obtained from Q by suppressing a, then PQ = P'Q'ia). Hence p(P, TT) = ||Pß|| = ||F'ß'|| + 1 < p(P', TT) + 1.
Finally, if it so happens that bQ = a, then we need merely replace Q by Q in the above argument. □ The proof of the following lemma is a straightforward adaptation of the previous proof and hence its details are omitted.
Lemma 6. Let (P, IT) be a PP(n, k)pair and suppose that P has the singleton (a) as an orbit. If(P', TT) is the pair obtained from (P, TT) by suppressing a, then k(P, U) = k(F', IT) + 1, a(P, U) = a{P', TT), u{P, U) = u{P', n') ifk = 3.
Moreover, if (P, TT) is indecomposable, then (P', TT) is an indecomposable PP(n -1, k)pair, satisfying p(P, TT) = p(P', TT). \J Theorem 7. 7/(F, n) is a PP(n, \)pair then p(P, TT) = n -||F|| + 1.
Proof. By induction on n. If n = 1, or if n > 1 and ||F|| = n, the theorem is immediate. Assume the theorem to hold for all PP(m, 1) pairs m < n. If n > 1 and ||F || < n, then some orbit of F has cardinality at least two and hence there exist elements a and b satisfying the hypotheses of Lemma 5. Using the notation of this lemma, it follows from the induction hypothesis that p(P, TT) = p{P', W) + 1 = n -1 -||F|| + 1 + 1 = n -\\P\\ + 1 and the induction process is complete. □ Corollary 8. 7/(F, n) is decomposable into k PP{Sj, I) pairs such that 2*_iJ, = n, then p{P, TT) = n -||F|| + k.
We now state without proof three facts about permutations. The first of these is due to A. M. Gleason and a proof can be found in [H2] . The others follow easily from the first.
Proposition
9. (a) Every even permutation of the symmetric group Sn is the product of at most two cycles of length n.
(b) 7/F is an arbitrary permutation of Sn and p is an arbitrary integer greater than 1, then there exist cyclic permutations Cx, . . . ,Cp, each of order n, such that PCX . . . CP is either the identity or else a transposition.
(c) 7/F is an arbitrary permutation of S", then there exists a cycle C of order n such that ||P -C\\ < 2.
Theorem 10. Let (P, Tl) be an indecomposable PP(n, 2)pair. Then n -k(P, Tl) -\a(P, n) -1 < p(P, TT) < n -k{P, Tl) -\a(P, TT). (2) Proof. By induction on n. If n = 2 then p{P, TT) = 1 and the theorem holds. Assume the theorem has been verified for all PP{m, 2) pairs, m < n. If (F, n) has a bit a satisfying the hypotheses of Lemmas 5 or 6, then (2) follows by applying the induction hypothesis to the derived pair (F', n'). We may therefore assume now that (F, n) has no such bits a and hence the cyclic factors of F alternate between bits of n, and n2. Necessarily, k{P, TT) = 0, a{P, TT) = n, and |n,| = |n2| = n/2. Let Q: t,t2 be an arbitrary permutation of S{TT), where t, is a cyclic permutation of n,, / = 1,2. Just like F, the product PQ maps elements of n, into n2 and vice versa. Hence {PQ)2 = KXK2 where K¡ is a permutation on IT,-, / = 1, 2. Moreover, each orbit of PQ is the union of an orbit of Kx and an orbit of K2; hence ||Pß|| = ||tf,||. Note that
As t2 varies over all the cyclic permutations of n2, the product (F_1T2F)|n varies over all the cyclic permutations of n" and vice versa. Now, by Proposition 9, there exist cycles t, and t2 such that Kx is either the identity on n, or else it is a transposition. In either case, ||ÄT,|| > n/2 -1. If ß is the element of S(TT) determined by this choice of t2 and t,, then p(P,TT)> \\PQ\\ = \\KX\\ >n/2-l.
On the other hand, since every orbit of PQ alternates elements of n, and n2, it follows that each such orbit contains at least two elements and so n/2 > p(P, TT).
Recalling that in this case we have k = 0 and a = n, the induction process is complete. □ Corollary 11. If (P, TT) is a PP(n,3) pair which has a decomposition (P,, n(,));i,, where each (P" n(,)) is itself indecomposable, then We now describe a reduction procedure which is essential to the evaluation of the maximum orbiticity of PP(n, 3) pairs. If (F, n) is a PP(n, 3) pair with (possibly reindexed) bits such that axP = bx and b2P = a2, then F = P(axa2)(bxb2) has (afij) as an orbit. The PP(n -2, k) pair, (k < 3) obtained by suppressing {ax, b2} in (F, n) is referred to as the 2-reduced pair. For instance, if we set in Example 2, ax = a, a2 = c, bx =l,b2 = 9, then the 2-reduction yields the pair (F', n') where F' = (1)(23)(6)(¿>84c¿57) and n'= {{1,2,3,4, 5), {6,7, 8}, {b, c,d}}.
Lemma 12. Suppose the PP(n, k)pair (P, TT) is 2-reduced to (P', IT). Then
Proof. Let X, Y, Z, W denote possibly empty strings of bits. Since a 2-reduction does apply to (F, n), one of the following must hold. Either F: (Xaxbx Yb2aj) ... and F': (Xa2)( Ybx) ...
or P: (Xaxbx)(Yb2a2) . . . and P': (Xa2Ybx) . . . .
Let Q': (Za2)(Wbx) . . . GS(Tl') be such that ||F'ß'|| = p(P', Tl'), and define Q: (Za^^Wb^ . . . G SOT). It is then easily verified that PQ has all the orbits of P'Q' plus the additional orbit of (afij. Hence p(P, TT) > p(P', Tl') + 1.
That u(P, TT) = u(P', Tl') follows, for k = 3, from the observations that the expansion of (1) for (P', Tl') differs from that of (F, n) merely by the quantity
shows that, in general, a(P, TT) = a(P', Tl') + 2.
The inequalities involving k are clear. Note, for instance, that k(P, TT) < k(P', Tl') only if the 2-reduction is of type (3) and then only if X Q A or Y Q B or both. □ Theorem 13. 7/(F, n) is an indecomposable PP(n, 3)pair, then n -k(P, TT) -{a(P, TT) -\u(P, TT) -3 < p(P, TT) <n-k(P, TT) -\a(P, TT) -\u(P, TT).
Proof. The theorem is proved by induction on n. If n = 3, 4 the theorem may be verified easily by testing all the indecomposable pairs. Assume now that the theorem has been verified for all indecomposable PP(m, 3) pairs where 3 < m < n and n > 5.
Suppose the indecomposable (F, n) possesses a bit a satisfying the hypotheses of Lemma 5 or 6. Then (5) follows from the application of the induction hypothesis to the derived indecomposable pair (F', n'). Hence we may, and do, henceforth assume that for any bit a, a ^ aP (mod n). Necessarily, k(P, TT) = 0 and a(P, TT) = n. We now prove the upper bound of (5). Suppose ß G S(TT) is such that p = p(P, TT) = ||Pß||. Suppose further that PQ has p¡ orbits of cardinality i, i = 2,3, ..., (clearly PQ has no singletons as orbits). Now, if C is a cyclic permutation of order m, then clearly u(C, TT) < m -2. Hence it follows from several applications of Lemma 3 that u = u(P, Tl) = u{PQ, TT) < 2 («' -2)ju>. This establishes the upper bound of (5). The lower bound is proved by an application of Lemma 12. Suppose (F, n) is 2-reduced to the PP{n -2, k) pair (F', n'). Since Lemmas 5 and 6 do not apply to (F, n) it follows that k(F', n') = »c(F, n) (see the last paragraph of proof of Lemma 12). If (F', n') is also indecomposable, then by the induction hypothesis, p{P, n) > p{P', n') + 1 > n -2 -k{P', Tl')
If (F', n') is decomposable, then the lower bound for ft(F', n') must come from Corollary 11. Note that if m = 2, then w(F', n') = 0 whereas if m = 3, then a{P', TT) = u{P', TT) = 0 and in either case the above inequality holds. Hence it may now be assumed that Lemma 12 cannot be applied to (F, n). Consequently, bearing in mind that a^aP (mod n) for every bit a, P can be explicitly displayed. In fact, we shall show that modulo a permutaton of the symbols a, b, c, P must belong to one of the following sets of permutations. For suppose first that no cyclic factor of F intersects all three members of n. Then, each orbit alternates between two members of n. Since Lemma 12 does not apply to F, at most one orbit intersects both of a given pair of members of n. Finally, since Lemma 12 does not apply, each orbit of P contains at most four bits. Hence F = F" 1 < / < 9.
If some cyclic factor <p of F does intersect all three members of n, then we assume without loss of generality that <p = {axbxcxxyzwvu . . . ). If x were in C, then the reduction of Lemma 5 would apply to F with a = c, and b = x. Since we know this not to be the case it follows that x G A u B. If x G A, then since the F is not 2-reducible, it follows that every other cyclic factor of F has the periodic structure of the permutations belonging to set (I). Should <p itself have the same form we are done. Otherwise, we may assume that after a suitable relabelling, <p = {axbxcxa2b2z . . .) with z G C or else <p = {axbxcxa2c2zwv . . .), and in either case F can have no other cyclic factors but <p. In the first of these two cases, if z = ax, then F = F10; if z G A -{ax}, then Lemma 12 would apply to the pairs {axbx . . . b2z . . .), whereas if z G B, then Lemma 5 would be applicable, neither of which is possible. Proceeding with the second case, if z = ax, again F = F10. Clearly z G C since otherwise Lemma 5 would apply. The nonapplicability of Lemma 12 implies that z G B and hence z = a3. The above assumption that Lemmas 5 and 6 do not apply to F forces w to belong to B. However, any choice for v except v = ax cannot be followed by a consistent choice for u. Hence v = ax and P = Fu.
Finally, if jc G 77, then necessarily <p = (axb,cxb2yzwv . . .). If 9 is any other cyclic factor of F then it cannot contain a ¿^ since, whatever the value of bp9, it might be used to reduce F by an application of Lemma 6 or Lemma 12. Lemmas 5 and 12 in fact force us to conclude that any such 9 must in fact be either a transposition {apcq) or a four-cycle (apcqarcs) and that there can be at most one of these in P. If P does contain such a 9, then m cannot contain a consecutive pair of the form (... ac . . .) or (... ca ... ). This is sufficient information to conclude that <p = {axbxcxb2) and hence F = F12 or F13. On the other hand, if F contains no such 9 then F = Fu, F14, F15 or F16.
We conclude the proof by showing that the indecomposable pairs coming from (I) and (II) also satisfy the lower bound of (5). For set (II), the verification is done by direct calculations and the details are left to the reader. If (F, n) is of type (I), let Q: t,t2t3 be an arbitrary permutation of S{TT) where each t, is a cyclic permutation of n" ; = 1, 2, 3. The product PQ is also in S{TT) and hence {PQ)3 = KXK2K3 where each K¡ is a permutation of n,. Moreover, each orbit of PQ is the union of an orbit of K with an orbit of K2 and one of K3; hence ||Pß|| = || AT,||. Now, Kx = (PßPßPß)|ni = {Pr2Pr3Prx)\n¡ = ^3|n, ° (^"V2)|n, ° C-V)ln, ° *,.
Note that as t2 and t3 vary over all the cyclic permutations of n2 and n3, respectively, (F"2T2F2)|n and (P~V3P)|n each vary over all the cyclic permutations of n,. Hence, by Proposition 9, it is possible to choose the t, (thus determining ß) so that 11^,11 > n/3 -1 = u -1.
Hence, p(P,TT)> ||Pß|| = ||Ä-1||>w-l >n-K(P,TT)-\a(P,TT)-{u(P,TT)-3. Q 2. Applications to topological graph theory. Our graph theoretical terminology agrees with that of [BC] , except in that graphs can have loops and multiple edges. The set of arcs (directed edges) which have the vertex u as their initial point is labeled Du and referred to as the arcs at u. A rotation system R of the graph G is a set of cyclic permutations {Rjw G V(G)} where each Ru acts on Du. The edges of G define an involution E(G): kx . . . Kq on D(G) = U {Du\u G V(G)} where each k, is the transposition mapping each arc onto its inverse. Identify each rotation R of G with the product R: R^R^ ... 7^ where V(G) = {vx, ..., vp}.
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use permutation-partition pairs 137 We then have the following well-known theorem. Theorem 14 [Y] . The oriented 2-cell embeddings of the connected graph G are in a one-to-one correspondence with the rotation systems of G. The correspondence is such that if E = E(G) then the boundaries of the regions of an embedding consist of the orbits of E » R where R is the associated rotation system. Henceforth the graph G will be assumed to be fixed. This also fixes E = E(G) as an involution on the set D(G). Observe that the rotation systems on G can be identified with SOI) where n is the partition [Du\u G V(G)} of D(G). This can also be proved directly from the definition. The above interpretation also motivates the choice of symbols Ext and Int. The permutation Ext is determined by following arcs along the portions of the regions in the "exterior" of U; Int is defined by using the portions in the "interior" of U.
Example 15. Let G be the graph of Figure 1 with R defined by the counterclockwise sense on the page. The reader is reminded that in this case, regions lie to the right of their oriented boundary. Set U = {1, 2, 3, 4, 5, 6}; then o(U) = {47, 48, 58, 68}; Ext(R, U) = (47 68 58 48), Int(R, U) = (47 48 58 68). It follows from the above proven minimality that the orbits of Ext(R, U) ° Int(R, U) are obtained from those of the global permutation ER by deleting all the arcs not in d(U). The statement of the theorem now follows immediately. □ Given the set up of the above theorem it is convenient to define r(R, U) as the number of regions of the embedding determined by R, that contain arcs of 3( U). It is clear that r(R, U) = r(R, V -U). We define r(R) as the total number of regions of the embedding determined by R.
In most of the subsequent theorems, the construction of a certain optimal rotation system R is called for. In all these cases, a certain subset U Ç V(G) is given and R is first specified in its complement V(G) -U. Then, without specifying R or U, conclusions are drawn about Ext(R, U). We draw the reader's attention to the fact that Ext(R, U) is in fact independent of the values of R at vertices of U.
Let G', i = 1, 2, be two graphs with subgraphs H' which are isomorphic to some graph 77. Let G be the graph obtained from G1 and G2 by identifying the corresponding vertices and edges in the 77'. We write G = Gx \J H G2 and refer to this process as an amalgamation.
Example 18. These amalgamations were first studied in depth by S. Alpert [Al] , [A2] . The following theorem was recently, and independently, proved by Decker, Glover, and Huneke in [DGH] . Their proof is quite different from the one given here, although similarities do exist between some of the concepts involved.
Theorem 20. Let G, Gx and G2 be connected graphs such that G = Gx \j v G2 where U = {1, 2} and 12 G E(G). Then y(Gx) + Y(G2) + 1 > y(G) > y(G') + y(G2) -1.
Proof. To prove the upper bound, one need merely start with genus embeddings of G1 and G2 and connect them with two tubes, one joining the two images of 1 and the other joining the two images of 2.
To prove the lower bound, suppose R is a rotation system which determines a genus embedding of G. Define R¿ = R" whenever w G V(G') -U, i = 1, 2, and set Ext = Ext(R, U) as well as Ext' = Ext(R', U). Note that since 12 G U, it follows that Int(R, U) = Rx ° R2. Hence, by Theorem 17, r(R, U) = ||Ext ° Int(R, U)\\ = ||Ext ° R, ° R2||.
Moreover, since genus embeddings maximize the number of regions, r(R, U) = p(Ext, {TJ/G)}2.,).
Similarly, we may define the RJ,j = 1, 2, so that r(R', U) = u(Exf, (T^G')}2.,), i = 1, 2.
Since the set U separates G1 -U from G2 -U, it follows that Ext is the disjoint product Ext1 ° Ext2. If the PP(-, 2) pair (Ext, {Dj(G)}2_x) is decomposable, so are the pairs (Exf, {7)y(G')}2_,). It then follows from Corollary 8 that
If, on the other hand, (Ext, {Dj(G)}2Jm.x) is indecomposable, then, with a slight abuse of notation, by Theorem 10,
So, if both (Exf, {Dj(G')}2"x) are also indecomposable, we conclude that r(R, U) < r(R', U) + r(R2, U) + 2.
If one or both of these pairs is decomposable, observe that
and hence inequality (6) holds again. In fact we have shown that this inequality holds in all cases. The theorem now follows from the Euler-Poincaré formula in the following manner. First we note that the regions of R which do not contain any points of U are passed intact to either R x or R2 but not both. Hence it follows from (6) that Here too, Ext is the disjoint product Ext1 ° Ext2. If the PP( ■, 3) pair (Ext,
,=i7=i
Observe that for any PP(n, 3) pair, « -k-\a -\u -3 < n -K -|o + I < « -k + 3.
Hence, invoking Theorem 13 and Corollary 11, and applying them to (7), it follows that, regardless of the possible decomposability of (Exf, [Dj(G')Yjm.x), r(R, U) < r(R \ U) + r(R2, U) + 6.
an analogous decomposition on both pairs (Exf, {Dj(G')}j_x), i = 1, 2, and inequality (8) can be verified in the same manner as was done in the proof of Theorem 22. The details are omitted. An application of the Euler-Poincaré formula to (8) yields the inequality 2y(G) > 2y(G0 + 2y(G2) -5.
Since the genus parameter is integer valued, the statement of the theorem now follows. □
The following theorem first appeared in [HK] . The proof given there employs the Mayer-Vietoris sequence.
Theorem 23. Let G, G1 and G2 be connected graphs such that G = Gx \Zu G2 where U is independent. If y(G + uv) = y(G) + 1 for any distinct points u, v of U, then y(G)= y(Gx) + y(G2) + \U\-1.
Proof. Suppose U = 1, 2, . . . , k. If R' is a rotation system of G', / = 1, 2, then since U is independent, k Int(R', U) = II Rj, i= 1,2.
J=i
Now suppose that R is a rotation system which determines a genus embedding of G. Define 7^ = 7^ whenever v G V(G') -U, i = 1, 2. The values of R1 at vertices of U will be specified later. Observe that the condition y(G + uv) = y(G) + 1 for distinct u, v G U, implies that every region of R contains arcs of at most one vertex of U. Consequently, each orbit of Ext = Ext(R, U) is completely contained in one of the Dj, as well as in either G1 or G2. Let Ext),/ = 1, 2, . . ., k, i = 1, 2, be the Since genus embeddings maximize the number of regions, we already know that r(R, U) = p(Ext, {Dj(G)}j_x). It now follows from (9) above that r(R, U) = r(Rx, U) + r(R2, U) -k.
A straightforward application of the Euler-Poincaré formula yields the inequality y(G) > y(Gx) + y(G2) + k -I.
The reverse inequality can be proved by connecting genus embeddings of G ' and G2 with k appropriately placed tubes. □
The following corollary is the celebrated Battle, Harary, Kodoma, and Youngs Theorem [BHKY] . It is proved by setting k = 1 in the previous theorem and then applying induction to «. We now turn to the maximum genus yM(G).
The following theorem appears in [LR] , [Y] . The proof given here is similar to that of [LR] . Proof. Let R be a rotation system defining a maximum genus embedding of G. Define R¿ = Rv whenever t> G V(G') -{»}, i = 1, 2. It follows from Proposition 9c that R¿ = Int(R', {«}) can be specified so that r(R¡, {u}) = ||Ext(R', {«}) ° Int(R', {«})|| < 2, i = 1, 2.
Since r(R, {u}) > 1 it follows that r(Rx, {«}) + r(R2, {u}) < r(R, {«}) + 3 and hence r(Rx) + r(R2) < r(R) + 3.
The Euler-Poincaré formula now yields the inequality, yM(Gx) + yM(G2) + I > yM(G).
Observe that if equality holds in (11), then it must also hold in (10) and so Rx and R2 determine maximum genus embeddings in which r(Rx, [u}) = r(R2, {«}) = 2.
Suppose that R' is a rotation system which determines a maximum genus embedding for G', i = 1, 2. Define 7^ = 7^ whenever u G V(G') -{«}, and choose Ru so that r(R, {«}) = ||Ext(R, {«}) o Int(R, {«})|| < 2.
Since r(R', {«}) > 1 for i = 1, 2, it follows that r(Rx, {«}) + r(R2, {«}) > r(R, {u}) and hence r(Rx) + r(R2) > r(R). From this the inequality y^G1) + yM(G2) > yM(G) follows immediately. If R' has the additional property that r(R\ {u}) = 2 for i = 1, 2, then r(R ') + r(R2) > r(R) + 2 and so y"(G) > yM(Gx) + y^(G2) + 1. □ Corollary 26 [NRSW] . If the edge e of the connected graph G is a bridge and if
Gx and G2 are the connected components of G -e, then y"(G) = y*(G,) + y"(G2). Proof. First apply Theorem 25 to G, and e, so that yM(Gx u e) = yM(Gx). Then apply the same theorem to G2 and G, u e, observing that in any embedding of G, u e, the "free" end of e is on the boundary of exactly one region. □
The following theorem was first proved in [NRSW] .
Theorem 27. The connected graph G satisfies the condition y(G) = yM(G), if and only if every vertex of G is contained in at most one cycle.
Proof. Suppose y(G) = yM(G), and let v be any vertex of G. If R1 and R2 are any two rotation systems on G which differ only at v, then clearly Ext(R \ {v}) = Ext(R2, {v}) = Ext. Now choose R¿ so as to maximize r(Rx, {v}) = ||Ext ° R,,'!! and choose R2 so as to minimize r(R2, {v}) = ||Ext ° Rc2||. Since y(G) = yM(G), it follows that r(Rx, {v}) = r(R2, {v}) and hence, by Theorem 7 and Proposition 9c, |Z>"| -||Ext|| + 1 = ^Ext, {Dv}) = r(Rx, {v}) = r(R2, {v}) < 2 or ||Ext|| > degu -1.
Now if G contains a point u on two cycles, then it clearly contains a subgraph homeomorphic from the graphs of Figure 3 . If G D 77, let R be any rotation system of G such that Ru = (def...), Rc = (f-Xe-Xd-X...).
Then Ext = Ext(R, {«}) has as one of its orbits (def. . .) and hence ||Ext|| < deg" -2, contradicting (12) above. If G contains a subgraph homeomorphic from 77 or 77', then R is defined in a similar manner and leads to the same contradiction. Conversely, if every vertex of G is on at most one cycle, then after removing its bridges, all that remains of G is a set of disjoint cycles, each of which has License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use
