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Summary 
Aeroelastic instabilities have long constrained the flight envelope of many types of 
aircraft and thus are considered important during the design process. As designers 
strive to reduce weight and raise performance levels using directional material, thus 
leading to an increasingly flexible aircraft, there is a need for reliable (less conserva-
tive yet accurate) analysis tools, which model all the important characteristics of the 
fluid-structure interaction problem. Such a model would be used in preliminary de-
sign and control synthesis- Traditionally, the most accurate aeroelasticity results have 
come from either an experimental investigation or more recently a complete numeri-
cal simulation by coupling finite element method and computational fluid dynamics 
analysis. Though such results are very accurate, can be obtained over a complete 
flight regime and can include "higher-order" phenomena and nonlinearities, they are 
also very expensive, especially so in the initial phase of design, when a number of 
design configurations may need to be analyzed. 
For a restricted problem, it is advantageous to take into account simplifications 
which do not compromise the quality of the results. This would reduce the order of 
the problem while retaining high fidelity. Such a model would lend itself to an easier 
parameter identification and thus would be useful in design studies or in study of 
higher-order phenomenon. 
The focus of this research was to analyze a high-aspect-ratio wing aircraft flying 
at low subsonic speeds. Such aircraft are designed for high-altitude, long-endurance 
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missions. Due to the high flexibility and associated wing deformation, accurate pre-
diction of aircraft response requires use of nonlinear theories. Also strong interactions 
between flight dynamics and aeroelasticity are expected. To analyze such aircraft one 
needs to have an analysis tool which includes the various couplings and interactions. 
A theoretical basis has been established for a consistent analysis which takes into 
account, i) material anisotropy, ii) geometrical nonlinearities of the structure, iii) 
rigid-body motions, iv) unsteady flow behavior, and v) dynamic stall. 
The airplane structure is modeled as a set of rigidly attached beams. Each of 
the beams is modeled using the geometrically exact mixed variational formulation, 
thus taking into account geometrical nonlinearities arising due to large displacements 
and rotations. The cross-sectional stiffnesses are obtained using an asymptotically 
exact analysis, which can model arbitrary cross sections and material properties. An 
aerodynamic model, consisting of a unified lift model, a consistent combination of 
finite-state inflow model and a modified ONERA dynamic stall model, is coupled to 
the structural system to determine the equations of motion. 
Using finite element discretization, the formulation leads to a set of nonlinear par-
tial differential equations which are first order in time. First, a steady-state solution 
for a given flight condition is obtained. The equations of motion can then be per-
turbed about this steady state to get the eigenvalues of the system, i.e., frequency 
and damping. The perturbed equations are in the state-space form and can be used 
for linear control synthesis. For time marching, space-time mixed finite elements are 
used to obtain a set of nonlinear algebraic equations which can be solved with the 
given initial conditions to get the solution after a time step. 
The results obtained indicate the necessity of including nonlinear effects in aeroe-
lastic analysis. Structural geometric nonlinearities result in drastic changes in aeroe-
lastic characteristics, especially in case of high-aspect-ratio wings. The nonlinear stall 
xiv 
effect is the dominant factor in limiting the amplitude of oscillation for most wings. 
The limit cycle oscillation (LCO) phenomenon is also investigated. Post-flutter and 
pre-flutter LCOs are possible depending on the disturbance mode and amplitude. 
Finally, static output feedback (SOF) controllers are designed for flutter suppression 
and gust alleviation. SOF controllers are very simple and thus easy to implement. 
For the case considered, SOF controllers with proper choice of sensors give results 




The field of aerospace engineering is entering an era of high technology. Over the 
past decade there has been a great deal of progress in almost all the sub-fields in 
aeronautics. Control is becoming an integral part of all the sub-disciplines, thus 
leading to areas of research like control of flexible structures, flow control, and the fly-
by-wire concept. Traditionally, designers sought to optimize the design for individual 
disciplines. For example, the design of the load-carrying member of a wing was the 
responsibility of the structural engineer, who had to do it within the constraint of 
an airfoil shape optimized by an aerodynamacist. The flight control system designer 
would then work on this design for the best performance and stability norms. Such 
a design does not always approach the global optimum, the solution to a coupled 
optimization problem. 
Coupled optimization with realistic models is computationally very expensive. 
One could depend on historical data to constrain the system to the point that it is 
solvable. An alternative way is to construct low-order, high-fidelity models which 
contain most of the higher-order, nonlinear effects and couplings of the aircraft. This 
would not necessitate constraining of the system; thus it is open to newer designs for 
current flight requirements. Such a system model would give physical insight into 
the behavior of the problem, thus highlighting the kind of coupled behavior which is 
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sometimes favorable but can be disastrous at other times. 
The last decade has seen an expansion of the flight envelope as well as an increase 
in the variety of flight missions. Aeroelastic tailoring of composite wings opened 
an era in which structural coupling was used favorably, making forward swept wings 
possible. Uninhabited aerial vehicles would take the human out of the aircraft. An in-
crease in flight performance is likely due to the tolerance for high loads but would have 
to be accompanied by very robust and intelligent controllers. Here flight maneuvers 
which were once discarded due to their uncertainties could be used if accompanied 
by a controller based on an aircraft model (analysis) which possesses all the physical 
characteristics of the aircraft. Then stall could be a regular part of the flight trajec-
tories, and control reversal could be used effectively as control augmentation. Again 
the need is for a model which takes into account the higher-order, nonlinear effects 
and the various couplings. Such a model could be used for parametric studies on 
an aircraft model and for optimization. One could augment this model with a more 
accurate analysis tool for final validation. 
The aim of the proposed research is to develop such a low-order, high-fidelity model 
which includes various structural and aerodynamic nonlinearities and couplings. This 
model could give physical insight into the behavior of the system and would be useful 
in flight controller and flutter suppression system design. With the integration of the 
various disciplines, including structures, dynamics, aerodynamics, propulsion, flight 
mechanics and control, this model could also be used in a flight simulator as, say, a 




Aeroelasticity is a vast field. Aeroelastic instabilities such as divergence and flutter 
have been the limiting factors for high speed flights. The development of theories for 
aeroelastic analyses, which started with simplistic models of linear modal analysis for 
structures and one-dimensional (1-D) quasi-steady aerodynamics, have come a long 
way to the point that tools based on coupling the Finite Element Method (FEM) 
and Computational Fluid Dynamics (CFD) are in current use. Yet many aeroelastic 
analysis tools and unsteady aerodynamics theories which were developed in the earlier 
part of the century are still in common use, e.g., modal analysis, Theodorsen's un-
steady aerodynamics, the Doublet Lattice Method and the V-g method. The advent 
of high powered computers has only made it faster to get to the answer. It is not 
the aim of this chapter to go into the historical development of aeroelastic theories. 
Instead an overview of recent and ongoing research in related fields is presented. For 
putting the references in the right perspective, the literature survey is divided into 
various sections. 
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2.1 Aeroelastic Tailoring 
Aeroelastic analysis of composite wings is the focus of an ever increasing body of 
literature. The interest stems from the possibility of using directional properties of 
composites to optimize a wing (i.e., aeroelastic tailoring). One of the earliest para-
metric studies on aeroelasticity of composite wings was done by Housner and Stein [1]. 
They presented a computer program for flutter analysis that calculated the variable 
stiffness properties by using a laminated, balanced-ply, filamentary composite plate 
theory. The parametric studies included the effect of filament orientation upon the 
flutter speed for wings with various sweep angles, mass ratios, and skin thicknesses. 
Hollowell and Dugundji [2] analytically and experimentally investigated the flut-
ter and divergence behavior of unswept, rectangular wings made of graphite/epoxy, 
modeled as cantilevered plates with various amounts of bending-twist coupling. Lot-
tati [3] analytically investigated the flutter and divergence speeds of a cantilevered, 
composite, forward-swept rectangular wing, for various values of the bending-twist 
coupling. Green [4] concentrated on the aeroelastic problems of a transport aircraft 
with its high-aspect-ratio, aft-swept wings. 
Shirk et al. [5] presents a historical background of aeroelastic tailoring and the 
theory underlying the technology. The paper provides historical perspective on the 
development of codes and the activities of various research groups up to that time. It 
is still true that in many studies, the structural deformation model used is a beam-
like wing, since tailoring focuses on bend-twist deformation coupling. Restraining the 
freedom of the edgewise bending mode, which is often done, can result in substantially 
different natural frequencies and mode shapes for highly coupled laminates. The 
prudence of retaining rigid-body modes in flutter analysis during design iterations was 
also pointed out. Weisshaar [6] discussed static aeroelastic problems such as spanwise 
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lift redistribution, lift effectiveness, and aileron effectiveness. Two theoretical models 
are commonly used: (1) laminated plate theory with elementary strip theory airloads, 
(2) a more general representation of the laminated wing in matrix form, with discrete-
element aerodynamics. In the latter case, the beam is characterized by bending 
stiffness EI, torsional stiffness GJ, and bending-twist coupling K. 
The works described above use very simplified and unrealistic structural models 
compared to real wings. The models use either a plate-beam model or a "box-beam" 
composed of two rigidly attached plates. These models are sufficient to prove the 
concept of aeroelastic tailoring, but they are not suitable for designing real wings. 
Librescu and his co-workers [7, 8] analyzed the divergence instability of a swept-
forward, composite wing modeled as a thin-walled, anisotropic, composite box beam. 
The model incorporates a number of non-classical effects, including anisotropy of the 
material, transverse shear deformation and warping effects. This type of model offers 
insight into the elastic coupling mechanisms. This model is representative of a wing-
like geometry and includes "non-classical" effects in the beam model, but, it is still 
not suitable for a realistic, built-up structure. 
Banerjee and his co-workers have been working on a similar problem and have 
investigated the optimization of a composite cantilevered box beam with frequency 
and aeroelastic constraints [9, 10]. The dynamic stiffness matrix method is used for 
modal analysis of the beam. In another study, parametric analysis of box beams 
with thick walls is conducted by Chattopadhyay and co-workers [11]. Here, higher-
order laminate theory is used for each wall of the box beam. Aeroelastic tailoring 
of cantilevered composite box beams has been investigated by Cesnik, Hodges, and, 
Patil [12, 13]. The papers investigated the influence of ply angle layup on flutter and 
divergence speed of a high aspect ratio wing. 
The aerodynamics used in all the above investigations is based upon simple 
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Theodorsen's strip theory. Aerodynamic loads can be obtained only if the reduced 
frequency (k) is specified. The drawback of /c-type aerodynamics is that results for 
true aerodynamic damping at a given flight condition cannot be obtained, only the 
flutter condition is obtained accurately. In addition, important compressibility and 
finite aspect ratio effects are not accounted for in many models. Structurally the wing 
was clamped at one end thus neglecting the rigid body modes. The analyses were 
useful in indicating the strong influence of structural coupling, but were insufficient 
in terms of accuracy for practical configurations to be used for preliminary design or 
for control synthesis. 
2.2 Nonlinear Aeroelasticity 
Nonlinear aeroelastic analysis has gathered a lot of momentum in the last decade 
due to understanding of nonlinear dynamics as applied to complex systems, and the 
availability of the required mathematical tools. Boyd investigated the effect of edge-
wise deformation and steady-state lift on the flutter of cantilevered wing [14]. He 
modeled a simple nonlinear structural coupling between torsion and bending arising 
due to moderately large deformation. Theodorsen's theory was used for aerodynamic 
analysis. The studies conducted by Dugundgi and his co-workers are a combination 
of analysis and experimental validation of the effects of structural couplings on aeroe-
lastic instabilities for a simple cantilevered laminated plate wing [15, 16, 17]. Stall 
flutter is investigated using the ONERA stall model. Though the focus is on nonlin-
earities due to stall and some structural nonlinearities are also considered, none of 
this work considers realistic, built-up structural models. 
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Limit cycle oscillations 
There are various modalities to analyze and predict limit cycle oscillations (LCO). 
Given below are a few which have been recently applied to aeroelastic LCO study. 
The most common way of analyzing LCOs is via time marching. The system is 
simulated in time for various initial conditions. And the response is plotted in time 
or as a phase-plane plot to see if i) the response is diverging and 11) it converges to 
a LCO. This is very much computer time intensive and one needs to select a set of 
initial conditions relevant to the problem at hand. Tang et al. [18] used reduced order 
finite-state inflow model to analyze the nonlinear behavior of airfoil sections with free 
play nonlinearities. Tang and Dowell [19] have analyzed the nonlinear behavior of a 
flexible rotor blade due to structural, free-play and aerodynamic stall nonlinearities. 
The analytical results were compared with experimental observations. In both cases 
time-marching was used. Patil and Hodges [20] have presented results on the LCO 
observed in a stiff metallic wings. Finite elements in space and time were used for 
time integration. 
In harmonic balance analysis the response is assumed to be a linear combination 
of a set number of harmonics. The solution is obtained by solving the nonlinear 
algebraic equations associated with all the harmonics. This type of analysis can often 
be improved by taking a larger number of harmonics. Unfortunately, it is not always 
possible to write the nonlinearities in terms of a set of harmonics, and even if it is, 
it may be too cumbersome. Dunn and Dugundji [16] used Fourier analysis to extract 
the relevant harmonics from the ONERA model and then used the harmonic balance 
method to predict LCO in a plate-like composite wing. The results obtained were 
compared with experimental data. 
Wavelet filtering is a technique still under development and basically involves 
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running the time histories through a wavelet filter to get the Fourier components at 
various time steps. It is only a filtering (rather than analysis) technique and thus 
can take time histories from either experimental data or computation. It is useful 
in prediction of the onset of LCO. This analysis has been proposed by Lind, Snyder 
and Brenner [21], and has been used successfully to predict LCO using the nonlinear 
airfoil response data generated by Strganac and co-workers [22]. 
Apart from the experimental data for wing LCOs obtained by Tang and Dowell, 
and Dunn and Dugundji, O'Neil and Strganac [22] have obtained results for an airfoil 
on a nonlinear support system. A later theoretical analysis using the method of 
multiple scales by Gilliatt, Strganac and Kurdila [23] includes nonlinearities due to 
stall in a quasi-steady way. The objective is to predict internal resonance in such a 
model and to explore its effect as a LCO triggering mechanism. 
2.3 Flight Dynamics of Flexible Aircraft 
Aeroelastic characteristics of a highly flexible aircraft is investigated by van Schoor 
and von Flotow [24]. Natural mode shapes are obtained using finite element method 
and the corresponding unsteady forces are calculated using strip theory. It reiterates 
the necessity of modeling unsteady aerodynamics and flexibility to get the correct 
aircraft dynamics. 
Waszak and Schmidt [25] used Lagrange's equation to derive the nonlinear equa-
tions of motion for a flexible aircraft. Generalized aerodynamic forces are added as 
closed form integrals. This form helps in identifying the effects of various param-
eters on the aircraft dynamics. Newman and Schmidt [26] discuss the method for 
reducing the order of a complete aircraft flight dynamics model. The reduction is 
accomplished by retaining all the modes that are critical in feedback system design. 
Frequency-weighted internally balanced reduction is compared with modal residual-
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ization. Approximate literal expressions for the poles and zeroes of the system are 
also obtained. This method is good for a low order model and can give physical 
insight into the behavior of the system. 
Linear aeroelastic and flight dynamic analysis results for a HALE aircraft are 
presented by Pendaries [27]. The results highlight the effect of rigid body modes on 
wing aeroelastic characteristics and the effect of wing flexibility on the aircraft flight 
dynamic characteristics. 
Drela [28] has developed a nonlinear aeroelastic analysis code based on nonlinear 
finite elements for structural modeling and wind-aligned vortex wake for steady aero-
dynamic loads. Time marching is conducted by tracking the wake vortex sheet and 
calculating the influence on the wing. In the frequency domain unsteady aerodynamic 
loads are obtained for each space-time perturbation mode by using velocity influence 
coefficients for the frequency of the mode under consideration. A simplified approach 
using a locally-2D approximation is also presented. 
2.4 Control of Aeroelastic Instability and Response 
A survey paper by Noll [29] gives a good background on the subject of aeroservoe-
lasticity. The feasibility of using feedback control systems for preventing aeroelastic 
instabilities on a forward swept wing was investigated by Noll et al. [30]. The design 
of a practical oscillation suppression system for an F/A-18 was done by Trame et 
al. [31]. 
A series of studies into control design for an aircraft based on its aeroelastic model 
have been conducted at NASA Langley. An experimental drone aircraft is used as a 
test case. Finite element method is used to model the structure and Doublet Lattice 
method is used to get the modal aerodynamic coefficients for various reduced frequen-
cies. Newsom et al. [32] use a modified linear quadratic gaussian (LQG) method for 
9 
flutter suppression controller design. A reduced order controller is obtained by modal 
residualization and is evaluated on a complete system modal. This kind of design in-
volves a lot of trial and error. Engineering judgment has to be used during selection 
of design parameters, relative noise gains and the states to be retained. Newsom and 
Mukhopadhyay [33] used the matrix singular values of the system return difference 
matrix to design a robust controller. The aim was to maximize the minimum sin-
gular value (unconstrained) or to constrain the singular values while minimizing the 
controller gains. Mukhopadhyay [34] extended the method to include shaping of the 
singular value spectrum (over the frequency). It is a four step procedure involving 
LQG controller design, optimization with singular value constraint, order reduction, 
followed by re-optimization with singular value constraint. Ref. [35] is a continuation 
of the work for a discrete time system. Here a digital robust controller is designed for 
gust load alleviation. 
An active control system concept for an aeroelastic wind tunnel model with strong 
flight dynamic/aeroelastic interactions is developed by Rimer et al. [36]. A combina-
tion of a canard based stability augmentation system and an active flutter/divergence 
suppression system is used to get the desired flying qualities. The complete aircraft 
was modeled using few modes of vibration including rigid body modes. 
Lin et al. [37, 38] have done a series of studies on using strain actuated aeroelastic 
wing control. Piezoelectric actuators were used for inducing strain. An experimen-
tal wing was designed and tested. A linear quadratic gaussian (LQG) control law 
was designed on the experimentally identified system for increased flutter dynamic 
pressure and decreases gust response. 
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Static output feedback 
Static output feedback (SOF) gives one of the simplest possible controller design. 
Such a control design has been used in the present work for flutter suppression and 
gust load alleviation. Levine and Athans [39] first posed the linear quadratic SOF 
problem and found the control to be defined by the solution of two coupled Riccati 
equations. A computational solution procedure was also proposed. Since then there 
have been a lot of studies extending the results. A recent survey paper by Syrmos 
et al. [40] gives the current progress in the theory and solution techniques of SOF 
problems. 
2.5 Other Relevant Literature 
One does find in the literature a few dynamic aeroelasticity studies in which detailed 
structural formulations are considered. Guruswamy and co-workers have done a series 
of works in this area, including numerical solution of the 3-D unsteady Euler/Navier-
Stokes equations [41], the study of wing-body aeroelastic response [42], and the solu-
tion of the Euler equations for flow over a wing assembled from plate finite elements 
[43]. Batina and co-workers have conducted similar work of coupling high-fidelity, 
computationally-expensive, time-domain aerodynamic codes with structural analy-
sis. The work lead to the development of CAP-TSD (Computational Aeroelasticity 
Program-Transonic Small Disturbance) code [44, 45]. Here, the wing structure is rep-
resented by the natural modes. The aeroelastic analysis results are in good agreement 
with experimental data. Static aeroelastic results of a complete fighter configuration 
was obtained by Schuster 46] using ENS3DAE code [47]. ENS3DAE code is based on 
a complete three-dimensional Navier-Stokes algorithm. The studies discussed above 
are very accurate but far too complicated for use of linear control theory. 
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Rotor aeroelasticity is similar but much more complex as compared to fixed wing 
aeroelasticity. Analysis tools developed in both the fields have been frequently used 
in the other. The beam theory as well as the unsteady aerodynamics used in this re-
search have been developed initially for helicopter aeroelasticity. Research conducted 
by Pulton [48] and Shang [49] form the basis for this research and is described be-
low. Fulton and Hodges [50] coupled the mixed variational formulation for dynamics 
of beams [51] with 2-D quasi-steady aerodynamics and inflow calculated by momen-
tum/blade element theory to develop a stability analysis for a hingeless, composite, 
isolated rotor in hover. The results were in good agreement with analytical as well 
as experimental results. Shang and Hodges [52] used state-space inflow theory devel-
oped by Peters and He [53] and coupled it with the mixed variational beam equations. 
Parametric studies were performed on rotors with advanced tip configurations, and on 
rotors with pretwist and initial curvature. Again the results were in good agreement 




In all the works described in the literature survey, although a few of them address 
some of the same concerns as proposed here, they either lack a sufficiently powerful 
structural model or a sufficiently powerful aerodynamic model. Some have considered 
various higher-order phenomena as a separate issue rather than in a unified frame-
work. Some have included certain effects by adding ad hoc terms based on experience 
or intuition, while others have done trend analysis without proper consideration of 
physical constraints. There were some computationally intensive studies using the 
finite element method and CFD. While this leads to a very accurate aeroelastic anal-
ysis, it is computationally expensive, takes large amount of human resources to create 
accurate models and most importantly is not amenable to aeroservoelastic analysis, 
controller design and preliminary design. 
Thus, the motivation for the proposed research stems from the lack of an aeroe-
lastic model for an aircraft that has all the following capabilities: 
1. able to model realistic wing structures of moderate to high aspect-ratio; 
2. able to handle large rigid-body motion and geometrically nonlinear elastic de-
formation; 
3. able to model representative flow about the wings without the complexity of 
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CFD; 
4. able to obtain a sufficiently high degree of fidelity to ensure that the model 
provides an accurate physical insight into the behavior of the aircraft; 
5. able to do so with a sufficiently low-order model to allow the use of linear control 
theory. 
The goals of the present work necessitate the use of state-of-the-art, low-order, 
high-fidelity models. A brief description of the models used is presented below. A 
more detailed formulation of the aeroelastic analysis of a complete aircraft is presented 
in the next chapter. 
3.1 Wing Structural Modeling 
During the last nine years, a comprehensive framework has been developed for mod-
eling of generally nonhomogeneous, anisotropic beams with arbitrary cross-sectional 
geometry and material distribution [54, 55]. With the modeling power of the finite 
element method, it takes a two-step modeling approach which facilitates the accurate 
treatment of complicated, built-up beam-like structures with a very small number 
of states. It is based on 3-D elasticity and is capable of modeling complex cross-
sectional geometries (solid, built-up, or thin-walled; open or closed; airfoil shaped 
if necessary), including all possible couplings and deformation in an asymptotically 
correct manner. If further structural constraints are necessary, asymptotically correct 
3-D strain/stress can be recovered at any point within the structure. Using this tech-
niques, a moderate- to large-aspect-ratio wing can be modeled accurately as a beam. 
It should be noted that rather than always using the finite element method to extract 
the beam cross-sectional elastic constants, one can also solve for these constants in 
closed form if the structure is of thin-walled construction. An example of this sort of 
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analysis is found in Refs. [56] and [57]. Rehfield's model [56] is not asymptotically 
exact, but it analytically calculates the complete 6 x 6 stiffness matrix. 
3.2 Large Rigid-Body Motion and Geometrically 
Nonlinear Deformation 
The framework of structural analysis described in the earlier section also gives rise 
to a set of geometrically-exact nonlinear equations for the beam structural dynam-
ics [51]. Thus, it provides a concise but accurate formulation for handling built-up, 
beam-like structures undergoing large motions with geometrically nonlinear deforma-
tion. It has been successfully applied to rotary-wing static and dynamic aeroelastic 
stability problems [50, 58], and aircraft composite wing aeroelastic analysis [12]. This 
formulation is ideally suited for large motion and geometrically nonlinear deformation 
of wings structures and will be used here. 
3.3 Finite Element Discretization 
By selecting the shape functions for the variational quantities in the formulation, one 
can choose between, i) finite elements in space leading to a set of ordinary nonlinear 
differential equations in time, ii) finite elements in space and time leading to a set 
of nonlinear algebraic equations. 
3.4 Aerodynamics 
A finite-state aerodynamic theory is well-suited for aeroelastic stability analysis, be-
cause the equations can easily be transformed into the s-plane for eigenanalysis. 
In order to have a state-space representation of the aerodynamic problem with a 
low number of states, the finite-state aerodynamic theory of Peters and co-workers 
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[59, 60] is a natural choice. It accounts for large frame motion and has generalized 
forces associated with generalized airfoil motion. The unsteady aerodynamics can be 
reduced to classical theories including trailing-edge flap deflection, e.g., Theodorsen's 
theory [61] and Greenberg's theory [62]. The inflow model of Ref. [60] is responsible 
to provide the inflow states. The theory has been extended to include compressibility 
effects [63], and the ONERA stall model [59], thus increasing its validity over to a 
broader range of flight conditions. 
3.5 Aeroelastic Analysis 
By coupling the structural and aerodynamics models one gets the complete aeroelastic 
model. Using finite elements in space one can obtain the steady-state solution and 
calculate linearized equations of motion to do the stability analysis. This can also be 
used as a state-space representation for linear control synthesis. Finite elements in 
space and time will be used to march in time and get the dynamic nonlinear behavior 
of the system. This kind of analysis will be useful in finding the amplitudes of the 
limit cycle oscillations if the system is found to go unstable. 
3.6 Control System Design 
Once the state-space representation of the system has been achieved and the insta-
bility speed calculated, the next step is to increase the stability margin using active 
control. Here a simple static output feedback controller design is implemented [39]. 
Such a design is very easy to understand and implement. The simplicity of the con-
troller coupled with the physical insight obtained from the aeroelastic model could 




The theory is based on two separate works combined to give a consistent aeroelastic 
analysis, viz. i) mixed variational formulation based on exact intrinsic equations for 
dynamics of moving beams [51], and, 11) finite-state airloads for deformable airfoils 
on fixed and rotating wings [59, 63]. The former theory is a nonlinear intrinsic 
formulation for the dynamics of initially curved and twisted beams in a moving frame. 
There are no approximations to the geometry of the reference line of the deformed 
beam or to the orientation of the cross-sectional reference frame of the deformed beam. 
A compact mixed variational formulation can be derived from these equations which 
is well-suited for low-order beam finite element analysis based in part on the original 
paper by Hodges [51]. The latter work presents a state-space theory for the lift, drag, 
and all generalized forces of a deformable airfoil. Trailing edge flap deflections are 
included implicitly as a special case of generalized deformation. The theory allows 
for a thin airfoil which can undergo arbitrary small deformations with respect to a 




Cd drag coefficient 
D drag per unit length 
e% unit vectors in the i
th direction 
/ external applied force 
F internal force 
G gravitational energy 
hn generalized airfoil deformations 
H linear momentum 
/ inertia matr ix 
K kinetic energy 
t wing length 
Ln lift distribution per unit length coefficients 
m external applied moment 
M internal moment 
M mass 
P angular momentum 
r position vector from aircraft reference point 
S 6 x 6 stiffness matrix 
UQ aircraft forward speed 
U potential energy 
vn generalized velocity perpendicular to airfoil 
V linear velocity 
X s t ructural variables 
Y inflow variables 
5 variational operator 
5A virtual action 
18 
5W virtual work 
A identity matrix 




An inflow expansion coefficients 
9 Rodrigues parameters 
Q angular velocity 
p density of air 
f mass offset 
superscript 
( ) derivative with respect to time 
( )' derivative with respect to x\ 
( ) steady-state solution 
( ) small perturbation about steady state 
( ) dual matrix 
4.2 Structural Theory 
The structural formulation derived in the present research is an extension of the 
mixed variational formulation for dynamics of moving beams. The original variational 
principle is modified and includes, global frame motion as variable and gravitational 
potential. Equations of motion are generated by including the appropriate energies 
in the variational principle followed by application of calculus of variation. Before 
describing the formulation, a few words have to be said about the notation and the 
reference frames used. 
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There is no difference, per se, between the symbols for scalars and those used for 
column matrices (the elements of which are measure numbers of vectors in a certain 
basis). The subscript in both the cae-3s would indicate the object or the point referred 
to. In the case of a column matrix, a superscript might be added to indicate with 
which reference frame the measure numbers are associated. The rotation matrix 
would be denoted by C with the superscripts indicating the two reference frames in 
between which it transforms; e.g., xa — Cabxb. 
There are various reference frames used in the formulation: T is the inertial refer-
ence frame, with is vertically upward (needed to define the direction of gravitational 
forces); 'a' is a frame attached to the aircraft body, with a^ pointing towards the 
nose, and 0,3 pointing upward; '6' is a series of frames attached to the undeformed 
beam (wing) reference line, b\ is along the reference line; iBi is the deformed beam 
reference frame. 
The subscripts / and w refer to properties related to the fuselage and wing re-
spectively. The subscripts 0 and b refer to points on the aircraft and beam reference 
line respectively. Note that the formulation is presented here assuming just one wing 
connected to a rigid fuselage for clarity. In actual implementation an user-defined 
number of "wings" are allowed, thus accounting for two wings, tail wings, vertical 
stabilizer, canard, or any other wing-like surfaces. A flexible fuselage or tail-boom 
(in HALE aircraft) is modeled as a purely structural beam. 
The variational formulation is derived from Hamilton's extended principle and can 
be written as, 
/£ [5{K -U)+IW]dt=5A (4.1) 
where £1, £2 specify the time interval over which the solution is required. 
The kinetic energy of the system comes from the two subsystems which have mass, 
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viz., fuselage and wing. The kinetic energies can be represented as, 
Kf = \ {MsVfV§ - 2Mfn%V?£f + nflfQt] 
KW = \ /< (MWVBTVB - 2MWQ
B^W + nfiwn
B) dXl 
The gravitational potential energy can be written as 
G/ = Mf9eJC«'(u'0+^) 
Gw = So MwgeJC" («g + rt» + v$ + C °
B ^ ) dXl 
(4.2) 
(4.3) 
The strain energy due to elastic deformation of the wing is given by, 
u = M{l}Tw{l}** (44) 
The stiffness matrix for arbitrary cross section can be obtained from VABS (Varia-
tional Asymptotic Beam Sectional Analysis) [55]. 
Now taking the variation of individual energies, we get, 
SK = 5V0
aTP0
a + SQfHS + ft (SVBTPB + 6QBTHB) dXl (4.5) 
The expressions for P and H have been derived in Ref. [58] and are given by, 
p = ( i f = M(V- & 
Also, 
5U = 6G + $ (5tTFb
B + 5K,TMb
B) dxx (4.7) 
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The virtual work done on the system can be written as 
6W = Suffg + Mfml + Sl0 (Sufff + Mfrnl) dxx (4.9) 
Now using the kinematic relationships derived in Ref. [51] and the transformed 
representation presented in Ref. [58], the expressions for the velocities and the gen-
eralized strains can be written as 
\/a _ -a 
fig = -CaiCaiT 
(4.10) 
yB = CBa (ya + Qa ^a + ^ a ) + ^ a 
C)B __ /iBa/^BaT i r^BaQa/^Ba^ 
7 = C
Ba (Ca 6ei + < ) - ex 
« = (cbBcBa' - c6a/) ca6 
Before proceeding any further, it is necessary to define rotational variables to 
represent the orientation of the aircraft and wing sections. The orientation of B 
frame with respect to a frame can be represented in terms of Rodrigues parameters. 
Rodrigues parameters have been applied to nonlinear beam problems with success. 
Thus, the expressions for the angular velocities and moment strain can be simplified 
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in terms of the parameters as 
0 ? = Cba £-
7~of¥h 
v1 + ^ y 
)ab + C
BaQa0 
K = C ba 
( AJj \ 
f" 
V i + 4 I 
(4.11; 
eaJ 
For the orientation of the aircraft (i.e., of the a frame), the regular use of the 
Rodrigues parameters is insufficient because of a singularity at rotation of 180? Thus, 
the direction cosines of a in i will be used as rotational variables. The expression for 
the angular velocity will automatically constrain the six additional unknowns. 
Given above are the variational forms of all the energies, and the expressions for all 
the variables used therein. In the mixed formulation, the variable expressions are en-
forced as additional constraints using Lagrange multipliers. Denoting the expressions 
of all the variables by ()*, Hamilton's equation becomes, 




-6Qf(HS - Hn - SPf(V0
a - Vol ~ SHfW - nr) + tf [6Vb
B*TPb
B 
+5SlB*THB - 6<y*TF* - 6**TMl> + 5uf fS + tyfml + S7
T(FB - Ff) 
+6K
T(M* - MD - 6V»T(P* - PB*) - 5QBT(HB - HD + SFb
BT(2- 7*) 
+6M?T(K - K,*) - 5PBT(VB - Vb
B*) - 5HBT(nB - nB*)] dxx) dt = 5A 
(4.12) 
The expressions for various quantities and their variations can be substituted in the 
above equations to get a complete expression for the Hamilton's equation. 
The external forces and moments in the above expressions are the various loads 
acting on the aircraft, including aerodynamic and propulsive loads. Propulsive loads 
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will be assumed as given. The aerodynamic loads will be calculated as described in 
the following section. 
4.3 Aerodynamic Theory 
In order to have a state-space representation of the aerodynamic problem with a 
low number of states, the finite-state aerodynamic theory of Peters and co-workers 
[59] is a natural choice. It accounts for large frame (airfoil) motion as well as small 
deformation of the airfoil in this frame, e.g., trailing edge flap deflection. The theory 
has been extended to include compressibility effects [63], and gives good dynamic 
stall results when complemented with the ONERA stall model [59]. 
The aerodynamic loads used are as described in detail in Peters and Johnson [59]. 
The integro-differential airloads equations can be converted into ordinary differen-
tial equations (ODE) through a Glauert expansion. The ODEs are in terms of the 
expansion coefficients which are represented by a subscript n, so that 
£-p{Ln} = -b
2[M] {hn + vn) - bu0[C] [hn + vn- A0} - u0
2[K] {hn} 
-b[G] {u0hn + uo(n ~ u0vn + u0Xo} 
rji rj-i 
^-p{D} = -b{hn + vn-X0} [S]{hn + vn-\0}+b{hn + vn} [G}{hn} 
-u0 \hn + vn- A0} [K - H] {hn} + {u0hn + u0(n - u0vn + u0X0}
T [H] {hn} 
(4.13) 
where p, b are the air density and semichord respectively. The matrices denoted 
by [K], [C], [G], [S], [H], [M] are constant matrices whose expressions are given in 
Ref. [59] 
The required airloads (viz., lift, moment about mid-chord, and hinge moment) 
are obtained as a linear combination of Ln. The theory described so far is basically a 
linear, thin-airfoil theory. But the theory lends itself to corrections and modifications 
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from experimental data. Thus, corrections such as thickness and Mach number can 
be incorporated very easily as described in Ref. [63]. 
4.3.1 Inflow theory 
The inflow is obtained through the finite-state inflow theory [64]. The inflow (A0) is 
represented in terms of N states Ai, A2, • • •, AJV as 
A o ~ | £ l l M n (4.14) 
where the bn are found by least square method, and the An are obtained by solving a 
set of N first-order differential equations [64] as, 
Ao - \\2 + f Ai = 2f 
(4.15) 
h (^"! ~ A«+0 + ^fXn = n 1 7 
where, F is the normalized circulation ^ . The expression for the normalized circu-
lation is calculated based on the deformable airfoil model as 
F = {1}T[C - G]{hn + vn - Ax} + f{l}
T[K}{hn} (4.16) 
4.3.2 Stall model 
The airloads and inflow model can be modified to include the effects of dynamic 
stall according to the ONERA approach [65] as modified to couple with the present 
airloads model [59], so that 
LTn = Ln + puTTn n > 1 
(4.17) 




2 + (v0 + ti0- A0)
2 
(4.18) 
r„ + Jvr„ + (f) ^2r„ = -1-'"^Ac- - ^ 2 e « r | («rAC„) 
The parameters Acn , rj, u>
2, and e must be identified for a particular airfoil. Tg is 
the correction to the circulation obtained for A Q . TO calculate the correction to Lift 
(—LQ) and drag (D) the following equations are used, which also include the effect of 
skin friction drag; viz., 
LTo = L0- pu0Ti - cduT(v0 + h0 - X0)pb 
(4.19) 
DT = D - p{vo + ho - A0)T^ + cduTu0pb 
The airloads are inserted into Hamilton's principle to complete the aeroelastic 
model. Here a few comments need to be made regarding the validity of the aerody-
namic model. The airloads model is based on thin airfoil theory and the inflow model 
is based on unsteady wake due to an oscillating airfoil. Thus, the theory does not 
take into account the steady or unsteady vortices shed due to spanwise variation of 
circulation. This implies that tip vortices and in general vortices in the freestream 
direction are neglected. Here it is assumed that due to the high aspect ratio, the three-
dimensional inflow structure can be accurately approximated as a two-dimensional 
inflow at each spanwise airfoil except at the wing tips. It is further assumed that 
wing tip vortex effects will not change the overall behavior of the wing significantly. 
Thus, the results may be quantitatively off but would predict the overall qualitative 
behavior. Also, due to 2-D assumption any effect of vortices shed out of the plane due 
to curved wing are also not, captured. Finally, the ONERA model is an semi-empirical 
model which gives accurate results for the flight conditions based on which the model 
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parameters are optimized. Any extrapolation of the model for conditions outside the 
range of design of the model would lead to inaccurate predictions. 
4.4 Solution of the Aeroelastic System 
Coupling the structural and aerodynamics models one gets the complete aeroelastic 
model. By selecting the shape functions for the variational quantities in the formula-
tion, one can choose between, i) finite elements in space leading to a set of ordinary 
nonlinear differential equations in time, ii) finite elements in space and time leading 
to a set of nonlinear algebraic equations. Using finite elements in space one can ob-
tain the steady-state solution and calculate linearized equations of motion about the 
steady state for stability analysis. This state-space representation can also be used 
for linear control synthesis. Finite elements in space and time are used to march in 
time and get the dynamic nonlinear behavior of the system. This kind of analysis 
is useful in finding the amplitudes of the limit cycle oscillations and checking the 
nonlinear system response. 
Thus, three kinds of solutions are possible, i) nonlinear steady-state solution, ii) 
stability analysis of small motions about the steady state (by linearizing about the 
steady state); and ii) time-marching solution for nonlinear dynamics of the system. 
For steady state and stability analysis, the formulation is converted to it weakest 
form in space, while retaining the time derivatives of variable. This is achieved 
by transferring the spatial derivatives of variables to the corresponding variation by 
integration by parts. Due to the formulation's weakest form, the simplest shape 
functions can be used [51]. 
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5u = 5ui(l — f) + 6uj£ u = U{ 
(4.20) 
5M = 5Mi{l-£) + 5Mj£ M = Ml 
JF = JPl P = Pi 
W = Mi H = Ht 
With these shape functions, the spatial integration in Eq. (4.12) can be performed 
explicitly to give a set of nonlinear equations. 
The equation for the aircraft (rigid-body motion) can be written as, 
pa _ Qapa _ magQai^ + £ 7 ^ ^ ^ g Q a i ^ + Q™ fa) = 0 
(4.21; 
-Ha - naHa - V«Pa - magQgC
aie3 + Z?=i[m
lgCaie3(r
l + u% 
+CawQg) + {? + u
l)Cawfla - C
awCacfa + C
awrr^\ = 0 (4.22) 
The equations for the zth element of the wing can be written as, 
f[-Cab(I - Cbw)ei + C
aw^]1 (4.23) 
+ul + f[-Cab{I - Cbw)ex + C
awj]l+l - ul+l = 0 
A p fj nnT \p 7j nfjT 
= % + \ + ^ " ) ^ V + *' + f [(/ + | + ^ C ^ r 1 - 9^ = 0 (4.24) 
- i* - Q*P* - rrfgC^ez + /* + A ^ 6 + £)*(
F ^ F ) + F + - F~ = 0 (4.25) 
- i P - fl^ - VlPl - mlgQgC
wle3 + C*c/* + m\ 
+A£(e! + 7 Z ) ( ^ ^ ) + A£{kb + «)»(M=±M1) + M+ - M" 
(4.26) 
u* + V0 + ft0(rj + u
l) - CawVl = 0 (4.27) 
+ (/ + § + ̂ )*ca 6(c^0 - tf) = o (428) 
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These equations can be separated into structural (Fs) and aerodynamic (FL) terms 
and written as 
Fs(XtX)-FL(X,Y,X) = 0 (4.29) 
Similarly we can separate the inflow equations into an inflow component (Fj) and a 
downwash component (Fw) as 
-Fw(X) + FT(Y,Y) = 0 (4.30) 
The solutions of interest for the two coupled sets of equations (Eqs. 4.29 and 4.30) 
can be expressed in the form 
m-m+m} <«« 
For the steady-state solution one gets Y identically equal to zero (from Eq. 4.30). 
Thus, one has to solve a set of nonlinear equations given by 
F 5 ( X , 0 ) - F L ( X , 0 , 0 ) = 0 (4.32) 
The Jacobian matrix of the above set of nonlinear equations can be obtained 
analytically and is found to be very sparse [66]. The steady-state solution can be 
found very efficiently using Newton-Raphson method. 
To get the divergence solution, Eq. (4.32) is transformed into an eigenvalue prob-
lem, the eigenvalues of which give the divergence dynamic pressure: 
dFs] 
d.X *WX} = <M^WX} (4-33) 
where q<av is the divergence dynamic pressure and both the Jacobian matrices are 
obtained at the calculated steady state. 
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By perturbing Eqs. (4.29) and (4.30) about the calculated steady state using 
Eq. (4.31), the transient solution is obtained from 
dFs _ dFj^ o 
dX " dX 
dFw dF\ 
dX dY J «m-
dFs _ 3 £ L
 dFL 
dx dX dY 
0 OFr *=* I Y J 10 dY J y = 0 
(4.34) 
Now assuming the dynamic modes to be of the form es i, the above equations 
can be solved as an eigenvalue problem to get the modal damping, frequency and 
mode shape of the various modes. The stability condition of the aeroelastic system 
at various operating conditions is thus obtained. 
To investigate the nonlinear dynamics of the aircraft a time history of aircraft 
motion has to be obtained. Space-time finite elements are used for time marching. 
This requires that the formulation be converted into its weakest form in space as well 
as time. Thus, the spatial and temporal derivatives are transferred to the variations. 
Again due to the weakest form of the variational statement, constant shape functions 
are used for the variables, and linear/bilinear shape functions are used for the test 
functions [67]. 
5u = Sui(l — f) ( l — r ) + Suj£(l — T) + Suk^r + Sui(l — £)r u = u% 
M = ^ ( 1 - 0 ( 1 - r) + ^ ( 1 - r ) + % £ r + ^ ( 1 - £)T 9 = Q% 
W = TF%{\-i)+W3i F = Ft 
(4.35) 
5M = 5Mi(l - 0 + 5Mj£ M = M% 
IP = 6Pi(l - r ) + JP?r P = Pt 
W = W-i(l-T)+~5HjT H = Hi 
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where r and £ are dimensionless elemental temporal and spatial co-ordinates. With 
these shape functions, Eqs. (4.29) and (4.30) take the form, 
F&{XuXf)-FL{Xi,XhY) = U 
(4.36) 
-Fw{Xi,Xf) + FI(Yi,Yf)=0 
where subscripts i, / , represent the variable values at the initial and final time. If 
the initial conditions and time interval are specified, the variable values at the final 
condition is obtained by solving the set of nonlinear equations. 
4.5 Static Output Feedback Controller 
Static Output Feedback (SOF) controllers are based on direct feedback of the sensor 
output. Unlike Linear Quadratic Regulator (LQR) controller, SOF does not have all 
the states for feedback, only a few linear combinations of system states are available. 
Optimal static output feedback is used for control synthesis. 
Theory supporting the problem of optimal constant output feedback gains for 
linear multivariable systems was first presented by Levine and Athans [39]. A solution 
technique for solving the nonlinear matrix equations was also presented. A recent 
paper by Syrmos et al. [40] gives the survey of the various static output feedback 
techniques, including optimal SOF. The problem statement of Optimal Static Output 
Feedback is presented here briefly. 
Given an n th-order stabilizable system, 
±{t) = Ax(t) + Bu{t) + Dw(t) 
(4.37) 
y(t) = Cx(t) 
where, x G 3^n are the system states, A is the system dynamics in state-space form, 
u € ;ftm are the actuator commands, B is the control actuation matrix, y £ 3ftp are the 
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sensor measurement, C is the matrix relating the sensor measurements to the state 
variables, w is zero mean unit intensity white noise process, and D is the matrix of 
noise intensity. 
Assuming, 
u(t) = Ky(t) (4.38) 
one determines constant feedback gains K such that they minimize the quadratic 
performance measure given by, 
J(K) = lim^oo £ {\ Jo [xT(s)Qx{s) + uT{s)Ru(s)] ds] (4.39) 
with Q > 0 and R > 0, while stabilizing the closed-loop system. 
The solution is given by, 
K = -R~1BTSPCT{CPC)-1 (4.40) 
where, P and S are given by a set of coupled nonlinear matrix equations in terms of 
system parameters and K. Thus, the solution involves the solution of three equations 
including the above equation for K and the equations given below, 
0 = ATCS + SAC + Q- C
TKTRKC 
(4.41) 
0 = ACP + PA
T
C + V 
where, Ac = A + BKC, and V = DD
T. 
The solution of the above set of coupled nonlinear equations can be calculated 
using a variety of iterative algorithms. Only a few of these algorithms have been 
proved to be convergent to a local minimum. Many other algorithms, though not 
proved to be convergent, do converge in most of the practical cases. The compu-
tational effort required also varies. A detailed survey of the various computational 
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methods is presented by Makila and Toivonen [68]. Two algorithms have been used 
in results presented here, Newton BFGS [69] and an algorithm proposed by Moerder 
and Calise [70]. 
Before ending this section on control theory it should be noted that SOF con-
trollers are used here as a demonstration of the applicability of control design tech-
niques on the present model. Even though the SOF controller gives a good perfor-
mance (as will be shown in the next chapter), there are many additional practical 
considerations that need to be included in the control design process in actual prac-
tice. The controller needs to be optimal within constrains imposed by controller and 
actuator. Limitations such as bandwidth of the actuator, rate limitations imposed 
by actuator and controller implementation and control saturation need to consid-
ered. More important is consideration of uncertainty in the modeling process. As 
discussed earlier there are many inaccuracies introduced in the model, especially in 
the unsteady aerodynamics at high angle of attack. There is also a possibility of 
variation in the actual model parameters as compared to the nominal system model 
under investigation. Thus, robustness of the controller to these uncertainties is very 




In this chapter, different aspects of the aeroelastic stability of a high-aspect-ratio 
wing model are discussed. These include, the importance of using the right stiffness 
formulation in order to model material couplings, the effects of a structural geometric 
nonlinearity and aerodynamic stall nonlinearity on the aeroelastic stability of a slen-
der wing, the effects of aeroelastic/flight dynamics interactions, and initiation and 
sustaining mechanisms for LCOs. 
A modular computer code has been developed which is a direct implementation of 
the aforementioned structural and aerodynamic theories for a complete aircraft with 
high-aspect-ratio wing [71]. 
5.1 Test Cases and Linear Aeroelastic Results 
The results are presented for three different wing/aircraft models. These models have 
a range of aspect ratios and flexibility thus allowing results for various configurations. 
5.1.1 Case 1: Goland wing 
The Goland wing is a low-aspect-ratio prismatic metallic wing. It has been exten-
sively used for validation. The Goland wing data [72] is reproduced in Table 5.1. It 
is a structurally uncoupled wing with some inertial coupling. Fig. 5.1 shows the V-g 
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Table 5.1: Goland wing structural data 
Wing half span — 20 ft 
Wing chord = 6 ft 
Mass per unit length = 0.746 slugs per ft 
Radius of gyration of wing about mass center = 25 % of chord 
Spanwise elastic axis of wing = 33 % of chord (from I.e. ) 
Center of gravity of wing = 43 % of chord (from I.e. ) 
Bending rigidity (EIb) = 23.65 x 10
6 lb ft2 
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Figure 5.1: V-g plot for Goland's wing 
Table 5.2: Comparison of flutter results for Goland wing 









Figure 5.2: Geometry of box beam used by Librescu 
plot obtained for this wing based on linear aeroelastic assumptions. Modal coales-
cence of the bending and torsion mode is observed and one mode goes unstable. The 
flutter and divergence point can be easily spotted. The present theory gives a flutter 
speed of 445 fps as compared to the exact flutter speed of 450 fps, and the flutter fre-
quencies are, respectively, 70.2 rad/s and 70.7 rad/s (both with 1.0% relative error). 
(see Table 5.2) 
5.1.2 Case 2: Librescu wing 
The second test case is a composite box-beam wing of moderate aspect ratio. The 
wing model was defined in Ref. [7]. Fig. 5.2 shows a representation of this box beam. 
The wing dimensions and the properties of the laminate are also given in Table 5.3. 
The box beam is made of Graphite/Epoxy layers. The cross section is allowed to vary 
by changing the ply angle from —90° to 90°. The cross sections are organized into two 
36 
Table 5.3: Librescu wing structural data 
Wing half span = 80 in 
Wing box chord = 10 in 
Wing box thickness = 2 in 
Wing box laminate thickness = 0.4 in 
L A M I N A T E : Graphite / Epoxy 
Ei = 30 Msi 
E2 = E3 = 0.75 Msi 
G13 = G23 = 0.37 Msi 
G12 = 0.45 Msi 
^12 = ^23 = ^13 = 0-25 
+ 
Figure 5.3: CUS (left) and CAS (right) configurations (Ply angle 9 measured about 
the outward normal axis) 
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Table 5.4: HALE aircraft model data 
WING 
Half span = 16 m 
Chord = 1 m 
Mass per unit length = 0.75 kg/m 
Mom. Inertia (50% chord) = 0.1 kg m 
Spanwise elastic axis = 50% chord 
Center of gravity = 50% chord 
Bending rigidity = 2 x 104 N m2 
Torsional rigidity = 1 x 104 N m2 
Bending rigidity (edgewise) = 4 x 106 N m2 
PAYLOAD & TAILBOOM 
Mass = 50 kg 
Moment of Inertia = 200 kg m2 
Length of tail boom = 10 m 
TAIL 
Half span = 2.5 m 
Chord = 0.5 m 
Mass per unit length = 0.08 kg/m 
Moment of Inertia = 0.01 kg m 
Center of gravity = 50 % of chord 
patterns, the circumferentially uniform cross section (CUS) and the circumferentially 
antisymmetric cross section (CAS), (Fig. 5.3). Aeroelastic tailoring is conducted for 
these two cross sections. The sweep angle A is also allowed to vary. A linearized code 
(achieved by assuming a zero steady state) is used for a aeroelastic tailoring study in 
order to allow a direct comparison with the results presented in Ref. [7]. The linear 
aeroelastic tailoring results obtained based on this case are presented in Section 5.2. 
5.1.3 Case 3: HALE aircraft 
Fig. 5.4 shows a sketch of the High-Altitude, Long-Endurance (HALE) aircraft 
under consideration. It has long slender wings to minimize drag and a tail boom to 
support the tail. Table 5.4 gives the structural and planform data for this aircraft. 
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Figure 5.4: View of HALE aircraft model 
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Table 5.5: Comparison of linear frequency results (rad/s) for HALE wing 
Present Analysis % 
Analysis of Ref. [13] Error 
1st Flat. Bend. 
1 2nd Flat. Bend. 
3 r d Flat. Bend. 
Ist Torsion 
Ist Edge. Bend. 
2.247 2.243 +0.2 
14.606 14.056 +3.9 
44.012 39.356 +11.8 
31.146 31.046 +0.3 
31.739 31.718 +0.1 
Table 5.6: Comparison of linear aeroelastic results for HALE wing 
Present Analysis % 
Analysis of Ref. [13] Diff. 
Flut. Speed (m/s) 
Flut. Freq. (rad/s) 
Div. Speed (m/s) 
32.21 32.51 -0.9 
22.61 22.37 +1.1 
37.29 37.15 +0.4 
The data was obtained by modifying Daedalus data and is similar to the HALE kind 
of design. 
Table 5.5 presents frequency results based on theories which are linearized about 
the undeformed state, i.e., the usual linear approach. The results for the present wing 
model were obtained using eight finite elements with all nonlinear effects suppressed. 
They are compared against the results obtained by theory of Ref. [13] which gives 
exact results for frequencies of a beam. The frequencies are very close except for 
the third flatwise bending mode. Error in the third bending mode is expected due 
to the low order discretization. But the third flatwise bending does not significantly 
influence the aeroelastic results and thus only eight finite elements are used. 
Table 5.6 presents results from a linear calculation for flutter frequency and speed 
for the present wing model. As for the frequency results, the flutter results from 
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Figure 5.5: Variation of divergence dynamic pressure with ply angle for CUS con-
figuration (normalized with respect to the divergence dynamic pressure for 0° ply 
angle) 
the present analysis are obtained with all nonlinear effects suppressed. These are 
compared against the results obtained using theory of Ref. [13], which uses a Rayleigh-
Ritz structural analysis with uncoupled beam mode shapes and Theodorsen's 2-D 
thin-airfoil theory for unsteady aerodynamics. The results are practically identical, 
indicating that eight finite elements are sufficient for the purposes of the present 
aeroelastic flutter calculations. 
5.2 Aeroelastic Tailoring 
Aeroelastic tailoring studies are conducted on Librescu's box-beam wing test case. 
Fig. 5.5 shows the variation of divergence dynamic pressure with ply angle for a cir-
cumferentially uniform stiffness (CUS) configuration, at different values of the sweep 
angle A. The CUS configuration produces extension-twist coupling and the fiber ori-
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entation in the cross section is represented in Fig. 5.3 (left). When the authors of 
Ref. [7] studied this configuration, they were interested in the effects of transverse 
shear in the divergence speed. The symbols showed in Fig. 5.5 are samples of their 
numerical results without the inclusion of transverse shear. As discussed in Ref. [54], 
there are basically two ways to get a 4 x 4 stiffness model from a 6 x 6 stiffness formu-
lation for the anisotropic beam. The first is achieved by just neglecting the transverse 
shear effects from the stiffness matrix. This does not lead to a correct 4 x 4 matrix, 
since it over-estimates some of the stiffness constants (see dotted lines in Fig. 5.5). 
The second approach is the consistent one, achieved by minimization of the strain en-
ergy with respect to the transverse shear measures (solid lines in Fig. 5.5). By doing 
so, the important contribution of the coupling terms between transverse shear and the 
classical measures are correctly accounted for. This result can be directly achieved by 
using an asymptotically correct classical formulation, as presented in Refs. [57] and 
[55]. 
For this particular example, the 6 x 6 cross-sectional stiffness constants were ob-
tained by using Ref. [56]. Even though not described in Ref. [7], the results suggest 
that the authors used the first method of disregarding transverse shear effects. As 
one can see from Fig. 5.5, when the bending stiffness starts dominating (large sweep 
angles and 15° < 6 < 60°), even the qualitative behavior of the wing are drasti-
cally different. The missing effects that are attributed to transverse shear [7] are in 
part caused by the reduction of the effective bending stiffness due to the bending-
shear coupling (present in a CUS configuration). This just reinforces the fact that a 
consistent stiffness model is necessary for meaningful aeroelastic analysis. 
Now for the composite box beam wing, consider the variation of the divergence 
and flutter speeds with ply angle for a circumferentially asymmetric stiffness (CAS) 
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Figure 5.6: Variation of flutter and divergence velocities with ply angle for CAS 
configuration - normalized with respect to the divergence speed for 0° ply angle 
fiber orientation in the cross section is represented in Fig. 5.3 (right). As for di-
vergence, positive ply angles produce a favorable bending-twist coupling, leading to 
a very high divergence speed, whereas a negative ply angle shows lower divergence 
speed (see Fig. 5.6). The flutter results are more interesting and thought provoking. 
Flutter involves dynamic interaction of various modes. In the present study the nor-
mal modes of vibration of the composite beam change with ply angle, thus leading 
to a change in the flutter speed and mode shape. Unlike divergence, flutter is not di-
rectly associated with a single stiffness variable and thus much more complex. At any 
given speed there are various flutter speeds corresponding to various flutter modes. 
In Fig. 5.6, only the lowest flutter speed is represented. The plot is not smooth due to 
the changes of the lowest flutter mode shape. As can be seen large changes in flutter 
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Figure 5.7: Variation of lift with the nonlinear steady state for Goland's wing 
in understanding the effect of coupling on the aeroelastic characteristics and thus can 
be used during preliminary design. 
5.3 Nonlinear Aeroelasticity 
Nonlinear aeroelastic results have been obtained on the Goland's wing and the HALE 
wing. Nonlinear steady state and divergence characteristics are investigated first 
followed by nonlinear flutter and limit cycle oscillation studies. Analyzing nonlinear 
aeroelastic phenomena give a deeper insight into the inherent characteristics of the 
wing and give thumb rules for designers on taking these effects into account. 
5.3.1 Steady state and nonlinear divergence 
The effect of geometric nonlinearity on Goland's typical wing is illustrated in Figs. 5.7 
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Figure 5.8: Variation of tip displacement with the nonlinear steady state for Goland's 
wing 
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Figure 5.9: Variation of divergence dynamic pressure with the nonlinear steady state 
for Goland's wing 
variation of tip displacement, respectively, with the dynamic pressure. The graphs 
show results obtained by the geometrically exact theory and its linearized form. Both 
total lift and tip displacement are over-predicted by the linear theory, and the differ-
ence increases with the dynamic pressure. At 80% of the linear divergence dynamic 
pressure, there is an error of about 100% for the total lift ratio, and even more for 
the tip displacement. This points to the fact that geometrically exact theory be-
comes increasingly important as one increases the dynamic pressure, and, therefore, 
the loads. 
Divergence is a static instability that is calculated about a given equilibrium state. 
The linear approach takes the unloaded state and calculates its corresponding diver-
gence dynamic pressure. But as the dynamic pressure increases (in the subcritical 
range), the wing deforms and different equilibrium positions are reached by the wing. 
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Prom this loaded equilibrium position, a new critical dynamic pressure may be cal-
culated. Fig. 5.9 shows the increase in the divergence dynamic pressure for a loaded 
equilibrium state as function of the loading level (dynamic pressure). The critical 
dynamic pressure is unchanged up to 50% of the linear divergence dynamic pressure. 
The difference starts increasing and reaches more than 9% at 80% of the unloaded 
divergence dynamic pressure. 
5.3.2 Effect of nonlinearities on flutter 
Structural as well as aerodynamic nonlinearities are known to affect flutter. One of the 
goals of this research is to be able to determine up front those cases for which nonlinear 
models are essential for accuracy. Thus, nonlinear flutter analysis is conducted on 
the Goland cantilevered wing and HALE wing. As is presented herein, the nonlinear 
aeroelastic effects are completely different for these wings. 
Goland wing 
Nonlinear aeroelastic analysis has been conducted on the Goland's wing. To examine 
various nonlinear cases, the wing is given a specified root angle of attack. Due to the 
loads on the system, the wing deforms to a nonlinear equilibrium. Flutter analysis 
is then conducted by linearizing about the nonlinear steady state. The gravitational 
forces and skin friction drag are neglected in these results. Fig. 5.10 shows the vari-
ation of the flutter speed with increasing angle of attack. The results show the effect 
of structural nonlinearities, and dynamic stall nonlinearities on the flutter speed. As 
the angle of attack is increased, the aerodynamic load on the wing increases and so 
do the bending and torsional displacements. The flutter speed increases due to geo-
metric stiffening. The plot shows that, the results including dynamic stall model are 
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Figure 5.10: Variation of flutter speed with angle of attack for Goland's wing 
and the stall states. The stall delay frequency of around 25 rad/sec interacts with 
the first two structural modes and leads to additional coupling and coalescence, and 
change in flutter mode. The flutter mode frequency shifts from around 70 rad/sec at 
7° to 55 rad/sec at 12°. Also as the angle of attack is increased, wing stall occurs at 
lower speeds thus leading to possibility of flutter at lower speeds. 
The effects of structural nonlinearities seem to be small in the above test case 
which is a relatively low aspect ratio conventional -wing. The dominating nonlinearity 
is due to the change in aerodynamic characteristic due to dynamic stall phenomena. 
H A L E wing 
Fig. 5.11 presents the nonlinear flutter results for the HALE wing model. It includes 
deformation due to gravity and aerodynamic forces. Unlike the Goland's wing case 
the present wing has a downward deflection due to gravity even at zero root angle 
300-
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Figure 5.11: Variation of flutter speed with angle of attack for HALE wing 
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Figure 5.12: Flutter tip displacement at various root angles of attack for HALE win£ 
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of attack. There are rapid changes in the nutter speed at low values of ao> the root 
angle of attack. The nonlinear flutter speed and frequency are much lower than those 
estimated by the linear model. At around 0.61° there is a jump in the flutter speed and 
frequency. After the jump there is a smooth decrease in flutter speed and frequency. 
At around 4.5° the flutter speed again jumps, this time off the scale of the plot. 
Fig. 5.12 shows the tip displacement at the flutter speed. There is a discontinuity in 
the tip displacement which coincides with that in Fig. 5.11. A finite tip displacement 
seems to be favorable for flutter for this configuration. The next section goes deeper 
into the relationship between tip displacement and flutter to explain the behavior 
described above. 
Flutter speed and t ip displacement 
There is a strong relationship between the wing-tip displacement and the flutter speed. 
In the example considered above, the drastic change in aeroelastic characteristics 
is due to changes in the structural characteristics of the wing due to bending (tip 
displacement). Unfortunately, this effect is not obvious due to additional velocity-tip 
displacement coupling introduced by a0. Apart from flutter speed being a function 
of tip displacement, the tip displacement itself was a function of the speed of the 
aircraft. 
In the case study presented in this section, a finite tip displacement is induced 
by applying a tip load and the analysis is conducted by linearizing about this curved 
beam state. The results for the structural frequencies versus wing-tip displacement 
are shown in Fig. 5.13. One observes a large decrease in the modal frequency for a 
coupled torsion/edgewise bending mode as tip displacement is increased. The flatwise 
bending modes are unaffected. Fig. 5.14 shows the corresponding drop in both flutter 
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5.14: Variation of flutter speed and frequency with tip displacement 
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Figure 5.15: Correlation of flutter speed and wing tip displacement 
results presented in the previous section one needs to do cross-matching. 
Fig. 5.15 demonstrates how closely the wing tip displacement correlates with the 
flutter speed for various values of a0 (Fig. 5.11). The thick line in the plot denotes the 
flutter speed with tip displacement (same as Fig. 5.14). The other curves represent 
the tip displacement due a 0 at various speeds. For example, the solid line for ao — 0° 
is just a straight line because the tip displacement is only due to gravity. For very 
small ao? the flutter and tip displacement curves intersect at very small speeds and 
one gets very low flutter speeds. For slightly higher a 0 around 0.5° the flutter and tip 
displacement curves intersect three times. Thus, one observes that the wing flutters 
in a range of speeds, after which it is again stable for a range of speeds, then starts 
fluttering again. The first range of flutter speeds however decreases with increasing 
a0- At around a0 = 0.75°, the first two intersection points collapse, the slopes of 
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Figure 5.16: Flutter frequency and damping plots for various root angles of attack 
next flutter range. For a tip displacement of around -1.5 m, one sees a jump in the 
flutter speed from approximately 22 m/s up to about 28 m/s, and a corresponding 
jump in frequency and tip displacement. 
So, the nonlinear effects related to flutter boil down to the fact that the natural 
frequencies shift due to the changing equilibrium configuration. The nonlinear flutter 
solution about the deformed equilibrium condition is thus markedly different. This 
corresponds to the decrease in the flutter speed shown in Fig. 5.11. The results in this 
section qualitatively explain the aeroelastic behavior shown in Fig. 5.11. To get better 
quantitative results one would need to have the exact displacement shape matching. 
The jump in flutter speed at a® = 4.5° in Fig. 5.11 can also be explained by 
similar matching. Fig. 5.16 shows the frequency and damping plots for larger angles 
of attack. Again, flutter occurs in a small range above the flutter critical speed. 
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Though the flutter speed is decreasing with O0, the strength and range of flutter is 
also decreasing. At around 4.5° the damping reverses its direction before reaching 
flutter condition, i.e., damping does not reach zero. 
Avoiding catastrophic decrease in flutter speed 
From the earlier sections it is clear that large deflections in a slender wing can lead 
to dangerous aeroelastic repercussions. The wing curvature due to flatwise bending 
leads to torsion-edgewise bending coupled modes which can destabilize. Thus, it is 
important to control the torsion-edgewise bending coupling caused by curvature of the 
beam. One could either provide an inherent structural coupling that counteracts the 
coupling due to bending. Another way would be to pre-curve the wing downwards so 
that at nominal flight condition the wing is as close to a straight wing as possible. One 
could optimize the pre-curvature to give maximum flutter clearance over all expected 
flight conditions. 
By efficiently designing the structural cross section one could provide some level of 
structural coupling. Fig. 5.17 shows the effect of structural coupling on the nonlinear 
aeroelastic characteristics of the wing. The parameter ip is the coupling coefficient 
defined as the ratio of the coupling flexibility to the square-root of the product of the 
torsional and edgewise bending flexibility. It is assumed that a maximum coupling 
of ±0.2 can be obtained by structural tailoring. As seen in the fig. 5.17, the coupling 
leads to shift of the nonlinear flutter plot. One can thus obtain around 10% increase 
in the flutter speed with such induced coupling. 
To get complete recovery of linear results at a specific loading condition one could 
pre-curve the wing downward so that at the nominal flight condition the wing is 
approximately straight and would recover the high linear flutter speed. Fig. 5.18 
shows the effect of pre-curvature on the nonlinear flutter results. It is necessary 
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Figure 5.17: Effect of structural coupling on the nonlinear aeroelastic characteristics 




















Figure 5.18: Effect of pre-curvature on the nonlinear aeroelastic characteristics of the 
HALE wing 
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here to point out that the cross-sectional coefficients change with curvature. Here, 
the curved beam analysis was conducted using the given cross-sectional coefficients 
for simplicity. For more consistent results one would need to use an appropriate 
cross-sectional analysis tool, e.g., Ref. [73]. By introducing the pre-curvature, the 
linear straight wing results are partly recovered. There is 35% increase in the flutter 
speed at nominal condition. It is again seen that pre-curvature leads to decrease in 
the detrimental nonlinear effects of lift. Unlike in the coupling case, the pre-curved 
case is limited only by the ground clearance required of the wings. It is seen that one 
could tailor the curvature so as to get the maximum flutter clearance at the operating 
conditions. 
5.3.3 Limit cycle oscillations 
The linear theory of stability, when applied to aeroelasticity problems, typically leads 
to a set of eigenvalues. It predicts that small disturbances applied to a system at 
an unstable equilibrium grow exponentially. Within its valid range, linear theory is 
correct, i.e., small disturbances do grow exponentially - at least at first. However, 
one should not regard the results of linear theory to have any significance whatsoever 
regarding the behavior of a system subjected to large disturbances, or after a long 
time elapses from an initial small disturbance. For example, according to linear theory 
the system response will diverge from the unstable equilibrium to infinity (or material 
failure). This does not always comport with experimental evidence, and nonlinear 
analysis methodology has been developed to remedy this problem [74]. 
If a system has a nonlinear stiffening term, then in most occasions the amplitude 
of oscillations will grow until a LCO is reached. LCOs, though stable in the sense 
of Lyapunov, are not asymptotically stable. That is, although the final state is 
bounded, the system will not asymptotically approach its original equilibrium state 
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as time grows. Moreover, LCOs are not necessarily a result of a linear instability. 
LCOs can be induced by certain disturbances, if sufficiently large, even when the 
given equilibrium state is stable. Basically, if the disturbances are not small, then 
the response cannot be predicted by theories that are linearized about a nonlinear 
steady state. Depending on the amplitude of the LCO, the structure may or may 
not experience immediate failure. However, for an aircraft, LCOs pose significant 
problems in their own right. The vibration caused by LCOs causes fatigue, reducing 
the useful life of the structure. Thus, efficient prediction of LCOs is very important 
during design, especially for aircraft flying near the limits of the linear assumptions. 
Theoretical investigation of parameters affecting LCOs in an aircraft is a difficult 
task, even for very low-order systems. The investigation of a realistic wing with an 
accurate representation of the aerodynamics leads to a very computationally intensive 
task. Presently, computational methods which simulate the system behavior are used 
to obtain time histories of motion, which are then used to study any observed LCO. 
It is necessary to investigate LCO in the best possible way so as to get a deeper 
understanding of its initiation and sustaining mechanisms. LCOs are studied for the 
Goland's wing and HALE wing case below. Again, a qualitative difference in behavior 
is observed. 
Post-f lutter LCO in Goland wing 
The Goland wing at zero steady-state angle of attack and a speed of 500 ft/sec 
(Vp = 468 ft/sec) was disturbed by a small disturbance and the time history of 
oscillations was obtained. The tip displacement, tip rotation and the total energy 
(sum of kinetic and potential energy) are plotted against time in Fig. 5.19. The tip 
displacement and rotation increase exponentially when the amplitude of vibration is 
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Figure 5.19: Time history showing LCO above flutter speed for Goland's wing 
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nonlinearities due to stall become important and in fact dominant. The aerodynamic 
forces drops and thus can no longer pump the required amount of energy into the 
structure and the amplitude of oscillation and the total energy levels out. 
Another way of investigating LCOs is via a phase plane plot. Here two variables 
of the system are plotted against each other to give an insight into the mode shape of 
oscillation. Fig. 5.21A shows the plot of tip displacement versus tip rotation. One can 
clearly see the changes in the mode shape as the amplitude increases, and eventually 
settles into a LCO. 
Effect of large disturbances on Goland wing 
Stability as calculated by eigenvalues is a linear concept, and thus is valid for small 
disturbances about the steady state. The nutter speeds calculated above predict 
that small disturbances grow for speeds higher than the nutter speed and decay for 
lower speeds. But the disturbances encountered by an aircraft depend completely on 
its mission and environment, e.g. maneuvers, gust amplitudes. A nonlinear system 
found to be stable under small disturbances may not necessarily maintain stability 
for higher amplitudes of disturbances. In fact the dynamics of the system can be 
completely different for varying initial conditions. 
Consider the Goland wing at 10° steady-state angle of attack flying with a speed 
of 450 ft/sec (Vp = 466 ft/sec). Fig. 5.20 shows the response of the system for 
various initial conditions. The initial conditions are obtained by deforming the wing 
with tip forces and moments. "S" denotes a stable response, "L" denotes a mode 
which is either a LCO or very lightly damped oscillation, and "U" denotes that the 
initial mode shape is unstable, and thus the amplitude of oscillation increases and 
finally settles into a new higher-amplitude LCO. The reason to distinguish between 
the latter two responses is that the first one has a small amplitude and most likely will 
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Figure 5.20: Stability at various initial conditions for Goland's wing 
not result in structural failure. The plot shows that depending on the disturbance, 
the wing may go into a flutter / LCO even at speeds lower than the flutter speed. 
The mode shapes in the phase plane are given in Fig. 5.21. Plot 5.2IB, shows 
the behavior of the system for small disturbances. It is lightly damped and the mode 
shape is that obtained by linear eigenvalue solution. Plot 5.21C and Plot 5.21D, show 
the kind of responses for medium level disturbances. The mode shape is nonlinear 
(non sinusoidal), and depending on the disturbance the damping is either zero or very 
close to it (5.21D) or small (5.21C). Plot 5.21E and Plot 5.21F show the initial and 
final mode shape for high power disturbance. Two plots have been made for easier 
visualization. Plot 5.21E clearly shows that the amplitude of vibration is increasing, 
and Plot 5.21F shows the final converged large amplitude LCO. 
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are 5.21: Phase-Plane Diagrams for various initial disturbances for Goland's wing 
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Post-f lutter behavior of H A L E wing 
The time history of the tip displacement, tip twist and total energy of the wing are 
plotted in Fig. 5.22 for a flight speed of 35 m/s (slightly above the flutter speed). 
The time history and phase-plane plots have been obtained by giving a small initial 
disturbance of 0.01 m at the tip in the vertical direction. The plots of time history 
clearly show that the amplitude of oscillation initially increases exponentially, but 
eventually settles into a limited amplitude oscillation. But this LCO is not stable 
and the oscillations become quite different. This phenomenon is initiated by a drastic 
change in the tip displacement response. Instead of oscillating about tip displacement 
values near zero, the oscillations are shifted. The oscillations are of the order of 1.5 ± 
1.0 m. The response is still very much physical but chaotic due to the strong geometric 
nonlinearities associated with 1.0 m oscillations. The geometric nonlinearities due to 
tip displacement and its effect on aeroelastic response in explained in detail in the 
following section. 
Figs. 5.23 show the phase-plane plot of the oscillation after the limiting amplitude 
oscillations are reached at speed of 35 m/s . It is again observed that the oscillations 
are aperiodic and quite chaotic. 
LCO and t ip displacement 
As seen in Fig. 5.14 previously, the flutter speed and frequency change drastically 
with tip displacement. The results are obtained by applying a tip load and con-
ducting flutter analysis about the deformed state. There is a drastic decrease in the 
flutter speed with tip displacement. This is due to a decrease in the frequency of the 
torsion/edgewise bending mode as discussed in an earlier section. 












Figure 5.22: Time history showing LCO above flutter speed (speed = 35 m/s) for 
HALE wing 
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Figure 5.24: Variation of damping and frequency with tip displacement at flight speed 
of 35 m/s 
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tic mode with tip displacement. One can see the positive slope of damping with tip 
displacement, i.e., the instability becomes more pronounced. This is a very important 
phenomenon and could be the root cause of most of nonlinear aeroelastic behavior 
presented here. The system instability becomes stronger by having a mean tip dis-
placement, so that there is a greater flow of energy from the surrounding air into the 
wing. For the system to go into the stronger instability, a mean tip displacement 
should be maintained. The system needs to dynamically satisfy the mean deforma-
tion shape by appropriately providing a mean force. If such a force could be easily 
provided then it would mean an easy transition into a state with stronger instability. 
Pre-flutter LCO 
In the previous section, the LCO tends to have a mean at a finite displacement even 
though there is no static equilibrium point. As shown in Fig. 5.14, the flutter speed 
for a wing displaced from the no loads equilibrium straight configuration is much 
lower then the linear flutter speed. It is thus obvious that if the wing under loads is 
deformed then at lower speeds one could get instability and most possibly a LCO. 
But an interesting case is if the wing is given an initial deflection into the unstable 
regime, i.e., like a gust induced temporary deflection, and then observed to see if the 
wing regains it equilibrium position. Fig. 5.25 shows the time history of a wing at 30 
m/s given an initial disturbance of 2m. It is seen that as the bending mode decays, 
the torsional mode which is unstable for a deflected state is excited and it goes into 
a LCO. 
The damping-tip displacement relationship (Fig. 5.26) might again be used to 
explain this behavior. From the plots it is clear that at high tip displacements, the 
damping is positive. As the system tries to come back to a zero deflection steady 
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Figure 5.25: Time history showing LCO below Flutter speed (speed = 30 m/s) for 
HALE wing 
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Figure 5.26: Variation of damping and frequency with tip displacement at flight speed 
of 30 m/s 
dynamically absorbing energy. If the system absorbs more than a critical amount of 
energy before it reaches the zero steady state, it then jumps to a high energy unstable 
state (oscillating about a non-equilibrium deformed state) and dynamically provides 
the forces required to maintain a mean deformed state (required to stay unstable). 
The LCO that the wing goes into is very different from the one seen at 35 m/s. 
The phase-plane plots (Fig. 5.27) show that the motion is composed of several sub-
harmonics. Subharmonics lead to increase in period for the system to return to a 
given position, and is seen in a phase-plane plots as loops. The LCO is complex but 
periodic as opposed to LCOs at 35 m/s which seem chaotic. 
LCOs dependence on disturbance for the HALE wing 
As seen in Fig. 5.14 the nutter speed is much lower for a finite tip displacement. Thus, 
to excite the flutter modes below the flutter speed a finite disturbance is required. 
Fig. 5.28 presents the system response at 30 m/s given various initial tip disturbances. 
It is observed that a critical magnitude of disturbance is required to excite a LCO at 
a given speed, but above the critical condition the LCO does not change in character. 
Fig. 5.29 on the other hand, presents the system response at various speeds given an 
initial disturbance amplitude of 4m. It is seen that at 28 m/s and 31 m/s the system 
goes into a LCO, whereas at 25 m/s, the system is unable to accumulate enough 
energy to jump to a unstable state about a deformed state. Thus, a critical speed 
is required to excite the LCO for a given disturbance. Above the critical speed one 
observes different and higher amplitude LCO with increasing speed. 
The transition of LCO behavior with speed for HALE wing 
From the previous sections it is observed that LCOs are possible at various speeds. 
The LCO type was drastically different for the the pre-flutter and post flutter case. 
69 
-10 
1 1.5 2 2.5 






3 \WK 2 0 
4—> \ h V \ 
# -10 \ l\\ -20 V ^ 
1 1.5 2 2.5 






0 10 20 
tip angular velocity (rad/s) 
















• j i i i i i i i i 
init. tip dist. = 1 m 
init. tip dist. = 2 m 
init. tip dist. = 4 m 
J L j L 
0 2 4 10 12 14 16 18 20 
time (s) 
Figure 5.28: Response of the wing at 30 m/s for various initial disturbances 
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Figure 5.29: Response of the wing at various velocities for an initial disturbances of 
4m 
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In this section the LCO behavior is investigated at various other velocities. The wing 
is attracted to a LCO if a critical disturbance is provided. 
At flight speed of 25 m/s the wing does not go into a LCO even for large bending 
displacements. From the nutter versus tip displacement plot (fig. 5.14) it is clear that 
the lowest flutter speed at a deflection of around 3m is about 22 m/s . Thus, it is 
likely that LCOs exist at 25 m/s . A effective initial disturbance mode-shape can be 
calculated by considering a snapshot of LCO at higher speed. Using such an initial 
condition, the wing time history is calculated. Fig. 5.30 shows the phase-plane plot 
of LCO at 25 m/s . The LCO seems to be almost sinusoidal. It seems to have a higher 
harmonic component obvious in the shape of the phase-plane plot. An easier way to 
determine frequency content and thus complexity of the motion is via a frequency 
spectrum of the LCO. Fig. 5.31 shows the frequency spectrum of LCO at 25 m/s . 
As can be seen there a dominant frequency at around 16 rad/s and then there are 
superharmonics. 
At speed of 28 m/s , the phase plane plot (Fig. 5.32) shows that the LCO is little 
more complex. The looping of the phase-plane suggests that there is period doubling, 
i.e., the system returns to its original state after two periods. Fig. 5.33 shows the 
corresponding frequency spectrum. Here the phenomenon of period doubling is clearly 
seen in the subharmonic peak. At flight speed of 31 m/s , there is further increase in 
the complexity of the LCO. Fig. 5.34 shows the phase-plane plot at 31 m/s . Many 
more loops are observed. The LCO has a very large period. Fig. 5.35 shows the 
corresponding frequency spectrum. In the frequency spectrum it is clear that the 
period is further tripled. It thus takes six periods to come back to the original state. 
At speeds close to or higher than the flutter speed the periodic pattern is lost. 
Fig. 5.36 shows the phase-plane plots at speed of 33 m/s . There is no periodicity, 
i.e., the period is infinite. This is seen in the frequency spectrum (Fig. 5.37) as a 
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Figure 5.30: Various phase-plane plots for speed = 25 m/s (initial disturbance is a 
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Figure 5.31: Power spectral density for speed = 25 m/s (initial disturbance is a prior 
flutter condition) 
74 
1.4 1.6 1.8 2 
tip vertical displacement (m) 
1.2 1.4 1.6 1.8 2 






- 5 0 5 10 
tip angular velocity (rad/s) 
Figure 5.32: Various phase-plane plots for speed = 28 m/s (initial disturbance = 4 
m) 
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Figure 5.33: Power spectral density for speed = 28 m/s (initial disturbance = 4 m) 
broadening of the spectrum. 
If one looks at all the phase-plane plots, one sees a clear increase in complex-
ity of the LCO with speed. Period doubling occurs between 25 m/s and 28 m/s; 
the complexity increases after 31 m/s and at around 32 m/s the response starts los-
ing its periodicity (though it still is bounded). Observing the LCO phase-planes at 
other speeds presented earlier (Fig. 5.27 and Fig. 5.23), there is close to a continuous 
increase in complexity, and post-flutter behavior seems quite chaotic. The initial fre-
quency doubling followed by the broadening of the spectrum is more obvious in the 
frequency spectra. This is a tell-tale sign of chaotic behavior. At 25 m/s there were 
only superharmonics to the dominant flutter / LCO frequency of around 16 rad/s, 
whereas at 28 m/s there is a subharmonic of half the frequency. Thus, the frequency 
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Figure 5.34: Various phase-plane plots for speed = 31 m/s (initial disturbance = 2 
m) 
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Figure 5.35: Power spectral density for speed = 31 m/s (initial disturbance = 2 m) 
31 m/s , the frequency spectrum undergoes a further period tripling. Thus, there are 
six subharmonics at 31 m/s and the spectrum thus has a 1/6, 2/6, 3/6, 4/6, 5/6, 1, 
7/6, ... spectrum. The frequency content of the LCO further increases with speed 
and thus broadening of the frequency peaks is observed at 32 m/s and finally a broad 
spectrum is obtained at 33 m/s . 
Table. 5.7 summarizes the results for LCO obtained on the HALE wing. Thus, 
depending on the level of disturbance expected in flight, the designer would need to 
take into account a LCO boundary, i.e., the maximum flight speed possible without 
the possibility of LCO at the assumed level of disturbance. 
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Figure 5.36: Various phase-plane plots for speed = 33 m/s (initial disturbance = 0.01 
m^ 
79 
10 15 20 25 30 35 40 45 50 
Frequency (rad/sec) 
Figure 5.37: Power spectral density for speed = 33 m/s (initial disturbance = 0.01 
m) 
Table 5.7: Observ ed LCO chart for HALE wing 
Initial 25 28 30 31 32 35 
Dist. m/s m/s m/s m/s m/s m/s 
0.01 m Stab. Stab. Stab. Stab. Stab. LCO 
1 m Stab. Stab. Stab. Stab. LCO LCO 
2 m Stab. Stab. LCO LCO LCO LCO 
4 m Stab. LCO LCO LCO LCO LCO 
6 m Stab. LCO LCO LCO LCO LCO 
Flutter LCO LCO LCO LCO LCO LCO 
Type Periodic Chaotic 
Periodicity 1 ,2 . . . 1/2, 1, 3 / 2 , 2 , . . . 1 /6 ,2 /6 , . . . 
flexible wing 
rigid wing 
0 T 1 1 r 1 1 1 1 r — I 1 1 1 r~ 
20 25 30 35 
flight speed (m/s) 
Figure 5.38: Variation of ao with flight speed for HALE aircraft 
5.4 Flight Dynamics and Aeroelasticity 
HALE aircraft are expected to have large flight dynamics-aeroelasticity interactions 
due to the high flexibility (thus low structural frequencies) of such aircraft. Flight 
dynamic calculations done on the complete HALE aircraft model are presented below. 
5.4.1 Trim results 
Fig. 5.38 shows the trim angle of attack, ao at various flight speeds. The value of 
ao required from a flexible wing is more than that from a rigid one. This is not 
expected based on linear aeroelastic theory. Linear aeroelastic theory predicts that 
at a given a0 the lift generated by flexible wing is higher than a rigid wing and thus 
the trim ao required is lower for the flexible wing. The opposite results observed 
here are due to large flatwise bending induced by lift. This bending causes the lift 
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Figure 5.39: HALE wing displacement at 25 m/s 
vector, which is perpendicular to the flow and the wing reference line, to not act in 
the vertical direction. This tilt of lift vector can be understood from the plot of the 
deformed wing shape. Fig. 5.39 shows the displacement shape of the wing at 25 m/s 
forward speed trim condition. The deflection of the wing is very large and outside the 
region of applicability of linear theory. This high deformation and associated loss of 
aerodynamic force in the vertical direction leads to the requirement of a higher value 
of a0. 
Fig. 5.40 plots the ratio of total lift (force in vertical direction perpendicular to 
the flight velocity and span) to rigid lift. The drastic loss of effective vertical lift is 
clearly observed as compared to linear results. The main significance of this result 
lies in the fact that, if stall angle is around 12°, then the rigid-wing analysis predicts 
the stall speed to be 20 m/s, whereas the actual flexible aircraft would stall at much 
higher flight speed of around 25 m/s. This would mean reduction in the actual flight 
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Figure 5.40: Total lift to rigid lift ratio at ao = 5° 
envelope. 
5.4.2 Rigid aircraft flight dynamics 
Table 5.8 shows the the phugoid- and short-period-modal frequencies and damp-
ings obtained by the present analysis, assuming a rigid wing. These results are com-
pared against the frequencies obtained by the simple rigid aircraft analysis given in 
Roskain [75]. One sees that results from the present analysis are essentially identical 
Table 5.8: Comparison of rigid aircraft flight dynamics for HALE aircraft 
Present Analysis % 
Analysis of Ref. [75] Diff. 
Phug. Preq. unp 0.320 0.319 +0.3 
Phug. Damp, (p 0.0702 0.0709 -1.0 
S.P. Preq. unsp 5.47 5.67 -3.5 
S.P. Damp, (SP 0.910 0.905 +0.6 
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Figure 5.41: Root locus plot showing the HALE flight dynamics roots, with a ma| 
nified section showing the roots nearest the origin 
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to published results. 
5.4.3 Stability of complete flexible aircraft 
When flexibility effects are taken into account in the flight dynamic analysis, the 
behavior is distinctly different from that of a rigid aircraft. Fig. 5.41, compares the 
flight dynamics frequencies obtained with and without wing flexibility. The phugoid 
as well as the short period mode are affected by wing flexibility. 
On the other hand, flight dynamic roots affect the aeroelastic behavior of the wing. 
Fig. 5.42 compares the root locus plot for the complete aircraft with those obtained 
by using linear wing aeroelastic analysis and nonlinear wing aeroelastic analysis. The 
nonlinear wing aeroelastic analysis uses the known flight trim angle of attack. A 
magnified plot is inserted which shows the qualitative differences in more detail. It is 
clear that the low-frequency modes which involve flexibility are completely coupled to 
the flight dynamic modes changing the behavior completely. On the other hand, the 
high-frequency modes, one of which linear analysis predicts to be unstable at 34.21 
m/s , are only affected by the nonlinearity. Thus, if the trim solution is properly taken 
into account then the nonlinear wing analysis gives a good estimate of the actual wing 
plus aircraft combination modes. 
5.5 Aeroelastic Control 
One of the motivations for the present work was to develop an aeroelastic analysis 
tool amenable to control design. To make the model control compatible, the model 
should be able to be transformed to a state-space form. One could then use any of 
the available linear control design techniques. The aim was to design a simple and 
effective controller for flutter suppression and gust load alleviation. A series of opti-
mal Static Output Feedback (SOF) controllers are designed for improving aeroelastic 
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Figure 5.42: Expanded root locus plot with magnified section inserted which depicts 
roots in vicinity of the unstable root 
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characteristics. A brief background on model order reduction is presented in the next 
section followed by a section describing the case studies of control design, open and 
closed loop results and comparison with the Linear Quadratic Regulator (LQR) and 
the Linear Quadratic Gaussian (LQG) regulator. 
5.5.1 Transforming present model to a low-order state-space 
form 
Before a control is designed for the aeroelastic system, the system needs to be con-
verted to a linear, state-space form. The original total number of variables of the 
complete nonlinear system is around 30 x n, where n is the number of finite elements. 
The break up of the 30 variables is, 3 each for displacement (ti), rotation (6), internal 
force (F), internal moment (M), linear momentum (P) , angular momentum (H), and 
6 each for inflow states (A) and stall states. For an eight element wing this total is 240, 
which is very large. In addition, some of the equations, e.g., strain - displacement 
relation, are static equations with no time derivative, and thus these equations need 
to be used to remove some variables. Also, in the nominal conditions considered here, 
there are no stall states. The final reduction in the number of variables and equations 
(and thus order of the nominal system) comes from the fact that the extensional and 
shear rigidities are very high and thus the corresponding strains are very low. This 
approximation could be used to further reduce the number of structural equations in 
half. The final count of variables lead to the order of the system around 12 x n (n is 
the number of beam elements used), where the variables are three rotational variable 
and their time derivatives and six inflow states per element. 
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Table 5.9: SOF performance for various sensor configurations 
Sensors Control % increment in c.l.eig.val. c.l.eig.val. 
config. cost cont. rms w.r.t. LQR real part imag part 
System 0 - 1.0323 21.1978 
LQR 586.90 0 -1.0323 21.1978 
SOF l a 628.56 3.49% -0.9190 21.2219 
SOF 2a 626.29 3.30% -0.9118 21.2646 
SOF 3a 625.13 3.21% -0.9167 21.2528 
SOF lh Unstable - -
SOF la l / i 622.33 2.97% -0.9598 21.2242 
5.5.2 Flut ter suppression 
The primary aim of the following exercise is to check the effectiveness of the present 
formulation in providing the necessary state-space model for control design. Some 
control design parametric studies were conducted and the control designs were checked 
by time marching. 
Table 5.9 shows the results for control cost and closed loop damping due to var-
ious static output feedback (SOF) controllers. The system under consideration is 
the HALE wing at 35 m/s (slightly above flutter speed of 32.21 m/s). The system 
matrices A, B, C are obtained by transforming the jacobian matrix as described in 
Section 5.5.1. The controller is optimized for minimum control rms. Thus, the state 
is not penalized (Q = 0) and the control coefficient is assumed unity (R = 1). The 
control mechanism is the wing tip flap. The process noise is assumed to affect all the 
structural equations of motion equally. The SOF results are compared to results ob-
tained using linear quadratic regulator (LQR) controller. The LQR design is a good 
baseline comparison because LQR gives the best performance measure. But LQR 
cannot be practically implemented because all the states are not known and thus, it 
must include an estimator like the Kalman filter. Once an estimator is added the re-
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suit ant dynamic controller increases the controller complexity considerably. But LQR 
gives a best achievable performance and is thus a good indication of the optimality 
of the SOF controller. 
The SOF controllers are denoted by the sensors used. Thus, l a denotes a root 
twist and root twist rate sensor, 2a denotes a twist and twist rate sensors at the 
root and the mid-span, 3a denotes twist and twist rate sensors at the root, one-third 
span wise position and two-third spanwise position. Ih denotes the curvature and 
curvature rate sensors at the root. As can be seen, the SOF controller using just 
one strain and strain rate feedback can give very good performance. For example, 
if one uses just a root twist and root twist rate feedback one stabilizes the system 
with just around 7% more cost, which in turn means around 3.5% increase in control 
root mean square (rms) value. Also the closed loop damping of the flutter mode 
is quite close to that provided by LQR. As the number of sensors is increased, the 
performance and the stability improves. Another point to note is that using only the 
root curvature and root curvature rate sensor feedback cannot stabilize the system. 
This is because the aeroelastic energy transfer is dominated by the torsional instability 
which in turn transfers some energy to the bending mode. Thus, the knowledge of 
torsional variables is more important for a stabilizing controller design. This suggests 
that a optimal placement of sensors is required for good performance which may lead 
to approximate recovery of LQR performance. 
The SOF gives a good controller in terms of stabilizing the system. The per-
formance comparisons with LQR were also quite favorable. However, it should be 
pointed out that SOF gives the optimal performance for the given disturbance, 
whereas LQR gives the best performance for any disturbance (since solution is in-
dependant of D). Thus, if the disturbance were such that the aerodynamic equations 
were more affected, or that the structural equations were affected in a different mode 
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then that assumed, then one would not get the best possible SOF performance for 
the new disturbance but the LQR performance is still the best, and consequently the 
comparison of SOF with LQR would not be as close. 
To test the controller effectiveness, the system is simulated with and without the 
controller. Fig. 5.43 shows the controlled and uncontrolled time history of the wing at 
35 m/s with an initial disturbance of 0.1m at the tip. The controller with root twist 
and root twist rate feedback is used. The nutter is effectively suppressed. Fig. 5.44 
shows the time history of the tip displacement if the controller is activated after the 
first five seconds into flutter. With an initial tip disturbance of 0.1m, the system 
reaches high deformations within 5s. Thus, the control actuation required is also 
quite high. In reality a single flap may not be able to provide the required high 
control authority. But high authority control is possible if more flaps are distributed 
through out the wing span. 
Due to the simplicity of the SOF controller, it can be easily combined with gain 
scheduling to obtain a nonlinear controller. To demonstrate the ease of designing a 
nonlinear controller, a simple nonlinear controller is designed to control the nonlinear 
phenomena of limit cycle oscillations (LCO). It should be noted here that it is mainly 
due to the insight into the nonlinear physical mechanisms responsible for the LCO 
that leads to a design of a simple nonlinear controller. 
Before the design of the nonlinear controller is explained, there is a need to go 
back to the nonlinear limit cycle oscillation results explained earlier. It is seen that 
there is a drastic decrease in stability with wing bending. Thus, a wing when curved 
behaves completely different. In fact it leads to instability at much lower speeds. The 
dominant nonlinearity seems to be the one due to wing bending, as it is exhibited in 
tip displacement. Thus, the tip displacement seems to be a good parameter on which 
to base a nonlinear controller. A simple nonlinear controller is designed using dynamic 
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Figure 5.44: Flutter suppression at speed of 35 m/s with SOF controller activated 
after the first five second 
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gain scheduling based on the tip displacement. The case used is the HALE wing at 30 
m/s , which is stable if linear analysis is used. There is a decrease in stability margin 
with curving of beam and at a tip displacement of around 0.6m it becomes unstable. 
A series of SOF controllers with root strain and root strain rate feedback are designed 
at intervals of tip displacement. The controller is linearly interpolated at in-between 
tip displacements. 
Fig. 5.45 shows the effect of such a nonlinear controller on the aeroelastic behavior 
of the HALE wing at 30 m/s when disturbed by a tip displacement of 2m. The 
uncontrolled case gets attracted to a limit cycle oscillation but the controlled wing 
approaches the undeformed state. If the damping of various modes is evaluated, one 
finds that even without control the first bending mode is damped. But as the wing 
moves from the deformed state, it excites the torsional mode which gains energy from 
the flow and then transfers it back to the bending modes. The controller does not let 
the torsional energy increase, and since the bending mode is highly damped it goes 
to an equilibrium. The nonlinear SOF controller effectively suppresses the torsional 
mode and thus avoids LCOs. 
Before ending this section on flutter suppression the SOF controllers are compared 
to a LQR controller in series with a Kalman estimator, i.e., a linear quadratic gaussian 
(LQG) controller. LQG controller will give the optimal output feedback law, but the 
controller is very complex as compared to simple constant output feedback. Also, to 
adapt the LQG controller to a nonlinear system would be very difficult. Since the 
SOF controllers are designed under the assumption of zero sensor noise, the LQG 
controllers are also designed by using small sensor noise (the sensor noise matrix is 
reduced till the cost converges to a value). 
Table. 5.10 shows the results for a LQG controller. As seen in the table, the LQG 






























Figure 5.45: Nonlinear SOF controller applied to LCO control at 30 m/s 
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Table 5.10: SOF/LPF performance 
Sensors Control % increment in cont rms c.l.eig.val. c.l.eig.val. 
config. cost w.r.t. LQR w.r.t. LQG real part imag part 
System 0 - - 1.0323 21.1978 
LQR 586.90 0 - -1.0323 21.1978 
LQG la 607.46 1.74% 0% -1.0323 21.1978 
SOF la 626.29 3.49% 1.72% -0.9190 21.2219 
SOF l a + LPF 796.13 16.47% 14.48% -0.6438 22.0321 
Reoptimized 623.72 3.09% 1.33% -0.9396 21.2038 
but is only slightly better than a SOF. Thus, LQG cannot be preferred over SOF 
just for performance. There are some other characteristics of LQG controllers which 
make it a better choice as compared to SOF. One of which is the high-frequency roll 
off. High-frequency roll off would mean that the high-frequency unmodeled dynamics 
of the system are not as much affected by the controller and thus lessening the risk 
of the controller destabilizing the system. One can introduce high-frequency roll 
off in SOF by utilizing a low-pass filter (LPF) in series with the SOF controller. 
Such characteristics have been shown earlier for a second order acceleration feedback 
controllers [76]. 
In this example a fixed low-pass filter of frequency cutoff of 100 rad/s and damping 
factor of 1.0 is used. As can be expected, such a low-pass filter will change the 
magnitude and phase characteristics of the effective controller thus leading to decrease 
in the controller performance. But, the SOF controller could be reoptimized by 
assuming it to be attached to a low-pass filter. The reoptimized combination of the 
low-pass filter and SOF leads to a simple yet very effective controller. The control 
rms is only 1.33% higher for the low-pass filter plus SOF combination as compared 
to a LQG, with a better roll-off characteristics, and a simple implementation. 
Finally, one of the most important properties of a controller is its robustness. 
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Table 5.11: Comparison of the stability margins 
Sensors config gain margins phase margins 
LQR -6.02 db +co db -60° +60° 
LQG la -5.84 db +12.03 db -58.70° +56.15° 
SOF l a -5.44 db +9.66 db -58.98° +54.87° 
1 SOF l a + LPF -4.30 db +9.50 db -80.29° +28.36° 
SOF l a + LPF (reopt.) -5.69 db +9.81 db -59.28° +56.29° 
Stability margins are a good indication of the controller robustness to gain and phase 
shifts. Table 5.11 shows the stability margin predictions for the various controllers 
under investigation. As expected, LQR controller has a gain margin of —6.02 db and 
+oo db and phase margin of ±60°. The LQG controller has similar lower gain margin 
and phase margins. There is a degradation in the upper gain margin to around +12 
db (ensuring stability at controller gains up to only four times the nominal). As to the 
SOF controller, it shows gain and phase margins similar to the LQG design. Thus, 
SOF controller can be expected to have equivalent robustness properties. By adding 
a LPF to the SOF controller there is a shift in the phase margin. The phase shift 
is introduced because the LPF itself has a phase shift of around 25° at the unstable 
frequency. This phase shift is overcome by reoptimizing the SOF controller with 
LPF. Such a reoptimized controller regains the characteristics of the stand-alone SOF. 
Thus, a reoptimized SOF+LPF controller has performance, high-frequency roll off and 
stability margins very close to LQG controller without the associated complexity. 
To summarize, a SOF controller could be designed for optimal performance which 
is very close to LQR with proper choice of sensors. It may be possible to modify such 
a simple SOF controller for control of nonlinear system response like LCOs. High-
frequency roll off could be achieved by combining such a controller with a low-pass 
filter. The SOF controllers also have gain and phase margins equivalent to LQG 
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controllers. 
5.5.3 Gust load alleviation 
Gust load alleviation problem is very important to keep the disturbance response of 
the wing low. Low disturbance response would extend the fatigue life of the structure. 
To solve a gust response problem one need to define a gust model. For the results 
presented here the gust model is based on the continuous atmospheric turbulence 
model given in Bisplinghoff et al. [61]. Using this model, the power spectrum of 
atmospheric turbulence in terms of space frequency can be represented as, 
<b(u\ \Ut/s)2] __ 0.060 ( • 
V\Vj[rad/ft\ 0.000004+(*n* t 5 - 1 . , (^) 
For a given speed (£/). one could write the power frequency spectrum of atmo-
spheric turbulence in MKS units as, 
i/sf 
^ \U) [ rad/s \ ~ 0.000043[/2+cu2 ^°^) 
The above equation for a given flight speed has the form of the power spectrum 
of a first order dynamic system excited by a white noise. Thus, the atmospheric 
turbulence model can be easily represented in terms of a single state-space equation. 
This equation was added to the system equations. The output of the gust equation 
to white noise was given as the disturbance to the original system. The model is 
the HALE wing at flight speed of 25 m/s. The state cost is defined in terms of the 
structural energy [77] as Js = xJ[K]xs + x£[M]xs, where xs are the structural states. 
Table 5.12 shows the state and control cost associated with SOF controllers using 
various sensors. The results are very different from those obtained for flutter suppres-
sion. For flutter suppression, twist sensing was most important since the unstable 
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Table 5.12: SOF performance for gust alleviation at 25 m/s 
1 Sensors Performance State Control 
[ config. measure cost cost 
SOF l a 74.614 74.215 0.399 
SOF ih 62.788 53.342 9.446 
SOF 2k 62.598 53.016 9.582 
SOF 3/i 62.580 52.985 9.595 
SOF lalh 62.605 53.033 9.572 
mode was dominant in twist. In gust alleviation the curvature (bending) sensing 
seems to lead to best performance. The reason stems from the fact that the gust 
spectrum is very high at low frequencies and drops drastically with increase in fre-
quencies. The bending frequencies are thus the modes which are most excited by 
the gust. Curvature sensing is thus most important for gust load alleviation since 
it senses the modes that are most disturbed and thus these modes could be easily 
controlled. 
Fig. 5.46 shows the plot of state cost versus control cost for optimal SOF controller 
using only the root curvature and root curvature rate sensing. At flight speed of 
25 m/s the system is stable and thus the uncontrolled state cost is finite. With 
slight increase in control cost there is drastic reduction in the state cost. But the 
decrease in state cost is limited due to the use of only two sensors. Furthermore the 
edgewise bending modes are neither observed nor can these modes be controlled thus 
leading to a finite minimum state cost. Using the plot a designer could choose the 
controller design based on the available control authority and expected amplitude of 
disturbance. 
Before comparing the results presented in Table 5.12 with LQR designs, the various 
LQR controllers are discussed below. The way to represent a LQR controller for a 
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Figure 5.46: State versus Control cost plot for gust alleviation using SOF 
Table 5.13: Comparison of SOF performance with LQR 
Sensors Performance State Control 
config. measure cost cost 
SOF lh 62.788 53.342 9.446 
LQR (white noise) 75.015 75.014 0.00025 
LQR (gust model) 48.584 38.968 9.616 
SOF (all states) 62.552 52.938 9.614 
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system with a gust state is unclear. The reason is that, even though the gust state 
is part of the mathematical system which is used for design, it is not a part of the 
actual system. Thus, whether to include the gust state feedback is unclear. There are 
three LQR-like controllers designs possible. First one denoted as LQR (white noise) 
is based on the assumption of a white noise disturbance to the system, i.e., no gust 
state equation. The second, LQR (including gust model) is the LQR design based on 
the model which includes the gust state. This model assumes the knowledge of the 
gust state, which actually is not known. The third controller denoted by SOF (all 
states) is a full state feedback of only the original model states but the gust state is 
not used for feedback. 
Table. 5.13 gives the performance results for various LQR designs and compares 
with SOF. If LQR controller is designed without considering the actual gust spectrum, 
i.e., assuming a white noise, then the design is not useful in controlling the response 
of an actual gust. This is because though LQR is by design an optimal controller 
for any disturbance spatial mode it assumes that the disturbance is a white noise 
process affecting all the modes. But the actual gust spectrum is such that it affects 
the first couple mode much more than the higher modes. Consequently even if the 
higher frequency modes have a lower stability margin these modes are not as affected 
due to the lower excitation power and thus need not be given priority over the lower 
modes. Thus, the results obtained using a LQR (white noise) controller are not 
good. Now, if the gust model is included and a LQR controller is designed assuming 
gust state feedback, it gives the best achievable results. But LQR (gust model) is 
inconsistent in assuming knowledge of the gust state which by definition is quite 
random. Though unachievable, it is a good baseline result for comparison. Now 
if a full original model state feedback is designed, the performance gives the best 
achievable results of constant gain output feedback. It is seen that this result is quite 
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close to that obtained by using only a root curvature and root curvature rate feedback. 
Thus, using just a pair of sensors, i.e., root curvature and root curvature rate, a SOF 
controller could be designed to give performance with 1% of the performance one 
would achieve by feeding back all the 96 states. This again points out that effective 
SOF controllers could be designed by choosing the right sensors. 
In summary, SOF controllers can be effective in gust alleviation with proper choice 
of sensor. Inclusion of a proper gust model is also necessary for optimal performance. 





The present work had the goal of developing a low-order, high-fidelity aeroelastic 
model for preliminary design and control synthesis of a high-aspect-ratio wing aircraft. 
The following modeling and analysis capabilities have been achieved: 
• Geometrically nonlinear modeling of the wing structures as beams 
• Cross-sectional analysis of arbitrary, anisotropic cross sections 
• Finite-state unsteady induced flow modeling 
• ONERA stall model 
• Rigid body modes in the analysis 
• Control surface aerodynamics 
• Static Output Feedback control design for gust load alleviation and nutter sup-
pression. 
With such a modeling capability various problems have been investigated, and 
insights into higher-order effects gained. They include: 
• Parametric studies of composite wings 
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• Aeroelastic instabilities (and the damping of various modes) 
• Effect of steady-state lift on aeroelastic characteristics 
• Limit cycle oscillations 
• Flight dynamics of a flexible aircraft 
• Control system design and evaluation 
Aeroelastic tailoring results indicate the enormous effect that coupling has on the 
aeroelastic characteristics of the wing. Also the studies indicate the necessity of using 
correct cross-sectional analysis because the aeroelastic results are very sensitive to 
the cross-sectional stiffness parameters. Divergence is drastically affected by flatwise 
bending-torsion coupling. Flutter is also affected by coupling, but the effect is not as 
clearly observed. There are a number of flutter modes and these flutter modes are 
affected in different ways. 
The nonlinear aeroelastic results are interesting to say the least, and complex 
at most. The results give deeper insight into effects on nonlinearities on aeroelas-
tic stability. For the metallic wing structural nonlinearities were stiffening. Stall 
nonlinearities decreased the flutter speed drastically due to coupling between the low 
frequency stall dynamics and structural modes. Limit cycle oscillations were observed, 
but the amplitude was very high which might lead to failure in an actual wing. A 
very interesting nonlinear effect was that of finite disturbances. It has been shown 
that even for speeds lower than the predicted linearized instability speed, instabilities 
could be induced due to finite disturbances. 
A nonlinear aeroelastic analysis has also been conducted on a complete aircraft 
model representative of the current High-Altitude Long-Endurance (HALE) aircraft. 
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Due to the large aspect ratio of the wing, the corresponding large deflections un-
der aerodynamic loads, and the changes in the aerodynamic loads due to the large 
deflections, there can be significant changes in the aeroelastic behavior of the wing. 
In particular, significant changes can occur in the natural frequencies of the wing as 
a function of its tip displacement which very closely track the changes in the nut-
ter speed. This behavior can be accounted for only by using a rigorous nonlinear 
aeroelastic analysis. 
Limit cycle oscillations were also observed in the HALE wing. As expected, the 
results show that stall limits the amplitude of post-flutter unstable oscillations. Geo-
metrical nonlinearities are responsible for the low nonlinear nutter speed. Thus, even 
at speeds below the linear flutter speed, LCO can be observed if the stable steady 
state is disturbed by a finite-amplitude disturbance. A critical disturbance magni-
tude is required at a given speed or a critical speed is required at a given disturbance 
magnitude to initiate LCO. 
The overall flight dynamic characteristics of the aircraft also change due to wing 
flexibility. In particular, the trim solution, as well as the short-period and phugoid 
modes, are affected by wing flexibility. Neglecting the nonlinear trim solution and 
the flight dynamic frequencies, one may find the predicted aeroelastic behavior of the 
complete aircraft very different from the actual one. 
Controllers based on optimal static output feedback theory were designed and 
compared with linear quadratic regulator and linear quadratic gaussian designs. Static 
output feedback controllers seem to give a comparable performance at a much lower 
complexity. Due to its simplicity, static output feedback can be easily coupled with 
other controllers or can be used with gain scheduling for a nonlinear controller. Op-
timal sensor position is critical to get good performance from static output feedback. 
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Future Work 
There are various areas of research which could be pursued with the help of the 
present analysis. 
Aeroelastic tailoring of composite wings is a promising field. But there are no 
consistent ways of conducting parametric studies. Just changing the ply lay-up is not 
right. The aeroelastic tailoring results need to satisfy some strength and frequency 
constraints. Without some research into this aspect, the aeroelastic tailoring results 
would be academic. However, realism gained through proper design constraints would 
lead to realistic improvements in overall aeroelastic response. Nonlinear aeroelastic 
and structural tailoring is another important area in which further work is needed. 
As was seen in the results, it is possible to avoid the deleterious effects of nonlinear 
deformation by structural coupling or pre-curving of the wing. Such effects need to be 
exploited to the fullest extent so as to maintain wing stability at large deformation. 
The nonlinear aeroelastic effects are strong function of the wing aspect ratio. A 
parametric study can be conducted to study the effects of various nonlinearities on the 
aeroelastic behavior. It is expected that stall nonlinearities are dominant at low aspect 
ratios, while geometrical nonlinearities are more important at high aspect ratios. Also, 
some results indicated that the nonlinearity is related to the edgewise stiffness and the 
corresponding frequency. Investigating the effect of frequency distribution of various 
modes would lead to rules of thumb as to when the nonlinearities are critical. The 
nonlinearities are also affected by other structural parameters like taper and sweep. 
Wing taper has an important effect on the frequencies of a straight wing and can 
be assumed to affect the variation of frequencies with large deformation. Such effect 
may lead to different nonlinear aeroelastic characteristics. Research in these areas 
would study the importance of various structural planform parameters in nonlinear 
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behavior and would bring out any new critical nonlinear features. 
Before practical use, the analysis should be evaluated using more rigorous tools. A 
combination of FEM for structural analysis and CFD for aerodynamic analysis would 
give good baseline comparison results. There is also a possibility of modifying the 
finite-state aerodynamic model to incorporate corrections from a CFD model. Such 
correction would make the analysis more accurate and a control design based on such 
model likely to be successful. Also, the nonlinear structural analysis could be coupled 
with a CFD code to give a good model to evaluate control designs. There is also a 
need to investigate the stresses in the wing when it is undergoing large deformation. 
These stresses could then be used to evaluate a failure criterion. By knowing the 
failure limit one could then investigate the cases in which nonlinear effects really 
happen before failure. For example, one could study whether the wing fails before 
settling into a LCO. 
One of the most important extension to this work would be the design and evalua-
tion of robust controllers based on this model. Before attempting to design controllers 
it would be necessary to develop an uncertainty model. Developing an uncertainty 
model which is an accurate representation of the expected uncertainty would help 
design controllers with less conservatism and thus better performance. 
The nonlinear interaction between flight dynamics and wing elastic deformation is 
of importance in HALE aircraft. Further research is necessary to get physical insight 
into this important interaction. By doing a parametric study with wing flexibility 
and aircraft weight one can expect to get qualitative indicators as to when these 
interactions become important. 
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