Abstract-We explore how to rigorously evaluate multidimensional visualizations for their ability to support decision making. We first define multi-attribute choice tasks, a type of decision task commonly performed with such visualizations. We then identify which of the existing multidimensional visualizations are compatible with such tasks, and set out to evaluate three elementary visualizations: parallel coordinates, scatterplot matrices and tabular visualizations. Our method consists in first giving participants low-level analytic tasks, in order to ensure that they properly understood the visualizations and their interactions. Participants are then given multi-attribute choice tasks consisting of choosing holiday packages. We assess decision support through multiple objective and subjective metrics, including a decision accuracy metric based on the consistency between the choice made and self-reported preferences for attributes. We found the three visualizations to be comparable on most metrics, with a slight advantage for tabular visualizations. In particular, tabular visualizations allow participants to reach decisions faster. Thus, although decision time is typically not central in assessing decision support, it can be used as a tie-breaker when visualizations achieve similar decision accuracy. Our results also suggest that indirect methods for assessing choice confidence may allow to better distinguish between visualizations than direct ones. We finally discuss the limitations of our methods and directions for future work, such as the need for more sensitive metrics of decision support.
INTRODUCTION
Suppose Yannis needs to book a hotel for his honeymoon in Paris. A range of websites exist that provide advanced filtering and searching tools to find hotels. But having heard of the power of data visualization, Yannis seeks instead a dataset that he can visualize, so as to fully understand and compare all the options available to him. He downloads an up-to-date dataset with about two hundred hotels with a dozen attributes such as price, room size, bed size, or user ratings. The dataset is not a particularly challenging one to visualize: manageable size, no missing or uncertain data, and all values conveniently encoded in quantitative or ordinal format. Many systems and techniques are available that can visualize such a dataset. Which system should we as visualization experts recommend to Yannis? Which visualization technique is the most likely to help him choose the best hotel? Surprisingly, there is very little empirical data to help us decide which visualization best supports making such decisions. Yannis could either choose to use a general-purpose multidimensional visualization tool based on scatterplot matrices or parallel coordinates [52, 60] , or use a visualization system specifically designed for decision support [15, 37, 61] . However, to our knowledge, no previous work has evaluated such tools for their ability to support decision-making tasks. Most existing studies are either qualitative studies without a comparison baseline [6-8, 37, 61, 64, 89] as value retreival [55, 84] or correlation estimation [57, 89] instead of decision-making tasks. Although supporting elementary analytic tasks is likely an important precondition for supporting informed decisions, data-driven decision making differs from data analysis and data exploration. For example, recent visualization studies have suggested that decision tasks are more error-prone than equivalent analytic tasks [28] , and that people can make irrational decisions even when they properly understood the data [27] . Thus, good performance with elementary analytic tasks does not guarantee good performance in decision making.
Since many decision tasks have no clear ground truth, evaluating visualizations for their ability to support decisions is difficult, and there is a lack of methodological guidance in the information visualization literature on how to do so. This article attempts to bridge this gap by exploring conceptual and methodological issues in evaluating visualizations for their ability to support decisions. We first define our target task, called a multi-attribute choice task, and conduct a systematic analysis of existing multidimensional visualization techniques and the extent to which they are appropriate for such tasks. Based on our analysis, we chose to focus on evaluating three generic and commonly-used elementary visualization techniques: parallel coordinates, scatterplot matrices, and tabular visualizations. Each technique supported basic interactions. Participants first received extensive training with each technique, and performed elementary analytic tasks identified as possible components of higher-level decision making tasks. They then used each visualization to choose an ideal holiday package for themselves. We measured the quality of participant's decisions using a range of metrics. In particular, we introduced a novel decision accuracy metric based on the consistency between the choice made and self-reported preferences for attributes. We discuss which of these metrics were the most able to capture meaningful differences between the three techniques.
BACKGROUND
We first define the type of task we want to support, i.e., multi-attribute choice tasks, and then articulate the link between these tasks and multidimensional data visualization. We next review the different types of multidimensional visualizations and discuss to what extent they may be appropriate for multi-attribute choice tasks. Finally, we review interactive visualization systems specifically meant for decision support and the methods used to evaluate them.
Multi-Attribute Choice Tasks
In this article we focus on supporting multi-attribute choice tasks, a common type of decision making task. We refer to a multi-attribute choice as a task that consists of finding the best alternative among a fixed set of alternatives, where alternatives are defined across several attributes. One example is buying a camera at an online store, where each available camera is defined by its price and a number of technical features such as size, weight, or resolution.
There is no unique way of defining a "good" alternative, and the best definition depends on the context. "Goodness" can be defined in objective terms (e.g., Pareto dominance [27] ) or in subjective terms (e.g., personal satisfaction with the choice). Possible metrics of goodness will be further discussed in Sections 4.9 and 4.10. For now, we note that multi-attribute choice tasks generally involve users' personal preferences and rarely have an obvious "right" answer.
Our notion of multi-attribute choice task is similar to the preferential choice previously introduced in HCI by Bautista and Carenini [11] , and defined as "the process of selecting the best option out of a set of alternatives". Our term is more closely related to the terminology of Multi-Criteria Decision Making (MCDM), a discipline that studies procedures to aid decision making in areas like business intelligence and finance [76, 91] . MCDM problems however, refer to a broader class of decision-making tasks. Some MCDM problems involve an infinite number of alternatives [76] , and even when the alternatives are finite (referred to as Multi-Attribute Decision Making or MADM [76] ), they are not necessarily known in advance [91] . Some MADM problems also involve ordering or classifying alternatives rather than identifying the best [76] . In this article we focus solely on the task of identifying the best among a finite number of alternatives known ahead of time.
A key difference between our work and MCDM as a discipline is our focus on supporting spontaneous decision-making aided by visualizations, without any imposed procedure or strategy. While MCDM methods are extremely useful for critical team decisions such as choosing a long-range business investment scheme [91] , we are interested in how common visualizations can benefit a broad range of users without prior training in decision analysis. Thus we treat visualizations not as tools to guide users in their decisions, but rather as tools to help them better understand the information on which they base their decisions.
Since in a multi-attribute choice task all alternatives are i) known in advance, and ii) defined across a set of attributes, all information can be provided as a data table [60] where rows are alternatives and columns are attributes [27] . Rows are also commonly called "data cases", while columns are often called "dimensions". In order to help users understand this type of dataset, information visualization has contributed a range of multidimensional visualization tools which we discuss next. Though many of these tools are used to analyze big datasets, most of them are also adapted to the small datasets typical of common multi-attribute choice tasks (e.g., booking a hotel).
Multidimensional Visualization Approaches
Many approaches exist to visualize multidimensional datasets. Here we provide a systematic analysis of existing approaches and discuss their relation to multi-attribute choice tasks. We group them into three major families: techniques based on dimensionality reduction, non-geometric approaches, and what we call "lossless" geometric visualizations.
Dimensionality Reduction
Some multidimensional visualizations rely on dimensionality reduction to collapse multiple dimensions into a smaller number of dimensions, typically two [45, 62] . Two common approaches are principal component analysis [62] and multidimensional scaling [45] . Although dimensionality reduction can reveal hidden structures in complex datasets and can show similar and dissimilar data cases, the resulting dimensions are often hard to interpret [70] . Furthermore, raw values are lost during the reduction process, whereas multi-attribute choice generally requires users to be able to read attribute values directly. A related family of techniques is dimension filtering, which automatically removes dimensions that are either redundant or unimportant according to some criteria [88] . However, in a context of multi-attribute choice, the importance of dimensions (attributes) can rarely be deduced from the data itself as it requires personal judgment and varies across decision makers [78] . Thus, in the absence of prior information, it seems safer to use visualizations that initially give all dimensions equal importance.
Non-Geometric Visualization Techniques
Keim and Kriegel [52] (also [60] ) classified multidimensional visualizations into six categories, the first being geometric projection. Geometric projection is a broad class of techniques that encompasses both dimensionality reduction (Sect. 2.2.1) and simpler forms of projections discussed in Sect. 2.2.3. We discuss non-geometric approaches here.
Typical non-geometric approaches are icon-based techniques, where data cases are visualized side-by-side as icons or glyphs [34] . Examples include Chernoff faces [19] and star glyphs [54] . Although icons presumably tap into our ability to visually process shapes, they can make comparisons across dimensions challenging [60] , as some dimensions may be perceived as more salient than others [20, 54, 60] .
In pixel-oriented techniques, each data case is encoded as a single colored pixel [52] . These techniques are very space-efficient and mostly useful when the number of data cases is very high. However, for common multi-attribute choice tasks, the number of data cases is rarely that high. Furthermore, color is not the most effective visual variable [22] and can impede decision making [13] .
Two other categories are hierarchical and graph-based techniques [52] . These techniques assume the existence of structural relationships between attributes that may not be available in multi-attribute choice situations. Finally, hybrid techniques combine multiple visualizations either in-place or side-by-side [60] . Although combining different approaches can be powerful, the strengths and weaknesses of elementary visualization techniques need to be better understood before we know how to combine them effectively.
Lossless Geometric Projection
Keim and Kriegel's taxonomy [52] can be refined by splitting geometric projection techniques into lossy and lossless. As we discussed, visualizations employing dimensionality reduction are lossy because raw values are lost and cannot be retrieved by looking at the visualization. For example, an MDS projection can lay out cameras on a 2D space so that similar cameras are close to each other [45] , but users cannot read the price or resolution of cameras unless separate detail-on-demand techniques are provided. In contrast, in a lossless projection, any attribute value from any data case can be visually retrieved without interactions beyond basic scrolling and panning operations. Thus, although in practice lossless projections may require interaction if the dataset is too large to fit the screen, in principle no interaction is required if the display is sufficiently large.
Lossless geometric projection approaches employ simple visual encodings and encompass some of the most commonly used multidimensional visualization techniques [59, 86] .
A table dataset with two dimensions can be visualized losslessly with a 2D scatterplot. 2D scatterplots can be extended to more dimensions by employing either higher-dimensional scatterplots (e.g., 3D scatterplots) or star coordinates [50] . However, since the location of each data point on the display encodes a vector sum, both techniques are lossy. A lossless alternative involves creating 2D scatterplots for every pair of dimensions and arranging them in a scatterplot matrix [31] . Many variations of scatterplot matrices have been proposed, including versions that use color encodings [35, 77] , or extensions that support categorical data [31, 44] or continuous multidimensional functions [82] .
Another classic lossless geometric projection technique is the parallel coordinates plot, where dimensions are parallel axes, and data cases are polylines that intersect the axes at their corresponding values [46] . Variations of parallel coordinates exist that are circular [42] , hierarchical [33] , bundled [90] , curved [5] or use 2D-3D layouts [48, 81] .
However, according to a recent survey [47] , there is not enough empirical support to suggest that the alternative configurations outperform the original representation. A hybrid technique has also been proposed that combines parallel coordinates with scatterplot matrices [79] .
A third lossless technique is the tabular visualization, i.e., a numerical table whose cell values are encoded visually [63, 83] . Common encodings include length (bars) [14, 63, 65] , luminosity or hue (i.e., shaded cells) [63, 83] , and area (e.g., circles) [14, 63, 71] . Tabular visualizations are supported to some extent by most modern spreadsheet software through a "conditional formatting" feature, where numerical values are generally displayed on top of the encodings [63] .
Stacked bar charts and grouped (or clustered) bar charts are analogous to tabular visualizations that use bars to encode values, except bars are stacked or displayed next to each other instead of being aligned. Although stacked and grouped layouts are commonly used in statistical charts, studies have suggested that the aligned layout of tabular visualizations has perceptual benefits [22, 39, 75, 87] . Furthermore, stacked and grouped bar charts need to encode bars of the same category with color, which limits their scalability as multidimensional visualizations due to human limitations in color discrimination [80] .
Evaluations
Previous studies suggest that 2D scatterplots outperform bivariate parallel coordinates for correlation tasks [57] , and that scatterplots embedded within parallel coordinates outperform parallel coordinates alone for cluster detection [43] . A more recent study [55] compared parallel coordinates with three simplified forms of scatterplot matrices (where only a subset of the plots is shown) for basic value retrieval tasks, and found that one of the simplified forms outperformed parallel coordinates. However, it remains unclear whether complete scatterplot matrices (i.e., that include all n(n − 1) pairs of dimensions) would also outperform parallel coordinates in value retrieval if screen real-estate is controlled for. At the same time, simplified scatterplot matrices hide most bivariate relationships, and thus, may not be as suitable for overview tasks such as identifying highly correlated dimensions.
Evaluation of multidimensional visualization techniques is still in its infancy. We know little about how elementary multidimensional visualizations compare in terms of elementary analytic tasks, and even less so in terms of how they support decision tasks.
Visualizations Used in Decision Support
After reviewing these general approaches for visualizing multidimensional data, we now move to visualization tools specifically meant for decision support. We start by briefly reviewing domain-specific tools.
Domain-Specific Tools
A major application area for multi-attribute choice tasks is product comparison. The vast majority of product comparison charts produced for magazines and for the Web are tables 1 , with various combinations of text and visual encodings (e.g., colors, checkmarks). Similarly, a number of interactive product comparison tools present products in a tabular visualization [58, 74] . Exceptions include ProductExplorer [67] which uses parallel coordinates. SmartClient [64] shows a subset of product alternatives in a scatterplot display, with a table for the remaining criteria and parallel coordinates if the users wish to apply constraints to many criteria. EZChooser shows products as an image collection and encodes criteria as bargrams (i.e., histograms whose bars have been tipped over and lined up end-to-end) [85] .
Other domain-specific visualization tools for decision support exist, e.g., in areas such as financial investment [25, 69] , software release planning [9] , health [1] or lighting design [73] . In contrast to product comparison tools, these tools are not intended for a general audience and their design is hard to generalize beyond their specific application domain. As we focus on assessing the effectiveness of visualizations that can be used by a large audience and in a range of multi-attribute choice tasks, we devote the rest of this section to domain-agnostic tools.
General-Purpose Tools
Some visualization tools designed for exploratory data analysis are thought to aid multi-attribute choice due to their support for interactive querying and filtering. ScatterDice is a multidimensional data exploration tool based on scatterplot matrices [30] . In one scenario, a user browses cameras to buy, by creating a lasso query and refining it while transitioning between scatterplots [30] . HomeFinder represents data cases as dots on a map, while other attributes are represented as dynamic query widgets that can be used to progressively refine a query [84] . FilmFinder generalizes HomeFinder by changing the map into a scatterplot display [2] . Both HomeFinder and FilmFinder focus on specific domains (houses and films), but their widget-based query approach can be used with arbitrary datasets [32] .
Some visualization tools support multi-attribute choice more explicitly, by allowing users to combine multiple attributes into a single aggregate score. ValueCharts [15] and LineUp [37] initially show the choice dataset as a tabular visualization where columns can be resized to express attribute importance. The entire visualization can then be collapsed into a stacked bar chart and sorted. This approach is effectively an interactive implementation of the weighted sum method in Multi-Criteria Decision Making [76] . WeightLifter [61] extends the approach by adding analytic and visualization tools such as parallel coordinates. CommonGIS supports decision tasks with geographical components (e.g., ranking counties by their need for funding, or choosing a skiing resort) [6, 7] . It also supports interactive weighted sums and implements a range of visualizations such as scatterplot matrices, parallel coordinates and tabular visualizations, all linked to a map.
As we saw, the majority of visualization tools meant to support multiattribute choice employ lossless geometric projections. One exception is Dust & Magnet [89] , where queries are embodied by magnets that are displayed in the same 2D space as data cases. The more a data case satisfies a query, the more it is attracted to the magnet. A scenario illustrates how a user can select cereals based on their dietary composition, by placing and moving magnets. Similarly, the Data Context Map [17] , which features a scenario involving choosing a university, displays alternatives, attributes, and query results in the same unified 2D space. Since these representations are lossy projections, detail-on-demand techniques are provided to let users retrieve individual values.
Evaluations
Many visualization tools meant to support decisions have not been evaluated. Some of their design features have been assessed through qualitative studies, but without comparison to other techniques [6] [7] [8] 37, 61, 64, 89] . The few exceptions are controlled experiments comparing either variations of the same visualization [11, 24] , or comparing a visualization with non-visualization base cases, such as web forms [67] , static numerical tables [85] , or Q&A systems and textual formats [84] .
Despite the lack of comparative evaluations, the tasks and metrics from previous studies provide insights on how visualizations tools for decision support can be evaluated. Some studies have examined subjective user ratings [8, 61, 67] . More formal evaluations have employed tasks such as value retrieval [11, 24, 84] , range tasks [67, 84] , finding extrema [11, 24, 89] , finding outliers [84] , and identification of patterns [84] , correlations [89] , and clusters [89] . Other studies involved more complex analytic tasks combining multiple low-level tasks [8, 67] . In other words, a number of evaluations have employed analytic tasks.
Analytic tasks are informative when evaluating visualization tools for decision support, because good decisions require a good understanding of the relevant data. However, understanding the relevant data does not necessarily yield good decisions due to limits in human reasoning [49] . For example, in a recent visualization study, participants were almost 100% accurate in selecting good (non-dominated) alternatives using a scatterplot, but their decision appeared irrationally influenced by the presence of irrelevant (dominated) alternatives [27] . Therefore, it seems important to also include actual decision-making tasks when evaluating visualization tools meant to support decision making.
A few studies have indeed evaluated visualization tools using multiattribute choice tasks. In the evaluation of EZChooser [85] , participants were asked to choose among cameras and mutual funds, and Fig. 2 : A) Single data case "France" highlighted on hovering. B) Range selection on two dimensions. The three data cases at the intersection of the selected ranges (63-72 for "Employment rate", and 340000-40000 for "Personal earnings") are "France", "Germany" and "Finland".
the independent measures included decision time, subjective ratings of technique preference, as well as satisfaction and confidence in one's choice. Value Charts were evaluated twice [11, 24] . In the first study, participants were asked to choose among houses, cell phones and tourist attractions, and the study examined the number of insights acquired during the decision process [11] . In the second study, participants chose among universities and restaurants, and the study examined time, choice satisfaction and confidence [24] . In the evaluation of Dust & Magnet [89] , participants indicated which attributes of a cereal brand they consider important, and were then asked to choose a cereal brand. However, the study focused on observing user interactions rather than reporting metrics of success. While all these studies involved actual decision making tasks, none of them used objective metrics of decision quality, and none of them used alternative visualizations as a basis of comparison -EZChooser was compared with numerical tables, Value Charts were compared with variations of the same tool, while Dust & Magnet did not have a control condition [11, 85, 89] . Although generic visualization tools for decision support are likely extremely useful, there still remain important limitations in their evaluation methodology: a lack of good baselines of comparison, a limited use of actual decision tasks and a lack of metrics for decision quality. We provide a first attempt at filling this gap by comparing three elementary multidimensional visualizations for their ability to support decisions. We decided to focus on elementary visualization techniques instead of complete tools such as Value Charts or LineUp [11, 37] , because very little data exists on elementary visualizations and we believe that basic visual encodings and basic interactions need to be better understood before we can examine how they work in combination.
TECHNIQUE DESIGN
We focus our evaluation on three, commonly used, elementary lossless geometric projection visualizations: the parallel coordinates (PC), the scatterplot matrix (SM), and the tabular visualization (TV). Our evaluation methodology relies on two major principles: (i) include all features that are considered standard for each visualization, (ii) keep the visualizations as comparable as possible through a consistent visual design, a consistent interaction design, and by having all interactions present the same amount of information across visualizations.
Visual Encodings
Our implementation employs the most commonly used visual marks to represent data cases: polylines for PC, dots for SM, and bars for TV. We keep the visual design as consistent as possible across the techniques, to facilitate comparison. For example, visual marks share the same color across all techniques (translucent red by default, or translucent gray when outside a range selection), while decorations (e.g. axes, fonts) are consistently displayed in gray or black. The three techniques occupy similar vertical screen space, although the total area of SM is smaller due to its square aspect ratio that is not adapted to the typical landscape orientation of computer displays. More details are given next.
Parallel Coordinates (PC).
We use the original representation introduced by Inselberg in 1960 [46] : a polylines diagram where the dimensions are represented as parallel axes and the data cases as polylines that intersect the axes at their corresponding values [47] (see PC in Fig. 1 ). This representation is considered standard in several infovis textbooks and surveys [59, 86] . As we saw in the Background section, many variations exist, but there is not enough empirical evidence that they outperform the original layout [47] .
Scatterplot Matrix (SM). We use the full matrix, defined by Emerson et al. [31] as "a grid of scatterplots showing the bivariate relationships between all pairs of variables in a multivariate data set" (see SM in Fig. 1 ). As we have seen, simplified forms of scatterplot matrices exist that only show a subset of plots [55] , but the complete scatterplot matrix (either square or triangular) has the advantage of showing all attribute pairs and is by far the most widely used [10, 16, 21, 30, 31, 56, 57, 59, 86] .
Tabular Visulization (TV). We encode cell values by length (bars) [14, 63] (see TV in Fig. 1 ). Although other encodings exist (see Background section), we followed the Table Lens example [65] of choosing length, because it is more accurately perceived than other visual encodings [21] , and because it is commonly used in tabular visualizations for decision support [6, 15, 37, 61] . We also display the numerical values on top of the bars, as is usually done in current spreadsheet software through the "conditional formatting" feature [63] .
Interaction Techniques
Interaction is essential for analytic and visual exploration tasks, and likely also for decision making tasks. We chose to support three types of interactions which are either considered standard for at least two of the techniques, or have proven useful in decision making tools:
Highlighting of individual data cases with linking and detail-ondemand to support value retrieval across all criteria [15, 37, 61, 67] (see Fig. 2 A) . Single data cases can be highlighted by hovering over a data case, which changes the opacity of the entire data case (line, dot or bar depending on the visualization) from the default 40% to 100%. Hovering over a data case or a dimension axis displays the precise values of the data case with tool-tips. Brushing and linking is commonly used in all techniques to highlight one or several data cases so as to help users relate their values across dimensions [72] or of the same row. In SM the data case highlighted in all plots (linking) assists users to relate the different views [12, 30, 59, 86] .
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EXPERIMENT
Our goal is to explore how to evaluate elementary multidimensional visualizations for their ability to support decisions. To this end, we compare PC, SM and TV (see Fig. 1 ) according to how well they can support i) basic data exploration, by giving participants analytic tasks; and ii) decision making, by giving participants multi-attribute choice tasks. The reason behind this dual evaluation is that elementary analytic tasks can be thought as necessary (but not necessarily sufficient) components of multi-attribute choice tasks. By starting with basic tasks, we can train participants in reading and interacting with the visualizations before they proceed with the decision task. Doing so also allows us to ensure that they properly understood the techniques when they performed the choice task, thus eliminating potential confounds (e.g., a technique yielding poor decisions because participants did not know how to use it). Finally, a dual evaluation may uncover potentially interesting interactions between a technique's ability to support analytic tasks and its ability to support decision tasks. Again, there is currently little empirical data we can draw from on how the three techniques compare even for basic analytic tasks.
Research questions
Prior to data collection we framed the following research questions: We did not consider time for decision tasks as part of our initial research questions, as we wanted to focus on accuracy and subjective satisfaction. All metrics are described in sections 4.9 and 4.10.
Tasks
We used three analytic tasks inspired from standard visualization taxonomies [3, 68] and one decision task:
Value Retrieval. The task consisted of identifying the alternative having a certain attribute value and finding the value of another of its attributes [55] . Reading individual attribute values is likely very common in multi-attribute choice tasks. Value retrieval is also often considered as a building block of tasks like "find extrema" or "sorting" [4, 55] , that are both common in decision making [37, 61] .
Range. The task consisted of finding how many alternatives have their attribute X within a given range, and their attribute Y within another given range. This task is analogous to the "compute derived value" task [4] . It is likely involved in multi-attribute choice tasks when filtering alternatives, including when discarding unattractive options that do not match the decision makers' preferences and constraints.
Correlation. The task consisted of finding the pair of attributes that have the strongest correlation. This is an overview task, in contrast to correlation tasks that require to estimate the correlation of a single pair of dimensions [4, 68] or to compare the correlation between two pairs of dimensions [66] . Identifying strong correlations can be involved in decision tasks where relations and trade-off comparisons between pairs of attributes are important [61] . For example, detecting a high correlation between two attributes such as quality and price may lead to a search for outliers which are particularly "good deals".
Decision. The task was a multi-attribute choice task as defined in Sect. 2.1. It consisted of finding the best alternative (in terms of subjective desirability) among a fixed set of alternatives (see Fig. 3 ).
Datasets and Task Generation
We used three different datasets:
Training. For the training, we used a dataset of country indicators from www.oecdbetterlifeindex.org, from which we selected 29 countries and 6 dimensions (e.g., life satisfaction, homicide rate, etc.).
Analytic tasks. For the analytic tasks, we used 18 synthetically generated datasets of student grades, containing 100 data cases each (students) and 8 dimensions (grades for different subjects such as English, math, biology, etc.). Grades were between 0 and 100. Decision task. For the decision task, we used 3 synthetically generated datasets of holiday packages, containing 100 data cases each (holiday packages) and 8 dimensions: price per person (euro/day), hotel quality, archaeological interest, landscape interest, night life interest, security level, sport activity level, and kids friendly. Prices were between 100 C and 200C. All other dimensions were ratings from 0 to 100. Package names were generated using the City & Town Name Generator (www.mithrilandmages.com/utilities/CityNames.php).
For both the analytic and the decision datasets, correlated data was generated by sampling from random positive definite covariance matrices using the R packages clusterGeneration and MASS. Datasets were regenerated until the difference between the highest and the second highest absolute correlation was at least 0.3. For the analytic dataset, the highest correlation additionally had to be positive, and its two attributes had to be separated by at least a column. For the holiday dataset, price had to be positively correlated with all other dimensions.
Each analytic dataset yielded a correlation task. In addition, we generated a value retrieval task by randomly choosing a data case and two attributes (one to locate the data case, one to read the value), such that i) the attributes are separated by at least a column, and ii) the value of the attribute used to locate the data case is separated from the closest value by at least 0.02 (axes normalized between 0 and 1). We also generated one range task per dataset by choosing two random attributes and value ranges such that i) the two attributes are separated by at least a column, ii) each endpoint of each range is separated from the closest value by at least 0.02, iii) range widths are between 0.1 and 0.8, iv) each range contains 1 to 5 data cases, and v) the intersection between the two ranges contains fewer data cases than either range alone.
Apparatus
We used a 1920x1080 resolution screen, with mouse and keyboard as input. The visualization software was implemented in D3, and questionnaires were shown on Google web forms.
Techniques
The three techniques (PC, SM and TV) are illustrated in Fig. 3 and explained in detail in Sect. 3. Each visualization entirely filled the vertical display space, and for PC and TV, the horizontal display space. Each visualization could accommodate the seven attributes without the need for scrolling, and with legible fonts. TV could display the 100 data cases simultaneously without the need for vertical scrolling.
Participants
We recruited 21 participants (6 female) among students, engineers and researchers working in computer science, with a mean self-reported experience in data visualization of 6.0/10 (range 2-9, σ : 1.66).
Experiment Design
We used a within-subjects design with independent factor the visualization technique (PC, SM and TV). The experiment was divided into two sessions. In the analytic session, participants performed the three analytic tasks in a fixed order: four trials of the value retrieval task, then four trials of the range task, then two trials of the correlation task, using the "student grades" dataset described in Sect. 4.3. During pilot testing the correlation task took much longer, so we decided to only include two trials to keep the experiment time manageable. Two training trials were performed before each new task. The presentation order for visualization technique was counterbalanced using a latin square.
In the decision session participants performed one decision task per technique, using the "holiday packages" dataset described in Sect. 4.3. This dataset was generated in a similar manner as the analytic dataset, but used different random values as well as different names for attributes and data cases in order to prevent the analytic session from influencing decisions and strategies used in the decision session. The order of the decision tasks was fixed while the technique presentation order followed that of the analytic session, effectively counterbalancing the dataset/technique pairing.
Procedure
We conducted a pilot study to ensure the clarity of the instructions and estimate task time. Our final experiment lasted on average 1.4 hours (ranging from 1.1 to 1.7 hours) and consisted of the following steps.
Technique Training: At the beginning of the experiment and before each change of technique, participants were shown, in paper, a table representation of a minimalistic dataset (5 data cases) next to the introduced technique. The experimenter then explained how to read the visualization. Participants were next shown the interactive version with the training dataset described in Sect. 4.3 (see Figs 2) . For each interaction (highlighting, range selection and reordering), the experimenter explained the interaction and invited the participants to try on their own. A summary of all instructions was provided on a cheat-sheet paper that was visible by participants during the experiment.
Task Training: After technique training, participants moved into performing the analytic tasks as described previously. Each type of task was preceded by two training trials, one performed by the experimenter to illustrate the task, and one by the participant. When participants indicated they had understood the task, they moved on to performing the experimental trials without assistance. Participants typed their answer (value in the retrieval task, number of items in the range task, and pair of dimensions in the correlation) in a text field provided to the right of the screen (see Fig. 3 ). At the end, participants filled in a technique preference questionnaire described in 4.10.1.
Decision Task: After performing all analytic tasks with all techniques, participants were told they would now use the techniques to make a personal choice. They were asked to imagine planning their vacations and looking for the ideal holiday package. The meaning of each of the attributes of the holiday dataset was explained, and they were informed that they would see a different set of holiday packages each time. Participants conveyed their choice by copying the package's name in a text field provided to the right side of the screen.
As we will explain in Sect. 4.9.1, before the first, and after each decision task (4× total) participants filled-in a questionnaire to indicate which attributes they consider important. After each task, they also filled in a questionnaire to assess their satisfaction with their choice. At the very end of all decision tasks, participants filled in a questionnaire on their overall technique preference for decision tasks.
Objective Performance Metrics
We collected accuracy and time-on-task measures for both tasks. Accuracy in particular is a challenging measure to define in decision making, an inherently subjective task. Details are provided next.
Accuracy
For all tasks, we used a normalized measure of accuracy ranging from 0 to 1, with 1 being a fully correct answer. We used continuous measures whenever possible to maximize statistical power.
Analytic tasks: In the value retrieval task, where participants needed to find the value of an attribute, we gave a binary score (1 = correct, 0 = incorrect). A partially correct answer was difficult to define as values close to the correct value were often shared with other items. Thus there was no way to determine if an incorrect response was due to an incorrectly identified data case or due to a misread value. In the range task, where participants needed to count data cases, accuracy was defined a = 1−¼|correct − response|. All range tasks involved from 1 to 5 items, thus the normalizing term 5 − 1 = 4. In the correlation task, accuracy was defined as a = 1 − |correct − response|, where correct was the highest correlation in the dataset, and response was the correlation between the two attributes given as a response.
Decision tasks: There is no simple way to define the accuracy of a multi-attribute choice task, given its subjective nature. Although Pareto dominance is one such measure [27] , the selection of a dominated alternative is unlikely in our dataset given the number of alternatives and attributes. We thus decided to use as an indicative measure of accuracy the consistency between the choice made by a participant and her self-reported preferences. As mentioned before, participants rated the importance of each of the 8 holiday package attributes between 0 and 10. They also indicated the direction of their preference, i.e., whether they prefer the attribute to be high or low. For example, a holiday package with lots of physical activity can be perceived as desirable by an athletic person but undesirable by someone with reduced mobility. As preferences may evolve during the session, the questionnaire was administered before and after each decision task (4× total).
Based on this data, we can roughly estimate how desirable each alternative should be using a weighted sum approach [76] . For each participant and decision dataset, we compute a desirability score per alternative as follows: for each attribute, i) divide its value by the maximum allowed value, ii) if the user's preference is toward small values, replace the value with 1 − value, iii) multiply the value by the attribute's importance obtained from the questionnaire (0-10). Once done, sum up all attribute values to obtain a desirability score d for that particular alternative. We repeat the process for all alternatives, then normalize all d scores between 0 and 1. Thus, the "optimal" alternative in the dataset has a d of 1 while the worst one has a d of 0.
Desirability scores can be computed using the preferences elicited either before the decision task (d pre ), or after the task (d post ). Since preferences can evolve while exploring options, d post may seem more indicative of the "true" desirability. However, a participant may also update their preferences after the choice was made, e.g., as a way of rationalizing their choice. Thus, we consider both d pre 
The elicited preferences may not be completely reliable, and cannot fully capture the complexity of choice criteria (i.e., someone may want an attribute to be neither too high nor too low). However, if a visualization happens to be misleading or particularly hard to use, we can expect participants to make choices that are clearly inconsistent with their preferences, thus yielding an abnormally low precision score.
Time-on-task
Analytic tasks: We consider the time participants took to complete each analytic task, from the moment the task page is displayed to pressing the ENTER key after giving the answer.
Decision tasks: We did not consider completion times for decision tasks in our planned analysis, but considered including them in post-hoc analyses. Time was measured from the moment the decision dataset was shown, to when participants pressed ENTER to confirm their choice.
Subjective Metrics
We considered two types of subjective metrics: technique preference (for analytic and decision tasks) and choice assessment (for decision tasks). All responses were reported on an 11-point scale, from 0 to 10.
Technique Preference
We asked participants to rate the techniques based on overall preference.
Analytic tasks: After completing all analytic tasks (value, range and correlation) with all techniques, participants were asked to rate how easy and helpful they found found each technique. They were orally instructed not to focus on a specific analytic task but on their overall experience. They were also given the option to justify their ratings.
Decision tasks: Similarly, after completing all decision tasks with all techniques, participants were asked to rate how easy and helpful they found each technique for choosing a holiday package.
Choice Assessment
After completing each decision task (one per technique) and before the next preference elicitation questionnaire, participants evaluated the choice they just made according to the following criteria:
• satisfaction: Participants were asked to what extent they are satisfied with their choice ranging from "not satisfied at all" to "very satisfied"; • confidence: They were asked to what extent they are confident about their choice ranging from "not confident at all" to "very confident"; • easiness: They were asked to what extent they consider this choice as easy to make ranging from "very difficult" to "very easy"; • attachment: Participants were asked to imagine that an automatic recommender system could suggest another choice from the dataset taking into account their preferences, and were asked whether they would switch to this choice ranging from "I would definitely stick to my initial choice" to "I would definitely switch". The first three subjective metrics are often used in decision support tool evaluations [11, 37, 89] . They are meant to complement the objective accuracy metrics described previously, by explicitly asking the participants to evaluate their choice. The fourth metric (attachment) is based on Chernev [18] , and provides a more indirect way of asking participants to evaluate their choice. Chernev used this metric as the primary dependent variable in a decision making study involving the evaluation of consumer choices, assuming that participants who are confident in their choice will have less propensity to switch [18] .
RESULTS
We analyze, report and interpret all our inferential statistics using interval estimation [29] . Experimental stimuli, data and analyses are available at http://www.aviz.fr/dm.
Planned Analyses
In this section, we focus on the analyses planned before data was collected. Each subsection corresponds to one of our research questions stated in Sect. 4.1, with the same notation Qx. All differences between techniques are computed within-subjects (paired samples). Results for accuracy are reported in Fig. 4 . Each of the four horizontal panels shows the results for one type of task. The top three panels report accuracies for the analytic tasks (value retrieval, range and correlation), while the bottom panel reports accuracies for the decision task. The bar charts on the left show the mean accuracy score for each technique, while the dot plots on the right show the mean differences in accuracy between techniques. A positive value (to the right of the zero axis) indicates that the left technique outperforms the right one. For each mean, a point estimate is reported together with a 95% confidence interval (CI) indicating the range of plausible values for the population mean [29] . All confidence intervals are 95% BCa bootstrap CIs [53] .
Q1 -Accuracy

PC
Q1a. We can see that participants achieved a perfect or close-toperfect accuracy score in almost all analytic tasks. The two exceptions are the range task carried out with SM, and the correlation task performed with PC. In both cases, participants were reliably less accurate than with the other techniques, but the differences are relatively small. This means that participants followed the instruction to be as accurate as possible, and completion times (analyzed thereafter) should give a good indication of overall performance with analytic tasks.
Q1b. For the multi-attribute choice tasks (DM), participants were on average fairly accurate with all techniques in terms of how consistent their choices were with their self-reported preferences. That said, no technique yielded a perfect or close-to-perfect average accuracy score, meaning that participants rarely made an "optimal" choice regardless of which technique they were using. Interestingly, there is no sign of a clear difference in accuracy between the three techniques.
Q2 -Time-on-Task
Fig . 5 presents the average amount of time spent by participants in each analytic task. As before, mean observations (in seconds) are reported to the left. This time, raw measurements were log-transformed to correct for positive skewness and reduce the influence of extreme observations, and were then antilogged at the end of the analysis [29] . As a consequence, all reported means are geometric means, and differences between techniques are expressed as ratios of mean completion times (reported to the right). A value to the left of the x=1 axis means that the numerator technique is faster than the denominator technique. All confidence intervals are exact confidence intervals for the normal distribution, computed on the logged observations. Q2. The top horizontal panel in Fig. 5 reports completion times for the value retrieval task. The figure provides strong evidence that participants were much slower on average (almost twice as slow) with SM than the other two techniques, which are comparable in speed. The results are similar for the range task (second panel), with SM being again almost twice as slow as the other two techniques. TV is possibly slightly faster than PC (ratio PC/TV of 1.1, 95% CI [0.99,1.2]). The results are very different for the correlation task. SM is remarkably fast: about 9 times faster than PC and 4 times faster than TV. Here PC is clearly the slowest, with TV being about twice as fast as PC. 
Q3 -Subjective Preference
Fig. 6 presents mean participant ratings, in terms of how easy and helpful they felt the techniques was when carrying out analytic tasks (top panel) and decision making tasks (bottom panel). On the difference plots, a positive value indicates that the left technique is on average preferred to the technique on the right (conversely, a negative value indicates a preference for the right technique). All CIs are 95% BCa bootstrap confidence intervals. Q3a. For analytic tasks, PC appears as the least preferred. Our data does not provide enough support for a difference between SM and TV.
Q3b. For decision making, results suggest that participants prefer TV over PC. We do no have enough evidence to draw other conclusions. Fig. 7 reports how participants evaluated the choice they made in the decision-making task, depending on the technique used. Each horizontal panel presents the results according to a different choice assessment metric (see Section 4.10.2). On the difference plots, a positive value indicates a higher average rating for the technique on the left. All CIs are again 95% BCa bootstrap confidence intervals.
Q4 -Subjective Choice Assessment
Q4a. There is no evidence of a major difference between techniques in terms of average participants' satisfaction with their choice. We cannot conclude as to the direction of the effects, but the differences are likely no more than ±1 point on an 11-point Likert scale.
Q4b. The data is also inconclusive regarding participants' confidence in their choice, except we know that large effects are implausible (likely not above ±1.5 points). Q4c. Concerning perceived easiness, the precision of our estimates is again low, but it is not implausible that decisions made with TV are perceived as easier to make on average than with PC and SM. However, the evidence is rather weak.
Q4d. The data suggests that on average, participants may be slightly more attached to their choice if they made it using SM than if they used either PC or TV. There is no evidence for a major difference between PC and TV in terms of attachment.
Additional Analyses
We now report additional (unplanned) analyses, to better understand in what respects the three techniques differ.
Time-on-Task for Decision Making
When framing our research questions, we reasoned that time-on-task was of secondary concern for decision making, as the answers themselves seemed more important than the time it took to reach them. Time-on-task is also difficult to interpret for open-ended tasks, as increased time can be a sign of both increased difficulty and increased engagement [28] .
However, the three techniques turned out to be hard to distinguish in terms of decision accuracy and subjective choice assessment. The effects there are likely small (i.e., likely not more than a ±10% difference in accuracy and ±15% for subjective metrics, see Figures 4 and 7) , requiring a large statistical power to be estimated reliably. Therefore, the time metric can be a useful differentiating factor. Time can also be of particular interest when decisions have to be made rapidly. Fig. 8 shows the average amount of time it took participants to make their choice with each technique. The analysis method was the same as for the analytic tasks (Sect. 5.1.2). As we can see, there is some evidence that decisions were made more rapidly with TV than with the other two techniques: both SM and PC took on average 1. Average time ratios between each pair of techniques -a value less than one indicates that the left technique is faster than the technique on the right. All error bars are 95% CIs (n=21).
Qualitative Feedback
A text field allowed participants to justify their technique ratings on decision tasks, and 13 out of the 21 participants did so. Two raters (coauthors) independently broke down text responses into positive and negative comments (Cohen's kappa = 0.90 for segmenting+classification). The 13 respondents produced a total of 50 comments. PC received 9 negative comments, characterizing PC as hard to use for comparing alternatives, as well as for searching, isolating and selecting a single alternative. PC received 4 positive comments, on how polylines allow performing a quick evaluation of individual alternatives.
SM received 5 negative comments, mainly on its visual complexity, and on the amount of information presented that can be overwhelming. Meanwhile, 11 positive comments referred to SM's advantages in overview tasks making it possible to see patterns and trade-offs between attributes, as well as its ability to filter multiple attributes at once.
TV received 4 negative comments, mainly because alternatives can only be sorted by one attribute, making it hard to perform overview comparisons that take into account all attributes. TV received 17 positive comments, stating that it was easy and straightforward in a range of elementary tasks, e.g., comparing and identifying alternatives, or isolating and selecting them. One participant also found TV's support for manual reordering of alternatives very useful for making decisions.
Overall, PC received the largest number of negative comments, mostly because it did not allow to easily compare alternatives. SM and TV received the largest number of positive comments, mostly because they supported well overview (for SM) and elementary tasks (for TV). Meanwhile, some comments about SM appeared strongly negative (e.g., "extremely difficult" to understand at first), while none of the negative comments on TV seemed to have reported strong drawbacks. TV has also received the largest number of positive comments (17 vs. 11 and 4). Although no strong conclusion can be derived from this observation alone, it appears consistent with the preference ratings (Fig. 6 ).
Summary and Discussion
In order to verify that participants were able to understand the visualizations and use them effectively, we first evaluated the visualizations on analytic tasks. All three techniques yielded close-to-perfect accuracy. There were however large differences in completion times: SM was slowest for value retrieval and range tasks, but by far the fastest in correlation tasks. The lower performance of SM in the two low-level analytic tasks can be explained by the lower resolution of SM's axes compared to PC (see Fig. 3 ), and by the difficulty of dealing with two axes concurrently. As one participant noted "I felt I had to pay more attention to which axis corresponded with which variable, and my eyes where on the axes while dragging on the dots". On the other hand, the efficiency of SM for correlation tasks is not surprising, as scatterplots are known to convey correlation effectively [51, 57] . Furthermore, SM shows all pairwise correlations simultaneously, while both PC and TV required manual attribute reordering to examine them in sequence. Though PC is often considered a good choice for conveying correlations [38, 40, 57] , it was outperformed by TV both on time and accuracy.
The second part of our evaluation involved actual decision-making tasks. Overall, we found our techniques to be comparable across metrics, with a slight speed advantage for TV. Participants also preferred TV over PC overall. Participants reported being more attached to choices they made with SM on average, a result that needs to be confirmed by further studies. The reasons for this are currently unclear, although one explanation could be that SM's better support for overview tasks (confirmed by our results with the correlation task) made participants more confident that they did not miss a particularly interesting alternative. However, this difference was not captured by the confidence metric.
Our metrics for decision support overall showed a large variability in responses compared to the analytic tasks. This is likely due to the fact that our multi-attribute choice tasks were that involve personal preferences are inherently subjective. In addition, participants may not be able to perfectly express (or be aware of) their criteria preferences, which likely adds further noise to our accuracy metrics. As a result, many of our metrics were not sensitive enough to capture differences across conditions that likely exist [23] . Additional work is needed on establishing more sensitive metrics of choice quality, considering also non preference-based choices (e.g., data-driven medical decisions). It seems though that the time metric can become a useful tie breaker when participants achieve sufficient decision accuracy across techniques.
CONCLUSIONS
There has been little work on how to evaluate visualizations for decision support. In this work we explored conceptual and methodological issues in assessing decision support in multidimensional visualizations. We first defined the notion of multi-attribute choice task and provided a systematic analysis of multi-dimensional visualizations that may support this task. We then identified various objective (accuracy, time) and subjective metrics (satisfaction, easiness, attachment, preference) that can be used to assess decision support. We illustrated how we can use these metrics by empirically comparing three common generalpurpose multidimensional visualizations. Overall, tabular visualizations seem to be a compelling choice, despite the low attention they have received in the literature on multidimensional visualization.
Although our evaluation focused on elementary and generic visualization techniques, it can inform the design and evaluation of more complex visualization tools targeted at decision support. For example, our findings on TV provide an empirical justification for the use of a tabular layout in decision support visualization systems such as ValueCharts [15] , LineUp [37] , and WeightLifter [61] . Besides, the support for interactive weighted-sum ranking provided by these tools is likely to be a very useful addition to the basic TV technique. Our finding on choice attachment with SM also provides some support for the addition of scatterplots to provide overviews [61] . Complete systems however remain to be evaluated more formally in the future, possibly using a similar method as the one we proposed here.
In our evaluation we limited our choice sets to 100 items, which is a reasonable size for an everyday choice task. It would nonetheless be interesting to expand such evaluations to larger choice sets, in which case some form of data aggregation (e.g., through attribute clustering) may need to be added, an aspect that could complicate the evaluation. It would also be interesting to generalize our methodology to other types of datasets and decision-making tasks.
Evaluating visualizations for their ability to support decision making is challenging. The quality of a decision is hard to capture with objective measures, as decisions often involve personal preferences which are themselves hard to capture reliably. Self-reported measures of confidence or satisfaction are informative but also inherently noisy. As a workaround, previous work has often evaluated visualizations using analytic tasks with a well-defined ground truth. Testing a representative set of such tasks can indeed help determine whether decision makers can understand the information on which to base their decision. Nevertheless, testing real decision tasks can provide more insights. More work is however needed on identifying objective and subjective metrics of decision quality that are sensitive enough to detect small (but possibly meaningful) differences between techniques.
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