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A MASS TRANSPORTATION APPROACH FOR SOBOLEV INEQUALITIES
IN VARIABLE EXPONENT SPACES
JUAN PABLO BORTHAGARAY, JULIA´N FERNA´NDEZ BONDER AND ANALI´A SILVA
Abstract. In this paper we provide a proof of the Sobolev-Poincare´ inequality for variable
exponent spaces by means of mass transportation methods, in the spirit of [4]. The importance
of this approach is that the method is flexible enough to deal with different inequalities. As an
application, we also deduce the Sobolev-trace inequality improving the result of [11] by obtaining
an explicit dependence of the exponent in the constant.
1. Introduction
The goal of this paper is to show how mass transportation techniques can be applied to prove
Sobolev inequalities in the context of variable exponent spaces.
Mass transportation is a subject that originates in the work of Monge in the XVIII century
(cf. [15]) and was mathematically stated in modern terms in the work of Kantorovich in the
1940s, [13].
This topic has experienced a revolution since the by now classical paper of Brenier in 1987 (see
[2, 3]). It is by now almost impossible to give a complete list of references or even topics where
mass transportation methods are applied. We refer to the excellent books of Villani [17, 18].
The application of mass transportation methods to Sobolev inequalities was first made by
Cordero-Erausquin, Nazaret and Villani in [4]. See also [16] where the trace inequality was
studied.
The first inequality that we are going to deal with is the Sobolev-Poincare´ inequality.
Given a measurable function p : Rn → R such that
(1.1) 1 ≤ p− := inf p ≤ p+ := sup p < n
(here and throughout the paper, by inf and sup we mean the essential infimum and the essential
supremum respectively), the Sobolev-Poincare´ inequality states the existence of a constant C > 0
such that
(1.2) ‖f‖p∗ ≤ C‖∇f‖p
for every f ∈ C∞c (Rn), where p∗ = npn−p and the norms are the so-called Luxemburg norms
associated to the modular
ρr(f) :=
∫
Rn
|f |r dx,
defined for any variable exponent r : Rn → [1,∞).
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That is,
‖f‖p∗ := inf
{
λ > 0: ρp∗
(
f
λ
)
≤ 1
}
, ‖∇f‖p := inf
{
λ > 0: ρp
( |∇f |
λ
)
≤ 1
}
The validity of (1.2) for constant exponents p is well-known and we refer to the book of
Adams, [1].
For variable exponents, the validity of (1.2) was established in [5, 7, 8, 12]. See [6, Theorem
8.3.1] for a proof.
The hypotheses on p for (1.2) to hold are, in addition to (1.1), that p be globally log-Ho¨lder
continuous. See [6, Chapter 4] for the definition of log-Ho¨lder continuity.
Moreover, in [6, Theorem 8.3.1], it is shown that the constant C in (1.2) depends only con
n, p+ and the log-Ho¨lder constant of p denoted by clog(p).
The proof in [6] is based on Harmonic Analysis techniques. More precisely, they use the
boundedness of the Hardy–Littlewood maximal function and of the Riesz potentials in variable
exponent spaces.
The mass transportation approach to this problem, is more direct and elementary. The only
technical result that is needed is Brenier’s theorem that asserts the existence of a transport T
between two probability measures and that this transport is the gradient of a convex function.
This approach is the same that was used by Cordero-Erausquin, Nazaret and Villani in [4]
dealing with the constant exponent case. See next section for the details.
Even though this method provides a more elementary proof of the Sobolev–Poincare´ inequality
(1.2), the main drawback is that we end up with a more restrictive hypotheses on the exponent
p. We require p to be weakly differentiable. More precisely, we need to ask that p ∈ W 1,s(Rn),
for some s > n. Moreover, the constant in (1.2) that appears in our proof also depends on the
support of f . More precisely, it depends on the diameter of the support.
Our result for the Sobolev-Poincare´ inequality reads
Theorem 1.1. Assume that ∇p ∈ Ls(Rn) for some s > n.
Then, there exists constants C(c, p+, R), C(n, p+), γ(n, p+) > 0 such that the following Sobolev-
Poincare´ inequality holds
(1.3) ‖f‖p∗ ≤ C(n, p+, R)‖∇p‖γ(n,p+)s max
‖∇f‖
1
( ss−p)+
p , ‖∇f‖
1
( ss−p)−
p

1
p+
+ C(n, p+)‖∇f‖p
for any f ∈ C∞c (Rn) such that supp f ⊂ BR.
Nevertheless, since the proof is simpler, it is flexible enough to deal with other inequalities.
As an example, in Section 3, we treat the Sobolev trace inequality,
(1.4) ‖f‖p∗,Rn−1 ≤ C‖∇f‖p,Rn+
for every f ∈ C∞c (Rn) with C > 0 depending on n, p+, ‖∇p‖s and the support of f , where
p∗ =
(n−1)p
n−p and the (Luxemburg) norms are defined analogously as before.
The proof of this inequality in the constant exponent case is classical (see again the book of
Adams [1]). Also recall that mass transportation methods were applied in the constant exponent
case for the Sobolev trace inequality (1.4) by Nazaret in [16]. Our proof follows closely the one
in [16].
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Our result reads
Theorem 1.2. Let p ∈W 1,s(Rn+) for some s > n, be an exponent satisfying (1.1). Then, there
exists some constant C = C(n, p+, p−, s, ‖∇p‖s,Rn+ , R) such that
‖f‖p∗,Rn−1 ≤ C‖∇f‖p,Rn+ ,
for every f ∈ C∞c (Rn) such that supp f ⊂ BR.
The variable exponent case of (1.4) was proved by Fan in [11]. Here we recover Fan’s result
and, moreover, by our method we can give the precise dependence of C on the regularity of the
exponent p that was missing in [11].
Organization of the paper. After this short introduction, the paper is divided into two
sections. Section 2 deals with the Sobolev-Poincare´ inequality (1.2) and Section 3 deals with
the Sobolev trace inequality (1.4).
2. The Sobolev-Poincare´ inequality
As we mentioned in the introduction, the mass transportation approach to the proof of the
Sobolev-Poincare´ inequality (1.2) follows the lines of the paper by Cordero-Erausquin, Nazaret,
Villani [4]. We will point out the differences in the arguments when they arrive.
First, observe that is enough to prove (1.2) for nonnegative functions f ∈ C∞c (Rn). So, let
f, g ∈ C∞c (Rn) be nonnegative functions such that ‖f‖p∗ = ‖g‖p∗ = 1 and define the probability
densities F = fp
∗
and G = gp
∗
.
According to Brenier’s theorem, [2, 3] (see [17, Theorem 3.8] for a proof), there exists a convex
lower semi-continuous function ϕ such that ∇ϕ transports the measure dµ = F dx (optimally)
to dν = Gdx.
This implies, in particular, that for all ψ ∈ L1(dν) the following transport identity is valid:
(2.1)
∫
Rn
(ψ ◦ ∇ϕ) dµ =
∫
Rn
ψ dν.
Moreover, the following Monge-Ampe`re equation
(2.2) F (x) = G(∇ϕ(x)) det(D2Aϕ(x))
holds µ−a.e., where D2Aϕ is the Alexandrov Hessian of ϕ. See [14].
Moreover, ∇ϕ is invertible. In fact
(2.3) (∇ϕ)−1 = ∇ϕ∗,
where ϕ∗ is the Legendre transform of ϕ. See [17].
Let us recall that the Alexandrov Hessian of a convex function ϕ is the absolute continuous
part of the distributional Hessian of ϕ and that by Alexandrov’s Theorem, it coincides with the
Hessian of ϕ a.e. with respect to Lebesgue’s measure. See [10, Chapter 6].
Let us define the exponent
p∗ =
(n− 1)p
n− p =
(
1− 1
n
)
p∗.
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Therefore, by (2.1) and (2.2),∫
Rn
gp∗ dx =
∫
Rn
G1−
1
n dx =
∫
Rn
(G−
1
n ◦ ∇ϕ) dµ =
∫
Rn
F 1−
1
n det
(
D2Aϕ
) 1
n dx.
Since the distributional Hessian of ϕ is nonnegative (recall that ϕ is convex), it holds that
D2Aϕ ≤ D2ϕ in the distributional sense. Thus, by applying first the arithmetic-geometric in-
equality for nonnegative symmetric matrices and integrating by parts we obtain∫
Rn
gp∗ dx ≤ 1
n
∫
Rn
F 1−
1
n∆Aϕdx ≤ 1
n
∫
Rn
F 1−
1
n∆ϕdx = − 1
n
∫
Rn
∇
(
F 1−
1
n
)
· ∇ϕdx.
So far, the argument has been exactly as in Cordero-Erausquin, Nazaret, Villani’s paper [4]
where the reader can check the missing details in the arguments.
Now is where the difference appear since p is not constant. From now on, assume that p is
smooth and that the bounds (1.1) hold. When p ∈ W 1,s(Rn) the difference in the argument is
exactly as in [11, Lemma 2.1]. In order to make the arguments more transparent, we make the
computations assuming that p is smooth and leave to the reader the details when p ∈W 1,s(Rn).
A straightforward computation gives
∇
(
F 1−
1
n
)
=
(n− 1)nfp∗ log f
(n− p)2 ∇p+ p∗f
p∗−1∇f.
So we obtain the estimate∫
Rn
gp∗ dx ≤ (n− 1)
n− p+
( 1
n− p+
∫
Rn
fp∗ | log f ||∇ϕ||∇p| dx+ p+
n
∫
Rn
fp∗−1|∇f ||∇ϕ| dx
)
.
We need to estimate the two integrals on the right-hand side of the previous inequality.
Applying Ho¨lder’s inequality for variable exponent spaces for both integrals (see [6] for the
proof of Ho¨lder’s inequality in variable exponent spaces), we obtain∫
Rn
fp∗ | log f ||∇ϕ||∇p| dx ≤ 2‖f log f |∇p|‖p‖fp∗−1|∇ϕ|‖p′
and ∫
Rn
fp∗−1|∇f ||∇ϕ| dx ≤ 2‖∇f‖p‖fp∗−1|∇ϕ|‖p′ .
Recall that p′ is defined, as usual, as 1p +
1
p′ = 1.
Remark 2.1. In this point of the argument, we require that p− > 1. Nevertheless, since the
constants entering in the estimates do not depend on p− as we will see, it can be easily deduced
that the result still holds for p− = 1.
The modular giving the norm ‖fp∗−1|∇ϕ|‖p′ can be expressed as
(2.4)
∫
Rn
(
fp∗−1|∇ϕ|)p′ dx = ∫
Rn
|∇ϕ|p′F dx =
∫
Rn
|y|(p′◦∇ϕ∗)Gdy,
where we have used the transport identity (2.1) and (2.3). This term is completely analogous
to the one appearing in [4] except that the exponent is not constant and therefore depends on
ϕ. So we need to bound it independently of ϕ.
Let us consider the function η(y) = max{|y|(p′)+ , |y|(p′)−}, where
(p′)+ = sup
p
p− 1 = (p−)
′.
SOBOLEV INEQUALITIES IN VARIABLE EXPONENT SPACES 5
Hence, since (p∗ − 1)p′ = p∗, (2.4) translates into∫
Rn
(
fp∗−1|∇ϕ|)p′ dx ≤ ∫
Rn
ηGdy.
So if we define
(2.5) α(n, p) =
n− p+
2(n− 1) sup
∫
Rn g
p∗ dx
max
{(∫
Rn ηg
p∗ dy
) 1
(p′)− ,
(∫
Rn ηg
p∗ dy
) 1
(p′)+
} ,
where the supremum is taken over all nonnegative functions g ∈ C∞c (Rn) such that ‖g‖p∗ = 1
and recall the relation between the modular and the Luxemburg norm, we prove the following
result
Theorem 2.2. Let f ∈ C∞c (Rn) be nonnegative and let p ∈ W 1,s(Rn), s > n, be an exponent
that verifies (1.1). Assume that ‖f‖p∗ = 1.
Then, the following inequality holds:
(2.6) α(n, p) ≤ 1
n− p+ ‖f log f |∇p|‖p +
p+
n
‖∇f‖p.
This last estimate is exactly the one obtained in [4] with the exception of the logarithmic
term. Observe that if the logarithmic term is removed from (2.6) then the Sobolev-Poincare´
inequality (1.2) is proved by homogeneity.
Remark 2.3. It is immediate to see that the term α(n, p) can be bounded below by a term
depending only on n, p+ and p−. Moreover, since the constant does not degenerate when
p− = 1 it can be taken depending only con n and p+. i.e. there exists a constant D(n, p+) > 0
such that
(2.7) D(n, p+) ≤ α(n, p).
So, the remaining of the proof will be to bound the logarithmic term by a constant times
some norm of |∇p|.
We begin with a lemma.
Lemma 2.4. Let f ∈ C∞c (Rn) be nonnegative, and p ∈ W 1,s(Rn), s > n, be an exponent such
that (1.1) holds. Assume ‖f‖p∗ = 1. Then,
(2.8)
∫
Rn
fp| log f |p|∇p|p dx ≤ (C1(f) + C2) max{‖∇p‖p−s , ‖∇p‖p+s },
where
C1(f) = 2 max
{(
C(n, s) diam(supp f)‖1supp f‖p′‖∇f‖p
) 1( ss−p)− ;
(
C(n, s) diam(supp f)‖1supp f‖p′‖∇f‖p
) 1( ss−p)+ },
C2 =
2s(n− 1)
e(s− n) .
(2.9)
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Proof. The proof is rather elementary. Let us split the integral into two parts, one where f ≤ 1
and the other one where f > 1. First, by Ho¨lder’s inequality for variable exponents (see [6]), we
have ∫
{f≤1}
fp| log f |p|∇p|p dx ≤ 2‖fp| log f |p1{f≤1}‖ ss−p ‖|∇p|
p‖ s
p
.
Now we need to bound the first norm. Let r := sps−p and observe that r− > 1. Observe that
if f ≤ 1 one has the control f | log f | ≤ e−1 < 1 and so
f r| log f |r ≤ f r− | log f |r− = f(f r−−1| log f |r−) ≤ C(r−)f,
where
C(r−) =
(
r−
e(r− − 1)
)r−
≤ C(n, s).
Hence, by Poincare´ inequality in L1 and Ho¨lder inequality for variable exponents,∫
{f≤1}
f r| log f |r dx ≤ C(n, s)
∫
Rn
f
≤ C(n, s)2 diam(supp f)
∫
Rn
|∇f | dx
≤ C(n, s)4 diam(supp f)‖1supp f‖p′‖∇f‖p
(2.10)
On the other hand, it holds
‖|∇p|p‖ s
p
≤ max{‖∇p‖p−s , ‖∇p‖p+s }
and therefore ∫
{f≤1}
fp| log f |p|∇p|p dx ≤C1(f) max{‖∇p‖p−s , ‖∇p‖p+s },
where C1(f) is defined according to (2.9).
Now, for f ≥ 1 we write
fp| log f |p = f r
(
f
1− r
p | log f |
)p
.
Then, if r > p it is immediate to check that,
f
1− r
p | log f | ≤ f1−( rp )− | log f | ≤ 1
e(( rp)− − 1)
=: K(r, p).
In consequence, we obtain∫
{f>1}
fp| log f |p|∇p|p dx ≤ K(r, p)
∫
Rn
f r|∇p|p dx
≤ 2K(r, p)‖f r‖ s
s−p
‖|∇p|p‖ s
p
.
(2.11)
and if we take r = p∗(1− ps ), which verifies r > p since s > n, it follows that rss−p = p∗ and so
‖f r‖ s
s−p
= 1.
Observe that by our choice of r we actually have that
K(r, p) ≤ C2.
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Therefore, from (2.11) we obtain
(2.12)
∫
{f>1}
fp| log f |p|∇p|p dx ≤ C2 max{‖∇p‖p−s , ‖∇p‖p+s }.
Putting together (2.10) and (2.12) we conclude the desired result. 
Remark 2.5. An immediate consequence of the previous lemma is that the Sobolev inequality
holds if p satisfies the condition
(2.13) max{‖∇p‖p−s , ‖∇p‖p+s } < δ,
for some δ > 0 small enough.
In fact, (2.6) and (2.8) will give
α(n, p)− 1
n− p+ (C2δ)
1
p+ ≤ C1(f)
1
p+ max{‖∇p‖p−s , ‖∇p‖p+s }
1
p+ +
p+
n
‖∇f‖p.(2.14)
Observe that there exists a constant B(n, p+, R, s) > 0 such that, if supp f ⊂ BR,
C1(f)
1
p+ ≤ B(n, p+, R, s)‖∇f‖p.
So, by Remark 2.3, we can choose δ = δ(n, p+) such that, if supp f ⊂ BR,
0 <
D(n, p+)
2
≤
(
B(n, p+, R, s) max
{
‖∇p‖
p−
p+
s , ‖∇p‖s
}
+ C(n, p+)
)
‖∇f‖p,
where D(n, p+) is given by (2.7), and the general inequality for all f ∈ C∞c (Rn) follows by
homogeneity.
Condition (2.13) is by no means restrictive; indeed, it is possible to obtain the inequality for
any exponent by means of a scaling argument. Given any measurable function f on Rn and
k ≥ 1 consider the function fk(x) = f
(
x
k
)
. Then, the following lemma holds
Lemma 2.6. Given f ∈ C∞c (Rn) nonnegative, p a smooth exponent satisfying (1.1) and r ≥ 1
constant, we have
(2.15) k
n
p∗+ ‖f‖p∗ ≤ ‖fk‖p∗k ≤ k
n
p∗− ‖f‖p∗
(2.16) k
n
p+
−1‖∇f‖p ≤ ‖∇fk‖pk ≤ k
n
p−−1‖∇f‖p
(2.17) k−p++
n
r ‖|∇p|p‖r ≤ ‖|∇pk|pk‖r ≤ k−p−+
n
r ‖|∇p|p‖r
Remark 2.7. Since p 7→ p∗ is monotone with respect to p, it follows that p∗− = (p−)∗ and
therefore, by (1.1), that p∗− ≥ 1∗ = nn−1 . So in Lemma 2.6 the following upper bounds can be
obtained
‖fk‖p∗k ≤ kn−1‖f‖p∗(2.18)
‖∇f‖pk ≤ kn−1‖∇f‖p(2.19)
‖|∇pk|pk‖s ≤ k−1+
n
s ‖|∇p|p‖s(2.20)
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Proof. We will prove inequalities (2.16). Inequalities (2.15) follow in the same way. Take µ > 0,
then ∫
Rn
( |∇fk|
µ
)pk
dx =
∫
Rn
(
| 1k∇f(xk )|
µ
)p(xk )
dx
=
∫
Rn
(
| 1k∇f |
µ
)p
kn dy
=
∫
Rn
(
|∇f |
µk
1−n
p
)p
dy
Recall that k ≥ 1, so that∫
Rn
(
|∇f |
µk
1− n
p+
)p
dy ≤
∫
Rn
( |∇fk|
µ
)pk
dx ≤
∫
Rn
(
|∇f |
µk
1− n
p−
)p
dy.
Then, choosing µ = ‖∇f‖pk−1+
n
p+ , we obtain that
‖∇fk‖pk ≥ ‖∇f‖pk
−1+ n
p+ .
Analogously, it holds that
‖∇fk‖pk ≤ ‖∇p‖pk
−1+ n
p− .
Now, in order to prove (2.17), observe that∫
Rn
|∇pk|pkr dx =
∫
Rn
|∇p|prkn−pr dy.
As before, ∫
Rn
|∇p|prkn−p+r dy ≤
∫
Rn
|∇pk|pkr dx ≤
∫
Rn
|∇p|prkn−p−r dy
Inequality (2.17) follows easily. 
Remark 2.8. As observed before, the constant α(n, p) can be bounded below by a constant
depending only on n and p+. Therefore, since (pk)+ = p+, it follows that α(n, pk) is bounded
below independently of k.
Remark 2.9. Take δ in (2.14) so that the left hand-side is α(n,p)2 . Since (pk)+ = p+, from (2.14)
we have
(2.21)
α(n, pk)
2
≤ C
1
p+
1,k max{‖|∇pk‖
p−
p+
s , ‖∇pk‖s}+ p+
n
‖∇fk‖pk
‖fk‖p∗k
,
C1,k = 2 max
{(
C(n, s) diam(supp fk)‖1supp fk‖p′
‖∇fk‖pk
‖fk‖p∗k
) 1(
s
s−pk
)
− ;
(
C(n, s) diam(supp fk)‖1supp fk‖p′
‖∇fk‖pk
‖fk‖p∗k
) 1(
s
s−pk
)
+
}
for all fk ∈ C∞c (Rn), and k ∈ N such that pk verifies condition (2.13).
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However, since s > n it follows that −p− + ns < 0 and so, by (2.17) there exists k0 =
k0(δ, n, s, ‖|∇p|p‖s) such that pk verifies condition (2.13) for every k ≥ k0.
With all this preliminaries we are now in position to prove the main theorem of the section.
Proof of Theorem 1.1. We have already proved that the desired inequality holds if max{‖∇p‖p−s , ‖∇p‖p+s }
is smaller than a fixed constant.
Now, by (2.17) and the fact that s > np− , for any p under our hypothesis we can fix k > 1 large
enough so that the Sobolev inequality holds for the exponent pk. More precisely, it is enough to
consider
(2.22) k = max
{
1,
max{‖∇p‖p−s , ‖∇p‖p+s }
δ
}
,
where δ is as in Remark 2.9, so that if max{‖∇p‖p−s , ‖∇p‖p+s } ≤ δ, no scaling is needed. In this
case, recall that the Sobolev inequality is just (2.14).
Let us now suppose that max{‖∇p‖p−s , ‖∇p‖p+s } > δ. Given f ∈ C∞c (Rn) nonnegative such
that ‖f‖p∗ = 1, the application of (2.15), (2.16) and the Sobolev inequality (2.21) for pk yield
α(n, p)
2
≤ C(n, p+, s)kα(n,p+,s)
max
{(
diam(supp f)‖1supp f‖p′‖∇f‖p
) 1( ss−p)+ ,
(
diam(supp f)‖1supp f‖p′‖∇f‖p
) 1( ss−p)+ } 1p+ max{‖∇p‖p−s , ‖∇p‖p+s }
+ kβ(n,p+)
p+
n
‖∇f‖p.
Combining the previous inequality with the selection of k we made, we can easily conclude
the theorem. 
3. Trace inequality
In this section we show the flexibility of mass transportation methods in dealing with Sobolev-
type inequalities for variable exponents, applying the same type of arguments to the Sobolev
trace inequality (1.4).
This method in the constant exponent case was first employed by Nazaret in [16] where, in
addition, the author was able to compute the exact value of the optimal constant along with
the extremals answering positively to a question raised by Escobar in [9].
Our arguments in this section follow closely the ones in [16] until some point where some new
terms appear, due to the non constant nature of the exponent.
So, consider f, g ∈ C∞c (Rn) nonnegative be such that such that F := fp
∗
and G := gp
∗
are
probability densities in Rn+ and proceeding in the same way as in the previous section we obtain∫
Rn+
gp∗ dx ≤ 1
n
∫
Rn+
F 1−
1
n∆ϕdx,
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where ∆ϕ stands for the distributional laplacian of the convex function ϕ such that∇ϕ transport
the measure dµ = F dxbRn+ into dν = GdxbRn+ .
For technical reasons, it is convenient to subsitute ϕ by a ψ = ϕ−e·x, where e = (−1, 0, . . . , 0)
and since both functions ϕ and ψ have the same laplacian and we have that ∇ϕ ∈ BVloc(Rn+),
so we can apply the integration by parts formula for BV functions and get∫
Rn+
gp∗ dx ≤ − 1
n
∫
Rn+
∇
(
F 1−
1
n
)
· ∇ψ dx− 1
n
∫
Rn−1
F 1−
1
n dx′ +
1
n
∫
Rn−1
F 1−
1
n∇ϕ · e dx′.
Since ∇ϕ ∈ Rn+, it follows that ∇ϕ · e ≤ 0 on Rn−1, so∫
Rn+
gp∗ dx ≤ − 1
n
∫
Rn+
∇
(
F 1−
1
n
)
· ∇ψ dx− 1
n
∫
Rn−1
F 1−
1
ndx′.
Up to know it is exactly the same as in Nazaret’s paper [16]. See that paper for all the missing
details.
Now is where the differences arise.
Proceeding as in the previous section we can estimate the first integral in the right-hand side,
− 1
n
∫
Rn+
∇
(
F 1−
1
n
)
· ∇ψdx ≤
((
C(n, p+, s, R)‖∇f‖α(n,p+,s)p,Rn+ + C(n, p+, s)
)
max{‖∇p‖p−s , ‖∇p‖p+s }
+ C(n, p+)‖∇f‖p,Rn+
)
max
{(∫
Rn
η˜G dy
) 1
(p′)−
,
(∫
Rn
η˜G dy
) 1
(p′)+
}
,
where η˜(y) = η(y − e) = max{|y − e|(p′)+ , |y − e|(p′)−}.
Then, we reach the key estimate
∫
Rn−1
fp∗ dx′ ≤
((
C(n, p+, s, R)‖∇f‖α(n,p+,s)p,Rn+ + C(n, p+, s)
)
max{‖∇p‖p−s , ‖∇p‖p+s }
+ C(n, p+)‖∇f‖p,Rn+
)
max
{(∫
Rn
η˜G dy
) 1
(p′)−
,
(∫
Rn
η˜G dy
) 1
(p′)+
}
− n
∫
Rn+
gp∗ dx,
(3.1)
which is valid for all f, g ∈ C∞c (Rn) nonnegative such that ‖f‖p∗,Rn+ = ‖g‖p∗,Rn+ = 1.
Now, we denote by
β(n, p) = sup
n
∫
Rn+
gp∗ dx
max
{(∫
Rn η˜G dy
) 1
(p′)− ,
(∫
Rn η˜G dy
) 1
(p′)+
}
where the supremum is taken over all nonnegative g ∈ C∞c (Rn) such that ‖g‖p∗,Rn+ = 1.
So, if we assume that max{‖∇p‖p−s , ‖∇p‖p+s } < δ for some δ < δ(n, p+, s), namely C(n, p+, s)δ <
1
2β(n, p), then
C(n, p+, s) max{‖∇p‖p−s , ‖∇p‖p+s }max
{(∫
Rn
η˜G dy
) 1
(p′)−
,
(∫
Rn
η˜G dy
) 1
(p′)+
}
−n
2
∫
Rn+
gp∗ dx < 0,
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for some g ∈ C∞c (Rn) nonnegative with ‖g‖p∗,Rn+ = 1. Observe that at this point we require
p− > 1. Therefore, for such g we have
(3.2)∫
Rn−1
fp∗ dx′ ≤ C(n, p+, s, R) max{‖∇p‖p−s , ‖∇p‖p+s }‖∇f‖α(n,p+,s)p,Rn+ +C(n, p+, s)‖∇f‖p,Rn+−B(n, p),
where B(n, p) > 0.
The argument for a general exponent will be just as in Theorem 1.1, so without loss of
generality we can assume that (3.2) holds.
Now, the Sobolev trace inequality (1.4) follows from (3.2) using the same scaling arguments
as in [16]. We sketch these arguments for the reader’s convenience.
Assume first that ‖f‖p∗,Rn−1 ≥ 1, the other case is completely analogous. Then, from equation
(3.2), it easily follows that
Q(f)
(‖∇f‖p
‖f‖p∗
)(p∗)+
≤ C1
(‖∇f‖p
‖f‖p∗
)α
+ C2
‖∇f‖p
‖f‖p∗ −B,
where supp f ⊂ BR, C1 = C1(n, p+, s, R), C2 = C2(n, p+, s), α = α(n, p+, s), B = B(n, p+, p−)
and
Q(f) =
∫
Rn−1 f
p∗ dx′
‖∇f‖(p∗)+p
.
Equivalently, considering t =
‖∇f‖p
‖f‖p∗ ,
Q(f) ≤ (C1tα + C2t−B) t−(p∗)+ =: h(t).
Now, it is easy to see that h(t) is bounded above for t > 0 for some constant depending on
C1, C2, B, α and p+ which in turn depends on n, p+, s, ‖∇p‖s,Rn+ and R.
We conclude that there exists some C(n, p+, s, ‖∇p‖s,Rn+ , R) > 0 such that∫
Rn−1
fp∗ dx′ ≤ C‖∇f‖(p∗)+p,Rn+
for all f ∈ C∞c (Rn) satisfying ‖f‖p∗,Rn+ ≥ 1.
Analogously, if f ∈ C∞c (Rn) is such that ‖f‖p∗,Rn+ ≤ 1, it follows that∫
Rn−1
fp∗ dx′ ≤ C‖∇f‖(p∗)−p,Rn+ .
Summing up, we have proved Theorem 1.2.
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