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We have investigated the magnetocaloric effects in antiferromagnets and compared
them with those in ferromagnets using Monte Carlo simulations. In antiferromagnets,
the magnetic entropy reaches a maximum value at a finite magnetic field when the
temperature is fixed below the Ne´el temperature. Using the fact, we proposed a
protocol for applying magnetic fields to achieve the maximum efficiency for magnetic
refrigeration in antiferromagnets. In particular, we found that at low temperatures,
antiferromagnets are more useful for magnetic refrigeration than ferromagnets.
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The importance of magnetic refrigeration has been well recognized.1–12 In conventional
ferromagnets and paramagnets, when the applying magnetic field is turned off, the magnetic
entropy increases. Thus, these magnetic materials absorb an amount of heat associated with
the magnetic entropy change, and the temperature drops. This is the magnetocaloric effect
(MCE), which can be applied in magnetic refrigeration. From a viewpoint of magnetic re-
frigeration, magnetic materials which exhibit a large MCE under a small applied magnetic
field are regarded as good materials. The large MCE was observed around the Curie tem-
perature in ferromagnets using the conventional protocol for applying magnetic fields where
the magnetic field is varied from a finite value to zero. Thus, ferromagnets are likely to be
suitable materials for magnetic refrigeration.13–24
In recent years, it was reported in many experimental researches that antiferromagnets
are also useful for magnetic refrigeration.25–32 There are two features on the magnetic en-
tropy reported in these experimental researches when the conventional protocol for applying
magnetic fields is used. First one is that the inverse MCE, where the magnetic entropy
decreases when the applying magnetic field is turned off, was observed below the Ne´el tem-
perature. Second one is that a large MCE similar to that in ferromagnets was obtained
around the Ne´el temperature. These complicated behaviors of the magnetic entropy were
not observed in conventional ferromagnets and paramagnets. Thus, in order to understand
the potential of antiferromagnets for magnetic refrigeration, the microscopic features of the
MCE in antiferromagnets, which are not well understood, should be investigated.
The purpose of this letter is to present the microscopic features of the MCE in antiferro-
magnets by using Monte Carlo simulations. We show that the magnetic entropy reaches a
maximum value at a finite magnetic field when the temperature is fixed below the Ne´el tem-
perature. Based on the fact, we propose a protocol for applying magnetic fields to achieve
the maximum efficiency for magnetic refrigeration in antiferromagnets. By using our pro-
posed protocol, we find that antiferromagnets exhibit a large magnetic entropy change in the
ordered phase below the Ne´el temperature rather than around the Ne´el temperature. Fur-
thermore, we show that at low temperatures, antiferromagnets are more useful for magnetic
refrigeration than ferromagnets.
To explore the relation between the ordered magnetic structure and MCE in a unified
way, we study MCEs in the Ising models on a simple cubic lattice with the periodic boundary
condition. Here, let N = L× L× L be the number of spins in a simple cubic lattice, where
2
L is the linear dimension. The model Hamiltonian is defined by
H = −Jab
∑
〈i,j〉ab
szi s
z
j − Jc
∑
〈i,j〉c
szi s
z
j −H
∑
i
szi , s
z
i = ±
1
2
, (1)
where the first and second sums are over nearest-neighbor sites in the ab-plane and along
the c-axis, respectively, and Jab and Jc represent magnetic interactions. Furthermore, H
denotes a uniform magnetic field along the z-axis, where g-factor and the Bohr magneton
µB are set to unity. When the sign of the magnetic interaction is positive, the magnetic
interaction is ferromagnetic, whereas the magnetic interaction is antiferromagnetic when
the sign is negative. For simplicity, we consider the case that the absolute values of Jab and
Jc are the same, that is J := |Jab| = |Jc|, where J is the energy unit. At zero magnetic field
(H/J = 0), the system exhibits a second-order phase transition at the critical temperature
Tc/J = 1.127 · · ·
33 independent of the signs of Jab and Jc, where the Boltzmann constant
kB is set to unity. In this letter, we focus on four combinations of interactions (ordered
magnetic structures): (i) Jab > 0, Jc > 0 (ferromagnet), (ii) Jab > 0, Jc < 0 (A-type
antiferromagnet), (iii) Jab < 0, Jc > 0 (C-type antiferromagnet), and (iv) Jab < 0, Jc < 0 (G-
type antiferromagnet). Figure 1 (a) shows the ordered magnetic structure in the ground state
for each case. Note that although the net magnetization is zero in each antiferromagnetic
structure, the number of antiferromagnetic interactions at each site is different. Namely, the
numbers of antiferromagnetic interactions at each site in the A-type, C-type, and G-type
antiferromagnets are 2, 4, and 6, respectively.
We use the Wang-Landau method34–36 in Monte Carlo simulations to calculate the tem-
perature T and H dependence of the magnetic entropy with high accuracy. In the Wang-
Landau method, we use a random walk in the energy space to obtain the absolute density
of states. Then, we can directly calculate the magnetic entropy without integrating magne-
tization or specific heat. For details of the Wang-Landau method, see Refs. [35,36].
Figure 1 (b) shows the magnetic entropy per spin SM(T,H) as a function of T/Tc for
H/J = 0 - 5 when the lattice size is L = 16. Here, the unit of SM(T,H) is the Boltzmann
constant kB, and thus the magnetic entropy per mol is obtained by kBNASM(T,H) [J/mol K]
where NA is the Avogadro’s number. Furthermore, since the spin degree of freedom is two
in the Ising model, the maximum value of SM(T,H) is ln 2 = 0.693 · · · . When H/J = 0,
the results do not depend on the magnetic structure. The magnetic entropies for L = 8,
12, and 16 overlap within the line width in Fig. 1 (b), and thus the lattice size dependence
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FIG. 1. (Color online) (a) Schematic of ordered magnetic structures in the Ising model on a simple
cubic lattice. The signs of the magnetic interactions in the ab-plane, Jab, and along the c-axis, Jc,
where each magnetic structure is in the ground state are shown. (b) Temperature T/Tc dependence
of the magnetic entropy per spin SM (T,H) for L = 16 under several magnetic fields. Arrow is the
isothermal demagnetization process in which the magnetic entropy change becomes a maximum
from T/Tc = 0.85 and H/J = 5. Inset shows T/Tc dependence of Hmax(T )/J at which SM (T,H)
reaches a maximum value. (c) Contour map of the magnetic entropy change ∆SM(T,H
′) defined
in Eq. (2).
of the magnetic entropy is negligibly small. Therefore, we use a lattice size of L = 16
throughout this paper. In the ferromagnet, magnetic entropy increases as the magnetic field
decreases at any temperature. The same behaviors are obtained in the paramagnetic phase
of antiferromagnets above Tc/J . In contrast, below Tc/J for antiferromagnets, there is the
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case that the magnetic entropy decreases as the magnetic field decreases, which is the origin
of the inverse MCE. Because the magnetic field does not favor the spin configuration in
the antiferromagnetically ordered phase, the antiferromagnetic state is destroyed by apply-
ing the magnetic field. This behavior suggests that in antiferromagnets, there is a finite
magnetic field Hmax(T ) at which the magnetic entropy reaches a maximum value when the
temperature is fixed below Tc/J . The inset of Fig. 1 (b) shows T/Tc dependence of Hmax(T )
for each antiferromagnetic structure. Note that Hmax(T ) is always zero in the ferromagnet
as mentioned above. The behavior of Hmax(T ) below Tc/J in antiferromagnets indicates
that we should use a new protocol for applying magnetic fields to obtain the maximum
magnetic entropy change. That is, the magnetic field should be varied from a finite value to
Hmax(T ) instead of zero below Tc/J in antiferromagnets. For example, suppose we consider
the isothermal demagnetization process from T/Tc = 0.85 and H/J = 5. The processes in
which the magnetic entropy change becomes a maximum are denoted by arrows in Fig. 1
(b). In the ferromagnet, when the magnetic field is turned off, the maximum magnetic en-
tropy change is obtained. In contrast, in each antiferromagnet, the magnetic entropy change
obtained from our proposed protocol where H/J is varied from 5 to Hmax(T )/J is larger
than that obtained from the conventional protocol where H/J is varied from 5 to 0.
Next, we consider a temperature region in which a large magnetic entropy change is
obtained in each magnetic structure. Here, we define the magnetic entropy change by
∆SM(T,H
′) := max{SM(T,H)|H ≤ H
′} −min{SM(T,H)|H ≤ H
′}, (2)
where H ′ is the maximum value of applied magnetic field. ∆SM(T,H
′) indicates the maxi-
mum magnetic entropy change regardless of a protocol for applying magnetic fields when the
magnetic field H (≤ H ′) is applied. Note that when H ′ ≥ Hmax(T ), max{SM(T,H)|H ≤
H ′} = SM(T,Hmax(T )). Figure 1 (c) shows T/Tc and H
′/J dependence of ∆SM (T,H
′).
In the ferromagnet, ∆SM (T,H
′) has a large value around Tc/J . Thus, the ferromagnet
exhibits a large magnetic entropy change around the Curie temperature. However, in the
ordered phase below Tc/J , the magnetic entropy change is exceedingly small. In contrast,
in antiferromagnets, ∆SM(T,H
′) becomes large below Tc/J . This indicates that antiferro-
magnets can exhibit a large magnetic entropy change in the ordered phase below the Ne´el
temperature rather than around the Ne´el temperature. Moreover, the temperature region
in which ∆SM (T,H
′) has a large value moves towards lower temperature as increasing the
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FIG. 2. (Color online) A set of regions such that each magnetic structure exhibits a larger magnetic
entropy change than other three magnetic structures. The star indicates the parameter used in
Fig. 3.
number of antiferromagnetic interactions.
Based on the results of ∆SM(T,H
′), Fig. 2 shows a region in which each magnetic struc-
ture is most suited for magnetic refrigeration from among the four types of magnetic struc-
tures. That is, in each region, a drawn magnetic structure exhibits a larger magnetic en-
tropy change than other three magnetic structures. The obtained value of magnetic entropy
change in each region can be known from corresponding contour map of ∆SM (T,H
′) shown
in Fig. 1 (c). Figure 2 indicates that the ferromagnet is always suited for magnetic refriger-
ation at high temperatures above Tc/J . In contrast, at low temperatures below Tc/J , there
is a wide region where antiferromagnets are more useful for magnetic refrigeration than the
ferromagnet.
We showed that at low temperatures, antiferromagnets exhibit a larger magnetic en-
tropy change than the ferromagnet when the magnetic field is varied from a finite value
to Hmax(T ) instead of zero. Below Tc/J for antiferromagnets, Hmax(T ) is nonzero value
shown in the inset of Fig. 1 (b), and thus Hmax(T ) must be known to execute our proposed
protocol for applying magnetic fields. Here, we present a method by which Hmax(T ) can be
easily obtained for antiferromagnets below Tc/J . Note that Hmax(T ) is always zero above
Tc/J as mentioned above. Suppose we calculate the difference between magnetic entropies
SM(T,H)− SM(T,H
′) as a function of H (≤ H ′) at a fixed temperature. In antiferromag-
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nets, there should be a peak in the difference when H ′ ≥ Hmax(T ), and the peak position
is Hmax(T ). For example, H/J dependence of SM(T,H) − SM(T,H
′) with H ′/J = 5 at
T/Tc = 0.85 of the Ising models defined by Eq. (1) is shown in Fig. 3. The position of the
parameters is indicated in Fig. 2. The value of SM(T,H) − SM(T,H
′) at H = Hmax(T )
represents ∆SM(T,H
′) defined by Eq. (2) when our proposed protocol is used. In this case,
it is clear that the A-type antiferromagnet is the most suitable as a magnetic refrigeration
material. In contrast, the value of SM(T,H)− SM(T,H
′) at H = 0 is the magnetic entropy
change using the conventional protocol where the magnetic filed is varied from H ′ to zero.
If the conventional protocol is used, the ferromagnet is regarded as the most suitable as
a magnetic refrigeration material. The magnetic entropy change obtained from our pro-
posed protocol increases by 170 % (resp. 200 % and 1280 %) compared with that obtained
from the conventional protocol in the A-type antiferromagnet (resp. C-type and G-type
antiferromagnets). The method to obtain Hmax(T ) can be used with the thermodynamic
formula:
SM(T,H)− SM(T,H
′) =
∫ H
H′
(
∂M
∂T
)
H′′
dH ′′, (3)
where M is the magnetization, and the integrating interval is [H ′, H ]. This means that only
the magnetization process under various temperatures is required. Thus, this method can
be performed by data which were already obtained in experimental researches on magnetic
refrigeration. Moreover, the value of SM(T,H) − SM(T,H
′) can be also estimated by the
specific heat.
In conclusion, we demonstrated the microscopic features of the magnetocaloric effects in
the ferromagnetic and antiferromagnetic Ising models by Monte Carlo simulations based on
the Wang-Landau method. In antiferromagnets, the magnetic entropy reaches a maximum
value at a finite magnetic field Hmax(T ) when the temperature is fixed below the Ne´el
temperature. Thereby, in order to obtain the maximum magnetic entropy change below the
Ne´el temperature, the magnetic field should be varied from a finite value to Hmax(T ) instead
of zero. By using this protocol, we found that antiferromagnets exhibit a large magnetic
entropy change in the ordered phase below the Ne´el temperature rather than around the
Ne´el temperature. We also showed that antiferromagnets are more useful for magnetic
refrigeration than ferromagnets at low temperatures. In non-ferromagnetic materials, the
ordered state is destroyed by applying the magnetic field, and there should be a finite
7
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FIG. 3. (Color online) Magnetic field H/J dependence of the difference between magnetic entropies
SM (T,H)− SM (T,H
′) at T/Tc = 0.85 for ferromagnet (FM) and three types of antiferromagnets
(AFMs). The maximum applied magnetic field is H ′/J = 5.
magnetic field Hmax(T ) at which the magnetic entropy reaches a maximum value. Thus, our
proposed protocol for applying magnetic fields can be widely applied to non-ferromagnetic
materials to achieve a maximum efficiency for magnetic refrigeration.
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