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Abstract
Sannikov (2007) investigates properties of perfect public equilibria
in continuous time repeated games. This note points out that the
proof of the main theorem (Theorem 2) needs some corrections. I
show that the main theorem holds as it is with suitable modi¯cations
of Lemmata 5 and 6.
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1 Introduction
A seminal paper of Sannikov (2007) investigates properties of perfect public
equilibria in repeated games with imperfect public monitoring under the
continuous time setting. Theorem 2 is the main theorem of the paper, and it
states that if a stochastic process of continuation payo® is on the boundary
of the set of equilibrium payo®s at some time t, then it moves along the
boundary after time t. A crucial step to prove the main theorem, Lemma
6, contains an error in computing a Hessian matrix. The correction of the
Hessian also requires a modi¯cation of Lemma 5. The present note shows
that the main theorem holds with those modi¯cations.
2 Computation of the Hessian
Here we compute the Hessian matrix of the function f which is de¯ned in
page 1325 of Sannikov (2007). For simplicity, we consider a special case in
which N is assumed to be (1; 0). Note that although this is a special case,
the obtained result is applicable to the general case by rotating C 0 properly.
Consider a twice continuously di®erentiable function g : U ! R, where U
is an open interval containing 0, such that g(0) = g0(0) = 0 and g00 · 0. Take
a constant ¹f > 0, and a unit vector ~N = (n1; n2) with n1 6= 0 and n2 > 0.
Let R be the interior of the set of x 2 R2 such that x¡ (®¡ ¹f) ~N 2 graph g
with some ® > 0. In this setting, f is de¯ned as a mapping from R to [0;1)
whose value is
f(x) = minf® ¸ 0 j x¡ (®¡ ¹f) ~N 2 graph gg: (1)
Additionally, we de¯ne a function h : R ! R whose value is h(x) = x1 ¡
(®(x)¡ ¹f)n1, where ®(x) is the minimal ® used in the de¯nition of f(x).
First, we derive the ¯rst order derivatives of f(¹x) and h(¹x) for each ¯xed
¹x 2 R. In computing ¯rst order properties of f , it is justi¯ed to ¯rst order
approximate g at h(¹x), since the error induced by the approximation is at
most second order1. For ¯xed x^ 2 R, let x¤(x^) = (x¤1(x); x¤2(x)) be the
1More formally, it is because the procedure of ¯rst order approximation is independent
of the choice of coordinate system, if graph g is locally represented as a function.
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solution of the following system of equations:
x2 = x^2 +
µ
n2
n1
¶
(x1 ¡ x^1); (2)
x2 = g(h(¹x)) + g
0(h(¹x))(x1 ¡ h(¹x)): (3)
Then f(x) is represented by f(x) = fx1 ¡ x¤1(x)g=n1 + o(jjx ¡ ¹xjj), where
o(jjx¡ ¹xjj) is the Landau symbol, and h(x) satis¯es f(x) = fx1 ¡ h(x)g=n1
and thus h(x) = x¤1(x) + o(jjx ¡ ¹xjj). Using these equations, we obtain the
¯rst order derivatives of f(¹x) andh(¹x) by
Df(¹x) =
·
1=n1
0
¸
¡ 1
n2 ¡ n1g0(h(¹x))
·
n2=n1
¡1
¸
(4)
Dh(¹x) =
1
(n2=n1)¡ g0(h(¹x))
·
n2=n1
¡1
¸
: (5)
When ¹x = 0, f(x) becomes f(0) = (0; 1=n2) by h(0) = 0 and g
0(0) = 0,
which is consistent with the second last equation in page 1325 since n2 is
interpreted as NN^> = TT^>.
Now we derive the second order derivative of f . Using (4), we obtain
Hf(x) =
g00(h(x))
fn2 ¡ n1g0(h(¹x))g2
·¡(n2=n1)h1(x) ¡(n2=n1)h2(x)
h1(x) h2(x)
¸
; (6)
where hi = @h=@xi. Since Dh(0) = (1;¡n1=n2)>,
Hf(0) =
¡g00(0)
n2
·
1 (¡n1=n2)
(¡n1=n2) (¡n1=n2)2
¸
: (7)
Applying it to the general case, we get
Hf(Wt) =
·(Wt)
TT^>
·
1 ®
® ®2
¸
; (8)
where ® = ¡TN^>=TT^>.
3 Elimination of Drift
With the newly derived Hessian matrix (8), we cannot continue the rest of
the proof, since Lemma 5 cannot provide su±ciently good upper bounds.
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Here, we provide another inequality which can restore the argument. We
denote TBt = Át and NBt = Ât as in Lemma 5, and assume T^T
> > 0 at
any points of C 0, which is also implicitly assumed in Sannikov (2007).
The actual drift term of df(Wt) is
rf(Wt) +
r
TT^>
n
¡N(g(At)¡ v) + ·r
2
(jÁtj2 + 2®ÁtÂ>t + ®2jÂtj2)
o
(9)
¸ rf(Wt) + r
TT^>
n
¡N(g(At)¡ v) + ·r
2
(jÁtj ¡ j®jjÂtj)2
o
: (10)
WhenN(g(At)¡v) ¸ 0, (10) is greater than rf(Wt). WhenN(g(At)¡v) < 0,
by the optimality equation of Sannikov (2007), (10) is equal to
rf(Wt)¡ r
TT^>
N(g(At)¡ v)
½
1¡ (jÁtj ¡ j®jjÂtj)
2
jÁ(a;T)j2
¾
: (11)
In order to show that the drift term (9) is always larger than rf(Wt), it
is needed to eliminate the second term of (11). If a stochastic process ® is
constantly 0, Lemma 5 could give a good upper bound to the second term,
and Girsanov's theorem could delete it using an equivalent measure. In the
general case we are considering, we use the following inequality instead of
Lemma 5:
KjÂtj ¸ 1¡ (jÁtj ¡ j®jjÂtj)
2
jÁ(At;T)j2 : (12)
with some constant K. If we admit this fact, we can obtain
(11) ¸ rf(Wt)¡ r
TT^>
fKN(g(At)¡ v)jÂtjg (13)
¸ rf(Wt)¡ rL
TT^>
jÂtj; (14)
where L = KjVj. Since the volatility of df(Wt) is Ât, we can eliminate jÂtj's
term using Girsanov's theorem; this procedure is Lemma 7.
Now, we prove the inequality (12). The following is already proved in the
proof of Lemma 5:
J jÂtj ¸ 1¡ jÁtjjÁ(a;T)j (15)
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with some constant J . By this inequality, we obtain
J jÂtj+ j®jjÂtjjÁ(a;T)j ¸ 1¡
jÁtj ¡ j®jjÂtj
jÁ(a;T)j : (16)
The left-hand side has an upperbound fJ + ®=ÁgjÂj, where ® is the largest
j®j = jTN^>=NN^>j within C 0 and Á = infa0 62AN ; T0 jÁ(a0;T0)j. Á is strictly
positive because of Lemma 3.2 The right-hand side has a lowerbound
1
2
½
1¡ (jÁj ¡ j®jjÂj)
2
jÁ(a;T)j2
¾
: (17)
Letting K = 2fJ + ®=Ág, we obtain
KjÂtj ¸ 1¡ (jÁj ¡ j®jjÂtj)
2
jÁ(a;T)j2 : (18)
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