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This paper is concerned with global strong solutions of the isentropic compressible Navier–
Stokes equations with density-dependent viscosity coeﬃcient in one-dimensional bounded
intervals. Precisely, the viscosity coeﬃcient μ = μ(ρ) and the pressure P is proportional
to ργ with γ > 1. The important point in this paper is that the initial density may
vanish in an open subset. We also show that the strong solution obtained above is
unique provided that the initial data satisﬁes additional regularity and a compatible
condition. Compared with former results obtained by Hyunseok Kim in [H. Kim, Global
existence of strong solutions of the Navier–Stokes equations for one-dimensional isentropic
compressible ﬂuids, available at: http://com2mac.postech.ac.kr/papers/2001/01-38.pdf], we
deal with density-dependent viscosity coeﬃcient.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
In this paper, we consider strong solutions to the initial boundary value problem for the isentropic compressible Navier–
Stokes equations with density-dependent viscosity in one dimension:{
ρt + (ρu)x = 0,
(ρu)t +
(
ρu2
)
x +
(
P (ρ)
)
x =
(
μ(ρ)ux
)
x, ρ  0 in (0,1) × (0,∞),
(1.1)
with initial data
ρ(x,0) = ρ0(x) 0, u(x,0) = u0(x), on 0 x 1, (1.2)
and the boundary conditions
u(0, t) = 0, u(1, t) = 0. (1.3)
Here the unknown functions ρ = ρ(x, t) and u = u(x, t) denote the density and velocity respectively. P = aργ is the pres-
sure, where a is some positive constant and γ > 1, we normalize a = 1 in the rest of this paper. μ = μ(ρ) is the viscosity
coeﬃcient, satisﬁes
μ(ρ) ∈ C1[0,∞) and μ(ρ)μ1 > 0, for all ρ  0, (1.4)
where μ1 is a positive constant.
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problem (1.1)–(1.3). It is worth to emphasizing that the initial density may vanish in an open subset of interval (0,1) (i.e.,
the initial vacuum may exist) and the viscosity coeﬃcient μ depends on density ρ . It generalizes the results obtained in
[12] which deals with the case of constant viscosity coeﬃcient.
Some of the previous relavant works in this direction can be summarized as follows. When the viscosity μ is constant,
the free boundary problem for one-dimensional Navier–Stokes equations with one boundary ﬁxed and the other connected
to vacuum was investigated in [18], where the global existence of the weak solution was proved. Furthermore, the free
boundary value problem of the one-dimensional viscous gas which expands into the vacuum was studied by Luo, Xin and
Yang in [16], where the regularity, behaviors of weak solution near the interfaces (separating the gas and vacuum) and
expanding rate of the interfaces were given. The uniqueness and smoothness of the solution were also discussed in [16].
There are also some results about the existence of global strong solution to the Navier–Stokes equations with constant
viscosity, refer for instance to [1,11] and references therein. Recently, Kim in [12] have showed that the global existence of
strong solution for the one-dimensional Navier–Stokes equations. The versions for high dimensions were showed by Choe
and Kim in [2] with isentropic ﬂow and by Zhang and Fang in [25] for non-isentropic case.
It is known that the physically important case related to vacuum is the case when μ is not constant. It can be seen
from the derivation of the Navier–Stokes equations from the Boltzmann equation through Chapman–Enskog expansion to
the second order, cf. [6], where the viscosity coeﬃcient depends on the temperature. For isentropic ﬂow, this dependence is
translated into the dependence on the density by the laws of Boyle and Gay-Lussac for ideal gas as discussed in [15]. For the
case μ(ρ) = αρθ with α and θ being positive constants, when the initial density was assumed to be connected to vacuum
discontinuously, the global existence of weak solution for isentropic ﬂow was obtained by Okada et al. in [19] for 0 < θ < 13
and by Yang et al. in [23] for 0 < θ < 12 and by Jiang et al. by in [9] for 0 < θ < 1. Recently, Qin and Yao in [21] have
obtained the global existence of weak solution for 0 < θ  1 with initial datas ρ0 ∈ W 1,∞ , u0 ∈ L∞ . The global existence of
smooth solution for non-isentropic ﬂow can be referred to [8,10,20]. In [8,10,20], the viscosity coeﬃcient μ depends on the
density ρ . In [10], μ is assumed to be as a general function of ρ satisfying
0 < μ0 μ(ρ)μ1, for ρ  0,
where μ0 and μ1 are two positive constants, which shows the viscosity is non-degenerate, even if the vacuum appears.
In order to consider the case of degenerate viscosity as the appearance of vacuum, Jiang in [8] and Qin and Yao in [20]
discussed the case μ(ρ) = ρθ for θ ∈ (0, 14 ) and θ ∈ (0, 12 ) respectively.
When the density function connects to vacuum continuously, we can refer to [4,5,22,24] for the isentropic case, where
the global existence of weak solution was obtained for μ(ρ) = αρθ . Precisely, Fang and Zhang in [5] extended the results
in [24] for θ ∈ (0, 29 ) ∪ ( 13 , 37 ), the results in [22] for θ ∈ (0, 13 ) and the results in [4] for θ ∈ (0, 12 ) to the case θ ∈ (0,1).
Recently, Li et al. in [13] studied the initial boundary value problem of (1.1) for θ > 12 with the boundary conditions:
ρu(0, t) = ρu(1, t) = 0, t  0, and they found an interesting phenomenon of vacuum vanishing and blowing up of solution
in ﬁnite time.
It is worth to mentioning a recent result due to Mellet and Vasseur in [17]. They considered the Cauchy problem of (1.1),
where P (ρ) = ργ , γ > 1. Their results showed the existence of global strong solution when μ(ρ) satisﬁes
μ(ρ) νρα, for any ρ  1 and α ∈
[
0,
1
2
)
,
μ(ρ) ν, for ρ  1,
μ(ρ) c + cP (ρ), for any ρ  0,
where ν > 0 is some positive constant, and the initial data ρ0(x) and u0(x) satisfy
0 < k0  ρ0(x) k0 < ∞,
ρ0 − ρ ∈ H1(R),
u0 − u ∈ H1(R),
for some constants k0 and k0, where u(x) and ρ(x) are two smooth monotone functions satisfying:
ρ(x) = ρ±, for ± x 1,
u(x) = u±, for ± x 1.
Here u+ and u− are two constant velocities, ρ+ and ρ− are two positive constant densities. Moreover, if μ(ρ)  ν > 0
for all ρ  0, μ(ρ) is uniformly Lipschitz and γ  2, then this global strong solution is unique in the large class of weak
solutions satisfying the usual entropy inequality.
To our knowledge, there are few results on the existence of global strong solution for the one-dimensional compressible
Navier–Stokes equations with density-dependent viscosity when the initial density may vanish in an open interval. Restricted
by the mathematical techniques and methods, we only consider the case: μ(ρ)μ1 > 0, where μ1 is a positive constant
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introduce p and p in the process of proof. With the help of the ﬁne properties of p and p, we succeed in getting the
estimates needed (Lemma 2.3), which subsequently is used to show that the estimates in Lemmas 2.4–2.5 hold. Then the
existence of global strong solution is proved by an elementary compactness argument.
The main results can be stated as follows.
Theorem 1.1. Assume that the viscosity coeﬃcient μ(ρ) satisﬁes (1.4), the initial data ρ0 ∈ H1(0,1) and u0 ∈ H10(0,1), then there
exists a global strong solution (ρ,u) to the initial boundary value problem (1.1)–(1.3) such that for all T ∈ (0,∞),
ρ ∈ L∞(0, T ; H1(0,1)), u ∈ L∞(0, T ; H10(0,1)),
ρt ∈ L∞
(
0, T ; L2(0,1)), (ρu)t ,uxx ∈ L2(0, T ; L2(0,1)). (1.5)
The rest of the paper is organized as follows. After stating the notation, in Section 2, we will construct the approximate
solutions sequence by mollifying the initial data and state series of lemmas for proving the existence theorem. We complete
the proof of the existence of global strong solution at the end of Section 2 with an elementary compactness argument. At
last, we give two remarks: the ﬁrst one is about the uniqueness of the strong solution obtained in Theorem 1.1; The second
one is about the case that there is an external force term in equation.
Notation. Hereafter, Lp = Lp(0,1) (1 p ∞) denotes usual Lebesgue space with the norms
‖ f ‖Lp =
( 1∫
0
∣∣ f (x)∣∣p dx
) 1
p
, 1 p < ∞,
and
‖ f ‖L∞ = sup
0x1
{∣∣ f (x)∣∣}, p = ∞.
Hl = Hl(0,1) (l 0) denotes the usual lth-order Sobolev space with norm
‖ f ‖Hl =
(
l∑
i=0
∥∥∂ ix f ∥∥2L2
) 1
2
.
For simplicity, ‖ f (·, t)‖Lp and ‖ f (·, t)‖Hl are denoted by ‖ f (t)‖Lp and ‖ f (t)‖Hl respectively.
2. Proof of the global existence result
Firstly, we construct a sequence of approximate solutions by using some ideas developed in [9]. One of the key issues
is the non-vanishing of the density in the approximate solutions. Then we obtain some estimates on the approximate
solutions (ρ,u). Finally, we obtain the global existence by taking to the limit. Without loss of generality, we may assume
that
∫ 1
0 ρ0 dx =m > 0. Precisely, by regularizing the data, we can construct a sequence (ρ0 ,u0) of smooth data such that
0 <   ρ0  ‖ρ0‖L∞ + 1,
ρ0 ∈ C2[0,1], u0 ∈ C2c (0,1),(
ρ0 ,u

0
)→ (ρ0,u0) in H1(0,1). (2.1)
Now, we consider the initial boundary value problem (1.1)–(1.3) with initial data (ρ0,u0) being replaced by the approximate
initial data (ρ0 ,u

0).We may assume that there exists a positive constant C , such that C
−1 
∫ 1
0 ρ

0 dx C . Then correspond-
ing to the data (ρ0 ,u

0), it follows from the classical existence theory that there exists a unique global strong solution
(ρ,u) to the initial boundary value problem (1.1)–(1.3) such that
u ∈ C([0,∞); H2(0,1)), ut ∈ L2loc(0,∞; H10(0,1)),
ρ ∈ C1([0,∞); H1(0,1)) and ρ > 0 in [0,∞) × [0,1].
As stated above, then we need to estimate the bound of the approximate solutions (ρ,u) uniformly in  . In the following
lemmas, we will give various bounds for (ρ,u) in term of a generic positive constant C depending only on the initial
data and T , where T ∈ (0,∞) is a ﬁxed large time. For simplicity, we omit the superscripts  in (ρ,u) from now on till
Lemma 2.5.
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sup
0tT
1∫
0
(
ρu2 + P)dx+
T∫
0
1∫
0
μ(ρ)u2x dxdt  C . (2.2)
Proof. Multiplying (1.1)2 by u, then integrating the resulting equation with respect to x over (0,1), by using (1.1)1,
the boundary conditions (1.3) and integration by parts, we can easily prove this lemma. By virtue of (1.4), we get∫ T
0
∫ 1
0 u
2
x dxdt  C . (Here C is a positive constant depending only on initial data.)
In this paper, one of the crucial estimates for our results is the following uniform bound on the density, independent of
lower bounds of the initial density. Just as in [7,12], this bound can be derived from the mass conservation and the energy
estimate (2.2) by tracing the density along the particle trajectories. 
Lemma 2.2. Under the conditions of Theorem 1.1, we have
sup
0tT
∥∥ρ(t)∥∥L∞  C . (2.3)
Proof. It suﬃces to prove that ρ(X(x, t), t) C for any (x, t) ∈ (0,1) × (0, T ], where the Lagrangian ﬂow X = X(x, t) of u is
deﬁned by{
∂ X
∂t
= u(X(x, t), t),
X(x,0) = x ∈ [0,1].
For each t0 ∈ (0, T ], since
∫ 1
0 ρ0(x)dx  C−1, there exists a subinterval (a,b) ⊂ (0,1), such that ρ0(x)  C−1, for all
x ∈ (a,b); By conservation of mass:
X(b,t0)∫
X(a,t0)
ρ(x, t0)dx =
b∫
a
ρ0(x)dx C,
then there exists x˜ ∈ (X(a, t0), X(b, t0)), such that (X(b, t0)− X(a, t0))ρ(x˜, t0) C, so there exists a point x1 ∈ (a,b) ⊂ (0,1),
such that
x˜ = X(x1, t0), ρ0(x1) C−1, ρ
(
X(x1, t0), t0
)
 C . (2.4)
Now we will show that ρ(X(x2, t0), t0) C for all x2 ∈ (0,1).
Denote Xi(t) = X(xi, t), i = 1,2, and deﬁne
L(t) =
X2(t)∫
X1(t)
μ(ρ)ρ−1ρx dx.
Using Eq. (1.1), we can obtain
d
dt
L(t) = μ(ρ)ρ−1ρxu
∣∣X2
X1
+
X2∫
X1
(
μ(ρ)ρ−1ρx
)
t dx
= μ(ρ)ρ−1ρxu
∣∣X2
X1
+
X2∫
X1
( ρ∫
1
μ(s)s−1 ds
)
xt
dx
= μ(ρ)ρ−1ρxu
∣∣X2
X1
+
X2∫
X1
(
μ(ρ)ρ−1ρt
)
x dx
= μ(ρ)ρ−1ρxu
∣∣X2
X1
+ μ(ρ)ρ−1ρt
∣∣X2
X1
= μ(ρ)ρ−1ρxu
∣∣X2
X1
− μ(ρ)ρ−1ρxu
∣∣X2
X1
− μ(ρ)ux
∣∣X2
X1
= −
X2∫ (
μ(ρ)ux
)
x dx = −
X2∫ [
(ρu)t +
(
ρu2 + P)x]dxX1 X1
H. Wen, L. Yao / J. Math. Anal. Appl. 349 (2009) 503–515 507= − d
dt
X2∫
X1
ρu dx+ ρu2∣∣X2X1 − ρu2∣∣X2X1 − P ∣∣X2X1
= − d
dt
X2∫
X1
ρu dx− P (ρ(X2(t), t) − P (ρ(X1(t), t))
L(t)
L(t). (2.5)
Denote U (t) = ∫ X2(t)X1(t) ρu dx, and α(t) = P (ρ(X2(t),t)−P (ρ(X1(t),t))L(t) .
Then (2.5) can be rewritten as
d
dt
(
L(t) + U (t))= −α(t)[L(t) + U (t)]+ α(t)U (t). (2.6)
Integrating (2.6) with respect to t over (0, t), we obtain
L(t) + U (t) = exp
(
−
t∫
0
α(s)ds
)
(L(0) + U (0)) +
t∫
0
exp
(
−
t∫
s
α(τ )dτ
)
α(s)U (s)ds.
Since (2.4), we have
α(t) = P (ρ(X2(t), t) − P (ρ(X1(t), t))
L(t)
= P (ρ(X2(t), t) − P (ρ(X1(t), t))∫ lnρ(X2(t),t)
0 μ(e
s)ds − ∫ lnρ(X1(t),t)0 μ(es)ds > 0,
and
L(0) =
x2∫
x1
μ(ρ0)(lnρ0)x dx =
x2∫
x1
( lnρ0∫
0
μ(es)ds
)
x
dx
=
lnρ0(x2)∫
0
μ
(
es
)
ds −
lnρ0(x1)∫
0
μ
(
es
)
ds
 C .
This together with (2.2), gives
L(t) sup
t
∣∣U (t)∣∣+ exp
(
−
t∫
0
α(s)ds
)(
L(0) + U (0))+ sup
t
∣∣U (t)∣∣
t∫
0
exp
(
−
t∫
s
α(τ )dτ
)
α(s)ds
 C sup
t
∣∣U (t)∣∣+ exp
(
−
t∫
0
α(s)ds
)(
L(0) + U (0))
 C sup
t
∣∣U (t)∣∣+ C  C sup
t
1∫
0
|ρu|dx+ C
 C, ∀0 t  t0.
So we have
X2(t)∫
X1(t)
μ(ρ)ρ−1ρx dx =
X2(t)∫
X1(t)
( lnρ∫
0
μ(es)ds
)
x
dx
=
lnρ(X2(t),t)∫
0
μ(es)ds −
lnρ(X1(t),t)∫
0
μ(es)ds
 C .
If we let t = t0 in the above inequality, we have
lnρ(X(x2,t0),t0)∫
μ(es)ds
lnρ(X(x1,t0),t0)∫
μ(es)ds + C .0 0
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This completes the proof of Lemma 2.2. 
Now we will prove the second crucial estimate.
Lemma 2.3. Under the conditions of Theorem 1.1, we have
sup
0tT
‖u‖H1 +
T∫
0
1∫
0
ρu2t dxdt  C . (2.7)
Proof. Since u(0, t) = 0, it suﬃces to prove:
sup
0tT
‖ux‖L2 +
T∫
0
1∫
0
ρu2t dxdt  C .
From (1.1), we have
ρut + ρuux +
(
P (ρ)
)
x =
(
μ(ρ)ux
)
x. (2.8)
Multiplying (2.8) by ut , integrating the resulting equality with respect to x over [0,1], we get
1∫
0
ρu2t dx+
1∫
0
ρuuxut dx−
1∫
0
Puxt dx+
1∫
0
μ(ρ)uxuxt dx = 0,
then using integration by parts and boundary conditions (1.3), we obtain
1∫
0
ρu2t dx+
1∫
0
ρuuxut dx−
1∫
0
Puxt dx+ 1
2
d
dt
1∫
0
μ(ρ)u2x dx−
1∫
0
μ′(ρ)
2
ρtu
2
x dx = 0. (2.9)
By using Young’s inequality, Sobolev’s inequality, (1.4), (2.2) and (2.3), we get from (2.9) that
1∫
0
ρu2t dx+
1
2
d
dt
1∫
0
μ(ρ)u2x dx
1
2
1∫
0
ρu2t dx+ C
1∫
0
u2u2x dx+
1∫
0
Puxt dx+ 1
2
1∫
0
μ′(ρ)ρtu2x dx,
i.e.
1
2
1∫
0
ρu2t dx+
1
2
d
dt
1∫
0
μ(ρ)u2x dx C‖ux‖4L2 +
1∫
0
Puxt dx+ 1
2
1∫
0
μ′(ρ)ρtu2x dx. (2.10)
The second term of the right-hand side of (2.10) is estimated as follows:
1∫
0
Puxt dx = d
dt
1∫
0
Pux dx−
1∫
0
Ptux dx
= d
dt
1∫
0
Pux dx− γ
1∫
0
ργ−1ρtux dx
= d
dt
1∫
0
Pux dx+
1∫
0
(Pxu + γ Pux)ux dx
= d
dt
1∫
0
Pux dx+
1∫
0
(
Pxuux + γ Pu2x
)
dx
 d
dt
1∫
Pux dx+
1∫
Px
μ(ρ)
uμ(ρ)ux dx+ C‖ux‖2L2 . (2.11)0 0
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Denote P = ∫ x0 Pxμ(ρ) dy, we have from (1.4) and (2.3) that
|P | =
∣∣∣∣∣
x∫
0
γργ−1
μ(ρ)
ρx dy
∣∣∣∣∣=
∣∣∣∣∣
x∫
0
( ρ∫
0
γ sγ−1
μ(s)
ds
)
x
dx
∣∣∣∣∣=
∣∣∣∣∣
ρ(x,t)∫
0
γ sγ−1
μ(s)
ds −
ρ(0,t)∫
0
γ sγ−1
μ(s)
ds
∣∣∣∣∣ C .
Applying this into (2.11), we deduce by using integration by parts, (1.4), (2.2), (2.3), Young’s inequality and Sobolev’s
inequality that
1∫
0
Puxt dx
d
dt
1∫
0
Pux dx+
1∫
0
P xuμ(ρ)ux dx+ C‖ux‖2L2
= d
dt
1∫
0
Pux dx−
1∫
0
Pμ(ρ)u2x dx−
1∫
0
Pu
(
μ(ρ)ux
)
x dx+ C‖ux‖2L2
= d
dt
1∫
0
Pux dx−
1∫
0
Pμ(ρ)u2x dx−
1∫
0
Pu(ρut + ρuux + Px)dx+ C‖ux‖2L2
 d
dt
1∫
0
Pux dx+ C‖ux‖2L2 +
1
4
1∫
0
ρu2t dx+ C
1∫
0
u2u2x dx−
1∫
0
PuPx dx+ C
 d
dt
1∫
0
Pux dx+ C‖ux‖2L2 +
1
4
1∫
0
ρu2t dx+ C‖ux‖4L2 +
1∫
0
P Px
μ(ρ)
u dx+ C
= d
dt
1∫
0
Pux dx+ C‖ux‖2L2 +
1
4
1∫
0
ρu2t dx+ C‖ux‖4L2 +
1∫
0
(P2)x
2μ(ρ)
u dx+ C . (2.12)
Denote P = ∫ x0 (P2)x2μ(ρ) dy. Just as the method we get |P | C , we can obtain |P | C .
Also, applying this into (2.12), we conclude
1∫
0
Puxt dx = d
dt
1∫
0
Pux dx+ C‖ux‖2L2 +
1
4
1∫
0
ρu2t dx+ C‖ux‖4L2 +
1∫
0
P xu dx+ C
 d
dt
1∫
0
Pux dx+ C‖ux‖2L2 +
1
4
1∫
0
ρu2t dx+ C‖ux‖4L2 −
1∫
0
Pux dx+ C
 d
dt
1∫
0
Pux dx+ C‖ux‖2L2 +
1
4
1∫
0
ρu2t dx+ C‖ux‖4L2 + C . (2.13)
Substituting (2.13) into (2.10), we obtain
1
4
1∫
0
ρu2t dx+
1
2
d
dt
1∫
0
μ(ρ)u2x dx C‖ux‖4L2 +
d
dt
1∫
0
Pux dx+ C‖ux‖2L2 + C +
1
2
1∫
0
μ′(ρ)ρtu2x dx. (2.14)
We estimate the last term of the right-hand side of (2.14) as follows:
1
2
1∫
0
μ′(ρ)ρtu2x dx =
1
2
1∫
0
μ′(ρ)(−ρxu − ρux)u2x dx
= −1
2
1∫
μ′(ρ)ρxuu2x dx−
1
2
1∫
μ′(ρ)ρu3x dx = I + J . (2.15)0 0
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inequality and Sobolev’s inequality, we have
I = −1
2
1∫
0
μ′(ρ)ρxuu2x dx = −
1
2
1∫
0
(
μ(ρ)
)
xuu
2
x dx
= −1
2
1∫
0
(μ(ρ))x
μ(ρ)2
u
(
μ(ρ)ux
)2
dx = 1
2
1∫
0
(
1
μ(ρ)
)
x
u
(
μ(ρ)ux
)2
dx
= −1
2
1∫
0
1
μ(ρ)
(
μ(ρ)
)2
u3x dx−
1∫
0
1
μ(ρ)
u
(
μ(ρ)ux
)(
μ(ρ)ux
)
x dx
= −1
2
1∫
0
μ(ρ)u3x dx−
1∫
0
uux
(
μ(ρ)ux
)
x dx = −
1
2
1∫
0
μ(ρ)u3x dx−
1∫
0
uux(ρut + ρuux + Px)dx
−1
2
1∫
0
(
μ(ρ)ux − P
)
u2x dx−
1
2
1∫
0
Pu2x dx+ δ
1∫
0
ρu2t dx+ Cδ
1∫
0
|u|2|ux|2 dx+ C
1∫
0
u2u2x dx−
1∫
0
Pxuux dx
 C
∥∥μ(ρ)ux − P∥∥L∞
1∫
0
u2x dx+ C‖ux‖2L2 + δ
1∫
0
ρu2t dx+ Cδ‖ux‖4L2 −
1∫
0
Px
μ(ρ)
u
(
μ(ρ)ux
)
dx
 Cδ
( 1∫
0
u2x dx
)2
+ δ∥∥μ(ρ)ux − P∥∥2L∞ + C‖ux‖2L2 + δ
1∫
0
ρu2t dx+ Cδ‖ux‖4L2 −
1∫
0
P xu
(
μ(ρ)ux
)
dx
 Cδ‖ux‖4L2 + Cδ
∥∥μ(ρ)ux − P∥∥2L2 + Cδ∥∥(μ(ρ)ux)x − Px∥∥2L2 + C‖ux‖2L2
+ δ
1∫
0
ρu2t dx+
1∫
0
Pμ(ρ)u2x dx+
1∫
0
Pu
(
μ(ρ)ux
)
x dx
 Cδ‖ux‖4L2 + Cδ
∥∥μ(ρ)ux − P∥∥2L2 + Cδ‖ρut + ρuux‖2L2 + C‖ux‖2L2 + δ
1∫
0
ρu2t dx+
1∫
0
Pu(ρut + ρuux + Px)dx
 Cδ‖ux‖4L2 + Cδ‖ux‖2L2 + Cδ + Cδ
1∫
0
ρu2t dx+ Cδ‖ux‖4L2
+ C‖ux‖2L2 + δ
1∫
0
ρu2t dx+ δ
1∫
0
ρu2t dx+ Cδ + C‖ux‖4L2 +
1∫
0
PuPx dx
 Cδ‖ux‖4L2 + Cδ‖ux‖2L2 + Cδ + Cδ
1∫
0
ρu2t dx+ C‖ux‖2L2 + Cδ −
1∫
0
P Px
μ(ρ)
u dx−
1∫
0
P Pux dx
 Cδ‖ux‖4L2 + Cδ‖ux‖2L2 + Cδ + Cδ
1∫
0
ρu2t dx−
1∫
0
(P2)x
2μ(ρ)
u dx
= Cδ‖ux‖4L2 + Cδ‖ux‖2L2 + Cδ + Cδ
1∫
0
ρu2t dx−
1∫
0
P xu dx
= Cδ‖ux‖4L2 + Cδ‖ux‖2L2 + Cδ + Cδ
1∫
0
ρu2t dx+
1∫
0
Pux dx
 Cδ‖ux‖4L2 + Cδ‖ux‖2L2 + Cδ + Cδ
1∫
ρu2t dx, (2.16)0
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J = −1
2
1∫
0
μ′(ρ)ρu3x dx = −
1
2
1∫
0
μ′(ρ)ρ
μ(ρ)
μ(ρ)uxu
2
x dx
= −1
2
1∫
0
μ′(ρ)ρ
μ(ρ)
(
μ(ρ)ux − P
)
u2x dx−
1
2
1∫
0
μ′(ρ)ρ
μ(ρ)
Pu2x dx
 C
∥∥μ(ρ)ux − P∥∥L∞
1∫
0
u2x dx+ C
1∫
0
u2x dx
 δ
∥∥μ(ρ)ux − P∥∥2L∞ + Cδ‖ux‖4L2 + C‖ux‖2L2
 Cδ
∥∥μ(ρ)ux − P∥∥2L2 + Cδ∥∥(μ(ρ)ux)x − Px∥∥2L2 + Cδ‖ux‖4L2 + C‖ux‖2L2
 Cδ‖ux‖2L2 + Cδ + Cδ‖ρut + ρuux‖2L2 + Cδ‖ux‖4L2 + C‖ux‖2L2
 Cδ‖ux‖2L2 + Cδ + Cδ
1∫
0
ρu2t dx+ Cδ
1∫
0
u2u2x dx+ Cδ‖ux‖4L2
 Cδ‖ux‖2L2 + Cδ + Cδ
1∫
0
ρu2t dx+ Cδ‖ux‖4L2 . (2.17)
Substituting (2.16) and (2.17) into the right-hand side of (2.15), we get
1
2
1∫
0
μ′(ρ)ρtu2x dx = I + J  Cδ
1∫
0
ρu2t dx+ Cδ‖ux‖4L2 + Cδ‖ux‖2L2 + Cδ. (2.18)
Let Cδ = 18 , i.e. δ = 18C in (2.18), which combined with (1.4) and (2.14) gives
1
8
1∫
0
ρu2t dx+
1
2
d
dt
1∫
0
μ(ρ)u2x dx C‖ux‖4L2 +
d
dt
1∫
0
Pux dx+ C‖ux‖2L2 + C
 C
∥∥√μ(ρ)ux∥∥4L2 + ddt
1∫
0
Pux dx+ C‖ux‖2L2 + C . (2.19)
Integrating (2.19) with respect to t over [0, t], then using (1.4) and (2.2) and Young’s inequality, we obtain
1
8
t∫
0
1∫
0
ρu2t dxdτ +
1
2
1∫
0
μ(ρ)u2x dx
1
2
1∫
0
μ(ρ0)(u0)
2
x dx+ C
t∫
0
( 1∫
0
μ(ρ)u2x dx
)2
dτ
+
1∫
0
Pux dx−
1∫
0
P (ρ0)(u0)x dx+ C
 C + C
t∫
0
( 1∫
0
μ(ρ)u2x dx
)2
dτ + 1
4
1∫
0
μ(ρ)u2x dx. (2.20)
From (2.20), we get
1
8
t∫
0
1∫
0
ρu2t dxdτ +
1
4
1∫
0
μ(ρ)u2x dx C + C
t∫
0
( 1∫
0
μ(ρ)u2x dx
)2
dτ .
Then Gronwall’s inequality, (1.4) and (2.2) complete the proof of Lemma 2.3. 
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T∫
0
‖ux‖2L∞ dt  C . (2.21)
Proof. From (1.1)2, (1.4), (2.3) and (2.7), using Sobolev’s inequality and Young’s inequality, we have
‖ux‖2L∞  C
∥∥μ(ρ)ux∥∥2L∞  C∥∥μ(ρ)ux − P∥∥2L∞ + C
 C
∥∥μ(ρ)ux − P∥∥2L2 + C∥∥(μ(ρ)ux)x − Px∥∥2L2 + C
 C‖ux‖2L2 + C‖P‖2L2 + C‖ρut + ρuux‖2L2 + C  C + C
1∫
0
ρu2t dx.
This together with (2.7) gives
T∫
0
‖ux‖2L∞ dt  C . 
Lemma 2.5. Under the conditions of Theorem 1.1, we have
sup
0tT
1∫
0
ρ2x dx+
T∫
0
‖uxx‖2L2 dx C . (2.22)
Proof. Differentiating (1.1)1 with respect to x, multiplying the resulting equation by ρx , and integrating with respect to x
over [0,1], we get
1
2
d
dt
1∫
0
ρ2x dx+
1∫
0
(ρu)xxρx dx = 0, (2.23)
which yields
1
2
d
dt
1∫
0
ρ2x dx+ (ρu)xρx
∣∣1
0 −
1∫
0
(ρu)xρxx dx = 0,
1
2
d
dt
1∫
0
ρ2x dx+ ρuxρx
∣∣1
0 −
1∫
0
ρxρxxu dx−
1∫
0
ρρxxux dx = 0,
1
2
d
dt
1∫
0
ρ2x dx+ ρuxρx
∣∣1
0 +
1
2
1∫
0
ρ2x ux dx+
1∫
0
ρ2x ux dx+
1∫
0
ρρxuxx dx− ρuxρx
∣∣1
0 = 0. (2.24)
By using (1.1), (1.4), (2.3), (2.7), and Young’s inequality, Hölder’s inequality, we have from (2.24) that
1
2
d
dt
1∫
0
ρ2x dx = −
3
2
1∫
0
ρ2x ux dx−
1∫
0
ρρxuxx dx
 C‖ux‖L∞
1∫
0
ρ2x dx+ C
1∫
0
ρ2x dx+ C
1∫
0
u2xx dx
 C‖ux‖L∞
1∫
0
ρ2x dx+ C
1∫
0
ρ2x dx+ C
1∫
0
∣∣μ(ρ)uxx∣∣2 dx
 C‖ux‖L∞
1∫
ρ2x dx+ C
1∫
ρ2x dx+ C
1∫ ∣∣μ(ρ)uxx + (μ(ρ))xux∣∣2 dx+ C
1∫ ∣∣(μ(ρ))xux∣∣2 dx0 0 0 0
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1∫
0
ρ2x dx+ C
1∫
0
ρ2x dx+ C
1∫
0
∣∣(μ(ρ)ux)x∣∣2 dx+ C
1∫
0
ρ2x u
2
x dx
 C‖ux‖2L∞
1∫
0
ρ2x dx+ C
1∫
0
ρ2x dx+ C
1∫
0
|ρut + ρuux + Px|2 dx
 C‖ux‖2L∞
1∫
0
ρ2x dx+ C
1∫
0
ρ2x dx+ C
1∫
0
ρu2t dx+ C
1∫
0
u2u2x dx+ C
1∫
0
ρ2x dx
 C‖ux‖2L∞
1∫
0
ρ2x dx+ C
1∫
0
ρ2x dx+ C
1∫
0
ρu2t dx+ C . (2.25)
By (2.7) and (2.21), applying Gronwall’s inequality to (2.25), we have
sup
0tT
1∫
0
ρ2x dx C .
At last, we estimate the L2(0, T ; L2(0,1))-norm of uxx .
From (1.1), (1.4) and (2.3), we get
‖uxx‖2L2  C
∥∥μ(ρ)uxx∥∥2L2
 C
∥∥μ(ρ)uxx + μ′(ρ)ρxux∥∥2L2 + C∥∥μ′(ρ)ρxux∥∥2L2
 C
∥∥(μ(ρ)ux)x∥∥2L2 + C
1∫
0
ρ2x u
2
x dx
 C‖ρut + ρuux + Px‖2L2 + C‖ux‖2L∞
 C
1∫
0
ρu2t dx+ C
( 1∫
0
u2x dx
)2
+ C‖Px‖2L2 + C‖ux‖2L∞ ,
this together with (2.2), (2.3), (2.7), (2.21) and (2.22) gives
T∫
0
‖uxx‖2L2 dt  C .
This completes the proof of Lemma 2.5. 
Proof of the global existence result. Before giving the proof of the Theorem 1.1, we ﬁrst give the following lemma, which is
very useful, whose proof can be found in [14].
Lemma 2.6 (Lions–Aubin lemma). Suppose X, Y , Z are Banach spaces, and X ↪→↪→ Y , Y ↪→ Z , then the following two embeddings:{
u ∈ L2(0, T ; X) ∣∣ ∂tu ∈ L2(0, T ; Z)} ↪→ L2(0, T ; Y ),{
u ∈ L∞(0, T ; X) ∣∣ ∂tu ∈ L2(0, T ; Z)} ↪→ C([0, T ]; Y ),
are compact.
By virtue of Lemmas 2.1–2.5, we have the following estimates on (ρ,u) uniformly in  , for all t ∈ [0, T ], T > 0:
sup
0tT
(∥∥ρ∥∥H1 + ∥∥ux∥∥L2)+
T∫
0
(∥∥√ρut ∥∥2L2 + ∥∥ux∥∥2L∞ + ∥∥uxx∥∥2L2)dt  C(T ),
thus
sup
0tT
(∥∥ρ∥∥H1 + ∥∥ρt ∥∥L2 + ∥∥ux∥∥L2)+
T∫ (∥∥(ρu)t∥∥2L2 + ∥∥uxx∥∥2L2)dt  C(T ), (2.26)0
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of {(ρ,u)}, still denote by {(ρ,u)}, such that as  → 0,
ρ ⇀ ρ, weak-∗ in L∞(0, T ; L2(0,1)), (2.27)
ρx ⇀ ρx, weak-∗ in L∞
(
0, T ; L2(0,1)), (2.28)
ρt ⇀ ρt , weak-∗ in L∞
(
0, T ; L2(0,1)), (2.29)
u ⇀ u, weak-∗ in L∞(0, T ; L2(0,1)), (2.30)
ux ⇀ ux, weak-∗ in L∞
(
0, T ; L2(0,1)), (2.31)
uxx ⇀ uxx, weakly in L
2(0, T ; L2(0,1)), (2.32)(
ρu
)
t ⇀ v1, weakly in L
2(0, T ; L2(0,1)). (2.33)
Since ρ bounded in L∞(0, T ; H1(0,1)), and ρt bounded in L∞(0, T ; L2(0,1)), we have from Lemma 2.6 (extracting
a subsequence if necessary), as  → 0
ρ → ρ, strongly in C([0, T ] × [0,1]). (2.34)
From (2.30) and (2.34), we have as  → 0
ρu ⇀ ρu, weakly in L2
(
0, T ; L2(0,1)). (2.35)
Then we have from (2.33) and (2.35) that
v1 = (ρu)t , a.e. (2.36)
From (2.26), we see that ρu bounded in L∞(0, T ; H10(0,1)), this together with (2.33), (2.35), (2.36) and Lemma 2.6 gives
(extracting a subsequence if necessary), as  → 0
ρu → ρu, strongly in C([0, T ] × [0,1]). (2.37)
By virtue of (1.1), (1.4), (2.26), (2.30), (2.31), (2.34), (2.37), we have as  → 0(
ρu
)
x ⇀ (ρu)x, weakly in L
2(0, T ; L2(0,1)), (2.38)(
ρ
(
u
)2)
x ⇀
(
ρu2
)
x, weakly in L
2(0, T ; L2(0,1)), (2.39)(−P(ρ)+ μ(ρ)ux )x ⇀ (−P (ρ) + μ(ρ)ux)x, weakly in L2(0, T ; L2(0,1)), (2.40)
Then (2.29), (2.33), (2.36), (2.38), (2.39), (2.40) show that (ρ,u) obtained above satisﬁes{
ρt + (ρu)x = 0,
(ρu)t +
(
ρu2
)
x +
(
P (ρ)
)
x =
(
μ(ρ)ux
)
x,
almost everywhere in (0,∞) × (0,1). By the lower semi-continuity properties of the weak-∗ and weak topology, (ρ,u)
satisﬁes Lemmas 2.1–2.5, i.e. (ρ,u) is the strong solution of problem (1.1)–(1.3). Thus, the proof of Theorem 1.1 is com-
pleted. 
Remark 1. We do not obtain the uniqueness of the strong solution (ρ,u) in Theorem 1.1, because of lacking stronger
regularity of the solution. If in addition to the regularity assumptions about the initial data in Theorem 1.1, we suppose
(u0(x))xx ∈ L2(0,1), and the compatibility condition(
μ(ρ0)u0x
)
x − (P0)x =
(
ρ
1
2
0
)
g,
for some g ∈ L2(0,1). By the similar method as that in [12], we can easily get:
sup
0tT
1∫
0
ρ
(
ut
)2
dx+
T∫
0
1∫
0
(
uxt
)2
dxdt +
T∫
0
1∫
0
(
ut
)2
dxdt  C(T ),
sup
0tT
∥∥uxx∥∥L2  C(T ).
This together with (2.26) proves that the strong solution (ρ,u) to the initial boundary value problem (1.1)–(1.3) exists and
satisﬁes:
ρ ∈ L∞(0, T ; H1(0,1)), u ∈ L∞(0, T ; H2(0,1)),
√
ρut ,ρt ∈ L∞
(
0, T ; L2(0,1)), ut ∈ L2(0, T ; H1(0,1)).
H. Wen, L. Yao / J. Math. Anal. Appl. 349 (2009) 503–515 515With the regularity of the solution as above, the uniqueness of the strong solution can be deduced by classical methods in
[1,3], we omit here for brevity.
Remark 2. So far, all of our results are stated for the case without external force. However, one can check by modifying
our analysis slightly that similar results hold true in the presence of external force (There is a external force term, we
refer to function f (x, t) satisfying (ρu)t + (ρu2)x + (P (ρ))x = (μ(ρ)ux)x + ρ f ). In fact, if f (x, t) satisﬁes some appropriate
conditions, similar result can be obtained, see [12] for the details.
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