



































mathematical	 algorithms	 were	 trained	 and	 tested	 in	 the	 outlier	 module	 and	 adjustment	
module,	respectively.		


























































































































































































the	 elderly	 are	 more	 sensitive	 to	 air	 pollution.	 Therefore,	 real-time	 ambient	 air	 quality	
information	could	be	an	important	way	to	protect	sensitive	citizens,	if	it	were	made	accessible	
online	 by	 the	 relevant	 authorities,	 using	 instruments	 to	 monitor	 air	 quality.	 Currently,	
monitoring	instruments	provide	some	air	quality	information,	but	usually	only	covering	broad		
areas	of	a	city.	Yet,	the	concentration	of	air	pollutants	is	likely	to	vary	locally	and	be	location-
dependent,	 such	as	 in	 industrial	areas,	busy	 roads,	around	houses	burning	 firewood,	near	
forest	fires	[2],	and	so	on.	Current	instruments	do	not	give	such	detailed	information	on	small	
specific	areas	in	ways	that	could	potentially	be	valuable	to	residents	in	those	areas.		
There	 is	 a	 foreseeable	 trend	 of	 spatial	 temporal	 monitoring	 in	 the	 future	 –	 the	
‘Internet	of	Things’.	 The	 trend	 is	 for	a	growing	number	of	 commercial	 sensing	devices,	 as	
advanced	low-cost	environmental	sensors	become	more	available	and	affordable.	There	is	a	




trends	may	 lead	 to	 the	use	of	opportunistic	 sensing	concepts	 [3]	and	 the	development	of	
smart	cities	using	these	concepts.	
We	are	interested	in	the	Air	Quality	Egg	(AQE)	in	this	study.	The	AQE	is	an	air	quality	




monitoring	 equipment,	 typically	 costing	 more	 than	 US$	 5,425	 (€5,000)	 [2],	 an	 AQE	 is	
relatively	cheap	and	affordable	for	most	people,	at	a	cost	of	about	US	$240.	Consumers	can	
easily	connect	an	AQE	to	their	wireless	networks	in	their	homes.	Then,	ambient	air	quality	
information	 is	 accessible	 through	 the	AQE’s	website	 or	 the	 users	 can	 look	 directly	 at	 the	
device’s	 LCD	 display.	 Apart	 from	 giving	 an	 hourly	 average	 on	 the	 website,	 the	 AQE	 data	
receives	no	other	treatment	or	analysis.	Adding	a	data	treatment	or	an	analysis	layer	to	the	
system	 can	 potentially	 deliver	 added	 value	 to	 the	 consumers.	 Most	 of	 the	 Open	 Source	
Systems	(OSSs)	deliver	very	robust	and	reliable	projects	within	an	affordable	budget	even	for	
start-up	companies.	So,	it	is	likely	that	OSS	tend	to	attract	more	people,	ranging	from	amateur	








electro-mechanical	 system	 (MEMS)	 sensors	 are	 inaccurate	 when	 compared	 to	 expensive	
sensors.	To	overcome	this	problem,	sensor	calibration	may	be	needed,	in	which	adjustment	







correlation	 technique	 to	 calibrate	 the	 electronic	 node	 in	 their	 two	 studies.	 Therefore,	
applying	mathematical	 algorithms	 in	 the	 data	 analysis	 has	 a	 good	 possibility	 of	 fixing	 the	
accuracy	of	the	low-cost	sensors.		
The	second	challenge	might	occur	from	the	location	or	placement	of	low-cost	sensors,	
particularly	 outdoors,	 where	 the	 performance	 of	 the	 sensors	 can	 be	 influenced	 by	 the	
ambient	environment,	such	as	the	temperature,	relative	humidity,	and	wind	speed.	A	solution	










OpenSensors	using	 the	MQ	Telemetry	Transport	 (MQTT)	protocol.	MQTT	 is	a	machine-to-
machine	messaging	protocol	aimed	to	deliver	lightweight	publish/subscribe	messages	[14].	





























outlier	 module.	 Each	 module	 is	 also	 evaluated.	 The	 outlier	 module	 is	 assessed	 using	
classification	accuracy	by	counting	the	number	of	True	Positive	(TP),	True	Negative	(TN),	False	





the	 module	 has	 mistakenly	 identified	 the	 normal	 and	 outlier	 readings,	 respectively.	 The	
classification	 accuracy	 percentage	 of	 the	 outlier	 module	 is	 then	 calculated	 based	 on	 the	




We	 present	 the	 past	 studies	 related	 to	 this	 thesis	 in	 Chapter	 2.	 The	 detail	 of	 the	
experiment	 for	 the	proposed	 system	 is	presented	 in	Chapter	3.	 The	 root	of	 the	proposed	






This	 chapter	 presents	 the	 literatures	 regarding	 low-cost	 environmental	 sensors.	
Section	2.1	describes	the	current	monitoring	system	used	by	the	New	Zealand	government	
and	 the	 reasons	people	with	health	 concerns	monitor	 their	 ambient	 air	 quality.	On-going	
alternative	developments	 to	 the	conventional	monitoring	system	are	presented	 in	Section	
2.2.	 Section	 2.3	 and	 Section	 2.4	 explain	 artificial	 neural	 networks	 and	 anomaly	 detection	
techniques	found	in	the	literature.	
2.1 Monitoring	Equipment	




Environmental	 Protection	 Agency	 (the	 USA),	 the	 European	 Union	 (Europe),	 Environment	









they	 can	 also	 be	useful	 to	 environmental	 policy	makers	 in	 order	 to	 take	 action	 regarding	
environmental	issues.	Furthermore,	the	monitoring	of	data	can	be	used	as	an	evaluation	tool	
to	measure	the	effectiveness	of	a	policy.		












for	Water	 and	 Atmosphere	 (NIWA)	 are	 among	 New	 Zealand’s	 institutions	monitoring	 air	
pollution	levels.	The	Resource	Management	Act	1991	has	given	rights	to	the	Regional	Council	
to	 control	 air	 pollution	 in	 New	 Zealand.	 Any	 activities	 releasing	 air	 pollutants	 require	 a	
consent	from	New	Zealand’s	regional	offices	and	local	authorities.		
According	to	the	New	Zealand	Institute	of	Chemistry	(NZIC),	the	country	monitors	two	




from	two	or	more	chemicals,	 for	example,	 the	 sulfuric	acid	of	acid	 rain,	which	 is	a	mix	of	
sulphur	dioxide,	water,	and	air.	
The	methods	for	detecting	air	pollution	have	been	used	for	more	than	30	years.	There	
are	 two	 types	 of	 monitoring	 methods;	 manual,	 and	 instrumental	 methods	 [22].	 Some	
examples	of	manual	methods	are;	passive	samplers,	paper	tape	samplers,	bubbler	systems,	
and	dust	deposition.	Examples	of	instrumental	methods	are;	non-dispersive	infra-red	(NDIR),	






factor.	 Korten	 [24]	 has	 a	 similar	 suggestion,	 recommending	 that	 a	 sustainable	 population	
requires	the	establishment	of	attachment	to	its	community	and	environment.	Furthermore,	
Kruger	 and	 Shannon	 [25]	 proposed	 that	 civic	 social	 assessment	 could	 help	 people	 in	 the	
community	to	understand	themselves	and	their	environment.		
A	group	of	people	interested	to	assess	their	surroundings	can	sometimes	be	referred	
as	 citizen	 scientists,	 in	 an	 activity	 of	 community	 science.	 They	 have	 various	 backgrounds	
(public,	 authorities,	 industries,	 academics,	 and	 local	 institutions)	 and	 various	 levels	 of	
expertise	 (non-professional	 and	 professional	 scientists).	 These	 people	 group	 themselves	




and	 interviewed	all	 Community	Based	Monitoring	 (CBMs)	 groups	 in	 the	Province	of	Nova	
Scotia,	Canada	in	order	to	understand	the	advantage	of	CBM.	The	Waterkeeper	Alliance	was	
an	example	of	 global	 cooperation	among	CBMs,	working	 to	protect	 ecosystem	and	water	
quality	in	15	countries,	including	the	USA,	Australia,	India,	Canada,	and	the	Russian	Federation	
[28].		
The	 motives	 of	 the	 citizen	 science	 movement	 may	 be	 driven	 by	 environmental	
concerns	 from	 the	 above	 examples.	 Uncertainty	 and	 lack	 of	 funding	 in	 government	
monitoring	are	potential	explanatory	factors	for	citizen	monitoring;	an	example	can	be	found	
in	the	study	of	Savan	et	al	[29].	The	Canadian	Citizens’	Environment	Watch	was	founded	by	
three	 university	 professors	 in	 1996	 as	 a	 response	 to	 a	 substantial	 decrease	 in	 funding	















monitoring	 for	 gathering	 long-term	data	 in	 an	 effort	 to	 understand	 patterns,	 causes,	 and	
effects	 of	 health	 conditions	 and	 disease	 in	 certain	 populations.	 These	 studies	 may	 need	
various	types	of	sensors	covering	a	specific	area	in	order	to	enable	fine-grained	analysis.	
It	is	possible	that	the	need	of	spatial-temporal	monitoring	may	trigger	the	use	of	low-
cost	sensors	 in	 the	 future.	The	reliability	of	spatial-temporal	monitoring	becomes	possible	
with	advancing	technology	in	the	fabrication	of	sensors,	particularly	MEMS.	The	advance	of	
MEMS	 technology	 has	 driven	 many	 sensor	 developments	 and	 subsequent	 industrial	





of	materials	 for	gaseous	 low-cost	sensors	has	been	a	subject	of	 research.	 Instead	of	using	
silicon	 in	 the	 production	 of	metal-oxide	 semiconductor	 (MOX)	 sensors,	 Vasiliev	 et	 al	 [34]	
added	ceramic	MEMS	technology.		












that	 the	 two	 sensors	 added	 another	 option	 into	 the	 existing	 conventional	 air	 quality	
equipment.	But,	cross-sensitivity	problems	due	to	the	presence	of	other	gases	could	occur	
with	 these	 sensors.	 The	 authors	 suggested	 a	multi-sensor	 system	 to	 deal	with	 the	 cross-
sensitivity	problem.	 In	another	part	of	the	world,	 four	MiCS-5525	sensors	were	evaluated.	
Two	mathematical	models	were	derived	as	a	result	of	running	two	calibrations	[39].	The	first	
calibration	was	conducted	 in	a	controlled	environment,	 the	second	one	 run	 in	a	 field	 test	
against	 reference	 instruments	 for	 19	 days,	 in	 April	 2013.	 The	 first	 calibration	 had	
unsuccessfully	 fitted	 the	 output	 of	 the	 reference	 instruments,	 while	 the	 second	 one	was	
better	 in	 generating	 optimal	 model	 parameter	 values.	 Using	 a	 non-linear	 model	 fitting	
algorithm,	the	second	calibration	incorporated	well	if	heater	drift	was	known.	Heater	drift	is	
the	difference	between	ambient	temperature	and	surface	temperature.	
Some	 research	explores	 the	 application	of	 low-cost	 sensor	 networks	based	on	 the	
mobility	of	the	sensors	in	the	network.	High-density	sensor	networks	were	explored	within	
stationary-based	 networks.	 The	 idea	 was	 to	 be	 able	 to	 adjust	 the	 output	 and	 detect	 an	
anomaly	in	the	nodes.	Tsujita	et	al	[40]	showcased	work	on	this	type	of	network.	The	NO2	




[41].	A	handheld	unit	with	a	 few	sensors	was	also	proposed	 to	measure	air	quality	 in	 the	
Common	 Sense	 project	 [42].	 The	 handheld	 is	 expected	 to	 connect	 to	 a	 smartphone	 via	
Bluetooth.	 The	 project	 aims	 to	 embed	 environmental	 sensors	 onto	 a	 smartphone	 [43].	
Another	example	of	this	is	the	N-SMARTS	project	[44]	which	uses	commercial	off-the-shelf	





available	 by	 many	 researchers	 [46].	 Speech	 recognition,	 image	 recognition,	 chemical	
research,	ecological,	and	environmental	 sciences	are	among	the	numerous	applications	of	
ANN	mentioned	by	Lek	and	Guegan	[47].	Gardner	and	Dorling	[48]	explained	the	use	of	the	
algorithm	 in	 the	 atmospheric	 sciences.	 The	 growing	 number	 of	 ANN	 applications	 has	
encouraged	us	to	include	the	algorithm	in	this	thesis.		












The	ANN	network	 is	not	as	complex	as	 the	human	brain,	but	works	by	 inferring	a	general	
model	from	the	data.	The	algorithm	has	a	number	of	inputs	(or	features)	and	its	associated	
constants	(also	known	as	weights)	to	be	fitted	into	one	or	more	outputs	within	the	training	













an	 alternative	ANN	 technique,	 selectively	 picking	 5	 out	 of	 30	 features	 and	 analysing	 data	




The	 quantification	 of	 gaseous	 concentration	 by	 low-cost	 sensors	 can	 possibly	 be	
enhanced	by	using	redundant	sensors.	A	dense	deployment	of	low-cost	sensor	nodes	creates	












argued	 that	 certain	data	distributions	might	 generate	outliers.	 Starting	 from	Neyman	and	
Scott’s	study,	Green	[60]	further	developed	six	models	of	statistical	distributions	based	on	




in	 their	paper.	Outlier	detection	 is	 also	known	as	anomaly	detection,	deviation	detection,	
novelty	detection,	or	exception	mining	in	the	literatures.	Hodge	and	Austin	categorized	the	
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characteristics	 of	 outlier	 detection	 methods	 based	 on	 the	 use	 of:	 pre-labelled	 data,	
parameters	of	data	distribution,	and	 type	of	data	set.	Evaluation	methods	can	be	used	as	
outlier	detection	method	according	to	the	two	authors.	Given	“normal”	and	“abnormal”	as	a	
pre-defined	 label	 to	 the	 data,	 outlier	 detection	 methods	 can	 be	 distinguished	 as	
unsupervised,	supervised,	and	semi-supervised.	Statistically,	outlier	detection	can	be	further	
divided	based	on	the	use	of	parameters	of	data	distribution:	parametric,	non-parametric,	and	
semi-parametric	methods	 [61].	On	 the	other	hand,	multi-layer	 perceptron,	 self-organising	
maps,	 radial	 basis	 function	 networks,	 support	 vector	 machines,	 Hopfield	 networks,	 and	
oscillatory	 networks	 are	 among	 the	 neural	 network	 methods	 implemented	 as	 outlier	
detection	techniques	[62].	


















The	 experiment	 was	 run	 in	 three	 stages:	 data	 gathering,	 data	 analysis,	 and	 data	
testing.	The	data	gathering	phase	monitored	the	environment	for	a	period	using	the	AQE.	This	




This	 chapter	 starts	 with	 the	 description	 of	 AQEs,	 followed	 by	 how	we	 design	 the	
experiment,	obtain	and	treat	data.		
3.1 Air	Quality	Eggs	
The	 AQEs	 we	 used	 are	 a	 product	 of	 a	 UK-based	 start-up	 company	 called	Wicked	





































known	 as	 the	warm-up	phase.	 The	 gas	will	 affect	 the	 electrical	 resistance	 in	 the	 sensors’	
sensing	 layer,	which	 can	 then	be	 compared	with	 the	 stored	 reference	value.	Due	 to	 their	





sensitivity,	 and	 reactivity	 of	 the	 sensors.	 Therefore,	 the	 use	 of	 these	 sensors	 requires	
extensive	calibration.		
Although	 it	 has	 the	 same	 function	 of	 sensing	 temperature,	 the	 DHT22	 sensor	 is	
different	from	the	AM2303	sensor	in	the	output	interface,	which	uses	pins	instead	of	wires	
[69].	The	sensing	element	of	the	DHT22	sensor	comprises	a	polymer	humidity	capacitor	and	
DS18B20	 (detecting	 temperature).	 It	 connects	 to	 an	 8-bit	 single-chip	 computer.	 Aosong	
Electronics,	 the	 vendor	 of	 DHT22	 sensors,	 claims	 that	 they	 are	 calibrated	 to	 obtain	 a	
calibration-coefficient	 [68],	 which	 can	 be	 used	 to	 compare	 with	 the	 value	 of	 the	 sensor	
readings.	 The	 application	 of	 DHT22	 sensors	 needs	 to	 consider	 operating	 and	 storage	















power	 box.	 The	box	was	 located	on	 the	 top	of	 the	 roof	 in	 the	 Environment	 Canterbury’s	








maintain	 its	 position	 against	 strong	winds,	 despite	 its	 heavy	mass.	 The	 shade	of	 a	 2-level	
building	next	to	the	site	shielded	the	AQEs	from	direct	sunlight	during	daytime.	





























data	 has	 5	 columns:	 DateTime,	 StationName,	 Temperature,	 CO	 (mg/m3),	 and	 Relative	
humidity	(%).	Past	ECan	data	must	first	be	converted	into	a	suitable	format	accepted	by	R.	
There	were	 three	 treatments	 to	 the	 ECan	 data.	 Firstly,	 the	 DateTime	 field	 is	 not	 in	 an	 R	
standard	time	format	since	ECan	data	uses	the	a.m./p.m.	format.	The	accepted	format	in	R	is	




























AQEs	 with	 identities	 egg008027a2bc1b0113,	 egg008027a278880113,	 and	
egg008028735b980112,	 were	 defined,	 respectively,	 as	 AQE1,	 AQE2,	 and	 AQE3.	 These	
identifiers	are	referenced	in	the	tables	and	figures.	
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Of	 all	 weekly	 downloaded	 AQE	 data	 files,	 a	 change	 was	 imposed	 in	 a	 name	 of	 a	
column,	particularly	to	the	last	column	titled	“altitude[m]”.	It	seems	that	there	was	a	change	
in	 naming	 the	 column	 on	 the	 third	 month	 of	 the	 experiment.	 The	 new	 column	 was	




and	CO	 (in	 ppm).	 The	other	 five	 columns:	NO2	 (in	 volt),	 CO	 (in	 volt),	 latitude	 (in	 degree),	
longitude	(in	degree),	altitude	(in	meter)	are	ignored.	The	total	number	of	5-seconds	readings	





























forecast	 for	 the	 next	 two	 batches	 (?
@
).	 Algorithm	 4.1	 illustrates	 the	 algorithm,	 while	 the	
standard	deviation	and	the	mean	are	calculated	based	on	Equation	4.1	and	Equation	4.2.	The	












































































































































differs	 in	 evaluating	 their	 neighbours.	 The	 scheme	 calculates	 their	 ARIMA	 model	 and	
compares	the	predicted	values	against	suspected	outliers	when	evaluating	the	neighbours.	


























to	 identify	 whether	 the	 schemes	 have	 correctly	 classified	 the	 values.	 TP	 indicates	 that	 a	



















A	univariate	outlier	detection	model	 is	 implemented	by	employing	 the	Box-Jenkins	
approach.	 The	 method	 is	 also	 known	 as	 the	 ARIMA	 (Auto	 Regressive	 Integrated	Moving	
Average)	model	and	is	discussed	in	detail	below.	
4.3.1	Time	Series	Model	with	Seasonal	ARIMA	
Stochastic	models	 can	be	used	 to	calculate	 the	probability	of	a	 future	value	 in	 the	
range	 of	 two	 specified	 limits	 [73].	 One	 class	 of	 stochastic	 models	 is	 stationary	 models.	
Stationary	 models	 require	 fixed	 probabilistic	 processes,	 meaning	 that	 the	 distribution	
function	 of	 the	 stationary	 series	 does	 not	 change	 over	 time.	 Stationary	 models	 can	 be	










predicts	 future	 values	 by	 calculating	 its	 forecast	 errors	 and	 averaging	 out	 noise.	 ARIMA	







number	of	p	 observations	 in	 the	past,	while	 a	moving	 average	process	of	 order	q	can	be	































































































































































































theoretical	 and	 data	 analysis	 is	 usually	 combined	 to	 perfect	 the	 model.	 The	 Box-Jenkins	
approach	is	used	as	a	starting	point.	Several	ARIMA	models	may	need	to	be	evaluated	and	





Data	differencing	 is	applied	when	 it	 is	a	non-stationary	process.	The	next	 three	steps	are:	




























model,	 including	 the	 Method	 of	 Moments,	 Maximum	 Likelihood	 Method,	 Non	 Linear	
Estimation,	and	Ordinary	Least	Squares	Estimation	[71].	Dent	and	Min	[76],	and	Ansley	and	
Newbold[75,	 76]	 have	 conducted	 simulation	 studies	 to	 assess	 the	 performance	 of	 the	
Conditional	Least	Squares,	Unconditional	Least	Squares,	and	Maximum	Likelihood	techniques	
for	estimating	parameters	in	ARMA	models.	If	an	estimator	has	to	apply	only	one	technique,	
Dent	 and	 Min	 propose	 Maximum	 Likelihood	 over	 the	 others.	 However,	 the	 two	 studies	
suggest	that	both	Least	Squares	methods	suit	larger	sample	sizes,	while	Maximum	Likelihood	
works	better	with	small	or	moderate	sample	sizes.	The	 result	of	 two	simulation	studies	 is	
strengthened	by	 the	 study	of	Hillmer	 and	 Tiao	 [7[77,	 78],	 and	Osborn	 [77,	 78].	 Later,	we	
discuss	the	experiment	challenge	in	the	testing	phase	with	regards	to	selecting	an	appropriate	
method	for	parameter	estimation	in	Section	4.6.	
R	 has	 a	 built-in	 function	 (stats::arima)	 to	 build	 the	 ARIMA	model.	 The	Maximum	
Likelihood	(ML)	method	is	chosen	to	examine	the	parameters	in	the	training	phase.	The	Exact	





Diagnostic	 checking	 tests	 model	 candidates	 and	 chooses	 an	 appropriate	 one.	 The	
methods	for	diagnostic	checking	are	Akaike’s	Information	Criteria	(AIC),	Bayesian	Information	
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with	 the	 smallest	 number	 of	 parameters.	 The	 method	 estimates	 the	 information	 lost	 in	








used	 in	 the	detection	 schemes.	The	data	 is	 separated	based	on	 the	 types	of	 sensors.	 The	
following	four	subsections	discuss	the	finding	of	the	past	ECan	data	for	the	training	phase.	
4.4.1	Temperature	














and	 a	 seasonal	 trend.	 The	 temperature	 tends	 to	 be	 relatively	 warmer	 in	 the	 Spring	
	 38	
(September	to	November)	and	Summer	(December	to	February)	than	in	the	Autumn	(March	



























best,	 estimating	 a	model	 can	 still	 be	 a	 challenge.	We	might	 need	 to	 examine	 all	 possible	
configurations	of	the	model.	The	Box-Jenkins	approach	emphasizes	ACF	and	PACF	are	useful	
in	model	identification,	but	there	may	be	an	occasion	where	we	need	to	assess	all	possible	
orders	 of	 autoregressive	 and	moving	 average.	Obtaining	 earlier	 indications	 of	 p,	 d,	 and	q	
values,	we	examine	all	possible	models	and	obtain	the	AIC	values.	Table	4.1	shows	the	result	






p	 d	 q	 P	 D	 Q	 AIC	
1	 1	 1	 	 	 	 79,079	
1	 1	 4	 	 	 	 78,191	
1	 1	 4	 12	 1	 12	 65,611	
1	 0	 0	 	 	 	 81,007	
5	 1	 4	 	 	 	 75,780	
5	 1	 5	 	 	 	 74,750	
2	 1	 2	 2	 1	 2	 78,217	*	
2	 1	 2	 2	 0	 2	 79,091	*	
1	 1	 1	 1	 1	 1	 80,827	*	
5	 1	 4	 1	 0	 1	 75,478	
5	 1	 4	 1	 1	 1	 75,370	
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1	 1	 1	 12	 0	 12	 **	
1	 1	 1	 24	 0	 24	 63,161	*	
1	 1	 1	 12	 1	 12	 65,687	
1	 1	 1	 24	 1	 24	 64,216	***	
0	 1	 1	 24	 1	 24	 **	
0	 1	 1	 12	 1	 12	 66,160	
1	 1	 0	 12	 1	 12	 67,405	








The	 figure	 shows	 little	 variations	 of	 CO	 gas	 concentration	 in	 the	 daily	measurement.	 The	









monoxide	 has	 suddenly	 spiked	 but	 we	 cannot	 explain	 the	 event	 due	 to	 lack	 of	 data.	 To	
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ACF	plotting	 in	Figure	4.7	suggests	a	 first	or	 second	order	of	MA	process,	whereas	
PACF	indicates	many	possibilities	of	order	for	AR	process	ranging	from	1st	to	10th	order.	For	





p	 d	 q	 P	 D	 Q	 AIC	
1	 1	 1	 	 	 	 27199	
1	 0	 0	 	 	 	 29418	
0	 0	 1	 	 	 	 37669	
5	 1	 4	 	 	 	 26886	
0	 1	 5	 	 	 	 27233	
2	 1	 2	 2	 1	 2	 27233	
2	 1	 2	 2	 0	 2	 27064	*	
1	 1	 1	 1	 1	 1	 27635	*	
5	 1	 4	 1	 0	 1	 26807	
5	 1	 4	 1	 1	 1	 27005	
1	 1	 1	 12	 0	 12	 26346	
1	 1	 1	 24	 0	 24	 **	
1	 1	 1	 12	 1	 12	 26369	
1	 1	 1	 24	 1	 24	 25805*	
0	 1	 5	 12	 1	 12	 26313	*	
4	 1	 5	 3	 0	 3	 26696	
Table	4.2	Diagnostic	checking	for	CO	models	using	AIC.	





























ACF	 in	 Figure	 4.9	 shows	 an	 indication	of	 non-stationary	 process	 as	 the	 lags	 slowly	
decay.	One	order	of	differencing	applied	to	NO2	data	and	is	illustrated	in	Figure	4.10.	The	first	
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p	 d	 q	 P	 D	 Q	 AIC	
1	 1	 1	 	 	 	 109,918	
1	 0	 0	 	 	 	 111,699	
0	 0	 1	 	 	 	 131,324	
5	 1	 4	 	 	 	 108,418	
0	 1	 5	 	 	 	 109,689	
2	 1	 2	 2	 1	 2	 109,669	*	
2	 1	 2	 2	 0	 2	 109,735	
1	 1	 1	 1	 1	 1	 110,715	
5	 1	 4	 1	 0	 1	 108,051	
5	 1	 4	 1	 1	 1	 108,425	
1	 1	 1	 12	 0	 12	 104,665	
1	 1	 1	 24	 0	 24	 104,665	
1	 1	 1	 12	 1	 12	 104,552	
1	 1	 1	 24	 1	 24	 102,373	




































p	 d	 q	 P	 D	 Q	 AIC	
1	 1	 1	 	 	 	 132,534	
1	 0	 0	 	 	 	 134,570	
0	 0	 1	 	 	 	 178,511	
5	 1	 4	 	 	 	 130,443	
0	 1	 5	 	 	 	 132,309	
2	 1	 3	 	 	 	 131,472	
2	 1	 3	 12	 1	 12	 122,025	*	
2	 1	 2	 2	 1	 2	 131,501	
2	 1	 2	 2	 0	 2	 131,482	*	
1	 1	 1	 1	 1	 1	 133,951	*	
5	 1	 4	 1	 0	 1	 130,445	
5	 1	 4	 1	 1	 1	 130,457	
1	 1	 1	 12	 0	 12	 130,457	
1	 1	 1	 24	 0	 24	 **	
1	 1	 1	 12	 1	 12	 122,025	
1	 1	 1	 24	 1	 24	 **	
0	 1	 1	 12	 1	 12	 122,228	
Table	4.4	Diagnostic	checking	for	humidity	models	using	AIC	
Looking	at	 the	AIC	 values	 in	 Table	4.4,	 two	models	 are	 chosen:	 (0,1,1)	 x	 (12,1,12),	
(1,1,1)	x	(12,1,12),	and	(2,1,3)	x	(12,1,12).		
4.5 Difference	Among	AQE	Sensors	


















is	 specifically	 used	 for	 graphical	 comparison	 and	 has	 a	 function	 to	 perform	 index	 of	
agreement.	The	index	of	agreement	of	‘0’	indicates	no	agreement	between	the	sensors,	while	
‘1’	 indicates	a	perfect	agreement.	Further	detail	of	 the	 index	of	agreement	 is	explained	 in	









The	 AQEs	 were	 averaged	 into	 hour	 long	 readings	 where	 the	 missing	 hours	 were	
skipped.	 The	 AQE	 and	 ECan	 data	 were	 compared	 visually,	 as	 plotted	 in	 Figure	 4.15.	 The	


















21.00	ppm	 16.33	ppm	 2.31	ppm	 96.31	ppm	 CO	
21,769.3	ppb	 4,654.2	ppb	 1,727.0	ppb	 466,703.8	ppb	 NO2	
8,344.02	0C	 1,045.72	0C	 1,025.11	0C	 18,865.01	0C	 Temperature	



























































starting	 from	the	25th	 to	 the	75th	percentile.	A	horizontal	 line	 inside	 the	box	 indicates	 the	








box-and-whisker	plot	 from	Figure	4.16a	 seems	 to	be	unnoticed	because	 the	 inter-quartile	
range	was	narrow.	Instead,	there	were	a	lot	of	scattered	readings	away	from	the	inter-quartile	












	 Df	 Sum	Sq	 Mean	Sq	 F	value	 Pr(>F)	 	
Egg	 2	 5408	 2704	 75908	 <2e-16	 ***	















Comparison	 diff	 lwr	 upr	 p	adj	
egg2	-	egg1	 -0.087335102	 -	0.087916100	 -	0.086754104	 0	
egg3	-	egg1	 -0.078281008	 -	0.078861447	 -	0.077700569	 0	




























1,782,262	 has	 exceeded	 the	 quantile	 band	 of	 F-distribution	 between	 0.03	 and	 2.59.	
Therefore,	Table	4.9	suggests	that	the	alternative	hypothesis	was	taken.	Consequently,	the	
means	of	NO2	sensors	on	AQEs	were	likely	to	be	different.	




	 Df	 Sum	Sq	 Mean	Sq	 F	value	 Pr(>F)	 	
Egg	 2	 169260077	 84630038	 1782262	 <2e-16	 ***	
Residuals	 3532251	 167727564	 47	 	 	 	
Signif.	codes:		0	‘***’	0.001	‘**’	0.01	‘*’	0.05	‘.’	0.1	‘	’	1	
Table	4.9	ANOVA	result	for	NO2	on	AQEs	
Comparison	 diff	 Lwr	 upr	 p	adj	
egg2-egg1	 16.822176	 16.801115		 16.843236	 0	
egg3-egg1	 6.504663	 6.483622	 6.525704	 0	























	 Df	 Sum	Sq	 Mean	Sq	 F	value	 Pr(>F)	 	
Egg	 2	 157969	 78984	 3019	 <2e-16	 ***	
Residuals	 3551273	 92915206	 26	 	 	 	
Signif.	codes:		0	‘***’	0.001	‘**’	0.01	‘*’	0.05	‘.’	0.1	‘	’	1	
Table	4.11	ANOVA	result	for	temperature	on	AQEs	
Comparison	 diff	 lwr	 Upr	 p	adj	
egg2-egg1	 0.46791132	 0.45232130	 0.48350134	 0	
egg3-egg1	 0.42378337	 0.40820698	 0.43935977	 0	







zero	 (<	 2x10-16).	 Although	 the	 three	 eggs	 appear	 to	 have	 similar	means,	 the	 ANOVA	 test	
proves	the	opposite.	Because	the	F-value	was	out	of	the	quantile	F-Distribution	(0.03	to	2.59),	
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	 Df	 Sum	Sq	 Mean	Sq	 F	value	 Pr(>F)	 	
Egg	 2	 3246287	 1623144	 8124	 <2e-16	 ***	
Residuals	 3544415	 708129109	 200	 	 	 	
Signif.	codes:		0	‘***’	0.001	‘**’	0.01	‘*’	0.05	‘.’	0.1	‘	’	1	
Table	4.13	ANOVA	result	for	humidity	on	AQEs	
Comparison	 Diff	 Lwr	 upr	 p	adj	
egg2-egg1	 -2.2097060	 -	2.2528287	 -	2.1665833	 0	
egg3-egg1	 -1.7848422	 -	1.8279313	 -	1.7417531	 0	




































(ii).		 Monthly	 Humidity:	 (1,1,1)	 x	 (12,1,12),	 (0,1,1)	 x	 (12,1,12),	 (2,1,3)	 x	 (12,1,12),	
(1,1,1),	(0,1,1),	(2,1,3)	
(iii).		 Monthly	CO:	 (0,1,5)	 x	 (12,1,12),	 (1,1,1)	 x	 (12,1,12),	 (1,1,1)	 x	 (12,0,12),	 (1,1,1)	 x	
(24,1,24),	(0,1,5),	(1,1,1)	






























Figure	 4.20a.	DDCN	was	 slightly	 better	 than	 the	 previous	 two	methods	mentioned,	while	
leveraging	neighbours	the	ARIMA	model	did	the	most	accurate	prediction.	The	accuracy	was	












varied	 a	 lot.	 The	 DDCAN	 scheme	 has	 less	 variance	 in	 accuracy.	 So,	 it	 is	 better	 than	 the	





Figure	 4.20d	 depicts	 the	 accuracy	 of	 detection	 schemes	 in	 detecting	 outliers	 on	
humidity	sensors.	The	accuracy	of	detecting	outliers	in	humidity	sensors	was	similar	to	the	






























Figure	 4.21b	 shows	 the	 performance	 of	 the	 three	 proposed	 detection	 schemes	 in	
detecting	outliers	on	CO	sensors	with	various	configurations.	Surprisingly,	all	scenarios	had	
more	 than	 80%	 accuracy	 in	 any	 of	 the	 batches.	 The	 performance	 of	 schemes	 checking	
neighbours	before	marking	a	suspected	value	outperform	the	DD	scheme	on	using	its	own	
ARIMA	prediction	to	mark	outliers.		
Figure	 4.21c	 indicates	 the	 accuracy	 of	 temperature	 sensors	 in	 detecting	 outliers.	






























derived	 from	 the	 past	 two	 years’	 data	 (2014	 and	 2015)	 obtained	 from	 past	 ECan.	 The	
derivation	 of	 such	 estimators	 uses	 the	 Box-Jenkins	 approach.	 Seasonal	 and	 non-seasonal	





(DD),	Dynamic	Detection	with	Comparison	 to	Neighbours	 (DDCN),	 and	Dynamic	Detection	










































Rao	 and	 Toutenburg	 [89]	 explained	 the	 linear	model	 concept	 used	 by	 LR	 in	 1995.	
Suppose	Y	is	a	dependent	variable	that	is	related	to	k	independent	variables	X1,	…,	Xk	and	a	
random	error	u	from	a	function	f,	the	relationship	of	these	variables	can	be	defined	as:	
	 ú = n ù
F
, … , ù
â
+ u		 Equation	5.1	
If	 f	 is	 assumed	 to	be	a	 linear	 function,	 then	a	 linear	 regression	model	of	Y	 can	be	
described	as:	






































































































































Ridgeway’s	 [90]	 implementation	of	 gradient	 boosting	 is	 also	 used	 in	 this	 research.	




method	 is	explained	 in	great	detail	by	Ridgeway	 [91].	Gradient	boosting	assumes	that	 the	
data	has	a	Gaussian	distribution.	The	data	 is	split	 into	two	parts,	 training	and	testing.	The	
training	part	is	further	split	into	training	and	calibration	data.	Splitting	of	the	training	data	is	
known	 as	 bagging	 and	 the	 percentage	 between	 the	 training	 and	 calibration	 data	 is	
determined	by	the	bagging	fraction.	The	training	data	is	used	to	train	a	network,	while	the	
calibration	data	checks	the	network’s	configuration	and	modifies	the	network	accordingly,	























coefficient	 of	 determination	 (R-square),	 root	 mean	 squared	 error	 (RMSE),	 and	 index	 of	
agreement	(d)	were	used	as	evaluation	measures.	 








































The	 agreement	 index	 shows	 the	 relationship	 between	 the	 prediction	 and	 the	
reference.	 Its	 output	 ranges	 from	 zero	 to	 one,	 which	 is	 similar	 to	R-square.	 Legates	 and	



























(ii).		 MLR	 scenarios	 fitted	 CO	 or	 NO2	 data	 from	 ECan	 using	 three	 variables	 from	 the	








and	 humidity	 sensors.	 Combining	 all	 the	 sensors’	 output,	 there	 were	 9	 features	 or	
independent	variables	to	the	CO	or	NO2	networks.	The	network’s	target	response	was	CO	or	
NO2	obtained	from	ECan.	 
ANN	 tends	 to	 have	 a	 better	 result	 for	 big	 data	 as	 it	 allows	 the	 technique	 to	 fully	
capture	the	whole	domain	problem	from	the	data	[96].	Hence,	larger	datasets	help	the	ANN	
in	 inferring	 a	 good	generalization.	Basheer	 and	Hajmeer	 [96]	 argued	 that	 the	use	of	ANN	














Running	 the	 topology,	 the	 calculation	 ran	 faster	 than	 the	 other	 architectures	
mentioned	below.	Data	pre-processing,	particularly	data	normalization,	was	applied	to	the	

















where	 x	 is	 the	 input	 series,	 xmin	 is	 the	 minimum	 value	 on	 the	 series,	 xmax	 is	 the	
maximum	value	on	the	series.	
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More	 than	 19,000	 scenarios	 for	 each	 NO2	 and	 CO	 sensor	 were	 conducted	 in	 the	
experiment.	The	scenarios	involved	a	combination	of	different	factors.	The	following	factors	
were	considered	to	be	incorporated	into	the	simulations	without	using	the	outlier	module:	
























































































































AQE2	 NO2	 0.5	 0.065	 0.038	 11.347	 0.813	
AQE2	 NO2	 0.75	 0.065	 0.038	 11.347	 0.813	
AQE2	 NO2	 0.9	 0.065	 0.038	 11.347	 0.813	
AQE1,	AQE2,	AQE3,	3	Temp,	3	Hum	 NO2	 0.5	 0.423	 0.037	 15.106	 0.75	
AQE1,	AQE2,	AQE3,	3	Temp,	3	Hum	 NO2	 0.75	 0.423	 0.037	 15.106	 0.75	
AQE1,	AQE2,	AQE3,	3	Temp,	3	Hum	 NO2	 0.9	 0.423	 0.037	 15.106	 0.75	
AQE1	 CO	 0.5	 0.125	 0.031	 22.002	 0.625	
AQE1	 CO	 0.75	 0.125	 0.031	 22.002	 0.625	
AQE1	 CO	 0.9	 0.125	 0.031	 22.002	 0.625	
AQE1,	AQE2,	AQE3	 CO	 0.5	 0.333	 0.029	 22.018	 0.625	
AQE1,	AQE2,	AQE3	 CO	 0.75	 0.333	 0.029	 22.018	 0.625	















Thousands	of	 simulations	were	 conducted.	 Table	 5.2	 presents	 only	 the	 compelling	
simulation	results.	It	shows	that	the	R-square	values	are	larger	than	13%	and	74%	for	NO2	and	
CO,	respectively,	in	the	testing	phase.	The	NO2	or	CO	fitting	have	a	better	performance	when	
all	 three	sensors	on	an	AQE	were	considered.	Fitting	CO	using	the	 logistic	 function	on	the	
output	layer	worked	better	than	the	tangent	hyperbolic	function,	while	fitting	NO2	using	the	




agreed	 with	 the	 R-square	 where	 the	 d	 value	 increased	 when	 the	 R-square	 increased	 for	
































Humidity	 NO2	 6	 tanh	 0.00005	 1000	 0	 0.201	 62.418	 0.242	 0.9	 	
AQE1,AQE2,	AQE3,	3	Temp,	3	
Humidity	
NO2	 7	 tanh	 0.00005	 50000	 0.011	 0.196	 63.212	 0.238	 0.9	 	
AQE1,AQE2,	AQE3,	3	Temp,	3	
Humidity	 NO2	 8	 tanh	 0.0005	 10000	 0.076	 0.263	 68.347	 0.217	 0.9	 	
AQE1,AQE2,	AQE3,	3	Temp,	3	
Humidity	
NO2	 6	 logistic	 0.5	 10	 0.029	 0.231	 28.427	 0.414	 0.9	 	
AQE1,AQE2,	AQE3,	3	Temp,	3	













Humidity	 CO	 1	 logistic	 0.001	 5000	 0.372	 0.75	 0.185	 0.79	 0.9	 	
AQE1,AQE2,	AQE3,	3	Temp,	3	
Humidity	 CO	 1	 logistic	 0.0001	 5000	 0.373	 0.751	 0.185	 0.788	 0.9	 	
AQE1,AQE2,	AQE3,	3	Temp,	3	
Humidity	 CO	 1	 logistic	 0.0001	 50000	 0.373	 0.751	 0.185	 0.788	 0.9	 	
AQE1,AQE2,	AQE3,	3	Temp,	3	
Humidity	 CO	 1	 logistic	 0.0005	 100	 0.373	 0.751	 0.185	 0.789	 0.9	 	
AQE1,AQE2,	AQE3,	3	Temp,	3	
Humidity	 CO	 2	 logistic	 0.001	 100	 0.372	 0.75	 0.184	 0.79	 0.9	 	
AQE1,AQE2,	AQE3,	3	Temp,	3	
Humidity	
CO	 2	 logistic	 0.001	 50000	 0.372	 0.75	 0.185	 0.79	 0.9	 	
AQE1,AQE2,	AQE3,	3	Temp,	3	
Humidity	 CO	 2	 logistic	 0.0001	 100	 0.372	 0.752	 0.184	 0.791	 0.9	 	
AQE1,AQE2,	AQE3,	3	Temp,	3	
Humidity	
CO	 2	 logistic	 0.0005	 500	 0.373	 0.751	 0.185	 0.789	 0.9	 	
AQE1,AQE2,	AQE3,	3	Temp,	3	
Humidity	 CO	 2	 logistic	 0.0005	 5000	 0.373	 0.751	 0.185	 0.789	 0.9	 	
AQE1,AQE2,	AQE3,	3	Temp,	3	
Humidity	 CO	 3	 logistic	 0.001	 100	 0.371	 0.751	 0.183	 0.799	 0.9	 	
AQE1,AQE2,	AQE3,	3	Temp,	3	
Humidity	 CO	 3	 logistic	 0.001	 50000	 0.372	 0.75	 0.185	 0.79	 0.9	 	
AQE1,AQE2,	AQE3,	3	Temp,	3	
Humidity	 CO	 3	 logistic	 0.0001	 500	 0.374	 0.751	 0.185	 0.788	 0.9	 	
AQE1,AQE2,	AQE3,	3	Temp,	3	
Humidity	 CO	 3	 logistic	 0.0005	 100	 0.373	 0.751	 0.185	 0.789	 0.9	 	
AQE1,AQE2,	AQE3,	3	Temp,	3	
Humidity	 CO	 3	 logistic	 0.00005	 5000	 0.374	 0.755	 0.185	 0.788	 0.9	 	
AQE1,AQE2,	AQE3,	3	Temp,	3	
Humidity	
CO	 4	 logistic	 0.0001	 5000	 0.373	 0.751	 0.185	 0.788	 0.9	 	
AQE1,AQE2,	AQE3,	3	Temp,	3	
Humidity	 CO	 4	 logistic	 0.00001	 100	 0.372	 0.75	 0.186	 0.785	 0.9	 	
AQE1,AQE2,	AQE3,	3	Temp,	3	
Humidity	
CO	 4	 logistic	 0.00001	 500	 0.374	 0.752	 0.185	 0.787	 0.9	 	
AQE1,AQE2,	AQE3,	3	Temp,	3	




CO	 5	 logistic	 0.00001	 1000	 0.374	 0.752	 0.185	 0.787	 0.9	 	
AQE1,AQE2,	AQE3,	3	Temp,	3	
Humidity	 CO	 5	 logistic	 0.00001	 50000	 0.374	 0.752	 0.185	 0.787	 0.9	 	
AQE1,AQE2,	AQE3,	3	Temp,	3	
Humidity	
CO	 5	 logistic	 0.00005	 100	 0.372	 0.75	 0.185	 0.79	 0.9	 	
AQE1,AQE2,	AQE3,	3	Temp,	3	
Humidity	 CO	 6	 logistic	 0.0001	 100	 0.37	 0.752	 0.179	 0.808	 0.9	 	
AQE1,AQE2,	AQE3,	3	Temp,	3	
Humidity	 CO	 7	 logistic	 0.00005	 500	 0.374	 0.752	 0.185	 0.788	 0.9	 	
AQE1,AQE2,	AQE3,	3	Temp,	3	
Humidity	 CO	 8	 logistic	 0.00001	 100	 0.372	 0.752	 0.186	 0.786	 0.9	 	
Table	5.2	Selected	result	of	single	hidden	layer	network	
• Gradient	Boosting	
The	 simulation	 results	 on	 the	 testing	 phase	 are	 shown	 in	 the	 Table	 5.3.	 The	 table	
shows	R-square	of	more	than	34%	(NO2)	and	82%	(CO)	in	the	testing	phase.	The	RMSE	value	
was	not	as	high	as	the	difference	between	AQE1	and	AQE2	(16.82)	for	NO2.	CO	has	a	very	





















AQE1,AQE2,	AQE3,	3	Temp,	3	Humidity	 NO2	 cv	 0.5	 5	 0.9	 0.05	 1	 0.182	 0.352	 15.969	 0.587	
AQE1,AQE2,	AQE3,	3	Temp,	3	Humidity	 NO2	 cv	 0.5	 5	 0.9	 0.05	 1000	 0.185	 0.351	 16.089	 0.587	
AQE1,AQE2,	AQE3,	3	Temp,	3	Humidity	 NO2	 cv	 0.5	 5	 0.9	 0.05	 10000	 0.185	 0.37	 16.05	 0.588	
AQE1,AQE2,	AQE3,	3	Temp,	3	Humidity	 NO2	 cv	 0.5	 5	 0.9	 0.05	 50000	 0.186	 0.352	 16.229	 0.584	
AQE1,AQE2,	AQE3,	3	Temp,	3	Humidity	 NO2	 OOB	 0.5	 5	 0.9	 0.05	 1	 0.184	 0.37	 16.084	 0.588	
AQE1,AQE2,	AQE3,	3	Temp,	3	Humidity	 NO2	 OOB	 0.5	 10	 0.9	 0.05	 1	 0.188	 0.351	 16.034	 0.584	
AQE1,AQE2,	AQE3,	3	Temp,	3	Humidity	 NO2	 OOB	 0.5	 10	 0.9	 0.05	 10	 0.187	 0.359	 15.831	 0.586	
AQE1,AQE2,	AQE3,	3	Temp,	3	Humidity	 NO2	 OOB	 0.5	 10	 0.9	 0.05	 500	 0.191	 0.354	 15.816	 0.585	
AQE1,AQE2,	AQE3,	3	Temp,	3	Humidity	 NO2	 OOB	 0.5	 10	 0.9	 0.05	 1000	 0.179	 0.353	 15.93	 0.587	
AQE1,AQE2,	AQE3,	3	Temp,	3	Humidity	 NO2	 OOB	 0.75	 10	 0.9	 0.5	 5000	 0.188	 0.402	 16.78	 0.588	
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AQE1,AQE2,	AQE3,	3	Temp,	3	Humidity	 CO	 cv	 0.5	 10	 0.9	 0.05	 10	 0.383	 0.83	 0.177	 0.843	
AQE1,AQE2,	AQE3,	3	Temp,	3	Humidity	 CO	 cv	 0.5	 10	 0.9	 0.05	 5000	 0.387	 0.832	 0.185	 0.832	
AQE1,AQE2,	AQE3,	3	Temp,	3	Humidity	 CO	 cv	 0.75	 5	 0.9	 0.05	 100	 0.384	 0.834	 0.187	 0.828	
AQE1,AQE2,	AQE3,	3	Temp,	3	Humidity	 CO	 OOB	 0.5	 5	 0.9	 0.1	 500	 0.378	 0.83	 0.169	 0.863	
AQE1,AQE2,	AQE3,	3	Temp,	3	Humidity	 CO	 OOB	 0.5	 5	 0.9	 0.1	 10000	 0.38	 0.83	 0.168	 0.866	
AQE1,AQE2,	AQE3,	3	Temp,	3	Humidity	 CO	 OOB	 0.5	 5	 0.9	 0.05	 5000	 0.385	 0.834	 0.185	 0.83	
AQE1,AQE2,	AQE3,	3	Temp,	3	Humidity	 CO	 OOB	 0.5	 10	 0.9	 0.05	 100	 0.382	 0.834	 0.182	 0.836	
AQE1,AQE2,	AQE3,	3	Temp,	3	Humidity	 CO	 OOB	 0.5	 10	 0.9	 0.05	 50000	 0.382	 0.831	 0.182	 0.838	
AQE1,AQE2,	AQE3,	3	Temp,	3	Humidity	 CO	 OOB	 0.75	 10	 0.9	 0.1	 100	 0.374	 0.832	 0.171	 0.858	
Table	5.3	Selected	result	of	gradient	boosting	
• Multi-Layer	Perceptron	




























AQE1,AQE2,AQE3,	3	Temp,	3	Hum	 NO2	 Logistic	 Logistic	 0.9	 9,5,9	(3)	 0.1	 1	 0.09	 0.35	 28.43	 0.41	
AQE1,AQE2,AQE3,	3	Temp,	3	Hum	 NO2	 Logistic	 Logistic	 0.9	 3,3,3	(3)	 0.001	 1	 0.12	 0.31	 28.43	 0.41	
AQE1,AQE2,AQE3,	3	Temp,	3	Hum	 NO2	 Logistic	 Logistic	 0.9	 9,9,9	(3)	 0.00005	 1000	 0	 0.33	 28.43	 0.41	
AQE1,AQE2,AQE3,	3	Temp,	3	Hum	 NO2	 Logistic	 Logistic	 0.9	 9,9,1	(3)	 0.00001	 1	 0.08	 0.35	 28.88	 0.41	
AQE1,AQE2,AQE3,	3	Temp,	3	Hum	 CO	 Tangent	H	 Tangent	H	 0.9	 3,5,3	(3)	 0.0001	 50000	 0.34	 0.69	 0.21	 0.78	
AQE1,AQE2,AQE3,	3	Temp,	3	Hum	 CO	 Tangent	H	 Tangent	H	 0.9	 3,5,3	(3)	 0.00005	 50000	 0.37	 0.63	 0.19	 0.79	
Table	5.4	Selected	result	of	multi-layer	perceptron	
Considering	all	three	ANN	networks,	it	is	interesting	that	simulations	on	different	ANN	
architectures	 and	 two	different	 running	environments	 give	 some	variability	 in	 the	 results,	
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particularly	on	gradient	boosting	and	MLP	 structure.	This	might	be	partly	due	 to	 the	high	
RMSE	rate	on	NO2	simulations	which	brings	high	variance	on	the	output,	and	partly	because	






similarity	 compared	 to	 the	ground	 truth	using	 the	gradient	boosting	method.	Meanwhile,	
fitting	NO2	gave	the	best	fitting	of	40%	to	the	ECan	data	using	the	same	method.	It	seems	that	





































































































































































































































































































































































































































































ARIMA	estimators	has	a	 slight	 increase	 in	 the	calibration	of	NO2	 readings,	 the	adjustment	
module	has	only	utilised	26%	of	rows	(540	out	of	about	2000	rows)	from	the	outlier	module.	
The	use	of	the	outlier	module	with	non-seasonal	ARIMA	estimators	has	a	good	impact	to	the	




































































The	 Tukey	 test	 further	pinpoints	 the	quantitative	 readings	difference	between	 the	







data	 is	used	as	 a	 reference,	but	 the	data	 cannot	be	used	 to	determine	 if	 the	dataset	has	
outliers	or	not.	A	pre-defined	dataset	classifying	outliers	and	normal	data	would	be	needed	
to	 support	 the	 ECan	data.	However,	 if	we	assume	 that	 the	AQEs	 are	brand	new,	with	no	
outliers	on	the	dataset,	we	can	infer	that	the	outlier	module	can	identify	outliers,	excepting	
the	NO2	sensors.	If	this	assumption	is	made,	then	it	can	be	said	that	in	the	testing	phase	DDCN	












Hidden	 Layer	 (SHL),	 Gradient	 Boosting	 (GB),	 and	Multi-Layer	 Perceptrons	 (MLP).	 The	 GB	
network	has	the	best	performance	when	the	outlier	module	does	not	present.	Relying	on	the	






The	deployment	of	 the	adjustment	module	using	 the	ANN	and	 the	outlier	module	
using	 non-seasonal	 ARIMA	 estimators	 shows	 an	 interesting	 finding.	 The	 presence	 of	 the	
outlier	module	before	the	adjustment	module	may	boost	the	calibration	process,	but	more	


























































































































































































































































































using	 monthly	 and	 weekly	 data	 sequence.	 Note	 that	 the	 red	 colour	 font	 indicates	 the	





TP	 FN	 Accuracy	 TP	 FN	 Accuracy	
(1, 1, 1) x (12, 1, 12) 
SD AQE1	 631 28 0.958 535 29 0.949 
Forecast ± σ AQE2	 - - - - - - 
	 AQE3	 - - - - - - 
(1, 1, 1) x (24, 1, 24) 
SD AQE1	 629 30 0.954 534 30 0.947 
Forecast ± σ AQE2	 - - - - - - 
	 AQE3	 - - - - - - 
(0, 1, 5) x (12, 1, 12) 
SD AQE1	 630 29 0.956 532 2 0.996 
Forecast ± σ AQE2	 301 357 0.457 301 263 0.534 
	 AQE3	 406 252 0.617 277 287 0.491 
(0,1,5) 
SD AQE1	 628 31 0.953 532 32 0.943 
Forecast ± σ AQE2	 471 187 0.716 388 176 0.688 
	 AQE3	 362 296 0.550 333 231 0.590 
(1,1,1) 
SD AQE1	 628 31 0.953 532 32 0.943 
Forecast ± σ AQE2	 484 174 0.736 396 168 0.702 
	 AQE3	 356 302 0.541 326 238 0.578 
(1, 1, 1) x (12, 1, 12) 
SD AQE1	 653 6 0.991 557 7 0.988 
Forecast ± 2σ AQE2	 - - - - - - 




(1, 1, 1) x (24, 1, 24) 
SD AQE1	 653 6 0.991 557 7 0.988 
Forecast ± 2σ AQE2	 - - - - - - 
	 AQE3	 - - - - - - 
(0, 1, 5) x (12, 1, 12) 
SD AQE1	 653 6 0.991 557 7 0.988 
Forecast ± 2σ AQE2	 561 97 0.853 531 33 0.941 
	 AQE3	 604 54 0.918 516 48 0.915 
(0,1,5) 
SD AQE1	 653 6 0.991 557 7 0.988 
Forecast ± 2σ AQE2	 653 5 0.992 554 10 0.982 
	 AQE3	 554 104 0.842 487 77 0.863 
(1,1,1) 
SD AQE1	 653 6 0.991 557 7 0.988 
Forecast ± 2σ AQE2	 653 5 0.992 556 8 0.986 
	 AQE3	 552 106 0.839 486 78 0.862 
(1, 1, 1) x (12, 1, 12) 
SD AQE1	 428 231 0.649 448 116 0.794 
Forecast ± σ AQE2	 369 289 0.561 346 218 0.613 
	 AQE3	 303 355 0.460 285 279 0.505 
(1, 1, 1) x (24, 1, 24) 
SD AQE1	 383 276 0.581 332 232 0.589 
Forecast ± σ AQE2	 188 470 0.286 184 380 0.326 
	 AQE3	 344 314 0.523 311 253 0.551 
(0, 1, 5) x (12, 1, 12) 
SD AQE1	 448 211 0.680 461 103 0.817 
Forecast ± σ AQE2	 388 270 0.590 360 204 0.638 
	 AQE3	 352 306 0.535 321 243 0.569 
(0,1,5) 
SD AQE1	 628 31 0.953 532 32 0.943 
Forecast ± σ AQE2	 471 187 0.716 387 177 0.686 
	 AQE3	 362 296 0.550 333 231 0.590 
(1,1,1) 
SD AQE1	 628 31 0.953 532 32 0.943 
Forecast ± σ AQE2	 484 174 0.736 396 168 0.702 
	 AQE3	 356 302 0.541 326 238 0.578 
(1, 1, 1) x (12, 1, 12) 
SD AQE1	 631 28 0.958 550 14 0.975 
Forecast ± 2σ AQE2	 621 37 0.944 546 18 0.968 
	 AQE3	 509 149 0.774 465 99 0.824 
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(1, 1, 1) x (24, 1, 24) 
SD AQE1	 511 148 0.775 480 84 0.851 
Forecast ± 2σ AQE2	 369 289 0.561 425 139 0.754 
	 AQE3	 539 119 0.819 475 89 0.842 
(0, 1, 5) x (12, 1, 12) 
SD AQE1	 633 26 0.961 550 14 0.975 
Forecast ± 2σ AQE2	 631 27 0.959 550 14 0.975 
	 AQE3	 546 112 0.830 480 84 0.851 
(0,1,5) 
SD AQE1	 653 6 0.991 557 7 0.988 
Forecast ± 2σ AQE2	 653 5 0.992 554 10 0.982 
	 AQE3	 554 104 0.842 487 77 0.863 
(1,1,1) 
SD AQE1	 653 6 0.991 557 7 0.988 
Forecast ± 2σ AQE2	 653 5 0.992 556 8 0.986 
	 AQE3	 552 106 0.839 486 78 0.862 
(1, 1, 1) x (12, 1, 12) 
DD AQE1	 491 24 0.953 528 36 0.936 
Forecast ± σ AQE2	 299 359 0.454 408 156 0.723 
	 AQE3	 - - - - - - 
(1, 1, 1) x (24, 1, 24) 
DD AQE1	 490 25 0.951 - - - 
Forecast ± σ AQE2	 - - - - - - 
	 AQE3	 - - - - - - 
(0, 1, 5) x (12, 1, 12) 
DD AQE1	 491 24 0.953 537 27 0.952 
Forecast ± σ AQE2	 301 357 0.457 - - - 
	 AQE3	 403 255 0.612 439 125 0.778 
(0,1,5) 
DD AQE1	 488 27 0.948 528 36 0.936 
Forecast ± σ AQE2	 471 187 0.716 405 159 0.718 
	 AQE3	 362 296 0.550 414 150 0.734 
(1,1,1) 
DD AQE1	 628	 31	 0.953 516	 48	 0.915 
Forecast ± σ AQE2	 484	 174	 0.736 421	 143	 0.746 
 AQE3	 356	 302	 0.541 444	 120	 0.787 
(1, 1, 1) x (12, 1, 12) 
DD AQE1	 509 6 0.988 556 8 0.986 
Forecast ± 2σ AQE2	 - - - - - - 
	 AQE3	 - - - - - - 
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(1, 1, 1) x (24, 1, 24) 
DD AQE1	 510 5 0.990 - - - 
Forecast ± 2σ AQE2	 - - - - - - 
	 AQE3	 - - - - - - 
(0, 1, 5) x (12, 1, 12) 
DD AQE1	 509 6 0.988 557 7 0.988 
Forecast ± 2σ AQE2	 561 97 0.853 - - - 
	 AQE3	 604 54 0.918 550 14 0.975 
(0,1,5) 
DD AQE1	 509 6 0.988 556 8 0.986 
Forecast ± 2σ AQE2	 653 5 0.992 556 8 0.986 
	 AQE3	 554 104 0.842 558 6 0.989 
(1,1,1) 
DD AQE1	 653	 6	 0.991 554	 10	 0.982 
Forecast ± 2σ AQE2	 653	 5	 0.992 556	 8	 0.986 
 AQE3	 552	 106	 0.839 553	 11	 0.980 
(1, 1, 1) x (12, 1, 12) 
DD AQE1	 428 231 0.649 496 68 0.879 
Forecast ± σ AQE2	 369 289 0.561 347 217 0.615 
	 AQE3	 303 355 0.460 389 175 0.690 
(1, 1, 1) x (24, 1, 24) 
DD AQE1	 383 276 0.581 477 87 0.846 
Forecast ± σ AQE2	 188 470 0.286 101 463 0.179 
	 AQE3	 344 314 0.523 387 177 0.686 
(0, 1, 5) x (12, 1, 12) 
DD AQE1	 448 211 0.680 490 74 0.869 
Forecast ± σ AQE2	 388 270 0.590 326 238 0.578 
	 AQE3	 352 306 0.535 303 261 0.537 
(0,1,5) 
DD AQE1	 628 31 0.953 517 47 0.917 
Forecast ± σ AQE2	 471 187 0.716 406 158 0.720 
	 AQE3	 362 296 0.550 414 150 0.734 
(1,1,1) 
DD AQE1	 628	 31	 0.953 516	 48	 0.915 
Forecast ± σ AQE2	 484	 174	 0.736 418	 146	 0.741 
 AQE3	 356	 302	 0.541 411	 153	 0.729 
(1, 1, 1) x (12, 1, 12) 
DD AQE1	 631 28 0.958 552 12 0.979 
Forecast ± 2σ AQE2	 621 37 0.944 540 24 0.957 
	 AQE3	 509 149 0.774 548 16 0.972 
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(1, 1, 1) x (24, 1, 24) 
DD AQE1	 511 148 0.775 548 16 0.972 
Forecast ± 2σ AQE2	 369 289 0.561 322 242 0.571 
	 AQE3	 539 119 0.819 558 6 0.989 
(0, 1, 5) x (12, 1, 12) 
DD AQE1	 633 26 0.961 548 16 0.972 
Forecast ± 2σ AQE2	 631 27 0.959 532 32 0.943 
	 AQE3	 546 112 0.830 517 47 0.917 
(0,1,5) 
DD AQE1	 653 6 0.991 554 10 0.982 
Forecast ± 2σ AQE2	 653 5 0.992 556 8 0.986 
	 AQE3	 554 104 0.842 558 6 0.989 
(1,1,1) 
DD AQE1	 653	 6	 0.991 554	 10	 0.982 
Forecast ± 2σ AQE2	 653	 5	 0.992 556	 8	 0.986 
 AQE3	 552	 106	 0.839 556	 8	 0.986 
(1, 1, 1) x (12, 1, 12) 
DDCN AQE1	 522	 137	 0.792 511	 53	 0.906 
Forecast	±	σ	 AQE2	 424	 234	 0.644 354	 210	 0.628 
	 AQE3	 463	 195	 0.704 442	 122	 0.784 
(1, 1, 1) x (24, 1, 24) 
DDCN AQE1	 467	 192	 0.709 498	 66	 0.883 
Forecast	±	σ	 AQE2	 284	 374	 0.432 158	 406	 0.280 
	 AQE3	 488	 170	 0.742 487	 77	 0.863 
(0, 1, 5) x (12, 1, 12) 
DDCN AQE1	 539	 120	 0.818 507	 57	 0.899 
Forecast	±	σ	 AQE2	 444	 214	 0.675 331	 233	 0.587 
	 AQE3	 495	 163	 0.752 392	 172	 0.695 
(0,1,5) 
DDCN AQE1	 648 11 0.983 524 40 0.929 
Forecast	±	σ	 AQE2	 537 121 0.816 465 99 0.824 
	 AQE3	 501	 157	 0.761 494	 70	 0.876 
(1,1,1) 
DDCN AQE1	 648	 11	 0.983 523	 41	 0.927 
Forecast	±	σ	 AQE2	 553	 105	 0.840 491	 73	 0.871 
	 AQE3	 496	 162	 0.754 475	 89	 0.842 
(1, 1, 1) x (12, 1, 12) 
DDCN AQE1	 657	 2	 0.997 556	 8	 0.986 
Forecast	±	2σ	 AQE2	 628	 30	 0.954 544	 20	 0.965 
 AQE3	 651	 7	 0.989 562	 2	 0.996 
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(1, 1, 1) x (24, 1, 24) 
DDCN AQE1	 623	 36	 0.945 555	 9	 0.984 
Forecast	±	2σ	 AQE2	 494	 164	 0.751 456	 108	 0.809 
 AQE3	 654	 4	 0.994 564	 0	 1.000 
(0, 1, 5) x (12, 1, 12) 
DDCN AQE1	 657	 2	 0.997 555	 9	 0.984 
Forecast	±	2σ	 AQE2	 634	 24	 0.964 540	 24	 0.957 
 AQE3	 656	 2	 0.997 561	 3	 0.995 
(0,1,5) 
DDCN AQE1	 658	 1	 0.998 558	 6	 0.989 
Forecast	±	2σ	 AQE2	 654	 4	 0.994 556	 8	 0.986 
 AQE3	 656	 2	 0.997 564	 0	 1.000 
(1,1,1) 
DDCN AQE1	 658	 1	 0.998 558	 6	 0.989 
Forecast	±	2σ	 AQE2	 654	 4	 0.994 556	 8	 0.986 
 AQE3	 656	 2	 0.997 563	 1	 0.998 
(1, 1, 1) x (12, 1, 12) 
DDCAN AQE1	 -	 -	 - -	 -	 - 
Forecast	±	σ AQE2	 -	 -	 - -	 -	 - 
 AQE3	 -	 -	 - -	 -	 - 
(1, 1, 1) x (24, 1, 24) 
DDCAN AQE1	 -	 -	 - -	 -	 - 
Forecast	±	σ AQE2	 -	 -	 - -	 -	 - 
 AQE3	 -	 -	 - -	 -	 - 
(0, 1, 5) x (12, 1, 12) 
DDCAN AQE1	 659	 0	 1.000 -	 -	 - 
Forecast	±	σ AQE2	 333	 325	 0.506 -	 -	 - 
 AQE3	 600	 58	 0.912 -	 -	 - 
(0,1,5) 
DDCAN AQE1	 659	 0	 1.000 564	 0	 1.000 
Forecast	±	σ AQE2	 540	 118	 0.821 465	 99	 0.824 
 AQE3	 655	 3	 0.995 560	 4	 0.993 
(1,1,1) 
DDCAN AQE1	 659	 0	 1.000 564	 0	 1.000 
Forecast	±	σ AQE2	 562	 96	 0.854 494	 70	 0.876 
 AQE3	 655	 3	 0.995 563	 1	 0.998 
(1, 1, 1) x (12, 1, 12) 
DDCAN AQE1	 -	 -	 - -	 -	 - 
Forecast	±	2σ AQE2	 -	 -	 - -	 -	 - 
 AQE3	 -	 -	 - -	 -	 - 
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(1, 1, 1) x (24, 1, 24) 
DDCAN AQE1	 -	 -	 - -	 -	 - 
Forecast	±	σ AQE2	 -	 -	 - -	 -	 - 
 AQE3	 -	 -	 - -	 -	 - 
(0, 1, 5) x (12, 1, 12) 
DDCAN AQE1	 659	 0	 1.000 -	 -	 - 
Forecast	±	σ AQE2	 561	 97	 0.853 -	 -	 - 
 AQE3	 655	 3	 0.995 -	 -	 - 
(0,1,5) 
DDCAN AQE1	 659	 0	 1.000 564	 0	 1.000 
Forecast	±	2σ AQE2	 653	 5	 0.992 556	 8	 0.986 
 AQE3	 658	 0	 1.000 564	 0	 1.000 
(1,1,1) 
DDCAN AQE1	 659	 0	 1.000 564	 0	 1.000 
Forecast	±	2σ AQE2	 653	 5	 0.992 556	 8	 0.986 
 AQE3	 658	 0	 1.000 564	 0	 1.000 
(1, 1, 1) x (12, 1, 12) 
DDCAN AQE1	 659	 0	 1.000 564	 0	 1.000 
Forecast	±	σ AQE2	 412	 246	 0.626 353	 211	 0.626 
 AQE3	 640	 18	 0.973 551	 13	 0.977 
(1, 1, 1) x (24, 1, 24) 
DDCAN AQE1	 658	 1	 0.998 546	 18	 0.968 
Forecast	±	σ AQE2	 212	 446	 0.322 210	 354	 0.372 
 AQE3	 418	 240	 0.635 488	 76	 0.865 
(0, 1, 5) x (12, 1, 12) 
DDCAN AQE1	 659	 0	 1.000 564	 0	 1.000 
Forecast	±	σ AQE2	 436	 222	 0.663 328	 236	 0.582 
 AQE3	 647	 11	 0.983 543	 21	 0.963 
(0,1,5) 
DDCAN AQE1	 659	 0	 1.000 564	 0	 1.000 
Forecast	±	σ AQE2	 540	 118	 0.821 466	 98	 0.826 
 AQE3	 655	 3	 0.995 560	 4	 0.993 
(1,1,1) 
DDCAN AQE1	 659	 0	 1.000 564	 0	 1.000 
Forecast	±	σ AQE2	 562	 96	 0.854 491	 73	 0.871 
 AQE3	 655	 3	 0.995 563	 1	 0.998 
(1, 1, 1) x (12, 1, 12) 
DDCAN AQE1	 631	 28	 0.958 552	 12	 0.979 
Forecast	±	2σ AQE2	 621	 37	 0.944 540	 24	 0.957 
 AQE3	 509	 149	 0.774 548	 16	 0.972 
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(1, 1, 1) x (24, 1, 24) 
DDCAN AQE1	 511	 148	 0.775 548	 16	 0.972 
Forecast	±	2σ AQE2	 369	 289	 0.561 322	 242	 0.571 
 AQE3	 539	 119	 0.819 558	 6	 0.989 
(0, 1, 5) x (12, 1, 12) 
DDCAN AQE1	 633	 26	 0.961 548	 16	 0.972 
Forecast	±	2σ AQE2	 631	 27	 0.959 532	 32	 0.943 
 AQE3	 546	 112	 0.830 517	 47	 0.917 
(0,1,5) 
DDCAN AQE1	 653	 6	 0.991 554	 10	 0.982 
Forecast	±	2σ AQE2	 653	 5	 0.992 556	 8	 0.986 
 AQE3	 554	 104	 0.842 558	 6	 0.989 
(1,1,1) 
DDCAN AQE1	 653	 6	 0.991 554	 10	 0.982 
Forecast	±	2σ AQE2	 653	 5	 0.992 556	 8	 0.986 

















TP	 FN	 Accuracy	 TP	 FN	 Accuracy	
(0,1,5) x (12,1,12) 
SD AQE1	 3 656 0.005 3 561 0.005 
Forecast ± σ AQE2	 0 658 0.000 0 564 0.000 
	 AQE3	 0 658 0.000 0 564 0.000 
(1,1,1) x (12,1,12) 
SD AQE1	 4 655 0.006 4 560 0.007 
Forecast ± σ AQE2	 0 658 0.000 0 564 0.000 
	 AQE3	 0 658 0.000 0 564 0.000 
(1,1,1) x (12,0,12) 
SD AQE1	 2 657 0.003 2 562 0.004 
Forecast ± σ AQE2	 0 658 0.000 0 564 0.000 
	 AQE3	 0 658 0.000 0 564 0.000 
(1,1,1) x (24,1,24) 
SD AQE1	 -	 -	 - -	 -	 - 
Forecast ± σ AQE2	 -	 -	 - -	 -	 - 
	 AQE3	 0 658 0.000 0 564 0.000 
(0,1,5) 
SD AQE1	 0	 659	 0.000 0	 564	 0.000 
Forecast ± σ AQE2	 0	 568	 0.000 0	 564	 0.000 
	 AQE3	 0	 658	 0.000 0	 564	 0.000 
(1,1,1) 
SD AQE1	 0	 659	 0.000 0	 564	 0.000 
Forecast ± σ AQE2	 0	 658	 0.000 0	 564	 0.000 
	 AQE3	 0	 658	 0.000 0	 564	 0.000 
(0,1,5) x (12,1,12) 
SD AQE1	 7 652 0.011 6 558 0.011 
Forecast ± 2σ AQE2	 0 658 0.000 0 564 0.000 
	 AQE3	 0 658 0.000 0 564 0.000 
(1,1,1) x (12,1,12) 
SD AQE1	 6 653 0.009 6 558 0.011 
Forecast ± 2σ AQE2	 0 658 0.000 0 564 0.000 
	 AQE3	 0 658 0.000 0 564 0.000 
(1,1,1) x (12,0,12) 
SD AQE1	 6 653 0.009 6 558 0.011 
Forecast ± 2σ AQE2	 0 658 0.000 0 564 0.000 
	 AQE3	 0 658 0.000 0 564 0.000 
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(1,1,1) x (24,1,24) 
SD AQE1	 0	 658	 0.000 0	 564	 0.000 
Forecast ± 2σ AQE2	 -	 -	 - -	 -	 - 
	 AQE3	 - - - - - - 
(0,1,5) 
SD AQE1	 614	 45	 0.932 530	 34	 0.940 
Forecast ± 2σ AQE2	 0	 658	 0.000 0	 564	 0.000 
	 AQE3	 0	 658	 0.000 0	 564	 0.000 
(1,1,1) 
SD AQE1	 1	 658	 0.002 1	 563	 0.002 
Forecast ± 2σ AQE2	 0	 658	 0.000 0	 564	 0.000 
	 AQE3	 0	 568	 0.000 0	 564	 0.000 
(0,1,5) x (12,1,12) 
SD AQE1	 381 278 0.578 414 150 0.734 
Forecast ± σ AQE2	 655 3 0.995 562 2 0.996 
	 AQE3	 226 432 0.343 244 320 0.433 
(1,1,1) x (12,1,12) 
SD AQE1	 376 283 0.571 406 158 0.720 
Forecast ± σ AQE2	 617 41 0.938 555 9 0.984 
	 AQE3	 464 19 0.961 463 101 0.821 
(1,1,1) x (12,0,12) 
SD AQE1	 647 12 0.982 554 10 0.982 
Forecast ± σ AQE2	 654 4 0.994 562 2 0.996 
	 AQE3	 653 5 0.992 564 0 1.000 
(1,1,1) x (24,1,24) 
SD AQE1	 623	 36	 0.945 529	 35	 0.938 
Forecast ± σ AQE2	 591	 67	 0.898 555	 9	 0.984 
	 AQE3	 262 396 0.398 273 291 0.484 
(0,1,5) 
SD AQE1	 620	 39	 0.941 535	 29	 0.949 
Forecast ± σ AQE2	 643	 15	 0.977 556	 8	 0.986 
	 AQE3	 650	 8	 0.988 563	 1	 0.998 
(1,1,1) 
SD AQE1	 628	 31	 0.953 544	 20	 0.965 
Forecast ± σ AQE2	 655	 3	 0.995 563	 1	 0.998 
	 AQE3	 655	 3	 0.995 564	 0	 1.000 
(0,1,5) x (12,1,12) 
SD AQE1	 647 12 0.982 548 16 0.972 
Forecast ± 2σ AQE2	 656 2 0.997 564 0 1.000 
	 AQE3	 562 96 0.854 559 5 0.991 
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(1,1,1) x (12,1,12) 
SD AQE1	 645 14 0.979 547 17 0.970 
Forecast ± 2σ AQE2	 656 2 0.997 563 1 0.998 
	 AQE3	 656 2 0.997 564 0 1.000 
(1,1,1) x (12,0,12) 
SD AQE1	 656 3 0.995 562 2 0.996 
Forecast ± 2σ AQE2	 656 2 0.997 564 0 1.000 
	 AQE3	 656 2 0.997 564 0 1.000 
(1,1,1) x (24,1,24) 
SD AQE1	 655	 4	 0.994 556	 8	 0.986 
Forecast ± 2σ AQE2	 656	 2	 0.997 563	 1	 0.998 
	 AQE3	 503 155 0.764 503 61 0.892 
(0,1,5) 
SD AQE1	 654	 5	 0.992 557	 7	 0.988 
Forecast ± 2σ AQE2	 655	 3	 0.995 562	 2	 0.996 
	 AQE3	 656	 2	 0.997 564	 0	 1.000 
(1,1,1) 
SD AQE1	 655	 4	 0.994 558	 6	 0.989 
Forecast ± 2σ AQE2	 656	 2	 0.997 564	 0	 1.000 
	 AQE3	 658	 0	 1.000 564	 0	 1.000 
(0,1,5) x (12,1,12) 
DD AQE1	 2 513 0.004 492 72 0.872 
Forecast ± σ AQE2	 0 658 0.000 558 6 0.989 
	 AQE3	 0 658 0.000 502 62 0.890 
(1,1,1) x (12,1,12) 
DD AQE1	 23 512 0.043 493 71 0.874 
Forecast ± σ AQE2	 0 658 0.000 554 10 0.982 
	 AQE3	 0 658 0.000 529 35 0.938 
(1,1,1) x (12,0,12) 
DD AQE1	 0 515 0.000 - - - 
Forecast ± σ AQE2	 0 658 0.000 558 6 0.989 
	 AQE3	 0 658 0.000 554 10 0.982 
(1,1,1) x (24,1,24) 
DD AQE1	 20 495 0.039 - - - 
Forecast ± σ AQE2	 - - - - - - 
	 AQE3	 0 658 0.000 551 13 0.977 
(0,1,5) 
Dynamic. AQE1	 0 659 0.000 519 45 0.920 
Forecast ± σ AQE2	 0 658 0.000 558 6 0.989 




DD AQE1	 0	 659	 0.000 519	 45	 0.920 
Forecast ± σ AQE2	 0	 658	 0.000 558	 6	 0.989 
 AQE3	 0	 658	 0.000 555	 9	 0.984 
(0,1,5) x (12,1,12) 
DD AQE1	 5 510 0.010 542 22 0.961 
Forecast ± 2σ AQE2	 0 658 0.000 561 3 0.995 
	 AQE3	 0 658 0.000 557 7 0.988 
(1,1,1) x (12,1,12) 
DD AQE1	 5 510 0.010 543 21 0.963 
Forecast ± 2σ AQE2	 0 658 0.000 560 4 0.993 
	 AQE3	 0 658 0.000 558 6 0.989 
(1,1,1) x (12,0,12) 
DD AQE1	 4 511 0.008 - - - 
Forecast ± 2σ AQE2	 0 658 0.000 561 3 0.995 
	 AQE3	 0 658 0.000 562 2 0.996 
(1,1,1) x (24,1,24) 
DD AQE1	 - - - - - - 
Forecast ± 2σ AQE2	 - - - - - - 
	 AQE3	 0 658 0.000 562 2 0.996 
(0,1,5) 
DD AQE1	 614 45 0.932 547 17 0.970 
Forecast ± 2σ AQE2	 0 658 0.000 561 3 0.995 
	 AQE3	 0 658 0.000 562 2 0.996 
(1,1,1) 
DD AQE1	 1	 658	 0.002 547	 17	 0.970 
Forecast ± 2σ AQE2	 0	 658	 0.000 561	 3	 0.995 
 AQE3	 0	 658	 0.000 562	 2	 0.996 
(0,1,5) x (12,1,12) 
DDCN AQE1	 533	 126	 0.809 502	 62	 0.890 
Forecast ± σ	 AQE2	 655	 3	 0.995 559	 5	 0.991 
	 AQE3	 647	 11	 0.983 555	 9	 0.984 
(1,1,1) x (12,1,12) 
DDCN AQE1	 541	 118	 0.821 434	 130	 0.770 
Forecast ± σ	 AQE2	 654	 4	 0.994 559	 5	 0.991 
	 AQE3	 649	 9	 0.986 555	 9	 0.984 
(1,1,1) x (12,0,12) 
DDCN AQE1	 647	 12	 0.982 519	 45	 0.920 
Forecast ± σ	 AQE2	 654	 4	 0.994 559	 5	 0.991 
	 AQE3	 653	 5	 0.992 556	 8	 0.986 
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(1,1,1) x (24,1,24) 
DDCN AQE1	 623 36 0.945 475 89 0.842 
Forecast ± σ	 AQE2	 654 4 0.994 559 5 0.991 
	 AQE3	 647	 11	 0.983 547	 17	 0.970 
(0,1,5) 
DDCN AQE1	 447 212 0.678 519 45 0.920 
Forecast ± σ	 AQE2	 654 4 0.994 559 5 0.991 
	 AQE3	 645	 13	 0.980 556	 8	 0.986 
(1,1,1) 
DDCN AQE1	 447	 212	 0.678 519	 45	 0.920 
Forecast ± σ	 AQE2	 654	 4	 0.994 559	 5	 0.991 
	 AQE3	 645	 13	 0.980 556	 8	 0.986 
(0,1,5) x (12,1,12) 
DDCN AQE1	 647	 12	 0.982 545	 19	 0.966 
Forecast ± 2σ	 AQE2	 657	 1	 0.998 564	 0	 1.000 
	 AQE3	 655	 3	 0.995 563	 1	 0.998 
(1,1,1) x (12,1,12) 
DDCN AQE1	 645	 14	 0.979 512	 52	 0.908 
Forecast ± 2σ	 AQE2	 657	 1	 0.998 563	 1	 0.998 
	 AQE3	 656	 2	 0.997 563	 1	 0.998 
(1,1,1) x (12,0,12) 
DDCN AQE1	 656	 3	 0.995 547	 17	 0.970 
Forecast ± 2σ	 AQE2	 657	 1	 0.998 564	 0	 1.000 
	 AQE3	 656	 2	 0.997 563	 1	 0.998 
(1,1,1) x (24,1,24) 
DDCN AQE1	 655	 4	 0.994 531	 33	 0.941 
Forecast ± 2σ	 AQE2	 657	 1	 0.998 564	 0	 1.000 
	 AQE3	 657	 1	 0.998 562	 2	 0.996 
(0,1,5) 
DDCN AQE1	 617	 42	 0.936 547	 17	 0.970 
Forecast ± 2σ	 AQE2	 657	 1	 0.998 564	 0	 1.000 
	 AQE3	 653	 5	 0.992 563	 1	 0.998 
(1,1,1) 
DDCN AQE1	 516	 143	 0.783 547	 17	 0.970 
Forecast ± 2σ	 AQE2	 567	 1	 0.998 564	 0	 1.000 
	 AQE3	 653	 5	 0.992 563	 1	 0.998 
(0,1,5) x (12,1,12) 
DDCN AQE1	 3	 656	 0.005 -	 -	 - 
Forecast ± σ AQE2	 0	 658	 0.000 -	 -	 - 
 AQE3	 1	 657	 0.002 -	 -	 - 
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(1,1,1) x (12,1,12) 
DDCAN AQE1	 4	 655	 0.006 505	 59	 0.895 
Forecast ± σ AQE2	 0	 658	 0.000 560	 4	 0.993 
 AQE3	 1	 657	 0.002 561	 3	 0.995 
(1,1,1) x (12,0,12) 
DDCAN AQE1	 2	 657	 0.003 -	 -	 - 
Forecast ± σ AQE2	 0	 658	 0.000 -	 -	 - 
 AQE3	 0	 658	 0.000 -	 -	 - 
(1,1,1) x (24,1,24) 
DDCAN AQE1	 -	 -	 - -	 -	 - 
Forecast ± σ AQE2	 -	 -	 - -	 -	 - 
 AQE3	 -	 -	 - -	 -	 - 
(0,1,5) 
DDCAN AQE1	 0	 659	 0.000 519	 45	 0.920 
Forecast ± σ AQE2	 0	 658	 0.000 562	 2	 0.996 
 AQE3	 0	 658	 0.000 563	 1	 0.998 
(1,1,1) 
DDCAN AQE1	 0	 659	 0.000 519	 45	 0.920 
Forecast ± σ AQE2	 0	 658	 0.000 562	 2	 0.996 
 AQE3	 0	 658	 0.000 563	 1	 0.998 
(0,1,5) x (12,1,12) 
DDCAN AQE1	 7	 652	 0.011 -	 -	 - 
Forecast ± 2σ AQE2	 2	 656	 0.003 -	 -	 - 
 AQE3	 2	 656	 0.003 -	 -	 - 
(1,1,1) x (12,1,12) 
DDCAN AQE1	 6	 653	 0.009 546	 18	 0.968 
Forecast ± 2σ AQE2	 1	 657	 0.002 564	 0	 1.000 
 AQE3	 2	 656	 0.003 564	 0	 1.000 
(1,1,1) x (12,0,12) 
DDCAN AQE1	 6	 653	 0.009 -	 -	 - 
Forecast ± 2σ AQE2	 1	 657	 0.002 -	 -	 - 
 AQE3	 1	 657	 0.002 -	 -	 - 
(1,1,1) x (24,1,24) 
DDCAN AQE1	 -	 -	 - -	 -	 - 
Forecast ± 2σ AQE2	 -	 -	 - -	 -	 - 
 AQE3	 -	 -	 - -	 -	 - 
(0,1,5) 
DDCAN AQE1	 614	 45	 0.932 547	 17	 0.970 
Forecast ± 2σ AQE2	 0	 658	 0.000 564	 0	 1.000 




DDCAN AQE1	 1	 548	 0.002 547	 17	 0.970 
Forecast ± 2σ AQE2	 0	 658	 0.000 564	 0	 1.000 
 AQE3	 0	 658	 0.000 564	 0	 1.000 
(0,1,5) x (12,1,12) 
DDCAN AQE1	 414	 245	 0.628 502	 62	 0.890 
Forecast ± σ AQE2	 655	 3	 0.995 560	 4	 0.993 
 AQE3	 255	 403	 0.388 561	 3	 0.995 
(1,1,1) x (12,1,12) 
DDCAN AQE1	 376	 283	 0.571 388	 176	 0.688 
Forecast ± σ AQE2	 617	 41	 0.938 556	 8	 0.986 
 AQE3	 464	 194	 0.705 552	 12	 0.979 
(1,1,1) x (12,0,12) 
DDCAN AQE1	 647	 12	 0.982 519	 45	 0.920 
Forecast ± σ AQE2	 655	 3	 0.995 562	 2	 0.996 
 AQE3	 653	 5	 0.992 563	 1	 0.998 
(1,1,1) x (24,1,24) 
DDCAN AQE1	 623	 36	 0.945 475	 89	 0.842 
Forecast ± σ AQE2	 593	 65	 0.901 557	 7	 0.988 
 AQE3	 539	 119	 0.819 546	 18	 0.968 
(0,1,5) 
DDCAN AQE1	 620	 39	 0.941 518	 46	 0.918 
Forecast ± σ AQE2	 647	 11	 0.983 562	 2	 0.996 
 AQE3	 650	 8	 0.988 563	 1	 0.998 
(1,1,1) 
DDCAN AQE1	 628	 31	 0.953 521	 43	 0.924 
Forecast ± σ AQE2	 655	 3	 0.995 562	 2	 0.996 
 AQE3	 655	 3	 0.995 563	 1	 0.998 
(0,1,5) x (12,1,12) 
DDCAN AQE1	 647	 12	 0.982 545	 19	 0.966 
Forecast ± 2σ AQE2	 656	 2	 0.997 564	 0	 1.000 
 AQE3	 571	 87	 0.868 564	 0	 1.000 
(1,1,1) x (12,1,12) 
DDCAN AQE1	 654	 14	 0.979 512	 52	 0.908 
Forecast ± 2σ AQE2	 656	 2	 0.997 560	 4	 0.993 
 AQE3	 656	 2	 0.997 563	 1	 0.998 
(1,1,1) x (12,0,12) 
DDCAN AQE1	 656	 3	 0.995 547	 17	 0.970 
Forecast ± 2σ AQE2	 656	 2	 0.997 564	 0	 1.000 
 AQE3	 656	 2	 0.997 564	 0	 1.000 
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(1,1,1) x (24,1,24) 
DDCAN AQE1	 655	 4	 0.994 531	 33	 0.941 
Forecast ± 2σ AQE2	 656	 2	 0.997 562	 2	 0.996 
 AQE3	 657	 1	 0.998 563	 1	 0.998 
(0,1,5) 
DDCAN AQE1	 654	 5	 0.992 546	 18	 0.968 
Forecast ± 2σ AQE2	 655	 3	 0.995 564	 0	 1.000 
 AQE3	 656	 2	 0.997 564	 0	 1.000 
(1,1,1) 
DDCAN AQE1	 655	 4	 0.994 549	 15	 0.973 
Forecast ± 2σ AQE2	 656	 2	 0.997 564	 0	 1.000 


















TP	 FN	 Accuracy	 TP	 FN	 Accuracy	
(1,1,1) x (12,1,12) 
SD AQE1	 316 343 0.480 301 263 0.534 
Forecast ± σ AQE2	 289 369 0.439 300 264 0.532 
	 AQE3	 312 346 0.474 270 294 0.479 
(0,1,1) x (12,1,12) 
SD AQE1	 304 355 0.461 309 255 0.548 
Forecast ± σ AQE2	 305 353 0.464 278 286 0.493 
	 AQE3	 299 359 0.454 303 261 0.537 
(2,1,3) x (12,1,12) 
SD AQE1	 304 355 0.461 303 261 0.537 
Forecast ± σ AQE2	 315 343 0.479 299 265 0.530 
	 AQE3	 317 341 0.482 275 289 0.488 
(1,1,1) 
SD AQE1	 233	 426	 0.354 171	 393	 0.303 
Forecast ± σ AQE2	 183	 475	 0.278 121	 443	 0.215 
	 AQE3	 119	 539	 0.181 71	 493	 0.126 
(0,1,1) 
SD AQE1	 216	 443	 0.328 157	 407	 0.278 
Forecast ± σ AQE2	 165	 493	 0.251 117	 447	 0.207 
	 AQE3	 149	 509	 0.226 95	 469	 0.168 
(2,1,3) 
SD AQE1	 198	 461	 0.300 146	 418	 0.259 
Forecast ± σ AQE2	 138	 520	 0.210 98	 466	 0.174 
	 AQE3	 157	 501	 0.239 103	 461	 0.183 
(1,1,1) x (12,1,12) 
SD AQE1	 530 129 0.804 458 106 0.812 
Forecast ± 2σ AQE2	 576 82 0.875 477 87 0.846 
	 AQE3	 478 180 0.726 431 151 0.741 
(0,1,1) x (12,1,12) 
SD AQE1	 565 94 0.857 473 91 0.839 
Forecast ± 2σ AQE2	 469 189 0.713 420 144 0.745 
	 AQE3	 559 99 0.850 461 103 0.817 
(2,1,3) x (12,1,12) 
SD AQE1	 543 116 0.824 469 95 0.832 
Forecast ± 2σ AQE2	 518 140 0.787 446 118 0.791 
	 AQE3	 478 180 0.726 413 151 0.732 
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(1,1,1) 
SD AQE1	 363	 296	 0.551 333	 231	 0.590 
Forecast ± 2σ AQE2	 327	 331	 0.497 303	 261	 0.537 
	 AQE3	 288	 370	 0.438 241	 323	 0.427 
(0,1,1) 
SD AQE1	 357	 302	 0.542 328	 236	 0.582 
Forecast ± 2σ AQE2	 321	 337	 0.488 300	 264	 0.532 
	 AQE3	 310	 348	 0.471 270	 294	 0.479 
(2,1,3) 
SD AQE1	 348	 311	 0.528 324	 240	 0.574 
Forecast ± 2σ AQE2	 308	 350	 0.468 273	 291	 0.484 
	 AQE3	 318	 340	 0.483 275	 289	 0.488 
(1,1,1) x (12,1,12) 
Dynamic. AQE1	 161 354 0.313 317 247 0.562 
Forecast ± σ AQE2	 215 443 0.327 380 184 0.674 
	 AQE3	 210 448 0.319 369 195 0.654 
(0,1,1) x (12,1,12) 
DD AQE1	 25 310 0.075 - - - 
Forecast ± σ AQE2	 198 460 0.301 378 186 0.670 
	 AQE3	 192 66 0.744 372 192 0.660 
(2,1,3) x (12,1,12) 
DD AQE1	 165 350 0.320 323 241 0.573 
Forecast ± σ AQE2	 - - - - - - 
	 AQE3	 177 481 0.269 - - - 
(1,1,1) 
DD AQE1	 233 426 0.354 325 239 0.576 
Forecast ± σ AQE2	 184 474 0.280 323 241 0.573 
	 AQE3	 119 539 0.181 317 247 0.562 
(0,1,1) 
DD AQE1	 216 443 0.328 325 239 0.576 
Forecast ± σ AQE2	 166 492 0.252 323 241 0.573 
	 AQE3	 150 508 0.228 317 247 0.562 
(2,1,3) 
DD AQE1	 203 456 0.308 387 177 0.686 
Forecast ± σ AQE2	 138 520 0.210 323 241 0.573 
	 AQE3	 143 515 0.217 318 246 0.564 
(1,1,1) x (12,1,12) 
DD AQE1	 280 235 0.544 531 33 0.941 
Forecast ± 2σ AQE2	 368 290 0.559 539 25 0.956 
	 AQE3	 366 292 0.556 546 18 0.968 
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(0,1,1) x (12,1,12) 
DD AQE1	 - - - - - - 
Forecast ± σ AQE2	 349 309 0.530 540 24 0.957 
	 AQE3	 355 303 0.540 548 16 0.972 
(2,1,3) x (12,1,12) 
DD AQE1	 283 232 0.550 537 27 0.952 
Forecast ± σ AQE2	 - - - 335 323 0.509 
	 AQE3	 - - - - - - 
(1,1,1) 
DD AQE1	 363 296 0.551 489 75 0.867 
Forecast ± σ AQE2	 328 330 0.498 477 87 0.846 
	 AQE3	 289 369 0.439 464 100 0.823 
(0,1,1) 
DD AQE1	 357 302 0.542 489 75 0.867 
Forecast ± σ AQE2	 321 337 0.488 476 88 0.844 
	 AQE3	 310 348 0.471 465 99 0.824 
(2,1,3) 
DD AQE1	 349 310 0.530 540 24 0.957 
Forecast ± σ AQE2	 308 350 0.468 476 88 0.844 
	 AQE3	 312 346 0.474 464 100 0.823 
(1,1,1) x (12,1,12) 
DDCN AQE1	 563	 96	 0.854 564	 0	 1.000 
Forecast ± σ	 AQE2	 658	 0	 1.000 564	 0	 1.000 
	 AQE3	 658	 0	 1.000 564	 0	 1.000 
(0,1,1) x (12,1,12) 
DDCN AQE1	 558	 101	 0.847 564	 0	 1.000 
Forecast ± σ	 AQE2	 658	 0	 1.000 564	 0	 1.000 
	 AQE3	 658	 0	 1.000 564	 0	 1.000 
(2,1,3) x (12,1,12) 
DDCN AQE1	 564	 95	 0.856 564	 0	 1.000 
Forecast ± σ	 AQE2	 658	 0	 1.000 564	 0	 1.000 
	 AQE3	 658	 0	 1.000 564	 0	 1.000 
(1,1,1)	
DDCN AQE1	 549	 110	 0.833 563	 1	 0.998 
Forecast ± σ	 AQE2	 658	 0	 1.000 564	 0	 1.000 
	 AQE3	 658	 0	 1.000 564	 0	 1.000 
(0,1,1) 
DDCN AQE1	 544	 115	 0.825 563	 1	 0.998 
Forecast ± σ	 AQE2	 658	 0	 1.000 564	 0	 1.000 




DDCN AQE1	 541	 118	 0.821 564	 0	 1.000 
Forecast ± σ	 AQE2	 658	 0	 1.000 564	 0	 1.000 
	 AQE3	 658	 0	 1.000 564	 0	 1.000 
(1,1,1) x (12,1,12) 
DDCN AQE1	 646	 13	 0.980 564	 0	 1.000 
Forecast ± 2σ	 AQE2	 658	 0	 1.000 564	 0	 1.000 
	 AQE3	 658	 0	 1.000 564	 0	 1.000 
(0,1,1) x (12,1,12) 
DDCN AQE1	 646	 13	 0.980 564	 0	 1.000 
Forecast ± 2σ	 AQE2	 658	 0	 1.000 564	 0	 1.000 
	 AQE3	 658	 0	 1.000 564	 0	 1.000 
(2,1,3) x (12,1,12) 
DDCN AQE1	 646	 13	 0.980 564	 0	 1.000 
Forecast ± 2σ	 AQE2	 658	 0	 1.000 564	 0	 1.000 
	 AQE3	 658	 0	 1.000 564	 0	 1.000 
(1,1,1) 
DDCN AQE1	 644	 15	 0.977 564	 0	 1.000 
Forecast ± 2σ	 AQE2	 658	 0	 1.000 564	 0	 1.000 
	 AQE3	 658	 0	 1.000 564	 0	 1.000 
(0,1,1) 
DDCN AQE1	 644	 15	 0.977 564	 0	 1.000 
Forecast ± 2σ	 AQE2	 658	 0	 1.000 564	 0	 1.000 
	 AQE3	 658	 0	 1.000 564	 0	 1.000 
(2,1,3) 
DDCN AQE1	 644	 15	 0.977 564	 0	 1.000 
Forecast ± 2σ	 AQE2	 644	 15	 0.977 564	 0	 1.000 
	 AQE3	 658	 0	 1.000 564	 0	 1.000 
(1,1,1) x (12,1,12) 
DDCAN AQE1	 274	 385	 0.416 415	 149	 0.736 
Forecast ± σ AQE2	 245	 413	 0.372 433	 131	 0.768 
 AQE3	 260	 398	 0.395 429	 135	 0.761 
(0,1,1) x (12,1,12) 
DDCAN AQE1	 386	 273	 0.586 422	 142	 0.748 
Forecast ± σ AQE2	 401	 257	 0.609 440	 124	 0.780 
 AQE3	 406	 252	 0.617 440	 124	 0.780 
(2,1,3) x (12,1,12) 
DDCAN AQE1	 -	 -	 - -	 -	 - 
Forecast ± σ AQE2	 -	 -	 - -	 -	 - 




DDCAN AQE1	 261	 398	 0.396 333	 231	 0.590 
Forecast ± σ AQE2	 254	 404	 0.386 325	 239	 0.576 
 AQE3	 266	 392	 0.404 320	 244	 0.567 
(0,1,1) 
DDCAN AQE1	 261	 398	 0.396 333	 231	 0.590 
Forecast ± σ AQE2	 244	 414	 0.371 327	 237	 0.580 
 AQE3	 258	 400	 0.392 319	 245	 0.566 
(2,1,3) 
DDCAN AQE1	 237	 422	 0.360 460	 104	 0.816 
Forecast ± σ AQE2	 240	 418	 0.365 454	 110	 0.805 
 AQE3	 253	 405	 0.384 435	 129	 0.771 
(1,1,1) x (12,1,12) 
DDCAN AQE1	 475	 184	 0.721 553	 11	 0.980 
Forecast ± 2σ AQE2	 455	 203	 0.691 558	 6	 0.989 
 AQE3	 465	 193	 0.707 558	 6	 0.989 
(0,1,1) x (12,1,12) 
DDCAN AQE1	 557	 102	 0.845 554	 10	 0.982 
Forecast ± 2σ AQE2	 606	 52	 0.921 557	 7	 0.988 
 AQE3	 604	 54	 0.918 557	 7	 0.988 
(2,1,3) x (12,1,12) 
DDCAN AQE1	 -	 -	 - -	 -	 - 
Forecast ± 2σ AQE2	 -	 -	 - -	 -	 - 
 AQE3	 -	 -	 - -	 -	 - 
(1,1,1) 
DDCAN AQE1	 425	 234	 0.645 490	 74	 0.869 
Forecast ± 2σ AQE2	 430	 228	 0.653 480	 84	 0.851 
 AQE3	 426	 232	 0.647 464	 100	 0.823 
(0,1,1) 
DDCAN AQE1	 422	 237	 0.640 490	 74	 0.869 
Forecast ± 2σ AQE2	 416	 242	 0.632 481	 83	 0.853 
 AQE3	 411	 247	 0.625 465	 99	 0.824 
(2,1,3) 
DDCAN AQE1	 403	 256	 0.612 540	 24	 0.957 
Forecast ± 2σ AQE2	 408	 250	 0.620 543	 21	 0.963 
 AQE3	 406	 252	 0.617 542	 22	 0.961 
(1,1,1) x (12,1,12) 
DDCAN AQE1	 488	 171	 0.741 451	 113	 0.800 
Forecast ± σ AQE2	 419	 239	 0.637 455	 109	 0.807 
 AQE3	 461	 197	 0.701 447	 117	 0.793 
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(0,1,1) x (12,1,12) 
DDCAN AQE1	 444	 215	 0.674 397	 167	 0.704 
Forecast ± σ AQE2	 435	 223	 0.661 409	 155	 0.725 
 AQE3	 430	 228	 0.653 398	 166	 0.706 
(2,1,3) x (12,1,12) 
DDCAN AQE1	 409	 250	 0.621 372	 192	 0.660 
Forecast ± σ AQE2	 413	 245	 0.628 385	 179	 0.683 
 AQE3	 416	 242	 0.632 374	 190	 0.663 
(1,1,1) 
DDCAN AQE1	 261	 398	 0.396 333	 231	 0.590 
Forecast ± σ AQE2	 254	 404	 0.386 325	 239	 0.576 
 AQE3	 266	 392	 0.404 320	 244	 0.567 
(0,1,1) 
DDCAN AQE1	 261	 398	 0.396 333	 231	 0.590 
Forecast ± σ AQE2	 244	 414	 0.371 327	 237	 0.580 
 AQE3	 258	 400	 0.392 319	 245	 0.566 
(2,1,3) 
DDCAN AQE1	 237	 422	 0.360 455	 109	 0.807 
Forecast ± σ AQE2	 139	 419	 0.249 452	 112	 0.801 
 AQE3	 252	 406	 0.383 435	 129	 0.771 
(1,1,1) x (12,1,12) 
DDCAN AQE1	 636	 23	 0.965 562	 2	 0.996 
Forecast ± 2σ AQE2	 595	 63	 0.904 563	 1	 0.998 
 AQE3	 635	 23	 0.965 564	 0	 1.000 
(0,1,1) x (12,1,12) 
DDCAN AQE1	 631	 28	 0.958 556	 8	 0.986 
Forecast ± 2σ AQE2	 626	 32	 0.951 562	 2	 0.996 
 AQE3	 624	 34	 0.948 560	 4	 0.993 
(2,1,3) x (12,1,12) 
DDCAN AQE1	 409	 250	 0.621 372	 192	 0.660 
Forecast ± 2σ AQE2	 413	 245	 0.628 385	 179	 0.683 
 AQE3	 416	 242	 0.632 374	 190	 0.663 
(1,1,1) 
DDCAN AQE1	 425	 234	 0.645 490	 74	 0.869 
Forecast ± 2σ AQE2	 430	 228	 0.653 480	 84	 0.851 
 AQE3	 426	 232	 0.647 464	 100	 0.823 
(0,1,1) 
DDCAN AQE1	 422	 237	 0.640 490	 74	 0.869 
Forecast ± 2σ AQE2	 416	 242	 0.632 481	 83	 0.853 




DDCAN AQE1	 406	 253	 0.616 539	 25	 0.956 
Forecast ± 2σ AQE2	 405	 253	 0.616 542	 22	 0.961 






















TP	 FN	 Accuracy	 TP	 FN	 Accuracy	
(1,1,1)	x	(12,1,12)	
SD	 AQE1	 126	 533	 0.191	 64	 500	 0.113	
Forecast	±	σ	 AQE2	 190	 468	 0.289	 142	 422	 0.252	
	 AQE3	 209	 449	 0.318	 147	 417	 0.261	
(1,1,1)	x	(24,1,24)	
SD	 AQE1	 138	 521	 0.209	 48	 516	 0.085	
Forecast	±	σ	 AQE2	 90	 568	 0.137	 22	 542	 0.039	
	 AQE3	 137	 521	 0.208	 58	 506	 0.103	
(0,1,1)	x	(12,1,12)	
SD	 AQE1	 237	 422	 0.360	 135	 429	 0.239	
Forecast	±	σ	 AQE2	 123	 535	 0.187	 61	 503	 0.108	
	 AQE3	 193	 465	 0.293	 140	 424	 0.248	
(1,1,1)	
SD	 AQE1	 241	 418	 0.366	 121	 443	 0.215	
Forecast	±	σ	 AQE2	 236	 422	 0.359	 124	 440	 0.220	
	 AQE3	 253	 405	 0.384	 151	 413	 0.268	
(0,1,1)	
SD	 AQE1	 237	 422	 0.360	 119	 445	 0.211	
Forecast	±	σ	 AQE2	 237	 421	 0.360	 128	 436	 0.227	
	 AQE3	 247	 411	 0.375	 150	 414	 0.266	
(1,1,1)	x	(12,1,12)	
SD	 AQE1	 278	 381	 0.422	 202	 362	 0.358	
Forecast	±	2σ	 AQE2	 419	 239	 0.637	 294	 270	 0.521	
	 AQE3	 422	 236	 0.641	 295	 269	 0.523	
(1,1,1)	x	(24,1,24)	
SD	 AQE1	 276	 383	 0.419	 208	 356	 0.369	
Forecast	±	2σ	 AQE2	 194	 464	 0.295	 134	 430	 0.238	
	 AQE3	 267	 391	 0.406	 191	 373	 0.339	
(0,1,1)	x	(12,1,12)	
SD	 AQE1	 449	 210	 0.681	 326	 238	 0.578	
Forecast	±	2σ	 AQE2	 267	 391	 0.406	 205	 359	 0.363	
	 AQE3	 411	 247	 0.625	 283	 281	 0.502	
(1,1,1)	
SD	 AQE1	 433	 226	 0.657	 303	 261	 0.537	
Forecast	±	2σ	 AQE2	 431	 227	 0.655	 314	 250	 0.557	
	 AQE3	 432	 226	 0.657	 311	 253	 0.551	
	 144	
(0,1,1)	
SD	 AQE1	 431	 228	 0.654	 301	 263	 0.534	
Forecast	±	2σ	 AQE2	 433	 225	 0.658	 317	 247	 0.562	
	 AQE3	 428	 230	 0.650	 310	 254	 0.550	
(1,1,1)	x	(12,1,12)	
DD	 AQE1	 180	 335	 0.350	 347	 217	 0.615	
Forecast	±	σ	 AQE2	 250	 408	 0.380	 301	 263	 0.534	
	 AQE3	 220	 438	 0.334	 -	 -	 -	
(1,1,1)	x	(24,1,24)	
DD	 AQE1	 -	 -	 -	 -	 -	 -	
Forecast	±	σ	 AQE2	 -	 -	 -	 -	 -	 -	
	 AQE3	 238	 420	 0.362	 416	 148	 0.738	
(0,1,1)	x	(12,1,12)	
DD	 AQE1	 -	 -	 -	 -	 -	 -	
Forecast	±	σ	 AQE2	 244	 414	 0.371	 296	 268	 0.525	
	 AQE3	 227	 431	 0.345	 290	 274	 0.514	
(1,1,1)	
DD	 AQE1	 193	 322	 0.375	 346	 218	 0.613	
Forecast	±	σ	 AQE2	 234	 424	 0.356	 338	 226	 0.599	
	 AQE3	 252	 406	 0.383	 317	 247	 0.562	
(0,1,1)	
DD	 AQE1	 237	 422	 0.360	 334	 230	 0.592	
Forecast	±	σ	 AQE2	 238	 420	 0.362	 338	 226	 0.599	
	 AQE3	 252	 406	 0.383	 317	 247	 0.562	
(1,1,1)	x	(12,1,12)	
DD	 AQE1	 321	 194	 0.623	 523	 41	 0.927	
Forecast	±	2σ	 AQE2	 429	 229	 0.652	 524	 40	 0.929	
	 AQE3	 394	 264	 0.599	 -	 -	 -	
(1,1,1)	x	(24,1,24)	
DD	 AQE1	 -	 -	 -	 -	 -	 -	
Forecast	±	2σ	 AQE2	 -	 -	 -	 -	 -	 -	
	 AQE3	 441	 2217	 0.166	 495	 69	 0.878	
(0,1,1)	x	(12,1,12)	
DD	 AQE1	 -	 -	 -	 -	 -	 -	
Forecast	±	2σ	 AQE2	 428	 230	 0.650	 525	 39	 0.931	
	 AQE3	 423	 235	 0.643	 498	 66	 0.883	
(1,1,1)	
DD	 AQE1	 354	 161	 0.687	 532	 32	 0.943	
Forecast	±	2σ	 AQE2	 429	 229	 0.652	 460	 104	 0.816	




DD	 AQE1	 431	 228	 0.654	 481	 83	 0.853	
Forecast	±	2σ	 AQE2	 433	 225	 0.658	 460	 104	 0.816	
	 AQE3	 432	 226	 0.657	 442	 122	 0.784	
(1,1,1)	x	(12,1,12)	
DDCN	 AQE1	 554	 105	 0.841	 555	 9	 0.984	
Forecast	±	σ	 AQE2	 650	 8	 0.988	 563	 1	 0.998	
	 AQE3	 649	 9	 0.986	 559	 5	 0.991	
(1,1,1)	x	(24,1,24)	
DDCN	 AQE1	 567	 92	 0.860	 554	 10	 0.982	
Forecast	±	σ	 AQE2	 650	 8	 0.988	 563	 1	 0.998	
	 AQE3	 649	 9	 0.986	 55	 6	 0.902	
(0,1,1)	x	(12,1,12)	
DDCN	 AQE1	 563	 96	 0.854	 555	 9	 0.984	
Forecast	±	σ	 AQE2	 650	 8	 0.988	 563	 1	 0.998	
	 AQE3	 649	 9	 0.986	 558	 6	 0.989	
(1,1,1)	
DDCN	 AQE1	 565	 94	 0.857	 552	 12	 0.979	
Forecast	±	σ	 AQE2	 650	 8	 0.988	 563	 1	 0.998	
	 AQE3	 649	 9	 0.986	 558	 6	 0.989	
(0,1,1)	
DDCN	 AQE1	 564	 95	 0.856	 552	 12	 0.979	
Forecast	±	σ	 AQE2	 650	 8	 0.988	 563	 1	 0.998	
	 AQE3	 649	 9	 0.986	 558	 6	 0.989	
(1,1,1)	x	(12,1,12)	
DDCN	 AQE1	 632	 27	 0.959	 564	 0	 1.000	
Forecast	±	2σ	 AQE2	 658	 0	 1.000	 564	 0	 1.000	
	 AQE3	 658	 0	 1.000	 564	 0	 1.000	
(1,1,1)	x	(24,1,24)	
DDCN	 AQE1	 634	 25	 0.962	 563	 1	 0.998	
Forecast	±	2σ	 AQE2	 658	 0	 1.000	 564	 0	 1.000	
	 AQE3	 658	 0	 1.000	 564	 0	 1.000	
(0,1,1)	x	(12,1,12)	
DDCN	 AQE1	 636	 23	 0.965	 564	 0	 1.000	
Forecast	±	2σ	 AQE2	 658	 0	 1.000	 564	 0	 1.000	
	 AQE3	 568	 0	 1.000	 564	 0	 1.000	
(1,1,1)	
DDCN	 AQE1	 636	 23	 0.965	 563	 1	 0.998	
Forecast	±	2σ	 AQE2	 658	 0	 1.000	 564	 0	 1.000	




DDCN	 AQE1	 636	 23	 0.965	 563	 1	 0.998	
Forecast	±	2σ	 AQE2	 658	 0	 1.000	 564	 0	 1.000	
	 AQE3	 658	 0	 1.000	 564	 0	 1.000	
(1,1,1)	x	(12,1,12)	
DDCAN	 AQE1	 420	 239	 0.637 -	 -	 - 
Forecast	±	σ AQE2	 358	 300	 0.544 -	 -	 - 
 AQE3	 376	 282	 0.571 -	 -	 - 
(1,1,1)	x	(24,1,24)	
DDCAN	 AQE1	 -	 -	 - -	 -	 - 
Forecast	±	σ AQE2	 -	 -	 - -	 -	 - 
 AQE3	 -	 -	 - -	 -	 - 
(0,1,1)	x	(12,1,12)	
DDCAN	 AQE1	 -	 -	 - -	 -	 - 
Forecast	±	σ AQE2	 -	 -	 - -	 -	 - 
 AQE3	 -	 -	 - -	 -	 - 
(1,1,1)	
DDCAN	 AQE1	 397	 262	 0.602 377	 187	 0.668 
Forecast	±	σ AQE2	 359	 299	 0.546 369	 195	 0.654 
 AQE3	 355	 303	 0.540 360	 204	 0.638 
(0,1,1)	
DDCAN	 AQE1	 395	 264	 0.599 377	 187	 0.668 
Forecast	±	σ AQE2	 359	 299	 0.546 369	 195	 0.654 
 AQE3	 360	 298	 0.547 360	 204	 0.638 
(1,1,1)	x	(12,1,12)	
DDCAN	 AQE1	 560	 99	 0.850 -	 -	 - 
Forecast	±	2σ AQE2	 532	 126	 0.809 -	 -	 - 
 AQE3	 536	 122	 0.815 -	 -	 - 
(1,1,1)	x	(24,1,24)	
DDCAN	 AQE1	 -	 -	 - -	 -	 - 
Forecast	±	2σ AQE2	 -	 -	 - -	 -	 - 
 AQE3	 -	 -	 - -	 -	 - 
(0,1,1)	x	(12,1,12)	
DDCAN	 AQE1	 -	 -	 - -	 -	 - 
Forecast	±	2σ AQE2	 -	 -	 - -	 -	 - 
 AQE3	 -	 -	 - -	 -	 - 
(1,1,1)	
DDCAN	 AQE1	 561	 98	 0.851 501	 63	 0.888 
Forecast	±	2σ AQE2	 552	 106	 0.839 492	 72	 0.872 




DDCAN	 AQE1	 561	 98	 0.851 501	 63	 0.888 
Forecast	±	2σ AQE2	 551	 107	 0.837 492	 72	 0.872 
 AQE3	 541	 117	 0.822 487	 77	 0.863 
(1,1,1)	x	(12,1,12)	
DDCAN	 AQE1	 368	 291	 0.558 396	 168	 0.702 
Forecast	±	σ AQE2	 325	 333	 0.494 377	 187	 0.668 
 AQE3	 320	 338	 0.486 386	 178	 0.684 
(1,1,1)	x	(24,1,24)	
DDCAN	 AQE1	 391	 268	 0.593 494	 70	 0.876 
Forecast	±	σ AQE2	 447	 211	 0.679 492	 72	 0.872 
 AQE3	 420	 238	 0.638 488	 76	 0.865 
(0,1,1)	x	(12,1,12)	
DDCAN	 AQE1	 344	 315	 0.522 311	 253	 0.551 
Forecast	±	σ AQE2	 386	 272	 0.587 336	 228	 0.596 
 AQE3	 375	 283	 0.570 336	 228	 0.596 
(1,1,1)	
DDCAN	 AQE1	 398	 261	 0.604 377	 187	 0.668 
Forecast	±	σ AQE2	 359	 299	 0.546 369	 195	 0.654 
 AQE3	 355	 303	 0.540 360	 204	 0.638 
(0,1,1)	
DDCAN	 AQE1	 395	 264	 0.599 377	 187	 0.668 
Forecast	±	σ AQE2	 357	 301	 0.543 369	 195	 0.654 
 AQE3	 358	 300	 0.544 360	 204	 0.638 
(1,1,1)	x	(12,1,12)	
DDCAN	 AQE1	 555	 104	 0.842 545	 19	 0.966 
Forecast	±	2σ AQE2	 533	 125	 0.810 549	 15	 0.973 
 AQE3	 525	 133	 0.798 551	 13	 0.977 
(1,1,1)	x	(24,1,24)	
DDCAN	 AQE1	 555	 104	 0.842 538	 26	 0.954 
Forecast	±	2σ AQE2	 578	 80	 0.878 540	 24	 0.957 
 AQE3	 567	 91	 0.862 540	 24	 0.957 
(0,1,1)	x	(12,1,12)	
DDCAN	 AQE1	 548	 111	 0.832 542	 22	 0.961 
Forecast	±	2σ AQE2	 550	 108	 0.836 547	 17	 0.970 
 AQE3	 538	 120	 0.818 550	 14	 0.975 
(1,1,1)	
DDCAN	 AQE1	 561	 98	 0.851 501	 63	 0.888 
Forecast	±	2σ AQE2	 552	 106	 0.839 92	 72	 0.561 




DDCAN	 AQE1	 561	 98	 0.851 501	 63	 0.888 
Forecast	±	2σ AQE2	 551	 107	 0.837 492	 72	 0.872 




WK1-WK2	 WK2-WK3	 WK3-WK4	 WK4-WK5	 WK5-WK6	 WK6-WK7	 WK7-WK8	 WK8-WK9	 WK9-WK10	 WK10-WK11	 WK11-WK12	
TP	 FN	 Accuracy	 TP	 FN	 Accuracy	 TP	 FN	 Accuracy	 TP	 FN	 Accuracy	 TP	 FN	 Accuracy	 TP	 FN	 Accuracy	 TP	 FN	 Accuracy	 TP	 FN	 Accuracy	 TP	 FN	 Accuracy	 TP	 FN	 Accuracy	 TP	 FN	 Accuracy	
DD.	(0,1,5). Forecast ± σ	
AQE1	 145	 22	 0.868	 106	 62	 0.631	 162	 6	 0.964	 146	 8	 0.948	 165	 3	 0.982	 145	 23	 0.863	 24	 1	 0.960	 144	 24	 0.857	 164	 4	 0.976	 126	 10	 0.9265	 90	 2	 0.978	
AQE2	 126	 41	 0.754	 107	 61	 0.637	 149	 19	 0.887	 113	 41	 0.734	 103	 65	 0.613	 131	 37	 0.780	 91	 77	 0.542	 135	 33	 0.804	 116	 52	 0.690	 77	 59	 0.5662	 22	 70	 0.239	
AQE3	 131	 36	 0.784	 120	 48	 0.714	 134	 34	 0.798	 91	 63	 0.591	 85	 83	 0.506	 84	 84	 0.500	 140	 28	 0.833	 101	 67	 0.601	 71	 97	 0.423	 87	 49	 0.6397	 49	 43	 0.533	
DD.	(1,1,1). Forecast ± σ	
AQE1 147 20 0.880	 104 64 0.619	 161 7 0.958	 146 8 0.948	 165 3 0.982	 144 24 0.857	 24 1 0.960	 144 24 0.857	 164 4 0.976	 126 10 0.9265	 90 2 0.978	
AQE2 135 32 0.808	 98 70 0.583	 153 15 0.911	 112 42 0.727	 103 65 0.613	 143 25 0.851	 87 81 0.518	 132 36 0.786	 113 55 0.673	 79 57 0.5809	 21 71 0.228	
AQE3 119 48 0.713	 100 68 0.595	 166 2 0.988	 91 63 0.591	 61 107 0.363	 84 84 0.500	 141 27 0.839	 89 79 0.530	 71 97 0.423	 85 51 0.6250	 49 43 0.533	
DD.	(0,1,5). Forecast ± 2σ	
AQE1	 164	 3	 0.982	 137	 31	 0.815	 167	 1	 0.994	 148	 6	 0.961	 167	 1	 0.994	 163	 5	 0.970	 168	 1	 0.994	 161	 7	 0.958	 167	 1	 0.994	 135	 1	 0.9926	 92	 0	 1.000	
AQE2	 166	 1	 0.994	 165	 3	 0.982	 168	 0	 1.000	 152	 2	 0.987	 165	 3	 0.982	 167	 1	 0.994	 161	 7	 0.958	 165	 3	 0.982	 156	 12	 0.929	 131	 5	 0.9632	 75	 17	 0.815	
AQE3	 165	 2	 0.988	 167	 1	 0.994	 168	 0	 1.000	 142	 12	 0.922	 121	 47	 0.720	 166	 2	 0.988	 167	 1	 0.994	 162	 6	 0.964	 10	 18	 0.357	 131	 5	 0.9632	 86	 6	 0.935	
DD.	(1,1,1). Forecast ± 2σ	
AQE1 164 3 0.982	 136 32 0.810	 167 1 0.994	 148 6 0.961	 167 1 0.994	 163 5 0.970	 168 1 0.994	 161 7 0.958	 167 1 0.994	 135 1 0.9926	 92 0 1.000	
AQE2 167 0 1.000	 160 8 0.952	 168 0 1.000	 152 2 0.987	 165 3 0.982	 167 1 0.994	 159 9 0.946	 165 3 0.982	 154 14 0.917	 132 4 0.9706	 75 17 0.815	
AQE3 163 4 0.976	 155 13 0.923	 168 0 1.000	 142 12 0.922	 167 1 0.994	 16 2 0.889	 167 1 0.994	 161 7 0.958	 150 18 0.893	 132 4 0.9706	 86 6 0.935	
DDCN.	(0,1,5). Forecast ± σ. 	
AQE1	 146	 21	 0.874	 118	 50	 0.702	 163	 5	 0.970	 148	 6	 0.961	 165	 3	 0.982	 148	 20	 0.881	 166	 3	 0.982	 145	 23	 0.863	 168	 0	 1.000	 127	 9	 0.9338	 90	 2	 0.978	
AQE2	 126	 41	 0.754	 108	 60	 0.643	 154	 14	 0.917	 127	 27	 0.825	 134	 34	 0.798	 149	 19	 0.887	 95	 73	 0.565	 138	 30	 0.821	 142	 26	 0.845	 111	 25	 0.8162	 24	 68	 0.261	
	 150	
AQE3	 131	 36	 0.784	 131	 37	 0.780	 135	 33	 0.804	 108	 46	 0.701	 141	 27	 0.839	 115	 53	 0.685	 146	 22	 0.869	 105	 63	 0.625	 117	 51	 0.696	 118	 18	 0.8676	 58	 34	 0.630	
DDCN.	(1,1,1). Forecast ± σ. 	
AQE1 147 20 0.880	 116 52 0.690	 162 6 0.964	 148 6 0.961	 165 3 0.982	 147 21 0.875	 166 3 0.982	 145 23 0.863	 168 0 1.000	 127 9 0.934	 90 2 0.978	
AQE2 135 32 0.808	 99 69 0.589	 155 13 0.923	 127 27 0.825	 134 34 0.798	 152 16 0.905	 91 77 0.542	 135 33 0.804	 138 30 0.821	 113 23 0.831	 23 69 0.250	
AQE3 119 48 0.713	 104 64 0.619	 167 1 0.994	 108 46 0.701	 139 29 0.827	 115 53 0.685	 146 22 0.869	 94 74 0.560	 117 51 0.696	 119 17 0.875	 58 34 0.630	
DDCN.	(0,1,5). Forecast ± 2σ. 	
AQE1	 165	 2	 0.988	 164	 4	 0.976	 168	 0	 1.000	 153	 1	 0.994	 168	 0	 1.000	 165	 3	 0.982	 169	 0	 1.000	 161	 7	 0.958	 168	 0	 1.000	 135	 1	 0.993	 92	 0	 1.000	
AQE2	 166	 1	 0.994	 166	 2	 0.988	 168	 0	 1.000	 152	 2	 0.987	 166	 2	 0.988	 168	 0	 1.000	 161	 7	 0.958	 165	 3	 0.982	 168	 0	 1.000	 132	 4	 0.971	 77	 15	 0.837	
AQE3	 165	 2	 0.988	 167	 1	 0.994	 168	 0	 1.000	 153	 1	 0.994	 168	 0	 1.000	 168	 0	 1.000	 168	 0	 1.000	 164	 4	 0.976	 168	 0	 1.000	 136	 0	 1.000	 92	 0	 1.000	
DDCN.	(1,1,1). Forecast ± 2σ. 	
AQE1 165 2 0.988	 164 4 0.976	 168 0 1.000	 153 1 0.994	 168 0 1.000	 165 3 0.982	 169 0 1.000	 161 7 0.958	 168 0 1.000	 135 1 0.993	 92 0 1.000	
AQE2 167 0 1.000	 161 7 0.958	 168 0 1.000	 152 2 0.987	 166 2 0.988	 168 0 1.000	 159 9 0.946	 165 3 0.982	 168 0 1.000	 133 3 0.978	 77 15 0.837	
AQE3 163 4 0.976	 159 9 0.946	 168 0 1.000	 153 1 0.994	 168 0 1.000	 168 0 1.000	 168 0 1.000	 164 4 0.976	 168 0 1.000	 136 0 1.000	 92 0 1.000	
DDCAN.	(0,1,5). Forecast ± σ. 	
AQE1	 167	 0	 1.000	 166	 2	 0.988	 162	 6	 0.964	 154	 0	 1.000	 168	 0	 1.000	 145	 23	 0.863	 169	 0	 1.000	 167	 1	 0.994	 164	 4	 0.976	 136	 0	 1.000	 92	 0	 1.000	
AQE2	 126	 41	 0.754	 108	 60	 0.643	 154	 14	 0.917	 130	 24	 0.844	 114	 54	 0.679	 152	 16	 0.905	 94	 74	 0.560	 140	 28	 0.833	 140	 28	 0.833	 111	 25	 0.816	 22	 70	 0.239	
AQE3	 162	 5	 0.970	 134	 34	 0.798	 134	 34	 0.798	 154	 0	 1.000	 167	 1	 0.994	 89	 79	 0.530	 163	 5	 0.970	 167	 1	 0.994	 95	 73	 0.565	 136	 0	 1.000	 50	 42	 0.543	
DDCAN.	(1,1,1). Forecast ± σ. 	
AQE1 164 3 0.982	 160 8 0.952	 167 1 0.994	 154 0 1.000	 168 0 1.000	 144 24 0.857	 169 0 1.000	 168 0 1.000	 164 4 0.976	 136 0 1.000	 92 0 1.000	
AQE2 135 35 0.794	 99 69 0.589	 153 15 0.911	 130 24 0.844	 114 54 0.679	 144 24 0.857	 89 79 0.530	 136 32 0.810	 140 28 0.833	 113 23 0.831	 21 71 0.228	
AQE3 129 38 0.772	 116 52 0.690	 166 2 0.988	 154 0 1.000	 165 3 0.982	 87 81 0.518	 163 5 0.970	 167 1 0.994	 96 72 0.571	 136 0 1.000	 50 42 0.543	
DDCAN.	(0,1,5). Forecast ± 2σ. 	
AQE1	 167	 0	 1.000	 168	 0	 1.000	 168	 0	 1.000	 154	 0	 1.000	 168	 0	 1.000	 164	 4	 0.976	 169	 0	 1.000	 168	 0	 1.000	 168	 0	 1.000	 136	 0	 1.000	 92	 0	 1.000	
AQE2	 166	 1	 0.994	 166	 2	 0.988	 168	 0	 1.000	 152	 2	 0.987	 165	 3	 0.982	 168	 0	 1.000	 161	 7	 0.958	 165	 3	 0.982	 168	 0	 1.000	 131	 5	 0.963	 75	 17	 0.815	
	 151	
AQE3	 167	 0	 1.000	 168	 0	 1.000	 168	 0	 1.000	 154	 0	 1.000	 168	 0	 1.000	 168	 0	 1.000	 168	 0	 1.000	 168	 0	 1.000	 168	 0	 1.000	 136	 0	 1.000	 87	 5	 0.946	
DDCAN.	(1,1,1). Forecast ± 2σ. 	
AQE1 167 0 1.000	 168 0 1.000	 168 0 1.000	 154 0 1.000	 168 0 1.000	 164 4 0.976	 169 0 1.000	 168 0 1.000	 168 0 1.000	 136 0 1.000	 92 0 1.000	
AQE2 167 0 1.000	 161 7 0.958	 168 0 1.000	 152 2 0.987	 165 3 0.982	 168 0 1.000	 159 9 0.946	 165 3 0.982	 167 1 0.994	 132 4 0.971	 75 17 0.815	






WK1-WK2 WK2-WK3 WK3-WK4 WK4-WK5 WK5-WK6 WK6-WK7 WK7-WK8 WK8-WK9 WK9-WK10 WK10-WK11 WK11-WK12 
TP FN Accuracy	 TP FN Accuracy	 TP FN Accuracy	 TP FN Accuracy	 TP FN Accuracy	 TP FN Accuracy	 TP FN Accuracy	 TP FN Accuracy	 TP FN Accuracy	 TP FN Accuracy	 TP FN Accuracy	
DD. (0,1,5). Forecast ± σ     		 		   		 		   		 		   		 		   		 		   		 		   		 		   		 		   		 		   		
AQE1 164 3 0.982	 162 6 0.964	 142 26 0.845	 145 9 0.942	 157 11 0.935	 152 16 0.905	 24 1 0.960	 165 3 0.982	 160 8 0.952	 115 21 0.846	 69 23 0.750	
AQE2 163 4 0.976	 165 3 0.982	 164 4 0.976	 1 153 0.006	 168 0 1.000	 164 4 0.976	 167 1 0.994	 166 2 0.988	 167 1 0.994	 134 2 0.985	 91 1 0.989	
AQE3 167 0 1.000	 166 2 0.988	 163 5 0.970	 2 152 0.013	 167 1 0.994	 164 4 0.976	 166 2 0.988	 164 4 0.976	 167 1 0.994	 131 5 0.963	 90 2 0.978	
DD.	(1,1,1). Forecast ± σ	
AQE1 164 3 0.982	 135 33 0.804	 142 26 0.845	 0 154 0.000	 158 10 0.940	 157 11 0.935	 24 1 0.960	 165 3 0.982	 160 8 0.952	 115 21 0.846	 69 23 0.750	
AQE2 167 0 1.000	 165 3 0.982	 164 4 0.976	 0 154 0.000	 168 0 1.000	 164 4 0.976	 167 1 0.994	 166 2 0.988	 167 1 0.994	 134 2 0.985	 91 1 0.989	
AQE3 167 0 1.000	 162 6 0.964	 163 5 0.970	 0 154 0.000	 167 1 0.994	 164 4 0.976	 166 2 0.988	 164 4 0.976	 167 1 0.994	 131 5 0.963	 89 3 0.967	
DD. (0,1,5). Forecast ± 2σ     		 		   		 		   		 		   		 		   		 		   		 		   		 		   		 		   		 		   		
AQE1 167 0 1.000	 167 1 0.994	 152 16 0.905	 151 3 0.981	 167 1 0.994	 167 1 0.994	 167 2 0.988	 166 2 0.988	 164 4 0.976	 133 3 0.978	 82 10 0.891	
AQE2 167 0 1.000	 167 1 0.994	 166 2 0.988	 2 152 0.013	 168 0 1.000	 166 2 0.988	 168 0 1.000	 167 1 0.994	 168 0 1.000	 135 1 0.993	 92 0 1.000	
AQE3 167 0 1.000	 167 1 0.994	 163 5 0.970	 6 148 0.039	 168 0 1.000	 167 1 0.994	 168 0 1.000	 167 1 0.994	 168 0 1.000	 134 2 0.985	 91 1 0.989	
DD.	(1,1,1). Forecast ± 2σ	
AQE1 167 0 1.000	 163 5 0.970	 152 16 0.905	 4 150 0.026	 167 1 0.994	 167 1 0.994	 167 2 0.988	 166 2 0.988	 164 4 0.976	 133 3 0.978	 82 10 0.891	
AQE2 167 0 1.000	 167 1 0.994	 166 2 0.988	 1 153 0.006	 168 0 1.000	 166 2 0.988	 168 0 1.000	 167 1 0.994	 168 0 1.000	 135 1 0.993	 92 0 1.000	
AQE3 167 0 1.000	 167 1 0.994	 163 5 0.970	 0 154 0.000	 168 0 1.000	 167 1 0.994	 168 0 1.000	 167 1 0.994	 168 0 1.000	 134 2 0.985	 91 1 0.989	
DDCN.	(0,1,5). Forecast ± σ. 	
AQE1	 164	 3	 0.982	 162	 6	 0.964	 142	 26	 0.845	 145	 9	 0.942	 157	 11	 0.935	 152	 16	 0.905	 155	 14	 0.917	 164	 4	 0.976	 160	 8	 0.952	 115	 21	 0.846	 69	 23	 0.750	
AQE2	 163	 4	 0.976	 166	 2	 0.988	 164	 4	 0.976	 147	 7	 0.955	 168	 0	 1.000	 166	 2	 0.988	 167	 1	 0.994	 167	 1	 0.994	 167	 1	 0.994	 135	 1	 0.993	 91	 1	 0.989	
AQE3	 167	 0	 1.000	 166	 2	 0.988	 163	 5	 0.970	 145	 9	 0.942	 167	 1	 0.994	 166	 2	 0.988	 167	 1	 0.994	 166	 2	 0.988	 167	 1	 0.994	 132	 4	 0.971	 90	 2	 0.978	
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DDCN.	(1,1,1). Forecast ± σ. 	
AQE1 164 3 0.982	 135 33 0.804	 142 26 0.845	 120 34 0.779	 158 10 0.940	 157 11 0.935	 155 14 0.917	 164 4 0.976	 160 8 0.952	 115 21 0.846	 69 23 0.750	
AQE2 167 0 1.000	 166 2 0.988	 164 4 0.976	 146 8 0.948	 168 0 1.000	 166 2 0.988	 167 1 0.994	 167 1 0.994	 167 1 0.994	 135 1 0.993	 91 1 0.989	
AQE3 167 0 1.000	 164 4 0.976	 163 5 0.970	 143 11 0.929	 167 1 0.994	 166 2 0.988	 167 1 0.994	 166 2 0.988	 167 1 0.994	 132 4 0.971	 89 3 0.967	
DDCN.	(0,1,5). Forecast ± 2σ. 	
AQE1	 167	 0	 1.000	 167	 1	 0.994	 152	 16	 0.905	 151	 3	 0.981	 167	 1	 0.994	 167	 1	 0.994	 167	 2	 0.988	 166	 2	 0.988	 164	 4	 0.976	 133	 3	 0.978	 82	 10	 0.891	
AQE2	 167	 0	 1.000	 68	 0	 1.000	 167	 1	 0.994	 149	 5	 0.968	 168	 0	 1.000	 167	 1	 0.994	 168	 0	 1.000	 168	 0	 1.000	 168	 0	 1.000	 135	 1	 0.993	 92	 0	 1.000	
AQE3	 167	 0	 1.000	 167	 1	 0.994	 163	 5	 0.970	 153	 1	 0.994	 168	 0	 1.000	 167	 1	 0.994	 168	 0	 1.000	 168	 0	 1.000	 168	 0	 1.000	 134	 2	 0.985	 91	 1	 0.989	
DDCN.	(1,1,1). Forecast ± 2σ. 	
AQE1 167 0 1.000	 163 5 0.970	 152 16 0.905	 134 20 0.870	 167 1 0.994	 167 1 0.994	 167 2 0.988	 166 2 0.988	 164 4 0.976	 133 3 0.978	 82 10 0.891	
AQE2 167 0 1.000	 168 0 1.000	 167 1 0.994	 149 5 0.968	 168 0 1.000	 167 1 0.994	 1680   1.000	 168 0 1.000	 168 0 1.000	 135 1 0.993	 92 0 1.000	
AQE3 167 0 1.000	 167 1 0.994	 163 5 0.970	 151 3 0.981	 168 0 1.000	 167 1 0.994	 168 0 1.000	 168 0 1.000	 168 0 1.000	 134 2 0.985	 91 1 0.989	
DDCAN.	(0,1,5). Forecast ± σ. 	
AQE1	 164	 3	 0.982	 162	 6	 0.964	 142	 26	 0.845	 148	 6	 0.961	 157	 11	 0.935	 152	 16	 0.905	 155	 14	 0.917	 164	 4	 0.976	 160	 8	 0.952	 115	 21	 0.846	 69	 23	 0.750	
AQE2	 166	 1	 0.994	 168	 0	 1.000	 167	 1	 0.994	 149	 5	 0.968	 168	 0	 1.000	 167	 1	 0.994	 168	 0	 1.000	 167	 1	 0.994	 167	 1	 0.994	 135	 1	 0.993	 92	 0	 1.000	
AQE3	 167	 0	 1.000	 167	 1	 0.994	 164	 4	 0.976	 149	 5	 0.968	 168	 0	 1.000	 167	 1	 0.994	 168	 0	 1.000	 167	 1	 0.994	 167	 1	 0.994	 136	 0	 1.000	 92	 0	 1.000	
DDCN.	(1,1,1). Forecast ± σ. 	
AQE1 164 3 0.982	 135 33 0.804	 142 26 0.845	 3 151 0.019	 158 10 0.940	 157 11 0.935	 155 14 0.917	 164 4 0.976	 160 8 0.952	 115 21 0.846	 69 23 0.750	
AQE2 167 0 1.000	 165 3 0.982	 167 1 0.994	 0 154 0.000	 168 0 1.000	 168 0 1.000	 168 0 1.000	 167 1 0.994	 167 1 0.994	 135 1 0.993	 92 0 1.000	
AQE3 167 0 1.000	 163 5 0.970	 164 4 0.976	 0 154 0.000	 168 0 1.000	 167 1 0.994	 168 0 1.000	 167 1 0.994	 167 1 0.994	 136 0 1.000	 92 0 1.000	
DDCN.	(0,1,5). Forecast ± 2σ. 	
AQE1	 167	 0	 1.000	 167	 1	 0.994	 152	 16	 0.905	 151	 3	 0.981	 167	 1	 0.994	 167	 1	 0.994	 167	 2	 0.988	 166	 2	 0.988	 164	 4	 0.976	 133	 3	 0.978	 82	 10	 0.891	
AQE2	 167	 0	 1.000	 168	 0	 1.000	 168	 0	 1.000	 151	 3	 0.981	 168	 0	 1.000	 168	 0	 1.000	 168	 0	 1.000	 167	 1	 0.994	 168	 0	 1.000	 136	 0	 1.000	 92	 0	 1.000	
AQE3	 167	 0	 1.000	 168	 0	 1.000	 167	 1	 0.994	 152	 2	 0.987	 168	 0	 1.000	 168	 0	 1.000	 168	 0	 1.000	 167	 1	 0.994	 168	 0	 1.000	 136	 0	 1.000	 92	 0	 1.000	
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DDCN.	(1,1,1). Forecast ± 2σ. 	
AQE1 167 0 1.000	 163 5 0.970	 152 16 0.905	 8 146 0.052	 167 1 0.994	 167 1 0.994	 167 2 0.988	 166 2 0.988	 164 4 0.976	 133 3 0.978	 82 10 0.891	
AQE2 167 0 1.000	 167 1 0.994	 168 0 1.000	 1 153 0.006	 168 0 1.000	 168 0 1.000	 168 0 1.000	 167 1 0.994	 168 0 1.000	 136 0 1.000	 92 0 1.000	






WK1-WK2 WK2-WK3 WK3-WK4 WK4-WK5 WK5-WK6 WK6-WK7 WK7-WK8 WK8-WK9 WK9-WK10 WK10-WK11 WK11-WK12 
TP FN Accuracy	 TP FN Accuracy	 TP FN Accuracy	 TP FN Accuracy	 TP FN Accuracy	 TP FN Accuracy	 TP FN Accuracy	 TP FN Accuracy	 TP FN Accuracy	 TP FN Accuracy	 TP FN Accuracy	
DD. (1,1,1) Forecast ± σ 
AQE1 120 47 0.719	 99 69 0.589	 87 81 0.518	 77 77 0.500	 98 70 0.583	 105 63 0.625	 14 11 0.560	 5 163 0.030	 86 82 0.512	 56 80 0.412	 24 68 0.261	
AQE2 126 41 0.754	 98 70 0.583	 98 70 0.583	 71 83 0.461	 98 70 0.583	 87 81 0.518	 94 74 0.560	 110 58 0.655	 90 78 0.536	 62 74 0.456	 26 66 0.283	
AQE3 130 37 0.778	 94 74 0.560	 101 67 0.601	 69 85 0.448	 99 69 0.589	 84 84 0.500	 90 78 0.536	 109 59 0.649	 90 78 0.536	 56 80 0.412	 26 66 0.283	
DD. (2,1,3) Forecast ± σ 
AQE1 124 43 0.743	 94 74 0.560	 87 81 0.518	 84 70 0.545	 86 82 0.512	 111 57 0.661	 15 10 0.600	 136 32 0.810	 88 80 0.524	 79 57 0.581	 - - -	
AQE2 130 37 0.778	 95 73 0.565	 92 76 0.548	 77 77 0.500	 98 70 0.583	 92 76 0.548	 89 79 0.530	 105 63 0.625	 92 76 0.548	 62 74 0.456	 27 65 0.293	
AQE3 130 37 0.778	 94 74 0.560	 96 72 0.571	 69 85 0.448	 100 68 0.595	 85 83 0.506	 70 98 0.417	 98 70 0.583	 91 77 0.542	 71 65 0.522	 26 66 0.283	
DD. (0,1,1) Forecast ± σ 
AQE1 124 43 0.743	 99 69 0.589	 87 81 0.518	 77 77 0.500	 98 70 0.583	 106 62 0.631	 14 11 0.560	 132 36 0.786	 86 82 0.512	 56 80 0.412	 24 68 0.261	
AQE2 132 35 0.790	 102 66 0.607	 98 70 0.583	 70 84 0.455	 98 70 0.583	 88 80 0.524	 94 74 0.560	 110 58 0.655	 90 78 0.536	 63 73 0.463	 26 66 0.283	
AQE3 135 32 0.808	 96 72 0.571	 102 66 0.607	 69 85 0.448	 100 68 0.595	 85 83 0.506	 90 78 0.536	 110 58 0.655	 90 78 0.536	 56 80 0.412	 26 66 0.283	
DD. (1,1,1) Forecast ± 2σ 
AQE1 158 9 0.946	 149 19 0.887	 133 35 0.792	 134 20 0.870	 138 30 0.821	 153 15 0.911	 149 20 0.882	 166 2 0.988	 120 48 0.714	 95 41 0.699	 72 20 0.783	
AQE2 158 9 0.946	 148 20 0.881	 142 26 0.845	 117 37 0.760	 133 35 0.792	 138 30 0.821	 145 23 0.863	 165 3 0.982	 124 44 0.738	 97 39 0.713	 74 18 0.804	
AQE3 159 8 0.952	 150 18 0.893	 141 27 0.839	 120 34 0.779	 128 40 0.762	 134 34 0.798	 136 32 0.810	 163 5 0.970	 121 47 0.720	 96 43 0.691	 72 20 0.783	
DD. (2,1,3) Forecast ± 2σ 
AQE1 159 8 0.952	 144 24 0.857	 133 35 0.792	 137 17 0.890	 153 15 0.911	 155 13 0.923	 153 16 0.905	 164 4 0.976	 121 47 0.720	 121 11 0.917	 - - -	
AQE2 158 9 0.946	 138 30 0.821	 136 32 0.810	 130 24 0.844	 130 38 0.774	 142 26 0.845	 151 17 0.899	 162 6 0.964	 129 39 0.768	 97 39 0.713	 74 18 0.804	
AQE3 159 8 0.952	 140 28 0.833	 137 31 0.815	 114 40 0.740	 123 45 0.732	 134 34 0.798	 157 11 0.935	 159 9 0.946	 128 40 0.762	 122 14 0.897	 72 20 0.783	
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DD. (0,1,1) Forecast ± 2σ 
AQE1 159 8 0.952	 146 22 0.869	 133 35 0.792	 134 20 0.870	 138 30 0.821	 153 15 0.911	 148 21 0.876	 166 2 0.988	 121 47 0.720	 96 40 0.706	 69 23 0.750	
Methods 159 8 0.952	 142 26 0.845	 142 26 0.845	 114 40 0.740	 130 38 0.774	 141 27 0.839	 145 23 0.863	 164 4 0.976	 124 44 0.738	 97 39 0.713	 73 19 0.793	
AQE3 163 4 0.976	 141 27 0.839	 142 26 0.845	 119 35 0.773	 128 40 0.762	 134 34 0.798	 137 31 0.815	 163 5 0.970	 121 47 0.720	 96 43 0.691	 72 20 0.783	
DDCN.	(1,1,1). Forecast ± σ. 	
AQE1	 167	 0	 1.000	 168	 0	 1.000	 163	 5	 0.970	 154	 0	 1.000	 168	 0	 1.000	 168	 0	 1.000	 162	 7	 0.959	 168	 0	 1.000	 167	 1	 0.994	 136	 0	 1.000	 92	 0	 1.000	
AQE2	 167	 0	 1.000	 168	 0	 1.000	 168	 0	 1.000	 154	 0	 1.000	 168	 0	 1.000	 168	 0	 1.000	 168	 0	 1.000	 168	 0	 1.000	 168	 0	 1.000	 136	 0	 1.000	 92	 0	 1.000	
AQE3	 167	 0	 1.000	 168	 0	 1.000	 168	 0	 1.000	 154	 0	 1.000	 168	 0	 1.000	 168	 0	 1.000	 168	 0	 1.000	 168	 0	 1.000	 168	 0	 1.000	 136	 0	 1.000	 92	 0	 1.000	
DDCN.	(2,1,3). Forecast ± σ. 	
AQE1 167 0 1.000	 168 0 1.000	 163 5 0.970	 154 0 1.000	 168 0 1.000	 168 0 1.000	 162 7 0.959	 168 0 1.000	 167 1 0.994	 136 0 1.000	 - - -	
AQE2 167 0 1.000	 168 0 1.000	 168 0 1.000	 154 0 1.000	 168 0 1.000	 168 0 1.000	 168 0 1.000	 168 0 1.000	 168 0 1.000	 136 0 1.000	 92 0 1.000	
AQE3 167 0 1.000	 168 0 1.000	 168 0 1.000	 154 0 1.000	 168 0 1.000	 168 0 1.000	 168 0 1.000	 168 0 1.000	 168 0 1.000	 136 0 1.000	 92 0 1.000	
DDCN.	(0,1,1). Forecast ± σ. 	
AQE1 167 0 1.000	 168 0 1.000	 163 5 0.970	 154 0 1.000	 168 0 1.000	 168 0 1.000	 162 7 0.959	 168 0 1.000	 167 1 0.994	 136 0 1.000	 92 0 1.000	
AQE2 167 0 1.000	 168 0 1.000	 168 0 1.000	 154 0 1.000	 168 0 1.000	 168 0 1.000	 168 0 1.000	 168 0 1.000	 168 0 1.000	 136 0 1.000	 92 0 1.000	
AQE3 167 0 1.000	 168 0 1.000	 168 0 1.000	 154 0 1.000	 168 0 1.000	 168 0 1.000	 168 0 1.000	 168 0 1.000	 168 0 1.000	 136 0 1.000	 92 0 1.000	
DDCN.	(1,1,1). Forecast ± 2σ. 	
AQE1	 167	 0	 1.000	 168	 0	 1.000	 168	 0	 1.000	 154	 0	 1.000	 168	 0	 1.000	 168	 0	 1.000	 166	 		 1.000	 168	 0	 1.000	 168	 0	 1.000	 136	 0	 1.000	 92	 0	 1.000	
AQE2	 167	 0	 1.000	 168	 0	 1.000	 168	 0	 1.000	 154	 0	 1.000	 168	 0	 1.000	 168	 0	 1.000	 168	 0	 1.000	 168	 0	 1.000	 168	 0	 1.000	 136	 0	 1.000	 92	 0	 1.000	
AQE3	 167	 0	 1.000	 168	 0	 1.000	 168	 0	 1.000	 154	 0	 1.000	 168	 0	 1.000	 168	 0	 1.000	 168	 0	 1.000	 168	 0	 1.000	 168	 0	 1.000	 136	 0	 1.000	 92	 0	 1.000	
DDCN.	(2,1,3). Forecast ± 2σ. 	
AQE1 167 0 1.000	 168 0 1.000	 168 0 1.000	 154 0 1.000	 168 0 1.000	 168 0 1.000	 167 2 0.988	 168 0 1.000	 168 0 1.000	 136 0 1.000	 - - -	
AQE2 167 0 1.000	 168 0 1.000	 168 0 1.000	 154 0 1.000	 168 0 1.000	 168 0 1.000	 168 0 1.000	 168 0 1.000	 168 0 1.000	 136 0 1.000	 92 0 1.000	
AQE3 167 0 1.000	 168 0 1.000	 168 0 1.000	 154 0 1.000	 168 0 1.000	 168 0 1.000	 168 0 1.000	 168 0 1.000	 168 0 1.000	 136 0 1.000	 92 0 1.000	
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DDCN.	(0,1,1). Forecast ± 2σ. 	
AQE1 167 0 1.000	 168 0 1.000	 168 0 1.000	 154 0 1.000	 168 0 1.000	 168 0 1.000	 166 3 0.982	 168 0 1.000	 168 0 1.000	 136 0 1.000	 92 0 1.000	
AQE2 167 0 1.000	 168 0 1.000	 168 0 1.000	 154 0 1.000	 168 0 1.000	 168 0 1.000	 168 0 1.000	 168 0 1.000	 168 0 1.000	 136 0 1.000	 92 0 1.000	
AQE3 167 0 1.000	 168 0 1.000	 168 0 1.000	 154 0 1.000	 168 0 1.000	 168 0 1.000	 168 0 1.000	 168 0 1.000	 168 0 1.000	 136 0 1.000	 92 0 1.000	
DDCAN.	(1,1,1). Forecast ± σ. 	
AQE1	 122	 45	 0.731	 133	 35	 0.792	 132	 36	 0.786	 82	 72	 0.532	 100	 68	 0.595	 105	 63	 0.625	 106	 63	 0.627	 111	 57	 0.661	 107	 61	 0.637	 66	 70	 0.485	 24	 68	 0.261	
AQE2	 126	 41	 0.754	 122	 46	 0.726	 98	 70	 0.583	 75	 79	 0.487	 105	 63	 0.625	 87	 81	 0.518	 121	 47	 0.720	 110	 58	 0.655	 103	 65	 0.613	 68	 68	 0.500	 26	 66	 0.283	
AQE3	 130	 37	 0.778	 111	 57	 0.661	 103	 65	 0.613	 75	 79	 0.487	 106	 62	 0.631	 86	 82	 0.512	 113	 55	 0.673	 109	 59	 0.649	 101	 67	 0.601	 66	 70	 0.485	 26	 66	 0.283	
DDCAN.	(2,1,3). Forecast ± σ. 	
AQE1	 124	 43	 0.743	 124	 44	 0.738	 124	 44	 0.738	 92	 62	 0.597	 120	 48	 0.714	 111	 57	 0.661	 125	 44	 0.740	 107	 61	 0.637	 110	 58	 0.655	 105	 31	 0.772	 -	 -	 -	
AQE2	 130	 37	 0.778	 114	 54	 0.679	 92	 76	 0.548	 78	 76	 0.506	 140	 28	 0.833	 92	 76	 0.548	 138	 30	 0.821	 105	 63	 0.625	 111	 57	 0.661	 103	 33	 0.757	 -	 -	 -	
AQE3	 130	 37	 0.778	 108	 60	 0.643	 97	 71	 0.577	 83	 71	 0.539	 132	 36	 0.786	 91	 77	 0.542	 26	 42	 0.382	 98	 70	 0.583	 107	 61	 0.637	 95	 41	 0.699	 -	 -	 -	
DDCAN.	(0,1,1). Forecast ± σ. 	
AQE1 137 37 0.787	 123 45 0.732	 132 36 0.786	 82 72 0.532	 100 68 0.595	 106 62 0.631	 108 61 0.639	 111 57 0.661	 107 61 0.637	 68 68 0.500	 24 68 0.261	
AQE2 132 35 0.790	 112 56 0.667	 98 70 0.583	 57 59 0.491	 1405 63 0.957	 88 80 0.524	 121 47 0.720	 110 58 0.655	 103 65 0.613	 68 68 0.500	 26 66 0.283	
AQE3 135 32 0.808	 109 9 0.924	 103 65 0.613	 74 80 0.481	 106 62 0.631	 86 82 0.512	 113 55 0.673	 110 58 0.655	 101 67 0.601	 66 70 0.485	 26 66 0.283	
DDCAN.	(1,1,1). Forecast ± 2σ. 	
AQE1	 158	 9	 0.946	 158	 10	 0.940	 149	 19	 0.887	 135	 19	 0.877	 148	 20	 0.881	 153	 15	 0.911	 157	 12	 0.929	 166	 2	 0.988	 145	 23	 0.863	 109	 27	 0.801	 72	 20	 0.783	
AQE2	 158	 9	 0.946	 154	 14	 0.917	 142	 26	 0.845	 134	 20	 0.870	 154	 14	 0.917	 138	 30	 0.821	 162	 6	 0.964	 165	 3	 0.982	 141	 27	 0.839	 108	 28	 0.794	 74	 18	 0.804	
AQE3	 159	 8	 0.952	 152	 16	 0.905	 141	 27	 0.839	 132	 22	 0.857	 155	 13	 0.923	 134	 34	 0.798	 159	 9	 0.946	 163	 5	 0.970	 136	 32	 0.810	 104	 32	 0.765	 72	 20	 0.783	
DDCAN.	(2,1,3). Forecast ± 2σ. 	
AQE1	 159	 8	 0.952	 154	 14	 0.917	 148	 20	 0.881	 137	 17	 0.890	 158	 10	 0.940	 155	 13	 0.923	 165	 4	 0.976	 164	 4	 0.976	 151	 17	 0.899	 130	 6	 0.956	 -	 -	 -	
AQE2	 158	 9	 0.946	 150	 18	 0.893	 137	 31	 0.815	 134	 20	 0.870	 168	 0	 1.000	 142	 26	 0.845	 166	 2	 0.988	 162	 6	 0.964	 144	 24	 0.857	 132	 4	 0.971	 -	 -	 -	
AQE3	 159	 8	 0.952	 151	 17	 0.899	 137	 31	 0.815	 140	 14	 0.909	 168	 0	 1.000	 134	 34	 0.798	 167	 1	 0.994	 159	 9	 0.946	 139	 29	 0.827	 130	 6	 0.956	 -	 -	 -	
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DDCAN.	(0,1,1). Forecast ± 2σ. 	
AQE1 159 8 0.952	 156 12 0.929	 149 19 0.887	 135 19 0.877	 148 20 0.881	 153 15 0.911	 157 12 0.929	 166 2 0.988	 145 23 0.863	 109 27 0.801	 69 23 0.750	
AQE2 159 8 0.952	 152 16 0.905	 142 26 0.845	 134 20 0.870	 154 14 0.917	 141 27 0.839	 162 6 0.964	 164 4 0.976	 141 27 0.839	 108 28 0.794	 73 19 0.793	






WK1-WK2 WK2-WK3 WK3-WK4 WK4-WK5 WK5-WK6 WK6-WK7 WK7-WK8 WK8-WK9 WK9-WK10 WK10-WK11 WK11-WK12 
TP FN Accuracy	 TP FN Accuracy	 TP FN Accuracy	 TP FN Accuracy	 TP FN Accuracy	 TP FN Accuracy	 TP FN Accuracy	 TP FN Accuracy	 TP FN Accuracy	 TP FN Accuracy	 TP FN Accuracy	
DD. (1,1,1) Forecast ± σ 
AQE1 145 22 0.868	 28 140 0.167	 57 111 0.339	 102 52 0.662 109 59 0.649 147 21 0.875 11 14 0.440	 84 84 0.5 96 72 0.571	 60 76 0.441	 76 16 0.826	
AQE2 141 26 0.844	 45 123 0.268	 108 60 0.643	 45 109 0.292 102 66 0.607 136 32 0.81 31 137 0.185	 112 56 0.667 100 68 0.595	 65 71 0.478	 76 16 0.826	
AQE3 148 19 0.886	 67 101 0.399	 105 63 0.625	 44 110 0.286 97 71 0.577 127 41 0.756 23 145 0.137	 104 64 0.619 99 69 0.589	 60 76 0.441	 52 40 0.565	
DD. (0,1,1) Forecast ± σ 
AQE1 150 17 0.898	 29 139 0.173	 120 48 0.714	 50 104 0.325	 109 59 0.649	 147 21 0.875	 11 14 0.440	 101 67 0.601	 95 73 0.565	 60 76 0.441	 68 24 0.739	
AQE2 146 21 0.874	 44 124 0.262	 108 60 0.643	 45 109 0.292	 102 66 0.607	 136 32 0.810	 31 137 0.185	 112 56 0.667	 99 69 0.589	 65 71 0.478	 68 24 0.739	
AQE3 151 16 0.904	 64 104 0.381	 105 63 0.625	 44 110 0.286	 99 69 0.589	 127 41 0.756	 25 143 0.149	 106 62 0.631	 99 69 0.589	 60 76 0.441	 52 40 0.565	
DD. (1,1,1) Forecast ± 2σ 
AQE1 165 2 0.988	 93 75 0.554	 139 29 0.827	 135 19 0.877	 158 10 0.940	 164 4 0.976	 114 55 0.675	 158 10 0.940	 128 40 0.762	 104 32 0.765	 90 2 0.978	
AQE2 165 2 0.988	 97 71 0.577	 159 9 0.946	 100 54 0.649	 158 10 0.940	 157 11 0.935	 100 68 0.595	 157 11 0.935	 126 42 0.750	 103 33 0.757	 91 1 0.989	
AQE3 165 2 0.988	 108 60 0.643	 155 13 0.923	 92 62 0.597	 153 15 0.911	 157 11 0.935	 96 72 0.571	 154 14 0.917	 125 43 0.744	 100 36 0.735	 92 0 1.000	
DD. (0,1,1) Forecast ± 2σ 
AQE1 166 1 0.994	 96 75 0.561	 155 13 0.923	 111 43 0.721	 158 10 0.940	 164 4 0.976	 114 55 0.675	 158 10 0.940	 128 40 0.762	 104 32 0.765	 90 2 0.978	
AQE2 165 2 0.988	 97 71 0.577	 159 9 0.946	 100 54 0.649	 158 10 0.940	 157 11 0.935	 101 67 0.601	 157 11 0.935	 125 43 0.744	 109 33 0.768	 92 0 1.000	
AQE3 165 2 0.988	 106 62 0.631	 155 13 0.923	 92 62 0.597	 153 15 0.911	 157 11 0.935	 97 71 0.577	 154 14 0.917	 124 44 0.738	 100 36 0.735	 92 0 1.000	
DDCN.	(1,1,1). Forecast ± σ. 	
AQE1	 167	 0	 1.000	 167	 1	 0.994	 166	 2	 0.988	 152	 2	 0.987	 165	 3	 0.982	 167	 1	 0.994	 158	 11	 0.935	 168	 0	 1.000	 165	 3	 0.982	 132	 4	 0.971	 91	 1	 0.989	
AQE2	 167	 0	 1.000	 167	 1	 0.994	 167	 1	 0.994	 153	 1	 0.994	 168	 0	 1.000	 168	 0	 1.000	 166	 2	 0.988	 168	 0	 1.000	 168	 0	 1.000	 136	 0	 1.000	 92	 0	 1.000	
AQE3	 167	 0	 1.000	 167	 1	 0.994	 166	 2	 0.988	 154	 0	 1.000	 167	 1	 0.994	 166	 2	 0.988	 166	 2	 0.988	 167	 1	 0.994	 166	 2	 0.988	 136	 0	 1.000	 92	 0	 1.000	
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DDCN.	(0,1,1). Forecast ± σ. 	
AQE1 167 0 1.000	 167 1 0.994	 168 0 1.000	 152 2 0.987	 165 3 0.982	 167 1 0.994	 158 11 0.935	 168 0 1.000	 165 3 0.982	 132 4 0.971	 91 1 0.989	
AQE2 167 0 1.000	 167 1 0.994	 167 1 0.994	 153 1 0.994	 168 0 1.000	 168 0 1.000	 166 2 0.988	 168 0 1.000	 168 0 1.000	 136 0 1.000	 92 0 1.000	
AQE3 167 0 1.000	 167 1 0.994	 166 2 0.988	 154 0 1.000	 167 1 0.994	 166 2 0.988	 166 2 0.988	 167 1 0.994	 166 2 0.988	 136 0 1.000	 92 0 1.000	
DDCN.	(,1,1). Forecast ± 2σ. 	
AQE1	 167	 0	 1.000	 168	 0	 1.000	 168	 0	 1.000	 154	 0	 1.000	 168	 0	 1.000	 168	 0	 1.000	 166	 3	 0.982	 168	 0	 1.000	 168	 0	 1.000	 136	 0	 1.000	 92	 0	 1.000	
AQE2	 167	 0	 1.000	 168	 0	 1.000	 168	 0	 1.000	 154	 0	 1.000	 168	 0	 1.000	 68	 0	 1.000	 168	 0	 1.000	 168	 0	 1.000	 168	 0	 1.000	 136	 0	 1.000	 92	 0	 1.000	
AQE3	 167	 0	 1.000	 168	 0	 1.000	 168	 0	 1.000	 154	 0	 1.000	 168	 0	 1.000	 167	 1	 0.994	 168	 0	 1.000	 168	 0	 1.000	 168	 0	 1.000	 136	 0	 1.000	 92	 0	 1.000	
DDCN.	(0,1,1). Forecast ± 2σ. 	
AQE1 167 0 1.000	 168 0 1.000	 168 0 1.000	 154 0 1.000	 168 0 1.000	 168 0 1.000	 166 3 0.982	 168 0 1.000	 168 0 1.000	 136 0 1.000	 92 0 1.000	
AQE2 167 0 1.000	 168 0 1.000	 168 0 1.000	 154 0 1.000	 168 0 1.000	 168 0 1.000	 168 0 1.000	 168 0 1.000	 168 0 1.000	 136 0 1.000	 92 0 1.000	
AQE3 167 0 1.000	 168 0 1.000	 154 0 1.000	 168 0 1.000	 167 1 0.994	 168 0 1.000	 168 0 1.000	 168 0 1.000	 168 0 1.000	 136 0 1.000	 92 0 1.000	
DDCAN.	(1,1,1). Forecast ± σ. 	
AQE1	 145	 22	 0.868	 81	 87	 0.482	 124	 44	 0.738	 102	 52	 0.662	 114	 54	 0.679	 147	 21	 0.875	 59	 110	 0.349	 118	 50	 0.702	 120	 48	 0.714	 75	 61	 0.551	 76	 16	 0.826	
AQE2	 141	 26	 0.844	 79	 89	 0.470	 136	 32	 0.810	 103	 51	 0.669	 119	 49	 0.708	 136	 32	 0.810	 73	 95	 0.435	 112	 56	 0.667	 115	 53	 0.685	 73	 63	 0.537	 76	 16	 0.826	
AQE3	 148	 19	 0.886	 81	 87	 0.482	 125	 43	 0.744	 99	 55	 0.643	 118	 50	 0.702	 129	 39	 0.768	 76	 92	 0.452	 104	 64	 0.619	 111	 57	 0.661	 71	 65	 0.522	 60	 32	 0.652	
DDCAN.	(0,1,1). Forecast ± σ. 	
AQE1 150 17 0.898	 77 91 0.458	 137 31 0.815	 66 88 0.429	 14 54 0.206	 47 21 0.691	 59 110 0.349	 117 51 0.696	 119 49 0.708	 75 61 0.551	 68 24 0.739	
AQE2 146 21 0.874	 76 92 0.452	 134 34 0.798	 57 97 0.370	 119 49 0.708	 136 32 0.810	 73 95 0.435	 112 56 0.667	 114 54 0.679	 73 63 0.537	 68 24 0.739	
AQE3 151 16 0.904	 81 87 0.482	 135 33 0.804	 63 91 0.409	 118 50 0.702	 129 39 0.768	 76 92 0.452	 106 62 0.631	 111 57 0.661	 71 65 0.522	 52 40 0.565	
DDCAN.	(1,1,1). Forecast ± 2σ. 	
AQE1	 165	 2	 0.988	 130	 38	 0.774	 164	 4	 0.976	 135	 19	 0.877	 162	 6	 0.964	 164	 4	 0.976	 118	 51	 0.698	 158	 10	 0.940	 152	 16	 0.905	 111	 25	 0.816	 90	 2	 0.978	
AQE2	 165	 2	 0.988	 126	 42	 0.750	 163	 5	 0.970	 138	 16	 0.896	 163	 5	 0.970	 157	 11	 0.935	 123	 45	 0.732	 157	 11	 0.935	 147	 21	 0.875	 107	 29	 0.787	 91	 1	 0.989	
AQE3	 165	 2	 0.988	 123	 45	 0.732	 163	 5	 0.970	 137	 17	 0.890	 163	 5	 0.970	 157	 11	 0.935	 120	 48	 0.714	 154	 14	 0.917	 146	 22	 0.869	 104	 32	 0.765	 92	 0	 1.000	
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DDCAN.	(0,1,1). Forecast ± 2σ. 	
AQE1 166 1 0.994	 128 40 0.762	 164 4 0.976	 128 26 0.831	 162 6 0.964	 164 4 0.976	 119 50 0.704	 158 10 0.940	 152 16 0.905	 111 25 0.816	 90 2 0.978	
AQE2 165 2 0.988	 124 44 0.738	 160 8 0.952	 127 27 0.825	 163 5 0.970	 157 11 0.935	 123 45 0.732	 157 11 0.935	 147 21 0.875	 107 29 0.787	 92 0 1.000	



































































egg1Summary	 <-	 egg1[,-11]	 %>%	 group_by(dfactor)	 %>%	 summarise(meantemp=mean(temperature.degC.,	 na.rm=TRUE),	 meanNO2=mean(no2.ppb.,	 na.rm=TRUE),	
meanCO=mean(co.ppm.,	na.rm=TRUE),	meanHumidity=mean(humidity...,	na.rm=TRUE),	n())	
egg2Summary	 <-	 egg2[,-11]	 %>%	 group_by(dfactor)	 %>%	 summarise(meantemp=mean(temperature.degC.,	 na.rm=TRUE),	 meanNO2=mean(no2.ppb.,	 na.rm=TRUE),	
meanCO=mean(co.ppm.,	na.rm=TRUE),	meanHumidity=mean(humidity...,	na.rm=TRUE),	n())	
egg3Summary	 <-	 egg3[,-11]	 %>%	 group_by(dfactor)	 %>%	 summarise(meantemp=mean(temperature.degC.,	 na.rm=TRUE),	 meanNO2=mean(no2.ppb.,	 na.rm=TRUE),	
meanCO=mean(co.ppm.,	na.rm=TRUE),	meanHumidity=mean(humidity...,	na.rm=TRUE),	n())	
	
ecanconverted	<-	convertTime(ecan)	
	
allData	<-	joinAllEgg(egg1Summary,	egg2Summary,	egg3Summary,	ecanconverted,	9,	12,	12,	4)	
	
#manually	calculate	ARIMA	from	stats	package	
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best.aic<-1e8	
#maxord	<-	data.frame(5,5,5)	
x.ts	<-	temperature	
n<-length(x.ts)	
#for(p	in	0:maxord[1])	for(d	in	0:maxord[2])	for(q	in	0:maxord[3])	
for(p	in	0:5)	for(d	in	0:2)	for(q	in	0:5)			
{				
		fit<-arima(x.ts,order=c(p,d,q),	optim.control	=	list(maxit	=	1000))	
		fit.aic<--2*fit$loglik+(log(n)+1)*length(fit$coef)	
		if(fit.aic<best.aic)	
		{	
				best.aic<-fit.aic	
				best.fit<-fit	
				best.model<-c(p,d,q)	
		}	
}	
list(best.aic,best.fit,best.model)	
	
	
###	FUNCTIONS	
##	DATA	ANALYSIS	FUNCTION	
#combine	2	data	with	similar	date	and	time	
#dest	and	source	assume	have	a	date	field	
#REQUIREMENTS:	dest	needs	to	be	formatted	into	H:M:S	(orignial	format	only	H)	
integrateData	<-	function(source,	dest,	newVar)	{	
		source	<-	ecanw2	
		dest	<-	egg1w2Sorted	
		destLength	<-	length(dest[[1]])	
		
		#create	empty	new	column	
		newVar	<-	c(rep(NA,destLength))	
	
		for(index	in	1:destLength)	
		{	
				position	<-	match(as.POSIXct(dest$Group.date[index],	"%Y/%m/%d	%H:%M:%S",	tz=""),as.POSIXct(source$date,"%Y/%m/%d	%H:%M:%S",	tz=""))	
					
				if(!is.na(position))	{	
						newVar[index]	<-	source$Temperature.2m..DegC.[position]	
				}		
		}	
	
				dest	<-	cbind(dest,newVar)	
}	
	
##join	all	eggs	into	columns	
##src1	=	egg1,	src2	=	egg2,	src3	=	egg3,	src4	=	ecan	
##internally,	change	the	variable	
##return	variables	with	more	rows	
joinAllEgg	<-	function(src1,	src2,	src3,	src4,	startmonth,	endmonth,	startday,	endday)	{	
		newDate	<-	seq(ISOdatetime(2016,	startmonth,	startday,	9,0,0,	tz=""),ISOdate(2016,	endmonth,	endday,	23,0,0,	tz=""),	"hour")	
		ldata	<-	length(newDate)	
			
		#create	empty	new	column	
		#CO	
		AQE1CO	<-	c(rep(NA,ldata))	
		AQE2CO	<-	c(rep(NA,ldata))	
		AQE3CO	<-	c(rep(NA,ldata))	
		ECanCO	<-	c(rep(NA,ldata))	
		#no2	
		AQE1NO2	<-	c(rep(NA,ldata))	
		AQE2NO2	<-	c(rep(NA,ldata))	
		AQE3NO2	<-	c(rep(NA,ldata))	
		ECanNO2	<-	c(rep(NA,ldata))	
		#temperature	
		AQE1Temp	<-	c(rep(NA,ldata))	
		AQE2Temp	<-	c(rep(NA,ldata))	
		AQE3Temp	<-	c(rep(NA,ldata))	
		ECanTemp	<-	c(rep(NA,ldata))	
		#humidity	
		AQE1Hum	<-	c(rep(NA,ldata))	
		AQE2Hum	<-	c(rep(NA,ldata))	
		AQE3Hum	<-	c(rep(NA,ldata))	
		ECanHum	<-	c(rep(NA,ldata))	
			
		for(loop	in	1:	ldata)	{	
				#pay	attention	to	different	date	format	across	OS	
				#position1	<-	match(newDate[loop],as.POSIXlt(reconstructDate(src1$dfactor),"%Y-%m-%d	%H:%M:%S",	tz=""))	
				position1	<-	match(newDate[loop],as.POSIXct(src1$dfactor,"%Y-%m-%d	%H:%M:%S",	tz=""))	
				#position2	<-	match(newDate[loop],as.POSIXlt(reconstructDate(src2$dfactor),"%Y-%m-%d	%H:%M:%S",	tz=""))	
				position2	<-	match(newDate[loop],as.POSIXct(src2$dfactor,"%Y-%m-%d	%H:%M:%S",	tz=""))	
				#position3	<-	match(newDate[loop],as.POSIXlt(reconstructDate(src3$dfactor),"%Y-%m-%d	%H:%M:%S",	tz=""))	
				position3	<-	match(newDate[loop],as.POSIXct(src3$dfactor,"%Y-%m-%d	%H:%M:%S",	tz=""))	
				position4	<-	match(newDate[loop],as.POSIXct(src4$date,"%Y-%m-%d	%H:%M:%S",	tz=""))	
	
				if(!is.na(position1))	{	
						#AQE1[loop]	<-	src1$x[position1]	
						AQE1CO[loop]	<-	src1$meanCO[position1]	
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						AQE1NO2[loop]	<-	src1$meanNO2[position1]	
						AQE1Temp[loop]	<-	src1$meantemp[position1]	
						AQE1Hum[loop]	<-	src1$meanHumidity[position1]	
				}	
				if(!is.na(position2))	{	
						#AQE2[loop]	<-	src2$x[position2]	
						AQE2CO[loop]	<-	src2$meanCO[position2]	
						AQE2NO2[loop]	<-	src2$meanNO2[position2]	
						AQE2Temp[loop]	<-	src2$meantemp[position2]	
						AQE2Hum[loop]	<-	src2$meanHumidity[position2]	
				}	
				if(!is.na(position3))	{	
						#AQE3[loop]	<-	src3$x[position3]	
						AQE3CO[loop]	<-	src3$meanCO[position3]	
						AQE3NO2[loop]	<-	src3$meanNO2[position3]	
						AQE3Temp[loop]	<-	src3$meantemp[position3]	
						AQE3Hum[loop]	<-	src3$meanHumidity[position3]	
				}	
				if(!is.na(position4))	{	
						ECanCO[loop]	<-	src4$CO..mg.m3.[position4]	
						ECanNO2[loop]	<-	src4$NO2..ug.m3.[position4]	
						ECanTemp[loop]	<-	src4$Temperature.2m..DegC.[position4]	
						ECanHum[loop]	<-	src4$Relative.humidity....[position4]	
				}	
		}	
		newData	<-	data.frame(newDate,	AQE1CO,	AQE2CO,	AQE3CO,	ECanCO,	AQE1NO2,	AQE2NO2,	AQE3NO2,	ECanNO2,	AQE1Temp,	AQE2Temp,	AQE3Temp,	ECanTemp,	
AQE1Hum,	AQE2Hum,	AQE3Hum,	ECanHum)	
		newData	
}	
	
#ECan	date	format	is	not	recognized	by	R	
#convert	a.m./p.m.	into	recognizable	R	time	format	
#this	function	also	address	the	format	of	12:00:00	p.m.	and	12:00:00	a.m.	
#return	standard	date	format	in	R:	%Y-%m-%d	
convertTime	<-	function(x)	{	
		x$date	<-	as.POSIXlt(x$DateTime,	"%d/%m/%Y	%H:%M:%S",	tz="")	
		lengthDate	<-	length(x$DateTime)	
		for(index	in	1:lengthDate)	{	
				#dTime	<-	gsub("([0-9]{2}/[0-9]{2}/[0-9]{4}[	])",	"",	x$DateTime[index])	
				#dTime	<-	strsplit(dTime,	"	")	
				dTime	<-	strsplit(x$DateTime[index],	"	")	
				if(dTime[[1]][3]	==	"p.m."	&&	dTime[[1]][2]	!=	"12:00:00")	{	
						x$date[index]	<-	x$date[index]	+	12*60*60	
				}	
				else	if(dTime[[1]][3]	==	"a.m."	&&	dTime[[1]][2]	==	"12:00:00")	{	
						x$date[index]	<-	as.POSIXlt(paste0(dTime[[1]][1],"	00:00:00"),"%d/%m/%Y	%H:%M:%S",	tz="")	
				}	
		}	
		x	
}	
	
##	Sample	of	running	ANN	simulations	using	GB	method	
##	Running	ANN	simulations	and	save	to	file	
##	on	LINUX	
learningRate	<-	c(0.1,0.5,0.01,0.05,0.001,0.005,0.0001,0.0005,0.00001,0.00005)	
repRate	<-	c(1,10,100,500,1000,5000,10000,50000)	
numOfCV	<-	c(5,	10)	
bestIterMethods	<-	c("cv",	"test",	"OOB")	
trainPct	<-	c(0.5,	0.75,	0.9)	
bagFraction	<-	c(0.5,	0.75)	
	
lengthLR	<-	length(learningRate)	
lengthRR	<-	length(repRate)	
lengthCV	<-	length(numOfCV)	
lengthIterMethod	<-	length(bestIterMethods)	
lengthTrainPct	<-	length(trainPct)	
lengthBagFrac	<-	length(bagFraction)	
totalCom	<-	lengthLR	*	lengthRR	*	lengthCV	*	lengthIterMethod	*	lengthTrainPct	*	lengthBagFrac	
	
temp_trainrsquared	<-	c(rep(NA,	totalCom))	
temp_tesrsquared	<-	c(rep(NA,	totalCom))	
temp_rmse	<-	c(rep(NA,	totalCom))	
temp_d	<-	c(rep(NA,	totalCom))	
temp_LR	<-	c(rep(NA,	totalCom))	
temp_RR	<-	c(rep(NA,	totalCom))	
temp_CV	<-	c(rep(NA,	totalCom))	
temp_trainPct	<-	c(rep(NA,	totalCom))	
temp_itermethod	<-	c(rep(NA,	totalCom))	
temp_bagFr	<-	c(rep(NA,	totalCom))	
	
indexCount	<-	1	
	
for	(act	in	1:lengthIterMethod)	
{	
		for	(bagF	in	1:lengthBagFrac)	
		{	
				for	(h	in	1:lengthCV)	
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				{	
						for	(pct	in	1:lengthTrainPct)	
						{	
								for	(lr	in	1:lengthLR)	
								{	
										for	(rr	in	1:lengthRR)	
										{	
												result	<-	runningANNwithBoosting(ECanNO2	~	AQE1NO2	+	AQE2NO2	+	AQE3NO2,	noNAAllDataNO2,	c(7:9),	10,		learningRate[lr],	repRate[rr],	trainPct[pct],	0.5,	
numOfCV[h],	bestIterMethods[act],	bagFraction[bagF])	
	
												temp_itermethod[indexCount]	<-	bestIterMethods[act]	
												temp_bagFr[indexCount]	<-	bagFraction[bagF]	
												temp_CV[indexCount]	<-	numOfCV[h]	
												temp_trainPct[indexCount]	<-	trainPct[pct]	
												temp_LR[indexCount]	<-	learningRate[lr]	
												temp_RR[indexCount]	<-	repRate[rr]	
												temp_trainrsquared[indexCount]	<-	round(result$trainRSquare,3)	
												temp_tesrsquared[indexCount]	<-	round(result$tesRsquare,3)	
												temp_rmse[indexCount]	<-	round(result$rmse,3)	
												temp_d[indexCount]	<-	round(result$d,3)	
	
												indexCount	<-	indexCount	+	1	
										}	
								}	
						}	
				}	
		}	
}	
	
allResult	<-	data.frame(iterationmethod=temp_itermethod,bagFraction=temp_bagFr,	CV=temp_CV,trainingPct=temp_trainPct,	learningParameter=temp_LR,	
epoch=temp_RR,	r2training=temp_trainrsquared,	r2tes=temp_tesrsquared,rmse=temp_rmse,	d=temp_d,	trainpct=temp_trainPct)	
write.csv(allResult,	"simulationResult3InputsCONormalised.csv")	
	
	
	
##	OUTLIER	MODULE	FUNCTIONS	
#x	is	forecast,	h	is	next	month's	data	
flagOutlierCO	<-	function(x,h)	
{	
		countFN	<-	0	
		countTP	<-	0	
		numLoop	<-	length(x$mean)	
		for(loop	in	1:numLoop)	
		{	
				if(is.na(h$meanCO[loop])	||	is.na(x$mean[loop]))	
				{	
						next	
				}	
						if(x$mean[loop]	+	stdDevCO	<	h$meanCO[loop]	||	x$mean[loop]	-	stdDevCO	>	h$meanCO[loop])	
				{	
						countFN	<-	countFN	+1	
				}		
				if(x$mean[loop]	+	stdDevCO	>=	h$meanCO[loop]	&&	x$mean[loop]	-	stdDevCO	<=	h$meanCO[loop])	
				{	
						countTP	<-	countTP	+	1	
				}	
		}	
		count	<-	data.frame(TP	=	countTP,	FN	=	countFN)	
		return(count)	
}	
	
#x	is	ARIMA	prediction	
#h	is	next	slot	to	be	verified	
#y	is	list	of	neighbor	
flagOutlierCOWithCheckNeighbor	<-	function(x,h,y)	
{	
		countFN	<-	0	
		countTP	<-	0	
		numLoop	<-	length(x$mean)	
		#count	the	number	of	neighbor	and	compare	with	all	of	them	
		numNeighbor	<-	length(y)	
			
		for(loop	in	1:numLoop)	
		{	
				if(is.na(h$meanCO[loop])	||	is.na(x$mean[loop]))	
				{	
						next	
				}	
				if(x$mean[loop]	+	(2*stdDevCO)	<	h$meanCO[loop]	||	x$mean[loop]	-	(2*stdDevCO)	>	h$meanCO[loop])	
				{	
						#it's	about	to	be	flagged,	but	first	check	the	neighbor	
						#flagged	only	if	the	value	is	over	all	the	neighbor's	value	
						flaggedOutlier	<-	0	
						for(loopNeighbor	in	1:	numNeighbor)	
						{	
								#the	number	of	rows	may	be	different	
								if(is.na(h$meanCO[loop])	||	is.na(y[[loopNeighbor]]$meanCO[loop]))	
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								{	
										next	
								}	
								if(y[[loopNeighbor]]$meanCO[loop]	+	(2*stdDevNeighbor[loopNeighbor,1])	<		h$meanCO[loop]	||	y[[loopNeighbor]]$meanCO[loop]	-	
(2*stdDevNeighbor[loopNeighbor,1])	>	h$meanCO[loop]	)									
								{	
										flaggedOutlier	<-	flaggedOutlier	+	1	
								}	
						}	
						#only	flagged	if	the	value	out	of	the	range	of	all	neighbor	
						if(flaggedOutlier	==	numNeighbor)	
						{	
								countFN	<-	countFN	+1	
						}	else	{	
								#flagged	as	TP	
								countTP	<-	countTP	+1	
						}	
				}		
				if(x$mean[loop]	+	(2*stdDevCO)	>=	h$meanCO[loop]	&&	x$mean[loop]	-	(2*stdDevCO)	<=	h$meanCO[loop])	
				{	
						countTP	<-	countTP	+	1	
				}	
		}	
		count	<-	data.frame(TP	=	countTP,	FN	=	countFN)	
		return(count)	
}	
	
#x	is	ARIMA	prediction	
#h	is	next	slot	to	be	verified	
#y	is	list	of	neighbors'	arima	model	
flagOutlierCOWithCheckNeighborUsingOwnModel	<-	function(x,h,y)	
{	
		countFN	<-	0	
		countTP	<-	0	
		numLoop	<-	length(x$mean)	
		#count	the	number	of	neighbor	and	compare	with	all	of	them	
		numNeighbor	<-	length(y)	
			
		for(loop	in	1:numLoop)	
		{	
				if(is.na(h$meanCO[loop])	||	is.na(x$mean[loop]))	
				{	
						next	
				}	
				if(x$mean[loop]	+	(2*stdDevCO)	<	h$meanCO[loop]	||	x$mean[loop]	-	(2*stdDevCO)	>	h$meanCO[loop])	
				{	
						#it's	about	to	be	flagged,	but	first	check	the	neighbor	
						#flagged	only	if	the	value	is	over	all	the	neighbor's	value	
						flaggedOutlier	<-	0	
						for(loopNeighbor	in	1:	numNeighbor)	
						{	
								#the	number	of	rows	may	be	different	
								if(is.na(h$meanCO[loop])	||	is.na(y[[loopNeighbor]]$mean[loop]))	
								{	
										next	
								}	
								if(y[[loopNeighbor]]$mean[loop]	+	(2*stdDevNeighbor[loopNeighbor,1])	<	h$meanCO[loop]	||	y[[loopNeighbor]]$mean[loop]	-	(2*stdDevNeighbor[loopNeighbor,1])	
>	h$meanCO[loop])	
								{	
										flaggedOutlier	<-	flaggedOutlier	+	1	
								}	
						}	
						#only	flagged	if	the	value	out	of	the	range	of	all	neighbor	
						if(flaggedOutlier	==	numNeighbor)	
						{	
								countFN	<-	countFN	+1	
						}	else	{	
								#flagged	as	TP	
								countTP	<-	countTP	+1	
						}	
				}		
				if(x$mean[loop]	+	(2*stdDevCO)	>=	h$meanCO[loop]	&&	x$mean[loop]	-	(2*stdDevCO)	<=	h$meanCO[loop])	
				{	
						countTP	<-	countTP	+	1	
				}	
		}	
		count	<-	data.frame(TP	=	countTP,	FN	=	countFN)	
		return(count)	
}	
	
flagOutlierHum	<-	function(x,h)	
{	
		countFN	<-	0	
		countTP	<-	0	
		numLoop	<-	length(x$mean)	
		for(loop	in	1:numLoop)	
		{	
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				if(is.na(x$mean[loop])	||	is.na(h$meanHumidity[loop]))	
				{	
						next	
				}	
				if(x$mean[loop]	+	(2*stdDevHum)	<	h$meanHumidity[loop]	||	x$mean[loop]	-	(2*stdDevHum)	>	h$meanHumidity[loop])	
				{	
						countFN	<-	countFN	+1	
				}	
				if(x$mean[loop]	+	(2*stdDevHum)	>=	h$meanHumidity[loop]	&&	x$mean[loop]	-	(2*stdDevHum)	<=	h$meanHumidity[loop])	
				{	
						countTP	<-	countTP	+1	
				}	
		}	
		count	<-	data.frame(TP	=	countTP,	FN	=	countFN)	
		return(count)	
}	
	
#x	is	ARIMA	prediction	
#h	is	next	slot	to	be	verified	
#y	is	list	of	neighbor	
flagOutlierHumWithCheckNeighbor	<-	function(x,h,y)	
{	
		countFN	<-	0	
		countTP	<-	0	
		numLoop	<-	length(x$mean)	
		#count	the	number	of	neighbor	and	compare	with	all	of	them	
		numNeighbor	<-	length(y)	
			
		for(loop	in	1:numLoop)	
		{	
				#the	number	of	rows	may	be	different	
				if(is.na(x$mean[loop])	||	is.na(h$meanHumidity[loop]))	
				{	
						next	
				}	
				if(x$mean[loop]	+	(2*stdDevHum)	<	h$meanHumidity[loop]	||	x$mean[loop]	-	(2*stdDevHum)	>	h$meanHumidity[loop])	
				{	
						#it's	about	to	be	flagged,	but	first	check	the	neighbor	
						#flagged	only	if	the	value	is	over	all	the	neighbor's	value	
						flaggedOutlier	<-	0	
						for(loopNeighbor	in	1:	numNeighbor)	
						{	
								#the	number	of	rows	may	be	different	
								if(is.na(h$meanHumidity[loop])	||	is.na(y[[loopNeighbor]]$meanHumidity[loop]))	
								{	
										next	
								}	
									
								if(y[[loopNeighbor]]$meanHumidity[loop]	+	(2*stdDevNeighbor[loopNeighbor,1])	<		h$meanHumidity[loop]	||	y[[loopNeighbor]]$meanHumidity[loop]	-	
(2*stdDevNeighbor[loopNeighbor,1])	>	h$meanHumidity[loop]	)	
								{	
										flaggedOutlier	<-	flaggedOutlier	+	1	
								}	
						}	
						#only	flagged	if	the	value	out	of	the	range	of	all	neighbor	
						if(flaggedOutlier	==	numNeighbor)	
						{	
								countFN	<-	countFN	+1	
						}	else	{	
								#flagged	as	TP	
								countTP	<-	countTP	+1	
						}	
				}	
				if(x$mean[loop]	+	(2*stdDevHum)	>=	h$meanHumidity[loop]	&&	x$mean[loop]	-	(2*stdDevHum)	<=	h$meanHumidity[loop])	
				{	
						countTP	<-	countTP	+1	
				}	
		}	
		count	<-	data.frame(TP	=	countTP,	FN	=	countFN)	
		return(count)	
}	
	
#x	is	ARIMA	prediction	
#h	is	next	slot	to	be	verified	
#y	is	list	of	neighbors'	arima	model	
flagOutlierHumWithCheckNeighborUsingOwnModel	<-	function(x,h,y)	
{	
		countFN	<-	0	
		countTP	<-	0	
		numLoop	<-	length(x$mean)	
		#count	the	number	of	neighbor	and	compare	with	all	of	them	
		numNeighbor	<-	length(y)	
			
		for(loop	in	1:numLoop)	
		{	
				#the	number	of	rows	may	be	different	
				if(is.na(x$mean[loop])	||	is.na(h$meanHumidity[loop]))	
	
168	
				{	
						next	
				}	
				if(x$mean[loop]	+	stdDevHum	<	h$meanHumidity[loop]	||	x$mean[loop]	-	stdDevHum	>	h$meanHumidity[loop])	
				{	
						#it's	about	to	be	flagged,	but	first	check	the	neighbor	
						#flagged	only	if	the	value	is	over	all	the	neighbor's	value	
						flaggedOutlier	<-	0	
						for(loopNeighbor	in	1:	numNeighbor)	
						{	
								#the	number	of	rows	may	be	different	
								if(is.na(h$meanHumidity[loop])	||	is.na(y[[loopNeighbor]]$mean[loop]))	
								{	
										next	
								}	
								if(y[[loopNeighbor]]$mean[loop]	+	stdDevNeighbor[loopNeighbor,1]	<	h$meanHumidity[loop]	||	y[[loopNeighbor]]$mean[loop]	-	stdDevNeighbor[loopNeighbor,1]	>	
h$meanHumidity[loop])	
								{	
										flaggedOutlier	<-	flaggedOutlier	+	1	
								}	
						}	
						#only	flagged	if	the	value	out	of	the	range	of	all	neighbor	
						if(flaggedOutlier	==	numNeighbor)	
						{	
								countFN	<-	countFN	+1	
						}	else	{	
								#flagged	as	TP	
								countTP	<-	countTP	+1	
						}	
				}	
				if(x$mean[loop]	+	stdDevHum	>=	h$meanHumidity[loop]	&&	x$mean[loop]	-	stdDevHum	<=	h$meanHumidity[loop])	
				{	
						countTP	<-	countTP	+1	
				}	
		}	
		count	<-	data.frame(TP	=	countTP,	FN	=	countFN)	
		return(count)	
}	
	
flagOutlierNO	<-	function(x,h)	
{	
		countFN	<-	0	
		countTP	<-	0	
		numLoop	<-	length(x$mean)	
		for(loopNO	in	1:numLoop)	
		{	
				#skip	if	the	length	is	not	the	same		
				if(is.na(h$meanNO2[loopNO])	||	is.na(x$mean[loopNO]))	
				{	
						next	
				}	
				if(	(x$mean[loopNO]	+	stdDevNO	<	h$meanNO2[loopNO])	||	(x$mean[loopNO]	-	stdDevNO	>	h$meanNO2[loopNO])	)	
				{	
						countFN	<-	countFN	+1	
				}	
				if(	(x$mean[loopNO]	+	stdDevNO	>=	h$meanNO2[loopNO])	&&	(x$mean[loopNO]	-	stdDevNO	<=	h$meanNO2[loopNO])	)	
				{	
						countTP	<-	countTP	+1	
				}	
		}	
		count	<-	data.frame(TP	=	countTP,	FN	=	countFN)	
		return(count)	
}	
	
#x	is	ARIMA	prediction	
#h	is	next	slot	to	be	verified	
#y	is	list	of	neighbor	
flagOutlierNOWithCheckNeighbor	<-	function(x,h,y)	
{	
		countFN	<-	0	
		countTP	<-	0	
		#count	the	number	of	neighbor	and	compare	with	all	of	them	
		numNeighbor	<-	length(y)	
			
		numLoop	<-	length(x$mean)	
		for(loopNO	in	1:numLoop)	
		{	
				#skip	if	the	length	is	not	the	same		
				if(is.na(h$meanNO2[loopNO])	||	is.na(x$mean[loopNO]))	
				{	
						next	
				}	
				if(	(x$mean[loopNO]	+	(2*stdDevNO)	<	h$meanNO2[loopNO])	||	(x$mean[loopNO]	-	(2*stdDevNO)	>	h$meanNO2[loopNO])	)	
				{	
						#it's	about	to	be	flagged,	but	first	check	the	neighbor	
						#flagged	only	if	the	value	is	over	all	the	neighbor's	value	
						flaggedOutlier	<-	0	
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						for(loopNeighbor	in	1:	numNeighbor)	
						{	
								#the	number	of	rows	may	be	different	
								if(is.na(h$meanNO2[loopNO])	||	is.na(y[[loopNeighbor]]$meanNO2[loopNO]))			
								{	
										next	
								}	
								if(y[[loopNeighbor]]$meanNO2[loopNO]	+	(2*stdDevNeighbor[loopNeighbor,1])	<		h$meanNO2[loopNO]	||	y[[loopNeighbor]]$meanNO2[loopNO]	-	
(2*stdDevNeighbor[loopNeighbor,1])	>	h$meanNO2[loopNO]	)	
								{	
										flaggedOutlier	<-	flaggedOutlier	+	1	
								}	
						}	
						#only	flagged	if	the	value	out	of	the	range	of	all	neighbor	
						if(flaggedOutlier	==	numNeighbor)	
						{	
								countFN	<-	countFN	+1	
						}	else	{	
								#flagged	as	TP	
								countTP	<-	countTP	+1	
						}	
				}	
				if(	(x$mean[loopNO]	+	(2*stdDevNO)	>=	h$meanNO2[loopNO])	&&	(x$mean[loopNO]	-	(2*stdDevNO)	<=	h$meanNO2[loopNO])	)	
				{	
						countTP	<-	countTP	+1	
				}	
		}	
		count	<-	data.frame(TP	=	countTP,	FN	=	countFN)	
		return(count)	
}	
	
#x	is	ARIMA	prediction	
#h	is	next	slot	to	be	verified	
#y	is	list	of	neighbor	
flagOutlierNOWithCheckNeighborUsingOwnModel	<-	function(x,h,y)	
{	
		countFN	<-	0	
		countTP	<-	0	
		#count	the	number	of	neighbor	and	compare	with	all	of	them	
		numNeighbor	<-	length(y)	
			
		numLoop	<-	length(x$mean)	
		for(loopNO	in	1:numLoop)	
		{	
				#skip	if	the	length	is	not	the	same		
				if(is.na(h$meanNO2[loopNO])	||	is.na(x$mean[loopNO]))	
				{	
						next	
				}	
				if(	(x$mean[loopNO]	+	(2*stdDevNO)	<	h$meanNO2[loopNO])	||	(x$mean[loopNO]	-	(2*stdDevNO)	>	h$meanNO2[loopNO])	)	
				{	
						#it's	about	to	be	flagged,	but	first	check	the	neighbor	
						#flagged	only	if	the	value	is	over	all	the	neighbor's	value	
						flaggedOutlier	<-	0	
						for(loopNeighbor	in	1:	numNeighbor)	
						{	
								#the	number	of	rows	may	be	different	
								if(is.na(h$meanNO2[loopNO])	||	is.na(y[[loopNeighbor]]$mean[loopNO]))	
								{	
										next	
								}	
								if(y[[loopNeighbor]]$mean[loopNO]	+	(2*stdDevNeighbor[loopNeighbor,1]	<	h$meanNO2[loopNO])	||	y[[loopNeighbor]]$mean[loopNO]	-	
(2*stdDevNeighbor[loopNeighbor,1])	>	h$meanNO2[loopNO])	
								{	
										flaggedOutlier	<-	flaggedOutlier	+	1	
								}	
						}	
						#only	flagged	if	the	value	out	of	the	range	of	all	neighbor	
						if(flaggedOutlier	==	numNeighbor)	
						{	
								countFN	<-	countFN	+1	
						}	else	{	
								#flagged	as	TP	
								countTP	<-	countTP	+1	
						}	
				}	
				if(	(x$mean[loopNO]	+	(2*stdDevNO)	>=	h$meanNO2[loopNO])	&&	(x$mean[loopNO]	-	(2*stdDevNO)	<=	h$meanNO2[loopNO])	)	
				{	
						countTP	<-	countTP	+1	
				}	
		}	
		count	<-	data.frame(TP	=	countTP,	FN	=	countFN)	
		return(count)	
}	
	
#x	is	ARIMA	prediction	
#h	is	next	slot	to	be	verified	
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flagOutlierTemp	<-	function(x,h)	
{	
		countFN	<-	0	
		countTP	<-	0	
		numLoop	<-	length(x$mean)	
			
		for(loop	in	1:numLoop)	
		{	
				if(is.na(x$mean[loop])	||	is.na(h$meantemp[loop]))	
				{	
						next	
				}	
				if(x$mean[loop]	+	(2*stdDevTemp)	<	h$meantemp[loop]	||	x$mean[loop]	-	(2*stdDevTemp)	>	h$meantemp[loop])	
				{	
						countFN	<-	countFN	+1	
				}	
				if(x$mean[loop]	+	(2*stdDevTemp)	>=	h$meantemp[loop]	&&	x$mean[loop]	-	(2*stdDevTemp)	<=	h$meantemp[loop])	
				{	
						countTP	<-	countTP	+1	
				}	
		}	
		count	<-	data.frame(TP	=	countTP,	FN	=	countFN)	
		return(count)	
}	
	
#x	is	ARIMA	prediction	
#h	is	next	slot	to	be	verified	
#y	is	list	of	neighbor	
flagOutlierTempWithCheckNeighbor	<-	function(x,h,y)	
{	
		countFN	<-	0	
		countTP	<-	0	
		numLoop	<-	length(x$mean)	
		#count	the	number	of	neighbor	and	compare	with	all	of	them	
		numNeighbor	<-	length(y)	
			
		for(loop	in	1:numLoop)	
		{	
				if(is.na(x$mean[loop])	||	is.na(h$meantemp[loop]))	
				{	
						next	
				}	
				if(x$mean[loop]	+	stdDevTemp	<	h$meantemp[loop]	||	x$mean[loop]	-	stdDevTemp	>	h$meantemp[loop])	
				{	
						#it's	about	to	be	flagged,	but	first	check	the	neighbor	
						#flagged	only	if	the	value	is	over	all	the	neighbor's	value	
						flaggedOutlier	<-	0	
						for(loopNeighbor	in	1:	numNeighbor)	
						{	
								if(is.na(h$meantemp[loop])	||	is.na(y[[loopNeighbor]]$meantemp[loop]))	
								{	
										next	
								}	
								if(y[[loopNeighbor]]$meantemp[loop]	+	stdDevNeighbor[loopNeighbor,1]	<		h$meantemp[loop]	||	y[[loopNeighbor]]$meantemp[loop]	-	
stdDevNeighbor[loopNeighbor,1]	>	h$meantemp[loop]	)	
								{	
										flaggedOutlier	<-	flaggedOutlier	+	1	
								}	
						}	
						#only	flagged	if	the	value	out	of	the	range	of	all	neighbor	
						if(flaggedOutlier	==	numNeighbor)	
						{	
								countFN	<-	countFN	+1	
						}	else	{	
								#flagged	as	TP	
								countTP	<-	countTP	+1	
						}	
				}	
				if(x$mean[loop]	+	stdDevTemp	>=	h$meantemp[loop]	&&	x$mean[loop]	-	stdDevTemp	<=	h$meantemp[loop])	
				{	
						countTP	<-	countTP	+1	
				}	
		}	
		count	<-	data.frame(TP	=	countTP,	FN	=	countFN)	
		return(count)	
}	
	
#x	is	ARIMA	prediction	
#h	is	next	slot	to	be	verified	
#y	is	list	of	neighbor	
flagOutlierTempWithCheckNeighborUsingOwnSD	<-	function(x,h,y)	
{	
		countFN	<-	0	
		countTP	<-	0	
		numLoop	<-	length(x$mean)	
		#count	the	number	of	neighbor	and	compare	with	all	of	them	
		numNeighbor	<-	length(y)	
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		for(loop	in	1:numLoop)	
		{	
				if(is.na(x$mean[loop])	||	is.na(h$meantemp[loop]))	
				{	
						next	
				}	
				if(x$mean[loop]	+	stdDevTemp	<	h$meantemp[loop]	||	x$mean[loop]	-	stdDevTemp	>	h$meantemp[loop])	
				{	
						#it's	about	to	be	flagged,	but	first	check	the	neighbor	
						#flagged	only	if	the	value	is	over	all	the	neighbor's	value	
						flaggedOutlier	<-	0	
						for(loopNeighbor	in	1:	numNeighbor)	
						{	
								if(x$mean[loop]	+	stdDevNeighbor	<	y[[loopNeighbor]]$meantemp[loop]		||	x$mean[loop]	-	stdDevNeighbor	>	y[[loopNeighbor]]$meantemp[loop])	
								{	
										flaggedOutlier	<-	flaggedOutlier	+	1	
								}	
						}	
						#only	flagged	if	the	value	out	of	the	range	of	all	neighbor	
						if(flaggedOutlier	==	numNeighbor)	
						{	
								countFN	<-	countFN	+1	
						}	else	{	
								#flagged	as	TP	
								countTP	<-	countTP	+1	
						}	
				}	
				if(x$mean[loop]	+	stdDevTemp	>=	h$meantemp[loop]	&&	x$mean[loop]	-	stdDevTemp	<=	h$meantemp[loop])	
				{	
						countTP	<-	countTP	+1	
				}	
		}	
		count	<-	data.frame(TP	=	countTP,	FN	=	countFN)	
		return(count)	
}	
	
#x	is	ARIMA	prediction	
#h	is	next	slot	to	be	verified	
#y	is	list	of	neighbors'	arima	model	
flagOutlierTempWithCheckNeighborUsingOwnModel	<-	function(x,h,y)	
{	
		countFN	<-	0	
		countTP	<-	0	
		numLoop	<-	length(x$mean)	
		#count	the	number	of	neighbor	and	compare	with	all	of	them	
		numNeighbor	<-	length(y)	
			
		for(loop	in	1:numLoop)	
		{	
				if(is.na(x$mean[loop])	||	is.na(h$meantemp[loop]))	
				{	
						next	
				}	
				if(x$mean[loop]	+	(2*stdDevTemp)	<	h$meantemp[loop]	||	x$mean[loop]	-	(2*stdDevTemp)	>	h$meantemp[loop])	
				{	
						#it's	about	to	be	flagged,	but	first	check	the	neighbor	
						#flagged	only	if	the	value	is	over	all	the	neighbor's	value	
						flaggedOutlier	<-	0	
						for(loopNeighbor	in	1:	numNeighbor)	
						{	
								#skip	if	different	length	
								if(is.null(h$meantemp[loop])	||	is.null(y[[loopNeighbor]]$mean[loop]))	
								{	
										next	
								}	
								if(y[[loopNeighbor]]$mean[loop]	+	(2*stdDevNeighbor[loopNeighbor,1])	<	h$meantemp[loop]		||	y[[loopNeighbor]]$mean[loop]	-	
(2*stdDevNeighbor[loopNeighbor,1])	>	h$meantemp[loop])	
								{	
										flaggedOutlier	<-	flaggedOutlier	+	1	
								}	
						}	
						#only	flagged	if	the	value	out	of	the	range	of	all	neighbor	
						if(flaggedOutlier	==	numNeighbor)	
						{	
								countFN	<-	countFN	+1	
						}	else	{	
								#flagged	as	TP	
								countTP	<-	countTP	+1	
						}	
				}	
				if(x$mean[loop]	+	(2*stdDevTemp)	>=	h$meantemp[loop]	&&	x$mean[loop]	-	(2*stdDevTemp)	<=	h$meantemp[loop])	
				{	
						countTP	<-	countTP	+1	
				}	
		}	
		count	<-	data.frame(TP	=	countTP,	FN	=	countFN)	
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		return(count)	
}	
	
#averaging	all	gasses	field	on	x	
summarizeData	<-	function(x)	
{	
		x$temperature.degC.	<-	as.numeric(x$temperature.degC.)	
		x$humidity...	<-	as.numeric(x$humidity...)	
		x$no2.ppb.	<-	as.numeric(x$no2.ppb.)	
		x$co.ppm.	<-	as.numeric(x$co.ppm.)	
		x$dd	<-	strptime(x$timestamp,	format="%m/%d/%Y	%H:%M:%S")	
		#breaks	data	into	hourly	
		x$dfactor	<-	cut(x$dd,	breaks="1	hour")	
			
		dataSummary	<-	x[,-11]	%>%	group_by(dfactor)	%>%	summarise(meantemp=mean(na.omit(temperature.degC.)),	meanNO2	=	mean(na.omit(no2.ppb.)),	meanCO	=	
mean(na.omit(co.ppm.)),meanHumidity	=	mean(na.omit(humidity...)),n())	
		return(dataSummary)	
}	
	
##a	faster	way	to	add	list		
##ref:	http://stackoverflow.com/questions/17046336/here-we-go-again-append-an-element-to-a-list-in-r	
Counter	<-	0	
Result	<-	list(NULL)	
Size	<-	1	
	
AddItemDoubling	<-	function(item)	
{	
		if(	.GlobalEnv$Counter	==	.GlobalEnv$Size	)	
		{	
				length(.GlobalEnv$Result)	<-	.GlobalEnv$Size	<-	.GlobalEnv$Size	*	2	
		}	
			
		.GlobalEnv$Counter	<-	.GlobalEnv$Counter	+	1	
			
		.GlobalEnv$Result[[.GlobalEnv$Counter]]	<-	item	
}	
	
##	ADJUSTMENT	FUNCTIONS	
#f	is	formula	
#x	is	data	
runLR	<-	function(f,	x)	
{	
		calLM	<-	lm(f,	data=x)	
	
		r2	<-	summary(calLM)$r.squared	
		intercept	<-	summary(calLM)$coefficients[1]	
		predicted	<-	summary(calLM)$coefficients[2]	
		interceptStdErr	<-	summary(calLM)$coefficients[3]	
		predictedStdErr	<-	summary(calLM)$coefficients[4]	
			
		result	<-	c(r2,	intercept,	interceptStdErr,	predicted,	predictedStdErr,	length(x[,2]))	
		result	
}	
	
#calculate	root	mean	square	error	
#x	is	expected	outcome,	y	is	predicted	values	
rmse	<-	function(x,	y)	
{	
		error	<-	x	-	y	
		sqrt(mean(error^2,	na.rm=TRUE))	
}	
	
#function	to	calculate	r-square	
#x	is	expected	outcome,	y	is	predicted	values	
coefficientOfDetermination	<-	function(x,y)	
{	
		yMean	<-	mean(x,	na.rm	=	TRUE)	
		numerator	<-	sum((y-yMean)^2,	na.rm=TRUE)	
		denominator	<-	sum((x-yMean)^2,	na.rm=TRUE)	
		numerator	/	denominator	
}	
	
#Implementation	function	for	Multi	Layer	Perceptron	
#x	is	data	
#inputParams	is	input	parameters	in	vector		
#outputParam	is	output	paramenter		
#percenOfTraining	is	percentage	of	training	
#hiddenActFunc	is	hidden	activation	function.	Options:	Act_Logistic	
#outActFunc	is	output	activation	function.	Options:	Act_Logistic	
#learnParameter	is	learning	parameter	
#maxiteration	is	number	of	loop	or	epoch	
#numOfHiddenLayer	is	number	of	hidden	layers	
trainingMLP	<-	function(x,	inputParams,	outputParam,	percenOfTraining,	hiddenActFunc,	outActFunc,	learnParameter,	maxiteration,	numOfHiddenLayer)	
{	
		xLength	<-	length(x[,1])	
		trainingLength	<-	round(xLength*percenOfTraining)	
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		dataMLP	<-	
list(inputsTrain=x[1:trainingLength,inputParams],targetsTrain=x[1:trainingLength,outputParam],inputsTest=x[(trainingLength+1):xLength,inputParams],targe
tsTest=x[(trainingLength+1):xLength,outputParam])	
	
		netResult	<-	mlp(dataMLP$inputsTrain	,	dataMLP$targetsTrain,	learnFunc	=	"Std_Backpropagation",	learnFuncParams	=	c(as.numeric(learnParameter)),	hiddenActFunc	=	
hiddenActFunc,	outputActFunc	=	outActFunc,	maxit	=	maxiteration,	size=numOfHiddenLayer)		
		trainingPrediction	<-	predict(netResult,	dataMLP$inputsTest)	
			
		#construct	both	training	and	test	into	data	frame	
		trainingResult	<-	data.frame(target=dataMLP$targetsTrain,predict=netResult$fitted.values)	
		testResult	<-	data.frame(target=dataMLP$targetsTest,predict=trainingPrediction)	
	
		#add	1	on	the	formula	indicating	R	to	add	regression	line	
		#for	complete	answer:	www.ats.ucla.edu/stat/mult_pkg/faq/general/noconstant.htm	
		lmTraining	<-	lm(target	~	1	+	predict,	trainingResult)	
		lmTest	<-	lm(target	~	1	+	predict,	testResult)	
		trainingRSquared	<-	round(summary(lmTraining)$r.squared,2)	
		tesRSquared	<-	round(summary(lmTest)$r.squared,2)	
		testRmse	<-	round(rmse(dataMLP$targetsTest,	trainingPrediction),2)	
		dVal	<-	round(dValue(dataMLP$targetsTest,	trainingPrediction),2)	
			
		result	<-	data.frame(trainRSquare	=	trainingRSquared,	tesRsquare=tesRSquared,	rmse=testRmse,	d=dVal)	
		result	
}	
	
#implementation	function	for	Single	Hidden	Layer	
#x	is	data	
#inputParams	is	input	parameters	in	vector		
#outputParam	is	output	paramenter		
#percenOfTraining	is	percentage	of	training	
#outActFunc	is	output	activation	function.	Options:	Act_Logistic	
#learnParameter	is	learning	parameter	
#maxiteration	is	number	of	loop	or	epoch	
#numOfHiddenLayer	is	number	of	hidden	layers	
trainingNNET	<-	function(x,	inputParams,	outputParam,	percenOfTraining,	outActFunc,	learnParameter,	maxiteration,	numOfHiddenLayer)	
{	
		xLength	<-	length(x[,1])	
		trainingLength	<-	round(xLength*percenOfTraining)	
		#testLength	<-	xLength	-	trainingLength	
			
		dataMLP	<-	
list(inputsTrain=x[1:trainingLength,inputParams],targetsTrain=x[1:trainingLength,outputParam],inputsTest=x[(trainingLength+1):xLength,inputParams],targe
tsTest=x[(trainingLength+1):xLength,outputParam])	
			
		netResult	<-	nnet(dataMLP$inputsTrain	,	dataMLP$targetsTrain,	size=numOfHiddenLayer,	maxit=maxiteration,	decay=learnParameter)	
		if(!is.null(outActFunc))	
		{	
				trainingPrediction	<-	nnetPredInt(netResult,	dataMLP$inputsTrain,	dataMLP$targetsTrain,	dataMLP$inputsTest,	funName	=	outActFunc)	
		}	else	{	
				trainingPrediction	<-	predict(netResult,	dataMLP$inputsTest)			
		}	
			
		#r	squared	is	a	statistic	that	will	give	some	information	about	the	goodness	of	fit	of	a	model	(wikipedia)	
		#f	squared	coefficient	is	a	statisctical	measure	of	how	well	the	regression	line	approximates	the	real	data	points	(wikipedia)	
		#therefore,	to	calculate	r	squared,	we	use	lm	function	
		#construct	both	training	and	test	into	data	frame	
		trainingResult	<-	data.frame(target=dataMLP$targetsTrain,predict=netResult$fitted.values)	
			
		if(!is.null(outActFunc))	
		{	
				testResult	<-	data.frame(target=dataMLP$targetsTest,predict=trainingPrediction$yPredValue)	
		}	else	
		{	
				testResult	<-	data.frame(target=dataMLP$targetsTest,predict=trainingPrediction)	
		}	
			
		#add	1	on	the	formula	indicating	R	to	add	regression	line	
		#for	complete	answer:	www.ats.ucla.edu/stat/mult_pkg/faq/general/noconstant.htm	
		lmTraining	<-	lm(target~	1	+	predict,	trainingResult)	
		lmTest	<-	lm(target~	1	+	predict,	testResult)	
		trainingRSquared	<-	summary(lmTraining)$r.squared	
		tesRSquared	<-	summary(lmTest)$r.squared	
			
		testRmse	<-	rmse(dataMLP$targetsTest,	trainingPrediction)	
		dVal	<-dValue(dataMLP$targetsTest,	trainingPrediction)	
		result	<-	data.frame(trainRSquare	=	trainingRSquared,	tesRsquare=tesRSquared,	rmse=testRmse,	d=dVal)	
		result	
}	
	
#x	is	the	target	data/expected	outcome	
#y	is	the	predicted	data	
dValue	<-	function(x,	y)	
{	
		xMean	<-	mean(x)	
		nominator	<-	sum((y-x)^2,	na.rm	=	TRUE)	
		denominator	<-	sum((abs((y-xMean))+abs((x-xMean)))^2,na.rm	=	TRUE)	
		result	<-	1-	(nominator	/	denominator)	
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		result	
}	
	
#	data	normalization	
normalizeDt	<-	function(x)	
{	
		xmax	<-	max(x)	
		xmin	<-	min(x)	
		diffVal	<-	xmax-xmin	
		nominator	<-	x-xmin	
		result	<-	2	*	(nominator/diffVal)	-	1	
		result		
}	
	
#return	normalized	data	into	its	normal	unit	
denormalizeDt	<-	function(x,	xmin,	xmax)	
{	
		diffVal	<-	xmax-xmin	
		firstTerm	<-	((as.double(x)	+	1)*diffVal)	/	2	
		result	<-	firstTerm	+	xmin	
		result	
}	
	
#implementation	function	for	gradient	boosting	
#f	is	formula	
#x	is	explanatory	variables	
#y	is	response	variable	
#learnParameter	is	learning	parameter	
#maxiteration	is	number	of	iteration	
#numOfTraining	is	a	fraction	of	training	
#numOfCV	is	number	of	cross	validation	
#bestiteration	decides	which	method	to	be	used	among	the	iterations:	OOB,	test,	cv	
#runningANNwithBoosting	<-	function(x,	inputParams,	outputParam,	learnParameter,	maxiteration,	numOfTraining,	trainFraction,	numOfCV,	bestiteration)	
runningANNwithBoosting	<-	function(f,	x,	inputParams,	outputParam,	learnParameter,	maxiteration,	numOfTraining,	trainFraction,	numOfCV,	bestiteration,	bagFrac)	
{	
		xLength	<-	length(x[,1])	
		trainingLength	<-	round(xLength*numOfTraining)	
	
		trainData	<-	x[1:trainingLength,]	
		testData	<-	x[(trainingLength+1):xLength,]	
	
		#interaction.depth=1	means	an	additive	model	
		#bag.fraction	is	not	required	as	the	data	has	been	splitted	before.	set	to	1	-->	WRONG	ASSUMPTION	
		#modelNeuralNet	<-	gbm(f,	data=trainData,	distribution	=	"gaussian",	n.trees	=	nTrees,	interaction.depth	=	1,	bag.fraction	=	bagFrac,	train.fraction	=	trainFraction,	
cv.folds	=	numOfCV,	shrinkage=learnParameter)	
		modelNeuralNet	<-	gbm(f,	data=trainData,	distribution	=	"gaussian",	n.trees	=	100,	interaction.depth	=	1,	bag.fraction	=	bagFrac,	train.fraction	=	trainFraction,	cv.folds	=	
numOfCV,	shrinkage=learnParameter)	
			
		best.iter	<-	gbm.perf(modelNeuralNet,	method	=	bestiteration)	
	
		predictedTrainingResult	<-	modelNeuralNet$fit	
			
		predictTestResult	<-	predict(modelNeuralNet,	testData[,inputParams],	best.iter)	
	
		trainingResult	<-	data.frame(target=trainData[,outputParam],predict=predictedTrainingResult)	
		testResult	<-	data.frame(target=testData[,outputParam],predict=predictTestResult)	
	
		lmTraining	<-	lm(target~	1	+	predict,	trainingResult)	
		lmTest	<-	lm(target~	1	+	predict,	testResult)	
	
		#statistical	results	
		trainingRSquared	<-	summary(lmTraining)$r.squared	
		tesRSquared	<-	summary(lmTest)$r.squared	
		testRmse	<-	rmse(testData[,outputParam],	predictTestResult)	
		dVal	<-dValue(testData[,outputParam],	predictTestResult)	
		result	<-	data.frame(trainRSquare	=	trainingRSquared,	tesRsquare=tesRSquared,	rmse=testRmse,	d=dVal)	
		result	
}	
	
	
