The seismic data integration in the reservoir modeling workflows is the one of the fastest growing development way in the Earth sciences. The actual geostatisctical methods (co-kriging, stochastic simulation) can use seismic data as secondary variable, if there is a good-determinded linear correlation between well log data and seismic attribute. The seismic interpreters have to increase this correlation very often. The application of multi-attributes via neural network may help in this case. A neural network type, called multi-layer perceptron, and its application in 3D porosity distribution prediction in a Hungarian natural gas reservoir are discribed in this paper.
Introduction
Knowing the spatial distribution of petrophysical parameters between the wells in a hydrocarbon reservoir is very important to predict the most economical and optimal production parameters by flow simulations.
The classical geostatistical modeling (kriging, stochastic simulation) could be a very effective way, if we have enough well data (with good spatial density) in the reservoir. If we have limited well data, or we want to integrate all the available information, we have to find additional (secondary) data types to do the modeling. If we have seismic dataset in the reservoir, we can use it in all steps of the reservoir modeling workflow including the facies and the petrophysical parameter modeling.
During the modeling steps we have to integrate all of the available information coming from different sources (Fig. 1) .
Figure 1.: Data types in reservoir modeling process
These data types can provide us information from different volumetric scale. The scale of the seismic information is the largest, but this is the only information source that can show us the modeling space continually in its own volumetric dimension.
Seismic attributes in reservoir modeling
The true amplitude preserved processing of seismic datasets could give us chance to use seismic derived information not only in the structural modeling phase, but -on the base of amplitude differences between seismic channels -in the facies and in the petrophysical modeling phase, too (Schultz et.al.,1994) .
The most often used method is the calculation of seismic attributes, and correlation to well data. What is the seismic attribute definition, nowadays? "All the information obtained from seismic data, either by direct measurements or by logical or experience based reasoning." (Taner et al., 1997) It means that we can use all of the seismic derived information as a seismic attribute. In the practice we use many kind of seismic attribute:
• Complex seismic channel attributes • AVO attributes • Acoustic and elastic impedances
• Similarity attributes • Pre-stack attributes
Well to Seismic correlation
The facies or petrophysical parameter prediction from seismic data can be performed successfully, if there is a good-determined linear correlation between well and seismic attribute (Fig.2) .
Figure 2.: Data integration methods
In practice it is not too frequent to have greater correlation than 50-60 percent, so we have to improve this correlation coefficient. A good way for the correlation improvement could be the usage of the neural network methods.
Neural Networks
There is no general definition for the artificial neural networks. According to Haykin (1999) :
A neural network is a massively parallel distributed processor that has a natural propensity for storing experiential knowledge and making it available for use. It resembles the brain in two respects: 1. Knowledge is acquired by the network through a learning process. 2. Interneuron connection strengths known as synaptic weights are used to store the knowledge The application of neural networks in the seismic data interpretation falls into two categories. The first is the classification case, when we want to predict categorical parameters (sand, shale, etc) from seismic data (lithology and facies modeling) (Lippmann,1989; Sinvhal 1992) . The second category is the prediction case, when we want to predict continuous petrophysical parameters from seismic data. In this paper we concentrate on continuous parameter predictions (Schultz et.al.,1994; Todorov, 1998) .
Network elements and structure
Let us investigate the one of the basic processing element of a neural network (Fig.3) .
Figure 3.: Simple neuron and popular activation functions
This element is inspired by the biological nervous system. It has multi-input interface with one output (like biological neuron cell). The output value is defined by applying the activation function on the weighted sum of the inputs. The weights of the inputs represent the biological synapses. The values of the weights determined during the learning process. The application of weights is the prediction process in a neural network (Haykin, 1999) .
One of the widely used neural network for parameter prediction is the Multi-Layer Perceptron (Fig.4) .
Figure 4.: Multi Layer Perceptron Network
It consists of minimum three neuron layer. The first is the input layer with non-processing task, the second is a processing layer with non-linear activation function, and the third is the output layer with linear (scaling) activation function. This network type is very effective in non-linear general multi -regression tasks (Rosenblatt, 1962) .
Network training with simulated annealing
The learning process of a neural netwok is executed by optimalisation algorithms. The mostly used method in the MLP network theory is the back-propagation algorithm (Rumelhart, 1986) . The most important disadvantage of this method is the local minimum searching. It means, that if we don't start the algorithm close enough to the optimum solution, it will hang up in the first local minimum in the error spcae. To avoid this kind of error possibility, we can use global optimalisation method for the network learning process, like simulated annealing (Metroplois, 1953) .
The minimum searching strategy of the simulated annealing is very simple (Fig, 5) . Choose a random start point in the parameter space, calculate the error, and choose new random points inside a pre-defined searching radius (temperature). Calculate the error at the new points, and accept that point as a new start point, where the error is smaller then the previous start point. During the iteration decrease the searching radius with pre-defined steps. What's happen in that case, when we have not got smaller error at the new points (we are in a local minimum)?
By the statistical thermodynamic approach, the energy distribution of the elements of a system in thermodynamic equilibrium is a Boltzmann stochastic distribution. It means, that we have probability to rescue from local minimum valley at low temperatures.
Figure 5.: Simulated Annealing
In the practice we compare the Boltzmann probability of the investegated point to a random generated probability. If it has greater probability then the random probablitiy, we can accept it as a new start point.
Validation
Overfitting could be a common problem in neural network predictions. It means, that after the learning process we can measure very little error, but if we test the network on known points, the error increases greatly. This is the effect of overfitting (Fig. 6) ( Hagan, 1996) .
Figure 6.: Overfitting effect
We can defend ourself from it by validating the network result. Popular method for validating is the cross-validation technique.
Example of petrophysical porosity prediction from seismic attributes
The target of the analysis was a miocene natural gas reservoir. We had four wells with interpreted petrophysical dataset (sonic, density, resistivity, porosity, water saturation logs), and a true amplitude preserved 3D seismic dataset. The aim of the analysis was to predict the 3D porosity distribution of the reservoir.
The first step of the workflow was the generation of synthetic seismograms of the wells (Fig. 7) .
Figure 7.: Synthetic seismograms
The synthetics are computed from density and VSP corrected sonic log. We can define the relation between seismic times and true vertical depths in wells with this procedure. The next step is the interpretation of regional geology and the geometric structure of the reservoir from seismic and well pick data in seismic time domain.
After the definition of the geometry, we calculated the input seismic attributes of the prediction. The most important attribute for porosity prediction was the acoustic impedance, wich was computed by model based seismic inversion. Other three additional attributes were selected to improve the prediction. The choosing aspects were the correlation and the stastistical independence.
The prediction was made by MLP network. The correlation between actual and predicted porosity was more than 90 % (Fig. 7) . The cross validated correlation was 80%.
Figure 7.: Correlation between actual and predicted porosity
After the depth conversion of predicted porosity cube, we built a 3D geocellular model from the results (Fig. 8) . 
Conclusion
In this paper I showed a seismic interpretation method to increase the correlation between log and seismic data. The outputs of this process can be a good starting point of the seismic constrained geostatistical reservoir characterization. The application of the seismic data in geostatistical workflow help us to maximize the avaiable information usage in the reservoir modeling, but it introduces new problems like scaling or seismic uncertainty, etc.
