Abstract. Let F q be a finite field of q elements. We show that the normalized Jacobi sum J(χ, η)/ √ q, for each fixed non-trivial multiplicative character η, becomes equidistributed in the unit circle as q → +∞, when χ runs over all non-trivial multiplicative characters different from η −1 . Previously, the similar equidistribution was obtained by Katz and Zheng by varying both of χ and η. On the other hand, we also obtain the equidistribution of J(χ, η) as (χ, η) runs over X × Y ⊆ ( F * ) 2 , as long as |X | > q 1 2 +ε and |Y| > q ε for any ε > 0. This updates a recent work of Lu, Zheng and Zheng, who require |X ||Y| > q log 2 q. The main ingredient is the estimate for hypergeometric sums due to Katz.
Introduction
Let F = F q be a finite field of characteristic p with q elements. Given two multiplicative characters χ and η, the Jacobi sum can be defined by
It is known that |J(χ, η)| = √ q if χ, η and χη are all non-trivial. The main concern is to study how the quotient J(χ, η)/ √ q, for each fixed non-trivial character η, is distributed in the unit circle as long as χ runs over all characters in G(η) := F * \ {1, η −1 }. The relevant problem was considered by Katz for Gauss sums
where ψ is an additive character given by ψ(x) = exp(2πiTr Fq/Fp (x)/p). More precisely, Katz [Ka80] , using Deligne's estimate for hyper-Kloosterman sums, proved that ψ(χ)/ √ q is equidistributed on the unit circle as χ runs over F * . The case of Jacobi sums was considered by Katz and Zheng [KZ96] , who proved that J(χ, η)/ √ q is equidistributed on the unit circle as both of χ and η run over F * with χ, η, χη non-trivial. The first aim of this paper is to show that the equidistribution is also valid if one character is fixed. Theorem 1.1. Let η be a non-trivial multiplicative character in F * . For any given interval
Moreover, we have the following joint distributions for Jacobi sums.
s be a tuple of pairwise distinct multiplicative characters. For any given box
where G(η) = 1 i s G(η i ) and the implied constant is absolute.
Let r, s be two fixed positive integers. We now define the mixed moment
where
s are two tuples of multiplicative characters with η i = ρ j for all 1 i r and 1 j s, in which case we say η and ρ are disjoint;
If s = 0, the characters ρ will not appear, and we denote the relevant moment by M κ (η).
For χ ∈ G(η, ρ), each Jacobi sum in (1.1) is of modulus √ q, and it follows trivially that
To obtain the above equidistributions, we have to beat the trivial bound in (1.2), as presented by the following theorem. 
Let X , Y ⊆ F * be two sets of non-trivial multiplicative characters. For each positive integer κ, we define the bilinear moment
Theorem 1.4. With the above notation, we have
for all positive integers κ and s.
From Theorem 1.4, we may conclude the following bilinear equidistribution of Jacobi sums. Theorem 1.5. Let X , Y ⊆ F * be two sets of multiplicative characters in F * with |X | √ q and |Y| 2. Let s 1 be a positive integer. For any given interval
, where the implied constant is absolute.
In many problems of analytic number theory, one has to control the bilinear form
non-trivially, where (α m ) m M and (β n ) n N are arbitrary complex coefficients, and W q : Z/qZ → C is the arithmetic object which we are interested in. Due to the structure of intervals and by completion, one can usually work non-trivially as long as M > q 1 2 +ε and N > q ε , provided that W q allows certain oscillations against additive characters. The situation in Theorem 1.4 is quite different; X , Y have no special structures such as "intervals", and the completion method is not available in such case. Fortunately, by taking s sufficiently large in Theorems 1.4 and 1.5, we find that the estimate in Theorem 1.4 is non-trivial as long as |X | > q 1 2 +ε and |Y| > q ε for any given ε > 0, in which case Theorem 1.5 gives the desired equidistribution of J(χ, η) as χ and η run over X and Y, respectively. In fact, equidistribution in Theorem 1.5 was asked by Shparlinski [Sh09] , and the first attack is due to Lu, Zheng and Zheng [LZZ18] , who require that |X ||Y| > q log 2 q. Before closing this section, we would like to mention that it is interesting to extend all the above results to the high-dimensional Jacobi sum
as already considered in [LZZ18] , where χ i ∈ F * for 1 i k.
Preparations
The following lemma allows us to express Jacobi sums in terms of Gauss sums.
Lemma 2.1. Suppose χ, η and χη are all non-trivial multiplicative characters in F * . Then we have
The tools to finish our estimates are hypergeometric sums introduced by Katz 
and the notation with y can be defined in the same way. As one may see, H(t; χ, η, q) extends the classical (hyper-) Kloosterman sums. In particular, if n = 0 and χ i = 1 for each 1 i m, the hypergeometric sum gives the hyper-Kloosterman sum Fq with trace function given by t → H(t; χ, η, q), such that it is
• pointwise pure of weight 0 and of rank max{m, n};
• lisse on G m,Fq , if m = n;
• lisse on G m,Fq − {1} and of rank m, if m = n.
Concluding equidistributions
We first give the proof of Theorem 1.3. The proof of Theorems 1.1 and 1.2 will be the same, and we only give the details for the latter one.
3.1. Proof of Theorem 1.3. We write κ = κ 1 and λ = λ 1 . Without loss of generality, we assume that κ λ. From Lemma 2.1 it follows that
where ϑ(η, ρ) is a constant depending only on η, ρ with |ϑ(η, ρ)| = 1. Note that
Therefore, we may write
Opening Gauss sums and by virtue of the orthogonality of additive characters, we derive that
Note that the multiple sum over x, y 1 , · · · , y r , z 1 , · · · , z s is exactly
By Lemma 2.2, the above hypergeometric sum is bounded by κ in absolute values. Hence
, from which and (3.1), we have
as stated.
3.2. Proof of Theorem 1.2. To conclude Theorem 1.2, we would like to introduce the notation for discrepancy of dimension r
r for each 1 j N. We define the discrepancy of S by
where the supremum is taken over all boxes B ⊆ [0, 1] r . The famous The Erdős-Turán-Koksma inequality, as a high-dimensional generalization of the classical Erdős-Turán inequality, gives a quantitative form of Weyl's criterion for equidistributions and asserts that, for any H 1,
where β(h) := max 1 j r {1, |h j |}. Note that
for χ, η, χη = 1. Denote by N 1 := N 1 (η, B) the number of multiplicative characters counted in Theorem 1.2. Hence, for any H 1 3, we have
where the implied constants are absolute. By virtue of Theorem 1.3, we find
Then Theorem 1.2 follows by taking H 1 = q 1 2(s+1) .
Bilinear moments and equidistributions
4.1. Proof of Theorem 1.4. By Hölder's inequality, for s 1 we have
It is clear that
where κ = (κ, κ, · · · , κ). It suffices to bound S(η, ρ) from above. We consider two extreme cases: (i) η coincides with ρ;
(ii) all coordinates of η and ρ are distinct. In the first case, we employ the trivial bound, i.e.,
In the second case, we are in a good position to apply Theorem 1. 
