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Abstract            
Tests were performed to investigate micro-structural dependence of acoustic wave 
attenuation, velocity, and a non-linear parameter, non-collinear scattered wave amplitude.  
Specimens of various microstructures were prepared by means of heat treatment for 1045 
and 4140 Steel.  Nonlinear investigation was also performed on two asphalt specimens 
exposed to different aging conditions. 
 
Specimens made of 1045 Steel with various crystalline compositions were used as torsional 
wave guides in order to observe acoustic attenuation behavior.  Bars of one eighth inch 
diameter and 15 inches in length were heated to austenization temperature and cooled at 
various rates in order to produce diverse microstructures.  Cooling rates were varied by 
means of water quenching, oil quenching, air cooling, and oven cooling.  Torsional acoustic 
waves were excited in through transmission for each bar, and the acoustic attenuation was 
obtained by fitting exponential curves to the maximum amplitude peaks of the first three 
reflected time signals.  Attenuation values were obtained, compared, and discussed.  The 
general trend showed increased attenuation coefficients with decreasing cooling rate. It is 
noted that water quenched bars, containing Martensite, demonstrated distinctly different 
behavior than the other tested specimens.  All water quenched bars exhibited wave modes 
not predicted theoretically and absent from the time signals of specimens of all other cooling 
rates.  This was due to a lack of symmetry during the cooling process, which led to guided-
wave mode-conversion.  Relevant carbon steel heat treatment and guided wave propagation 
theory is also presented to provide background. 
 
Rectangular bar specimens composed of 4140 Steel were exposed to five different cooling 
rates.  Shear and longitudinal velocities were then measured using cross-correlation of back 
wall echoes.  It was found that wave velocity increased with decreasing cooling rate for both 
shear and longitudinal waves for all heat treatments.  Two different non-collinear wave 
mixing conditions (the mixing of two shear waves and two longitudinal waves) were then 
tested on 4140 specimens.  No identifiable scattered wave was detected in either 
configuration. 
 
Investigation of non-collinear longitudinal wave mixing was also conducted on two asphalt 
specimens to evaluate the feasibility of estimating binder oxidation, i.e., aging.  A range of 
interaction frequencies was used and maximum amplitude of the scattered wave frequency 
was identified for a frequency relationship.  The amplitudes of the scattered wave amplitudes 
were then corrected for material attenuation at the excited frequencies.  It was observed that 
a non-collinear approach can be used to estimate the level of aging in asphalt concrete 
mixtures. 
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Chapter 1: Introduction 
Conventional acoustic and ultrasonic nondestructive testing and evaluation 
(NDT&E) methods including traditional guided wave studies are based upon principles that 
are valid under the assumption of linear elasticity.  These include effects of reflection, 
scattering, transmission, and loss of energy by material absorption and by leakage to adjacent 
systems.  Under these assumptions, the presence of defects leads to phase or amplitude 
variation of the received ultrasonic wave and do not alter the frequency content from the 
emitted transducer to the received signal.  In nonlinear ultrasonics, the frequency of the 
received signal differs from the frequency of the wave generated from the sending 
transducer, which implies a nonlinear transformation of the ultrasonic wave energy caused 
by the defects. 
The present work investigates non-destructive testing techniques applied to carbon 
steels with varying microstructures.  A nonlinear investigation was also carried out on two 
asphalt specimens exposed to different aging conditions.  Chapters have been included to 
provide the reader with a general background to the relevant concepts employed in the 
experimental configurations. 
Chapter 2 provides an overview of heat treatment of carbon steels.  Fundamental 
heat treating concepts are discussed describing the presence of diverse microstructures 
introduced by varying cooling rates.  Specimen preparation for both linear and nonlinear 
tests performed within this study involved a heat treatment process to produce varying 
microstructures and are described in Chapters 4 and 7.   
Chapter 3 provides an overview of guided waves.  Guided waves were used within 
1045 Steel specimens for the measurement of attenuation. The experimental procedure for 
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this study is given in Chapter 4, and results from these tests are presented and discussed in 
Chapter 5. 
The remainder of this work involved the investigation of nonlinear material behavior 
caused by the change in microstructure. A review of nonlinear non-destructive testing 
concepts and measurement techniques is given in Chapter 6.  Derivation for a nonlinear 
measurement parameter discussed is also provided in Appendix A.  Also included in Chapter 
6 is a brief description of system nonlinearities, which is given in order to give the reader 
background for interpretation of experimental results.   
Nonlinear studies were performed on 4140 steel with various cooling rates and 
asphalt specimens exposed to different aging conditions.  One of the techniques described in 
Chapter 6, non-collinear wave mixing, was implemented on nine 4140 Steel specimens and 
two asphalt concrete mixture specimens.  The preparation procedure for these specimens is 
given in Chapter 7.  Experiments and results from non-collinear wave mixing experiments 
performed on 4140 steel specimens is given in Chapter 8.  Results and discussion from non-
collinear wave mixing experiments performed on asphalt concrete mixture specimens is 
given in Chapter 9.  Chapter 10 gives an overview and discussion of the results found in this 
study.   
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Chapter 2: Heat Treatment of Carbon Steel 
Due to its strength, the availability of iron in the earth’s crust, and potential diversity 
of material properties through means of heat treatment, steel is widely used in engineering 
applications [2].  Steel is a mixture of the elements iron (Fe) and carbon (C) containing less 
than 2.11% carbon (higher carbon concentrations are considered cast iron).   The material 
properties of steel (for example: hardness, ductility, toughness, and density) are sensitive to 
both the weight percentage of carbon in the mixture and the microscopic arrangement of 
these elements.  The microscopic structure of these elements within steel is greatly affected 
by temperatures experienced by the material during its formation.  Understanding of the 
effects of carbon content and the mechanisms for microstructure formation allow for steel 
to be predictably produced with a range of ductility and yield strengths. 
This chapter will provide a brief overview of the effects of carbon content, 
microstructure formations, and the effect of these microstructures on material properties of 
carbon steel.  The discussion is focused on austenite (Fe 910oC-1400oC) and lower 
temperatures, as well as the potential resulting microstructures from this transition.  Section 
2.1 describes the crystal structures and material behaviors of pure iron (steel is approximately 
99% iron), and the effect of carbon inclusions into the Fe crystal structure.  Section 2.2 will 
describe the effect cooling rate has upon the crystal structure of carbon and iron mixtures.  
Section 2.3 will summarize the microstructures resulting from different cooling conditions.  
Graphical representations of microstructure behavior from cooling are discussed, and are 
related to the application of the present study. 
 
 
  
4 
2. 1 Iron – Carbon Crystal Structure  
 Pure iron will take on different crystal structures depending upon temperature and 
pressure.  At temperatures from 912oC – 1394oC pure Iron will take on a face center cubic 
structure, called austenite or γ -iron.  At temperatures below 912oC iron’s stable form is 
body center cubic, called ferrite or α -iron.  Figure1 shows the structure of Fe atoms in each 
of these crystal structures.  Due to these two different arrangements of atoms the 
unoccupied area between atoms (interstitial spacing) varies.   
 
Figure 1.  BCC (ferrite) and FCC (Austenite) Crystal Structures [1]. 
 
In steel, carbon atoms can occupy the interstitial spaces within austenite and ferrite, but the 
size and shape of these spaces greatly affects the amount carbon solubility.  Due to 
interstitial spacing, austenite has a maximum carbon solubility of 2.14 wt%, which is nearly 
100 times greater than the maximum carbon solubility of ferrite (0.022 wt %) [1]. When an 
austenite carbon solution is cooled to become ferrite, the corresponding decrease in carbon 
solubility forces the solution to form ferrite (0 wt % C), cementite (6.67 wt % C), and 
graphite (100 wt % C) [2].  Cooling rates will govern the presence of cementite and graphite, 
as well as the concentration of these crystal structures throughout the material, which will be 
discussed in further detail in Section 2.2. 
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Figure 2.  Carbon Interstitial in BCC Iron [3] 
 
Ferrite, cementite, and graphite’s material properties vary greatly.  Ferrite in the 
annealed state is ductile, can support an elongation of about 40% and is relatively soft having 
a Brinell hardness of 65-130.  Cementite (θ ) is brittle and much harder than Ferrite having a 
Brinell hardness of 800.  The inclusion of cementite in steel greatly increases the strength of 
some steels [1].  Cementite may be present within austenite prior to cooling [2] and in 
molten Fe-C mixtures [2].  The presence and amount of Ferrite, Cementite, and graphite 
within carbon steel will be affected by the rate at which the carbon iron mixture was cooled 
from the austenite state. 
 
2. 2 Effects of Cooling Rate 
Cooling rates will affect the resulting crystal structure of steel due to the temperature 
dependence of diffusion, nucleation, and growth rate.  Diffusion is the ability of atoms to 
move within a material.  In the case of Fe-C mixtures diffusion describes the ability of the 
interstitial carbon atoms to move to other interstitial spaces, as shown in Figure 3. 
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Figure 3. Interstitial Diffusion [1]. 
 
At high temperatures, carbon atoms are capable of moving more freely and have a 
high rate of diffusion [1].  At lower temperatures the rate of diffusion decreases.  With 
higher diffusion the carbon atoms within the steel can move more freely to achieve 
arrangements with requiring less energy.  The interfaces between different crystal structures 
require energy and the material will tend toward its lowest free energy state.  The interaction 
between free energy level, temperature, and molecular configuration allows for cooling rates 
to change microstructures.  
If cooling rates are sufficiently rapid diffusion can be prevented from occurring.  
When the FCC ferrite is cooled at a rate sufficiently fast to prohibit diffusion, the crystal 
structure takes on a body centered tetragonal (BCT) formation through shear displacement 
of planes.  This also introduces a macroscopic shape change in the material usually seen as 
surface release on formerly polished surfaces.  With diffusion prevented, other crystal 
structures are not formed and carbon atoms are “trapped” in the interstitial sites they 
formerly occupied.  The material formed from the BCT transformation and carbons trapped 
in interstitial sites, is called Martensite. 
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Figure 4.  Diffusionless Transformation of Martensite. [1] 
 
 
If cooled sufficiently slowly all carbon is able to diffuse out of the iron, forming 
ferrite (100% Fe) and graphite (100% C).    Fe-C would tend toward this state because it is 
the lowest energy configuration.  However, due to the extreme temperatures and durations 
required, in practice, only a small amount of the carbon forms graphite.  With some 
diffusion present, carbon will be able to reach a meta-stable configuration consisting of 6.67 
wt % C called cementite [1].  Cementite will be formed mixed with other micro-structural 
configurations such as graphite (100% C), retained austenite, Martensite, and ferrite.  These 
new phases will originate at local nuclei which then will grow until all austenite has 
undergone transformation.  When cooling iron austenite (FCC) below its eutectoid 
temperature, initially individual groupings of atoms take on the daughter crystal structure; 
these structures then spread from separate nucleation points until the entire material is 
transformed.  This spread of different crystal structures from nucleation points produces 
veins of different crystal structures within the material. When Martensite is not formed, 
higher cooling rates will produce thinner “veins” of crystal structures within the overall 
material.  Different distributions of the daughter structures commonly formed through 
nucleation are named Pearlite, Bainite, Spherodite, and retained Austenite.   
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 Due to these effects, different cooling rates will result in different microstructures 
within metallic materials.  One way of summarizing the microstructures that will result from 
cooling at a specific temperature is with the use of time temperature transformation (TTT) 
diagrams.  These diagrams describe the crystalline structure that will exist within a specific 
material for a given temperature and amount of time that a material is subjected to that 
temperature.  Figure 5 shows a TTT diagram for 4140 steel (a material used in this study). 
 
Figure 5. Time Temperature Diagram for 41401 Steel [3] 
 
 
Figure 5 shows that if 4140 steel is heated above 800oC (called its austenization temperature) 
it will remain Austenite indefinitely.  If it is at 600oC it will begin to transform from a 
mixture of Austenite (A) and Ferrite (F) at around 5 seconds (black line at 5 seconds, 600oC).  
At around 1 minute the material that has not been transformed into ferrite will then begins 
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transferring to ferrite and cementite (C).  At about 1 hour no further transformation will take 
place.  For a more complete overview on using TTT diagrams to predict microstructure see 
[1] and [2].  TTT diagrams are applicable in circumstances where a material is taken to a 
temperature and held at that temperature until material transformation has occurred.  
In the heat treatment performed in the present study material temperatures varied 
continuously as heated specimens were cooled.  In continuous cooling the time for a 
transformation to begin and end is delayed from the case of TTT diagrams, and in this 
situation continuous cooling diagrams (CCT) are more appropriate.  Figure 6 shows a CCT 
curve for 4340 steel.   The dotted lines indicate different cooling rates.  It can be seen that 
any cooling rate faster than 8.3o C/s (left most dashed line) will result in complete 
Martensitic transformation.   
 
Figure 6. Continuous Cooling Diagram for 4340 Steel [1] 
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As shown in Figure 6 varying the cooling rates of alloyed steels from their eutectoid 
temperature will result in different microstructures within the steel.  Cooling will occur 
through conduction, convection, and radiation.  Thus through the selection of the cooling 
environment cooling rates can be controlled.  Cooling medium that has high conductivity, 
specific heat capacity, and is agitated (high convection) will result in higher cooling rates. 
 In practice it is difficult to cool at a uniform rate throughout the material.  In the 
case of water quenching, the surface of a material that is in direct contact with the cooling 
agent will experience a higher cooling rate than the center of the specimen which only in 
contact with the heated material.  Due to this difference in cooling rate, a difference in 
microstructure may occur between the interior and surface of the steel.  The microstructure 
differences with respect to distance from the cooling surface can be characterized using 
charts derived from Jominy quench tests.  In Jominy Quench tests cylindrical specimens 
were cooled from their eutectoid temperature by exposing one end to a continuous jet of 
water.  This surface cools at the highest rate, with a gradient of slower cooling rates 
occurring along the length of the specimen.  Hardness tests are then conducted along the 
length of the specimen to determine the affects of cooling rate.  Figure 7 shows how the 
hardness values change dramatically as a function of distance from the quenching surface, 
and includes the two steels similar to the steels used as specimens in this present work (1045 
Steel, and 4140 Steel). 
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Figure 7. Jominy Quench Hardness Graph [1] 
 
In the present study the thickest specimens treated were of one inch thickness and made of 
4140 steel.  From Figure 7 it can be expected that the interior of the water quenched 1 inch 
4140 Steel specimens (discussed in Chapter 7) will have slightly lower HRC hardness values 
than surface hardness.  Specimens of 1045 Steel with thickness of 1/8th inch are also used in 
this study.  Figure 7 indicates that 1045 Steel may have a large hardness difference between 
the surface and center of the specimens.  Specimens undergoing lower cooling rates will 
have lower hardness values as indicated in Figure 7. 
 
2.3 Summary and Considerations 
Due to the behavior of carbon steel it is possible to produce varying microstructures 
through heat treatment.  Carbon steel heated to above austenitic temperature and then 
cooled will produce different microstructures which are dependant upon cooling rates.  The 
distribution and bonding of carbon atoms to iron atoms will be affected and can be 
reasonably predicted through previous empirical studies.  CCT diagrams provide a means of 
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predicting resulting microstructure when cooling rates are known.  These cooling rates can 
also be related to hardness values through the use of previously recorded and available 
Jominy Quench Hardness graphs. 
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Chapter 3: Guided Waves 
 Guided waves occur when acoustic waves travel through a medium and are affected 
by the geometry of the medium.  For example, when one of the dimensions of the medium 
is of the same order of magnitude as the wave length, the wave is said to be dispersive and 
the medium called a “guided wave.”  The boundary conditions of the wave-carrying medium 
“guide” the wave energy.  This allows for energy to be directed through a material for larger 
distances with less attenuation than may be possible in a bulk medium because the wave 
energy is more focused via the wave-guide. 
 This chapter will give an overview of guided waves which are used for the 
measurement of attenuation coefficients of 1045 Steel in Chapter 5.  This chapter provides 
background for the experimental setup selected in Chapter 4.  A more complete theoretical 
understanding and analytical derivation can be found from [4] and [5].   
 Guided wave behavior is distinct from the behavior of waves in an unbounded bulk 
medium where only two velocities occur, i.e., longitudinal and shear velocity.  In bounded 
media where the wave velocities are a function of the wave frequency the media is called a 
“waveguide”. Pipes, plates, bars, beams, railroad tracks, columns, and metal strands are all 
common useful wave-guides. The wave velocity and attenuation are dependant on frequency 
in guided waves.  The longitudinal wave traveling through the wave guide interferes with the 
boundary conditions and excites resonances within the material.  This resonating motion 
travels slower than the longitudinal wave.  This can be pictured as a bullet ricocheting down 
a hallway.  The longitudinal wave (and bullet speed) through the medium is faster than the 
speed at which it moves down the waveguide (hallway). 
 Different resonance modes will exist within a wave-guide.  Modes in cylindrical 
geometries occur in three different categories: longitudinal, torsional, and flexural.  Figure 8 
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shows the physical meaning of these wave types.  Longitudinal waves are areas of 
compression and rarefaction within the material.  These regions propagate in the direction of 
the wave travel.  Torsional waves cause the waveguide to twist in alternating directions as 
shown.  Flexural waves involve displacements perpendicular to the direction of wave 
propagation.   
 
Figure 8. Cylindrical Mode Types 
 
These categories can each support a frequency dependant number of modes.  At 
lower frequencies fewer modes can potentially be carried by a wave guide.  Figure 9 shows 
an example of the displacement patterns of three different longitudinal modes. 
 
Figure 9. Three Longitudinal Modes. 
 
The modes are labeled L (0, 1) through L (0, 3) where “L” represents “Longitudinal”.  
Torsional and Flexural modes are labeled “T” and “F” respectively.  In the L (0, 1) mode 
shown, all locations on vertical planes are either in compression or rarefaction.  In first mode 
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shown in Figure 9, L (0, 2), there are regions of both compression and rarefaction for a 
single cross-sectional plane.  Higher frequencies will support more modes within each of the 
mode types (L, F, and T). 
The energy will be distributed differently within the cross-section of a waveguide for 
each mode and frequency.  The flow of power may be concentrated on the surface or the 
interior of a waveguide depending upon wave mode.  For demonstration purposes Figure 10 
shows the power distributions of the three mode shapes shown in Figure 9 at specific 
frequencies.   It can be seen that the L (0, 1) has a much more uniform distribution of power 
flow, while the L (0, 2) and L (0, 3) modes have power concentrated on the surface and 
center of the rod respectively. 
 
Figure 10. Power Distribution in the Longitudinal Modes Shown in Figure 9 
 
Behavior of these modes can be predicted analytically and are commonly expressed 
using dispersion curves.  Dispersion curves show the frequency dependence upon wave 
characteristics.  Group, phase, and energy velocity are wave characteristics which can be 
displayed using dispersion curves.  This allows for the focusing of wave energy through the 
selection of specific modes.  In the present study guided wave behavior will be considered in 
order to isolate the T (0, 1) mode in order to determine attenuation coefficients in 1045 
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Steel.  The isolation of this mode is performed through frequency selection and selection of 
transducer contact on rod specimens. 
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Chapter 4: Guided Wave Attenuation Experimental Procedure 
 An investigation of the effects of the microstructure of carbon steel on acoustic 
wave propagation was performed on fifteen steel rod specimens.  The specimen preparation, 
guided wave setup, and performed testing will be discussed in this chapter. 
4.1 Specimen Preparation 
Rods with dimensions of 1/4 inch diameter and approximately fifteen inches in 
length were investigated.  Rods were made of 1045 cold rolled steel.  In order to produce 
varying microstructures within the specimens, eleven bars were heated to 950oC for several 
hours.  This assured the specimens were in the austenite phase, as well as allowed for some 
normalization of carbon distribution within the bars (carbon distribution within the as 
received bars was unknown). 
The autoclave door was opened and metal tongs were used to remove an individual 
specimen and quenching was performed.  For water quenching, the specimen was 
immediately submerged into a container of water and kept in continuous agitation until the 
specimen reached room temperature.  Three specimens were water quenched, allowing the 
oven to reach 950oC between each quenching.  Cooling to room temperature times for this 
heat treatment was estimated to be around ten seconds.  This set of specimens underwent 
the highest cooling rate, and Martensitic transformation occurred.  Figure 11 shows a 
specimen being removed from the oven for water quenching. 
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Figure 11. Specimen removal from Auto Clave 
 
The same procedure was repeated for three specimens submerged into an oil bath.  
Due to the oil having a lower specific heat capacity than water, the cooling rate of these 
specimens was slightly less than the cooling rate experienced by the water quenched 
specimens.  Three specimens were removed and allowed to cool at room temperature 
(25oC).  Two bars were left in the autoclave and the auto clave was shut off in order to 
achieve slower cooling times than all other specimens. 
Oxidation layers formed on the specimen surfaces through the heat treatment 
process were removed through the use of a motorized wire brush.  Three Rockwell hardness 
values were obtained for all specimens using the HRC scale.  The average of these values 
was then recorded. 
4.2 Test Setup 
 Torsional waves were excited in the specimens and recorded.  Pulses were generated 
using a RITEC 4000 Pulser Receiver.  This unit produced sine waves upon receiving a 
trigger generated by the computer.  Signals were sent from the pulser to shear transducers 
mounted on the specimens. 
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Two shear transducers transferred the electric pulse generated in the Pulser Receiver 
into acoustic torsional waves in the specimen.  Panametrics 250 kHz normal incidence shear 
wave ultrasonic transducers were used in this test with fixtures holding the two transducers 
in contact with specimen.  These fixtures ensured consistent pressure and contact 
orientation between tests. Figure 12 shows a section view of the fixture, transducer, and 
specimen assembly.  The cavities on the top and bottom of the holders contained springs, 
which allowed for consistent pressure to be applied to the transducers between each test. 
 
Figure 12. Section View of Specimen Contact with Transducers. 
 
Transducers and holders were placed on both ends of the specimen.  Two 
transducers sent a signal, and on the other end of the specimen one transducer received the 
transmitted signal.  The received signal was passed through an analog filter amplifier.  The 
amplified and filtered signal was sent to an oscilloscope and to an A/D converter on the 
Computer.  Figure 13 shows a schematic of the test setup. 
 
Alternating shear 
stresses 
producing 
torsional waves in 
specimen 
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Figure 13. Experimental Test Setup on Rods 
 
In order to reduce noise, the average of one hundred testes was taken. This averaged 
signal was then saved.  Control of the triggering, A/D card, and averaging were 
implemented using Labview 2010. 
Signal frequency was chosen to be 250 kHz in order to isolate wave modes.  The bar 
dimensions were simulated analytically and disperse curves were obtained.  As mentioned in 
Chapter 3 at lower frequencies fewer modes can be carried by a wave guide.  Figure 14 
shows a dispersion curve for the modes supported below 500 kHz in the specimen’s 
geometry.  At 250 kHz there are only three modes that can be propagated in a homogenous 
steel cylinder: one torsional mode, one longitudinal, and one flexural mode.  At higher 
frequencies more modes are introduced as can be seen with the F (1, 2) mode appearing 
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around 350 kHz in Figure 14.  It is also noted that the torsional mode, T (0, 1), does not 
have a frequency dependant velocity (non-dispersive). 
 
Figure 14. Dispersion Curve for One Quarter Inch Diameter Steel Rod 
 
 An excitation frequency for testing was chosen at 250 kHz due to a clear distinction 
between all supported mode velocities, and it is at a sufficiently low frequency to prohibit 
higher order modes.  The test setup successfully isolated the T (0, 1) mode within all non 
water quenched bars.  Minor deviations experienced from the theoretical modes in water 
quenched specimens will be discussed in Chapter 5. 
 
4.3 Testing Performed 
 Acoustic tests were performed upon all specimens using both single pulse and three 
pulse wave packets.  Prior to testing specimens, sending and receiving transducers were 
placed face-to-face and a signal was recorded.  This allowed for the calculation of the system 
delay time, and enabled calculation of travel time through the specimen.  A specimen was 
then placed within the fixture, and a test was conducte
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set to generate a single pulse, 300 Volt peak to peak, 250 kHz sine wave.  Tests were 
repeated with the Pulser producing three pulses.  The analog filter was set to band pass 150 
kHz – 10 MHz, with a gain of 26 dB.  The data was sampled at 1 MHz and 8196 data points 
were recorded (signal time of 0.82 ms). The sampled time included the first trip of the wave 
packet as well as the first two reflected signals.  Figure 15 shows the three pulses obtained as 
well as the travel distances corresponding to each wave packet of a sample time signal. 
 
Figure 15. Sample Received Signal and Corresponding Travel Distances 
 
After data was recorded for all specimens the received waves were analyzed in order to 
extract attenuation values and observe differences in acoustic behavior. 
 
4.4 Post Processing 
 Saved signals underwent digital filtering about the excitation frequency with a band 
pass of 20 Hz.  Filtering reduced differences between signals that may have been caused by 
affects other than the specimen crystal structure.   
In order to obtain attenuation values from the received signals, the maximum 
absolute value within each of the three wave packets for a signal were identified.  An 
exponential decay was fit to find a best fit line through these three points of the form 0
tA e α−  
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where A0 is initial amplitude and α is the attenuation coefficient.  Figure 16 shows the curve 
fit to the single pulse signal for a cold rolled as received bar. 
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Figure 16. Pulse Train with Exponential Decay Fit to Wave Packet Maximums 
 
It should be noted that though on the short time window (0.82 ms) the fit appears 
linear it is in fact exponential.  If the curve is extended to 15 ms the trend becomes clear as 
shown in Figure 17.  
 
Figure 17. Exponential Decay Trend Line Extrapolated to 15 ms 
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Values of α were obtained for all bars for both one and three pulse excitations. 
Comparisons of the attenuation based upon heat treatments are made based upon the 
recorded data.  Attenuation values for water quenched bars could not be obtained due to the 
difference in behavior of these bars. 
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Chapter 5: Guided Wave Experimental Results and Discussion 
Time signals of all non water quenched specimens with a single pulse excitation are 
displayed in this chapter. Signals showed only minor differences between all non water 
quenched specimens, with larger deviations occurring in all water quenched bars.  The trend 
of these heat treatments is very similar to signals shown in Figure 18 below. Figure 18 shows 
the time signals for all cold rolled (as received specimens) excited at 250 kHz.   
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Figure 18. Time signals for all Cold Rolled Specimens 
 
All cold rolled specimens displayed similar behavior.  The average attenuation coefficient 
was 9.66 x 10-4 Np/m, with a coefficient of variation of 8.8%. 
 Figure 19 shows the time signals obtained for the oil quenched specimens. 
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Figure 19. Time Signals for all Oil Quenched Specimens 
 
The average attenuation coefficient was 9.57 x 10-4 Np/m, with a coefficient of variation for 
Oil Quenched specimens of 4%.  Time signals for all air-cooled specimens are shown in 
Figure 20.  
 
Figure 20. Time Signals for all Air-cooled Specimens 
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 The average attenuation coefficient for Oil quenched specimens was 9.57 x 10-4 
Np/m, with a coefficient of variation of 5.6%.  Time signals obtained from the oven-cooled 
bars are shown in Figure 21 below. 
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Figure 21. Time Signals for All Oven-cooled Specimens 
 
All Oil quenched specimens displayed similar behavior.  The average attenuation 
coefficient was 10.23 x 10-4 Np/m, with a significantly higher coefficient of variation than 
the other heat treatments of 30%.  Oven-cooled 2 showed the highest attenuation values for 
both the single and three pulse testing. 
 The average attenuation varied noticeably between heat treatment types.  Figure 22 
summarizes the obtained attenuation values for all non-water quenched bars.    Tests were 
also performed with a three pulse excitation allowing for comparison.  Attenuation values 
show slight quantitative dependence upon number of pulses, with higher attenuation values 
for three pulse excitation.  Though there is a slight quantitative dependence upon the 
number of excitation pulses, a qualitative relationship between the attenuation values of heat 
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treatment exists between single and three pulse experiments.  Oil quenched specimens 
displayed the least deviation and smallest average attenuation values, while oven-cooled bars 
displayed the highest attenuation and the largest deviation. 
 
 
 
 
Figure 22. Comparison of Attenuation Coefficients 
 
  
 
The above signals all behaved similarly and the attenuation values were obtainable 
through the use of the arrival of three distinct wave arrivals (through transmission and two 
reflections). The time signals for water quenched specimens, however, contained a large 
amount of energy not arriving in these three wave arrivals.  Time signals for water quenched 
bars are shown in Figure 23.  The several modes between the main reflections contain 
energy due to the mode conversion caused by the lack of symmetry due to the rapid cooling. 
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Figure 23. Time Signals for All Water Quenched Specimens 
 
As shown in Figure 23, the three peaks used in all other heat treatments are not an 
exponential trend in the water quenched specimens.  In the water quenched bars there is a 
significantly larger amount of acoustic energy arriving between the expected arrivals of the T 
(0, 1) mode.  
In the water quenched specimen it is possible that the properties of the specimen’s 
cross-section are not of uniform hardness.  See Figure 7 for water quenched hardness values 
for 1045 steel with respect to the distance from the water quenching surface.  With a high 
gradient of hardness values and microstructure occurring throughout the cross-section the 
simple guided wave theory used to predict wave mode isolation is not valid.  In addition to 
cross-sectional gradients, water quenching produces residual stress within the specimen and 
caused the water quenched rods to have a slight curvature along their length.  This bend 
could be a source of an additional flexural mode excitation within the specimen, i.e., due to 
mode conversion.  These additional mode arrivals make it impractical to use the torsional 
mode used in the other heat treatments in order to determine attenuation. 
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Chapter 6: Non-Destructive Testing Using Nonlinear 
Ultrasonics 
  
Non-destructive testing (NDT) seeks to provide indications of damage and 
remaining useful life of material in applications.  This damage can accumulate over time 
from a variety of sources ranging from static or dynamic loading, temperature fluctuation, 
creep, and chemical reactions.  These damages result in a change in the material properties 
which can be measured nondestructively through the propagation of acoustic ultrasonic 
waves.   
Acoustic properties relying on a classical elasticity model have proved useful in 
NDT.  Information on acoustic velocity and attenuation has been widely used to determine 
locations of cracks, inclusions, delamination, porosity, and other defects.  In addition to the 
classical linear model used, many materials can provide information on the state-of-damage 
through nonlinear parameters. 
Nonlinear material characteristics have shown greater sensitivity to material damage 
as well as earlier indications of the presence of damage than commonly used linear material 
characteristics.  A significant body of work has been done on nonlinear acoustic/ultrasonic 
detection methods.  This section will provide an overview of the mechanisms causing 
nonlinearities, the test methods employed to indicate the level of nonlinearity of a material, 
and some material variations that have been detected with nonlinear ultrasonic 
measurements.  In nonlinear testing applications, system nonlinearities should be considered 
and distinguished from material nonlinearities.  For this reason the present chapter will also 
provide a discussion of system nonlinearities. 
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Nonlinear Mechanisms 
Nonlinear behavior in the material occurs through a variety of mechanisms.  Three 
mechanisms will be discussed in order to provide a conceptual understanding of potential 
sources of nonlinearities.  The acousto-elastic effect, nonlinear stress-strain relationships, 
and crack openings, i.e. acoustic nonlinearity due to contact, are discussed. 
 
The Acousto-elastic effect   
The acousto-elastic effect describes the nonlinear behavior of acoustic waves due to 
stress dependant wave velocity.  A material showing the acousto-elastic effect under 
compression will have a higher acoustic velocity than unstressed material or material under 
tensile loading.  In the case of a transmitted sine wave, the compression peaks will travel 
slightly faster than the rarefaction regions.  This will cause a distortion in the transmitted 
wave which introduces higher harmonic frequencies.  Acousto-elasticity will distort the 
carried wave as a function of the material, the amplitude of the transmitted wave, and the 
distance of wave travel.  This phenomenon is also responsible for shock waves.  A range of 
studies have been performed in which specimen’s acoustic velocities have been measured 
while exposing the specimen to applied stress displaying the general trend.  The magnitudes 
of these introduced frequencies have shown quantitative and qualitative correlation to 
several forms of damage, though the change in acoustic velocity is on the order of 1% of the 
total velocity.  The slope of velocity change per Pascal of applied stress provides a metric of 
the non-linear behavior of the material. 
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Non-linear Stress- Strain Relationships 
Non-linearities will also occur within acoustic waves when the stress-strain 
relationship of the material is not linear.  The classical approach assumes the relationship 
between stress and strain to be linear, with the slope defined as the Young’s Modulus.  In the 
classical approach, if a single frequency wave is propagated through a material, the same 
frequency will be transmitted through the material.  Figure 24 shows the classical approach 
assumption of the stress-strain relationship. 
 
Figure 24. Linear Stress-strain Behavior 
 
Deviations from this relationship will cause nonlinearities in acoustic wave 
propagation in such a material.  This can occur through the addition of a second or higher 
order term into the stress-strain relationship, which introduces harmonic frequencies into a 
propagated wave.  At high strains this behavior is present in many materials.  The behavior 
of a second order nonlinearity is shown below. 
 
σ 
ε 
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Figure 25: Second Order Nonlinear Stress-strain Behavior 
 
Similarly, third and higher order terms can also be considered in the stress-strain 
relationships.  If the stress-strain relationship is best described by a third-order term 
(constant times strain cubed) and first order term, nonlinearities will also be evident within 
transmitted acoustic waves [6].  A third-order nonlinear stress-strain relationship is shown in 
Figure 26. 
 
Figure 26. Stress-strain Relationship with Third-order Term 
 
Higher order polynomial relationships (forth and higher order) between stress and strain will 
also give rise to nonlinearities, but their contributions are small, if present, and are not widely 
considered.   
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Some materials also exhibit hysteretic stress-strain behavior.  This indicates that the 
stress-strain relationship will be dependant upon the previous strain values experienced by 
the material.  Material that exhibits strain-rate dependant behavior (viscoelasticity) will also 
display nonlinearity.  An example of hysteretic stress-strain behavior is shown in Figure 27. 
 
Figure 27. Hysteretic Stress-strain Behavior 
 
In a paper by Van Den Abeele et. al. [6] a table presenting the relationship between 
the nonlinear stress-strain relationship and the frequency spectrum of the strain amplitude 
was presented.  This has been included below in Figure 28 to demonstrate harmonics that 
will appear in the frequency domain associated with various nonlinearities.  This figure also 
demonstrates the strain as a function of time, as well as the modulus of elasticity as a 
function of time.  It should be noted that there is overlap of the resulting harmonics for 
different nonlinear mechanisms. 
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Figure 28. Nonlinear Stress-strain Overview [6] 
 
 
Cracks and Dislocations 
In addition to nonlinear stress-strain relationships, cracks in the material can also 
cause nonlinear wave propagation.  Both macroscopic and microscopic cracks (regions of 
high dislocation density) are potential sources of nonlinear material behavior. 
When a compression wave encounters a crack it holds the crack closed enabling 
acoustic wave propagation.  In rarefaction the crack is opened and wave propagation is 
prohibited.  This difference in behavior will lead to nonlinear distortions on transmitted 
acoustic waves.  In addition to the asymmetric stress-strain (due to reduced tensile restoring 
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force caused by cracks), there is a strain threshold at which cracks will be opened.  It has 
been shown that wave propagation will behave differently when this threshold has been 
reached [7]. 
Dislocations and cracks will also cause regions of residual stress, e.g., residual stress 
near crack tips.  These will result in localized areas of nonlinear behavior, which will result in 
nonlinearities in a propagated wave.  The inability for cracks to transmit tension is illustrated 
in Figure 29. 
 
Figure 29: Longitudinal Wave Propagation through Cracks. 
 
 
This relationship will also cause nonlinearities in the stress-strain relationship of the 
material. Since there is effectively less material acting in tension than in compression, the 
stiffness in tension will be lower than in compression [8]. The stress-strain behavior 
described by different stiffness in tension and compression is shown in Figure 30. 
  
37 
 
Figure 30. Stress-strain Piecewise Linear Behavior Due to Cracks 
 
In practice, a combination of the aforementioned mechanisms and other nonlinear 
phenomenon occur resulting in nonlinear acoustic behavior.  In non-destructive testing, 
various techniques have been implemented to determine nonlinear parameters which have 
displayed sensitivity to the state-of-fatigue, plastic deformation, creep, thermal damage, 
stress, adhesion level, cracks, and amount of nucleation of metals. A selection of frequently 
performed methods will be discussed below. 
 
Nonlinear Detection Strategies 
In testing, a variety of methods have been employed for the detection of 
nonlinearities within material.  These methods provide qualitative differences between 
nonlinearities present in damaged and undamaged materials, and some have potential to 
quantitatively give third-order elastic coefficients.  Several of these methods will be 
discussed. 
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Relationship between Stress and Velocity 
 As defined in the acousto-elastic effect, the stress dependence upon velocity will 
introduce nonlinearities into transmitted acoustic waves.  Tests have been implemented in 
which velocity measurements are taken under a variety of loading conditions.  The 
relationship between the change in stress and the change in velocity is a nonlinear parameter 
of a material [9].  Sample results from experiments in literature are shown in Figure 31. 
 
Figure 31. Acousto-Elastic Affect Experimental Results [9] 
 
 
An experiment by Nagy [10], in which beams were subjected to cyclic bending, 
demonstrated the ability to use nonlinear parameters to detect the onset of damage at earlier 
stages than the linear approach.  In this experiment velocity measurements were taken 
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through the beam in the bent state.  This caused the velocity measurement to contain equal 
amounts of material in both tension and compression.  The beam was exposed to cyclical 
loading, with velocity measurements being taken periodically as fatigue accrued.  Nonlinear 
velocity relationship to strain was able to be determined by observing the change in the 
relationship between strain and velocity, as well as how this changed during the fatigue life 
of the material.   
 
Harmonic Detection 
One method for determining material nonlinearities is the measurement of harmonic 
frequencies caused by the material.  These frequencies will occur at higher integer multiples 
of the excitation frequency, as well as integer fractions of the excitation frequency.   When a 
material is assumed to have a second-order term in its stress-strain relationship 
( 2Eσ ε βε= + ) an approximate solution to the wave equation can be found using 
perturbation theory.  The solution will introduce a higher harmonic located at twice the 
excitation frequency.  From this solution a nonlinear parameter, β, can be solved for and is 
found as a function of the amplitudes of the fundamental frequency and the first harmonic 
frequency, the distance traveled, and the wave number of the fundamental wave.  Appendix 
A provides the derivation of this nonlinear parameter used in numerous works.  Figure 32 
shows a frequency spectrum displaying higher harmonics.  In calculation of β the amplitudes 
of the peak of the fundamental frequency is related to the amplitude of the other peaks 
(depending on the specific approach taken).  
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Figure 32. Frequency Spectrum with Nonlinear Higher Harmonic 
 
A variety of work has been done observing the relationship between β and material 
degradation. Tests have shown relationship between the nonlinear beta parameter and 
numerous different forms of damage: fatigue, residual stress, crack detection, internal stress, 
heat cycling, aging, and others [11, 12, 13, 14, 15, 16, 17, 18].  Because of other sources of 
nonlinearities this parameter is generally not actually describing the β from the stress-strain 
relationship quantitatively but is useful when in comparison to an undamaged material. 
 Similar parameters can be calculated using third and higher-order harmonics to 
determine higher-order nonlinear parameters.  Sub-harmonic generation and measurement 
have also been used in the detection of nonlinear material behavior [19, 20]. 
 
Resonant Shift 
 Resonant frequencies can be used to find homogenous elastic constants for 
specimens with known density and geometry.  Through the use of varying excitation levels 
with resonance measurement, nonlinearities can also be detected.  When the excitation 
frequency is varied, the resonant frequency will shift dependant upon the material 
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nonlinearities.  The amount of shift that occurs as a function of amplitude will be affected 
through damage, and other sources of nonlinearity, and resonant shift has already been used 
to detect a variety of damage mechanisms in material [21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 
31, 32].  A sample of the effect of the resonant frequency decreasing with increasing 
excitation amplitude is shown in Figure 33. 
 
Figure 33. Resonant Shift Indication of Nonlinear Damage [22] 
 
 
Nonlinear Interaction of Multiple Waves 
 In addition to the previously mentioned methods, there are two nonlinear 
measurement strategies involving the interaction of waves which will also be discussed: wave 
modulation and non-collinear wave mixing. 
Wave Modulation 
 Wave modulation describes the interaction between a large-amplitude low-frequency 
wave (pump) and a high-frequency wave (probe) for nonlinear detection.  The interaction 
between the pump and the probe is nonlinear when the probe wave’s transmission is 
affected by the presence of the pump wave.    When the pump wave is in tension cracks will 
be opened, which then prohibits the transmission of the lower amplitude high frequency 
waves.  When cracks are present this will cause the probe wave to modulate at the frequency 
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of the pump.  This method has been applied to materials, joints, and other contact surfaces 
[34, 35, 36, 37, 38, 39].  Interaction between the pump and the probe wave will cause the 
envelope of the received probe signal to oscillate at the pump frequency as shown in the 
lower right of Figure 34.   
 
Figure 34. Nonlinear Behavior of Wave Modulation [33] 
 
In the frequency domain this affect will result in “side bands” around the probe 
frequency.  The side bands occur at ωprobe ± n ωpump. , where n is a positive integer [34, 35]. 
The magnitude of the side bands (and the effect of modulation) will increase as damage and 
cracks increase in the specimen [6, 36, 37, 38, 39, 40, 41].  Through the measurement of the 
magnitude of these side bands the amount of damage can be estimated in the specimen.  The 
frequency domain of damaged and undamaged specimens are compared using wave 
modulation in Figure 35. 
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Figure 35: Damage Induced Side Bands in Wave Modulation Experiments [35] 
 
 
This method has been applied for crack detection on a variety of materials, including 
complex geometry metallic parts and silicon wafers.  Time reversed acoustics techniques 
have also been applied in order to localize the wave modulation interaction.  This has been 
used to find localized areas of cracks and other nonlinear generators [42]. 
 
Non-Collinear Wave Mixing 
 An additional detection method to give indication of nonlinear material qualities 
involves the mixing of two non-collinear waves.  Jones and Kobett [43] derived solutions to 
intersecting plane waves demonstrating that, under certain circumstances, wave interaction 
will give rise to a scattered wave.  The magnitude of this scattered wave will be a function of 
the third-order elastic coefficients.  Later work by Rollins [44] showed experimentally one of 
these cases in several materials.  Taylor and Rollins [45, 46] later experimentally 
demonstrated the occurrence of several other cases of scattered waves, as well as the use of 
scattered waves for deriving third-order elastic material coefficients.   The same concepts 
have been experimentally verified in a variety of materials [47, 48, 49].   
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 Scattering will only occur under specific resonant conditions.  These conditions are 
dependant on several relationships: the ratio of the frequency of the two intersecting waves, 
the ratio of shear and longitudinal velocities in the material, and the angle of interaction.  
The following table, taken from [45], shows five cases of intersecting wave interactions that 
produce scattering.  
Table 1. Non-collinear Wave Interactions Resonant Conditions [45] 
 
 
 
Table 1 gives the interaction angles necessary to generate scattered waves as well as 
the direction of the scattered wave. It should be noted that the interaction conditions are a 
function of the following two ratios: 
Vshear
c
Vlongitudinal
=   and 1
2
a
ω
ω
=  
In Table 1, ∆  is related to the magnitude of the scattered wave and the angles are 
defined as shown in Figure 36, where k1, k2, and k3 are wave-vectors. 
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Figure 36. Definition of Interaction Angle φ and Scattered Angle γ 
 
 
The conditions under which scattering will occur, as well as a complete derivation of 
all scattered modes (more than the five previously shown) was summarized by Korneeve et. 
al. [50].  Conditions in which two intersecting longitudinal waves produce shear waves at the 
sum and difference frequencies are shown in Korneeve et. al. which is also investigated in 
this study. 
 Croxford et. al. [51] has applied non-collinear wave mixing to nondestructive testing, 
and has shown scattered wave amplitude sensitivity to fatigue and plastic deformation.  Since 
the magnitude of the scattered wave is dependant upon nonlinear material qualities, the 
magnitude of the scattered wave is a useful indication of material damage.   Experimental 
results showing scattered wave amplitude sensitivity to plastic deformation and cyclical 
loading are shown in Figure 37. 
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Figure 37. Amplitude of Scattered Wave Sensitivity to Plastic Deformation and Fatigue [51] 
 
 
Hirao et. al. [52] has shown the prospect of using non-collinear wave mixing for the 
determination of internal stresses.  Since velocity is affected by stress (acousto-elastic effect) 
the resonant angle will be altered in the presence of stress.  When stress is applied to the 
interaction region the resonant angle is changed and causes an interaction that would be 
critical for resonance in an unstressed state to no longer cause scattering.  This relationship 
between stress and resonant condition provides opportunity for detection of internal stress. 
 
System Nonlinearities 
 In testing for material nonlinearities, the nonlinear behavior of the system itself must 
be considered.  System nonlinearities come from a combined affect of nonlinear behavior of 
the transducers, filters, amplifiers, and the input signal.  Each of these can potentially contain 
nonlinearities, and must be considered to determine the nonlinearity of the material.  A 
display of components to be considered in a common test setup is shown in Figure 38.  
 
Figure 38. Components of a Common Acoustic Test Setup 
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In testing, care must be taken to ensure that higher harmonics and resonant shifts are 
in fact a result of material nonlinearities when making observations about material 
nonlinearities.  System nonlinearities can come from nonlinear input-to-output relationships 
or frequency dependant behavior of the system.  Figure 39 shows a possible input-output 
relationship of filter and transducers that will cause nonlinearities in the received signal. 
 
Figure 39. Nonlinear Transducer and Amplifier Behavior 
 
 
Nonlinearities from this source behave differently than material nonlinearities caused 
by nonlinear stress-strain relationships, and do not need to satisfy the wave equation.  A 
brief example will be given to demonstrate the effects of this mode of nonlinearity.  
Consider a signal “A” sent and received with amplitude of AmpA, and signal “B” received 
with amplitude AmpB.  These signals sent simultaneously will result in amplitude of AmpA + 
AmpB  in linear conditions.  However, in the presence of non-linear amplifier and transducer 
behavior, as shown in Figure 39, the received signal will be a lower value than the sum of the 
separate signals.  The magnitude of the nonlinear difference will also be affected by the 
magnitude of these amplitudes.  When the true behavior of the system contains a second 
order nonlinearity, the nonlinearity of the summation signal will be greater than that of sum 
of the input signals.  In addition, the higher the amplitudes are the higher the measured non-
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linearity will be because the deviation from linear behavior is amplitude dependant.  Figure 
40 demonstrates this behavior.  
  
Figure 40. Amplitude Variant Nonlinear Sensitivity 
 
 
This magnitude dependence upon perceived nonlinearities should be kept in mind 
when searching for material nonlinearities.  Signals of different magnitudes may yield 
different measured nonlinearities, due to excitation amplitudes, even while material 
nonlinearities are unchanged.  Specimens with different attenuations will cause different 
amplitudes and may cause the appearance of difference in nonlinearities, but due to system 
magnitude nonlinearity it may not be possible to distinguish the material nonlinearity from 
the system nonlinearities. 
Consider the nonlinear amplification of a sine wave.  If a sine wave signal is 
amplified in a amplifier behaving similar to Figure 39, after amplification there will be the 
introduction of higher harmonic frequencies.  All nonlinear material behavior listed 
previously in this chapter will introduce similar higher frequency components. 
In addition to input-output nonlinear behavior, frequency dependence should be 
considered.  Frequency dependence is common in many systems.  Certain frequencies are 
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generally more easily excited, transmitted, and detected than others in physical systems.  For 
example, if a white noise excitation (an excitation of all frequencies) is introduced to a 
system, the measured amplitude in the system in practice may have frequency dependant 
sensitivity.  Figure 41 shows this behavior in the frequency spectrum.  
 
Figure 41. Nonlinear Frequency Response 
 
 
This behavior can be important in some nonlinear NDT measurement techniques, 
especially those involving harmonic generation measurements.  Since that technique involves 
the relationship of amplitudes of two frequency components, the values produced may be 
influenced by the system frequency nonlinearities and should be taken into account. 
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Chapter 7: Non-Collinear Wave Mixing Specimen Preparation 
An investigation of the effects of heat treatment on non-collinear wave mixing 
response was performed on 4140 steel specimens subjected to various heat treatments, and 
on asphalt concrete mixture specimens with different levels of aging.  The specimen 
preparation of both of these specimen groups will be discussed in this chapter. 
7.1 Specimen Preparation of 4140 Steel  
Nine specimens of 4140 steel were prepared for non-collinear wave mixing testing.  
All specimens were rectangular prisms, 8 in long with a 1 in by 2.5 in cross-section (20.32 cm 
x 6.35 cm x 2.54 cm).  Material composition is shown in Table 2. 
Table 2. Alloy Content of 4140 Steel 
Element C Mn P S Si Cr Mo 
Weight % 0.38-0.43 0.75-1.0 0.035 (max) 0.04 (max) 0.15-0.3 0.80-1.1 0.15-0.25 
 
Eight specimens were heated to 900oC at a rate of 10oC/minute and allowed to soak 
for 1.5 hours to ensure austenitic transformation throughout the specimen, while one 
specimen was left in the “as received” state.  The specimens were then cooled at four 
different rates, resulting in two specimens for each cooling rate.  After an individual 
specimen was removed from the oven, the oven was then closed and allowed to reach 900oC 
again prior to removing the next specimen. Figure 42 shows the removal of one of four of 
the specimens at 900oC. 
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Figure 42. Specimen Removal from Oven 
 
 
Two specimens were taken from 900oC and then quenched in a 20 gallon tank of 
25oC water while stirring.  These specimens will be referred to as water quenched, “H2O1” 
and “H2O2”.  Two specimens were taken and quenched in a vat of quenching oil and 
stirred, “Oil1” and “Oil2”.   Specimens were continuously stirred to produce a more rapid 
cooling rate available and to promote consistent cooling over the surface of the specimen.  A 
specimen immediately prior to oil quenching is shown in Figure 43. 
 
 
Figure 43. Bar Specimen Immediately Prior to Oil Quenching 
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Two specimens were cooled in the air at room temperature (25oC), “Air1” and “Air2.  
The remaining two specimens were left in the oven, “Oven1” and “Oven2”. The oven was 
then reheated to 900oC and then turned off and left closed until reaching 200oC (below the 
temperature of Martensitic onset).  One specimen was left untreated in an “As Received” 
state and is believed to have been cooled at a rate between that of the air-cooled and oven-
cooled specimens. 
 A wire brush was used to remove the oxidation layer from the surface of the 
specimens and three hardness tests were performed on the surface of all specimens.  The 
specimen’s hardness values were on the thresholds of the Rockwell HRB and HRC scales, 
and in each case the appropriate scale was used for measurement.  Table 3 shows the average 
hardness values of all specimens. 
Table 3. Rockwell Harness of Bar Specimens 
Specimen HRB scale HRC scale 
H2O 1 N/A 41.3 
H2O 2 N/A 41.7 
Oil 1 107.6 28.3 
Oil 2 105.9 31.3 
Air 1 97.1 N/A 
Air 2 94.1 N/A 
As Received 90.1 N/A 
Oven 1 85.1 N/A 
Oven 2 85.8 N/A 
 
Hardness values indicate that different microstructures were in fact produced within the 
specimens.  Comparison of these hardness values with the Jominy Quench test results 
(Figure 7 in Chapter 2) can be used to give indication of the predicted cooling rate produced 
by the different treatment procedures.  Based on hardness values there is indication of the 
cooling rate of the “As Received” bar being between that of the air-cooled and oven-cooled 
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bar.  Velocity measurements (shown in Chapter 8) also place the “As Received” specimen 
between the Air and Oven-cooled specimens.  
 
7.2 Asphalt Concrete Specimen Preparation 
This section summarizes the Hot Mix Asphalt (HMA) mix design, performed to prepare 
HMA samples required for ultrasonic NDT tests. HMA was designed such that the 
aggregate blend gradation is under the restricted zone to maximize mixture stability. The 
dust proportion was kept within the revised limits (0.6 to 1.2). The following sections briefly 
provide information regarding blending percentages and mix design.  
 
Blending Percentages for Mix Design 
A 19-mm nominal maximum aggregate size (NMAS) mixture with a target asphalt content of 
5.9% by weight of total mixture was selected for this study. The asphalt binder grade utilized 
in preparation of asphalt mixtures was PG64-22. The aggregate blend was selected such that 
it satisfies SUPERPAVE requirements. Figure 44 shows the types of aggregates used in the 
mixtures. The gyratory compactor was employed to manufacture the HMA specimens. 
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Figure 44. Coarse (CM16) and Fine (FM20, FA02, MF) Aggregates Used in Asphalt Mixture 
 
 
Specimens were prepared using 6500gr of the asphalt mixture (6116.5 gr of aggregate blend 
plus 383.5 gr asphalt binder). Table 4 summarizes the blending percentages and weights of 
aggregates used for each specimen. Aggregate blend and asphalt mixing was performed at 
155oC using a standard bucket mixing procedure.  
Table 4. Blend Percentages for 150 mm Diameter Gyratory Samples 
Aggregates 
Aggregate Type Blend Percentage (%) Weight (g)  
CM16 65.3 3994 
FM20 23 1407 
FM02 10.5 642 
Mineral Filler 1.2 73 
 
Sample Preparation: 
After gradation and binder type selection, the following steps were performed to build the 
specimens:  
1. Separate aggregates into different sizes by sieving 
2. Blend and weigh aggregates for sample preparation 
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3. Mix and Compaction of HMA 
4. Slice the compacted samples in order to obtain beam specimens  
Gyratory specimens contained 6116.5 grams of aggregate. Aggregate was preheated for two 
hours in order to remove moisture and accomplish uniform heating during mixing. 
The two specimens were exposed to different aging environments.  One specimen 
was left un-aged and the other was oven-aged. For un-aged specimen, immediately after 
mixing, the mixture was placed in the compactor mold and compacted. The oven-aged 
specimen was put in the oven (at 135 C) for 36 hours aging, after which it was compacted.  
Mixing equipment and the gyratory compactor are illustrated in Figure 45. 
 
 
Figure 45. Mixing Equipment and the Gyratory Compactor 
 
Each compacted gyratory specimen was sliced in to two beam specimens. During cutting, 
the last 10 mm of each side of the compacted samples was trimmed off.  This was done in 
order to avoid rough surface and possible end-effects of compaction and to produce a flat 
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and smooth surface to attach acoustic sensors.  Figure 46 schematically shows the samples 
geometry and dimensions.  
 
Figure 46. Asphalt Samples: (a) Gyratory Compacted Sample (b) Short Beam Samples Prepared 
from Gyratory Sample 
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Chapter 8: Non-Collinear Wave Mixing Experimental Setup 
 
Tests were conducted in an effort to measure the scattered wave amplitude based on 
non-collinear wave mixing theory.  The following two wave mixing conditions selected for 
testing: the mixing of two shear waves as used in Case 1 by Jones and Kobett [43], and an 
interaction of two longitudinal waves as discussed by Korneev et. al. [50]. 
 
Velocity Measurements 
To determine resonant conditions for specimens, shear and longitudinal velocity 
measurements are required.  Five measurements were taken for each specimen in order to 
ensure that tests were repeatable and values were reliable.  A through transmission signal was 
sent through each specimen, and a received signal was recorded of the initial through 
transmission and first echo.  A sample time signal as well as travel distances through the 
specimen are shown in Figure 47. 
 
Figure 47. Travel Paths of Wave Energy in Bar Specimens 
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As shown, the initial through transmission and reflection signal appeared in distinct 
energy arrivals. From measurement of the time between these two energy arrivals, velocity 
measurements were conducted.  This travel time was determined by isolating each energy 
packet (initial through transmission and the reflected signal), and then finding the time shift 
resulting in the maximum amplitude cross-correlation.  A sample time shifted wave with 
maximum cross-correlation is shown in Figure 48. 
2.2 2.25 2.3 2.35 2.4 2.45 2.5 2.55 2.6 2.65 2.7
x 10
-5Time (s)
 
Figure 48. Second Wave Time Shifted for Maximum Cross-Correlation 
 
 
From the cross-correlation method the time of flight was determined and used to 
calculate velocity measurements with high reproducibility (low standard deviation between 
tests on a given specimen). Table 5 below summarizes the obtained average velocity values 
and standard deviations of the velocity measurements from five independent tests for each 
specimen. 
 
 
 
 
  
59 
Table 5. Longitudinal and Shear Velocities of All Specimens 
Treatment 
Type 
Specimen 
Number 
Average 
Longitudinal 
Velocity (m/s) 
Longitudinal Velocity 
Standard Deviation 
Average Shear 
Velocity 
(m/s) 
Shear Velocity 
Standard 
Deviation 
H20 Quench 1 5883.7 3.7 3190.6 1.7 
 2 5890.5 3.7 3195.8 1.8 
Oil Quench 1 5886.4 0 3195.4 1.7 
 2 5886.4 4.8 3195.8 1.1 
Air-cooled 1 5918.0 3.8 3228.7 1.8 
 2 5919.4 3.1 3227.0 0.9 
As Received 1 5938.7 3.8 3241.0 1.1 
Oven-cooled 1 5947.1 3.1 3248.1 0 
 2 5949.9 3.1 3251.0 1.1 
 
Longitudinal as well as shear velocities demonstrate distinguishable velocity 
differences between the heat treatment types.  In Figure 49 and Figure 50 the longitudinal 
and shear velocities are shown comparing heat treatment types.  A 90% confidence interval 
on the true velocity mean is shown using the tested values. 
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Figure 49. Longitudinal Velocities of All Bars by Heat Treatment Type 
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Figure 50. Shear Velocities of All Bars by Heat Treatment Type 
 
 
Heat treatment types effect upon grain sizes indicates that increasing grain size also increases 
longitudinal and shear velocities.  A similar trend was found in tests conducted by Gur and 
Tuncer [53] in both 4140 and 5140 Steel with varying grain size.  It is noted that an opposite 
trend (decreasing velocity with grain size) has been found in 301 Stainless Steel by 
Palanichamy et. al. [54]. 
 Resonant conditions for non-collinear wave mixing are a function of the ratio of 
shear and longitudinal velocities, c, but are not dependant upon the specific velocity values. 
Since the trend (increasing with grain size) of both the longitudinal and the shear velocities is 
the same, the change in the c ratio is smaller than the change in the velocity values between 
treatment types.  Table 6 shows the c ratios between specimens. 
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Table 6. Coefficient of Variation for Velocity Measurements in Bar Specimens 
Treatment 
Type 
Specimen 
Number 
Average 
Longitudinal 
Velocity (m/s) 
Average Shear 
Velocity 
(m/s) 
VelShear/VelLong 
c 
H20 Quench 1 5883.7 3190.6 0.5423 
 2 5890.5 3195.8 0.5425 
Oil Quench 1 5886.4 3195.4 0.5428 
 2 5886.4 3195.8 0.5429 
Air-cooled 1 5918.0 3228.7 0.5456 
 2 5919.4 3227.0 0.5452 
As Received 1 5938.7 3241.0 0.5462 
Oven-cooled 1 5947.1 3248.1 0.5464 
 2 5949.9 3251.0 0.5457 
Difference   1.1 % 1.86 % 0.76 % 
 
Though there is a distinguishable difference between velocity measurements, it is 
approximately one percent of the velocity measurement.  The variation in the c ratios is even 
less than one percent.  The small variation in c ratios indicates nearly identical non-collinear 
wave mixing resonant conditions for all bars, and will allow for a single test setup to be a 
valid nonlinear indicator for all heat treatments. 
 
Non-collinear Testing of 4140 Steel Using Two Shear Waves 
In certain resonant conditions, the interaction of two shear waves in a material will 
result in a longitudinal wave with an amplitude dependant upon the material’s nonlinear 
properties.    Prior experiments by Croxford and Nagy et. al. [10, 51], have applied this non-
collinear wave mixing condition on Al 2014.  This method has demonstrated scattered wave 
amplitude sensitivity to damage.   
The precise conditions in which this case of wave scattering will exist is derived for 
in Taylor and Rollins [45, 46] as well as others [52, 47, 43]. Requirements on the interaction 
angle, φ, and the expected angle of the scattered wave,γ , are dependant upon the ratio of 
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the shear velocity to the longitudinal velocity, ( / 1shear longitudinalc v v= < ) and the ratio of the 
frequencies of the interacting waves, ( 1 2/a ω ω= ).  In such a situation the wave interaction 
and angles are as shown in Figure 51.  The frequency of the scattered wave will be a 
summation of the two interacting waves ( 3 1 2ω ω ω= + ). 
 
Figure 51. Interaction Angle Notation Used Herein 
 
 
Solutions from Jones and Kobett [43] show that the interaction and scattered wave angles 
are calculated: 
 
2 2
2 (1 )( 1)cos
2
c a
c
a
φ − += − ...........................................(8.1) 
 
sin
tan
1 sin
a
a
φγ φ= + ...................................................(8.2) 
 
Valid for “a ” when (as shown in [43]) 
1 1
1 1
c c
a
c c
− +
< <
+ −
 
Resonant conditions were calculated for each specimen, and a 0.5o deviation in resonant 
angle was found and is shown in Table 7.  Due to wave scattering and test limitations this 
variation was considered negligible, and identical interaction angles were used for all 
specimen test setups. 
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Table 7. Interaction Angles of Resonance for All 4140 Specimens 
Treatment 
Type 
H20  
1 
H20  
2 
Oil  
1 
Oil  
2 
Air  
1 
Air  
2 
As 
Received 
Oven 
1 
Oven 
2 
“c” ratio 0.5423    0.5425    0.5428    0.5429    0.5456    0.5452    0.5457     0.5462    0.5464 
Resonant 
angle for a=1 
114.32   114.29   114.25   114.24   113.87   113.93   113.79   113.76   113.85 
 
Figure 52 shows the geometry chosen to produce intersecting shear waves at approximately 
114o in the specimens.  When a = 1, γ= φ/2, the scattered wave intersects perpendicular to 
the bottom surface of the specimen.  This configuration is likely to produce larger 
transmission coefficients and received amplitudes than if the scattered wave did not arrive 
normal to the bottom surface. 
 
Figure 52. Experimental Setup to Produce Scattered Wave Perpendicular to Bottom Surface 
 
 
In addition to the perpendicular arrival of the scattered wave there are additional 
considerations that may indicate increased scattered wave amplitude with this arrangement.  
Equations (8.1) and (8.2) are plotted verses the “ a ” ratio in Figure 53. 
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Figure 53. Interaction Angles for all “a” ratios for “c” = 0.544 
 
 
Figure 53 shows the resonant interaction setups which will result in a scattered wave.  The 
scattered wave angels are both placed with respect to the wave ω1.  Scattered waves are 
shown with an identical reference angle.  The reciprocal scattered wave location was 
calculated: φ(a-1) - γ(a-1) = γ1.  This can be seen most easily geometrically, as shown in Figure 
54. 
 
Figure 54. Existence of Two Scattered Waves with Different Reference Lines 
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It should be noted that for a given interaction angle, there are two a ratios that will 
produce a scattered wave.  These interactions will are reciprocals and therefore occur with 
the same interacting waves.  The interaction of any two frequencies is therefore interaction 
of two a ratios, depending upon which interacting wave is considered ω1 and ω2.  With 
scattered wave angles put in a common reference to (using ω1 as reference), the angle of the 
two simultaneous scattered waves are different in most cases.  This indicates that there will 
be two scattered waves produced, each in a different direction.  This is true in general, but a 
unique case exists at a = 1, where only one scattered wave exists.  It is suspected that the 
amplitude of multiple scattered waves may reduce the energy of each, and a test at an a ratio 
of unity may lead to more detectable scattered waves.   
Beam spread should also be considered.  In practice there will be a range of 
interaction angles occurring due to beam spread in the interacting waves. This will cause a 
range of diffraction angles to be produced within the specimen.  These angles could be 
examined through inspection of Figure 53, looking at all γ1 angles that correspond to the 
horizontal band of φ angles believed to be within the beam spread.  Scattered waves could be 
expected to arrive at all of the γ1 angles predicted in Figure 53. 
To ensure that shear waves were intersecting at the desired angles (and the above 
configuration was, in fact, being implemented), a shear transducer was placed on the bottom 
surface of the specimen at the distance where the shear wave is expected to arrive.  The 
variable angle wedges were then adjusted until the received shear wave was at a maximum.  
With a desired shear wave entry angle of 57o for each shear wave, this shear wave is expected 
to intersect the bottom surface of the specimen at a distance of 9.8 cm.  Measured signals 
were recorded at a lateral distance of 5, 7, 8, 9, 10, 11, 12, and 13 cm away.  The profile of 
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maximum amplitudes gives an indication of the extent of beam spread and confirms the 
existence of a shear wave traveling at the desired angle.  Figure 55 shows the eight received 
amplitudes at their respective distances.  The thick line pointing to 10 cm represents the 
desired wave path.  The dashed lines represent an envelope of beam spread on the shear 
wave. 
 
Figure 55. Shear Wave Maximum Peak Arrival across Bottom of Specimen 
 
 
 To ensure that the received signals were in fact shear waves, the receiving transducer 
was applied at the expected polarization angle, as well as a perpendicular polarization.  The 
amplitude of the received signals was reduced by 80% indicating that the transmitted wave in 
this path was in fact a shear wave.  Figure 56 shows the time signals of both polarizations of 
the receiving transducer.  These time signals are also representative of the time signals taken 
at other lateral distances. 
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Figure 56. Parallel and Perpendicular Alignment of Shear Wave Transducers  
 
 
Time of arrival calculations also confirmed the arrival of a shear wave at this 
location.  When a receiving transducer is placed directly onto the bottom surface of the 
variable wedge, the initial arrival time is 16 µs.  With a shear wave velocity of 3190.6 m/s (as 
shown in Table 5 for H2O Specimen 1) and a travel distance of 11.8 cm, the expected time 
of arrival is 53 µs, which in close agreement with the time of arrival as shown in Figure 56, 
giving additional evidence of the arrival of a shear wave at the angle of theoretical resonance.  
With these angles fixed and replicated on the second wedge, tests could be conducted, 
ensuring that the occurrence of intersecting shear waves at the theoretical resonant angle.   
Three tests were conducted on each specimen in order to detect the nonlinear wave 
caused by scattering.  Wedges were coupled to the top surface of a specimen, with wedge 
angles fixed as mentioned previously.  A receiving transducer with a center frequency near 
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the expected frequency of the scattered wave was coupled to the bottom surface of the 
specimen as shown in Figure 52.  
A train of bursts was sent from the left transducer only (signal A), received, 
amplified, and filtered through an analog band pass filter.  With identical contact, both 
transducers sent a train of bursts simultaneously and the signal was recorded in an identical 
manner (step AB). Finally, a train of bursts is sent from the right transducer only (signal B).  
Figure 57 shows the three runs in sequence. 
 
Figure 57. Three Test Setup Configurations for Nonlinear Detection 
 
 
Three time signals were collected for each specimen: signal A, signal AB, and signal B.  In 
linear behavior signal AB would be the sum of signals A and signals B.  With this in mind a 
difference signal showing nonlinearities was found as follows. 
 NonLinearSignal signalAB signalA signalB= − − ......................(8.3) 
 
Shear Wave Mixing at 2.25 MHz 
 
 With the wedges set as previously described in Figure 57, 400 volt peak-to-peak, 50 
tone burst, 2.25 MHz signals were used to produce shear waves in the specimen.   Signals A, 
B, and AB were recorded for all specimens. The received signals were recorded at 28 MHz 
sample frequency and an average of 1000 signals was used for noise reduction.  Signals A, B, 
and AB are shown in Figure 58 for one of the air-cooled specimens, “Air2”. 
  
69 
0 0.5 1 1.5 2 2.5
x 10-4
-500
0
500
Air2 Left (A) Time Signal
Time (s)
0 1 2 3 4 5 6
x 106
0
1
2
3
x 105 Air2 Left (A) Freq Spectrum
Frequency (Hz)
0 0.5 1 1.5 2 2.5
x 10-4
-500
0
500
Air2 Right (B) Time Signal
Time (s)
0 1 2 3 4 5 6
x 106
0
1
2
3
x 105 Air2 Right (B) Freq Spectrum
Frequency (Hz)
0 0.5 1 1.5 2 2.5
x 10-4
-500
0
500
Air2 Simultaneous Time Signal
Time (s)
0 1 2 3 4 5 6
x 106
0
1
2
3
x 105 Air2 Simultaneous Freq Spectrum
Frequency (Hz)  
Figure 58. Time Signals and Frequency Spectrum for Single and Simultaneous Excitation 
 
 
From these three signals the nonlinear signal was then found from equation 8.3 above.  This 
signal is shown in Figure 59.  For an indication of magnitude this signal has been plotted 
with the same axis scale as Figure 58. 
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Figure 59. Nonlinear Signal for Air-cooled Specimen of 4140 
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It is noted that the arriving energy is not occurring at the summation frequency of 
4.5 MHz.  Filtering this signal with a band pass of 1 MHz about the expected summation 
frequency shows that there is not a distinguishable amount of energy arriving as a scattered 
wave in the time signal.  Figure 60 shows the band passed time signal of the same specimen 
shown above.  The frequency spectrum of the unfiltered signal at the expected scattered 
wave frequency is also shown. 
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Figure 60. Scattered Wave Frequency Band Passed Time Signal and Unfiltered Frequency 
Spectrum at Scattered Wave Frequency (4.5 MHz) 
 
The results shown for specimen “Air2” are typical for all specimens tested.  In no 
specimen did there appear a distinguishable frequency peak at 4.5 MHz or a distinguishable 
wave packet in the time signal when filtered about 4.5 MHz. 
 
Shear Wave Mixing at 5 MHz 
Further inspection was implemented in a slightly different test configuration.  Figure 
61 shows the second test configuration for the shear wave mixing.  Higher frequencies were 
used than in the initial test as an inspection of the affects of excitation frequency. 
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Figure 61. Shear Wave Mixing Non-Collinear Wave Mixing Test Setup 
 
 
Tests were conducted with the mixing of 5 MHz shear waves.  Wave sources were driven 
with 50 cycles of 300 Volt peak to peak excitations. A 10 MHz center frequency longitudinal 
transducer was used to receive the signal.  The received signal was high passed filtered at 2 
MHz and a gain of 106 dB was applied using an analog filter amplifier.  The received signals 
were then recorded at 28 MHz sample frequency, and an average of 500 signals was used for 
noise reduction. 
 The signals received from the second oil quenched specimen, “Oil2”, will serve here 
as a representation of the time signals.  Time signals of the two independent excitations and 
the simultaneous excitation are shown in Figure 62. 
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Figure 62. 5 MHz Shear Wave Mixing Individual and Simultaneous Excitation Time Signals 
 
 
The nonlinear signal when shown on the same scale as previous signals is shown in Figure 
63. 
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Figure 63. Nonlinear Time Signal from 5 MHz Shear Wave Mixing 
 
 
It can be seen that little nonlinear energy is received that can be distinguished from signal 
noise.  Figure 64 shows a reduced vertical scale to demonstrate the lack of distinguishable 
time signal. 
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Figure 64. Time Signal of Expected Scattered Wave 
 
  
74 
In two of the specimens a distinguishable signal was found in the nonlinear time signal.  The 
“Air1” specimen’s time signals are shown below in Figure 65. 
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Figure 65. Air Specimen Showing Distinguishable Nonlinear Wave 
 
A distinguishable time signal was also found in the tests conducted on the “Oven1” 
specimen.  The four times signals are shown for the “Oven1” specimen below in Figure 66. 
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Figure 66. Oven 1 Specimen Showing Distinguishable Nonlinear Wave 
 
 
These nonlinear signals are suspected to be system nonlinearities, and not non-collinear 
scattered waves for two reasons: time of arrival and frequency composition.  The time of 
arrival of these signals does not correspond to a wave that traveled as a shear wave to the 
point of interaction and a longitudinal wave to the receiving transducer.  The expected time 
of arrival of a scattered wave following this path is approximately 23 µs whereas the arrival 
time of the nonlinear signal above is located around 100 µs.  A second indication that these 
signals are not a result of non-collinear wave mixing is the frequency of the scattered wave.  
Figure 67 shows the frequency composition of the “Air1” nonlinear signal is focused around 
the excitation frequency of 5 MHz. 
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Figure 67. Frequency Spectrum of Nonlinear Signal for Air Specimen 
 
Figure 68 shows the frequency composition of the “Oven1” nonlinear signal is focused 
around the excitation frequency of 5 MHz. 
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Figure 68. Frequency Spectrum of Nonlinear Signal for Oven Specimen 
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It is shown that this energy is concentrated about the excitation frequency, and no 
distinguishable signal is located at 10 MHz as predicted by non-collinear wave mixing.   
Additional inspection was conducted by digitally filtering the nonlinear signal about 
10 MHz.  The filtered time signal was inspected to see if there was any distinguishable time 
signal around the predicted arrival time.  These filtered time signals did not indicate an 
arrival of a scattered wave distinguished from the noise floor. 
 
Longitudinal Wave Mixing Tests of 4140 Steel 
An additional wave interaction resonant condition that has been used to determine material 
nonlinearity involves the mixing of two longitudinal waves, resulting in a scattered shear 
wave of the difference frequency.  Johnson and Shankland have applied this interaction 
condition to granite and sandstone in nonlinear investigation [55], demonstrating the 
existence of a scattered wave. Interaction and scattered wave angles for this case are given in 
Equations (8.4) and (8.5). 
 
2 2
2 2
1 (1 )( 1)
cos
2
c a
c ac
φ − += − ...........................................(8.4) 
 
 
sin
tan
cos 1
a
a
φγ φ= − ...................................................(8.5) 
 
In this configuration the scattered angle is defined from the direction of the higher 
frequency wave.  In the specimens used in this study all values for γ were found to be 
negative.  Figure 69 shows the test setup, displaying negative valued γ. 
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Figure 69. Test Setup for Longitudinal Wave Interaction. 
 
 
Excitations of 7.25 MHz and 5 MHz pressure waves were excited in the specimen.  The 7.25 
MHz wave was sent in a tone burst of 100 bursts, and 50 tone bursts were sent at 5 MHz 
from the opposing side of the specimen.  The predicted location of arrival of the shear wave 
on the side wall of the specimen was determined, and a shear wave transducer of 2.25 MHz 
was placed at 6 cm from the bottom of the specimen as the receiver.  Received signals were 
run through a band pass analog filter amplifier, of band pass 1 MHz to 20 MHz and an 
amplification of 106 dB.  The 500 signal average was recorded for noise reduction.  Figure 
70 shows signals taken from a water quenched specimen, “H2O1”.  The received amplitudes 
are small, as could be expected due to no direct wave traveling to the received transducer, 
and the large difference between the excited frequencies and the center frequency of the 
receiving transducer.  The difference signal of the same specimen as shown in Figure 70 is 
shown in Figure 71. 
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Figure 70. H20 1 Longitudinal Wave Interaction Time Signal and Frequency Spectrum 
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Figure 71. H20 1 Longitudinal Wave Interaction Nonlinear Difference Signal 
 
 
As shown in Figure 71 there is no distinguishable peak in the frequency domain occurring 
around 2.25 MHz, nor is there any distinguishable non-noise signal arrival in the time 
domain.  This was the case with all specimens. 
 Additionally, a digital filter was applied to the nonlinear time signal.  A filter was 
applied with a 1 MHz band pass centered about 2.25 MHz as predicted by theory.  The times 
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signal and frequency domain signal are shown in Figure 72 for the water quenched specimen 
displayed previously.  It is noted that there is no distinguishable arrival of an energy packet in 
the time signal at 2.25 MHz. 
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Figure 72. H20 Nonlinear Longitudinal Interaction Signal Filtered About Difference Frequency 
 
No test configurations investigated indicated the arrival of a scattered wave.  The scattered 
wave may still in fact exist, but be of a magnitude below the noise floor of the measured 
signals.  Nonlinear scattered amplitudes could not be compared between heat treatment 
types due to the lack of distinguishable scattered wave arrivals. 
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Chapter 9: Non-Collinear Wave Mixing Testing on Asphalt 
Concrete Specimens 
 
Non-collinear wave mixing tests were performed on two asphalt concrete specimens 
in collaboration with Megan McGovern for the detection of nonlinearities, and for 
determining aging affects on nonlinear scattered wave amplitudes.  Two asphalt concrete 
specimens were used with dimensions of 4.5 x 6.5 x 13.5 cm.  One specimen was exposed to 
an aging process for 36 hours, and the other left un-aged.  Preparation and aging details are 
described in Chapter 7.  This chapter (9) describes the methods used to determine 
longitudinal and shear velocities (necessary for determining resonant conditions), non-
collinear wave mixing tests, and a discussion of results. 
Evidence for the arrival of a scattered shear wave exists in the asphalt concrete 
specimens tested, but further study should be conducted to verify and resolve uncertainties.  
Results in this chapter are presented only as an indication of the presence of scattered waves 
in asphalt concrete.  
 
Longitudinal Velocity Measurements 
In order to find the longitudinal velocity through the asphalt concrete specimens, 
longitudinal transducers were used to excite 100 kHz longitudinal waves through the 
specimen width (4.5 cm).  A signal was taken with sending and receiving transducers with 
faces in direct contact in order to determine the system delay time.  Figure 73 shows the time 
signal of the face-to-face excitation. 
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Figure 73. Transducer Face-to-face Time Signal with 100 KHz Excitation 
 
 
The second positive peak was used as the arrival time for face-to-face interaction, which was 
found to be 23.6 µs as shown above.  Five independent tests were then taken on both 
specimens in longitudinal through transmission.  The time signals of all tests, as well as the 
arrival time used (show with vertical line) are shown in Figure 74 below.  The face-to-face 
signal is shown dashed to give indication of the travel time used.  All amplitudes have been 
normalized. 
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Figure 74. Time Signals of 100 KHz Longitudinal Excitation Passing Through 4.5 cm of Specimen (Solid) 
and the Face-to-face Reference Time Signal (Dashed) 
 
The face-to-face arrival time (dashed vertical) was subtracted from all through 
transmission arrival times (solid vertical) shown in Figure 74 in order to determine the time-
of-flight through the 4.5 cm of specimen.  From these travel times, velocity calculations were 
conducted.  Longitudinal velocities were found to be consistent.  The standard deviation for 
both specimens was under 1% of the average velocity value.  Velocities are shown in Table 8 
below. 
Table 8. Average Longitudinal Velocities of Asphalt Specimens 
Specimen Longitudinal Velocity 
Average 
Standard Deviation Coefficient of 
Variation 
Aged 3,965.0 m/s 33 m/s 0.82 % 
Virgin 4,261.5 m/s 31 m/s 0.70 % 
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Shear Velocity Measurements 
Shear velocity measurements were also taken for both virgin and aged specimens. Due to 
dispersion and scattering effects, greater ambiguity exists in the determination of shear 
velocity measurements in asphalt concrete mixture specimens.  Shear transducers were used 
in both parallel (polarization of sending and receiving transducers aligned) and perpendicular 
(polarization of sending and receiving transducers 90o to one another) in effort to identify 
shear waves.  Initially face-to-face transducer measurements were made to have a reference 
for travel time of the shear wave.  Figure 75 shows the time signals for the two face-to-face 
tests. 
 
Figure 75. Face-to-face Time Signals for 100 KHz Shear Waves 
 
Five signals were taken for each specimen with transducers in parallel and in perpendicular 
alignment (ten tests per specimen).  From these signals a normalized parallel, perpendicular, 
and difference signal were obtained.  The difference signal was used to indicate the mode 
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type being observed.  Figure 76 shows the time signals of the parallel (solid) and 
perpendicularly aligned (dashed) signals traveling through an asphalt concrete specimen. 
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Figure 76. Shear Wave Time Signals for Transducers in Parallel (Solid) and Perpendicular 
Alignment (Dashed). 
 
Since contact surfaces were not identical (due to the rotating of the receiving transducer), 
there was some concern of a potential time offset between the parallel and perpendicular 
signals.  The maximum cross-correlation was taken and the perpendicular signal was shifted 
by no more than one quarter wave length in order to compensate for phase change.  A 
difference signal was then obtained by subtracting the time shifted perpendicular signal form 
the parallel signal.  This difference signal was performed in effort to isolate the shear 
component of the parallel wave.  Figure 77 shows a difference signal for the aged specimen. 
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Figure 77. Difference Signal for Aged Specimen. 
 
The difference signal indicates the arrival of a wave packet that occurred in parallel 
alignment that was absent from the perpendicular alignment.  This packet of energy was later 
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in time than would have been expected from the longitudinal velocities calculated previously.  
Both of these indicate the difference signal may be showing the arrival of shear waves.  For 
shear velocity calculations, the difference signal was then compared to the face-to-face signal 
sent into the specimen.  Figure 78 shows the face-to-face signal and the difference signal.   
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Figure 78. Face-to-face Difference (Dashed) Plotted with Through Transmission Difference Signal 
(solid) 
 
Due to consistent shapes a cross-correlation was performed on the wave packet comparing 
the difference signal arriving between 60 and 130 µs and the face-to-face signal from 20 to 
90 µs.  The shifted signal is shown in Figure 79. 
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Figure 79. The Difference Signal with the Overlaid Face-to-face Time Signal. 
 
The time shift required allows for an indication of the time-of-flight of the shear wave.  In 
tests where the difference signal did not result in a distinct wave packet similar to the face-
to-face wave, times of the maximum arrival were used.  With these methods the shear 
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velocity in aged material was indicated to be approximately 1,270 m/s with a standard 
deviation of 190 m/s (15 % of average) based on four independent tests.  The shear velocity 
of the virgin specimen was found to be approximately 1,580 m/s with a standard deviation 
of 443 m/s (28% of average) based on five independent tests. 
 
Non-collinear Wave Mixing Test of Asphalt Concrete Mixtures Using 
Longitudinal Waves 
 
These velocity values were then used to determine a test configuration for non-collinear 
wave mixing investigation.  Due to the limitations of scattering, it was not thought likely that 
a scattered wave with a frequency greater than 100 kHz could be easily propagated and 
measured.  For this reason the non-collinear longitudinal wave mixing (P + P  S) test 
setup was chosen. In this configuration the scattered wave is generated at the difference 
frequency (lower frequency than either of the excited frequencies).  In addition, prior work 
in granite and sandstone has been done with this test configuration [55] indicating the 
capability of detecting material nonlinearity. 
 Tests were conducted upon the asphalt concrete specimens in an effort to determine 
the magnitude of scattered waves.  Due to longitudinal velocity differences between the 
specimens, it was not practical to ensure identical resonant angles.  Variable wedges were set 
to approximately 20o resulting in theoretical interaction angles of approximately 60o for the 
aged specimen and 64o for the un-aged (virgin) specimen.  Variable wedges were left 
constant between tests.  Due to the different interaction conditions the expected arrival of 
scattered waves was slightly different between the specimens as well.  Due to ambiguity in 
shear velocities γ was calculated from an approximate value.  In the aged specimen the 
receiving transducer was placed 10 cm from the horizontal plane of interaction in the 
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direction of the anticipated scattered wave.  In the virgin specimen this distance was set to 
12 cm. 
 In order to detect scattered waves a sweep of excitation frequencies was used.  The 
lower frequency, ω1, was fixed at 200 kHz.  The higher frequency signal, ω2, was varied from 
250 kHz to 350 kHz in increments of 7 kHz, giving 18 signals with “a” ratios range of 0.57 
to 0.8.  Signals were recorded for the excitation of each wave source independently and 
simultaneous excitation.  In total eighteen nonlinear signals were recorded for each specimen 
(due to the range of frequencies investigated).   
The magnitude of the frequency spectrum of each nonlinear signal was taken at 120 
kHz.  A maximum magnitude value for each specimen was found to occur near 316 kHz 
(“a” ratio of 0.633 ).  This frequency should be expected to produce the maximum 120 kHz 
value if wave scattering is in fact present because the difference frequency is near 120 kHz 
for this test condition.  Due to attenuation differences between aged and un-aged/virgin 
specimens these magnitudes were then compensated for attenuation differences.  
Attenuation values were found for the conditions of the maximum scattered wave frequency 
signals (longitudinal attenuation for 200 kHz and 316 kHz, and shear attenuation for 120 
kHz). These attenuations were then applied to the theoretical straight path travel distance of 
the wave interaction. The magnitude of the 120 kHz frequency component of all the 
nonlinear signals with respect to excitation frequency (and therefore “a” ratio) is shown in 
Figure 80. 
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Figure 80. Magnitude of Frequency Spectrum of Difference Signal at 120 kHz Normalized for Attenuation 
for Aged (Dashed) and Virgin/Un-Aged (Solid) Specimen. 
 
It is shown that a maximum value of the difference frequency is found at 316 kHz.  
This amplitude maximum at the difference frequency is evidence of the presence of P + P 
 S wave scattering within the asphalt concrete specimens.  The locations of resonances 
and scattered waves deviate slightly from analytical solutions solved for homogenous, 
isotropic, media.  Additionally since the interaction conditions are not identical (since the 
interaction angles are slightly different) the theoretically predicted amplitudes are also 
different.   
Please note that, theoretically, for both virgin and aged material, the amplitude of the 
received S-wave shown in Figure 80 should have vanished when the frequency of the input 
signal with variable frequency deviates from 316 kHz.  The finite width of the amplitude 
curve for both virgin and aged samples is probably due to some velocity anisotropy induced 
by the presence of the aggregates and to the large interaction volume.  The relatively large 
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interaction volume and the presence of aggregates may have the effect of smearing the 
correct frequency ratio over a range of values centered about the theoretically predicted 
value.  Please note that the theory assumes the material in the test samples to be isotropic 
and homogeneous. 
  
91 
Chapter 10: Conclusions 
 Micro-structural differences were produced within a series of steel rod and bar 
specimens through heat treatment, and in two asphalt concrete specimens through an aging 
process.  Non-destructive techniques were employed to characterize the affects of the 
treatments and micro structural change within the specimens using linear and nonlinear 
investigation techniques. 
 Rods specimens made of 1045 Steel were exposed to various cooling rates: water 
quenching, oil quenching, air cooling, oven cooling, and left in an as received state.  Guided 
wave theory was used to isolate a single torsional mode within the specimens; this wave 
mode was then used to determine attenuation within the rod specimens.  It was found that 
slower cooling rates led to generally higher attenuations.  In the water quenched specimen 
torsional modes were not able to be isolated as easily as in the other specimens, because of 
mode conversion, and attenuation measurements were not practical with the same methods 
employed in other specimens. 
 Nonlinear measurements were attempted using rectangular bar specimens of 4140 
Steel by non-collinear wave scattering measurement.  Bar specimens were exposed to the 
same heat treatments as the steel rods (though cooling rates were assumed slower due to 
specimen size).  Velocity measurements were taken and showed an increasing velocity with 
heat treatment time for both shear and longitudinal velocities.  Two configurations of non-
collinear wave mixing of two shear waves, and inspection of a scattered wave at the 
summation frequency, were attempted, though no distinguishable scattered signal was 
identified.  An arrangement of the mixing of two longitudinal waves and observation of a 
shear wave at the difference frequency was also attempted.  In this configuration there was 
also no identified scattered wave. 
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 Two asphalt concrete specimens were also investigated for the measurement of 
material nonlinearities using non-collinear longitudinal wave mixing.  One un-aged specimen 
and one specimen subjected to a 36 hour aging process were investigated.  A range of 
interaction frequencies were investigated due to velocity uncertainties.  A maximum value in 
the frequency spectrum component of the nonlinear signal at the difference frequency was 
found when excitation frequencies resulted in that difference frequency.  The magnitudes 
and frequencies resulting in this amplitude maximum were compared for both specimens 
giving indication of a larger non-collinear affect in the aged specimen to that of the un-aged 
specimen. 
 Predicted amplitude of scattered waves varies based upon interaction angle, and in 
the present study identical interaction angles were not produced.  These effects should be 
considered in order to definitively compare scattered amplitudes for quantitative nonlinear 
comparison. 
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Appendix A: Derivation of Second Order Non-Linear 
Parameter 
 
In a variety of literature on nondestructive material evaluation using nonlinear 
ultrasonics a nonlinear parameter, β,  is used [11, 12, 13, 14, 15, 16, 17].  This parameter 
describes the second-order nonlinear stress-strain behavior of the tested material, and can be 
approximated using a small perturbation solution to the wave equation.  This appendix 
provides the derivation of this nonlinear parameter and was derived largely from Yoo [18]. 
 
Let’s assume that a general nonlinear stress-strain relationship is defined 
 2 31 2 3
1 1
...
2 3xx xx xx xx
E e E e E eσ = + + .......................................(A.1) 
Where strain is  
 xx
u
e
x
∂
=
∂
...........................................................(A.2) 
 
Substituting Equation (A.2) into Equation (A.1) where only the second-order term is kept 
from Equation (A.1) gives 
 
2
1 2
1
2xx
u uE E
x x
σ
∂ ∂ 
= +  ∂ ∂ 
.............................................(A.3) 
 
Now consider the wave equation 
 
2
2
( , ) xxu x t
t x
σρ ∂∂ =
∂ ∂
..................................................(A.4) 
 
Substituting Equation (A.3) into the wave equation (A.4) gives 
 
22
1 22
( , ) 1
2
u x t u uE E
t x x x
ρ
 ∂ ∂ ∂ ∂ 
= +   ∂ ∂ ∂ ∂  
 
Simplifying gives the second-order nonlinear wave equation 
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22 2
1 22 2
( , ) 1
2
u x t u uE E
t x x x
ρ ∂ ∂ ∂ ∂ = +  ∂ ∂ ∂ ∂ 
..................................(A.5) 
 
The last term of Equation (A.5) can be expanded using the product rule as follows 
 
2 2 2 2
2 2 22
u u u u u u u u u
x x x x x x x x x x x
∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂   
= = + =   ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂   
..................(A.6) 
 
Making the substitution of (A.6) into the last term of (A.5) gives an equivalent form of the 
second-order nonlinear wave equation 
 
2 2 2
1 22 2 2
( , )u x t u uE E
t x x x
ρ ∂ ∂ ∂ ∂= +
∂ ∂ ∂ ∂
......................................(A.7) 
 
In some applications it is useful to rearrange Equation (A.7) in terms of group velocity, 
where group velocity, C, is defined 
 2 1
EC
ρ
= ...........................................................(A.8) 
 
Equation (A.7) is rearranged in terms of group velocity as follows 
2 2
1 1 2
2 2
1
( , ) 1
2
E E Eu x t u u
t x x E x xρ ρ
  ∂ ∂ ∂ ∂ ∂
= + − −  ∂ ∂ ∂ ∂ ∂  
 
Substituting Equation (A.8) gives 
 
2 2 2
2 2 2
2 2 2
1
( , ) Eu x t u uC C
t x E x x
 ∂ ∂ ∂ ∂
= − − ∂ ∂ ∂ ∂ 
................................(A.9) 
 
The form of Equation (A.9) for the definition of a nonlinear parameter is given 
 
2 2 2
2 2
2 2 2
( , )u x t u uC C
t x x x
β∂ ∂ ∂ ∂= −
∂ ∂ ∂ ∂
......................................(A.10) 
 
Where 
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 2
1
E
E
β  = − 
 
 
 
The second-order nonlinear wave equation can be given in two different forms (including 
and excluding the β parameter). 
 
2 2 2
2
2 2 2
( , )u x t u uC
t x x x
β ∂ ∂ ∂ ∂= − ∂ ∂ ∂ ∂ 
 
 
2 2 2
1 22 2 2
( , )u x t u uE E
t x x x
ρ ∂ ∂ ∂ ∂= +
∂ ∂ ∂ ∂
......................................(A.11) 
 
An approximate solution to Equation (A.11) can be found through the use of perturbation 
theory where the displacement is assumed to be of the form 
 0 1u u u= + ..........................................................(A.12) 
 
This assumes that the dominate motion is the solution to the first order equation, u0, and a 
small deviation from the first order solution exists, u1. The following relationships are 
assumed 
 1 2E E>> , 
0 1u u>>  
Substituting Equation (A.12) into Equation (A.11) gives the second-order nonlinear equation 
with 0 1u u u= + . 
2 2 2
0 1 0 1 0 1
1 22 2 2
( ) ( ) ( )u u u u u uE E
t x x x
ρ ∂ + ∂ + ∂ +∂= +
∂ ∂ ∂ ∂
 
Which can be expanded as 
 
2 2 22 2 2
0 0 0 01 1 1 1
1 1 22 2 2 2 2 2
u u u uu u u uE E E
t t x x x x x x
ρ ρ  ∂ ∂ ∂ ∂∂ ∂ ∂ ∂ + = + + + +  ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂  
......(A.13) 
 
The terms of the first order wave equation can then be grouped 
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2 2 22 2 2
0 0 0 01 1 1 1
1 1 22 2 2 2 2 2
u u u uu u u uE E E
t x t x x x x x
ρ ρ   ∂ ∂ ∂ ∂∂ ∂ ∂ ∂ − + = + + +    ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂    
.... (A.14) 
 
Noting the following allows for further simplification (as defined by the linear solution)  
 
2 2
0 0
12 2 0
u uE
t x
ρ ∂ ∂− → ∂ ∂ 
............................................. (A.15) 
 
After noting Equation (A.15), Equation (A.14) becomes: 
22 2 2
0 01 1 1 1
1 22 2 2 2
u uu u u uE E
t x x x x x
ρ  ∂ ∂∂ ∂ ∂ ∂ = + + +  ∂ ∂ ∂ ∂ ∂ ∂  
 
Which is expanded to 
 
2 22 2 2 2
0 0 0 01 1 1 1 1 1
1 22 2 2 2 2 2
u u u uu u u u u uE E
t x x x x x x x x x
ρ  ∂ ∂ ∂ ∂∂ ∂ ∂ ∂ ∂ ∂= + + + + ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂ 
....... (A.16) 
The perturbation assumption 0 1u u>> also implies that 
2 2 2 2
0 0 0 01 1 1 1
2 2 2 2
u u u uu u u u
x x x x x x x x
∂ ∂ ∂ ∂∂ ∂ ∂ ∂
>> + +
∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂
 
2 2 2
0 01 1 1 1
2 2 2, , 0
u uu u u u
x x x x x x
∂ ∂∂ ∂ ∂ ∂
→
∂ ∂ ∂ ∂ ∂ ∂
 
Which allows Equation (A.16) to be simplified to become 
 
22 2
0 01 1
1 22 2 2
u uu uE E
t x x x
ρ ∂ ∂∂ ∂= +
∂ ∂ ∂ ∂
.......................................(A.17) 
 
First the solution to the first order equation, u0, is found as a solution to 
 
2 2
0 0
12 2
u uE
t x
ρ ∂ ∂=
∂ ∂
  
A solution to the first order equation can be found as 
 0 1 sin( )u A t kxω= − ..................................................(A.18) 
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Substituting Equation (A.18) into Equation (A.17) allows for the perturbation, u1, to be 
solved for.  Plugging Equation (A.18) into the last term of Equation (A.17) gives 
 
( )( )2 20 0 1 12
2 3
1
cos( ) sin( )
sin( ) cos( )
u u A k t kx A k t kx
x x
A k t kx t kx
ω ω
ω ω
∂ ∂
= − − − =
∂ ∂
− − −
.................... (A.19) 
 
Noting the trigonometric substitution 
 
1
sin( )cos( ) sin(2 2 )
2
t kx t kx t kxω ω ω− − = − ............................(A.20) 
 
After substation of Equation (A.20) into (A.19) the last term of (A.17) becomes 
 
2
2 30 0
12
1
sin(2 2 )
2
u u A k t kx
x x
ω
∂ ∂
= − −
∂ ∂
....................................(A.21) 
 
Plugging Equation (A.21) into (A.17) gives 
 
2 2
2 31 1
1 2 12 2
1
sin(2 2 ) 0
2
u uE E A k t kx
t x
ρ ω∂ ∂− + − =
∂ ∂
.........................(A.22) 
 
One solution for u1 in Equation (A.22) is 
 2 221 1
1
1
cos(2 2 )
8
E
u k A x t kx
E
ω
 
= − − 
 
 ..................................(A.23) 
 
This solution indicates that the amplitude of the perturbation is 
 2 222 1
1
1
8
EA k A x
E
 
=  
 
 
occurring at a frequency of2ω .  The second-order elastic material modulus can be solved 
for if the amplitudes of the fundamental (A1) and harmonic frequencies (A2) as follows 
 1 2 2 12 2 2 2 2
1 1
8 8E A A EE
k A x A k x
 
= =  
 
.............................................(A.24) 
 
And relative to the first order (Young’s Modulus) gives a nonlinear parameter, β  
  
103 
 2 22 2
1 1
8E A
E A k x
β = =  
A1 and A2 can be found from a Fast Fortier Transform of the time signal, allowing for a 
solution for β  from a FFT of a time domain signal.  This is the β parameter used in a 
variety of nonlinear papers. 
 
Figure A.1. Frequency Spectrum Relationship to A1 and A2 used in β 
