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Abstract
The regularity of functions from reproducing kernel Hilbert spaces (RKHSs) is studied in the setting of learning theory. We
provide a reproducing property for partial derivatives up to order s when the Mercer kernel is C2s . For such a kernel on a general
domain we show that the RKHS can be embedded into the function space Cs . These observations yield a representer theorem for
regularized learning algorithms involving data for function values and gradients. Examples of Hermite learning and semi-supervised
learning penalized by gradients on data are considered.
© 2007 Elsevier B.V. All rights reserved.
MSC: 68T05; 62J02
Keywords: Learning theory; Reproducing kernel Hilbert spaces; Derivative reproducing; Representer theorem; Hermite learning and
semi-supervised learning
1. Introduction
Reproducing kernel Hilbert spaces (RKHSs) form an important class of function spaces in learning theory. Their
reproducing property together with the Hilbert space structure ensures the effectiveness of many practical learning
algorithms implemented in these function spaces.
Let X be a separable metric space and K : X × X → R be a continuous and symmetric function such that for any
ﬁnite set of points {x1, . . . , x} ⊂ X, the matrix (K(xi, xj ))i,j=1 is positive semideﬁnite. Such a function is called a
Mercer kernel.
The RKHS HK associated with the kernel K is deﬁned (see [2]) to be the completion of the linear span of the
set of functions {Kx := K(x, ·) : x ∈ X} with the inner product 〈·, ·〉K given by 〈Kx,Ky〉K = K(x, y). That is,
〈∑iiKxi ,∑jjKyj 〉K =∑i,jijK(xi, yj ). The reproducing property takes the form
〈Kx, f 〉K = f (x) ∀x ∈ X, f ∈HK . (1.1)
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1.1. Learning algorithms by regularization in RKHS
A large family of learning algorithms are generated by regularization schemes in RKHS. Such a scheme can be
expressed [6] in terms of a sample z = {(xi, yi)}mi=1 ∈ (X × R)m for learning and a loss function V : R2 → R+ as
fz, = arg min
f∈HK
{
1
m
m∑
i=1
V (yi, f (xi)) + ‖f ‖2K
}
, > 0. (1.2)
The reproducing property (1.1)makes solution (1.2) to aminimization problemoverHK , a possibly inﬁnite dimensional
space, achieved in the ﬁnite dimensional subspace spanned by {Kxi }mi=1. This is called a representer theorem [15].When
V is convexwith respect to the second variable, (1.2) can be solved by a convex optimization problem for the coefﬁcients
of fz, =
∑m
i=1 ciKxi over Rm. For some special loss functions such as those in support vector machines, this convex
optimization problem is actually a convex quadratic programming one, hence many efﬁcient computing tools are
available. This makes the kernel method in learning theory very powerful in various applications.
For regression problems, one often takes the loss function to be V (y, f (x)) = (y − f (x)) with  : R → R+ a
convex function. In particular, for the least square regression, we choose (t) = t2 and for the support vector machine
regression, we choose (t) = max{0, |t | − }, an -insensitive loss function with some threshold > 0.
For binary classiﬁcation problems, y ∈ {1,−1}, so one usually sets V (y, f (x)) = (yf (x)) with  : R → R+
a convex function. In particular, for the least square classiﬁcation, (t) = (1 − t)2; for the support vector machine
classiﬁcation, we choose  to be the hinge loss (t) = max{0, 1 − t} or the support vector machine q-norm loss
q(t) = (max{0, 1 − t})q with 1<q <∞.
1.2. Learning with gradients
For some applications, one may have gradient data or unlabelled data available for improving learning ability [3,7].
Such situations yield learning algorithms involving data for function values or their gradients. Here X ⊆ Rn and with
n variables {x1, . . . , xn} of Rn, the gradient of a differentiable function f : X → R is a vector formed by its partial
derivatives as ∇f = (f/x1, . . . , f/xn)T.
Example 1 (Semi-supervised learning with gradients of functions inHK ). If z={(xi, yi)}mi=1 ∈ (X×R)m are labelled
data andu={xi}m+i=m+1 ∈ X are unlabelled data,we introduce a semi-supervised learning algorithm involving gradients
as
fz,u,, = arg min
f∈HK
{
1
m
m∑
i=1
V (yi, f (xi)) + 
m + 
m+∑
i=1
|∇f (xi)|2 + ‖f ‖2K
}
. (1.3)
Here , > 0 are two regularization parameters.
Example 2 (Hermite learning with gradient data). Assume in addition to the data z approximating values of a desired
function f˜ (i.e. yi ≈ f˜ (xi)), we get sampling values y′ = {y′i}mi=1, y′i ∈ Rn, for the gradients of f˜ (i.e. y′i ≈ ∇f˜ (xi)),
then we introduce an Hermite learning algorithm by learning the function values and gradients simultaneously as
fz,y′, = arg min
f∈HK
{
1
m
m∑
i=1
[(yi − f (xi))2 + |y′i − ∇f (xi)|2] + ‖f ‖2K
}
. (1.4)
To solve optimization problems like (1.3) and (1.4) with effective computing tools (such as those for convex quadratic
programming), we study representer theorems and need reproducing properties for gradients similar to (1.1). This is
the ﬁrst purpose of this paper.
1.3. Capacity of RKHS
Learning ability of algorithms in HK depends on the kernel K, a loss function measuring errors and probability
distributions from which the samples are drawn [11,1]. Its quantitative estimates in terms ofHK rely on two features
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of the RKHS: the approximation power and the capacity [12,5,16,17]. The latter can be measured by covering numbers
of the unit ball of the RKHS as a subset of C(X). These covering numbers have been extensively studied in learning
theory, see e.g. [1,19,18]. In particular, when X = [0, 1]n and K is Cs with s not being an even integer, an explicit
bound for the covering numbers was presented in [19]. This was done by showing that HK can be embedded in
Cs/2(X), a Hölder space on X. The embedding result yields error estimates in the Cs/2 metric by means of bounds in
theHK metric for learning algorithms. For example, for the least square regularized regression algorithm (1.2) with
V (y, f (x)) = (f (x) − y)2, when K ∈ C2+(X × X) with some > 0, rates of the error ‖fz, − f	‖C1(X) for learning
the regression function f	 was provided in [14] from bounds for ‖fz, − f	‖K . A natural question is whether the extra
> 0 can be omitted. The general problem for K ∈ Cs is whether HK can be embedded in Cs/2(X) when X is a
general domain in Rn or when s is an even integer. Solving this general question is the second purpose of this paper.
The main difﬁculty we overcome here is the lack of regularity of the general domain.
2. Reproducing partial derivatives in RKHS
To allow a general situation,wewould not assume any regularity for the boundary ofX. To consider partial derivatives,
we assume that the interior of X is nonempty.
For s ∈ Z+, we denote an index set Is := { ∈ Zn+ : ||s} where || =
∑n
j=1j for = (1, . . . , n) ∈ Zn+. For a
function f of n variables and x = (x1, . . . , xn) ∈ Rn, we denote its partial derivative Df at x (if it exists) as
Df (x) = D11 . . . D
n
n f (x) =
||
(x1)
1
. . . (xn)
n
f (x).
Deﬁnition 1 (Ziemer [21]). Let X be a compact subset of Rn which is the closure of its nonempty interior Xo. Deﬁne
Cs(Xo) to be the space of functions f on Xo such that Df is well-deﬁned and continuous on Xo for each  ∈ Is .
Deﬁne Cs(X) to be the space of continuous functions f on X such that f |Xo ∈ Cs(Xo) and for each  ∈ Is , D(f |Xo)
has a continuous extension to X denoted as Df .
In particular, the extension of f |Xo is f itself. The linear space Cs(X) is actually a Banach space with the norm
‖f ‖Cs(X) =
∑
∈Is
‖Df ‖∞ =
∑
∈Is
sup
x∈Xo
|D(f |Xo)(x)|.
Observe that for f ∈ C1(X), the gradient ∇f equals (De1f, . . . ,Denf ) where ej is the jth standard unit vector in Rn.
The property of reproducing partial derivatives of functions in HK is given by partial derivatives of the Mercer
kernel K.
If K ∈ C2s(X × X), for  ∈ Is we extend  to Z2n+ by adding zeros to the last n components and denote the partial
derivative of K as DK . That is,
DK(x, y) = 
||
(x1)
1
. . . (xn)
n
K(x1, . . . , xn, y1, . . . , yn), x, y ∈ Xo
and DK is a continuous extension of D(K|Xo×Xo) to X ×X. For x ∈ X, denote (DK)x as the function on X given
by (DK)x(y) = DK(x, y). By the symmetry of K, we have
D(Ky)(x) = (DK)x(y) = DK(x, y) ∀x, y ∈ X. (2.1)
Now we can give the result on reproducing partial derivatives and embedding ofHK into Cs(X). Here (1.1) and
the weak compactness of a closed ball of a Hilbert space play an important role.
Theorem 1. Let s ∈ N and K : X × X → R be a Mercer kernel such that K ∈ C2s(X × X). Then the following
statements hold:
(a) For any x ∈ X and  ∈ Is , (DK)x ∈HK .
(b) A partial derivative reproducing property holds true for  ∈ Is :
Df (x) = 〈(DK)x, f 〉K ∀x ∈ X, f ∈HK . (2.2)
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(c) The inclusion J :HK ↪→ Cs(X) is well-deﬁned and bounded:
‖f ‖Cs(X)
√
ns‖K‖C2s (X×X)‖f ‖K ∀f ∈HK . (2.3)
(d) J is compact. More strongly, for any closed bounded subset B ofHK , J (B) is a compact subset of Cs(X).
Proof. We ﬁrst prove (a) and (b) together by induction on || = 0, 1, . . . , s.
The case || = 0 is trivial since = 0 and (D0K)x = Kx satisﬁes (1.1).
Let 0s − 1. Suppose that (DK)x ∈HK and (2.2) holds for any x ∈ X and  ∈ Zn+ with || = . Then (2.2)
implies that for any y ∈ X,
〈(DK)y, (DK)x〉K = D((DK)x)(y) = D(DK(x, ·))(y) = D(,)K(x, y). (2.4)
Here (, ) ∈ Z2n+ is formed by  in the ﬁrst and second sets of n components.
Now we turn to the case  + 1. Consider the index + ej with |+ ej | =  + 1. We prove (a) and (b) for this index
in four steps.
Step 1: Proving (D+ej K)x ∈ HK for x ∈ Xo. Since x ∈ Xo, there exists some r > 0 such that x + {y ∈ Rn :
|y|r} ⊆ Xo. Then by (2.4), the set {(1/t)((DK)x+tej − (DK)x) : |t |r} of functions inHK satisﬁes
∥∥∥∥1t ((DK)x+tej − (DK)x)
∥∥∥∥
2
K
= 1
t2
{D(,)K(x + tej , x + tej ) − D(,)K(x + tej , x)
− D(,)K(x, x + tej ) + D(,)K(x, x)}‖D(+ej ,+ej )K‖∞ ∀|t |r .
Here we have used the assumption K ∈ C2s(X × X) and |( + ej ,  + ej )| = 2|| + 2 = 2 + 22s. That
means {(1/t)((DK)x+tej − (DK)x) : |t |r} lies in the closed ball of the Hilbert spaceHK with a ﬁnite radius
‖D(+ej ,+ej )K‖∞. Since this ball is weakly compact, there is a sequence {ti}∞i=1 with |ti |r and limi→∞ ti = 0 such
that {(1/ti)((DK)x+ti ej − (DK)x)} converges weakly to an element gx ofHK as i → ∞. The weak convergence
tells us that
lim
i→∞
〈
1
ti
((DK)x+ti ej − (DK)x), f
〉
K
= 〈gx, f 〉K ∀f ∈HK . (2.5)
In particular, by taking f = Ky with y ∈ X, there holds
gx(y) = lim
i→∞
〈
1
ti
((DK)x+ti ej − (DK)x),Ky
〉
K
.
By (2.2) for  and (2.1) we have
gx(y) = lim
i→∞
1
ti
(D(Ky)(x + tiej ) − D(Ky)(x))
= lim
i→∞
1
ti
(DK(x + tiej , y) − DK(x, y)) = D+ej K(x, y) = (D+ej K)x(y).
This is true for an arbitrary point y ∈ X. Hence (D+ej K)x = gx as functions on X. Since gx ∈ HK , we know
(D+ej K)x ∈HK .
Step 2: Proving for x ∈ Xo the convergence
1
t
((DK)x+tej − (DK)x) → (D+e
j
K)x in HK (t → 0). (2.6)
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Applying (2.5) and (2.2) for  to the function (D+ej K)x ∈HK yields
〈(D+ej K)x, (D+ej K)x〉K
= lim
i→∞
1
ti
{D((D+ej K)x)(x + tiej ) − D((D+ej K)x)(x)}
= lim
i→∞
1
ti
{D(D+ej K(x, ·))(x + tiej ) − D(D+ej K(x, ·))(x)}
= D(+ej ,+ej )K(x, x).
This in connection with (2.2) implies∥∥∥∥1t ((DK)x+tej − (DK)x) − (D+ej K)x
∥∥∥∥
2
K
= 1
t2
{D(,)K(x + tej , x + tej ) − 2D(,)K(x + tej , x) + D(,)K(x, x)}
− 2
t
{D((D+ej K)x)(x + tej ) − D((D+ej K)x)(x)} + D(+ej ,+ej )K(x, x)
= 1
t2
∫ t
0
∫ t
0
D(+ej ,+ej )K(x + uej , x + vej ) du dv
− 2
t
∫ t
0
D(+ej ,+ej )K(x, x + vej ) dv + D(+ej ,+ej )K(x, x)
= 1
t2
∫ t
0
∫ t
0
{D(+ej ,+ej )K(x + uej , x + vej )
− 2D(+ej ,+ej )K(x, x + vej ) + D(+ej ,+ej )K(x, x)} du dv.
If we deﬁne the modulus of continuity for a function g ∈ C(X × X) to be a function of 
 ∈ (0,∞) as
(g, 
) := sup{|g(x1, y1) − g(x2, y2)| : xi, yi ∈ X with |x1 − x2|
, |y1 − y2|
}, (2.7)
we know from the uniform continuity of g that lim
→0+ (g, 
) = 0. Moreover, the function (g, 
) is continuous on
(0,∞). Using the modulus of continuity for the function D(+ej ,+ej )K ∈ C(X × X) we see that∥∥∥∥1t ((DK)x+tej − (DK)x) − (D+ej K)x
∥∥∥∥
2
K
2(D(+ej ,+ej )K, |t |). (2.8)
This converges to zero as t → 0. Therefore (2.6) holds true.
Step 3: Proving (2.2) for x ∈ Xo and + ej . Let f ∈HK . By (2.6) we have
〈(D+ej K)x, f 〉K = lim
t→0
〈
1
t
((DK)x+tej − (DK)x), f
〉
K
.
By (2.2) for , we see that this equals
〈(D+ej K)x, f 〉K = lim
t→0
1
t
{Df (x + tej ) − Df (x)}.
That is, D+ej f (x) exists and equals 〈(D+ej K)x, f 〉K . This veriﬁes (2.2) for + ej .
Step 4: Proving (a) and (b) for x ∈ X := X\Xo. Notice from the ﬁrst three steps that for x′, x′′ ∈ Xo, there holds
‖(D+ej K)x′ − (D+ej K)x′′ ‖2K = {D(+e
j ,+ej )K(x′, x′) − D(+ej ,+ej )K(x′, x′′)
− D(+ej ,+ej )K(x′′, x′) + D(+ej ,+ej )K(x′′, x′′)}
2(D(+ej ,+ej )K, |x′ − x′′|).
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It follows that for any sequence {x(i) ∈ Xo}∞i=1 converging to x, the sequence of functions {(D+e
j
K)x(i)} is a Cauchy
sequence in the Hilbert spaceHK . So it converges to a limit function h ∈ HK . Applying what we have proved for
x(i) ∈ Xo we get
h(y) = 〈h,Ky〉K = lim
i→∞〈(D
+ej K)x(i) , Ky〉K = (D+e
j
K)x(y) ∀y ∈ X.
This veriﬁes (D+ej K)x = h ∈HK .
Let f ∈HK . We deﬁne a function f [j ] on X as
f [j ](x) = 〈(D+ej K)x, f 〉K, x ∈ X.
By the conclusion in Step 3, we know that f [j ](x) = D+ej f (x) for x ∈ Xo, hence f [j ] is continuous on Xo.
Let us nowprove the continuity off [j ] at each x ∈ X. If {x(i) ∈ Xo}∞i=1 is a sequence satisfying limi→∞x(i)=x, then
the above proof tells us that (D+ej K)x(i) converges (D+e
j
K)x in theHK metricmeaning that limi→∞‖(D+ej K)x(i)
− (D+ej K)x‖K = 0. So by the deﬁnition of f [j ] and the Schwarz inequality, we have
|f [j ](x(i)) − f [j ](x)| = |〈(D+ej K)x(i) − (D+e
j
K)x, f 〉K |
‖(D+ej K)x(i) − (D+e
j
K)x‖K‖f ‖K → 0 as i → ∞.
Thus the function f [j ] is continuous on X, and it is a continuous extension of D+ej f from Xo onto X. So (b) holds
true for x ∈ X. This completes the induction procedure for proving the statements in (a) and (b).
(c) We use (2.2) and (2.4). For f ∈HK , x, x˜ ∈ X and  ∈ Is , the Schwarz inequality implies
|Df (x) − Df (x˜)| = |〈(DK)x − (DK)x˜, f 〉K |‖(DK)x − (DK)x˜‖K‖f ‖K

√
D(,)K(x, x) − 2D(,)K(x, x˜) + D(,)K(x˜, x˜)‖f ‖K .
Hence
|Df (x) − Df (x˜)|
√
2(D(,)K, |x − x˜|)‖f ‖K ∀x, x˜ ∈ X. (2.9)
As lim
→0+(D(,)K, 
) = 0, we know that Df ∈ C(X). It means f ∈ Cs(X) and the inclusion J is well-deﬁned.
To see the boundedness, we apply the Schwarz inequality again and have
|Df (x)| = |〈(DK)x, f 〉K |
√
D(,)K(x, x)‖f ‖K
√
‖D(,)K‖∞‖f ‖K .
It follows that
‖f ‖Cs(X) =
∑
∈Is
‖Df ‖∞
∑
∈Is
√
‖D(,)K‖∞‖f ‖K
√
ns
∑
∈Is
‖D(,)K‖∞‖f ‖K .
Then (2.3) is veriﬁed.
(d) If B is a closed bounded subset ofHK , there is some R > 0 such that B ⊆ {f ∈HK : ‖f ‖KR}. To show that
J (B) is compact, let {fj }∞j=1 be a sequence in B. The estimate (2.9) tells us that for each  ∈ Is and j ∈ N,
|Dfj (x) − Dfj (x˜)|
√
2(D(,)K, |x − x˜|)R ∀x, x˜ ∈ X.
It says that the sequence of functions {Dfj }∞j=1 is uniformly continuous. This is true for each  ∈ Is . So by taking
subsequences for  (one-after-one), we know that there is a subsequence {fj}∞=1 which converges to a function f ∗ ∈
Cs(X) in the metric ‖ · ‖Cs(X). Observe that {fj}∞=1 lies in the ball ofHK with radius R which is weakly compact, it
contains a subsequence {fjk }∞k=1 which is also a subsequence of {fj }∞j=1 and converges weakly to a function f˜ ∈HK
in the metric ‖ · ‖K . According to (2.2), the weak convergence in HK tells us that {fjk }∞k=1 converges to f˜ in the
metric‖ · ‖Cs(X). Therefore, f ∗ = f˜ ∈ HK and {fj }∞j=1 ⊆ J (B) contains a subsequence which converges in Cs(X)
to f ∗. This proves that J (B) is compact. The proof of Theorem 1 is complete. 
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Theorem 1 can be extended to other kernels [10]. Relation (2.3) tells us that the error bounds in the norm ‖ · ‖K can
be used to estimate convergence rates of learning algorithms in the norm ‖ · ‖Cs(X), as done in [14].
3. Representer theorems for learning with derivative data
A general learning algorithm of regularization inHK involving partial derivative data takes the form
fx,y, = arg min
f∈HK
{
m∑
i=1
Vi(yi, {Df (xi)}∈Ji ) + ‖f ‖2K
}
, (3.1)
where for each i ∈ {1, . . . , m}, xi ∈ X, yi is a vector, Ji is a subset of Is and Vi is a loss function with values in R+ of
compatible variables. Denote the number of elements in the set Ji as #(Ji).
The partial derivative reproducing property (2.2) stated in Theorem 1 enables us to derive a representer theorem for
the learning algorithm (3.1), which asserts that the minimization over the possibly inﬁnite dimensional spaceHK can
be achieved in a ﬁnite dimensional subspace generated by {Kxi } and their partial derivatives.
Theorem 2. Let s ∈ N and K : X × X → R be a Mercer kernel such that K ∈ C2s(X × X). If > 0, then the
solution fx,y, of scheme (3.1) exists and lies in the subspace spanned by {(DK)xi :  ∈ Ji, i = 1, . . . , m}. If we write
fx,y, =
∑m
i=1
∑
∈Ji c
∗
i,(D
K)xi with c
∗ = (c∗i,)∈Ji ,i=1,...,m ∈ RN where N =
∑m
i=1#(Ji), then
c∗ = arg min
c∈RN
⎧⎪⎨
⎪⎩
m∑
i=1
Vi
⎛
⎜⎝yi,
⎧⎨
⎩
m∑
j=1
∑
∈Jj
cj,D
(,)K(xj , xi)
⎫⎬
⎭
∈Ji
⎞
⎟⎠
+
m∑
i=1
∑
∈Ji
m∑
j=1
∑
∈Jj
ci,cj,D
(,)K(xj , xi)
⎫⎬
⎭ .
Proof. By Theorem 1, we know that for any  in Ji , the function (DK)xi lies inHK . Denote the subspace ofHK
spanned by {(DK)xi :  ∈ Ji, i = 1, . . . , m} asHK,x. Let P be the orthogonal projection onto this subspace. Then
for any f ∈ HK , the function f − P(f ) is orthogonal toHK,x. In particular, 〈f − P(f ), (DK)xi 〉K = 0 for any
 ∈ Ji and 1 im. This in connection with the partial derivative reproducing property (2.2) tells us that
D(f − P(f ))(xi) = Df (xi) − D(P (f ))(xi) = 0 ∀ ∈ Ji, i = 1, . . . , m.
Thus, if we denoteEz(f )=∑mi=1 Vi(yi, {Df (xi)}∈Ji ), we see thatEz(f )=Ez(P (f )). Notice that ‖P(f )‖K‖f ‖K
and the strict inequality holds unless f = P(f ), i.e., f ∈HK,x. Therefore,
min
f∈HK
{Ez(f ) + ‖f ‖2K} = min
f∈HK,x
{Ez(f ) + ‖f ‖2K}
and a minimizer fx,y, exists and lies inHK,x since the subspace is ﬁnite dimensional.
The second statement is trivial. 
We shall not discuss learning rates of the learning algorithms (1.3) and (1.4). Though rough estimates can be given
using methods from [4,8,13], satisfactory error analysis for more general learning algorithms [9,20] will be done
later.
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