Evapotranspiration is the one of the major role playing element in water cycle. More accurate measurement and forecasting of Evapotranspiration would enable more efficient water resources management. This study, is therefore, particularly focused on evapotranspiration modelling and forecasting, since forecasting would provide better information for optimal water resources management. There are numerous techniques of evapotranspiration forecasting that include autoregressive (AR) and moving average (MA), autoregressive moving average (ARMA), autoregressive integrated moving average (ARIMA), Thomas Feiring, etc. Out of these models ARIMA model has been found to be more suitable for analysis and forecasting of hydrological events. Therefore, in this study ARIMA models have been used for forecasting of mean monthly reference crop evapotranspiration by stochastic analysis. The data series of 102 years i.e. 1224 months of Bokaro District were used for analysis and forecasting. Different order of ARIMA model was selected on the basis of autocorrelation function (ACF) and partial autocorrelation (PACF) of data series. Maximum likelihood method was used for determining the parameters of the models. To see the statistical parameter of model, best fitted model is ARIMA (0, 1, 4) (0, 1, 1) 12 .
INTRODUCTION
Water is the precious gift of nature which requires to sustaining life on earth. To see the increasing demand of population and climate change, water need to be managing carefully and precisely. For planning, managing, and operation of water resources projects, irrigation scheduling, to make local and national water policy etc., evapotranspiration estimation is important. Evapotranspiration rate form a reference surface, not short of water, is known as reference crop evapotranspiration and is denoted by ETo (FAO 56). For analysis of evapotranspiration numbers of exiting methods are available. In this study time series analysis of evapotranspiration is to be done. A data set of equal time interval is known as time series. A time series is generally divided in two components i.e. deterministic and stochastic. Deterministic component is applied for forecasting of time and chance independent future events, whereas stochastic component is used for determination of chance and chance dependent effects. Deterministic component shows increasing or decreasing trends in data series. The periodic nature of deterministic component is classified by its cyclic pattern, which is repeated over fix interval of time. The stochastic component contains irregular oscillation and random effect, and is defined by probabilistic concept. To avoid erratic result, a time series must exhibit smooth behaviour. The most popular time series model is the autoregressive integrated moving average (ARIMA) model. In this model the forecast of a variable is defined as a linear combina-tion of the previous state of variable (pure AR component) , and previous forecast error (pure MA component). Integrated means differencing the data series for removing seasonal or periodic component. AL-HASSOUNL et al. [1997] [2014] forecasts evapotranspiration for humid and semi-humid region. SALAS et al. [1980] discussed in detail about time series modelling. The objective of this study is to establish a time series model to analyse and forecast reference crop evapotranspiration for the Bokaro District.
MATERIAL AND METHODS
Mean monthly data of reference crop evapotranspiration (ETo) for the span of 102 years Bokaro is too hot in summer, day time temperature in summer is 31°C to 45°C, January average temperature is 18°C, February average temperature is 22°C, March average temperature is 28°C, April is 33°C, May is 36°C. Bokaro has network of valleys and sub-valleys. Geography includes the the Damodar River and its tributaries. They fulfil important source of water for the city. Bokaro Discrict has large steel plants, so that it is famous by Bokaro Steel City.
A set of equally-spaced time periods y 1 , y 2 , y 3 … y n is known as time series. Analysis of time series starts with plots of equally spaced points in the time series. Then to know correlation between each point of series to its earlier value autocorrelation and partial autocorrelation are to be determined. In this study seasonal ARIMA modelling is applied for analysis of reference crop evapotranspiration. ARIMA model consists of three main components, identification of model, parameter estimation, and diagnostic checking [BABA- ZADEH, SHAMSNLA 2014] . Data set should be stationary before analysis of ARIMA modelling. A time series which mean and the autocorrelation structure are constant over time is known as stationary time series. When a time series contains trend, periodicity, and heteroscedasticity, then differencing and power transformation are generally applied to the data set to remove the trend, periodicity before an ARIMA model can be fitted. Auto correlation and partial autocorrelation determination are required, to know AR and MA present in the model. Parameter estimation consists of to use the data set to estimate parameters of tentatively identified model. At the time of estimating parameter, overall residuals measure should be minimized. This is to be done with a nonlinear optimization technique. Last stage of model building is diagnostic checking. This stage show weather residuals are normally distributed independent, and homoscedastic. Diagnostic checking can help to suggest alternative models. Final selected model can be used for forecasting purpose. Autoregressive Integrated Moving Average (ARIMA) modelling is based on past data behaviour over time. In analysis, observation which is taken at constant interval of time, considered random variables. ARIMA model expose hidden patterns in data and on the basis of past forecasts future. Forecast can become more accurate if seasonal pattern is also eliminated. ARIMA manly contains two parts one is autoregressive (AR), another is moving average (MA). The relationship between present and past observation is shown by AR parts, whereas MA show autocorrelation of error. ARIMA model is define by (p, d, q) (P, D, Q) s . The equations of ARIMA model is following:
Where Φ is the unknown parameters of autoregressive and Θ is the unknown parameter of moving average at different lag of time t. varies from 0 to 1. Root mean square error (RMSE) is the square root of mean square error, which shows how much series varies from its forecasted value. Mean absolute percentage error (MAPE), maximum absolute percentage error (MaxAPE), mean absolute error (MAE), maximum absolute error (MaxAE), normalized Bayesian information criterion (BIC), the Ljung-Box Q statistics are also used for error estimation.
DATA COLLECTION AND ITS ANALYSIS
Data series of 1224 months are plotted on simple graph paper. For removing of periodicity data series was subjected to the seasonal and non-seasonal differencing. The data series is subjected to plot of autocorrelation function (ACF) and partial autocorrelation function (PACF) which is presented in Figure 1 and Figure 2 respectively. The continuous line in the plot shows confidence limit of 95% significance level. ACF value is not significantly vary from zero. Visual inspection clearly represents strong periodicity and some correlation of lag 12. In order to remove the 
RESULT AND DISCUSSION
Sample autocorrelation function and partial autocorrelation function are used for identification of model. This was done after seasonal and non-seasonal differencing of data series. Then parameters (Φ and ) of the model are estimated followed by the SE and t values for adequacy and diagnostic of that model. Iterative maximum likelihood method is used for parameter estimation in which optimum value is based on the minimizing of residual sum of the squared between the observed data and estimated one. As definitions of seasonal autoregressive integrated moving average model ARIMA (p, d, q) (P, D, Q) s , ARIMA (0, 1, 4)(0, 1, 1) 12 is identified. This identified model produces residuals ACF and PACF that are not significantly different from zero i.e. all the values of residual were close to zero and at 95% confidence level inside the limit. Figure 7 show the plot of residual ACF and PACF. After selecting the ARIMA model, it is used for forecasting. 24 months ETo was forecasted by using selected model. Figure 8 shows the scatter plot between observed and forecasted ETo. The R 2 value 0.9821 presents good correlation between observed and forecasted value. Forecasting can be done for more months but when forecasting months are increases then R 2 values are decreases. In this way model identification, model estimation, diagnostic checking of model and forecasting are the complete processes of the model. Autocorrelation function and partial autocorrelation function play important role in the modelling. 
CONCLUSION
Time series analysis of evapotranspiration was conducted to help the water system managers and decision makers to establish appropriate strategies to manage and sustain water resources. In time series, by studying the past better decision for future can be made. In this paper reference crop evapotranspiration is forecasted without using weather data. Twelve hundreds month's evapotranspiration data were used for study to ensure satisfactory estimate of monthly values. Seasonal autoregressive integrated moving average modelling has demonstrated good results and performing 24-months forecasting with accuracy level. Nevertheless forecasting technique presented in this paper allow forecasting for more months but accuracy may be decrease. These finding can be helpful for making local and national water policy, and for irrigation scheduling. This model is also suitable for this type of similar geographic and climatic region. Future research may be addressed to extend for validation data set and validate our finding for other regions. It should explore how to improve forecasting and estimate climate change effects.
