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1. Introduction
1.1. DFT-FUNTFs
Let N, d ∈ N = {1, 2, 3, . . .}, dN, and consider the space Cd. An ordered set X = (x1, . . . , xN) ⊂
Cd is a ﬁnite frame [6,7] for Cd if there exist constants A, B > 0 such that
A‖f‖2 
N∑
j=1
|〈f , xj〉|2  B‖f‖2, ∀ f ∈ Cd. (1.1)
The numbers A, B are called the frame bounds. It is well known that any spanning set is a frame forCd,
while every frame is itself a spanning set. A frame is tight if one can chooseA = B in the deﬁnition, i.e., if
N∑
j=1
|〈f , xj〉|2 = A‖f‖2, ∀ f ∈ Cd. (1.2)
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Finally, a frame is unit norm if
‖xj‖ = 1, ∀ j = 1, . . . , s. (1.3)
If X satisﬁes (1.2) and (1.3), then we say X is a ﬁnite unit norm tight frame (FUNTF) for Cd. In this case,
the frame bounds satisfy A = B = N/d. In particular, if X is a FUNTF with frame bounds A = B = 1,
then X is an orthonormal basis.
There has beenmuch literature on the subject of ﬁnite tight frames, see for example [1,2,5,8,11] and
references therein. One special class of FUNTFs is obtained by considering the un-normalized Discrete
Fourier Transform (DFT) matrix,
DN := (e2π imn/N)N−1m,n=0. (1.4)
Choose any distinct d columns, n1, . . . , nd, of DN , with nj ∈ {0, . . . ,N − 1} for each j = 1, . . . , d, and
form the following N vectors in Cd,
φm = 1√
d
(e2π imn1/N , e2π imn2/N , . . . , e2π imnd/N) ∈ Cd, m = 0, 1, . . . ,N − 1. (1.5)
It is well known that Φ = (φ0, . . . ,φN−1) is a FUNTF for Cd. Any frame of this type is called a DFT-
FUNTF, and collectively, they form a subset of a special class of frames known as harmonic frames (see
[9,10] as well as Section 2.1). We call the column choices n1, . . . , nd the generators of the frame.
A basic way of counting the number of DFT-FUNTFs is inspired by the following observation. For
any vector f ∈ Cd, the frame Φ gives the following representation of f :
f 	→ (〈f ,φm〉)N−1m=0 ∈ CN .
Therefore, even a re-indexing of the framewould change the representation it gives for a ﬁxed f . Thus,
we could count the number of ordered DFT-FUNTFs. To accomplish this task, we observe that there are
N columns inDN andwe select d of them. Since each ordered combination of column choices n1, . . . , nd
gives a distinct frame, there are N(N − 1) · · · (N − d + 1) ordered DFT-FUNTFs.
There are of course otherways bywhichwemay distinguish frames, andwe shall consider two oth-
ers here. The ﬁrst is a natural counterpart to the ordered counting scheme, namely, counting the num-
ber of DFT-FUNTFs considered as unordered sets of vectors. The techniques developed for this method
will then be expanded to our main goal, which is to count all inequivalent harmonic frames of prime
order, where two harmonic frames shall be considered equivalent if one is the unitary transformation
of the other. As we shall see, this amounts to counting the number of inequivalent DFT-FUNTFs.
There has been some interest in harmonic frames in the literature, see [4,9]. In particular, [10]
presents a computer program for generating all equivalence classes of harmonic frames for a given
N and d, where there is a limit on the size of either due to computational considerations. From this
program, the authors conjecture that there are O(Nd−1) inequivalent harmonic frames. The content
of this paper is to not only validate this conjecture for the case when N is a prime number, but in fact
give an exact formula for the number of harmonic frames in this case. Furthermore, we examine the
structure of prime order harmonic frames via their symmetry group.
An outline of this paper is as follows: the remainder of Section 1 reviews some algebraic theory
and examines the problemof counting unorderedDFT-FUNTFs. Section 2 deﬁnes harmonic frames and
presents themain result of this paper. In Section 3we deﬁne an equivalence relation that is equivalent
to (2.1) and then use this to develop a correspondence between inequivalent harmonic frames and
the orbits of a particular set. Section 4 counts the number of orbits of this particular set, thus giving
a formula for the number of inequivalent harmonic frames. The structure of the symmetry group is
handled in Section 5, and Section 6 contains a few concluding remarks.
1.2. Algebra review
Denote the additive group of integers mod N by ZN , and set
ZdN := ZN × · · · × ZN︸ ︷︷ ︸
d times
.
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Furthermore, let Z×N denote the group of units of ZN , which, when N is prime, is simply the set{1, . . . ,N} endowed with multiplication mod N. Finally, for k ∈ N, let Sk denote the group of permu-
tations of k elements. We will also need the following deﬁnitions and proposition:
Deﬁnition 1.1. A group action of a group G on a set S is a map π ,
π : G × S → S
(g, s) 	→ g · s,
satisfying the following properties:
(1) g1 · (g2 · s) = (g1g2) · s ∀ g1, g2 ∈ G, s ∈ S,
(2) 1 · s = s ∀ s ∈ S.
Deﬁnition 1.2. Let S be some set and let G be a group. Furthermore, let π : G × S → S be a group
action. For each s ∈ S the stabilizer of s in G is the subgroup of G that ﬁxes the element s:
Gs := {g ∈ G : g · s = s}.
Proposition 1.3 ([3]). Let G be a group acting on the nonempty set S. The relation on S deﬁned by:
s1 ∼ s2 ⇐⇒ s1 = g · s2 for some g ∈ G
is an equivalence relation. For each s ∈ S, the number of elements in the equivalence class containing s is
|G : Gs|, the index of the stabilizer of s.
Note, when G is a ﬁnite group,
|G : Gs| = |G||Gs| .
Deﬁnition 1.4. Let G be a group acting on the nonempty set S. The equivalence classOs := {g · s : g ∈
G} is called the orbit of G containing s.
As such, the orbits of a group action partition the set S. We are now ready to count the number of
prime order DFT-FUNTFs, considered as unordered sets. The basic structure of the argument in Section
1.3 will be used when we count all harmonic frames of prime order, albeit with added complexity.
1.3. The number of unordered DFT-FUNTFs
It is often the case that we would like to consider a frame as a set, where the order of elements
does not matter. Given two ordered DFT-FUNTFs Φ = (φ0, . . . ,φN−1) and Ψ = (ψ0, . . . ,ψN−1), we
deﬁne the following equivalence relation:
Φ ∼1 Ψ ⇐⇒ ∃σ ∈ SN s.t. φm = ψσ(m), ∀ m = 0, . . . ,N − 1. (1.6)
(1.6)merely formalizes our consideration of frames as sets. An equivalence class of (1.6)will be denoted
in the usual way, that isΦ = {φ0, . . . ,φN−1}. In this subsection, we count the number of DFT-FUNTFs
of prime order under (1.6). First, however, we must change our perspective on the problem.
Remark 1.5. For the rest of the paper we will only consider unordered DFT-FUNTFs, and as such from
now on Φ will denote {φ0, . . . ,φN−1}.
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1.3.1. DFT-FUNTFs and orbits
First notice that every DFT-FUNTF contains the vector φ0 = 1√
d
(1, . . . , 1) ∈ Cd, and so when
comparing twosuch framesweneednotconsider thisvector. Thuswewill onlycomparesetsof the form
Φ ′ = Φ − {φ0}.
Deﬁne the set Z˜
d
N as
Z˜
d
N := {n = (n1, . . . , nd) ∈ ZdN : ni /= nj , ∀ i /= j}.
There is a one-to-one correspondence between the vectors φm,m /= 0, and the elements of Z˜dN .
Considering Z×N as a group and Z˜
d
N as a set, we deﬁne the group action π1 as:
π1 : Z×N × Z˜dN → Z˜dN ,
(m, n) 	→ m · n := (mn1, . . . ,mnd).
The orbits of π1 are then the sets
On = {m · n = (mn1, . . . ,mnd) : m ∈ Z×N }, n ∈ Z˜dN .
Remark 1.6. For clarity of expositionwe shall sometimes useΦn to denote the DFT-FUNTFΦ andφm,n
its corresponding elements, where the subscript n emphasizes the generators n = (n1, . . . , nd).
The following proposition relates the equivalence classes of (1.6) and the orbits of π1.
Proposition 1.7. There is a one-to-one correspondence between the equivalence classes of (1.6) and the
orbits of π1, i.e. the sets Φn and On can be identiﬁed. We denote this identiﬁcation as:
Φn = {φ0, . . . ,φN−1} ←→ On.
Proof. As noted above, we have:
Φ ←→ Φ ′ = Φ − {φ0}.
Deﬁne a function F that maps orbits of Z˜
d
N to sets of the form Φ
′ as follows:
F(On) = {φm,n}Nm=1.
Wemust show that F is both one-to-one and onto, however it is clear that F is surjective. Considering
then the former, suppose F(On) = F(On′). This would imply that {φm,n}Nm=1 = {φm′ ,n′ }Nm′=1. But then
for somem and somem′, we would have (mn1, . . . ,mnd) = (m′n′1, . . . ,m′n′d), i.e.On ∩ On′ /= ∅, and
so in fact On = On′ .
Remark 1.8. Given the content of proposition 1.7, we now replace the problem of counting the equiv-
alence classes of (1.6) with the problem of counting the orbits of π1.
1.3.2. The number of orbits of π1
By Proposition 1.3 we see that the orbits of a group action partition the set into disjoint equivalence
classes. In particular, the orbits On partition the set Z˜
d
N . Furthermore, the size of each On is given by
|On| = |Z×N : (Z×N )n|. Using these facts, we prove the following proposition.
Proposition 1.9. Let N be a prime number and dN. Then the number of orbits of π1 is:
(1) 2, ifd = 1 or d = N = 2.
(2) N(N − 2) · · · (N − d + 1), ifd 2,N > 2.
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Proof. Weﬁrst consider the cased = 1. Forn = 0wehave (Z×N )0 = Z×N , and so |O0| = (N − 1)/(N −
1) = 1. For n /= 0 we see (Z×N )n = {1}, and thus |On| = N − 1. Since |Z˜1N | = N, there are only two
orbits.
Now take 2 dN. For each n ∈ Z˜dN we have (Z×N )n = {1}, and thus |On| = N − 1. Therefore the
number of orbits is given by x, where
|Z˜dN | = x|On|,
N(N − 1) · · · (N − d + 1) = x(N − 1).
For N = 2 and d = 2, we see x = 2. For N > 2 we have x = N(N − 2) · · · (N − d + 1). 
As an addendum to Theorem 1.9, we note that one of the orbits in the d = 1 case corresponds to
a degenerate DFT-FUNTF. Namely, the orbit O0 corresponds to the DFT-FUNTF consisting of the single
element {1}.
2. The number of harmonic frames of prime order
Using a similar correspondence betweenharmonic frames andorbits,we count all harmonic frames
of prime order up to unitary transformations. We ﬁrst give some background information.
2.1. Harmonic frames
Let C× denote the group of units of C, that is the set C\{0} endowed with multiplication.
Deﬁnition 2.1. A character of a group G is a group homomorphism ξ : G → C× that satisﬁes
ξ(g1g2) = ξ(g1)ξ(g2), ∀ g1, g2 ∈ G.
IfG is aﬁnite group, then ξ(g) is a |G|th root of unity. Aﬁnite abeliangrouphas exactly |G| characters,
and considered as vectors in C|G|, it can be shown that they form an orthogonal basis for C|G|. The
square matrix with these vectors as rows is referred to as the character table of G. In particular, when
|G| = N is prime, then G∼=ZN , and the character table of G is the un-normalized DFT matrix, DN .
Deﬁnition 2.2. Let G be a ﬁnite abelian group of order N with characters (ξj)
N
j=1, J ⊆ {1, . . . ,N}, and
U : C|J| → C|J| unitary. Then the frame for C|J| given by
Φ = U{(ξj(g))j∈J : g ∈ G}
is called a harmonic frame.
Remark 2.3. When N is prime and U = I, the identity matrix, Φ is a DFT-FUNTF.
We will also need the following deﬁnition and theorem later on.
Deﬁnition 2.4. Let U(Cd) denote the group of unitary transformations on Cd. The symmetry group of
a FUNTF Φ for Cd is the group:
Sym(Φ) := {U ∈ U(Cd) : UΦ = Φ}.
For clarity, we emphasize that UΦ = Φ is a set equality.
Theorem 2.5 (Vale and Waldron [10]). A FUNTF Φ of N vectors for Cd is harmonic if and only if it is
generated by an abelian group G ⊂ Sym(Φ) of order N, i.e., Φ = Gφ, ∀ φ ∈ Φ.
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2.2. The number of inequivalent harmonic frames
Two harmonic frames Φ = {φ0, . . . ,φN−1} ⊂ Cd and Ψ = {ψ0, . . . ,ψN−1} ⊂ Cd are said to be
equivalent if the following equivalence relation holds:
Φ ∼2 Ψ ⇐⇒ ∃ U ∈ U(Cd) s.t. Φ = UΨ . (2.1)
Once again, we emphasize that the right hand side of (2.1) is set equality. Eq. (2.1) is a standard form
of equivalence in much of the literature when dealing with frames. Recently, [10] conjectured that the
number of inequivalent harmonic frames is O(Nd−1). We prove this conjecture for N a prime number
as a corollary to Theorem 2.6, which gives an exact formula for the number of harmonic frames. The
Proof of Theorem 2.6 is handled in Section 4, with much preliminary work accomplished in Section 3.
For a ﬁxed N and d, we backwards recursively deﬁne the set
{αc ∈ N ∪ {0} : c ∈ N, c|N − 1, and c|d or c|d − 1}.
If c|N − 1, c|d, and c > 1, then
αc :=
(N − 1 − c)(N − 1 − 2c) · · ·
(
N − 1 −
(
d
c
− 1
)
c
)
c
d
c
−1(d/c)!
− c
N − 1
∑
c<b<N
c|b, b|d
(
N − 1
b
)
αb, (2.2d)
where we have used the notation (2.2d) to emphasize its dependence on the condition c|d. If c|N −
1, c|d − 1, and c > 1, then
αc :=
(N − 1 − c)(N − 1 − 2c) · · ·
(
N − 1 −
(
d−1
c
− 1
)
c
)
c
d−1
c
−1((d − 1)/c)!
− c
N − 1
∑
c<b<N
c|b, b|d−1
(
N − 1
b
)
αb. (2.2d-1)
Finally, α1 is deﬁned as:
α1 := 1
N − 1
(
N
d
)
− ∑
c|d
c>1
αc
c
− ∑
c|d−1
c>1
αc
c
. (2.3)
Theorem 2.6. Let N be a prime number and let 1 < d < N. Deﬁne the set
{αc ∈ N ∪ {0} : c ∈ N, c|N − 1, and c|d or c|d − 1},
as in equations (2.2d), (2.2d-1), and (2.3). The total number of harmonic frames for Cd with N elements
is then given by:
α1 +
∑
c|d
c>1
αc +
∑
c|d−1
c>1
αc. (2.4)
More concisely, we have the following corollary:
Corollary 2.7. Let N be any prime number and ﬁx d such that 1 < d < N. Then the number of inequivalent
harmonic frames for Cd with N elements is O(Nd−1).
Proof. Using Eqs. (2.2d) and (2.2d-1), we see that αc = O(Ns), where c > 1 and s dc − 1 < d − 1.
Therefore, by (2.3), we see that α1 = O(Nd−1), and the corollary follows. 
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In the above theorems, the case d = 1 is omitted, however, it is not hard to see that there are two
inequivalent harmonic frames in this case; in fact, there is only one inequivalent harmonic frame for
d = 1 with N distinct vectors.
3. Harmonic frames and orbits
In this section we develop a one-to-one correspondence between inequivalent harmonic frames
and the orbits of a particular set, not unlike the ideas presented in Section 1.3. First, however, we come
up with an equivalent condition to (2.1).
We will assume N is prime for the remainder of this paper.
3.1. A new equivalence relation
WhenN is prime, every harmonic frame is of the formUΦ , whereU ∈ U(Cd) andΦ is a DFT-FUNTF
(see Remark 2.3). Therefore, ﬁnding the number of inequivalent harmonic frames amounts to ﬁnding
the number of inequivalent DFT-FUNTFs. Toward that end, we simplify (2.1) to the following:
Theorem 3.1. If N is prime and Φ = {φ0, . . . ,φN−1} and Ψ = {ψ0, . . . ,ψN−1} are DFT-FUNTFs, then
∃ σ1 ∈ SN , σ2 ∈ Sd such that
∃ U ∈ U(Cd) s.t. Φ = UΨ ⇐⇒ φm(k) = ψσ1(m)(σ2(k)) (3.1)
∀ m = 0, . . . ,N − 1, k = 1, . . . , d,
where φm(k) denotes the kth element of the vector φm.
Proof. It is clear that if the right hand side of (3.1) holds, then the left hand side must hold as well.
Assume then that Φ = UΨ , and note that
Φ = UΨ ⇐⇒ φm = Uψσ(m), ∀ m = 0, . . . ,N − 1, (3.2)
for some permutation σ ∈ SN . Without loss of generality, we may assume that σ(0) = 0. Indeed, let
ΦM and ΨM be d × N matrices whose N columns are the vectors φ0, . . . ,φN−1 and ψ0, . . . ,ψN−1,
respectively. Combining (2.1) and (3.2), we then have:
Φ ∼2 Ψ ⇐⇒ ΦM = UΨMPσ , (3.3)
where Pσ is theN × N permutationmatrix of σ . By Theorem 2.5 there exists aW ∈ Sym(Ψ ) such that
Wψ0 = ψσ(0). By deﬁnition, W is a d × d matrix that permutes the columns of ΨM by acting on the
left. Therefore, there exists an N × N permutation matrix PW that permutes the columns of ΨM in the
exact same manner, yet acts on the right. In particular,WΨM = ΨMPW , and thus
ΦM = UWΨMP−1W Pσ .
Set V := UW and P := P−1W Pσ . It is clear that V is a unitary transformation and that P is its associated
permutation matrix. Furthermore, φ0 = Vψ0, and so we can assume from the start that φ0 = Uψ0,
i.e., that σ(0) = 0.
Now let n1, . . . , nd denote the column choices of Φ , and consider the following:
〈φm,φ0〉 =
d∑
k=1
e2π imnk/N . (3.4)
Letting l1, . . . , ld denote the column choices of Ψ , we also have:
〈φm,φ0〉 = 〈Uψσ(m),Uψ0〉 = 〈ψσ(m),ψ0〉 =
d∑
k=1
e2π iσ(m)lk/N . (3.5)
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Deﬁne pφ , pψ ∈ Z[z]/〈zN〉 as follows:
pφ(z) :=
d∑
k=1
zmnk and pψ(z) :=
d∑
k=1
zσ(m)lk . (3.6)
By Eqs. (3.4) and (3.5), we see that pφ(z) = pψ(z) when z = e2π i/N . In other words, z = e2π i/N is
a root of the polynomial p(z) := pφ(z) − pψ(z). However, since p ∈ Z[z]/〈zN〉, and the minimum
polynomial of z = e2π i/N is q(z) := ∑N−1k=0 zk , p must either be an integer multiple of q or the zero
polynomial. It is clear, though, that only the latter option is feasible, thus giving
pφ(z) = pψ(z). (3.7)
Combining Eqs. (3.6) and (3.7), we see there exists a σ2 ∈ Sd such that
mnk = σ(m)lσ2(k), ∀ k = 1, . . . , d. (3.8)
Note that σ2 is dependent on the choice ofm. Takingm = 1 in (3.8), one has nk = σ(1)lσ2(k). Letting
σ1(m) := σ(1)m, we have:
φm =
(
e2π imnk/N
)d
k=1 =
(
e2π iσ1(m)lσ2(k)
)d
k=1 = ψσ1(m)(σ2(k)).  (3.9)
3.2. Inequivalent DFT-FUNTFs and orbits
Similar to Section 1.3.1, we now develop a one-to-one correspondence between inequivalent DFT-
FUNTFs and the orbits of a particular set. As a matter of notation, we shall denote equivalence classes
of (2.1) by [Φ], whereΦ = {φ0, . . . ,φN−1} is a DFT-FUNTF representative. By Theorem 3.1, the equiv-
alence classes of (2.1) are identical to the equivalence classes of the right hand side of (3.1). We now
turn our attention to the set with which we will identify the equivalence classes [Φ].
Consider the following equivalence relation on the set Z˜
d
N ,
(n1, . . . , nd) ∼ (n′1, . . . , n′d) ⇐⇒ ∃ σ ∈ Sd s.t. (n1, . . . , nd) = (n′σ(1), . . . , n′σ(d)). (3.10)
Denote an equivalence class of (3.10) by the representative [n] = [n1, . . . , nd], and deﬁne AdN as the
set of all equivalence classes, i.e.
AdN := Z˜dN/ ∼ .
It is easy to see |AdN | =
(
N
d
)
. Considering Z×N as a group and AdN as a set, we deﬁne the group action
π2,
π2 : Z×N × AdN → AdN ,
(m, [n]) 	→ m · [n] := [mn1, . . . ,mnd]. (3.11)
The orbits of π2 are the setsO[n] = {m · [n] = [mn1, . . . ,mnd] : m ∈ Z×N }. The following proposition
relates the equivalence classes of (2.1) and the orbits of π2.
Proposition 3.2. There is a one-to-one correspondence between the equivalences classes of (2.1) and the
orbits of π2, i.e.
[Φn] ←→ O[n].
Proof. Deﬁne the function F as follows:
F([Φn]) = O[n] = {[mn1, . . . ,mnd] : m ∈ Z×N }.
We must show that F is well deﬁned, one-to-one, and onto. Surjectivity is clear, so we focus on the
ﬁrst two. To show F is well deﬁned, suppose that [Φn] = [Ψn′ ]. We want to show F([Φn]) = F([Ψn′ ]),
i.e. O[n] = O[n′]. We have:
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[Φn] = [Ψn′ ] ⇐⇒ φm(k) = ψσ1(m)(σ2(k)) ∀ k = 1, . . . , d, ∀ m = 0, . . . ,N − 1
⇐⇒
{
φ0(k)
d
k=1, . . . ,φN−1(k)dk=1
}
=
{
ψ0(σ2(k))
d
k=1, . . . ,ψN−1(σ2(k))dk=1
}
⇐⇒
{
φ1(k)
d
k=1, . . . ,φN−1(k)dk=1
}
=
{
ψ1(σ2(k))
d
k=1, . . . ,ψN−1(σ2(k))dk=1
}
⇐⇒
{
(mn1, . . . ,mnd) : m ∈ Z×N
}
=
{
(mn′σ2(1), . . . ,mn
′
σ2(d)
) : m ∈ Z×N
}
⇐⇒
{
[mn1, . . . ,mnd] : m ∈ Z×N
}
=
{
[mn′1, . . . ,mn′d] : m ∈ Z×N
}
⇐⇒ O[n] = O[n′],
where the ﬁrst equivalence is due to Theorem 3.1, and the third equivalence is because φ0 = ψ0 =
1√
d
(1, . . . , 1).
To prove injectivity, we assume O[n] = O[n′]. According to this assumption, there must exist an
m′0 ∈ Z×N such that [n1, . . . , nd] = [m′0n′1, . . . ,m′0n′d]. Therefore we have:
O[n] = O[n′] ⇐⇒ [n1, . . . , nd] = [m′0n′1, . . . ,m′0n′d]
⇐⇒ (n1, . . . , nd) = (m′0n′σ2(1), . . . ,m′0n′σ2(d))
⇐⇒ (mn1, . . . ,mnd) = (mm′0n′σ2(1), . . . ,mm′0n′σ2(d)), ∀ m ∈ Z×N
⇐⇒ {(mn1, . . . ,mnd) : m ∈ Z×N } = {(mn′σ2(1), . . . ,mn′σ2(d)) : m ∈ Z×N }
⇐⇒ {φ1(k)dk=1, . . . ,φN−1(k)dk=1} = {ψ1(σ2(k))dk=1, . . . ,ψN−1(σ2(k))dk=1}
⇐⇒ {φ0(k)dk=1, . . . ,φN−1(k)dk=1} = {ψ0(σ2(k))dk=1, . . . ,ψN−1(σ2(k))dk=1}
⇐⇒ φm(k) = ψσ1(m)(σ2(k)), ∀ k = 1, . . . , d, m = 0, . . . ,N − 1
⇐⇒ [Φn] = [Ψn′ ],
where the fourth equivalence uses the fact that {mm′0 : m ∈ Z×N } = {m : m ∈ Z×N }. 
To conclude this section, we note that when d = N, we see |AdN | = 1, and so there can be only one
orbit. Thus there is only one harmonic frame in this case.
4. The number of orbits of AdN
We begin by counting the number of orbits of AdN under the group action π2 for the cases d = 2
and d = 3. We then generalize these results for all 1 < d < N.
4.1. Some examples: d=2 and d=3
Proposition 4.1. Let N be an odd prime number and let d = 2. Then there are (N + 1)/2 orbits of A2N .
Therefore, there are (N + 1)/2 inequivalent harmonic frames for C2.
Proof. Let [n] ∈ A2N . If (Z×N )[n] = {1}, then |O[n]| = N − 1. Therefore, if we can ﬁnd all [n] ∈ A2N
with non-trivial stabilizer and their corresponding orbits, wewill be able to solve for the total number
of orbits. Assume thatm · [n1, n2] = [mn1,mn2] = [n1, n2] for somem /= 1. This implies that
mn1 ≡ n2 mod N,
mn2 ≡ n1 mod N.
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Combining the above equations yields
m2n1 ≡ n1 mod N⇒ m ≡ ±1 mod N.
The only valid solution ism ≡ −1 mod N, which implies n2 ≡ −n1 mod N. Therefore all [n] ∈ A2N of
the form [n] = [n1,−n1], n1 /= 0, have stabilizer {1,−1}. Furthermore, since
O[1,−1] = {m · [1,−1] = [m,−m] : m ∈ Z×N },
we see that all such [n] lie in the orbit O[1,−1]. Finally, these are the only elements of A2N with non-
trivial stabilizer, and thus the number of orbits of A2N is x + 1, where x is the number of orbits of size
N − 1. Therefore,
|A2N | = x(N − 1) + |O(1,−1)|,(
N
2
)
= x(N − 1) + (N − 1)/2,
N(N − 1)/2= x(N − 1) + (N − 1)/2.
Solving for x we get x = (N − 1)/2 and so A2N has x + 1 = (N − 1)/2 + 1 = (N + 1)/2 orbits. 
Proposition 4.2. Let N be a prime number, N > 3, and let d = 3:
1. If N ≡ 1 mod 3, then there are (N2 − 2N + 7)/6 orbits of A3N .
2. If N ≡ 2 mod 3, then there are (N2 − 2N + 3)/6 orbits of A3N .
Therefore, if N ≡ 1 mod 3, there are (N2 − 2N + 7)/6 inequivalent harmonic frames for C3, and if
N ≡ 2 mod 3, there are (N2 − 2N + 3)/6 inequivalent harmonic frames for C3.
Proof. As in the Proof of Proposition 4.1, we are looking for all [n] ∈ A3N with non-trivial stabilizer
and their corresponding orbits. So again we suppose
m · [n1, n2, n3] = [mn1,mn2,mn3] = [n1, n2, n3], (4.1)
for somem /= 1. We now consider two cases:
I: Suppose n1 = 0. Then we want m · [0, n2, n3] = [0,mn2,mn3] = [0, n2, n3]. But this is just the
same situation as the d = 2 case, and so the elements ofA3N of this formwith non-trivial stabilizer all
lie in the following orbit:
O[0,1,−1] = {m · [0, 1,−1] = [0,m,−m] : m ∈ Z×N },
|O[0,1,−1]| = (N − 1)/2.
II: Suppose nk /= 0 for all k = 1, 2, 3. According to (4.1), we have three options for the value ofmn1:
mn1 ≡
⎧⎨⎩
n1 mod N,
n2 mod N,
n3 mod N.
If mn1 ≡ n1 mod N, then m = 1, which is trivial and so we disregard this case. Since the order of
elementsdoesnotmatter inA3N , there isnodifferencebetweenmn1 ≡ n2 modN andmn1 ≡ n3 modN,
and sowechoose the former.Movingon to thevalueofmn2,weonce againhave the same threeoptions.
However, mn2 ≡ n1 mod N, combined with mn1 ≡ n2 mod N would imply that mn3 ≡ n3 mod N,
thus resulting in m = 1.mn2 ≡ n2 mod N not only would imply m = 1, but since mn1 ≡ n2 mod N,
would also lead to a contradiction. Thereforemn2 ≡ n3 mod N must hold, which in turn forcesmn3 ≡
n1 mod N. Summarizing, we have
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mn1 ≡ n2 mod N,
mn2 ≡ n3 mod N, (4.2)
mn3 ≡ n1 mod N.
Proceeding in a similar fashion to the Proof of Proposition 4.1, we see that (4.2) implies
m3n1 ≡ n1 mod N. (4.3)
We now ﬁnd all m ∈ Z×N that satisfy (4.3). Let g be any primitive root mod N, i.e. 〈g〉 = Z×N . Then all
non-trivial solutions to (4.3) are of the form
m ≡ g(N−1)/3 mod N or m ≡ g2(N−1)/3 mod N. (4.4)
We have two cases:
II.a: If 3 does not divide N − 1, i.e. N ≡ 2 mod 3, then the only solution to (4.3) ism = 1.
II.b: If 3 does divide N − 1, i.e. N ≡ 1 mod 3, then the solution set to (4.3) is:
{1, g(N−1)/3, g2(N−1)/3 : g is a primitive root mod N}. (4.5)
Therefore all elements in A3N of the form [n1, g(N−1)/3n1, g2(N−1)/3n1], n1 /= 0, have stabilizer
{1, g(N−1)/3, g2(N−1)/3}. Furthermore, all elements of this form lie in the following orbit:
O[1,g(N−1)/3, g2(N−1)/3] = {[m,mg(N−1)/3,mg2(N−1)/3] : m ∈ Z×N },
where
|O[1,g(N−1)/3, g2(N−1)/3]| = (N − 1)/3.
Indeed, since we have assumed that n1 /= 0, there are N − 1 choices for n1. However, since the or-
der of elements in the 3-tuple does not matter, choosing n1 is the same as choosing g
(N−1)/3n1 or
g2(N−1)/3n1. Therefore there are (N − 1)/3 elements of this form, and they must all lie in the orbit
O[1,g(N−1)/3,g2(N−1)/3]. Using the same techniques as in Proposition 4.1, we may now count the number
of orbits (recall that x is the number of orbits of size N − 1):
1. If N ≡ 1 mod 3, then there are x + 2 orbits:
|A3N | = x(N − 1) + (N − 1)/2 + (N − 1)/3.
Solving for x we get x + 2 = (N2 − 2N + 7)/6.
2. If N ≡ 2 mod 3, then there are x + 1 orbits:
|A3N | = x(N − 1) + (N − 1)/2.
Solving for x we get x + 1 = (N2 − 2N + 3)/6. 
4.2. The structure of the orbits of AdN
We now turn our attention to the more general setting, beginning with the following theorem
which addresses the order of the orbits of AdN and the form of the elements in the orbits.
Theorem 4.3. Let N be a prime number and let 1 < d < N. If O is an orbit of AdN under the group action
π2, then there exists c ∈ N such that c|d or c|d − 1, and
|O| = (N − 1)/c. (4.6)
Furthermore, let g be a primitive root mod N and set
nck := [nk , g(N−1)/cnk , . . . , g(c−1)(N−1)/cnk], nk /= 0. (4.7)
1116 M. Hirn / Linear Algebra and its Applications 432 (2010) 1105–1125
If [n] ∈ O, then [n] can be written in the form
[n] =
{[nc1, nc2, . . . , ncd/c] if c|d,
[0, nc1, nc2, . . . , nc(d−1)/c] if c|d − 1. (4.8c)
Proof. Let m ∈ Z×N ; we determine which elements of AdN are stabilized by m based on the order of
m. In particular, we will break the argument into two cases: |m| = c > d and |m| = c  d. We begin
with the former.
I. Assume |m| = c > d.
We show that no element inAdN can be stabilized bym. Let [n] = [n1, . . . , nd] ∈ AdN , nj /= 0 for all
j = 1, . . . , d, and suppose
m · [n] = [n],
⇒ m · [n1, . . . , nd] = [n1, . . . , nd],
⇒ [mn1, . . . ,mnd] = [n1, . . . , nd].
Therefore, mn1 ≡ nj mod N for some j ∈ {1, . . . , d}, and because the order of n1, . . . , nd does not
matter, without loss of generality we have two choices:
mn1 ≡
{
n1 mod N,
n2 mod N.
Ifmn1 ≡ n1 modN, thenm = 1andwehaveacontradiction to theassumption |m| = c > d. Therefore,
mn1 ≡ n2 modNmust hold. Continuing,we see thatmn2 ≡ nj modN for some j ∈ {1, . . . , d}.Without
loss of generality, we now have three choices:
mn2 ≡
⎧⎪⎨⎪⎩
n1 mod N,
n2 mod N,
n3 mod N.
If mn2 ≡ n1 mod N, then, combining this with the fact that mn1 ≡ n2 mod N, we see that m2 = 1.
However, this contradicts our initial assumption, and so is eliminated from consideration. Similarly,
mn2 ≡ n2 mod N impliesm = 1 and again leads to a contradiction. Therefore,mn2 ≡ n3 mod N must
hold. Continuing in the same manner, we see:
mn1 ≡ mn1 ≡ n2 mod N,
mn2 ≡ m2n1 ≡ n3 mod N,
mn3 ≡ m3n1 ≡ n4 mod N,
...
mnd−1 ≡ md−1n1 ≡ nd mod N.
Therefore, we must have mnd ≡ mdn1 ≡ n1 mod N, which implies md = 1. Since this contradicts
our initial assumption, we see that no element m ∈ Z×N with |m| = c > d can stabilize an element
of AdN of the form [n1, . . . , nd], nj /= 0 for all j = 1, . . . , d. The argument for elements of the form[0, n1, . . . , nd−1], nj /= 0 for all j = 1, . . . , d − 1, follows similarly.
II. Assume |m| = c  d.
We show an element of AdN is stabilized by m if and only if c|d or c|d − 1. First, suppose cd and
cd − 1. Therefore, there exists q, r ∈ Z such that
d = qc + r, q 0, 1 < r < c.
Let [n] = [n1, . . . , nd] ∈ AdN , nj /= 0 forall j = 1, . . . , d, andsupposem · [n] = [n]. Following thesame
argument as in part I of this proof, we see:
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mn1 ≡ mn1 ≡ n2 mod N,
mn2 ≡ m2n1 ≡ n3 mod N,
...
mnc−1 ≡ mc−1n1 ≡ nc mod N,
mnc ≡ mcn1 ≡ n1 mod N,
where the last line results from the fact that |m| = c  d. Continuing, we see there are two possibilities
formnc+1:
mnc+1 ≡
{
nj mod N for some j ∈ {1, . . . , c},
nc+2 mod N.
If mnc+1 ≡ nj mod N for some j ∈ {1, . . . , c}, then mnc+1 ≡ mnj−1 mod N, where n0 := nc mod N.
However, thiswould imply thatnc+1 ≡ nj−1modN, a contradiction.Therefore,mnc+1 ≡ mnc+2modN
must hold, and we can continue with the previous line of reasoning to obtain:
mnc+1 ≡ mnc+1 ≡ nc+2 mod N,
mnc+2 ≡ m2nc+1 ≡ nc+3 mod N,
...
mn2c−1 ≡ mc−1nc+1 ≡ n2c mod N,
mn2c ≡ mcnc+1 ≡ nc+1 mod N.
Continuing with the pattern that has now been established, we arrive at:
mnqc+1 ≡ mnqc+1 ≡ nqc+2 mod N,
mnqc+2 ≡ m2nqc+1 ≡ nqc+3 mod N,
...
mnqc+r−1 ≡ mr−1nqc+1 ≡ nqc+r mod N.
Wemust then have:
mnqc+r ≡ mrnqc+1 ≡ nqc+1 mod N,
which in turn impliesmr = 1, acontradiction.Therefore,noelementofAdN of the form [n1, . . . , nd], nj /=
0 for all j = 1, . . . , d, can be stabilized by anm ∈ Z×N with |m| = c  d such that cd and cd − 1. The
argument for elements of AdN of the form [0, n1, . . . , nd−1], nj /= 0 for all j = 1, . . . , d − 1, follows
similarly.
We now shift our attention tom ∈ Z×N such that c|d or c|d − 1. In either case there exists a q ∈ Z
such that,
d = qc, q 0, or d − 1 = qc, q 0.
Using the sameargument thatwe just completed,wesee that if c|d thenm stabilizes certainelementsof
the form [n1, . . . , nd], nj /= 0 for all j = 1, . . . , d, whereas if c|d − 1 thenm stabilizes certain elements
of the form [0, n1, . . . , nd−1], nj /= 0 for all j = 1, . . . , d − 1. The only difference in reasoning comes at
the end, where in this case we do not run into a contradiction. Furthermore, looking back at the above
reasoning, we see all elements [n1, . . . , nd] ∈ AdN stabilized bymmust satisfy:
mnjc+k ≡ mknjc+1 ≡ njc+k+1, ∀ j = 0, . . . , q − 1, k = 1, . . . , c − 1, (4.9)
where d = qc or d − 1 = qc, depending on the type of element ofAdN . By Eq. (4.9), any element inAdN
stabilized bym can be written in one of two general forms:
[n] =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
[
n1,mn1, . . . ,m
c−1n1, . . . , n d
c
,mnd
c
, . . . ,mc−1n d
c
]
[
0, n1,mn1, . . . ,m
c−1n1, . . . , n d−1
c
,mnd−1
c
, . . . ,mc−1n d−1
c
]
,
(4.10)
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where nj /= 0 and nj /= nk for all j, k = 1, . . . , d/c or j, k = 1, . . . , (d − 1)/c, depending on the form
of [n]. Also, since |m| = c, there must exist a primitive root mod N, g, such that
m = g(N−1)/c , (4.11)
noting that c|N − 1 since theorder of anygroupelementmust divide theorder of the group. Combining
Eqs. (4.10) and (4.11) gives (4.8c).
In order to prove (4.6), we exploit the fact that
|O[n]| = N − 1|(Z×N )[n]|
. (4.12)
By (4.12), we need only compute the stabilizer of [n] in Z×N , that is (Z×N )[n]. But (4.10) and (4.11)
easily give
(Z×N )[n] = {gl(N−1)/c : l = 0, . . . , c − 1}.
Clearly |(Z×N )[n]| = c, thus proving (4.6). 
Before counting the number of orbits AdN , we prove two lemmas that simplify this task. The ﬁrst
shows that the choice of g in (4.7) does not matter.
Lemma 4.4. If g1 and g2 are two primitive roots mod N, and n1 ∈ ZN , n1 /= 0, then
[n1, g(N−1)/c1 n1, . . . , g(c−1)(N−1)/c1 n1] = [n1, g(N−1)/c2 n1, . . . , g(c−1)(N−1)/c2 n1].
Proof. Since g1 and g2 are both primitive roots mod N, the sets {1, g(N−1)/c1 , . . . , g(c−1)(N−1)/c1 } and
{1, g(N−1)/c2 , . . . , g(c−1)(N−1)/c2 } are both complete solution sets to xc ≡ 1 mod N. Therefore
(n1, g
(N−1)/c
2 n1, . . . , g
(c−1)(N−1)/c
2 n1) is a rearrangement of (n1, g
(N−1)/c
1 n1, . . . , g
(c−1)(N−1)/c
1 n1), and
the lemma follows. 
The second lemma shows that the representation given by (4.8c) is not unique and gives the
instances where confusion can occur.
Lemma 4.5. Let [n] ∈ AdN such that [n] can be written in the form (4.8 b). If c|b, then [n] can be written
in the form (4.8c) as well.
Proof. Weassume [n] = [n˜b1, n˜b2, . . . , n˜bd/b]andshowthatwecanrewrite thisas [n] = [nc1, nc2, . . . , ncd/c].
If [n] = [0, n˜b1, n˜b2, . . . , n˜b(d−1)/b] then a similar proof shows how to rewrite this as [n] = [0, nc1,
nc2, . . . , n
c
(d−1)/c]. Recall
n˜bk = [n˜k , g(N−1)/bn˜k , . . . , g(b−1)(N−1)/bn˜k].
Let a = b/c and set n1 = n˜1; we want to construct nc1 out of elements of n˜b1, where:
n˜b1 = [n˜1, g(N−1)/bn˜1, . . . , g(b−1)(N−1)/bn˜b1].
Since the order of elements does not matter, we may pick them however we like and rearrange them
as we wish. We have that nc1 is formed out of the following elements of n˜
b
1:
nc1 = [n˜1, ga(N−1)/bn˜1, . . . , g(c−1)a(N−1)/bn˜1]
= [n1, ga(N−1)/bn1, . . . , g(c−1)a(N−1)/bn1]
= [n1, ga(N−1)/can1, . . . , g(c−1)a(N−1)/can1]
= [n1, g(N−1)/cn1, . . . , g(c−1)(N−1)/cn1].
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Likewise, set nk = n˜k for k = 2, . . . , d/b, and construct nck in a similar manner. For the next c-tuple,
set n d
b
+1 = g(N−1)/bn˜1. We then have:
ncd
b
+1 = [g(N−1)/bn˜1, g(a+1)(N−1)/bn˜1, . . . , g((c−1)a+1)(N−1)/bn˜1]
=
[
n d
b
+1, g
a(N−1)/bn d
b
+1, . . . , g
(c−1)a(N−1)/bn d
b
+1
]
=
[
n d
b
+1, g
(N−1)/cn d
b
+1, . . . , g
(c−1)(N−1)/cn d
b
+1
]
.
In general,
n jd
b
+k = gj(N−1)/bn˜k , ∀ j = 0, . . . , a − 1, k = 1, . . . , d/b,
and the resulting ncjd
b
+k follows similarly. 
4.3. Proof of Theorem 2.6
Using Theorem 4.3 as well as Lemmas 4.4 and 4.5, we now count the number of orbits of AdN . By
Proposition 3.2 this is the same as counting the number of inequivalent harmonic frames, and so will
complete the proof of Theorem 2.6. Let γc denote the total number of orbits of A
d
N with (N − 1)/c
elements. Then, by Theorem 4.3, the total number of orbits of AdN is given by
γ1 +
∑
c|d
c>1
γc +
∑
c|d−1
c>1
γc. (4.13)
Notice the similarity between Eqs. (4.13) and (2.4). In fact, we shall prove that
γc = αc , ∀ c ∈ N such that c|N − 1 and c|d or c|d − 1.
Theorem 4.6. Let N be a prime number, 1 < d < N, c|N − 1, c > 1, and let βc denote the cumulative
order of all orbits of size (N − 1)/c. Furthermore, letγc denote thenumber of orbits ofAdN of size (N − 1)/c,
so that
γc = cβc
N − 1 .
If c|d, then βc is given by the following backwards recursive formula:
βc =
(N − 1)(N − 1 − c) · · ·
(
N − 1 −
(
d
c
− 1
)
c
)
c
d
c (d/c)!
− ∑
c<b<N
c|b, b|d
(
N − 1
b
)
γb.
If c|d − 1, then βc is given by the following backwards recursive formula:
βc =
(N − 1)(N − 1 − c) · · ·
(
N − 1 −
(
d−1
c
− 1
)
c
)
c
d−1
c ((d − 1)/c)!
− ∑
c<b<N
c|b, b|d−1
(
N − 1
b
)
γb.
The number of orbits of AdN of size N − 1, denoted γ1, is given by:
γ1 = 1
N − 1
(
N
d
)
− ∑
c|d
c>1
γc
c
− ∑
c|d−1
c>1
γc
c
.
Proof. We prove the formula for βc when c|d, noting that the proof is identical for the case when
c|d − 1. In order to accomplish this task, wewill build up the formula using combinatorial arguments.
By Theorem 4.3, the elements we are counting are of the form [nc1, nc2, . . . , ncd/c], where
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nck = [nk , g(N−1)/cnk , . . . , g(c−1)(N−1)/cnk], nk /= 0.
It is clear then, that we have N − 1 choices for n1,N − 1 − c choices for n2,N − 1 − 2c choices for n3,
and soon. Continuing to theend,we see there areN − 1 − (d/c − 1)c choices fornd/c . Furthermore, by
Lemma 4.4, the choice of g does notmatter, and so does not add any new elements to count. Therefore,
at the moment, we have
(N − 1)(N − 1 − c) · · · (N − 1 − (d/c − 1)c)
elements. Fixing the choice of n1 temporarily, it is clear that if we chose any of g
(N−1)/cn1, . . . ,
g(c−1)(N−1)/cn1 instead of n1, then we would have a rearranged version of nc1. However, the order
of elements does not matter in AdN , and so these choices are in fact the same as choosing n1. Since
there are c such elements (including n1), the number of distinct choices for n1 is in fact (N − 1)/c.
Similarly, we must divide the number of choices for each nk by a factor of c, thus giving
(N − 1)(N − 1 − c) · · · (N − 1 − (d/c − 1)c)
cd/c
elements. Furthermore, again recalling that the order of elements does not matter, we see that the
order in which we choose n1, . . . , nd/c does not matter either. Consequently, we are now down to
(N − 1)(N − 1 − c) · · · (N − 1 − (d/c − 1)c)
cd/c(d/c)! (4.14)
elements. We note that Eq. (4.14) gives the number of elements of the form (4.8c). However, we are
not counting all elements of the form (4.8c), but only those that are in an orbit of size (N − 1)/c. In
fact, by Lemma 4.5 any element in an orbit of size (N − 1)/b, where c|b and b|d, can be rewritten as
[nc1, nc2, . . . , ncd/c]. Therefore, we must subtract all elements in orbits of size (N − 1)/b, where c|b and
b|d, thus giving:
βc =
(N − 1)(N − 1 − c) · · ·
(
N − 1 −
(
d
c
− 1
)
c
)
c
d
c (d/c)!
− ∑
c<b<N
c|b, b|d
(
N − 1
b
)
γb.
The equation for γ1 follows from
|AdN | = γ1(N − 1) +
∑
c|d
c>1
(
N − 1
c
)
γc +
∑
c|d−1
c>1
(
N − 1
c
)
γc ,
and the fact that |AdN | =
(
N
d
)
. 
Example 4.7. We apply Theorem 4.6 for the case when d = 3 and N ≡ 1 mod 3. In this case, c = 3
divides d as well as N − 1, while c = 2 divides d − 1 as well as N − 1. Therefore we compute:
β3 = N − 1
3
and β2 = N − 1
2
,
which in turn gives:
γ3 = 1 and γ2 = 1.
Thus,
γ1 = 1
N − 1
(
N
3
)
− 1
3
− 1
2
= N
2 − 2N
6
− 2
6
− 3
6
= N
2 − 2N − 5
6
,
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and so the total number of orbits is:
γ1 + γ2 + γ3 = N
2 − 2N − 5
6
+ 1 + 1
= N
2 − 2N + 7
6
.
Notice this is the same result as Proposition 4.2.
5. The symmetry group
We now turn our attention to the symmetry group of prime order harmonic frames. The following
theoremproves the existence of a particular subgroup of Sym(Φn) that is dependent on the generators
n1, . . . , nd as well as the order of O[n].
Theorem 5.1. LetO[n] be an orbit ofAdN such that |O[n]| = (N − 1)/c, and letΦn be the harmonic frame
that corresponds to O[n] under the one-to-one correspondence described by Proposition 3.2. Then
〈diag(ωn1 , . . . ,ωnd),Q〉 ⊆ Sym(Φn),
where diag(ωn1 , . . . ,ωnd) denotes a d × dmatrix withωn1 , . . . ,ωnd on the diagonal and zeros elsewhere,
ω = e2π i/N ,Q is a d × d permutation matrix dependent on Φn, and |〈Q〉| = c.
Proof. Similar to the Proof of Theorem 3.1, let ΦM denote the d × N matrix whose columns are the
elements ofΦn. We note that U ∈ Sym(Φn) if and only if there exists an N × N permutation matrix P
such that
UΦM = ΦMP. (5.1)
First using the left hand side of (5.1), we have
(UΦM)
∗(UΦM) = Φ∗MU∗UΦM = Φ∗MΦM , (5.2)
and then equivalently for the right hand side of (5.1),
(ΦMP)
∗(ΦMP) = P∗Φ∗MΦMP. (5.3)
Combining (5.2) and (5.3) we obtain the following necessary condition for (5.1),
Φ∗MΦM = P∗Φ∗MΦMP,
or equivalently,
PΦ∗MΦMP∗ = Φ∗MΦM. (5.4)
The matrix Φ∗MΦM is called the Gram matrix and has the following form:
(Φ∗MΦM)j,k = 〈φk ,φj〉 =
d∑
l=1
e2π inl(k−j)/N , ∀ j, k = 0, . . . ,N − 1. (5.5)
Two elements 〈φk ,φj〉 and 〈φk′ ,φj′ 〉 of Φ∗MΦM are equal if and only if
d∑
l=1
e2π inl(k−j)/N =
d∑
l=1
e2π inl(k
′−j′)/N . (5.6)
Using the same minimum polynomial argument as the one found in the Proof of Theorem 3.1, we see
that (5.6) holds for off diagonal elements of Φ∗MΦM if and only if there exists a permutation μ ∈ Sd
such that
1122 M. Hirn / Linear Algebra and its Applications 432 (2010) 1105–1125
nl(k − j) ≡ nμ(l)(k′ − j′) mod N, ∀ l = 1, . . . , d, k /= j, k′ /= j′. (5.7)
(5.7) is in fact the same condition as (3.10), and so we may deﬁne the following equivalence relation
between the off diagonal entries of Φ∗MΦM and the elements of AdN:
〈φk ,φj〉 ∼ (k − j mod N) · [n], k /= j. (5.8)
For the diagonal entries of Φ∗MΦM , we deﬁne the representative [0] as
[0] := [0, . . . , 0︸ ︷︷ ︸
d
],
and extend our equivalence relation to diagonal elements:
〈φj ,φj〉 ∼ [0]. (5.9)
In order to ease notation, we set 0 · [n] := [0], and thus can write k · [n] for all k ∈ ZN . Combining
(5.8) and (5.9), we see∼ induces an equivalence relation between the set of inner products, {〈φj ,φk〉 :
j, k = 0, . . . ,N − 1}, and the set AdN ∪ {[0]}. Deﬁning the matrix G as
Gj,k := (k − j) · [n], ∀ j, k ∈ ZN (5.10)
we then have an equivalence relation between Φ∗MΦM and G:
Φ∗MΦM ∼ G. (5.11)
Combining (5.4) with (5.11) gives the following necessary condition for (5.1) to hold:
PGP∗ = G. (5.12)
Returning to (5.10), we see G has the form:
G =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a0 aN−1 aN−2 · · · a2 a1
a1 a0 aN−1 aN−2 · · · a2
a2 a1 a0
. . .
. . .
...
...
. . .
. . .
. . . aN−1 aN−2
aN−2 · · · a2 a1 a0 aN−1
aN−1 aN−2 · · · a2 a1 a0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (5.13)
where ak = k · [n] for all k ∈ ZN . Therefore G is a circulant matrix, and is completely determined by
its ﬁrst column vector. The permutation matrix
C :=
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 1 0 0 · · · 0
0 0 1 0 · · · 0
0 0 0 1 · · · 0
...
...
...
...
. . .
...
0 0 0 0 · · · 1
1 0 0 0 · · · 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (5.14)
is called the basic circulant permutation matrix. A matrix A can be written in the form
A =
N−1∑
k=0
akC
k , (5.15)
if and only if A is circulant. Therefore, G can be written in the form (5.15), and as such, it is clear that
CkG(Ck)∗ = G, ∀ k = 0, . . . ,N − 1.
M. Hirn / Linear Algebra and its Applications 432 (2010) 1105–1125 1123
A simple computation shows that when U = diag(ωn1 , . . . ,ωnd), one has
UkΦM = ΦMCk , ∀ k = 0, . . . ,N − 1.
Thus, regardless of the size O[n],
diag(ωkn1 , . . . ,ωknd) ∈ Sym(Φn), ∀ k = 0, . . . ,N − 1.
Note this proves the theorem for the case |O[n]| = N − 1.
To prove the existence of the matrix Q ∈ Sym(Φn) with |〈Q〉| = c, suppose that Φn corresponds
to O[n] such that |O[n]| = (N − 1)/c, where c > 1. Note that by Theorem 4.3 we have
gk(N−1)/cm · [n] = m · [n], ∀ m ∈ Z×N , k = 1, . . . , c,
and in particular
gk(N−1)/c · [n] = [n], ∀ k = 1, . . . , c.
Therefore, the action of g(N−1)/c on n deﬁnes a permutation ρ ∈ Sd such that
(nρk(1), . . . , nρk(d)) = gk(N−1)/c · (n1, . . . , nd), ∀ k = 1, . . . , c. (5.16)
Since a permutation of the generators n1, . . . , nd is equivalent to a permutation of the rows of ΦM ,
(5.16) implies the existence of a d × d permutation matrix Q , where Q is the matrix equivalent of ρ ,
as well as an N × N permutation matrix P0, such that
QkΦM = ΦMPk0, ∀ k = 1, . . . , c.
In other words, Q ∈ Sym(Φn), and since diag(ωn1 , . . . ,ωnd) ∈ Sym(Φn) as well, we must have
〈diag(ωn1 , . . . ,ωnd),Q〉 ⊆ Sym(Φn). 
Corollary 5.2. Let O[n] be an orbit of AdN such that |O[n]| = N − 1, and let Φn be the harmonic frame
that corresponds to O[n] under the one-to-one correspondence described by Proposition 3.2. Then
Sym(Φn) = 〈diag(ωn1 , . . . ,ωnd)〉,
where diag(ωn1 , . . . ,ωnd) denotes a d × dmatrix withωn1 , . . . ,ωnd on the diagonal and zeros elsewhere,
and ω = e2π i/N .
Proof. Recall thematrices G and C from the Proof of Theorem 5.1, as given by Eqs. (5.10) and (5.14), re-
spectively.Wewill show that P = Ck , k = 0, . . . ,N − 1, are the onlymatrices satisfying the necessary
condition given by Eq. (5.12). Combining the fact thatO[n] = {m · [n] : m ∈ Z×N }with the assumption
that |O[n]| = N − 1, we have
k · [n] = k′ · [n] ⇐⇒ k ≡ k′ mod N. (5.17)
Furthermore, let σ ∈ SN be the permutation corresponding to the permutationmatrix P. Eq. (5.12) can
be rewritten as
(σ (j) − σ(k)) · [n] = (j − k) · [n], ∀ j, k ∈ ZN . (5.18)
Combining Eqs. (5.17) and (5.18), one obtains
σ(j) − σ(k) = j − k, ∀ j, k ∈ ZN . (5.19)
One can think of (5.19) as a system of N2 linear equations in the N variables σ(0), . . . , σ(N − 1), with
the two added constraints:
1. σ (k) ∈ ZN for all k ∈ ZN ,
2. σ (j) = σ(k) if and only if j = k.
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Clearly (5.19) is an overdetermined system. However, (5.19) has N − 1 independent equations,
given by:
σ(1) − σ(0)≡1 mod N
σ(2) − σ(0)≡2 mod N
...
σ (N − 1) − σ(0)≡N − 1 mod N.
Thus σ(0) is a free variable, and can be assigned any value from ZN . The remaining values of σ are
then given by:
σ(j) ≡ j + σ(0) mod N, ∀ j = 1, . . . ,N − 1.
In conclusion, there are N possible permutations, each corresponding to a different value of σ(0). In
particular, we have the following correspondence:
σ(0) = k ⇐⇒ P = Ck. 
The following conjecture asserts that the subgroupdescribed in Theorem5.1 in fact is the symmetry
group for all prime order harmonic frames, not just those corresponding to orbits of size N − 1.
Conjecture 5.3. Let O[n] be an orbit of AdN such that |O[n]| = (N − 1)/c, and let Φn be the harmonic
frame that corresponds to O[n] under the one-to-one correspondence described by Proposition 3.2.
Then
Sym(Φn) = 〈diag(ωn1 , . . . ,ωnd),Q〉,
where diag(ωn1 , . . . ,ωnd) denotes a d × d matrix with ωn1 , . . . ,ωnd on the diagonal and zeros else-
where, ω = e2π i/N ,Q is a d × d permutation matrix dependent on Φn, and |〈Q〉| = c.
6. Closing remarks
We have enumerated all harmonic frames for Cd with N elements, where N is a prime number.
A natural question is how to extend these results to all N. Certain problems arise, however, with the
techniques used in this paper, since in several instances the fact that N is prime is a key element. In
particular, for a general N, distinct harmonic frames will arise from groups other than ZN . Also, even
for those harmonic frames that do come from ZN , new representations must be developed since in
general Z×N ⊆ {1, . . . ,N}.
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