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CAUCHY PROBLEM FOR EFFECTIVELY HYPERBOLIC OPERATORS WITH
TRIPLE CHARACTERISTICS OF VARIABLE MULTIPLICITY
ENRICO BERNARDI, ANTONIO BOVE AND VESSELIN PETKOV
Abstract. We study a class of third order hyperbolic operators P in G = {(t, x) : 0 ≤ t ≤
T, x ∈ U ⋐ Rn} with triple characteristics at ρ = (0, x0, ξ), ξ ∈ R
n \ {0}. We consider the case
when the fundamental matrix of the principal symbol of P at ρ has a couple of non-vanishing real
eigenvalues. Such operators are called effectively hyperbolic. V. Ivrii introduced the conjecture that
every effectively hyperbolic operator is strongly hyperbolic, that is the Cauchy problem for P + Q
is locally well posed for any lower order terms Q. This conjecture has been solved for operators
having at most double characteristics and for operators with triple characteristics in the case when
the principal symbol admits a factorization. A strongly hyperbolic operator in G could have triple
characteristics in G only for t = 0 or for t = T . We prove that the operators in our class are strongly
hyperbolic if T is small enough. Our proof is based on energy estimates with a loss of regularity.
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1. Introduction
1.1. Notations and main result. Consider a differential operator
P (t, x,Dt,Dx) =
∑
α+|β|≤m
cα,β(t, x)D
α
t D
β
x , Dt = −i∂t,Dxj = −i∂xj (1.1)
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of order m with C∞ coefficients cα,β(t, x), t ∈ R, x ∈ Rn. Denote by
pm(t, x, τ, ξ) =
∑
α+|β|=m
cα,β(t, x)τ
αξβ
the principal symbol of P . We assume that cm,0(t, x) 6= 0 for all (t, x). Let Ω ⊂ Rn+1 be an open
set and let Ω−η = Ω ∩ {t ≤ η},Ω+η = Ω ∩ {t ≥ η}, G = Ω ∩ {0 ≤ t ≤ T}.
Set Pm(t, x,Dt,Dx) = pm(t, x,Dt,Dx).
Definition 1.1. We say that the Cauchy problem
Pu = f in Ω ∩ {t < T}, supp u ⊂ G (1.2)
is well posed in G if
(i) (existence) for every f ∈ C∞0 (Ω), suppf ⊂ Ω+0 there exists a solution u ∈ D′(Ω) satisfying (1.2).
(ii) (uniqueness) if u ∈ D′(Ω) satisfies (1.2), then for every s, 0 < s ≤ T, if Pu = 0 in Ω−s , then
u = 0 in Ω−s .
A necessary condition for the well posedeness of the Cauchy problem (WPC) is the hyperbolicity
of the operator P in G (see [6] and the references cited there). This means that for every (t0, x0, ξ) ∈
G× Rn \ {0} the equation
pm(t0, x0, τ, ξ) = 0 (1.3)
with respect to τ has only real roots τ = λj(t0, x0, ξ).
Definition 1.2. We say that the operator P with principal symbol pm is strongly hyperbolic in G
if for every point z0 = (t0, x0) ∈ G there exists a neighbourhood U of z0, T (U) > 0 and T0 ≥ 0
(T0 < T if t0 = T and T0 = 0 if t0 = 0) such that the Cauchy problem (1.2) for the operator
L = Pm(t, x,Dt,Dx)+Qm−1(t, x,Dt,Dx) is well posed in U+s for every T0 ≤ s < T (U) and for any
operator Qm−1(t, x,Dt,Dx) of order less or equal to m− 1.
When P is strictly hyperbolic, that is when the equation (1.3) has simple roots λj(t, x, ξ) with
respect to the variable τ for all (t, x, ξ) ∈ G × RN \ {0}, it is a classical result that P is strongly
hyperbolic. If the equation (1.3) has real roots with constant multiplicity for (t, x, ξ) ∈ G×Rn\{0},
the operator P is strongly hyperbolic if and only if it is strictly hyperbolic. Thus in the case of
roots with constant multiplicity—greater than 1—we must impose conditions on the lower order
terms Qm−1, called Levi conditions, in order that the Cauchy problem be well posed. The analysis
of the Cauchy problem for such operators is complete and we know the necessary [3] and sufficient
[2] conditions for (WPC).
Passing to the case when the roots of (1.3) have variable multiplicity, notice that the roots
λj(t, x, ξ) in general are not smooth but only continuous. The case of operators with constant
coefficients is also completely examined and P is strongly hyperbolic if and only if P is strictly
hyperbolic. The necessary and sufficient condition of G˚arding for (WPC) says that there exists a
constant c > 0 such that for the full symbol p(τ, ξ) of P we have
p(τ, ξ) 6= 0, for |Im τ | > c, ∀ξ ∈ Rn \ {0}.
In the following, for the sake of simplicity, we switch to a different notation and denote t = x0,
x = (x0, x1, ..., xn) ∈ Rn+1. The dual variables are denoted by ξ = (ξ0, ξ1, ..., ξn) = (ξ0, ξ′).
Given a symbol p(x, ξ), let
Σ(p) = {z ∈ T ∗G \ {0} : p(z) = 0}, Σ1(p) = {z ∈ T ∗(G) \ {0} : p(z) = 0, dp(z) = 0}.
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In the case Σ1(pm) = ∅, the operator is of principal type and a hyperbolic operator P in G is
strongly hyperbolic (see [7] and Section 23.4 in [5]).
Turning to the case Σ1(pm) 6= ∅, notice that if we have a critical point (xˆ, ξˆ) ∈ Σ1(p), then the
Hamiltonian system
dx
ds
= ∂ξp,
dξ
ds
= −∂xp
has a stationary point and it is natural to consider the differential of the Hamilton vector field.
Thus we are led to define the fundamental matrix
Fp(xˆ, ξˆ) =
(
pξ,x(xˆ, ξˆ) pξ,ξ(xˆ, ξˆ)
−px,x(xˆ, ξˆ) −px,ξ(xˆ, ξˆ)
)
.
We recall two important properties of Fp (see [6], [4]):
1. For every point z ∈ Σ1(p) the Hessian Qp(X,Y ), X, Y ∈ Tz(T ∗(G)) at z of p2 is well
defined. Then Qp(X,Y ) = σ(X,Fp(z)Y ), σ being the symplectic form on T
∗(G). Thus
after a canonical transformation the fundamental matrix is transformed into a similar one
and its eigenvalues are invariant under canonical transformations. Ho¨rmander [4] called
Fp(z) the Hamilton map of Qp.
2. If P is hyperbolic in G and (xˆ, ξˆ) is a critical point of pm(x, ξ), then Fpm(xˆ, ξˆ) has at most
two non-vanishing real simple eigenvalues µ and −µ and all other eigenvalues µj are purely
imaginary, that is Re µj = 0.
The existence of non-vanishing real eigenvalues of Fpm(xˆ, ξˆ) is a necessary condition for strong
hyperbolicity. More precisely, let pm−1(x, ξ) =
∑
|α|=m−1 cα(x)ξ
α and let
p′m−1(x, ξ) = pm−1(x, ξ) +
i
2
n∑
j=0
∂2pm
∂xj∂ξj
(x, ξ)
be the subprincipal symbol of P which is invariantly defined for (x, ξ) ∈ Σ1(pm). Then we have the
following
Theorem 1.1 (Theorem 3 and Corollary 3 in [6]). If P is strongly hyperbolic in G, then at every
point (xˆ, ξˆ) ∈ Σ1(pm) the fundamental matrix Fpm(xˆ, ξˆ) has two non-vanishing real eigenvalues.
Moreover, for (x, ξ′) ∈
◦
G× (Rn \ {0}) the multiplicities of the roots of (1) are not greater than two,
and for (x, ξ′) ∈ {x0 = 0}×Rn \{0} or for (x, ξ′) ∈ {x0 = T}×Rn \{0} these multiplicities are not
greater than three. If Fpm(xˆ, ξˆ) has only purely imaginary eigenvalues, the condition Im p
′
m−1(xˆ, ξˆ) =
0 is necessary for (WPC).
If Fpm(xˆ, ξˆ) has only purely imaginary eigenvalues, for (WPC) we have a second necessary
condition
|Re p′m−1(xˆ, ξˆ)| ≤
1
4
2n+2∑
j=0
|µj|,
µj being the eigenvalues of Fpm(xˆ, ξˆ) repeated according to their multiplicities. This condition has
been proved in [6] in some special cases concerning the structure of Fpm(xˆ, ξˆ) and without any
restriction by Ho¨rmander [4].
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Definition 1.3. A hyperbolic operator with principal symbol pm(x, ξ) is called effectively hyperbolic
if at every point (xˆ, ξˆ) ∈ Σ1(pm), the fundamental matrix Fpm(xˆ, ξˆ) has two non-vanishing real
eigenvalues.
V. Ivrii introduced the following
Conjecture. A hyperbolic operator is strongly hyperbolic if and only if it is effectively hyper-
bolic.
For operators with at most double characteristics the sufficient part of the above conjecture
has been established for some special class of effectively operators by Oleinik [14], Ho¨rmander [4],
Ivrii [7], Melrose [10] and in the general case by N. Iwasaki [8], [9] and T. Nishitani [11], [12], [13].
In particular, in the works of Nishitani many properties of effectively hyperbolic operators with
double characteristics have been established. An important phenomenon for this class of operators
is that we have always a loss of regularity which depends on the ratio of the subprincipal symbol
and the non-vanishing real eigenvalue of Fpm at double characteristic points (see Theorem 3 in [6]
for a necessary condition, and [7], [12] for sufficient conditions).
However according to Theorem 1.1, there are also classes of effectively hyperbolic operators with
characteristics of multiplicity 3 which should be strongly hyperbolic. The analysis of operators with
double characteristics is fairly complete and over the last 30 years a lot of papers treating both
the effectively hyperbolic and the non-effectively hyperbolic operators has appeared. The case
when we have triple characteristics is more complicated for several reasons. So far the only result
concerning effectively hyperbolic operators with triple characteristics appears to be that of Ivrii [7]
for operators such that in a conic neighborhood of every point (0, x0, ξ0) with triple characteristics
p3 admits a factorization
p3(t, x, τ, ξ) = ((τ − β(x, ξ))2 −D(t, x, ξ))(τ − γ(t, x, ξ)) (1.4)
as a product of two principal type symbols with smooth real-valued symbols β, γ,D and D ≥ 0 for
t ≥ 0. For such a class of operators Ivrii established in [7] a strong hyperbolicity result. It is clear
that, for a factorization of the form (1.4) to exist, it is necessary that the equation p3 = 0 has a
C∞ real root τ = γ(t, x, ξ) defined in a small conic neighborhood of the point (0, x0, ξ0). This is
possible only if some terms of p3 have a very special behavior. For example, consider the symbol
p3 = τ
3 − (ta2(t, x, ξ) + α(x, ξ))τ + t2b3(t, x, ξ) (1.5)
with a2(t, x, ξ) ≥ c|ξ|2, c > 0, α(x, ξ) ≥ 0 and α(0, ξ0) = 0, 4(ta2 + α)3 ≥ 27t4b32 for t ≥ 0, where
b3(t, x, ξ) is a symbol of third order. Then if b3(0, 0, ξ0) 6= 0, the factorization (1.4) for fixed ξ = ξ0
is possible only if α(x, ξ0) ≡ 0 for all x in a neighborhood of 0.We prove this result in the Appendix.
The purpose of the present paper is to show that for a class of third order weakly hyperbolic
operators whose principal symbol p3, after a reduction, has the form (1.5) we have strong hyperbol-
icity if the Hamilton map Fp3 has two real non-vanishing eigenvalues in its spectrum on the triple
characteristic points. The last condition is satisfied if the symbol a2(t, x, ξ) is elliptic. According
to Theorem 1.1, a strongly hyperbolic operator may have triple characteristics only for t = 0 or
t = T and in this paper we deal with the case when this may happen for some points on t = 0.
More precisely, we study operators having the form
P = D3t + q1(t, x,Dx)D
2
t + q2(t, x,Dx)Dt + q3(t, x,Dx)
+r2(t, x,Dx) + r1(t, x,Dx)Dt + r0(t, x)D
2
t +m1(t, x,Dx) +m0(t, x)Dt + c0(t, x). (1.6)
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Here qj(t, x,Dx), j = 1, 2, 3, are differential operators with C
∞ coefficients and real-valued symbols
qj(t, x, ξ) which are homogeneous polynomials of order j in ξ, rj(t, x,Dx), j = 1, 2, are differential
operators with C∞ coefficients and symbols rj(t, x, ξ) homogeneous of order j with respect to ξ,
r0(t, x),m0(t, x), c0(t, x) are C
∞ functions and m1(t, x,Dx) is a first order differential operator with
C∞ coefficients. Let p3(t, x, τ, ξ) be the principal symbol of P and let G = {(t, x) : 0 ≤ t ≤ T, x ∈
U}, where U ⋐ Rn is an open set in Rn. Consider the symbols
∆1 = 27q3 − 9q1q2 + 2q31, ∆0 = q21 − 3q2, ∆ = −
1
27
(∆21 − 4∆30).
The symbol ∆ is the discriminant of the equation p3 = 0 with respect to τ and we have three
real roots for t ≥ 0 if and only if ∆ ≥ 0. The symbol ∆0 is the discriminant of the equation
∂τp3 = 3τ
2 + 2q1τ + q2 = 0 with respect to τ and if we have a triple root at ρ = (0, x0, ξ), we get
∆0(ρ) = 0. Thus if the equation p3 = τ
3+ q1τ
2+ q2τ + q3 = 0 has a triple real root at ρ = (0, x0, ξ),
we must have ∆0(ρ) = 0, ∆(ρ) = 0. This implies ∆1(ρ) = 0 and the triple root is τ = − q1(ρ)3 .
Since the polynomial p3 is hyperbolic with respect to τ for t ≥ 0, we deduce that at a point ρ
with triple characteristics we have
(dt,xp3)
(
0, x0,−q1(ρ)
3
, ξ
)
= 0
(see Lemma 8.1 in [6]). The last condition can be written as follows
(dt,xq1)(ρ)
q21(ρ)
9
− (dt,xq2)(ρ)q1(ρ)
3
+ (dt,xq3)(ρ) = 0.
Taking the differential of ∆1 at ρ, and using ∆0(ρ) = 0, we deduce easily that (dt,x∆1)(ρ) = 0.
In this paper we make the following assumptions:
(H0) The roots of the equation p3(t, x, τ, ξ) = 0 with respect to τ are real for all (t, x) ∈ G¯, ξ ∈
R
n.
(H1) If the equation p3(0, x, τ, ξ) = 0 with respect to τ has a triple root τ = λ(0, x0, ξ0) for
t = 0, x0 ∈ U, ξ0 ∈ Rn \ {0}, then we have a triple root τ = λ(0, x0, ξ) for (0, x0, ξ),∀ξ ∈ Rn \ {0}
and the Hamiltonian map Fp3(0, x0, λ(0, x0, ξ), ξ) of p3 has non-zero real eigenvalues ±µ(x0, ξ) for
ξ ∈ Rn \ {0}.
(H2) If (H1) holds for (0, x0, ξ), then there exists an open neighborhood Ux0 of x0 such that
∆1(0, x, ξ) = (∂t∆1)(0, x, ξ) = 0 for x ∈ Ux0 and ξ ∈ Rn \ {0}.
Our main result is the following
Theorem 1.2. Let x0 ∈ U be a point for which the hypothesis (H0) − (H2) are satisfied. Then
there exists a neighbourhood Vx0 ⊂ Ux0 of x0 such that for T > 0 sufficiently small, the operator P
is strongly hyperbolic in {(t, x); 0 ≤ t ≤ T, x ∈ Vx0}.
The technique of the energy estimates can be modified to cover the case when (H1) holds only in
a conic neighbourhood of a point ρ0 = (0, x0, ξ0). However, to obtain a (WPC) in a neighbourhood
of x0, it is necessary to have more sophisticated tools to deduce (WPC) from the microlocal a
priori estimates with loss of regularity. As we mentioned above, the assumption (H2) is valid at all
triple characteristic points. Notice that if T is not small and if for 0 < δ ≤ t < T with sufficiently
small δ the operator P is effectively hyperbolic with double characteristics at some points, we
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can combine our result with those of [8], [9], [11], [12] to obtain a strongly hyperbolic operator in
{0 ≤ t < T, x ∈ U}. Our arguments work also if we assume that q1, q2, q3 are pseudodifferential
operators with real-valued symbols.
To prove Theorem 1.2, we establish a theorem of existence and uniqueness for solutions of the
Cauchy problem (see Theorem 8.3). To this purpose we obtain an a priori estimate with a loss
of regularity of order 2N/3 − 2 for the operator P near a triple characteristic point. We choose
N = 132 Π+N0, with N0 an integer and
Π =
2
3
+ sup
x∈U¯x0 ,|ξ|=1
|p′2(0, x, λ(0, x, ξ), ξ)(µ(x, ξ))−1 |, (1.7)
where p′2(t, x, τ, ξ) is the subprincipal symbol of P , λ(0, x, ξ) denotes the triple root of p3 = 0 and
µ(x, ξ) is the non-vanishing eigenvalue of Fp3(0, x, λ(0, x, ξ), ξ). Moreover, the integer N0 depends
only on p3(0, x, λ(0, x, ξ), ξ), x ∈ Ux0 , but we are not going to precise the optimal value of N0.
It seems that with a more complicated analysis of the contribution of the subprincipal symbol p′2
it should be possible to obtain a loss of regularity 2N/3 − 2 with N = 32Π + N0 and this is an
interesting open problem.
We may compare the number (1.7) with the loss of regularity for second order strongly hyper-
bolic operators L with principal symbol l2(t, x, τ, ξ) given by
2 +
[1
2
+ sup
ρ∈Σ1
|l′1(ρ)(µ(ρ)−1|
]
,
where [z] is the integer part of z (see [14], [7], [10] for a special class of operators with double
characteristics and [12] for the general case). Here
Σ1 = {ρ = (t, x, τ, ξ) ∈ G× Rn+1 \ {0} : l2(ρ) = 0, dl2(ρ) = 0}
is the double characteristic set of L, l′1(ρ) is the subprincipal symbol of L and µ(ρ) is the non-
vanishing eigenvalue of the Hamiltonian map Fl2(ρ) at ρ ∈ Σ1. It is important to note that the loss
of regularity M for the solutions of the Cauchy problem for P is bounded from below by
sup
x∈U¯ , |ξ|=1
| Im(p′2(0, x, λ(0, x, ξ), ξ))(µ(x, ξ))−1 | ≤ 2n(M + 3). (1.8)
This follows from the necessary condition (36) in Theorem 3 in [6]. Thus our result with M =
2N/3 − 2 is compatible with this lower bound.
1.2. Comments on the proof of the main result. The proof of Theorem 1.2 is long and
technical. It is based on the energy estimates obtained in Theorems 8.1 and 8.2 and, as we mentioned
above, we cannot avoid the loss of regularity which is related to the ratio of the subprincipal symbol
and the non-vanishing eigenvalue of the Hamiltonian map. This is one of the main differences
compared to the hyperbolic operators of principal type (see for example the analysis in Section
23.4 in [5].)
First by a change of variables (t, x) we reduce the analysis to the case when the principal symbol
p3 in the new variables, which we denote again by (t, x), has the form
p3(t, x, τ, ξ) = τ
3 − (ta2(t, x, ξ) + α(x, ξ))τ + t2b3(t, x, ξ),
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where a2, α, are real-valued symbol homogeneous of order 2 with respect to ξ and a2(t, x, ξ) ≥
c|ξ|2, c > 0, α(x, ξ) ≥ 0, while b3(t, x, ξ) is a real-valued symbol of ordre 3 in ξ (see Section 2).
Here we use essentially the condition (H2) to present the term with third order derivaties in x as
t2b3(t, x,Dx). If (H2) is not satisfied, we will have a term
a3(t, x, ξ) = t
2b3(t, x, ξ) + tc3(x, ξ) + β(x, ξ)
with third order symbols b3, c3, β. Of course, the hyperbolicity of p3 implies that
|a3|2 ≤ 4
27
(ta2 + α)
3, t ≥ 0,
but it is quite difficult to exploit this condition working with the energy EN (u) and the time function
f = t3 + 〈ξ〉−2/3 defined below. A different choice of f adapted to the structure of p3 and some
more complicated energy techniques seem to be necessary to cover the general case when c3 6= 0
and β 6= 0. The reader may consult the work of Nishitani [12], where the choice of f is related to a
microlocal model of the principal symbol with double characteristics.
Next, we introduce, in Section 4, the scaling t = ε2/3s, x = εy, ε > 0, and we transform our
operator into the operator P with respect to (s, y) (see Section 4 for the notations). Since we are
interested in showing that the Cauchy problem is well posed for sufficiently small t and since P is
strictly hyperbolic for t positive and small enough, we can investigate the operator P. We denote
below again by (t, x) the new variables. The symbols a2(t, x, ξ), α(x, ξ) are transformed to symbols
aε2 = a2(ε
2/3t, εx, ξ), αε = α(εx, ξ)
and this is important for the pseudodifferential calculus developed in Sections 3-4. Eventually we
choose ε = O(N−1), where N = 132 Π+N0 is a large integer, so that 0 < ε0 ≤ εN ≪ 1.
The so called time function f(t, ξ) = t3 + 〈ξ〉−2/3 plays an important role in the calculus of
pseudodifferential operators with order function mtN = f
−N (t, ξ) and metric
gε(x,ξ) = ε
2|dx|2 + 〈ξ〉−2|dξ|2.
The reason of this choice is that the commutator [aε2(t, x,Dx), f
−N (t,Dx)] has symbol in the space
S(f−NεN〈ξ〉, gε) so [aε2(t, x,Dx), f−N (t,Dx)]fN (t,Dx) becomes a first order operator whose norm
is not depending on N and, in particular, on Π. This is proved in Proposition 5.2.
The main idea is to multiply f−2N (t,Dx)Pu by the multiplier
Mu = ψ(t)
[
D2t − θ(taε2(t, x,Dx)u+ αε(x,Dx)u)
]
,
where we choose θ = 1/3 and ψ(t) = e
−2λt
t , λ > 0. For the analysis of the problem with data
Djtu(T, x) = 0, j = 0, 1, 2, we use the function ϕ(t) = te
−2λt. We study the expression
− 2 Im〈f−2N (t,Dx)Pu,Mu〉, (1.9)
〈, 〉 denoting the scalar product in L2(Rn) and u ∈ C∞0 ([0, T ] × U) has traces Djtu(t0, x) = 0, j =
0, 1, 2, 0 ≤ t0 ≤ t ≤ T. The last condition guarantees that Mu is well defined for t0 = 0. The above
expression modulo lower order terms is a sum of 15 terms and we make a quite detailed analysis of
all these terms in Section 5. The purpose is to find, by integration by parts, “positive” terms with
a big coefficient of order O(N) which will absorb in the energy estimate the contributions with
”indefinite” (possibly negative) sign.
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In fact, we have many indefinite terms, while the positive ones come from the expression
∂tEN (u) +
2N
3
EN+1/2(u) + 2λEN (u),
where
EN (u) = ψ
[
‖f−Nu′′‖20 +
2
3
Re〈f−2N (taε2 + ε−2/3αε)u′, u′〉
+
1
3
‖f−N (taε2u+ ε−2/3αε)u‖20 +
2
3
Re〈f−2Nu′′, (taε2 + ε−2/3αε)u〉
]
+ε1/3te−2λt2 Im〈f−2Nbε3u, u′〉.
The quantity in the third line above, involving powers of ε and t, is a lower order perturbation.
We introduce the energy of order k ∈ N by the expression
Ek(u) = ψ
(1
3
‖f−ku′′‖20 +
2
3
Re〈f−k(taε2 + ε−2/3αε)u′, f−ku′〉
+
1
6
‖f−k(taε2u+ ε−2/3αε)u‖20 +
2
3
‖f−k(u′′ + 1
2
(taε2 + ε
−2/3αε)u)‖20
)
, (1.10)
where aε2 is the operator with symbol a
ε
2(0, x, ξ) and ‖.‖k denotes the Hk(Rn) norms. Next we prove
that modulo lower order terms we have Ek(u) ≥ Ek(u). To gain control on the terms involving
‖f−ku(t, .)‖j norms with j = 1, 2 and k = N,N + 1/2, we would like to exploit the terms with
H2(Rn) norms having large coefficients. However, we have positive terms only with the norm
t‖f−N−1/2u‖22 and, as t becomes close to 0, we cannot absorb the H2 norm of f−N−1/2u. This is
the principal difficulty when we try to absorb the lower order terms created by Im〈f−2Nbε2u, aε2u〉
and the second order operator b2. A way around this is to use the key inequality
〈ξ〉4f−k ≤ t〈ξ〉4f−k−1 + 〈ξ〉2f−k−3,
established in Lemma 6.1. Thus, for example, we have an estimate
‖f−N+1/2u‖22 ≤ t‖f−Nu‖22 + ‖f−N−1u‖21.
Applying the above equality twice, we get also norms of the form ‖f−N−5/2u‖0. Following this
way, we have negative terms with coefficients t, but we have now generated other negative terms
involving norms with weights f−N−3/2 and f−N−5/2 and these also have to be absorbed. However,
the latter types of terms are not included in our energy expressions EN+1/2(u), EN (u) given by
(1.10).
To deal with them, we apply to just a fraction of the positive terms in ψEN+1/2(u), having a
large coefficient proportional to N , the inequality
ψ‖f−N−1/2u′′‖2 ≥ ∂t
(
ψ‖fN−1u′‖2
)
− ψ′‖f−N−1u′‖2 + (2N/3 − 4/3)ψ‖f−N−3/2u′‖2
+∂t
(
ψ‖f−N−2u‖2
)
− ψ′‖f−N−2u‖2 + 2N + 1
3
ψ‖fN−5/2u‖2. (1.11)
A similar inequality for ψ‖f−N−1u‖21 completes our technical toolkit.
Finally, in Section 7 we show that we can absorb all non positive terms. In Section 8 we get
the energy estimates with loss of 2N/3 − 2 derivatives in x which imply, by a standard argument,
the well posedeness of the Cauchy problem.
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2. Hyperbolic operators with triple characteristics
In this section we use the notations of Section 1. First we will change the variables so that in
the new variables the principal symbol has not a term involving τ2. Let us write
p3 =
(
τ +
1
3
q1
)3
+ (q2 − q
2
1
3
)
(
τ +
1
3
q1
)
+ q3 − q1q2
3
+
2q31
27
.
Then the term without coefficient (τ + 13q1) is just
∆1
27 . With a change of variables
s = t, yj = fj(t, x), j = 1, ..., n,
we may transform for small t ≥ 0 the symbol τ + 13q1 into σ. Let 13q1 =
∑n
j=1 αj(t, x)ξj . It is
sufficient to solve the first order hyperbolic equations
∂fj
∂t
+
n∑
k=1
αk(t, x)
∂fj
∂xk
= 0, j = 1, ..., n
with initial data fj(0, x) = xj. The Jacobian J = det
D(s,y)
D(t,x) is different from 0 for small t ≥ 0 and
x ∈ U¯ and we can solve the system for fj, j = 1, ..., n, for small |t| ≤ η.
Now by using the same notations (t, x) for the new variables, consider the operator with principal
symbol
p3 = τ
3 − r2(t, x, ξ)τ + r3(t, x, ξ), (2.1)
where rj are real-valued symbols homogeneous with respect to ξ of order j = 2, 3. Clearly, the
symbol r3 is just
∆1
27 . If we have a multiple real root τ = λ(0, x0, ξ) of p3 = 0 for (0, x0, ξ), then
λ(0, x0, ξ) is a root of 3τ
2 − r2(t, x, ξ) = 0. Thus r2(0, x0, ξ) ≥ 0. Moreover, the root λ is triple if
and only if λ(0, x0, ξ) = r2(0, x0, ξ) = 0. If τ = 0 is a triple root at (0, x0, ξ) and if the fundamental
matrix of p3 at (0, x0, 0, ξ) has non zero real eigenvalues, then ∂tr2(0, x0, ξ) > 0 (see Lemma 8.1 in
[6]), On the other hand, the hyperbolicity of the operator implies that the discriminant ∆ satisfies
the inequality
∆ = 4r32 − 27r23 ≥ 0.
If at a point (0, x0, ξ0) we have r2(0, x0, ξ0) < 0, then ∆(0, x0, ξ0) < 0 and we will have two complex
conjugated roots. Thus in a neighborhood of (0, x0) we have
r2(t, x, ξ) = α(x, ξ) + ta2(t, x, ξ)
with
a2(0, x, ξ) ≥ c|ξ|2, c > 0, α(x, ξ) ≥ 0.
In the new variables, denoted by (t, x), the operator P is transformed into
P = D3t − (ta2(t, x,Dx) + α(x,Dx))Dt + a3(t, x,Dx) + b2(t, x,Dx)
+b1(t, x,Dx)Dt + b0(t, x)D
2
t + c1(t, x,Dx) + c0(t, x)Dt + d0(t, x). (2.2)
Here a2, a3 are homogeneous polynomials with respect to ξ respectively of order 2, 3, bj(t, x, ξ)
are homogeneous polynomials with respect to ξ of order j, while b0, c0, d0 are smooth functions
and c1(t, x, ξ) is a first order differential operator with respect to the variable x. Without loss
of generality we may assume that a2(t, x,Dx) and α(x,Dx) are self-adjoint positive operators.
This will change the operators b1(t, x,Dx)Dt, c0(t, x)Dt which is not important for our argument.
According to the condition (H2), in a neighborhood Ux0 of x0 a3 has the form
a3(t, x, ξ) = t
2b3(t, x,Dx)
10 E. BERNARDI, A. BOVE AND V. PETKOV
with a symbol b3(t, x, ξ) homogeneous of order 3 in ξ. We may also assume that b3(t, x,Dx) is
a self-adjoint operator changing the lower order terms. Since we have a coefficient t2, this is not
important for the subprincipal symbol p′2 at (0, x, ξ).
Next, throughout our exposition we will assume that the principal symbol p3(t, x, τ, ξ) has a
triple root τ = 0 for t = 0, x0 ∈ U,∀ξ ∈ Rn \{0} and we examine the operator having the form (2.2)
with α(x0, ξ) = 0. We suppose in the following that x0 = 0. Since α(x, ξ) ≥ 0, in a neighborhood
of 0, we have
α(x, ξ) =
n∑
i,j=1
xixjfi,j(x, ξ). (2.3)
Therefore the Hamilton map Fp3 of p3 for t = 0, x = x0, τ = 0 has non-vanishing eigenvalues if only
if a2(0, x0, ξ) 6= 0, ξ ∈ Rn \ {0}.
It is well known that the subprincipal symbol and the eigenvalues of the Hamilton map are
invariant on the characteristic points ρ ∈ Σ1 = {ρ ∈ T ∗(G)\{0} : p3(ρ) = 0, dp3(ρ) = 0}. Thus the
number Π defined by (1.7) can be expressed by the subprincipal symbol p′2(0, x, ξ) and a2(0, x, ξ).
We extend the coefficients of a2, α, bk, k = 0, 1, 2, 3 and c1, c0, d0 for x ∈ Rn as smooth functions.
Thus in the analysis in Section 3-8 we will assume that the operator P is defined in Rn. Moreover,
our arguments work with small modifications if a2, α, bk, ck, etc, are classical pseudodifferential
operators with symbols
a2(t, x, ξ) ∈ S21,0(Rn+1 × Rn), bk(t, x, ξ) ∈ Sk1,0(Rn+1 × Rn), ck(t, x, ξ) ∈ Sk1,0(Rn+1 × Rn)
depending smoothly on the parameter t.
3. Some classes of symbols
Let
f(t, ξ) =
t
3
+ 〈ξ〉−2/3, (3.1)
where 〈ξ〉2 = 1 + |ξ|2. Then clearly f is a symbol in the class S01,2/3, when derivatives with respect
to t are considered, but it is in the class S01,0 if t is just a parameter and no derivatives with respect
to t are involved.
It will be convenient for us to use the Weyl calculus formalism, in the variables x, in order to
establish an a priori estimate for the operator we deal with. From now on t will be regarded as a
non-negative parameter.
Let ε > 0 be a small positive number. We consider the metric in T ∗Rn defined by
gε(x,ξ) = ε
2|dx|2 + 〈ξ〉−2|dξ|2 (3.2)
which is almost the classical (1, 0)−metric. In the following we will write g, when there is no
ambiguity. It is well known that g is a slowly varying metric.
Let N be a positive integer. In what follows the size of N is determined in terms of the problem.
We define the function
mtN (ξ) = f
−N (t, ξ) (3.3)
and it is trivial to verify that mtN is an order function. Then we may define the classes S(m
t
N , g
ε)
of symbols in the standard way.
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We point out explicitly that t is just a parameter at this level and that if there is no ambiguity
we may omit it in our notation. We have the following
Proposition 3.1. f−N (t, ξ) ∈ S(mtN , gε).
Proof. Of course we must check only ξ-derivatives. We have that
∂ξjf
−N(t, ξ) = −Nf−N (t, ξ)〈ξ〉
−2/3
f(t, ξ)
(
−2
3
)
ξj
〈ξ〉 〈ξ〉
−1.
Hence we have the estimate |∂ξjf−N(t, ξ)| ≤ CNf−N(t, ξ)〈ξ〉−1. A simple iteration concludes the
proof. 
Remark 3.1. In particular we deduce that
∂αξ f
−N(t, ξ) = O
(
N |α|f−N(t, ξ)〈ξ〉−|α|
)
.
Given a symbol a(t, x, ξ) ∈ S(mtN , gε), which we may also denote by at(x, ξ), the Weyl pseudo-
differential operator associated with it is defined by the formula
atwu(x) = (2pi)−n
∫ ∫
ei〈x−y,ξ〉at
(
x+ y
2
, ξ
)
u(y)dy dξ.
We recall the composition rule for two symbols (see e.g. [5]). Define
gσ(w) = sup
w′
|σ(w,w′)|2
g(w′)
.
Here σ denotes the symplectic form defined on T (T ∗Rn)×T (T ∗Rn), which in our local coordinates
is given by
σ ((x, ξ), (y, η)) = 〈y, ξ〉 − 〈x, η〉.
Theorem 3.1 (Theorem 18.5.4, [5]). Let g be a temperate metric with g ≤ gσ and let m1, m2
be (σ, g) temperate order functions. Let aj ∈ S(mj, g), j = 1, 2. Then the composition of the
associated pseudodifferential operators is associated to a symbol map (a1, a2) 7→ a = a1#a2 from
S(m1, g)× S(m2, g) to S(m1m2, g) and a is defined by
a(x, ξ) = exp
(
i
2
σ(Dx,Dξ;Dy,Dη)
)
a1(x, ξ)a2(y, η)∣∣
(x,ξ)=(y,η)
. (3.4)
Let
h(x, ξ)2 = sup
w
gx,ξ(w)
gσx,ξ(w)
, (3.5)
then we have that for every integer M the map associating a1, a2 to the remainder term
a1#a2(x, ξ)−
∑
j<M
(iσ(Dx,Dξ;Dy,Dη))
j
2jj!
a1(x, ξ)a2(y, η)
evaluated on the diagonal (x, ξ) = (y, η), is continuous with values in S(hMm1m2, g).
Remark 3.2. We explicitly note that the above formula (3.4) reduces to the usual symbol compo-
sition formula (i.e. with no effect of the Weyl operator definition) if a1 or a2 does not depend on
x; thus (3.4) reduces to
a(x, ξ) =
∑
|α|≥0
1
α!
∂αξ a1(ξ)D
α
xa2(x, ξ),
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or the analogous symmetric formula if a2 is independent of x.
Note that a different way of writing the above formula is
a(x, ξ) = exp
(
i
2
〈Dy,Dξ〉
)
a1(ξ)a2(y, η)∣∣
(x,ξ)=(y,η)
.
Remark 3.3. An easy and explicit calculation yields that
(gεx,ξ)
σ = 〈ξ〉2|dx|2 + ε−2|dξ|2, (3.6)
and consequently the function h is given by
h(x, ξ) =
ε
〈ξ〉 . (3.7)
Evidently in this case
gεx,ξ ≤ (gεx,ξ)σ.
We need to have a better control of this remainder terms in order to estimate the composition
symbol with respect to the parameter N introduced above.
We recall a result due to J.–M. Bony, [1], according to which the composition a1#a2 is written
as a finite sum plus a remainder term:
a1#a2(x, ξ) =
M−1∑
p=0
1
p!
(
i
2
σ(Dx,Dξ ;Dy,Dη)
)p
a1(x, ξ)a2(y, η)∣∣
(x,ξ)=(y,η)
+RM (a1, a2)(x, ξ), (3.8)
where
RM (a1, a2)(x, ξ) =
∫ 1
0
(1− θ)M−1
(M − 1)!
· 1
(piθ)2n
∫ ∫
e−(2i/θ)σ((x,ξ)−(t,τ),(x,ξ)−(y,η))
·
(
i
2
σ(Dt,Dτ ;Dy,Dη)
)M
a1(t, τ)a2(y, η)dtdτdydηdθ (3.9)
Proposition 3.2. Assume that ai ∈ S(mi, g), where g is a slowly varying, temperate metric such
that g ≤ gσ. Then both RM and the restriction to the diagonal of
σ((Dx,Dξ); (Dy,Dη))a1(x, ξ)a2(y, η)
belong to S(m1m2h
M , g).
4. Scaling and multiplier
To obtain an a priori estimate and to deal with the lower order terms we introduce a scaling
t = ε2/3s, x = εy, ε > 0. (4.1)
Multiplying by ε2, we obtain an operator
P = D3s − sa2(ε2/3s, εy,Dy)Ds + b2(ε2/3s, εy,Dy)− ε−2/3α(εy,Dy)Ds
+ε1/3
[
s2b3(ε
2/3s, εy,Dy) + b1(ε
2/3s, εy,Dy)Ds
]
+ ε2/3b0(ε
2/3s, εy)D2s
+εc1(ε
2/3s, εy,Dy) + ε
4/3c0(ε
2/3s, εy)Ds + ε
2d0(ε
2/3s, εy). (4.2)
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Here we applied (2.2) and we use for simplicity the same notation P for the transformed operator.
Moreover, a2, α, bk, k = 0, 1, 2, 3, etc. are the symbols of Section 2.
Since we are interested in obtaining an estimate for 0 ≤ t0 ≤ t ≤ T with initial conditions on
t0 = 0, with sufficiently small T > 0, we may think of ε as a parameter which is going to be chosen
sufficiently small; actually it will be fixed below as ε = O( 1N ), where N = 132 Π + N0 and Π was
defined in the Introduction.
We may also return to the notation (t, x) for the time and space variables respectively, without
any risk of misunderstanding. Let
P0 = D
3
t − ta2(0, εx,Dx)Dt + b2(0, εx,Dx) (4.3)
be the leading term in P having no factors depending on ε.
It is convenient to use the following notation:
aε2(t, x,Dx) = a2(ε
2/3t, εx,Dx), α
ε = α(εx,Dx), (4.4)
and
bεj(t, x,Dx) = bj(ε
2/3t, εx,Dx), c
ε
j(t, x,Dx) = cj(ε
2/3t, εx,Dx) (4.5)
for the differential operators appearing in the definition (4.2) of P, emphasizing the dependence on
the parameter ε.
For u, v ∈ C∞0 (R+ × Rn), we denote by
〈u, v〉 =
∫
Ω
u(t, x)v¯(t, x)dx,
the usual scalar product in L2(Rn) w.r.t. the space variables x. Also we denote by ‖v(t, .)‖k the
norms in the spaces Hk(Rn).
In order to deduce an energy estimate, we need a second order multiplier operator. In what
follows we use the multiplier
M(t, x,Dt,Dx) = ψ(t)
(
D2t − θtaε2(t, x,Dx)− θε−2/3αε(x,Dx)
)
, (4.6)
where θ denote a positive constant to be chosen later and ψ(t) = e
−2λt
t , λ > 0. Clearly, we have the
inequalities
− ψ′(t) > λψ(t), −ψ′(t) > e
−2λt
t2
>
e−4λt
t2
= ψ2(t). (4.7)
For u ∈ C∞0 (R+ × Rn) and 0 ≤ t0 ≤ t ≤ T we compute the expression
−2 Im〈f−2N (t,Dx)Pu,Mu〉.
Here f−2N(t,Dx) denotes the pseudodifferential operator whose symbol is f−2N (t, ξ) ∈ S(mt2N , gε).
We suppose in addition that u(t0, x) = ut(t0, x) = utt(t0, x) = 0. Thus in the case t0 = 0 the terms
with ψ(t) have a sense for t = 0.
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We have
−2 Im〈f−2N (t,Dx)Pu,Mu〉 = 2Re〈ψf−2N
(
∂3t + ta
ε
2∂t
)
u,
(
∂2t + θta
ε
2
)
u〉
+ 2Re θε−4/3〈ψf−2Nαε∂tu, αεu〉
+ 2θε−2/3Re〈ψf−2N (∂3t + taε2∂t)u, αεu〉
+ 2Re ε−2/3〈ψf−2Nαε∂tu,
(
∂2t + θta
ε
2
)
u〉
+ 2 Im〈ψf−2Nε1/3t2bε3u,
(
∂2t + θta
ε
2 + θε
−2/3αε
)
u〉
+ 2 Im〈ψf−2N bε2u,
(
∂2t + θta
ε
2 + θε
−2/3αε
)
u〉+ lower order terms
=
5∑
j=1
Ij +
4∑
j=1
Jj +
3∑
k=1
Ak +
3∑
ν=1
Bν + lower order terms. (4.8)
Here Ij , Jj denote the terms arising from the scalar product with the operator D
3
t − (taε2 +
ε−2/3αε)Dt, the Ak come from the third order operator w.r.t. Dx and finally the Bν originate
from the lower order term bε2. Moreover, we denoted by “lower order terms” the terms of order 1
or 2 involving the operators b1, d0, d1. It will be evident after the discussion below that they do
not have any influence whatsoever on the energy estimate for P that we are going to deduce and
hence, to avoid burdening the exposition with useless details we omit a discussion of those terms.
In the next section we are going to estimate each term Ij with the purpose of putting in evidence
a positive energy containing the weight f−N as well as f−N−1/2.
5. Estimate of the terms in (4.8)
5.1. Estimate of I1. For the term I1 we have
− 2 Im〈ψf−2ND3t u,D2t u) =
2Re〈ψf−2Nu′′′, u′′〉 = ∂t
(
ψ‖f−Nu′′‖2
)
+ 2N/3ψ‖f−N−1/2u′′‖2 − ψ′‖f−Nu′′‖2. (5.1)
Here we write, as we did in the preceding section, f−2N instead of Op(f−2N ), for the sake of
simplicity.
Note that we have used the fact that f , or rather its powers, is self adjoint as an operator w.r.t.
the x variables when acting on smooth functions with compact support.
5.2. Estimate of I3 and J3. Due to Proposition 3.1, we have that, as a symbol, f
−2N ∈
S(mt2N , g
ε), where ε is a positive parameter to be chosen below and the variable t can be regarded,
for the time being, as a parameter. The order function mt2N has been defined in (3.3).
Taking into account that we performed a dilation by ε, we conclude that
Proposition 5.1. The symbols aε2, α
ε, bε2 belong to S(〈ξ〉2, gε), as symbols in the x variables. It is
then straightforward to show that actually
ε−
2
3
j∂jt a(t, x, ξ) ∈ S(〈ξ〉2, gε), (5.2)
where a denotes aε2, α
ε or bε2.
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A typical situation we encounter in the estimate of Ij is the evaluation of a norm or scalar
product involving a commutator. We have
Proposition 5.2. The commutator
[aε2(t, x,Dx), f
−2N ] (5.3)
has a symbol in S(f−2NNε〈ξ〉, gε).
Corollary 5.1. If 0 < ε ≤ ε0, where ε0 denotes a suitably small positive number depending on N ,
then the commutator in (5.3) can be written as
[aε2(t, x,Dx), f
−2N ] = f−2Nγε1(t, x,Dx), (5.4)
where γε1 ∈ S(〈ξ〉, gε).
Proof of Proposition 5.2. Since f−2N does not depend on x, the bracket can be written as a product:
symb
([
aε2(t, x,Dx), f
−2N (t,Dx)
])
= aε2f
−2N − f−2N#aε2,
where symb(b) denotes the symbol of the operator b.
Using Proposition 3.2, as well as definitions (3.2) and (3.5), we obtain that the r.h.s. of the
above identity belongs to S(f−2Nε〈ξ〉, gε). 
Proof of Corollary 5.1. Choosing M = 1 in (3.9), we get
σ
([
aε2(t, x,Dx), f
−2N (t,Dx)
])
(t, x, ξ)
=
∫ 1
0
1
(piθ)2n
∫ ∫
e−(2i/θ)σ((x,ξ)−(z,ζ),(x,ξ)−(y,η))
i
2
Dza
ε
2(t, z, ζ)
·Dηf−2N (t, η)dzdζdydηdθ.
Since
∂za
ε
2∂ηf
−2N =
4N
3
ε〈(∂za2)ε, η〈η〉 〉f
−2N 〈η〉−1 〈η〉
−2/3
t+ 〈η〉−2/3 ,
we see that besides the order function f−2Nε〈ξ〉 we have also a factor N , which justifies the presence
of ε. Here we used the notation (∂za2)
ε to denote the symbol (∂za2)(ε
2/3t, εz, ξ). See also definition
(4.4). 
Due to the above statements we may conclude that
[f−2N , aε2] = f
−2Nαε1, (5.5)
for some first order symbol αε1. Therefore
I3 = e
−2λt (〈f−2Naε2u′, u′′〉+ 〈u′′, (aε2f−2N + f−2Nαε1)u′〉)
= e−2λt
(〈f−2Naε2u′, u′′〉+ 〈f−2Naε2u′′, u′〉+ 〈f−2Nu′′, αε1u′〉) (5.6)
= e−2λt∂t〈f−2Naε2u′, u′〉+
2N
3
e−2λt〈f−2N−1aε2u′, u′〉
− e−2λt〈f−2N∂t (aε2) u′, u′〉+ e−2λt〈f−2Nu′′, αε1u′〉
= ∂t〈e−2λtf−2Naε2u′, u′〉+ 2λ〈e−2λtf−2Naε2u′, u′〉+
2N
3
e−2λt〈f−2N−1aε2u′, u′〉
+ I3,1 + I3,2.
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Here we denoted by u′ = ∂tu and u′′ = ∂2t u. Moreover ∂t (aε2) denotes the operator whose symbol
(or coefficients in the differential case) are the t-derivative of aε2.
Repeating the same argument, we obtain
ε4/3I5 = −2θ Im〈ψf−2NαεDtu, αεu〉
= 2θRe〈ψf−2Nαεu′, αεu〉 (5.7)
= θ[〈ψf−2Nαεu′, αεu〉+ 〈αεu, ψf−2Nαεu′〉]
= θ∂t〈ψf−2Nαεu, αεu〉 − θψ′〈f−2Nαεu, αεu〉+ 2N/3θ〈ψf−2N−1αεu, αεu〉.
5.3. Estimate of I4. Let us consider I4. We have
I4 = −2 Imψ〈f−2N taε2Dtu, θtaε2u〉
= 2e−2λt Re〈f−2Naε2u′, θtaε2u〉
= θ∂t
(
e−2λt〈f−2Naε2u, taε2u〉
)
+ 2θtλe−2λt〈f−2Naε2u, aε2u〉
+ θ2N/3te−2λt〈f−N−1/2aε2u, aε2u〉 − θe−2λt〈f−2Naε2u, aε2u〉 (5.8)
− θe−2λt〈f−2N (aε2)tu, taε2u)− θe−2λt〈f−2Naε2u, t(aε2)tu〉.
Here we just used the fact that both f−2N and aε2 are self adjoint in L
2(Ω), t being a parameter
at this stage.
5.4. Estimate of I2 and J1. Let us consider the expression for I2, see (4.8),
I2 = 2Re e
−2λt〈f−2N∂3t u, θaε2u〉
= θe−2λt
(〈f−2Nu′′′, aε2u〉+ 〈aε2u, f−2Nu′′′〉)
= θe−2λt∂t
(
〈f−2Nu′′, aε2u〉+ 〈aε2u, f−2Nu′′〉 − 〈f−2Nu′, aε2u′〉
)
(5.9)
+
2N
3
θe−2λtRe
(
〈f−2N−1u′′, aε2u〉+ 〈aε2u, f−2N−1u′′〉
− 〈f−2N−1u′, aε2u′〉
)
+ θe−2λt2Re〈f−2N α˜ε1u′, u′′〉
− θe−2λtRe
(
〈f−2Nu′′, (∂taε2)u〉+ 〈(∂taε2)u, f−2Nu′′〉 − 〈f−2Nu′, (∂taε2)u′〉
)
.
= θ∂t
(
2e−2λt Re〈f−2Nu′′, aε2u〉 − e−2λt Re〈f−2Nu′, aε2u′〉
)
+
2N
3
θ
(
2e−2λt Re〈f−2N−1u′′, aε2u〉 − e−2λt Re〈f−2N−1u′, aε2u′〉
)
+ 2λθ
(
2e−2λt Re〈f−2Nu′′, aε2u〉 − e−2λt Re〈f−2Nu′, aε2u′〉
)
+
4∑
k=1
I2,k.
A few words are in order. Here α˜ε1 denotes a suitable first order pseudodifferential operator origi-
nating from a commutator exactly as it occurred for the other terms above.
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Moreover in deducing (5.9) the following identity has been used:
∂t
(
〈f−2Nu′′, aε2u〉+ 〈aε2u, f−2Nu′′〉 − 〈f−2Nu′, aε2u′〉
)
= 〈f−2Nu′′′, aε2u〉+ 〈f−2Nu′′, aε2u′〉+ 〈aε2u′, f−2Nu′′〉+ 〈aε2u, f−2Nu′′′〉
− 〈f−2Nu′′, aε2u′〉 − 〈f−2Nu′, aε2u′′〉+ terms being O(N) + terms involving ∂taε2.
Thus let us examine the first four terms in the r.h.s. above. We have
〈f−2Nu′′′, aε2u〉+ 〈aε2u′, f−2Nu′′〉+ 〈aε2u, f−2Nu′′′〉 − 〈f−2Nu′, aε2u′′〉
= 〈f−2Nu′′′, aε2u〉+ 〈aε2u, f−2Nu′′′〉+ 〈[f−2N , aε2]u′, u′′〉
= 2Re〈f−2Nu′′′, aε2u〉+ 〈f−2N α˜ε1u′, u′′〉.
To obtain the last line we used Corollary 5.1 and the fact that aε2 is a self-adjoint operator.
For J1 we use the same argument and we obtain
ε2/3J1 = 2θ Im〈ψf−2ND3t u, αεu〉
= 2θRe〈ψf−2N∂3t u, αεu〉
= θ〈ψf−2N∂3t u, αεu〉+ θ〈αεu, ψf−2N∂3t u〉
= θ∂t
(
2ψRe〈f−2Nu′′, αεu〉 − Re〈ψf−2Nu′, αεu′〉
)
− θψ′
(
2Re〈f−2Nu′′, αεu〉 − Re〈f−2Nu′, αεu′〉
)
+ θ2N/3
(
2ψRe〈f−2N−1u′′, αεu〉 − Re〈ψf−2N−1u′, αεu′〉
)
+ θ2ψRe〈f−2Nβ1u′, u′′〉 (5.10)
with a first order operator β1.
5.5. Estimate of J2 and J4. We have
ε2/3(J2 + J4) = −2 Im〈ψf−2N taε2Dtu, θαεu〉 − 2 Im〈ψf−2NαεDtu, θtaε2u〉
= 2Re
[
〈ψf−2N taε2u′, θαεu〉+ 〈ψf−2Nαεu′, θtaε2u〉
]
= θ2∂t
(
Re〈e−2λtf−2Naε2u, αεu〉
)
+ θ4N/3Re〈e−2λtf−N−1/2aε2u, αεu〉
+ 4θλRe〈e−2λtf−2Naε2u, αεu〉 − 2θRe〈e−2λtf−2N (aε2)tu, αεu〉. (5.11)
5.6. Estimate of J3. Consider, see (4.8),
ε2/3J3 = 2Re〈ψf−2Nαεu′, u′′〉
= ψ〈f−2Nαεu′, u′′〉+ ψ〈u′′, αεf−2Nu′〉+ ψRe〈f−Nu′′, γ1f−Nu′〉
= ∂t〈ψf−2Nαεu′, u′〉 − ψ′Re〈f−2Nαεu′, u′〉+ J3.1
+ 2N/3〈ψf−2N−1αεu′, u′〉,
where
J3,1 = Re〈ψf−Nu′′, γ1f−Nu′〉
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and γ1 is a first order operator.
5.7. Estimate of A1. Let us rewrite iA1 in the following way
iA1 = 2i Im〈e−2λtf−2Nε1/3tbε3u, u′′〉
= ε1/3te−2λt
(
〈f−2Nbε3u, u′′〉 − 〈u′′, f−2Naε3u〉
)
.
We have the identity
∂t2i Im〈f−2Nbε3u, u′〉 = 〈f−2Nbε3u, u′′〉 − 〈u′′, f−2Nbε3u〉+ 〈f−2Nbε3u′, u′〉 − 〈u′, f−2Nbε3u′〉 (5.12)
− 2N
3
(
〈f−2N−1bε3u, u′〉 − 〈u′, f−2N−1bε3u〉
)
+ 〈f−2N (∂tbε3)u, u′〉 − 〈u′, f−2N (∂tbε3)u〉.
Plugging (5.12) into the above expression for iA1, we then obtain
A1 = ε
1/3te−2λt∂t
(
2 Im〈f−2N bε3u, u′〉
)
+ 2ε1/3te−2λt
2N
3
Im〈f−2N−1bε3u, u′〉
− ε1/3te−2λt2 Im〈f−2Nbε3u′, u′〉 − 2ε1/3te−2λt Im〈f−2N (∂tbε3)u, u′〉
= 2ε1/3∂t
(
te−2λt Im〈f−2Nbε3u, u′〉
)
− 2ε1/3e−2λt Im〈f−2Nbε3u, u′〉
+ 2λε1/3te−2λt Im〈f−2Nbε3u, u′〉+ ε1/3te−2λt4N/3 Im〈f−2N−1bε3u, u′〉
+
2∑
k=1
A1,k. (5.13)
5.8. Estimate of A2 and A3. Using the calculus it is not difficult to show that there is a symbol
of first order, αˆε0, such that
A2 = 2ε
1/3θt2e−2λt Im〈f−2Nbε3u, aε2u〉 = ε1/3θt2e−2λt2 Im〈f−2Nγε0aε2u, aε2u〉. (5.14)
Here our argument is based on the fact the principal symbols of the operators aε2(t, x,Dx) and
bε3(t, x,Dx) are real-valued. Thus we obtain
(aε2(t, x,Dx)b
ε
3(t, x,Dx))
∗ = bε2(t, x,Dx)a
ε
3(t, x,Dx)) + α
ε
4(t, x,Dx)
with a pseudodifferential operator αε4 of order 4. Since a
ε
2(t, x,Dx) is elliptic, it is easy to find a
zero order operator γε0(t, x,Dx) so that α
ε
4(t, x,Dx) = (a
ε
2)
∗γε0(t, x,Dx)a
ε
2.
For A3 we obtain straightforwardly that A3 = 2θε
−2/3 Im〈ψf−2Nε1/3t2bε3u, αεu〉.
6. Energies
Summarizing the expression of all terms in Section 5, we may rewrite (4.8) in the following
form
− 2 Im〈f−2NPu,Mu〉 = ∂tEN (u) + 2N
3
EN+1/2(u) + 2λEN (u) +R, (6.1)
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where
EN (u) = ψ
[
‖f−Nu′′‖20 + (1− θ)Re〈f−2N (taε2 + ε−2/3αε)u′, u′〉 (6.2)
+ θ‖f−N(taε2u+ ε−2/3αε)u‖20 + θ2Re〈f−2Nu′′, (taε2 + ε−2/3αε)u〉
]
+ ε1/3te−2λt2 Im〈f−2Nbε3u, u′〉.
Moreover R includes all terms that can be considered “errors”, since they do not contribute to the
energy EN or EN+1/2. Note that somewhat improperly we include into R also norms multiplied by
e−2λt
t2
which are positive, but require “ad hoc” treatement. Recall that we have 0 ≤ t0 ≤ t ≤ T and
we suppose that u(t0, x) = ut(t0, x) = utt(t0, x) = 0, so the expression with factor ψ or
e−2λt
t2 below
make sense when t0 = 0.
The quantity R is defined as
R =
e−2λt
t2
(
‖f−Nu′′‖20 + θε−4/3〈f−2Nαεu, αεu〉+ (1− θ)ε−2/3Re〈f−2Nαεu′, u′〉 (6.3)
+ θε−2/32Re〈f−2Nu′′, αεu〉
)
− θe−2λt‖f−Naε2u‖20
− 2θε−2/3e−2λtRe〈f−2N (aε2)tu, αεu〉
− 2θe−2λtRe〈f−2N (aε2)tu, taε2u〉+ e−2λt
(−〈f−2N(aε2)tu′, u′〉+ 〈f−2Nu′′, αε1u′〉)
+ θe−2λt2Re〈f−2N α˜ε1u′, u′′〉+ 2θε−2/3ψRe〈β1f−Nu′, f−Nu′′〉+ ε−2/3ψRe〈γ1f−Nu′, f−Nu′′〉
− θe−2λt
(
2Re〈f−2Nu′′, (aε2)tu〉 − Re〈f−2Nu′, (aε2)tu′〉
)
− 2ε1/3e−2λt Im〈f−2Nbε3u, u′〉 − ε1/3te−2λt2 Im〈f−2Nbε3u′, u′〉
− 2ε1/3te−2λt Im〈f−2N (∂tbε3)u, u′〉
+ ε1/3θt2e−2λt2 Im〈f−2Nγε0aε2u, aε2u〉
+ 2θε−1/3e−2λtt Im〈f−2Nbε3u, αεu〉
+
3∑
ν=1
Bν + lower order terms.
To keep the exposition simple it is convenient to denote by
∑10
j=1 Rj the sum of 10 terms corre-
sponding to the 10 lines in the expression of R above.
Consider the sum
Sk = ψ‖f−ku′′‖20 + θψ‖f−k(taε2 + ε−2/3αε)u‖20 + 2θψRe〈f−k(taε2 + ε−2/3αε)u, f−ku′′〉.
Choose θ = 1/3. Then we deduce
Sk =
1
3
ψ‖f−ku′′‖20 +
1
6
ψ‖f−k(taε2u+ ε−2/3αε)u‖20 +
2
3
ψ‖f−k(u′′ + 1
2
(taε2 + ε
−2/3αε)u))‖20. (6.4)
It is clear that
‖f−k(u′′ + 1
3
(taε2 + ε
−2/3αε)u)‖20 ≤ 2‖f−k(u′′ +
1
2
(taε2 + ε
−2/3αε)u)‖20 +
1
18
‖f−k(taε2 + ε−2/3αε)u‖20
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and we get
Sk ≥ 1
3
ψ‖f−ku′′‖20 +
4
27
ψ‖f−k(taε2 + ε−2/3αε)u)‖20 +
1
3
ψ‖f−k(u′′ + 1
3
(taε2 + ε
−2/3αε)u)‖20. (6.5)
In the same way we obtain
R1 +R2 =
e−2λt
t2
(1
3
∥∥f−Nu′′‖20 + 16ε−4/3
∥∥fNαεu‖20 + 23‖f−N
(
u′′ +
1
2
ε−2/3αεu
)
‖20
+
2
3
ε−2/3 Re〈f−2Nαεu′, αεu′〉 − 1
3
‖f−N taε2u‖20
)
≥ e
−2λt
3t2
(
‖f−Nu′′‖20 +
4
9
ε−4/3‖fNαεu‖20 +
∥∥f−N(u′′ + ε−2/3αεu)∥∥2
0
+2ε−2/3 Re〈f−2Nαεu′, αεu′〉 − ‖f−N taε2u‖20
)
.
To simplify the notations in the following we will write aε2 for a
ε
2(0, x,Dx), while a
ε
2 will denote the
operator aε2(t, x,Dx). Therefore a
ε
2(t, x, ξ) = a
ε
2(0, x, ξ) + ε
2/3ta˜ε2(t, x, ξ) and we have
2
3
ψRe〈f−k(taε2 + ε−2/3αε)u′, f−ku′〉+
1
6
ψ‖f−k(taε2 + ε−2/3αε)u‖20
=
2
3
ψRe〈f−k(taε2 + ε−2/3αε)u′, f−ku′〉+
1
6
ψ‖f−k(taε2 + ε−2/3αε)u‖20 + te−2λtε2/3A(2)k (u).
Here tε2/3A
(2)
k (u) denote a sum of terms which have coefficient tε
2/3. It will be easy to absorb
them taking ε and t small and we will discuss this in Section 7 after the terms in EN will have been
conveniently prepared. To start we need the following
Proposition 6.1. There exist positive constants C1 and C2, independent of the positive integer k
such that for 0 < ε ≤ ε0(k) we have
Re〈f−kaε2v, f−kv〉 ≥ C1‖f−kv‖21 − C2‖f−kv‖20, (6.6)
for every v ∈ C∞0 . The constant C1 depends only on the symbol aε2(0, x, ξ).
Proof. The proof consists in just making sure that we may commute the weight operator f−k with
aε2 and estimate the errors, which naturally depend on N . We have that
〈f−kaε2(0, x,Dx)v, f−kv〉 = 〈aε2f−kv, f−kv〉+ 〈[f−k,aε2]v, f−kv〉 = X1 +X2.
Keeping in mind that aε2 is uniformly elliptic and using the strict G˚arding inequality for it, we
obtain that
X1 ≥ c1‖f−kv‖21 − c2‖f−kv‖20,
for two suitable positive constants c1 and c2 independent of k. We are thus left with X2. By
Proposition 5.2 and Corollary 5.1 we see that if ε is small enough depending on k, i.e. if ε ≤ ε0(k),
there is a positive constant c3 independent of k, such that
|X2| ≤ c3‖f−kv‖21/2 ≤ δ‖f−kv‖21 + c′3δ−1‖f−kv‖20.
Choosing δ conveniently small, but independent of ε and k, we obtain the assertion. 
To treat the negative terms, we apply the following lemma which will play a key role in the
next section.
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Lemma 6.1. For t ≥ 0 and ξ ∈ Rn we have
1
〈ξ〉2 + tf
2 ≥ f3. (6.7)
Proof. The proof is a simple verification. In fact f3 = f2t/3 + f2〈ξ〉−2/3. The latter quantity is
equal to f2t/3 + 〈ξ〉−2 + 23t〈ξ〉−4/3 + t
2
9 〈ξ〉−2/3. It is clear that
t
[2
3
〈ξ〉−4/3 + t
9
〈ξ〉−2/3
]
≤ 2
3
tf2
and this accomplishes the proof. 
To examine the term Jα,k = ψε
−2/3 Re〈f−kαεu, f−ku〉, we use the fact that the operator αε is
positive and write
Jα,k ≥ ε−2/3ψRe〈[f−k, αε]u, f−ku〉.
The symbol of the operator αε is O(ε2) uniformly and for 0 < ε < ε1(k) we obtain
|Jα,k| ≤ c4ε1/3ψ‖f−ku‖21/2
with c4 independent on ε and k. Now an application of Lemma 6.1 yields
〈ξ〉f−2k ≤ t〈ξ〉f−2k−1 + 〈ξ〉−1f−2k−3 ≤ 〈ξ〉−1/3t〈ξ〉2f−2k + 〈ξ〉−1/3f−2k−2
since 〈ξ〉−2/3f−1 ≤ 1. Therefore
|Jα,k| ≤ c4ε1/3e−2λt‖f−ku‖21/2 + c4ε1/3ψ‖f−k−1u‖20
and for small 0 < ε ≤ ε1(k) taking into account (6.6), we get
2ψ|Re〈f−k(taε2 + ε−2/3αε)u′, f−ku′〉| ≥ C3e−2λt‖f−ku′‖21
−C2e−2λt‖f−ku′‖20 − c4ε1/3ψ‖f−k−1u′‖20. (6.8)
We introduce now the energy by the following
Definition 6.1. For a non negative integer k we define the k-th energy as
Ek(u) = ψ
(1
3
‖f−ku′′‖20 +
2
3
Re〈f−k(taε2 + ε−2/3αε)u′, f−ku′〉
+
1
6
‖f−k(taε2u+ ε−2/3αε)u‖20 +
2
3
‖f−k(u′′ + 1
2
(taε2 + ε
−2/3αε)u)‖20
)
.
For the expression of the energy Ek(u), k = N , N +1/2 we have, with the notations above, the
representation
Ek(u) = Ek(u) + tε
2/3e−2λtA(2)k (u) + 2ε
1/3te−2λt Im〈f−kbε3u, f−ku′〉.
The last two terms on the right hand side can be considered as small perturbations.
Moreover in the energy EN+1/2(u) we have no positive terms involving
‖f−N−3/2u‖21, ‖f−N−3/2u′‖20 and ‖f−N−5/2u‖20.
These turn out very useful in order to absorb a number of “errors” using Lemma 6.1.
For this purpose we will obtain several new positive terms exploiting a part of the energy
EN+1/2(u). The same argument applies to the energy EN (u).
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Let us now consider the following identity, where k is a positive integer and g denotes a smooth
function in the same class as u:
ψf−2k2Re g′g¯ = ∂t
(
ψf−2k|g|2
)
− ψ′f−2k|g|2 + 2k/3ψf−2k−1|g|2
which implies
ψf−2k+1|g′|2 ≥ ∂t
(
ψf−2k|g|2
)
− ψ′f−2k|g|2 + (2k/3 − 1)ψf−2k−1|g|2.
Taking g = ∂tu, k = N + 1, we have
ψf−2N−1|u′′|2 ≥ ∂t
(
ψf−2N−2|u′|2
)
− ψ′f−2N−2|u′|2 + (2N/3 − 1/3)ψf−2N−3|u′|2, (6.9)
while taking g = u, k = N + 2, we get
ψf−2N−3|u′|2 ≥ ∂t
(
ψf−2N−4|u|2
)
− ψ′f−2N−4|u|2 + (2N/3 + 1/3)ψf−2k−5|u|2. (6.10)
Combining (6.9) and (6.10), we get
ψ‖f−N−1/2u′′‖2 ≥ ∂t
(
ψ‖fN−1u′‖2
)
− ψ′‖f−N−1u′‖20
+ (2N/3 − 4/3)ψ‖f−N−3/2u′‖20 + ∂t
(
ψ‖f−N−2u‖20
)
− ψ′‖f−N−2u‖20 +
2N + 1
3
ψ‖fN−5/2u‖20. (6.11)
Also we obtain easily the inequality
e−2λt‖f−N− 12 ∂tu‖21 ≥ ∂t
(
e−2λt‖f−N−1u‖21
)
+ 2λe−2λt‖f−N−1u‖21
+
1
3
(2N + 1)e−2λt‖f−N− 32u‖21. (6.12)
By using the calculus of pseudodifferential operators, Proposition 6.1 and (6.8), we may write
2ψRe〈f−N−1/2(taε2 + ε−2/3αε)u′, f−N−1/2u′〉 ≥ 2C3e−2λt‖f−N−1/2u′‖21
− C4e−2λt‖f−N−1/2u′‖20 − C5ε1/3ψ‖f−N−3/2u′‖20. (6.13)
Next, taking into account the inequalities (6.11), (6.12) and (6.13), for small ε we get
1
3
ψ‖f−N−1/2u′′‖20 +
2
3
ψRe〈f−N−1/2(taε2 + ε−2/3αε)u′, f−N−1/2u′〉
≥ 1
3
[
∂t
(
ψ‖f−N−1u′‖20
)− ψ′‖f−N−1u′‖20
+ (2N − 5)/3ψ‖f−N− 32u′‖20 + ∂t
(
ψ‖f−N−2u‖20
)− ψ′‖f−N−2u‖20
+ (2N + 1)/3ψ‖f−N− 52u‖20
]
+
1
3
C3
[
∂t
(
e−2λt‖f−N−1u‖21
)
+ 2λe−2λt‖f−N−1u‖21 + (2N + 1)/3e−2λt‖f−N−
3
2u‖21
]
+
1
3
C3e
−2λt‖f−N−1/2u′‖21 −
1
3
C4e
−2λt‖f−N−1/2u′‖20. (6.14)
Here the term −C5ε1/3ψ‖f−N−3/2u′‖20 has been absorbed by diminishing the coefficient in the term
2N−5
3 ψ‖f−N−3/2u′‖20 (compare with 2N−43 ψ‖f−N−3/2u′‖20 in the above inequality.)
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Therefore, using (6.14), we have for small t and large λ the estimate
5N
9
ψ
[1
3
‖f−N−1/2u′‖20 +
2
3
Re〈f−N−1/2(taε2 + ε−2/3αε)u′, f−N−1/2u′〉
]
+
N
9
ψ
(
1
3
‖f−N−1/2u′′‖20 +
2
3
Re〈f−N−1/2(taε2 + ε−2/3αε)u′, f−N−1/2u′〉
)
≥ ∂t
(N
27
ψ‖f−N−1u′‖20 +
N
27
ψ‖f−N−2u‖20 +
N
27
C3e
−2λt‖f−N−1u‖21
)
+
5N
9
[1
3
ψ‖f−N−1/2u′′‖20 +
2
3
e−2λt Re〈f−N−1/2(taε2 + ε−2/3αε)u′, f−N−1/2u′〉
]
+
N
9
[
−ψ
′
3
‖f−N−1u′‖20 +
2N − 5
9
ψ‖f−N−3/2u′‖20 −
ψ′
3
‖f−N−2u‖20
+
2N + 1
9
ψ‖f−N−5/2u‖20 +
2C3
3
λe−2λt‖f−N−1u‖21
+
(2N + 1)C3
9
e−2λt‖f−N−3/2u‖21 +
C3
3
e−2λt‖f−N−1/2u′‖21
]
. (6.15)
Going back to the operator P, we have
− 2 Im〈f−2NPu,Mu〉 = 2ψ Im〈f−2NPu, (u′′ + 1
3
ε−2/3αεu)〉+ 2
3
e−2λt Im〈f−2NPu, aε2u〉
≤ 7e−2λt‖f−NPu‖20 +
e−2λt
6t2
(
‖f−N (u′′ + 1
3
ε−2/3αεu)‖20 +
2
3
‖f−N taε2u‖20
)
.
Therefore, exploiting (6.6), we obtain
7e−2λt‖f−NPu‖2 ≥ ∂tEN (u) + 2N
3
EN+1/2(u) + 2λEN (u) +R
− e
−2λt
6t2
[1
3
‖f−N (u′′ + 1
3
ε−2/3αεu)‖20 +
2
3
e−2λt‖f−Naε2u‖20
]
= ∂tEN (u) +
2N
3
EN+1/2(u) + 2λEN (u) +Q1 +
10∑
j=3
Rj +
3∑
j=ν
Bν + lower order terms. (6.16)
Here
Q1 =
e−2λt
t2
(1
3
‖f−Nu′′‖20 + ε−4/3
4
27
‖f−Nαεu‖20 +
5
18
‖f−N (u′′ + 1
3
ε−2/3αεu)‖20
+
2
3
ε−2/3〈f−Nαεu′, f−Nu′〉 − 4
9
‖f−N taε2u‖20
)
.
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Finally, taking into account (6.4), (6.15), (6.16), we obtain the energy estimate
7e−2λt‖f−NPu‖20 ≥ ∂t
(
EN (u) +
N
27
ψ‖f−N−1u′‖20 +
N
27
ψ‖f−N−2u‖20
+
N
27
C3e
−2λt‖f−N−1u‖21
)
+ 2λEN (u) + ε
1/3te−2λt
4N
3
Im〈f2N−1b3u, u′〉+ ε2/3tA(2)N+1/2(u)
+Nψ
[ 5
27
‖f−N−1/2u′′‖20 +
10
27
Re〈f−N−1/2(taε2 + ε−2/3αε)u′, f−N−1/2u′〉
+
4
9
‖f−N−1/2(u′′ + 1
2
(taε2 + ε
−2/3αε)u)‖20 +
1
9
‖f−N−1/2(taε2 + ε−2/3αε)u‖20
]
+
N
9
[
−ψ
′
3
‖f−N−1u′‖20 +
2N − 5
9
ψ‖f−N−3/2u′‖20 −
ψ′
3
‖f−N−2u‖20
+
2N + 1
9
ψ‖f−N−5/2u‖20 +
2C3
3
λe−2λt‖f−N−1u‖21
+
(2N + 1)C3
9
e−2λt‖f−N−3/2u‖21 +
C3
3
e−2λt‖f−N−1/2u′‖21
]
+Q1 +
10∑
j=3
Rj +
3∑
ν=1
Bν + lower order terms. (6.17)
7. Estimate of the error terms in the energy inequality
The last line of (6.17) contains a number of terms grouping the “errors” that must be dominated
with the other positive terms. We point out that the Bν are just those “errors” associated with the
lower order terms containing pure second order x-derivatives and did not play any role up to now. It
is convenient to write aε2(t, x, ξ) = a
ε
2(0, x, ξ)+tε
2/3 a˜ε2(t, x, ξ) and to replace the operator a
ε
2(t, x,Dx)
by the operator aε2 with symbol a
ε
2(0, x, ξ). This will add a few terms similar to tε
2/3A
(2)
N (u) .
Consequently, we have to deal with lower order terms which can be treated choosing ε small,.
For the analysis of the terms Bν , ν = 1, 2, 3 we apply a similar procedure. First we write
bε2(t, x, ξ) = b
ε
2(0, x, ξ) + tε
2/3b˜ε2(t, x, ξ). The terms with the factor tε
2/3 are similar to tε2/3A
(2)
N (u)
and can be treated choosing ε small. We will analyze these terms in subsection 7.6. To keep the
notation simple, we denote by bε2 the operator with symbol b
ε
2(0, x, ξ). The modified terms Bν will
be denoted by B˜ν , ν = 1, 2, 3.
7.1. Estimate of ‖bε2f−N+1/2u‖0. The subprincipal symbol of the operator P for t = 0 and τ = 0
has the form
p′2(0, x0, ξ0) = −
i
2
aε2(0, x0, ξ0) + b
ε
2(0, x0, ξ0).
If we have a triple point ρ = (0, x0, ξ) for the symbol p3(t, x, τ, ξ), then t = τ = 0. Thus
bε2(0, x, ξ) =
[1
2
i+
p′2(0, x, ξ)
aε2(0, x, ξ)
]
aε2(0, x, ξ).
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Let us introduce the number
Π =
2
3
+ max
x∈U¯x0 , α(x,ξ)=0, |ξ|=1
∣∣∣p′2(0, x, ξ)
aε2(0, x, ξ)
∣∣∣.
which correspond to (1.7). Here Ux0 ⊂ Rn is the open set defined in the hypothesis (H2). Notice
that we could have only one point y ∈ Ux0 such that α(y, ξ) = 0. It is clear that for Vx0 ⋐ Ux0
sufficiently small we have
sup
x∈V¯x0 , |ξ|=1
∣∣∣1
2
i+
p′2
aε2
(0, x, ξ)
∣∣∣ ≤ Π.
In the following we can assume that u(t, x) has a support with respect to x included in Vx0 . Let
χ ∈ C∞(Rn) be a function such that 0 ≤ χ(x) ≤ 1, χ(x) = 0 for |x| ≤ 1 and χ(x) = 1 for |x| ≥ 2.
We write
aε2(0, x, ξ) = χ(ξδ)a
ε
2(0, x, ξ) + (1− χ(ξδ))aε2(0, x, ξ)
with δ > 0. The operator with symbol (1 − χ(ξδ))aε2(0, x, ξ) is smoothing and the analysis of the
corresponding term is covered by using the argument for lower order terms. On the other hand,
the norm in L(L2(Vx0)) of the zero order operator[1
2
i+
p′2
aε2
(0, x,Dx)
]
χ(Dxδ) (7.1)
is not greater than Π if δ is chosen small enough depending on the symbols a2 and p
′
2 (see Theorem
18.1.15 in Ho¨rmander, [5].)
Thus we have
‖bε2f−N+1/2u‖0 ≤
∥∥[1
2
i+
p′2
aε2
(0, x,Dx)
]
aε2(0, x,Dx)f
−N+1/2u
∥∥
0
+ ‖R0‖0
≤ Π‖aε2f−N+1/2u‖0 + ‖R0‖0,
where R0 is a lower order term including α1f
−N+1/2 with some first order pseudodifferential oper-
ator α1.
We are going to study the term
− ‖aε2f−N+1/2u‖20 = −
[
Re〈(aε2)2(0, x,Dx)f−N+1/2u, f−N+1/2u〉+ |F1|
]
, (7.2)
where |F1| ≤ C6‖f−N+1/2u‖23/2 and (aε2)2(0, x,Dx) means Op
(
(aε2)
2
)
. We have the inequality
(aε2)
2 ≤ t(aε2)2f−1 + aε2α0f−3 ≤ t2f−1(aε2)2f−1 + 2tf−2aε2α0f−2 + f−3α20f−3, (7.3)
where α0(x, ξ) =
aε2(0,x,ξ)
〈ξ〉2 . We can apply the sharp G˚arding inequality and we estimate
−Re〈(aε2)2f−N+1/2u, f−N+1/2u〉 − |F1| ≥ −t2Re〈(aε2)2f−N−1/2u, f−N−1/2u〉
−2tRe〈α0aε2f−N−3/2u, f−N−3/2u〉 −A23‖f−N−5/2u‖20 − Y1‖f−N+1/2u‖23/2
≥ −t2‖aε2f−N−1/2u‖20 − 2tRe〈α0aε2f−N−3/2u, f−N−3/2u〉 −A23‖f−N−5/2u‖20
−Y2‖f−N+1/2u‖23/2 =
4∑
j=1
Γj.
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Here we have used the fact that
t2Re〈(aε2)2f−N−1/2u, f−N−1/2u〉 = t2‖aε2f−N−1/2u‖20 + F2,
where |F2| ≤ A4t2‖f−N−1/2u‖23/2. Since t2f−2 ≤ 9, we included the term F2 in the above sum
taking Y2 ≥ Y1. Notice that Y1, Y2 depend only on the symbol aε2(0, x, ξ).
It is convenient to transform the term Γ4. For this purpose we use the inequality
〈ξ〉3f−2N+1 ≤ t〈ξ〉3f−2N + 〈ξ〉f−2N−2 ≤ t2〈ξ〉3f−2N−1 + t〈ξ〉f−2N−3 + 〈ξ〉2f−2N−2
≤ δ1t2〈ξ〉4f−2N−1 +Dδ1t2f−2N−1 + 2t〈ξ〉2f−2N−3 + f−2N−5.
Thus
‖f−N+1/2u‖23/2 ≤ δ1t2‖f−N−1/2u‖22 + 2t‖f−N−3/2u‖21 + ‖f−N−5/2u‖20 +Dδ1t2‖f−N−1/2u‖20
≤ δ1C2t2‖aε2f−N−1/2u‖20 + 2t‖f−N−3/2u‖21 + ‖f−N−5/2u‖20 +D′δ1t2‖f−N−1/2u‖20.
We take δ1 > 0 small enough so that δ1C
2Y2 ≤ δ and we couple the term with the factor t2 with that
also involving t2 in Γ1. Next we fix δ1 and for small t we have D
′
δ1
Y2t
2‖f−N−1/2u‖20 ≤ ‖f−N−5/2u‖20.
Notice that we can choose δ > 0 as small as we wish. We sum this term with Γ3. Consequently,
we get
4∑
j=1
Γ4 ≥ −(1 + δ)t2‖aε2f−N−1/2u‖20 − 2t(Ca2 + Y2)‖f−N−3/2u‖21
−(A23 + 2Y2)‖f−N−5/2u‖20. (7.4)
Here we have used that
Re〈aε2f−N−3/2u, f−N−3/2u〉 ≤ Ca2‖f−N−3/2u‖21
and the constant Ca2 depends on a
ε
2(0, x, ξ), while A3 = ‖α0(x,Dx)‖L2(U)→L2(U).
Summarizing we obtain the following
Lemma 7.1. Let 0 ≤ t0 ≤ t ≤ T and let Dkt u(t0, x) = 0, x ∈ Vx0 , k = 0, 1, 2. For every fixed small
number δ > 0 there exist constants Ca2 , Y2, A3 such that modulo lower order term ψR0 we have
ψ‖aε2f−N+1/2u‖20 ≤ (1 + δ)te−2λt‖aε2f−N−1/2u‖20 + 2e−2λt(Ca2 + Y2)‖f−N−3/2u‖21
+ (A23 + 2Y2)ψ‖f−N−5/2u‖20. (7.5)
We turn to the analysis of the term
KN+1/2 = ε
−2/3e−2λt2Re〈f−2N−1aε2u, αεu〉
= ε−2/3e−2λt2
[
Re〈aε2(f−N−1/2u), αε(f−N−1/2u)〉+Re〈α1f−N−1/2u, f−N−1/2αεu〉
+Re〈aε2f−N−1/2u, β1f−N−1/2u〉
]
for some first order operators α1, β1. First, notice that for the principal symbol of α
ε we have
αε = ε2αε0 with a second order non-negative symbol α
ε
0 and that the operator α
ε
0(x,Dx) is self-
adjoint. We replace αε by ε2αε0 in the above equality and we obtain a small factor ε
1/3. In fact
for the two terms on the right hand side we have factor ε4/3, while for the last one we have ε1/3
related to the commutator [αε, f−N−1/2]. For the term Re〈αε0aε2f−N−1/2u, f−N−1/2u〉 we can apply
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the sharp G˚arding inequality since the principal symbol of αε0a
ε
2 is non-negative. The other terms
in KN+1/2 involve third order operators and we get
KN+1/2 ≥ −Cε1/3e−2λt‖f−N−1/2u‖23/2.
An application of Lemma 6.1 yields
〈ξ〉3f−2N−1 ≤ t〈ξ〉3f−2N−2 + 〈ξ〉f−2N−4 ≤ c1〈ξ〉−1/3
[
t〈ξ〉4f−2N−1 + 〈ξ〉2f−2N−3
]
since 〈ξ〉−2/3f−1 ≤ c. Thus
KN+1/2 ≥ −C1ε1/3e−2λt
(
t‖f−N−1/2u‖22 + ‖f−N−3/2u‖21
)
.
On the other hand,
e−2λt‖f−N−1/2u‖22 ≤ C5e−2λt‖aε2f−N−1/2u‖20 + C6e−2λt‖f−N−1/2u‖21
and we deduce
KN+1/2 ≥ −C7ε1/3e−2λt
[
t‖aε2f−N−1/2u‖20 + t‖f−N−1/2u‖21 + ‖f−N−3/2u‖21
]
.
Combining this with (7.5), we deduce for small ε the estimate
ψ‖aε2f−N+1/2u‖20 ≤ (1 + δ)ψ‖(taε2 + ε−2/3αε)f−N−1/2u‖20
+2e−2λt(Ca2 + Y2 + C8ε
1/3)‖f−N−3/2u‖21
+(A23 + 2Y2)ψ‖f−N−5/2u‖20. (7.6)
7.2. Estimate of the sum
∑3
ν=1 B˜ν. We have
3∑
ν=1
B˜ν = 2 Imψ〈f−Nbε2u, f−N
(
u′′ +
1
3
(taε2 + ε
−2/3αε)u
)
〉
= 2 Imψ〈f−Nbε2u, f−N
(
u′′ +
1
2
(taε2 + ε
−2/3αε)u
)
〉
− 2 Imψ〈f−Nbε2u,
1
6
(taε2 + ε
−2/3αε)u〉
= Z1 + Z2.
Taking into account (7.6), we obtain
|Z1| ≤ ηΠψ‖aε2f−N+1/2u‖20 +
1
η
Πψ‖f−N−1/2(u′′ + 1
2
(taε2 + ε
−2/3αε)u)‖20 + |R1|
≤ (1 + δ)ηΠψ‖(taε2 + ε−2/3αε)f−N−1/2u‖20 + 2Πηe−2λt(Ca2 + Y2 + C8ε4/3)‖f−N−3/2u‖21
+ η(A23 + 2Y2)Πψ‖f−N−5/2u‖20 +
1
η
Πψ‖f−N−1/2(u′′ + 1
2
(taε2 + ε
−2/3αε)u)‖20 + |R1|
with η > 0 which will be chosen below. Here and below we note by Rj, j = 0, 1, 2, ... lower order
terms which include first order operators. The analysis of these terms will be considered in the
next subsection.
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On the other hand, for Z2, we get
|Z2| ≤ 1
3
ψ| Im〈f−Nbε2u, f−N (taε2 + ε−2/3αε)u〉|
≤ 1
3
ψ‖bε2f−N+1/2u‖0‖(taε2 + ε−2/3αε)f−N−1/2u‖0 + |R2|
≤ 1
3
Πψ‖aε2f−N+1/2u‖0‖(taε2 + ε−2/3αε)f−N−1/2u‖0 + |R2|.
According to (7.6), we have
1
3
Πψ‖aε2f−N+1/2u‖0‖(taε2 + ε−2/3αε)f−N−1/2u‖0
≤ 1
3
Πψ
[√
1 + δ‖(taε2 + ε−2/3αε)f−N−1/2u‖0 +
√
2(Ca2 + Y3)
√
t‖f−N−3/2u‖1
+
√
A23 + 2Y2‖f−N−5/2u‖0
]
‖(taε2 + ε−2/3αε)f−N−1/2u‖0
≤ 1
3
Πψ
(√
1 + δ + 2δ1
)
‖(taε2 + ε−2/3αε)f−N−1/2u‖20 +
2
3
Πδ−11 (Ca2 + Y3)e
−2λt‖f−N−3/2u‖21
+δ−11 2(A
2
3 + 2Y2)/3Πψ‖f−N−5/2u‖20
with some constant Y3 and δ1 > 0 such that
√
1 + δ + 2δ1 = 1 + δ. To absorb the leading terms in
the sum
∑3
ν=1 B˜ν , the inequalities
1
4η
Π ≤ N
9
, (
1
3
+ η)(1 + δ)Π ≤ N
9
.
must be satisfied to compensate for the terms
1
η
Πψ‖f−N−1/2(u′′ + 1
2
(taε2 + ε
−2/3αε)u‖20 and (
1
3
+ η)(1 + δ)Πψ‖(taε2 + ε−2/3αε)f−N−1/2u‖20.
In order to optimize the choice of η, we take η =
√
10−1
6 . Then for N ≥ 132 Π and small δ we satisfy
the above inequalities. For example, for the first one we have
3√
10− 1 ≤
13
9
⇔ 27 < 13
√
10− 13⇔ 40 < 13
√
10,
while the second one we get√
10 + 1
6
(1 + δ) ≤ 13
18
⇔ 3(
√
10 + 1)(1 + δ) ≤ 13⇔ 3
√
10 +O(δ) ≤ 10.
Now we fix δ and so the constants A3, Y2, Y3 are fixed. To absorb −23δ−11 (A23+2Y2)Πψ‖f−N−5/2u‖20,
we exploit the corresponding term in (6.17) and arrange things so that
2
3
δ−11 (A
2
3 + 2Y2)Π ≤
4
3
δ−11 (A
2
3 + 2Y2)
N
13
≤ N(2N + 1)
81
,
that is 27.413 δ
−1
1 (A
2
3+2Y2) ≤ 2N +1. Since N = 132 Π+N0, we can do this choosing N0 large. In the
same way, we arrange the inequality
4
11
δ−11 (Ca2 + Y2) ≤
(2N + 1)C3
27
and we absorb the term −43δ−11 (Ca2 + Y3)Πe−2λt‖f−N−3/2u‖21 by the corresponding term in (6.17).
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7.3. Analysis of Rj, j = 0, 1, 2. We will prove that we can absorb the terms Rj choosing λ large
enough.
The term R1 has the form 2ψ Im〈α1f−Nu, f−N (u′′ + 13(taε2 + ε−2/3αε)u)〉 with a first order
pseudodifferential operator α1. We have
R1 ≥ −µe
−2λt
t2
‖f−N (u′′ + 1
3
(taε2 + ε
−2/3αε)u)‖20 −
D1
µ
e−2λt‖f−Nu‖21
≥ −2µe
−2λt
t2
(
‖f−N (u′′ + 1
3
ε−2/3αεu)‖20 +
1
9
‖f−N taε2u‖20
)
− D1
µ
e−2λt‖f−Nu‖21
The term involving ‖f−N (u′′+ 13ε−2/3αεu)‖20 is absorbed by the corresponding term in Q1 choosing
µ > 0 small, the term −29µ‖f−N taε2u‖20 is added to the term Q1 which will be estimated below.
Finally, the last term is absorbed by 2C327 λe
−2λt‖f−N−1u‖21 in (6.17) taking λ large. For R2 we use
the inequality
R2 ≥ −δ3 e
−2λt
t2
‖f−N(taε2 + ε−2/3αε)u‖20 − δ3−1D2e−2λt‖f−Nu‖21
≥ −2δ3 e
−2λt
t2
[
t2‖f−Naε2u‖20 + ε−4/3‖f−Nαεu‖20
]
− δ−13 D2e−2λt‖f−Nu‖21.
Taking δ3 small, we add the first term on the right hand side to the term Q1 which we will estimate
below. Also the term with ε−4/3‖f−Nαεu‖20 can be absorbed by Q1 choosing δ3 small. The third
term on the right is handled as above. The term R0 is easy to be treated since we have f
−N+1/2u
instead of f−Nu and we may repeat the argument applied for R2. Notice that we choose λ large
depending on the norms of first order operators but we keep the dependence of N on Π.
7.4. Analysis of tε2/3A
(2)
N+1/2(u). The term 2Ntε
2/3A
(2)
N+1/2(u) is a sum of terms. They can be
estimated following our previous arguments but we can take advantage of the factor tε2/3. Consider
a typical term:
L4 = 2Nε
2/3te−2λt Re〈f−2N−1a˜ε2u, u′′〉.
We have modulo lower order terms
|L4| ≤ Nε2/3e−2λt
(
‖f−N−1/2u′′‖20 + t2Ca2‖f−N−1/2u‖22
)
.
We absorb this term involving u′′ by (6.17) taking ε small and using the term Nψ 527‖f−N−1/2u′′‖20
with small t. For the other term we take ε small to arrange εCa2 < 1 and we apply Proposition
6.1 to reduce the analysis to an estimate of t2C‖aε2f−N−1/2u‖20 where we have a factor t2 and the
term can be handled by term in (6.17) involving t‖aε2f−N−1/2u‖20.
Next consider the term
L3 = 2Nε
2/3tRe〈f−2N−1a˜ε2u′, u′〉.
Modulo lower order terms we have
|L3| ≤ Ntε2/3Ca2‖f−N−1/2u′‖21
and this can be absorbed by the corresponding terms in (6.17) taking ε and t small.
30 E. BERNARDI, A. BOVE AND V. PETKOV
7.5. Analysis of Q1,R3. In Q1 we have only one negative term. We use the inequality
e−2λt‖f−Naε2u‖20 = e−2λt〈f−N+1/2aε2u, f−N−1/2aε2u〉
≤ ψ‖aε2f−N+1/2u‖20 + e−2λtt‖aε2f−N−1/2u‖20 +R3.
For the first term on the right hand side we apply Lemma 7.1 and we obtain a leading term
D3t‖aε2f−N−1/2u‖20 which can be absorbed taking N0 large. The other terms can be treated as
above exploiting the corresponding terms in (6.17). Passing to the term R3, we get
|R3| ≤ 2
3
ε−2/3e−2λt‖f−N (aε2)tu‖0‖f−Nαεu‖0
≤ 1
3
ε2/3
(
e−2λtt‖f−N∂t(a2)u‖20 + ε−4/3
e−2λt
t2
‖f−Nαεu‖20
)
.
Here the factor ε2/3 comes from the derivative with respect to t of a2(ε
2/3t, εx, ξ). For small ε we
may absorb the term involving αεu using Q1, while for the other term we write ∂t(a2) = γ0a2 with
a zero order operator γ0 and absorb this term with the corresponding term in λEN (u) taking λ
large.
7.6. Analysis of −2ε1/3 4N3 te−2λt〈f−2N−1bε3u, u′〉 and Rj , j = 7, 8. It is clear that we have
ε1/3
4N
3
te−2λt|〈f−2N−1bε3u, u′〉|
≤ ε1/3 4N
3
te−2λt‖|Dx|−1bε3f−N−1/2u‖0‖|Dx|f−N−1/2u′‖0 + |R4|
≤ ε1/3Ne−2λt
[
t2D3
(
‖aε2f−N−1/2u‖20 + ‖f−N−1/2u‖20
)
+
4
3
‖f−N−1/2u′‖21
]
+ |R4|.
We may absorb the term e−2λtt2D3‖aε2f−N−1/2u‖20 on the right hand side by the corresponding
terms in (6.17) choosing ε and t small so that ε1/3ND3t < 1. The term with t
2‖f−N−1/2u‖20 is also
easily absorbed. Finally, the term ‖f−N−1/2u′‖21 is absorbed by 10N27 e−2λt〈aε2f−N−1/2u′, f−N−1/2u′〉
in (6.17) applying Proposition 6.1 and taking ε small. The rest R4 involves a second order op-
erator γ2 in the place of b3. We apply the same argument and we are going to absorb a term
e−2λtt2D3N‖f−N−1/2u‖21 choosing t small or by using the term O(N2)e−2λt‖f−N−3/2u‖21 in (6.17).
The term R8 = −2ε1/3te−2λt Im〈f−2N (∂tbε3)u, u′〉 can be treated as above. Here we do not have
a coefficient N to deal with and, moreover, we have the operator f−2N instead of f−N−1/2. We get
|R8| ≤ ε1/3e−2λt
[
t2D3
(
‖aε2f−Nu‖20 + ‖f−Nu‖20
)
+ ‖f−Nu′‖21
]
+ |R5|.
We may absorb all terms taking λ sufficiently large, ε small by using the positive terms in λEN (u).
Passing to the term R7, consider first
ε1/3e−2λt| Im〈f−2Nbε3u, u′〉| ≤ ε1/3D4e−2λt
[
‖aε2f−N+1/2u‖20 + ‖f−N−1/2u′‖21
]
+ |R6|,
where R6 includes second order operator coming from the commutator with b3. For the term
e−2λt‖aε2f−N−1/2u‖20 we apply Lemma 7.1 and we reduce the analysis to an estimate of ε1/3D4t2(1+
δ)e−2λt‖f−N−1/2u‖20 plus lower order terms. Next we absorb the leading term taking ε1/3D4 and t
small and using (6.17), where we have positive terms multiplied by N0. The analysis of the other
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terms follows the same argument as above. To deal with second summand in R7, we use the fact
that bε3(t, x,Dx) is self-adjoint. Then
2 Im〈f−2Nbε3u′, u′〉 = −i
[
〈bε3f−Nu′, f−Nu′〉 − 〈f−Nu′, bε3f−Nu′〉
+〈γ2f−Nu′, f−Nu′〉+ 〈f−Nu′, γ3f−Nu′〉
]
= −i
[
〈γ2f−Nu′, f−Nu′〉+ 〈f−Nu′, γ3f−Nu′〉
]
with some second order operators γ2, γ3. The analysis of the terms of the right hand side is easy
taking the parameter λ large in λEN (u).
7.7. Analysis of Rj , j = 9, 10. For the term R9 we have
|R9| = 2
3
ε1/3t2e−2λt| Im〈f−Nγε0aε2u, f−Naε2u〉| ≤ Cε1/3e−2λtt2‖f−Naε2u‖20
and the right hand term is easy to be absorbed by the positive terms in λEN (u) taking λ large.
Next we obtain
R10 =
2
3
tε−1/3e−2λt Im〈f−2Nbε3u, αεu〉 =
2
3
tε−1/3e−2λt
[
Im〈bε3f−Nu, αεf−Nu〉
+Im〈γ2f−Nu, αεf−Nu〉+ Im〈f−Nbε3u, γ1f−Nu〉
]
with operators γk of order k = 1, 2 coming from the commutators of b3 and α
ε with f−N . Since the
symbol αε has coefficient ε2, for the last two terms on the right we obtain a factor ε2/3 and terms
Cε2/3t‖f−Nu‖22 which can be estimated by Cε2/3t‖aε2f−Nu‖20 and lower order terms. The leading
contribution is absorbed by λEN (u) with large λ. To treat the term with b
ε
3 and α
ε, we exploit the
fact that these operators are self-adjoint and we reduce the analysis to an estimation of
te−1/3e−2λt〈[bε3, αε]f−Nu, f−Nu〉.
From the commutator [bε3, α
ε] we obtain a factor ε and a forth order operator. Thus we are going
to estimate Ctε2/3e−2λt‖f−Nu‖22 and we proceed as above.
7.8. Analysis of Rj , j = 4, 5, 6. We have
R6 = −1
3
e−2λt
(
2Re〈f−2Nu′′, (a2)tu〉 − Re〈f−2Nu′, (a2)tu′〉
)
.
The term involving u′ is easy to be treated by using λEN (u). For the term with u′′ we write
2e−2λt Re〈f−Nu′′, f−N (a2)tu〉 = 2e−2λt Re〈f−Nu′′, (a2)tf−Nu〉+R7.
Next
2e−2λt|Re〈f−Nu′′, (a2)tf−Nu〉| ≤ ψ‖f−Nu′′‖20 + Cte−2λt‖f−Nu‖22.
We may absorb both terms on the right hand side taking λ large in λEN (u) and using Proposition
6.1 to estimate t‖f−Nu‖22 by C1t‖aε2f−Nu‖20 plus lower order terms. The lower order term R7 is
easy to be treated by a similar argument.
Passing to the analysis of R5, notice that a typical term is ε
−2/3ψRe〈β1f−Nu′, f−Nu′′〉. Here
the first order operator β1 comes from the operator ε
−2/3ψRe〈β1f−Nu′, f−Nu′′〉. and we get a
power of ε from the commutator f2N [f−2N , αε] (see (5.10)). Thus we must estimate
ε1/3
(
Cδ−1e−2λt‖f−Nu′‖21 + δ
e−2λt
t2
‖f−Nu′′‖20
)
, δ > 0.
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For the term involving ‖f−Nu′′‖20 we take δ small and use the corresponding positive term in
R1 +R2, while for the term including ‖f−Nu′‖21 we exploit λEN (u) with large λ.
For ε−2/3ψRe〈γ1f−Nu′, f−Nu′′〉 we repeat the same argument since first order operator γ1 comes
from [f−2N , αε]f2N . The analysis of 43e
−2λtRe〈f−2N αˆε1u′, u′′〉 is easer since we do not have a factor
ψ. Finally, the analysis of R4 follows the same argument as above and all terms in R4 can be
absorbed by λEN (u).
Thus we finished the analysis of all terms in
∑10
j=1Rj +
∑3
ν=1Bν .
7.9. Analysis of lower order terms. The analysis of lower order term in (6.17) is easy since
they are generated by lower order terms including only derivatives D2t , D
2
t,xj , Dt, Dxj , etc. For
this purpose we may use a part of λEN (u) for example
λ
3EN (u) and take into account the estimate
(6.5), where we have a term
ψ‖f−k(u′′ + 1
3
(taε2 + ε
−2/3αε)u)‖20
which will appear with a big coefficient λ3 . For example, we have
|2 Imψ〈f−2Nut,xj , u′′ +
1
3
(taε2 + ε
−2/3αε)u〉|
≤ ψ‖f−Nu′‖21 + ψ‖f−N (u′′ +
1
3
(taε2 + ε
−2/3αε)u)‖20
and we have a control with big parameter O(λ) of both terms in the right hand side of λ3EN (u).
The analysis of other terms is completely similar and we leave the details to the reader. The terms
with second derivatives D2xi,xj cannot be treated by this argument and for this purpose we have
examined
∑3
ν=1Bν by a more sophisticated technical tools. This completes the estimate of the
errors terms.
As a consequence,(6.17) can be rewritten as a true energy estimate as
7e−2λt‖f−NPu‖2 ≥ ∂t
(
EN (u) +
N
27
ψ‖f−N−1u′‖20 +
N
27
ψ‖f−N−2u‖20
+
N
27
C3e
−2λt‖f−N−1u‖21
)
+ λK1EN (u)
+K2ψ
[
‖f−N−1/2u′′‖20 + ‖f−N−1/2u′‖21 + t‖f−N−1/2u‖22
]
+NK3
[
ψ‖f−N−1u′‖20 +Nψ‖f−N−3/2u′‖20 + ψ‖f−N−2u‖20
+ψN‖f−N−5/2u‖20 + te−2λt‖f−N−3/2u‖21
]
+λNK4ψ
{
‖f−N−1u′‖20 + ‖f−N−2u‖20 + t‖f−N−1u‖21
}
, (7.7)
where Kj , j = 1, ..., 4, are suitable positive constants independent of λ and N .
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7.10. Estimates of the terms on the boundary s = T . Assume that 0 ≤ s < T ≤ 1 and
u = Dtu = D
2
t u = 0 when t = s. We take T sufficiently small and we integrate in (7.7) from t to T
with respect to s. As a result we obtain integrals
∫ T
t (...)ds and for s = T the following boundary
terms
EN ((u(T, .)) +
N
27
(
ψ(T )‖f−N−1u′(T, .)‖20 + ψ(T )‖f−N−2u(T, .)‖20
+C3e
−2λT ‖f−N−1u(T, .)‖21
)
. (7.8)
Recall that the argument of the previous section yields
EN (u(T, .) ≥ EN (u) + Tε2/3A(2)N (u(T, .)) + 2e−2λT ε1/3T Im〈f−Nbε3u(T, .), f−Nu′(T, .)〉. (7.9)
It is clear that (T/3 + 〈ξ〉−2/3)−N ≤ c2(T/3 + 〈ξ〉−2/3)−N−1 with c2 > 0 independent on ξ and T .
Hence we have a control on the norms ‖(f−Nu)(T, .)‖1, ‖(f−Nu′)(T, .)‖0, etc. On the other hand,
in EN (u(T, .)) we have a positive term T‖aε2(f−Nu)(T, .)‖20. Thus we can repeat the argument of
subsection 7.6 to absorb the term involving b3. Since we do not have a big coefficient N in (7.9), it
suffices to take ε and T small. For the term Tε2/3A
(2)
N (u(T, .)) we are going to repeat the analysis
of subsection 7.4. Taking ε and T small and exploiting the term T‖aε2(f−Nu(T, .)‖20 in EN (u(T, .),
we absorb this term.
Finally, the contribution of the boundary terms is bounded from below by a positive constant
and we may neglect them.
8. A priori estimate
For the function f−1 we apply the inequalities
f−1 =
(1 + |ξ|2)1/3
t
3(1 + |ξ|2)1/3 + 1
≤ (1 + |ξ|
2)1/3
1 + t3
, t ≥ 0,
f−1 ≥ 1
1 + t
, 0 ≤ t ≤ T ≤ 1.
Therefore from (7.7) and the analysis in the Section 7 we deduce for λ ≥ λ0 the estimate
λ
∫ T
t
e−2λs−2N log(1+s)
( 2∑
k=0
s1−k‖∂kt u(s, .)‖2(2−k) +
1∑
k=0
‖∂kt u(s, .)‖2(1−k)
)
ds
≤ C0
∫ T
t
e−2λs−2N log(1+
s
3
)‖Pu(s, .)‖2(2N/3)ds, (8.1)
where ‖.‖(m) is the H(m) norm in Rn for fixed m.
Of course, we have a negative power of s only in front of the norm ‖u′′(s, .)‖20 and we may
estimate from below this term without a power of s. On the other hand, the norm ‖u(s, .)‖2(2)
appears with a coefficient s.
Remark 8.1. It is not useful to use the estimate f−1 ≤ 3t to bound the term ‖f−N+1/2Pu‖2 in
(7.7). If we did then, in (8.1), we would have the integral∫ T
t
e−2λs
1
s2N
‖Pu(s, .)‖2(0)ds
and as t→ 0 this would produce no uniform estimates with respect to t ≥ 0.
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To estimate the high order derivatives with respect to x, consider the operator (1+ |Dx|2) 12p =
Λp, p > 0 and write
ΛpPu = D
3
t (Λpu)− t
(
a2 + [Λp, a2]Λ
−1
p
)
Dt(Λpu) +
(
b2 + [Λp, b2]Λ
−1
p
)
(Λpu)
+t
(
a1 + [Λp, a1]Λ
−1
p )D
2
t (Λpu) + ....
Moreover, we observe that the “perturbations” [Λp, a2]Λ
−1
p , [Λp, b2]Λ
−1
p , [Λp, a1]Λ
−1
p have order
lower than the terms a2, b2 and a1, respectively. Then v = Λpu satisfies an equation of the type
studied above and, moreover, (D2t v)(t, x) = (Dtv)(t, x) = v(t, x) = 0. Going back to the differential
operator P , we get the following
Theorem 8.1. Assume that (D2t u)(t, x) = (Dtu)(t, x) = u(t, x) = 0 and let 0 ≤ t ≤ s ≤ T with
a small T > 0. Then for every p ∈ R there exist ∆p and a constant Cp so that for λ ≥ ∆p, N =
13
2 Π+N0 and u ∈ C∞0 (Rn+1) we have the estimate
λ
∫ T
t
e−2λs−2N log(1+s)
( 2∑
k=0
s1−k‖∂kt u(s, .)‖2(2−k+p) +
1∑
k=0
‖∂kt u(s, .)‖2(1−k+p)
)
ds
≤ Cp
∫ T
t
e−2λs−2N log(1+
s
3
)‖Pu(s, .)‖2(2N/3+p)ds. (8.2)
Next we discuss the estimates for functions u(t, x) satisfying the boundary conditions D2t u(T, x)
= Dtu(T, x) = u(T, x) = 0 for T > 0. To do this, we proceed along the same lines as above. We
use the function ϕ(t) = te2λt and we take the scalar product of f2N (t,Dx)Pu with the operator
Lu = ϕ(t)(D2t − 13(taε2u+ ε−2/3αεu)). Thus we consider
2 Im〈ϕ(t)f2N (t,Dx)Pu,D2t −
1
3
(taε2u+ ε
−2/3u)〉.
Notice that we have changed −λ to λ, f−2N to f2N and we have a + sign in front of the scalar
product. We then handle the terms in the same way as we did in Sections 5-8. For example,
2 Im
1
i
〈ϕ(t)f2N∂3t u, ∂2t u〉 = −2Re〈ϕ(t)f2N∂3t u, ∂2t u〉
= −∂t
(
ϕ(t)‖f2N∂2t u‖2
)
+ 2Nϕ(t)‖fN∂2t u‖2 + ϕ′(t)‖fN∂2t u‖2.
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Thus we obtain an analog of (6.17) in the form
7e2λt‖fNPu‖2 ≥ −∂t
(
E
∗
N (u) +
N
27
e2λt‖fN−1u′‖20 +
N
27
e2λt‖fN−2u‖20
+
N
27
C3te
2λt‖fN−1u‖21
)
+2λE ∗N (u) + ε
1/3te2λt
4N
3
Im〈f2N−1b3u, u′〉
+Nϕ
[ 5
27
‖fN−1/2u′′‖20 +
10
27
Re〈fN−1/2(taε2 + ε−2/3αε)u′, fN−1/2u′〉
+
4
9
‖fN−1/2(u′′ + 1
2
(taε2 + ε
−2/3αε)u)‖20 +
1
9
‖fN−1/2(taε2u+ ε−2/3αεu)‖20
]
+
N
9
[ϕ′
3
‖fN−1u′‖20 +
2N − 5
9
ϕ‖fN−3/2u′‖20 +
ϕ′
3
‖fN−2u‖20
+
2N + 1
9
ϕ‖fN−5/2u‖20 +
2C3
3
λe2λt‖f−N−1u‖21
+
(2N + 1)C3
9
e2λt‖fN−3/2u‖21 +
C3
3
e2λt‖fN−1/2u′‖21
]
+Q∗1 +
10∑
j=3
R
∗
j +
3∑
ν=1
B∗ν + lower order terms, (8.3)
where Q∗1, R∗j , B∗ν are obtained from the corresponding terms Q1, Rj , Bν changing N by −N and
E
∗
N (u) = ϕ
[
‖fNu′′‖2 + (1− θ)Re〈f2N (taε2 + ε−2/3αε)u′, u′〉
+θ‖fN(taε2u+ ε−2/3αε)u‖20 + θ2Re〈f2Nu′′, (taε2 + ε−2/3αε)u〉
]
+ε1/3t3e2λt2 Im〈f2N bε3u, u′〉. (8.4)
We repeat the argument of the previous sections and we integrate with respect to s from t
to T , assuming 0 ≤ t < T ≤ 1. Thus we obtain an a priori estimate involving the ”weights”
f2N−k, −1 ≤ k ≤ 5/2.
On the other hand,
f2N ≤ (t+ 1)2N , 0 ≤ t < T ≤ 1,
f2N ≥ (1 + t
3
)2N (1 + |ξ|2)−2N/3.
Consequently, for λ ≥ λ0 > 0, we deduce
λ
∫ T
t
e2λs+2N log(1+
s
3
)
( 2∑
k=0
s3−k‖∂kt u(s, .)‖2(2−k−2N/3) +
1∑
k=0
‖∂kt u(s, .)‖2(1−k−2N/3)
)
ds
≤ C0
∫ T
t
e2λs+2N log(1+s)s2‖Pu(s, .)‖2(0)ds. (8.5)
Finally, we may make a shift in the Sobolev indices for this estimate and consider ‖.‖(p) norms.
Thus we eventually obtain the following
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Theorem 8.2. Assume that (D2t u)(T, x) = (Dtu)(T, x) = u(T, x) = 0 and let 0 ≤ t ≤ s ≤ T with
a small T > 0. Then for every p ∈ R there exist ∆p and a constant Cp so that for λ ≥ ∆p, N =
13
2 Π+N0 and u ∈ C∞0 (Rn+1) we have the estimate
λ
∫ T
t
e2λs+2N log(1+
s
3
)
( 2∑
k=0
s3−k‖∂kt u(s, .)‖2(2−k+p) +
1∑
k=0
‖∂kt u(s, .)‖2(1−k+p)
)
ds
≤ Cp
∫ T
t
e2λs+2N log(1+s)s2‖Pu(s, .)‖2(2N/3+p)ds. (8.6)
For the local uniqueness result it is more convenient to have estimates for the operator P∗, the
adjoint to P. We have
P∗ = D3t u− (ta2 + α)Dt + t2b3 + b¯2 + ia2 + tα2 + lower order terms,
where α2 is a second order operator with respect to x. The subprincipal symbol of P∗ for ρ = (0, x, ξ)
has the form
i
2
a2(0, x, ξ) + b¯2(0, x, ξ) = p′2(0, x, ξ).
Thus the number Π∗ corresponding to P∗ coincides with Π and Theorems 8.1 and 8.2 hold for the
operator P∗ changing, if it is necessary, Λp and Cp.
Applying Theorems 8.1 for P and Theorem 8.2 for P ∗, we can establish an existence and
uniqueness results for the Cauchy problem in G = {(t, x) : 0 ≤ t ≤ T, x ∈ Ux0} with sufficiently
small T . To fix the notations, we say that f ∈ H loc(q,s)(G) if ϕf ∈ H(q,s)(G) for all ϕ ∈ C∞0 (Rn+1)
and g ∈ H(q,s)(Rn+1) if
‖g‖2(q,s) = (2pi)−(n+1)
∫
(1 + |τ |2)q(1 + ξ|2)s|gˆ(τ, ξ)|2dτdξ <∞.
Since P is strictly hyperbolic for 0 < t ≤ T , we may repeat with minor modifications the proof of
Theorem 23.4.5 in [5] to obtain the following
Theorem 8.3. Let P be a differential operators with C∞ coefficients in G = [0, T ]×Ux0 satisfying
the hypothesis (H0)− (H2) and let Vx0 ⊂ Ux0 . For T sufficiently small and for f ∈ H loc(0,s)(G) having
support in G¯ one can find an unique u ∈ H loc(2,s+2−2N/3)(G) with support in G¯ so that Pu = f in
(0, T ) × Vxo .
We leave the details to the reader.
In conclusion the conjecture for strongly hyperbolic operators with triple characteristics is true
for operators satisfying (H0)− (H2).
9. Appendix
In this appendix we discuss the existence of a factorization
((τ − β(t, x, ξ))2 −D(t, x, ξ))(τ − γ(t, x, ξ)) (9.1)
of the principal symbol p3(t, x, τ, ξ) having the form (2.1). We suppose that in (9.1) the symbols
γ and β are smooth functions homogeneous of order 1 in ξ, while D is smooth and homogeneous
of order 2 in ξ. It is clear that the root γ must be real-valued. We suppose that (9.1) holds
in a conic neighborhood of a point (0, x0, ξ0) or for fixed ξ0 6= 0 and (t, x) in a neighborhood of
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(0, x0). For the counterexamples we will discuss the non existence of a factorization for fixed ξ0. The
problem is to see if there exists a smooth real root γ(t, x, ξ) of p3 = 0 in a neighborhood of (0, x0, ξ0).
Consider the symbol
p3 = τ
3 − (ta2(t, x, ξ) + α(x, ξ))τ + t2b3(t, x, ξ) (9.2)
with a2(t, x, ξ) ≥ c|ξ|2, α(x, ξ) ≥ 0 and α(0, ξ0) = 0, 4(ta2 + α)3 ≥ 27t4b23 for t ≥ 0.
Proposition 9.1. Assume that b3(0, 0, ξ0) 6= 0. Then if p3(t, x, τ, ξ0) is factorizable for (t, x) in a
neighborhood of (0, 0), there exists a neighborhood U ⊂ Rn of 0 such that α(x, ξ0) = 0, ∀x ∈ U.
Proof. Assume that there exists a real-valued function γ(t, x, ξ0) which is a solution of
p3(t, x, γ, ξ0) = 0. Assume that there exists a sequence xm → 0 such that a(xm, ξ0) 6= 0. For
t = 0 we obtain the equation γ3 − αγ = 0 and there are two possibilities.
(i) γ(0, x, ξ0) = 0. Then γ = tρ(t, x, ξ0) with a continuous ρ(t, x, ξ0) and we get for t > 0 the
equality
tρ3 − ρ− α
t
ρ+ b3 = 0.
If lim(t,x)→(0,0) ρ(t, x, ξ0) 6= 0, choosing t = |α(xm, ξ0)|2 and letting m → 0, we obtain a contradic-
tion. If lim(t,x)→(0,0) ρ(t, x, ξ0) = 0, we take t = |α(xm, ξ0)| and passing to the limit m → ∞, we
obtain a contradiction with the fact that b3(0, 0, ξ0) 6= 0.
(ii) Let γ(0, x, ξ0) =
√
α(x, ξ0), provided
√
α smooth. Then we have γ =
√
α(x, ξ0)+tρ(t, x, ξ0).
In this case we obtain for t > 0 the equality
2
α
t
ρ+ 3
√
αρ2 + tρ3 − ρ−
√
α
t
+ b3 = 0.
We choose t = |α(xm, ξ0)| and passing to the limit m→∞ we obtain a contradiction.
It is interesting that we have an inverse result.
Proposition 9.2. The symbol (9.2) with α(x, ξ) ≡ 0 is factorizable in a neighborhood of (0, x0, ξ0).
Proof. Clearly, the discriminant ∆ = 4t3a32−27t4b23 is positive for small t > 0. The three roots
of the equation p3(t, x, τ, ξ) = 0 with respect to τ have the form (see for instance, [15])
xk = −1
3
(
ukC +
3ta2
ukC
)
, k = 1, 2, 3. (9.3)
where uk are the three roots of the equation u
3 = 1 and C has the form
C =
(27t2b3 +√−27∆
2
)1/3
.
Our goal is to show that we have a real C∞ smooth root γ(t, x, ξ) of p3 = 0 defined for |t| ≤ ε and
(x, ξ) in a conic neighborhood of (x0, ξ0).
In our case C becomes
C = 2−1/3
(
27t2b3 + 27
√
− 4
27
t3a32 + t
4b33
)1/3
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= 2−1/33
(
t2b3 +
√
−t3α3 + t4b3
)1/3
= 2−1/33
(
i(αt)3/2(1− b
2
3
α3
t)1/2 + t2b3
)1/3
,
where α = 4
1/3a2
3 . Thus
C = 2−1/33(αt)1/2
(
i
(
1− b
2
3
α3
t
)1/2
+
b3
α3/2
t1/2
)1/3
.
To obtain a real root γ(t, x, ξ) , we take uk = 1 in (9.3) and one deduces
C +
3ta2
C
=
C2 + 3ta2
C
.
Now since i2/3 = (−1)1/3 = −1, we get
C2 + 3ta2 =
[
−9α4−1/3
(
(1− b
2
3
α3
t)1/2 − ib3
α3/2
t1/2
)2/3
+ 3a2
]
t
= t
[
−9α4−1/3 + 3a2 + 4
−1/36ib3
α1/2
t1/2 +O(t)
]
= t3/2
[4−1/36ib3
α1/2
+O(t1/2)
]
.
Dividing by C, we get
γ = −1
3
C2 + 3ta2
C
= t
[4−1/321/32b3
3α
+O(t1/2)
]
= t
[ b3
a2
+O(t1/2)
]
.
Consequently, the real root γ(t, x, ξ) is derivable at t = 0 and ∂tγ|t=0 = b3a2 . Let γ = tρ. Therefore
tρ3 − a2ρ+ b3 = 0.
Next, consider the function F (ρ, t, a2, b3) = tρ
3 − a2ρ+ b3. Since
∂F
∂ρ
∣∣
t=0
= −a2 6= 0,
by the implicit function theorem we conclude that for small t the function ρ(t, a2, b3) is smooth.
This implies that the function γ(t, x, ξ) is smooth and we have a factorization
p3 = ((τ − a(t, x, ξ))2 − b(t, x, ξ))(τ − γ(t, x, ξ))
with a = −γ2 and b = ta2 − 3a2.
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