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The purpose of this paper is to classify the quasi-isomorphism classes of 1-connected
minimal free cochain algebras over a commutative ring. Our tool to address this problem
is a “certain” long sequence, called the Whitehead exact sequence, which we construct
for every such algebra. We introduce the notion of coherent isomorphisms between these
exact sequences and we show that two 1-connected minimal free cochain algebras are
quasi-isomorphic if and only if their respective Whitehead exact sequences are coherently
isomorphic.
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1. Introduction
Let R be a commutative ring with unit. A free cochain R-algebra (T (V ), ∂) is called 1-connected and minimal if V 1 = 0
and if the differential ∂ is decomposable, i.e. ∂(V ) ⊆ T2(V ). Let us denote by CDGA the category of 1-connected minimal
free cochain algebras with cochain morphisms. A cochain morphism α : (T (V ), ∂) → (T (W ), δ) is called a quasi-isomorphism
if the induced morphism H∗(α) : H∗(T (V )) → H∗(T (W )) is an isomorphism. Recall that a cochain morphism α : (T (V ), ∂) →
(T (W ), δ) induces a graded homomorphism on the indecomposables which we denote by α˜ : V ∗ → W ∗ .
The purpose of this paper is to classify the quasi-isomorphism classes of objects of CDGA. Our tool to address this
problem is the following exact sequence denoted by WES(T (V ), ∂):
· · · → V n bn−→ Hn+1(T (Vn−1))→ Hn+1(T (V ))→ V n+1 bn+1−→ · · ·
which we construct for every object (T (V ), ∂) of CDGA and which we call the Whitehead exact sequence associated with
(T (V ), ∂).
Originally the Whitehead exact sequence was ﬁrst introduced by J.H.C. Whitehead [10] in a topological context in order
to classify the homotopy types of simply connected CW-complexes X . Whitehead main result asserts that two 4-dimensional
simply connected CW-complexes are homotopic if and only if their associated Whitehead exact sequences are isomorphic
(in a certain sense).
Next Whitehead idea has been explored by H.J. Baues in [2] to construct for every R-ﬂat chain algebra (A,d) a long
exact sequence which he calls the Whitehead exact sequence associated with (A,d) and he derived an analog to Whitehead
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has introduced, in [4], the notion of strong morphisms between Whitehead exact sequences associated with free chain
algebras and proved that if these sequences are strongly isomorphic then their corresponding free chain algebras are quasi-
isomorphic.
By the way recall that S. Halperin and J. Stasheff have treated, in [9], the same problem for free commutative cochain
algebras over a ﬁeld of characteristic zero. Their technic of classiﬁcation (which differ from the one developed in this paper)
is the construction of a canonically ﬁltered model, called a Tate–Joseﬁak resolution, for a commutative graded differential
algebra by perturbing the minimal model for the cohomology algebra.
In this work and by using Whitehead exact sequences associated with objects of CDGA we deﬁne a new category WES
and a map Φ :ObCDGA→ ObWES. As a result we derive the following theorems:
Every quasi-isomorphism between two 1-connected free minimal cochain algebras is an isomorphism.
The Map Φ induces a bijection between the set of isomorphism classes of objects of CDGA and the set of the isomorphism classes of
objects of WES.
Furthermore if (T (V ), ∂) and (T (W ), δ) are two objects in CDGA, then we deﬁne a coherent isomorphism from
WES(T (V ), ∂) to WES(T (W ), δ) to be an isomorphism from Φ(T (V ), ∂) to Φ(T (W ), δ) in the category WES. Hence the
main second result reads:
Two 1-connected free cochain minimal algebras (T (V ), ∂) and (T (W ), δ) are isomorphic if and only WES(T (V ), ∂) and
WES(T (W ), δ) are coherently isomorphic.
This result can be interpreted topologically as follows. Let X be a simply connected CW-complex of ﬁnite type and let
C∗(X, R) be the normalized singular cochain algebra of X . If R is a principal ideal domain, then according to [3,7,8], there
exists a quasi-isomorphism α : (T (V ), ∂) → C∗(X, R) called a T -model for X , where (T (V ), ∂) is a 1-connected free cochain
algebra which may be chosen minimal and satisfying V n+1 = Hn(Ω X, R) when H∗(Ω X, R) is free as a graded R-module. If
we deﬁne WES(C∗(X, R)) =WES(T (V ), ∂), then WES(C∗(X, R)) can be written as:
· · · → Hn−1(Ω X, R) bn−→ ΘnC∗(X,R) → Hn+1(X, R) → Hn(Ω X, R) b
n+1−→ · · ·
where ΘnC∗(X,R) = Hn(T (Vn−2)). As a consequence of the second result we derive:
Let X and Y be two simply connected CW-complexes of ﬁnite type such that H∗(Ω X, R) and H∗(ΩY , R) are free. Then C∗(X, R)
and C∗(Y , R) are quasi-isomorphic if and only if WES(C∗(X, R)) and WES(C∗(Y , R)) are coherently isomorphic.
In the last section and in order to give an algorithm which allow us to do some computations we treat a particular case
where (T (V ), ∂) is such that V i = 0 for i  n and i  3n+ 2. For instance we show the following:
Let R = Z2 and let V ∗ be a graded vector space such that V 2 ∼= V 3 ∼= V 4 ∼= V 2 ∼= Z2 and V i = 0 overwise. Then there
are 36 isomorphic classes which we can deﬁne on V ∗ .
Let R = Z3 and let V ∗ be a graded vector space such that V 2 ∼= V 3 ∼= V 4 ∼= V 5 ∼= Z3 and V i = 0 overwise. Then there
are 44 classes which we can deﬁne on V ∗ .
Let R = Z and let V ∗ be a graded module such that V 2 ∼= V 3 = Z and V 1 = 0. Then there are an inﬁnity classes which
we can deﬁne on V ∗ .
Let R = Q and let V ∗ be a graded vector space such that V 2 ∼= Q ⊕ Q and V 3 ∼= Q. Then there are inﬁnity classes.
2. Construction of the Whitehead exact sequence
Let R be a commutative ring with unit.
Deﬁnition 2.1. A free cochain algebra (T (V ), ∂) is called 1-connected and minimal if V 1 = 0 and if the differential ∂ is
decomposable, i.e. ∂(V ) ⊆ T2(V ).
Let (T (V ), ∂) be a 1-connected minimal free cochain algebra. For all n  2, let T (Vn) be the free sub-module of
T (V ) generated by the graded module (V i)in . Since (T (V ), ∂) is 1-connected and minimal we deduce that the differential
∂n : Tn(Vn) → Tn+1(Vn+1) satisﬁes Im ∂n ⊂ Tn+1(Vn−1). Therefore (T (Vn), ∂|T (Vn)), where ∂n|T (Vn) denotes the
restriction of the differential ∂ to T (Vn), is a sub-cochain algebra of (T (V ), ∂). Obviously we have T (Vn) ⊂ T (Vn+1)
and ∂|T (Vn) is the restriction of ∂|T (Vn+1) . Now deﬁne the pair:
(
T
(
Vn+1
); T (Vn−1))= (T (V
n+1), ∂|T (Vn+1))
(T (Vn−1), ∂|T (Vn−1))
, ∀n 3.
To each pair (T (Vn+1); T (Vn−1)) corresponds the following short exact sequence of cochain complexes:
(
T
(
Vn−1
)
, ∂|T (Vn−1)
)

(
T
(
Vn+1
)
, ∂|T (Vn+1)
)

(
T
(
Vn+1
); T (Vn−1))
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· · · → V n ∼= Hn(T (Vn+1); T (Vn−1)) bn Hn+1(T (Vn−1))
· · · ← Hn+1(T (Vn+1)) ← V n+1 ∼= Hn+1(T (Vn+1); T (Vn−1)) Hn+1(T (Vn+1))j
n+1
Therefore if we combine the two long exact cohomology sequences associated with the pairs (T (Vn+1); T (Vn−1)) and
(T (Vn+2); T (Vn)) respectively we get the following long sequence:
→ V n bn−→ Hn+1(T (Vn−1))→ Hn+1(T (Vn+1)) jn+1−→ V n+1 bn+1−→ Hn+2(T (Vn))→ (2.1)
Remark 2.1. The homomorphisms bn and jn+1 are deﬁned as follows:
bn(vn) =
[
∂n(vn)
]
, jn+1
([vn+1 + qn+1])= vn+1, (2.2)
where [∂n(vn)] and [vn+1 + qn+1] denote respectively the cohomology classes of ∂n(vn) ∈ Tn+1(Vn−1) and vn+1 + qn+1 ∈
Tn+1(Vn+1). Recall that we have Tn+1(Vn+1) = V n+1⊕ Tn+1(Vn−1), so if x ∈ Tn+1(Vn+1) then x= vn+1+qn+1, where
vn+1 ∈ V n+1 and qn+1 ∈ Tn+1(Vn−1).
Finally since in this paper the cochain algebras which we consider are 1-connected and minimal, we deduce that if
vn ∈ V n , then the cohomology class [∂n(vn)] need not to be nil in Hn+1(T (Vn−1), ∂|T (Vn−1)). Likewise the element vn+1
in [vn+1 + qn+1] ∈ Hn+1(T (Vn+1), ∂|T (Vn+1)) does not belong to Im ∂n , so the homomorphisms bn and jn+1 are well-
deﬁned.
Proposition 2.1. The sequence (2.1) is exact.
Proof. We have only to check that kerbn+1 = Im jn+1 for every n  2. Indeed, according to the relations (2.2) we have
bn+1 ◦ jn+1([vn+1 + qn+1]) = bn+1(vn+1) = [∂n+1(vn+1)].
But [vn+1+qn+1] ∈ Hn+1(T (Vn+1)), so ∂n+1(vn+1) = −∂n+1(qn+1). Since qn+1 ∈ Tn+1(Vn−1) and ∂n+1|T (Vn−1)(qn+1) ∈
Tn+2(Vn−1) we deduce that the cohomology class of ∂n+1(vn+1) is nil in Hn+2(T (Vn), ∂|T (Vn)). So bn+1 ◦ jn+1([vn+1 +
qn+1]) = 0 and Im jn+1 ⊂ kerbn+1.
Now if vn+1 ∈ kerbn+1, then bn+1(vn+1) = [∂n+1(vn+1)] = 0 ∈ Hn+2(T (Vn)) and therefore ∂n+1(vn+1) ∈ Tn+2(Vn) is a
coboundary, then there exists y ∈ Tn+1(Vn−1) such that ∂n+1(vn+1) = ∂n+1(y) which implies that vn+1− y ∈ Tn+1(Vn+1)
is a cocycle. So the cohomology class [vn − y] ∈ Hn+1(T (Vn+1)) and satisﬁes jn+1(vn+1 − y) = vn+1. 
Proposition 2.2. For every n 2, we have Hn+1(T (V )) = Hn+1(T (Vn+1)).
Proof. Since Im ∂n+2 ⊂ Tn+2(Vn) and Tn+i(V ) = Tn+i(Vn+i), for i = 0,1,2, we deduce that Tn(V ) = Tn(Vn) ∂n−→
Tn+1(V ) = Tn+1(Vn+1) ∂n+1−→ Tn+2(Vn) ⊂ Tn+2(Vn+2). It follows that:
Hn+1
(
T (V )
)= ker∂n+1
Im ∂n
= Hn+1(T (Vn+1)). 
Therefore the sequence (2.3) becomes:
· · · → V n bn−→ Hn+1(T (Vn−1))→ Hn+1(T (V ))→ V n+1 bn+1−→ · · · . (2.3)
Deﬁnition 2.2. The sequence (2.3), which we denote by W ES(T (V ), ∂), is called the Whitehead exact sequence associated
with (T (V ), ∂).
The Whitehead exact sequence associated with a 1-connected minimal free cochain algebra is naturel with respects
cochain morphisms. In the other words:
Proposition 2.3. If α : (T (V ), ∂) → (T (W ), δ) is a cochain morphism, then α induces the following commutative diagram:
· · · V n bn
α˜n
Hn+1(T (Vn−1))
Hn+1(α(n−1))
Hn+1(T (V ))
Hn+1(α)
V n+1 b
n+1
α˜n+1
· · ·
· · · Wn b′n Hn+1(T (Wn−1)) Hn+1(T (W )) Wn+1 b
′n+1 · · ·
(1)
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are isomorphisms.
Here α˜ : V ∗ → W ∗ is the graded homomorphism induced by α on the indecomposables and α(n−1) : (T (Vn−1), ∂) →
(T (Wn−1), δ).
Proof. First the commutativity of the diagram (1) is obvious.
Next if α is a quasi-isomorphic, then the graded homomorphism H∗(α) is an isomorphism and it is well known that the
induced graded homomorphism α˜ is also isomorphisms (see for example [7]), so from the commutativity of the diagram (1)
we deduce that the homomorphisms Hn+1(α(n−1)), for n 3, are also isomorphisms. 
Remark 2.2. An easy computation shows that H4(T (V2)) = V 2 ⊗ V 2. So the homomorphism b3 coincides with the differ-
ential ∂3 : V 4 → V 2 ⊗ V 2 and from the diagram (1) we deduce that H4(α(2)) = α˜2 ⊗ α˜2.
Subsequently, we will need the following result:
Proposition 2.4. A cochain algebra α : (T (V ), ∂) → (T (W ), δ), between two 1-connected free minimal cochain algebras, is a quasi-
isomorphism if and only if α˜ is an isomorphism.
Proof. Filter (T (V ), ∂) and (T (W ), δ) by their word-length:
F p
(
T (V )
)= Tp(V ) and F p(T (W ))= Tp(W ), p  0.
Since the linear parts of the two differentials ∂ and δ are nil, then the respective associated ﬁrst quadrant spectral sequences
can be written as follows:
Ep,q0 =
(
T p(V ),0
)p+q ⇒ Hp+q(T (V )),
E ′p,q0 =
(
T p(W ),0
)p+q ⇒ Hp+q(T (W )). (2.4)
The cochain morphism α induces homomorphisms Ep,q0 (α) : E
p,q
0 → E ′p,q0 , p,q 0, such that α˜ : V ∗ → W ∗ coincides with
E1,q0 (α). So if α˜ is an isomorphism, then E
p,∗
0 (α) is a graded isomorphism for all p  0 and by the comparison theorem
[6, Proposition 18.2, p. 265] we deduce that α is a quasi-isomorphism. 
3. Preliminary study
Our aim in this paper is to deﬁne a category of Whitehead exact sequences and their morphisms and for doing this task
we need the following preliminaries.
Deﬁnition 3.1. Let (T (V ), ∂) and (T (V˜ ), ∂˜) be two objects in CDGA. We say that (T (V˜ ), ∂˜) is an extension of (T (V ), ∂) if
V ⊂ V˜ and if the restriction of the differential ∂˜ to V coincides with the differential ∂ .
Proposition 3.1. Let (T (Vn), ∂) be an object in CDGA and let:
V 3
b3−→ V 2 ⊗ V 2 → ·· · → V n bn−→ Hn+1(T (Vn−1))→ Hn+1((T (Vn), ∂))→ ·· ·
be WES(T (Vn), ∂). If bn+1 : V n+1 → Hn+2(T (Vn)) is a homomorphism of modules, then there exists an extension (T (Vn+1),Ψ )
of (T (Vn), ∂) for which:
V 3
b3−→ V 2 ⊗ V 2 → ·· · → V n bn−→ Hn+1(T (Vn−1)) Hn+1(T (Vn+1))
jn+1
· · · ← Hn+2((T (Vn+1),ψ)) ← Hn+2(T (Vn)) V n+1b
n+1
(2)
is WES(T (Vn+1),Ψ ).
Proof. For the given homomorphism bn+1 corresponds a homomorphism ϕn+1 making the following diagram commutes:
V n+1
bn+1
ϕn+1
Hn+2(T (Vn)) Z (T (Vn))n+2
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(T (Vn+1),Ψ ) by setting:
Ψ n+1 = ϕn+1 on V n+1, Ψ i = ∂ i on V i, ∀i  n.
Since ImΨ n+1 = Imϕn+1 ⊂ Zn+2(T (Vn)) we deduce that Ψ is a differential and minimal. So (T (Vn+1),Ψ ) is an object
of CDGA. Now by the construction of WES(T (Vn+1),Ψ ) it is easy to deduce that this sequence coincides with the ones
given in diagram (2). 
Proposition 3.2. Let (T (V ), ∂) and (T (W ), δ) be two objects in CDGA. Assume that there exist a cochainmorphism θ : (T (Vn−1), ∂) →
(T (Wn−1), δ) and a homomorphism ρ making the following diagram commutes:
V n
ρ
bn
Wn
b′n
Hn+1(T (Vn−1))
Hn+1(θ)
Hn+1(T (Wn−1))
(3)
then we can extend θ to a cochain morphism α : (T (Vn), ∂) → (T (Wn), δ) such that
α˜n = ρ. (3.1)
Moreover we have:
If the graded homomorphism θ˜n−1 , induced by θ on the indecomposables, is surjective, then α is completely determined by θ˜n−1
and ρ on V n.
If ρ is an isomorphism of modules and if θ is an isomorphism, then α is a cochain isomorphism.
Proof. Choose (vσ )σ∈Σ as a basis of V n . Recall that we have:
Hn+1(θ) ◦ bn(vσ ) = θ ◦ ∂n(vσ )+ Im δn,
b′n ◦ ρ(vσ ) = δn ◦ ρ(vσ )+ Im δn (3.2)
where δn : Tn(Wn−1) → Tn+1(Wn−1).
Since the diagram (3) commutes we deduce that the element (θ ◦ ∂n − δn ◦ ρ)(vσ ) ∈ Im δn , therefore there exists an
element yvσ ∈ Tn(Wn−1) such that:(
θ ◦ ∂n − δn ◦ ρ)(vσ ) = δn(yvσ ). (3.3)
Thus we deﬁne α : (T (Vn), ∂) → (T (Wn), δ) by setting:
α(vσ ) = ρ(vσ )+ yvσ on V n,
α = θ on V i, ∀i  n− 1. (3.4)
Since ∂n(vσ ) ∈ Tn+1(Vn−1) then, by (3.3), we get:
δn ◦ αn(vσ ) = δn
(
ρ(vσ )
)+ δn(yvσ )
= θ ◦ ∂n(vσ )
= α ◦ ∂n(vσ ).
So that α is a cochain morphism which extends θ . Finally since yvσ ∈ Tn(Wn−1) it is clear that the homomorphism
α˜n : V n → Wn coincides with ρ .
Now if θ˜n−1 is surjective, then we have W i = θ˜ i(V i) for every i  n− 1. So there exists x ∈ Tn(Vn−1) such that:
yvσ = Tn
(
θ˜n−1
)
(x) (3.5)
where:
Tn
(
θ˜n−1
)= (θ˜ 2 ⊗ θ˜ n−1)⊕ (θ˜ n−1 ⊗ θ˜ 2)⊕ (θ˜ 3 ⊗ θ˜ n−2)⊕ (θ˜ n−2 ⊗ θ˜ 3)⊕ · · ·
and this shows that, on V n , the cochain morphism α depends only on the homomorphisms θ˜n−1 and ρ .
Now if ρ is an isomorphism of modules and θ is a cochain isomorphism, then there exists θ ′ : (T (Wn−1), δ) →
(T (Vn−1), ∂) such that θ ′ ◦ θ = Id, θ ◦ θ ′ = Id and such that the following diagram commutes:
Wn
b′n
ρ−1
V n
bn
Hn+1(T (Wn−1))
Hn+1(θ ′)
Hn+1(T (Vn−1))
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Proposition 3.2, we can ﬁnd a cochain morphism α′ : (T (Wn), δ) → (T (Vn), ∂) satisfying:
α′(wσ ) = ρ−1(wσ )+ zn,σ on Wn,
α′ = θ ′ on W i, ∀i  n− 1, (3.6)
where zn,σ ∈ Tn(Vn−1) is chosen, according to the relation (3.3), such that:
(
θ ′n ◦ δn − ∂n ◦ ρ−1)(wσ ) = ∂n(zn,σ ). (3.7)
Now an easy computation shows that:
∂n ◦ θ ′(yn,σ ) = θ ′ ◦ δn(yn,σ ) (because θ ′ is a cochain algebra)
= θ ′ ◦ θ ◦ ∂n(vσ )− θ ′ ◦ δn ◦ ρ(vσ )
(
by (3.3)
)
= θ ′ ◦ θ ◦ ∂n ◦ ρ−1(wσ )− θ ′ ◦ δn(wσ )
(
because ρ(vσ ) = wσ
)
= ∂n ◦ ρ−1(wσ )− θ ′ ◦ δn(wσ ) (because θ ′ ◦ θ = Id).
This shows that we can take zn,σ = θ ′(−yn,σ ) (hence yn,σ = −θ(zn,σ )) and we deduce that:
α′ ◦ α(vσ ) = α′
(
ρ(vσ )+ yn,σ
)= α′(wσ )+ θ ′(yn,σ ) = ρ−1(wσ )+ zn,σ + θ ′(yn,σ ) = vσ ,
α ◦ α′(wσ ) = α
(
ρ−1(wσ )+ zn,σ
)= α(vσ )+ θ(zn,σ ) = ρ(vσ )+ yn,σ + θ(zn,σ ) = wσ .
Therefore the cochain algebra α is an isomorphism. 
Afterwards we need the following remark
Remark 3.1. Let (T (Vn), ∂) and (T (Vn), δ) be two objects in CDGA and let θ(n−1) : (T (Vn−1), ∂) → (T (Wn−1), δ) a
cochain isomorphism making the following diagram commutes:
V n
IdVn
bn
V n
b′n
Hn+1(T (Vn−1), ∂)
Hn+1(θ(n−1))
Hn+1(T (Vn−1), δ)
then by Proposition 3.2 we can extend θ(n−1) to a cochain isomorphism θ(n) : (T (Vn), ∂) → (T (Wn), δ) such that θ˜(n) =
IdV n .
The Proposition 3.2 allows us to get the very useful result.
Theorem 3.1. Every quasi-isomorphism between two 1-connected minimal free cochain algebras is an isomorphism.
Proof. First since α is a quasi-isomorphism, then the induced graded homomorphism on the indecomposables, which
we denote by α˜, is an isomorphism. This implies that the cochain morphism α(2) : (T (V2), ∂) → (T (W2), δ) (de-
ﬁned by α(2) = α˜2 on V 2) is an isomorphism. Assume by induction that the cochain morphism α(n−1) : (T (Vn−1), ∂) →
(T (Wn−1), δ) is an isomorphism. First since α is a cochain morphism, then the following diagram commutes:
V n
∂n
α(n)
Tn(Wn) = Wn ⊕ Tn(Wn−1)
δn
T n+1(Vn−1)
α(n−1)
Tn+1(Wn−1)
Therefore for each generator vσ of V n we can write α(n)(vσ ) = α˜n(vσ ) + yσ , where yσ is an element in Tn(Wn−1)
satisfying:
δn(yσ ) = α(n−1) ◦ ∂n(vσ )− δn ◦ α˜n(vσ ). (3.8)
By the diagram (1), α induces the following commutative diagram:
V n
bn
α˜n
Wn
b′n
Hn+1(T (Vn−1))
Hn+1(α(n−1))
Hn+1(T (Wn−1))
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)Therefore by Proposition 3.2 we can extend the cochain algebra α(n−1) to an isomorphism θ(n) : (T (Vn), ∂) → (T (Wn), δ).
Recall that θ(n) is deﬁned as follows:
θ(n)(vσ ) = α˜n(vσ )+ tn,σ on V n,
α = θ on V i, ∀i  n− 1,
where tn,σ ∈ Tn(Vn−1) is chosen, according to the relation (3.3), such that:
(
α(n−1) ◦ ∂n − δn ◦ α˜n
)
(vσ ) = δn(tn,σ ). (3.9)
Finally by comparing the two relations (3.8) and (3.9) we can take tn,σ = yσ which implies that θ(n) = α(n) . Hence α(n) is
an isomorphism. 
By combining Proposition 2.4 and Theorem 3.1 we deduce the following corollary.
Corollary 3.1. A morphism α : (T (V ), ∂) → (T (W ), δ) in CDGA is an isomorphism if and only if the induced graded homomorphism
α˜ on the indecomposables is an isomorphism.
Deﬁnition 3.2. We say that two cochain morphisms from (T (V2), ∂) to (T (W2), δ) are equivalent if they induce the
same graded homomorphism on the indecomposables. Clearly this is an equivalence relation. So if ξ2 : V2 → W2 is a
given graded homomorphism, then we denote by {ξ2, ξ3, . . . , ξn, . . .} the equivalence class of all cochain morphisms from
(T (V ), ∂) to (T (W ), δ) inducing ξ2 on the indecomposables.
Remark 3.2. The cochain morphism α given in Proposition 3.2 may be not unique. But all these constructed cochain
morphisms induce the same graded homomorphism on the indecomposables. Therefore they form one equivalent class
of cochain morphism from (T (Vn), ∂) to (T (Wn), δ) which is {θ˜2, θ˜3, . . . , θ˜n−1,ρ}.
Proposition 3.3. The cochain morphism (T (Vn+1),Ψ ), given in Proposition 3.1, is uniquely determined up to isomorphism.
Proof. Indeed; let ϕn+1, ϕ′n+1 be two lifting of the homomorphism bn+1 and let (T (Vn+1),Ψ ) (respectively (T (Vn+1),Ψ ′)
be the cochain algebra given by ϕn+1 (respectively by ϕ′n+1). Then the following diagram:
V n+1
bn+1
Id
ϕn+1
V n+1
bn+1
ϕ′n+1
Zn+2(T (Vn)) Zn+2(T (Vn))
Hn+2(T (Vn)) Id Hn+2(T (Vn))
is obviously commutative. So by virtue of Proposition 3.2 we can extend the identity (T (Vn), ∂) → (T (Vn), ∂) to a
cochain isomorphism θ(n+1) : (T (Vn+1),Ψ ) → (T (Vn+1),Ψ ′). 
4. Notion of coherent isomorphisms betweenWhitehead exact sequences
This section is devoted to deﬁne the notion of coherent isomorphisms between Whitehead exact sequences associated
with objects of CDGA. An example of a such isomorphism comes from a cochain isomorphism α : (T (V ), ∂) → (T (W ), δ). We
begin by introducing the category WES and deﬁning a map Φ :ObCDGA→ ObWES. As a result if (T (V ), ∂) and (T (W ), δ) are
two objects in CDGA, then we deﬁne a coherent isomorphism from WES(T (V ), ∂) to WES(T (W ), δ) to be an isomorphism
from Φ(T (V ), ∂) to Φ(T (W ), δ) in the category WES.
4.1. The category WES and the Map Φ
Recall that if (T (V ), ∂) is an object in CDGA, then we denote by {(T (V ), ∂)} the set, called the isomorphism class of
(T (V ), ∂), of all the objects of CDGA which are isomorphic to (T (V ), ∂).
Deﬁnition 4.1. The category WES is deﬁned as follows:
Objects: are couples on the form (V2, f3) where V2 is a graded module and where f3 is a family of homo-
morphisms deﬁned by the following inductive construction: we start by setting f 3 ∈ Hom(V 3, V 2 ⊗ V 2) and by taking
(T (V3), ∂(3) = f 3). Obviously (T (V3), f 3) is an object of CDGA and
V 3
f 3→ V 2 ⊗ V 2 → H4(T (V3))→ 0→ H5(T (V3)) ∼=→ H5(T (V3))→ 0→ ·· ·
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we get many cochain algebras (T (V4), ∂(4)) which form one isomorphism class {(T (V4), ∂(4))} and such that:
V 3
f 3→ V 2 ⊗ V 2 → H4(T (V4))→ V 4 f 4→ H5(T (V3))→ H5(T (V4))→ 0→ ·· ·
is the Whitehead exact sequence associated with an element in {(T (V4), ∂(4))}.
Assume, now, that we have deﬁned the homomorphisms fn and constructed an isomorphism class of cochain algebras
{(T (Vn), ∂(n))} such that:
V 3
f 3→ V 2 ⊗ V 2 → ·· · → V n f
n
→ Hn+1(T (Vn−1))→ Hn+1(T (Vn))→ 0→ ·· ·
is the Whitehead exact sequence associated with an element in {(T (Vn), ∂(n))}. Now ﬁx one element (T (Vn), ∂(n)) in
{(T (Vn), ∂(n))} and deﬁne f n+1 to be a homomorphism from V n+1 to Hn+2(T (Vn), ∂(n)) so by Proposition 3.1 we get an
isomorphism class of cochain algebras {(T (Vn+1), ∂(n+1))} such that:
V 3
f 3→ V 2 ⊗ V 2 → ·· · → V n+1 f
n+1
−→ Hn+2(T (Vn))→ Hn+2(T (Vn+1))→ 0→ ·· ·
is the Whitehead exact sequence associated with an element in {(T (Vn+1), ∂(n+1))}.
Note that the isomorphism class {(T (Vn+1), ∂(n+1))} is independent of the choose of (T (Vn), ∂(n)) because if we ﬁx a
another element (T (Vn), ∂ ′ (n)) in {(T (Vn), ∂(n))}, then f n+1 yields the homomorphism:
f ′n+1 = Hn+2(θ(n)) ◦ f n+1 : V n+1 → Hn+2
(
T
(
Vn
)
, ∂ ′ (n)
)
where θ(n) : (T (Vn), ∂(n)) → (T (Vn), ∂ ′ (n)) is a cochain isomorphism. By applying Proposition 3.1 we get a cochain algebra
(T (Vn+1), ∂ ′ (n+1)) and by Remark 3.1 we deduce that (T (Vn+1), ∂(n+1)) and (T (Vn+1), ∂ ′ (n+1)) are isomorphic. Hence
(T (Vn+1), ∂ ′ (n+1)) ∈ {(T (Vn+1), ∂(n+1))}.
Now ﬁx one element (T (Vn+1), ∂(n+1)) in {(T (Vn+1), ∂(n+1))} and deﬁne f n+2 to be a homomorphism from V n+2 to
Hn+3(T (Vn+1), ∂(n+1)) and so on.
Remark 4.1. The iteration of this process gives an isomorphism class {(T (V ), ∂)} of objects of CDGA for which the following
sequence:
V 3
f 3→ V 2 ⊗ V 2 → ·· · → V n f
n
→ Hn+1(T (Vn−1))→ Hn+1(T (V ))→ V n+1 f n+1−→ · · ·
is the Whitehead exact sequence associated with an element (T (V ), ∂) in this class. Observe that if (T (V ), ∂ ′) is in
{(T (V ), ∂)}, then WES(T (V ), ∂ ′) and WES(T (V ), ∂) are related by the following commutative diagram:
V 3
idV 3
f 3
V 2 ⊗ V 2
idV 2⊗idV 2
· · · V n+1
idVn
f n+1
Hn+2(T (Vn), ∂)
Hn+2(θ(n−1))
· · ·
V 3
f ′3
V 2 ⊗ V 2 · · · V n+1 f
′n+1
Hn+2(T (Vn), ∂ ′) · · ·
Morphisms: Let (V2, f3), (W2, g3) be two objects in WES and let {(T (V ), ∂)}, {(T (W ), δ)} be two isomorphism
classes associated respectively with (V2, f3) and (W2, g3) which are given in Remark 4.1. Choose (T (V ), ∂) ∈
{(T (V ), ∂)} and (T (W ), δ) ∈ {(T (W ), δ)}. A morphism ξ∗ : (V2, f3) → (W2, g3) in WES is a graded homomorphism
ξ∗ : V2 → W2 satisfying the following inductive conditions: ﬁrst condition: ξ3 makes the following diagram commutes:
V 3
ξ3
f 3
W 3
g3
V 2 ⊗ V 2 ξ
2⊗ξ2
W 2 ⊗ W 2
(5)
Put W ′2 = ξ3(V 2) and W ′3 = ξ3(V 3). Denote by g3|W ′3 the restriction of g
3 to W ′3. The commutativity of the diagram (5)
implies that g3|W ′3 is a homomorphism from W
′3 to W ′2 ⊗ W ′2. So by Proposition 3.1 we get a sub cochain algebra
(T (W ′3), δ′) of (T (W3), δ) which is unique up to isomorphism. Moreover by the diagram (5) we deduce that the fol-
lowing diagram commutes:
V 3
f 3
ξ3
W ′3
g3|W ′3
V 2 ⊗ V 2 ξ
2⊗ξ2
W ′2 ⊗ W ′2
(6)
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phisms from (T (V3), ∂) to (T (W ′3), δ′). Recall that if θ(3) is in {ξ2, ξ3}, then by the formula (3.4), we have θ(3) = ξ3 on
V 3 and θ(3) = ξ2 on V 2. This shows that any element in {ξ2, ξ3} is completely determined by the homomorphisms ξ3. So
the next condition is the existence of α(3) ∈ {ξ2, ξ3} for which ξ4 makes the following diagram commutes:
V 4
f 4
ξ4
W 4
g4
H5(T (V3))
H5(i◦α(3))
H5(T (W3))
(7)
where i : (T (W ′3), δ′) (T (W3), δ) is the inclusion.
Assume by induction that we have deﬁned ξn by the above process. That means:
There exists a sub cochain algebra (T (W ′n), δ′) of (T (Wn), δ), where W ′ j = ξ j(V j) for every j  n, which is unique
up to isomorphism.
For every j  n − 1, there exists an equivalence class {ξ2, ξ3, . . . , ξ j} of cochain morphisms from (T (V j), ∂) to
(T (W ′ j), δ′), which are completely determined by the homomorphisms ξ j on each V j , such that there exists α( j) ∈
{ξ2, ξ3, . . . , ξ j} making the following diagram commutes:
V j+1
f j+1
ξ j+1
W ′ j+1
g j+1|W ′ j+1
H j+2(T (V j), ∂)
H j+2(α( j))
H j+2(T (W ′ j), δ′)
(8)
where g j+1|W ′ j+1 is the restriction of g
j+1 to W ′ j+1.
By virtue of Proposition 3.2, the commutativity of the diagram (8), for j = n − 1, allows us to get an equivalence
class {ξ2, ξ3, . . . , ξn} of cochain morphisms from (T (Vn), ∂) to (T (Wn), δ) extending α(n) . Since every element in
{ξ2, ξ3, . . . , ξn} induces ξn on the indecomposables and since W ′ j = ξ j(V j) for every j  n, we deduce by the same
proposition that the cochain morphisms in {ξ2, ξ3, . . . , ξn} depend only on ξn on V n .
Therefore the next condition is the existence of α(n) in {ξ2, ξ3, . . . , ξn} for which ξn+1 makes the following diagram
commutes
V n+1
f n+1
ξn+1
Wn+1
gn+1
Hn+2(T (Vn), ∂)
Hn+2(i◦α(n))
Hn+2(T (Wn), δ)
(9)
i : (T (W ′n), δ′) (T (Wn), δ) denotes the inclusion.
Now put W ′n+1 = ξn+1(V n+1). Let gn+1|W ′n+1 is the restriction of gn+1 to W ′n+1. The commutativity of the diagram (9)
implies that gn+1|W ′n+1 is a homomorphism from W
′n+1 to Im Hn+2(i ◦ α(n)). Since α(n) depends only on ξn , we deduce
that Im Hn+2(i ◦ α(n)) ⊆ Hn+2(T (W ′n), ∂ ′). So gn+1|W ′n+1 becomes a homomorphism from W ′n+1 to Hn+2(T (W ′n), ∂ ′) and
Proposition 3.1 allows us to get a cochain algebra (T (W ′n), δ′) which is unique up to isomorphism. By its construction its
is clear that (T (W ′n), δ′) is a sub-cochain algebra of (T (Wn), δ). Finally the commutativity of the diagram (9) implies
that the following diagram commutes:
V n+1
f n+1
ξn+1
W ′n+1
gn+1|W ′n+1
Hn+2(T (Vn), ∂)
Hn+2(α(n))
Hn+2(T (W ′n), δ′)
Remark 4.2. The iteration of this process gives an equivalence class {ξ2, ξ3, . . . , ξn, . . .} of cochain morphisms from (T (V ), ∂)
to (T (W ), δ) inducing ξ∗ on the indecomposables. Recall that, by construction, if α is in this class, then it is completely
determined by the graded homomorphism ξ∗ . Note that if ξ∗ is surjective, then we have (T (W ′), δ′) = (T (W ), δ).
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V n+1
f n+1
IdVn+1
V n+1
f n+1
Hn+2(T (Vn))
Hn+2(Id
T (Vn))
Hn+2(T (Vn))
we deduce that the morphism IdV ∗ : (V2, f3) → (V2, f3) is a morphism in WES and we have IdV2 = Id(V2, f3) .
Proposition 4.1. The category WES is well-deﬁned.
Proof. Let us verify that the composition of morphisms is well-deﬁned in WES. Indeed; let ξ∗ : (V2, f3) → (W2, g3)
and λ∗ : (W2, g3) → (Z2,h3) be two morphisms and let (T (V ), ∂), (T (W ), δ) and (T (Z),ϑ) be cochain algebras as-
sociated respectively with (V2, f3), (W2, g3) and (Z2,h3) which are given by Remark 4.1. In order to show
that λ∗ ◦ ξ∗ is also a morphism in WES it is suﬃce to show that for all n  2, there exists an equivalent class
{λ2 ◦ ξ2, λ3 ◦ ξ3, . . . , λn ◦ ξn} of cochain morphisms from (T (Vn), ∂) to (T (Zn),ϑ) and α(n) in this class such that:
hn+1 ◦ (λn+1 ◦ ξn+1)= Hn+2(α(n)) ◦ f n+1. (4.1)
Since ξ∗ and λ∗ are two morphism in WES, then, for all n  2, there exist two cochain morphisms χ(n) : (T (Vn), ∂) →
(T (Wn), δ) and ω(n) : (T (Wn), δ) → (T (Zn),ϑ) satisfying χ(n) ∈ {ξ2, ξ3, . . . , ξn}, ω(n) ∈ {λ2, λ3, . . . , λn} and the following
two relations:
gn+1 ◦ ξn+1 = Hn+2(χ˜(n)) ◦ f n, hn+1 ◦ λn+1 = Hn+2(ω˜(n)) ◦ gn. (4.2)
Therefore if we take α(n) = ω(n) ◦ χ(n) , then α(n) ∈ {λ2 ◦ ξ2, λ3 ◦ ξ3, . . . , λn ◦ ξn} and it is easy to see that the relations (4.2)
implies (4.1) 
Example 4.1. If (T (V ), ∂) is a an object in CDGA and if:
V 3
b3→ V 2 ⊗ V 2 → ·· · → V n bn→ Hn+1(T (Vn−1))→ Hn+1(T (V ))→ V n+1 bn+1−→ . . .
is WES(T (V ), ∂), then (V2,b3) is an object of WES. Likewise if α : (T (V ), ∂) → (T (W ), δ) is a cochain morphism such
that the induced homomorphism α˜ : V2 → W2 is surjective, then we know, according to the diagram (1), that α induces
the following commutative diagram for all n 3:
V n
bn
α˜n
Wn
b′n
Hn+1(T (Vn−1))
Hn+1(α(n−1))
Hn+1(T (Wn−1))
Therefore by Proposition 3.1 there exists an equivalence class {α˜2, α˜3, . . . , α˜n} of cochain morphisms from (T (Vn), ∂) to
(T (Wn), δ) and α(n) ∈ {α˜2, α˜3, . . . , α˜n} making, also according to the diagram (1), the following diagram commutes:
V n+1
bn+1
α˜n+1
Wn+1
b′n+1
Hn+2(T (Vn))
Hn+2(α(n))
Hn+2(T (Wn))
(10)
Moreover since α˜ is surjective, we deduce by using Remark 4.2 that (T (W ′), δ′) = (T (W ), δ). Hence the graded homomor-
phism α˜ : (V2,b3) → (W2,b′3) is a morphism in WES.
These example allow us to deﬁne the map Φ :ObCDGA → ObWES by setting Φ(T (V ), ∂) = (V2,b3) and now we are
able to announce the ﬁrst main result in this paper:
Theorem 4.1. The map Φ induces a bijection between the set of isomorphisms classes of objects of CDGA and the set of isomorphisms
classes of objects of WES.
Proof. If {(T (V ), ∂)} is an isomorphism class of cochain algebras, then we deﬁne the map Φ from the set of isomorphisms
classes of objects of CDGA to the set of isomorphisms classes of objects of WES by setting:
Φ
({(
T (V ), ∂
)})= {Φ(T (V ), ∂)}= {(V2,b3)} (4.3)
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The map Φ is well-deﬁned. Indeed, if α : (T (V ), ∂) → (T (W ), δ) is a cochain isomorphism, then there exists α′:
(T (W ), δ) → (T (V ), ∂) such that α′ ◦ α = IdT (V ) and α ◦ α′ = IdT (W ) . This implies that the induced homomorphisms on
the indecomposables α˜ : V2 → W2 and α˜′ :W2 → V2 satisfy α˜′ ◦ α˜ = IdV2 and α˜ ◦ α˜′ = IdW2 .
Now we have seen, in Example 4.1, that α˜ : (V2, f3) → (W2, g3) and α˜′ : (W2, g3) → (V2, f3) are two
morphisms in WES. Moreover the following diagram commutes for every n 2:
V n+1
bn+1
α˜n+1
Wn+1
b′n+1
α˜′n+1
V n+1
bn+1
Hn+2(T (Vn))
Hn+2(α(n))
Hn+2(T (Wn))
Hn+2(α′
(n))
Hn+2(T (Vn))
Since α(n) and α(n) are such that α′(n) ◦ α(n) = IdT (Vn) and α(n) ◦ α′(n) = IdT (Wn) , we deduce according to Remark 4.3 that
the two morphisms α˜′ ◦ α˜ : (V2, f3) → (W2, g3) → (V2, f3) and α˜◦ α˜′ : (W2, g3) → (V2, f3) → (W2, g3)
coincide respectively with Id(V2, f3) and Id(W2,g3) in WES. Hence (V
2, f3) and (W2, g3) are isomorphic in their
category.
Now let {(T (V ), ∂)} and {(T (W ), δ)} such that Φ({(T (V ), ∂)}) = Φ({(T (V ), δ)}). This implies that {(V2, f3)} =
{(W2, g3)}, so there exists an isomorphism ξ∗ : (V2, f3) → (W2, g3) in WES. By applying Remark 4.2 we get a
cochain morphism α : (T (V ), ∂) → (T (W ), δ) such that the inducing graded homomorphism α˜ on the indecomposables co-
incides with ξ∗ and by Corollary 3.1 we deduce that α is cochain isomorphism. So Φ is injective. Finally Remark 4.1 implies
that Φ is surjective. 
Remark 4.4. It is important to see that Φ is just a map not a functor because Φ is not deﬁned on morphisms in general.
Indeed; let (V2, f3) and (W2, g3) be two objects in WES and let ξ∗ : V2 → W2 be a graded homomorphism. As
we have seen to be a morphism ξ∗ : (V2, f3) → (W2, g3) in WES, ξ∗ must satisﬁes the following condition:
For every n 2, there exists a cochain algebra θ(n) : (T (Vn), ∂) → (T (Wn), δ), where θ(n) ∈ {ξ2, ξ3, . . . , ξn}, making the
following diagram commutes:
V n+1
f n+1
ξn+1
Wn+1
gn+1
Hn+2(T (Vn), ∂)
Hn+2(θ(n))
Hn+2(T (Wn), δ)
Recall that, according to (3.4) and (3.5), θ(n) satisﬁes the following relation:
θ(n)(vn) = ξn(vn)+ Tn
(
ξn−1
)
(x) (4.4)
where vn ∈ V n and where x ∈ Tn(Vn−1), which means that θ(n) is completely determined by the morphisms ξn .
Now if α is any cochain algebra, then although the induced graded homomorphism α˜ makes the diagram (10) commutes
but, in general, the cochain algebra θ(n) need not to satisfy the relation:
α(n)(vn) = α˜n(vn)+ Tn
(
α˜n−1
)
(x)
for some x ∈ Tn(Vn−1), expect when α is surjective. So we can see that, in general, The categories WES and CDGA are not
equivalent.
Remark 4.5. The category WES provides a simple way to deﬁne the Whitehead exact sequences which is our main goal in
this paper. Recall that the major diﬃculties met are how to characterize a given long exact sequence:
· · · → An in→ Bn j
n
→ Cn hn→ An+1 in+1−→ · · ·
to be the Whitehead exact sequence associated with a certain minimal free cochain algebra? Ones we have determined
these sequences, how we can deﬁne morphisms between them?
We have introduced the category WES in order to answer these two technical questions. For instance, for a given ﬁxed
free R-module V2 the objects (V2, f3) characterize all the Whitehead exact sequences associated with minimal free
cochain algebras which we can deﬁne on V2 and isomorphisms between such objects in WES yield all the isomorphisms
between these Whitehead exact sequences. So roughly speaking we can say that WES is the category of Whitehead exact
sequences and their morphisms. Since the deﬁnition of Whitehead exact sequence is intimately connected with minimal
free cochain algebra then the category WES is intimately related and connected with the category CDGA.
Moreover, in Section 5 when we will treat the problem of classiﬁcation of isomorphism classes minimal free cochain
algebras (T (V ), ∂) satisfying V in = 0 and V i3n+2 = 0, we will see that the category WES is very easy to describe and to
manipulate than CDGA in spite of, in this case, these two categories are equivalent.
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Deﬁnition 4.2. Let (T (V ), ∂) and (T (W ), δ) be two objects in CDGA. We say that W ES(T (V ), ∂) and W ES(T (W ), δ) are
coherently isomorphic, if there exists an isomorphism ξ∗ : (V2,b3) → (W2,b′3) in the category WES.
Hence our main second result says:
Theorem 4.2. Two objects (T (V ), ∂) and (T (W ), δ) in CDGA are isomorphic if and only if their Whitehead exact sequences are
coherently isomorphic.
Proof. If WES(T (V ), ∂) and WES(T (W ), δ) are coherently isomorphic, then by deﬁnition there exists an isomorphism
ξ∗ : (V2,b3) → (W2,b′3) in WES, so {(V2,b3)} = {(W2,b′3)} and by using the bijection Φ given in (4.3) we
deduce that {(T (V ), ∂)} = {(T (W ), δ)}. Therefore (T (V ), ∂) and (T (W ), δ) are isomorphic.
The converse is given by Proposition 2.3. 
Let X be a simply connected CW-complex of ﬁnite type and let C∗(X, R) be the normalized singular cochain algebra
of X . According to [7] if R is a principal ideal domain, there exists a quasi-isomorphism α : (T (V ), ∂) → C∗(X, R), where
(T (V ), ∂) is a 1-connected free cochain algebra, called a T-model for X , which may be chosen minimal and satisfying
V n+1 = Hn(Ω X, R) when H∗(Ω X, R) is free as a graded R-module. Note that Corollary 3.1 implies that this T-model is
unique up to isomorphism. If we deﬁne WES(C∗(X, R)) =WES(T (V ), ∂), then WES(C∗(X, R)) can be written as:
· · · → Hn−2(Ω X, R) bn−1−→ ΘnC∗(X,R) → Hn(X, R) → Hn−1(Ω X, R) b
n→ ·· ·
where ΘnC∗(X,R) = Hn(T (Vn−2)).
As a consequence of Theorem 4.2 we derive:
Theorem 4.3. Let R be a (P.I.D) and let X and Y be two simply connected CW-complexes of ﬁnite type such that H∗(Ω X, R) and
H∗(ΩY , R) are free. Then C∗(X, R) and C∗(Y , R) are quasi-isomorphic if and only if W ES(C∗(X, R)) and W ES(C∗(Y , R)) are
coherently isomorphic.
5. Classiﬁcation of the isomorphism classes of minimal free cochain algebras (T (V ), ∂) satisfying V in = 0 and
V i3n+2 = 0
Let us denote by WES3n+1n+1 the sub-category of WES whose objects are (V2, f3) such that V in = 0 and V i3n+2 = 0.
In this section we shall give a simple description of WES3n+1n+1 which will enable us to have an easy classiﬁcation of the
isomorphism classes of minimal free cochain algebras (T (V ), ∂) satisfying V in = 0 and V i3n+2 = 0. We begin by the
following remark.
Remark 5.1. Assume that a cochain algebra (T (W ), δ), given in Proposition 3.1, satisﬁes the condition W i = 0 for all i  k.
Then for all n  3k + 1 the element yvσ ∈ Tn(Wn−1) which appears in (3.3) may be chosen nil. Indeed, since V i = 0 for
all i  k we deduce that the differential δ is nil on Tn(Wn−1) for all n 3k+ 1. So if we take yvσ , then relation (3.3) will
be trivially veriﬁed.
Hence we can say that if α : (T (V ), ∂) → (T (W ), δ) is a cochain morphism such that W i = 0 for all i  k, then for
all n  3k + 1 the restriction of α to V n coincides with the homomorphism α˜n : V n → Wn . Therefore, on each V n , α is
completely determined by α˜n for all n 3k + 1.
Now we deﬁne a new category C as follows:
Objects: are pairs on the form (V ∗, f2n+1) where V ∗ is a graded module such that V3n+2 = 0 and V in = 0 and where
f2n+1 is a family of homomorphisms deﬁned as follows:
f 2n+1 and f 2n+2 are respectively homomorphisms from V 2n+1 to V n+1 ⊗ V n+1 and from V 2n+2 to V n+1 ⊗ V n+2 ⊕
V n+2 ⊗ V n+1. Now for every 2n + 1  k  3n + 2 and for every ﬁxed homomorphisms f 2n+1 and f 2n+2, if we deﬁne the
module Γ k as follows:
Γ 3n+3 = ker[( f 2n+1 ⊗ idV n+2)⊕ (idV n+2 ⊗ f 2n+1)⊕ ( f 2n+2 ⊗ idV n+1)⊕ (idV n+1 ⊗ f 2n+2)]
⊕ V
n+1 ⊗ V n+1 ⊗ V n+1
Im [( f 2n+1 ⊗ idV n+1)⊕ (idV n+1 ⊗ f 2n+1)]
⊕
⊕
in+3
i+ j=3n+3
V i ⊗ V j,
Γ 3n+2 =
⊕
i+ j=3n+2
V i ⊗ V j ⊕ ker[( f 2n+1 ⊗ idV n+1)⊕ (idV n+1 ⊗ f 2n+1)],in+3
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⊕
i+ j=k
V i ⊗ V j, k 3n+ 1, (5.1)
then f k is a homomorphism from V k to Γ k+1 for every 2n+ 3 k 3n+ 2.
Deﬁnition 5.1. Γ ∗ is called the graded module associated with V ∗ , f 2n+1 and f 2n+2.
Morphisms: Let (V ∗, f2n+1), (W ∗, f ′2n+1) be two objects in C and let Γ ∗ (respectively Γ ′ ∗) the graded module associ-
ated with V ∗ , f 2n+1 and f 2n+2 (respectively W ∗ , f ′2n+1 and f ′2n+2).
A morphism ξ∗ : (V ∗, f2n+1) → (W ∗, f ′2n+1) in C is a graded homomorphism ξ : V ∗ → W ∗ satisfying the following
relation:
f ′k ◦ ξk = γ k+1ξ ◦ f k, for all 2n+ 1 k 3n+ 2, (5.2)
where γ kξ :Γ
k → Γ ′k is deﬁned as follows:
γ 3n+3ξ =
⊕
i+ j=3n+3
in+3
(
ξ i ⊗ ξ j)⊕ (ξ2n+1 ⊗ ξn+2)⊕ (ξn+2 ⊗ ξ2n+1)⊕ ξn+1 ⊗ ξn+1 ⊗ ξn+1
⊕ (ξ2n+2 ⊗ ξn+1)⊕ (ξn+1 ⊗ ξ2n+2),
γ 3n+2ξ =
⊕
i+ j=3n+2
in+3
ξ i ⊗ ξ j ⊕ (ξ2n+1 ⊗ ξn+1)⊕ (ξn+1 ⊗ ξ2n+1),
γ
k−2
ξ =
⊕
i+ j=k
ξ i ⊗ ξ j, k 3n+ 1, (5.3)
where the homomorphism:
ξn+1 ⊗ ξn+1 ⊗ ξn+1 : V
n+1 ⊗ V n+1 ⊗ V n+1
Im ( f 2n+1 ⊗ id ⊕ id ⊗ f 2n+1) →
Wn+1 ⊗ Wn+1 ⊗ Wn+1
Im( f ′2n+1 ⊗ id ⊕ id ⊗ f ′2n+1)
is well-deﬁned according to the relation (5.2) by taking k = 2n+ 1.
Example 5.1. Let CDGA3n+1n+1 be the sub-category of CDGA whose objects are the cochain algebras (T (V ), ∂) satisfying V in =
0 and V i3n+2 = 0. If (T (V ), ∂) is an object of CDGA3n+1n+1 and if:
V n+1 b
n+1−→ Hn+2(T (Vn))→ Hn+1((T (V ), ∂))→ V n+2 bn+2−→ Hn+3(T (Vn+1))→ ·· ·
is WES(T (V ), ∂), then the pair (V ∗,b2n+1) is an object of C. In fact, we begin by computing the module Hk(T (Vk−2))
where 2n+ 1 k 3n+ 2.
Due to the fact that V in = 0, the ﬁrst differential which is probably not nil is ∂2n+1 : V 2n+1 → V n+1 ⊗ V n+1, so on
Hk(T (Vk−2)) the differential is trivial, for k 3n + 1, therefore Hk(T (Vk−2)) =⊕i+ j=k V i ⊗ V j , for k 3n + 1. Now we
have:
H3n+2
(
T
(
V3n
))= ker ∂3n+2
Im ∂3n+1
and H3n+3
(
T
(
V3n+1
))= ker ∂3n+3
Im ∂3n+2
where:
T 3n+1
(
V3n
) ∂3n+1−→ T 3n+2(V3n) ∂3n+2−→ T 3n+3(V3n),
T 3n+2
(
V3n+1
) ∂3n+2−→ T 3n+3(V3n+1) ∂3n+3−→ T 3n+3(V3n+1).
On T 3n+1(V3n) the differential ∂3n+1 is nil, moreover we have:
T 3n+2
(
V3n
)= ⊕
i+ j=3n+2
in+2
V i ⊗ V j ⊕ V 2n+1 ⊗ V n+1 ⊕ V n+1 ⊗ V 2n+1,
T 3n+3
(
V3n
)= ⊕
i+ j=3n+3
V i ⊗ V j ⊕ V n+1 ⊗ V n+1 ⊗ V n+1.
in+1
M. Benkhalifa / Topology and its Applications 155 (2008) 1350–1370 1363Since the restriction of the differential ∂3n+2 to V 2n+1 is the homomorphism b2n+1 (see (2.2)) and ∂3n+2 is nil on⊕
i+ j=3n+2
in+2
V i ⊗ V j for degree reason, we deduce that ∂3n+2 coincides with the homomorphism:
b2n+1 ⊗ idV n+1 ⊕ idV n+1 ⊗ b2n+1 : V 2n+1 ⊗ V n+1 ⊕ V n+1 ⊗ V 2n+1 → V n+1 ⊗ V n+1 ⊗ V n+1.
Hence we get:
H3n+2
(
T
(
V3n
))= ⊕
i+ j=3n+2
in+2
V i ⊗ V j ⊕ ker[(b2n+1 ⊗ idV n+1)⊕ (idV n+1 ⊗ b2n+1)]
and by the same way we can easily compute H3n+3(T (V3n+1)). Therefore, by going back to Deﬁnition 5.1 we deduce that:
Γ k = Hk(T (Vk−2)), 2n+ 1 k 3n+ 2.
Likewise let α : (T (V ), ∂) → (T (W ), ∂) be a morphism in CDGA3n+1n+1 and let α˜ : V ∗ → W ∗ is the induced homo-
morphism on the indecomposables. If Hk+2(α(k)) : Hk+2(T (Vk)) → Hk+2(T (Vk)) is the homomorphism induced by
α(k) : (T (Vk), ∂) → (T (Wk), ∂), then by Remark 5.1 we have:
H3n+3(α(3n+1)) =
⊕
i+ j=3n+3
in+3
(
α˜i ⊗ α˜ j)⊕ (α˜2n+1 ⊗ α˜n+2)⊕ (α˜n+2 ⊗ α˜2n+1)
⊕ (α˜2n+2 ⊗ α˜n+1)⊕ (α˜n+1 ⊗ α˜2n+2)⊕ α˜n+1 ⊗ α˜n+1 ⊗ α˜n+1,
H3n+2(α(3n)) =
⊕
i+ j=3n+2
in+2
α˜i ⊗ α˜ j ⊕ (α˜2n+1 ⊗ α˜n+1 ⊕ α˜n+1 ⊗ α˜2n+1),
Hk(α(k−2)) =
⊕
i+ j=k
α˜i ⊗ α˜ j, k 3n+ 1,
where:
α˜n+1 ⊗ α˜n+1 ⊗ α˜n+1 : V
n+1 ⊗ V n+1 ⊗ V n+1
Im (b2n+1 ⊗ id⊕ id ⊗ b2n+1) →
Wn+1 ⊗ Wn+1 ⊗ Wn+1
Im(b′2n+1 ⊗ id⊕ id ⊗ b′2n+1) .
Therefore if we set γ k+2α = Hk+2(α(k)) for every 2n+ 3 k 3n+ 2 and by using the commutativity of the diagram (1), we
can say that α˜ : (Vn+1,b2n+1) → (Wn+1,b′2n+1) is a morphism in C.
As a Consequence of Example 5.5 and by going back to the deﬁnition of the sub-category WES3n+1n+1 we can say that
WES3n+1n+1 = C, so we have the following functor
F : CDGA3n+1n+1 upslope →WES3n+1n+1
which is deﬁned by setting:
F
((
T (V ), ∂
))= (V ∗,b3),
F
({α})= α˜. (5.4)
Here CDGA3n+1n+1 upslope denotes the category whose objects are those of CDGA
3n+1
n+1 and whose morphisms are the equivalence
classes of all cochain morphisms inducing the same graded homomorphism on the indecomposables.
Theorem 5.1. The functor F is an equivalence of categories.
Proof. Let (T (V ), ∂) and (T (W ), δ) be two objects in CDGA3n+1n+1 upslope and let ξ : (V ∗,b3) → (W ∗,b′3) be a morphism
in WES3n+1n+1 . By Remark 4.2 there exists a cochain morphism α : (T (V ), ∂) → (T (W ), δ) such that F({α}) = ξ . Since by
Remark 4.1 the cochain morphism α is completely determined by ξ , we deduce that α is unique. This means that the
functor F is full and faithful.
Finally Remark 4.1 implies also that essentially surjective. Hence F is an equivalence of categories. 
Corollary 5.1. The functor F induces a bijection between the set of isomorphism classes of objects of CDGA3n+1n+1 and the set of isomor-
phisms classes of objects of WES3n+1n+1 .
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Now let us ask the following question: let V ∗ be a given graded module such that V in = 0 and V i3n+2 = 0, n  1,
how many isomorphism classes of minimal cochain algebras can we deﬁne on V ∗?
For this question let us denote by Σ(V ∗) the set of all objects in WES3n+1n+1 in the form (V ∗, f2n+1) (with V ∗ ﬁxed). So:
Corollary 5.2. The number of the isomorphism classes of minimal cochain algebras which we can deﬁne on V ∗ is equal to the number
of isomorphism classes of objects of Σ(V ∗).
Example 5.2. Let R = Z3 and let V ∗ be a graded vector space such that:
V 2 = V 3 = V 4 = V 5 = Z3, V i = 0 overwise. (5.5)
Then there are 44 isomorphic classes of cochain algebra which we can deﬁne on V ∗ .
By Corollary 5.2 to compute this number it suﬃces to compute the cardinal of the set of the isomorphism classes
of objects of Σ(V ∗), for n = 1. Recall that, under the hypothesis (5.10), any object in Σ(V ∗) can be represented as
(V ∗, f 3, f 4, f 5) or simply by ( f 3, f 4, f 5) (for short since V ∗ is ﬁxed), where f i ∈ Hom(V i,Γ i+1) for i = 3,4,5. Here
Γ ∗ is the graded module associated with V ∗ , f 3 and f 4 (see Deﬁnition 5.1).
So ﬁrst we need to compute Γ ∗ by using the hypothesis (5.10). Indeed, if ( f 3, f 4, f 5) is an object in Σ(V ∗) and
according to (5.1) we have:
Γ 6 = ker[( f 3 ⊗ idV 3)⊕ (idV 3 ⊗ f 3)⊕ ( f 4 ⊗ idV 2)⊕ (idV 2 ⊗ f 4)]⊕ V
2 ⊗ V 2 ⊗ V 2
Im( f 3 ⊗ idV 2 )⊕ (idV 2 ⊗ f 3)
,
Γ 5 = ker[( f 3 ⊗ idV 2)⊕ (idV 2 ⊗ f 3)],
Γ 4 = V 2 ⊗ V 2. (5.6)
Remark 5.2. Recall that the homomorphism:
(V 3 ⊗ V 3)⊕ (V 4 ⊗ V 2)⊕ (V 2 ⊗ V 4)
( f 3 ⊗ idV 3 )⊕ (idV 3 ⊗ f 3)⊕ ( f 4 ⊗ idV 2)⊕ (idV 2 ⊗ f 4)
(V 2 ⊗ V 2 ⊗ V 3)⊕ (V 3 ⊗ V 2 ⊗ V 2)⊕ (V 2 ⊗ V 3 ⊗ V 2)
is deﬁned by:
(
f 3 ⊗ idV 3
)⊕ (idV 3 ⊗ f 3)⊕ ( f 4 ⊗ idV 2)⊕ (idV 2 ⊗ f 4)(u ⊗ w, x⊗ y, z ⊗ t)
= ( f 3(u)⊗ w + z ⊗ f 42 (t),−u ⊗ f 3(w)+ f 41 (x)⊗ y, f 42 (x)⊗ y + z ⊗ f 41 (t)
)
(5.7)
where f 41 : V
4 f
4
→ (V 3 ⊗ V 2)⊕ (V 2 ⊗ V 3) pr1→ V 3 ⊗ V 2 and f 42 : V 4
f 4→ (V 3 ⊗ V 2)⊕ (V 2 ⊗ V 3) pr2→ V 2 ⊗ V 3.
Recall also that the homomorphism:
(
f 3 ⊗ idV 2
)⊕ (idV 2 ⊗ f 3) : (V 3 ⊗ V 2)⊕ (V 2 ⊗ V 3)→ V 2 ⊗ V 2 ⊗ V 2
is given by the following formula:
(
f 3 ⊗ idV 2
)⊕ (idV 2 ⊗ f 3)(u ⊗ w,u′ ⊗ w ′) = f 3(u)⊗ w + u′ ⊗ f 3(w ′). (5.8)
Now we are able to start our computation. First we have:
Γ 4 = Z3 and f 3 ∈ Hom(Z3,Z3)
Therefore we have 3 cases to study:
Case 1.
f 3(1) = 0 which implies that:
Γ 5 = Z3 ⊕ Z3 and f 4 ∈ Hom(Z3,Z3 ⊕ Z3)
So f 4(1) = (α,β) where 0 α,β  2
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f 4(1) = (0,0) which implies that:
The homomorphism in (5.7) is nil, therefore Γ 6 = Z3 ⊕ Z3 ⊕ Z3 ⊕ Z3
So there are 81 homomorphisms f 5 for which correspond 81 objects which are:
(0, (0,0), (i, j,k, l)) where 0 i, j,k, l 2
f 4(1) = (α,β) where α = 0 or β = 0 which implies that:
In this case the homomorphism in (5.7) coincides with:
Z2 ⊕ Z2 ⊕ Z2 → Z2 ⊕ Z2 ⊕ Z2, (i, j,k) → (βk,α j, β j + αk), 0 i, j,k 1
Γ 6 = {(0,0,0); (1,0,0); (2,0,0)} ⊕ Z3 = {(0,0,0,0); (0,0,0,1); (0,0,0,2); (1,0,0,0);
(1,0,0,1); (1,0,0,2); (2,0,0,0); (2,0,0,1); (2,0,0,2)}
So there are 9 homomorphisms f 5 for which correspond 9 objects which are:
{(0, (α,β), (0,0,0,0)); (0, (α,β), (0,0,0,1)); (0, (α,β), (0,0,0,2)); (0, (α,β), (1,0,0,0));
(0, (α,β), (1,0,0,1)); (0, (α,β), (1,0,0,2)); (0, (α,β), (2,0,0,0));
(0, (α,β), (2,0,0,1)); (0, (α,β), (2,0,0,2))}
and since α and β are such that 0 α,β  2 and α = 0 or β = 0 we deduce that in this case we obtain 81+ 8× 9 = 153
objects in Σ(V ∗).
Case 2.
f 3(1) = 1. In this case the homomorphism in (5.8) coincides with:
Z2 ⊕ Z2 → Z2, (i, j) → (i + j), 0 i, j  1
So Γ 5 = {(0,0); (1,2); (2,1)} and we ﬁnd 3 homomorphisms f 4 which are:
f 4(1) = (0,0), f 4(1) = (1,2), f 4(1) = (2,1)
In this case f 3 is bijective so from (5.6) we deduce that:
Γ 6 = ker[( f 3 ⊗ idV3
)⊕ (idV3 ⊗ f 3
)⊕ ( f 4 ⊗ idV2
)⊕ (idV2 ⊗ f 4
)]
and we distinguish the following 3 cases:
f 4(1) = (0,0). In this case the homomorphism in (5.7) coincides with:
Z2 ⊕ Z2 ⊕ Z2 → Z2 ⊕ Z2 ⊕ Z2, (i, j,k) → (i,−i,0), 0 i, j,k 1
So Γ 6 = {(0,0,0); (0,1,0); (0,0,1); (0,1,1); (0,1,2); (0,2,1); (0,2,2); (0,2,0); (0,0,2)}
So there are 9 homomorphisms f 5 for which correspond 9 objects which are:
(1, (0,0), (0,0,0)), (1, (0,0), (0,1,0)), (1, (0,0), (0,0,1)), (1, (0,0), (0,1,1))
(1, (0,0), (0,1,2)), (1, (0,0), (0,2,1)), (1, (0,0), (0,2,2)), (1, (0,0), (0,0,2))
(1, (0,0), (0,2,0))
f 4(1) = (1,2). In this case the homomorphism in (5.7) coincides with:
Z2 ⊕ Z2 ⊕ Z2 → Z2 ⊕ Z2 ⊕ Z2, (i, j,k) → (i + 2k,−i + j,2 j + k), 0 i, j,k 1
so Γ 6 = {(0,0,0); (1,1,1)}
and there are 2 homomorphisms f 5 for which correspond 2 objects which are:
(1, (1,2), (0,0,0)), (1, (1,2), (1,1,1))
f 4(1) = (2,1). In this case the homomorphism in (5.7) coincides with:
Z2 ⊕ Z2 ⊕ Z2 → Z2 ⊕ Z2 ⊕ Z2, (i, j,k) → (i + k,−i + 2 j, j + 2k), 0 i, j,k 1
so Γ 6 = {(0,0,0); (2,1,1)}
and there are 2 homomorphisms f 5 for which correspond 2 objects which are:
(1, (2,1), (0,0,0)), (1, (2,1), (2,1,1))
Therefore in this case 2 we obtain 9+ 2+ 2= 13 objects in Σ(V ∗).
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f 3(1) = 2. In this case the homomorphism in (5.8) coincides with:
Z2 ⊕ Z2 → Z2, (i, j) → (2i + 2 j), 0 i, j  1
so Γ 5 = {(0,0)} and f 4(1) = (0,0)
In this case f 3 is also bijective so:
Γ 6 = ker[( f 3 ⊗ idV 3)⊕ (idV 3 ⊗ f 3)⊕ ( f 4 ⊗ idV 2)⊕ (idV 2 ⊗ f 4)]
and we have only the following case:
f 4(1) = (0,0) and in this case the homomorphism in (5.7) coincides with:
Z2 ⊕ Z2 ⊕ Z2 → Z2 ⊕ Z2 ⊕ Z2, (i, j,k) → (2i,−2i,0), 0 i, j,k 1
So Γ 6 = {(0,0,0); (0,1,0); (0,0,1), (0,1,1); (0,1,2); (0,2,1); (0,2,2); (0,2,0); (0,0,2)}
and there are 9 homomorphisms f 5 for which correspond 9 objects which are:
(2, (0,0), (0,0,0)), (2, (0,0), (0,1,0)), (2, (0,0), (0,0,1)), (2, (0,0), (0,1,1))
(2, (0,0), (0,1,2)), (2, (0,0), (0,2,1)), (2, (0,0), (0,2,2)), (2, (0,0), (0,2,0))
(2, (0,0), (0,0,2))
and we obtain 9 objects in Σ(V ∗). Hence in total we get 153+13+9 = 175 objects in Σ(V ∗). Now we shall divide up these
175 objects into 44 isomorphisms classes. First note that, according to the deﬁnition of the category Σ(V ∗), two objects
( f 3, f 4, f 5) and ( f ′3, f ′4, f ′5) in Σ(V ∗) are isomorphic if there exist isomorphisms ξ i : V i → V i , where 2 i  5, making
the following diagram commute where for all 2 i  5:
V i
f i
ξ i
Γ i+1
γ i+1ξ
V i
f ′ i
Γ ′ i+1
Here Γ ∗ and Γ ′ ∗ are the graded modules associated respectively with the two objects ( f 3, f 4, f 5) and ( f ′3, f ′4, f ′5) (see
Deﬁnition 5.1). Recall that from the relations (5.3) and (5.6) we deduce that the homomorphisms γ i+1ξ , 3 i  5, are given
by:
γ 6ξ =
(
ξ3 ⊗ ξ3)⊕ (ξ4 ⊗ ξ2)⊕ (ξ2 ⊗ ξ4)⊕ ξ2 ⊗ ξ2 ⊗ ξ2,
γ 5ξ =
(
ξ3 ⊗ ξ2)⊕ (ξ2 ⊗ ξ3),
γ 4ξ = ξ2 ⊗ ξ2 (5.9)
where the homomorphism:
ξ2 ⊗ ξ2 ⊗ ξ2 : V
2 ⊗ V 2 ⊗ V 2
Im[( f 3 ⊗ idV 2)⊕ (idV 2 ⊗ f 3)]
→ V
2 ⊗ V 2 ⊗ V 2
Im[( f ′3 ⊗ idV 2)⊕ (idV 2 ⊗ f ′3)]
.
Now since V 2 = V 3 = V 4 = V 5 = Z3 then the only isomorphisms ξ i : V i → V i , where 2  i  5, are the identity and the
multiplication by 2 which we denote respectively by 1. and 2., so we derive the following two tables which give the possible
values of γ i+1ξ , where 3 i  5, which allow us to determine the isomorphisms classes of the 175 objects which we have
already obtained. Note that the ﬁrst following table corresponds to the Cases 2 and 3 because in this both situation we have
V 2⊗V 2⊗V 2
Im [( f 3⊗idV 2 )⊕(idV 2⊗ f 3)]
= 0 which implies that the homomorphism ξ2 ⊗ ξ2 ⊗ ξ2 = 0, while the second one corresponds to
the Case 1.
Remark 5.3. Before starting the computation we make the following observations:
For instance the object (2, (0,0), (0,2,1)) cannot be isomorphic to (0, (0,0), (0,2,1)) because the is no isomorphism
from Z3 to Z3 sending 0 → 2.
The object (1, (1,2), (0,0,0)) cannot be isomorphic to (1, (1,0), (0,2,1)) because there is no isomorphism from Z3 ⊕Z3
to Z3 ⊕ Z3 sending (1,2) → (1,0).
The object (0, (1,2), (0,0,0)) cannot be isomorphic to (1, (1,1), (0,2,1)) because there is no isomorphism from Z3 ⊕Z3
to Z3 ⊕ Z3 sending (1,2) → (1,1), etc. . .
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(ξ2, ξ3, ξ4) γ 4ξ γ
5
ξ γ
6
ξ
1 (1.,1.,1.) idZ3 1.⊕ 1. 1.⊕ 1.⊕ 1.
2 (1.,1.,2.) idZ3 1.⊕ 1. 1.⊕ 2.⊕ 2.
3 (1.,2.,1.) idZ3 2.⊕ 2. 1.⊕ 1.⊕ 1.
4 (1.,2.,2.) idZ3 2.⊕ 2. 1.⊕ 2.⊕ 2.
5 (2.,1.,1.) idZ3 2.⊕ 2. 1.⊕ 2.⊕ 2.
6 (2.,1.,2.) idZ3 2.⊕ 2. 1.⊕ 1.⊕ 1.
7 (2.,2.,1.) idZ3 1.⊕ 1. 1.⊕ 2.⊕ 2.
8 (2.,2.,2.) idZ3 1.⊕ 1. 1.⊕ 1.⊕ 1.
Table 2
(ξ2, ξ3, ξ4) γ 4ξ γ
5
ξ γ
6
ξ
1 (1.,1.,1.) idZ3 1.⊕ 1. 1.⊕ 1.⊕ 1.⊕ 1.
2 (1.,1.,2.) idZ3 1.⊕ 1. 1.⊕ 2.⊕ 2.⊕ 1.
3 (1.,2.,1.) idZ3 2.⊕ 2. 1.⊕ 1.⊕ 1.⊕ 1.
4 (1.,2.,2.) idZ3 2.⊕ 2. 1.⊕ 2.⊕ 2.⊕ 1.
5 (2.,1.,1.) idZ3 2.⊕ 2. 1.⊕ 2.⊕ 2.⊕ 2.
6 (2.,1.,2.) idZ3 2.⊕ 2. 1.⊕ 1.⊕ 1.⊕ 2.
7 (2.,2.,1.) idZ3 1.⊕ 1. 1.⊕ 2.⊕ 2.⊕ 2.
8 (2.,2.,2.) idZ3 1.⊕ 1. 1.⊕ 1.⊕ 1.⊕ 2.
By using Table 2 we assert that we can divide up the 22 objects obtained in the Cases 2 and 3 into 7 isomorphisms
classes. Let us explain how we have obtain these isomorphisms classes.
Take two objects among these 22 objects say for example: (1, (0,0), (0,0,0)) and (2, (0,0), (0,0,0)). In order to show
that they are isomorphic we have to choose the values of the isomorphisms ξ2, ξ3, ξ4 and ξ5 and to use Table 2 to deduce
the corresponding values of the isomorphisms γ 4ξ , γ
5
ξ and γ
6
ξ and then to check that the 3 following diagrams commute:
Z3
ξ3
1 →1 Z3
γ 4ξ
Z3
1 →2
Z3
Z3
ξ4
1 →(0,0) Z3 ⊕ Z3
γ 5ξ
Z3
1 →(0,0)
Z3 ⊕ Z3
Z3
ξ5
1 →(0,0,0) Z3 ⊕ Z3 ⊕ Z3
γ 6ξ
Z3
1 →(0,0,0)
Z3 ⊕ Z3 ⊕ Z3
In this case it is easy to see that if we take ξ2 = id, ξ3 = 2., ξ4 = id and ξ5 = id the row 3 in Table 1 gives that γ 4ξ = idZ3 ,
γ 5ξ = 2.⊕ 2. and γ 6ξ = 1.⊕ 1.⊕ 1. and these values assure the commutativity of the 3 diagrams. So (1, (0,0), (0,0,0)) and
(2, (0,0), (0,0,0)) are isomorphic.
Therefore by using the same computation we obtain the 7 isomorphism classes which are:
{(
1, (0,0), (0,0,0)
)
,
(
2, (0,0), (0,0,0)
)}
,
{(
1, (1,2), (0,0,0)
)
,
(
2, (2,1), (0,0,0)
)}
{(
1, (0,0), (0,1,0)
)
,
(
1, (0,0), (0,2,0)
)
,
(
2, (0,0), (0,1,0)
)
,
(
2, (0,0), (0,2,0)
)}
{(
1, (0,0), (0,0,1)
)
,
(
1, (0,0), (0,0,2)
)
,
(
2, (0,0), (0,0,1)
)
,
(
2, (0,0), (0,0,2)
)}
{(
1, (0,0), (0,1,2)
)
,
(
2, (0,0), (0,1,2)
)
,
(
1, (0,0), (0,2,1)
)
,
(
2, (0,0), (0,2,1)
)}
{(
1, (0,0), (0,1,1)
)
,
(
2, (0,0), (0,1,1)
)
,
(
1, (0,0), (0,2,2)
)
,
(
2, (0,0), (0,2,2)
)}
{(
1, (1,2), (1,1,1)
)
,
(
2, (2,1), (1,1,1)
)}
Now by the same way we can divide up the 153 objects obtained in Case 1 into 37 isomorphism classes. Indeed; ﬁrst the
72 objects obtained in Case 1 when f 4(1) = (α,β) where α = 0 or β = 0 are divided into 17 classes which are:
{(
0, (α,0), (1,0,0,0)
)
,
(
0, (α,0), (2,0,0,0)
)}
1α2,
{(
0, (α,0), (0,0,0,0)
)}
1α2,{(
0, (α,0), (0,0,0,1)
)
,
(
0, (α,0), (0,0,0,2)
)}
1α2,{(
0, (α,0), (1,0,0,1)
)
,
(
0, (α,0), (2,0,0,2)
)}
1α2,{(
0, (α,0), (1,0,0,2)
)
,
(
0, (α,0), (2,0,0,1)
)}
1α2,{(
0, (0, β), (1,0,0,0)
)
,
(
0, (0, β), (2,0,0,0)
)}
1β2,
{(
0, (0, β), (0,0,0,0)
)}
1β2,{(
0, (0, β), (0,0,0,1)
)
,
(
0, (0, β), (0,0,0,2)
)}
1β2,{(
0, (0, β), (1,0,0,1)
)
,
(
0, (0, β), (2,0,0,2)
)}
,1β2
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0, (0, β), (1,0,0,2)
)
,
(
0, (0, β), (2,0,0,1)
)}
1β2,{(
0, (α,α), (1,0,0,0)
)
,
(
0, (α,α), (2,0,0,0)
)}
1α2,
{(
0, (α,α), (0,0,0,0)
)}
1α2,{(
0, (α,α), (1,0,0,1)
)
,
(
0, (α,α), (2,0,0,2)
)}
1α2,{(
0, (α,α), (0,0,0,1)
)
,
(
0, (α,α), (0,0,0,2)
)}
1α2,{(
0, (α,α), (1,0,0,2)
)
,
(
0, (α,α), (2,0,0,1)
)}
1α2,{(
0, (α,β), (1,0,0,0)
)
,
(
0, (α,β), (2,0,0,0)
)}
1α =β2,
{(
0, (α,β), (0,0,0,0)
)}
1α =β2,{(
0, (α,β), (1,0,0,1)
)
,
(
0, (α,β), (2,0,0,2)
)}
1α =β2,{(
0, (α,β), (0,0,0,1)
)
,
(
0, (α,β), (0,0,0,2)
)}
1α =β2,{(
0, (α,β), (1,0,0,2)
)
,
(
0, (α,β), (2,0,0,1)
)}
1α =β2.
Next the 81 objects obtained in Case 1 when f 4(1) = (0,0) are divided into 20 classes which are:
{(
0, (0,0), (i, j,k,0)
)}
1i, j,k2,
{(
0, (0,0), (i, j,0, l)
)}
1i, j,l2,{(
0, (0,0), (i,0,k, l)
)}
1i,k,l2,
{(
0, (0,0), (0, j,k, l)
)}
1 j,k,l2,{(
0, (0,0), (i, j,0,0)
)}
1i, j2,
{(
0, (0,0), (i,0,k,0)
)}
1i,k2,{(
0, (0,0), (i,0,0, l)
)}
1i,l2,
{(
0, (0,0), (0, j,k,0)
)}
1 j,k2,{(
0, (0,0), (0, j,0, l)
)}
1 j,l2,
{(
0, (0,0), (0,0,k, l)
)}
1k,l2,{(
0, (0,0), (i,0,0,0)
)}
1i2,
{(
0, (0,0), (0, j,0,0)
)}
1 j2,{(
0, (0,0), (0,0,k,0)
)}
1k2,
{(
0, (0,0), (0,0,0, l)
)}
1l2,{(
0, (0,0), (1,1,1,1)
)
,
(
0, (0,0), (1,2,2,1)
)
,
(
0, (0,0), (1,2,2,2)
)
,
(
0, (0,0), (1,1,1,2)
)
,(
0, (0,0), (2,2,2,2)
)
,
(
0, (0,0), (2,1,1,2)
)
,
(
0, (0,0), (2,1,1,1)
)
,
(
0, (0,0), (2,2,2,1)
)}
{(
0, (0,0), (2,1,2,1)
)
,
(
0, (0,0), (2,2,1,1)
)
,
(
0, (0,0), (2,2,1,2)
)
,
(
0, (0,0), (2,1,2,2)
)
,(
0, (0,0), (1,2,1,2)
)
,
(
0, (0,0), (1,1,2,2)
)
,
(
0, (0,0), (1,1,2,1)
)
,
(
0, (0,0), (1,2,1,1)
)}
{(
0, (0,0), (0,0,0,0)
)}
In total we get 7+20+17= 44 isomorphism classes of minimal cochain algebras which we can deﬁne on the graded vector
space V ∗ satisfying the relation (5.5).
Example 5.3. A same computation shows that if R = Z2 and if V ∗ is such that:
V 2 = V 3 = V 4 = V 5 = Z2, V i = 0 overwise. (5.10)
Then there are 36 isomorphic classes of minimal cochain algebras which we can deﬁne on V ∗ .
Example 5.4. Let R = Z and let V2 be a graded module such that:
V 2 = V 3 = Z and V 1 = 0. (5.11)
Then there are an inﬁnitely isomorphic classes of minimal cochain algebras which we can deﬁne on V2.
Indeed, in this case we have Γ 4 = V 2 ⊗ V 2 = Z and we deduce that f 3 ∈ Hom(V 3,Γ 4) = Hom(Z,Z), so we get an
inﬁnity of homomorphisms f 3 which are the multiplication by n, i.e. f 3(1) = n with n ∈ Z. This implies that if (V2, f3)
and (V2, f ′3) are two objects in Σ(V ∗) such that f 3(1) = n and f ′3(1) = n′ , with n = n′ and n,n′ > 0, then they must
be not isomorphic in their category because the only isomorphisms of Z are the identity and 1 → −1 so the following
diagram cannot be commutative:
V 3 = Z
ξ3=±1
f 3=×n
V 2 ⊗ V 2 = Z
ξ2⊗ξ2=±1
V 3 = Z f
′3=×n′
V 2 ⊗ V 2 = Z
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V 2 = Q ⊕ Q, V 3 = Q. (5.12)
Then there are an inﬁnity isomorphism classes of minimal cochain algebras which we can deﬁne on V2.
Indeed, in this case we have Γ 4 = (Q ⊕ Q)⊗ (Q ⊕ Q) = Q ⊕ Q ⊕ Q ⊕ Q and then we get an inﬁnity of homomorphisms
f 3 :Q → Q ⊕ Q ⊕ Q ⊕ Q which we denote by f 3(1) = (i, j,k, l) with i, j,k, l ∈ Q. Now if (V2, f2) and (V2, f ′3)
are two objects in Σ(V2) such that f 3(1) = (1,1,1, l) and f ′3(1) = (1,1,1, l′) and if ξ2 = (n.) ⊕ (n′.) and ξ3 = (m.) (the
isomorphisms of Q are the multiplication by (n.), with n ∈ Q  {0}) then by (5.9) we get γ 4ξ = ξ2 ⊗ ξ2 = (n2.) ⊕ (n′2.) ⊕
(nn′.)⊕ (n′n.) therefore in order to have the following diagram commutes:
V 3 = Q
ξ3=(m.)
1 →(1,1,1,l) V
2 ⊗ V 2 = Q ⊕ Q ⊕ Q ⊕ Q
γ 4ξ =(n2.)⊕(n′2.)⊕(nn′.)⊕(n′n.)
V 3 = Q 1 →(1,1,1,l
′)
V 2 ⊗ V 2 = Q ⊕ Q ⊕ Q ⊕ Q
we must have (m,m,m,ml′) = (n2,n′2,nn′,n′nl) which implies that:
m = n2, n = n′, l = l′.
So any two objects (V2, f3) and (V2, f ′3) such that f 3(1) = (1,1,1, l) and f ′3(1) = (1,1,1, l′), with l = l′ , must be
not isomorphic. Hence there are an inﬁnity isomorphism classes of minimal cochain algebras which we can deﬁne on V2.
5.2. Some topological applications
Let R be a principal ideal domain and let X be a simply connected CW-complex of ﬁnite type such that H∗(Ω X, R) is
free as a graded R-module. Let C∗(X, R) be the normalized singular cochain algebra of X and let (T (V X ), ∂X ) → C∗(X, R)
be a T -model for X .
Let us denote by N(X) the set of homotopy types of simply connected CW-complexes of ﬁnite type Y such that C∗(Y , R)
and C∗(X, R) are quasi-isomorphic and by N(T (V X ), ∂X ) the set of all the isomorphic classes of the minimal free cochain
algebras which we can deﬁne on the graded module V X . Since if X and Y have the same homotopy type, then (T (V X ), ∂X )
and (T (VY ), ∂Y ) are quasi-isomorphic and by Corollary 3.1 are isomorphic, we deduce that:
cardinal
(
N(X)
)
 cardinal
(
N
(
T (V X ), ∂X
))
. (5.13)
Therefore from the precedent examples we deduce the following observations:
Let R = Z2 and let X be a CW-complex such that H1(Ω X,Z2) = H2(Ω X,Z2) = H3(Ω X,Z2) = H4(Ω X,Z2) = Z2 and
Hi(Ω X,Z2) = 0 otherwise, then cardinal(N(X)) 34.
Let R = Z3 and let X be a CW-complex such that H1(Ω X,Z3) = H2(Ω X,Z3) = H3(Ω X,Z3) = H4(Ω X,Z3) = Z3 and
Hi(Ω X,Z3) = 0 otherwise, then cardinal(N(X)) 44.
Let R = Z and let X be a CW-complex such that H1(Ω X,Z) = H2(Ω X,Z) = Z, then cardinal(N(X)) = ∞.
Let R = Q and let X be a CW-complex such that H1(Ω X,Q) = Q ⊕ Q and H2(Ω X,Z) = Q, then cardinal(N(X)) = ∞.
In [4] we have developed a method analogue to the one developed in this paper to classify the chain algebras over a
principal ideal domain R by their Whitehead exact sequences. Recall that the Adams–Hilton model (AH-model for short) [1]
of a simply connected CW-complex X is a quasi-isomorphism of chain algebras (T (s−1Cell X), ∂ X ) −→ C∗(Ω X, R), where
C∗(Ω X, R) is the singular chain complex of the loop space of X and where T (s−1Cell X) is the free chain algebra of the
free R-module generated by the desuspension of the set of the cells of X . Recall also that the AH-model (T (s−1Cell X), ∂ X )
is a homotopy invariant of the CW-complex X . So if we denote by N(T (s−1Cell X), ∂ X ) the number of the quasi-isomorphic
classes of free chain algebras which we can deﬁne on the graded module s−1Cell X , we deduce that:
cardinal
(
N(X)
)
 cardinal
(
N
(
T
(
s−1Cell X
)
, ∂ X
))
. (5.14)
So they are two numbers which, from (5.13) and (5.14), approximate the number cardinal(N(X)) which is, in general, very
diﬃcult to compute. Therefore the following natural questions arise:
Let R be a principal ideal domain. Given a simply connected CW-complex X of ﬁnite type and let (T (V X ), ∂X ) and
(T (s−1Cell X), ∂ X ) respectively a T -model and an AH-model for X . Is it true that, for any simply connected CW-complex X
of ﬁnite type, we have:
cardinal
(
N
(
T (V X ), ∂X
))
 cardinal
(
N
(
T
(
s−1Cell X
)
, ∂ X
))
.
Is there a simply connected CW-complex X of ﬁnite type such that:
cardinal
(
N
(
T (V X ), ∂X
))= cardinal(N(T (s−1b2Cell X ), ∂ X )).
For example if R = Z3 and if X is a CW-complex such that:
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H2(X,Z3) = H3(X,Z3) = H4(X,Z3) = H5(X,Z3) = Z3, Hi(X,Z3) = 0 otherwise
then by using the classiﬁcation arguments developed in [4] we can show that:
cardinal
(
N
(
T
(
s−1Cell X
)
, ∂ X
))= 7
while we can derive from Example 5.2 that cardinal(N(T (V X ), ∂ X )) = 44.
Now we end this work by the following question which is analogue to this asked by N. Dupont in [5, Problem 9]. Let
R a principal ideal domain and let X be a simply connected CW-complex X of ﬁnite type such that H∗(Ω X, R) is free
as a graded R-module. Compute the number of the isomorphisms classes of the free cochain algebras (T (V ), ∂) such that
H∗(X, R) ∼= H∗(T (V ), ∂) as algebras. Obviously one class is represented by the T -model (T (V X ), ∂X ) of the space X .
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