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Open many-body quantum systems play an important role in quantum optics and condensed-matter physics,
and capture phenomena like transport, interplay between Hamiltonian and incoherent dynamics, and topolog-
ical order generated by dissipation. We introduce a versatile and practical method to numerically simulate
one-dimensional open quantum many-body dynamics using tensor networks. It is based on representing mixed
quantum states in a locally purified form, which guarantees that positivity is preserved at all times. Moreover,
the approximation error is controlled with respect to the trace norm. Hence, this scheme overcomes various ob-
stacles of the known numerical open-system evolution schemes. To exemplify the functioning of the approach,
we study both stationary states and transient dissipative behaviour, for various open quantum systems ranging
from few to many bodies.
Open quantum systems are ubiquitous in physics. To some
extent any quantum system is coupled to an environment, and
in many instances this interaction significantly alters the sys-
tem’s dynamics. Traditionally such decoherence processes
are seen as an enemy to coherent state manipulation. How-
ever, suitably engineered dissipation can also have beneficial
effects and can be exploited for state preparation [1–6], even
of states containing strong entanglement or featuring topolog-
ical order [7, 8]. In condensed matter physics, many concepts
such as transport are often studied within the closed systems
paradigm, but, it is becoming increasingly clear that some fa-
miliar concepts may have to be revisited in the open system
setting [9], where the interplay between coherent quantum
many-body and open systems dynamics, i.e. the competi-
tion between Hamiltonian interactions and dissipation leads
to interesting physical effects. Since few analytical methods
are available for such systems, the design of novel numeri-
cal tools for the simulation of dissipative quantum many-body
systems is of the utmost importance. In this work, we present
a new algorithm which captures the open many-body dynam-
ics in one spatial dimension – for both transient and steady
regimes – based on a locally purified tensor network ansatz-
class. It comprises a new approach in that the positivity of the
operators is maintained during the whole simulation. Impor-
tantly, the approximation errors can be controlled in a way that
yields a trace-norm certificate. Hence, the algorithm provides
not only a conceptually new approach to the problem, but also
combines several desired features of the existing schemes and
overcomes previous limitations.
Tensor-network ansatz-classes have proven to be widely
successful to capture the physics of many-body states [10–
15]. They rely on the idea that relevant quantum states lie in
the very small sub-manifold with local correlations, which in
turn can be efficiently captured in terms of tensor networks.
The density-matrix renormalisation method [16] can indeed
be viewed as a variational principle over matrix-product states
[11, 13, 17–19]. Generalising these ideas, a number of excit-
ing methods have been proposed [20–26], some of which also
allow to study open quantum systems. In most cases matrix-
product operators (MPO) are at the heart of these methods.
Indeed, several variants have already been developed [27–35],
many of which exploit the well-known features of tensor net-
work ansaetze to encode the mixed many-body quantum states
in a compact matrix-product formulation, ultimately making
the algorithm efficient and stable both for transient [27–29]
and steday state physics [34].
However, in such an MPO description, the resulting trun-
cated operators may not be positive; in fact this property can
not even be locally tested, because it turns out to be a compu-
tationally intractable problem [36]. In Ref. [27] this problem
is circumvented by dropping the positivity assumption during
the time-evolution, which requires that the approximation er-
rors remain sufficiently small. Alternatively, quantum jumps
schemes make use of a stochastic unravelling of the master
equation [30, 37, 38] and then employ pure-state techniques,
at the expense of having to sample over many realisations.
Comparative performance of these two approaches has been
recently investigated [39].
Remarkably, the subset of matrix-product operators that are
cast in a locally purified form [27, 40] shows promising fea-
tures: Such operators are positive by construction and exhibit
all the helpful features typical to tensor networks. However,
while variational algorithms optimising within this class have
been developed for two-dimensional projected entangled pair
states [26, 41, 42] a practical algorithm for one-dimensional
open systems has yet to be formulated. Here we show that
such a positivity-preserving algorithm can actually be engi-
neered for Markovian dynamics: This scheme has the compu-
tational efficiency of tensor network methods, allows to con-
trol all approximation errors in the operationally relevant trace
norm, and preserves positivity by construction, thus ultimately
merging the advantages of previous techniques while solving
known issues.
Algorithm. Our goal is to simulate the transient evolution as
well as to find steady states of spin chains under local Marko-
vian dynamics, i.e. one-dimensional lattice systems (at finite
system size, with open boundary conditions) governed by the
Lindblad master equation
dρ
dt
= L(ρ) = −i[H, ρ] +D (ρ) . (1)
Here, H =
∑
j Hj is the local Hamiltonian of the system and
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2Figure 1. Markov dynamics of a quantum spin chain on the level of local tensors. a) shows the relationship between a density matrix ρ in MPO
representation (top) and the locally purified tensor network (bottom) with tensors Al, physical dimension d, bond dimension D′ and Kraus
dimension K. b) Action of a local channel T acting exclusively on lattice site 2 on the level of the MPO and on the level of the locally purified
tensors. In the latter, the Kraus rank k2 of the quantum channel T is joined together with K. c) Compression schemes for the bond and Kraus
dimension of a local tensor via singular value decompositions (SVD). d) Locally purified evolution of a time step eτL for a nearest neighbor
Hamiltonian and on-site Lindblad operators. We only show three of the five Trotter-Suzuki layers from Eq. (5).
the dissipative part of the Lindblad generator L takes the form
D (ρ) =
∑
α
(
LαρL
†
α −
1
2
{L†αLα, ρ}
)
, (2)
where the Lindblad operators Lα model the coupling of the
system with the environment. We focus on the typical sce-
nario, where the elementary Hamiltonian terms Hj as well as
the Lindblad operators Lα are two-local, meaning that they
only couple spins on neighboring sites and denote them by
H [l,l+1] or L[l,l+1], respectively.
We describe the variational mixed state of the system as a
tensor network representing the density matrix ρ. But instead
of expressing ρ directly as an MPO [27, 43] we keep it at
every stage of our algorithm in its locally purified form ρ =
XX†, where the purification operator X is decomposed as a
variational tensor network
[X]s1,...,sNr1,...,rN =
∑
m1,...,mN−1
A[1]s1,r1m1 A
[2]s2,r2
m1,m2 . . . A
[N ]sN ,rN
mN−1 , (3)
with 1 ≤ sl ≤ d, 1 ≤ rl ≤ K, and 1 ≤ ml ≤ D. That
is, we represent ρ by a locally purified tensor network made
of rank-four tensors A[l] with physical dimension d, bond di-
mension D and Kraus dimension K (shown in Fig. 1a). Our
algorithm is an extension of the Time Evolving Block Dec-
imation (TEBD) scheme [44], acting on the level of the lo-
cal tensor A[l] that also allows for dissipative channels, and
never requires to contract the two tensor network layers (X
and X†) together. Similarly to TEBD, it involves splitting the
propagator eτL for a small time-step τ into several dissipative
Trotter-Suzuki layers [45] of mutually commuting operators.
Let us consider the evolution from time t to t+ τ in row-wise
vectorization
|ρt+τ 〉〉 =
∣∣eτLρt〉〉 = eτ(−iH⊗1+i1⊗H¯+D) |ρt〉〉 , (4)
where |M〉〉 denotes the vector given as the row-wise concate-
nation of a matrixM . As usual, for one spatial dimension (for
possible generalizations to higher dimensions see App. E ) we
define the operators Ho and He by splitting the Hamiltonian
H =
∑N
l=1H
[l,l+1] into two sums, one containing the even
H [2l,2l+1] and one containing the odd interactions H [2l−1,2l].
Hence, both consist of mutually commuting terms. If the
Lindblad operators Lα act only on site (the case of two-site
Lindblad operators is treated later on), we can approximate
eτL using a second order Trotter-Suzuki formula as (see the
App. D for a full error analysis)
eτL = eτHo/2eτHe/2eτDeτHe/2eτHo/2 +O(τ3) , (5)
partially shown in Fig. 1(d), where Hν = −iHν ⊗ 1 + i1 ⊗
H¯ν with ν = o, e. The layers He and Ho implement the
coherent part of the evolution and are identical to the usual
TEBD layers. Expressing ρt as ρt = XtX
†
t we find that by
setting X ′t = e
−iτHν/2Xt we recover exactlyρ′t = e
τHν/2ρt.
Hence, on the level of the local tensors A[l] we can just adapt
the usual TEBD algorithm for nearest neighbor Hamiltonians,
to perform the coherent part of the dynamics.
The dissipative layer requires a more careful treatment and
we exploit the fact that since the operators L[l] act only on a
single site, we find eτD =
⊗
l e
τD[l] , with
D[l] =
∑
j
(
L
[l]
j ⊗L¯[l]j − 12 (L[l]†j L[l]j ⊗1+1⊗L[l]Tj L¯[l]j )
)
, (6)
where the sum runs over all Lindblad operators L[l]j acting on
site l. Since eτDl is completely positive, we can find a set of
Kraus-operators {Bl,q} satisfying eτDl =
∑k
q=1Bl,q ⊗ B¯l,q.
The action of eτDl on the level of the local tensors is now
given by a contraction of Bl,q into A
[l]
t , while joining the vari-
ational Kraus dimension K with the Kraus rank k ≤ d2 of
the quantum channel eτDl , as shown in Fig. 1(b). The ap-
plication of each Trotter-Suzuki layer increases only the di-
mension of a single index of the local tensors A[l]: The bond
dimension D is increased by the coherent layers, the Kraus
dimension K by the dissipative layers. This allows for im-
mediate compression of the enlarged dimension similar to the
standard DMRG-setting. In all compression steps the Frobe-
nius norm error introduced on the purification operators can
be kept track of. This translates into a trace-norm error for the
state itself. By taking also the error from the Trotter-Suzuki
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Figure 2. Main: Excitation populations of the four sites (see main
text) in the coupled spin-cavity model (yellow: cavity, violet: spin,
dashed: right, straight: left), here for γ = 0.05, α1 = α2 = 0.48,
αCC = −1.0, ωC = ωS = 1.0, as well as their sum N (green
line). The latter is nicely fitted by an exponential, with decay rate
γfit = 0.04997± 8 · 10−5. Inset: Comparison of the locally purified
evolution, here for bond dimension D = 40 and Kraus dimension
K = 40, with the exact Liouville evolution: Infidelity I (blue line)
and relative Hilbert-Schmidt distance (red line). Infidelities are esti-
mated to be numerically reliable above 10−7 (non-shaded area).
approximation into account, we provide an explicit bound for
the trace-norm error, see Theorem 1 in App. D.
The algorithm yields an overall computational cost scaling
as O(d5D3K) +O(d5D2K2), by executing a clever contrac-
tion of the coherent terms. Moreover, the locally purified ten-
sor network takes advantage of the gauge freedom, e.g., by
reducing costs for local measurements from O(N) to O(1),
with N being the system size.
Numerical results. In order to verify the applicability of
our method we apply it to three prototypical benchmark situa-
tions. The first one comprises a few-body scenario, consisting
of two qubits coupled via cavities with additional excitation-
losses [46]. As genuine many body example we study the
steady state of an XXZ spin 1/2 chain with edge dissipation
channels, which allows for comparison with analytical solu-
tions derived in Ref. [9]. Finally we show the validity of the
two-site Lindblad-operator approach in the case of the Kitaev
wire [7].
In the first model, two interacting optical cavities (C1 and
C2) are each coupled to a private qubit (S1 and S2). Ordering
the sites as (S1−C1)−(C2−S2) results in a nearest neighbor
model to which we can apply our algorithm. The coherent part
of the dynamics is captured by the Jaynes-Cummings Hamil-
tonian, which describes each spin-cavity interaction, plus a
photon tunnelling between cavities. In terms of the spin-
operators σ±l = (σ
x
l ± iσyl )/2 and the creation c†l and an-
nihilation operators cl of the cavity photons. The Hamiltonian
is given by
H =
∑
l=1,2
(αl(σ
+
l cl+σ
−
l c
†
l )+ωCnl+ωSσ
z
l )+αCC(c
†
1c2+c
†
2c1) .
(7)
The dissipation models a homogeneous probability of ex-
citation losses and given by single-site Lindblad operators:
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Figure 3. Comparison of simulated steady state (points) with analyti-
cal results (lines) from Ref. [9] for the XXZ model with edge driving
of γ = 1 in several parameter regimes. Respectively: green squares
∆ = 0.5, red dots ∆ = 1.0, cyan triangles ∆ = 1.5. Top: Local
magnetisation in the z-direction 〈σzj 〉 as a function of the site j, for
a chain of length N = 100. Bottom: Time averaged steady state
spin current Ij = 2=m〈σ+j σ−j+1〉 at the chain center j = N/2, as a
function of the total chain length N .
LSl =
√
γ σ−l for the spins and LCl =
√
γ cl for the cavi-
ties. We start the evolution in a pure product state, where only
the right cavity is nonempty and filled exactly with N(0) = 3
photons. The symmetries of the model imply an easy relation
between the total excitation number N (t) and the coupling
strength γ: N (t) = N (0) e−γt, a behaviour which is nicely
captured by our simulations with high precision (under 0.2%
relative deviation). Fig. 2 shows the occupation on each site
as well as N (t), which correctly reproduces the expected ex-
ponential decay. The inset shows the infidelity
I(ρ1, ρ2) = 1− Tr
[
(ρ2
1/2ρ1ρ2
1/2)1/2
]
(8)
of the locally purified evolution ρ1 with respect to the exact
evolution ρ2 carried out in Liouville space. As expected, close
to the steady state the deviation of the locally purified dynam-
ics from the exact evolution converges to a finite value (de-
pending both on τ and on maximal bond D and Kraus dimen-
sion K).
As second benchmark, we consider the evolution of a spin-
chain under the XXZ-Hamiltonian
H =
∑
l
(σxl σ
x
l+1 + σ
y
l σ
y
l+1 + ∆σ
z
l σ
z
l+1) . (9)
Via Jordan-Wigner transformation this system is mapped into
a spin-less fermion Hubbard model with a density-density
nearest neighbor interaction. Therefore, with the addition of
two reservoirs embodied by Markov channels at the edges,
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Figure 4. Infidelities I of the two-site Lindblad evolution strate-
gies for the Kitaev wire model, as a function of time t, for N = 6
sites. Strategies a), b) and c) are shown (thick black line overlapping
with the yellow dashed line, red line, and yellow dashed line respec-
tively). The cyan dot-dashed line shows the error estimator calcu-
lated via truncated singular value data, for strategy c). It is obtained
via Eq. (56) of the App. D. Here we used K = D = 30.
it models fermionic DC transport in a quantum wire. We
introduce Lindblad operators L← =
√
2γ σ+1 at the left-
most site (source) and L→ =
√
2γ σ−N at the rightmost site
(drain). We search the steady state for different parameter
regimes (∆, γ). In order to compare our simulations with
analytic results from Ref. [9], we consider two observables,
the local z-axis magnetisation σzl and the spin-current oper-
ator Il = i
(
σ+l σ
−
l+1 − σ−l σ+l+1
)
. The steady state regime is
achieved by evolving the system until the considered observ-
ables become stationary. Fig. 3 shows typical results: the local
magnetisation of a chain of N = 100 spins is plotted in the
top panel, while the current as a function of the chain length is
plotted on the bottom frame. A remarkable quantitative match
to Ref. [9] emerges even for small D and K (∼ 60).
Finally, we apply our method in a generalized setting,
where the Lindblad operators are two-local instead of on-
site (see the App. C 1 for details). We employ a two-terms
Trotter-Suzuki approximation by odd Lo = Ho + Do and
even Le = He + De terms. After computing the Kraus-
decomposition for the corresponding nearest-neighbor chan-
nels
eτL2l,2l+1 =
k∑
q
B[2l,2l+1]q ⊗ B¯[2l,2l+1]q (10)
one can choose how to implement the action of B[2l,2l+1]q
onto A[2l] and A[2l+1]. In particular, there are different pos-
sibilities for the distribution of the Kraus rank k of the chan-
nel between the Kraus dimensions K2l and K2l+1 of the two
sites. Moreover, when such dimension k is distributed non-
trivially (k1 > 1 to the left site, and k2 > 1 to the right
site, where k1k2 = k) there is an additional freedom, rep-
resented by a unitary transformation U in the k-dimensional
auxiliary space, that will influence the precision of the whole
algorithm. This gauge transformation U is discussed in de-
tail in App. C, alongside a numerical technique we adopt to
optimize it. For appropriate comparison, we consider three
strategies: a) Kraus rank all to one side (e.g. k2 = 1), b)
Kraus rank distributed as evenly as possible (k1 ' k2 '
√
k),
with random U (unoptimized), c) analogously to b) but with
optimized U .
As a testbed we consider a Kitaev wire with two-site Lind-
blad operators as presented in Ref. [7] and compare it again
with the exact numerical evolution to study fidelities. The sys-
tem is a spinless fermion chain, with Hamiltonian
H =
∑
j
((−J a†jaj+1 −∆ ajaj+1 + h.c.)− µa†jaj) , (11)
and a single Lindblad channel for every pair of neighboring
sites Lj,j+1 =
√
γ(a†j + a
†
j+1)(aj − aj+1)/4. The param-
eters are chosen in order to target the non-trivial topological
phase [7]: J = ∆ = 1.0, µ = 0.0, and γ = 10−2. Fig.
4 shows that we can capture accurately the real-time evolu-
tion starting from an entangled mixed random state, by direct
comparison of our scheme with the exact Liouville evolution,
for a chain of 6 sites. It also suggests that strategies a) and
c) yield, surprisingly, equivalent precision, and are preferable
choices than strategy b). Moreover, we plot the error estima-
tor obtained from the discarded singular values during state
compression (discarded weight, see Definition 5 App. D) for
strategy c), and show that it is an effective upper bound to the
actual infidelity error.
Perspectives. In this work, we have introduced a versatile
algorithm for simulating open quantum many-body systems.
All errors made by the algorithm are bounded in trace-norm.
The ideas presented here overcome a number of previous lim-
itations and allow us to probe both transient behaviour and
the full dynamics to stationary states. We have discussed
three important benchmark cases, and a number of perspec-
tives open up here: Firstly, the framework can be used to
analyse weakly interacting open quantum systems, perturbing
frequently studied free fermionic models to study topology
generated by engineered dissipation [7, 8]. Clearly, notions of
algebraic and exponential dissipation can readily be accessed
[35], as well as glass-like dynamics [47] and kinematic inhibi-
tance, or the interplay between localization by dissipation and
disorder. Furthermore, the method finds immediate applica-
tion in dissipative quantum engineering of entangled many-
body states [48], for instance by merging with optimal control
techniques [49]. It will also be an invaluable tool in exploring
shortcuts to adiabaticity [50] in open-system quantum many-
body settings. Another intriguing enterprise is to further ex-
plore questions of stability of stationary states under local Li-
ouvillian perturbations, in particular without the assumption
of a finite log-Sobolev constant or rapid mixing [51, 52]. It
would be also exciting to explore formulations of our method
in a time-dependent variational principle framework [14, 18].
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APPENDIX
In this appendix we provide some additional details on our
numerical method and prove the trace norm certificate for the
algorithm. In section A we review some definitions well
known facts and relations between different matrix norms.
In section B we we extend the Trotter-Suzuki approximation
for Liouvillian time-evolution with time-constant generators
in terms of the diamond norm from [45] to second order be-
fore we provide additional details on our numerical method
in section C. The full error analysis of our algorithm and the
trace norm certificate are presented in section D.
6A. Notation and simple facts
In order to do make our error bounds precise we need to
find meaningful error measures. The optimal distinguishabil-
ity of observables by single expectation values is the operator
norm ‖ · ‖∞, which coincides with the largest singular value.
The optimal distinguishability of quantum states by single ex-
pectation values is given in terms of the trace-norm defined
by
‖R‖1 := Tr(
√
R†R) . (12)
Similarly, we define the Frobenius norm by
‖R‖2 :=
√
〈R ,R 〉 , (13)
where 〈Q ,R 〉 := Tr(Q†R) denotes the Hilbert-Schmidt in-
ner product. Note that
‖R‖2 ≤ ‖R‖1 ≤
√
rank(R) ‖R‖2 (14)
for any operator R. Importantly, the Frobenius can be defined
in a similar way for all types of tensors and coincides with the
usual vector 2-norm of the vectorized tensors.
A notion of closeness of two quantum state ρ and σ is given
by the fidelity
F(ρ, σ) := Tr
(√√
σρ
√
σ
)
. (15)
Fidelity and trace norm are related as
1− F(ρ, σ) ≤ 1
2
‖ρ− σ‖1 ≤
(
1− F2(ρ, σ))1/2 . (16)
The operational distinguishability of quantum channels is
given by the diamond norm, which is defined by
‖T‖ := sup
n≥1
‖T ⊗ idn‖1→1 (17)
for any linear map T on operators (e.g., a difference of quan-
tum channels), where
‖T‖1→1 := sup‖R‖1=1
‖T (R)‖1 (18)
defines the (1 → 1)-norm and idn denotes the identity chan-
nel acting on an n-dimensional quantum system. In fact, the
supremum over n is attained for idn being the identity act-
ing on a copy of the system T acts on. The (1 → 1)-norm
measures the distinguishability of quantum channels given by
applying the channels to a states and measuring an observable
and optimizing over all states and observables. The diamond
norm measures the distinguishability of quantum channels in
a similar way but where arbitrary ancilla systems are allowed.
Fortunately, the diamond norm can be calculated efficiently
(in the Hilbert space dimension) [53]. Moreover, the diamond
of a arbitrary Liouvillian (5) is bounded as
‖L‖ ≤ 2 ‖H‖∞ + 2
∑
α
‖Lα‖2∞ . (19)
In the end, we would like to have a bound on the fidelity
or trace-norm error of the state we simulate with our algo-
rithm. The algorithm works in a purification vector space,
where our compression steps introduce 2-norm errors. Fortu-
nately, they translate into fidelity or trace-norm errors for the
actual states. For the case without any locality structure, this
is a well-known fact captured by the following lemma. For
sake of completeness, we will also provide a proof.
Lemma 1 (Trace-norm and fidelity bound). Let ρ = XX†
and σ = Y Y † be density operators. Then
‖ρ− σ‖1 ≤
√
2 ‖X − Y ‖2 (20)
and
F(ρ, σ) ≥ 1
2
(
2− ‖X − Y ‖22
)
. (21)
Proof of bound (20). We view X as a purification of ρ and
denote by |X〉〈X| the corresponding density matrix, and sim-
ilarly for the purification Y of σ. In fact, we show a stronger
statement:
‖|X〉〈X| − |Y 〉〈Y |‖1 ≤
√
2 ‖X − Y ‖2 . (22)
σ and ρ are partial traces of |X〉〈X| and |Y 〉〈Y |, respectively.
The proposition then follows from the fact that the trace dis-
tance is non-increasing under partial traces.
To prove Eq. (22) we use the inequality (14), the fact that
the 2-norm comes from the Hilbert-Schmidt inner product, the
normalisations of ρ and σ, and that this normalization implies
‖X‖2 = ‖Y ‖2 = 1 to write
‖|X〉〈X| − |Y 〉〈Y |‖21 ≤ 2 ‖|X〉〈X| − |Y 〉〈Y |‖22 (23)
= 2
(
2− 2 Re Tr(|X〉〈X|† |Y 〉〈Y |))
= 2
(
2− 2| 〈X|Y 〉 |2)
≤ 2 ‖X − Y ‖22 .
This finishes the proof.
Proof of bound (21). Using the decomposition ρ = X†X and
σ = Y †Y and the definition |A| =
√
A†A we obtain
F(ρ, σ) = Tr | (|X| · |Y †|) | ≥ |Tr (X†Y ) | (24)
≥ 1
2
( 〈X ,Y 〉+ 〈Y ,X 〉) ,
where 〈X ,Y 〉 denotes the Hilbert-Schmidt-scalar product of
X and Y . Note that Tr ρ = 1 implies ‖X‖22 = 1. Hence,
inserting into (24) the canonical decomposition of the 2-norm
into overlaps, given by
‖X − Y ‖22 = ‖X‖2 + ‖Y ‖2 − 〈X ,Y 〉 − 〈Y ,X 〉 (25)
completes the proof.
7B. Explicit error bounds for dissipative Trotter-Suzuki
approximations
In this section we derive and discuss error bounds on
Trotter-Suzuki approximations for Markovian dynamics. We
build on the derivation of a first order Trotter-Suzuki approx-
imation from Ref. [45] to prove an error bound also for the
second order. The results in Ref. [45] allow for explicitly time
dependent Liouvillians. But here, we restrict our analysis to
the time-constant case.
Often, error bounds for Trotter-Suzuki approximations only
give the scaling in the time step but not in the system size
[54]. A subtle point in the derivation of such bounds is that
even though quantum channels generated by Liouvillians can
be inverted as linear maps but their inverses are in general no
quantum channels and are not normalized in diamond norm.
The following bound is an important step in the proof of the
main theorem in Ref. [45] and will also help us to establish the
second order Trotter-Suzuki approximation.
Lemma 2 (Part of Theorem 5 in SM of Ref. [45]). Let K and
L be Liouvillians and r ≥ 0. Then
∥∥[erL,K]∥∥ ≤ r er‖L‖ ‖[K,L]‖ . (26)
Proof. Importantly, the diamond norm is sub-multiplicative.
Writing the exponential as a power series, using the triangle
inequality, and supmultiplicativity, it follows that
∥∥e−sL∥∥ ≤
es‖L‖ for all s ≥ 0.
Now, taking the norm of the identity
[e−rL,K] = (e−rLKerL −K) e−rL (27)
=
∫ r
0
du
∂
∂u
(
e−uLKeuL) e−rL
=
∫ r
0
du e−uL[K,L]e−(r−u)L ,
using the triangle inequality, sub-multiplicativity, and bound-
ing the exponentials proves the lemma.
An equation from the proof of Theorem 5 in Ref. [45] for
our setting reads as
et(K+L) − etKetL
=
∫ t
0
∫ r
0
dr du eKteLte−uK[L,K]e−(r−u)Ker(K+L). (28)
This yields a first order Trotter-Suzuki approximation:
Lemma 3 (Dissipative Trotter-Suzuki product formula [45]).
Let K and L be Liouvillians and 0 ≤ t ‖K‖ ≤ 1. Then∥∥∥et(K+L) − etKetL∥∥∥

≤ t2 ‖[K,L]‖ . (29)
Proof. Taking the norm of Eq. (28), applying the triangle in-
equality, and using sub-multiplicativity together with the in-
equality
∥∥erL∥∥ = 1 for r ≥ 0 yields with a := ‖K‖∥∥∥et(K+L) − etKetL∥∥∥

≤ 1− e
at(1− at)
a2
‖[K,L]‖ (30)
Using that 1 + τ + τ2 − eτ ≥ 0 for all τ ≤ 1 with τ = at
finishes the proof.
Now we are ready to go to the next order.
Lemma 4 (Dissipative 2nd oder Trotter-Suzuki product for-
mula). Let K and L be Liouvillians and 0 ≤ t(‖L‖ +‖K‖ /2) ≤ 1. Then∥∥∥et(K+L) − e t2KetLe t2K∥∥∥

≤ t
3
3
‖[K,L]‖
(
‖L‖ +
1
2
‖K‖
)
.
(31)
This lemma provides a new error bound that might be of
independent interest. It remains an open problem to also
find higher order Trotter-Suzuki approximations for Marko-
vian dynamics. The crucial point is, that unlike to unitary
dynamics, one cannot evolve backwards in time and obtain a
completely positive time evolution in general.
Proof. Quantum channels are normalized in diamond norm, hence
∥∥erL∥∥ = 1 for r ≥ 0. From the identity
e−
t
2Ke−tLe−
t
2Ket(K+L) − id =
∫ t
0
ds
∂
∂s
(
e−
s
2Ke−sLe−
s
2Kes(K+L)
)
(32)
= −
∫ t
0
ds e−
s
2K
[
1
2K + L, e−sLe−
s
2K
]
es(K+L)
= −
∫ t
0
ds
∫ s
0
dr e−
s
2K
[
1
2K + L,
∂
∂r
(
e−rLe−
r
2K
)]
es(K+L)
=
∫ t
0
ds
∫ s
0
dr e−
s
2K
[
1
2K + L, e−rL( 12K + L)e−
r
2K
]
es(K+L)
=
∫ t
0
ds
∫ s
0
dr e−
s
2K
(
1
2 [K, e−rL]( 12K + L)e−
r
2K + e−rL( 12K + L)[L, e−
r
2K]
)
es(K+L)
8and using Lemma 2 we conclude that∥∥et(K+L)−e t2KetLe t2K∥∥ (33)
≤
∫ t
0
ds
∫ s
0
dr
∥∥∥e t−s2 K ( 12 [K, e−rL]( 12K + L)e− r2K + e−rL( 12K + L)[L, e− r2K]) es(K+L)∥∥∥
≤
∫ t
0
ds
∫ s
0
dr
∥∥ 1
2 [K, e−rL]( 12K + L)e−
r
2K + e−rL( 12K + L)[L, e−
r
2K]
∥∥

≤
∫ t
0
ds
∫ s
0
dr
(
1
2
∥∥[K, e−rL]∥∥ ( 12 ‖K‖ + ‖L‖)e r2 ‖K‖ + er‖L‖( 12 ‖K‖ + ‖L‖)∥∥[L, e− r2K]∥∥)
≤
(
‖L‖ +
1
2
‖K‖
)∫ t
0
ds
∫ s
0
dr
(r
2
er‖L‖ ‖[K,L]‖ e
r
2 ‖K‖ +
r
2
er‖L‖ ‖[L,K]‖ e
r
2 ‖K‖
)
= a
∫ t
0
ds
∫ s
0
dr r era ‖[K,L]‖
=
2(1− eat) + at(1 + eat)
a2
‖[K,L]‖
where a := ‖L‖ + 12 ‖K‖. The fact that 2(1− eτ ) + τ(1 + eτ ) ≤ τ3/3 for all τ ∈ [0, 1] with τ = at finishes the proof.
Using first order Trotter-Suzuki approximation (Lemma 3) for
the simulation of the dynamics of a spin chain of length N
with m = t/∆t times steps yields a total Trotter-Suzuki error
scaling as
TS-error1 ∈ O
(
a2Nt2/m
)
, (34)
where the local Liouvillian terms are bounded by a, i.e.,
‖Lj,j+1‖ ≤ a. Using the second order Trotter-Suzuki ap-
proximation (Lemma 4) instead, yields (see Eq. (68) below)
TS-error2 ∈ O
(
a3t3N2/m2
)
. (35)
Hence, for a given maximum diamond norm error  > 0, a
number of local unitaries scaling as
m1 = O
(
(a t)2N

)
, (36)
m2 = O
(
(a t)3/2N√

)
(37)
is sufficient for the simulation.
C. Simulation method expanded
In this section we give some more specifics about our al-
gorithm. As described in the main text, locally purified states
are taken as a variational set in the algorithm. In particular,
we make use of the fact that this form can be preserved un-
der the application of nearest-neighbor unitary operators and
local channels. The same is possible if we consider quan-
tum channels acting on neighboring spins once we preprocess
and optimize the distribution of the Kraus indices (see Section
C 1).
In order to discuss the details of our algorithm let us recall
some properties of MPS and MPOs [55] which directly carry
over to our setting. As in the main text, we decompose the
density matrix ρ as ρ = XX† and consider the MPO descrip-
tion of X in terms of a set of local tensors {A[l]}Nl=1. Using
the notation
[n] := {1, 2, . . . , n} , (38)
let us also fix the following convention for the four indices of
the local tensors A[l], namely that we will write
A[l] =
(
A[l],s,rn,m
)
s∈[d],r∈[K],n∈[Dl−1],m∈[Dl]
(39)
for the left bond dimension Dl−1, the Kraus dimension K,
the right bond dimension Dl and the physical dimension d.
The decomposition of a state ρ into local tensors {A[l]} is not
unique, but allows for some gauge-freedom. In addition to the
usual gauge freedom on the bond indices there is an additional
gauge freedom with respect to the Kraus index. This allows
us to use singular value decompositions in order to achieve a
mixed normalized form of the local tensors {A[l]}with respect
to the orthogonality centre l0 such that
∑
s,r,n
A[l],s,rn,m A
[l],s,r
n,m′ = δm,m′ , if l < l0, (40)∑
s,r,m
A[l],s,rn,m A
[l],s,r
n′,m = δn,n′ , if l > l0 . (41)
Next we show how the local tensors {A[l]} transform under
the application of a quantum channel T that acts non-trivially
only on the one lattice site l. We can find local Kraus operators
9Bq = 1⊗B[l]q ⊗ 1 such that
T (ρ) =
k∑
q=1
B[l]q X(BqX)
† (42)
=
(
k∑
q=1
(B[l]q X)⊗ 〈q|
) k∑
q′=1
(B
[l]
q′X)⊗ 〈q′|
†
with k the Kraus rank of channel T . Expanding X and B[l]
we find
k∑
q=1
(B[l]q X)⊗ 〈q| =
=
∑
q,~r,~s
d∑
s¯=1
[X]s1,...,s¯,...sNr1,...,rN B
[l],sl,s¯
q |~s〉〈~r| ⊗ 〈q| . (43)
Using the definition of X , we see that we can absorb the fac-
tors B[l],sl,s¯q 〈q| into the local tensor A[l] and set
A˜[l]m,n =
∑
q,s,s¯,r
A[l],s¯,rm,n B
[l],s,s¯
q |s〉〈r, q| =
∑
s,r′
A˜[l],s,r
′
m,n |s〉〈r′| ,
(44)
by combining the indices q and r into a combined Kraus index
r′, whose dimension K ′ = k · K is the product of the origi-
nal Kraus dimension K in the locally purified tensor network,
and the Kraus rank k of the quantum channel T . This pro-
cedure is sketched in Figure 1(b) (bottom panel), and shows
some similarities with the contraction scheme for projected
entangled pair states discussed in Ref. [26]. Note that the non-
uniqueness of the Kraus-operators decomposition directly im-
plies the aforementioned gauge-freedom of the Kraus index q
(and thus also r′) with respect to the unitary group.
1. Nearest neighbor couplings
Here we discuss in greater detail the scenario of nearest
neighbor Liouvillians
L =
N−1∑
l=1
L[l,l+1] , (45)
where the local Liouvillian terms are written in Lindblad form
as
L[l,l+1] = −i [H [l,l+1], · ] +
∑
j
L
[l,l+1]
j , (46)
and where each Hamiltonian term H [l,l+1] and Lindblad op-
erator L[l,l+1]j acts only on the two neighboring sites l and
l + 1 non-trivially. We split the dynamical map eτL into odd
and even terms using the Trotter-Suzuki approximation from
Lemma 4
eτL = eτLo/2eτLeeτLo/2 +O(τ3) (47)
where
Lo :=
∑
l
L[2l−1,2l] and Le :=
∑
l
L[2l,2l+1]. (48)
By commutativity it trivially holds that eτLo =
⊗
l e
τL[2l−1,2l]
and eτLe =
⊗
l e
τL[2l,2l+1] . With respect to row-wise vector-
ization of operators, the super-operator L[l,l+1] takes the form
L[l,l+1] = −iH [l,l+1] ⊗ 1 + i 1⊗ H¯ [l,l+1]+
+
∑
j
(
L
[l,l+1]
j ⊗ L¯[l,l+1]j −
1
2
(L
[l,l+1]†
j L
[l,l+1]
j )⊗ 1+
−1
2
1⊗ (L[l,l+1]Tj L¯[l,l+1]j )
)
. (49)
The exponential eτL
[l,l+1]
is calculated numerically, then Choi
transformed [56] and finally Cholesky decomposed in order to
obtain its Kraus decomposition into operators
B[l,l+1]q =
(
B[l,l+1]sout,sinq
)
sout,sin∈[d2]
(50)
which satisfies
k∑
q=1
B[l,l+1]q ⊗ B¯[l,l+1]q = eτL
[l,l+1]
(51)
and
∑k
q=1B
[l,l+1]†
q B
[l,l+1]
q = 1 for some Kraus rank k ≤ d4.
A sensitive drawback, with respect to the on-site channel
scenario, is that contracting the two-site Kraus map B[l,l+1]q
into the purification operator X enlarges multiple tensor net-
work links simultaneously (we remind that in the previous
case only one link was enlarged per contraction). This encour-
ages us to identify a clever contraction-compression scheme
which can keep the errors small and the computation efficient.
Namely, in order to allow for a practical contraction of
B
[l,l+1]
q into the tensor A[l] and A[l+1] such that the result
is again a pair of local tensors it is useful to decompose the
Kraus operators according to
B
[l,l+1]s
[l]
out·s[l+1]out ,s[l]in ·s[l+1]in
q =
D′∑
m=1
B
[l]s
[l]
out,s
[l]
in←,q1,m · B[l+1]s
[l+1]
out ,s
[l+1]
in→,q2,m ,
(52)
where s[l]x ∈ [d], the dimension D′ plays the role of a bond
dimension of the channel, and the Kraus rank k has been ar-
bitrarily split between the two sites into k1 and k2 so that
k1 · k2 = k (say q1 ∈ {1, . . . , k1}, q2 ∈ {1, . . . , k2} and
q = k2(q1 − 1) + q2). It is clear that this decomposition is
not unique in many ways. Moreover, besides the application
of a gauge transformation through the D′ bond link, and the
freedom of spliting k into k1 and k2, we can contract an ar-
bitrary unitary matrix U into the Kraus index q of B[l]q . From
a computational point of view it would be preferable to find a
matrix U and a distribution of the Kraus indices such that the
resulting bond dimension D′ is minimal, because in that case
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the growth in bond dimension linking A[l] to A[l+1] would
be minimal. Finding such optimal U poses indeed a difficult
non-linear optimization problem which might not have an ef-
ficient solution. Notice, however, that this decomposition can
be seen as a single preprocessing procedure of the Trotter-
Suzuki steps of the simulation (for a time-independent master
equation). So in this sense it comprises at most a constant
(non-scaling) overhead that we have to invest before starting
our algorithm.
In practice, we perform an iterative, direct search of the
optimized U as follows. Given k1 and k2 so that k1k2 = k,
and a unitary k × k matrix U . We evaluate
C
s
[l]
out,s
[l+1]
out ,s
[l]
in ,s
[l+1]
in
q1,q2 =
k∑
q=1
Uqq1,q2 B
[l,l+1]s
[l]
out,s
[l+1]
out ,s
[l]
in ,s
[l+1]
in
q .
(53)
Then we decompose the tensor C via singular value decom-
position as
C
s
[l]
out,s
[l+1]
out ,s
[l]
in ,s
[l+1]
in
q1,q2 = V
s
[l]
out,s
[l]
in
q1,µ Sµ W¯
s
[l+1]
out ,s
[l+1]
in
q2,µ , (54)
and we calculate the Shannon entropy of the induced discrete
probability measure pµ = S2µ/
∑
µ′ S
2
µ′ . Ultimately, we use
such entropy E as a figure of merit for the direct search, and
try to find the U which minimizes that quantity. To do this, we
apply a Nelder-Mead simplex algorithm, over the space U(k)
of k × k unitary matrices.
D. Error analysis
Our goal in this section is to derive an error bound for the
algorithm presented in the main body of the paper, that in-
cludes the contribution from the Trotter-Suzuki approxima-
tion as well as the contribution from the local compression
steps. Our figure of merit in this context is the fidelity as well
as the trace-norm distance of the evolved state given by the
algorithm in comparison to the state after the full time evolu-
tion. Density operators are positive by definition, so we know
that ρ can be decomposed as ρ = X†X . Hence, our decom-
position of ρ into local tensor A[l] can be seen as choosing a
particular X . Note that bond dimensions of exact local pu-
rifications can grow with the system size for certain density
operators [40]. However, we assume that the initial state of
our simulation already has a locally purified form, which is
fulfilled, e.g., for product states and maximally mixed states.
From Lemma 1 we see that in order to obtain a one-norm
bound for ρ we have to control the 2-norm distance between
two tensors X and Y . To this end let us first define the com-
pression error that introduced by throwing away singular val-
ues.
Definition 5 (Discarded weight). For a local tensor A[l] that
is compressed by discarding singular values with respect to
one of its indices, we define the discarded weight δ of the com-
Figure 5. Compression schemes for Kraus and bond dimension. Note
that for the compression of the Kraus-dimension we can drop the
remaining unitary U due to gauge freedom.
pression as the introduced two norm error
δ :=
( ∑
si discarded
s2i
)1/2
. (55)
Equivalently, the discarded weight is the Frobenius norm
error introduced by discarding the singular values. The fol-
lowing lemma also takes the renormalisation included in a
compression step into account.
Lemma 6 (Discarded weight). LetX be a locally purified de-
scription of a quantum state ρ with local tensors {A[l]} that is
in mixed canonical form with respect to a local tensor A[lcp].
Then, if X˜ denotes the tensor, where A[lcp] is compressed by
a discarded weight δ either with respect to its Kraus or bond
dimensions, we have∥∥X − X˜∥∥2
2
= 2
(
1−
√
1− δ2
)
. (56)
Proof. The compression of X with respect to the local ten-
sor A[lcp] is done via a singular value decomposition V SU†
of A[lcp] with respect to a specific distribution of its tensor
indices depending on whether we compress the bond or the
Kraus dimension (see Fig. 5). The diagonal matrix S contains
the singular values of A[lcp] in decreasing order.
The compression step itself consists of discarding the
L smallest singular values sl of S such that δ =
(
∑n
l=n−L+1 s
2
l )
1/2. This can be done by substituting the di-
agonal matrix S by a matrix S˜ where the last L diagonal en-
tries have been set to zero. In order to renormalize the corre-
sponding full tensor X˜ we use the assumption that X was in
a mixed canonical form with respect to A[lcp], which implies
that
‖X‖ = Tr(X†X) = Tr(S2) . (57)
Since Tr(S˜2) + δ2 = 1 we have to divide S˜ by
√
1− δ2 in
order to ensure ‖X˜‖ = 1. Since X and X˜ are now normal-
ized we just have to compute their Hilbert-Schmidt-overlap in
11
=
Figure 6. Hilbert Schmidt inner product of a locally purified tensor
X with its compression X˜ .
order to determine their 2-norm-distance. However, since all
local tensors A[l] for l 6= lcp are identical for X and X˜ and
both are in mixed canonical form, their scalar product can be
computed directly from S and S˜ via (see also Fig. 6)
〈X ,Y 〉 = Tr(SS˜) =
∑n−L
l=1 s
2
l√
1− δ2 =
√
1− δ2 . (58)
Using again Eq. (25) finishes the proof.
Equipped with these prerequisites we can finally write
down the error bounds for our algorithm in terms of the trace
norm.
Theorem 7 (Trace norm certificate). Let
L =
N−1∑
l=1
L[l,l+1] (59)
be a nearest neighbor Liouvillian on a chain ofN spins, where
the local terms are bounded as
∥∥Ll,l+1∥∥ ≤ b. Moreover, let
ρ = XX† be some initial state with purification operator X .
Denote by ρt := etL(ρ) the exact time evolved state and by
ρ˜t the state evolved according to our algorithm with m times
steps in the second order Trotter-Suzuki approximation and
assume that all discarded weights are bounded by δmax . Then
‖ρt − ρ˜t‖1 ≤ (tb)
3N2
4m2
+ 6(2m+ 1)Nδ . (60)
Before we come to the proof, we briefly discuss the theo-
rem. It provides an upper bound on the error of our simula-
tion scaling polynomially in all parameters. As our simula-
tion is done in purification space, we are able to measure the
error in trace norm, which is the operationally relevant norm
as it provides a uniform error bound for all expectation val-
ues. The most crucial parameter in our error bound is the dis-
carded weight δ. Its value is determined during the runtime of
the simulation. Providing good apriori estimates for δ would
show that Markovian dynamics can be simulated efficiently in
the system size and remains an open research question. This
would, e.g., also show that stationary states of rapidly mix-
ing local Liouvillians [51] can be computed efficiently by our
algorithm.
Of course, the error bound of the theorem is a worst-case
estimate. The bound (65) and the uniform bound on the dis-
carded weights are usually not tight and can be evaluated ex-
plicitly, e.g., during the runtime of the algorithm.
In addition, inequality (16) can be used to obtain the iden-
tical error bound in terms of the fidelity.
Proof of theorem 7. Let ρ be the initial state, t = ∆t/m the
simulation time and consider the local Liouvillian (45) gen-
erating the time evolution with nearest neighbor Liouvillians
L[l,l+1]. The goal is to bound the trace-norm difference be-
tween the exact time evolved state
ρt := e
tL(ρ) (61)
and the output state of our simulation scheme ρ˜t. This is done
in two steps: first we approximate etL with its Trotter-Suzuki
approximation (TTrot∆t )
m and in the second step we approxi-
mate (TTrot∆t )
m(ρ) by the output ρ˜t of our algorithm.
The Trotter-Suzuki approximation is, as in Eq. (47),
TTrot∆t := e
∆tLo/2e∆tLee∆tLo/2, (62)
where Le and Lo are the even and odd Liouvillian terms (48).
Lemma 4 implies that∥∥e∆tL − TTrot∆t ∥∥ ≤ ∆t33 ‖[Lo,Le]‖
(
‖Le‖ +
1
2
‖Lo‖
)
.
(63)
Moreover,
‖Le‖ +
1
2
‖Lo‖ ≤
∑
l
(∥∥L[2l,2l+1]∥∥ + 12∥∥L[2l−1,2l]∥∥
)
≤ 3N
4
b (64)
and
‖[Lo,Le]‖ ≤
N−2∑
l=1
∥∥[L[l,l+1],L[l+1,l+2]]∥∥
≤ 2(N − 2)b2 . (65)
Together, this yields∥∥e∆tL − TTrot∆t ∥∥ ≤ ∆t32 N2b3 . (66)
Note that for any sub-multiplicative norm ‖ · ‖
‖AB − A˜B˜‖ ≤ ‖AB −AB˜‖+ ‖AB˜ − A˜B˜‖
≤ ‖A‖‖B − B˜‖+ ‖A− A˜‖ ‖B‖ . (67)
Next, we use the fact that quantum channels are normalized in
diamond norm and iterate Eq. (67) to obtain∥∥etL − (TTrot∆t )m∥∥ ≤ m∆t34 N2b3
=
(tb)3N2
4m2
. (68)
Now we come to the second step and bound the error due to
the approximation of (TTrot∆t )
m(ρ) with the state ρ˜t obtained
after the compression steps of our algorithm. Note that
(TTrot∆t )
m = e∆tLo/2
(
e∆tLee∆tLo
)m−1
e∆tLee∆tLo/2 ,
(69)
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i.e., 2m + 1 layers e∆tK
(k)
with K(k) ∈ {Le,Lo,Lo/2} and
k ∈ [2m + 1] need to be applied to ρ. In the algorithm, the
initial state ρ = XX† needs to be given in terms of the pu-
rification operator X from Eq. (3). With X˜(0) := X(0) := X
we denote the initial purification operator, by X(k) the up-
dated purification operators, and by X˜(k) the compressed up-
dated purification operators. The corresponding local varia-
tional tensors are denoted by A(k)[l] and A˜(k)[l], respectively
(as in Eq. (3)). In the algorithm, the following is done for
layers k = 1, 2, . . . , 2m + 1: In the k-th step, first X˜(k−1)
is updated by the k-th layer to obtain X(k) and, second, for
l = 1, 2, . . . , N and j = 1, 2, 3 the j-th virtual index of the
local tensor A(k)[l] of X(k) is compressed to A˜(k)[l] by dis-
carding a weight δk,l,j . Due to the triangle inequality the two
norm errors introduced by the discarded weights can at most
sum up. With Lemma 6 this yields,
∥∥X(k)−X˜(k)∥∥
2
≤
N∑
l=1
3∑
j=1
(
2(1−
√
1− δ2k,l,j)
)1/2
. (70)
Now let ρ(k) be the state obtain by applying the first k lay-
ers successively to ρ, so that ρ(2m+1) = (TTrot∆t )
m(ρ), see
Eq. (69). Then, using that
∥∥e∆tK(k)(Y )∥∥
1
≤ ‖Y ‖1 for any
operator Y , the triangle inequality, and Lemma 1, we obtain
that
∥∥ρ(k) −X(k)X(k)†∥∥
1
=
∥∥∥e∆tK(k)(ρ(k−1)) − X˜(k−1)X˜(k−1)†)∥∥∥
1
(71)
≤
∥∥∥ρ(k−1)) − X˜(k−1)X˜(k−1)†∥∥∥
1
≤
∥∥∥ρ(k−1)) −X(k−1)X(k−1)†∥∥∥
1
+
∥∥∥X(k−1)X(k−1)† − X˜(k−1)X˜(k−1)†∥∥∥
1
≤
∥∥∥ρ(k−1)) −X(k−1)X(k−1)†∥∥∥
1
+
√
2
∥∥∥X(k−1) − X˜(k−1)∥∥∥
2
.
Iterating this inequality and using Eq. (70) yields
∥∥∥(TTrot∆t )m(ρ)−X(2m+1)X(2m+1)†∥∥∥
1
≤ 2
2m+1∑
k=1
N∑
l=1
3∑
j=1
(
(1−
√
1− δ2k,l,j)
)1/2
, . (72)
We use the bound δk,l,j ≤ δmax , the triangle inequality, Eq. (68), and that ((1−
√
1− δ2))1/2 ≤ δ for δ ∈ [0, 1] to obtain∥∥∥etL(ρ)−X(2m+1)X(2m+1)†∥∥∥
1
≤ (tb)
3N2
4m2
+ 6(2m+ 1)N
(
(1−
√
1− δ2)
)1/2
≤ (tb)
3N2
4m2
+ 6(2m+ 1)Nδ . (73)
E. Prospects for the simulation of two-dimensional open
systems
Our ansatz class of locally purified states generalizes to two
spatial dimensions in a similar way as MPS are generalized
by PEPS by introducing additional bond indices for the ad-
ditional neighbors, see Fig. 7. The second order dissipative
Trotter-Suzuki approximation and the update steps based on
the local Kraus operators of the local channels also directly
generalize to higher dimensions. For the most natural case of
a nearest-neighbor model with two body interactions in two
spatial dimensions, this procedure would require four Trotter-
Suzuki layers to implement.
For the compression steps, the canonical representation is
needed. As the 2D version of our tensor network states ansatz
class is a direct generalization of PEPS, it also suffers from
the same numerical issues, such as exact contractions being
#P-hard in the worst case [57]. However, in a similar way
as promising numerical simulations are done with PEPS, we
expect the 2D generalization of our simulations to lead to
promising simulations. The generalization of such approxi-
mate sweeping methods seems straight-forward for the bond
indices of the local tensors. However, the translation to Kraus-
dimensions seems less obvious, but might still be possible via
singular value decomposition.
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Figure 7. The tensor networks of positive PEPO (projected entan-
gled pair operators) to capture two-dimensional dissipative quantum
systems. The small image on the right hand side represents a sin-
gle local purification, depicting both the edges taking the bond and
Kraus dimensions.
