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Abstract
In this work, we will consider the study of the FitzHugh-Nagumo system, a simplifi-
cation of the well-known Hodgkin-Huxley model of spike generation of neurons. We will
study the FitzHugh-Nagumo system from the point of view of dynamical systems and
bifurcation theory. In particular, we will focus, among others, in the Hopf bifurcation and
the associated canard explosion.
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Introduccio´n
Este trabajo viene motivado por el conocimiento de la actividad neuronal. Las neuronas
esta´n continuamente recibiendo y transmitiendo impulsos nerviosos ele´ctricos entre ellas.
Estas sen˜ales a menudo permanecen pasivas en la neurona hasta que la estimulacio´n total
alcanza cierto umbral y la neurona reacciona a dicha estimulacio´n. Este concepto es lo
que se conoce como sinapsis.
En los an˜os 50 se hicieron grandes progresos con el fin de comprender los sucesos invo-
lucrados en la actividad y comunicacio´n entre neuronas. A nivel microsco´pico, el modelo
ma´s relevante es el conocido modelo de Hodgkin-Huxley (H-H) (Alan Lloyd Hodgkin y
Andrew Fielding Huxley (1952), [5]), por el cual se les concedio´ a sus autores el premio
nobel de medicina en 1963. Este modelo describe co´mo se inician y transmiten los poten-
ciales de accio´n en las neuronas. El sistema consiste en un conjunto de cuatro ecuaciones
diferenciales ordinarias no lineales que aproxima las caracter´ısticas ele´ctricas de ce´lulas
excitables, como las neuronas.
El ana´lisis matema´tico del sistema de HH es complejo, por lo que a lo largo de los
an˜os han surgido numerosas simplificaciones del modelo original, que capturan parte de
la dina´mica del sistema. Entre dichos modelos simplificados, cabe destacar el modelo de
FitzHugh-Nagumo (FH-N), [7], desarrollado independientemente por R. FitzHugh (1961)
y J. Nagumo (1962), el cual mantiene las caracter´ısticas esenciales del sistema completo.
Este modelo, que estudiaremos en el Cap´ıtulo 4 esta´ basado en la ecuacio´n de Van der
Pol, y es un modelo que exhibe, para distintos valores del para´metro I, representando
un est´ımulo externo, dos tipos de comportamiento que son importantes en sistemas neu-
ronales, y en otros sistemas biolo´gicos: la excitabilidad y los ciclos l´ımite globalmente
estables.
Para el ana´lisis del modelo FH-N, es necesario recordar ciertos conceptos ba´sicos de
las ecuaciones diferenciales, as´ı como, aprender herramientas de la teor´ıa de bifurcacio-
nes de los sistemas dina´micos. En particular, el trabajo se divide en cuatro cap´ıtulos. En
el Cap´ıtulo 1, enunciaremos algunos conceptos ba´sicos sobre la geometr´ıa de soluciones
de las ecuaciones diferenciables ordinarias n dimensionales. Adema´s, introduciremos los
conceptos y las herramientas necesarias para el esbozo del retrato de fases de un sistema
auto´nomo. El estudio que haremos en el Cap´ıtulo 2, es un estudio sobre la naturaleza de
los equilibrios de sistemas lineales planos a partir de la matriz de coeficientes del siste-
ma. Finalizaremos enunciando el Teorema de Grobman-Hartman sobre la equivalencia de
flujos de sistemas en un entorno de puntos de equilibrio hiperbo´licos. El Cap´ıtulo 3, esta´
dedicado al estudio del ana´lisis y la estabilidad de o´rbitas perio´dicas y de la teor´ıa de bifur-
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caciones, tanto en dimensio´n uno como en dimensio´n dos. Mostraremos las bifurcaciones
ma´s usuales en dimensio´n uno, las cuales, a continuacio´n, extenderemos a dimensio´n dos.
Para finalizar, estudiaremos el modelo de FH-N basado en la ecuacio´n de Van der Pol,
donde hablaremos de la existencia y estabilidad de o´rbitas perio´dicas y analizaremos la
existencia de diferentes tipos de bifurcacio´n en funcio´n de los diferentes para´metros que el
sistema de FH-N presenta [2]. En particular, nos centraremos en la bifurcacio´n silla-nodo,
en la bifurcacio´n de Hopf y en la explosio´n canard asociada a la misma.
Cap´ıtulo 1
Conceptos Ba´sicos
En este cap´ıtulo expondremos algunos conceptos ba´sicos sobre la geometr´ıa de las
soluciones de las ecuaciones diferenciables ordinarias n dimensionales. Para su realiza-
cio´n, hemos consultado la referencia [4]. Despue´s de una breve introducio´n de la notacio´n
que usaremos a lo largo de este trabajo, enunciaremos el teorema de existencia y unici-
dad de solucio´n. Adema´s, definiremos algunos conceptos como campo vectorial, punto de
equilibrio, estabilidad, o´rbita y conjunto l´ımite que nos facilitara´n el ana´lisis cualitativo.
1.1. Existencia y Unicidad
Sea I un intervalo abierto de R y sea
x : I −→ Rn
t 7−→ (x1(t), ..., xn(t))
una funcio´n diferenciable real de una variable real t. Usaremos la notacio´n x′ para denotar
la derivada dx/dt, siendo t el tiempo o la variable independiente. Adema´s, sea
f : Rn −→ Rn
(x1, ..., xn) 7−→

f1(x1, ..., xn)
...
fn(x1, ..., xn)
n funciones vectoriales dadas. Consideraremos las equaciones diferenciales de la forma
x′1 = f1(x1, ..., xn),
...
x′n = fn(x1, ..., xn),
(1.1)
donde xi, i = 1, .., n, es una funcio´n que depende de t. El sistema (1.1) se denomina
sistema de ecuaciones diferenciales auto´nomas n-dimensional.
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Empecemos nuestro estudio del sistema (1.1) desarrollando una notacio´n ba´sica. Pa-
ra ello, sera´ conveniente usar negrita para denotar cantidades vectoriales. Por tanto, si
denotamos por x = (x1, x2, ..., xn), x
′ = (x′1, x
′
2, ..., x
′
n) y f = (f1, f2, ..., fn), entonces el
sistema (1.1) lo podemos escribir como
x′ = f(x). (1.2)
Diremos que la funcio´n x es solucio´n del sistema (1.2) en el intervalo I si x′(t) = f(x(t)),
∀t ∈ I.
A menudo estaremos interesados en una solucio´n particular del sistema (1.2) que en
el momento inicial t0 ∈ I toma el valor x0. As´ı, estudiaremos x satisfaciendo{
x′ = f(x),
x(t0) = x0.
(1.3)
El problema (1.3) se denomina problema de valor inicial y cualquiera de sus soluciones
se llama solucio´n que pasa por x0 en t0.
Nuestro objetivo es entender, tanto como sea posible, el comportamiento cualitativo
de las soluciones de las ecuaciones diferenciales sin el conocimiento de una fo´rmula expl´ıci-
ta de las soluciones. Para ello, se necesitan ciertas condiciones de la funcio´n f que nos
garanticen la existencia y unicidad de las soluciones del problema de valor inicial.
Denotaremos por C0(Rn,Rn) al conjunto de funciones continuas de f : Rn −→ Rn
y C1(Rn,Rn) el conjunto de funciones diferenciables cuya primera derivada es continua.
Ana´logamente, usaremos Cm(Rn,Rn) para denotar las funciones con derivada de orden
m continua. Si el dominio de las funciones es un subconjunto U de Rn, entonces usaremos
la notacio´n C0(U,Rn).
Para enfatizar la dependencia de una solucio´n de x(t) del problema (1.3) que pasa por
x0 en t0 = 0, usaremos la notacio´n ϕ(t,x0) para dicha solucio´n. En otras palabras,{
ϕ(t,x0) = x(t),
ϕ(0,x0) = x0.
Definicio´n 1.1.1. La norma en Rn es una funcio´n
‖ ‖ : Rn −→ R
x 7−→ ‖x‖
que satisface las siguientes propiedades para cualquier vector x, x1 y x2 en Rn, y cualquier
escalar a ∈ R:
1. ‖x‖ ≥ 0 y ‖x‖ = 0 si y so´lo si x = 0;
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2. ‖x1 + x2‖ ≤ ‖x1‖+ ‖x2‖ (desigualdad triangular);
3. ‖ax‖ = |a|‖x‖.
Para la norma ‖ ‖ dada, definimos la distancia entre dos vectores x1 y x2 como
‖x1 − x2‖. La norma Eucl´ıdea (longitud) de un vector x la definimos como
‖x‖ =
√
x21 + x
2
2 + ...+ x
2
n.
A veces,podr´ıa ser ma´s conveniente usar otras normas u otras distancias. Por ejemplo,
la norma del ma´ximo definida por
‖x‖ma´x = ma´x(|x1|, |x2|, ..., |xn|).
La norma del ma´ximo y la norma Eucl´ıdea son consideradas equivalentes porque para
cualquier x ∈ Rn tenemos
‖x‖ma´x ≤ ‖x‖ ≤
√
n‖x‖ma´x.
Una implicacio´n geome´trica de sus equivalencias es que un “c´ırculo” centrado en el
origen en una de las normas puede estar inscrito entre dos “c´ırculos” en la otra norma, y
viceversa. Su representacio´n gra´fica se puede ver en la Figura 1.1:
-2 -1 1 2
-2
-1
1
2
Figura 1.1: Equivalencia entre la norma Eucl´ıdea y la norma del ma´ximo.
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Teorema 1.1.1. (Existencia y Unicidad de Solucio´n)
1. Si f ∈ C0(Rn,Rn), entonces, para cualquier x0 ∈ Rn, existe un intervalo (posi-
blemente infinito) Ix0 ≡ (αx0 , βx0) conteniendo t0 = 0 y la solucio´n ϕ(t,x0) del
problema de valor inicial
x′ = f(x), x(0) = x0,
definida ∀t ∈ Ix0, satisfaciendo la condicio´n inicial ϕ(0,x0) = x0.
Adema´s, si αx0 es finito, entonces
l´ım
t→α+x0
|ϕ(t, x0)| = +∞,
o, si βx0 es finito, entonces
l´ım
t→β−x0
|ϕ(t, x0)| = +∞.
2. Si, adema´s, f ∈ C1(Rn,Rn), entonces ϕ(t,x0) es u´nico en Ix0 y ϕ(t,x0) es continua
en (t,x0) junto con su primera derivada parcial, esto es, ϕ(t,x0) es una funcio´n de
C1.
Denominaremos ma´ximo intervalo de existencia al mayor intervalo posible Ix0 en el
apartado 1 del teorema anterior.
En aplicaciones, la funcio´n f puede no estar definida en todo Rn. Una situacio´n comu´n
es aquella en la que f ∈ Cn(U,Rn), donde U es un subconjunto abierto de Rn. En este
caso, las conclusiones del teorema anterior son las mismas a excepcio´n de los puntos l´ımite
de ϕ(t,x0) cuando t→ α+x0 (o t→ β−x0) que pertenecer´ıan a U .
1.2. Geometr´ıa de Flujos
En esta seccio´n, en primer lugar, reconsideraremos el sistema (1.2) y su flujo ϕ(t,x0)
desde el punto de vista geome´trico. A continuacio´n, introduciremos el concepto de punto
de equilibrio y enunciaremos varios teoremas que determinan el flujo cerca del punto de
equilibrio. Para finalizar, definiremos los conceptos de o´rbita, punto l´ımite y explicaremos
co´mo esbozar un retrato de fases.
1.2.1. El Flujo de un Sistema Auto´nomo
El sistema x′ = f(x) puede interpretarse como un campo vectorial, y sus soluciones
son curvas llamadas curvas integrales de f que son tangentes a este campo vectorial en
cada punto de sus trayectorias.
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Sea f una funcio´n de C1 dada, el Teorema 1.1.1 implica que todas las soluciones
particulares de x′ = f(x) pueden estar representadas por ϕ(t,x0), visto como una funcio´n
de n variables, donde t ∈ Ix0 y x0 ∈ Rn. De este modo, ϕ(t,x0) es lo que se conoce como
flujo de x′ = f(x).
Si f es una funcio´n de C1, entonces, para cada t, el flujo ϕ(t,x0) da lugar a una apli-
cacio´n de Rn en s´ı mismo dada por x0 7→ ϕ(t,x0).
A continuacio´n, enunciaremos algunas propiedades importantes de las aplicaciones:
Propiedades 1.2.1. Dada una aplicacio´n en Rn.
1. ϕ(0,x0)= x0,
2. ϕ(t+ s,x0) = ϕ(t, ϕ(s,x0)) para cada t y s cuando la aplicacio´n esta´ definida,
3. ϕ(t,x0) es una aplicacio´n C
1 para cada t cuya inversa es C1 y viene dada por
ϕ(−t,x0).
Una aplicacio´n de Rn en s´ı misma satisfaciendo estas tres propiedades se denomina
sistema dina´mico C1 en Rn.
En conclusio´n, el flujo de un sistema de ecuaciones diferenciales auto´nomas da lugar
a un sistema dina´mico en Rn.
Ahora, reconsideremos el sistema x′ = f(x) y su flujo ϕ(t,x0) desde el punto de vista
geome´trico. En cada punto del plano-(t,x) donde f(x) esta´ definida, la parte derecha
del sistema (1.1) nos da el valor de la derivada dx/dt, la cual puede considerarse como
la pendiente de un segmento de recta pasando por el punto. La coleccio´n de todos los
segmentos de recta se denomina campo de direcciones del sistema (1.1). El gra´fico de una
solucio´n del sistema (1.3) que pasa por x0 se denomina trayectoria a trave´s de x0. La
trayectoria en espiral del oscilador armo´nico lineal{
x′1 = x2,
x′2 = −x1,
(1.4)
se muestra en la Figura 1.1.
En otras palabras, el subconjunto del plano-(t,x) definido por {(t, ϕ(t,x0)) : t ∈ Ix0}.
La trayectoria es tangente a los segmentos de recta del campo de direcciones en cada punto
del plano por el que pasa. Dado que f(x) no depende de t, en cualquier recta paralela del
eje t todos los segmentos del campo de direcciones tienen la misma pendiente. Por tanto,
podemos considerar la proyeccio´n sobre (x1, x2, ..., xn) del campo de direcciones y de las
trayectorias del sistema (1.1). A cada punto x donde f(x) esta´ definida, podemos asociar
el vector desde x a x + f(x). La coleccio´n de dichos vectores se denomina campo vectorial
f .
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a)
b)
c)
x1(t)
x2(t)
Figura 1.2: (a) trayectoria en el espacio tridimensional (t, x1, x2); (b) o´rbita circular re-
sultante de proyectar la trayectoria de la he´lice en el plano (x1, x2); (c) representacio´n de
x1(t) y x2(t) en funcio´n de t.
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1.2.2. Puntos de Equilibrio y Estabilidad
Definicio´n 1.2.1. Un punto x¯ se denomina punto de equilibrio o punto cr´ıtico de x′ =
f(x) si f(x¯) = 0.
Definicio´n 1.2.2. Un punto de equilibrio x¯ del sistema (1.1) se dice estable si dado  > 0,
existe un δ > 0 tal que, para cualquier x0 con ‖x0−x¯‖< δ, la solucio´n ϕ(t,x0) del sistema
(1.1) a trave´s de x0 en t = 0 satisface la desigualdad ‖ϕ(t,x0)− x¯‖< , ∀t ≥ 0. El punto
de equilibrio x¯ es inestable si no es estable.
Definicio´n 1.2.3. Un punto de equilibrio x¯ se dice que es asinto´ticamente estable si es
estable y, adema´s, si existe r > 0 tal que ‖ϕ(t,x0) − x¯‖→ 0 cuando t → +∞ para todo
x0 satisfaciendo ‖x0 − x¯‖< r.
En el siguiente teorema, estudiaremos la estabilidad de los puntos de equilibrios de los
sistemas lineales, siendo A la matriz de coeficientes del sistema.
Teorema 1.2.1. Si todos los autovalores de la matriz de coeficientes A en el sistema lineal
x′ = Ax tienen parte real negativa, entonces el punto de equilibrio x¯ = 0 es asinto´tica-
mente estable. Adema´s, existen constantes positivas K y α tales que
‖eAtx0‖ ≤ Ke−αt‖x0‖, ∀t ≥ 0,x0 ∈ Rn.
Si uno de los autovalores de la matriz de coficientes A tiene parte real positiva, en-
tonces el punto de equilibrio x¯ = 0 es inestable.
El tipo de estabilidad de un punto de equilibrio es una propiedad local. Por consi-
guiente, es de esperar que bajo ciertas condiciones el tipo de estabilidad de x¯ se pueda
aproximar por el campo vectorial f con sus derivadas, el cual es un campo vectorial lineal.
Para ello, supongamos f = (f1, f2, ..., fn) una funcio´n de C
1 y sea
Df(x) =

∂f1
∂x1
(x)
∂f1
∂x2
(x) ...
∂f1
∂xn
(x)
∂f2
∂x1
(x)
∂f2
∂x2
(x) ...
∂f2
∂xn
(x)
...
...
. . .
...
∂fn
∂x1
(x)
∂fn
∂x2
(x) ...
∂fn
∂xn
(x)

la matriz Jacobiana de f en el punto x.
Definicio´n 1.2.4. Si x¯ es un punto de equilibrio de x′ = f(x), entonces la ecuacio´n
diferencial lineal
x′ = Df(x¯)x
se denomina ecuacio´n lineal variacional o la linealizacio´n del campo vectorial f en el punto
de equilibrio x¯.
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Teorema 1.2.2. Sea f una funcio´n de C1. Si todos los autovalores de la matriz Jaco-
biana Df(x¯) tienen parte real negativa, entonces el punto de equilibrio x¯ de la ecuacio´n
diferencial x′ = f(x) es asinto´ticamente estable.
Teorema 1.2.3. Sea f una funcio´n de C1. Si al menos uno de los autovalores de la
matriz Jacobiana Df(x¯) tienen parte real positiva, entonces el punto de equilibrio x¯ de la
ecuacio´n diferencial x′ = f(x) es inestable.
1.2.3. O´rbitas
Definicio´n 1.2.5. Se definen la o´rbita positiva de un punto x0 como
γ+(x0) =
⋃
t∈[0,βx0 )
ϕ(t,x0),
la o´rbita negativa de x0 como
γ−(x0) =
⋃
t∈(αx0 ,0]
ϕ(t,x0),
y la o´rbita de x0 como
γ(x0) = γ
+(x0) ∪ γ−(x0) =
⋃
t∈(αx0 ,βx0 )
ϕ(t,x0).
La velocidad de una o´rbita γ(x0) en el punto x0 viene dada por el campo vectorial en
ese punto.
Por tanto, en un sistema de ecuaciones diferenciales, la coleccio´n de todas las o´rbitas
junto con las sus direcciones es lo que se denomina retrato de fase del sistema.
El concepto de conjunto de puntos l´ımite de una o´rbita en un sistema de ecuaciones
diferenciales viene dado por la siguiente definicio´n.
Definicio´n 1.2.6. Dada una o´rbita γ, diremos que
Un punto y es un punto ω-l´ımite de la o´rbita γ(x0) si existe una sucesio´n de tiempos
tj → βx0 tal que l´ım
j→∞
ϕ(tj,x0) = y.
Esto es, y es un punto ω-l´ımite de la o´rbita γ(x0) si, para cualquier ε > 0 existen
t(ε) cercanos a βx0 tales que ‖y− ϕ(t(ε),x0)‖ < ε. El conjunto de todos los puntos
ω-l´ımite de la o´rbita γ(x0) se denomina conjunto ω-l´ımite de la o´rbita γ(x0) y se
denota por ω(x0).
Una definicio´n equivalente de ω(x0) la cual geome´tricamente es ma´s sencilla de
entender es
ω(x0) =
⋂
τ≥0
γ+(ϕ(τ,x0)).
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Un punto y es un punto α-l´ımite de la o´rbita γ(x0) si existe una sucesio´n de tiempos
tj → αx0 tal que l´ım
j→∞
ϕ(tj,x0) = y.
El conjunto de todos los puntos α-l´ımite de la o´rbita γ(x0) se denomina conjunto
α-l´ımite de la o´rbita γ(x0) y se denota por α(x0).
Una definicio´n geome´trica equivalente de α(x0) es
α(x0) =
⋂
τ≤0
γ−(ϕ(τ,x0)).
1.2.4. Retrato de fases
Sea x′ = f(x) un sistema auto´nomo. En nuestro sistema, x es un punto en el plano de
fases y x′ representa la velocidad del vector en ese punto. Fluyendo a lo largo del campo
vectorial, un punto de fase genera una solucio´n x(t), que corresponde a la trayectoria a
trave´s del plano de fases. Adema´s, todo el plano de fases esta´ lleno de trayectorias, ya que
cada punto puede desempen˜ar el papel de una condicio´n inicial.
Para sistemas no lineales, normalmente no hay esperanza de encontrar las trayecto-
rias anal´ıticamente. Incluso cuando hay fo´rmulas expl´ıcitas disponibles, a menudo son
demasiado complicadas para proporcionar mucha informacio´n. En cambio, trataremos de
determinar el comportamiento cualitativo de las soluciones. Nuestro objetivo es encontrar
el retrato de fases del sistema directamente a partir de las propiedades de f(x).
A veces, tambie´n nos interesara´n los aspectos cuantitativos del retrato de fases. Para
la simulacio´n nume´rica de las soluciones, usaremos el me´todo de Runge Kutta.
Cuando queremos obtener el retrato de fases de un sistema x′ = f(x), en primer lugar
obtenemos los puntos de equilibrio, x¯, resolviendo x′ = 0. Una vez hecho esto, estudiamos
la estabilidad de cada uno de los puntos de equilibrio obtenidos y trazamos el campo de
direcciones usando pequen˜as flechas para indicar la direccio´n local del flujo.
Una idea muy u´til para dibujar y analizar los campos de direcciones, es representar lo
que denominaremos nulclinas e isoclinas.
Definimos el concepto de isoclina como el conjunto de puntos en el campo de direccio-
nes para el cual hay una constante c tal que dx/dt = c en dichos puntos. Geome´tricamente,
las flechas del campo de direcciones en los puntos de las isoclinas tienen todos la misma
pendiente. Algebraicamente, las isoclinas son aquellas que verifican que f(x) = c para c
constante.
Un caso particular de isoclina es lo que denominaremos nulclina que se define como
el conjunto de puntos en el campo de direcciones que verifican que dx/dt = 0. Geome´tri-
camente, estos son los puntos donde los vectores son horizontales o verticales. Algebrai-
camente, las nulclinas son las funciones que obtenemos resolviendo f(x) = 0.
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Cap´ıtulo 2
Sistemas Lineales Planos
En este cap´ıtulo, hablaremos de una clase especial de sistemas auto´nomos planos
donde el campo vectorial viene dado por una aplicacio´n lineal. Para su elaboracio´n,hemos
utilizado las referencias [4] y [8]. Usando ciertas propiedades de la solucio´n de los sistemas
lineales, podremos calcular el flujo de los sistemas expl´ıcitos y obtener su retrato de
fases. Una vez obtenidas las soluciones expl´ıcitas, centraremos nuestra atencio´n en la
clasificacio´n de los sistemas.
2.1. Propiedades de solucio´n de los sistemas lineales
En esta seccio´n estudiaremos los sistemas auto´nomos planos x′ = f(x) en el caso
en el que el campo de vectores f : R2 −→ R2 viene dado por una aplicacio´n lineal.
Consideraremos sistemas de la forma{
x′1 = a11x1 + a12x2,
x′2 = a21x1 + a22x2,
(2.1)
donde cada aij es un nu´mero real. Si denotamos por
x =
(
x1
x2
)
, A =
(
a11 a12
a21 a22
)
,
entonces el sistema (2.1) puede escribirse de manera equivalente con la notacio´n vectorial
x′ = Ax (2.2)
denominado sistema lineal auto´nomo homoge´neo o simplemente sistema lineal.
Lema 2.1.1. Las soluciones del sistema lineal x′ = Ax esta´n definidas para todo t ∈ R.
Definicio´n 2.1.1. Dos soluciones x1(t) y x2(t) de la Eq.(2.2) se dicen que son linealmente
independientes si, para cada t ∈ R, la relacio´n c1x1(t) + c2x2(t) = 0 implica que c1 = 0 y
c2 = 0.
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La independencia lineal de x1(t) y x2(t) es equivalente a:
det(x1(t)|x2(t)) 6= 0, ∀t ∈ R.
Definicio´n 2.1.2. Si x1(t) y x2(t) son dos soluciones del sistema (2.2), entonces la
matriz, 2× 2, X(t) = (x1(t)|x2(t)) se denomina matriz de soluciones. Si adema´s, X(t) 6=
0, ∀t ∈ R, entonces X(t) se denomina matriz fundamental de soluciones del sistema
(2.2). Una matriz fundamental de soluciones satisfaciendo X(0) = I, donde I es la matriz
identidad 2× 2, se denomina matriz principal de soluciones.
Lema 2.1.2. Propiedades de las soluciones fundamentales:
1. Si X(t) es una matriz de soluciones del sistema (2.2) con det(X(0)) 6= 0, entonces
det(X(t)) 6= 0 ∀t ∈ R, esto es, X(t) es una solucio´n fundamental del sistema (2.2).
2. Si X(t) es una matriz fundamental de soluciones, entonces la solucio´n del sistema
(2.2) satisfaciendo la condicio´n inicial x(0) = x0 viene dada por
ϕ(t,x0) = X(t)[X(0)]−1x0. (2.3)
El flujo de la ecuacio´n diferencial escalar lineal x′ = ax viene dada por la funcio´n
exponencial ϕ(t, x0) = e
atx0. Para obtener una fo´rmula ana´loga del flujo de sistemas
lineales planos introducimos la notacio´n
eAt ≡ X(t)[X(0)]−1, (2.4)
donde X(t) es la matriz fundamental de soluciones definida anteriormente.
Entonces la Eq.(2.3) para el flujo de la Eq.(2.2) se puede escribir como la matriz
exponencial
ϕ(t,x0) = eAtx0, (2.5)
donde eAt es la matriz de solucio´n principal y eA0 = I, siendo I la matriz identidad.
2.2. Reduccio´n a forma cano´nica
Sea P una matriz invertible 2 × 2 y consideremos las nuevas variables dadas por
x = Py, o equivalentemente, y = P−1x. Entonces, en las nuevas coordenadas, el sistema
lineal x′ = Ax se convierte en
y′ = P−1APy. (2.6)
Tambie´n es fa´cil determinar el flujo con las nuevas coordenadas usando la Eq. (2.5):
x(t) = Py(t) = PeP
−1APty0 = (PeP
−1APtP−1)x0,
y entonces
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eAt = PeP
−1APtP−1.
Multiplicando por P−1 por la izquierda y por P por la derecha, obtenemos
eP
−1APt = P−1eAtP.
Definicio´n 2.2.1. Un nu´mero (real o complejo) λ se denomina autovalor de la matriz A
si existe un vector no nulo (real o complejo) v tal que
Av = λv.
El vector v se denomina autovector de A del autovalor λ.
No´tese que en la definicio´n anterior, se requiere que el sistema lineal
(A− λI)v = 0,
sea homoge´neo con solucio´n no nula. Esto es equivalente, por el teorema de Rouche´-
Frobenius, a que
det(A− λI) = 0. (2.7)
Por tanto, los autovalores de A son las ra´ıces de este polinomio cuadra´tico en λ. El
polinomio cuadra´tico en la Eq.(2.7) se denomina polinomio caracter´ıstico de A.
Nota 2.2.1. Si calculamos el polinomio caracter´ıstico (2.7) obtendremos una expresio´n
del tipo
λ2 − τλ+ ∆ = 0,
donde
τ = traza(A) = a11 + a22,
∆ = det(A) = a11a22 − a12a21.
Entonces
λ1 =
τ +
√
τ 2 − 4∆
2
; λ2 =
τ −√τ 2 − 4∆
2
,
son soluciones de la Eq.(2.7). En otras palabras, los autovalores dependen de la traza y
del determinante de la matriz A.
Consideraremos la forma normal de Jordan como
P−1AP = J,
donde J es una de las tres matrices de Jordan siguientes:
(i)
(
λ1 0
0 λ2
)
(ii)
(
λ 1
0 λ
)
(iii)
(
α β
−β α
)
,
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siendo P la matriz definida anteriormente y λ, λ1, λ2, α y β 6= 0 son nu´meros reales.
La primera forma corresponde al caso en que los autovalores λ1 y λ2 son reales y
distintos, la segunda corresponde al caso en que los autovalores son reales e iguales, y
la tercera corresponde al caso de autovalores complejos λ1,2 = α ± iβ. En el caso de
autovalores reales, hay que separar el caso en que al menos uno de los autovalores es
cero. En este caso, el origen no es un punto de equilibrio aislado y el comportamiento
cualitativo del sistema es distinto de los otros casos.
2.3. Clasificacio´n de los puntos cr´ıticos
En el caso de los sistemas auto´nomos lineales, la naturaleza y estabilidad de los puntos
cr´ıticos quedan caracterizados por los autovalores de la matriz de coeficientes del sistema.
Consideremos el sistema auto´nomo lineal (2.1), para el que (0, 0) es su u´nico punto cr´ıtico.
Esto equivale a que la matriz
A =
(
a11 a12
a21 a22
)
del sistema tenga determinante no nulo, y por ello que los autovalores λ1, λ2 sean diferentes
de cero. En funcio´n del comportamiento de las trayectorias en relacio´n con el punto cr´ıtico
aislado (0, 0), el punto cr´ıtico se denominara´: nodo, punto de silla, centro, o foco.
1. El punto cr´ıtico es un nodo
Este caso se presenta cuando los autovalores λ1, λ2 ∈ R, y adema´s se tiene que
sgn λ1 = sgn λ2.
Diremos que un nodo es estable si λ2 < λ1 < 0. Las trayectorias en el plano de fase
son para´bolas que se hacen tangentes al autovector lento (correspondiente al mayor
autovalor) cuando se acercan al origen, y paralelas al autovector ra´pido (correspon-
diente al menor autovalor) lejos del origen.
Si por el contrario tenemos que λ2 > λ1 > 0, diremos que es un nodo inestable. Las
trayectorias en el plano de fase son para´bolas con formas similares a la del nodo
estable pero con sentido invertido.
Se denominara´ nodo impropio cuando el autovalor λ es doble. Diremos que el
nodo impropio es estable si λ < 0. En caso contrario diremos que es inestable.
En la Figura 2.1, representamos el plano de fases del sistema{
x′1 = −x1,
x′2 = −4x2,
cuyo u´nico equilibrio, el origen, que corresponde a un nodo estable.
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Figura 2.1: Nodo estable.
2. El punto cr´ıtico es un punto de silla
Este caso se presenta cuando los autovalores λ1, λ2 ∈ R, y adema´s se tiene que
sgn λ1 6= sgn λ2.
Cuando t → +∞, nos encontramos con dos trayectorias rectas que se acercan al
origen y otras dos trayectorias rectas que se separan del origen; como se muestra en
la Figura 2.2. Esto nos permite concluir, que todo punto de silla es inestable.
-4 -3 -2 -1 0 1 2 3 4
-4
-3
-2
-1
0
1
2
3
4
Figura 2.2: Punto de silla.
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3. El punto cr´ıtico es un centro
Este caso se presenta cuando los autovalores son imaginarios puros. Las trayectorias
son curvas cerradas que rodean al origen, que en general tienen forma de elipses, de
modo que ninguna trayectoria tiende a e´l cuando t→ +∞ o t→ −∞; ve´ase la Fi-
gura 2.3. Por ello, se dice el punto cr´ıtico es estable, pero no asinto´ticamente estable.
-20 -15 -10 -5 0 5 10 15 20
-20
-15
-10
-5
0
5
10
15
20
Figura 2.3: Centro.
4. El punto cr´ıtico es un foco
Este caso se presenta cuando los autovalores son complejos conjugados y tienen par-
te real no nula. Esto es, λ = a± bi con a, b 6= 0.
Si a < 0 la exponencial decreciente obliga a las orbitas a cerrarse en espiral cuando
t→ +∞ hacia el origen, que se llama foco estable.
Si a > 0 las espirales corresponden a soluciones que se alejan del punto cr´ıtico que
es un foco inestable.
En la siguiente figura, representamos el plano de fases del sistema{
x′1 = x1 + 3x2,
x′2 = −5x1 + 2x2,
cuyos equilibrio es el origen y sus autovalores son λ1,2 =
9±√59i
2
, con a = 9 > 0. Por
tanto, el plano de fases del sistema representa un foco inestable.
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Figura 2.4: Foco.
Nota 2.3.1. Si un punto cr´ıtico P = (x¯, y¯) 6= (0, 0), entonces hacemos la traslacio´n
siguiente:
x˜′ = x′ − x¯,
y˜′ = y′ − y¯,
obteniendo as´ı un nuevo sistema equivalente cuyo punto cr´ıtico es el (0, 0).
Hemos visto que la naturaleza y la estabilidad del punto cr´ıtico de un sistema auto´nomo
lineal se puede describir atendiendo a sus autovalores. Pasaremos ahora a ver que, con
la misma facilidad, estas caracter´ısticas se pueden describir en te´rminos de la traza τ =
traza(A) y del determinante ∆ = det(A) de la matriz A de coeficientes del sistema
teniendo en cuenta que el polinomio caracter´ıstico de A viene dado por
λ2 − τλ+ ∆ = 0,
cuyas soluciones, como hemos visto en la nota (2.2.1), son
λ1 =
τ +
√
τ 2 − 4∆
2
; λ2 =
τ −√τ 2 − 4∆
2
,
con ∆ 6= 0, ya que el cero no puede ser autovalor.
Ahora, atendiendo a los diferentes valores de τ y ∆ tenemos:
1. Si τ 2 − 4∆ < 0, entonces los autovalores λ1, λ2 son complejos conjugados. Adema´s,
como tienen parte real igual a τ
2
, resulta:
son imaginarios puros si y so´lo si τ = 0 (centro y estable).
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tienen parte real negativa cuando τ < 0 (foco asinto´ticamente estable)
tienen parte real positiva cuando τ > 0 (foco inestable).
Por ello, al considerar el plano (τ,∆), podremos asegurar que por encima de la
para´bola τ 2 − 4∆ = 0 se tiene:
En el eje O∆ se presentan los centros y hay estabilidad.
A la izquierda del eje O∆ se presentan los focos y hay estabilidad asinto´tica.
la derecha del eje O∆ tambie´n se presentan focos, pero hay inestabilidad.
2. Si ∆ < 0, entonces se tiene τ 2 − 4∆ > τ 2. Por ello los autovalores son reales y de
distinto signo. Se presentan puntos de silla e inestabilidad. Por ello, al considerar el
plano (τ,∆), por debajo del eje Oτ se presentan puntos de silla e inestabilidad.
3. Si ∆ > 0 y τ 2− 4∆ ≥ 0, entonces los autovalores son reales y tienen el mismo signo
que τ . De ah´ı que:
a) Si τ < 0, se tenga:
Cuando τ 2−4∆ = 0, entonces los autovalores son iguales y negativos (nodo
impropio, estabilidad asinto´tica).
Cuando τ 2− 4∆ > 0, entonces los autovalores son reales, distintos y nega-
tivos (nodo, estabilidad asinto´tica)
b) Si τ > 0, se tenga:
Cuando τ 2−4∆ = 0, entonces los autovalores son iguales y positivos (nodo
impropio, inestable)
Cuando τ 2 − 4∆ > 0, entonces los autovalores son reales, distintos y posi-
tivos (nodo, inestable)
Estos casos nos aseguran que en la parte izquierda de la para´bola τ 2 − 4∆ = 0 nos
encontramos nodos y estabilidad asinto´tica. En la parte derecha de la dicha para´bola tam-
bie´n se presentan nodos, pero hay inestabilidad. Por otro lado, por debajo de la para´bola
τ 2−4∆ = 0, y por encima del eje Oτ , se tiene: se presentan nodos y estabilidad asinto´tica,
en la regio´n de la izquierda; se presentan nodos e inestabilidad en la regio´n de la derecha.
Esta informacio´n se recoge en la Figura 2.5, tomando como eje de abscisas la traza,
τ , y como eje de ordenadas el determinante, ∆, de la matriz A del sistema (2.1).
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Figura 2.5: Estabilidad del origen para el sistema lineal.
2.4. Equivalencia de flujo cerca de los equilibrios hi-
perbo´licos
Definicio´n 2.4.1. Un punto de equilibrio x¯ de x′ = f(x) se denomina equilibrio hiperbo´li-
co si todos los autovalores de la matriz Jacobiana Df(x¯) tiene parte real no nula.
Definicio´n 2.4.2. Dos sistemas lineales planos x′ = Ax y x′ = Bx se dicen que son
topolo´gicamente equivalentes si existe un homeomorfismo h : R2 → R2 en el plano, esto
es, h es una funcio´n continua con inversa continua, que transforma las o´rbitas de x′ = Ax
en las de x′ = Bx y conserva el sentido de su direccio´n en el tiempo.
Dado que tenemos una fo´rmula para los flujos de sistemas lineales planos, es conve-
niente escribir esta definicio´n de forma cuantitativa de tal forma que una aplicacio´n lleve
un flujo en otro, esto es,
h(eAtx) = eBth(x) (2.8)
para todo t ∈ R y ∀x∈ R2.
Un homeomorfismo h satisfaciendo la ecuacio´n (2.8) es un poco ma´s restrictivo que
la condicio´n que se requiere en la Definicio´n 2.4.2; mientras la aplicacio´n lleva o´rbitas en
o´rbitas, tambie´n conserva la parametrizacio´n respecto del tiempo de las o´rbitas. Sin em-
bargo, en el caso en el que A y B sean hiperbo´licos, es decir, sus autovalores tienen parte
real no nula, el homeomorfismo h en la definicio´n anterior se puede escoger de manera
que verifique la ecuacio´n (2.8).
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En la transformacio´n de matrices en la forma normal de Jordan, hemos visto la
equivalencia topolo´gica en un conexto limitado, considerando so´lo aplicaciones inverti-
bles como nuestros homeomorfismos admisibles. De hecho, los sistemas y′ = P−1APy
y eAt = PeP
−1APtP−1 implican que si existe una matriz invertible 2 × 2 P tal que
A = P−1BP, entonces el flujo de x′ = Ax y x′ = Bx verifica que PeAt = eBtP. En
otras palabras, si las matrices A y B son conjugadas, entonces el flujo de x′ = Ax y
x′ = Bx es linealmente equivalente.
Despue´s de la equivalencia lineal, es natural considerar la equivalencia diferencial de
los sistemas lineales.
Lema 2.4.1. Dos sistemas lineales hiperbo´licos x′ = Ax y x′ = Bx son diferencialmente
equivalentes si y so´lo si son linealmente equivalentes.
Demostracio´n. Equivalencia lineal implica equivalencia diferencial. Por tanto, necesitamos
probar la otra implicacio´n.
Supongamos que hˆ(0) : R2 → R2 es un difeomorfismo satisfaciendo la igualdad (2.8).
Sea hˆ(0) = c. Como 0 es un punto de equilibrio de x′ = Ax, entonces c es un punto de
equilibrio de x′ = Bx, esto es, Bc = 0.
Consideremos el difeomorfismo de R2 donde g(x) 7→ x − c. El difeomorfismo g lleva las
o´rbitas de x′ = Bx en s´ı mismas, y el difeomorfismo h = g ◦ hˆ lleva las o´rbitas de x′ = Ax
en las o´rbitas de x′ = Bx mientras se aleja del origen, esto es, h satisface la igualdad (2.8)
y h(0) = 0.
Si hacemos la derivada de la ecuacio´n (2.8) respecto de x0 y tomamos x0 = 0, obtenemos
HeAt = eBtH, donde H = Dxh(0). Si derivamos respecto de t e imponemos t = 0,
entonces HA = BH.
A continuacio´n, y dado el cara´cter restrictivo de la equivalencia lineal de sistemas,
se presentan dos teoremas sobre la equivalencia topolo´gica de sistemas y su clasificacio´n
cualitativa.
Teorema 2.4.1. Supongamos que dos matrices A y B tienen autovalores con parte real
distinta de cero. Entonces los dos sistemas lineales x′ = Ax y x′ = Bx son topolo´gica-
mente equivalentes si y so´lo si las matrices A y B tienen el mismo nu´mero de autovalores
con parte real negativa (y por consiguiente, tambie´n positiva).
As´ı pues, en sistemas planos, hay tres clases de sistemas hiperbo´licos lineales, que
pueden representarse simplificadamente como:
(−1 0
0 −1
)
: tiene dos autovalores negativos. Sumidero hiperbo´lico.
(
1 0
0 1
)
: tiene dos autovalores positivos. Fuente hiperbo´lica.
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1 0
0 −1
)
: un autovalor positivo y otro negativo. Punto de silla hiperbo´lico.
Teorema 2.4.2. Si la matriz de coeficientes A tiene al menos un autovalor con parte
real nula, entonces el sistema plano lineal x′ = Ax es topolo´gicamente equivalente a uno
de los siguientes cinco sistemas lineales:(
0 0
0 0
)
: matriz cero. Cualquier o´rbita es un punto de equilibrio.
(−1 0
0 0
)
: un autovalor negativo y otro cero. Los conjuntos ω-l´ımite de todas las
o´rbitas positivas son puntos de equilibrio.(
1 0
0 0
)
: un autovalor positivo y otro cero. Los conjuntos α-l´ımite de todas las
o´rbitas negativas son puntos de equilibrio.(
0 1
0 0
)
: dos autovalores nulos pero es de rango 1. Todas las o´rbitas, positivas y
negativas, que no sean puntos de equilibrio no esta´n limitadas.(
0 1
−1 0
)
: dos autovalores imaginarios puros. Cada o´rbita que no sea un equilibrio
es perio´dica.
Dentro de la clasificacio´n de sistemas hiperbo´licos realizada en el Teorema 2.4.1 se
pueden definir varios tipos de equilibrios, estables e inestables, dependiendo de si los au-
tovalores son complejos o reales.
2.4.1. Teorema de Grobman - Hartman
La llamada teor´ıa local de las ecuaciones diferenciales esta´ basada en la siguiente
estrategia: considerar ciertas soluciones especiales de la ecuacio´n, tales como puntos es-
tacionarios o trayectorias perio´dicas, y buscar describir el comportamiento de las dema´s
soluciones en un entorno de ellas. La idea es que tal informacio´n, obtenida para diferentes
soluciones especiales, pueda servir como punto de partida para fijar una descripcio´n global
del comportamiento de la ecuacio´n.
El principal resultado en este cap´ıtulo es el Teorema de Grobman-Hartman, que afirma
que si x¯ es un punto de equilibrio hiperbo´lico, entonces el flujo del sistema x′ = f(x) res-
tringido a un entorno de x¯ es topolo´gicamente equivalente al flujo del sistema x′= Df(x¯)x
en un entorno del origen.
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Antes de enunciar el Teorema de Grobman-Hartman, empecemos definiendo el con-
cepto de equivalencia de campos vectoriales.
Definicio´n 2.4.3. Dos sistemas diferenciales planos x′ = f(x) y x′ = g(x) definidos
en dos subconjuntos U y V de R2, respectivamente, se dicen que son topolo´gicamente
equivalentes si existe un homeoforfismo h : U → V las aplicaciones h de las o´rbitas del
campo vectorial f en las o´rbitas de g conservan el sentido de direccio´n en el tiempo.
Teorema 2.4.3. (Grobman - Hartman)
Si x¯ es un punto de equilibrio hiperbo´lico de x′ = f(x), existe un entorno de x¯ en el cual
f es topolo´gicamente equivalente al campo vectorial x′= Df(x¯)x.
Nota 2.4.1. Debido a la hiperbolicidad del punto de equilibrio x¯, el homeomorfismo h
anterior se puede escoger para conservar la parametrizacio´n de tiempo de las o´rbitas de
los campos de vectores. Como aclaracio´n del teorema Grobman - Hartman, sea ϕ(t,x0)
el flujo de x′ = f(x), y ψ(t,x0) el flujo de x′= Df(x¯)x. Entonces el homeomorfismo
h : U → R2 puede ser de la forma
h(ϕ(t,x0)) = ψ(t,h(x0))
para todo t siempre y cuando ϕ(t,x0) permanezca en U .
Cap´ıtulo 3
O´rbitas perio´dicas y bifurcaciones
elementales
3.1. O´rbitas perio´dicas
Tras los puntos de equilibrio, las soluciones ma´s interesantes para estudiar en los
sistemas planos son las o´rbitas perio´dicas, cuyo estudio consideraremos en este cap´ıtulo.
Para su elaboracio´n, se ha utilizado la referencia [4].
Definicio´n 3.1.1. Una solucio´n ϕ(t,x0) de x
′ = f(x) se denomina solucio´n perio´dica de
per´ıodo T , con T > 0, si ϕ(t+T,x0)= ϕ(t,x0), ∀t ∈ R. El per´ıodo mı´nimo T es el per´ıodo
con la propiedad ϕ(t,x0) 6= x0 con 0 < t < T . La o´rbita γ(x0)= {ϕ(t,x0),t ∈ R} de la
solucio´n perio´dica ϕ(t,x0) con per´ıodo T se denomina o´rbita perio´dica (adema´s cerrada)
de per´ıodo T .
3.1.1. Teorema de Poincare´ - Bendixson
En este apartado se presentan resultados sobre el ana´lisis de o´rbitas perio´dicas en
sistemas planos cuando esta´n lejos de su nacimiento.
Teorema 3.1.1. Supongamos que x′ = f(x) es un sistema plano con un nu´mero finito de
equilibrios. Si la o´rbita positiva γ+(x0) de x0 esta´ acotada, entonces es cierta alguna de
las siguientes afirmaciones:
El conjunto ω-l´ımite, ω(x0), es un solo punto x¯ el cual es un punto de equilibrio, y
ϕ(t,x0)→ x¯ cuando t→ +∞.
ω(x0) es una o´rbita perio´dica Γ y γ
+(x0) = ω(x0) = Γ o γ
+(x0) es una espiral
creciente en el tiempo hacia Γ en un lado de Γ.
ω(x0) son puntos de equilibrio y o´rbitas cuyos conjuntos α- y ω-l´ımite son puntos
de equilibrio.
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Estas tres propiedades son va´lidas para el conjunto α-l´ımite si γ−(x0) esta´ acotada.
Teorema 3.1.2. (Teorema de la Curva de Jordan)
Una curva cerrada en R2 que no se corta a s´ı misma, separa a R2 en dos partes conexas,
una limitada, la cual se denomina interior de la curva y otra no limitada que se denomina
exterior de la curva.
Definicio´n 3.1.2. Una o´rbita perio´dica Γ se llama ciclo l´ımite si hay dos puntos en R2 ,
uno en el interior de Γ y otro en el exterior, tales que, los conjuntos α- y ω-l´ımite de las
o´rbitas que pasan por dichos puntos son la o´rbita perio´dica Γ.
Teorema 3.1.3. (Poincare´ - Bendixson) Si ω(x0) es un conjunto acotado que no
contiene puntos de equilibrio, entonces ω(x0) es una o´rbita perio´dica.
Para poder utilizar el teorema de Poincare´ - Bendixson a fin de demostrar la existen-
cia de una o´rbita perio´dica no trivial, se construye un conjunto acotado D en R2 que no
contiene puntos de equilibrio, y tal que, cualquier solucio´n que empiece en D, termine
en D para todo t ≥ 0, es decir: D es un conjunto invariante positivo abierto y limitado.
Entonces, para cualquier x0∈ D se demuestra que ω(x0) no contiene puntos de equilibrio
en el conjunto D. Por lo tanto, como D no contiene puntos de equilibrio, ω(x0) es una
o´rbita perio´dica.
En general, puede haber muchas dificultades usando el teorema de Poincare´ - Bendix-
son para encontrar o´rbitas perio´dicas de una ecuacio´n diferencial espec´ıfica. Primero, no
suele ser trivial la construccio´n de la regio´n D con las propiedades deseadas. Segundo,
para determinar el nu´mero de o´rbitas perio´dicas en D, a menudo se tienen que encontrar
propiedades especiales de las ecuaciones diferenciales.
Un caso particularmente importante es cuando queremos comprobar que existe a lo
sumo una o´rbita perio´dica en D, entonces existira´ exactamente una, Γ, y ω(x0) = Γ para
todo x0∈ D. Ya que γ+(x0) gira en espiral con el aumento del tiempo hacia Γ en un lado
de Γ y Γ pertenece al interior de D, resulta que los puntos x0 en ambos lados de Γ sus
o´rbitas positivas se acercan a Γ. Entonces, Γ es asinto´ticamente estable.
En ocasiones, resulta complicado buscar o´rbitas perio´dicas en algunas ecuaciones dife-
renciales. Es mejor evitar emprender tal tarea si las ecuaciones no tienen o´rbitas perio´dicas
en el primer paso. A continuacio´n, enunciaremos un resultado u´til para saber descartar
la existencia de o´rbitas perio´dicas en ciertos casos.
Teorema 3.1.4. (Criterio de Bendixon)
Sea D un subconjunto abierto simplemente conexo de R2 (una regio´n sin agujeros, el
interior de un disco, por ejemplo). Si div (f) = ∂f1/∂x1 + ∂f2/∂x2 es de signo constante
y distinta de cero en D, entonces x′ = f(x) no tiene o´rbitas perio´dicas ni homoclinas que
este´n contenidas por completo en la regio´n D.
3.1. O´RBITAS PERIO´DICAS 33
Demostracio´n. Supongamos que existe una o´rbita perio´dica Γ en D y probemos que lle-
gamos a una contradiccio´n. El interior S de Γ es simplemente conexo. Por lo tanto, por
el teorema de Green tenemos que∮
Γ
(f1dx2 − f2dx1) =
∫∫
S
(
∂f1
∂x1
+
∂f2
∂x2
)
dx1dx2.
En cualquier o´rbita, en particular, en Γ, tenemos que f1dx2 − f2dx1 = 0. Entonces, la
integral de la izquierda es cero. Sin embargo, la integral de la derecha no puede ser cero,
pues el integrando tiene signo constante y no cero en S.
Una generalizacio´n del criterio de Bendixson es el siguiente teorema:
Teorema 3.1.5. (Criterio de Dulac) Sea D ⊂ R2 un subconjunto abierto simplemente
conexo y B(x1, x2) una funcio´n de C
1 de valores reales en D. Si la funcio´n div(Bf) =
∂(Bf1)/∂x1 + ∂(Bf2)/∂x2 es de signo constante y no ide´ntica a cero en D, entonces
x′ = f(x) no tiene o´rbitas perio´dicas ni homoclinas que este´n contenidas por completo en
la regio´n D.
La funcio´n B se llama funcio´n de Dulac.
Para terminar esta seccio´n, enunciaremos un teorema de la relacio´n entre una o´rbita
perio´dica y un punto de equilibrio desde un punto de vista geome´trico.
Teorema 3.1.6. Sea Γ una o´rbita perio´dica que encierra a un espacio abierto U en el
que esta´ definido el campo vectorial. Entonces U contiene un punto de equilibrio.
3.1.2. Estabilidad de las o´rbitas perio´dicas
En este apartado se muestra co´mo realizar el estudio del comportamiento de las o´rbi-
tas cercanas a una o´rbita perio´dica, para determinar su estabilidad, usando la aplicacio´n
de Poincare´.
Sea ϕ(t, p) una solucio´n perio´dica con periodo mı´nimo T de la ecuacio´n diferencial
x′ = f(x) y denotemos la o´rbita perio´dica correspondiente por Γ. Entonces, escogemos un
vector v ∈ R2 tal que, v y el vector tangente f(p) de Γ en p sean linealmente indepen-
dientes.
Sea Lε el segmento definido por:
Lε = {x ∈ R2 : x = p + av, 0 ≤ |a| ≤ ε}
El segmento Lε se denomina seccio´n transversal de la o´rbita perio´dica Γ en el punto
p.
A continuacio´n, se define una aplicacio´n en un subconjunto de Lε inducida por el flujo.
Se elige un ε tan pequen˜o que Lε interseca a la curva Γ en un solo punto p, y que todas
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la o´rbitas que crucen Lε lo hacen en la misma direccio´n; ver la Figura 3.1.
Como ϕ(T,p) = p y sus soluciones dependen de forma continua del valor inicial, hay
un δ > 0 tal que, si x0 ∈ Lδ, entonces hay un primer instante T (x0) > 0 en el que
ϕ(T (x0),x0) ∈ Lε.
L

p
x0 (x0)
Γ
Figura 3.1: Seccio´n transversal local Lε a la o´rbita perio´dica Γ en el punto p, y el mapa
de Poincare´.
Definicio´n 3.1.3. La aplicacio´n de Poincare´ cerca de una o´rbita Γ se define como
Π : Lδ −→ Lε
x0 7−→ ϕ(T (x0),x0)
Los puntos de la seccio´n transversal Lε tienen un orden natural: dos puntos x0 =
p+a0v y x1 = p+a1v cumplen que x0 ≥ x1 si y solo si, a0 ≥ a1. Por tanto, una aplicacio´n
de Poincare´ Π se dice que es mono´tona si x0 ≥ x1 en Lδ, implica que Π(x0) ≥ Π(x1).
Teorema 3.1.7. La aplicacio´n de Poincare´ tiene las siguientes propiedades:
1. La aplicacio´n de Poincare´ Π cerca de la o´rbita perio´dica Γ es una aplicacio´n mono´to-
na de C1.
2. La o´rbita γ(x0) de un punto x0∈ Lδ es una o´rbita perio´dica, si y so´lo si, es un punto
fijo de la aplicacio´n de Poincare´, es decir, Π(x0)= x0.
3. La o´rbita perio´dica Γ, con p ∈ Γ, asinto´ticamente estable si Π′(p) < 1, e inestable
si Π′(p) > 1.
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Demostracio´n. Supongamos que x0 y x1 esta´n en Lδ con x0 ≥ x1. Consideremos la
curva simple cerrada Cx1 que consiste en la parte de la o´rbita γ(x1) entre los puntos
x1 y Π(x1) ambos con el segmento de recta en Lε entre x1 y Π(x1); ver la Figura 3.2.
Entonces, por el teorema de la Curva de Jordan, Cx1 tiene interior y exterior. Dado que
las o´rbitas atraviesan Lε en la misma direccio´n, y las o´rbitas no pueden intersecarse unas
con otras, tenemos que Π(x0) ≥ Π(x1) lo que implica la monoticidad de la aplicacio´n de
Poincare´.
x0
x1
(x0)
(x1)
Cx1
Figura 3.2: Monoticidad de la aplicacio´n de Poincare´.
Definicio´n 3.1.4. La o´rbita perio´dica Γ a trave´s del punto p se dice que es hiperbo´lica
si p es un punto fijo hiperbo´lico de la aplicacio´n de Poincare´ Π, es decir, si Π(p0) = p0
y Π′(p0) 6= 1.
Ahora presentamos una fo´rmula para el ca´lculo de la estabilidad de o´rbitas perio´dicas
si se conoce expl´ıcitamente la solucio´n perio´dica correspondiente.
Teorema 3.1.8. Sea ϕ(t,p) una solucio´n T -perio´dica a trave´s de p en el sistema dife-
rencial x′ = f(x). Entonces
Π′(p) = exp
{∫ T
0
(
∂f1
∂x1
+
∂f2
∂x2
)
(ϕ(t,p))dt
}
. (3.1)
Demostracio´n. Consideremos la ecuacio´n lineal variacional T -perio´dica de x′ = f(x) sobre
la solucio´n ϕ(t,p) T -perio´dica:
x′ = Df(ϕ(t,p))x. (3.2)
La fo´rmula de Liouville nos dice que la matriz fundamental de soluciones X(t) con X(0) =
I en el sistema lineal T -perio´dico (3.2) satisface la relacio´n
det X(T ) = exp
{∫ T
0
trDf(ϕ(t,p))dt
}
.
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Demostraremos la fo´rmula probando que Π′(p) = det X(T ).
Para ello, determinaremos la matriz representante de X(T ) en la base {f(p),p} de R2.
Por tanto, necesitamos calcular los vectores X(T )f(p) y X(T )v. No´tese que la funcio´n
ϕ′(t,p) es una solucio´n del sistema (3.2) y ϕ′(t,p) = ϕ′(t + T,p). Dado que ϕ′(0,p) =
ϕ′(T,p) = f(p) y X(T )f(p), tenemos
X(T )f(p) = f(p). (3.3)
Calculemos X(T )v. Si diferenciamos la aplicacio´n de Poincare´
Π(p + av) = ϕ(T (p + av), (p + av)), |a| < δ,
respecto de a y tomamos a = 0, obtenemos
Π′(p)v =
∂T
∂a
(p)f(p) + X(T )v. (3.4)
De las ecuaciones (3.3) y (3.4), obtenemos que la matriz de X(T ) en la base {f(p),p}
es
X(T ) =
(
1 −∂T (p)/∂a
0 Π′(p)
)
.
Por tanto, Π′(p) = det X(T ).
En ciertas ocasiones, es posible poner la fo´rmula (3.1) del Teorema 3.2.2 para un buen
uso, incluso si la o´rbita perio´dica no se conoce expl´ıcitamente.
3.2. Bifurcaciones elementales de puntos de equili-
brio y o´rbitas perio´dicas
3.2.1. Bifurcaciones elementales en dimensio´n uno
Ya hemos estudiado y clasificado el comportamiento cualitativo global de sistemas
lineales y local en sistemas no lineales, cerca de los puntos de equilibrio. En general, en
presencia de equilibrios hiperbo´licos esta clasificacio´n esta´ completa. En caso contrario,
es necesario hacer un ana´lisis propio del sistema.
En esta seccio´n, se presenta el concepto de bifurcacio´n y se ilustra con algunos ejem-
plos de las bifurcaciones ma´s usuales y ba´sicas en dimensio´n uno, para pasar a dimensio´n
dos en la siguiente seccio´n.
El estudio de los cambios de la estructura cualitativa del flujo de una ecuacio´n di-
ferencial cuando el para´metro var´ıa se denomina teor´ıa de bifurcaciones. Dado un valor
del para´metro, diremos que la ecuacio´n diferencial tiene estructura orbital estable si la
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estructura cualitativa del flujo no cambia para variaciones lo suficientemente pequen˜as
del para´metro. El valor del para´metro para el cual el flujo es orbitalmente estable se de-
nomina valor de bifurcacio´n, y se dice que la ecuacio´n esta´ en un punto de bifurcacio´n.
Consideramos ahora sistemas que dependen de un para´metro c, de la forma
x′ = F (c, x). (3.5)
Podr´ıa ocurrir que al variar el para´metro c los puntos cr´ıticos del sistema (3.5) apa-
rezcan o desaparezcan, se estabilicen o desestabilicen o cambien de tipo topolo´gico y, en
consecuencia, el comportamiento cualitativo del sistema (su diagrama de fase) cambie
notablemente.
Definicio´n 3.2.1. Sea F una funcio´n que depende continuamente tanto de x como del
para´metro c. Si un cambio suave en c produce un cambio cualitativo o topolo´gico en el
comportamiento del sistema plano x′ = F (c, x), se dice que ha ocurrido una bifurcacio´n.
Las bifurcaciones pueden clasificarse como locales o globales:
Una bifurcacio´n local ocurre cuando el cambio en el para´metro causa un cambio en
la estabilidad o el nu´mero de puntos de equilibrio.
Por el contrario, las bifurcaciones globales se refieren a cambios cualitativos en el
comportamiento dentro de conjuntos invariantes ma´s grandes como lo son ciclos
l´ımite o trayectorias que se extienden una distancia grande.
La aparicio´n de algunas de estas bifurcaciones (en particular las relacionadas con ciclos
l´ımite) requieren que el sistema tenga, al menos, dos dimensiones.
Para una ecuacio´n diferencial x′ = f(x), los puntos de equilibrio y el signo de la fun-
cio´n f(x) entre los equilibrios determinan el nu´mero de o´rbitas y la direccio´n del flujo de
las o´rbitas. Denominaremos por estructura orbital de la ecuacio´n diferencial o estructura
cualitativa del flujo al nu´mero de o´rbitas y la direccio´n del flujo de las o´rbitas.
Hay un me´todo gra´fico para representar las caracter´ısticas dina´micas importantes en
el sistema x′ = F(c,x) dependiendo del para´metro c. Este me´todo consiste en dibujar
curvas en el plano (c, x), donde las curvas representan los puntos de equilibrio para ca-
da valor del para´metro. Ma´s espec´ıficamente, un punto (c0, x0) se encuentra en una de
estas curvas, si y so´lo si, F (c0, x0) = 0. Adema´s, para representar el tipo de estabilidad,
representamos el equilibrio estable con curvas so´lidas y el equilibrio inestable con curvas
de puntos. La figura resultante se denomina diagrama de bifurcacio´n.
A continuacio´n, consideraremos las bifurcaciones ma´s usuales y ba´sicas en dimensio´n
uno en su forma normal.
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Bifurcacio´n silla-nodo
Consideremos la ecuacio´n diferencial cuadra´tica
x′ = c+ x2 ≡ F (c, x), (3.6)
donde c es un para´metro real.
Para c = 0, el origen es un punto de equilibrio no hiperbo´lico.
El flujo de la ecuacio´n (3.6) para todos los valores del para´matro c viene dado por
la para´bola F (0, x) = x2 fija y trasladando verticalmente el eje OX por −c. El
resultado se representa en la Figura 3.3.
• Si c < 0, los puntos de equilibrio son −√−c y √−c, y las o´rbitas vienen dadas
por los intervalos (−∞,−√−c), (−√−c,√−c) y (√−c,+∞).
• Si c = 0, el punto de equilibrio es (0, 0) y las o´rbitas son (−∞, 0) y (0,+∞).
• Si c > 0, no hay puntos de equilibrio y la u´nica o´rbita es (−∞,+∞).
Si el para´metro c var´ıa, siempre que c < 0, el nu´mero y la direccio´n de las o´rbitas son
las mismas; solo cambia la posicio´n de los puntos de equilibrio ±√−c. De manera
similar, para c > 0, existe una u´nica o´rbita cuya direccio´n va de izquierda a derecha.
Sin embargo, si c = 0, independientemente de lo poco que var´ıe el para´metro c, el
nu´mero de o´rbitas cambia: hay dos equilibrios para cualquier c < 0 y ninguno para
c > 0; ver Figura 3.3.
c < 0
c > 0
c = 0
Figura 3.3: Plano de fases de x′ = c+ x para los valores de c.
El diagrama de bifurcacio´n de la bifurcacio´n silla-nodo es la para´bola c = −x2; ver
la Figura 3.4.
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Figura 3.4: Diagrama de bifurcacio´n de la bifurcacio´n silla-nodo en el plano (x¯, c). El
equilibrio estable se representa mediante la l´ınea continua, mientras que, el equilibrio
inestable se representa mediante l´ıneas discontinuas.
Bifurcacio´n transcr´ıtica
A diferencia de la bifurcacio´n silla-nodo, en una bifurcacio´n transcr´ıtica existen dos
puntos de equilibrio para todo valor del para´metro c 6= 0. Para c = 0 intercambian
su estabilidad entre ellos.
Consideremos la ecuacio´n diferencial conteniendo al para´metro real c:
x′ = cx+ x2. (3.7)
Los puntos de equilibrio son los puntos 0 y −c.
• Si c < 0, entonces 0 es un punto asinto´ticamente estable y −c es inestable.
• Si c = 0 los nodos colisionan en el origen, el cual es un punto de equilibrio no
hiperbo´lico inestable.
• Si c < 0 la estabilidad se intercambia: el origen inestable y −c es estable.
En el plano de fase, representado en la Figura 3.5, podemos observar que en funcio´n
de los valores de c la para´bola corta el eje en uno o dos puntos que se corresponden
con los equilibrios. El diagrama de bifurcacio´n se muestra en la Figura 3.6.
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c < 0 c = 0 c > 0
Figura 3.5: Plano de fases de x′ = cx+ x2 para los diferentes valores de c.
Figura 3.6: Diagrama de bifurcacio´n de la bifurcacio´n transcr´ıtica.
Ciclo de histe´resis: dos bifurcaciones silla-nodo.
El ciclo de histe´resis puede observarse a partir de un sistema dina´mico que tenga
como ecuacio´n:
x′ = c+ x− x3. (3.8)
La variacio´n del para´metro de bifurcacio´n c se corresponde con un desplazamiento
vertical del eje OX en la representacio´n de F (c, x) en funcio´n de x. El plano de fases
de la ecuacio´n (3.8) se muestra en la Figura 3.7.
Para c = 0 la Eq.(3.8) tiene estructura estable. El flujo del sistema presenta una es-
tructura orbital estable que se corresponde con un equilibrio estable para pequen˜os
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valores del para´metro, esto es, para −c1 < c < c1, donde c1 = 23√3 es el ma´ximo local
y −c1 es el mı´nimo local de F (0, x). Para c = −c1 o c = c1, la ecuacio´n esta´ en un
punto de bifurcacio´n. Para los valores del para´metro c < −c1 y c > c1, el sistema tie-
ne estructura orbital estable. El diagrama de bifurcacio´n se muestra en la Figura 3.8.
Figura 3.7: Plano de fases de x′ = c + x− x3 para los diferentes valores de c en el plano
(x¯, c).
Figura 3.8: Diagrama de bifurcacio´n del ciclo histe´resis.
Si iniciamos el sistema con un valor negativo de c muy grande, despue´s de un largo
tiempo, independientemente de la condicio´n inicial x0, el sistema estara´ muy cerca
de un estado de equilibrio estable a la izquierda de la cu´bica.
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Ahora, aumentemos continuamente el valor del para´metro c. Dado que el sistema
estaba cerca del estado estable cuando comenzamos a variar c, se mantendra´ cer-
ca de este estado estable para pequen˜as variaciones del sistema en c. De hecho, a
medida que aumentamos el para´metro c, el sistema seguira´ el equilibrio estable a la
izquierda hasta c = c1. En este punto, el sistema saltara´ a un estado de equilibrio
estable diferente a la derecha de la funcio´n cu´bica. A medida que continuemos in-
crementando el para´metro c, el sistema seguira´ el equilibrio estable a la derecha.
Ahora, si comenzamos a disminuir el para´metro c de un valor positivo muy gran-
de, el sistema seguira´ los equilibrios en el lado derecho de la funcio´n cu´bica hasta
c = −c1, en cuyo punto saltara´ al lado izquierdo. La observacio´n importante sobre
este experimento es que el sistema experimenta un salto en dos valores diferentes
del para´metro; adema´s, el valor del para´metro en el que se produce el salto esta´
determinado por la direccio´n en la que var´ıa el para´metro. Este feno´meno se conoce
como ciclo de histe´resis.
Este tipo de bifurcaciones tambie´n pueden interpretarse como dos bifurcaciones
silla-nodo de equilibrios, una para c = 2
3
√
3
, y la otra para c = −2
3
√
3
.
Bifurcacio´n Pitchfork
En este punto es necesario definir el concepto de bifurcacio´n supercr´ıtica y subcr´ıtica.
Definicio´n 3.2.2. Se dice que un sistema dina´mico presenta una bifurcacio´n Pitch-
fork supercr´ıtica cuando, en el caso de que exista un equilibrio aislado, los equilibrios
adicionales que aparecen en el punto de bifurcacio´n existen para valores en los que
el equilibrio original es inestable. Por el contrario, se dice que es una bifurcacio´n
Pitchfork subcr´ıtica si dichos equilibrios aparecen para valores del para´metro de bi-
furcacio´n en que el equilibrio original es estable.
• Bifurcacio´n Pitchfork supercr´ıtica:
Consideremos el sistema diferencial
x′ = dx− x3, (3.9)
donde d es un para´metro real.
La variacio´n del para´metro d afecta a la pendiente de la funcio´n cu´bica centra-
da en el origen; ver la Figura 3.9.
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d < 0 d = 0 d > 0
Figura 3.9: Plano de fases de x′ = dx− x3 para los diferentes valores de d.
Del sistema (3.9) se obtiene fa´cilmente que el sistema presenta tres puntos de
equilibrio, −√d, 0 y √d, cuando el para´metro d > 0, mientras que su u´nico
punto de equilibrio es el origen cuando es negativo. En el punto d = 0 los tres
equilibrios se unen en uno, el origen, siendo e´ste un punto de bifurcacio´n.
Para valores de d < 0, el sistema tiene un equilibrio asinto´ticamente estable
en el origen. Al ir aumentando d, la pendiente de la funcio´n cu´bica se va
haciendo cada vez ma´s pequen˜a en valor absoluto hasta que en d = 0 se hace
nula, transforma´ndose el equilibrio en uno no hiperbo´lico. Para valores de d >
0 el sistema tiene tres equilibrios, uno inestable, el origen, y los otros dos
asinto´ticamente estables. El diagrama de bifurcacio´n se presenta en la Figura
3.10. Dicho diagrama se corresponde con la bifurcacio´n Pitchfork supercr´ıtica.
Figura 3.10: Bifurcacio´n Pitchfork supercr´ıtica.
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• Bifurcacio´n Pitchfork subcr´ıtica:
Ahora consideremos el sistema diferencial
x′ = dx+ x3, (3.10)
con d un para´metro real.
El sistema (3.10) presenta tres puntos de equilibrio, −√−d, 0 y √−d cuando el
para´metro d < 0, mientras que su u´nico punto de equilibrio es el origen cuando
d > 0.
Si d > 0, el sistema tiene un equilibrio inestable en el origen. Mientras que
para valores de d < 0 el sistema tiene tres equilibrios, uno estable, el origen, y
los otros dos inestables.
El diagrama de bifurcacio´n de Pitchfork subercr´ıtica se presenta en la Figura
3.11.
Figura 3.11: Bifurcacio´n Pitchfork subercr´ıtica.
3.2.2. Bifurcaciones elementales en dimensio´n dos
En esta seccio´n, presentaremos tres ejemplos de bifurcaciones de ecuaciones diferen-
ciales planas. Los dos primeros, no son ma´s que una extensio´n de las ya comentadas en
los sistemas de dimensio´n uno.
Antes de ver los diferentes tipos de bifurcaciones, vamos a introducir el concepto
de integral primera que necesitaremos ma´s adelante para el ana´lisis de la bifurcacio´n
homoclina.
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Definicio´n 3.2.3. Una funcio´n real C1
H : R2 → R
x 7→ H(x)
no constante en ningu´n subconjunto abierto de R2 se denomina integral primera de la
ecuacio´n diferencial plana x′ = f(x) si la funcio´n H es constante a lo largo de cada
solucio´n, esto es, para cualquier solucio´n x(t) con condicio´n inicial x(0) = x0, se satisface
H(x(t)) = H(x0) para todo t para el cual la solucio´n esta´ definida.
No´tese que en la definicio´n anterior, el dominio de H esta´ en R2 o en el dominio del
campo vectorial. Por esta razo´n, H se dice que es la integral primera global.
Es sencillo comprobar si una funcio´n es primera integral de una ecuacio´n diferencial
usando solo el campo vectorial, sin ningu´n conocimiento sobre las soluciones: H es una
primera integral si
H ′(x) ≡ ∇H(x) · f(x) = ∂H
∂x1
(x)f1(x) +
∂H
∂x2
(x)f2(x) = 0. (3.11)
La utilidad principal de la integral primera viene de la observacio´n de que la o´rbita a
trave´s de cualquier x0 de la ecuacio´n diferencial se encuentra en el conjunto de nivel
H−1(H(x0)) ≡ {x : H(x) = H(x0)}
de la funcio´n H. La funcio´n H que toma valor constante en R2, trivialmente satisface
la ecuacio´n (3.11) para cualquier ecuacio´n diferencial. En este caso, el u´nico conjunto de
nivel es el plano. Adema´s, si H no es constante en ningu´n subconjunto abierto del plano,
entonces el conjunto de nivel de H es, en general, un conjunto unidimensional del plano
y la o´rbita a trave´s de x0 es una pieza conectada del conjunto unidimensional.
Una vez definido el concepto de integral primera, pasamos a analizar algunos tipos de
bifurcaciones bidimensionales:
Bifurcacio´n silla-nodo
Consideremos el siguiente sistema dependiendo del para´metro λ:{
x′1 = λ+ x
2
1,
x′2 = −x2.
(3.12)
Obse´rvese que la segunda ecuacio´n es lineal con x2(t) → 0 cuando t → +∞. As´ı,
las o´rbitas del sistema se aproximan al eje x1 donde la dina´mica del sistema esta´
gobernada por la primera ecuacio´n.
Veamos que ocurre con el flujo del plano de fases de la ecuacio´n (3.12) para los
diferentes valores del para´metro λ.
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λ < 0
λ = 0
λ > 0
Figura 3.12: Retrato de fase de la bifurcacio´n silla-nodo.
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Si λ < 0, el sistema tiene dos puntos de equilibrio, uno estable y el otro inestable.
Uno de los puntos de equilibrio es un punto de silla, y por tanto inestable, pues
existen dos o´rbitas cerca del origen tales que los conjuntos ω-l´ımite de dichas o´rbitas
son el origen, y hay otras dos o´rbitas cuyo conjunto α-l´ımite tambie´n es el origen. El
otro punto de equilibrio es un nodo, y por tanto estable, pues el conjunto ω-l´ımite
de todas las o´rbitas empezando cerca del punto de equilibrio es el origen. Cuando
λ = 0, ambos equilibrios se unen y desaparecen para λ > 0.
El diagrama de bifurcaciones correspondiente a la bifurcacio´n silla-nodo es el mismo
que en el caso monodimensional y se corresponde con la Figura 3.12.
Bifurcacio´n Pitchfork
Consideremos el sistema {
x′1 = −λx1 − x31,
x′2 = −x2.
(3.13)
Como en el ejemplo anterior, la dina´mica del sistema esta´ gobernada por la primera
ecuacio´n. Veamos ahora co´mo es el flujo del plano de fases de la ecuacio´n (3.13)
para los diferentes valores del para´metro λ; ver Figura 3.13.
Si λ < 0, tenemos tres puntos de equilibrio: el origen, que es inestable, y adema´s
dos puntos estables. Por el contrario, si λ ≥ 0 el sistema presenta so´lo un equilibrio
estable en el origen.
Bifurcacio´n Homoclina
Consideremos el sistema plano dependiendo del para´metro λ{
x′1 = x2,
x′2 = x1 + λx2 − x21.
(3.14)
Para λ = 0, el sistema es conservativo con la integral primera
H(x1, x2) = −1
2
x21 +
1
2
x22 +
1
3
x31.
El plano de fases de la ecuacio´n (3.14) en λ = 0 se conoce como “el pez”; ver Figura
3.14. El punto de equilibrio en (1, 0) es un centro rodeado localmente por o´rbitas
perio´dicas conce´ntricas. El otro punto de equilibrio se encuentra en el origen y es
un punto de silla visto de manera local; cuando se mira de manera global, sin em-
bargo, una de las o´rbitas que emanan del origen termina nuevamente en el origen
despue´s de rodear el otro punto de equilibrio. En efecto, el conjunto H(x1, x2) = 0
es especial. Contiene el punto de equilibrio en el origen y la o´rbita cuyos conjuntos
α- y ω-l´ımites son de nuevo el origen.
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λ < 0
λ = 0
λ > 0
Figura 3.13: Retrato de fase de la bifurcacio´n Pitchfork.
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λ < 0
λ = 0
λ > 0
Figura 3.14: Retrato de fase de la bifurcacio´n Homoclina.
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Definicio´n 3.2.4. Las o´rbitas cuyos conjuntos α- y ω-l´ımites son el mismo punto de
equilibrio se denomina o´rbita homoclina.
3.2.3. Bifurcaciones locales de o´rbitas perio´dicas
Sea Γ0 una o´rbita perio´dica de ecuacio´n x
′ = f(x). Consideremos la ecuacio´n diferencial
x′ = F(λ,x), (3.15)
donde
F : Rk × R2 → R2
(λ,x) 7→ F (λ,x)
satisfaciendo F(0,x) = f(x).
En esta seccio´n, investigaremos el comportamientos de las soluciones de la ecuacio´n
diferencial (3.15) en un entorno de la o´rbita perio´dica Γ0 para valores pequen˜os del para´me-
tro λ cerca de λ = 0.
Teo´ricamente, es sencillo estudiar las bifurcaciones locales del sistema (3.15) cerca de
la o´rbita perio´dica Γ0 mediante la aplicacio´n de Poincare´. En efecto, sea la seccio´n local
transversal Lε de la o´rbita perio´dica Γ0 definida en el cap´ıtulo anterior. Existen λ0 > 0
y δ > 0 tal que para 0 ≤ |λ| < λ0, y x ∈ Lδ, existe un primer tiempo T (λ,x0) > 0
tal que la solucio´n ϕ(λ, t,x0) de la ecuacio´n (3.15) satisface ϕ(λ, T (λ,x0),x0) ∈ Lε.
Por lo tanto, definimos la aplicacio´n de Poincare´ dependiendo de los para´metros como
Π(λ,x0) = ϕ(λ, T (λ,x0),x0) que lleva Lδ en Lε. La aplicacio´n de Poincare´ Π(λ,x0) sera´
mono´tona por la misma razo´n en la que lo era Π(0,x0) en el Teorema 3.1.7. Por supuesto,
las o´rbitas perio´dicas cerca de Γ0 corresponden con los puntos fijos de Π(λ,x0).
A continuacio´n, describiremos dos de las bifurcaciones ma´s habituales relacionadas
con o´rbitas perio´dicas.
Bifurcacio´n silla-nodo de o´rbitas perio´dicas
Sea el sistema plano:{
x′1 = −x1 sinλ− x2 cosλ+ (1− x21 − x22)2(x1 cosλ− x2 sinλ),
x′2 = −x1 cosλ− x2 sinλ+ (1− x21 − x22)2(x1 sinλ− x2 cosλ),
(3.16)
donde λ es un para´metro real pequen˜o.
Si transformamos el sistema (3.16) a coordenadas polares realizando el cambio de
variables x1 = r cos θ y x2 = r sin θ, el sistema es de la forma{
r′ = r[(1− r2)2 cosλ− sinλ],
θ′ = (1− r2)2 sinλ− cosλ. (3.17)
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Dado que la primera ecuacio´n del sistema (3.17) es independiente de θ, es fa´cil ver
que, en la direccio´n radial el sistema anterior experimenta una bifurcacio´n silla-nodo
cuando el para´metro λ pasa por cero; ver Figura 3.15. En efecto:
• Si λ > 0, y es suficientemente pequen˜o, el sistema (3.17) tiene dos o´rbitas
perio´dicas; una inestable
x21 + x
2
2 = 1 +
√
tanλ,
que es una circunferencia de radio mayor que uno y una estable
x21 + x
2
2 = 1−
√
tanλ,
la cual es tambie´n una circunferencia pero con radio menor que uno.
• Si λ = 0, el sistema (3.17) tiene una o´rbita perio´dica simple no hiperbo´lica
inestable en x21 + x
2
2 = 1.
• Si λ < 0, el sistema (3.17) no tiene o´rbitas estables pues r′ > 0 y todas las
soluciones, excepto el origen, se van al infinito cuando t→ +∞.
(a) λ = −0,1 (b) λ = 0
(c) λ = 0,1
Figura 3.15: Retrato de fase de la bifurcacio´n silla-nodo de o´rbitas perio´dicas.
52 CAPI´TULO 3. O´RBITAS PERIO´DICAS Y BIFURCACIONES
3.3. Bifurcacio´n de Poincare´-Andronov-Hopf
3.3.1. Transformacio´n de un sistema auto´nomo a coordenadas
polares
En los sistemas planos para los que la linealizacio´n cerca de un punto de equilibrio
tiene autovalores puramente imaginarios, es posible reducir el problema al ana´lisis de una
ecuacio´n diferencial escalar 2pi-perio´dica, en lugar de una auto´noma.
En particular, sea f una funcio´n Ck dada, k ≥ 2,
f : R2 −→ R2
x 7−→ f(x)
satisfaciendo
f(0)=0; ‖Df(0)‖ < 1, (3.18)
donde la norma de la matriz Jacobiana ‖Df(0)‖ es un nu´mero real no negativo tal que
‖Df(0)x‖ ≤ ‖Df(0)‖‖x‖ para todo x ∈ R2.
Consideremos el sistema plano de ecuaciones diferenciales{
x′1 = x2 + f1(x1, x2),
x′2 = −x1 + f2(x1, x2),
(3.19)
cuya notacio´n vectorial es de la forma
x′ =
(
0 1
−1 0
)
x + f(x).
No´tese que la parte lineal del campo vectorial en el punto de equilibrio en el origen
esta´ en forma normal de Jordan con autovalores ±i.
Puesto que la parte lineal tiene simetr´ıa rotacional, es razonable introducir las coor-
denadas polares
x1 = r cos θ, x2 = −r sin θ,
para estudiar el sistema (3.19) en un entorno del origen lo suficientemente pequen˜o.
Tenemos que
r2 = x21 + x
2
2, θ = arctan(−
x2
x1
),
por lo que
r′ = x1x
′
1+x2x
′
2
r
,
θ′ = −x1x
′
2+x2x
′
1
r2
.
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Si sustituimos primero por el sistema (3.19) y luego aplicamos el cambio a coordenadas
polares, mediante operaciones sencillas, llegamos a que
r′ = f1(r cos θ,−r sin θ) cos θ − f2(r cos θ,−r sin θ) sin θ,
θ′ = −1
r
[f1(r cos θ,−r sin θ) sin θ + f2(r cos θ,−r sin θ) cos θ].
Por tanto, en coordenadas polares, la Eq. (3.19) viene dada por{
r′ = <(r, θ),
θ′ = 1 + Θ(r, θ),
(3.20)
donde
<(r, θ) = f1(r cos θ,−r sin θ) cos θ − f2(r cos θ,−r sin θ) sin θ,
Θ(r, θ) = −1
r
[f1(r cos θ,−r sin θ) sin θ + f2(r cos θ,−r sin θ) cos θ],
donde r 6= 0, y en r = 0 definimos
Θ(0, θ) = (sin θ, cos θ)Df(0)
(
cos θ
− sin θ
)
.
Dado que f satisface las condiciones (3.18), la funcio´n < es Ck y Θ es Ck−1, entonces
se cumple que
<(0, 0) = 0, |Θ(0, θ)| < 1.
No´tese que <(r, θ) y Θ(r, θ) son funciones 2pi-perio´dicas en la variable θ.
Ahora explicaremos como transformar las o´rbitas de la ecuacio´n (3.19) en soluciones
de ecuaciones diferenciales 2pi-perio´dicas cuando r es suficientemente pequen˜o.
Como |Θ(0, θ)| < 1 para todo θ y Θ(r, θ) es continua, podemos escoger δ > 0 tal que
1 + Θ(r, θ) > 0, ∀θ, y |r| < δ. Como consecuencia, θ′ > 0 en un entorno del origen. Esto
implica que las o´rbitas de la ecuacio´n (3.20) giran de forma mono´tona en θ alrededor del
origen. Por lo tanto, podemos eliminar t en la ecuacio´n (3.20) y obtener una ecuacio´n
para r como funcio´n de θ a trave´s de la ecuacio´n diferencial
dr
dθ
= R(r, θ), (3.21)
donde
R(r, θ) =
<(r, θ)
1 + Θ(r, θ)
,
la cual es una funcio´n de Ck−1, 2pi-perio´dica, y satisface R(0, θ) = 0.
Las soluciones de la ecuacio´n (3.21) da las o´rbitas de la ecuacio´n (3.19). Tambie´n
podemos recuperar las soluciones del sistema (3.19) como una funcio´n del tiempo para
las soluciones de la ecuacio´n (3.21) siguiendo los siguientes pasos:
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Fijamos r0 y encontramos la solucio´n r(θ, r0) de la ecuacio´n (3.21) satisfaciendo
la condicio´n inicial r(0, r0) = r0. La o´rbita del sistema (3.19) a trave´s del punto
x0 = (r0, 0) viene dada por
γ(x0) = {(x1, x2) : x1 = r(θ, r0) cos θ, x2 = −r(θ, r0) sin θ, 0 ≤ θ +∞}. (3.22)
Encontrar la solucio´n θ(t) del problema del valor inicial{
θ′ = 1 + Θ(r(θ, r0), θ),
θ(0) = 0.
(3.23)
La solucio´n x(t) del sistema (3.19) a trave´s del punto x0 = (r0, 0) viene dada por{
x1(t) = r(θ(t), r0) cos θ(t),
x2(t) = −r(θ(t), r0) sin θ(t).
(3.24)
3.3.2. Estabilidad
En esta seccio´n, nuestro objetivo es estudiar la estabilidad. Convertiremos la ecuacio´n
escalar dr/dθ en la ecuacio´n dρ/dθ para la cual el orden ma´s pequen˜o de la expasio´n
de Taylor del campo vectorial tiene un coeficiente constante no nulo. Para la ecuacio´n
(3.21), es posible mostrar que el orden ma´s pequen˜o siempre debe ser impar. Con esto, el
siguiente resultado es inmediato.
Lema 3.3.1. Supongamos que f = (f1, f2) es una funcio´n C
2k+2 en el sistema (3.19) con
la correspondiente transformacio´n escalar
dρ
dθ
= aρ2k+1 + o(|ρ2k+1|), ρ→ 0,
donde a 6= 0 es un nu´mero real, k es un entero positivo. Entonces el punto de equilibrio
en el origen del sistema (3.19) es asinto´ticamente estable si a < 0; de lo contrario es
inestable.
En ocasiones, puede ocurrir que los coeficientes de ρ en la ecuacio´n dρ/dθ sean todas
cero. En este caso, es dif´ıcil conocer la estabilidad del origen. Sin embargo, con una
restriccio´n de la funcio´n f , tenemos el siguiente teorema.
Teorema 3.3.1. (Teorema central de Liapunov)
Supongamos que f es anal´ıtica. Entonces, para el punto de equilibrio en el origen del
sistema (3.19), se verifica una de las tres alternativas siguientes:
1. El origen es inestable,
2. El origen es asinto´ticamente estable,
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3. El origen es un centro, esto es, toda solucio´n en un entorno del origen es perio´dica.
Esto concluye el ana´lisis de la estabilidad de un punto de equilibrio cuando sus au-
tovalores son puramente imaginarios. El me´todo de coordenadas polares y reduccio´n a
la ecuacio´n escalar dr/dθ tambie´n proporciona una herramienta efectiva para el estu-
dio de o´rbitas perio´dicas de la ecuacio´n (3.19) alrededor del origen. Veamos un par de
observaciones.
Lema 3.3.2. Existe un entorno acotado U del origen en R2 tal que cada o´rbita perio´dica
Γ de la ecuacio´n (3.19) contenida en U rodea al origen; adema´s si x0= (r0, 0) ∈ Γ con
r0 > 0, entonces la solucio´n r(θ, r0) de la ecuacio´n (3.21) satisfaciendo r(0, r0) = r0 es
2pi-perio´dica en θ. A la inversa, si r(θ, r0) es una solucio´n 2pi-perio´dica de la ecuacio´n
(3.21), entonces la o´rbita Γ(x0) con x0= (r0, 0) en el sistema plano (3.19) es una o´rbita
perio´dica. El per´ıodo mı´nimo T tal que Γ es el primer valor de t para el cual la solucio´n
θ(t) del sistema (3.23) satisface
θ(T ) = 2pi. (3.25)
El resultado siguiente, es un caso especial del Teorema de Poincare´-Bendixson.
Teorema 3.3.2. Existe un entorno del origen U ⊂ R2 tal que si x0 ∈ U y la solucio´n
ϕ(t,x0) del sistema (3.19) permanece en U para t ≥ 0 (respectivamente, t ≤ 0), entonces
el conjunto ω-l´ımite ω(x0) (respectivamente, α(x0)) es una o´rbita perio´dica o el punto de
equilibrio en el origen.
Para estudiar la estabilidad de una o´rbita perio´dica Γ del sistema (3.19), consideramos
Γ como una curva cerrada y omitimos su tiempo t. En este contexto, definimos la distancia
de un punto xˆ ∈ R2 a una o´rbita perio´dica Γ como
dist(xˆ,Γ) ≡ mı´n{‖ xˆ− x ‖, ∀x ∈ Γ}.
Definicio´n 3.3.1. Una o´rbita perio´dica Γ del sistema (3.19) se dice que es orbitalmente
estable si, para cualquier ε > 0, existe un δ > 0 tal que dist(x0,Γ) < δ implica que
dist(ϕ(t,x0),Γ) < ε para todo t ≥ 0. De lo contrario, diremos que la o´rbita perio´dica Γ es
orbitalmente inestable.
Definicio´n 3.3.2. Una o´rbita perio´dica Γ del sistema (3.19) se dice que es orbitalmente
asinto´ticamente estable si es orbitalmente estable y, adema´s, existe un b > 0 tal que
dist(x0,Γ) < b implica que dist(ϕ(t,x0),Γ)→ 0 cuando t→ +∞, esto es, ω(x0) ⊂ Γ.
Definicio´n 3.3.3. Una o´rbita perio´dica Γ del sistema (3.19) se dice que es orbitalmente
asinto´ticamente estable con fase asinto´tica si es orbitalmente asinto´ticamente estable y,
adema´s, para cualquier x0 con dist(x0,Γ) < b y y0 ∈ Γ existe un nu´mero real υ tal que
‖ ϕ(t,x0)− ϕ(t+ υ,y0) ‖→ 0, cuando t→ +∞.
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Con estas definiciones, el teorema siguiente es inmediato:
Teorema 3.3.3. Sea Γ una o´rbita perio´dica del sistema (3.19) y sea ψ(θ) la solucio´n
2pi-perio´dica correspondiente de la ecuacio´n (3.21). Entonces
Γ es orbitalmente estable (respectivamente, orbitalmente asinto´ticamente estable)
si ψ(θ) es estable (respectivamente, asinto´ticamente estable) como solucio´n de la
ecuacio´n (3.21),
Γ es orbitalmente asinto´ticamente estable con fase asinto´tica si es orbitalmente
asinto´ticamente estable y, para cualquier solucio´n r(θ, r0) de la ecuacio´n (3.21) con
r0 cerca de ψ(0), existe un nu´mero real υ tal que la solucio´n θ(t) del problema de
valor inicial {
θ′ = 1 + Θ(r(θ, r0), θ),
θ(0) = 0.
tiene la propiedad θ(t)− t→ υ cuando t→ +∞.
3.3.3. Bifurcacio´n de Poincare´-Andronov-Hopf
En esta seccio´n, estudiaremos bifurcaciones en un entorno de puntos de equilibrio no
hiperbo´licos cuyos autovalores son imaginarios puros no nulos. Del teorema de la funcio´n
impl´ıcita se sigue que bajo perturbaciones pequen˜as del campo vectorial, el punto de equi-
librio no desaparece y no se crean nuevos puntos de equilibrio. Sin embargo, si el tipo de
estabilidad del equilibrio cambia cuando esta´ sometido a perturbaciones, entonces este
cambio suele ser acompan˜ado de la aparicio´n o desaparicio´n de pequen˜as o´rbitas perio´di-
cas rodeando al punto de equilibrio.
A continuacio´n, definiremos el concepto de bifurcacio´n de Poincare´-Andronov-Hopf.
Definicio´n 3.3.4. Una bifurcacio´n de un equilibrio de sistema x′ = F(λ,x), para el cual
sus autovalores son puramente imaginarios, es decir, λ1,2 = ±iβ con β > 0, se denomina
bifurcacio´n Poincare´-Andronov-Hopf, o bifurcacio´n del nacimiento de un ciclo l´ımite.
Uno de los enfoques ma´s importantes, junto con la teor´ıa de Poincare´-Bendixson, es
la bifurcacio´n de Poincare´-Andronov-Hopf, que es la u´nica bifurcacio´n bidimensional, es
decir, no se puede observar en sistemas de dimensio´n 1, lo que puede ocurrir en dos di-
mensiones gene´ricas sistemas auto´nomos que dependen de un para´metro (bifurcacio´n de
co-dimensio´n 1).
El siguiente teorema establece algunas condiciones de existencia de o´rbitas perio´dicas
de la bifurcacio´n de Poincare´-Andronov-Hopf. La estabilidad se estudiara´ posteriormente.
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Teorema 3.3.4. (Poincare´-Andronov-Hopf) Sea x′ = A(λ)x + F(λ,x) de clase Ck
con k ≥ 3 un campo vectorial plano dependiendo del para´metro λ tal que F(λ,0) = 0
y DxF(λ,0) = 0 para todo |λ| suficientemente pequen˜o. Supongamos que la parte lineal
A(λ) tiene, en el origen, los autovalores α(λ)± iβ(λ) con α(0) = 0 y β(0) 6= 0. Adema´s,
supongamos que estos autovalores cruzan el eje imaginario con velocidad distinta de cero,
es decir,
dα
dλ
(0) 6= 0. (3.26)
Entonces, en cualquier entorno del origen U ⊂ R2 y dado cualquier λ0 > 0, existe λ¯ con
|λ¯| < λ0 tal que la ecuacio´n diferencial x′ = A(λ¯)x + F(λ¯,x) tiene una o´rbita perio´dica
no trivial en U .
Para que los ca´lculos posteriores sean ma´s sencillos, es conveniente transformar la
parte lineal a una forma ma´s simple. Usando un cambio lineal de variables, podemos
transformar la matriz linealizada del campo vectorial en el origen en la matriz
A(λ) =
(
α(λ) β(λ)
−β(λ) α(λ)
)
.
A partir de la suposicio´n β(0) 6= 0, podemos cambiar la variable de tiempo de modo que
β(λ) = 1 para |λ| pequen˜o. Adema´s, la suposicio´n (dα/dλ)(0) 6= 0, en conjuncio´n con
el Teorema de la funcio´n inversa, implica que hay una correspondencia uno a uno entre
α(λ) y λ. Esto nos permite usar α(λ) como el para´metro en lugar de λ. Como resultado
de todas estas transformaciones, podemos suponer que la parte lineal del campo vectorial
en el punto de equilibrio es de la forma
A(λ) =
(
λ 1
−1 λ
)
.
Sea F es una funcio´n Ck, k ≥ 3, definida de la forma
F : R× R2 → R2
(λ,x) 7→ F (λ,x)
satisfaciendo
F(λ,0) = 0, DxF(λ,0) = 0.
As´ı, consideramos el sistema de ecuaciones diferenciales{
x′1 = λx1 + x2 + F1(λ, x1, x2),
x′2 = −x1 + λx2 + F2(λ, x1, x2).
(3.27)
Para el sistema (3.27), el Teorema de Poincare´-Andronov-Hopf se puede reformular de
la siguiente manera, donde la variable a debemos verla como la amplitud aproximada de
la solucio´n correspondiente a la o´rbita perio´dica:
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Teorema 3.3.5. Para el sistema (3.27), existen constantes a0 > 0, λ0 > 0, δ0 > 0, y
funciones reales C1, λ?(a) y T ?(a) de una variable real a, y una funcio´n vectorial T ?(a)-
perio´dica x?(t, a) con las siguientes propiedades: para 0 ≤ a < a0,
λ?(0) = 0, T ?(0) = 2pi, ‖x?(0, a)‖ = a.
La funcio´n x?(t, a) es una solucio´n del sistema (3.27) con el valor del para´metro
λ = λ?(a) y sus componentes viene dadas por
x?1(t, a) = acost+ o(|a|),
x?2(t, a) = −asent+ o(|a|) cuando a→ 0.
Para |λ| < λ0 y |T − 2pi| < δ0 toda solucio´n T -perio´dica x(t) del sistema (3.27)
satisfaciendo ‖x(0)‖ = a y ‖x(t)‖ < a0 deben venir dadas por la funcio´n x?(t, a),
excepto por una posible traslacio´n en fase.
Demostracio´n. Usando la te´cnica de la seccio´n anterior, realizamos un cambio a coorde-
nadas polares, x1 = rcosθ, x2 = −rsinθ, con el fin de reemplazar el tiempo por θ para
obtener la ecuacio´n escalar
dr
dθ
= λr + P (λ, r, θ), (3.28)
con
P (λ, 0, θ) = 0, DrP (λ, 0, θ) = 0. (3.29)
Del Lema 3.3.2, necesitamos estudiar las soluciones 2pi-perio´dicas de la Eq. (3.28). Si
r(λ, θ, a) es una solucio´n de la Eq.(3.28) con valor inicial r(λ, 0, a) = a, entonces r(λ, θ +
2pi, a) = r(λ, θ, a) para todo θ si y so´lo si r(λ, 2pi, a) = a. De la fo´rmula de variacio´n de
constantes, las soluciones de la Eq.(3.28) satisfaciendo r(λ, 0, a) = a vienen dadas por
r(λ, θ, a) = aeλθ +
∫ θ
0
eλ(θ−s)P (λ, r(λ, s, a), s)ds,
y as´ı r(λ, 2pi, a) = a si y so´lo si λ y a satisfacen
(1− e−2piλ)a+
∫ 2pi
0
e−λsP (λ, r(λ, s, a), s)ds = 0. (3.30)
Usando el Teorema de la Funcio´n Impl´ıcita, probaremos que los valores de λ y a satisfa-
ciendo esta ecuacio´n forman una curva en el plano (a, λ). De la Eq.(3.29), a = 0 salisface
la Eq.(3.30) pues el integrando se anula. Esta solucio´n trivial corresponde a una solucio´n
de equilibrio. Para encontrar las soluciones perio´dicas no triviales, consideremos la funcio´n
h(a, λ) dada por
h(a, λ) ≡ 1− e−2piλ + 1
a
∫ 2pi
0
e−λsP (λ, r(λ, s, a), s)ds,
para a 6= 0, y definimos h(0, 0) = 0.
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Ahora, se sigue de la Eq.(3.29) que h es una funcio´n C1 cerca de a = λ = 0, y
∂h
∂λ
(0, 0) = −2pi 6= 0.
Por tanto, por el Teorema de la Funcio´n Impl´ıcita, existe una funcio´n λ?(a) con λ?(0) =
0 tal que
h(a, λ?(a)) = 0.
Ahora, con este λ?(a), la funcio´n r?(θ, a) ≡ r(λ?(a), θ, a) es una solucio´n 2pi-perio´dica
del sistema (3.27). Como consecuencia, la o´rbita que pasa por el punto x0(a) = (a, 0)
viene dada por
γ(x0(a)) = {(x1, x2) : x1 = r?(θ, a)cosθ, x2 = −r?(θ, a)senθ, 0 ≤ θ ≤ 2pi},
y es una o´rbita perio´dica del sistema (3.27).
Para obtener la solucio´n correspondiente del sistema (3.27), sea θ?(t, a) la solucio´n de{
θ′ = 1 + Θ(λ?(a), r?(θ, a), θ),
θ?(0, a) = 0.
Entonces el per´ıodo mı´nimo de γ(x0(a)) esta´ determinado por el primer valor T
?(a)
para el cual θ?(T ?(a), a) = 2pi. En particular, tenemos θ?(0) = 2pi. Si ahora definimos
x?(t, a) ≡ (r?(θ?(t, a), a)cosθ?(t, a),−r?(θ?(t, a), a)senθ?(t, a)),
no es dif´ıcil ver que x? satisface las condiciones del teorema.
El tipo de estabilidad de las o´rbitas perio´dicas en el Teorema 3.3.4 se puede deducir
de la derivada de la funcio´n λ?(a) cuando esta derivada no es cero. Ma´s espec´ıficamente,
tenemos el siguiente resultado que enunciaremos sin demostracio´n.
Teorema 3.3.6. Sea λ?(a) ser la funcio´n dada en el Teorema 3.3.4 y sea Γa la o´rbita
perio´dica correspondiente al sistema (3.27). Entonces, para a = a¯ lo suficientemente pe-
quen˜o, la o´rbita perio´dica Γa¯ es orbitalmente asinto´ticamente estable si dλ
?(a¯)/da > 0, e
inestable si dλ?(a¯)/da < 0.
Definicio´n 3.3.5. Si el ciclo l´ımite que bifurca es estable, la bifurcacio´n de Hopf se llama
supercr´ıtica. En otro caso, se dira´ subcr´ıtica.
Para finalizar, vamos a analizar un ejemplo generalizado de la bifucacio´n de Hopf
y haremos una representacio´n gra´fica para un caso particular que podemos ver en las
Figuras 3.16 y 3.17. Consideremos el sistema de la forma{
x′1 = x2 + F(λ, r2)x1,
x′2 = −x1 + F(λ, r2)x2,
(3.31)
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donde λ es un para´metro, r2 = x21 + x
2
2, y F satisface F(0, 0) = 0 de manera que el
origen es un punto de equilibrio aislado. Este sistema, mediante un cambio a coordenadas
polares, es equivalente al siguiente sistema{
r′ = F(λ, r2)r,
θ′ = 1.
(3.32)
Las propiedades de existencia y estabilidad de soluciones perio´dicas del sistema (3.31)
son los mismos que los de los equilibrios de la ecuacio´n diferencial r′ = F(λ, r2)r. En
efecto, si r = 0 o F(λ, a2) = 0, entonces (a cos t,−a sin t) es una solucio´n 2pi-perio´dica del
sistema (3.31) con amplitud a.
El diagrama de bifurcaciones para las soluciones perio´dicas del sistema (3.31) es sim-
plemente una representacio´n de las soluciones de F(λ, a2) = 0 en el plano (λ, a) junto con
el eje Oλ. Como es usual, las o´rbitas perio´dicas estables esta´n indicadas mediante curvas
so´lidas y las inestables mediante curvas discontinuas.
Tomemos ahora varias formas espec´ıficas para F y dibujemos los correspondientes
diagramas de bifurcaciones.
Para F(λ, r) = λ: No existen o´rbitas perio´dicas no triviales excepto en λ = 0,
en cuyo caso hay una o´rbita perio´dica para cada amplitud a. Todas las o´rbitas
perio´dicas son orbitalmente estables.
Para F(λ, r) = λ− r2: hay una u´nica o´rbita perio´dica no trivial si λ > 0 para cada
valor de a; esto es, a =
√
λ. La o´rbita perio´dica es orbitalmente asinto´ticamente
estable. En este caso, tenemos una bifurcacio´n de Hopf.
Para F(λ, r) = −(r2 − c)2 + c2 + λ con c > 0 una constante fija: hay dos o´rbitas
perio´dicas no triviales, una orbitalmente inestable y la otra orbitalmente asinto´tica-
mente estable, para −c2 < λ < 0 con amplitudes [c± (λ+ c2)1/2]1/2. Las dos o´rbitas
perio´dicas se acercan, colapsan y desaparecen a medida que λ disminuye hasta −c2,
es decir, en λ = −c2 hay una bifurcacio´n silla-nodo de o´rbitas perio´dicas. Solo hay
una o´rbita perio´dica para λ > 0 y es orbitalmente asinto´ticamente estable. La o´rbita
perio´dica inestable nace en una bifurcacio´n de Hopf subcr´ıtica.
En cada uno de estos ejemplos, las hipo´tesis del Teorema de la bifurcacio´n de Poincare´-
Andronov-Hopf se satisfacen. La existencia de una o´rbita perio´dica con pequen˜a amplitud
para λ pequen˜o como lo afirma el teorema es evidente; sin embargo, el tipo de estabilidad
del la o´rbita perio´dica depende de los te´rminos no lineales del campo vectorial. Adema´s,
como se ve en el primero y el u´ltimo caso, tambie´n puede haber o´rbitas perio´dicas adicio-
nales, posiblemente con amplitudes mayores, para un |λ| pequen˜o dado.
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Finalmente, en las Figuras 3.16 y 3.17 podemos ver una representacio´n gra´fica del
plano de fases y del diagrama de bifurcacio´n, respectivamente, de la bifurcacio´n de Hopf
para el sistema {
x′1 = x2 + x1(λ− x21 − x22),
x′2 = −x1 + x2(λ− x21 − x22).
(a) λ < 0 (b) λ = 0 (c) λ > 0
Figura 3.16: Plano de fases de la bifurcacio´n Poincare´-Andronov-Hopf para el sistema
x′1 = x2 + x1(λ− x21 − x22), x′2 = −x1 + x2(λ− x21 − x22).
Figura 3.17: Diagrama de bifurcacio´n de la bifurcacio´n Poincare´-Andronov-Hopf para el
sistema x′1 = x2 + x1(λ− x21 − x22), x′2 = −x1 + x2(λ− x21 − x22).
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Cap´ıtulo 4
El Modelo de FitzHugh-Nagumo
Las caracter´ısticas ma´s relevantes del potencial de accio´n de las ce´lulas excitables y su
dina´mica, fueron modeladas por Hodgkin y Huxley con su sistema de cuatro ecuaciones
diferenciales no lineales [5]. Todos los elementos ah´ı involucrados tienen un claro signifi-
cado biof´ısico. Sin embargo, la complejidad matema´tica del mismo dificulta su ana´lisis.
El modelo de FitzHugh-Nagumo [7] es un sistema simplificado, de dos ecuaciones dife-
renciales, basado en la ecuacio´n de Van der Pol, que captura la dina´mica del feno´meno
de excitabilidad. Debido a que una de las ecuaciones es no lineal, el ana´lisis del sistema
tampoco es trivial. Sin embargo, el hecho de que la otra ecuacio´n sea lineal y que el
sistema sea de dimensio´n dos, facilita su estudio. El modelo de FitzHugh-Nagumo nos
proporciona una idea matema´tica del mecanismo de excitabilidad neuronal.
En este cap´ıtulo, analizaremos cualitativamente el modelo de FitzHugh-Nagumo desde
el punto de vista de la estabilidad de sus soluciones de equilibrio y sus o´rbitas perio´dicas,
con el fin de comprender feno´menos que se presentan debido a cambios en el nu´mero de
equilibrios y en la estabilidad de los equilibrios, al variar los para´metros que aparecen en
dichas ecuaciones. Para su elaboracio´n, hemos consultado las referencias [1], [2], [4] y [6],
as´ı como los resultados recogidos en los cap´ıtulos anteriores de este trabajo.
El sistema de FitzHugh-Nagumo esta´ definido por las ecuaciones
{
x′ = y − x3
3
+ x+ I,
y′ = ε(µ− x− νy), (4.1)
donde x denota el potencial ele´ctrico de la neurona , y es la variable io´nica de recuperacio´n,
µ,I ∈ R, ν > 0 y 0 < ε  1. Notemos que al ser ε  1, las ecuaciones evolucionan a
velocidades distintas. As´ı, x se corresponde con la variable ra´pida del sistema e y se
corresponde con la variable lenta del sistema. Adema´s, I representa un est´ımulo externo.
A continuacio´n, dividiremos este cap´ıtulo en tres secciones, do´nde en cada una de
ellas estudiaremos un caso representativo del modelo de FitzHugh-Nagumo. En los dos
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primeros casos, por simplicidad, tomaremos I = 0 y ν = 0. As´ı, estudiaremos el sistema,{
x′ = y − x3
3
+ x,
y′ = ε(µ− x), (4.2)
que se corresponde con el oscilador de Van der Pol.
4.1. El Oscilador de Van der Pol
En esta seccio´n, analizaremos el primer caso representativo del modelo de FitzHugh-
Nagumo para I = 0, ν = 0 y |µ| < 1. Por simplicidad, tomaremos µ = 0, obteniendo as´ı
el siguiente caso particular del sistema (4.1),{
x′ = y − x3
3
+ x,
y′ = −εx, (4.3)
En primer lugar, daremos una pequen˜a motivacio´n sobre el oscilador de Van der
Pol. Despue´s, veremos que el sistema (4.3) es equivalente, mediante transformaciones
de Lie´nard, a la ecuacio´n x′′−λ(1−x2)x′+x = 0. Una vez probada la equivalencia, pasa-
remos a estudiar la existencia, unicidad y estabilidad de o´rbitas perio´dicas en el oscilador
de Van der Pol.
4.1.1. La ecuacio´n de Van der Pol
Como hemos visto en el cap´ıtulo anterior, Definicio´n 3.1.2, un ciclo l´ımite es una o´rbi-
ta perio´dica aislada. Aislado significa que las o´rbitas vecinas no son cerradas, sino que
giran en espiral hacia dentro o fuera del ciclo l´ımite. La estabilidad del ciclo l´ımite viene
determinada mediante la aplicacio´n de Poincare´, como hemos visto en el Teorema 3.1.7.
En particular, si todas las trayectorias vecinas se acercan al ciclo l´ımite, decimos que el
ciclo l´ımite es estable o atractor. De lo contrario, el ciclo l´ımite es inestable o, en casos ex-
cepcionales, semi estable, es decir, las trayectorias interiores (respectivamente exteriores)
se aproximan sobre la o´rbita para t → +∞ y las exteriores (respectivamente interiores)
lo hacen para t→ −∞; ver Figura 4.1.
CICLO LÍMITE
ESTABLE
CICLO LÍMITE CICLO LÍMITE
INESTABLE SEMI-ESTABLE
Figura 4.1: Estabilidad del ciclo l´ımite.
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Los ciclos l´ımite modelan sistemas que exhiben oscilaciones auto-sostenidas. En otras
palabras, estos sistemas oscilan incluso en la ausencia de un forzamiento perio´dico externo.
De los innumerables ejemplos que podr´ıan darse, mencionaremos solo algunos: el latido
de un corazo´n; la activacio´n perio´dica de un marcapasos; ritmos diarios en la tempera-
tura del cuerpo humano o la secrecio´n de una hormona; reacciones qu´ımicas que oscilan
esponta´neamente; y peligrosas vibraciones autoexcitadas en puentes y alas de aviones. En
cada caso, hay una oscilacio´n esta´ndar de algu´n per´ıodo, formas de onda y amplitud. Si
el sistema esta´ ligeramente perturbado, siempre regresa al ciclo esta´ndar.
El oscilador de Van der Pol es un sistema dina´mico que incluye retroalimentacio´n po-
sitiva y un elemento resistivo no lineal. En su aplicacio´n original, a principios del siglo
pasado, el oscilador ele´ctrico con un elemento no lineal se utilizo´ como precursor de las
primeras radios comerciales. Un circuito de este tipo favorece las oscilaciones pequen˜as y
amortigua las grandes. En esta seccio´n se analiza el comportamiento del oscilador de Van
der Pol, con el fin de encontrar sus condiciones de estabilidad y la posible presencia de
ciclos l´ımite en el sistema.
El oscilador de Van der Pol (4.3), con amortiguamiento no lineal, esta´ gobernado por
la siguiente ecuacio´n diferencial de segundo orden homoge´nea:
x′′ − λ(1− x2)x′ + x = 0, (4.4)
donde x es la variable dina´mica y λ > 0 un para´metro. A continuacio´n, veremos que esta
ecuacio´n es equivalente, mediante transformaciones de Lie´nard, al sistema (4.3).
Notemos que cuando x es pequen˜a, el te´rmino cuadra´tico x2 es despreciable y la
ecuacio´n del sistema se convierte en una ecuacio´n diferencial lineal con amortiguamiento
negativo –λ, es decir:
x′′ − λx′ + x = 0.
Por lo tanto, el punto fijo x = 0 es inestable: un foco inestable cuando 0 < λ < 2
y un nodo inestable en caso contrario. Por lo tanto, cuando x es pequen˜a el sistema
es inestable alrededor del punto fijo. Por otro lado, cuando x es grande, el te´rmino x2
se vuelve dominante y la amortiguacio´n se vuelve positiva. Por consiguiente, se espera
que la dina´mica del sistema este´ restringida en algu´n a´rea alrededor del punto fijo. En
realidad, el sistema de Van der Pol (4.4) satisface el teorema de Lie´nard asegurando que
hay un ciclo de l´ımite estable en el espacio de fases, como se probara´ en la siguiente seccio´n.
En particular, mediante el teorema de Poincare´ - Bendixon, podemos probar que existe
un u´nico ciclo l´ımite estable para todo λ > 0. Dos posibles casos a analizar son los l´ımites
para λ  1 y λ  1, que representan el amortiguamiento grande y amortiguamiento
pequen˜o, respectivamete.
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Cuando λ 1, la ecuacio´n es una perturbacio´n del oscilador armo´nico lineal (1.4). En
esta seccio´n nos centraremos en analizar el caso en el cual el amortiguamiento es grande,
es decir, cuando λ 1, conocido tambie´n como oscilador de relajacio´n.
Comenzaremos transformando el sistema de Van der Pol (4.4) en un sistema equiva-
lente mediante una transformacio´n de Lie´nard:
No´tese que
x′′ − λ(1− x2)x′ = d
dt
(
x′ − λ
(
x− x
3
3
))
.
y consideremos w = x′− λ
(
x− x3
3
)
. Esto implica que w′ = −x y por lo tanto tenemos el
sistema: {
x′ = w + λ(x− x3
3
),
w′ = −x.
Tomemos ahora, y = w/λ con y ∼ O(1) para λ 1. Si sustituimos esto en la ecuacio´n
anterior, obtenemos {
x′ = λ(y − x3
3
+ x),
y′ = − 1
λ
x,
para x′ ∼ O(λ) grande y para y′ ∼ O(1/λ) pequen˜o.
Si en el sistema anterior tomamos δ = 1/λ, obtenemos{
δx′ = y − x3
3
+ x,
y′ = −δx.
A continuacio´n, hacemos el cambio en la variable temporal t = τ/δ{
x′ = 1
δ2
(y − x3
3
+ x),
y′ = −x,
donde ahora la prima denota la derivada con respecto a la nueva variable independiente.
Tomando ε = δ2 el resultado es el siguiente sistema, que es equivalente al sistema de
Van der Pol (4.4): {
εx′ = y − x3
3
+ x,
y′ = −x.
Finalmente si hacemos el cambio τ = t/ε, obtendremos el sistema (4.3).
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4.1.2. Existencia de o´ribitas perio´dicas y unicidad en el oscilador
de Van der Pol
En el Cap´ıtulo 3, hemos hablado de la existencia y estabilidad de las o´rbitas perio´di-
cas. Utilizaremos el Teorema de Poincare´ - Bendixson (Teorema 3.1.3) para demostrar la
existencia de una o´rbita perio´dica no trivial en el oscilador de Van der Pol.
Notemos que, a partir de la ecuacio´n (4.4) haciendo el cambio
x1 = x, x2 = x
′,
obtenemos el sistema que se estudia en el siguiente teorema.
Teorema 4.1.1. La ecuacio´n de Van der Pol{
x′1 = x2,
x′2 = −x1 + λ(1− x21)x2,
(4.5)
tiene una o´rbita perio´dica no trivial para todos los valores del para´metro λ.
Demostracio´n. Consideraremos el caso λ > 0. Cuando λ = 0, la ecuacio´n se convierte en
el oscilador armo´nico lineal. El caso λ < 0 puede reducirse al primer caso al invertir el
tiempo.
Para probar la existencia de o´rbita perio´dica, usaremos el teorema de Poincare´ - Ben-
dixson. Para ello, construiremos una regio´n positivamente invariante delimitada por una
curva cerrada que rodea al origen. Dado que el origen es el u´nico punto de equilibrio y
sus autovalores tienen parte real positiva, ninguna o´rbita, salvo el origen, tienen al propio
origen como su ω-l´ımite. Esto implica que debe haber una o´rbita perio´dica dentro de la
regio´n positivamente invariante.
Empezaremos la construccio´n de una curva cerrada simple K la cual formara´ la fronte-
ra de la regio´n positivamente invariante. La idea de co´mo construir la curva K es empezar
en un punto A en el eje x2 negativo y usar las propiedades del campo vectorial para
obtener una curva que se encuentre en el semiplano izquierdo la cual interseque el eje
x2 positivo en un punto E y tal que el a´ngulo entre el vector tangente a la curva y el
campo vectorial (4.5) este´ en el intervalo (0, pi); ver Figura 4.2. Dado que el sistema (4.5)
es sime´trico respecto del origen, podemos definir el sime´trico de esta curva a trave´s del
origen y obtener los puntos A′ y E ′. Si A′ > E ′, entonces la curva AEA′E ′ sera´ la curva
K.
La construccio´n detallada de la curva K consiste en la unio´n de varios segmentos de
curva. Primero, dibujamos una curva auxiliar Q,
Q(x1, x2) ≡ −x1 + λ(1− x21)x2, (4.6)
la cual tiene tres componentes y sus as´ıntotas vienen dadas por x1 = ±1 y x2 = 0. La
componente de esta curva con as´ıntotas x1 = −1 y x2 = 0 esta´ cruzado de izquierda a
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C
D
A
B
E
A'
B'
C'
D'
E'
Q(
x,
y)
=
0
0
Q
(x
,y
)=
0
Q
(x
,y
)=
0
Figura 4.2: Construccio´n de una regio´n positivamente invariante para el oscilador de Van
der Pol.
derecha por el campo vectorial (4.5).
Para construir la primera pieza de nuestra curva K, tomamos un punto A = (0, x02)
en el eje negativo x2 suficientemente lejos del origen, y obtenemos la o´rbita del sistema{
x′1 = x2,
x′2 = λ(1− x21)x2,
pasando a trave´s del punto A. Integrando, obtenemos que esta o´rbita interseca la recta
x1 = −1 en un punto B = (x1(t¯), x2(t¯)). Veamos quie´n es el punto B:
Si obvervamos el sistema anterior y lo comparamos con la ecuacio´n de Van der Pol
(4.5), vemos que x1(0) = 0, y tomamos x2(0) = x
0
2  0.
Tenemos que
x1(t)− x1(0) =
∫ t
0
x2(s)ds⇔ x1(t) = x1(0) +
∫ t
0
x2(s)ds,
y adema´s,
x1(t¯) = x1(0) +
∫ t¯
0
x2(s)ds = −1.
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Veamos ahora, quie´n es x2(s):
x2(t¯) = x2(0) +
∫ t¯
0
λ(1− x21(s))x2(s)ds = x02 + λ
[∫ t¯
0
x2(s)ds−
∫ t¯
0
x21(s)x2(s)ds
]
=
= x02 − λ−
∫ t
0
(∫ s
0
x2(σ)dσ
)2
x2(s)ds = x
0
2 − λ−
∫ t¯
0
1
3
(∫ s
0
x2(σ)dσ
)3
ds =
= x02 − λ− λ
1
3
(−1) = x02 −
2
3
λ.
Por lo tanto, x1(t¯) = −1 y x2(t¯) = x02− 23λ, y la o´rbita interseca a la recta x1 = −1 en
el punto B = (−1,−2λ/3 + x02).
Para saber el sentido y direccio´n de la o´rbita, basta obtener su recta tangente, la cual
es la resultante de sumar las pendientes de las rectas tangentes del sistema de Van der
Pol (4.5) y del sistema auxiliar anterior.
La pendiente de la recta tangente del sistema de Van der Pol viene dada por
x′2
x′1
=
−x1 + λ(1− x21)x2
x2
> 0,
pues λ > 0, x1(0) = 0 y x2(0) < 0. Del mismo modo, la pendiente del sistema auxiliar es
de la forma
x′2
x′1
=
λ(1− x21)x2
x2
> 0.
Entonces, a lo largo del arco AB tenemos
−x1 + λ(1− x21)x2
x2
− λ(1− x
2
1)x2
x2
= −x1
x2
< 0;
y por tanto, las o´rbitas del sistema (4.5) cruzan AB de derecha a izquierda.
Ahora, seguimos la o´rbita de la ecuacio´n diferencial{
x′1 = x2,
x′2 = −x1,
(4.7)
que viene desde B hasta que la o´rbita, la cual es un arco circular centrada en en origen,
corta la componente de la curva (4.5) en el cuadrante superior. Denotamos por C el punto
de interseccio´n; tal punto siempre existe si el punto A se toma lo suficientemente lejos del
origen. A lo largo de la curva BC tenemos
−x1 + λ(1− x21)x2
x2
+
x1
x2
= λ(1− x21) < 0;
entonces, las o´rbitas del sistema (4.5) cruzan BC de izquierda a derecha.
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Para el siguiente trozo de curva K, primero estudiaremos los puntos de tangencia de
la o´rbita de ecuacio´n diferencial {
x′1 = x2,
x′2 = −x1 + λx2,
(4.8)
con la componente de la curva (4.6) en el cuadrante superior izquierdo. Al diferenciar
impl´ıcitamente la curva (4.6), no es dif´ıcil calcular que la primera coordenada x11 del
punto D = (x11, x
1
2) satisface la equacio´n
1 + (1− λ2)x2 + 2λ2x4 − λ2x6 = 0. (4.9)
Cuando x = −1, el lado izquierdo de la ecuacio´n (4.9) es positiva, y cuando |x| es
suficientemente grande el lado izquierdo es negativo; por lo tanto, existe una solucio´n x11
de la ecuacio´n (4.9). Entre las soluciones de la ecuacio´n (4.9) tomamos la ma´s cercana de
−1. Cuando el punto A esta´ lo suficientemente lejos del origen, el punto D se encuentra
a la derecha de C. Es claro que las o´rbitas del sistema (4.5) esta´n atravesando la curva
(4.6) entre C y D de izquierda a derecha.
Para continuar nuestra curva K, seguimos la o´rbita del sistema (4.8) empezando desde
el punto D hasta que corta el eje x2 en un punto E. Ya que
−x1 + λ(1− x21)x2
x2
+
−x1 + λx2
x2
= −λx21 < 0,
las o´rbitas del sistema (4.5) atraviesan la curva DE de izquierda a derecha.
La primera mitad de nuestra curva constru´ıda es ABCDE. Para construir la otra
mitad, observemos que el sistema (4.5) es sime´trico respecto del origen. Sea A′B′C ′D′E ′ la
curva sime´trica de ABCDE respecto del origen. Como D, por lo tanto E, es fijo, podemos
asegurar que A′ yace encima de E al tomar A lejos del origen. Adema´s, observe que las
o´rbitas del sistema (4.5) atraviesan la curva EA′ de izquierda a derecha. Por simetr´ıa,
es claro que la regio´n encerrada por la curva cerrada K = ABCDEA′B′C ′D′E ′A es
positivamente invariante por el flujo del oscilador de Van der Pol.
Teorema 4.1.2. Una o´rbita perio´dica no trivial del oscilador de Van der Pol (4.5) con
λ > 0 es hiperbo´lica y orbitalmente asinto´ticamente estable.
Demostracio´n. Sea Γ una o´rbita perio´dica no trivial con per´ıodo T y sea x(t) la solucio´n
correspondiente. Por el Teorema 3.2.1, apartado 3, y la fo´rmula (3.1), necesitamos probar
que la derivada de la aplicacio´n de Poincare´ satisface
Π′(x(0)) = exp
{∫ T
0
λ(1− [x1(t)]2)dt
}
< 1.
Lo lograremos probando que el valor de la integral es negativo.
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Consideremos la funcio´n
V (x1, x2) =
1
2
(x21 + x
2
2),
y calculemos V ′ a lo largo de las soluciones del sistema (4.3):
V ′(x1, x2) = x1x′1 + x2x
′
2 = x1x2 + x2[−x1 + λ(1− x21)x22] = λ(1− x21)x22,
V ′(x1, x2) = −2λ(1− x21)[
1
2
x21 − V (x1, x2)]. (4.10)
La funcio´n V sobre la o´rbita perio´dica Γ toma el mı´nimo valor en varios puntos, de-
notados, x(t¯). As´ı, V ′(x(t¯)) = 0 y o bien x2(t¯) = x′1(t¯) = 0 o bien x1(t¯) = ±1.
Probaremos ahora, que el primer caso es imposible. Si x2(t¯) = 0, entonces x
′
2(t¯) 6= 0,
pues de lo contrario tendr´ıamos x1(t¯) = 0; la unicidad de solucio´n implicar´ıa que x(t) = 0
para todo t, lo cual es imposible. Por lo tanto, si x′1(t¯) = x2(t¯) = 0, entonces x
′′
1(t¯) =
x′2(t¯) 6= 0 y por tanto x1(t) tiene un ma´ximo o un mı´nimo en t = t¯. Como consecuencia, la
funcio´n 1− [x1(t)]2 tiene un signo fijo para t cerca de t¯; por lo tanto, V ′(x(t)) tiene signo
constante para t cerca de t¯. Entonces, V (x(t)) es estrictamente mono´tona para t cerca de
t¯, lo que contradice el hecho de que tiene un mı´nimo en t = t¯.
Por el argumento anterior, el hecho de que V ′(x(t¯)) = 0 implica que x2(t¯) 6= 0 y
x1(t¯) = ±1. Por tanto, V (x(t)) > 1/2 para todo t.
Ahora, una reordenacio´n simple de la ecuacio´n (4.8) produce la fo´rmula
− V
′(x(t))
V ((x(t)))− 1
2
+ 2λ(1− [x1(t)]2) = −λ(1− [x1(t)]
2)2
V ((x(t)))− 1
2
.
Integrando a ambos lados de la igualdad obtenemos
2
∫ T
0
λ(1− [x1(t)]2)dt = −λ
∫ T
0
(1− [x1(t)]2)2
V ((x(t)))− 1
2
dt < 0,
pues la integral del te´rmino de la izquierda desaparece, el para´metro λ y la integral de la
derecha de la igualdad son ambos positivos.
Este resultado, aparentemente local, tiene una consecuencia fa´cil pero muy importante
para la dina´mica global del oscilador de Van der Pol.
Teorema 4.1.3. (Unicidad de ciclo l´ımite en Van der Pol) Para λ > 0, el oscilador
de Van der Pol (4.5) tiene un ciclo l´ımite estable al que tiende cada solucio´n que no es
un equilibrio cuando el tiempo aumenta.
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Demostracio´n. Hemos visto en el Teorema (4.1.2) que toda o´rbita perio´dica del oscilador
de Van der Pol es orbitalmente asinto´ticamente estable.
Supongamos que existen dos o´rbitas perio´dicas Γ1 y Γ2. Por el teorema (3.1.6), toda o´rbita
perio´dica debe contener un punto de equilibrio en su interior y el origen es el u´nico punto
de equilibrio del sistema diferencial (4.5), una de sus o´rbitas perio´dicas debe estar en el
interior de la otra.
Ahora, sea x0 un punto entre Γ1 y Γ2 tal que su conjunto ω-l´ımite ω(x0)= Γ1. El
conjunto α-l´ımite α(x0) de x0 no puede ser Γ2. Por tanto, debe haber una o´rbita perio´dica
inestable entre Γ1 y Γ2, lo que contradice el hecho de que las o´rbitas perio´dicas son
orbitalmente asinto´ticamente estables.
4.2. Bifurcacio´n singular de Hopf y explosio´n canard
El ana´lisis realizado hasta ahora es va´lido para |µ| < 1 y lejos de µ = ±1. En esta
seccio´n, analizaremos lo que ocurre cuando |µ| ≈ 1.
4.2.1. La variedad cr´ıtica y el flujo lento en la ecuacio´n de Van
der Pol
Como hemos visto en la seccio´n anterior, la ecuacio´n x′′−λ(1−x2)x′+x = 0 mediante
transformaciones de Lie´nard es equivalente al sistema{
εx′ = y − x3
3
+ x,
y′ = −x.
Con esta configuracio´n, el sistema tiene un equilibrio inestable rodeado por un ciclo
l´ımite estable lo cual se corresponde con un estado de actitud oscilatoria (spikes en ingle´s)
de la neurona. Para permitir que el equilibrio cambie de estabilidad, y poder reproducir
tambie´n un estado de reposo, se an˜ade el forzamiento constante µ ∈ R en la segunda
ecuacio´n, obteniendo as´ı el siguiente sistema{
εx′ = y − x3
3
+ x,
y′ = µ− x. (4.11)
A partir de ahora, denotaremos cuando sea necesario f(x, y, µ, 0) = y − x3
3
+ x.
Para el estudio del sistema (4.11), utilizaremos herramientas de la teor´ıa geome´trica
de perturbaciones singulares [3], siguiendo particularmente el trabajo [1]. Este sistema
lento-ra´pido tiene una variable lenta y una variable ra´pida. Tomando ε = 0 en el sistema
(4.11), obtenemos el sistema reducido con una ecuacio´n algebraica que define la variedad
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cr´ıtica del sistema (4.11) como la cu´bica
S =
{
(x, y) ∈ R2 : y = x
3
3
− x =: c(x)
}
. (4.12)
Esta curva S es normalmente hiperbo´lica lejos del mı´nimo y ma´ximo local p± =
(±1,∓2/3) de la funcio´n cu´bica, donde S se dobla respecto de la variable ra´pida x. En p±
la hiperbolicidad normal (generalizacio´n del concepto de punto hiperbo´lico a variedades)
falla, dado que ∂
∂x
f(x, y, µ, 0) = 1 − x2 es cero en p±. Por lo tanto, p± son los puntos de
pliegue y descomponen de forma natural la variedad cr´ıtica en tres ramas
S = Sa,− ∪ {p−} ∪ Sr ∪ {p+} ∪ Sa,+,
donde Sa,− := S ∩ {x < −1}, Sa,+ := S ∩ {x > 1}, y Sr := S ∩ {−1 < x < 1}; ver Figura
4.3.
(a) µ = 0 (b) µ = 1
Figura 4.3: Retrato de fases de la ecuacio´n de Van der Pol (4.11).
Del signo de ∂
∂x
f(x, y, µ, 0) podemos concluir que las ramas Sa,− y Sa,+ son atractores
y la rama Sr es repulsor. No´tese que S y su atraccio´n/repulsio´n natural no depende de µ,
y es la misma en ambas ima´genes Figura 4.3(a), cuando µ = 0, y la Figura 4.3(b), donde
µ = 1. La dina´mica de cualquier punto que no esta´ en S esta´ completamente determinada
por la direccio´n de la variable ra´pida x, la cual se indica con doble flecha en la Figura 4.3.
Para obtener el flujo lento en S del sistema de Van der Pol (4.11) no es necesario
resolver la ecuacio´n cu´bica y = c(x) para x en Sa,−, Sr y Sa,+. Es ma´s conveniente escribir
el flujo lento en te´rminos de la variable ra´pida x. Para ello, derivaremos ∂
∂x
f(x, y, µ, 0) =
y − c(x) = 0 respecto de t y obtenemos
y′ = x′x2 − x′ = x′(x2 − 1).
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Combinando este resultado con la ecuacio´n y′ = µ− x del sistema (4.11) obtenemos
(x2 − 1)x′ = µ− x o x′ = µ− x
x2 − 1 .
En el caso µ = 0, representativo para |µ| < 1 siempre y cuando este´ lejos de µ = ±1
estudiado antes, la nuclina y, definida por x = µ se representa en la Figura 4.3(a) como
una l´ınea vertical discontinua, la nuclina x es S y el u´nico punto de equilibrio es x = µ. La
curva cerrada es una o´rbita singular compuesta por dos trayectorias ra´pidas empezando en
los dos puntos de pliegue p± concadenados con los segmentos de S. Tales concatenaciones
continuas de las trayectorias ra´pidas y el flujo lento se denominan candidatas. La o´rbita
singular sigue el flujo por S hasta un punto de pliegue, entonces salta, esto es, hace una
transicio´n a un segmento de trayectoria ra´pida que fluye a otra rama de S. El mismo
mecanismo devuelve la o´rbita singular a la rama inicial de S. Van der Pol introdujo el
concepto oscilador de relajacio´n para describir o´rbitas perio´dicas que alternar entre zonas
de movimiento lento y ra´pido.
Veamos que ocurre en un entorno de µ = ±1.
4.2.2. Bifurcacio´n de Hopf y explosio´n canard
La dina´mica del sistema lento-ra´pido en la vecindad de los puntos en la variedad cr´ıti-
ca donde la hiperbolicidad normal se pierde, puede ser sorprendentemente complicada
y muy distinta de lo que conocemos de sistemas con una sola escala de tiempo. Esta
seccio´n aborda el feno´meno conocido como explosio´n canard, la cual ocurre en sistemas
planos del tipo lento-ra´pido despue´s de una bifurcacio´n de Hopf singular. Analizaremos
este feno´meno en funcio´n de una constante µ ∈ R para el sistema de Van der Pol (4.11).
El plano de fases para µ = 1 es degenerado. El ana´lisis de la estabilidad prueba que pa-
ra µ > 0 el u´nico punto de equilibrio (x, y) = (µ, 1
3
µ3−µ) es una fuente para |µ| < 1, pero
un sumidero para |µ| > 1. La bifurcacio´n de Hopf ocurre para µ = ±1. Como hemos visto
en el cap´ıtulo anterior, Definicio´n 3.3.4, una bifurcacio´n de Hopf de un sistema dina´mico
esta´ caracterizada por dos autovalores imaginarios puros y un punto de equilibrio cru-
zando el eje imaginario con una velocidad distinta de cero. Como resultado, encontramos
una familia de o´rbitas perio´dicas que emergen del punto de bifurcacio´n. Distinguimos dos
casos: bifurcacio´n de Hopf supercr´ıtica donde la o´rbita perio´dica que hace es estable, y
bifurcacio´n de Hopf subcr´ıtica donde la o´rbita perio´dica que hace es inestable. Cerca de la
bifurcacio´n de Hopf, la amplitud de las o´rbitas perio´dicas es comparable a la ra´ız cuadrada
de la distancia entre el para´metro y el punto de bifurcacio´n. Para el sistema de Van der
Pol (4.11) una bifurcacio´n de Hopf supercr´ıtica ocurre cuando µH = ±1, y las o´rbitas
perio´dicas existen en el intervalo |µ| < 1.
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(a) Ciclo l´ımite cerca de la bifurcacio´n de Hopf
A
H
(b) Diagrama de bifurcacio´n supercr´ıtica de Hopf
Figura 4.4: (a) Representacio´n cualitativa de o´rbitas perio´dicas en la ecuacio´n de Van der
Pol (4.11) para ε = 0,05 y (b).
El ana´lisis de co´mo la dina´mica del sistema de Van der Pol cambia con µ de equilibrio
estable a oscilaciones de relajacio´n cuando ε > 0 es pequen˜o, fue un avance importante
en la teor´ıa de sistemas lento-ra´pido. Cerca de la bifurcaco´n de Hopf en µH = 1 la o´rbita
perio´dica es pequen˜a. Sin embargo, cuando µ decrece, la o´rbita perio´dica crece ra´pida-
mente, siguiendo al repulsor lento Srε por un largo tiempo hasta que alcanza la forma de
una oscilacio´n de relajacio´n; compare´moslo con la Figura 4.4(a).
La bifurcacio´n de Hopf en µH = 1 ocurre cuando el equilibrio se mueve sobre el punto
de pliegue p+. En este caso, se llama bifurcacio´n de Hopf singular porque los autovalores
en la bifurcacio´n de Hopf tienen magnitud O(ε−1/2), de modo que la o´rbita perio´dica nace
en la bifurcacio´n de Hopf con un per´ıodo intermedio entre el O(ε−1) ra´pido y escalas de
tiempo lentas O(1). El taman˜o de esta o´rbita perio´dica crece ra´pidamente del dia´metro
O(ε1/2) al dia´metro O(1) en un intervalo de valores de para´metro µ de longitud O(e−K/ε),
para algu´n K > 0 fijo, que es O(ε) cerca de µH . La Figura 4.4(b) se corresponde con
bocetos de posibles diagramas de bifurcacio´n en µ para la bifurcacio´n de Hopf singular
en un caso supercr´ıtico, que se encuentra en el sistema de Van der Pol, el eje vertical
representa la amplitud ma´xima de las o´rbitas perio´dicas. El diagrama de bifurcacio´n es
un boceto que resalta las caracter´ısticas descritas anteriormente. Hay un intervalo muy
pequen˜o de µ donde la amplitud de la oscilacio´n crece en forma de ra´ız cuadrada, como
es de esperar cerca de una bifurcacio´n de Hopf. Sin embargo, la amplitud luego crece
extremadamente ra´pido hasta que alcanza una meseta que corresponde a las oscilaciones
de relajacio´n.
El ra´pido crecimiento en la amplitud de la o´rbita perio´dica cerca de la bifurcacio´n de
Hopf se llama explosio´n canard o explosio´n “pato”. El nombre de pato deriva de o´rbitas
perio´dicas durante la explosio´n canard cuya forma recuerda a un pato. De hecho, la o´rbita
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perio´dica ma´s grande en la Figura 4.4(a) es un ejemplo de esa o´rbita con “forma de pato”.
Ma´s generalmente, e independientemente de su forma real, en la actualidad el te´rmino se
refiere a una trayectoria como una o´rbita canard si sigue a una variedad repulsiva lenta
durante un tiempo de O(1) en la escala de tiempo lenta. Adema´s, una o´rbita canard se
llama canard maximal si une una variedad lenta atractiva con una repulsiva.
4.3. Modelo de FitzHugh-Nagumo
En esta seccio´n, analizaremos el modelo de FitzHugh-Nagumo (4.1). Hasta ahora, he-
mos considerado I = 0 y ν = 0, por lo que no estamos modificando la variable I. Para
conseguir obtener el mismo feno´meno que hemos estudiado en la seccio´n anterior variando
I, la corriente externa, necesitaremos una nulclina con una pendiente que no sea vertical.
Recordemos que el modelo de FitzHugh-Nagumo (4.1) viene dado por el sistema{
x′ = y − x3
3
+ x+ I,
y′ = ε(µ− x− νy), (4.13)
que imita la generacio´n de potenciales de accio´n por modelos de tipo Hodgkin-Huxley que
tienen nulclinas cu´bicas, es decir, en forma de N . Recordemos que x denota el potencial
ele´ctrico, e y denota la variable io´nica de recuperacio´n.
Comencemos estudiando los equilibrios del sistema.
Las nulclinas del modelo de FitzHugh-Nagumo (4.1) tienen la forma cu´bica y lineal{
y = x
3
3
− x− I (nulclina x),
y = µ−x
ν
(nulclina y),
y pueden intersecarse en uno, dos o tres puntos, lo que resulta en uno, dos o tres equili-
brios. La nulclina x y la nulclina y son las curvas y = x
3
3
−x−I y y = µ−x
ν
, respectivamente,
en el plano (x, y). Obse´rvese que la nulclina x, asociada a la variable ra´pida, es una curva
cu´bica en el plano (x, y) y la nulclina y, asociada a la variable lenta, es una recta. La
pendiente de la recta y = µ−x
ν
se puede elegir de tal manera que las nulclinas se crucen
en un u´nico punto, que lo convierte en el u´nico punto fijo del sistema. Si variamos el
para´metro I, la nulclina x se desplaza hacia arriba o hacia abajo. Por lo tanto, la varia-
cio´n del para´metro I modifica la posicio´n del punto fijo de modo que diferentes valores de
I hacen que el punto fijo este´ en la parte izquierda, media o derecha de la curva cu´bica,
entendiendo por parte izquierda, media o derecha los tramos de curva separados por el
ma´ximo y el mı´nimo de la cu´bica.
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4.3.1. Condiciones para la existencia de los puntos de equilibrio
En primer lugar, veamos cua´les son los puntos de equilibrio, los cuales los obtendremos
de la interseccio´n de las dos nulclinas.
Si intersecamos la nulclina x con la nulclina y, obtenemos como resultado la ecuacio´n
cu´bica
x3
3
+
(
1
ν
− 1
)
x−
(
I +
µ
ν
)
= 0. (4.14)
Sabemos que cualquier ecuacio´n cu´bica ax3 + bx2 + cx+ d = 0 con coeficientes reales
tiene al menos una solucio´n x sobre los nu´meros reales; esta es una consecuencia del
teorema del valor intermedio. Usando el discriminante
Λ = 18abcd− 4b3d+ b2c2 − 4ac3 − 27a2d2,
se pueden distinguir varios casos posibles:
Si Λ < 0, entonces la ecuacio´n tiene una ra´ız real y dos ra´ıces complejas conjugadas.
Si Λ = 0, entonces la ecuacio´n tiene ra´ıces reales mu´ltiples. Puede ser una ra´ız triple
o una doble y otra simple.
Si Λ > 0, entonces la ecuacio´n tiene tres ra´ıces reales distintas.
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Figura 4.5: Posibles ra´ıces del polinomio cu´bico (4.14).
Este estudio es el que realizaremos a continuacio´n para estudiar las ra´ıces de la ecuacio´n
(4.14). Tomando
a =
1
3
, b = 0, c =
1
ν
− 1, d = −
(
I +
µ
ν
)
,
obtenemos el siguiente discriminante de la ecuacio´n (4.14)
Λ = −41
3
(
1
ν
− 1)3 − 27 (1
3
)2 (−I − µ
ν
)3
=
4(ν − 1)3 − 9ν(µ+ νI)2
3ν3
.
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As´ı, obtenemos (ver Figura 4.5):
Si Λ < 0, entonces
4(ν − 1)3 − 9ν(µ+ νI)2
3ν3
< 0; (ν > 0) ⇐⇒ 4(ν − 1)3 − 9ν(µ+ νI)2 < 0
⇐⇒ 4(ν − 1)3 < 9ν(µ+ νI)2.
Por tanto, si 4(ν−1)3 < 9ν(µ+νI)2 el polinomio cu´bico (4.14) tiene una u´nica ra´ız.
Si Λ = 0, debe verificarse
4(ν − 1)3 − 9ν(µ+ νI)2
3ν3
= 0; (ν > 0)⇐⇒
⇐⇒ (4ν3 − 12ν2 + 12ν − 4)− 9ν(µ2 + (2νI)µ+ ν2I2) = 0
⇐⇒ µ2 + (2νI)µ+
(
ν2I2 − 4ν
3 − 12ν2 + 12ν − 4
9ν
)
= 0.
Resolviendo en la variable I, obtenemos la siguiente condicio´n
I1,2 =
±2√(ν − 1)3ν3 − 3ν2µ
3ν3
siempre que ν > 0,
la cual verifica la existencia de dos ra´ıces en la ecuacio´n (4.14).
Si Λ > 0, entonces
4(ν − 1)3 − 9ν(µ+ νI)2
3ν3
> 0; (ν > 0)⇐⇒ 4(ν − 1)3 − 9ν(µ+ νI)2 > 0
⇐⇒ 4(ν − 1)3 > 9ν(µ+ νI)2 ⇐⇒ µ2 + (2νI)µ+
(
ν2I2 − 4ν
3 − 12ν2 + 12ν − 4
9ν
)
< 0
=⇒ Si ν > 1,
−2ν
√
(ν−1)3
ν3
− 3µ
3ν
< I <
2ν
√
(ν−1)3
ν3
− 3µ
3ν
.
Por tanto, la condicio´n
−2ν
√
(ν−1)3
ν3
−3µ
3ν
< I <
2ν
√
(ν−1)3
ν3
−3µ
3ν
con ν > 1 verifica la
existencia de tres ra´ıces en el polinomio cu´bico (4.14).
A continuacio´n, pasaremos a estudiar la estabilidad de los equilibrios del sistema.
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4.3.2. Estabilidad
La matriz jacobiana del modelo de FitzHugh-Nagumo (4.13) es de la forma
J(x, y) =
(
1− x2 1
−ε −εν
)
.
A continuacio´n, calculamos el polinomio caracter´ıstico de la matriz Jacobiana y sus
autovalores.
|J(x, y)− λI| = (1− x2 − λ)(−εν − λ) + ε =
= −εν − λ+ ενx2 + λx2 + ενλ+ λ2 + ε =
= λ2 + (x2 + εν − 1)λ+ ε(1 + νx2 − ν).
Si tomamos λ2 + (x2 + εν − 1)λ+ ε(1 + νx2 − ν) = 0 obtenemos las siguientes ra´ıces:
λ1,2 =
1
2
[
±
√
(εν + x2 − 1)2 − 4ε(νx2 − ν + 1)− εν − x2 + 1
]
,
que son los autovalores del sistema (4.13). Es fa´cil verificar que
τ = traza J = 1− x2 − εν y ∆ = det J = ε(νx2 − ν + 1),
siendo λ2− τλ+ ∆ = 0 el polinomio caracter´ıstico y λ1,2 = τ ±
√
τ 2 − 4∆
2
los autovalores
del sistema. El equilibrio es estable cuando traza J < 0 y det J > 0, es decir, cuando
1− x2 − εν < 0,
ε(νx2 − ν + 1) > 0,
o, equivalentemente,
1− x2
ε
< ν,
ν >
−1
x2 − 1 ,
e inestable si ∆ < 0 o ∆ > 0 y τ > 0, como hemos visto en el Cap´ıtulo 2.
Dos de las bifurcaciones ma´s interesantes que se observan en el modelo de FitzHugh-
Nagumo son las bifurcaciones silla-nodo y la bifurcacio´n de Hopf, esta u´ltima por su
implicacio´n en el feno´meno de excitabilidad. La bifurcacio´n silla-nodo, estudiada en la
Seccio´n 2 del Cap´ıtulo 3, consiste en la emergencia de un equilibrio que se separa en dos,
una silla y un nodo; la bifurcacio´n de Hopf, estudiada en el Cap´ıtulo 3, Seccio´n 3, consiste
en el cambio de estabilidad de un equilibrio, de estable a inestable, y la emergencia
o desaparicio´n de un ciclo l´ımite. A continuacio´n, se estudian casos particulares de la
bifurcacio´n silla-nodo y de la bifurcacio´n de Hopf en el sistema de FitzHugh-Nagumo.
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4.3.3. Bifurcacio´n silla-nodo
En esta seccio´n, analizaremos la bifurcacio´n silla-nodo fijando los para´metros ν = 3,
µ = 1 y ε = 0,2. Entonces, teniendo en cuenta estos valores, el sistema (4.13) ser´ıa de la
forma {
x′ = y − x3
3
+ x+ I,
y′ = 0,2(1− x− 3y),
y su matriz Jacobiana es de la forma
J(x, y) =
(
1− x2 1
−0,2 −0,6
)
,
con
τ = traza J = 0,4− x2 y ∆ = det J = 0,6x2 − 0,4.
La bifurcacio´n silla-nodo se dara´ cuando el polinomio resultante de intersecar la nul-
clina cu´bica x y la nulclina y bajo estas condiciones, es decir, el polinomio
x3
3
− 2
3
x−
(
I +
1
3
)
= 0.
tenga dos ra´ıces, una simple y otra de multiplicidad dos. Es la ra´ız de multiplicidad dos
la que bifurca. Como bien hemos visto en la seccio´n 4.3.1, el polinomio cu´bico tendra´ dos
ra´ıces cuando Λ = 0, es decir
Λ = 0 =⇒ I1,2 = ±2
√
(ν − 1)3ν3 − 3ν2µ
3ν3
siempre que ν > 0.
Sustituyendo en la expresio´n anterior ν = 3 y µ = 1, obtenemos los valores de I
I1 = 0,029554, I2 = −0,696221.
Adema´s, si resolvemos el polinomio cu´bico en funcio´n de los valores de I, obtenemos que
el equilibrio correspondiente se encuentra en
x =
3
√√
3
√
243I2 + 162I − 5 + 27I + 9
32/3 3
√
2
+
2 3
√
2/3
3
√√
243I2 + 162I − 5 + 27I + 9
.
A continuacio´n, vamos a ver que para I = 0,029554 el equilibrio es un punto de
silla y estudiaremos lo que ocurre en un entorno de este valor del para´metro. El caso
I = −0,696221 se analizar´ıa de forma ana´loga.
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Si ∆ < 0, entonces se tiene τ 2 − 4∆ > τ 2. Por ello, los autovalores son reales y de
distinto signo, por lo que el equilibrio es un punto de silla.
∆ < 0⇐⇒ 0,6x2 − 0,4 < 0 =⇒ −0,816497 < x < 0,816497.
Entonces, si −0,816497 < x < 0,816497 el equilibrio es un punto de silla. Si sus-
titu´ımos los valores de x en el polinomio cu´bico, obtenemos que I(−0,816497) =
0,029554 e I(0,816497) = −0,6962. En esta ocasio´n, nos centraremos en ver lo que
ocurre en un entorno de x = −0,816497. De manera ana´loga, podr´ıamos resolver el
otro caso.
Por tanto, si tomamos I tal que el valor del equilibrio x > −0,816497, el equilibrio
es un punto de silla. Veamos que tipo de estabilidad ocurre cuando x < −0,816497. Para
ello calculamos la traza y el determinante para dicho valor, obteniendo
τ(x) = 0,4− x2 < 0,
∆(x) = 0,6x2 − 0,4 > 0,
τ 2 − 4∆ > 0.
Entonces, como τ < 0, ∆ > 0 y τ 2 − 4∆ > 0, el equilibrio es un nodo estable.
Teniendo encuenta estos resultados, si el para´metro I aumenta, la nulclina x se des-
plaza hacia arriba, pero la nulclina y no cambia. Como resultado, la distancia entre el
nodo estable y el punto de silla disminuye hasta que se fusionen y desaparecen.
A continuacio´n, en la Figura 4.6, haremos una representacio´n gra´fica de esta bifurca-
cio´n silla-nodo. Para una mayor apreciacio´n, tomaremos en primer lugar x = 0 que, como
hemos visto antes, si −0,816497 < x < 0,816497 el equilibrio es un punto de silla. En
dicho punto, la corriente externa toma el valor I = −0,33333333. Como podemos ver en
la Figura 4.6(a), existe una distancia entre ambos equilibrios, donde el equilibrio izquierdo
es un nodo estable y el otro equilibrio es un punto de silla.
Si aumentamos la corriente externa, tomando I = 0,029554, veremos en las Figuras
4.6(b) y (c) que los puntos de equilibrio se han acercado y esta´n muy pro´ximos uno
del otro. Finalmente, los puntos se colapsan y desaparecen dejando el equilibrio estable
situado a la derecha; ver Figura 4.13(d).
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Figura 4.6: Bifurcacio´n de silla-nodo en el sistema de FitzHugh-Nagumo (4.13).
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4.3.4. Bifurcacio´n de Andronov-Hopf
En esta seccio´n, analizaremos la bifurcacio´n Andronov-Hopf fijando los para´metros
ν = 0,5, µ = 1 y ε = 0,08. Entonces, teniendo en cuenta estos valores, el sistema (4.13)
ser´ıa de la forma {
x′ = y − x3
3
+ x+ I,
y′ = 0,08(1− x− 0,5y),
y su matriz Jacobiana es de la forma
J(x, y) =
(
1− x2 1
−0,08 −0,04
)
.
Bajo estas condiciones, el polinomio cu´bico (4.12) se reduce a
x3
3
+ x− (I + 2) = 0.
El equilibrio sera´ u´nico, como hemos visto en la seccio´n 4.3.1, cuando Λ < 0, es decir,
cuando
Λ = −4
3
− 3(I + 2)2 < 0.
Esta condicio´n se verifica en nuestro caso para cualquier valor de I. Si resolvemos el
polinomio cu´bico en funcio´n de los valores de I, obtenemos que el equilibrio se encuentra
en
x =
3
√√
9I2 + 36I + 40 + 3I + 6
3
√
2
−
3
√
2
3
√√
9I2 + 36I + 40 + 3I + 6
.
Sabemos que la bifurcacio´n de Andronov-Hopf ocurre cuando los autovalores se vuelven
puramente imaginarios, es decir, cuando ∆ > 0 y τ = 0, como hemos visto en el cap´ıtulo
2, esto es,
∆ = 0,04 + 0,04x2 > 0,
τ = 0,96− x2 = 0,
lo que implica que
x = ±0,9779 ≈ ±0,98.
Por tanto, para x = ±0,9779 ≈ ±0,98 el u´nico equilibrio tiene autovalores asociados
con parte real nula, lo que es equivalente a τ = 0. A partir de ahora nos centraremos en
el caso en el que x = 0,98, ya que el otro se resuelve de forma ana´loga. Si sustitu´ımos
x = 0,98 en el polinomio cu´bico resultante de intersecar las dos nulclinas, obtenemos
que para I = −0,7 tenemos una bifurcacio´n Andronov-Hopf y sabemos que nace un ciclo
l´ımite.
Para estudiar en que´ direccio´n aparece el ciclo l´ımite y con que´ estabilidad, necesitamos
simular el modelo para distintos valores del para´metro I en un entorno de I = −0,7. Note-
mos que el mı´nimo y el ma´ximo de la nulclina x, se obtienen en
(
1,−2
3
− I) y (−1, 2
3
− I),
respectivamente.
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Si τ 2 − 4∆ < 0 y τ < 0, entonces el equilibrio es un foco estable. Esto equivale a
que
(x2 − 0,96)2 − 0,16(x2 − 1) < 0 =⇒ −1,03 < x < 1,03,
0,96− x2 < 0 =⇒ x < −0,98, x > 0,98.
Por tanto si −1,03 < x < −0,98 y 0,98 < x < 1,03, tenemos un foco estable. Si
despejamos I en el polinomio cu´bico, obtenemos I = x
3
3
+ x − 2. Sustituyendo los
valores de x tenemos que I(−1,03) = −3,39, I(−0,98) = −3,29, I(0,98) = −0,7 y,
por u´ltimo, I(1,03) = −0,605. Entonces, si −3,39 < I < −3,29 y −0,7 < I < 0,605,
el foco es estable.
Si τ 2 − 4∆ < 0 y τ > 0, entonces el equilibrio es un foco inestable. Esto equivale a
que
(x2 − 0,96)2 − 0,16(x2 − 1) < 0 =⇒ −1,03 < x < 1,03,
0,96− x2 > 0 =⇒ −0,98 < x < 0,98.
Por tanto, si −0,98 < x < 0,98, tenemos un foco inestable y, de manera ana´loga,
obtenemos que −3,29 < I < −0,7.
Entonces en un entorno de x = 0,98, donde I = −0,7, si tomamos un valor en x < 0,98,
el equilibrio es un foco inestable. Por el contrario, si tomo x > 0,98 el equilibrio es un
foco estable. De esta forma, vemos que el equilibrio pasa de inestable a estable.
Para terminar nuestro estudio, vamos a representar algunos retratos de fase entorno
al valor de la bifurcacio´n I = −0,7. Veremos, que asociado a la bifurcacio´n de Hopf se
produce una explosio´n canard como la descrita en el oscilador de Van der Pol, que permite
a la o´rbita perio´dica crecer ra´pidamente en un intervalo pequen˜o del para´metro I.
En particular, en la Figura 4.7(a), para I = −0,66 el sistema tiene un equilibrio
estable tipo foco. Esta situacio´n se corresponde con el estado de reposos de la neurona.
En el caso (b), para I = −0,8 ya se ha producido la bifurcacio´n y el sistema tiene un ciclo
l´ımite de relajacio´n (que es estable) y se corresponde con el estado de actividad neuronal o
generacio´n de spikes. Finalmente, en el caso (c) representamos varios casos para I = −0,7,
en un entorno del valor de bifurcacio´n. Disminuyendo I vemos que el ciclo l´ımite crece,
desde la forma de canard “sin cabeza” hasta canard “con cabeza”. Como se observa, los
ciclos siguen a la variedad repulsora de la cu´bica. El valor de bifurcacio´n es el escalo´n de
activacio´n de la neurona.
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Figura 4.7: Bifurcacio´n de Hopf en el sistema de FitzHugh-Nagumo (4.13).
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