Abstract-In this paper, a generic approach to attitude and position estimation, suited for any type of unmanned aerial vehicle, is presented. This will be achieved by establishing a generic framework, which can be extended using adaptive methods to determine the thrust properties of the engines and the mass of the aircraft, while keeping the overall computational complexity of the system low. Furthermore, the effect of magnetic disturbances will be reduced in a novel way by confining the magnetic errors to affect only heading, without compromising the pitch and roll estimation of the system with error-based estimation. The efficacy of the proposed framework will be evaluated through extended simulations and experimental validations on a multirotor. Finally, guidelines will be provided toward: 1) an implementation with a reduced computational complexity and 2) the utilization of the square-root formulations of the extended Kalman filter for extending the dynamic range of the filter.
U
AVs, SUCH as the multirotors, have been in focus of research and development mainly due to their efficiency in completing complex missions and providing a good fundamental base for research. This includes application areas such as forest fire inspection [1] , infrastructure inspection, search and rescue missions [2] , manipulation of objects, and cooperative missions, including cooperative manipulation [3] . In all these applications, an accurate attitude and position estimation is essential to complete the mission, since the controllers are based on the information provided by the estimation.
To achieve the desired control performance in a UAV, three main problems arise that need to be solved. The attitude problem [4] and the translation problem, as has been proved, can be interconnected in a cascade form [5] , [6] to achieve the desired performance, while keeping the complexity low. The final problem is the fact that the control system should be designed for on-board utilization, where attitude and position estimation is required to stabilize the UAV, and since these UAVs are quite often very small, the weight of the control system can have a profound impact on the performance of the UAV. Thus, it is desirable to use small embedded systems to do the estimation and control tasks [7] , mainly due to their small size, low weight, low cost, and high reliability.
The attitude estimation problem has received extended research focus mainly for estimating the attitude of spacecrafts, where the usage of quaternion error representations [8] has gained significant importance in the past few years, usually due to its efficiency and smaller number of states. One popular approach is nonlinear filtering, such as the UKF [9] , [10] or the CKF [11] , [12] , which was proved to have better convergence, especially when the states have bad initialization. However, this approach indicated equal tracking performance to that of the EKF-based algorithms [13] , [14] after convergence. Moreover, little effort has been made to implement efficiently from a computational complexity approach, except from utilizing the common algorithms, while there have been only a few approaches in the utilization of the square-root formulation for an extended dynamic range [11] , [12] , [15] .
It should also be noted that significant work has been done, without utilizing error representations or quaternions, where Mahony et al. [16] created two deterministic observers, one termed direct and the second termed passive, that formulated the kinematics directly on SO(3). These observers were designed based on Lyapunov stability analysis and were shown to be almost globally stable based on the observers' errors through extended proofs, analysis, and experiments. Furthermore, Bonnabel et al. [17] developed the proper theory and geometrical framework for designing symmetry-preserving observers on Lie groups, which were applied, as an example, toward inertial navigation. The strong merit of these observers is the fact that they are intrinsically and globally defined, while in the particular case of inertial navigation aided by magnetic measurements, they are convergent around any trajectory. However, in both of the aforementioned works, it has been assumed that the attitude information could be extracted from the accelerometers, and additionally in the case of [17] that the magnetic measurements are error free. This approach is a sensitive problem, which has been examined and analyzed further in [18] , where in the case of extended dynamic models, this is a possible solution but a more general reference is needed, as will be discussed in this paper. In addition, in this paper, a framework for solving this problem will be proposed by allowing generalized reference vectors and removing the forced connection with accelerometers.
There has not been as much research work in the field of position estimation as in the case of attitude estimation, while the standard approach has been to have two-stage estimation schemes, where the attitude is forwarded to a position estimator that integrates acceleration and compensates with a GPS to get a position estimate [19] . This approach, however, has the drawback of losing attitude convergence during accelerations, and the system does not predict the accelerations. However, the work presented in [20] shows how this combined type of estimation can be utilized on a quadrotor platform together with drag estimation, which highlights the idea but is aimed at a specific platform. We present a novel approach where the previous two stages and the frame-dependent approach have been extended with cross-couplings between the attitude and position estimation in order to provide additional information on the physics of the generalized UAV.
The additional parameters needed from the UAV to increase the estimation accuracy, referred to as a parameteradaptive estimation scheme or an extended state observer, can be used to minimize the effect of modeling uncertainties, both structured and unstructured as discussed in [21] and [22] , by improving the model parameters while still being robust to generalized disturbances, such as modeling uncertainties.
The novelty of this paper stems from: 1) a combined attitude and position estimation scheme designed for embedded systems; 2) an adaptive physical model by estimating the generated thrust independent of the number of engines and mass of the UAV; 3) a reduced implementation complexity to minimize computations; and 4) a generic estimation algorithm that works as a base for any UAV platform.
The rest of this paper is structured as follows. In Section II, an overview of quaternion algebra and the GRPs for use in attitude estimation is presented, while in Section III the overall generic filter formulation is presented. In Section IV, the performance of the proposed estimation scheme is evaluated through both extended simulation and experimental verification. In Section V, the results, simplifications, and approximations are discussed, and finally in Section VI, the conclusions are drawn.
II. QUATERNIONS AND GENERALIZED RODRIGUES PARAMETERS
For consistency reasons, and for establishing the necessary supporting mathematical background for the proposed modeling and control scheme, in this section, we present the basic algebraic concepts behind the idea of quaternions and GRPs. For a more comprehensive analysis and an in-depth description of these mathematical tools, the reader is referred to the following publications: [23] and [24] for quaternions and [25] for GRPs.
A quaternion is a hypercomplex number of rank 4, which can be represented in many ways, while
represent two of the most popular approaches where q ∈ H, i, j, k ∈ C are the complex unit vectors, and {q 0 , q 1 , q 2 , q 3 } ∈ R. The quaternion units from q 1 to q 3 are called the vector part, or also the complex part, of the quaternion, while q 0 is the scalar part (sometimes denoted by q 4 or w). The multiplication of two quaternions p, q is defined by the Kronecker product, denoted by ⊗
If p represents one rotation and q represents another rotation, p ⊗ q represents the combined rotation. It is important to note that quaternion multiplication is noncommutative, just as rotations are noncommutative. The norm/length of a quaternion is defined, just as for any complex number, as
We assume that all quaternions have unitary length and thus are called unit quaternions. The complex conjugate of a quaternion has the same definition as normal complex numbers. The sign of the complex part is switched as
The inverse of a quaternion is defined as
just as the normal inverse of a complex number. Moreover, if the length of the quaternion is unitary, then the inverse is the same as the conjugate. The derivative of a quaternion requires some algebraic manipulation and can be represented as [24] 
in the case that the angular velocity vector is in the fixed frame of reference and aṡ
if the angular velocity vector is in the body frame of reference, where
If a quaternion is a unit quaternion, it can be used as a rotation operator. However, the transformation is not built up by only one quaternion multiplication but by two, the normal and its conjugate, as
This rotates the vector v from the fixed frame to the body frame represented by q. This rotation, in (8), can be rewritten by replacing v with the Euclidean basis vectors, as displayed in the following equations:
It should be noted that in the examined case, only the vector part of the quaternion has been extracted, resulting in a rotation matrix, which rotates a point in a fixed coordinate system, as
Rotating a coordinate system, compared to rotating a point in a coordinate system, is the same operation as (12) but with the sign of the angle reversed, which provides
while the same result arises when conjugating the quaternion in (8) . This is also directly connected to the general rotation matrix from Euler angles as
The rotation can also be represented using a rotation vector as
where u is the rotation axis (unit vector) and α is the angle of rotation. Using this notation can provide many benefits when creating an error or specifying a reference as it has a direct physical connection. Finally, for representing quaternion rotations in a more intuitive manner, the conversion from Euler angle to quaternion and from quaternion to Euler angle can be performed by utilizing the following two equations, respectively:
and the inverse transform ⎡
This property is very useful when the aim is to represent the orientation in angles, while retaining the overall dynamics of the system in the quaternion form. A GRP is different from a quaternion in the sense that it only has three components, while a quaternion has four and a GRP, contrary to quaternions, has a singularity, which can be placed almost arbitrarily, as discussed in [14] . This error representation can be calculated from an error quaternion as
where δq v is the vector part of the quaternion error, f ∈ R + is used to set the scaling of the small angle approximation, and a ∈ R + is used to set where the singularity is placed, with typical values of f = 4 and a = 1, equaling four times the modified Rodrigues parameter [9] , making the small angle approximation equal the angle, without scaling. The inverse transformation, back to an error quaternion [25] , is as follows:
The dynamics of attitude errors have been thoroughly examined [8] , [14] , where the second-order approximation
is the most popular one to use with an EKF [8] , where δ p ∈ R 3 is the attitude error, ω ∈ R 3 is the bias-compensated angular rate, and δω ∈ R 3 is the current estimate of the bias error. This comes from the fact that the Jacobian, of the state prediction equations, does not gain any more information when adding more degrees since the states are close-or equal-to zero.
III. FILTER FORMULATION

A. Estimation Overview
In Fig. 1 , a complete overview of the generic estimation algorithm is presented. The inputs are divided into four categories: 1) reference vectors, where r B m , b B m ∈ R 3 are a general reference vector and the magnetic field vector, respectively, which can be used as attitude references; 2) Inertial Measurement Unit (IMU), which provides the relative information where a B m , ω B m ∈ R 3 are acceleration and angular rate, respectively; 3) absolute sensors, some of which provide global position information, such as GPS, and others that provide absolute values with respect to the body frame, such as sonars; 4) actuators to be used as feed forward and parameter estimation in the algorithm, where u k ∈ R n is the input vector. With this structure, it is assumed that the following sensors are available: an accelerometer, a gyroscope, a magnetometer, a sensor that provides the general reference vector, and absolute sensors, such as GPS, cameras, sonars, or laser scanners, to compensate for position drift.
The reference vectors are transformed into error quantities, where θ e,k ∈ R 3 are the error angles, and the IMU acceleration data are transformed into the fixed frame of reference, a F m ∈ R 3 , as will be presented in Section III-C. These, plus the absolute sensors and the actuator signals, are fed to the SR-EKF, which will be presented in Section III-B, in order to estimate δ p k|k , δω k|k ∈ R 3 , which are the attitude and gyroscope's bias errors, respectively, to correct the attitude and gyroscope bias estimation, which areq k|k ,ω k|k ∈ R 3 , respectively. Furthermore, the position, velocity, and parameters (p
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It should be noted that the entire system works in the fixed North (x), West (y), and Up (z) NWU; if it is desired to work in the North (x), East (y), and Down (z) NED, some conversions will have to be made. Moreover, all the notations and the sub-block analysis, depicted in Fig. 1 , will be presented in the sequel.
B. Square-Root Extended Kalman Filter
In this section, we present the underlying equations of the SR-EKF [26] , [27] . This implementation was chosen to counteract the problem of dynamic range in floating-point arithmetic, where the sum of a small and a large number will equal the large number (rounding away the small number), while the square-root formulation has the advantage of effectively doubling the usable dynamic range.
In the following algorithm, chol(X) denotes a Cholesky decomposition returning the lower triangular matrix L, chol downdate (L, X) denotes a down date of a Cholesky decomposition (L), utilizing the columns of X as down-dating vectors and returning the down-dated lower triangular matrix, while QR(X) denotes a QR decomposition returning the upper triangular matrix R from the decomposition.
If the problem is ill conditioned, another down date algorithm called the QR down date [28] , which uses Givens rotations, can be used that has better numerical properties but needs more computations than the Cholesky down date. In this implementation, computational speed has been chosen as the main goal, since the problem of attitude and position estimation is well conditioned.
C. Attitude Model
The attitude estimation part of the filter is designed to be a multiplicative EKF, implying that the attitude is propagated as error quantities. This has the advantages of reducing the state vector by one compared to using a full quaternion, since it only represents the error and not the entire state [8] , and guaranteeing the states to be close to zero, which will simplify a lot of the system equations in the following analysis.
1) Error Representation and States:
The attitude error representation chosen is the GRP, as presented in Section II, and from (21), it also requires the angular rate bias error δω. Using this representation for the dynamics, the following state vectorx A k arises to represent the attitude error and the bias error:
Assuming that the dynamics are slow during each time step gives the following zeroth-order integrator, sometimes called a rectangle rule, to predict the state:
2) Measurement Transformation: The main transformation to keep the system computationally simple is to transform the measurements from a general reference vector and the magnetic field vector directly into error angles. 
Assumption 1:
Assume there is a vector r B m that can be measured in the body frame of the UAV and which is known in the fixed frame to be used as a reference vector.
Using this reference vector, the error can be calculated using vector algebra to produce the tangent of the error angles as (24) whereŴ is the measurement and V ref is the reference direction, as depicted in Fig. 3 . At small errors, this expression is the error state directly in the fixed frame of reference, and using this property of vectors, the reference and magnetic vectors can directly be transformed into error angles as
where θ R e , θ P e , and θ Y e ∈ R are the error angles around roll, pitch, and yaw, respectively. Due to practicality, a small change must be made as
to counteract the problem of division by zero [29] , which could happen in (25) , which will also be used in the measurement equation presented in the sequel.
Since the magnetic measurement is very susceptible to errors and interference, it is desirable to use this information for correcting only the yaw estimation. This guarantees that errors in the magnetic measurement will not translate to errors in roll and pitch, with the added advantage that the local magnetic field can be unknown. This is done using a property of the magnetic field-the horizontal part of the vector always points North; this is extracted by using the x and y components of the vector to calculate the yaw error. However, the measurements are made in the body frame of reference; hence, they must first be transformed into the fixed frame. This is done using the current attitude estimate
where R(· · · ) T is the attitude matrix transformation from (13) . Using these transformations, the attitude input vector is reduced from a size of six to three entries, greatly reducing the computational complexity of the algorithm. Since the measurement now is the attitude error states in the fixed frame of reference, the transformation is defined as
The last step of the attitude update procedure is to update the true attitude and gyroscope bias with the error estimates; this effectively moves the current estimation by the mean of the error, as presented in Fig. 2 . This is known as the reset of the filter, where all the states are zeroed [14] .
The attitude update procedure follows the following procedure.
1) The attitude quaternion and gyroscope bias are set to their initial guesses, whereq 0|−1 ∈ H andb 0|−1 ∈ R 3 are the starting values of the attitude and gyroscope bias, respectively. 2) The error estimates, δ p k|k , δω k|k ∈ R 3 , of attitude and gyroscope bias, respectively, are propagated in two different loops.
3) The gyroscope bias error is added to the previous estimate of the gyroscope bias (b k|k−1 ) to produce the new estimate of the gyroscope bias (b k|k ). 4) The attitude error is transformed back into an error quaternion using (20).
5) The integrated quaternion from the last iteration (q k|k−1 ) is rotated with the error by quaternion multiplication to produce the current estimate of the attitude while keeping the norm constraint. This concludes the attitude part of the filter.
D. Position Model 1) States:
The states for the translational estimation are chosen asx
are the position and velocity, both in the fixed frame, respectively. Since the dynamics of the system are a double integrator from acceleration to position, the following system dynamics arise when using two zeroth-order integrators, sometimes called a rectangle rules:
where
is the application-dependent acceleration model of the system.
2) Absolute Measurements:
The sensors that provide absolute measurements to the translational estimation are application dependent, but sensors such as GPS, camera sensor utilizing optical flow, height-sensing sonar, and barometer are a few popular ones. These, however, have a slow sampling rate compared with the rest of the filter, which can be used to make the filter more computationally efficient by excluding the corresponding measurements from the prediction and measurement function when no new measurements are available.
This concludes the translational part of the filter.
E. Parameter Models
Depending on the goals of estimation, parameter models could be added to estimate thrust or drag parameters; however, these are all application specific. If parameter estimation is used, thex θ k state vector is used to represent the estimated parameters.
F. Complete System
The complete system is the concatenation of the previous three subsystemsx
The complete system can be used as a base for the estimation of attitude, position, and parameters on any UAV by extending the acceleration and angular rate with the aircraft-specific models. An example of this will be presented in the sequel, where the estimation base is extended for the case of a quadrotor for attitude, position, and parameter estimation.
IV. EXPERIMENTAL APPLICATION
For the experimental application and evaluation of the proposed scheme, a quadrotor helicopter was chosen as the test platform, mainly due to its wide availability and possible range of applications. Static, dynamic, and convergence simulations were performed, and two experiments, one in attitude only mode and one in full estimation mode, were carried out to show the real-world accuracy of the system.
In general, it is very difficult to ensure a consistency between the simulation and the experimental results. However, it should be noted that the aim of the simulations is not to act as a direct comparison with the experiments, but to extract the general characteristics of the estimation in a controlled simulation environment and in the sequel analyze the realworld performance of the estimation scheme. In this paper, an additional contribution is the fact that the proposed generalized estimation scheme has also been experimentally evaluated on a UAV, a realization that proves the applicability and the performance of the suggested scheme in real life and noncontrollable application scenarios.
A. Application-Specific Models
Since the translational model is very much dependent on the physics behind the aircraft, it is desirable to know how the control signal will affect the position, velocity, and acceleration. Any thrust generated by the engines in a multirotor platform will always point straight up, viewed from the body frame, while the sum of the forces can be calculated from [30] and [31] as
where F tot is the total thrust force generated, A F ∈ R + is the thrust constant for the engines, ω max ∈ R + is the maximum rotational rate of the engines, i ∈ Z + is the engine number, u i ∈ [0, 1] is the control signal to each engine, and u e ∈ R + is the sum of the squared control signals. This can, however, be expanded further by using the known attitude and the mass of the aircraft to provide the application-dependent acceleration model as
max m is the mass-compensated thrust coefficient. However, it takes a lot of measurements to find this parameter; in addition, β varies with temperature, humidity, declining battery voltage, and so on, and thus to properly measure it and utilize it as a constant is an insufficient approximation. In contrast to this approach, we propose a more efficient approach to estimate it, a contribution that makes the overall filter to adapt to the current condition. The advantage of using such a mass compensation scheme is the fact that the thrust coefficient becomes directly observable from the accelerometer readings, and since the estimation filter needs only the acceleration and the sum of the squared control signals as the input, the estimation becomes independent of the frame, both the number and geometrical location of engines, and mass. However, it is important to note that this acceleration model only works as long as the drag has a minimal impact on the total acceleration. However, this model still lacks dynamics, and in [31] , it has been depicted that a first-order transfer function is a good approximation for the rotational speed of the motors. The problem here is that every motor/ESC combination will have its own unique time constant; hence, for it to be compatible with the majority of motor/ESC combinations, it needs to be estimated as well.
By assuming that the roll, pitch, and yaw control signals are close to zero, the throttle input to thrustũ k can be described as
where τ k ∈ R + is the time constant of the motors and u thr k ∈ R + is the throttle control signal. By combining this with the thrust model, we get the following model for acceleration, which includes the time constant of the motors:
The GPS is used to provide a position fix in the horizontal plane and outputs longitude and latitude coordinates, which are transformed from the global earth coordinate system into a local coordinate system using 
where lon ref ∈ R and lat ref ∈ R are the starting, or home, position of the aircraft, lon m ∈ R and lat m ∈ R are the GPS measurements, and r earth ∈ R + is the radius of the earth in meters. This comes from the fact that 32-bit floating-point arithmetic cannot represent the GPS coordinates without a loss of precision, which comes from the GPS coordinates having up to nine significant digits, where 32-b floating-point arithmetic can only represent seven digits accurately, hence a local coordinate system is used to compensate for this drawback plus the starting position is always at zero in both x and y directions. The height-sensing sonar measures ultrasound reflections from the ground and calculates the distance using time of flight, and it is assumed that it has very narrow beam width. In most of the cases the sonar is mounted to the bottom of the frame, the facing down and the rotation with the frame creates the need to have the measurements be compensated for allowing proper knowledge of the true height. This can be compensated by the attitude matrix, where the R 3,3 element of the attitude matrix, in (12) , contains the roll-and pitchcompensating cosines, as presented in (14) R(q) 3, 3 h sonar = h true (39) where h sonar ∈ R + is the measured height and h true ∈ R is the true height. In practice, the beam width of the sonar creates a dead zone, where the true height is measured with the same size as the beam width angle; however, this is omitted in this implementation.
The accelerometer measurements are made in the body frame of reference, with a bias from gravity, and must be transformed into the fixed frame to be utilized in the estimation, while this is performed by using the attitude matrix as
where a B m ∈ R 3 is the acceleration in the body frame and g F ∈ R 3 is the gravitational offset in the sensor in the fixed frame of reference. Using these sensors, the following state and measurement vectors, respectively, arise:
which give rise to the following measurement prediction function:
However, these measurements are sampled at different rates: normal GPS rates are 1-10 Hz, sonar rates are 10-20 Hz, and the accelerometer rates are 1 Hz-8 kHz. In this system, the accelerometer rate has been set to 200 Hz and during all the sampling, where no new information has entered the system from any of the other sensors, the corresponding acceleration measurements are removed from the measurement vector and measurement prediction function. In this approach, the covariances will propagate correctly when there are no measurements, and in the majority of iterations, the measurement vector will be of size six, with a worst case size of nine, which comes from the error angles (size 3), accelerometer (size 3), GPS (size 2), and sonar (size 1), which greatly reduces the computational complexity of the filter.
B. Simulations
The simulations were performed for three cases: 1) when the system is stationary and converged to show the stationary accuracy; 2) when offsets and biases are applied to evaluate the overall convergence of the suggested scheme; and 3) in a dynamic scenario, when the system is accelerating from standstill and then decelerating to a complete stop (for both small and large accelerations) to show the dynamic performance and accuracy.
The simulations were carried out with a magnetometer sampling of 75 Hz with a standard deviation σ m = 10 −3 Gauss, gyroscope sampling of 200 Hz with a standard deviation σ ω = 0.1 rad/s, accelerometer sampling of 200 Hz with a standard deviation σ a = 0.3 m/s 2 , sonar sampling of 10 Hz with a standard deviation σ s = 10 −2 m, and a GPS sampling of 5 Hz with a standard deviation σ GPS = 1 m.
1) Stationary Simulations:
In the first case of stationary simulations, as presented in Fig. 4 , it is assumed that the estimated parameters have converged and the system is at rest, implying hovering without disturbances. The system is very accurate with an RMSE of 6.4 millirad in pitch and roll and 25.3 millirad in yaw. The decrease of accuracy in yaw comes from the fact that the magnetometer measures only a small part of the desired vector-reducing the useful information in the measurement.
The estimation of angular rate is only using bias compensation from the measurement, where the noise has the same amplitude as that in the measurement but with a zero mean. Postprocessing of the angular rate can be made to reduce the noise; however, this was not included in this implementation.
The velocity estimation showed very good results at hover, with an RMSE of 0.11 m/s in x and y velocities and 0.086 m/s in the z velocity. The result shows some signs of drift; however, the drift is bounded by the GPS measurements, and if greater accuracy is needed in velocity, a sensor measuring the velocity is needed.
When it comes to the estimation of position, the result is very good compared with the GPS measurements. RMSEs of 0.24 m in x and y positions and 0.055 m in the z position are observed. As with velocity, it showing signs of drift; however, the position is bounded within 0.5 m. This comes from the drift of the velocity since the position is integrated from the velocity with only small corrections from the GPS; however, this is enough to keep the drift bounded and close to zero. The estimation of height has much higher accuracy since the sonar measures the height with much lower noise.
2) Convergence Simulations: The second case examined is how well the system finds errors in the sensors, such as biases and constants, and system parameters, such as thrust constant, as depicted in Fig. 5 . The gyroscope bias was set to 0.1, 0.05, and −0.1 rad/s for the roll, pitch, and yaw, respectively, and with a starting guess of 0 rad/s, and the starting guess for β was set to 15 m/s 2 with the true value at 9.8 m/s 2 . As can be seen from the subplots of Fig. 5 , all the estimated parameters converge quickly with sings of exponential convergence, without offset and with very low noise, except the yaw bias, which first diverges. This is, however, expected since the pitch and roll must first converge before the yaw has a correct reference frame. These are essential for the stability of the system, since these parameters define the physical properties of the sensors and the system. Hence, in a real implementation, a lot of care should be taken to present the estimation with a good initial guess.
Due to the complexity in getting a good convergence of the motors' time constant during simulation when there is almost no excitation, these have been left out to the real experiment where ample excitation exists.
3) Dynamic Simulations: The last case examined was the tracking performance of the estimator, which was evaluated on a simple roll maneuver, depicted in Fig. 6 , designed to accelerate and decelerate the aircraft. During the roll of the aircraft, the attitude estimation tracks very well with small errors and no signs of constant offset, since the integration of the quaternion provides relative attitude updates. The velocity tracking is the one with most errors, since it is not directly observed via measurements. However, the proposed scheme is still able to track well and does not show signs of divergence or offset. It should be noted that the model to predict accelerations, from Section IV-A, gives very accurate results during fast changes until the system stops tilting, which is the case when noise will have a major part of the resulting velocity.
Finally, the tracking of position is very good, with small errors and no offsets. This shows that cross-coupling from the attitude part works as intended, since it can utilize the acceleration to predict the velocity and position accurately, and the pressure constant and thrust parameter do not diverge during the maneuver.
4) Complexity:
The effect of adding more measurements compared to the naive case of either using infinite covariance for the measurements, which have no new information, or repeating the old input and increasing the measurement covariance accordingly is presented in Table I . For a complete computational complexity comparison with other implementations, a generic comparison with an SR-UKF, as presented in [32] , and SR-CKF, as presented in [11] , was made, as depicted in Table II . The comparison was made between the best case and worst case, when the measurement vectors are of size six and nine, respectively, over 100 000 iterations, and the results were compared with that of the fastest of each considered case to present relative differences. In the comparison, the SR-EKF implementation was significantly faster than SR-UKF and SR-CKF, and this gain comes mainly from the fact that SR-UKF has two extra Cholesky updates that SR-CKF and SR-EKF avoid, while SR-EKF does not need to evaluate the state prediction and measurement prediction functions multiple times as SR-UKF and SR-CKF need to do. The comparisons between the filters were made on an Intel Core i7-4770 CPU running at 3.4 GHz with 16 GB of RAM, and the implementations of all the filters with the corresponding comparisons, in MATLAB, are available online at [33] . The RMSE of position is calculated as Position RMSE = RMSE 2 x + RMSE 2 y + RMSE 2 z . The RMSE was selected since this is the most common approach mentioned in the literature to present the errors independent of their sign and magnitude. The comparisons were made in the dynamic test, and during this comparison, the GPS rate was set to 5 Hz and the sonar rate was set to 20 Hz.
When adding more sensors, with low sampling rates, the overall computational complexity does not increase as much as it does when using the naive approach; however, the RMSE decreases rapidly. This clearly shows the effect of removing measurements that do not contain any new information, as discussed at the end of Section III-D2.
It should also be noted that since the measurements have different sampling intervals, the chance that two or more measurements come in at the same time is very low, making the case with all sensors almost the same as adding the contributions from each sensor.
C. Experimental Verification
For the experimental verification of the proposed estimation scheme, a motion capture system consisting of 20 Vicon T40s cameras was used to capture the true data for comparison with the estimated data. This was chosen due to the fact that the motion capture system has very high accuracy and does not drift in accuracy or time, making it perfect to use as a global reference. The camera system captures the true pose (attitude: roll, pitch, yaw, and position: x, y, z) at 200 Hz.
D. Experimental Setup 1) Electronic Hardware:
The data acquisition and control is handled by a system called the KFly, which was designed and developed at Luleå University of Technology; an overview of the system architecture is presented in Fig. 7 . Photo depicting the KFly system attached to the hand-held attitude cross. In this photo, the tracking markers for the cameras and the RF communication have been omitted. Fig. 9 .
Photo of the vibration-damped quadrotor frame used in the experiments. In the state depicted, it is ready to fly with all necessary components attached. In this photo, the tracking markers for the cameras have been omitted. or sonar can be connected to the UART ports to expand their capabilities.
d) Operating system: The system features the ChibiOS/RT kernel [34] . ChibiOS handles the communication with the hardware, the mutual exclusions for the communication buses, ISR handler synchronization, and data processing synchronization.
2) Attitude Cross: To evaluate the attitude tracking of the system presented in Fig. 2 , a special hand-held cross, inspired from [35] , was built to be able to place tracking markers at the end of each beam. This cross, depicted in Fig. 8 , can then be manually tilted to evaluate the attitude convergence of the system under controlled circumstances.
3) Quadrotor Frame: The quadrotor frame used in the experiments, depicted in Fig. 9 , was designed and manufactured at Luleå University of Technology with the goal of developing a low-vibration frame in order to minimize the contamination of sensor data from noise. Hence, the frame is of a two-part design, where the bottom part, holding the motors and ESCs, is separated from the other part, holding the battery and sensors, by silicone dampeners. The battery, in conjunction with the silicone dampeners, creates a mechanical low-pass filter, drastically reducing the measured noise in the sensors.
The motors used on the frame are the Tiger Motor's MN1804 of the navigator series, the ESCs are Tiger Motor's T12A ESC, and the propellers used are Tiger Motor's 6 × 2-in carbon fiber propellers. For receiving RC-inputs, an FR-Sky receiver, the D4R-II, was used, and to stream the sensor data for logging, an X-Bee Pro S1 was used at 115 200 baud with the two stop bit fix for high data rate transfers.
However, even at the maximum transfer speed, all data could not be transmitted due to the massive amounts of data generated by the sensors, and hence, the choice was made to drop the barometer measurements.
E. Experiment: Attitude Only
To test the performance of the error-based attitude estimation, the attitude cross in Fig. 8 was used. The experiment was designed to do three simple movements in each roll, pitch, and yaw axis captured by both the internal sensors and the external motion capture system. The reference vector used in the experiment is the gravitational vector measured by the accelerometer.
The result of the experiment, depicted in Fig. 10 , shows that the system converges quickly and tracks dynamic changes very well. As the system is based on integration of the gyroscope and the error estimation only corrects the integration, this is what is expected. However, in both pitch and roll, there are moments of divergence which come from the positioning of the inertial sensors at the rotational center. The accelerometer picks up the centripetal accelerations that come in as offsets in the estimation. This is most evident during the yaw motion when the distance to the rotational center is at its maximum.
In the motion capture room, there were a lot of disturbing magnetic fields which made the magnetometer measurements less useful, as can be seen in the yaw estimation as it diverges slightly. The movement during the yaw motion does sample the magnetic field enough to get a good estimation of the gyroscope's bias and get complete convergence, which is quite evident in the yaw bias estimation.
F. Experiment: Full Estimation
To evaluate the full proposed estimation scheme, the quadrotor depicted in Fig. 9 was flown manually inside the motion capture arena to capture the full 6-DOF (roll, pitch, yaw, and x, y, and z positions), while simultaneously streaming the inertial data generated from the internal sensors over an XBee RF-link, as depicted in Fig. 7 . The problem with flying inside is that there is no GPS reception and to counter this problem GPS drift was measured outside by placing the GPS in pedestrian mode to allow it to drift freely, with a uBlox Fig. 10 . Results from the attitude only estimation on the hand-held cross. The top three plots show the attitude convergence in roll, pitch, and yaw, respectively, while the bottom three subfigures show the gyroscopes' bias convergence in roll, pitch, and yaw, respectively. NEO-M8 GPS, as depicted in Fig. 11 , and was later added to the camera measurements to simulate a GPS. The conversion from longitude and latitude to local error coordinates was made using (38). Fig. 11 . GPS drift measured using a uBlox NEO-M8 GPS, which is converted to local coordinates using (38) to be added to the camera measurements for simulating a GPS indoors.
Finally, the data from the flight were logged to do two different estimations: 1) use the cameras to provide the general attitude reference vector and 2) use the accelerometer as a nonideal reference. This difference is depicted in Figs. 12 and 13 by the solid and dashed lines, where the solid line, named Estimation, uses the accelerometer as the reference and the dashed line, named Ideal, uses the camera-generated reference vector. All position measurements are made at 10 Hz.
The other difference between the two cases is that during the Ideal case, the system is not given a valid guess for the gyroscopes' biases to show convergence during flight, while in the Estimation case, the biases were measured before takeoff and used as the initial guess for the estimation to have a more realistic usage case.
1) Position Estimation:
The position estimation is analyzed as two cases: 1) the horizontal estimation and 2) the vertical estimation, as the horizontal estimation receives most effect from the estimated angles, while the vertical estimation receives most effect from the estimated acceleration, including the thrust parameters.
The horizontal estimation, when compared between the ideal and fully estimated case, receives most of its error from the error in the GPS, which is expected as it is the only reference in the system. However, as the acceleration, estimated from the tilting of the aircraft, is integrated twice, small errors will make the position estimation diverge. It can be clearly seen when the GPS measurements correct the position estimation as jagged noise on the peaks of the position estimation.
The vertical estimation relies heavily on the parameter estimation to be correct and proper estimation of acceleration, and the z-axis acceleration, depicted in the last plot in Fig. 13 , converges with very small errors, helping the vertical estimation converge. Even though there are only ten measurements per second, the double-integrated acceleration provides the dynamic response needed to get highly accurate estimation.
2) Attitude and Bias Estimation: The pitch and roll estimation in the ideal case starts with relatively high errors until the bias estimation converges at about 6-8 s. After this convergence, the attitude estimation tracks the response of the aircraft with very small errors. However, the gyroscopes' Fig. 13 . Estimated system parameters. The first three plots show roll, pitch, and yaw bias, respectively; the next two plots show the motor time constant and thrust parameter, respectively, and the last plot shows the comparison between measured acceleration and estimated acceleration. The thick gray line denotes the measured acceleration, the dashed line denotes the estimation based of an ideal attitude vector, and the solid line denotes the true full estimation based of inertial sensors.
biases move quite a lot, while this effect is produced mainly by the gains of the gyroscopes not being exactly as specified, so the biases compensate for this error in the gyroscopes as well.
Overall, the estimation based of the accelerometer shows, as expected, less accuracy than that achieved when using an ideal attitude reference.
The yaw estimation is, in the ideal case, tracking very well; however, in the case where the magnetometer is used, there is a constant offset from the erroneous magnetic fields inside the flying area. Great caution was taken so that the motors and ESCs did not affect the magnetometer, but changes in the magnetic field due to the building could not be removed more than performing and frequent calibrations inside the motion capturing room. With this said, the yaw estimation works as expected as its errors have no significant effect, such as adding a constant offset to the roll and pitch estimations.
3) Parameter Estimation: As there is no ground truth for the thrust parameter and the time constant of the motors, the only thing that tells how well the estimation is working is the comparison between the estimated acceleration from the parameter estimation and the throttle to the measured acceleration, as done in the last plot in Fig. 13 . From the obtained results, it is straightforward that the proposed scheme works very well and has almost no error when negating the noise from the frame. Due to the fact that the streamed throttle signal is quantized due to the restrictions of the available RF bandwidth and hence it takes steps of 1%, it looks like acceleration is taking a multitude of steps.
Also to be noted is that both the ideal and full estimation estimate the same parameters. This comes from the parameter estimation being observable through the accelerometer measurements and being decoupled from the attitude and position of the UAV.
V. DISCUSSION
One of the main points of this paper has been to show how to reduce the computational complexity of the algorithms for implementation in small embedded systems, and this can further be expanded by analyzing the prediction models and measurement equations. One main point is that since the error states are zeroed, after each iteration, the rotation matrices based on the error states, in (27) - (29), become identity matrices and the derivative of the GRP from (21) becomes zero-both simplifying the implementation.
Since the choice was made to use the square-root version of EKF, numerical precision and dynamic range are effectively doubled, a fact that allows for implementation in small embedded systems without the risk of problems with the parameters. As a bonus, the covariance matrix of SR-EKF is guaranteed to be a positive-definite matrix, and if any update is about to break that constraint, the Cholesky down date will get a √ −1 in its calculations and report an error, which can be handled.
One of the contributions of the proposed integrated estimation scheme for the multirotor field is the estimation of the mass-compensated thrust coefficient β and the time constant τ of the motors. This allows the system to be used in any configuration of multirotors, while providing valuable information about the thrust, and its response, to the controller. This information can be utilized further as a feed-forward term to provide the throttle needed for hovering and to predict accelerations caused by tilting, and the time constant can be used to tune the controller for online auto-tuning.
It should be noted that it has been assumed that the starting guess of the attitude filter is good as it uses approximations that rely on the errors to be close to zero. Such an approach is generic and connected to reality, since the attitude can be measured during the startup phase, which will provide small starting errors. Acceptable startup errors are: 1) the sign of the vector projections in (26) should be correct, thus allowing an error less than ±π/2 rad and 2) the values should not be plus nor minus infinity.
Finally, it should be mentioned that the assumption made for the time constant of the thrust and the thrust constant being much slower than the sampling time of the estimator is confirmed by the experiments, where the thrust constant is practically a constant and the time constant is approximately 12 times smaller than the sampling time. An additional theoretical analysis of the effect of this assumption is considered as future work.
VI. CONCLUSION
The aim of this paper was to develop and experimentally evaluate a generalized approach to position-, attitude-, and parameter-adaptive estimation based on error parameters. The suggested scheme utilizes a square-root formulation of the EKF to guarantee the semi-positive definiteness of the covariance matrices and to counter the problem of dynamic range in small embedded systems by effectively doubling the dynamic range of the calculations. The proposed approach counters the problem of computational complexity by utilizing errorbased states and different sampling rates on different sensors, which have a direct effect of reducing the total computational complexity. This paper had the following significant merits: 1) the generalized approach made the estimation applicable to any kind of UAV, where only the vehicle dependence needed to be added, with minimal computational impact; 2) the approach allowed the addition of parameter-adaptive estimation, as shown in the case of a quadrotor, where parameters for thrust and time constants were found online to improve the estimation; and 3) the use of projections to bound the errors, introduced in the attitude estimation by stray magnetic fields, where the errors were bounded to the yaw only.
