Abstract. Let f be a polynomial function over the complex numbers and let φ be a smooth function over C with compact support. When f is non-degenerate with respect to its Newton polyhedron, we give an explicit list of candidate poles for the complex local zeta function attached to f and φ. The provided list is given just in terms of the normal vectors to the supporting hyperplanes of the Newton polyhedron attached to f . More precisely, our list does not contain the candidate poles coming from the additional vectors required in the regular conical subdivision of the first orthant, and necessary in the study of local zeta functions through resolution of singularities.
Introduction
Archimedean local zeta functions were introduced by Gel'fand and Shilov in the 50's in [15] . Take K = R or C and take f (x) = f (x 1 , . . . , x n ) ∈ K[x 1 , . . . , x n ]. Let φ be a smooth function with compact support in K n . The local zeta function attached to (f, φ) is the parametric integral
for s ∈ C with Re(s) > 0, where |dx| is the Haar measure on K n . For uniformity reasons we will use for a ∈ C, the convention: |a| K = |a| 2 C , where |a| C is the standard complex norm. It is not difficult to show that Z φ (s, f ) converges on the half plane {s ∈ C ; Re(s) > 0} and defines a holomorphic function there. Furthermore, Z φ (s, f ) admits a meromorphic continuation to the whole complex plane. This was proved by Bernstein and Gel'fand in [6] , then independently by Atiyah in [3] ; both proofs make use of Hironaka's theorem on resolution of singularities. Later, Bernstein [5] gave a proof by using what is called nowadays D−module theory. The main motivation of Gel'fand behind this problem was that the meromorphic continuation of Z φ (s, f ) implies the existence of fundamental solutions for differential operators with constant coefficients, see e.g. [23, Section 5.5] .
Since those days the theory of local zeta functions has evolved considerably due to multiple connections with many fields of mathematics, such as number theory, representation theory, and singularity theory among others. For instance, it is known that the poles of Z φ (s, f ) are integer shifts of the roots of the Bernstein-Sato polynomial of f , and therefore, by the classical results of Malgrange, the poles induce eigenvalues of the complex monodromy of f . These relations give some light about the difficult task that represents in general to compute the poles of Z φ (s, f ).
However, there is a special case in which some of these invariants can be computed effectively: the non degenerated case.
Varchenko shows in [32] that when f is assumed to be non degenerate with respect to its Newton polyhedron N P (f ), the set of candidate poles of Z φ (s, f ) can be described explicitly in terms of the normal vectors to the supporting hyperplanes of N P (f ). This description is very useful to study, for instance, real oscillatory integrals. Indeed Varchenko proves that the poles of the local zeta function control the asymptotic behavior of the oscillatory integrals associated to f and φ, see [32, §1] .
Roughly speaking Varchenko's idea is to attach a Newton polyhedron N P (f ) to the function f and then define a non degeneracy condition with respect to N P (f ). Then one may construct a toric variety associated to the Newton polyhedron, and use the well known toric resolution of singularities to give a list of candidate poles for Z φ (s, f ). Toric resolution of singularities requires a regular fan subordinated to N P (f ) (see Section 2 for the corresponding definitions) and it turns out that the extra rays required to obtain such a regular fan give rise to fake candidate poles, see Remark 2.2. In the case K = R, Denef and Sargos proved in [11] that the poles coming from those extra rays can be discarded, thus reducing the list of candidate poles. In [29] this proof is extended for real zeta functions of analytic mappings. In this work we prove the analogue of the results of Denef and Sargos for the case K = C, thus providing a much shorter list of candidate poles that can be read off directly from the geometry of the Newton polyhedron of f .
The method employed by Denef and Sargos relies heavily on the particular structure of the real field and at this point we do not know if their methods can be extended to the complex case. Here we propose a different approach that is based on toric embeddings as in [2] , rather than toric resolution of singularities. The toric embeddings that we obtain are in general multi-valued maps, i.e. coverings (see Section 2.2), so we use them as change of variables for coverings (see Lemma 5. 2) in order to analyze the integral that appears as the pull-back of Z φ (s, f ) to the toric variety. Then we are left with some monomial integrals for which the poles are easily described, see Lemma 5.1. The main result of this article is Theorem 5.3, which says that when f is non-degenerate with respect to N P (f ), and φ has a small enough support, then the poles of the complex zeta function Z φ (s, f ) are contained in certain arithmetic progressions that are given just in terms of the faces of N P (f ). Moreover, Theorem 5.3 can be adapted in a straightforward manner to reprove Théorème 1.1, Théorème 1.2 and Théorème 6.1 in [11] .
A natural task that remains to be undertaken is the generalization of our results to the case when f is a holomorphic function. The main difficulty that we have encountered in that case is the generalization of the 'transversality' condition of Section 4.1 for holomorphic f , see Remark 3.9.
We would like to emphasize that our approach to the study of complex zeta functions avoids the use of a toric resolution of singularities, thus the relevant information about the poles of Z φ (s, f ) relies just in the geometry of the Newton polyhedron of f , more precisely in the geometry of its normal fan (see Remark 2.2). This point of view is on the same line that the work of Gilula in [16] for real oscillatory integrals. Perhaps our methods, combined with those of [16] may give a better estimation and/or asymptotic expansions of complex oscillatory integrals like the ones studied in [33] . The subject of real oscillatory integrals constitutes a very active area of research, see (among many others) [6, 7, 8, 11, 15, 16, 17, 18, 19, 23, 24, 25, 26, 29, 31, 32, 33, 34] . We believe that our results may be of some interest in this community. Note also that the kind of problems that we address here is also an object of study for topological zeta functions and its relatives, see for example [12, 28] .
The authors would like to thank Hussein Mortada for providing us with the reference of Theorem 3.4.11 in [9] . We are also grateful to Wilson Zúñiga-Galindo for many fruitful conversations during the preparation of this work. Some of the ideas behind this work were developed during a research visit of the second and third named authors at Universidad Autónoma de Aguascalientes, we want to express our gratitude for their hospitality. Lastly, we would like to thank the anonymous referees for useful suggestions and comments, specially for the observation that appears in Remark 5.4.
Fans, Monomial transformations and Toric Varieties
In this section, we review some basic results about toric geometry, such as cones, fans and toric varieties. The material presented in this section can be found for instance in [13, 14, 30] .
2.1. Cones and polyhedral fans. The rational polyhedral cone generated by
By L(σ) we will denote the minimal linear subspace containing the cone σ. The dimension of σ, denoted by dim(σ), is the dimension of L(σ) and the relative interior of σ, denoted by Int rel σ, is the interior of σ as a subset of L(σ).
A rational polyhedral cone is said to be strongly convex if it does not contain any non-trivial linear subspace. Note that a cone contained in the first orthant is strongly convex.
A set of generators {u (1) , . . . , u (n) } of a rational cone u (1) , . . . , u (k) can be chosen to be primitive,
i.e. such that for any i, gcd j (u
be called the set of vertices of the cone u (1) , . . . , u (k) . For a strongly convex cone, its set of vertices is uniquely determined. We will denote by σ = Cone (u (1) , . . . , u (k) ) ⊂ R n the rational convex cone with vertices u (1) , . . . , u (k) ∈ Z n ; or, for simplicity σ = Cone (N), where N is the k × n matrix having the vertices u (1) , . . . , u (k) of σ as columns. A strongly convex rational polyhedral cone σ = Cone (u (1) , . . . , u (k) ) is said to be simplicial if the group L(σ) ∩ Z n has rank k and, furthermore, regular if L(σ) ∩ Z n is generated by the vertices of σ. The dual σ ∨ of a cone σ is the polyhedral cone given by σ ∨ := {v ∈ R n ; v · u ≥ 0, for all u ∈ σ}, where u · v stands for the inner product of the vectors u = (u 1 , . . . , u n ) and v = (v 1 , . . . , v n ). Note that given an n-dimensional rational simplicial cone σ = Cone (N) there is a matrix M ∈ M(n, Z)
with positive integers λ 1 , . . . , λ n . Here N t stands for the transpose of the matrix N. Set L M to be the linear map
The following properties of L M are straightforward.
There is a simple test to known when a given n−dimensional cone σ = Cone (N ) is regular or not: σ is regular if and only if N ∈ GL(n, Z) is an unimodular matrix. In this case (1) holds for M = (N −1 ) t and λ 1 = · · · = λ n = 1. A finite collection Σ = {σ} σ⊂R n of cones is called a polyhedral fan if every face of a cone in Σ is a cone in Σ, and the intersection of any two cones σ, τ ∈ Σ is a face of both σ and τ . The support |Σ| of a polyhedral fan Σ is the union of its cones. A polyhedral fan is said to be simplicial if all of its cones are simplicial and regular if all of its cones are regular. In a simplicial polyhedral fan Σ, a cone τ is a face of another cone σ if and only if the set of vertices of τ is a subset of the set of vertices of σ. For a polyhedral fan Σ, its set of vertices, denoted V ert (Σ), is the union of vertices of cones in Σ.
Remark 2.2. Given a polyhedral fan Σ, it is always possible to find a simplicial (respectively, regular) fan Σ ′ refining Σ, that is, such that every cone in Σ is union of cones in Σ ′ , and with the property that every cone in Σ ′ is simplicial (respectively, regular) (see for example [14] ). The procedure of finding a simplicial fan refining Σ can be done without changing the set of vertices in Σ, but obtaining a regular fan Σ ′ refining Σ would require, in general, the introduction of new vertices.
Monomial transformations defined for integer matrices. Given a non-singular matrix
where
. This morphism is rational on C n and it is bi-rational if det M = ±1. When det M = ±d, the morphism ψ M is a d-fold covering, see e.g. [30] . Furthermore, for any matrices M, N ∈ M(n, Z) we have
2.3.
The toric variety associated to a simplicial polyhedral fan. Let us recall the construction of the toric variety associated to a simplicial polyhedral fan Σ of R n with support in the first orthant. This process can be found, for example in [13] . Denote by M(Σ) the set of maximal dimension cones in Σ, i.e. n−dimensional cones. Take a simplicial cone σ = Cone (N ) ∈ M(Σ),
. Since the first orthant is contained in σ ∨ , we have that the canonical basis of R n :
is the affine variety associated to the cone σ. Using local coordinates (x, y, z) in C n × C n × C ℓ , we have:
The toric variety T Σ associated to Σ is constructed by glueing the affine toric varieties associated to each of its cones in such a way that Image(ϕ σ ) = Image(ϕ σ ′ ) for σ, σ ′ ∈ Σ. This construction of affine toric varieties is well known, furthermore one may show that T Σ is a Hausdorff variety.
The following lemma will be used in the proof of our main result. Its proof is a straightforward calculation.
n . Then the Jacobian of the morphism ψ A at x is given by
n .
Toric modification.
In this section we will introduce some morphisms defined over T σ (or more generally over T Σ ) that will be used in the computation of Z φ (s, f ). For each σ ∈ M(Σ), set π σ to be the morphism
It can be verified that the morphisms π σ are compatible with the glueing, defining a morphism π : T Σ → C n such that for each σ ∈ M(Σ), π| Tσ = π σ . Since the support of Σ is the first orthant, the morphism π : T Σ → C n is a proper and bi-rational morphism (see for example [9, Thm. 3.4.11]) called the toric modification associated to Σ. This morphism π is bi-regular in the complement of the coordinate hyperplanes.
Take σ = Cone(N) ∈ M(Σ). Let M be the matrix such that σ ∨ = Cone (M) and let Λ be the diagonal matrix N t M. Let v (1) , . . . , v (n) be the columns of M, let w (1) , . . . , w (ℓ) ∈ Z n be such that the set
generates the semi-ring σ ∨ ∩Z n , and let W be the (ℓ×n)−matrix that has w (1) , . . . , w (ℓ) as columns. Now, consider the morphism
and the projections ρ x : C 2n+ℓ → C n and ρ y :
commutes. In particular, the restriction π σ := π| Tσ = ρ y | Tσ of the toric modification associated to Σ satisfies the equalities
. Let M be the matrix such that σ ∨ = Cone (M) and let Λ be the diagonal matrix N t M. Let Φ σ be given by
The following diagram illustrates the role of Φ σ in the precedent construction of morphisms,
and all the exponents appearing here are positive so we can extend this map to the whole C n . This shows that Φ σ is well defined. Also we have that
is a finite covering, moreover, it is a local diffeomorphism.
2.5. Partitions of Unity. We will use a partial resolution of singularities to decompose the integral Z φ (s, f ) into monomial integrals. A key ingredient in our proof is the Theorem of existence of partitions of the unity.
Recall that, for any topological space X, given a function χ : X −→ C, the support of χ is the closed set Supp(χ) := {x ∈ X; χ(x) = 0}.
Definition 2.5. Let T Σ be a toric variety, and consider U a connected open subset of T Σ . Let χ : U −→ C be a function and take a point x in U . Take σ ∈ M(Σ) such that x ∈ T σ ⊂ C 2n+ℓ . We will say that χ is C ∞ at x if there exists V ⊂ C 2n+ℓ a neighbourhood of x in C 2n+ℓ , and a
The fact that the definition does not depend on the affine chart T σ follows from the fact that the glueings defining T Σ are regular morphisms. Definition 2.6. Let X be a topological space and let {U α } α∈Λ be a collection of open sets with X = α∈Λ U α . A partition of unity subordinated to the cover {U α } α∈Λ is a collection of continuous functions ξ α : X −→ C, such that α∈Λ ξ α (x) = 1 and the support of each ξ α is contained in U α .
It is well known that partitions of unity subject to a covering exist for the complex n-dimensional space. Moreover, the partitions can be chosen such that the ξ α 's are C ∞ . Then, there exist C ∞ −partitions of unity in the sense of Definition 2.5 for toric varieties.
3. Newton Polyhedra 3.1. The Newton polyhedron of a function. In this section we recall the construction and some properties of the Newton polyhedron of a polynomial and the corresponding toric variety associated to its normal fan. Most of the statements in this section may also be found in [2] .
In this section we will take K = R or C. Let f be a K-polynomial function, such that f (0) = 0. We write
The support or set of exponents of f is the set ε(f ) := {µ ∈ (Z ≥0 ) n ; a µ = 0}.
The restriction of f to a subset F ⊂ (R ≥0 ) n is defined as
Example 3.1. Take {e (1) , . . . , e (k) } from the canonical basis of
denotes the cone generated by these vectors, then
for some K-polynomial functions f k+1 , . . . , f n .
Definition 3.2. The Newton polyhedron of f is the following convex hull
Remark 3.3. The polyhedron N P (f ) has only one vertex ν ∈ (Z ≥0 ) n if and only if
Let H be the hyperplane given by {x ∈ R n ; a · x = b}. The hyperplane H determines two closed half-spaces: H + := {x ∈ R n ; a · x ≥ b} and H − := {x ∈ R n ; a · x ≤ b} .
We say that H is a supporting hyperplane of
is the intersection of the polyhedron with a supporting hyperplane, and the non-proper face is the whole N P (f ). Faces of dimension 0, 1, and n − 1 are called vertices, edges and facets, respectively.
When F is a face of N P (f ), the restriction f | F is often denoted by f F and called the face function.
Given a supporting hyperplane H of N P (f ) containing a facet, there exists a vector u ∈ Z n \ {0} which is orthogonal to H and is directed into the polyhedron. Such a vector is called an inward normal to H. When the vector u is chosen to be primitive, it turns out that every facet of N P (f ) has a unique primitive inward vector; the set of such vectors is denoted by I(N P (f )). Now, given ω ∈ (R ≥0 ) n , the ω-order of f is defined as
Note that H ω := {x ∈ R n ; ω·x = ν ω (f )} is a supporting hyperplane for N P (f ), and the intersection
is a face of N P (f ) called the first meet locus of ω or the ω-face.
3.2.
Dual fans and fans subordinated to f . We define an equivalence relation on (R ≥0 ) n by taking
In order to describe the equivalence classes of ∼ we define the cone associated to a given face F of N P (f ), as σ F := {ω ∈ (R ≥0 ) n ; F = F ω }.
Note that σ N P (f ) = {0}. The other equivalence classes are described in the following Lemma.
Lemma 3.4. (i) Let F be a proper face of N P (f ), then the topological closure σ F of σ F is a rational polyhedral cone and
(ii) Let F 1 , . . . , F k be the facets of N P (f ) containing F and let u (1) , . . . , u (k) ∈ Z n \ {0} be the inward normal vectors to F 1 , . . . , F k respectively. Then There is a natural duality between cones in Σ(f ) and faces of N P (f ) given by
where F σ is the intersection of the facets having as inward vectors the generators of σ.
From the previous construction one has that Σ(f ) is a polyhedral fan with support (R ≥0 ) n . Moreover, V ert (Σ(f )) = I(N P (f )).
We will say that a fan Σ is subordinated to f if it defines a refinement of Σ(f ). From now on, we will work with simplicial fans subordinated to f .
If Σ is a fan subordinated to f and σ ∈ M(Σ), the face ν := F σ of N P (f ) is a vertex of N P (f ) with σ ⊂ σ ν . We have ε(f ) ⊂ ν +σ ∨ , thus
where u (1) , . . . , u (n) are the columns of the matrix N.
Proof. All the statements follow easily from the given definitions and Lemma 3.4.
Newton Polyhedron under monomial modifications. Let f be a polynomial as in (4).
Given µ = (µ 1 , . . . , µ n ) ∈ Z n and M = (u
Then, for any subset F ⊂ (R ≥0 ) n ,
Proposition 3.7. Let Σ be a simplicial fan subordinated to the polynomial f , and let σ = Cone(N) ∈ M(Σ), then the following assertions hold.
(1) The polyhedron N P (f • ψ N t ) has only one vertex. Furthermore, we have
If τ is the face of σ generated by the i th columns of N, with i ∈ J ⊂ {1, . . . , n}. Then, we have
Proof.
(1) It follows from Remark 3.3 and Proposition 3.6.
(2) Let M ∈ M(n, Z) be the matrix with columns v (1) , . . . , v (n) , such that σ ∨ = Cone (M) and N t M ∈ M(n, N) is the diagonal matrix with positive values λ 1 , . . . , λ n along its diagonal. Then,
. The result follows from the fact that
Under the hypothesis of the second part of Proposition 3.7, the following result holds.
Corollary 3.8. There exists a polynomial h τ ∈ K[x 1 , . . . , x n ] depending only on the variables x i for i / ∈ J with h τ (0) = 0 such that
Remark 3.9. It is very likely that the results in this section can be generalized to the case when f is a holomorphic function. This generalization would provide a way of generalizing Theorem 5.3 to the holomorphic setting. So far, such a generalization has escaped from the attempts of the authors, but we believe that further work in this direction could be of some interest.
Non-degeneracy Condition
Definition 4.1. Let f (x) be a polynomial, such that f (0) = 0. We say that f is non-degenerate with respect to a face F ⊆ N P (f ) if the system of equations
has no solutions in (K * ) n . We say that f is non-degenerate with respect to its Newton polyhedron if it is non-degenerate with respect to any face of N P (f ).
It seems that the non-degeneracy condition was first proposed by Arnol'd in [1] , where he uses it to classify critical points of functions. See also [4, 20, 21, 22] and [27] . Proposition 4.2. Let Σ be a simplicial fan subordinated to the polynomial f and let σ = Cone (N) ∈ M(Σ). If the function f is non-degenerate with respect to its Newton polyhedron then f • ψ N t is also non-degenerate with respect to N P (f • ψ N t ).
Proof. By the first part of Proposition 3.7, the polyhedron N P (f • ψ N t ) has only one vertex L N t (ν) and its faces are of the form E J := L N t (ν) + e (i) ; i / ∈ J , for some J ⊂ {1, . . . , n}, where ν is the vertex of
and assume, without loss of generality, that J = {1, 2, . . . , r}. By the second part of Proposition 3.7,
where τ is the compact face of σ generated by the last n−r columns of N. Since f is non-degenerate, V (f | Fτ ), the set of K−zeroes of f | Fτ , does not have singularities in the coordinate hyperplanes.
The result now follows from the fact that ψ N t restricted to (C * ) n is a local diffeomorphism from (C * ) n to (C * ) n .
Lemma 4.3. Let g(x), h(x) ∈ K[x 1 , . . . , x n ] be such that h(0) = 0 and
for some α ∈ (Z ≥0 ) n . If g is non-degenerate with respect to N P (g), then h is non-degenerate with respect to N P (h).
Proof. Note that F ⊆ N P (g) is a face of N P (g) if and only if F + (−α) is a face of N P (h). Suppose that h| F +(−α) (x) = 0 for some
, it follows that g| F (x) = 0 and, furthermore, we have
Since g is non-degenerate with respect to N P (g), there exists i ∈ {1, . . . , n} such that
which finishes the proof.
4.1.
Transversality. Given a point P ∈ K n and r polynomials h 1 , . . . , h r , with r ≤ n and h i (P ) = 0 we say that V (h 1 ), . . . , V (h r ) intersect transversally at P , when they are all smooth at P and the dimension of the linear subspace generated by ∇h 1 (P ), . . . , ∇h r (P ) is r. We say that V (h 1 ), . . . , V (h r ) intersect transversally, when they intersect transversally at every common zero P of V (h 1 ), . . . , V (h r ). V (h 1 ) , . . . , V (h r ) intersect transversally at P , then there exists a neighbourhood U of P , a neighbourhood U ′ of 0 and a diffeomorphism η : (
Proposition 4.4. If
And the determinant of the Jacobian of η is a C ∞ (K)−function that is different from zero on U ′ .
Proof. Let i r+1 , . . . , i n ∈ {1, . . . , n} be such that
is a base of K n . Consider the morphism
The determinant of the Jacobian of H is different that zero at P then, by the Inverse Function Theorem, there exists a smooth function
is the identity. Taking η := H −1 we have the result. Proof. If n = 1, the coordinate hyperplane corresponds to the origin and h does not vanish at 0.
Since h(0) = 0, there exists i ∈ {1, . . . , n} such that z i = 0 and, since z ∈ V (x 1 · · · x n ), there exists j ∈ {1, . . . , n} such that z j = 0. Assume, without loss of generality, that z 1 · · · z r = 0 and z k = 0 for k ∈ {r + 1, . . . , n}.
In what follows we will show that V (x r+1 ), . . . , V (x n ) and V (h) intersect transversally at z. Since h(0) = 0, the origin is the only vertex of N P (h) and e (1) , . . . , e (r) is a face of N P (h). Now, h| e (1) ,...,e (r) is a polynomial in the variables x 1 , . . . , x r , thus ∂ h| e (1) ,...,e (r) ∂x i = 0 for i ∈ {r + 1, . . . , n}.
Recall from Example 3.1 that h = h| e (1) ,...,e (r) + n j=r+1 x j h j , for some polynomials h r+1 , . . . , h n ∈ K[x 1 , . . . , x n ]. Therefore
when i ∈ {1, . . . , r}. Evaluating at z = (z 1 , . . . , z r , 0, . . . , 0) we get
On the other hand, the non-degeneracy condition over h implies that for any ε ∈ (K * ) n there exists some index i ∈ {1, . . . , r} such that
n and for i ∈ {1, . . . , r} we have
so there should be some index i ∈ {1, . . . , r} such that
and the set on the right hand side generates an (n − r + 1)−dimensional space, we obtain the result.
Corollary 4.6. Take f ∈ K[x 1 , . . . , x n ] and assume that it is non-degenerate with respect to its Newton polyhedron. Let Σ be a simplicial fan subordinated to f and take σ = Cone (N) ∈ M(Σ). Then f •ψ N t = x α h, where h(0) = 0 and α ∈ (Z ≥0 ) n . In addition, the variety defined by h intersects transversally the hyperplane coordinates.
Neighbourhoods and coordinates.
Proposition 4.7. Take h(x) ∈ K[x 1 , . . . , x n ] with h(0) = 0 and assume that h is non-degenerate with respect to its Newton polyhedron. Let g := x α h, for some α = (α 1 , . . . , α n ) ∈ (Z ≥0 ) n and let z be a point in the coordinate hyperplanes. Set J z := {i ; z i = 0} and choose k / ∈ J z . Then there exists a neighbourhood U z of z, a neighbourhood U z of the origin and a diffeomorphism
with (η z ) j (x) = x j for all j ∈ J z and (η z ) j (x) = 0 for all j / ∈ J z for all x ∈ U z ; and such that one of the following holds
In addition the determinant of the Jacobian of η z is a C ∞ (K)−function not vanishing on U z .
Proof. Let z be a point in the coordinate hyperplanes and set r := #J z , without loss of generality, suppose that J z = {1, . . . , r} and k = r + 1.
(i) Suppose that h(z) = 0. Take U z small enough such that h and {x → x j ; j = r + 1, . . . , n} do not vanish in U z . Now take: 
Since η(0) = z, then η i (0) = 0 for i = r + 1, . . . n, so, we may choose U z ⊂ U ′ to be a small enough neighbourhood of 0 such that η i (x) = 0 for all x ∈ U z . Set U z := η( U z ) and h(x) := n j=r+1 (η j (x)) αj . Thenh does not vanish on U z and
whereh does not vanish on U z .
Corollary 4.8. Let f be a polynomial and assume that f is non-degenerate with respect to its Newton polyhedron. Let Σ be a simplicial fan subordinated to f and take σ = Cone(N) ∈ M(Σ).
With the notation of the previous Proposition we have that one of the following holds:
In addition, the determinant of the Jacobian of η z is a C ∞ (K)−function not vanishing on U z and α i = ν u (i) (f ), where u (i) stands for the i-th column of N. Lemma 5.1. Let g be a polynomial function over C and let φ be a smooth function with compact support in some neighbourhood of the origin of C n . Assume that g has no zeroes in the support of φ. Define for Re(s) > 0, m = (m 1 , . . . , m n ) ∈ N n and ν = (ν 1 , . . . , ν n ) ∈ (N \ {0}) n , the following integral
Local Zeta Functions
Then the following assertions hold:
(1) I(s) is convergent and defines a holomorphic function on
(2) I(s) admits a meromorphic continuation to the whole complex plane, with poles of order at most n. Furthermore, the poles belong to
(3) Let κ be a positive integer and let s 0 be a candidate pole of I(s) with s 0 / ∈ − (1 + N) /2 (resp. s 0 ∈ − (1 + N) /2). A necessary condition for s 0 to be a pole of I(s) of order κ, is that
Lemma 5.2. Suppose that U and V are open subsets of C n and Ψ : U → V is a map of class C ∞ . For a point v ∈ V , denote by #Ψ −1 (v) the number of Ψ−preimages of v. Then for any
provided that both integrals exist. The integrals may not exist, but if any of them exists, then the other exists as well.
Poles of Complex Local Zeta Functions.
Recall that for a given ω ∈ (R ≥0 ) n , the ω-order of f (x) is defined as ν ω (f ) := min{ω · µ ; µ ∈ ε(f )}. Now, for any u = (u 1 , . . . , u n ) ∈ N n \ {0} satisfying ν u (f ) = 0, we define the following arithmetic progression
The remoteness of N P (f ) (also called by Varchenko the distance from the origin to N P (f )) is defined as
.
From Varchenko's work, we have that the number ν 0 (f ) has a nice geometric interpretation: if (t 0 , . . . , t 0 ) is the intersection point of the diagonal {(t, . . . , t) ∈ R n ; t ∈ R} with the boundary of N P (f ), then ν 0 (f ) = 1/t 0 . Theorem 5.3. Let f be a polynomial over the complex numbers, satisfying f (0) = 0. Let N P (f ) be the Newton polyhedron of f and let Σ be a simplicial fan subordinated to f . Assume that f is non-degenerate with respect to N P (f ), then there exists a neighborhood Ω of the origin such that, for every smooth function φ with compact support contained in Ω, the following assertions hold.
(1) The function Z φ (s, f ) is holomorphic on the complex half-plane Re(s) > max {−ν 0 (f ), −1/2}.
(2) The poles of Z φ (s, f ) belong to the set u∈V ert (Σ) P(u) ∪ − 1 + N 2 .
(3) Let κ be an integer satisfying 1 ≤ κ ≤ n, and let s 0 be a candidate pole of Z φ (s, f ) with s 0 / ∈ −(1 + N)/2 (respectively s 0 ∈ −(1 + N)/2). A necessary condition for s 0 to be a pole of Z φ (s, f ) of order κ, is that there exists a face F ⊂ N P (f ) of codimension κ (respectively of codimension κ − 1) such that s 0 ∈ P(u) for any facet F u containing F .
Proof. We will use the notation of Section 3. Let Σ(f ) be the dual fan of f and take Σ a simplicial fan subordinated to f , i.e. such that V ert (Σ) = V ert (Σ(f )), see Remark 2.2. Let T Σ be the toric variety associated to Σ and let π : T Σ −→ C n be the toric modification associated to Σ(f ). The restriction π :
n is a diffeomorphism. By using π : T Σ * → (C * ) n as a change of variables in the integral
we have Z φ (s, f ) =
where |dt| is a volume element in T Σ * and J π denotes the Jacobian matrix of π. Since π : T Σ −→ C n is proper, the support of φ • π as a function over T Σ is compact. We will take {ξ σ } σ∈M(Σ) a C ∞ −partition of the unity of T Σ subordinated to the covering {T σ } σ∈M(Σ) (see subsection 2.5). Then By shrinking Supp(φ) if necessary, we may assume that Supp(θ σ ) ⊂ z∈W U z and then we have to deal with integrals of type Z φ (s, f ) σ over U z . Since U z has been chosen as in Corollary 4.8, there exist: a set of indices J z ⊆ {1, . . . , n}, a marked index k ∈ {1, . . . , n} \ J z , a neighbourhood U z of 0 and a diffeomorphism η z : ( U z , 0) −→ (U z , z) such that
whereh(x) = 0 for all x ∈ U z . By using η z as a change of variables in our integral Z φ (s, f ) σ over U z , we get that Z φ (s, f ) All the assertions of our theorem follows now from (9) and Lemma 5.1 applied to (10) and (11).
Remark 5.4. By shrinking Ω in the hypothesis of Theorem 5.3, if necessary, one may just ask for f to be non-degenerate with respect to the compact faces of N P (f ).
