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Abstract
In this thesis, we develop methods for the following problems: the representation of
discrete-time dynamic data, and the computation of fastest paths in continuous-time dynamic
networks. We apply these methods for the following application problems: storage and
communication of discrete-time dynamic transportation network data, and computation of fastest
paths in traffic networks with signalized intersections. These problems are at the heart of real-
time management of transportation networks equipped with information technologies.
We propose a representation (called the bit-stream representation) method for non-
decreasing discrete-time dynamic functions as a stream of 0 and 1 bits. We show that this
representation is 12 times less memory consuming than the classical representation for such data,
where the function value at each time-instant is stored as an L-bit integer. We exploit this
representation to efficiently store and represent travel-time data in discrete-time dynamic
transportation networks. Since the bit-stream representation requires lesser memory space, it also
leads to lesser communication-time requirements for applications involving communication of
such data. We adapt a classical dynamic one-to-all fastest path to work on bit-streams and show
that this leads to savings of up to 16-times in over-all communication and computation times.
This holds the potential to impact the development of efficient high performance computer
implementations of dynamic shortest path algorithms in time-dependent networks.
We model travel-times in dynamic networks using piece-wise linear functions. We
consider the one-to-all fastest path problem in a class of continuous-time dynamic networks. We
present two algorithms: Algorithm OR, that is based on a conceptual algorithm known in the
literature; and Algorithm IOT-C, that is developed in this thesis. We implement the two
algorithms, and show that Algorithm IOT-C outperforms Algorithm OR by a factor of two. We
study the application problem of computing fastest paths in traffic networks with signalized
intersections. We use a piece-wise linear link travel-time dynamic network model to address this
problem, and demonstrate that this model is more accurate than discrete-time models proposed in
the literature. Some of the implemented algorithms are applied to solve variants of the one-to-all
fastest path problem in traffic networks with signalized intersections, and study the computational
performance of these implementations.
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Chapter 1
Introduction
Physical networks such as transportation networks and telecommunication
networks are typically modeled using node-arc network models. In these models, travel
or transport of a commodity happens from node to node along an arc. The costs of travel
or transportation of the commodities are modeled as the cost of traversal of the arcs.
These models form the core of all computational applications for the network flow
models that arise in the solution to physical network flow problems.
The field of network flow problems, and their solution algorithms, is very well
developed for networks with static arc costs. Such networks do not possess time varying
arc delays and costs. Many physical networks, particularly transportation networks, most
often have time varying characteristics. For instance, the time taken to traverse a link in a
road network is usually dynamic during peak-hours. Furthermore, link travel-times
change over the duration of a trip, depending on the traffic conditions. The field of
network flow theory has evolved to capture the possible time-dependency of network
data.
Time dependency introduces many new dimensions to network flow problems.
The representation of dynamic networks needs to take into account the time varying
nature of the network parameters. The time variable could be treated in different ways
depending on the application at hand, for instance, as integer-valued vs. real valued. The
nature of the representation of the time-variable in turn impacts the representation of the
time dependent network functions such as arc delays and costs. To reflect time as another
dimension of a dynamic network, one needs to add a third dimension to the two-
dimensional node-arc models. Manifold problems may be formulated, depending on the
nature of the variation of the network functions over time. Finally, a single problem type
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in static networks may be mapped to many variations of the problem in time-dependent
networks.
In recent years, researchers have addressed many such issues of flow problems in
time dependent networks. In later chapters, we discuss some of these problems relevant
to the work presented in this thesis.
In this thesis, we address the fundamental problems of representation of dynamic
data, and of computation of shortest path problems in time-dependent networks. We
exploit the structure of dynamic-data to develop efficient representation methods and
efficient solution algorithms for some shortest path problems.
Applications in the transportation field that require the solution of network flow
problems typically need to operate much faster than real time. This is because these
applications, such as those in Intelligent Transportation Systems (ITS), involve real-time
data collection and information processing. The core models that work on this
information need then to employ the most efficient data representation, communication,
and computation techniques. The thrust of most research in the field of transportation
network flows is thus on most efficiently solving fundamental problems that arise in
these applications. The work in this thesis focuses on the development of more efficient
techniques for some of these applications.
1.1 Thesis Objectives
The objectives of this thesis are the following:
" to exploit the structure of time-dependent network data, to develop a representation
for dynamic data that is efficient in terms of memory requirements, and consequently
efficient in terms of the time required to communicate the data in applications
involving dynamic data communication,
* to demonstrate that it is possible to adapt classical solution algorithms for dynamic
network flow problems such as dynamic shortest path problems to operate on the
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alternate representation of dynamic data, and to demonstrate that employing these
algorithms may lead to better performance for applications that involve both
communication of and computations on dynamic data,
e to develop practical solution algorithms for some continuous-time dynamic minimum
path problems, and
* to address the problem of computation of fastest paths in traffic networks with
signalized intersections, and to employ the continuous-time fastest path algorithms
developed in the work to solve the problem.
1.2 Thesis Contributions
Following are the contributions of this thesis.
1. We develop an alternate representation for discrete-time dynamic functions, which
we call "the bit-stream representation". This representation is proved to be 16 times
more efficient in terms of memory space requirements, for functions that are
monotonically non-decreasing, compared to the classical representation for discrete-
time dynamic functions. We analyze the conditions under which the alternate
representation is more efficient than the classical representation, for functions that do
not show any monotonic trend.
2. We apply the bit-stream representation to represent discrete-time dynamic network
data, such as link travel-time, and link exit-time functions. We prove that representing
such data using bit-streams leads to lower memory requirements, and lesser
communication time, for applications involving communication of such data.
3. We adapt classical algorithms for the one-to-all minimum travel time path problem in
discrete-time dynamic networks to operate on the bit-stream represented network
data. We prove that employing the adapted algorithms leads to overall savings in
communication time plus computation time for applications that involve
communication of dynamic network data, and computation of minimum travel-time
paths on dynamic network data.
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4. We develop two practical algorithms for the one-to-all minimum travel-time path
problem for all departure times, for continuous-time dynamic networks, and present
computer implementations for the two algorithms.
5. We address the following two problems in traffic networks with signalized
intersections:
i. The one-to-all minimum travel-time path problem for a given departure time, and
ii. The one-to-all minimum travel-time path problem for all departure times.
We transform these problems to equivalent problems in an equivalent network. We
recognize that the equivalent network is a continuous-time dynamic network. We then
solve the problems by employing the one-to-all minimum travel-time path algorithms
already discussed.
1.3 Thesis Outline
In Chapter 2, we define the efficiency of a data representation method and present
notations for discrete dynamic functions. We develop a new representation method called
the bit-stream representation method for monotonically non-decreasing discrete-time
dynamic functions. We provide algorithms for conversion between the classical and bit-
stream representations of such functions. We also analyze the memory space
requirements for the bit-stream representation. We extend the bit-stream representation to
general discrete-time dynamic functions, which do not show any monotonic trend. We
present algorithms for inter-conversion between the classical and the bit-stream
representations, and analyze the memory requirements for the bit-stream representation
for general discrete-time dynamic functions.
Chapter 3 presents properties of networks such as transportation networks, that
satisfy what is known in the literature as the First In First Out (FIFO) property. We
exploit this property of dynamic networks to represent the discrete-time dynamic network
data using the bit-stream representation. We present an application of the bit-stream and
double-stream representations for data communication and processing in Intelligent
Transportation Systems (ITS). We prove analytically, that employing these alternative
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representation techniques to represent dynamic network data in such applications leads to
significant savings in memory space and communication time.
In Chapter 4, we present an exit-time mathematical formulation of the one-to-all
shortest path problem, and discuss solution algorithms for the same. We present label
setting increasing order of time algorithms that solve the problem, working on the bit-
stream representation of the exit-time data. We analyze the performance of an
implementation of one of these algorithms and show that it is substantially better to
transmit data as bit-streams, and apply the modified algorithms on the bit-stream data
rather than the classical approach of communication of dynamic data and computation of
dynamic shortest paths.
In Chapter 5, we establish the terminology used for continuous time piece-wise
linear functions, and present preliminary results for functional operations on piecewise
linear functions. We also give the notations used for continuous-time dynamic networks,
and prove useful results for fastest path computation in continuous time dynamic
networks. We formulate the one-to-all fastest path problem from a given origin node to
all other nodes in FIFO networks. We describe the adaptation of the heap implementation
of Dijkstra's static shortest path algorithm to solve this problem, for a single departure
time at the origin node. We discuss solution algorithms for the one-to-all fastest path
problem for all departure times. We present an algorithm, which we call Algorithm OR,
that solves the one-to-all fastest path problem for all departure times at the origin node.
We also propose an increasing order of time algorithm that solves this problem by finding
optimal function labels in chronological order. We call this algorithm IOT-C. Finally, we
study the computational performance for implementations of Algorithms OR and IOT-C
on randomly generated networks and show that Algorithm IOT-C outperforms Algorithm
OR in terms of running time.
In Chapter 6, we study the application problem of computing fastest paths in road
networks with signalized intersections. We present the terminology used for road
networks with signalized intersections. We present a model for the turning movements,
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and a model for the waiting time at intersections. We use the heap implementation of the
dynamic adaptation of Dijkstra's static shortest path algorithm presented in Chapter 5 to
compute fastest paths from the origin node to all other nodes for one departure time in the
road network. Algorithm OR of Chapter 5 is used to compute the one-to-all fastest paths
from the origin node to all other nodes for all departure times, in the road network. We
report the results of the computational testing of these algorithms.
Chapter 7 concludes the thesis with a summary of the work presented in this
thesis and a discussion of future research directions.
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Chapter 2
Discrete Time Dynamic Function Data Representation
Storage, processing and communication of dynamic data are at the heart of
Intelligent Transportation Systems (ITS) applications. The speed of communication and
processing as well as the size of the storage space required by such data depends on the
method used to represent the data. ITS applications typically involve dynamic data that is
discrete and require fast computation and communication speeds to support real-time
operations.
Traditionally, discrete-time dynamic data has been represented as a vector of
integers. We refer to this method of representation as the classical representation method
to store, transmit and process data. To the best of our knowledge, all research work
reported in the literature that involve manipulation of discrete time-dynamic data has
adopted the classical method of representation [1], [3], [5]- [9], [11], [13], [14], [17],
[20], [21], [22], [28], [29].
Compared to the study of static problems, time represents a main new dimension
in the complexity of ITS problems, which are inherently dynamic. While the temporal
dimension of these problems is challenging, it also offers opportunities in the
development of solution methods for these problems. Such opportunities are rooted in
implicit structures and properties of dynamic data and problems. One of the challenges in
research on dynamic problems is to identify such structures and properties and to exploit
them appropriately in order to develop new solution approaches to these problems.
The following two observations on the structure of dynamic data form the basis of
the developments presented in this chapter. First, time-dependent data is equivalently
described by saving changes in data values between successive time intervals and one
value of the data at a given point in time. Second, these changes are usually small and, in
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some cases, have the same sign. Each change in dynamic data can be represented as a
series of 1 bits and the change of the index from the current element to the next element
in the dynamic data can be represented by appropriately inserting a 0 bit in the above
series of Is. If changes in data values have a sign, they are represented by a second series
of Os and Is.
The type of data functions that are of main interest to us can be viewed as
elements of the class of non-decreasing dynamic functions that satisfy the condition f(T)
_< T, where T is the maximum value of the domain of f(t). We demonstrate later in
Subsection 2.3.2 that for such functions, the memory space requirements of the
representation of this chapter, which we call the bit-stream representation, is in the order
of 2T bits.
The bit-stream representation does not need a priori knowledge of the maximum
step value of the function to be represented. This aspect is important for real-time
applications, such as ITS applications, where data becomes available "on the fly".
This chapter is organized as follows. Section 2.1 defines the efficiency of a
representation method. Section 2.2 presents notations for discrete dynamic functions. In
Section 2.3, we develop the bit-stream representation for monotonically non-decreasing
discrete-time dynamic functions. We provide algorithms for conversion between the
classical and bit-stream representations of such functions. We also analyze the memory
space requirements for the bit-stream representation. In Section 2.4, we study the bit-
stream representation for general discrete-time dynamic functions that do not show any
monotonic trend. We present algorithms for inter-conversion between the classical and
the bit-stream representations, and analyze the memory requirements for the bit-stream
representation.
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2.1 Efficiency of a Representation Method
In this chapter, we will come up with an alternative representation method for
discrete dynamic functions. We will then compare the alternate representation method,
with the classical representation method. For this purpose, we shall use a metric called
the "Efficiency" of a representation. We now define this metric.
Let A and B be two representation methods of discrete dynamic functions.
Representation A is said to be more efficient than Representation B if and only if the size
in bits required to store data using Representation A is less than the size in bits required
to store the data using Representation B, for every instance of the discrete dynamic
function. As a consequence of the above definition, a representation that is more efficient
in storing data is also efficient in communicating it.
Note that from the above definition of efficiency of a representation, it does not
follow that implementations of algorithms that operate on data in the form of
Representation A necessarily outperform implementations of the same algorithms that
operate on the data in the form of Representation B. Performance of implementations of
the algorithms depend also on the way the data is required to be accessed by the
algorithm implementations, and in some cases, an implementation of an algorithm based
on Representation A may well be more cumbersome than an implementation based on
Representation B.
It is possible that some algorithms that operate on the bit-stream representation
that we develop in this chapter are better than those that operate on the classically
represented data. If for some applications the algorithms that work on the data
represented in the classical form are found to be better, then one could convert the data to
its bit-stream representation, communicate data as bit-streams to the data processing
device that implements the algorithms, reconvert the bit-stream representation of the data
back to its classical form, and process the data in the classical form. Since it will be
shown later in this thesis that the bit-stream representation is better than the classical
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representation for communication purposes, if the data required by the algorithms has to
be communicated from a remote location, this procedure would result in a savings in the
communication time of the data.
2.2 Dynamic Function Notation
A discrete dynamic function f is an integer valued function defined on specified
integer values of time t. In our discussion, we adopt the following convention: f(t)
denotes the discrete dynamic function f. Because the functionf is discrete, we can use the
vector representation f[] to represent the fact that the function is only defined at discrete
integer points in time. Each (scalar) element off[] is an integerf[t], which is the value of
the functionf at time t.
In the next two sections, we present bit-stream representations for the following
two types of discrete dynamic functions:
1. Non-decreasing functions, and
2. General non-monotonic functions.
The bit-stream representation is more efficient for non-decreasing functions than for
functions with general trend. For this reason, we treat the two cases separately.
2.3 The Bit-stream Representation for Non-decreasing Discrete
Dynamic Functions
In the analysis in this section, we demonstrate that non-decreasing functions
possess a structure that will be exploited for an efficient bit-stream representation.
Extensions of the results of this section to general functions are given in Section 2.4. As
we shall see in the next chapter, quite a few dynamic functions of practical interest in
transportation networks either are non-decreasing or can be appropriately transformed
into non-decreasing functions, if they exhibit the FIFO property.
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Our main objective in this section is to exploit the structure of discrete non-
decreasing functions to develop a representation that is equivalent to and more efficient in
terms of the size of the representations in number of bits than, the classical representation.
The bit-stream representation and the proof of its equivalence to the classical
representation are shown in Sub-section 2.3.1. In Section 2.3.2, we argue that the bit-
stream representation is, in fact, more efficient than the classical representation. Finally,
in Subsection 2.3.3, we provide algorithms for inter-conversion between the classical and
the bit-stream representations for non-decreasing discrete dynamic functions.
The reader should note that the arguments developed in this section hold for any
monotonic discrete dynamic function. Indeed if f(t) is a non-increasing function, then -
f(t) would be non-decreasing, and one could simply use the representation developed in
this section to represent -f(t).
Figure 2.1 shows a non-decreasing discrete dynamic function f(t) for t e (0,1,..., T
= 10] . f[] = [2,3,3,7,7,7,9,9,10,10,10]. Note that the function is defined only at discrete
intervals of time t and that the scattered points completely specify the function f The
horizontal and vertical solid lines joining the scattered points have been deliberately
drawn to visually highlight the variation of the function. Function f should not be
confused with a continuous step function. We note that the ideas developed in this section
and the next hold even if function f were a step function. In Figure 2.1, note that at each
time interval along the horizontal axis, the change in the value of the function along the
vertical axis is non-negative.
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Figure 2.1: An example for a non-decreasing discrete dynamic function
2.3.1 The bit-stream representation
Bit-streams are vectors every individual (scalar) element of which is either a 0 or
a 1. Each (scalar) element of a bit-stream requires only one single bit of memory for
storage, unlike say an integer that typically requires 32 bits of memory for storage space
on a 32 bit digital device such as the RAM of a digital computer. Regular bit-wise
operators such as the logical OR and the logical AND could be used to manipulate bit-
streams.
We now have the prerequisite knowledge about dynamic functions and bit-
streams to develop efficient bit-stream representations for discrete dynamic functions. We
shall now exploit the non-decreasing, discrete nature of a given dynamic function f to
develop an equivalent "compressed" bit-stream representation. We have specific
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information about the changes in the function f(t) at each interval t, viz. Af[t] > 0. Instead
of representing each and every value of f(t) at each time t (f[t]), we can equivalently
represent the increment (Af[t]) in the value of the function f(t) at each time interval t.
Since this is a non-negative number, we can equivalently represent it by a series of a non-
negative number (Af [t]) of Is (ones). Also, every change in time index t is represented
by a 0 (zero). Note that this representation requires that we retain the "boundary-
condition"f[O] so that the bit-stream representation is well defined. In order to bound the
bit-stream vector for purposes of memory allocation in practical implementations, we
retain the value off[T] as well.
From the above, it follows that one could obtain the bit-stream representation of a
non-decreasing discrete dynamic function as follows: Consider the time index t in an
increasing order. For each index t, introduce a 0 in the bit-stream. Next, insert Af [t] Is in
the bit-stream. Continue the above process until t = T. The resulting stream of Os and Is
would be the required bit-stream representation. Algorithm CB in Subsection 2.3.3
implements this procedure to achieve the conversion from the classical representation of
a non-decreasing discrete dynamic function to the bit-stream representation.
Figure 2.2 shows the bit-stream vector b[] for the discrete-dynamic function of
Figure 2.1. The bit-stream is shown adjacent to the vertical and horizontal solid lines
joining the function points, to aid the reader in visualizing the relationship between the
classical and bit-stream representations of the function. The bit-stream comprises a series
of Is and Os. Each 0 represents a change in the time interval t along the horizontal axis.
Each series of Is captures the change in the value of f(t) at time t, i.e. Af(t). The "notches"
along the vertical solid lines have been drawn to illustrate the fact that the change in the
function can be seen as the sum of unit changes denoted by the Is. For instance at t=3,
Af(t=3) = 4 and correspondingly, we have 4 ones (Is) in the bit-stream. The complete bit-
stream representation for the example in Figure 2.2 would then be f[O] =2, f[1O] = 10
and b[] = 010011110001100100.
18
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t
Figure 2.2: The bit-stream representation for the function shown in Figure 2.1.
A '0' in the bit-stream denotes a unit horizontal change in the co-ordinates of the
value of the function where as a '1' denotes a unit change in the value of the function
Lemma 2.1 (Chabini and Yadappanavar, 2000): The value of afunctionf at time t can be
obtained from its bit-stream representation of the function.
Proof (Chabini and Yadappanavar, 2000):
We have to prove that the value of the function f at time t could be obtained from
its bit-stream representation. Consider the following procedure. We move along the bit-
stream starting with its first element. We keep a count of the number of Os encountered
during this process. We add each element of the bit-stream tof(0) until we have counted t
Os in the bit-stream. We now prove that the resulting sum is the value of the function f at
time t.
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In the above, consider the sum of the 0 and 1 bits. This sum is equivalent to the
sum of the number of Is in the bit-stream for the first t Os encountered in the bit-stream
representation, the t Os encountered in the bit-stream representation andf(O). This sum is
then given by:
t Af(r) t t Af(r)
I 1+10+f(0) = I Y 1+ f (0)
Af(t) Af(t-1) Af(1)
= 21+ 21+...+ 11+ f (0)
i= i= i=1
= Af(t) + Af(t-1) + ... + Af(]) +f(O)
= f(t) -f(t-1) + f(t-1) -f(t-2) + ... + f(J) -f(O) + f(O)
=f(t).
We started by adding to f(O) the Os and Is in the bit-stream beginning with the first
element, until the number of Os equaled t, and this gave us f(t). Thus, by moving over the
time index t in an increasing order, one could retrieve the entire vector f[] that gives the
classical representation of the functionf +
Algorithm BC in Subsection 2.3.3 converts the bit-stream representation of data
to its classical form, and is based on the above procedure.
2.3.2 Analysis of savings in memory space
In this subsection, we prove that the bit-stream representation of the function that
we have developed is in fact far more efficient than the classical representation of the
same function. In fact, we shall show that for a 32-bit digital device, the bit-stream
representation results in a 16-fold saving in the size required to store the entire data, and
consequently a 16-fold saving in memory space and communication time requirements.
In the classical representation, we represent the value of the function f for each
time t, i.e. we need to store f[t] for t=O,1,2, ..., T. Each of these elements are integers.
The memory space required to store this data generally depends on the storage
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technology and on the magnitude of the data. Digital devices used to store the data
typically require 8, 16, 32 or sometimes even 64 bits to store integers. The storage space
also increases with the magnitude of the data. The value of T may be used as a measure
of this magnitude. For editorial reasons, we do not analyze the effect of the magnitude of
the data on the memory space required to represent integers. We therefore assume
without loss of generality, that each integer occupies L bits of memory space in the digital
storage device used. Depending on the device, L could for instance be 8, 16, 32 or 64.
The classical representation then uses L*(T+1) bits of memory space. Though it is
possible that the length of an integer on an L-bit device may be less than L, we assume
for purposes of discussion that an integer occupies exactly L bits on such a device.
In order to estimate the memory space for the bit-stream representation, we shall
evaluate the number of Os and Is needed for the bit-stream representation. Every 0 in the
bit-stream implicitly represents an increment in the time t. Since we have exactly T+1
intervals of time, we have T increments in time t and, therefore, we have exactly T Os
(zeros) in the equivalent bit-stream representation. A 1 in the bit-stream b[] indicates a
unit increase in the function f. The net increase in the value of the function f from time 0
to T isf[T] -f[0]. Thus, in all, there are exactlyf[T] -f[0] Is (ones) in the bit-stream b[].
Thus the total number of elements in the bit-stream b[] is T +f[T] -f[O].
In practice, the bit-streams could be represented in a computer program as a bit-
vector, available in the Standard Template Library (STL) for the C++ programming
language [23]. Another way of representing a bit-stream would be as a field of bits in a
user-defined structure in the standard C++ programming language [27]. Finally, yet
another way of representing the bit-stream would be to interpret every consecutive 32 bits
of the bit-stream as an integer. In each of these cases, each 0 or 1 in the bit-stream is
represented using a single bit of memory space. Hence the total number of bits in the bit-
stream b[] is also T + f[T] -f[O]. In addition to the bit-stream itself, we also represent
f[O] andf[1] in integer form. Each of these two therefore requires L bits of memory on an
L-bit device. Thus, in total, the equivalent bit-stream representation requires (T + f[T] -
f[0] + L*2) bits of memory.
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In order to estimate the savings in space and communication requirements for the
bit-stream representation as compared to the classical representation, let us for a moment
assume that f(T) T. Since f is a non-negative function, the worst case corresponds to
f[O] = 0. Thus in the worst case, the bit-stream representation would require T + T - 0 +
L*2 bits of memory space. If T is reasonably large, the savings in memory space by using
the bit-stream representation instead of the classical representation to represent function f
is L*(T+J)l (2*T + L*2) =L/2.
If, for instance L=32, as in a common 32-bit computer, the bit-stream
representation results in a substantial 16-fold savings in the memory space required for
the representation of non-decreasing dynamic functions, and consequently in
communication time. We summarize this result in the following proposition:
Lemma 2.2 (Chabini and Yadappanavar, 2000): Assume that one wants to store or
communicate a non-decreasing discrete-time dynamic function f(t). Furthermore assume
that f(T) T. On a 32-bit digital device, compared to the classical 32-bit integer
representation, the bit-stream representation of a dynamic function f results in a 16-fold
saving in the memory space and communication time.
2.3.3 Algorithms for interconversion between the classical and bit-stream
representations
In this sub-section, we present two conversion algorithms: one that converts the
classical representation of a non-decreasing discrete dynamic function to its bit-stream
representation (We shall call it Algorithm CB, short for Classical to Bit-stream) and
another to convert the bit-stream representation of a non-decreasing discrete dynamic
function to its classical representation (Algorithm BC, short for Bit-stream to Classical).
The input to Algorithm CB is the vectorf[] and the time horizon T. The output is
the bit-stream b[] and MAX, the maximum number of bits in the bit-stream b[]. We shall
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be using MAX in Algorithm BC that we describe next, which effects the conversion from
the bit-stream to the classical representation. The working of algorithm CB is based on
the arguments presented in Section 2.1. For every t considered in increasing order, we
introduce a 0 in the bit-stream. Next, we insert Af[t] Is in the bit-stream. We continue
this process until t = T. In this way, the Os are interleaved between the Is in such a
manner that every 0 in the bit-stream would stand for an increase in the time index, and
every 1 in a series of adjacent Is would stand for a unit increase in the value of f at the
current time index t.
The input to Algorithm BC is the vector b[] and the maximum number of bits
MAX in the bit-stream b[]. The working of algorithm BC is based on the arguments
presented in Subsection 2.3.1. We already know the value of f[O]. We overlook the first 0
in the bit-stream. Beginning with t = 1, we initializef[t] tof[t-1]. Next we incrementf[t]
by the sum of the Is encountered along the bit-stream until we encounter the next 0. At
this point, we increment t. We continue this procedure until we have exhausted all the
elements of the bit-stream. Thus, we recover the classical vector f[] from the bit-streams
in Algorithm BC.
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Algorithm CB:
/ Initialize pointer position
q=1
For each time t =1,2,..., T
/ Insert a 0 in the bit vector since the departure time has been incremented
b[q] = 0
// Increment pointer position
q +-- q +1
/ Initialize counter
counter = 1
// Insert Af[t] ones in the bit - vector
While counter Af[t]
b[q] =1
q <- q+1
counter <- counter +1
MAX =q-1
Algorithm BC:
/ Initialization
t =1
counter =1
// Main loop
While (counter MAX)
fIt]= f[t-1]
While (b[counter] # 0)
f [t] <- f [t ]+1
counter <- counter +1
counter +- counter + 1
t <- t + 1
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2.4 The Double-stream Representation for General Discrete Dynamic
Functions
In general, functions may not be as "well-behaved" as the one shown in Figure
2.1. General discrete dynamic functions show no monotonic trend (they are neither
increasing nor decreasing monotonically, with t). f[t] may well show increases and
decreases and hence, Af[t] need not have a constant sign. We no longer have the
valuable property that led to the bit-stream representation that we developed for the non-
decreasing discrete dynamic functions. In this section, we develop a bit-stream
representation, which we call the double-stream representation (for reasons that we later
make apparent) for such general discrete functions. As in Section 2.3, we prove the
equivalence of the classical and the bit-stream representations. We analyze the efficiency
of the double-stream representation in terms of the size of the representation measured as
the number of bits required to represent the function, and compare it with that of the
classical representation. Finally, we provide inter-conversion algorithms between the
classical and double-stream representations.
Figure 2.3 shows a general discrete dynamic function for T = 10. f[t] =
[3,4,4,7,6,5,8,9,9,10,10]. Note that the function is no longer non-decreasing as in Section
3.3. Hence the change in the function Af[t] is no longer guaranteed to be positive. For
instance, Af[3] = 3 whereas Af[4] = -1.
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Figure 2.3: A discrete dynamic function exhibiting no particular monotonic trend.
0 1 2 3 4
2.4.1 The double-stream representation
The bit-stream representation that we develop for general functions should not
only capture the changes in the dynamic function as in the case of non-decreasing
discrete dynamic functions we discussed in Section 2.3, but also the sign of the change,
that is, whether f[t] has increased or decreased at time t. If we let a 1 to represent a unit
change in the value of f(t) at time t, we have to somehow specify whether the change is an
increase or a decrease in the value of f[t] when compared to f[t-1]. Therefore, a simple
single stream of Os and Is is insufficient to capture all the information provided by f[t], as
in the case of the non-decreasing discrete dynamic functions. We can, however, extend
the idea we developed for the non-decreasing discrete dynamic functions.
We represent the functionf[t] by two bit-streams, stream][] and stream2[], of Os
and Is as opposed to only one stream as in the case of non-decreasing discrete dynamic
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functions. A 0 in stream1[] would mean a transition to the next departure time interval as
in case 1 whereas a 1 would imply a unit change (note that it could be an increase or
decrease of 1 unit time) in the function f. stream2[] would have T + 1 bits (Os or Is). A 1
in stream2[] at position t would mean that f[t] switches trend (from decreasing to
increasing or from increasing to decreasing) at time t. By convention, f[t] is an increasing
function at time 0. As we did for the single bit-stream in Subsection 2.3.1, we retain f[O]
and f[T] in the equivalent bit-stream representation. We call this representation of the
function f(t) the double-stream representation since we use two bit-streams, stream[]1
and stream2[].
In summary, we obtain the double-stream representation as follows. By
convention, the function f is assumed to be increasing at time t=O. In increasing order of
the index of time t, we introduce a 0 in stream] and then insert IAf[t]I successive Is in
stream]. If the function changes trend at time t, we introduce a 1 in stream2 at position t.
We continue this procedure until t = T. Algorithm CD described in Subsection 2.4.3
follows this procedure to convert the classical representation of function f to its double-
stream representation.
Figure 2.4 shows the double-stream vectors stream1[] and stream2[] for the
function f(t) of Figure 2.3. stream][] is shown along the solid line joining the discrete
values of the function and stream2[] is shown along the horizontal axis. There are exactly
T (= 10) Os in stream][]. Af[4] = -1 and hence there corresponds 1-11 = 1 one (1) in
stream1[]. stream2[] has exactly T+1 = 11 bits (Os and Is). At t = 4, the function f
switches trend from increasing to decreasing and correspondingly string2[4] = 1. The
complete double-stream representation for the example in Figure 2.4 is f[O] =3, f[1O] =
10, stream1[] = 010011101010111010010 and stream2[] = 00001010000.
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Figure 2.4: Double-stream representation for the function shown in Figure 2.3.
Lemma 2.3 (Chabini and Yadappanavar, 2000): The value of a general function f at time
t can be obtained from its double-stream representation.
Proof (Chabini and Yadappanavar, 2000):
We need to prove that the exact value of the functionf at time t could be obtained
from the bit-stream representation. Before we provide the proof, we make the following
observation: Since we assume that the function f is non-decreasing at t=0 by default,
every odd occurrence of a 1 in stream2[] implies a change in the trend of the function f
from increasing to decreasing. Similarly, every even occurrence of a 1 in stream2[]
implies a change in the trend of the functionf from decreasing to increasing.
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Consider the following procedure. Keep count of the number of Os in stream][] as
we examine each element of stream2[]. Move one step ahead in stream2[], beginning
with the first element, for every 0 encountered in stream][]. Add to f[O] every series of
Is between an even occurrence of each 1 in stream2[] and the next (odd) occurrence of a
1 in stream2[]. Subtract from the sum every series of Is between an odd occurrence of a
1 in stream2[] and the next (even) occurrence of a 1 in stream2[]. Add to this the Os
encountered in stream][]. Doing so would not alter the sum in any way. Continue this
procedure until the count of Os in stream1[] equals t. We prove that this sum equals the
value off at time t.
The above sum we consider is made up of the following terms:
Sum of Is in the bit-stream stream][] between every even count of Is in stream2[] and
the next occurrence of a 1 in stream2[] before count of Os in stream][] equals t,
- (Sum of Is in the bit-stream stream1[] between an odd count of Is in stream2[] and the
next occurrence of a 1 in stream2[] before count of Os in stream] equals t)
- Sum of the t Os encountered in the bit-stream stream][].
-f(0)
1Af(r)I 1Af(r)l t
This sum is equal to 1- 1 0 +f (0)
r:Af(r) O,rst i=1 r:Af(r)<O,rst i=1 r=1
IAf(r)l If(r)
= X - 1 + f(0)
r:Af(r) O,rst i=1 r:Af r)<O,ist i=1
= Af(t) + Af(t-1) + ... + Af() +f(O)
= f(t) -f(t-1) + f(t-1) -f(t-2) + ... + f(l) -f(O) + f(O)
= f(t)
By constructing the above summation in increasing order of time t, until t = T, we
see that the complete classical vector f[] can be obtained from the two bit-streams
stream][] and stream2[].+
Later in Subsection 2.4.3, Algorithm DC implements the above procedure
efficiently to obtain the classical representation from the bit-stream representation.
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2.4.2 Analysis of savings in memory space
In this subsection, we present the analysis of the memory requirements of the
double-stream representation of general discrete dynamic functions that we have
developed in this section. Our objective is to find whether the double-stream
representation of general functions would lead to savings in memory space and
communication time when compared to the classical representation used in practice.
As seen in Subsection 2.3.2, for the classical representation of functionf, we have
to store the value of the function f at each time t, i.e. f[t] for t=O,1,2, ..., T. Since each of
these elements are integers, if we assume that each integer occupies L bits of memory
space on an L-bit computer, regardless of the magnitude of the data, data represented in
the classical form would occupy L*(T+1) bits of memory space.
We present a worst case analysis of the size of the double stream represented data
for general discrete dynamic functions. In the double-stream representation, stream2[]
has a 0 or 1 bit-element for each time interval t=O,1,..., T suggesting no-change or shift in
trend respectively. Thus, in all, there are T+1 bit-elements in stream2[], each of which
requires only one bit of memory for storage. The storage space for stream1[], however,
would very much depend on the nature of the variation of function f(t). stream1[] has
exactly T Os as in the bit-stream representation for the non-decreasing discrete dynamic
functions. At each interval of time t 0, the number of Is cannot exceed Af[0] Af ,
where Af is the amplitude of the function f as defined in Section 3.1. Hence we can
conclude that the total number of Is in stream2[] is at most T*Af .We represent f[0] and
f[T] as L-bit integers. Hence, the total number of bits required to store data represented in
the form of double-streams is T + T*Af + L*2 + (T+1) = T*(Af-+-2) + L*2 + 1. Therefore,
the ratio of the sizes in bits required for the classical and double-stream representations of
general discrete dynamic functions is given by: L*(T+1)I(T*(A+2) + L*2 + 1).
From the above discussion, it follows that there is a saving in storage space in the
double-stream representation if the amplitude of variation Af of the discrete dynamic
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function f(t) is less than L-2, for large values of T, and the above ratio tends to U[Af+2].
If L=32, as in a common 32-bit computer for example, there are savings if Af <30.We
summarize this result in the following proposition:
Lemma 2.4 (Chabini and Yadappanavar, 2000): Assume that one wants to store or
communicate data contained in a general discrete dynamic function f(t). In the worst
case, the double-stream representation of function f results in a saving in the memory
space and communication time for large T, if Af<L-2. The ratio of the size of the classical
and double-stream representation is I[A+2]. For a 32-bit computer, compared to the
classical 32-bit integer representation, the double stream representation leads to storage
and communication time savings if A1<30 and the saving ratio is: 32/ (A1-+2).
2.4.3 Algorithms for inter-conversion between the classical and bit-stream
representations
As in the case of the non-decreasing discrete dynamic function, we present two
conversion algorithms in this subsection: one that converts the classical representation of
a general function to its double-stream form (Algorithm CD, short for Classical to
Double-Stream), and another that converts the double-stream representation of a general
function to its classical form (Algorithm DC, short for Double-stream to Classical).
The input to algorithm CD is the vector f[] and T. The output consists of the bit-
streams, stream1[] and stream2[], and MAX, the maximum number of bits in the bit-
stream stream][]. We obtain the double-stream representation as follows. By convention,
the functionf is assumed increasing at time t=0. In increasing order of the index of time t,
we introduce a 0 in stream] and then insert IAf[t]I successive Is in stream][]. If the
function changes trend at time t, we introduce a 1 in stream2[] at position t. We continue
this procedure until t = T.
The inputs to Algorithm DC are the vectors stream1[] and stream2[] and the
maximum number of bits MAX in the bit-stream stream][]. We retrieve the classical
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vector f[] from the double-stream as follows: We initialize t to 1. We keep count of the
number of Os encountered in stream1[] as we move along stream1[] beginning with the
first element. For each t, we initialize f[t] to f[t-1]. If f[t] shows an increasing trend at
time t, that is, if an even number of Is has been encountered in stream2[], we increment
f[t] by the sum of Is encountered in stream][] until the next 0 is encountered in
stream][]. If f[t] shows a decreasing trend at time t, that is, if an odd number of Is has
been encountered in stream2[], we decrement f[t] by the sum of Is encountered in
stream][] until the next 0 is encountered in stream][]. At this point, we increment t. We
continue the above procedure until the we have examined the two streams stream][] and
stream2[] completely.
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Algorithm CD
For t =1 to T
stream2[t] =0
position =1
If f[1] f[0]
/ Increasing trend
FLAG = 1
Else
// Decreasing trend
FLAG = 0
For t =1 to T
For counter = Ito I Af [t] I
streaml[position] =1
position +- position + 1
If (FLAG is1)
If f[t] < f [t-1]
I/ Trend changes from increasing to decreasing at time t
FLAG=0
stream2[t] =1
Else
If f [t] > f[t-1]
// Trend changes from decreasing to increasing at time t
FLAG=1
stream2[t] = 1
stream1[ position] =0
position +- position +1
MAX = position -1
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Algorithm DC*
t=1
counter =1
FLAG =Istream2[1]
While counter ; MAX
f [t ] <- f [t -1]
If (FLAG =1)
While streaml[counter] # 0
f [t] +- f [t]+1
counter +- counter +1
Else
While streaml[counter] # 0
f[t] +- f[t]-1
counter +- counter +1
counter <- counter + 1
t- t +1
If (stream2[t] = 1)
FLAG <-!FLAG
* In this algorithm, we use the bit-wise NOT operator (!). !0 = 1 and ! 1 = 0.
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Chapter 3
Applications of the Bit-stream Data Representation
In Chapter 2, we presented the bit-stream representation method in its generic
form to represent dynamic data. The bit-stream representation may be employed for any
application that involves storing, representing and processing of dynamic data. In this
chapter, we show that using the bit-stream representation for communicating a dynamic
function leads to faster communication. We then illustrate the use of the bit-stream
representation in ITS applications by developing efficient approaches to store and
transmit data in dynamic networks.
The bit-stream representation does not need a priori knowledge of the maximum
step value of a dynamic function to be represented. This aspect renders the method
particularly adaptable for real-time applications, such as ITS applications, where data
becomes available on the fly.
Note that any transmission scheme for communication of integers could be used
for communicating the bit-stream data as well. For instance, for 32-bit devices, we could
cut the bit-stream into sub-streams of 32 bits and then transmit the 32 bit-sub-streams as
integers. From the discussion in the previous paragraph, we would then need to transmit
16 times less number of integer values.
Before we present applications for the bit-stream representation for discrete-time
dynamic networks and dynamic network problems, we present the notations and
definitions for the terminology we use for discrete-time dynamic network data and
problems.
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3.1 Discrete-time Dynamic Networks
(N,A) is the topological structure of a directed network G, where N is the set of
nodes and A is the set of arcs in G with n nodes and m arcs. A(i) represents the set (j: (ij)
e A] of nodes after node i and B(j) denotes the set {i : (ij) e A] of the nodes before node
j. Network G is said to be dynamic if some network data, such as arc travel times, are
time dependent.
dy(t) is the travel-time experienced in traveling along an arc (ij) departing node i
at time t, and is non-negative. ay(t) is the exit-time for arc (ij) departing node i at time t.
ay(t) = t + di(t). If these parameters are integer-valued and only defined at discrete,
integer-valued points in time, the network G is called a discrete-time dynamic network.
Hence dyj[] is the vector representation of time dependent link travel times of arc (ij).
In order to encapsulate the representation of all time-dependent network data
within a finite computer memory, we impose the common restriction that all such data is
only specified at integer values of t within the finite time window, t E [0, 1, 2, ... , T}. For
departure times after the time horizon T, we assume that all network data is static and
equal to the value it has at time T. Hence, dj[t] = d1[T], V t > T, V(ij).
For a general discrete dynamic function f[t], Af[t] denotes the change in the
value of the function f between two successive intervals of time, at time t: Af[t] = f[t] -
f[t-1] V t. Hence, Adj[t]= dj[t] - dj[t-1] and Aay[t]= aj[t] - aj[t-1]. From the
definitions of dj[t] and aj[t], we have:
Aay(t) = Ad 1(t) + 1 (3.1)
We define next what we call the amplitude of a discrete dynamic function. In
principle, our definition is different from what is usually denoted as the amplitude in the
case of continuous functions, which is the absolute difference between the maximum and
minimum values assumed by the function over its whole range. We define here the
amplitude of a discrete dynamic function as the maximum of such abrupt changes of the
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dynamic function. Later in this thesis, we use the amplitudes of dynamic functions in the
study of the memory requirements for the bit-stream representation.
Let lxi denote the absolute value of variable x. The mathematical definition of the
amplitude Af of a discrete dynamic functionf(t) is:
Af = max I Af[t] I, t e {,,..., T}. (3.2)
The amplitude of the exit-time function of an arc (ij) is therefore given by:
A, =max Aajj[t]I, te {0,1,...,T}.
3.2 Preliminary Results: The First In First Out (FIFO) Property and
FIFO networks
We introduce next the First In First Out property (commonly called the FIFO
property) exhibited by some dynamic functions in ITS applications, such as link travel
times on a road traffic network. This property is celebrated in the literature to develop
efficient algorithms for dynamic shortest path problems.
We say that a function h(t) satisfies the FIFO property if function f(t) = t + h(t) is
non-decreasing on set [0,1,2, ..., T}. If the travel time function of some arc (ij) exhibits
the FIFO property, then commodities arrive at the end of the arc in the same order in
which they depart at the beginning of the arc. If the link travel time of arc (ij) exhibits
the FIFO property, we say that arc (ij) is a FIFO arc. Formally, in a discrete-dynamic
network, arc (ij) is a FIFO arc if and only if:
t+1+d 1 [t+1] t+d.[t] Vt e={O,1,...,T}. (3.3)
or, equivalently if and only if:
aj [t +1] a11[t] Vt e {0,1,..., T }. (3.4)
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If the link travel time of arc (ij) does not verify the FIFO property, arc (i,j) is called a
non-FIFO arc. If every arc in a network is a FIFO arc, then the network is a FIFO
network. Otherwise, the network is a non-FIFO network.
Using the set of inequalities (4), note that d(t) satisfies the FIFO property if and
only if Aayj[t] is non-negative i.e.:
Aaij [t] 2 0 Vt Ce {0,1,..., T}. (3.5)
Lemma 3.1 (Chabini and Lan, 2000): If f(.) and g(.) are two non-decreasing functions,
then h = f o g is also non-decreasing.
Proof (Chabini and Lan, 2000):
Since both f(.) and g(.) are non-decreasing functions, t st'= g(t) g(t') andy
y' =ef(y) f(y). Let y = g(t), y' g(t). Then from the above, t t' = y 5y'and hence,
h(t) = f(g(t)) = f(y) <f(y')= f(g(t)) = h(t). Hence, t :t'- h(t) h(t). Therefore, h = f o
g is a non-decreasing function.
Lemma 3.2 (Chabini and Lan, 2000): The composition function of a finite number of non-
decreasing functions is a non-decreasing function.
Proof (Chabini and Lan, 2000):
By induction, using Lemma 3.1 as base case, and in the proof of the induction
step+
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Lemma 3.3 (Chabini and Lan, 2000): For any path through a FIFO network, the arrival
time at the end of the path as a function of departure time at the start of the path is non-
decreasing.
Proof (Chabini and Lan, 2000):
The arrival time function of a path is the composition function of the (finite
number of) arrival time functions of the arcs comprising the path. Since every arc arrival
time function is non-decreasing in a FIFO network, it follows from Lemma 3.2 that the
path travel time functions in a FIFO network are non-decreasing+
Lemma 3.4 (Chabini and Lan, 2000): Waiting at any node in a FIFO network never
decreases the arrival time at the end of any path.
Proof (Chabini and Lan, 2000):
Waiting is equivalent to a delay in the departure time along some path. Since path
arrival time is a non-decreasing function of departure time by Lemma 3.3, we see that
waiting can never lead to a decrease in the arrival time of any path.
Lemma 3.5 (Chabini and Lan, 2000): In a FIFO network, the minimum travel times
between an origin node s and a destination node d satisfy the FIFO condition.
Proof (Chabini and Lan, 2000):
Suppose that p, is a shortest path among all paths from origin node s to
destination node d and departing node s at time t. The travel time of path p, departing
node s at time t is denoted by L(p,t). Since p, is a shortest path when departing node s
at time t, we have t + L(pt,t) t + L(pt+,,,t). Since the FIFO condition holds on path
p,,, we have t + L(p,,,,t)t+1+L(pt+,,t+1). Hence, we have
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t+L(p,t)! t+1+L(p t+,t+1). Therefore, if every path between origin node s and
destination node d satisfies the FIFO condition, then minimum travel time between nodes
s and d satisfies the FIFO condition. .
3.3 Analysis of Processing and Communication Times for a Typical ITS
Application
Consider an ITS application where discrete dynamic data has to be transmitted
from point A to point B, and data is not available at A in bit-stream form, but only in the
classical form. We now compare the time required to communicate the data in classical
form with that required to convert the classical form of the data to bit-stream form at A,
transmit the bit-stream to point B and reconvert the bit-stream data back to classical form.
Let K, be the time taken to convert a dynamic data unit (say travel time) to the classical
form. Let K, be the time taken to communicate one bit of data from A to B.
Time for conversion from classical form to bit-streams at A is KT. Time taken to
communicate bit-streams is Ke2T. Time for conversion from bit-stream to classical form
at B is KT. Thus the total time required for these three steps is (2K, + 2Ke)T. Time to
communicate T data units in classical form from A to B is LTK, since each data unit
needs L bits of memory for classical representation. This is going to be greater than (2K,
+ 2Ke)T => LKT > (2K, + 2Ke)T, or when K, < (12 -1)Kc.
Let us now consider an example. K, is found to be of the order of 1 gsec for a Sun
UltraSparc10 processor. For example, for L = 32, the above expression reduces to Kc >
1/15 sec or a communication speed lower than 15 Mbits/sec. For communication speeds
lower than 15 Mbits/sec, using bit-streams for communication will be faster. If
processing at point B is done on a bit-stream this example threshold becomes 30
Mbits/sec.
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In practical cases, communication speeds are in the order of hundreds of
kbits/sect. Hence, the bit-stream method is beneficial, even if a conversion of data is
needed.
3.4 Applications of the Bit-Stream Representation to Dynamic Data
Communication in FIFO Networks
In an ITS application involving data manipulation, processing of the data would
be carried out at a geographical location different from the place where the data is stored
or collected. Since such ITS applications have to typically operate faster than real time,
fast communication of the data to the processing location is of primary importance. From
the analysis of Section 3.3, it follows that one could speed-up the communication using
bit-streams as follows. Convert the classical representation of the data into the bit-stream
representation using Algorithm CB, communicate the bit-stream represented data to the
processing location and reconvert the bit-stream represented data to its classical form
using Algorithm BC, for processing purposes.
We illustrate the usefulness of the bit-stream representation by developing various
approaches to communicate travel times in dynamic networks. The communication of
travel times is a central component of ITS. Hence, these developed approaches would
lead to a positive impact in ITS research, technology and practice.
There are three types of travel-time data in dynamic networks, that may need
transmission: 1) Link travel-times, 2) Path travel-times and 3) Minimum travel-times
between Origin-Destination (O-D) pairs. Traditionally, these data have been represented
' If common dial-up telephone connections are used to communicate data, communication speeds up to
56kByte/sec or 448kbits/sec can be achieved. Basic ISDN lines can offer speeds up to 128kbits/sec and
a Primary Rate Interface (PRI) ISDN can offer a maximum speed of 1.5 MB/sec or 12 Mbits/sec. If
one uses a Digital Subscriber Line (DSL), such as the most common asymmetric DSL, a speed of up
to 1.5 Mbits/sec for downloading and 640 kbits/sec for uploading is possible. Cable modems offer
peak speeds from 1.5 to 30Mbits/sec for downloading and 64 to 768 kbits/sec for uploading. Common
Ethernet cables used in Local Area Networks offer a peak performance of 10 Mbits/sec as a
communication bandwidth.
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as vectors of integers. From our lemmas of Section 4.2, in FIFO networks, link travel
times, path travel times and minimum travel times between Origin-Destination (0-D)
pairs exhibit the FIFO property.
It then follows that any method of representation that is developed for link travel-
times should be applicable to path travel-times and to minimum O-D travel-times as well.
For a given dynamic network, developments for the path and O-D travel-times are then
similar to those for link travel-times. Hence, for editorial reasons, we focus on link travel-
times only.
Below we present two different representation approaches that exploit the
structure of link travel-times. Approach 1 represents a link travel-time using the double-
stream representation described in Section 3.4. Another approach would be to transmit
the link exit-time data instead of link travel-time data. The analysis below shows that the
latter leads to encouraging savings in storage space and communication time.
Approach 1:
This approach is perhaps the most natural approach that one would think of to
represent the travel-time vector d1 [] using bit-streams. Since the link travel-time function
is not necessarily non-decreasing even if the FIFO condition is valid, one would have to
use the double-stream representation developed in Section 2.4 to represent dj[]. If Ad. is
the amplitude of vector dg[] as defined by Equation (3.2), then from Lemma 2.4 of
Section 2.4.2, this approach would lead to savings in storage space and communication
time if Ad < L-2, and the saving ratio would be Ad /(L-2).
Approach 2
This approach consists of sending and receiving the link exit-time, t+dg[t],
instead of the link travel-time, d1 [t]. In a FIFO network, the link travel-time function
d1(t) satisfies the FIFO condition. This means that the exit time function t+d1 (t) is non-
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decreasing with t and we can use the representation developed in Section 2.3 to represent
the exit-time function. From Lemma 2.2, the saving in storage space and communication
time by adopting this approach would be I12 if one uses a L-bit integer representation.
In summary, the above discussion suggests that Approach 2 which consists of
storing and communicating the exit-time function, is better than Approach 1, and it is
substantially better than the classical communication technique of communicating data as
vectors of integers.
3.5 Applications of the Bit-Stream Representation to Dynamic Data:
Communication of Travel Times in Non-FIFO Networks
Although it is less likely to happen in transportation networks, we consider in this
section the case when the link travel time function does not satisfy the FIFO condition.
For instance, we may have to deal with non-FIFO functions when we model marginal
costs. Also, in instances where the travel time is not the Level-Of-Service variable, but
various user-perceived costs such as out of pocket costs are important and are used in the
model, we would need a representation for such functions that do not necessarily satisfy
the FIFO condition. Finally, the FIFO condition may not be satisfied when we are
dealing with travel-times for two or more different modes (such as bus and a rail transit
system).
Developments for the path and O-D travel times are similar to that for link travel-
times. Hence for editorial reasons, we focus on link travel-times only. In this section, we
present three different approaches to represent and communicate link travel-times and
provide a worst-case analysis of their performance. This worst case analysis suggests that
the three representations are equally efficient and can outperform the classical
representation under certain conditions. Note that the worst case analysis is not
representative of typical link travel-time data. We then give recommendations on which
approach should be adopted depending on the trends that may exist in the given dynamic
data.
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Since the network is assumed not to be FIFO, the exit time function for an arc is
not necessarily non-decreasing. Hence, one cannot use the (somewhat elegant) single bit-
stream representation for exit-times in non-FIFO networks, as we did in Approach 2 of
Section 3.4. Approach 1 in this subsection is the natural approach of representing and
communicating link travel-times using the double-stream representation. Similar to
Approach 2 in Section 3.4, Approach 2 in this subsection considers representing and
communicating exit-times using double-streams, instead of the single stream used in
Approach 2 of Section 3.4. In Approach 3, a link travel-time function is transformed into
a non-decreasing function, and the single bit-stream representation of Section 2.3 is then
adopted to represent the transformed function.
Approach 1
The dij] vector is represented using the double-stream representation developed
in Section 2.4. If Ad is the amplitude of the vector dij] as defined by equation (3.2),
then from Lemma 2.4, there are savings in storage space and communication time, if
Ad < L-2, as compared to a L-bit integer representation, and the saving ratio would be
Ad /(L-2). If a 32-bit storage device is used, there are savings if Aai < 30, and the
savings ratio would be Ad /30.
Approach 2
We now consider the idea of representing the exit-time vector t+d1[t] using the
double-stream representation. Let A, represent the amplitude of the exit-time function
ay(t). Then, using Lemma 2.4, one can conclude that there are savings in storage space
and communication time, if Aa < L-2, as compared to a L-bit integer representation, and
the savings ratio would be Aa /(L-2). If a 32-bit computer is used, there are savings if
Aa. < 30, and the savings ratio would be Aa, /30.
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Approach 3
We denote by Dyj(t) the function A *t + di(t) where Ad = max (I Adj (t) ).d tE{1,2,...,T}
One can easily prove that D1(t) is non-decreasing. This function can then be represented
using the bit-stream representations developed in Section 2.3. If the application requires
communication of link travel times, one could instead communicate the bit-stream
version of Dy[]. Following the same reasoning that led to Lemma 2.2, we can show that
the total number of bits required to store the bit-stream representation on an L-bit device
is T(Ad + 2) + L*3. This leads to a similar result as in Lemma 2.4: there are savings in
storage space and communication time as compared to the classical L-bit integer
representation, if Ad < L-2, and the savings ratio would be Ad, /(L-2). If a 32-bit
computer is used, there are savings if Ad, < 30, and the saving ratio would be Ad /30.
From the above discussion and the fact that Aa = Ad ± {0,1}, it follows that in
the worst case, the three approaches lead to equally efficient representations of link travel
times. Therefore, for a general function d1(t), one cannot say a priori which of the three
representations lead to higher savings in memory space and communication time.
However, if one has some knowledge of the nature of variation of the function dy(t), one
can make the following observation: We know from (1) that Aay(t) = Ad1(t) + 1. Hence,
if the negative variations (Ady(t)) of the function dy(t) are substantially larger than the
positive variations, then representing vector a 1f[] as double-streams would be more
efficient with regard to space and communication time. If the converse is true, one should
use Approach 1 to represent the d1j[j using the double-bit-stream representation. Finally,
unless the amplitude of link travel times is close or equal to zero (as is the case in static
networks), Approach 3 would generally lead to unnecessarily large numbers of 1 bits and
is most likely to be closest to the worst-case estimate. It is then not recommended as a
representation method.
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Chapter 4
A Bit-Stream Algorithm for One-to-All Fastest Paths in
Dynamic Networks
An important component of ITS are network algorithms that manipulate the
transmitted dynamic data; the communication of the dynamic data is not an end by itself.
In Section 3.4, we presented an application where the travel-time data needs to be
converted from classical form to bit-streams, transmitted as bit-streams, and reconverted
to the classical form, since network algorithms in the literature need data in the classical
form. While this is typically faster than transmitting travel-time data in the classical form,
this technique can be improved if the algorithm does not need to access the entire data,
but instead the algorithm accesses the data in either increasing or decreasing order of the
time index. The reasons for this potential improvement are the following. Firstly,
reconverting the whole data in classical form back to the bit-stream form may be more
time consuming than the computation time of an algorithm that operates on this data.
Hence, developing an approach that would avoid reconverting the whole dynamic data
may lead to overall computational-time savings. Secondly, many network algorithms
access only a fraction of the data. An algorithm that effects the conversion between
representations for only that data that needs to be accessed would avoid unnecessary
computations.
The above discussion motivates the need to develop efficient network algorithms
that could operate directly on the bit-stream representation of discrete dynamic data,
cleverly utilizing the algorithm-working to effect bit-stream to classical conversion of the
dynamic data implicitly, and more importantly, only when it is absolutely necessary. In
this chapter, we present such a bit-stream adaptation of a dynamic network algorithm to
solve the minimum travel-time path problem from one node to all other nodes for one
departure time, that works directly on the bit-stream travel-time data. In fact, it uses a bit-
stream representation of link exit-time data in FIFO networks.
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The dynamic shortest path problem has been the subject of extensive research in
recent years. Variants of this problem have been studied and many efficient algorithms
have been developed in the literature [1], [3], [5] - [9], [11], [13], [14], [17], [20], [21],
[26], [28], [29]. To the best of our knowledge, all these algorithms essentially operate on
time-dependent link travel-time functions represented as integer valued vectors indexed
by time.
Link travel-times in real traffic networks always satisfy an interesting property
known as the First In First Out (FIFO) property. This property is celebrated in the
literature to develop efficient algorithms for dynamic shortest path problems.
The bit-stream representation was developed with the main objective of serving as
a basis for the development of dynamic shortest path algorithms that work on a
compressed binary 0 and 1 stream representation of dynamic data. The bit-stream
representation offers the advantage that all operations would involve simple logical
operations at the bit-level. This would then offer opportunities in developing parallel
implementations of shortest path algorithms at the register level of any serial computer.
Each bit of a register will be assigned a certain arc of the network. On a 32-bit computer,
one can then simultaneously operate on 32 arcs.
We present algorithms that solve the minimum travel-time path problem from one
source node to all other nodes, for one departure time, performing logical operations on
the link exit-time data represented in bit-stream form. This work is therefore a first step
towards developing algorithms that solve different variants of dynamic shortest path
problems operating directly on the bit-stream representation of dynamic data. The
developments in this work open a new domain of research in the area of dynamic shortest
paths and dynamic networks in general. It is now possible to develop parallel algorithms
at the register level, and we are investigating this research domain. Furthermore, the bit-
stream representation also facilitates the development of algorithms that work on real
time data streaming in on the fly.
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This chapter is organized as follows. First, in Section 4.1, we present an exit-time
mathematical formulation of the one-to-all shortest path problem. In Section 4.2 we
discuss solution algorithms for the problem. In Sections 4.3 and 4.4, we present label
setting increasing order of time algorithms that solve the problem, working on the bit-
stream representation for the exit-time data. We analyze the performance of an
implementation of one of these algorithms and show that it is substantially better to
transmit data as bit-streams, and apply the modified algorithms on the bit-stream data
than the classical approach of communication of dynamic data and computation of
dynamic shortest paths.
4.1 Problem formulation
We present a mathematical formulation of the minimum time one-to-all path
problem in discrete dynamic networks. We state the problem as a minimum arrival-time
path problem, as opposed to traditional ways to formulate it as a minimum travel-time
path problem. The exit-time statement of the problem formulation is motivated by the
need to develop an algorithm that can principally work on the link exit times represented
in bit-stream form. The algorithm given later in this section is hence based on the latter
formulation.
The minimum-time one-to-all paths problem is to find a set of paths, which leave
a designated source node s e N at or after a particular time td and reach every node i e N
at the earliest possible time. Without loss of generality, we assume that the departure time
td is zero. Let ai denote the earliest arrival time at node i if one departs source node s at or
after time 0. To write the optimality conditions for node j, we only need to consider those
paths that visit the previous node i, at a time greater than or equal to at. Minimum arrival
times are then given by the following conditions:
0 , if j=s,
ai= min min(aj (t)) , if j # s.
iEB(j) t !ai
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Thus, the objective is to find the values of at V i e N that satisfy the above
conditions. If the network is a FIFO network, then from Lemmas 3.4 and 3.5,
min(a1 (t))=a 1 (a1 ). Therefore, one can write the optimality conditions for thet(a;
minimum arrival time problem in a FIFO network as follows:
0 ifj s,
ai= min[a..(a)} ifj s Vj e N. (4.1)
iEBi
In shortest path algorithms for dynamic networks, in general, there are two
separate parts of the network to be considered. One is the dynamic part of the network
corresponding to t _<T, and the other is the static part for t _> T. In this work, we deal with
the truly dynamic part of the network, by imposing the restriction of forbidden travel
after time t, since the computation in the dynamic part of the network is typically more
time consuming. One could easily relax this condition and use any classical shortest path
computation algorithm to find shortest paths that stretch beyond time T. In the rest of this
section, we assume that travel is forbidden after time T. That is, the algorithm has to find
minimum travel-time paths from origin node s to all other nodes that arrive at the nodes
before the time horizon T. If by then, for any node, no minimum travel-time path is found
by time T, no such feasible path exists.
4.2 Discussion of Solution Algorithms
The exit-time formulation of the one-to-all fastest-paths problem in dynamic
FIFO networks in Equation 4.1 shows that one could adapt, as is well known in the
literature, any forward-labeling static shortest path solution algorithm. Hence, in theory,
one could use dynamic adaptations of static versions of both label correcting and label
setting algorithms to solve the fastest path problem formulated in Section 4.1.
A label-correcting algorithm typically performs, in the worst-case, a total of mn
arc-examinations before termination, while a label setting algorithm examines each arc
emanating from a node only once, at the earliest time the node is reached. The
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computational time for an arc examination in the dynamic fastest path problem
essentially consists of an evaluation of ay(t). Since exit-time evaluations are important
computational steps if travel-time data is represented as bit-streams, adapting a label
setting algorithm is a more suitable choice than adapting a label-correcting algorithm.
This choice is further reinforced by the following observation. Bucket implementations of
label setting algorithms were shown to outperform implementations of label correcting
algorithms for the FIFO version of the one-to-all fastest-paths problem [11]. As a
consequence of the above discusssion, we only focus on developing and studying
implementations of bit-stream adaptations of dynamic versions of label-setting
algorithms.
We developed different implementations of the dynamic label-setting algorithm
for the one-to-all fastest path problem. The first is similar to the implementation of
Algorithm IOT proposed by Chabini and Dean [11]. In increasing order of time, this
implementation visits the label of each node at each time t, until a shortest path tree has
been built, or until the time-horizon T is reached. We present this algorithm, called
Algorithm A in Section 4.3. The drawback of this algorithm is that it visits each node at
each time t, even though only those nodes to which shortest paths have been found at
time t need be visited. Note however that in this version, neighboring nodes are updated
only if a path has been found to a current node. Hence, we just illustrate the working of
the algorithm on a small example network, and do not provide the computational results
for the algorithm for larger networks.
Another possible implementation is another variant of Algorithm IOT. This
variant maintains for each time t, a list of the nodes that are reachable (to be defined in
more precise terms later in this subsection) from the source at time t, and only these
nodes are examined at time step t. These lists are indexed by time and can alternatively
be viewed as buckets indexed by time. Therefore, the second implementation can
alternatively be viewed as an implementation of the Chrono-SP label-setting algorithm by
Pallottino and Scutella [26]. However, once a fastest path is found to a given node, one
has to remove this node from all subsequent buckets either at step t, or when the node is
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encountered in another bucket in a later step. This can be time consuming and as a result,
the second implementation can be slower than the first implementation of Algorithm
IOT. We then do not present or analyze this implementation.
Our third implementation is a bucket implementation of the dynamic adaptation
of Dijkstra's algorithm for the static shortest path problem, where buckets are indexed by
node label values. This circumvents the problem of the second implementation, since
each node can be present in only one bucket at any given time. Note that a heap
implementation of the dynamic adaptation of Dijkstra's algorithm would have worked as
well. We chose the bucket implementation of Dijkstra's algorithm since it was shown to
perform better than the heap implementation for dynamic networks in practice [11]. We
note that the common denominator in all three implementations described above is the
fact that each arc in the network is examined only once, at which time an evaluation of
the exit-time function of an arc is needed.
Chabini and Dean [11] also performed a comparative computational study of the
classical versions of the three implementations described in the previous paragraph. It
was shown that the bucket implementation was the most efficient. We present the bit-
stream bucket implementation of Dijkstra's shortest paths algorithm adapted for dynamic
FIFO networks. We refer to this algorithm as Algorithm B. Our observations for the bit-
stream version of these algorithms is consistent with the analysis and results presented by
Chabini and Dean [11]. The computational step in this algorithm that works on dynamic
data, is the step where the value of the exit time function of an arc (ij) at a given time
index t has to be evaluated. We use the techniques presented in Subsection 3.3.3 to
evaluate these dynamic function values from their bit-stream representation. Before
describing the algorithms, we give some useful definitions.
A node j is said to be reachable from node i, if arc (ij) exists. pred(j) gives the
predecessor of node j in the shortest path tree from s to j. That is if pred(j) = i, then (ij)
belongs to the shortest path tree. The label(i) of node i at any instant during the running
of the algorithm, is an upper-bound on the shortest distance from the origin node s to
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node i. label(i) is initialized to infinity for each node i. When the algorithm terminates, a
finite value of label(i) will be the shortest distance from the origin s to node i. If the value
of label(i) is found to be infinite at the termination of the algorithm, this means that there
is no shortest path arriving at node i from s before time T. If the value of label(j)
decreases due to an incoming arc (ij), node i is said to update node j.
4.3 Algorithm A
4.3.1 Algorithm description
In order to describe the solution to a minimum-time one-to-all problem in a FIFO
network, it is only necessary to specify a single scalar label for each node, rather than a
label, which is a function of time, since by Lemma 3.4, waiting at the source node s will
never decrease the travel time of any path. Thus, it is only necessary to keep track of the
earliest possible arrival time at each node. The algorithm we describe in this subsection is
based on this idea.
The input to the algorithm is the arrival time data for each node in bit-stream form
and the integer values of the boundary values. That is, the bit-vector b 3j[], and the integer
scalars a1 [0] and aj[T] V(ij) e A. The objective of the algorithm is to find the minimum
arrival-time at each node i e N, departing node s at time T, before the time horizon T is
reached. Consider the following two binary (0 or 1) valued node labels for each node.
F1, if a minimum travel time path has already been found to node i e N,
=0, otherwise.
1, if a path has already been found to node i e N, arriving at time t c {0,1,2,...T}
Vi ( 0, otherwise.
We define these labels to be binary values since we have bit-stream inputs, and we want
to reduce data manipulation to logical operations. From the previous section, note that we
need only to update the nodes reachable from node i, the first (earliest) time t, a path has
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been found to arrive at i. This is because the network is FIFO, and a path that arrives at
node i after time ti, will never be part of any minimum travel-time path tree.
Algorithm A presented below performs logical operations on these labels. We
initialize vi(t) = 0 V i E N i s, vs(0)=1, wi=0 V i E N i s, and ws=1. We update the
nodes j reachable from s by equating vj(aj(O)) to 1, since we have a path arriving at
nodes j e A, at time t. The variable count keeps track of the number of nodes to which
minimum travel time paths have been found. In increasing order of time, we detect nodes
i for which wi = 0 and vi(t) = 1. Note that these are the nodes for which minimum travel
times have been just detected. We then increment count by the number of nodes to which
minimum travel time paths have been detected at time t and equate wi to 1. We then have
to update the nodes reachable from all such nodes i, i.e j e Ai. For this, we move along
the bit-stream bij[] and enumerate the number of Is encountered along the bit-stream until
the number of Os encountered along the bit-stream equals t. This added to dij[0] gives the
exit-time of arc (ij) departing node i at time t. sum gives this exit time value in Algorithm
A. The validity of this procedure is proven earlier in Section 2.3. (In practice, however,
we evaluate the value of sum by indirect reference and pointer increments). Then, vj[sum]
is set equal to 1. Note that since a node i is examined only when wi = 0, the above
procedure ensures that a node (and consequently its outgoing arcs) are examined only
once during a run of the algorithm. The algorithm terminates when minimum arrival-time
paths have been detected to all nodes in the network, or when the time horizon T has been
attained.
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Algorithm A
Initialization
w5=1, v,(O)=1, count = 1, t=2 ; For all j E A, W(aj(O)) = I
Main Loop
While ((count n) && (t T))
// Shortest paths have not been found to all nodes and the time horizon T has not
been exceeded //
count \-,count + 1
//Look at each label v(t) for all i
If (v(t) && !wi)
// A shortest path has just been found to node i
count <--count+1
wit<-!w,
For all j EA(i)
//Update the nodes reachable from i
sum = d1 (O)
number-ofzeros = 0
position = 1
While (no of zeros t)
sum <- sum +bj(position)
If (!b,(position))
no-of-zeros <- no of zeros + 1
v(sum) = 1
t <- t + 1
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4.3.2 Illustration of working of Algorithm A on an example network
In this subsection, we illustrate the working of Algorithm A presented above for a
small FIFO network shown in Figure 4.1. The network consists of 4 nodes and 5 arcs.
The integer vector representation of the travel time functions and the exit time functions
for each link are shown in Figure 4.2, for T = 9. Note that since the network is a FIFO
network, the link exit-time functions are non-decreasing. Figure 4.3 shows the bit-stream
representation of the exit-time functions for the links.
Following we describe the working of the algorithm on the example. The binary
labels wi and vi(t) are initialized to 0 for all nodes i, except for the source node 1. w, = 1
and v1(0) = 1. Nodes 2 and 3 are reachable from node 1. Hence, the exit-time function
value at t = 0 for links (1,2), (1,3) are used to set v2 (1)=1, v3(2) =1, since we have found
paths to these nodes arriving at times 1 and 2 respectively. Next, in increasing order of
time t, the following is done. At t=1, node 2 is examined, since w2 = 0 and v2(1) = 1.
This means that a shortest path has been detected to node 2, arriving at time t=1. Now,
the nodes 3 and 4 are reachable from node 2. Hence, the procedure described in
Subsection 3.3 is employed to scan the bit-streams for links (2,3) and (2,4) to set v3(2)=1
and v4(2) = 1. This involves moving along the bit-streams for the each link and
enumerating the number of 1 bits encountered until t Os are counted. Also, w 2 is set equal
to 1 since a shortest path has been detected to node 2. The above procedure is repeated,
until in this case, shortest paths have been found to all nodes in the network.
Table 4.1 gives the values of the binary labels wi and vi(t) V te [0,1,2,...,9], after
Algorithm A has been applied on the arrival time data represented as bit-streams to find
one-to-all minimum travel time paths from source node 1 departing time td = 0, to all
other nodes. Note that wi = 1 for all nodes and therefore, minimum travel time paths have
been detected to all nodes by time T. The algorithm terminates at t = 3, when paths were
detected to all nodes in the network. The time t of first occurrence of a 1 in the binary
vector vi[] is the minimum possible arrival time at node i, of any path departing node 1 at
time 0. The first occurrence of a 1 in vi[] is highlighted in Table 1 by a * mark.
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Figure 4.1: An example network to illustrate Algorithm A
Arc (1,2): d12[]= [1,1,3,3,3,3,3,3,3,3] a12[] = [1,2,5,6,7,8,9,10,11,12]
Arc (1,3): d1 3[]= [2,3,3,3,3,3,3,3,3,3] a1 3 [] = [2,4,5,6,7,8,9,10,11,12]
Arc (2,3): d23[] = [1,1,1,1,2,2,2,2,2,2] a23[] = [1,2,3,4,6,7,8,9,10,11]
Arc (2,4): d24[]= [1,1,3,3,2,2,2,2,2,2] a24[] = [1,2,5,6,6,7,8,9,10,11]
Arc (3,4): d3 4[]= [1,1,1,1,2,2,2,2,2,2] a3,[] = [1,2,3,4,6,7,8,9,10,11]
Figure 4.2: The integer-vector representation of the link travel-time and link exit-
time functions for the network of Figure 4.1.
Arc (1,2): bi2[= 01011101010101010101
Arc (1,3): b13[] = 0110101010101010101
Arc (2,3): b23[] = 0101010110101010101
Arc (2,4): b24[= 0101110100101010101
Arc (3,4): b34 [] = 0101010110101010101
Figure 4.3: The bit-stream representation for the link exit-time functions shown
in Figure 4.2.
56
Node 1 Node 2 Node 3 Node 4
Time t v,(t) v2 (t) v3(t) v4 (t)
0 1* 0 0 0
1 0 1* 0 0
2 0 0 1* 1*
3 0 0 0 1
4 0 0 0 0
5 0 0 0 0
6 0 0 0 0
7 0 0 0 0
8 0 0 0 0
9 0 0 0 0
Node i 1 2 3 4
W, 1 1 1 1
Table 4.1: The one-to-all minimum travel-time results for the network shown in
Figure 4.1, after application of Algorithm A.
4.4 Algorithm B
4.4.1 Algorithm description
Algorithm B works as follows. Nodes are stored in data-containers called
"buckets". Each bucket has a "bucket-label". The buckets are selected in order of their
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bucket-labels. A node i in any given bucket cannot update a node j in the same bucket.
Once a bucket is selected, the current label(i) for all nodes i are the earliest arrival times
for these nodes. Once we choose a bucket, nodes i are removed from the bucket, one at a
time. Let t be the shortest time of arrival to node i (equal to label(i)). If arc (ij) provides
us with a shortest path to node j, then one has to depart immediately from node i owing to
FIFO, from the lemmas of Section 3.2. Hence, each of these nodes i are selected and the
arcs (ij) are examined. At this point, the dynamic exit-time ay(t) is to be evaluated. Here,
we use the summation in Lemma 2.1 for a non-decreasing discrete dynamic function, to
evaluate the value of ay(t) from the bit-stream representation of the exit-time function.
Once the arrival-time at node j departing node i at time t is examined, we can
check if node j needs to be updated. In such a case, the label value of node j decreases.
Then one has to check if node j has to be moved to a bucket different from the one it
currently inhabits, and in that case, node j is moved to the lower-labeled bucket. This
procedure is repeated until either shortest paths are found to all the nodes (that is, until all
the buckets are empty) or the time horizon T is reached.
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Algorithm B
Step 1: Initialization
label(s) <- 0, label(i) <- -, for all i s
Put node s in bucket 1
T <- 0
Step 2: Main Loop
while (at least one bucket is full) OR (time index t > T)do
//we are within the time window and shortest paths are yet
to be found to all nodes
Choose the bucket with lowest bucket-label
while the bucket has at least one node do
Pick a node i from the bucket and remove it from the
bucket. //We have just found a shortest path to node i
t <- label(i)
for each link (i,j)
if a shortest path has not been found to node j
{ Arc (i,j) might lower the label of node j}
Evaluate a13 (t) {operation on the bit-stream)
if aj (t) < label (j)
labelj) <- a1 (t)
pred(j) <- i
if label(j) changes enough
move node j to the appropriate lower valued
bucket
}
}
}
}
}
}
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4.4.2 Computational results
In this subsection, we present results from a computational study conducted to
evaluate the performance of the implementation of Algorithm B. The objectives of the
study were:
1. to compare the running time of the implementation of Algorithm B with the time
required for inter-conversion between the bit-stream and classical representations,
2. to compare the running time of the implementation of Algorithm B with the time
required to communicate the data in i) classical form and ii) bit-stream form.
3. to evaluate the performance of the implementation of Algorithm B as a function of its
parameters.
Computational tests were performed on a Sun UltraSparc 10 with 128MB of
RAM. An Ethernet communication speed of 8Mbits/sec was assumed for the
communication of data. This forms a common #speed of an Ethernet cable. It also forms
an upper bound on the communication speeds discussed in Section 4.3. The algorithm
was coded in the C++ programming language. The tests were conducted on randomly
generated dynamic networks with up to 1500 nodes, 15000 arcs and time horizons up to
1500. The procedure described in Dean [18] was used to generate the random networks.
Link travel-times were randomly generated within an input range [Tin,Tma].
Table 4.2 contains results of the running time of the implementation obtained for
networks with varying sizes, for two values of the time horizon T = 50 and 100. To
emulate traffic networks the number of arcs were three times the number of nodes. Figure
4.4 shows the variation of the running time of the algorithm with the network size. The
running time varies linearly with the number of nodes, as one would expect for a bucket
implementation of Dijkstra's label setting algorithm [2].
Table 4.3 shows the running time results for different values of the number of arcs
m, for n = 1000, T = 100. Figure 4.5 illustrates the variation of the running time of the
algorithm with the number of arcs. Once again, as expected of a bucket implementation
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Dijkstra's label setting algorithm, the running time was found to vary linearly with the
number of arcs.
Table 4.4 contains the running time results for different values of the time horizon
T, for n = 1000, m = 3000. Figure 4.6 depicts the variation of the running time of
Algorithm as a function of the time horizon T. The running time increases steeply for
smaller values of T, but tends to a constant for large values of T. The latter behavior can
be explained as follows. The algorithm searches for a minimum arrival-time tree, and
hence terminates once such a tree is found. If link travel-times are in the same range for
the randomly generated networks, for larger values of T, this tree is found much before
the time horizon T is reached. Hence for larger networks, the time taken by the
implementation should be invariant with T.
Figure 4.7 compares the running time of the algorithm with the inter-conversion
times for the travel time data between the classical and bit-stream representations. It is
clear from the figure that while the inter-conversion times are similar, the running time of
Algorithm B is much smaller in comparison. It follows that in an ITS application that
involves communication of travel times between two points, and a minimum travel-time
path computation at the latter end, it is significantly faster to use Algorithm B to compute
the minimum travel-time paths on the bit-stream represented data, rather than to
reconvert the bit-stream data to a classical form and applying a classical algorithm for the
minimum travel-time paths.
Figure 4.8 gives a comparison of the running time of Algorithm B with the time
required to communicate the travel time data as bit-streams and in the classical form,
assuming a communication speed of 8 Mbits/sec, the peak band-width of a typical
Ethernet network. From the figure, it follows that
1. it is better to transmit the data as bit-streams,
2. it is significantly faster to convert the data originally available in classical form to bit-
streams before communication, and
61
3. the additional time taken for the Algorithm B to run on the bit-stream data is
negligible compared to the time taken for 1 and 2.
In summary, the computational results verify the following two premises on
which we developed Algorithm B:
1. Assuming the data is originally represented in the classical form, it is better to
convert the data to bit-streams before communication from one point to
another, and
2. It is faster to run Algorithm B at the other end, without reconverting the data
to classical form and run a classical shortest path algorithm.
We comment here that one can generalize the bit-stream representation to better
support algorithms that involve random access to the data. Instead of storing only the
boundary values of the function f i.e f[O] and f[T], one could retain the values off at
various time indices t in integer form. Thus, the data could be stored as a series of bit-
stream fragments, along with their boundary values in integer form. Note that this
representation contains as a special case the bit-stream representation studied in Section
2.3, where there is only one bit-stream fragment. It also contains as a special case the
classical representation, in which we have T bit-stream fragments. In such bit-stream
fragments, access to the value of the function at time index t could then be achieved by
first locating its corresponding bit-stream fragment, and then marshalling through this
fragment until the time index t is reached. The optimal number of fragments to be
employed would depend on the memory requirements and the access needs of the
application at hand. Figure 4.9 shows the variation of the running time of Algorithm B
with the number of bit-stream fragments in an arc exit-time function.
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Number of nodes Running Time of Algorithm B (in msecs)
T=50 T= 100
50 0.270 0.314
100 0.488 0.612
150 0.738 0.823
200 0.938 1.098
400 1.987 2.382
750 3.656 4.789
1000 5.005 6.191
1500 7.867 9.209
Table 4.2: Variation of running time of Algorithm B as a function of the number
of network nodes, n. The number of arcs is m = 3n. Tests are performed for T=50,
100.
10-
8-
E 6 "-T= 50
4-T= 100E 4
2-
0 500 1000 1500 2000
Number of nodes (n)
Figure 4.4: Running time of Algorithm B as a function of the number of network
nodes, n. The number of arcs is m = 3n. Tests are performed for T=50 and T=100.
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Number of arcs Running Time in
msecs
3000 5.663
4000 7.023
8000 11.907
15000 19.879
Table 4.3: Variation of running time of Algorithm B with the number of network
arcs, m. The number of nodes is n=1000. The number of time intervals is T = 100
Figure 4.5: Running time of Algorithm B with the number of network arcs, m.
The number of nodes is, n=1000. The number of time intervals is, T = 100.
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Number of time Running time in
intervals
msecs
50 4.770
100 5.663
500 14.943
15000 16.759
Table 4.4: Variation of running time of Algorithm B as a function of the time
horizon, T. The number of nodes is n = 1000, and the number of arcs is m = 3000.
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Figure 4.6: Running time of the algorithm as a function of the time Horizon, T.
The number of nodes is n = 1000, and the number of arcs is m = 3000
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Figure 4.7: Comparison of the running time of Algorithm B with the inter-
conversion time of the travel time data between the classical and bit-stream
representations, for varying number of nodes n. The number of arcs is m=3*n. The
number of time intervals is T=100.
Figure 4.8: Comparison of the running time of Algorithm B with the
communication times of the travel time data in the classical and bit-stream forms.
We assume that the computation is done on a Sun UltraSparc 10 Workstation and
that the communication speed is 8 Mbits/second.
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Figure 4.9: Running time of Algorithm B as a function of the number of intervals
(sub-bit-streams) in each exit-time function.
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Chapter 5
Continuous-time One-To-All Fastest Path Algorithms
in FIFO Networks
Dynamic shortest path problems have been relatively well studied for discrete-
time dynamic networks [1], [3], [5] - [9], [13], [14], [20], [21], [26], [28], [29]. Recently,
Chabini and Dean [11] present a framework for modeling and solving different common
variants of the discrete-time problem, along with a set of solution algorithms with
provably optimal running time. Time is continuous and is essentially discretized only for
developing efficient algorithms. The discretizing approach does not offer any advantage
in networks that show little dynamic characteristics. A continuous representation of time
captures the dynamics of the networks more accurately. In the remaining part of the
thesis, we consider the continuous-time model for dynamic networks as an alternative to
the discrete-time model. In some applications, such as the one we present in Chapter 6,
the continuous-time model is an exact model for dynamic network data.
The literature in the field of continuous-time shortest path algorithms is limited,
and most advances in the field have been in recent times. Orda and Rom [24], [25]
consider the problem variant of computing optimal paths in a continuous-time dynamic
network, from a source node to all other nodes in the network. Their treatment of the
problem is theoretical and they do not provide practical ways to implement the
algorithms they proposed. Instead, their algorithms rely on operations on general
continuous-time functions as their fundamental operations. Dean [18] presents label
correcting and chronological scan algorithms for the computation of minimum travel-
time paths in continuous-time networks, for a single origin node and a given departure
time, as well as from all nodes to a single destination for all departure times, with the
time-dependent functions modeled as piecewise linear functions.
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In this chapter, we assume time-dependent functions to be piecewise linear. Note
that any general function may be approximated by a piecewise linear function.
We address the minimum travel-time path problem from a single origin node to
all nodes for all departure times, in continuous-time dynamic FIFO networks. We
consider two different approaches to this problem. The first is the approach based on
Algorithm UW2 of Orda and Rom [24]. In this thesis, we refer to this algorithm as
Algorithm OR (Orda-Rom). The solutions to continuous-time shortest path problems are
themselves functions of time. Similar to the definition of a label for a scalar value in the
case of discrete-time shortest path algorithms, a label for a function f is an estimate of the
optimal value of the function over the domain of f, and in most cases, is an upper bound
on the optimal value of f In Algorithm OR, the algorithm performs fundamental
operations on function labels, progressively taking the function labels towards optimality
in a finite number of iterations. The function labels are repeatedly corrected at each step
of the algorithm, until they satisfy the optimality conditions.
The second approach is to construct the optimal function labels chronologically.
At any given point of time, the optimal function labels for the part less than or equal to
that time are found. This approach is shown to be superior in terms of running time, than
Algorithm OR.
We also consider the problem of computing minimum travel-time paths from a
single origin to all other nodes, for a given departure time, in continuous-time dynamic
FIFO networks. This is a well-known problem in the literature. We include it in this
chapter, and present a solution algorithm for the problem, since we employ it in the
application problem studied in Chapter 6.
This chapter is organized as follows. Section 5.1 establishes the terminology used
for continuous time piece-wise linear functions, and presents preliminary results for
functional operations on piecewise linear functions. We also give the notations used for
continuous-time dynamic networks, and prove useful results for fastest paths in
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continuous time dynamic networks. Section 5.2 formulates the one-to-all fastest path
problem from a given origin node to all other nodes in FIFO networks. Section 5.3
describes the adaptation of the heap implementation of Dijkstra's static shortest path
algorithm to solve this problem, for a single departure time at the origin node. In Section
5.4, we discuss solution algorithms for the one-to-all fastest path problem for all
departure times. In Section 5.5, we present an algorithm that solves the one-to-all fastest
path problem for all departure times at the origin node. This algorithm is a realization of
the conceptual algorithm proposed by Orda and Rom [24]. We call this algorithm
Algorithm OR. In Section 5.6, we propose an increasing order of time algorithm that
solves this problem by finding optimal function labels in chronological order. We call
this algorithm IOT-C. Finally in Section 5.7, we study the computational performance for
implementations of Algorithms OR and IOT-C on randomly generated networks and
show that Algorithm IOT-C outperforms Algorithm OR.
5.1 Notations and Preliminary Results for Continuous Time Algorithms
In the remainder of this thesis, we will concern ourselves primarily with
problems, solution algorithms and applications involving continuous-time networks with
piece-wise linear time-dependent network travel-times. In the algorithms we develop in
this chapter, the basic step of the algorithm will either perform functional operations on
two piece-wise linear functions, or will construct piece-wise linear functions
chronologically.
This section presents the notations we use for piece-wise linear functions, show
properties of such functions, and techniques used to perform basic functional operations
on two piece-wise linear functions. We also present the notations for continuous-time
dynamic networks. Chabini [10] originally developed the results in this chapter for
preliminary developments for an all-to-one continuous time fastest path algorithm. The
material in this section is mostly literally excerpted from Chabini [10].
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5.1.1 Piece-wise linear representation of time-dependent network data
A piece-wise linear function is by definition composed of one or more linear
pieces. We say that two adjacent pieces of a piecewise linear function are separated by a
breakpoint. There are two ways in which one may represent piecewise linear functions.
We present below the notations for each type of representation.
1. The slope-intercept notation:
K(f) : Number of linear pieces f;
B(f k) : Time instant B(fk) is such that the k'h piece of f is
defined on interval [B(fk), B(fk+1)]. We assume that
B(f 1) = 0 and B(f K(f)+1) = + ;
Referred to as the k'h breakpoint off
aif k) : Linear coefficient of the k'h linear piece of f;
,#(f k) : Constant term in the k'h linear piece off.
We therefore have:
f(t) = a(f,k)t +$8(f,k), Vt e [B(f,k),B(f,k + 1)], Vk e [1,K(f)].
2. The left and right limit value notation:
K(f) : Number of linear piecesf,
B(f k) : Time instant B(fk), the k'h breakpoint off, is such that
the k'h piece of f is defined on interval [B(fk),
B(fk+])]. We assume that B(f 1) = 0 and B(f
K(f)+1) = +oo;
A(f; k) : Left limit value of the function f() at time instant
B(fk). That is, A(fk) = limt -% B(fk) f(t). A(f1) and
A(f;K(f)+]) are not defined, and are not needed for
later developments.
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p(f k) Right limit value of the function at time instant B(fk)
That is, p(fk) = limt -> B(fk)' f(t). p(fK(f)+1) is not
defined, and is not needed in later developments.
Note that if f is continuous, 2(f k) = p(f k) = f(B(f k)), and hence it is sufficient to use
only one of the two function limit values, leading to a more compact representation. If
this is the case, it is economical from a memory standpoint to adopt the second notation.
The notations assume that the domain of f(t) is the set of non-negative real
numbers. We adopt the slope-intercept notation for the theoretical developments of this
chapter. One may alternatively interpret the developments of this chapter in terms of the
left and right value notation, by using the following substitution:
a(f k) = (A(f k+1) - p(f k))/(B(f k+1) - B(f k)), Vk e [1,2,...,K(f) - 1],
and /(f k) = A(f k+1) - B(f k)*((A(f k+1) - p(f, k))/(B(f k+1) - B(f k))), V/k E
[1,2,...,K(f) - 1]
The derivative of functionf(t) is denoted byf'(t). Iff(t) is piece-wise linear,f(t) is
piece-wise differentiable.
To simplify the presentation of certain proofs, we occasionally assume that it is
'valid' to write [x,+oo] instead of [x,+o).
5.1.2 Preliminary Results for Operations Involving Piecewise Linear Functions
In this subsection, we present properties of functions that result from the sum, the
composition and the minimum functional operations on two time-dependent piece-wise
linear functions. As indicated above, we assume that piece-wise linear functions are
continuous, that their domain is the set of non-negative real numbers. Furthermore, we
assume that they become static after a certain time instant T (if f(t) is such a function,
then B(f K(f))<=T ).
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Lemma 5.1 (Chabini, 2000): Let f(t) and g(t) be two continuous time-dependent piece-
wise linear functions. Assume that:
The domain off(t) and g(t) is the set of non-negative real numbers;
The range off(t) and g(t) is in the set of positive real numbers;
Every linear piece off(t) and g(t) corresponds to a time-interval of positive duration.
Consider function h(t) =f(g(t)). We have the following:
(1) The domain of h(t) is the set of non-negative real numbers, the range of h(t) is in the
set of positive real numbers, and h(t) is continuous.
(2) h(t) is piece-wise linear, and each linear piece of h(t) corresponds to a time-interval
of positive duration. Furthermore, the number of linear pieces in h(t) is bounded from
above by the product of the number of linear pieces in f(t) and the number of linear
pieces in g(t).
Proof (Chabini, 2000):
(1) Function h(t) is well-defined on R', since R' is the domain of g(t) and the range of
g(t) is a subset of R'. The range of h(t) is in R'>, since the range of f(t) is in R' .
Furthermore, function h(t) is continuous as the composition of two continuous functions.
K(g)
(2) The domain of h(t) is [0,+oo)= U[B(g,k), B(g,k + 1)]. Consider an arbitrary interval
[B(g,k), B(g, k+1)], where kE [1,....,K(g)]. On this interval, g(t) is linear. Furthermore,
g(t) = a(g,k)t + $(g,k), Vt e [B(g,k),B(g,k +1)]. Three cases are possible:
Casel: a(g,k)= 0 : In this case, g(t) =
#(g,k), and h(t)= f(p(g,k)), Vt e [B(g,k),B(g,k +1)]. Hence, on interval [B(g,k),
B(g, h+1)], h(t) is linear, as it is constant.
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Case 2: a(g,k) >0: Function g(t) is then monotone increasing on interval [B(g,k), B(g,
k+])]. Therefore, the image of interval [B(g,k), B(g, k+1)] is the interval [g(B(g,k),
g(B(g,k+1))], and g~'(t) exists and is increasing. Furthermore, for all yE [g(B(g,k)),
g(B(g, k+1))], g'(y) = (y-B(g,k))/a(g,k). Note that g(B(g,k))>O and that g(B(g, k+])) <
+oo. The latter inequality holds, since k<K(g) (otherwise g(t) would be constant in
interval [B(g, K(g)), + oo) and a(g,k) would be zero).
Consider indices (1, m) to the linear pieces of function f(t), defined as follows:
1 = min {i I g(B(g, k)) < B(f i)] and m = max {i I B(f i) < g(B(g,k+1))].
Indices (1, m) have the following properties. Firstly, m<=K(f) and 1 >=2, since g(B(g,k))
> 0 = B(f;0) and g(B(g,k+ 1)) < + oo = B(f K(f)+1). Furthermore, indices (1, m) exist and
are finite. Secondly, if m< 1, interval [B(g, k), B(g, k+1)] is comprised within one linear -
piece interval of f(t). If this happens, then 1 must be equal to m+1. In this case, function
h(t) is linear on interval [B(g, k), B(g, k+])], as it is the composition of two linear
functions. Finally, if m>= 1, interval [g(B(g, k)), g(B(g,k+1))] can be subdivided into (m-
1+2) non-empty subintervals, each spanning a positive extent of time, as follows:
[g(B(g,k)), g(B(g, k+]))]
= [g(B(g, k)), B(f 1)] U U[B(f , i),B(f , i+1)] U [g (B(fi m)), B(g, k+1)]
Using the fact that in Case 2, g(t) and g-'(t) are increasing, we have:
[B(g, k), B(g,k+1)] =
[B(g, k), g1 (B(f )] U U[g1 (B(f ,i)),g-'B(f (i+1))] U [g' (B(f; m)), B(g,k+1)]
Each of these latter subintervals of interval [B(g, k), B(g, k+1)] spans a positive duration.
Function h(t) is then linear in each of these subintervals, since g(t) is linear on these
intervals and f(t) is linear on their image. Since m<=K(f) and l>=2, the number of these
subintervals is then bounded from above by K(f).
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Case 3: a(g,k) <0. This case is similar to Case 2 discussed above.
In each interval corresponding to a linear piece of g(t), h(t) does not have more than K(f)
linear pieces. Hence, the total number of linear pieces in h(t) is bounded from above by
K(g) *K(f). +
Lemma 5.2 (Chabini, 2000): If g(t) is a non-decreasing function, then the number of
linear pieces of h(t) = f(g(t)) is bounded from above by the sum of the number of linear
pieces in f(t) and g(t), i.e. K(h) _< K(f) + K(g).
Proof (Chabini, 2000):
Using Lemma 5.1, we know that function h(t) = f(g(t)) is piece-wise linear and that each
linear piece spans a positive duration. Hence, h(t) is piece-wise differentiable. Within an
interval corresponding to a linear piece of h(t), the derivative of h(t) is given by
h'(t)=f'(g(t))g'(t).
The number of linear pieces in h(t) is bounded from above by the number of time
instants, where h'(t) is discontinuous. Function h'(t) may be discontinuous only at time
instants where g'(t) is discontinuous or f'(g(t)) is discontinuous. The number of points
where g'(t) is discontinuous is bounded from above by K(g). The time instants where
f'(g(t)) is discontinuous are such that there exist k for which g(t) = B(f, k), and g(t) is
increasing. Corresponding to each time instant B(f, k), there is at most a single value of t
for which g(t) = B(fk) and g(t) is increasing. Furthermore, since g(t) > 0, there is no
value of t such that g(t) = (B(f 1) = 0). Hence, the total number of time instants t at which
f' (g(t)) may be discontinuous at most is (K(f) - 1).
The total number of points where h'(t) is discontinuous is then less than or equal to K(g)
+ K(f) - 1. The total number of linear pieces of h(t) is then bounded from above by K(g)
+ K(f). *
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Lemma 5.3 (Chabini, 2000): Let f(t) be a continuous piece-wise linear function.
Consider function g(t) = f(t) + t. Function g(t) is also a piece-wise linear function.
Furthermore, the time intervals corresponding to the linear pieces of g(t) are the same as
the time intervals corresponding to the linear pieces off(t).
Proof (Chabini, 2000):
The proof is straightforward. One can exploit the fact that g'(t) = f'(t) + 1 to establish
the relationship between the linear pieces of f(t) and those intervals corresponding to the
linear pieces of function g(t). *
Lemma 5.4 (Chabini, 2000): Let f(t) and g(t) be two continuous piece-wise linear
functions with a finite number of linear pieces. Assume that:
The domain off(t) and g(t) is the set of non-negative real numbers;
Every linear piece off(t) and g(t) corresponds to a time-interval of positive duration.
The function h(t) = min(f(t), g(t)) is a well-defined piece-wise linear functions that has a
finite number of linear pieces, each spanning a positive duration.
Proof (Chabini, 2000):
Denote by S the union set of the following sets of time instants: {B(f, 1), ...B(f K(f))] and
[B(g,1),. ..,B(g, K(g))] (if an element appears in both sets, then it appears only once in set
S). Let us sort set S.
Consider two successive time instants of S, say t1 and t2. In interval [t1, t2], both
functions f(t) and g(t) are linear functions of t. If f(t) and g(t) intersect at a point t*e (t1,
t2), then in [t1, t2], h(t) = min(f(t), g(t)) consists of two linear pieces spanning intervals
[t1,t*] and [t*, t2]. Otherwise, h(t) consists of one linear piece that contains, or is equal
to, interval [t], t2]. The union of intervals [t], t2] of S is interval [0, Max(B(f K(f)), B(g,
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K(g)))]. Hence, h(t) is piece-wise linear on interval [0, Max(B(f, K(f)), B(g, K(g)))], and
each linear piece of h(t) corresponds to an interval that spans a positive duration.
On interval [Max(B(f; K(f)), B(g, K(g)), oo), h(t) = min(f(B(f K(f))), g(B(g, K(g))). Hence,
function h(t) is piece-wise linear on [0, oo) and each linear piece of h(t) spans a positive
duration. *
Lemma 5.5 (Chabini, 2000): Let fj (t), j e [1,J], be a finite set of continuous piece-wise
linear functions with a finite number of linear pieces. Furthermore assume that:
The domain of f3 (t), j e [1,J] is the set of non-negative real numbers;
Every linear piece of f; (t), j e [1,J], corresponds to a time-interval of positive duration.
I
The function h(t) = If (t) is a well-defined continuous piece-wise linear function that
j=1
has a finite number of linear pieces, each spanning a positive duration.
Proof (Chabini, 2000):
The proof is similar to the proof of Lemma 5.4. Denote by Sj the set of time instants that
mark the lower end of time intervals corresponding to the linear pieces of function fj (t):
S i = [B(fj,1), ..., B(fj , K(f; ))]. Denote by set S, the union of set S j, j C [1,J]. (If an
element appears in multiple sets, then it appears only once in set S.)
Consider two successive time instants of S, say t1 and t2. In interval [t1, t2], all
functions fj (t), j e [1,J] have a linear form. Function h(t) is then linear on interval [t1,
t2], as it is the sum of a finite number of functions f j (t) that are linear on [t1, t2].
Function h(t) is also linear on interval [Max(S), o). The union of all intervals [t1, t2] and
of interval [Max(S), oo) is interval [0, o). Hence, h(t) is piece-wise linear on interval [0,
oo), and each of its linear pieces corresponds to an interval that spans a positive duration.
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5.1.3 Network Data Notation
Let G = (N, A) be a directed network. The set of nodes is N=(1,..,n}. The set of
arcs is A=(1,...,mj. Set A(i)=[j I (i, j) e A] denotes the set of nodes after node i and
B(j)= fi I (i, j) e A] denotes the set of nodes before node j. Set FS(i) = [(ij) Ij E A(i)]
denotes the set of arcs emanating from node i, and BS(i) = ((ji) / j E B(i)] denotes the
set of arcs entering node i. For each arc (i, j) e A, d(t) denotes the travel-time of link (ij)
if one departs at the beginning of link (ij) at time t, and ay(t) = t+d 1(t) denotes the exit-
time of link (ij). We assume that d1(t) __ > for some E > 0, V(ij) e A.
Time is modeled as a non-negative real variable. We assume that arc travel-times
are greater than or equal to a certain positive lower bound e. We also assume that after a
certain time instant T, i.e. t >=T, dy(t)= d4 (T). This latter assumption is valid if travel is
forbidden after time instant T, or if the network conditions become static after a certain
time horizon T. In the analysis of traffic flows in road networks, T typically refers to the
duration of a peak period. After the end of the peak period, it is reasonable to assume that
traffic flow conditions become and remain static.
5.1.4 Preliminary results for FIFO networks
In the developments that follow in this chapter, we assume that the dynamic
network is FIFO. Lemmas 3.1, 3.2, 3.3 and 3.4 were proved for discrete-time FIFO
networks, and they hold true for continuous-time networks as well. The proofs for these
lemmas remain the same. The lemmas are restated here for completeness. The proof for
the result of Lemma 3.5 for continuous-time FIFO networks is also provided.
Lemma 5.6: If f(.) and g(.) are two non-decreasing functions, then h = f o g is also non-
decreasing.
Proof: See proof of Lemma 3.1..
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Lemma 5.7: The composition function of a finite number of non-decreasing functions is a
non-decreasing function.
Proof: See proof of Lemma 3.2.+
Lemma 5.8: For any path through a FIFO network, the arrival time at the end of the path
as a function of departure time at the start of the path is non-decreasing.
Proof : See proof of Lemma 3.3+
Lemma 5.9: Waiting at any node in a FIFO network never decreases the arrival time at
the end of any path.
Proof : See proof of Lemma 3.4+
Lemma 5.10 (Chabini, 2000): Consider a pair of nodes (rs). In a FIFO network, the
minimum arrival time at a destination node s is an increasing function of the departure
time t, at origin node r.
Proof (Chabini, 2000):
Suppose that p, is a shortest path among all paths from origin node r to
destination node s and departing node r at time t. The travel time of path p, departing
node r at time t is denoted by L(ptt). Let (t 1, t2) be an arbitrary pair of departure time
instants at the origin node, such that tl<t2. Since pt, is a minimum time path when
departing node r at time tl, we have tl + L(ptl, tl) tl + L(Pt2 ,t). Using Lemma 5.8 for
path P12 , we have tl+L(pt2 ,tl) t2+L(Pt2 ,t2). Hence, we have
tl+ L(p,,,tl) t2 +L( Pt2 ,t2). *
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5.2 The One-to-all Fastest Path Problem Formulation
We consider the computation of fastest paths from one origin node, departing at
time t, to all other nodes. The problem is to find the minimum arrival-time paths for any
departure time from a given origin node s to all nodes i e N. The fastest path tree
structure also depends on the departure time at s. Let Xi(t) denote the minimum arrival-
time at node i for any departure time t at node s. Let (s,...,i,..., d) denote a minimum
travel-time path from node s to some destination node d departing node s at some instant
of time t. We assume that the link travel-time functions are continuous. Consequently, the
minimum arrival-time functions at the node are also continuous. Since link travel-times
verify the FIFO property, the sub-path (s,..., i) in the above path, is a minimum travel-
time path from node s to node i. Then let p;(t) denote the predecessor node of node i in
the shortest path from node s to i, departing s at the instant of time t. When writing the
optimality conditions for node j, feasible paths arriving from a previous node i visit node
j at a time greater than or equal to Xi(t). Minimum travel-times are then defined by the
following functional equations:
i t ,if j=s
min ieB(j) min X;(t) (r + d1 (r)) ,otherwise
The problem is to find the set of functions X(t) Vj e N, and the set of functions
pj(t) that satisfy the optimality conditions (5.1). Since dij(t) satisfies the FIFO condition,
for any time r greater than or equal to Xi(t), we have:
min Xj(t)(-r+dlj(r)) = Xj(t) +d. (X.(t))
and hence,
X(t)= ti(5.2)
min ieB(j) ij (t), otherwise
where
Y1(t)= X,(t)+d j(X,(t))= a/(Xi(t)) V (ij) e=A.
The minimum arrival-time at node i departing node s at the instant to is then given
by the value Xi(to), and the minimum travel-time path is given by (s, ...,pi(to), 1, ..., p;(to),
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... i). For any time t = to, pi(to) = j such that Xi(to)= Yj(to), where (j, i) e BS(i). If there are
multiple such nodes j, ties are resolved arbitrarily.
5.3 Solution Algorithm for a Single Departure Time
Consider the one-to-all fastest path problem, for a single departure time t = to at
the origin node. We are concerned with a single value for Xi, which is the minimum
arrival time at node i departing node s at time to, and the single value pi which is the
predecessor of node i in the fastest path tree found by the algorithm. This is a well-known
problem in the literature [1], [8], [19], [21]. We include this problem in our discussion,
since we are interested to solve this problem in the application problem of computing
fastest paths in traffic networks with signalized intersections in Chapter 6.
If a known departure time t = to at the origin node, (5.2) becomes
to,. if j=s
Xi (to) = {min iEB(j) ij (t0 ), otherwise
The nature of the formulation given by (5.2) suggests the following. If the FIFO
condition is satisfied, the solution of the one-to-all fastest path problem in a dynamic
network is equivalent to an associated static shortest path problem. This is a result much
celebrated in the literature. Consequently, any forward labeling algorithm based on the
functional equations of (5.2) solves the one-to-all fastest path problem in the same time
complexity.
We present the pseudo-code for the dynamic variant of Dijkstra's algorithm. In
the algorithm that follows, S denotes the set of nodes to which fastest paths have already
been found, in the previous step of the algorithm. (S stands for the set of nodes whose
labels are already set). R denotes the set of nodes which have been reached by a path
from the origin, but do not belong to S. (R stands for the set of nodes that have been
reached, but whose labels have not yet been set). U denotes the set of nodes to which no
path has yet been found. (U stands for the set of untouched nodes). Note that any node
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may belong to only one of the three sets, i.e. the three sets are disjoint: N = R c'S U U, R
n S = 0 R n U = 0 and S n U = 0 pi denotes the predecessor of node i in the fastest
path tree found by the algorithm.
Dynamic Adaptation of Dijkstra's Algorithm
Initialization
VicE N, Xi <- oo pi \-- 0
X, <-to, S = 0 R = [s}, U = N- [s]
Main Loop
While R 0
i <- argminjeR {X}
R <- R -[i}
S (-S U[i]
For (j e A(i) and j 0 S)
If j e U, then
U <- U-j]
R -R u[j]
Else If Xi + di/Xi) < X then
Xj(- X + di;(Xi)
pj (- i
The fastest path from s to node i, departing node s at time to is then given by the
following list of nodes (s, ... , Pk, k, ... , pi, i) and the earliest arrival time at i (the length of
the fastest path) is Xi.
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5.3.1 Heap implementation and analysis of running time
Perhaps the most efficient way to implement the dynamic variant of Dijkstra's
algorithm is by using a binary heap data structure for set R. In this implementation, the
labels X for the nodes belonging to C are placed in a binary heap, and in each iteration of
the main loop, the node with the minimum X value is picked, which in this case is the
node at the root of the heap. The travel-time functions may be represented using the
slope-intercept notation or the left and right limit value notation. The number of pieces in
each link travel-time function is proportional to T. The function value at any given time is
efficiently evaluated by means of a binary search.
The time taken for picking the root node over all n iterations of the main loop is in
O(nlgn). Each time a node is picked, the arcs emanating out of the node are updated,
which leads to at most m updates overall all the nodes. Each change in the value of the X
of a node in the heap may lead to a time in O(lgn). Hence, over all the arcs, the update
operation happens in O(mlgn). Evaluating the di;(t) value for an arc, for a particular value
of t is proportional to lgT, since a binary search technique in interval [0,T] is used. Over
all iterations, this operation is performed for all arcs, and the time for the operation is in
O(mlgT). Therefore, the running time of the heap implementation of Dijkstra's algorithm
adapted to the dynamic case, with a binary search technique used for evaluating the value
of a link travel time function at any time is in O(mlgT + mlgn+ nlgn).
5.4 The One-to-all Problem for All Departure Times: Discussion of
Solution Algorithms
Suppose the problem is to find the fastest paths from the origin node to all other
nodes, for all departure times at the origin. For this case, the earliest arrival-time at any
node, and the predecessor node for every node in the fastest path tree generated by a
solution algorithm is no longer a single value, but instead is a function of the departure
time at the origin node s.
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There are two broad approaches to determine time-dependent functions Xi(t) and
pi(t) that solve for the functional equations formulating of the one-to-all fastest path
problem:
1. One can develop algorithms that directly extend static shortest path algorithms, by
using functional node labels instead of scalar node labels, and by replacing scalar
operations in static algorithms by their analogous functional operations. In Section
5.5, we present an algorithm of this type.
2. One can determine functions Xi(t) and pi(t) in increasing order of time index t. This
would be possible, in part, because of the following reasons. Although continuous-
time is an infinite dimension, the values of Xi(t) and pi(t), can be determined by
considering a finite number of intervals only. Secondly, due to the nature of the
optimality conditions, and the fact that link travel times are greater than or equal to
e >0, the values of Xi(t) and pi(t) for a given time index t may depend only on label
values corresponding to time instants less than or equal to t - F , and do not
impact the values of Xi(,r) and pj(r) for rless than or equal to t. We propose one such
algorithm in Section 5.6.
5.5 Algorithm OR
5.5.1 Algorithm Description
We present Algorithm OR that solves the minimum travel time one to all problem
for all departure times, in FIFO networks. This algorithm is the practical adaptation of the
conceptual algorithm called Algorithm UW2 proposed by Orda and Rom [24]. This
algorithm is the dynamic equivalent of the Jacobi relaxation version of the Bellman-Ford
Algorithm for computing static shortest paths [4]. An equivalent approach (see, for
instance, [4]) to solve this version of the dynamic version of the Bellman-Ford Algorithm
is presented by Chabini and Farver [12]. At the k'h iteration of the algorithm, minimum
travel time paths with a maximum of k arcs from the origin node are detected.
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The algorithm works as follows. The Xi(t) function labels are set equal to t for
node s and to oo for all other nodes. The main loop of the algorithm consists of an
iteration, in which the Y(t) labels for each arc (ij) are set based on the current Xi(t)
function labels. The Xi(t) labels for each node are then updated. The iterations are
continued until the optimality conditions 5.2 are satisfied.
Algorithm OR
Initialization
V i, Xi(t)<(-x;, V (ij) e A, Yij(t)<-.
Xs(t) (- t.
Main Step
1. For each (ij) e A, set Y(t) f-Xi(t) + di;(Xi(t)).
2. For each je N, set Xi(t) <- mini B(j) [y 1/t)]
3.If no Xi(t) changed for any i e N, stop; otherwise, proceed with 1.
5.5.2 Implementation of Algorithm OR
For the implementation of Algorithm OR in this chapter, the link travel time
functions d1 (t), for each arc (ij) e A, were assumed piece-wise linear.
Following we describe how the basic steps of Algorithm OR were implemented.
Step 1: Set Y(t) <- Xi(t) + d(Xi(t))
This step was implemented as the following two operations
i. Evaluating di;(Xi(t)): If Xs(t) is a piecewise linear function and if di;(t) is a piece-
wise linear function for all (ij) then it can be shown that Xi(t) is piece-wise
85
linear as well [10]. Then this operation is the composition of two piece-wise
linear functions. Using Lemma 5.1, di(Xi(t)) is a piecewise linear function. This
function was evaluated similar to the procedure outlined in the proof of Lemma
5.1, with f(t) = dy(t) and, g(t) = Xi(t), and h(t) = d(Xi(t)). Because the network
is FIFO, Xi(t) is a non-decreasing function. Hence, the pieces of the function
h(t) = dy(Xi(t)) are determined in increasing order of time t. That is, to generate
the function values of h(t), as one moves from one piece of Xi(t) to another, a
pointer was maintained to the current value of the ordinate of function f and
this pointer moved only along the direction of increasing ordinate.
ii. Evaluating Yj(t) = Xi(t) + dy(Xi(t)), once d0(Xi(t)) has been evaluated: This
operation is that of the sum of two piece-wise linear functions. Using Lemma
5.5, Y(t) is a piece-wise linear function. The sum is carried out using a
procedure similar to the technique described in the proof for Lemma 5.5.
However, the breakpoints of the two functions to be summed was not sorted to
begin with. Instead, the summation was started at time t = 0, and the pieces of
Y1(t) were determined in increasing order of time t by choosing the next
breakpoint of Y0(t) as the minimum of the next breakpoints of each of the
functions to be summed.
Step 2: Set X;(t) (-mini, B(j) [Y1/t)i:
This is the operation of minimum of two or more piece-wise linear functions. We
implemented this operation by successively finding the minimum of two functions at a
time. From Lemma 5.4, the minimum of two piece-wise linear functions is also piecewise
linear. Hence, X;(t) was evaluated by successively finding the minimum of itself and one
more function Y1(t), using a procedure similar to the technique presented in the proof of
Lemma 5.4. However, the breakpoints of the minimum of two functions was not sorted to
begin with. Instead the minimum was started at time t = 0, and the pieces of X;(t) were
determined in increasing order of time t, by choosing the next breakpoint of X;(t) as the
minimum of the next breakpoints of each of the functions to be summed, or the ordinate
value at which the two functions cross each other. Care was taken to ensure that a
86
breakpoint in the function that does not constitute the lower envelope of the two functions
for which the minimum is sought did not lead to a breakpoint in the minimum. Note from
the above discussion that X(t) remains piecewise linear throughout the running of the
algorithm, since it is the (successive) minimum of two piece-wise linear functions.
This step may be alternatively implemented as follows. The breakpoints of the
Yij(t) functions for all i e B(j) may be placed in a binary heap, with the smallest value as
the root. Between every two breakpoints picked from the heap, then, computational effort
is required to determine the lower envelope of all the Yij(t) functions. One needs to build
an efficient technique to determine intersections between the linear pieces of every two of
these Yij(t) functions that happen at the lower envelope, and disregard the intersections
that happen above the lower envelope.
Step 3: Checking whether any function Xi(t) has changed in the current iteration:
This operation was implemented as follows. For each function Xi(t), its value in
the previous iteration was stored. At the end of the iteration, each piece of the function
Xi(t) was compared to the corresponding piece of the previous value of the function. If
the number of pieces was different from the previous iteration, or if any piece of function
Xi(t) for any i e N changed, then the algorithm was made to move to the next iteration.
This operation could be alternatively implemented as follows. As one builds up
the Xi(t) function in Step 2, which is done in increasing order of time at each iteration,
one may keep track of whether the function parameters change from their previous
values, or not. A flag may be used to determine whether there is any such change in the
iteration or not.
The functions Xi(t) and Yij(t) were assumed to be continuous, and the functions
were represented by storing the breakpoints and the function value at each breakpoint.
The validity of the algorithm was checked on a small network example.
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5.6 An Increasing Order of Time Algorithm
5.6.1 Algorithm IOT-C
In Section 5.1, we remarked that for the case when piece-wise linear functions are
continuous, representing the function using the values at its breakpoints is more space-
efficient. However, in the algorithm we develop in this section, we know at each stage,
the linear piece along which the function varies, but we do not know when the function
values move to the next breakpoint. It is then not possible to use the values of the
functions at its breakpoints to represent the function, since it is not possible to specify the
nature of the variation of the function without knowing the values of the function at both
ends of a linear piece. The slope-intercept notation offers the advantage that the variation
of the function is completely specified by the slope and intercept at the left breakpoint of
the linear piece. For the discussion in this section, we therefore assume the slope-
intercept notation of piece-wise linear functions. See Subsection 5.1.1 for a description of
this notation. Since the minimum node arrival time function Xi(t) and the arc-end
minimum arrival time function Yi;(t) are piece-wise linear functions, they can be
represented using these notations [10]. We assume that the link travel-time functions are
continuous, and as a consequence the X and Y functions are continuous [10]. Note from
Lemma 5.3, that the exit time function atj(t)=t+dij(t) for arc (ij) is piece-wise linear,
since the link travel-time di;(t) is piece-wise linear.
In this section, we present a second algorithm, which we call Algorithm IOT-C,
which solves the one-to-all fastest path problem for all departure times in FIFO networks.
IOT-C stands for Increasing Order of Time - Continuous-time, and is based on a similar
concept as DOT-C [10]. Both IOT-C and DOT-C are inspired by Algorithms IOT and
DOT for computing discrete-time dynamic shortest paths. Algorithm IOT-C sets the
parameters aXi, k(Xi)) and 8(Xi,k(Xi)) of function label Xi(t) at a breakpoint B(Xi,k(Xi))
only once. This means that any parameter of a function label that is already set at a
breakpoint is optimal. Furthermore, these parameters are set in increasing order of time,
in the sense that a function parameter for a lower breakpoint is set before the function
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parameter for all subsequent breakpoints of the functions are set. In the discussion that
follows, time refers to the departure time instant at the origin node.
Suppose that we know B(fk(f)), k(f), c4fWk(f)) and Q(f k(f)) for all t, B(f k(f)) for
functions f representing the minimum arrival-time functions at all the nodes, Xi,, i e N
and the arc end arrival-time functions Y0, j e A, for every value of time less than or equal
to t. At this departure time instant t at the origin node, the X values of all the nodes and
the Y values of all the arcs are on a linear piece k(f) corresponding to each function. (te
stands for the current instant in time). At some instant of time to 2 t, one or more of these
functions may have a breakpoint, and its values will lie on the next linear piece. (t, stands
for the next instant in time the algorithm steps to). We are interested in the earliest next
instant of time t,, at which this happens.
The next breakpoint among all the Xs and Ys can happen only due to one of the
following two cases:
Case 1: There is a breakpoint in the arc exit time function ay(t) of some arc (ij), that
causes a breakpoint in the Y0 function at time t.
Case 2: The predecessor of a node j changes from node h to node i, at time to, which
leads to a breakpoint in the X; function at time t.
In each case, we determine to, and update the X and Y functions as described below.
Case 1: Suppose that there is a breakpoint in the arc exit time function of arc (ij), that
causes a breakpoint in the Yj function at time t, . Recollect that Y1(t) = ay(Xi(t)). Let the
breakpoint be B(aiik(aii)+1). Then, B(a1 ,k(a,)+1) = a(Xi,k(Xi))tn + 8(Xi,k(Xi)), or tn =
(B(aii,k(a1 )+1) - B(Xi,k(Xi))/ c(Xi,k(Xi)+1). Now, Yi; develops a breakpoint at time tn.
Furthermore, all Xk functions and Ykl functions for all ke N which belong to the fastest
path sub-tree for which i is at the root at time te, and (k, 1) e FS(k), will develop a
breakpoint at departure time instant to at the origin.
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Updating Xs and Ys:
" The function Y1(t) develops a breakpoint at time t". B(Yj, k(Yij)+]) = t". Since
Y1(t) = ai;(Xi(t)), for the linear piece of Yj(t) with its left breakpoint at t,, we
have Y1(tn) = gaak(ayj)+1)*c(Xi,k(Xi))tn + Ocay,k(a1 )+])* Q3(Xi,k(Xi)) +
/3(aii,k(ay)+1). Hence (Yij,k(Yii)+]) = Ocaj,k(a1 )+1)*OXik(Xi)),
/3(Y3,k(Yii)+1) = a(aij,k(aii)+)* /3(Xi,k(Xi)) + Q(ajk(aii)+1).
* Now, if i is the predecessor of j in the fastest path at time t, then the values of
functions Xi(t) and Yij(t) are the same at this instant in time tn, and therefore
OXj,k(X)+1) = a(Yij,k(Yij)+1) , Q(X,k(Xj)+1) = B(Yij, k(Yy)+]), and
B(X,k(X)+1) = B(Yy, k(Yii)+1). Now, since the Y functions for the arcs
coming out of node j are composed of their exit time functions and X, we need
to consider each of these arcs as above and correspondingly update the Y and
X values that develop breakpoints.
Case 2: The predecessor of a node j on the fastest path tree computed by the algorithm at
time t, changes from node h to node i, at time tn. This means that at this instant in time, tn,
the Yi; function is equal to the X function, which in turn is equal to the Yh; function. Thus,
a(Y1,k(Yj))tn + 8(Yj,k(Yj)) = OYhjk(Yhj))tn+ Q(Yhjk(Yhj)) or tn = (,6(Yyk(Y 1)) -
Q(Yhj,k(Yhj))/ (cYhj,k(Yhj)) - OYj,k(Yj)). Since i is now the predecessor node of j in the
fastest path tree, X is going to vary on the linear piece of function Yi1 and function X
develops a breakpoint at tn. OX,k(X)+]) = OYii,k(Yj)) , B(Xjk(X)+]) = B(Yij, k(Y1)) ,
and B(X,k(X)+1) = t,. Since the Y functions for the arcs coming out of node j are
composed of their exit time functions and Xj, we need to consider each of these arcs and
correspondingly update the Y and X values that develop breakpoints, as explained in Case
1.
Thus, if we know the function labels at time t, we can evaluate the function labels
at the earliest time t, > t, at which the function labels change. The following procedure
describes the way to establish the function labels at time t = 0.
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Label initialization procedure: Start with the origin node at time 0. The arrival time
function at the origin node is one linear piece with slope 1 (a = 1) and intercept 0 (P = 0).
For each of the arcs coming out of the origin, compose the exit-time function for the arc
with the arrival-time function at the beginning of the arc. Since the slope and intercept of
the arrival-time function at the origin are known, the slope and intercept for this
composition function, which is the function Y for the arc, can be evaluated. Examine all
the arcs coming out of the initialized nodes (the origin is the only initialized node in the
first step), and pick the arc with the minimum value of the intercept . If two arcs have
the same intercept, then pick the arc with the smaller slope. The slope and intercept of the
X function of the node at the end of this arc (say j) at time 0 can now be initialized to the
slope and intercept of the Y function respectively for this arc at time 0. The node at the
beginning of this arc (say i) is the predecessor of node j at time 0. Add node j to the set of
initialized nodes and repeat the initialization procedure until the slopes and intercepts of
the X functions of all the nodes are initialized for time 0. At the end, we then have the
optimal values of the slope and intercept parameters of the X and Y function labels at
departure time instant 0 at the origin node.
The increasing order of time algorithm can be summarized as follows. First
establish the slopes and intercepts of the minimum arrival-time functions (X) at all nodes
and the minimum arc end arrival-time functions for all arcs (Y) corresponding to
departure time 0 at the origin, using the initialization procedure described above. Next,
determine the next instant of time t, at which there is a breakpoint in one of these
functions. For this reason, we maintain the information about the time at which the exit-
time function for each arc develops a breakpoint, and the time at which the current linear
pieces of the Yi; function of each arc (ij) cuts the linear piece of the Y,; function of the arc
that belongs to the current fastest path tree, with p being the predecessor of j in the
current fastest path tree. t, is the first such point in time. At this point, we update the a #
k, B values for all X and Y functions that develop breakpoints at t. Further at this point,
since the slopes and intercepts of some of the Xs and Ys have changed, the time at which
each arc is going to cause a breakpoint in at least one of the X or Y functions is updated
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for the arcs for which this time has changed during the iteration. This procedure is
continued until time T is reached.
We describe next, the variables used in the pseudo-code of Algorithm IOT-C at
the end of this section. In Algorithm IOT-C, for an arc (ij), Fl/i) gives the time at which
the Yy function of the arc (ij) develops a breakpoint, due to a breakpoint in the exit time
function of (ij), and 1/2 is the time at which node i becomes the predecessor of node j. S
denotes the set of nodes for which the slopes and intercepts have been initialized at time
0. R denotes the set of nodes, which have been reached during by a path from the origin
at the initialization stage but do not belong to S. U denotes the set of nodes that are yet to
be reached by paths from the origin at the initialization phase. We denote by arg min* the
set of arguments that minimize an expression. C denotes the set of nodes whose X
functions have developed breakpoints at a given step of the algorithm, and their slopes
and intercepts need to be evaluated.
The algorithm is based on the following conjecture. The time horizon [0, ... , T]
may be divided into afinite number of intervals of positive duration such that in each of
these intervals, the same tree is optimal and the Xi(t) functions V i e N lie on the same
linear piece. The algorithm achieves such a tree after a finite number of degenerate
iterations that we discuss in the following paragraphs, and moves ahead in time by the
maximum extent of time in which the tree is optimal and Xi(t) functions lie on the same
linear piece.
We now describe the working of Algorithm IOT-C presented at the end of this
section. The algorithm may be understood the following way. The initialization
procedure establishes a fastest path tree that remains optimal for a positive duration of
time. Next, in the main step of the algorithm, at each step we examine the minimum f")
value and the minimum P 2) value.
If the minimum Pjl) value is less than or equal to the minimum P 2) value, then
there is a breakpoint in the corresponding Y1 function. There is no change in the fastest
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path tree. If the arc (i,j) belongs to the fastest path tree, then the breakpoint propagates to
the X label of all the nodes belonging to the sub-tree for which j is the root, and the Y
label for all the arcs coming out of these nodes in the sub-tree. Hence the nodes in this
sub-tree are added to the list C, and later, updated. The Iji) values for all arcs that are
emanating from the nodes of this sub-tree need to be recomputed, since the Y labels for
these arcs now lie on a different linear piece than before. The Pt2) values for all arcs that
are entering this sub-tree need to be recomputed, since the Y values for the arcs entering
these nodes now lie on a different linear piece than before. If the arc (ij) did not belong
to the fastest path tree, then, only the 6/U, and ij( need to be evaluated.
If, instead, the minimum P2) value is less than the minimum P) value in the main
step, and suppose the arc that causes this is (ij) then, i becomes the predecessor of j in the
fastest path tree, and X develops a breakpoint, since its value now lies on the linear piece
of Y11. Hence, as described in the previous paragraph, the breakpoints are propagated to
the affected X and Y labels in the sub-tree for which j is the root, and the Pj) and Pt2)
values are recomputed for the affected arcs.
In Algorithm IOT-C at the end of this section, the following degenerate case is
possible. At some stage of the algorithm, for node j, suppose p is the predecessor node.
The linear piece of more than one Yj for (ij) e BS(j) may intersect the linear piece of Yj,
at the same time. All these arcs have the same P 2) value. For simplicity, assume that there
are two such arcs. Let (ij) be the arc with the larger Y slope and (Qj) be the arc with the
smaller Y slope. Suppose that this value is the minimum value among all the Pt2) values
and arc (ij) is chosen as the next arc with the breakpoint at the beginning of the main step
of the algorithm, at some time te. The algorithm designates node i as the new predecessor
of node j. Since the slope of the linear piece of Yy1 is less than the slope of the piece of Y1,
j/2 is reevaluated to its original value. Hence, in the next step of the algorithm, the
algorithm does not advance in time, but arc (Qj) is picked as the next arc with a
breakpoint and I replaces i as the predecessor of j, and all the values of the sub-tree
updated in the previous step, are re-updated. If instead, arc (Qj) was picked first as the arc
with the breakpoint, since the slope of Ygj is greater than that of Y1, /j7(2) is set equal to +
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oc, and this arc is not chosen again at time t. If the slopes of the Yg and Y1 functions were
the same, one of these arcs would have been picked as the next arc with the breakpoint,
and the 1t2) value of the other would be set equal to + ox, and this arc would not be picked
again at time t,.
In summary, we can draw the following conclusion from the discussion in the
previous paragraph. Suppose that at time te, the fastest path tree was optimal. At a time tn,
if for some node j, the degenerate case of two or more arcs that do not belong to the tree,
but enter node j have the same value of Tj2 ), and this value is the minimum of all Ji's and
s, then, in a maximum of BS(j) - 1 steps, the algorithm leaves the case of degeneracy.
At this point, since the last Yg that was picked at the beginning of the main step has the
smallest slope, this tree continues to remain optimal for a positive duration of time. In the
next iteration, the time variable is increased by the maximum extent in time in which this
tree is the optimal and the Xi functions for all i e N, vary on the same linear piece.
The algorithm can be modified to avoid the above degenerate case. To ensure this,
of two arcs contending to be in the fastest path tree at time tn, the one with the minimum
slope should be chosen. To achieve this, the arc (i"j') with the minimum T/2 value may
be chosen as follows:
[(ij) / F.(2) = tnj
(i',j') = arg min,j) y,{cY, k(Yy))]
In the pseudo-code of Algorithm IOT-C presented at the end of this section, for an
arc (ij) to replace arc (pj) in the fastest path tree at time ij-(2 note that the slope of the
current linear piece of (ij) ((Y 1 ,k(Y 1)) must be lesser than the slope of the current linear
piece of (pj). For such an arc, p; is equal to (Q8(Yy,k(Y 1)) - #(Ypjk(Ypj)))/ (oYpj,k(Ypj)) -
OYyj,k(Y 1))). Note that Q(Y,k(Y 1)) > B(Ypjk(Ypj)); since for time less than ij2) = tn, Y1/t)
> Ypj(t), for otherwise, (ij) would have been in the fastest path tree instead of (pj); and
therefore, Jj(2) as evaluated above, is always positive.
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In Algorithm IOT-C at the end of this section, at each step in the algorithm, if the
Xi(t) function develops a breakpoint at time t, then each of the nodes j in the sub-tree for
which node i is root, are updated in the UpdateNodeList() function of the algorithm.
We show that the nodes which need to be updated at any step of the algorithm may be
visited in any order.
Lemma 5.13: The nodes that are in the list of nodes to be updated may be visited in any
order.
Proof:
At each step of the algorithm, the nodes for which the update operation has to be
performed lie on a sub-tree. During each update operation in the execution of the function
UpdateNodeList() in the pseudo-code of Algorithm IOT-C that follows, the following
values are determined: the linear piece of X, the linear piece of Yj, pi(t), 6j(J) for each
node i in the sub-tree, andj e A(i). If a node is in the update list C, then its predecessor in
the tree has already been visited, and hence the above values are set only once,
irrespective of the order in which the nodes are picked from the update list. Furthermore,
if arc (ij) for which only one of the nodes i and j lies on the sub-tree, or (ij) belongs to
the sub-tree, 1/2 is computed only once, irrespective of the order in which the nodes are
picked from the update list. We consider then the case when both i and j belong to the
sub-tree to be updated, but (ij) does not belong to the sub-tree. Let p be the predecessor
of i in the sub-tree of interest. Let kc(Ypj) be the index of the linear piece of Yp, before
node p is updated, and kn(Ypj) be the index of the linear piece of Y,1 after node p is
updated. Let kc(Yg1) be the index of the linear piece of Ygj before node i is updated, and
kn(Ygj) the index of the linear piece of Yg after node i is updated. We show that after all the
update operations are completed, 1/2 is correctly updated to the point in time when the
kn(Y 1) th piece of Yj and kn(Ypj) th piece of Yj, intersect. Only two cases are possible.
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Case 1: i is updated before p.
When node i is updated, i/j is evaluated as the point in time when the kn(Y 1) th
piece of Yj and ke(Ypj) th piece of Yj intersect. But later when node p is updated, j(2) is
reevaluated as the point in time when the kn(Yg) th piece of Yq and k,(Ypj) th piece of Ypj
intersect.
Case 2: p is updated before i.
When node p is updated, j7/ is evaluated as the point in time when the kc(Yg) th
piece of Yy1 and kn(Ypj) th piece of Yj intersect. But later when node i is updated, J/2 is
reevaluated as the point in time when the kn(Yj) th piece of Yj and kn(Ypj) th piece of Y,7
intersect.
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Algorithm IOT-C
Initialization (Establishing the fastest path tree at departure time instant 0, at the origin
node)
(Xs,1) <- 1, 8(Xs, 1) <'-0, B(Xs,1) <- 0, k(s) <- 1, ps(1) - -1, S < (s}, R <-0, U <- N
- {s}
For each arc (sj) E FS(s)
k(asj) = arg mink=(1 ,2,...,K(as )}{B(a,k)< ,(X,,1)}
Q3(Ysj, 1) i - aOasj,k(asj))* B(Xs, 1) + 8(asj, k(asj)), a(Ysj,1) <- caasj ,k(asj)) * (Xs, 1),
B(Ysj, 1) <-0, k(Ysj) <:-1I
R < - R u [j}, U <:-U -{[j}
While R # , do
yr <- arg min* (jk):je S, keR f/3(Yjk, 1)]
(1, i) +(- arg min(h,g ),V(yf hgdY}
p i(J) +- l, a(Xi,1) <- a(Yi,1), 8 (Xi,1) <-Q (Yi,1), B(Xi,1) <-0, k(Xi) <-1
For each arc (ij) e FS(i),
k(aj) = argminke{1,2,...,K(a,)){B(a,,k) < Q(X1 ,1)}
Q8(Yij,1) - a(ajk(aj))* fl(Xi, 1) + 8(aij,k(aj)), a(Yij,1) <- caaj,k(aj))*
a(Xi, 1), B(Yij, 1) <-0.
Ifj e U then U <-U - [j}, R (- R u [j}
S <- S ui], R <- R -[i}
Evaluate JIj(;) and ij2), V(ij)E A.
tc - 0
C &- 0
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Main Step
Repeat
If (min ,)Aij('y) (minf, 1j)EAji) (A breakpoint in aij(t) leads to a breakpoint in
Yij(t))
tn <-mincijj),A(l ju), (i',j') \-, arg mincijje (l -M)
k(aiy') <- k(aiy') + 1
k(Yi )j,) <- k(Yi ).,)+ I
8(Yi y,k(Yi7,)) <- ci y,k(ai y))* /(Xi., k(Xi)) + Q(aiy,k(aiy'))
a(Yi y,k(Yiy,)) - aOai7,k(aiy'))* OXi',k(Xi))
B(Yi 1y,k(Yi y)) <- tn
(The time at which the next breakpoint in aty'(t) causes a breakpoint in
Yiy(t) is to be evaluated)
Evaluate /;7()
If i'= pj,(k(X).))
k(Xj-) (- k(X;-) + 1
pj,(k(X,)) +- i'
C<- C uj'
(The time at which an arc coming into node ' may replace (i',j') in
the fastest path tree is to be evaluated.)
V(i,j') e BS(j'), Evaluate~ij (2
Else Evaluate/Ij'27 (The time at which the arc (ij) may enter the
fastest path tree is to be evaluated)
Else (The fastest path tree has changed)
tn + -- min(ijj)E A~j() +~j) - ar mi(ij),E A
k(X) <- k(Xj) + 1
pf -(k(X7,)) +-i'V
V(i,j') e BS(j'), Evaluate I( 2 )
C (-C Uj'
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(The changes propagate to the nodes in the list C)
UpdateNodeList(C)
tc &- tn
Until tn = T
UpdateNodeList(C)
While C -0
Pick an element of i of C
C -C - [ij
p -pi(k(Xi))
a(X,k(Xi)) <-- a(Ypi,k(Ypi))
Qi(X, k(Xi)) (- f(Ypi, k(Ypi))
B(Xi, k(Xi)) <- B(Ypi, k(Ypi))
For all (ij) e FS(i)
k(Yy) (- k(Yij) + 1
Q8(Yij,-k(Yij)) caa ij ,k(aij)) * 8(Xi, k(Xi)) + B(aij, k(aij))
0(Yij, k(Yij)) O-aaij, k(aij)) * a(Xi, k(Xi))
B(Yij, k(Yij)) +-tn
(The time at which the next breakpoint in aty'(t) causes a breakpoint in
Yiy,(t) is to be evaluated)
Evaluate i7;(;)
If p(k(X)) = i,
(The time at which an arc coming into node j may replace (ij) in
the fastest path tree is to be evaluated.)
V(k,j) e BS(j), Evaluate jk;
k(X) \- k(X) + 1
p;(k(X)) \- i
C <- C uj
Else Evaluate 1j2) (The time at which the arc (ij) may enter the
fastest path tree is to be evaluated)
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Evaluate I/
Do Fi/j) (- (B(aij, k(ayj)+1) - p(Xi, k(Xi))/ a(Xi,k(Xi))
Evaluate p/j
Do
p <- pj(k(X))
If (a(Yij,k(Y1)) _ a(Ypj, k(Ypi))) , then / < +
Else, 7/2 <-) ((Yij,k(Yij)) - Q(Ypjk(Ypj)))/ (c4(Ypj,k(Ypj)) - (Yij,k(Yij)))
5.6.2 Implementation of Algorithm IOT-C
The implementation of Algorithm IOT-C is straightforward, and is directly
translated from its pseudo-code. The only point that needs to be mentioned concerns the
evaluation of the values: min(ij)eAJ/ and min,jeAj. These values are most efficiently
evaluated using binary heaps. We employed two binary heaps to evaluate these values.
One binary heap contained the values of F/j7') V (ij) e A, and the other binary heap
contained the values of i/j V(ij) e A, at any given time instant. Two heaps were used
and not one, since the frequencies at which the J7(J) and j2 values need to be updated
may be different, and including all T values in a single heap would result in twice the
time for reestablishing the heap property every time the value of an element changes.
Secondly, it may result in possibly unnecessary shuffling of the elements of the heap
which would then have twice the number of elements. The validity of the algorithm was
checked on a small network example.
The initialization step of the algorithm was implemented using only one set S
which contained the set of nodes which have been initialized. The initialization step of
the algorithm as presented here, with three sets S, U and R is more efficient than the
technique implemented. From Lemma 5.13, the nodes in C may be visited in any order,
and the order in which the nodes are visited does not make a difference to the running
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time of the algorithm. In this implementation, these nodes were visited in a last-in-first-
out order.
5.7 Computational Study of the Algorithms
We performed a computational study of algorithms OR and IOT-C. The
objectives of the study were the following:
1. to observe the variation of the running time of the two algorithms as a function of the
following parameters:
e Number of nodes in the network, n,
e Number of arcs in the network, m and
" Number of pieces in the link travel time function of each arc
2. to compare
e the memory requirements, and
" the running times
of the implementations of the two algorithms, over a range of values of the above
parameters.
The network G(NA) and the link travel times d1(t) were pseudo-randomly
generated using the technique described in Dean [18]. The codes for Algorithm OR and
IOT-C were implemented using the C++ programming language. All computational tests
were carried out on a Sun UltraSparc 5 processor.
Below we present the computational results in the following order. First the
variation of the computational time of Algorithm OR as a function of various parameters
are presented. Second, we present similar results for Algorithm IOT-C. Finally, the
running times of the two algorithms are compared, over a range of the values of the
different parameters of interest.
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5.7.1 Results for Algorithm OR
The running times for Algorithm OR were studied for networks with up to 5000
nodes, 20000 arcs, and for up to 20 pieces in each link-travel time function. The results
are tabulated in Appendix A.
Following we present the graphs showing the variation of the computational time
of Algorithm OR, with each parameter of interest. The effect of a parameter is isolated by
holding the other parameters constant.
Figure 5.1 shows the variation of the running time of the algorithm with the
number of nodes. The number of arcs is assumed equal to 3 times the number of nodes to
simulate models of transportation networks. The number of pieces for each link travel
time function is held fixed at 5. The running time is found to vary linearly with the
number of nodes.
Figure 5.2 shows the variation of the running time of the algorithm as a function
of the number of arcs. The number of nodes is held constant at 1000. The number of
pieces in each link travel time function is fixed at 5. The running time is found to vary
linearly with the number of arcs.
Figure 5.3 shows the variation of the running time of the algorithm as a function
of the number of pieces in each link-travel time function. The network is the same for all
cases: n = 1000, m = 3000. The running time is found to increase approximately linearly
with the number of pieces in each link travel-time function.
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Figure 5.1: Variation of the running time of Algorithm OR with the number of
nodes. The number of arcs is equal to three time the number of nodes and the
number of pieces in each link travel-time function is held fixed at 5.
Figure 5.2: Variation of the running time of Algorithm OR with the number of
arcs. The number of nodes is fixed at 1000, and the number of pieces in each link
travel-time function is fixed at 5.
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Figure 5.3: Variation of the running time of Algorithm OR with the number of
pieces in a link travel-time function. The number of nodes in the network was 1000,
and the number of arcs was 3000.
5.7.2 Results for Algorithm IOT-C
The running times for Algorithm IOT-C were studied for networks with up to 700
nodes, 2100 arcs, and for up to 20 pieces in each link travel-time function. The results are
tabulated in Appendix B.
Following we present the graphs showing the variation of the computational time
of Algorithm JOT-C, with each parameter of interest. The effect of a parameter is isolated
by holding other parameters constant.
Figure 5.4 shows the variation of the running time of the algorithm with the
number of nodes. The number of arcs is assumed equal to 3 times the number of nodes to
simulate models of transportation networks. The number of pieces for each link travel-
time function is held fixed at 5. The running time is found to show slightly quadratic
trend. The quadratic behavior is due to the initialization procedure followed that leads to
a time in 0(n2). If the initialization procedure of the algorithm was implemented in a
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more efficient manner as stated in the pseudo-code of Algorithm IOT-C Subsection 5.6.1,
the running time would be expected to show a linear trend.
Figure 5.5 shows the variation of the running time of the algorithm as a function
of the number of arcs. The number of nodes is held constant at 100. The number of pieces
in each link travel-time function is fixed at 5. The running time is found to vary linearly
with the number of arcs.
Figure 5.6 shows the variation of the running time of the algorithm as a function
of the number of pieces in each link travel-time function. The network is the same for all
cases: n = 100, m = 300. The running time is found to vary as linearly with the number of
pieces in each link travel-time function.
Figure 5.4 Variation of the running time of Algorithm IOT-C with the number of
nodes. The number of arcs is equal to three times the number of nodes, and the
number of pieces in each link travel-time function is held fixed at 5.
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Figure 5.5: Variation of the running time of Algorithm IOT-C with the number of
arcs. The number of nodes is held fixed at 100, and the number of pieces in each link
travel-time function is fixed at 5.
Figure 5.6 Variation of the running time of Algorithm IOT-C with the number of
pieces in a link travel-time function. The number of nodes is fixed at 100, and the
number of arcs is fixed at 300.
5.7.3 Comparison of the implementations of Algorithm OR and Algorithm IOT-C
First, we compare the memory space requirements for the implementations of
Algorithms OR and IOT-C. We do this analysis for a network with n nodes, m arcs, L
pieces in each link travel-time function, and a maximum of W pieces in each of the X and
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Y functions. The average in-degree of a node and the average out-degree of a node in the
network is equal to m/n. We consider only those components that require large memory,
in the memory analysis. For the implementation of Algorithm OR, the breakpoint and
function value at the breakpoint of the function labels at each breakpoint for the functions
Xi(t), Yi(t) and dij(t), and the X values for the previous iteration are stored. Table 5.1
shows the memory requirements for the major components that are stored.
Variables Memory needed
X 2nW, type double: nW for the breakpoint values, nW for the
function values
Y 2mW, type double: nW for the breakpoint values, nW for the
function values
Previous value of X 2nW, type double: nW for the breakpoint values, nW for the
function values
d 2mL, type double: mL for the breakpoint values, mL for the
function values
BS m, type integer
Table 5.1: Memory requirements for variables used in the implementation of
Algorithm OR.
For the implementation of Algorithm IOT-C, the slope, intercept and breakpoint
of each of the functions Xi(t), Yij(t) and aij(t) are stored. Also FIj'), ij2 and pi(k(Xi)) are
stored. Table 5.2 gives the memory requirements for the major components that are
stored.
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Table 5.2: Memory requirements for variables used in the implementation of
Algorithm TOT-C.
From Tables 5.1 and 5.2, it is clear that the implementation of Algorithm IOT-C
has larger memory requirements than Algorithm OR. For instance, suppose that n =
1000, m = 3000, L = 5, W = 100. We assume the typical values of 8 bytes for a variable
of type double and 4 bytes for a variable of type integer. Then for the variables for the
implementation of Algorithm OR in Table 5.1, the storage space needed is 8.25 MB. For
the variables for the implementation of Algorithm IOT-C in Table 5.2, the storage space
needed is 10.59 MB. The memory requirements for the implementation of Algorithm
IOT-C may be vastly reduced by storing the slopes an intercepts of only one linear piece
for each arc end arrival-time function. The pseudo-code for this improved version of
Algorithm IOT-C is in Appendix D.
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Variables Memory needed
X 3nW, type double: nW for the breakpoints, nW for the slopes, nW
for the intercepts
k(Xi) n, type integer
pi(k(Xi)) nW, type integer
FS m, type integer
BS m, type integer
Y 3mW, type double: mW for the breakpoints, mW for the slopes,
mW for the intercepts
k(Y 1) m, type integer
a1  3mL, type double: mL for the breakpoints, mL for the slopes, mL
for the intercepts
k(ayj) m, type integer
ft m, type double
P2) m, type double
Following we compare the running times of the implementations of Algorithms
OR and IOT-C. We shall perform the comparison over a range of the parameters. In each
case, we isolate the effect of the parameter of interest by holding all other parameters
constant.
Figure 5.7 shows the variation of the running times of Algorithms OR and IOT-C
with the number of nodes, for up to 700 nodes. The number of arcs is held fixed at three
times the number of nodes and the number of pieces in each link travel-time function is
fixed at 5. Over this range of the number of nodes, Algorithm IOT-C outperforms
Algorithm OR.
Figure 5.8 shows the variation of the running times of Algorithms OR and IOT-C
with the number of arcs, for up to 1500 nodes. The number of nodes is held fixed at 100,
and the number of pieces in each link travel-time function is fixed at 5. Over this range of
the number of arcs, Algorithm IOT-C outperforms Algorithm OR.
Figure 5.9 shows the variation of the running times of Algorithms OR and IOT-C
with the number of pieces in each link travel-time function, for up to 15 pieces. The
number of nodes is held fixed at 100, and the number of arcs is held fixed at 300. As
before, over this range of the number of pieces in the link travel time function, Algorithm
IOT-C outperforms Algorithm OR.
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Figure 5.7: Comparison of the running times of the Algorithm OR and Algorithm
IOT-C, while varying the number of nodes.
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Figure 5.8: Comparison of the running times of the Algorithm OR and Algorithm
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Figure 5.9: Comparison of the running times of the Algorithm OR and Algorithm
IOT-C, while varying the number of pieces in each link travel-time function.
From the Figures 5.7, 5.8 and 5.9, it is clear that Algorithm IOT-C outperforms
Algorithm OR, by about a factor of two, over the range of the parameters tested. At the
time of writing this thesis, tests were not carried out for large values of n, m for
Algorithm IOT-C, since the current implementation of Algorithm IOT-C ran into
problems, for larger sized networks. Improvements in the current implementation are
being investigated, and an improved version of the implementation may be used to
compare the performances of the two algorithms for larger network sizes.
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Chapter 6
Computation of Fastest Paths in Traffic Networks with
Signalized Intersections
In this chapter, we consider the application problem of computing minimum time
paths in traffic networks with signalized intersections. Most city networks have traffic
signal control at some or many road intersections. Such networks have the following
characteristics. Firstly, in addition to arc traversal-times from node to node along an arc,
the road-users wait for the green-signal at the intersection if they arrive at the intersection
during the duration of a red light. Secondly, they incur a "delay" to traverse the
intersection. These delays vary depending on the type of turn: right turn, left turn or
straight traversal across the intersection from the end of an incoming arc to the beginning
of an outgoing arc.
Traffic models that work on street networks must then take into account the
delays caused due to waiting for the green at signalized intersections, and turning
movements at intersections. In order to model such turning movements and waiting at
nodes, it is then not sufficient to employ the conventional model for road networks as
comprised of only arcs and nodes. Shortest path problems on road networks then need to
work on the modified network model with provision for turning movements and waiting
at intersections.
It does not seem that the problem of computing fastest paths in traffic networks
with signalized intersections has been extensively addressed in the literature, until
recently. Kirby and Potts [22] addressed the minimum route problem in networks with
turn penalties and prohibitions. They present a way to transform the street network with
turning movements at nodes to a conventional pseudo network with arc traversals in the
pseudo network representing turning movements in the original network. Recently, Chen
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and Yang [17] address the issue of shortest paths from one origin node to all other nodes
for a single departure time in road networks with traffic lights. They model the waiting at
the nodes and the turning movements at the nodes by allowing or constraining flow in
turns from each incoming link to each outgoing link, in each intersection in the road
network. They do not provide a mathematical formulation of the problem. Ahuja et al. [3]
study the one-to-all minimum travel time path problem and minimum cost path problem,
for a single departure time in street networks with traffic lights. They adopt the network
transformation of Kirby and Potts to model the turning movements to obtain a time
dependent pseudo network. They refer to the pseudo network as the auxiliary network.
They solve shortest path problems on the pseudo network. Their algorithms assume that
time is discretized.
In this chapter, we consider the one-to-all fastest path problem for one departure
time as well as the one-to-all fastest path problem for many departure times, in a road
network with traffic lights. We use the pseudo network of Kirby and Potts, also called the
auxiliary network in Ahuja et. al., to model turning movements. In our discussions in this
chapter, we will refer to this network as the pseudo network, as originally adopted in
Kirby and Potts [22]. We recognize that the pseudo network is a continuous-time
dynamic network. Therefore we do not discretize time, but solve the above problem in
continuous-time. Time is discretized in traffic models mainly to approximate the
variation of continuous-time dynamic functions. Typically, the waiting-times are taken
care of by approximating the travel-time on a link by the average of the link travel-time
over a signal cycle. However, to achieve real-time signal control of traffic networks, one
needs a more accurate representation for the waiting-times. We note that the travel times
in the pseudo network are essentially piece-wise linear functions and hence we model the
travel-time using piece-wise linear functions. We report on the results of computational
testing of algorithms of Chapter 5, for this application.
The piece-wise linear function model for the travel times in the pseudo network is
an exact model, in the sense that the actual behavior of the traffic signals is captured. The
model is also robust, in the following sense. Firstly, it does not require that the duration
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of red and green times at signalized intersections be periodic, and allows for general
variations in red and green times. Secondly, the model allows for green-amber-red type
of signals as well. Finally, the model is applicable as long as the link exit-times in the
pseudo network are non-decreasing. Suppose that the link-travel times in the original
network were not static, but satisfied the FIFO condition. Then, the link exit-times in the
pseudo network continue to be non-decreasing. Hence, as such, the model can be applied
to compute one-to-all fastest paths in traffic networks with dynamic FIFO link travel-
times. However, in this chapter, we test input networks with static link travel-times. All-
to-one fastest path problems on road networks with traffic signals at intersections may be
solved using a similar model as the one presented in this chapter.
This chapter is organized as follows. In Section 6.1, we present the terminology
used for road networks with signalized intersections. In Section 6.2, we present a model
for the turning movements. In Section 6.3, we model the waiting at intersections. In
Section 6.4, we use the heap implementation of the dynamic adaptation of Dijkstra's
static shortest path algorithm presented in Section 5.4 to compute fastest paths from the
origin node to all other nodes for one departure time in the road network. Algorithm OR
of Section 5.6 is used to compute the one-to-all fastest paths from the origin node to all
other nodes for all departure times, in the road network. We report the results of the
computational testing of these algorithms.
6.1 Road Networks with Traffic Lights: Terminology
Let the road network be represented by G* = (N*, A*). That is, i e N* represents a
road intersection, and (ij)EA* represents a traffic link connecting intersection i to j. For
the developments of this chapter, it is not necessary for the link travel times to be
constant, it suffices that they satisfy the FIFO property. However, we restrict ourselves to
"static" traffic networks in which the travel time on each link (ij), tt1 is a constant.
Furthermore, we assume that at some of the nodes, possibly all, traffic lights regulate the
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traffic by allowing or delaying the vehicle movement according to a pre-defined timing,
given as input.
Let i E N* be an intersection node regulated by a traffic light. Typically in a
traffic network, there would be 3 - 4 links at an intersection. Figure 6.1 shows
intersection node i to have four links leading to and from i. We assume that each
undirected link in the graph depicts two arcs directed in opposite directions.
b
a c
d
Figure 6.1: Intersection i in G*
Hence, a,b, c and d are four links intersecting at node i. Suppose that it is possible to
enter b coming from a. Let the time required (penalty) to execute one such traversal from
the end of link a to the beginning of link b be Pab. This is the time required to execute a
left turn, a right turn or a straight traversal across an intersection. Again, the results of
this chapter generalize to the case in which this term is not a constant, provided it
satisfies the FIFO property.
Typically, the traffic regulation or timing relative to the arc pair [a,b] is given as a
sequence of green, amber and red phases defined on a given time horizon [t], ..., tq}, and
the signal color at time t1. We assume that beyond time tq, all signals are green.
Generally, a certain sequence of green, red and amber constitutes a cycle, which has a
certain periodicity. The sequence of green-red-amber repeats in each cycle. For the
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developments of this chapter, we do not assume any periodicity of the green-red-amber
signals. That is, all successive green, red and amber could be of possibly unequal
duration. Most models in the literature consider only a red-green type of signal setting. In
this chapter, we consider signal settings of both red-green and green-amber-red types.
The signal phase settings are defined for each arc pair [a,b]. We let t = 0. Then
an example of the phase setting for the pair [a,b] could be like the one shown in Figure
6.2. In Figure 6.2, there are only two signal lights: red and green, a red is shown as a 1
step and a green is shown as a 0 step. Note that the successive reds and greens are of
(possibly) unequal duration. The status at time 0 is green. The points of punctuation or
phase change along the time axis are t2 ,, t3,,t 4 ,, t5 , t6 and tq. The regulation at intersection i
for arc pair [a,b] are then completely defined by the following information:
e The type of the signal: red-green-red vs. red-green-amber-red
e The status of the signal at time 0: red/amber/green and
e The set of points along the x-axis in Figure 6.2 at which the status for arc pair [a,b]
changes.
Signal status
1
0 t2 t3 t4 ts t6 t,
Time
Figure 6.2: A possible traffic signal regulation scheme for arc pair [ab] at node i.
6.2 A Model for the Turning Movements
In order to formulate and solve fastest path problems from an origin node s to all
other nodes in G*, it is useful to construct the pseudo network G = (N, A), introduced by
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Kirby and Potts [22] for the case of cheapest paths with turn penalties and prohibitions.
The construction of the pseudo network depends on the variant of the fastest path
problem to be solved on the road network. We present the pseudo network for solving the
fastest path problem from a single origin to all nodes in the road network. The pseudo
network for other variants of the fastest path problem, for instance, for the all-to-one
fastest path problem can be constructed similarly.
N =A* u N*.
A = [(a,b): a,b e A*, and [a,b] pair where it is possible to traverse (turn) from a to b} U
{(s,a):ae FS*(s) in G*] u{(a,i): ae BS*(i) in G* Vi e N*]
The set of nodes in the pseudo network is then the set of nodes in the original
network and the set of arcs in the original network. Each arc in the pseudo network
represents a pair of links meeting at an intersection in the input graph for which it is
possible to turn from an incoming link to an outgoing link, plus the arcs in the input
graph that emanate from origin node s and the arcs in the input graph that enter all the
other nodes. The set of nodes in the original graph is added to the set of nodes in the
pseudo network, since a path in the original network is now a path between the same two
nodes in the pseudo network. The set of links emanating from the origin in the original
network was added to the set of nodes in the pseudo network, since at the origin node,
one has to traverse the arcs coming out, and there are no turning movements. Finally, the
arcs entering all nodes except the origin were added to the pseudo network in order to
connect the nodes in the original network, that are also nodes in the pseudo network, to
the rest of the network.
If one were interested in solving the all-to-one problem, then the set of arcs in the
pseudo network would comprise a pair of links meeting at an intersection in the input
graph for which it is possible to turn from an incoming link to an outgoing link, plus the
arcs in the input graph that enter the destination node d and the arcs in the input graph
that emanate from all other nodes.
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6.3 A Model for the Waiting at Intersections
We need to account for the waiting times at the intersection in the original
network, in the travel times for the arcs in the pseudo network. The travel-time on an arc
(a,b) e A, dab(t) is the time needed to go from the end of the arc a in G*, starting at time
t, to the end of the arc b in G*. Hence it is the waiting-time up to when the signal
corresponding to arc pair [a,b] turns green (Wab(t)), plus the time required to traverse the
intersection distance between the end of a to the beginning of b (rab), plus the constant
travel time of arc b (db). This value is a function of arrival-time t at the end of an arc,
even if db and rab are constants, since the waiting-time is dictated by the signal phasing,
and is consequently a function of t. For the arcs of type (s,a), a e FS'(s), dab(t) = ttb,
since one does not need to wait to depart from the source, and there is no turn penalty.
For arcs of type (a, i), with a e BS*(i), i e N*, dai(t) = 0, 0 t T. These arcs represent
arrival at the destination. For a given time t, there is a one-to-one correspondence
between the set of paths from s to i VN*, in the road network G*, starting from s at time
t and composed by sequences of set of arcs across which travel is possible, and the paths
from s to i in G. Hence, in order to solve a fastest path problem in the original network, it
suffices to solve the fastest path problem in the auxiliary dynamic network.
For the network intersection shown in Figure 6.1, the transformed network section
in G is shown in Figure 6.3.
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Figure 6.3: Transforming a road intersection to a pseudo network section. (1) is a
road network section, and (2) is the corresponding pseudo network section.
The travel time function for the arc (a,b) in the pseudo network for the phase
settings shown in Figure 6.2 are shown in Figure 6.4.
A
0
Pab
ttb
t 2 t3 t4 ts t6 tq
Figure 6.4: Travel-time on arc (ab) in the auxiliary network for the arc pair [ab]
and the phase setting in Figure 6.2
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If the signal is of green-amber-red type, then the link travel-time in the pseudo
network would look like the one shown in Figure 6.5.
dab(t,
Ambe phases
0
t
Figure 6.5: Link travel-time function in the auxiliary network for an intersection
with an amber phase between green and red in the original road network
The pseudo network is therefore a special dynamic network. In the literature, link
travel-times in the pseudo network have been discretized, perhaps since the field of
discrete-time shortest path algorithms was not well developed. It is however clear that the
auxiliary network is a continuous-time dynamic network. Hence for developments in this
chapter, we treat time as continuous.
We make the following observations. First, fastest path problems on the original
road network can hence be solved by employing continuous-time fastest path algorithms
in the pseudo network. Second, since the link travel-time functions in pseudo network are
piece-wise linear, we can use piece-wise linear functions to model them
We now prove that link travel-times in the pseudo network satisfy the FIFO
property, and therefore, the pseudo network is a FIFO network. We will then be in a
position to use algorithms for fastest paths in continuous-time FIFO networks of Chapter
6 to solve the fastest path problem in the original network. We apply Algorithm OR for a
pseudo network with an input graph that contained intersections with a green-amber-red
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type of signal setting. For such pseudo networks, the link travel-times are continuous. We
apply the heap implementation of the dynamic adaptation of Dijkstra's static shortest path
algorithm on a pseudo network for which the original network had a red-green type of
signal setting. For such pseudo networks, the link travel-time functions are discontinuous.
We conjecture that one could employ the algorithms of Chapter 5 for networks with link
travel-times that are discontinuous. We take the right limit of the link travel-time function
at any time t, whenever the value of the function at time t is sought in the application of
the heap implementation of the dynamic adaptation of Dijkstra's static shortest path
algorithm in this chapter.
Lemma 6.1 (Chabini and Yadappanavar, 2001): If the original network is FIFO, and the
turning movements are FIFO, then the pseudo network is FIFO. As a particular case, if
the original network is static, and the turning time is constant, then the pseudo network is
FIFO.
Proof (Chabini and Yadappanavar, 2001):
Note that we assume a more general case where the link travel time in the original
network and the turning time are FIFO. So this proof is valid even if these functions were
not constant, assuming they still satisfy the FIFO condition. Exit time on a link (a,b), t +
Wab(t) + Pab(t+Wab(t)) + ttab(t+Wab(t) + Pab(t+Wab(t))), in the pseudo network is equal to
the composition of exit times on the following three imaginary links in series:
1. a waiting link at the end of arc a in the original network, with travel-time on this
imaginary link = Wab(t), which is obtained by the signal phases
2. a turning link from arc a to arc b in the original network, with travel-time on this
imaginary link = Pab(t)
3. a travel link from the beginning of arc b to the end of arc b, with travel-time = ttab(t)
From Lemma 3.3, we know that the composition of a finite number of non-decreasing
functions is itself non-decreasing. By assumption, the travel-time on the turning link in 2
above and the travel link in 3 are FIFO, and hence the exit-times on these links are non-
decreasing. The exit-time function is non-decreasing for the waiting links. For instance,
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the exit-time function on an imaginary waiting link, for the signal regulation shown in
Figure 6.1, is shown in Figure 6.6. Therefore, the exit-time on any link in the pseudo
network is non-decreasing and hence by definition, any link in the pseudo network
satisfies the FIFO condition. Hence the pseudo network is FIFO *
It now follows that one could employ the algorithms of Chapter 6 to compute
fastest paths in the pseudo network. In the next section, we present details of the results
of the computational testing of the algorithms.
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Figure 6.6: Exit time function for an imaginary link with travel-time equal to the
waiting time for traversal from link a to link b in the original network.
6.4 Computational Testing of Algorithms and Results
Computational tests were carried on for the following algorithms:
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" Heap implementation of Dijkstra's static shortest path problem, presented in Section
5.3, for the computation of one-to-all fastest paths for a single departure time in FIFO
networks.
" Algorithm OR, presented in Section 5.5, for computation of one-to-all fastest paths
for all departure times in FIFO networks.
The objectives of the computational tests were:
1. to study the variation of the computational time of the algorithms as a function of the
number of links in the original network, as a function of the number of turning
movements in the original network; and as a function of the average green time and
average red time of each link, and
2. to study the variation of the ratio of the running time of Algorithm OR for one-to-all
fastest paths for all departure times to that of the heap implementation of the dynamic
adaptation of Dijkstra's static shortest path algorithm, for a single departure time.
The second objective is important for the following reason. Instead of evaluating
one-to-all fastest paths for all departure times at the source node, one could repetitively
apply a one-to-all fastest path algorithm for one departure time, for several different
departure times at the origin node. The ratio described in 2 above gives an idea of the
number of such repeated application of the one-to-all fastest path algorithm for one
departure time, that is equivalent to computing the fastest paths for all departure times at
the source node.
The topologies of test networks were pseudo-randomly generated using the
technique described in Dean [18]. The travel-times in the test networks were generated as
follows. At time 0, the lights at each intersection of the original network were assumed
green. A more reasonable assumption would be to choose for each pair of incoming and
outgoing link at an intersection, red, green or amber as the starting time, sampled from a
distribution, with probabilities proportional to the average red, green and amber times
respectively for the pair of links. For each arc in the pseudo network, a maximum
possible green duration was assumed, and each green time was uniformly generated
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between 0 and this maximum value. The link travel times in the original network were
assumed to be bounded from above and below by a maximum and minimum allowable
link travel-time value respectively. The link travel times in the original network were
then uniformly generated within a range contained by the minimum and maximum
allowable link travel-time values. Each red time was uniformly generated between 0 and
the link travel-time on the outgoing arc in the original network. The link travel-times d1(t)
in the auxiliary network were then obtained using the transformation given in Section 7.3.
All intersections were assumed to have red-green type of signals for testing the
heap implementation of the dynamic adaptation of Dijkstra's algorithm, and to have red-
amber-green type of signals for testing the implementation of Algorithm OR. The amber
times were assumed to be constant over all intersections and were given a pre-determined
value. The current version of Algorithm OR assumes continuity in the link travel-time
functions. The link travel-times for the pseudo network for an input graph with green-red
type of signals lead to discontinuous link travel-times for the pseudo network. One of the
future directions of research is to extend algorithms OR and IOT-C to work on
discontinuous link travel-times. Then, one could employ these algorithms to solve fastest
path problems in networks with red-green type of signals also.
The performance of the algorithms were studied on a Sun UltraSparc 5 processor.
The algorithms were tested for road networks with up to 400 arcs, and up to 1200 turning
movements. tq was assumed to be 100 units. The minimum allowable link travel-time was
assumed to be 1 unit and the maximum allowable link travel-time was assumed to be 3
units. The maximum green-time and maximum red-time for each link was assumed to be
equal to twice the travel time on the link. Amber durations were assumed constant at 0.05
time units, for the implementation of Algorithm OR. These values were chosen to
simulate real street networks. tq represents a peak hour period, usually of about 100
minutes. The average travel-times on the links are then about 2 minutes. The red and
green times are generally equal to the travel-time on the outgoing link, and are each 2
minutes on an average. The amber-times are about 1/100th of the red times, which is
about 3 seconds. A city network has usually about 400 intersections. The number of
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nodes on a typical path is about lg(400), which is 9. Hence, there are about 8 links in a
typical path. The average trip time from an origin to a destination is then about (8*(2+2))
= 32 min. Hence, the time horizon contains about 3 trip times. We present below, the
graphs showing the variation of the computation time of the algorithms with the
parameters.
Figure 6.7 shows the variation of computation time of the heap implementation of
the dynamic adaptation of Dijkstra's algorithm as a function of the number of links in the
original network (or the number of nodes in the pseudo network). The number of turning
movements in the original network is fixed at three times the number of links. For the
range of the number of links in the original network tested, the computation time is found
to vary linearly with the number of links in the original network.
Figure 6.8 shows the effect of the number of turning movements in the original
network (number of arcs in the pseudo network) on the computation time of fastest paths
using the heap implementation of the dynamic adaptation Dijkstra's algorithm. The
number of turning movements in a road network is usually up to a maximum of 4 times
the number of links. Hence we test the algorithm for this range of the number of turning
movements. The running time of the algorithm is found to vary linearly with the number
of turning movements. This is compatible with the theoretically predicted behavior of the
running time.
Figure 6.9 shows the effect of the time horizon. The number of nodes was fixed at
1000 and the number of arcs was fixed at 3000 in the pseudo network. Since the average
red and green times were also fixed, as the time horizon t, was extended, the number of
linear pieces per arc increased. The number of linear pieces has a theoretically
logarithmic effect on the running time of the algorithm, since a binary search on the order
of the number of linear pieces must be performed in each step of the algorithm to
evaluate the travel times of the arcs emanating from the root node in the heap. Our
experimental results shown in Figure 6.9 confirm this theoretical result.
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Figure 6.7: Running time of the heap implementation of the dynamic adaptation
of Dijkstra's algorithm as a function of the number of links in the original network.
The number of turning movements is equal to 3 times the number of links in the
original network.
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Figure 6.8: Running time of the heap implementation of Dijkstra's algorithm as a
function of the number of turning movements at intersections in the original
network. The number of arcs in the original network is fixed at 100.
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Figure 6.9: Running time of Dijkstra's algorithm as a function of the time
horizon tq. The original network tested had 1000 arcs and 3000 turning movements.
Figure 6.10 shows the variation of the running time of Algorithm OR with the
number of links in the original network, or equivalently, with the number of nodes in the
pseudo network. The number of turning movements in the original network (number of
arcs in the pseudo network) is fixed at three times the number of arcs in the original
network (number of nodes in the pseudo network). From the figure, the running time is
found to vary linearly with the number of links in the original network, for the range of
the number of links in the original network tested.
Figure 6.11 shows the variation of the running time of the Algorithm OR with the
number of turning movements in the original network, or equivalently, with the number
of arcs in the pseudo network. The number of arcs in the original network (number of
nodes in the pseudo network) is fixed at 100. From the figure, the running time is found
to be almost constant at lower values of the number of turning movements and seems to
increase linearly for larger values of the number of turning movements in the original
network.
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Figure 6.12 shows the variation of the running time of Algorithm OR as a
function of the ratio of the average green time for turning into an outgoing link from an
incoming link at an intersection, to the travel-time on the outgoing link. The average red
time was maintained equal to the travel-time on the link. The number of links in the input
graph was 100, and the number of turning movements was 300. The running time is
found to decrease with this fraction. As the green time increases, the link-travel time
functions in the pseudo network "flatten out". Moreover, the number of pieces in each
link travel-time function also decreases. This is the likely reason for the decrease in the
running time when the above ratio increases.
Figure 6.13 shows the variation of the running time of Algorithm OR as a
function of the ratio of the average red time for turning into an outgoing link from an
incoming link at an intersection, to the travel-time on the outgoing link. The average
green time was maintained equal to the travel-time on the link. The number of links in the
input graph was 100, and the number of turning movements was 300. From the graph, it
appears that the variation of the running time is erratic with this fraction. This is because,
although the link travel-time function in the pseudo network is more "spiky" with larger
red times, the function has lesser number of pieces in each link travel-time function.
From the trends of the graphs in Figures 6.12 and 6.13, we note that the number
of pieces in each link travel-time function has a greater influence on the running time,
than the variation of the function
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Figure 6.10: Running time of the Algorithm OR as a function of the number of
links in the original network. The number of turning movements in the original
network was equal to 3 times the number of links in the original network.
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Figure 6.11: Running time of Algorithm OR as a function of the number of
turning movements at intersections in the original network. The number of arcs in
the original network was held fixed at 100.
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Figure 6.12: Variation of the running time of Algorithm OR as a function of the
ratio of the average green time for turning into an outgoing link from an incoming
link at an intersection, to the travel-time on the outgoing link. The average red time
was maintained equal to the travel-time on the link. The number of links in the
input graph is 100, and the number of turning movements is 300.
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Figure 6.13: Variation of the running time of Algorithm OR as a function of the
ratio of the average red time for turning into an outgoing link from an incoming
link at an intersection, to the travel-time on the outgoing link. The average red time
was maintained equal to the travel-time on the link. The number of links in the
input graph is 100, and the number of turning movements is 300.
Figure 6.14 shows the variation of the ratio of the running time of Algorithm OR
to the running time of the heap implementation of the dynamic adaptation of Dijkstra's
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static shortest path algorithm, with the number of arcs in the original network. The
number of turning movements in the original network is fixed at an average of 3 times the
number of links. The graph indicates that this ratio grows very slowly and linearly with
the number of nodes for small number of links in the original network, but increases
steeply for large number of links. The reason for this behavior is being investigated at the
time of writing this thesis.
Figure 6.15 shows the variation of the ratio of the running time of Algorithm OR
to the running time of the heap implementation of the dynamic adaptation of Dijkstra's
static shortest path algorithm, with the number of turning movements in the original
network. The number of arcs in the original network is held constant at 100. From the
graph, this ratio decreases initially with the number of turning movements, and is more or
less constant for higher values of the number of turning movements. The reason for this
behavior is being investigated, at the time of writing this thesis.
Figure 6.14: Variation of the ratio of the running time of Algorithm OR to the
running time of the heap implementation of the dynamic adaptation of Dijkstra's
static shortest path algorithm with the number of links in the original network. The
number of turning movements in the original network is fixed at three times the
number of links.
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Figure 6.15: Variation of the ratio of the running time of Algorithm OR to the
running time of the heap implementation of the dynamic adaptation of Dijkstra's
static shortest path algorithm with the number of turning movements in the original
network. The number of links in the original network is held fixed at 100.
Consider for instance the ratio defined in the previous paragraph for the input
graph with 100 links and 300 turning movements. The value of the ratio for this network
is about 1200. We observe that the input graph to the implementation of Algorithm OR
had a red-amber-green type of signal setting, since the current version of the algorithm
assumes that the link travel-times to be continuous. This means that the number of linear
pieces in each link travel time function was about 1.5 times the number of pieces in each
link travel time function for the heap implementation of the dynamic adaptation of
Dijkstra's static shortest path algorithm, for which the input graph had a red-green type of
signal setting. From the observations of Section 5.8, the running time of Algorithm OR
increases approximately linearly with the number of pieces in each link travel-time
function. Therefore, the above ratio with 2/3 times the number of pieces in each link
travel-time function would be about 800. This value can be interpreted as follows. The
total running time for 800 runs of the one-to-all algorithm for 800 different departure
times is equal to the running time for one run of Algorithm OR, for all departure times. In
other words, if one needs to compute the fastest paths for more than 800 departure times
at the origin node, it is more efficient to use Algorithm OR to compute the fastest paths.
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The performance of Algorithm OR for this application may be improved by
exploiting the following key property of link travel-time functions in the pseudo network,
for an input graph with a red-green type of signal setting. The slope of any piece in the
link travel time function is either 0 or 1. This fact may be employed to efficiently
compute the minimum node and arc end arrival time functions. If such an improved
version of the implementation is employed, the above ratio may be expected to be
significantly lower.
Following we briefly discuss the limitations of the implemented model,
algorithms employed and the computational tests conducted. The model does not include
the module to convert an input graph into the pseudo-network. The pseudo-network was
randomly generated directly. For testing the implementation of Algorithm OR, link
travel-times in the pseudo-network were required to be continuous, and therefore a green-
amber-red type of signal setting was assumed for all intersections in the input graph. For
the heap implementation of the dynamic adaptation of Dijkstra's static shortest path
algorithm, the input graph was assumed to have red-green type of signal setting only, for
all intersections in the input graph. The current version of Algorithm IOT-C requires the
arc exit-time functions to be strictly increasing. In the case of the pseudo network, the
linear piece of the exit-time function corresponding to the green-time in the original
network is constant, and as a result Algorithm IOT-C is not applicable as such. Finally,
the lights in all intersections in the input graph were assumed green instead of the more
reasonable assumption of choosing the color from a distribution, as mentioned before in
this section.
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Chapter 7
Conclusions
7.1 Summary of Results
In this thesis, we presented an alternate representation method, which we call the
bit-stream representation, for discrete-time dynamic data. We illustrated its positive
impacts by employing it to store and communicate travel-times in dynamic transportation
networks. For FIFO networks, we proved theoretically that this representation method
leads to an 112-fold gain ratio in both storage space and in communication speed as
compared to known representation methods, for a storage scheme that requires L bits to
store an integer. For common 32-bit integer storage schemes, this translates into a 16-fold
gain ratio. We expect these developments to have positive impacts on communication
and storage needs of Intelligent Transportation Systems (ITS) applications. The results
obtained for FIFO networks were extended to non-FIFO networks as well.
The bit-stream representation method opens new horizons in the development of
algorithms that operate on dynamic data. One such research area is the development of
bit-stream adaptations of algorithms for fastest path problems in dynamic networks. We
presented one such algorithm for the dynamic one-to-all fastest path problem. The
experimental results obtained using implementations of this algorithm indicate that it is
advantageous to use bit-stream algorithms when the application requires both
communication and computation.
The field of continuous-time dynamic shortest paths is not as well matured as the
field of discrete-time shortest paths. In this thesis, we considered the problem of
computing the one-to-all fastest path problem for all departure times in continuous-time
dynamic networks. Two algorithms were presented, with vastly different approaches to
the problem. A label correcting algorithm that solves the problem by repeatedly
performing basic functional operations on piece-wise linear functions was presented. The
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optimal function labels evolve iteratively over the course of the algorithm. We also
proposed an algorithm that sets the function labels in an increasing order of time. This
algorithm is motivated by similar increasing order of time algorithms for the discrete-
time problems. Unlike the label correcting algorithm, the optimal function labels are
constructed in chronological order. Perturbations to the optimality of the function labels
are monitored, and optimality is "re-established" at every step. We proved through a
computational study of the implementations of the two algorithms for modest sized test
networks, that the increasing order of time algorithm outperforms the label correcting
algorithm. A comparison of the performance of the implementations of the algorithms for
larger networks is under study at the time of writing this thesis.
The application of computing fastest paths in traffic network with signalized
intersections was considered. The problem was transformed to an equivalent problem in a
dynamic pseudo network. Unlike the common approach to approximate the solution to
this problem by discretizing time, an exact continuous-time model was considered for the
pseudo network. Link travel-times in the pseudo network were modeled as piece-wise
linear functions. Furthermore, very general cases were assumed for both the traffic signal
setting, as well as for the link travel-times in the traffic network. We allowed for a green-
amber-red kind of phase setting. The model does not require that link travel-times in the
traffic network be static, it suffices that they satisfy the FIFO condition. Furthermore,
turning movements at the intersections were allowed to be dynamic FIFO functions as
well. Two problems were considered for this application, the FIFO one-to-all fastest path
problems for one departure time, and the FIFO one-to-all fastest path problem for all
departure times. Computational results for implementations of the algorithms for the
application were presented.
7.2 Future Research Directions
Following we describe directions of research that arise from the developments of
this thesis. Firstly, the developments and results obtained for the bit-stream representation
suggest that the bit-stream representation method of dynamic data, holds the potential to
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develop a new class of efficient algorithms for applications that operate on dynamic data,
as is the case in ITS applications. For instance, in the area of network algorithms, one can
develop algorithms, similar to the bit-stream fastest path algorithm presented in this
thesis, that solve other variants of shortest path/routing problems in dynamic networks.
We presented algorithms that operate on dynamic data at the bit-level. It is
conceivable to develop bit-wise parallel implementations of these algorithms that would
run in parallel even on a sequential machine: the idea here would be to assign streams of
bit-level operations to one of the fields of a register of a serial processor. If the sequential
machine possesses a 32-bit processor, then a speed up of up to 32 may be attainable on
such sequential machines.
The bit-stream representation of dynamic data would be useful in the
development of distributed-memory parallel implementations of shortest path algorithms.
In such applications it has been demonstrated that communication of dynamic data
between processors happens to be the bottleneck operation [13]. Integrating the bit-
stream representation method within these implementations would reduce the impact of
this bottleneck, since this would lead to an overall increase in communication speeds.
This would then lead to savings in financial investments in faster, and usually more
expensive, hardware communication technologies. If on the other hand the best current
fastest hardware communication technology is being used, gains in communication speed
obtained by adopting a bit-stream representation of dynamic data would lead to the
ability to solve real-world problems with larger sizes faster than real-time as needed by
ITS applications.
The field of continuous-time shortest path problems is not well matured yet. Until
recently, algorithms for continuous-time shortest path problems were conceptual and
non-practical. The work in this thesis presents an efficient algorithm for a continuous-
time fastest path problem, in FIFO networks with piece-wise linear link travel-time
functions. This work needs to be extended to other variants of the shortest path problem.
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One needs to develop algorithms similar to the label correcting algorithm and Algorithm
IOT-C for the minimum cost version of the one-to-all problem.
For non-FIFO networks, if limited waiting at nodes is allowed, then a delay
function which is the sum of the optimal waiting time at the node plus the travel time on
the arc is shown to satisfy the FIFO property [24]. The continuous-time algorithms
presented here may then be used to solve the one-to-all fastest path problem in these
networks as well, by replacing the travel time functions in the formulations of this work
with the optimal delay functions. However, if waiting at the nodes is restricted, then the
formulations presented in Chapter 6 no longer hold, and the algorithms here are no longer
applicable. This problem then needs to be addressed in future research.
Shortest paths in road networks with traffic lights have been traditionally solved
by discretizing time in the auxiliary network, and for static delays in the road network. In
Chapter 6 of this thesis, we developed a model for this problem, generalizable for FIFO
delays, FIFO turning movements, and green-amber-red signal settings. Continuous-time
solution algorithms of Chapter 5 were used to solve this problem. The one-to-all fastest
path algorithms for multiple departure times of Chapter 5 can be improvised to solve this
particular application problem more efficiently, for a traffic network with static travel
times. The slope of each linear piece of the travel time function for any link in the pseudo
network for such an input graph is either 0 or 1. One could exploit this property of link-
travel times to perform the basic operations of the solution algorithms of Chapter 5 for
one-to-all fastest paths for all departure times more efficiently.
In the model for computing fastest paths in traffic networks with signalized
intersections in Chapter 6, the algorithms employed and the computational tests
conducted had various limitations. The model does not include the module to convert an
input graph into the pseudo-network and the pseudo-network was randomly generated
directly. This module needs to be developed. For testing the implementation of Algorithm
OR, link travel-times in the pseudo-network were required to be continuous, and
therefore a green-amber-red type of signal setting was assumed for all intersections in the
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input graph. Algorithms IOT-C and OR need to be extended to work on discontinuous
piece-wise linear travel-time functions as well. For the heap implementation of the
dynamic adaptation of Dijkstra's static shortest path algorithm, the input graph was
assumed to have red-green type of signal setting only, for all intersections in the input
graph. This implementation needs to be tested for red-amber-green type of signal-settings
in the input graph. The current version of Algorithm IOT-C requires the arc exit-time
functions to be strictly increasing. In the case of the pseudo network, the linear piece of
the exit-time function corresponding to the green-time in the original network is constant,
and as a result Algorithm JOT-C is not applicable as such. Algorithm IOT-C needs then
to be extended to work on piece-wise linear link exit-time data that is not strictly
increasing throughout, but contains some flat pieces. Finally, for purposes of testing
implementations of solution algorithms, the lights in all intersections in the input graph
were assumed green at time 0. One needs to develop a procedure to pick the signal color
at time 0 for a possible turning movement in the input graph, by choosing either red,
green or amber color in such a way that the probabilities of picking a color is proportional
to their average durations over the time horizon of interest.
Development of continuous-time algorithms will impact many application areas
such as the application problem considered in Chapter 6 where time has been discretized,
perhaps because of unavailability of a more accurate model. The work in this thesis calls
for a rethinking of the approaches used to select models to suit applications, and perhaps
for a revision of some other approaches in the literature where time was discretized for
lack of continuous-time algorithms.
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Appendices
Appendix A: Computational Results for Algorithm OR
In the tables that follow, we present the results for the running times of the
implementation of Algorithm OR that was presented in Section 5.5. In each of the tables,
the body of the table contains the running time as a function of one of the parameters of
interest. For each table, the values of the other parameters are shown above the
corresponding table.
m = 3*n, 5 pieces in link travel-time function
Number of nodes Computational
time (sec)
100 0.172431
200 0.31322
300 0.509078
400 0.814021
500 0.987971
600 1.19318
700 1.57394
800 2.02625
900 2.0477
1000 2.53581
1500 3.48842
2000 5.07334
2500 7.1604
3000 9.4773
4000 13.8612
5000 16.0082
Table A.1: Variation of the running time of Algorithm OR with the number of
nodes.
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n = 1000, 5 pieces in link travel-time function
Number of arcs Computational
time (sec)
2000 3.43419
3000 2.081
4000 2.48649
5000 2.66449
6000 2.7941
7000 3.27844
8000 3.15536
9000 3.55365
10000 3.94497
12000 4.96841
15000 4.85769
20000 6.93606
Table A.2: Variation of the running time of Algorithm OR with the number of arcs.
n = 1000, m = 3000
Number of pieces Computational
in each link time (sec)
travel time
function
2 1.66911
3 1.87585
4 2.07612
5 2.58678
6 3.09946
7 2.63033
8 2.99475
9 3.32131
10 3.17368
12 3.65027
15 5.66332
20 6.29364
Table A.3: Variation of the running time of Algorithm OR with the number of
pieces in each link travel-time function.
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n = 100, 5 pieces in link travel-time function
Number of arcs Computational
time (sec)
200 0.156403
300 0.15371
400 0.148304
500 0.148918
600 0.15346
700 0.169347
800 0.185669
900 0.208913
1000 0.237447
1200 0.228905
1500 0.272066
Table A.4: Variation of the running time of Algorithm OR with the number of arcs.
n = 100, m = 300
Number of pieces Computational
in each link time (sec)
travel time
function
2 0.0877299
3 0.0970341
4 0.120298
5 0.116129
6 0.171829
7 0.193176
8 0.180023
9 0.166634
10 0.148505
12 0.239314
15 0.26512
Table A.4: Variation of the running time of Algorithm OR with the number of
pieces in each link travel-time function.
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Appendix B : Computational Results for Algorithm IOT-C
In the tables that follow, we present the results for the running times of the
implementation of Algorithm IOT-C that was presented in Section 5.6. In each of the
tables, the body of the table contains the running time as a function of one of the
parameters of interest. For each table, the values of the other parameters are shown above
the corresponding table.
m = 3n, 5 pieces in each link travel-time function
Number of nodes Computational
time (sec)
100 0.031682
200 0.0894649
300 0.133676
400 0.205701
500 0.285641
600 0.376125
700 0.504449
Table B.1: Variation of the running time of Algorithm IOT-C with the number of
nodes.
n = 100, 5 pieces in each link travel-time function
Number of arcs Computational
time (sec)
200 0.021446
300 0.032003
400 0.0528619
500 0.062063
600 0.071311
700 0.0819
800 0.0908209
900 0.100551
1000 0.102941
1200 0.11725
1500 0.1483
Table B.2: Variation of the running time of Algorithm IOT-C with the number of
arcs.
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n = 100, m = 300
Number of levels Time (sec)
2 0.015831
3 0.0241029
4 0.0365031
5 0.047075
6 0.0568039
7 0.0603131
8 0.0640509
9 0.071048
10 0.081112
12 0.0897059
15 0.113044
20 0.14195
Table B.3: Variation of the running time of Algorithm IOT-C with the number of
pieces in each link travel-time function.
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Appendix C: A Note on Compiling and Running the Implementation
Codes
Random Network Generation
The random network needs to be generated first before running any code. In order
to compile the files for generating the network topology, type the following commands:
add gnu; make
In order to generate the network topology, type the following command:
net randnetwork #nodes #links InputFile
Generating Continuous-time FIFO link travel-times
In the case of applying Algorithm OR for the signalized traffic networks, the link
travel-times are generated within the code mainwithNoPrint C.
In other cases, the link travel-times need to be generated for testing the codes for
Algorithm OR and Algorithm IOT-C. In order to generate continuous-time FIEFO link
travel-times, type the following command:
net randtimescontinuous InputFile mintime maxtime timehorizon
#pieces
Algorithm OR
To compile Algorithm OR, type the following commands:
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add gnu; g++ main.C -o main.exe;
To run Algorithm OR, edit out the text in InputFile at the beginning and where
the link travel-times are printed. Then type the following command:
main.exe
If one needs to change the number of pieces in each link travel-time function, or
T, one needs to edit the file PiecewiseLinearFunction.h and recompile main.C.
Algorithm IOT-C
To compile Algorithm IOT-C, type the following commands:
add gnu; g++ IOT3.C -o IOT3.exe;
To run Algorithm IOT-C, edit out the text in InputFile at the beginning and
where the link travel-times are printed. Then type the following command:
IOT3.exe
If one needs to change the number of pieces in each link travel-time function, or
T, one needs to edit the file main. c and recompile main. C.
Application of Algorithm OR to Computation of Fastest Paths in Signalized Traffic
Networks
To compile Algorithm OR, type the following commands:
add gnu; g++ mainWithNoPrint.C -o main.exe;
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To run Algorithm OR, type the following command:
main. exe
To change the average green time, average red time, minimum link travel-time,
maximum link travel-time, one needs to edit and recompile the file mainWithNoPrint .C.
To change T or the number of pieces (levels) in each link travel-time function, one needs
to edit the file PieceWiseLinearFunction.h and recompile mainWithNoPrint . C.
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Appendix D: An Improvement to the Current Version of Algorithm
IOT-C
In the implementation of Algorithm IOT-C, we stored the values of the slope,
intercept and breakpoint parameters for all the pieces of the minimum arc-end arrival-
time functions Yg. The Y,(t) function parameters only aid in determining the parameters
of the minimum node arrival-time functions Xi(t), that are of primary interest to us. The
memory requirements for the implementation of Algorithm IOT-C can be vastly reduced,
by storing the slope and intercept parameters of the linear piece of Y1(t) at time t only. As
Algorithm IOT-C progresses forward in time, whenever a Yj function moves to the next
piece, we discard the parameters for the old piece, and store the values of the current
piece. We present below the pseudo-code that incorporates this improvement in
Algorithm IOT-C. Note that, we now need only the slope and intercept of a single
straight line for each arc (ij), which is the slope and intercept of the current piece of
Yg(t). We let these values be represented by a(Yi) and #(Ygj).
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Algorithm IOT-C (without storing all Y function parameters)
Initialization (Establishing the fastest path tree at departure time instant 0, at the origin
node)
a(Xs,1) <- 1, Q(Xs, 1) <- 0, B(Xs,1) <- 0, k(s) <- 1, ps(l) +--1, S <- [s}, R (-0, U <-N
- [s}
For each arc (sj) e FS(s)
k(asj) = arg minke(1 ,2,...,K(asj)){B(asj,k) < i(X,,1)}
Q3(Ysj) <- acasj,k(asj))* 8(Xs, 1) + 8(asj,k(asj)), a(Ysj) <- cOa sj,k(asj)) * (Xs, 1)
R (- R uLj}f, U <-U -{tj}
While R 0 do
y <- arg min* (j,k):je S, keR [/3(yjk)]
(l,i) <-arg min(h,g)1y,{4Yhg)}
pi(1) <- 1, (Xi, 1) <-- OYi), fi (Xi, 1) -Q(Yii), B(Xi, 1) -0, k(Xi) <- I
For each arc (ij) e FS(i),
k(a, ) = arg minke(l,2,...,K (agj)} {B(a 1 , k) < Q(Xi,1)}
,Q(Y1) <- Oaij,k(aij))* 6(Xi, 1) + B(aij,k(a1)), g(Yj) <- a4aijk(aij))* OXi,1)
If j e U then U (-U -j}, R \- R utj}
S <- S ci}, R <- R -{i}
Evaluate i() and JI7( 2), V(ij)E A.
te <--0
C - 0
Main Step
Repeat
If (min(ij),,AlIj(') <(minij),AIF;2) (A breakpoint in ayj(t) leads to a breakpoint in
Y,(t))
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tn <- minci j je(FIj|U ), (i',j') <-arg mincijj)EA 
k(aiy') <- k(aijy) + 1
Q8(Yi y) <- ajai ,k(ai y ))* Q(Xir, k(Xi)) + Q(ai y,k(ai y))
a(Yiy) (- aOaiy,k(aiy))* O(Xi, k(Xi))
(The time at which the next breakpoint in aiy'(t) causes a breakpoint in
Yiy'(t) is to be evaluated)
Evaluate 1Fb7P
If i'= py'(k(Xj'))
k(Xj') <-k(Xj') + 1
pj,(k(Xjy)) (- i'
C,(- C ui'
C<-C uj'
(The time at which an arc coming into node j' may replace (i',j') in
the fastest path tree is to be evaluated.)
V(i,j') E BS(j'), Evaluatel l/ 2 )
Else Evaluately 2 ) (The time at which the arc (ij) may enter the
fastest path tree is to be evaluated)
Else (The fastest path tree has changed)
tn (- min~ji,gjjenl| (i',j') <-arg mincij,jil
k(Xj') <- k(Xj') + 1
py'(k(Xj')) <- '
V(i,j') E BS(j'), Evaluate Jiy (2)
C \e- C u-j',
(The changes propagate to the nodes in the list Q
UpdateNodeList(C)
tc <- tn
Until t, = T
UpdateNodeList(C)
While C - 0
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Pick an element of i of C
C <- C - [i]
p (--pi(k(Xi))
OX,k(Xi)) O-aYpi)
Q(X, k(Xi)) <-(Ypi)
B(Xi, k(Xi)) tn
For all (ij) e FS(i)
6(Yi;) (- a(aij,k(aij))* /3(Xi, k(Xi)) + B(aij, k(aij))
OYij) <- Oajk(aii))* a(Xi,k(Xi))
(The time at which the next breakpoint in asy'(t) causes a breakpoint in
Yiy1(t) is to be evaluated)
Evaluate 1.()
If pj(k(Xj)) = i,
(The time at which an arc coming into node j may replace (ij) in
the fastest path tree is to be evaluated.)
V(k,j) e BS(j), Evaluate [k|
k(X) <-- k(Xi) + 1
pj(k(X)) - i
C (- C uj
Else Evaluate 1i|j (The time at which the arc (ij) may enter the
fastest path tree is to be evaluated)
Evaluate 1j1
Do Fj) - (B(aii, k(aij)+ 1) - B(Xi, k(Xi))/ a(Xi, k(Xi))
Evaluate i|
Do
p -pj(k(Xj))
If (aYij) > a(Y>Ypj), then 2| I -+o
Else, p(|) <-(/(Yii) - /J(Yp))/ (a(Ypj) -OYij))
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