VLSI have varying effects on device and interconnect features, depending on local characteristics of the layout.
I. INTRODUCTION
As predicted by the Semiconductor Industry Association's Technology Roadmap [21] , VLSI technology has entered deep submicron regimes, where the manufacturing process increasingly constrains physical layout design and verification [16] . Many process layers, including diffusion and thin-ox, have associated density rules that are satisfied by post-processing steps which add area fill geometries to the layout. Historically, only foundries or specialized TCAD (Technology Computer-Aided Design) tool companies performed the layout post-processing necessary to achieve layout uniformity. Today, however, ECAD (Electronic Computer-Aided Design) tools for physical design and verification cannot remain oblivious to such post-processing phases.
Literature on area fill has focused on chemical-mechanical polishing (CMP) of spin-on glass (SOG) inter-layer dielectrics (ILD) [14] [18] [27] . Post-polish ILD thickness variation is kept within acceptable limits by controlling local feature density, relative to a process-specific "window size" (on the order of 1-3mm), that depends on CMP pad material, slurry composition, and other factors [7] . 1 Application of area fill to device layers (diffusion, poly, thin-ox) is equally (or even more) critical. Isolated transistors are susceptible to contact overetch in reactive ion etch (RIE) process steps, which results in leakage. Chemical vapor deposition (CVD) steps are also subject to iso-dense variations. CVD and etch process variation are particularly troublesome with respect to today's lightly-doped drain (LDD) device properties. The bottom-line performance effects of these process variations are well-known, e.g., Garofalo et al. [8] document 10% variation in interline capacitance resulting from 5% variation in linewidth, and 12% error in ring oscillator frequency solely from proximity effects. At the same time, it is also well-known that the uniformity of feature density obtained via area fill can mitigate macroscopic process proximity effects such as contact etch variation in reactive ion etch, and nonuniformity of chemical vapor deposition.
With respect to the potential negative effects of area fill insertion, certainly the fill geometries can affect interconnect capacitance, signal delay and crosstalk. The exact change in interconnect capacitance mainly depends on the size of the fill geometries and proximity to interconnect lines.
However, Grobman et al. have recently given detailed experimental data [10] pointing out that 1 We observe that the 1999 International Technology Roadmap for Semiconductors [22] added copper interconnect dishing to the fundamental roadmap parameters for Interconnect. (The 2000 ITRS also added copper interconnect thinning in CMP to the fundamental parameters.) Density-mediated process variation has therefore become a first-order concern for interconnects.
capacitance of dense lines is not significantly affected by floating fill geometries on neighboring layers, since this capacitance is mostly dominated by same-layer neighbor coupling. Furthermore, smaller fill geometries reduce crosstalk to distant neighbors and lead to a smaller increase in total capacitance. The conclusion from such analyses is that the first-order performance concern remains to improve planarization and uniformity of geometry via area fill insertion.
Finally, we note that current industry tools appear to be slow in handling detailed physical models of CMP, such as those addressed by our work. To the best of our knowledge, most current industrial tools such as Cadence Assura 2.0 perform fill insertion as part of physical verification, using rule-based methods. The underlying geometry engines are tuned to boolean operations on layout layers, and to local (e.g., width/spacing rule) checks. A typical use of such infrastructure is to simply insert area fill geometries to increase local density wherever there exist large enough slack areas. This is usually done with boolean operations to find the slack areas and fill them with geometries of a prescribed density. The main problem with this method is that the spread between minimum and maximum densities is usually fairly large, and it is unclear how the fill insertion approach is related to known analytical models for the relationship between local density and ILD thickness. Comparisons with industry tools have not been possible, as no commercial tools of which we are aware offer hierarchical fill insertion capability, and the related methods of [25] are Motorola-internal and not publically available [9] .
A. Organization of the Paper
The remainder of our paper reviews the range of local density models and density control objectives, then proposes several new approaches to a flat and hierarchical density control for CMP.
Section II defines the single-layer filling problem for both flat and hierarchical layouts. Both formulations are based on the practical industry-standard fixed dissection density analysis regime [12] . Relevant objectives include the Min-Var and Min-Fill objectives. Though hierarchical filling can speed up verification of filled layout and decrease data volume, there is an obvious conflict between honoring the layout hierarchy and achieving high-quality filling results. The filling problem for multiple-layer layouts is then discussed, where the cumulative density effect is considered.
Section III gives a unified description of existing models for density calculation for CMP. We review a standard model for oxide planarization via CMP, and describe spatial local density and effective local density models. Section IV first reviews several linear programming (LP) -based ap-proaches that determine the optimal fill amounts to be inserted into the layout, with respect to the Min-Var and Min-Fill objectives. Then, because LP approaches tend to require too much memory in practice, we propose new Monte-Carlo -based approaches for flat filling, which are as accurate as yet faster than LP approaches. Section V analyzes the difficulties inherent in hierarchical filling, as well as the reasons why the LP approach is sometimes inapplicable. We then propose a new Monte-Carlo filling approach and a hybrid hierarchical/flat filling approach which is scalable, efficient and highly competitive with flat filling. Section VI discusses the extensions of LP and Monte-Carlo approaches to a multiple layer model. Sections VII and VIII describe our implementation testbed and computational experience, and Section IX concludes with directions for future research.
II. THE FILLING PROBLEM
Layout Density Control consists of two phases: density analysis and fill synthesis. Density analysis determines the area available for filling. Fill synthesis then computes the amount of fill feature area which should be added into each part of the layout in order to achieve uniformity, and then generates the required fill geometries. In this paper, we address the main problem of the area fill synthesis phase:
A. Flat Filling
Given a design rule-correct layout in an n n layout region, along with a window size w < n, and upper (U) and lower (L) bounds on the feature density in any window, add area fill geometries to create a filled layout such that either:
(Min-Var Objective) the variation in window density (i.e., maximum window density minus minimum window density) is minimized while the window density does not exceed the given upper bound U; or (Min-Fill Objective) the number of inserted fill geometries is minimized while the density of any window remains in the given range (L;U ).
The Min-Var objective, introduced in [12] , captures the "manufacturing side" of fill synthesis, which seeks the most uniform density distribution possible. The Min-Fill objective, recently proposed in [25] , models the "design side" in that it seeks to minimize the coupling capacitance and the uncertainty caused by filling. Algorithms for filling flat designs can be classified into two cate-gories: linear-programming (LP) based approaches [12] [25] , and Monte-Carlo based methods [4] [5].
B. Hierarchical Filling
Hierarchy arises in both custom and semi-custom design flows. In custom design, hierarchy is used mostly for streamlining the management and the decomposition of the design problem.
In semi-custom design, hierarchy is associated more with reuse of standard cells, whose layouts include device layers and local interconnect, or IP blocks. The key observation is that hierarchical designs become difficult to verify when flattened. Hence, hierarchical filling can enable simpler and faster verification of the filled layout, since verification can still follow the structure of the original hierarchy. Hierarchical filling can also decrease data volume for standard-cell designs.
(In general, data volume is a big issue for area fill since a filling solution can consist of many millions of tiny geometries.) Thus, hierarchical fill generation is an emerging requirement for future commercial EDA tools [20] .
Our present work investigates approaches and tradeoffs inherent in filling master cells rather than just individual instances. We consider hierarchical filling as a post-processing step performed (on device layers) after placement. When router access to local interconnect (salicide) and M1 layer is strongly restricted 2 , then hierarchical filling may be performed after routing as well. Hierarchical filling entails obvious complex constraints:
When area fill is inserted into a master cell, it must satisfy density constraints in all contexts for instantiations of the master; There are many interactions or interferences at master cell boundaries and at distinct levels of the hierarchy (see Fig. 1 );
Solution quality in terms of either the Min-Var or Min-Fill objective will be worse for hierarchical solutions than flat solutions, because the former are more constrained; and
The number of constraints for LP-based hierarchical filling explodes combinatorially for the known LP-formulations, rendering unusable the linear programming techniques which have been successful for flat filling [12] [25].
The filling problem for hierarchical (standard-cell) layouts is similar to its counterpart for flat layouts, except that the hierarchical structure of master cells must be preserved, i.e., the same filling geometry is simultaneously added to all instances of the same master cell. Here, we assume that we can fill the slack (i.e., free) area of each master cell independently and uniformly.
The Hierarchical Filling Problem: Solve the Filling Problem for a given standard-cell layout so that:
filling geometries are added only to master cells; each cell of the filled layout is a filled version of the corresponding original master cell; and the increase in (hierarchical) layout data volume does not exceed a given threshold.
C. Multiple-Layer Filling
In the layout with multiple layers, each layer except the bottom one can't assume a perfectly flat starting surface. Thus, independently filling each layer optimally may not achieve an acceptable planarization for the top layers as layers are stacked during the manufacturing process.
The Multiple-Layer Filling Problem: Solve the Filling Problem for a given multiple-layer layout so that either:
(Min-Var Objective) the sum of variations in window density on each layer is minimized, or the variance of variations in window density on each layer is minimized; or (Min-Fill Objective) the number of inserted fill geometries is minimized while the density of any window remains in the given range (L k , U k ) for each layer k.
III. A UNIFIED DESCRIPTION OF LAYOUT DENSITY MODELS FOR CMP
Several models for oxide planarization via CMP are reviewed in [18] . In particular, the accurate and well accepted model of [23] is neither computationally expensive nor difficult to calibrate. In this model, the interlevel dielectric thickness z at location (x; y) is calculated as:
where K i is the blanket polish rate, z 0 is the height of oxide deposition, z 1 is the height of existing features, t is the polish time, and ρ 0 is the initial pattern density. The crucial element of the model is the determination of the effective initial pattern density ρ(x; y). In this section, we give a unified approach to two different definitions of pattern density studied in [12] and [25] , respectively. This unification will allow us to exploit the same methods for layout density control for both pattern density definitions.
The pattern density in (x; y) is a local property and therefore depends on spatial pattern density within some close range of the point (x; y). This local property may be captured by introducing (for a certain w) a w w-window W centered at (x; y), and assuming that ρ(x; y) depends only on the pattern density distribution in W .
To make the filling problem more tractable, a standard industry practice is to consider only a finite set of layout windows. Bounding the effective density in a fixed set of w w windows can incur substantial error, since other windows could still violate the density bounds. 3 A common industry practice is to enforce density bounds in r 2 overlapping fixed dissections, where r determines the "phase shift" w=r by which the dissections are offset from each other. In other words, to help control layout density in arbitrary windows, density bounds are enforced only for windows of the fixed r-dissection (see Fig. 2 ), which partitions the n n-layout into tiles T i j , then covers the layout by w w-windows W i j , i; j = 1; : : : ; nr w ? 1, such that each window W i j consists of r 2 tiles T kl , k = i; : : : ; i + r ?1, l = j; : : : ; j + r ?1. Note that windows are "wrapped around" the layout, e.g., a window that overlaps with the upper edge of the layout also contains tiles on the bottom of the layout. This is not only convenient, but also reflects the fact that layout density at the edge of one die may affect the manufacturing of the die's neighbors on the wafer. 3 The analysis in [12] bounds the error that results from considering only a finite number of windows, versus considering all possible windows. We seek to understand how the effective density depends on the spatial pattern density distribution in a window. The simplest model for ρ(x; y) is the local area feature density, i.e., the window density is simply equal to the sum:
where area(T kl ) denotes the original layout area of the tile T kl . This model is due to [12] , which solved the filling problem using linear programming.
A more accurate model considers the deformation of the polishing pad during the CMP process [7] , where the effective local density ρ(x; y) is calculated as the sum of weighted spatial pattern densities within the window, relative to an elliptical weighting function:
with experimentally determined constants c 0 , c 1 , and c 2 [25] . The discretized effective local pattern density ρ for a window W i j in the fixed-dissection regime (henceforth referred to as effective window density) is:
where the arguments of the elliptical weighting function f are the x-and y-distances of the tile T kl from the center of the window W i j .
IV. FILL SYNTHESIS FOR FLAT LAYOUTS

A. Linear Programming Approaches
The linear programming (LP) approach seeks the optimum fill area p i j to be inserted into each 
Here, ρ 0 (i; j) is the effective density of tile T i j ; L and U are the minimum and maximum tile effective densities, respectively.
We also note a variant LP for the Min-Var objective: given a target window density M (instead of an upper bound on window density), we minimize the variability budget ε:
Minimize: ε Subject to: 3 ) , where v is the number of variables in the LP). Second, an optimal solution for an r-dissection is not necessarily an optimal solution for e.g., a 2r-dissection and may also result in a high floating window density variation, (i.e., density variation over all windows, not only over the fixed-r dissection). Third, rounding is another source of errors in LP formulations: when the tile size is sufficiently small, the problem becomes an instance of integer programming, and rounding errors become crucial.
Monte-Carlo Approaches
Here we consider new approaches to the Filling Problem based on the Monte-Carlo paradigm.
Our goal is to develop a method with significantly better scaling properties than the LP formulation, without incurring a serious loss of solution quality. Our approaches can transparently handle both the spatial pattern density model as well as the effective pattern density model.
The Min-Var Monte-Carlo algorithm (see Fig. 3 ) randomly chooses a tile and increments its content (i.e., spatial/effective density) by a prescribed fill amount. The probability of choosing a particular tile T i j is referred as the priority of that tile. The iteration ends when either the sum of priorities of tiles is equal to zero, or when no tiles slack area is left.
Priorities
The Monte-Carlo methods considered in this paper randomly choose a tile and increment its contents (i.e., area density) by a prescribed fill amount. The probability of choosing a particular tile T i j defines the priority of that tile. The priority of a tile may depend on the density of the windows containing that tile, or else be independent of the window density. Note that the priority of a tile is zero if it belongs to a window which has already achieved the density upper bound U and is "locked" (see below).
We consider three different methods of computing tile fill priorities. The first method does not take into account the density of the windows containing the tile. We call this the slack priority, because it sets the priority to be equal to the slack of the tile. Intuitively, this means that we select a tile with probability proportional to its empty area, i.e., the choice of any available legal position of a fill geometry is uniform and independent. In order to take into account the density of windows we consider two more alternatives:
maximal priority of the tile T i j is proportional to U ?MaxWin(T i j ); and minimal priority of the tile T i j is proportional to U ?MinWin(T i j ),
where MaxWin(T i j ) and MinWin(T i j ) are the maximum and minimum densities over all windows containing T i j , respectively.
The intuition behind the maximal priority is to first insert fill into tiles for which the upper density U is less likely to constrain the filling. In other words, we want to insert as much fill as Output: filled layout
4. While the sum of tile priorities is positive Do possible before all tiles either exhaust their slack, or belong to a window with density U. On the other hand, the minimal priority scheme ensures a preference toward tiles which belong to the most underfilled windows. Thus, each such insertion of a filling geometry increases the current minimum window density with higher probability. The Monte-Carlo algorithm with this minimal priority scheme can be viewed as a randomized greedy algorithm for solving the linear program (Equations (5)- (8)).
Select a random tile T according to priorities 6. insert in(T
We may further increase the relative probabilities of selecting tiles with relatively higher (minimal or maximal) priorities. This is easily accomplished, e.g., by raising priorities to the power of 2 or 4 before normalizing them. Raising priorities to a higher power brings the Monte Carlo algorithm even closer to the greedy algorithm (which fills tiles in a deterministic order).
Updating the Priorities
Regardless of which priority scheme is used, it is essential to update the priority of tiles which belong to locked windows (i.e., windows with density U). Thus, when newly added fill causes a window to reach its maximum allowable density, all tiles in that window should be removed from the prioritization scheme, since they cannot be assigned any more fill. We propose two heuristic schedules for updating tile priorities after each fill geometry insertion. In the context of The above discussion implies that the underlying data structures must support two distinct operations, namely, priority-based tile selection, and the efficient updating of priorities. One simple way of implementing tile selection is to (1) arrange tiles in a 1-dimensional array T i ; i = 1 : : : ; k;
(2) create a list of sums of priorities S 0 = 0; S 1 ; : : : ; S k , such that S i+1 = S i + priority(T i ); and (3) choose a random number in the range (0; S k ) which will belong to some subinterval (S i?1 ; S i ) corresponding to selection of the tile T i . Such tile selection is very fast, but unfortunately priority updating requires O(k) time on average. We recommend the quadrisection approach which recursively partitions the design into 4 quadrants and maintains the sum of priorities of all tiles in each quadrant. The runtime of our data structure is O(logk) per insertion. 4 Since heuristic schedule H2 updates priorities only once (i.e., when the window containing a tile is locked), the average insertion time will be much smaller for H2 than for H1 (see Table II ).
Filling Schedule
A third family of implementation design choices depends on how many filling geometries may be inserted into a tile per iteration. We compare two alternatives: (i) insert into a tile T i j a single 4 First, we select a random number R between 0 and the sum of all priorities. If R is greater than the priority of the first quadrant q 1 , then we set R = R ?q 1 and so on, until R < q i . We then repeat this process recursively for all sub-quadrants of q i . Finally, after at most O(logk) recursive steps, we will find the tile in which to insert fill. Priority updating can be done within the same time complexity, using a bottom-up approach.
fill geometry per iteration, or (ii) insert the maximum possible number of fill geometries which is
Greedy Approaches
A variant of the Monte-Carlo approach is the deterministic Greedy algorithm. At each step the Min-Var Greedy algorithm adds the maximum possible amount of fill into a tile with the highest priority, i.e., at each step a tile with the highest priority is locked. The performance of the Min-Var
Greedy algorithm is illustrated in Table IV . Greedy run times are slightly higher than Monte-Carlo run times, due to the necessity of finding highest-priority rather than random tiles.
B.2 Min-Fill Objective
In the presence of two objectives, a natural strategy is first to find a solution that optimizes one of the objectives (Min-Var), and then modify that solution with respect to the other objective (MinFill), hopefully without degrading the solution quality relative to the first objective. Thus, the first objective (density variation) can hopefully be traded off towards a significant improvement in the second objective (the amount of inserted fill). This strategy can be implemented with an LP-based approach as follows:
1. Solve the Min-Var LP formulation with the given upper bound U on window density; 2. Decrease the obtained minimum window density M by a given amount L = M (1 ?ε);
Solve the Min-Fill LP formulation within the interval (L;U ).
To implement the same strategy with either the Monte-Carlo or this greedy approach, we assume that the density of each window is already within the given interval (L;U ) and then solve the following:
Fill-Deletion Problem (with the Min-Fill objective): Delete as much previously inserted fill as possible, while maintaining a minimum window density of no less than L.
To solve the Fill-Deletion problem using the Monte-Carlo approach, we iteratively delete a fill geometry from a tile randomly chosen according to a certain priority. It is natural to choose this priority symmetrically to the priority in the Min-Var Monte-Carlo algorithm, i.e., proportional to
Again symmetrically, no filling geometry can be deleted from the tile T i j (i.e., T i j is locked) if and only if it either has zero priority, or else all fill previously inserted into T i j has been deleted.
Thus, the Min-Fill Monte-Carlo algorithm deletes fill geometries from unlocked tiles which are randomly chosen according to the above priority scheme (see Fig. 4 ). Similarly, the Min-Fill
Greedy algorithm iteratively deletes a filling geometry from an unlocked tile with the currently highest priority.
Min-Fill Monte-Carlo Algorithm
Input: n n filled layout, 
Iterated Monte-Carlo and Greedy Methods
Min-Var Objective: As mentioned above, both the Monte-Carlo and Greedy Algorithms are suboptimal for the Min-Var Objective, and although they are both fast in practice, the resulting minimum window density may be significantly lower than the optimum. We now propose iterated methods based on alternating the Min-Var and Min-Fill objectives (see Fig. 5 ), resulting in a monotonic narrowing of the gap between the upper window density bound U and the minimum window density L. Such iterated methods are still very fast and retain all the advantages of their non-iterated Monte-Carlo and Greedy counterparts, yet offer improved accuracy (see Table IV ). not guarantee that the total filling area will not increase, an improved solution can typically be obtained if we keep track of the best solution seen over all iterations.
Min-Fill
V. FILL SYNTHESIS FOR HIERARCHICAL LAYOUTS
Most modern designs are hierarchical, with layout representations that are substantially more succinct than flat layouts, and that hence can be analyzed and processed more efficiently. The filling problem for hierarchical (standard-cell) layouts is similar to its flat layout counterpart, except that the hierarchical structure of master cells must be preserved, i.e., the same filling geometry is simultaneously added to all instances of the same master cell. The slack area of each cell can be filled independently and uniformly, as is the case when the size of fill geometries is sufficiently small.
A. Why Not Linear Programming
The filling constraints due to hierarchical characteristics make the LP approach for hierarchical filling problem infeasible. Instead of using O(( nr w ) 2 ) variables and constraints corresponding to each tile and window in the LP formulation for the flat fill problem, we must define the variables and constraints for each window, all instances of each master cell, all feasible fill positions in each master cell, and each window. This greatly increases the number of variables and constraints (e.g., the number of grid cells is much larger than number of tiles). The LP formulation is furthermore complicated by the transformations of master cell instances and the overlaps between the instances.
Based on these considerations, the Monte-Carlo method constitutes a much more feasible approach for the hierarchical filling problem than linear programming.
B. The Monte-Carlo Method
Our proposed hierarchical filling algorithm (see Fig. 6 ) starts by computing the slack for all master cells. (Cell overlaps are possible and must be addressed carefully, as detailed below.)
We then create buffer zones around master cells to avoid overfilling the regions near master cell boundaries. Master cells are then filled in a Monte-Carlo fashion, according to a priority scheme where master cells that are more severely underfilled receive higher pri ority for filling at each iteration. This process continues until all master cells are filled past the lower bound density threshold, or until the slack in all underfilled master cells is exhausted.
C. Slack Computation for Hierarchical Layouts
For each master cell, area fill may be inserted only into the slack area of a master cell, not into its subcells. Computing the slack of a master cell proceeds by first determining the number of grid positions inside the bounding box of the master cell, while excluding all positions that overlap with either a "bloated" feature (i.e., a forbidden buffer zone around each feature) or a "bloated" subcell.
However, slack area computation is complicated by the fact that instances of master cells may overlap. Such overlaps can occur between the master cell instance and the features, or between two or more master cell instances (see Fig. 7 ). In general, overlaps may have a very complicated structure. We distinguish the following cases:
(1) The overlap between a master cell instance and a feature; Unfortunately, case (4) cannot be resolved in this manner because hierarchy cannot distinguish different instances of the same master cell. Thus, we exclude such type- (4) 
D. Hybrid Hierarchical/Flat Filling Approaches
Pure hierarchical filling may tend to result in some sparse or unfilled regions (e.g., due to overlaps between different instances of master cells and features, or due to the interactions among the "bloat" regions around master cells), which could result in an unacceptably high layout density variation. A natural and simple solution is to apply a post-processing "cleanup" phase, i.e., apply a standard flat fill algorithm to the output of the hierarchical phase. However, a purely flat fill approach, even when applied as a secondary post-processing phase, may greatly increase the resulting data volume and runtime, negating the benefits of using a hierarchical approach in the first place.
We propose a new algorithm for mitigating this drawback, by combining hierarchical filling techniques with a flat filling approach, in a way that smoothly trades off the respective efficiency and accuracy of these two approaches. In our proposed method, varying a user-controlled parameter yields a smooth tradeoff among solution quality, data volume, and runtime, as confirmed by our computational experience. Our three-phase hybrid hierarchical-flat filling approach is summarized as follows:
1. A purely hierarchical fill phase; followed by 2. A split-hierarchical phase, where certain master cells that were deemed to be underfilled in phase 1, would be replicated so that distinct copies of the same master cell may be filled differently than other copies of the same master cell; and finally, 3. A flat fill "cleanup" phase (say, Monte-Carlo based), which will fill any remaining sparse or unfilled regions that were not processed satisfactorily during the first two phases.
The overall goal with this strategy is to quickly fill as much of the layout as possible in phases 1 and 2 while keeping the fill output data volume relatively low, and then further improve and tune the resulting filled layout using a flat filling approach in phase 3 on the (presumably small number of) remaining sparse or unfilled areas.
In particular, phase 2 consists of repeatedly splitting master cells located in regions which were determined to be underfilled during phase 1, as follows. Given a top-down containment-based topological ordering of the n master cells, i.e. C 1 ; C 2 ; C 3 ; : : : ; C n?2 ; C n?1 ; C n , where a master cell C i can only contain master cell C j if and only if i < j, a master cell C i may be split into two master cells C i;1 and C i;2 and any C j containing master cell C i is then modified to point to either the copy C i;1 or C i;2 (say, randomly chosen). More generally, rather than performing only two-way splits,
we can perform k-way splits (see Fig. 8 ).
Varying the parameter k (which controls the split factor) from 1 (pure hierarchical) to an arbitrarily large number (pure flat), yields a smooth tradeoff between solution quality, data volume, and runtime. As k is increased, the solution quality asymptotically approaches that of flat fill. If the result of hierarchical filling does not satisfy the technological constraints, we then recommend foregoing the original hierarchy in favor of a more uniform filling. This can be implemented by storing in the original cell library different filled versions of each master. Such a scheme will not necessarily slow down verification, since having fixed permanent structure, they can be "pre-verified", and thus dramatically improve the uniformity of hierarchical filling without a large runtime increase.
VI. FILL SYNTHESIS FOR MULTIPLE-LAYER LAYOUT
In the model of [28] , topographic variation of each layer attenuates through subsequent CMP steps, each of which is modeled as a low-pass filter based on equations (3) and (4) 
where "ˆ" is the Fast Fourier Transform (FFT) operator,ρ 0(k) is the effective local density, z k is the step height (i.e., the height of layer k from the first layer), d k is the local density (all for layer k), and f is the weighting function. In the discussion below, we will not explicitly address the multiple-layer model. However, our linear programming and Monte-Carlo algorithms have straightforward extensions for simultaneously handling multiple layers. 
3.
For any master cell C 0 containing in the master cell C i Do
4.
For all 1 j k Do
5.
Put an arc from the master cell C i; j to C 0 6. For any master cell C which contains master cell C i Do
7.
Replace C i inside C with copy C i; j for random j, 1 j k
8.
In the hierarchy H, replace the arc (C;C i ) with (C;C i; j )
9. Output resulting new hierarchical layout By mathematical induction on the layer number k and the linearity of Fourier transforms, Equation (14) can be written as [25] :ρ
Furthermore, in order to achieve effective density at location (i; j) on layer k, each term in the summation induces a multiple circular convolution in the physical domain:
Since a multiple convolution written as a series of summations is linear in term of p i; j , all LP formulations can be easily extended to multiple layers.
A. Linear Programming Approaches for Multiple-Layer Fill
Wong et al. [25] extended the linear programming formulation to address multiple layers, with the objective of minimizing the sum of density variations over all layers.
Subject to: we address the multiple-layer fill problem using new Monte-Carlo based approaches.
For the multiple-layer fill problem where the objective is to minimize the sum of density variations over all layers, we define a tile stack as a column of tiles all having the same position on each layer [2] . We also define the density of a tile stack as the sum of densities of all the tiles in that tile stack. The Monte-Carlo algorithm (see Fig. 9 ) assumes the original maximum density to be the upper bound for each layer. It then randomly chooses a tile stack according to its priority value, selects a layer in that stack, and increments the tile's density as well as the tile stack's density by a prescribed fill amount, assuming that this insertion is permitted with respect to the overall objective.
The probability of choosing a particular tile stack T S i j is referred as the priority of that tile stack. Note that the priority of a tile stack T S i j is zero if and only if either T S i j has already achieved the density upper bound U, or the slack of T S i j is less than the prescribed fill area. Tiles with zero priority are said to be locked. Based on our computational experience with single-layer fill synthesis, the priority of a tile stack T S i j is chosen to be proportional to U-EffDen(T S i j ), where
EffDen(T S i j ) is the effective density of the tile stack T S i j .
During the algorithm's execution, after choosing which tile stack to fill next, we also need to decide into which layer the fill features should be inserted. We consider three different ways to choose the insertion layer. The first method entails choosing the bottom layer first, and then trying 
5.
While there exist an unlocked tile stack Do
6.
Choose an unlocked tile stack T S i j randomly, according to its priority 7.
Choose a layer
8.
If the deletion does not deteriorate the solution Then
9.
Delete a fill feature from the layer
Else
11.
Lock the tile stack
12.
Update the priorities of the tile stacks an upper layer if the current layer is not feasible. The second method is to select the top layer first, and then try a lower layer only if the current layer is not feasible. For these two approaches, once no layer is suitable for fill, the tile stack will be "locked" and will not be subsequently selected for any more filling. The third approach is to randomly choose one layer for fill, and then to try the upper layer or the lower layer with equal probability. Here, a tile stack is "locked" when it contains no remining slack area. Our experimental results indicate that the second method described above outperforms the other two approaches.
A variant of the Monte-Carlo approach is the deterministic Greedy algorithm. Unlike the MonteCarlo approach, at each step the Greedy algorithm adds a prescribed amount of fill into a tile with the highest priority. The experiments show that the run times of this Greedy approach are slightly higher than Monte-Carlo's, due to the necessity of finding a tile with the highest priority, rather than a random tile.
We can also implement the Iterated Monte-Carlo and Greedy methods for the multiple-layer filling problem; our approach again alternates between the Min-Var and Min-Fill objectives, resulting in a monotonic narrowing of the density variation (see Fig. 10 ). Such iterated methods are still very fast and retain all the advantages of the non-iterated Monte-Carlo and Greedy counterparts, but offer improved accuracy.
VII. IMPLEMENTATION DETAILS
Our implementation of hierarchical filling for layout density control is further enhanced with the following important practical features:
Grid slack computation. In previous academic and industry approaches, the area slack in each tile, i.e., the area available for filling, was assumed to be proportional to the total tile area minus the area of original features after the bloating of features by a certain buffer distance. However, such a calculation is quite optimistic because fill geometries have lower/upper bounds on their dimensions. That is also the reason the prescribed LP fill solution may not correspond to a legal
filling. An alternative grid slack computation entails using an underlying grid and the actual fill pattern to compute the maximum number of legal positions for fill geometries in each tile. This method of slack calculation is more precise and realistic, since it guarantees that the calculated fill amount can actually be legally inserted into the corresponding tile.
Doughnut area computation.
In shallow-trench isolation processes, so-called reverse activearea mask steps lead to a density criterion whereby only the width-d "outer ring" of a large feature contributes to the effective density. Our tool is enhanced to optionally apply such a "doughnut" area computation.
Wraparound window density analysis and synthesis. In the CMP process, the polishing pad typically polishes multiple neighboring dies simultaneously. Since all dies on a wafer are usually identical, we may assume that the rightmost tile of the layout is adjacent to the leftmost tile in the same row, and that the topmost tile is adjacent to lowest tile in the same column. In order to take this into account while performing density analysis as well as fill synthesis, the windows are thus "wrapped around" the layout so that a window overlapping with the upper (left) edge of the layout also contains tiles from the bottom (right) portion of the layout.
Different pattern types.
In order to reduce worst-case coupling capacitance to fill, we may impose a constraint dictating that the same amount of fill area should be intersected by any vertical or horizontal line. To this end, a basket-weaving pattern has been suggested in [12] .
Our implementation allows insertion of filling geometries either on a rectangular grid or in a basket-weaving manner. Our implementation can also easily support more exotic fill pattern types.
Compressed fill insertion. In practice, filling can increase the size of the output GDSII file by a large factor (sometimes by more than an order of magnitude) due to the small size of the filling geometries and the possibly large amount of empty area in the original layout. We have therefore implemented a "compressed fill" approach which greatly reduces the size of the GDSII file (via the AREF construct). The basic idea here consists of utilizing several fill patterns of increasing size, e.g., 1 filling geometry, 4 filling geometries arranged in a 2-by-2 square, 16 filling geometries arranged in a 4-by-4 square, etc. The insertion phase tries to first fit in the largest feasible fill pattern, and then gradually reduces the size of the fill pattern if it is no longer possible to insert any larger patterns. Naturally, for certain layouts with large empty areas, the file size reduction realized by this technique may even be exponential. Note that this is in itself a third form of hierarchy in our filling solution.
VIII. COMPUTATIONAL EXPERIENCE
A. Experiments on Flat Layouts
Our experiments were performed using part of a metal layer extracted from an industry standardcell layout 5 (see Table I for details 6 ). Benchmark L1 is the M2 layer from an 8,131-cell design, and Benchmark L1x4 is the same layout replicated four times in a 2x2 array to create a larger test case. Benchmark L2 is the M3 layer from a 20,577-cell layout. L2x4 is this same layout replicated four times in a 2x2 array. Table II compares the CPU runtimes and the original and resulting minimum window densities for the minimal, maximal, and slack priorities. All data provided in this paper are the average values of ten runs, and all experiments assume that U is equal to the maximum window density of 5 Our experimental testbed integrates GDSII Stream input, conversion to CIF format, and internally-developed geometric processing engines, coded in C++ under Solaris. 6 In the given coordinate system, 40 units is equivalent to 1 micron. the fastest slack priority has the lowest accuracy and the minimal priority, while the slowest slack priority has the highest accuracy. The best choice seems to be the maximal priority, which is almost as accurate as the minimal priority, but considerably faster. (8)) from [13] with two fill schedule heuristics. Our results show that the accuracy of the MonteCarlo method is very high: in all of our test cases the resulting variation is no more than 5% larger than the optimal solution obtained by the LP method. On the other hand, the Monte-Carlo method is much faster than the LP method. When the window size is small and/or the number of fixed dissections is large, the LP method becomes impractical, while our new method is still fast.
The exhaustive comparison of different tile priorities and updating schedules shows that the minimal-priority updating is the best choice for the Monte-Carlo method (see Table III ). On the other hand, the faster filling schedule, which fills a chosen tile with the maximum possible number of filling geometries, loses in terms of performance, e.g., in some cases the window density variation does not even change (see Table III ).
The runtime advantage of the Monte-Carlo methods may be leveraged to obtain more uniform filling. We apply the faster Monte-Carlo method to larger numbers of fixed dissections, resulting in filled layouts which are more uniform than those obtainable with the LP method. For instance, the LP method applied to the layout with parameters (L1/4/4) yields a filled layout with a density variation of 15% measured for r = 16 fixed dissections. On the other hand, the Monte-Carlo method with the slack priority, minimal updating, and single-geometry filling schedule applied to the same layout but for r = 16 fixed dissections, yields a filled layout with a density variation less than 14%. Moreover, the LP method requires almost two minutes of CPU time, while the Monte-Carlo method takes only 10 seconds to run. The smaller r-value corresponds to the maximal value for which the LP approach can still produce the optimal minimum window density within a reasonable run time, and the larger r-value is selected sufficiently high to demonstrate the accuracy of the suggested heuristics. The next two table columns report the maximum and minimum window densities of the original layout before filling. Table IV indicates that the iterated methods are more accurate than previous non-iterated approaches, that they are more efficient than LP-based methods, and that they yield more even filling references in the resulting GDSII output file), and the number of area fill features (i.e., the number of fill geometries in the resulting layout after flattening) for five heuristics: (1) hierarchical, (2) flat, 
B. Experiments on Hierarchical Layouts
C. Experiments on Multiple-Layer Flat Layouts
The layouts used in our multiple-layer filling experiments have either two or three layers with the same dimensions. Table VII shows the performances of the two LP formulations proposed in [25] and by us, respectively, for the different multiple-layer fill objectives. The experiments indicate that the LP formulations designed to minimize the sum of density variations across all layers can not at the same time also minimize the maximum density variation. the maximum density variation objective across all layers. The Monte-Carlo and Greedy methods yield better solutions than the LP-based approaches on these test cases within shorter run times.
IX. CONCLUSION
We developed a new Monte-Carlo approach for layout density control, and compared several criteria to decide where to insert fill geometry. The Monte-Carlo method is scalable to large designs, yet offers accuracy competitive with previously known linear programming based approaches.
We also presented a new unified approach to capturing different models of layout density control for CMP. This enables the application of Greedy and Monte-Carlo methods that simultaneously address different filling objectives for spatial and effective density definitions. Our new iterated
Greedy and Monte-Carlo methods are more accurate and practical than previous linear-program based methods. We also discuss and compare extensions of the linear programming and MonteCarlo approaches to multi-layer designs.
For hierarchical layouts, we proposed a practical approach to hierarchical fill synthesis for layout density control, which trades off runtime, solution quality, and output data volume. Our approach allows distinct copies of a master cell to be filled differently, which improves solution quality in a user-controlled manner. Our system also generates filling geometries in compressed GDSII format, which reduces the resulting fill data volume. Experiments indicate that this new hybrid hierarchical filling approach is scalable, efficient, and highly competitive with previous
Monte-Carlo and linear programming-based methods.
Ongoing research includes developing alternate pure-hierarchical filling heuristics, and developing more robust hierarchy manipulators for in-memory layout representations, in order to enable even more robust tradeoffs between solution quality and data volume. We also seek to make our fill solutions reusable, so that fill solutions can be stored in a library along with the master cells, and thus would not have to be recomputed from scratch in cases where a cell is used in a context that has different density constraints. However, the reusability methodology currently can only be applied to the master cells which neither overlap with other master cells, nor require routing over their area. One way of achieving such "unrollable" solutions is to produce and store a fill solution in a "monotone" manner, so that successively longer prefixes of a given fill solution would still constitute valid fill solutions in lower density contexts. 
