Abstract. This paper provides a detailed analysis of a primal-dual interior-point method for PDE-constrained optimization. Considered are optimal control problems with control constraints in L p . It is shown that the developed primal-dual interior-point method converges globally and locally superlinearly. Not only the easier L ∞ -setting is analyzed, but also a more involved L q -analysis, q < ∞, is presented. In L ∞ , the set of feasible controls contains interior points and the Fréchet differentiability of the perturbed optimality system can be shown. In the L q -setting, which is highly relevant for PDEconstrained optimization, these nice properties are no longer available. Nevertheless, a convergence analysis is developed using refined techniques. In particular, two-norm techniques and a smoothing step are required.
1.
Introduction. This paper is concerned with the analysis of primal-dual interior point methods for optimization problems with PDE-and pointwise inequality constraints. We assume that the problem has optimal control structure and that the inequality constraints are posed on the controls only. In contrast to state constraints, this situation allows for a rigorous analysis. Related investigations of other Newton-based algorithms were conducted in, e.g., [3, 7, 10, 11, 13, 17, 15, 16, 18, 19, 20] for comparable problem settings. For primal-dual interior point methods, although intensively investigated in finite dimensional mathematical programming, see, e.g., [6] and the references therein, only little rigorous theory is available in the function space framework of optimal control problems. Earlier investigations of modern optimization methods in function space have resulted in valuable deep understanding of algorithms for PDE constrained optimization. In particular, in all analyses, a certain problem structure is required for a successful local convergence analysis. A common theme is that an L p -setting for the inequalities is required and that a smoothing property or smoothing step must be available. Furthermore, the usual backtracking in interior point methods to keep iterates strictly positive has to be augmented by suitable projection techniques, at least if the primal-dual Newton step for the control is not in L ∞ . Finally, integrated barriers are the appropriate choice, which result in a weighting of the pointwise barriers after discretization. All of these crucial ingredients are not visible in the finite dimensional analysis. A further important benefit of an abstract analysis in function space is that it is the prerequisite for proving mesh independence results, see, e.g., [1, 2, 8] .
The purpose of this paper is to give a rigorous analysis of the global and fast local convergence of a primal-dual interior point method for PDE-constrained optimization. The analysis covers not only the (easier) L ∞ setting but also the quite involved but in practice highly relevant L q -setting, q < ∞. The crucial point is that for the analysis in the L ∞ -setting one needs that the corresponding adjoint state (i.e., the Lagrange multiplier for the state equation) is also in L ∞ , which is usually not the case for complex systems like, e.g., the Navier-Stokes equations [5, 9, 14] . One of the difficulties in the L q -setting, q < ∞, is that the set of feasible controls does not contain interior points with respect to the L q -topology. As a consequence, the barrier function is not Fréchet-differentiable in L q . This requires elaborate techniques, including a suitable scaling of the primal-dual Newton system, a two-norm approach, and a smoothing step.
The paper covers both, global and superlinear local convergence. It is organized as follows: In section 2 the considered problem class is described and it is illustrated that elliptic optimal control problems fit into this class. Then, first order optimality (KKT) conditions are derived. As a first step towards interior point methods, a barrier problem is formulated, its unique solvability is proved, and optimality conditions are stated that result in perturbed KKT conditions that form the basis for the primal dual Newton step. Section 3 presents and illustrates a functional analytic setting that is used in the rest of the paper. In section 4, properties of the central path are derived, in particular the boundedness of the dual variables in L q and the boundedness of the central path. Section 5 is devoted to the analysis of the primal-dual Newton system on a suitable neighborhood of the central path. A key result is the uniformly bounded invertibility of the suitably scaled linear operator in the primal dual Newton system on bounded subsets of the neighborhood. As a simple consequence, the norm of the inverse of the unscaled operator is uniformly bounded by O(1/ √ µ) on bounded subsets of the neighborhood. The Hölder continuity of the central path is proved in section 6. The conceptual primal-dual interior-point method is formulated in section 7. It includes a projection onto the neighborhood of the central path that replaces the usual backtracking. In section 8, the method is analyzed in the L ∞ -setting. Quadratic local convergence towards the central path and global linear convergence are proved. Finally, in section 9, the more involved analysis of the method in L q , q < ∞, is carried out. As for other approaches, an inevitable norm gap occurs that has to be closed by a smoothing step. Such a smoothing step is derived and incorporated in the algorithm. For the resulting method, global linear and local superlinear convergence is proved.
Notations. We denote the L p -norm by · p , 1 ≤ p ≤ ∞. For Banach spaces X, Y we denote by L(X, Y ) the space of bounded linear operators from X to Y equipped with the operator norm · X,Y . X * is the dual space of a Banach space X and ·, · X * ,X is the corresponding dual pairing. By leb (·) we denote the Lebesgue measure on R n . Throughout the paper equalities and inequalities between L p -functions are meant almost everywhere. If X ⊂ Y is a continuous embedding, we write I X,Y , I X,Y x = x for the embedding operator. Sometimes, if no confusion is to be expected, we save space by writing I instead of I X,Y .
Control constrained optimal control problem.
Let Ω ⊂ R n be a bounded open domain with sufficiently smooth boundary. We consider the optimal control problem with control constraints is lower semicontinuous w.r.t. sequential L ∞ -weak * convergence. REMARK 2.1. By the implicit function theorem (A1)-(A3) ensure that u ∈ D → y(u) ∈ Y and u ∈ D → J(y(u), u) are twice locally Lipschitz-continuously differentiable and in addition Lipschitz continuous on B.
For convenience we identify U * = L p (Ω) * with L p (Ω), We recall that in function spaces of distributions it is common practice to extend ·, · to the distributional dual pairing. In our examples, we typically work with the Sobolev spaces H 1 0 (Ω) and
The dual spaces with respect to the dual pairing ·, · then result in the following continuous and dense embeddings:
In this sense, we can (and will) interpret H 1 0 -functions as (nice) L 2 -functions and L 2 -functions as (nice) H −1 -functions (the latter are generalized functions). Furthermore, we will omit operators of the form
In this case, we also have 
∞ and has a weak * -convergent subsequence, which we denote again by (u k ) for simplicity, with limitū ∈ B. But by (A4) we have
and thus (y(ū),ū) solves (2.1), since (y(u k ), u k ) is a minimizing sequence.
An Example.
As a standard example we consider the following elliptic control problem
is the desired state, and α > 0 is a regularization parameter. There are at least two reasonable ways to choose the functional analytic setting. We choose p = 2, D = U and have U * = U = L 2 .
First setting.
The first setting is to consider the usual weak solution of the state equation. Here, the state space is Y = H 1 0 (Ω) and the PDE is considered in the weak form
This results in the abstract state equation
Note that, as mentioned earlier, we have omitted the embedding operator
The uniform Lipschitz constants on bounded sets for c, J and their derivatives are clear due to bounded linearity. The uniform Lipschitz continuity of J on bounded sets follows from the boundedness of J on bounded sets. Hence, (A1) is shown. (A2) follows since
∈ R is convex and continuous, hence sequentially weakly lower semicontinuous. As a consequence,Ĵ is also lower semicontinuous w.r.t. sequential L ∞ -weak * convergence.
Second setting.
From the assumptions on Ω and standard regularity results for elliptic equations it follows that the solution of the state equation enjoys more regularity, namely, y ∈Ỹ := H 1 0 ∩ H 2 (we use a "˜" to distinguish from the first setting). Hence, we can write the state equation also as follows:c
Just as before, we can calculate derivatives and verify the assumptions (A1)-(A4).
Optimality conditions.
If we define the closed convex set
and the constraint function h(y, u) := c(y, u) u then the constraint in (2.1) can be written as
Denote for (λ, z) ∈ Λ * × U * the Lagrangian function for the abstract problem
Letx = (ȳ,ū) ∈ Y × B be a local solution of (2.1). Since c y (x) is surjective by (A2), the operator
is surjective and therefore Robinson's constraint qualification [12] 
is satisfied. By standard optimality theory, see [4, Prop. 3 
with the normal cone
Hence, using the splittingz =z b −z a ,z b ,z a ≥ 0, we can write (2.2) in the following form: there existλ ∈ Λ * andz a ,z b ∈ U * such that with the Lagrangian
the first order optimality conditions hold
2.3. Barrier problem. Now consider the associated barrier-problem
it is bounded in L ∞ and has a weak * -convergent subsequence, for simplicity again denoted by (u k ), with limitū ∈ B. But by (A4) we have
Moreover, the barrier term satisfies
This shows that
Moreover, we have u n →ū in L ∞ -weak * and thus also in L 2 -weak. It remains to show that
is lower semicontinuous w.r.t. weak convergence. We consider only f a :
is convex and f a : B → R ∪ {∞} is convex, it is sufficient to show that the mapping is lower semicontinuous w.r.t. strong convergence, see Jost, Lemma 4.2.2. To this end, let B v k →v in L 2 where without restriction f a (v k ) ≤ C with a constant C > 0. We observe that
We have the estimate
For a subsequence (again denoted by (v k )) we have v k →v a.e. and thus h k →h a.e. Now the Lemma of Fatou yields thath ∈ L 1 (Ω) and
This concludes the proof that
LEMMA 2.4. Let assumptions (A1)-(A4) hold and let (ȳ,ū) be a local solution of (2.4) . Then there isλ ∈ Λ * such that 
We call the solution set (2.7) parameterized by µ > 0 central path. We will see that under appropriate assumptions the central path is actually a Hölder-continuous curve that converges for µ → 0 to a solution of (2.1).
Proof. By (A3) there exists for any u ∈ D a unique solution y = y(u) ∈ Y of c(y, u) = 0. By (A2) and the implicit function theorem the mapping u ∈ (D, · U ) → y(u) ∈ Y is continuously differentiable with
Thus the reduced objective functional u ∈ (D, · U ) →Ĵ(u) is continuously differentiable with derivativeĴ
where x = (y(u), u). Let (y(ū),ū) be the solution of (2.4). With the unique solutionλ ∈ Λ * of
We show that
We know that a <ū < b almost everywhere. The sets
are monotone increasing with
For all t ∈ (−ρ, ρ), ρ > 0 small enough, we have a + 1/(2k) ≤ū + tv k ≤ b − 1/(2k) and therefore the function
is continuously differentiable with
Since (y(ū),ū) is optimal for (2.4) andū + tv k ∈ B for t ∈ (−ρ, ρ), the function h k has a minimum at t = 0 and thus
Taking the limit k → ∞ we obtain
This holds for all v ∈ L ∞ (Ω) and by density for all v ∈ U . We deduce with (2.8) that
REMARK 2.6. For the special case of linear elliptic control problems, the previous results were shown in a different way in [11] . The control problem in [11] satisfies our assumption (A5) q below with q = ∞. In this particular case the solution of the barrier problem (2.4) lies in the interior of B, see Corollary 4.4 below, andz a ,z b are bounded in L ∞ . The analysis in [11] makes essential use of this fact.
In this paper we cover the much more general setting thatz a ,z b are only bounded in L q for some q > p. This is of essential interest to cover state equations, where the state or adjoint equation does not allow a priori estimates in L ∞ . In the latter case solutions of (2.4) can touch the boundary of B on a zero set and are thus no interior points in the classical sense. Nevertheless, we will see that also in this setting interior point methods with a projection are convergent, since -roughly speaking -the measure of the set where the solution of (2.4) has distance ≤ ε to the boundary of B tends to zero as ε 0. The analysis is considerably more involved than for the case (A5) ∞ .
3.
A function space setting. Unfortunately, it is not possible to work with soft analysis only. Rather, we need a carefully adjusted function space setting, where a typical requirement will be that a continuous (or differentiable) mapping h : X 1 → Y 1 also defines a mapping h : X 2 → Y 2 from a stronger space X 2 ⊂ X 1 to a stronger space Y 2 ⊂ Y 1 . For instance, as a trivial example, the identity mapping X 1
x → x ∈ X 1 induces the identity mapping X 2 x → x ∈ X 2 for any stronger space X 2 ⊂ X 1 .
We make the following assumptions, which are satisfied for many elliptic and parabolic optimal control problems, see [].
(A5) q There are q ∈ (p, ∞] and Banach spaces Σ ⊂ Λ * , V ⊂ Y * such that the following holds: 1. The mapping
is differentiable and its derivative is Lipschitz continuous on bounded subsets of Y × B × Σ.
The mapping
is differentiable and its derivative is Lipschitz continuous on bounded subsets of Y ×B.
The operator
is differentiable and its derivative is Lipschitz continuous on bounded subsets of Y ×B. 4. The following mappings are continuous and uniformly bounded on bounded sets:
5. The reduced gradient has the structure
where
is Lipschitz continuous on bounded sets. 6. The reduced Hessian 
is uniformly bounded on bounded subsets. 
We do not need the additional spaces V and Σ, since we just
Therefore, (A5 q ) is a direct consequence of the following observations:
is constant and thus uniformly bounded on bounded subsets.
Second setting.
Here, we choose V = L 2 , Σ =Ỹ , and verify (A5 q ) for any q ∈ (2, ∞]
The derivatives can be computed similar to the first setting. The validity of (A5 q ) follows from
Properties of the central path.
We study next the regularity of the dual variablesz a ,z b on the central path.
LEMMA 4.1. Let (A1)-(A5) q hold and let (y µ , u µ , λ µ , z a,µ , z b,µ ) be a solution of (2.7) . Then there holds λ µ ∈ Σ,
and thus with (A5) q
Proof. From the first equation in (2.7) we see that
We have
This yields on the set
On the complement M c := Ω \ M we have
and thus (u µ − a)| M c ≥ ν/3. Both cases together prove (4.1) for z a,µ . The estimate for z b,µ is obtained in the same way. Since λ µ ∈ Σ, the right hand side of (4.1) is in L q by (A5) q and thus (4.2) is obvious.
We introduce for s ∈ [1, ∞] the function spaces
equipped with the norms
will be convenient, since we will later use a pointwise orthogonal projection of these components with respect to the Euclidean inner product on R 3 . As a direct consequence of the previous lemma all solutions of the perturbed optimality conditions (2.7) are contained in a bounded set of
is Lipschitz continuous on B and therefore y µ Y = y(u µ ) Y ≤ C y with a constant C y . Now (2.7) yields
and by (A5) q the right hand side is uniformly bounded in V , since x µ lies in a bounded subset of Y × B. Finally, this implies with (A5) q that the right hand side of (4.2) is uniformly bounded. The proof is complete. If (A5) ∞ is satisfied then we can deduce immediately that solutions of the barrier problem are true interior points. In fact, we have the simple
Proof. Corollary (4.3) yields a constant C µ 0 > 0 with
Now the last two equations in (2.7) yield
REMARK 4.5. For linear elliptic control problems, which satisfy (A1)-(A5) ∞ , this result was shown in [11] , where it is used to prove the existence of solutions for (2.4). We used a different proof to cover also the more difficult case that (A5) q holds only for some q < ∞.
We show next, that the dual variables λ µ , z a,µ , z b,µ depend continuously on the primal variables y µ , u µ . LEMMA 4.6. Let (A1)-(A5) q hold and let (y µ , u µ , λ µ , z a,µ , z b,µ ) be a solution of (2.7) . Then
and for any measurable sets M, N ⊂ Ω one has
Proof. The equations for λ µ , z a,µ , and z b,µ follow directly from (2.7).
is a direct consequence of (A5) q . Finally, we know by Lemma 4.1 that z a,η , z b,η ∈ L q (Ω) for all η > 0. Now we use the formulas (4.3) with
Then be obtain on M η by (4.3)
and thus
In the same way we obtain
Finally, (4.3) yields on
and thus the difference of the second equation in (2.7) for η and µ, respectively, yields
which concludes the proof.
5. Analysis of the primal-dual Newton system. Throughout this section we assume that (A1)-(A5) q with some q > p hold. 5.1. Primal-dual Newton system. The formal application of Newton's method to the perturbed KKT-system (2.7) yields with the multiplication operators
We write this briefly as
For convenience, we will also use the abbreviations
To ensure a certain quality of the primal-dual Newton step, we will keep the iteration in the following wide neighborhood of the central path
with constants γ ∈ (0, 1), µ −∞ > 0. By Corollary 4.3 any solution of (2.7) is contained in N −∞,q (µ).
Notation. For multiplication operators S, T associated with measurable functions s, t : Ω → R we write S ≥ T if and only if s ≥ t almost everywhere. S > T , S ≤ T and S < T are defined analogously.
Regularity of the primal-dual Newton system. We will now show that under a coercitivity condition for the reduced HessianĤ and under assumptions (A1)-(A5)
Moreover, if we premultiply DF µ (w) by the scaling operator
we will show that even
we haveÛ a +Ẑ a = I,Û b +Ẑ b = I and
where we omit the arguments. For convenience, we use also the abbreviationŝ
We show first that S(w)DF µ (w) has a bounded inverse. This fact will play an essential role in this paper.
If the reduced HessianĤ(y, u, λ) in (3.1) satisfies
with a constant C > 0. The constant C can be chosen uniformly on bounded subsets of {(µ, w)
where C = C min(1,2 √ γ) with the above constant C. Proof. We consider the equation 
, where we omit the arguments. We note that by (A5) q the operator S(w)DF µ (w) on the left hand side of (
Elimination with the last two block rows and subsequently with the first and third block row yields as above withĤ(y, u, λ) in (3.1) the reduced system 
Then we obtain on I 1
Thus, the right hand side is pointwise ≤ |r u | + |r a | + |r b | + |B 1 r λ | + |B 2 r y | and the operator on the left has the form (δ|
Again, the right hand side is pointwise ≤ |r u | + |r a | + |r b | + |B 1 r λ | + |B 2 r y | and the operator on the left has the form δ|
The operator has on I 4 the form δ I 4 I + εI I 4Ĥ with δ ≥ 0.
Thus, after multiplication with D the operator on the left hand side has the form δI + DĤ with δ| I 1 ∪I 2 ∪I 3 ≥ 1/2 and δ| I 4 ≥ 0 and the right hand side is pointwise ≤ |r u | + |r a | + |r b | + |B 1 r λ | + |B 2 r y |. Moreover, we have
Let without restriction α ≤ 1/2 in (5.3). Then we have for all s ∈ L 2 (Ω) with the abbreviations
Using
and analogously
Finally,
Since s , inserting these estimates yields
This shows together with (5.6) that
where C depends only on α andĤ but not on µ.
To obtain a bound in L t -topology we multiply (5.5) by s u . By the structure ofĤ according to (A5) q this yields the pointwise estimate
and analogouslyû
.
Division of (5.8) by α 0 +û
This
(5.9)
We derive now also bounds for s y , s λ , s a , s b . We have
Next, we obtain
which yields by (A5) q
To estimate s a , s b we partition Ω into the sets
Now (5.4) yields
By the definition of the neighborhood N −∞,q (µ) we have
We conclude that
Now (5.9), (5.10), (5.11), (5.13), (5.14) yield
It is easy to check that C can be chosen uniformly on bounded subsets of {(µ, w) ∈ (0, ∞) × N −∞,q (µ)} on which (5.3) holds uniformly. Finally, the definition of the neighborhood N −∞,q (µ) yields
Therefore, the scaling matrix S(w) in (5.1) satisfies
and is invertible. Thus, DF µ (w) −1 = (S(w)DF µ (w)) −1 S(w) and
We have the following variant of Lemma 5.1 that will be useful for showing the Hölder-continuity of the central path.
LEMMA 5.2. Let the assumptions of Lemma 5.1 hold, but assume only that
with a constant C > 0. The constant C can be chosen uniformly on bounded subsets of
on which (5.3) holds uniformly. REMARK 5.3. (5.15) is weaker than (y, u, λ, z a , z a ) ∈ N −∞,q (µ), since the constraints
, and w = (y, u, λ, z a , z b ) = 1 2 (w +w) according to (5.15) . Without restriction we assume that µ 1 ≤ µ 2 then µ = min(µ 1 , µ 2 ) = µ 1 .
We modify the proof of Lemma 5.1, but consider this time the system DF µ (w)s =r =: 
(y, u, λ, z a , z a ) according to (5.15) satisfies all constraints of N −∞,q (µ) with the possible exception of the nonconvex constraints
The only point, where the latter property is used in the proof of Lemma 5.1, is (5.12) for the derivation of (5.13), (5.14). Therefore, we still obtain the estimates (5.7), (5.9), (5.10), (5.11), which yield a constant C > 0 with
We derive now bounds for s a t and s b t . Since (5.18) does not necessarily hold, we have to modify the proof of Lemma 5.1. Consider the subsets
This yields by using
and similarly
Hence, we have with
Thus, (5.12) holds on Ω instead of Ω with µ 2 instead of µ and we obtain exactly as in the proof of Lemma 5.1 the following analogs of (5.13), (5.14) on Ω
By the definition of Ω we have
We now split Ω into the sets
This yields by using (5.2)
Hence, we obtain on Ω a ∪ Ω b .
and thus by the definition of Ω r
Hence, the second line in (5.17) yields
Therefore, (5.20), (5.21) hold also on Ω r and we have shown that
Together with (5.19) we conclude that the solution of (5.17) satisfies for all t ∈ [p, q]
where C can be chosen uniformly for all µ 1 , µ 2 ∈ (0, µ 0 ] only depending on µ 0 . Since µ = min(µ 1 , µ 2 ), we obtain as at the end of the proof of Lemma 5.1
and thus by the definition of r in (5.17)
Therefore, (5.16) is proven, where the constant C can be chosen uniformly on bounded subsets of
3) holds uniformly. 6. Hölder continuity of the central path. We will now state conditions under which the central path defines a Hölder continuous curve that converges for µ 0 to a solution of (2.1). The analysis of the central path is quite obvious if (A5) q holds for q = ∞ and more involved in the case q < ∞. This is caused by the fact that
is only differentiable in the case q = ∞. Otherwise we have to weaken the image space to achieve differentiability. More precisely we have the following result. LEMMA 6.1. Let Z be an open bounded set in L ∞ . Then for any p < q ≤ ∞ the mapping
is continuously differentiable and
Proof. The proof is already obvious from the statement of the lemma, where Hölders inequality was used.
We consider now first the case that q = ∞. 
with a constant C > 0 and is thus Hölder-continuous with index 1/2. More precisely, we have with
Moreover,w = lim µ 0 w(µ) exists in W ∞ ,w ∈ W ∞ satisfies the KKT-conditions (2.7) and (ȳ,ū) is global solution of (2.1).
Proof. Then the barrier problem (2.4) has the strictly convex reduced objective function u → J µ (y(u), u), and thus the solution (ȳ,ū) = (y(ū),ū) provided by Proposition 2.3 is the unique solution of (2.4). Now alsoλ,z a ,z b are uniquely determined by the first and the last two equations in (2.7). Thus, together with Corollary 4.3 the central path µ ∈ (0, ∞) → w(µ) ∈ W ∞ is well defined and bounded on bounded subsets (0, µ 0 ].
The mapping
is by (A1)-(A5) ∞ and by Lemma 6.1 continuously differentiable. For µ > 0 the primal-dual central path µ → w(µ) := (y, u, λ, z a , z b )(µ) given by (2.7) is the unique solution of
has by Lemma 5.1 a bounded inverse. Thus, the implicit function theorem shows that µ → w(µ) is continuously differentiable and that the derivative w.r.t. µ satisfies
For fixed µ 0 > 0 Lemma 5.1 yields a constant C > 0 with
Hence, we conclude that
But this gives for all
Thus, we have shown that w(·) ∈ C 1/2 ((0, µ 0 ]; W ∞ ) for any µ 0 > 0. Hence, the central path is Hölder-continuous in W ∞ and admits a continuation until µ = 0, i.e.,w = lim µ 0 w(µ) exists in W ∞ . By continuity,w satisfies F 0 (w) = 0, which are just the KKT-conditions (2.3). Consequently, (ȳ,ū) is a global solution of (2.1), since the reduced objective functional and B are convex.
For the general case we use the following auxiliary result. .7) is well defined.
If for µ 0 > 0 the reduced Hessian satisfies
As we have already observed, (A1)-(A4) imply that the reduced objective functional is twice continuously differentiable. Since the barrier terms are convex and J µ (y(u µ ), u µ ) = 0, we have
with u(τ ) = u µ + τ (u η − u µ ) and appropriate τ ∈ [0, 1]. This yields
and thus in all L s , s < ∞ by interpolation with the uniform L ∞ -bound. Now Lemma 4.6 yields
LEMMA 6.4. Let the assumptions of Lemma 6.3 hold. Then the central path
with a constant C > 0 and is thus Hölder-continuous with index 1/2 in all spaces
More precisely, we have with L = 2C
the KKT-conditions (2.7) and (ȳ,ū) is global solution of (2.1).
Proof. By assumptions (A1), (A5 q ) the first three components of the mapping
are continuously differentiable. Moreover, we have
Therefore, we obtain with
For |η − µ| ≤ ε, ε > 0 small enough we have with the remainder term in (6.5) clearly
for all |η − µ| ≤ ε. We conclude with (6.5) that
This shows (6.3) and the Hölder continuity with index 1/2 follows immediately. By writing the integral
C √ µ dµ as a limit of Riemann sums and by using (6.3), we see that again
The fact thatw = lim µ 0 w(µ) exists in W q , satisfies (2.3) and is global solution of (2.1) follows now exactly as at the end of the proof of Lemma 6.2.
A primal-dual interior point method.
Let (A1)-(A5) q hold. The previous considerations show that for w ∈ N −∞,q (µ) the solution s of the primal-dual Newton system
is only contained in W q . Therefore, in the case q < ∞ we cannot ensure w + αs ∈ N −∞,q (µ) by choosing an appropriate stepsize α ∈ (0, 1]. Instead, we use in addition a projection onto the neighborhood N −∞,q (µ). DEFINITION 7.1. We denote by P µ a projection onto N −∞,q (µ) in W q , i.e.
If more than one projection point exists, P µ selects one of them. Obviously, P µ (y, u, λ, z a , z b ) = (y, * , λ, * , * ),
i.e. P µ does not change the y-and λ-component. Furthermore, the projection does not depend on q, since it reduces to a pointwise projection in R 3 with respect to the Euclidean norm of the (u, z a , z b )-part. REMARK 7.2. The form of our neighborhood N −∞,q allows an easy computation of the projection P µ . In fact, for almost all ξ ∈ Ω we have to project the point (u(ξ), z a (ξ), z b (ξ)) ∈ R 3 onto the set
The first set is convex and it is easy to compute the projection onto it. The second set is the union of two cuboids of infinite length and again it is easy to project onto them. Moreover, if a point is not contained in the first set, one has only to project it onto it. Otherwise, if it is not contained in the second set, it is sufficient to project onto it.
We show now that P µ has a Lipschitz constant ≤ 2. LEMMA 7.3. Let (A5) q hold and let w µ = (y µ , u µ , λ µ , z a,µ , z b,µ ) ∈ W q be a point on the central path. Then we have
Proof. Since w µ ∈ N −∞,q (µ), we have
Hence,
We consider now the following conceptual algorithm.
Algorithm PDPF: Projected Primal-Dual Interior-Point Method.
1. Choose ν ∈ (0, 1), C 0 > 0, 0 < σ min < 1 and µ 0 > 0. Select the constants γ ∈ (0, 1) and µ −∞ > µ 0 for the neighborhood and choose w 0 := (y 0 , u 0 , λ 0 , z a,0 , z b,0 ) ∈ N −∞,q (µ 0 ) such that
Setμ 0 = µ 0 and k = 0.
Solve the Newton-System
and choose the maximal stepsize α k ∈ 2 −j , j ∈ N 0 , such that
Else set µ k+1 = µ k 4. Set k := k + 1 and goto 2. REMARK 7.4. This is only an exemplary globalization mechanism and is not the topic of this paper. We will see that under assumptions (A1)-(A5) ∞ it accepts the choice α k = 1 and σ k = σ min if σ min is close enough to 1 and if w 0 is close enough to the central path.
We will analyze Algorithm PDPF under assumption (A5) ∞ . If merely (A5) q for q < ∞ holds, we will have to modify the algorithm by introducing a smoothing step, see Algorithm PDPFS in section 9. Appropriate implementations of Algorithm PDPFS will even yield superlinear convergence.
For q < ∞ the norm in Algorithms PDPF and PDPFS for measuring the residual is weaker than · W q . This is to ensure that it depends locally Lipschitz continuously on w ∈ W q . One can show that
8. Global linear convergence for the L ∞ -setting. We assume throughout this section that the assumptions (A1)-(A4) and (A5) ∞ hold.
Quadratic local convergence towards the central path.
We show first that the primaldual iteration
yields quadratic local convergence towards the central path. 
Then there exists a constant C > 0 such that for any 0 < µ ≤ µ 0 and for any w ∈ N −∞,∞ (µ) with w − w(µ) ∞ ≤ ρ 0 the solution w + of the primal dual Newton step (8.1) satisfies
For the projected iterate P µ (w + ) ∈ N −∞,∞ (µ) the estimate holds
and thus the projected iteration converges locally with quadratic rate. Proof. We know by Corollary 4.3 that w(µ) is uniformly bounded in W ∞ for all µ ∈ (0, µ 0 ].
Hence, all µ, w in (8.2) are contained in a bounded subset of {(µ, w) ∈ (0, ∞) × N −∞,∞ (µ)} and Lemma 5.1 yields a constant C > 0 with
Since the first three components of F µ : W ∞ → W ∞ are by (A1), (A5) q Lipschitz continuously differentiable on bounded subsets, this gives
where with a Lipschitz constant L > 0
This yields
Finally, the estimate for P µ (w + ) follows from Lemma 7.3.
Global linear convergence of the interior point method.
The previous result yields linear convergence for a short step method. 
Assume that (A1)-(A4) and (A5) ∞ hold and that
Then there are constantsρ ∈ (0, ρ 0 ] andσ min ∈ (0, 1) such that Algorithm PFPF has the following convergence property:
For any starting point w ∈ N −∞,∞ (µ 0 ) with w − w(µ 0 ) W ∞ ≤ρ, Algorithm PDPF with σ min ∈ (σ min , 1) chooses
and generates a sequence with
with constants C, L > 0. Here,w = lim µ 0 w(µ) is the solution of (2.1).
Proof. Consider an arbitrary µ ∈ (0, µ 0 ]. Then there exists by Lemma 8.1 a constant C > 0 such that for any w ∈ N −∞,∞ (µ) with w − w(µ) W ∞ ≤ ρ 0 the estimate holds
where w + is the result of the primal-dual Newton step (8.1).
Then for any w ∈ N −∞,∞ (µ) with
we have
Moreover, we have with the Hölder constant L of the central path in (6.1) for 0 < σ < 1
Therefore, we can ensure that the new iterate satisfies
Since τ ∈ (0, 1), this holds for σ ∈ (0, 1) sufficiently close to 1, more precisely for
Thus we obtain by induction: Ifρ is chosen according to (8.7) andσ min is given by (8.10) then Algorithm PDPF with σ min ∈ [σ min , 1) and with the fixed choices α k = 1 and µ k+1 = σ min µ k generates a sequence w k+1 = P µ k (w k + s k ) with (see (8.9)) (8.11)
With the solutionw = lim µ 0 w(µ) of (2.1) we have by (8.11) in addition
This proves (8.4), (8.5), (8.6).
We still have to show that after a possible reduction of ρ > 0 the globalization strategy of Algorithm PDPF admits the choice α k = 1 and µ k+1 = σ min µ k . To this purpose we observe that Algorithm PDPF chooses α k = 1, σ k = σ min , and µ k+1 = σ min µ k if (8.13)
and if (8.14)
with some Lipschitz constant L F . Hence, possibly after reducing τ > 0 (and thusρ > 0), (8.13) follows from (8.8) and (8.14) follows from (8.9).
Global linear and superlinear local convergence for the general L
q -setting. If (A5) q holds only for some p < q < ∞ the convergence analysis is more delicate. Under a strict complementarity assumption and by using an additional smoothing step we will prove global linear convergence in the general L q -setting. Moreover, we will also show that superlinear local convergence is achieved if µ k is reduced fast enough.
We refine our analysis as follows. Since under the assumptions of Lemma 5.1
with the scaling operator
we use now for the analysis of the primal-dual Newton iteration instead of (8.3) the scaled equation
Then we use a two-norm technique based on the L p − L q norm gap to estimate the right hand side. Independently of the size of µ > 0 this will yield an estimate of the form
The norm gap will then be closed be using a smoothing step. We recall that with the notationŝ
where we omit the arguments.
Refined analysis of the primal-dual Newton step.
We first prove a similar result as in Lemma 8.1 where we avoid the µ-dependent convergence factor by using a two-norm technique. We will need a strict complementarity assumption. DEFINITION 9.1. Letw = (ȳ,ū,λ,z a ,z b ) ∈ Y ×U ×Λ * ×U * ×U * satisfy the KKT-conditions (2.3) . Then strict complementarity holds atw if
where leb () is the Lebesgue measure on Ω.
We define the function
Under a strict complementarity assumption we then have
If ω(t) = O(t κ ) as t 0, we say that strong strict complementarity holds. DEFINITION 9.2. Letw = (ȳ,ū,λ,z a ,z b ) ∈ Y ×U ×Λ * ×U * ×U * satisfy the KKT-conditions (2.3) . Then strong strict complementarity holds atw if there exist constants C c > 0, κ > 0 such that
We start with the following technical result. LEMMA 9.3. Let the assumptions of Lemma 6.4 hold and letw = lim µ 0 w(µ) be the solution of (2.3) . Define the function
Then there exists a constant C > 0 with
with ω according to (9.2) .
This shows that ω µ (t) = 0 for t < 2 √ µ. For brevity, we set now
By Lemma 6.4 there exists a Hölder constant L > 0 with w − w(µ) W q ≤ L √ µ. This yields
We show now that for w − w(µ) W q small enough the result w + of the primal-dual Newton step satisfies w + − w(µ) W p = o( w − w(µ) W q ), where the estimate is uniform in µ ∈ (0, µ 0 ]. Thus, in contrast to Lemma 8.1 we avoid the µ-dependent convergence factor but obtain a W p − W q norm gap. This norm gap will be closed by using a smoothing step.
LEMMA 9.4. Let µ 0 > 0 and ρ 0 > 0 be fixed. Assume that (A1)-(A4) and (A5) q hold with some q ∈ (p, ∞) and that
If in additionw = lim µ 0 w(µ) satisfies strict complementarity then there exists a constant C > 0 such that for any 0 < µ ≤ µ 0 and for any w ∈ N −∞,q (µ) with w − w(µ) W q ≤ ρ 0 the solution w + of the primal dual Newton step (8.1) satisfies
Moreover, ifw satisfies strong strict complementarity (9.4) then
Proof. We know by Corollary 4.3 that w(µ) is uniformly bounded in W q for all µ ∈ (0, µ 0 ]. Thus, w − w(µ) W q ≤ ρ 0 implies w W q ≤ M for some constant M > 0. Hence, all µ, w in (8.2) are contained in a bounded subset of {(µ, w) ∈ (0, ∞) × N −∞,q (µ)} and Lemma 5.1 yields a constant C > 0 with (S(w)DF µ (w))
where S(w) is the scaling operator (5.1). We have
Since the first three components of F : W q → W p are by (A1), (A5) q Lipschitz continuously differentiable on bounded subsets, this gives
To obtain an operator with uniformly bounded inverse on the left hand side we multiply with the scaling operator S(w) in (5.1) and obtain
Therefore,
This yields (9.12)
It remains to estimate R a p + R b p . We show first that for w ∈ N −∞,q (µ)
To this end we note that (u(µ) − a)z a (µ) = µ, (u − a)z a ≥ γµ. This yields with u a , z a ≥ 0
Now we have
and on {z a (µ) ≤ √ µ} we have
The estimate for |R b | is obtained in the same way.
To estimate R a p + R b p we split Ω for an arbitrary β ∈ (0, min(1, (q − p)/p)) into the sets
We have with ω µ in (9.5)
This yields the upper bound for the measure of
Combining both cases we obtain
On the complement set J c we obtain by using that
Using Lemma 9.3 and q/q = (q − p)/p, we finally obtain constants C 2 , C 3 > 0 with
The last term has at least the order of the first term. Balancing the orders of the first and second term leads to
and results in the estimate
The same estimate is valid for R b p . Inserting this in (9.12) yields (9.7). If in addition strong strict complementarity (9.4) holds, i.e., ω(t) ≤ C c t κ , then the middle term has order O( w − w(µ)
) and balancing with the first term gives
Inserting this choice of β leads to the asserted estimate (9.9). We see that a norm gap occurs in the estimates (9.7), (9.9). To close the norm gap we will use a smoothing step.
Smoothing steps.
We construct now an operator
to close the norm gap in (9.7). Let (A1)-(A5) q and the assumptions of Lemma 6.4 hold. Then w(µ) is the unique solution of (2.7) and satisfies with the notations of (A5) q , 5. in particular
where β ∈ C 1 (R), β ≥ α 0 > 0 and wherê
is by (A5) q , 5. well defined and Lipschitz on bounded sets. Since the mappings
satisfy β µ;ξ ≥ α 0 > 0 and β µ;ξ ((a(ξ), b(ξ) )) = R, the inverse mappings β −1 µ;ξ : R → (a(ξ), b(ξ)) exist and are Lipschitz continuous with Lipschitz constant ≤ 1/α 0 . Thus, also the mapping
and we have
Thus, given any w ∈ W q the "smoothed" control (9.14)
with a Lipschitz constant L g ofĝ s according to (A5) q , 5.. Smoothing of the z a , z b -components can now be obtained by using the identities
In fact, after computing u + we choose z a,+ , z b,+ according to
We will see that this leads in fact to an operator that has the smoothing property (9.13). DEFINITION 9.5. The smoothing operator Q µ : W p → W q is defined by
with u + according to (9.14) and z a,+ , z b,+ according to (9.17) , whereĝ s = (y, u, λ) = J u (y, u) − β(u) + c u (y, u) * λ according to (A5) q , 5. THEOREM 9.6. Let the assumptions of Lemma 6.3 hold. Then for any µ 0 > 0, ρ 0 > 0 there is a constant L S > 0 such that the smoothing operator Q µ : W p → W q of Definition 9.5 is well defined and satisfies
and thus Q µ (w) ∈ N −∞,q (µ). Proof. We have already shown that (9.15) holds, where L g is the Lipschitz constant ofĝ s on the bounded set of all w ∈ W p considered in (9.18). Moreover, we have by (9.17) and the choice (9.14) of u + (9.19)
On the other hand
Now consider the following partition of Ω
Then be obtain on Ω a by (9.17) and (9.20)
Completely similar we obtain on Ω b by (9.17) and (9.20)
Finally, (9.17), (9.16) yield on Ω a
and thus the difference of (9.19), (9.20) yields
Analogously we obtain on Ω b
Taking all together, we have shown that
Hence, (9.15) yields
Together with (9.15), (9.18) is proven. The last statement is obvious by the definition of Q µ . If we replace the projection P µ in Lemma 9.4 by the smoothing operator Q µ (which yields a point in the neighborhood) then we obtain directly the following corollary. Note that no norm gap appears in (9.21) and (9.22).
9.3.
A modified interior point method with smoothing step. We consider now the following modification of Algorithm PDPF.
Algorithm PDPFS: Projected Primal-Dual Interior-Point Method with Smoothing.
Choose j max ∈ N 0 . Setμ 0 = µ 0 and k = 0.
Solve the Newton-System
Choose -if possible -the maximal stepsize α k ∈ 1, 2 −1 , . . . , 2 −j max such that
and set w k+1 = Q µ k (w k + α k s k ) andμ k+1 = (1 − ν(1 − 3 √ σ k )α k ) 3μ k . Otherwise choose the maximal stepsize α k ∈ 2 −j , j ∈ N 0 , such that
and set
then choose σ min,k ∈ (0, 1) and choose the smallest σ k ∈ [σ min,k , 1) with
and set µ k+1 = σ k µ k ,μ k+1 = µ k . Else set µ k+1 = µ k 4. Set k := k + 1 and goto 2.
We are now in the position to prove global linear and local superlinear convergence of algorithm PDPFS. with η > 0 according to (9.10) and the choice σ min,k = O(σ min,k ) yields R-superlinear convergence with rate 1 + η.
Proof. Consider an arbitrary µ ∈ (0, µ 0 ]. Then there exists by Corollary 9.7 a constant C > 0 such that for any w ∈ N −∞,q (µ) with w − w(µ) W q ≤ ρ 0 the estimate holds Q µ (w + ) − w(µ) W q ≤ ψ( w + − w(µ) W q ) w + − w(µ) W q with ψ(t) = 2L S C(ω(4t ηq ) 1/q + t η )
and η > 0, q according to (9.8) , where w + is the result of the primal-dual Newton step (8.1).
Choose τ > 0 such that
and set (9.26)ρ = min(τ, 2L
with the Hölder constant L of the central path. Assume -which we will show later -that Algorithm PDPFS uses the iterates (9.27)
where σ k satisfies (9.28) σ k ≥σ min,k :=
We note that 0 <σ min,k < 1, more precisely,
We show next that the choice (9.28) yields
√ µ k−1 ), (9.30) where we set µ −1 = µ 0 . In fact, this is true for k = 0 if w 0 − w(µ 0 ) W q ≤ρ. Moreover, to proceed by induction we observe that
We consider now three cases. Case 1: τ < 2L √ µ k . Then we obtain by using (9.28)
Case 2: 2L √ µ k ≤ τ < 2L √ µ k−1 . Then (9.28) yields µ k ≥ 4ψ(τ ) 2 µ k−1 and thus
Case 3: 2L √ µ k−1 ≤ τ . Then (9.28) yields µ k ≥ 4ψ(2L √ µ k−1 ) 2 µ k−1 and thus
Hence, in all three cases (9.29), (9.30) hold.
We still have to show that after a possible reduction of τ > 0 Algorithm PDPFS actually generates w k , µ k satisfying (9.27), as long as σ k satisfies (9.28). To this end we observe that Algorithm PDPFS chooses
and if (9.32)
But the operators
2 are obviously Lipschitz-continuous on the bounded set w ∈ N −∞,q (µ) : w − w(µ) W q ≤ ρ, 0 < µ ≤ µ 0 with some Lipschitz constant L F . Hence, (9.27), (9.30) yield
which implies (9.31) for τ > 0 small enough. Then also (9.32) holds, since by (9.27), (9.29)
