In this paper we provide a fast, numerically stable algorithm to determine when two given polynomials a and b are relatively prime and remain relatively prime even after small perturbations of their coe cients. Such a problem is important in many applications where input data is only available up to a certain precision.
of degree m and n, respectively. In applications, the coe cients of a and b will only be known up to a certain precision. Thus in order to decide whether a and b are \numerically coprime" we have to determine (lower bounds of) the quantity (a; b) := inffjj(a ? a ; b ? b )jj : (a ; b ) have a common root, deg a m; deg b ng (1) for some norm jj jj acting on the space of (matrix) polynomials (our choice of norms will be quanti ed below). In other words, we are sure that any pair of polynomials resulting from (a; b) by perturbations of order less than (a; b) will be relatively prime.
In 3, Corollary 4.4], a lower bound for (a; b) in terms of solutions of two diophantine equations has been given, namely (a; b) 1 ; := " v v u u # ; (2) where u; v; u; v are polynomials solving the diophantine equations a v + b u = 1; deg u < m; deg v < n; (3) a v + b u = z m+n?1 ; deg u < m; deg v < n: (4) Equations (3) and (4) are equivalent to determining the rst and last columns of the inverse of S(a; b), the Sylvester matrix of a and b. It is shown in 3, Corollary 4.4] that this is a sharper bound for coprimeness than those obtained from the smallest singular value of S(a; b), the current measure for coprimeness used in 11, 12] . However, it still remains to actually compute the polynomials u; v; u; v.
In the case of exact arithmetic, equations (3) and (4) are typically solved using a Euclidean-like PRS algorithm 13]. However, it is known that Euclid's algorithm cannot be applied directly in the case of numeric polynomials without encountering numerical stability (see Example 2.1 in Section 2). In order to ensure numerical stability one can set up a linear system and use Gaussian elimination or QR factorization to obtain a solution to our diophantine equations. However such techniques do not take advantage of the special structure of the Sylvester coe cient matrix for such linear systems.
In this paper we present an algorithm for computing the coprime parameter . The method, an extension of the Cabay{Meleshko algorithm for Pad e approximation 7], can be viewed as a lookahead Euclidean algorithm which \jumps" over remainders that are in some sense ill-conditioned. The algorithm determines when a remainder is ill-conditioned by estimating (in terms of easily produced quantities) the condition number of the corresponding linear problem.
Our algorithm typically has complexity O((m + n) 2 ), in comparison with the O((m + n) 3 ) complexity of Gaussian elimination or QR factorization. We prove that our algorithm is weakly stable and so produces correct answers for our numerical problem. The low complexity and numerical correctness of our algorithm means that our coprimeness test may always be applied before starting the (sometimes quite expensive) computation of a numerical GCD, providing a reliable lower bound for (a; b) even in nite precision arithmetic.
The problem of computing a numerical GCD has been considered by a number of authors { for a summary see for instance 11, Section 2.3] or 12, Section 5] and the references cited therein. Sch onhage formulated the task of computing a Quasi{GCD 18] . His algorithm 18, Section 3] is fast and probably numerically quite stable since the technique of pivoting is applied. However, for the conclusions of 18] it is required that the coe cients of a; b are available to an arbitrarily high precision.
A correct mathematical de nition for an approximate GCD with precision was given by Karmarkar and Lakshman 15], together with a discussion of optimization methods for solving this problem. Such an approach is certainly numerically stable but quite expensive (the authors establish polynomial complexity). Before that Corless et al. 11] emphasized the role of the singular values of the underlying Sylvester matrix for determining the degree of an approximate GCD. A further account of this question is given by Emiris et al. 12] who also considered singular values of submatrices of a Sylvester matrix. There are numerically stable methods for computing the SVD, each however having a complexity of O((m + n) 3 ) since they do not take into account the special structure of a Sylvester matrix.
For methods based on rst determining the degree of an approximate GCD and then the GCD itself, there remains the problem of actually computing this quantity. Rather than expensive optimization techniques, many authors 11, 12, 17] propose Euclidean-like PRS algorithms. However these methods do not take into account the problem of numerical stability which, even for perturbations much larger than the machine precision, should be a serious concern (see Example 2.1 below). In Appendix B we describe cases where our algorithm even determines a numerical GCD in a numerical correct way, con rming partially an open conjecture of Cabay and Meleshko 16] .
The remainder of the paper is organized as follows. In Section 2 we give an example showing that Euclid's algorithm has important drawbacks in nite precision arithmetic. We then introduce the concept of unimodular reductions, and show their use for solving (3) and (4) . In Section 3 we describe the algorithm COPRIME for computing these quantities in a numerically stable manner. We give an interpretation of our look{ahead strategy in terms of the condition number of Trudi submatrices, showing again why Euclid's algorithm may fail in a numerical setting. A brief proof of stability of the algorithm is presented in Section 4, where we extend ideas of Cabay and others 1, 7, 9] . In Section 5 we report on numerical experiments with our algorithm while Section 6 gives a summary along with topics for future research. We also include, in Appendix A precise lower and upper bounds for the condition number of Trudi matrices in terms of quantities computed by COPRIME and discuss, in Appendix B, the computation of numerical GCD's by our numerically stable method.
Notation: Following 3] , for the remainder of this paper we make use of the following notation for polynomials, vectors and their respective norms. For c 2 C z], c(z) = c 0 + :: + c n z n we set c = (c 0 ; ::; c n ) T as the vector of coe cients. A norm for C z] is given by jjcjj = jjcjj 1 = X j jc j j; the classical H older vector norm. This de nition canonically extends to Laurent polynomials (with possibly negative powers of z). Our norm for C z] r s , the space of r s matrices of polynomials will be jj(c j;k )jj = jj(jjc j;k jj)jj 1 = max k X j jjc j;k jj:
Thus for example, jj(a; b)jj = maxfjjajj; jjbjjg = maxf P ja j j; P jb j jg. This choice of norms is motivated by the property jjc djj jjcjj jjdjj being valid for any scalar or matrix polynomials c; d of suitable size (which is important for establishing (2)).
Unimodular Reduction
The aim of this and the following section is to describe how to compute solutions of equations (3) and (4) (i.e., the rst and the last column of the inverse of the Sylvester matrix) and thus the quantity of (2) in an e cient, numerically correct way. We suppose for convenience 2 that deg a = m > deg b = n. Furthermore, we may suppose without loss of generality that the input polynomials are scaled with 1=2 jj(a; b)jj 1. 2 In the case deg a < deg b we may interchange a and b. The case deg a = deg b is excluded in order to simplify later considerations. However, here one may subtract a scalar multiple of a from b in order to have a degree reduction, with the multiplier being of modulus less than or equal to 1. The corresponding cofactors of the original polynomials a; b are obtained from those of the new ones by a simple transformation, and the errors induced by these oating point operations can be easily bounded.
According to the particular structure of the Sylvester matrix, there exist a number of fast (O(m   2   ) ) and superfast (O(m log 2 m)) inversion algorithms. There are also corresponding algorithms that have generalizations for use on a vector processor (for a summary, see, e.g., 4]). However, there seem to be only two fast methods where numerical stability has been established, both of them actually being weakly stable. Weak stability means (using the classi cation of Bunch 6 ] modi ed by Bojanczyk et al. 5] ) that we compute a numerical solution with small residual { a property which will be su cient for our purposes. A rst possibility may be to apply the fast QR decomposition algorithm of Bojanczyk, Brent and de Hoog 5] . This method was originally proposed for solving Toeplitz systems of equations, but should equally be applicable in the more general case of Sylvester matrices.
In the present paper, we prefer to take advantage of the fact that the cofactor equation (3) is mathematically equivalent to determining some Pad e approximant v=u to the function ?b=a (at in nity). This allows us to use the Cabay-Meleshko algorithm 7], the rst fast numerically stable algorithm for computing Pad e approximants (at zero). In our context, we will need some modi cations since from a numerical point of view it seems to be numerically sensitive to explicitly form the power series expansion of ?b=a. Note that (3) may be understood as a Hermite{Pad e approximation problem (at in nity) of the two functions a; b. Generalizing 7] , a weakly stable method for Hermite{Pad e approximation has been given in 9] (see also 8, 10, 16] ). However, for the proof of weak stability given in 9] it is necessary to assume that the coe cients in the power series expansion of 1=a at in nity do not become very large, which for our setting is an undesirable strong restriction. Therefore we prefer to compute simultaneously so{called associated vectors which allows us to monitor the quantity `( a; b) (used already in 3] and de ned in (15) below) and on the other hand enables us to solve at the same time for the cofactors in (4). It will also be appropriate to replace the variable z by 1=z in the algorithm NPADE of Cabay and Meleshko. This minor modi cation, discussed already in 1], allows one to understand the main recurrence of NPADE as a transformation of the ideal generated by the polynomials a; b. In addition, it illustrates the connections to classical methods for computing GCD's.
Euclid's algorithm consists of determining a nite sequence of polynomials r ?1 = a; r 0 = b; r 1 ; : : :; r`? 1 ; r`6 = 0; r`+ 1 = 0 referred to as remainders, with r`being the GCD of a; b. However, as already mentioned in 18, Section 3], it is not possible to create a correct numeric version of Euclid's algorithm by the naive method of doing polynomial divisions followed by converting all coe cients below a certain threshold into 0, even if we are willing to do our computations in higher precision. Table 1 ). However, should be just above the threshold then the next division step will introduce signi cant numerical errors making subsequent results meaningless.
To make this statement more precise, let us adapt the following model (which is close to the one adapted in the procedure quo/float of the computer algebra system MAPLE): before constructing the quotient or the remainder in an individual step, we check for each polynomial whether the modulus of a coe cient is smaller than a threshold parameter times the modulus of the largest coe cient of the polynomial. Such coe cients will be replaced by zero. We will also assume that the computation of the quotients and the remainders is done in higher precision, and therefore further errors due to oating point operations may be neglected. Table 1 : Euclid's algorithm may fail for numerical data, see Example 2.1.
In Table 1 we display the results obtained for three di erent threshold parameters, namely between d?1 and d for d = 1; 2; 3. In fact, as claimed above, we have no problem detecting the correct GCD for d = 1. In the second part (d = 2), we stopped the algorithm because the remainder r 3 does not have a degree less than that of r 2 . If we suspect the leading coe cient to be zero, then also the other coe cients which are of the same magnitude would be zero. In other words, the correct GCD would be r 2 which seems to be of degree 1. Thus the answer furnished by Euclid's algorithm has no signi cance. Finally, in the case d = 3 we meet a similar problem. Here one of the terms in r 3 has a di erent magnitude. In this case we would get the right answer if we are allowed to switch the threshold parameter in the algorithm, an idea that seems to be quite sensitive numerically.
We will see later in Remark 3.1 that this failure of Euclid's algorithm may be explained by the fact that a certain Trudi submatrix is severely ill{conditioned. 
From a numerical standpoint it is better to consider the more general recursions de ned by equations (5) and (6), rather than the less exible Euclidean algorithm.
For the remainder of this paper we will refer to matrices U with det U 6 = 0 verifying (5) and (6) as unimodular reductions (UR) of order k, and say that (ã;b) is obtained from (a; b) by an unimodular reduction of order k. The matrix U will be called scaled UR if, in addition, both columns have a norm between 1=2 and 1. We will also need a so{called associated vector of order k verifying
The signi cance of these quantities becomes clear from the following lemma. (d) With the notation of part (c), solutions of (3) and (4) This shows the rst equivalence of part (c), and the second one follows from the observation that associated vectors of order m are solutions of (4). In order to prove (d), notice that a UR U (m) of order m necessarily is obtained by multiplying the columns of the above matrix U with some scalars (in particular the rst one withã(0)). Therefore estimate (7) is just a reformulating of (2) . Finally, for a proof of part (e) one uses the scaling conditions for U (m) and (a; b). We omit the details. 2 3 The algorithm COPRIME We see from Lemma 2.2(d) that we obtain the solutions of (3) and (4) and thus a lower bound for (a; b) by determining an (exact) scaled UR of order m together with its (exact) associated vector. However, using nite precision arithmetic we instead obtain numerical counterparts of these quantities. We will show in Theorem 4.3(c) below that a statement similar to (7) holds as well.
Following Cabay and Meleshko 7] , a (numerical) scaled UR of order m will be determined by recurrence in terms of (numerical) scaled UR's of lower order. From the considerations below it follows that a similar procedure may be applied for determining the (numerical) associated vectors. 
The transition factor U (k;k+s) is a 2 2 matrix polynomial computed by constructing a (numerical) UR of order s of (a with polynomial components having degrees bounded by s ? 1 is chosen in order to satisfy the constraints for U (k+s) to be an associated vector of order k + s. Namely , U (k+s) . Let us also mention in this context that we will obtain numerical quantities satisfying the \correct" degree constraints (on an element basis)
For an error analysis it is important that the quantities involved in the \small" systems of equations (13) , that is, some of the coe cients of (a (k) ; b (k) ; c (k) ), are computed with help of (9) only at the moment where they are required. This is in contrast to Euclid's algorithm, where one updates the remainders (a (k) ; b (k) ) by (12) . Therefore we compute explicitly the transformation matrices U (k) , as done also, for example, in the extended Euclidean algorithm.
From the above description it becomes clear that the choice of the stepsize s is important. In fact, a small s in each step leads to an overhead of O(m 2 ) arithmetic operations, whereas for numerical reasons it may be more appropriate to choose a larger s, e.g., in order to \jump" over singular or unstable subproblems. Following 7] and its generalizations 1, 9, 16, 19], a \good" stepsize is determined by the following \look{ahead" procedure: we compute for xed k and for s = 1; 2; : : : successively U (k;k+s)
, and obtain a candidate U (k+s) by (10) . This is then scaled by multiplication on the right with a diagonal matrix containing powers of two (that is, we rescale implicitly U (k;k+s)
).
Afterwards, we check whether the quantity j det U (k+s) (0)j of our candidate is larger than a certain given threshold parameter (this threshold being connected to the desired precision of the output, see Theorem 4.2 below). 6 Equally, we check whether U (k) is su ciently small. If this is the case, then our candidate is accepted as our new accumulated transformation matrix, and we may increase k by s. Otherwise we forget about our candidate, and the \look{ahead" process is continued by increasing s by 1. We also introduce a set A f0; 1; 2; : : :; mg of indices of scaled UR accepted by our criterion.
The order of computation is schematically described in Table 2 . For further details and proofs we refer to 1, 7] . In addition, numerical experiments seem to indicate 7, 16, 19] that, for correctly scaled dense data, the case of stepsizes s larger than 3 is rather unlikely, leading in general to a total Table 2 : The algorithm COPRIME associated vectors given in Theorem A.1 below it becomes clear that our \look{ahead" strategy allows us to only encounter subproblems of type (9) with a corresponding well{conditioned matrix of coe cients S k (a; b). In contrast, in the classical Euclidean algorithm there is no freedom of choosing a stepsize s, since we only encounter \small" triangular systems. In other words, we just take the rst existing UR, though the corresponding quantity j det U(0)j might be very small. Thus it might happen that some of the unimodular reductions of the Euclidean algorithm are ill{conditioned problems. This is the fundamental problem of using the Euclidean algorithm in a numerical setting: solutions are sometimes built upon solutions of ill-conditioned subproblems making the nal answers highly inaccurate. ; S 2 (a; b) ?1 = ; and thus jjS 2 (a; b)jj = 5 and jjS 2 (a; b) ?1 jj = 2 + 8 ?1 for small > 0, showing that this Trudi submatrix is ill{conditioned. In fact, we observed in Example 2.1 that the occurrence of a remainder of degree 2 in Euclid's algorithm makes the results meaningless. In the algorithm COPRIME, we would just not accept the candidate UR of order 2 since here jjU (2) jj = 2 + 8 ?1 , and, more importantly, 1=j detU (2) (0)j 64= 2 , are too large. Such a exibility of \jumping" over unstable subproblems is not available with Euclid's algorithm. The aim of this section is to give bounds for the coe cients of the \undesired" powers (see Theorem 4.2) obtained if one forms the di erences of the left and the right hand sides of (9). We will see in Theorem 4.3 that these bounds are su ciently sharp to insure that Lemma 2.2 remains essentially valid. In particular, the output of COPRIME is correct (up to factor 2) even for nite precision arithmetic.
Our algorithm COPRIME for computing numerical scaled UR's is based on the Cabay{Meleshko algorithm 7] and its generalization 9]. However, as mentioned in the previous section, the error analysis given in 7, 9] requires an additional assumption which in our context will often not be veri ed (see, e.g., Example 5.1 below): the coe cients in the power series expansion at in nity of a(z) ?1 have to stay \small". As we will show below, instead of this restrictive assumptions it will be su cient to know that (for 1 ` m + n) there exist polynomials g a ; g b of \relatively small" norm verifying deg g a <`; deg g b <`; z n a(z)g a (z) + z m b(z)g b (z) = z m+n+`?1 + O(z m+n?1 ) z!1 : (15) Allowing only g b = 0 means that we recover the requirements on a(z) ?1 of 7, 9]. However, there may be much better choices, for example (numerical) associated vectors. Also, in the case` m we can take the solutions of the diophantine equation (4) Let be the machine precision. In order to simplify the presentation of our results, in what follows we will state our estimates in the form jgj C(j) jhj where C(j) stands for some (explicit) polynomial in j, not necessarily the same at each occurrence (in our case, all these polynomials will have a degree not exceeding 3). The coe cients of such a polynomial C depend neither on the input data a; b nor the stability parameter . This notation is useful because changes in the choice of the norm will be absorbed by a change of the polynomial C. Furthermore we require the cut operator acting on C z] by i;j (
We start by introducing residual polynomials ( ; ; ) which vanish for exact arithmetic, and should be small in norm for our numerical unimodular reductions. (9) 
De nition 4.1 De ne (as in
; (k) ) is obtained by an additive superposition of (small) local errors, and thus is controllable. 7 In order to restate their ndings in our setting, and to state a similar result for By taking into account Theorem 4.3(a) below, we see that our look{ahead criterion is just designed to insure that scaled UR's (and the associated vectors) accepted by this criterion will also be well{ behaved, at least for su ciently large . We will not quantify exactly such a choice of , since in general the estimate of Theorem 4.2 leads to a large overestimation of jj( We still require a lower bound of (a; b) in terms of the numerical U (m) and U (m) determined by the algorithm COPRIME, that is, we look for a oating point analogue of (7). This and some further properties are summarized in 
(c) Suppose that both U (m) and U (m) are well{behaved. Then the output of algorithm COPRIME is a lower bound at least for 2 (a; b).
From Theorem 4.3(c) we obtain reliable lower bounds for (a; b) provided that m 2 A. Also, from Lemma 2.2(e) we see that we may expect m 2 A if the lower bound in (2) is still larger than 8 . Thus, if our algorithm COPRIME fails to solve the diophantine equations (i.e., m 6 2 A) then this indicates that the cofactors are too large in norm, and thus the lower bound proposed in (2) is not useful. Then, in view of ( (0) ; (0) ; (0) ) = 0, we obtain ( 
We want to replace the term jjU (j 0 ;j) jj on the right hand side of (23). Consider the case j 0 > 0. 
which is also trivially true in the case j 0 = 0. A combination of (19), (23), and (24) yields the claimed bound for jj (k) jj.
In order to establish a bound for jjU , and show by recurrence on j ? i that jjU (j 0 ;j) jj 8=j det U (j 0 ) (0)j; jjU ) lie in the unit disk, we may conclude from 3, Theorem 4.1] and the above inequalities that the ratio of (a; b) and (a (k) ; b (k) ) lies approximately between 1 and 4=j detU (k) (0)j. In other words, the ideal < a (k) ; b (k) > provides as much information with regard to coprimeness as the original one if j det U (k) (0)j is not too small. 2 
Numerical Experiments
The algorithm COPRIME of Table 2 was implemented in Matlab and experiments were run in order to verify the predicted behavior. In this section we report on the results of some of these experiments. In all cases the experiments provide support for our theoretical results.
In our examples, as input data we took polynomials a and b with m = deg a > n = deg b, and with randomly chosen coe cients. Also, each time we scaled (a; b) by a power of two in order to get 1=2 jj(a; b)jj 1. The small systems of equations (13) encountered in algorithm COPRIME were solved using the LINPACK subroutines ZGEDI and ZGEFA. Also, the data of the examples below have been chosen such that algorithm COPRIME terminates successfully with m 2 A, i.e., the nal basis U (m) together with its associated vector U (m) have been accepted. In order to check the e ectiveness of our look{ahead criterion, we plotted in a rst box the 1{norm of the inverse of the Trudi submatrix S k (a; b), introduced in Appendix A, as a function of the iteration as a function of the iteration index k = m ?n; m ?n+1; : : :; m, k 2 A, for two di erent threshold parameters (in the case k 6 2 A we plotted the value of the last accepted basis, and so a horizontal section in this plot corresponds to a jump over unstable subproblems). The smaller threshold parameter (solid line) equals 10 ?5 or 10 ?6 which has to be compared with the machine precision 2 ?52 2:2 10 ?16 . In fact here we never encountered subproblems with \large" jjS k (a; b) ?1 jj 1 . We have chosen the larger threshold parameter (dotted line) such that there are no look{ahead steps (as in the usual Euclidean algorithm). Notice that the jumps for a given threshold parameter may approximately be predicted by drawing a horizontal line through the corresponding threshold value in box 1.
Example 5.1 In the rst experiment we tested for whether the jump over one slightly ill{conditioned subproblem may lead to a signi cant increase in precision. Here we have chosen m = 50; n = 45, and the Trudi submatrices have a 1{condition number less than 5 10 4 , up to the step k = 46 where we have approximately the value 2 10 5 . Algorithm COPRIME computed the quantities Notice that m (10 ?13 ) 3 10 ?4 , of order of (a; b), and thus the output of COPRIME for this choice of threshold parameter is of no signi cance. In terms of the notation introduced in Section 4, the quantities U (m) , U (m) , are accepted, but not well{behaved for the threshold parameter = 10 ?13 .
We have chosen several threshold parameters in order to show the dependence between accepted bases and size of the residual, the results are displayed in Table 3 . Clearly, each time we accept more bases we get results with poorer residual.
2
Implementations of COPRIME in Matlab and MAPLE, along with the example polynomials can be obtained via email from the authors. 
Conclusion and future research
We have considered the problem of determining when two univariate polynomials are numerically relatively prime, that is, they remain coprime even after a suitable perturbation of their coe cients.
In 3], a parameter has been given that improves previously existing measures based on singular values of Sylvester matrices. We propose in the present paper to compute this coprimeness parameter in a e cient and numerically stable way using the algorithm COPRIME, an extension of the CabayMeleshko algorithm for Pad e approximation.
Our method can be considered as a stabilized version of the Euclidean algorithm where using look{ahead techniques one steps over unstable remainders. We have illustrated with help of examples, theoretical results and numerical experiments that ill{conditioned subproblems are detected in a reliable manner by COPRIME, whereas classical implementations of Euclid's algorithm may su er in nite precision arithmetic from numerical instabilities. If the algorithm COPRIME fails to give a lower bound for (a; b), then the cofactors in the diophantine equations are too large in norm to give useful information. Further research is desirable to give an improved lower bound for (a; b) which can also be computed in a fast, numerically stable way. Let us however mention that in general the degrees of the remainders of the nal accepted basis will be relatively small in comparison to the degrees of the input polynomials. Thus here it may be appropriate to employ optimization techniques 11, 15] for these remainders in order to obtain further information on (a; b) by using inequalities as stated for example in Remark 4.4.
In case of \small" (a; b) our algorithm will not accept the nal unimodular reduction of order m { here we are faced with the problem of computing a non{trivial numerical GCD. Let us recall the following conjecture of Cabay and Meleshko 16] (slightly reformulated): The numerical defect of the Sylvester matrix (and hence the degree of the numerical GCD) is determined by m minus the order e m of the last accepted scaled UR of algorithm COPRIME. In addition, the numerical GCD is determined by the last successful unimodular reduction.
Here the key observation seems to be that quite often the quantity b 11, 12, 15] . However, an exact analysis for the computation of numerical GCD's by the algorithm COPRIME remains a subject for further research.
Theorem A.1 Let U (k) be a scaled UR of order k and U (k) be an associated vector of order k. Furthermore, de ne `( a; b) as in (15) we may obtain a candidate for the minimum in m?n+2k (a; b). The remaining last inequality follows from the observation that the coe cient vector of U (k) is the last column of S k (a; b) ?1 (and, similarly, the rst column of U (k) =lc(a (k) ) is related to the rst column of S k (a; b) ?1 From the second inequality of (28) we see that | though unlikely | it may happen that the quantity `( a; b) is large, e.g., if the zeros of both a and b are far from the unit disk. Our algorithm will detect such cases since the norm of the associated vectors will be large.
B Numerical GCD Computations with the algorithm COPRIME The aim of this appendix is to show that in some cases our algorithm COPRIME even furnishes a numerical GCD in a numerically stable and e cient manner. We start by recalling di erent concepts of numerical GCD's introduced in 11, 12, 15, 18] : Let > 0 be some parameter (usually larger than ). Following Sch onhage 18, Task It remains to be shown that the latter quantity is larger than by assumption on det U (k) (0). This inequality follows from the estimates for the norm of Trudi matrices in terms of (exact) scaled UR's as stated in (28) of Appendix A. The extension to numeric UR's is possible but quite technical { we omit the details. 2
Recall that the look{ahead criterion of algorithm COPRIME is just designed to keep the quantity jj(
; (k) )jj=j detU (k) (0)j small. Thus, after having found an accepted scaled UR U (k) by algorithm COPRIME, we may check whether the quantity jjb (k) jj=j detU (k) (0)j is smaller than a given threshold parameter , which indicates that a (k) is the corresponding Quasi{GCD with precision (and possibly also an {GCD) of the given polynomials a and b.
Theorem B.1(b) has to be compared with 12, Algorithm 2 and Proposition 13] where also a lower bound for the degree of an {GCD is derived using Euclid's algorithm with a particular stop criterion. However, their algorithm does take into account the problem of nite precision arithmetic.
Upper bounds for the degree of an {GCD have been obtained in 11] and 12, Algorithm 1] using SVD decompositions of the Sylvester matrix and of suitable submatrices. The bounds obtained from algorithm COPRIME via Theorem B.1(c) will probably be weaker, however, they are obtained in a more e cient and as well numerically stable manner.
