This paper presents a dynamic multi-swarm particle swarm optimization based on an elite learning strategy (DMS-PSO-EL). In DMS-PSO-EL, the whole evolutionary process is divided into a former stage and a later stage. The former and later stages are focus on the exploration and the exploitation, respectively. In the former stage, the entire population is divided into multiple dynamic sub-swarms and a following sub-swarm according to the particles' fitness values. In each generation, the dynamic sub-swarms evolve independently, which is beneficial for keeping population diversity, while particles in the following sub-swarm choose elites in the dynamic sub-swarms as their learning exemplars aiming to find out more promising solutions. To take full advantages of the different sub-swarms and then speed up the convergence, a randomly dynamic regrouping schedule is conducted on the entire population in each regrouping period. In the latter stage, all the particles select the historical best solution of the entire population as an exemplar aiming to enhance the exploitation ability. The comparison results among DMS-PSO-EL and other 9 wellknown algorithms on CEC2013 and CEC2017 test suites suggest that DMS-PSO-EL demonstrates superior performance for solving different types of functions. Furthermore, the sensitivity and performance of the proposed strategies in DMS-PSO-EL are also testified by a set of experiments.
I. INTRODUCTION
Motivated by the foraging behavior of bird flocking, Kennedy and Eberhart proposed particle swarm optimization (PSO) in 1995 [1] , [2] . In PSO, each particle, which can be regarded as a potential solution, adjusts its fly trajectory through acquiring helpful knowledge from itself and its learning exemplars. Although the search pattern of a single particle is quite simple, the population can display a very complex search behavior [3] . Owing to the simplicity of implementation, PSO has been successfully applied in many theoretic research and real-world applications [4] - [7] .
Although PSO has displayed favorable performance on many complicated problems, it suffers from the diversity loss and premature convergence problems, which are common phenomena in evolutionary algorithms (EAs). Thus, how to maintain the population diversity and then to enhance the exploration ability of PSO are greatly important in solving The associate editor coordinating the review of this manuscript and approving it for publication was Maurizio Tucci. complex multimodal problems. In many popular studies, various multi-swarm strategies have been verified as effective techniques in keeping population diversity in PSO [8] - [10] .
A common characteristic of the multi-swarm strategies is that multiple sub-swarms evolve independently in many specific periods. Since the information interaction is confined in a small-size swarm, the whole population has the higher population diversity, which is beneficial for the exploration. Meanwhile, to enhance the exploitation of the population, distinct information sharing and exchange techniques are proposed. For example, Cheung et al. [11] proposed a heterogeneous multi-swarm PSO (MsPSO) based on multiple sub-swarms and heterogeneous search strategies. In MsPSO, the entire population is divided into four sub-swarms, two of which are defined as basic sub-swarms for exploitation search, while the other two sub-swarms are named as an adaptive sub-swarm and an exploration sub-swarm, respectively. Besides, a survival sub-swarm adaptive PSO (SSS-APSO) was introduced [12] . SSS-APSO uses an adaptive parameter approach to evaluate the performance of each sub-swarm, VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ where the worst sub-swarm is eliminated while the best subswarm is used to generate offspring. In addition, Yang et al. [13] presented an orthogonal multi-swarm cooperative PSO (MCPSO) based on an orthogonal initialization mechanism and a novel adaptive cooperation mechanism. In MCPSO, the orthogonal initialization method is used to guarantee the uniform distribution of particles in search space, and the information interaction mechanism is used to control the searching speed based on the distance of sub-swarms. Moreover, a chaotic multi-swarm PSO using combined quartic functions (CMPSO-CQ) was presented in 2015 [14] , in which a perturbation-based chaotic is used to update a particle's position. To enhance the cooperation among sub-swarms, a dynamic multi-swarm PSO (DMS-PSO) was proposed in 2005 [15] . In DMS-PSO, the entire population is divided into multiple same-sized sub-swarms, which can be randomly regrouped in each regroup period. Hence much helpful information in a sub-swarm can be shared by other sub-swarms. Although these variations of PSO based on various multiswarm techniques have achieved promising performance verified by many experiments, the information dissemination among different sub-swarms is too sluggish for the entire population, even for the DMS-PSO.
In order to satisfy distinct requirements in different evolutionary process, we propose a dynamic multi-swarm PSO based on an elite learning strategy (DMS-PSO-EL). In DMS-PSO-EL, the entire evolutionary process is divided into two stages, i.e., the former and the latter stages, which are focus on the exploration and the exploitation, respectively. In the former stage, a population is divided into several dynamic sub-swarms and a following sub-swarm according to the fitness value rankings. These dynamic sub-swarms provide the exploration capability through dynamic regrouping strategy, while the following sub-swarm focuses on find out more favorable solutions by learning from elite particles in the dynamic sub-swarms. To share promising knowledge in each swarm, a dynamic regrouping strategy in DMS-PSO [15] is performed in each regroup period. In the latter stage, all particles in the entire population select the historical best solution as their learning exemplar, and then to enhance the exploitation ability.
The rest parts of the paper are arranged as follows. The canonical PSO and several improvements of PSO are reviewed in Section II. Section III describes the details of DMS-PSO-EL. Section IV presents the experimental verifications and comparisons using CEC2013 and CEC2017 test suites. Besides, discussions of the results are also included in this section. The conclusions are given in Section V.
II. RELATED WORK A. CANONICAL PSO
In PSO, each particle represents a solution to a particular problem while the fly process of the population can be regarded as a search process. In each generation, each particle i is described by a position vector
and a velocity vector V i = [v i,1 , v i,2 , . . . , v i,D ] to determine its flying direction, where D represents the dimensions of a problem under study. During the evolutionary process, the particle i uses its own historical optimal position PB i = [pb i,1 , pb i,2 , . . . , pb i,D ] and the best historical optimal position of the population GB = [gb 1 , gb 2 , . . . , gb D ] to adjust its flight trajectory. The searching process can be converted into the following mathematical model.
where w represents an inertia weight determining how much the previous velocity is preserved [16] ; c 1 and c 2 are two acceleration constants, which decides the relative learning weights for PB i and GB, respectively; r 1,j and r 2,j are two random numbers generated in the range [0,1];
x i,j (t) and v i,j (t), respectively, represent the position and the velocity of the ith particle on the jth dimension at iteration t.
B. VARIANTS OF PSO
During the last decades, various novel strategies have been proposed to enhance the performance of PSO. According to motivations of the strategies, PSO variants can generally be classified into three categories, i.e., parameter adjustment, topology adjustment, and hybridization strategy.
1) PARAMETER ADJUSTMENT
Parameter adjustment is a simple and effective strategy to enhance the searching capability of PSO. Considering objectives in different evolutionary stages are distinct, many researchers introduce time-varying parameters to achieve a trade-off between the exploration and the exploitation. The most ubiquitous improvement is the linear decreasing inertia weight w proposed by Shi and Eberhart [16] in 1998, which is still applied in many PSO variants. Moreover, to balance the global and local search abilities, Ratneweeraet et al. [17] introduced variable c 1 and c 2 , which decreases and increases during the evolutionary process, respectively.
Since different problems have their own characteristics and different fitness landscapes have distinct properties, PSO desires for many adaptive abilities to adjust its parameters. For instance, an adaptive PSO (APSO) proposed by Zhan et al. [18] utilizes the distribution of population states to adjust w, c 1 and c 2 . In addition, Li et al. [19] proposed an improved adaptive inertia weight PSO (AIWPSO), in which the adjustment method based on the optimal fitness value is conducive to balancing the capabilities of exploration and exploitation. The common feature of these improvements is to adjust the parameters based on useful information extracted from the population's experience rather than the iteration numbers.
2) TOPOLOGY ADJUSTMENT
Topology adjustment is widely used in various PSOs since the topology determines the speed of information dissemination among the population [20] - [23] . In general, the global PSO (GPSO) is beneficial for the exploitation while the local PSO (LPSO) is conducive to the exploration [24] . For example, Mendes et al. [25] proposed a fully informed PSO (FIPS), in which the comprehensive information of the entire neighborhood is adopted to guide each particle. In addition, a local optima topology (LOT) structure based on the comprehensive learning PSO (CLPSO-LOT) introduced by Zhang et al. [26] generates a topology structure based on the optima on each dimension. This topology structure can enlarge the particle's search space and increase the convergence speed. Furthermore, He et al. [27] proposed a novel variant of PSO with damping factor and cooperation mechanism (PSO-DFCM), in which the cooperation mechanism among the global subswarm and local sub-swarms is employed to help find global optima more quickly.
In recent years, several studies have focused on various multi-swarm techniques, which have been effectively applied in PSO community. In heterogeneous comprehensive learning PSO (HCLPSO) presented by Lynn and Suganthan citeb28, the entire population is divided into two sub-swarms, i.e., an exploration-swarm and an exploitation-swarm. Each sub-swarm is assigned to focus solely on either the exploration or the exploitation. Besides that, an ensemble particle swarm optimizer (EPSO) divides the entire population into small and large sub-swarms [29] . In EPSO, the CLPSO algorithm is employed in the small sub-swarm while an ensemble approach is assigned for the large sub-swarm, which is hybridized the inertia weight PSO, HPSO-TVAC, FDR-PSO, LIPS and gbest-guided CLPSO algorithms. Furthermore, Ye et al. [30] proposed a PSO with a dynamic learning strategy (PSO-DLS), in which all particles in the population are classified into ordinary particles and communication particles. Accordingly, different types of particles have different emphases on global and local searching abilities. Moreover, a grouping PSO (G-PSO) introduced by Zhao et al. [31] separates the population into numerous sub-swarms, in which the elite sub-swarm is used to replace the worst one, and the best solution in each sub-swarm is mutated to escape from local optima.
In addition, there are several improvements of DMS-PSO proposed in last few years. For instance, the DMS-PSO with cooperative learning strategy (DMS-PSO-CLS) is introduced in 2015 [32] , which strengthens the information interaction among different sub-swarms by sharing the information of elite particles in each sub-swarm, so as to balance the exploration and the exploitation. Furthermore, Zhao et al. merged the harmony search algorithm into each sub-swarm of the DMS-PSO (DMS-PSO-HS) [33] , which is combined the exploration ability of the DMS-PSO and the stochastic exploitation ability of the harmony search algorithm, and improved the searching ability of complicated problems.
3) HYBRIDIZATION STRATEGY
Since different evolutionary algorithms (EAs) or operators have their own distinct characteristics, hybridizing various EAs to take advantages of them is a widely accepted strategy in PSO research. For example, three genetic operators, i.e., selection operator, crossover operator, and mutation operator [34] , [35] , have been proved to be effective in balancing the exploration and the exploitation. Concretely, the selection and crossover operators are generally used to improve the exploitation ability whereas the mutation operator improves the exploration capability. In addition, different hybrid PSO variants based on ant colony optimization (ACO) [36] , differential evolution (DE) [37] , [38] , and sine cosine algorithm (SCA) [39] , [40] have been presented in last few years. The common idea of these PSO improvements is to enhance the searching ability through different characteristics of the cooperated algorithms, and to improve the robustness by sharing effective information [41] , [42] .
Another category of hybridizing strategy is selecting some searching strategies as auxiliaries to help the population jump out of local optima. For instance, the detecting operator is adopted in [43] , [44] to help the entire population get rid of local optima.
III. DMS-PSO-EL
Although multiple sub-swarms strategies can display promising performance on the exploration, they cannot offer satisfied characteristics on the exploitation. Thus, in DMS-PSO-EL, the evolutionary process is divided into a former stage and a later stage, which are focus on the exploration and the exploitation, respectively. Moreover, to take advantages of inferior particles in the population, an elite learning strategy is used to help the particles to find out more promising solutions.
In the former stage, the dynamic multi-swarm strategy and an elite learning strategy are used to enhance the exploration ability, while the canonical learning model is selected in the latter stage aiming to improve the exploitation.
To speed up the dissemination of effective information among the sub-swarms, and enhance the ability of inferior particles to obtain effective information, a novel DMS-PSO-EL is introduced in this research. In DMS-PSO-EL, the division of sub-swarms depends on particles' fitness value, i.e., sorting the particles according to their fitness, and then dividing the particles into several dynamic sub-swarms and a following sub-swarm. The dynamic sub-swarms conduct a dynamic regrouping strategy intending to keep the population diversity, while the following sub-swarm applies an elite learning strategy to enhance the searching capability of inferior particles. Moreover, randomly regrouping schedule adopted by DMS-PSO-EL not only regroups the dynamic sub-swarms, but also regroups the entire population dynamically.
A. LEARNING MODELS IN DMS-PSO-EL
In each generation in the former evolutionary stage, all particles in the population are divided into multiple dynamic subswarms and a following sub-swarm.
The multiple dynamic sub-swarms independently evolve in each generation. In other words, a particle in a dynamic sub-swarm only exchanges information with other particles that within the same sub-swarms as the particle. Thus, the entire population has a higher diversity since information only shared within each sub-swarm. However, the mechanism is harmful for improving convergence speed. Thus, a regrouping operator is designed to overcome the shortcoming. Concretely, in each regrouping period (R g ), the dynamic sub-swarms are randomly regrouped. Through the dynamic regrouping operator, useful information in a sub-swarm can be shared by other sub-swarms, and then the convergence speed can be speeded up. Furthermore, the following subswarm applies the elite learning strategy aiming to take full usage of the inferior particles, and then help them find out more promising solutions.
In each iteration, the velocity update of the particle i in each dynamic sub-swarm is defined as follows.
where lb i,j is the neighbor's optimal position of the ith particle on the jth dimension.
In DMS-PSO-EL, to take full usage of information implicated in inferior particles, an elite learning strategy is proposed. The velocity update of the inferior particle i is defined as (4) .
where rb i is an elite particle randomly selected from a dynamic sub-swarm.
Although the evolutionary processes of both two kinds of sub-swarms are related to the dynamic sub-swarms, their emphases are different. The dynamic sub-swarms rely on their own dynamic regrouping strategy for information interaction, while the inferior particles in the following sub-swarm randomly select the dynamic sub-swarms' elite particles as learning exemplars.
The dynamic sub-swarms are composed of multiple subswarms with the same size and update strategy. Specifically, each dynamic sub-swarm has S D_sub particles, and there are N D_sub dynamic sub-swarms in the entire population. Besides, these dynamic sub-swarms are randomly regrouped in every R g iterations. However, this method of disseminating information is not efficient for the entire population [32] . For particles in the following sub-swarm, they are influenced by the elite particles from the dynamic sub-swarms. Therefore, the ability of the following sub-swarm to obtain effective information in the entire population is better than that of the dynamic sub-swarms, which also makes the following sub-swarm have more promising exploitation ability than the dynamic sub-swarms.
B. RANDOMLY REGROUPING SCHEDULE BASED ON AN ELITE LEARNING STRATEGY
Although the following sub-swarm has the better exploitation capability and faster convergence rate than the dynamic sub-swarms, how to select elite particles to follow and how to avoid premature convergence are two crucial problems needed to be dealt with. In DMS-PSO-EL, a novel schedule combines the selection of elite particles with dynamic regrouping strategy. Since each particle in the population has different flying trajectories and different trends of fitness value changes, we can hardly judge whether it is an elite particle by the current particle state. Moreover, there is no guarantee that the particle will remain elite after several iterations. To avoid premature convergence of particles in the following sub-swarm to the local minimum, the fitness values of the entire population are sorted before these dynamic subswarms performing the regrouping operation. Meanwhile, superior particles are divided into the dynamic sub-swarms while the inferiors are divided into the following sub-swarm. Elite particles are the entire population's optimal individuals, which is used to guide the following sub-swarm's particles. In each regrouping period, elite particles selected as learning exemplars by particles in the following sub-swarm remain unchanged.
In this study, the ratio (r) of the particle number of the dynamic sub-swarms (N D ) and the following sub-swarm (N f ) is fixed, and the proportion of elite particles in the dynamic sub-swarms (P e ) is fixed. In other words, although all particles in the population are divided into different kinds of subswarms at different periods due to changes in fitness values, the scale of each kind of sub-swarm is not changed during the evolutionary process. The pseudo-code of randomly regrouping schedule based on the elite learning strategy can be described as Algorithm 1.
Algorithm 1 randomly regrouping schedule ( )
Input: Iter, R g , N D , P e , N D_sub , S D_sub . 01: if mod (Iter , R g ) = 0 02: Sort particles in the entire population from better to worse, in terms of the fitness value; 03: The former N D particles of the fitness value are divided into the dynamic sub-swarms, while the rest particles are divided into the following sub-swarm; 04: Set the P e with the highest fitness value in the dynamic sub-swarms to elite particles; 05: Regroup the dynamic sub-swarms randomly; 06: Reset the elite particles being followed by each particle in the following sub-swarm; 07: end if Output: new dynamic sub-swarms, new following sub-swarm, new elite particles.
C. FRAMEWORK OF DMS-PSO-EL
According to the abovementioned discussion, the pseudocode of DMS-PSO-EL can be described as Algorithm 2.
Algorithm 2 DMS-PSO-EL Input: Population size N , dynamic sub-swarms size N D , following sub-swarm size N f , number of dynamic sub-swarms N D_sub , size of each dynamic sub-swarm S D_sub , and maximum number of iterations Max_Iter. 01: for Iter = 1 : 0.9 * Max_Iter 02: randomly regrouping schedule ( ); 03: update the dynamic sub-swarms' particles using (3) and (2); 04: update the following sub-swarm's particles using (4) and (2); 05: end for 06: for Iter = 0.9 * Max_Iter : Max_Iter 07: update the entire population according to (1) and (2); 08: end for Output: the best solution.
D. COMPUTATIONAL COMPLEXITY
From the pseudo-code of DMS-PSO-EL in the previous section, we can see that the main computational complexity of the algorithm is occurred in the two for-loops (from line 01 to line 05, and from line 06 to line 08). Obviously, in each loop, the computational complexity of all operators except the randomly regrouping schedule ( ) is only O(1). So, the computational complexity of the randomly regrouping schedule ( ) is analyzed as follows.
It can be seen from the randomly regrouping schedule ( ) that the main difference between DMS-PSO-EL and DMS-PSO is that DMS-PSO-EL sorts and divides the particles according to their fitness values. However, the computational complexity of these operators is O(n log 2 n).
Thus, if DMS-PSO-EL is stopped after the number of iterations Iter, the overall computational complexity is O(Iter 2 log 2 Iter).
IV. EXPERIMENTAL VERIFICATION AND COMPARISONS A. BENCHMARK FUNCTIONS
In order to evaluate the performance of the proposed DMS-PSO-EL, CEC2013 [45] and CEC2017 [46] test suites are adopted in this section. According to characteristics, the 28 benchmark functions in CEC2013 test suite can be divided into three categories: unimodal functions (f 1 -f 5 ), basic multimodal functions (f 6 -f 20 ) , and composition functions (f 21 -f 28 ). In addition, the 30 benchmark functions in CEC2017 test suite can be divided into four categories: unimodal functions (F 1 -F 3 ), simple multimodal functions (F 4 -F 10 ), hybrid functions (F 11 -F 20 ), and composition functions (F 21 -F 30 ).
To obtain statistical results, the dimension of each test function is 30, the population size is 40, and each algorithm runs each benchmark function 30 times independently. Besides, the stop condition of each run is that the maximum number of function evaluations (MaxFEs) reaches 300,000.
B. SENSITIVITY ANALYSIS OF PARAMETER SETTINGS
In DMS-PSO-EL, there are several new introduced parameters, including r, N D , N f , N D_sub , S D_sub , and P e . In this section, the performance of the parameters is verified by CEC2013 test suite. To separately analyze the performance of each parameter, the default values for r, P e , S D_sub , and R g are set as 7/3, 50%, 2, and 5, respectively. When testing the influence of any parameter, the others are set as their default values. The comparison results of r, P e , S D_sub , and R g , in terms of solution accuracy, are proposed in Table 1 , 2, 3, and 4, respectively.
1) SENSITIVITY OF RATIO (R)
To analyse the influence r on DMS-PSO-EL, the performance of five values of r (i.e., 9/1, 8/2, 7/3, 6/4, and 5/5) are tested. Since the sizes of the entire population and each dynamic subswarm size both are constant (i.e., N = 40, S D_sub = 2), the five settings of r denoting the ratio between the number particles in the dynamic sub-swarms and the number of particles in the following sub-swarm can be described as follows: The comparison results of r are presented in Table 1 , in terms of mean values. The best results on the benchmark function are marked in bold.
It can be observed from Table 1 that DMS-PSO-EL offers the best overall performance on 15 out of the 28 benchmark functions when r = 7/3. When r = 9/1 or 8/2, which means more particles are divided into the dynamic sub-swarms, the performance is better than DMS-PSO-EL with r = 7/3 on the multimodal functions. On the contrary, r = 9/1 or 8/2 yields more significantly unpromising performance than r = 7/3 on the unimodal functions. When r = 6/4 or r = 5/5, which means nearly half of the particles use the elite learning strategy to enhance the exploitation capability, DMS-PSO-EL shows unfavorable performance on the majority of the benchmark functions. According to the above discussion, the setting r = 7/3 seems to be a relatively good choice because it can attain a promising balance between the exploration and the exploitation. 
2) SENSITIVITY OF THE PROPORTION OF ELITE PARTICLES IN THE DYNAMIC SUB-SWARMS (P E )
This section analyzes the performance of P e through a series of experiments, where six values of P e are 30%, 40%, 50%, 60%, 70%, and 80%, which mean the number of the elite particles are approximately equal to 8, 11, 14, 16, 19 , and 22, respectively. The experimental results among the six P e values are shown in Table 2 .
It can be seen from the results of Table 2 that P e = 50% displays the most promising performance on all the three categories functions. However, the effects of different numbers of the elite particles on the benchmark functions are obviously different, which indicates that the proportion of the elite particles in the dynamic sub-swarms can effectively adjust the abilities of the exploration and the exploitation.
3) SENSITIVITY OF THE SIZE OF EACH DYNAMIC SUB-SWARM (S D_SUB )
To analyze the sensitivity of S D_sub , different sizes of each dynamic sub-swarm are tested. Due to the default value of r is 7/3, which means N D is 28, it cannot divide N D into multiple sub-swarms with the same size on different values of S D_sub . Thus, this section not only includes the experiment under the default r, but also adds a set of experiments with N D is 30. Moreover, the corresponding values of S D_sub in the newly added experiment are 2, 3, 5, and 10, respectively. The comparison results are summarized in Table 3 .
Experimental results indicate that S D_sub = 2 achieves the most favorable performance, which demonstrates that multiple small-sized dynamic sub-swarms are beneficial for exploration ability. In addition, the comparison of the experimental results between two groups of S D_sub = 2 shows that the increase of size of the following sub-swarm is helpful to enhance the performance for solving unimodal functions.
4) SENSITIVITY OF REGROUPING PERIOD (R g )
In each regrouping period, i.e., R g iterations, all particles in the population are sorted, and many superior particles are selected to be divided into many dynamic sub-swarms while other inferior particles are categorized into a following subswarm. To analyze the sensitivity of R g , the performance of five values of R g (i.e., 2, 3, 5, 10, and 20) is testified based on a set of experiments, the results of which are presented in Table 4 .
From the comparison results in Table 4 , we find out that R g = 5 yields the most favorable performance on both unimodal and multimodal functions since it achieves the best results on 14 out of the 28 benchmark functions.
C. COMPARATIVE STUDY WITH PSO VARIANTS
To evaluate the comprehensive performance of DMS-PSO-EL, the comparison experiment between it and other nine PSO variants are implemented. The parameters of all the peer PSO variants, which are listed in Table 5 , are the same as that in the corresponding references. Two test sets, i.e., CEC2013 test suite and CEC2017 test suite, are adopted in the experiments.
1) SOLUTION ACCURACY
The experiments of CEC2013 test suite are performed and the results of three categories functions are summarized in Table 6 , 7, and 8, respectively. In addition, the experiments results based on CEC2017 test suite are reported in Table 9 , 10, 11, and 12, respectively. The results are ranked based on the mean values, and the optimal solution for each function is marked in bold. Moreover, the last row of each table lists the numbers of the best, the second best, and the worst results for each algorithm. Furthermore, the average running time of each algorithm is also shown in these tables.
The comparison results on the 5 unimodal functions based on CEC2013 test suite provided in Table 6 show that EPSO obtains the most favorable performance. However, only DMS-PSO-EL yields the globally optimal solution of f 1 , and also performs promising performance in solving other unimodal functions. Moreover, a cross comparison between DMS-PSO-EL and DMS-PSO shows that DMS-PSO-EL is superior to DMS-PSO in solving all the unimodal functions, which indicates that the elite learning strategy applied in the following sub-swarm is favorable for the exploitation capability.
The comparison results on the 15 basic multimodal functions based on CEC2013 introduced in Table 7 demonstrate that DMS-PSO-EL achieves the best mean values on seven functions (i.e., f 7 , f 9 , f 12 , f 13 , f 15 , f 16 , and f 18 ), followed by SLPSO and EPSO. Nevertheless, the convergence accuracy of DMS-PSO-EL on four functions (i.e., f 11 , f 14 , f 17 , and f 19 ) is inferior to most comparison algorithms, which indicates that the computational resources of the algorithm are excessively concentrated on the elite particles when solving some complex problems. Meanwhile, EPSO offers more stable performance by judging the possibility of generating improved solution in each strategy before evolution, which also makes EPSO require more computation time than other algorithms. Besides, SLPSO yields the third best performance by adopting different strategies for each particle. And the common strategy of DMS-PSO-EL and SLPSO is that they adopt different evolutionary strategies for different particles according to their fitness values, which demonstrates that this method can effectively improve the solution accuracy of the algorithms on the multimodal functions.
The comparison results on the 8 composition functions in CEC2013 test suite summarized in Table 8 manifest that DMS-PSO-EL outperforms the most pleasurable performance, in terms of the solution accuracy. In addition, we notice that DMS-PSO offers the second-best performance on f 24 and f 25 , while DMS-PSO-EL achieves the best results in the 2 complicated functions. The results verify that dynamical multi-swarm strategy is beneficial for keeping population diversity, which is favorable for composition functions. Furthermore, as an improved version of DMS-PSO, DMS-PSO-EL performs significantly better than other PSO variants, which means that the new proposed strategies in DMS-PSO-EL have positive performance.
The results of the first experiment based on 3 unimodal functions in CEC2017 test suite are listed in Table 9 . Note that EPSO yields the most promising performance, followed by DMS-PSO-EL and CLPSO. It can be seen that although most of the peer algorithms obtain considerable error on F 2 , DMS-PSO-EL and EPSO achieve preferable results through their multiple sub-swarms' characteristics. Moreover, the performance of EPSO on F 3 is significantly superior to all the competitors, which means that hybridizing various PSO variants can effectively enhance the search ability. Meanwhile, by comparing DMS-PSO-EL and DMS-PSO, we believe that the elite learning strategy does play a positive role in improving the exploitation capability.
The results of second experiment based on the 7 simple multimodal functions in CEC2017 test suite are listed in Table 10 . From the experimental results, we can see that DMS-PSO-EL produces the most favorable results, followed by EPSO. Besides, DMS-PSO-EL is superior to DMS-PSO in solving all the multimodal functions, which means that the introduction of the elite learning strategy improves the ability of the inferior particles to find out more promising solution. However, OLPSO, CLPSO, and EPSO are prominently better than the other competitors in solving F 6 , which indicates that using different strategies to construct promising exemplars are also powerful in solving multimodal functions. The third set of experiments, the comparison results of 10 hybrid functions in CEC2017 test suite listed in Table 11 demonstrates that DMS-PSO-EL displays the most pleasant performances on 6 out of the 10 hybrid functions. This manifests that the novel strategies introduced in DMS-PSO-EL has excellent performance in dealing with hybrid functions. Concretely, the dynamic sub-swarms implement a dynamic regrouping strategy intending to keep population diversity.
On the contrary, the following sub-swarm conducts an elite learning strategy to improve the searching ability of inferior particles.
In the last set of experiments, the comparison results of 10 composition functions in CEC2017 test suite are listed in Table 12 . As can be seen from the results, DMS-PSO-EL yields the best results on five functions, followed by EPSO. In EPSO, two sub-swarms with different algorithm strategies are used to maintain the population diversity throughout the optimization process, while the dynamic sub-swarms in DMS-PSO-EL are applied to enlarge its search range. The outstanding performance of these two algorithms confirms that the multi-swarm strategy can effectively deal with most complex problems.
2) COMPARISON ON RUNNING TIME
Comparing the average running time in Table 6 -12, GPSO and PSO-cf consume the least running time, while EPSO provides unsatisfied time consuming because it needs to judge the effectiveness of multiple strategies before evolution. Besides, other comparison algorithms yield almost the same running time to solve the same function. It's worth noting that the running time of DMS-PSO-EL is generally longer than that of DMS-PSO due to that the elite learning strategy needs to sort the particles according to their fitness. In addition, by comparing the solution accuracy and the running time of each algorithm in different functions, time consuming of each algorithm is not directly proportional to its convergence accuracy. For DMS-PSO-EL, the time consumed in solving simple functions depends on its computational complexity, while the time spent for complicated problems is more related to the evaluation time of the function.
3) CONVERGENCE SPEED
In this section, the convergence speed of all the peer algorithms is compared experimentally. Due to the space limitation, only the experimental results on CEC2017 test suite are included in this paper. The convergence processes of the algorithms on four types of functions, i.e., the unimodal, simple multimodal, hybrid, and composition functions, are demonstrated in Figure 1, 2, 3, and 4 , respectively. Note that the convergence curves shown in these figures are based on a random run rather than the average of 30 independent runs.
It can be observed from Figure 1 that EPSO and PSO-DDS yield the fastest convergence speed and the outstanding solution accuracy at the early evolutionary stage on F 2 and F 3 , respectively. Although DMS-PSO-EL enhances the exploitation ability by using the elite learning strategy, the superior particles in the population are still used to maintain the population diversity, which makes it lack of the exploitation capability in solving the unimodal functions.
From Figure 2 , one can see that DMS-PSO-EL achieves the favorable performance on 5 simple multimodal functions. The common characteristic of DMS-PSO-EL displaying on several functions is the rapid convergence in the later evolutionary stage, which indicates that the exploitation capability of small-sized dynamic sub-swarms in solving multimodal functions is limited. Elite learning strategy can only determine the approximate position, while the coevolution of the entire population can effectively converge to the optimal position.
The results presented in Figure 3 demonstrate that DMS-PSO-EL attains the prominent performance on 6 hybrid functions. Besides, DMS-PSO-EL presents a slow and gradual convergence process in these functions, which is caused by the population using elite particles as learning exemplars to guide the following sub-swarm's particles, and aiming to find out more promising solutions. Figure 4 shows that DMS-PSO-EL provides satisfactory results on 6 out of the 10 composition functions, i.e., F 21 , F 22 , F 24 , F 25 , F 27 , and F 30 . The experimental results show that DMS-PSO-EL has a promising convergence speed in the early evolutionary stage when solving most composition problems. Nevertheless, the advan- tages of DMS-PSO-EL are not obvious to these competitors. This manifest that whether DMS-PSO-EL or the other evolutionary algorithms, there still have much room for improvement in solving composition functions. How to enhance the accuracy of these problems is still a huge challenge. The above analysis demonstrates that DMS-PSO-EL improves the exploitation capability of DMS-PSO by introducing the elite learning strategy. And the superior particles in dynamic sub-swarms rely on their own personal experience, which can effectively maintain the population diversity.
4) STATISTIC TEST
To investigate whether DMS-PSO-EL is significantly superior or inferior to the other nine PSO variants in CEC2017 benchmark functions, a two-tailed t-test and the Friedman-test are carried out in this section.
The results of t-test are proposed in Table 13 , in which the symbols ''Sum(+)'', ''Sum(−)'', and ''Sum(=)'' denote the number that DMS-PSO-EL are significantly superior, inferior, and almost the same as the corresponding competitor algorithms, respectively. To clarify the superior and inferior relationship between each PSOs and DMS-PSO-EL, the comprehensive performance (CP) is introduced, which is equal to ''Sum(+)'' minus ''Sum(−)''. Note that four integers in each cell of the table denote numbers of t-test results on the unimodal functions, simple multimodal functions, hybrid functions, and composition functions, respectively.
The experimental results of CP listed in Table 13 manifest that DMS-PSO-EL significantly outperforms the nine peer algorithms on all the four categories functions. Although the dynamic regrouping strategy used by dynamic sub-swarms is the same as that applied in the DMS-PSO, DMS-PSO-EL does not perform weaker on any benchmark functions than the DMS-PSO, which indicates that elite learning strategy of the following sub-swarm is beneficial for improving the performance of DMS-PSO. The Friedman-test results of mean value are listed in Table 14 , in which all the algorithms are listed in ascending order based on their ranking values (the lower the better). Moreover, Friedman-tests are performed on all comparison algorithms for all four types functions according to their mean values, and the results are shown in Table 14 . The statistics and the corresponding p values are shown at the bottom of the table.
It can be observed from Table 14 that DMS-PSO-EL achieves the best comprehensive performance on all the 30 benchmark functions, followed by EPSO, CLPSO, and CCPSO-ISM.
V. CONCLUSION
In this paper, a dynamic multi-swarm particle swarm optimization based on elite learning (DMS-PSO-EL) is proposed. In DMS-PSO-EL, particles in the entire popula- tion are divided into multiple dynamic sub-swarms and a following sub-swarm according to their fitness values. In addition, the randomly regrouping schedule based on elite learning strategy is introduced to improve the global and local search abilities of DMS-PSO-EL. The advantages of the novel algorithm are verified by extensive experiments.
To testify DMS-PSO-EL's performance, various comparative experiments have been performed to compare it with other nine PSO variants by using CEC2013 and CEC2017 benchmark functions. The following conclusions can be drawn from the results. Firstly, adopting different evolve strategies for particles based on their fitness can effectively enhance the algorithm's searching ability. Furthermore, the dynamic sub-swarms are beneficial for maintaining the population diversity. Lastly, the randomly regrouping schedule can effective speed up the convergence process.
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