Abstract-This paper proposes a probabilistic approach to the controllability analysis for discrete-time piecewise affine (PWA) systems. Three kinds of randomized algorithms, which are based on random sampling of the mode sequence and/or the initial state, for determining with a probabilistic accuracy if the system is controllable are presented: a positive one-sided error algorithm, a negative one-sided error algorithm, and a two-sided error algorithm. It is proven that these are polynomial-time algorithms with respect to several variables of the problem. It is also shown with some examples, for which it is hopeless to check the controllability in a deterministic way, that these algorithms are efficient.
I. INTRODUCTION

I
N the research field of hybrid systems, the controllability (reachability) problem is one of the fundamental and important research issues for developing the controller synthesis techniques; so since from the beginning stage to the current stage in the research of hybrid systems, various approaches to the problem have been extensively developed. In fact, for some classes of the hybrid systems such as periodic hybrid systems and switched linear systems, useful results on this topic have been already obtained (see, e.g., [1] and [2] ). On the other hand, for piecewise affine (PWA) systems and mixed logical dynamical (MLD) systems, this kind of problem has been negatively solved in the sense that it is undecidable over infinite time [3] , [4] . In addition, it has been shown in [5] that the PWA system is not always controllable (uncontrollable) even if the subsystem in every mode is controllable (uncontrollable) in the usual sense. Thus, it is known that the controllability analysis for this class of hybrid systems is a challenging research topic.
In spite of such theoretical limitations, several results have been obtained based on a deterministic approach. Bemporad et al. have discussed the controllability problem over finite time for the discrete-time PWA/MLD systems, where the problem is reduced into an mixed-integer linear programming problem [5] . In addition, they have proposed an algorithmic technique based on the computation of all system evolutions, in which the feasible discrete transitions and the reach sets are derived by solving mixed-integer linear programming problems and projecting polyhedra, respectively [6] , [7] . However, the mixed-integer linear programming problems are, in general, NP-hard, and the existing projection methods Vertex enumeration, Fourier-Motzkin elimination, and Block elimination require exponentially growing computation with respect to some of the problem variables. Recently, in the line of this approach, the multiparametric optimization technique has been proposed in [8] - [10] ; however, this powerful method also has a large computational complexity. From the different points of view, the authors have derived in [11] an easily checkable sufficient condition for a new class of hybrid systems, i.e., continuous-time PWA systems with sampled-data switching (called the sampled-data PWA systems [12] , [13] ), to be controllable. However, since it is, in general, conservative, an impractical condition will be obtained for discrete-time PWA systems if the same idea is applied. Furthermore, similar algebraic approaches have been obtained for various types of hybrid systems [14] - [16] . In addition to the aforementioned contributions, an approach based on Hamilton-Jacobi (H-J) equations has been studied for developing the controller synthesis with reachability specification for continuous-time hybrid systems (e.g., [17] - [19] ). This approach also causes computational hardness associated with solving nonsmooth H-J equations. Thus, the approximation methods using level sets for solving the H-J equations have been recently presented (see, e.g., [20] ). Furthermore, in the computer science community, symbolic methods for computing the set of reachable state have been developed in [21] and [22] , and various kinds of approximation approaches to the reachability (verification) problem have been extensively studied for improving the computational complexities (see, e.g., [23] - [25] ). It should be noted here that all methods for these kinds of problems are based on a deterministic approach, in which no randomness is used for solving the problems.
On the other side, an alternative, possible approach to approximately solve the controllability and reachability problems in a practically short time is to use a probabilistic method. For example, in a production system design of a chemical plant, it is important to verify with a sufficiently high probabilistic accuracy that there exists a control input driving the state of the system from an emergency state caused by some disturbance to a safe state. However, no probabilistic approach to the controllability and reachability problems of hybrid systems has been developed so far, although the probabilistic gradient-based method for robust control [26] has been recently extended to the stability and stabilization problems of quantized sampled-data systems and switched linear systems [27] , [28] , and some probabilistic 0018-9286/$25.00 © 2007 IEEE approaches to analyze properties of complex systems (hybrid systems) have been presented in [29] and [30] .
This paper proposes a polynomial-time approach based on a probabilistic method [31] - [33] to the controllability analysis of discrete-time PWA systems. The main contributions of this paper are as follows.
First, three randomized algorithms for approximately solving the controllability problem with a probabilistic accuracy are proposed: a positive one-sided error algorithm (algorithm P) based on sampling the mode sequence, a negative one-sided error algorithm (algorithm N) based on sampling the initial state, and a two-sided error algorithm (algorithm T) based on sampling both the mode sequence and the initial state.
Next, it is proven that they are polynomial-time algorithms with respect to several variables of the problem, and that they are complementary to each other from the viewpoints of the decision results and computational complexities. More specifically, algorithm P is a polynomial-time algorithm with the control time period and the other variables except for the dimension of the state, which can determine if the system is controllable or is uncontrollable with a probabilistic accuracy. In contrast, algorithm N is a polynomial-time algorithm with the dimension of the state and the other variables except for the control time period, which can determine if the system is controllable with a probabilistic accuracy or is uncontrollable. Further, algorithm T is a polynomial-time algorithm with all the variables, which can determine if the system is either controllable or uncontrollable with a probabilistic accuracy.
Finally, a polynomial-time algorithm for projecting polyhedra is developed, which is a crucial technique for proving that algorithm P is a polynomial-time algorithm with the control time period. This algorithm can be also applied to the general case such as polyhedra that are neither open nor closed.
In Section II, the systems and the controllability notion to be studied are described, and then a necessary and sufficient condition for the system to be controllable is derived. Based on this, in Section III, three probabilistic algorithms are proposed, and it is proven that they are polynomial-time algorithms. In addition, several techniques to more efficiently execute the algorithms are proposed in Section IV. Finally, Section V gives numerical examples and Section VI concludes this paper.
Notation: Let , and denote the real number field, the set of nonnegative integers, and the set of positive integers, respectively. We denote by , and (or, for simplicity of notation, , and ) the zero matrix, the identity matrix, and the vector whose all elements are one, respectively, by and the floor and the ceil of the positive number , and by the binomial coefficient of the nonnegative integers and . We use to express the vector space spanned by the column vectors of the matrix , and use to express the th element of the vector . The vector inequality expresses that each element of is nonpositive (negative). For the sets and expresses the difference set and expresses that is a subset (a strict subset) of . We denote by the measure of the measurable set of the vector as and by card the cardinality of the finite set . Let also and denote the convex hull and the relative interior of the set , respectively. The set given as the form is called here the polyhedron, where and are some matrices and and are some column vectors. Finally, for the bounded and closed polyhedron , let and be the set of all vertices and the dimension (defined as the dimension of the affine hull of ), respectively. In addition, is called a face, where and are some row vector and scalar satisfying for every . Note that itself is one of the faces of .
II. CONTROLLABILITY OF DISCRETE-TIME PWA SYSTEMS
In this section, some preliminary results are given for the probabilistic controllability analysis proposed in Section III.
A. Discrete-Time PWA Systems and Controllability Notion
This are not special but a more generalized version of controllability notion than the usual ones; e.g., the special case of , and corresponds to the usual notion over finite time (e.g., [5] ).
In addition, this kind of definition is useful for considering various practical applications. For example, by the controllability analysis, it can be checked whether the finite-time optimal control (model predictive control) problem with the intermediate and/or final states constrained is feasible. In fact, if it is proven that some system is -controllable for , it is guaranteed that the finite-time optimal control problem of the system with the state constraints , and the fixed final state is feasible for any initial state , which thus implies that the corresponding receding horizon policy on the prediction interval can be applied to this system. Such a feasibility often has to be checked in the process control design for a chemical plant. In addition, the definition allows us to consider the mode constraint such as and , by setting (as and ). In the following sections, we suppose that for simplicity of discussion, since we have to use different symbols for the cases and to characterize the -controllability (although the techniques and the obtained results are the same for both cases). Furthermore, for simplicity of discussion, this paper omits the case that has 1) the constraints on the control input and/or 2) the discrete transition depending on the control input. Even to such a case, all the results derived in the following sections can be applied with some modifications (e.g., see [13] ). 
B. Controllability Condition
holds. Note that . Then, for given and , we consider the set of satisfying the aforementioned condition, that is (6) and further (7) Thus, the set of for which there exists a satisfying C1) under the initial state (i.e., ) can be expressed as follows: (8) where we note that because is defined as a subset of . Based on the aforementioned notation, we straightforwardly obtain a necessary and sufficient condition for to be -controllable as follows. Theorem 1: For the system , suppose that and are given. Then, is -controllable if and only if the relation holds. It is remarked here that although a controllability condition based on a mixed-integer linear programming problem has been obtained in [5] and [6] , Theorem 1 is derived from a slightly different point of view, i.e., it is obtained by directly characterizing a geometrical condition on the initial state set.
Next, based on Theorem 1, let us discuss the geometrical structure of the -controllability space and how to check the -controllability. First, as a straightforward result from [3] and [34] , the following lemma is shown.
Lemma 2: For the system , suppose that and are given, and assume the following: A1) is a polyhedron for every and , and is a polyhedron.
Then, is a polyhedron for every . Proof: This follows from the fact that is obtained by the projection of the set (9) onto the -space.
Lemma 2 implies that can be characterized as a polyhedron if A1) holds, from which as for the geometrical structure of , it follows that is given as the union of polyhedra . Therefore, although involves a complex structure, the condition in Theorem 1 can be checked by computing based on the projection of in (9) and then by computing the union set defined as (7) and (8) .
However, such a deterministic approach will not be practical from the viewpoint of computational complexity. More precisely, the following hold: P1) as is taken larger, the required computation amount and memory in the computer become exponentially large because (too many!) polyhedra have to be explicitly characterized in the worst case.
In addition, the computation of each polyhedron is not so easy as follows: P2) for the existing well-known projection algorithms such as Vertex enumeration, Fourier-Motzkin elimination (based on inequalities), and Block elimination (based on extreme rays) (see, e.g., [35] , [36] , and [10] ), the computation amount for obtaining grows exponentially with and in general.
since their worst case computation amounts may exponentially grow with , i.e., the dimension of the space in which is defined. Moreover, the projection algorithms Table I , where we used MATLAB (with GBT Toolbox [35] ) on the computer with the Intel Pentium 4 2.53-GHz processor and the 2048-MB memory. The function "projpol" in [35] , which is based on Vertex enumeration, was used to obtain from . The symbols " " and " " express that is -controllable and that is -uncontrollable, respectively, and the symbol "?" implies that no answer can be obtained within 24 h. Table I shows that only for (for a sufficiently small ), the -controllability problem can be solved in a practically short time.
It is remarked that, in this example, the enumeration-based approach of all the mode sequences is used in order to show the worst case computation amount, while some techniques to improve the computation amount, e.g., [7] , can be used.
The aforementioned example motivates us to develop, as an alternative way, a probabilistic method for checking the -controllability in the following sections.
III. PROBABILISTIC CONTROLLABILITY ANALYSIS
In this section, we propose a framework of approximately solving the -controllability problem with a probabilistic accuracy.
Even for the problem involving the high computational complexity, such an approach will be hopeful to obtain some solution with a low complexity. In addition, although the probabilistic approach does not necessarily give a deterministic (strict) solution, an approximate answer guaranteed with a probabilistic accuracy must be useful. For example, if it is verified with a high probabilistic accuracy that a system is -uncontrollable, we may consider to prepare an additional control input with the safety thinking. On the other hand, if it is verified with a high probabilistic accuracy that a system to be studied is -controllable for some control input, then this will be useful for obtaining some information in considering its control problem; for example, this approach can give some policy in considering a dosage strategy at the experimental level of biosystems, e.g., gene regulatory networks which can be often modeled as the discrete-time PWA systems (see, e.g., [22] and [37] ).
This section derives the following three types of randomized algorithms with their own approximate answers guaranteed with a probabilistic accuracy: a positive one-sided error algorithm (algorithm P), which can determine that is -controllable or is -uncontrollable with a probabilistic accuracy, a negative one-sided error algorithm (algorithm N), which can determine that is -controllable with a probabilistic accuracy or is -uncontrollable, and a two-sided error algorithm (algorithm T), which can determine the -controllability with a probabilistic accuracy. Then, it is shown that these algorithms are practical in terms of computational complexity, i.e., they are polynomial-time algorithms with respect to several problem variables. It should be remarked here that in the case that the system is linear (i.e., ), the decision results of these algorithms are consistent with the result from the usual controllability analysis for the linear systems, namely, if the algorithms are applied to the controllability problem of a linear system, the controllability is correctly determined (often approximately determined with a probabilistic accuracy). In the following subsections, for simplicity of notation, we suppose that and are given in advance; so the symbols , and are often used instead of , and , respectively.
A. Probabilistic Controllability Analysis With Positive One-Sided Error
We consider here the positive one-sided error algorithm (algorithm P), which can determine if is -controllable or is -uncontrollable with a probabilistic accuracy. One of the key ideas to this approach is to adopt the random sampling of the mode sequence . 1) Basic Algorithm: First, for a given single , we consider a probabilistic condition such that there exists no satisfying C1) under the initial state . For given , let (10) This set expresses the set of for which there exists a satisfying as well as C1) under the initial state . Then, if is an independent identically distributed (i.i.d.) random vector from the uniform distribution on , the relation card card (11) holds; so thanks to introducing the uniform distribution on , it follows that there does not exist a satisfying C1) under the initial state if and only if the probabilistic condition (12) holds. Then, the following result is straightforwardly obtained from the result in [31] - [33] .
Lemma 3: For the system , suppose that , and are given. For given and , let
Then, if the following holds: C2) holds for all i.i.d. random vectors from the uniform distribution on the relation (14) holds.
Lemma 3 implies that for given , if C2) holds, the relation card card holds with probability greater than or equal to . Note that (13) corresponds to the relation and thus implies that the probability that C2) holds is less than , which proves Lemma 3 with a cumulative distribution function (see [31] for further mathematical details). Thus, if and are sufficiently small, it is guaranteed with sufficiently high probability (greater than or equal to ) that for almost all [i.e., for all except for elements in a subset of whose cardinality is less than or equal to card ], there does not exist a satisfying and C1) under the initial state . Therefore, (14) can be considered as a kind of relaxed condition of (12); in fact, (14) for and is equivalent to (12) .
Based on the previous discussion (in particular, based on (14)), we consider the -controllability, i.e., whether for each , there exists a satisfying C1) under the initial state .
In order to verify that C2) holds for every at the same time, let us define (15) where is defined by (13) First, the -p-uncontrollability-wfor and corresponds to a relaxed notion of the -uncontrollability in the sense that it is consistent with the -uncontrollability with the limit of . This follows from the two facts that is -uncontrollable if and only if there exists an satisfying the probabilistic condition (12) , and then (14) can be considered as a kind of relaxed condition of (12) .
Second, even if it is obtained by the probabilistic analysis that is -p-uncontrollable-w-, some useful policies for designing control systems are given. For example, we may consider that in question is fault intolerant, if it is decided to be -p-uncontrollable-w-. In fact, in the case that cannot take some of the mode values due to breakdowns (such as mechanical switching faults), there does not necessarily exist a satisfying C1) without going through these mode values, even when the normal system is -controllable in the strict sense; so we can obtain a policy to determine if an additional control input applied to such a system is prepared with safety thinking. In addition, we can acquire the information on the hardness of checking the -controllability from the probabilistic statement "there exists an satisfying (14) ." The value card card corresponds to the worst case computation amount when we check by enumerating all the mode sequences, whether there exists a satisfying C1) under for a given single (e.g., if card card , i.e., card card , the condition has to be verified for every in the worst case, where satisfies ). Thus, the value implies the worst case computation amount of the deterministic -controllability analysis. Hence, the probabilistic statement in (14) implies that the worst case computation amount is greater than or equal to with probability greater than or equal to . This will give a policy for determining if the system itself is redesigned.
In this way, as an alternative way to the deterministic controllability analysis, the proposed probabilistic controllability analysis is useful in practical situations.
Finally, the following randomized algorithm is shown for executing the aforementioned probabilistic controllability analysis. In algorithm P, for given and is defined by (13) (line 1), and i.i.d. random vectors are generated (line 2). Then, for each is computed according to (6) and (7) (line 4), and is defined as (line 5). If holds (this can be checked by standard polyhedral manipulation techniques, e.g., [10] ) for some , then holds; thus, the algorithm determines that is -controllable (line 6). Otherwise, that is, for all , it determines that is -p-uncontrollable-w-(line 7). It is stressed that, in algorithm P, a positive answer ( is -controllable) is guaranteed in the strict sense.
Algorithm P terminates after computing at most polyhedra , since is the union set of polyhedra . Hence, algorithm P overcomes P1) in Section II-B. On the other hand, as shown in P2), each cannot be efficiently computed by the existing methods, i.e., their computation amounts exponentially grow with and . Thus, a more efficient algorithm for computing is required, which will be derived in Section III-A2.
Remark 1: In i.i.d. random vectors used for algorithm P, there may exist some infeasible , i.e., for which there does not exist a and an satisfying under . Then, if the system is -p-uncontrollable-w-, the value of might correspond to the ratio of the feasible mode sequences, i.e., algorithm P sometimes gives the only information on the number of the feasible mode sequences; so infeasible should not be used. On the other hand, since it must be hard to randomly sample only feasible in a short time, is used without distinction between feasible and infeasible in this paper. It is a limitation of the current version of the proposed method.
2) Subalgorithm for Computing : Let us propose a polynomial-time algorithm with respect to for computing under the following assumption:
is bounded in addition to A1) in Lemma 2. This algorithm is derived according to the procedure that, at first, the closure of (denoted by ) is obtained by projecting the closure of in (9) onto the -space, and next the set is computed by eliminating unnecessary faces from . In Section III-D (Lemma 12), it will be proven that it is a polynomial-time algorithm with respect to .
First, the following results (Lemmas 4-7) are provided. Note that the proofs of all the results in this subsection are given in the Appendix.
Lemma 4: For the system , suppose that , and are given, and assume A1). Let denote the scalar variable and and denote matrices and vectors, respectively, satisfying the equation shown at the bottom of the page. Then, the following statements are equivalent: 1) ; 2) the linear programming (LP) problem
• LP1 subject to (16) is feasible and its optimal value, denoted by , is negative. Lemma 4 implies that under A1), we can determine whether or not by solving . Note in that although the second constraint is not defined if the polyhedron is closed, we can determine if by solving in which the second constraint is ignored. Next, the following result is obtained.
Lemma 5: For the system , suppose that , and a nonzero row vector are given, and assume that A1), A2), and 1) in Lemma 4 hold. Let be the closure of in (9) , and let , and be an optimal solution to the following LP problem:
• LP2
Then, is a boundary point of (note that is the closure of ). Lemma 5 implies that if A1), A2), and 1) of Lemma 4 hold, some boundary points of are obtained from for arbitrarily given
. In fact, we can prove that the optimal value of LP2 is equal to that of the LP problem (18) and also that is an optimal solution to the problem in (18) (see section B in the Appendix for the proof). Thus, a nonempty subset of , denoted by , is provided as the convex hull of boundary points of obtained by solving for several . Note here that the minimization problem in (18) cannot be directly solved because is not obtained in an explicit form at this point; on the other hand, in is in advance given in an explicit form of (9) . Furthermore, the following result is presented.
Lemma 6: For the system , suppose that , and a nonempty, bounded, and closed polyhedron are given, and assume that A1), A2), and 1) of Lemma 4 hold. Let , and be a positive integer, row vectors, and scalars, respectively, satisfying
Then, the following statements hold. , and are given, and assume that A1), A2), and 1) of Lemma 4 hold. Let be the number of the nonempty faces of (or, simply, ) be a nonempty face of , and . Then, the relation (21) holds. Lemma 7 implies that under A1), A2), and 1) of Lemma 4, the set can be obtained from . In fact, the right-hand side of (21) (20) , (23) holds. Finally, in line 3, the set is derived from by using Lemma 7. In the following example, we show how is obtained by subalgorithm 1.
Example 2: Consider the polyhedron shown in (24) at the bottom of the page, whose projection onto the -space is equal to the polyhedron (25) as shown in Fig. 2(a) , where and . We discuss here how in (25) is obtained from (24) .
In line 1, we conclude by solving defined as subject to
In line 2.1, suppose that is given as (26) which is the convex hull of obtained by for (arbitrarily given). Then, holds, which is shown in Fig. 2(b) . After setting in line 2.2, , and are derived in line 2.3 as follows:
where the line of is given by in Fig. 2(b) . In line 2.4, is shown by checking the condition b) in 1) of Lemma 6 for . In fact, we have 
and (note that
). Thus, is defined as , i.e.,
In line 2.5, the counter is incremented as and the procedure goes to line 2.3. In lines 2.3 and 2.4 for , after some calculation similar to the previous procedure, we conclude and it goes to line 3. In line 3, 11 nonempty faces of (i.e., ) are given as , and . Then, we have by solving in (22) with arbitrarily given for each . Thus, by means of Lemma 7, we conclude that is given as (25) . This completes the procedure for obtaining in subalgorithm 1. Finally, we show when subalgorithm 1 terminates. As shown in (23) , expresses the value of at the end of subalgorithm 1. Let be the set of satisfying in subalgorithm 1. Then, since card card card (27) holds (see section E in the Appendix for the proof), we have (28) Therefore, subalgorithm 1 terminates as follows. Lemma 8: For the system , suppose that are given, and A1) and A2) hold. Let be the number of arbitrarily given row vectors for obtaining and let be the value of for . Then, subalgorithm 1
terminates after solving at most LP problems and convex hull problems (i.e., to derive the hyperplane representation of ), namely, it terminates in a finite time.
Note that each term of expresses the number of each LP problem solved in lines 1, 2.1, 2.4, and 3. Hereafter, algorithm P including subalgorithm 1 is simply called algorithm P.
Remark 2: The projection method similar to the previous algorithm (see [38] for the conference paper), which is called the iterative hull method, has been independently proposed in MPT toolbox [10] by Raković and Mayne. In addition, the algorithm called the equality set projection algorithm [39] has been recently proposed, while the complexity for degenerate polyhedra, however, has never been analyzed, and it has been described in [39] that other projection algorithms (e.g., Vertex enumeration, Fourier-Motzkin elimination, and Block elimination) may be more efficient for degenerate polyhedra. Note that is often degenerate. Remark 3: Subalgorithm 1 is an efficient algorithm for projecting polyhedra that are not necessarily bounded, nondegenerate, and/or open/closed; so it is very useful for various types of projection problems including the problem addressed here. Of course, it can be applied to the deterministic controllability analysis discussed in Section II.
B. Probabilistic Controllability Analysis With Negative One-Sided Error
We consider the negative one-sided error algorithm (algorithm N), which can determine if is -controllable with a probabilistic accuracy or is -uncontrollable. One of the key ideas here is to adopt the random sampling of the initial state under the following assumptions.
A3) The set is bounded and measurable. A4) The measure of is not zero (i.e., ).
Assumption A3) is necessary to define the measures of and its subsets, which is an essential assumption for the approach proposed here. In contrast, (A4) is assumed for simplicity of discussion; thus, the following approach can be easily extended to the case that the measure of is zero. In fact, for the case that is a closed polyhedron of measure zero in , the following discussion straightforwardly holds in the -dimensional space including instead of . First, as a preliminary, the following result is obtained. Lemma 9: For the system , suppose that , and , which provides satisfying , are given. Then, the following statements are equivalent: 1) ; 2) there exists an such that in (22) is feasible and the optimal value is negative. Proof: For given (which specifies ) and , the relation holds if and only if is feasible and . Thus, it follows from (7) and (8) that 1) is equivalent to 2). Lemma 9 implies that for given , the condition can be checked by solving for every . Based on this fact, the following negative one-sided error algorithm is proposed. Let be a random vector with the uniform probability density function on ; so under A3) and A4), we formally define (29) Note that holds; so the following result is obtained in a similar way to the case of Lemma 3.
Lemma 10: For the system , suppose that and are given, and assume A3) and A4). For given and , let (30) Then, if the following holds:
C3) holds for all i.i.d. random vectors from the uniform distribution on the relation (31) holds.
Lemma 10 implies that if C3) holds, holds with probability greater than or equal to , since the relation (32) holds. Thus, if and are sufficiently small, it is guaranteed with sufficiently high probability (greater than or equal to ) that for almost all (i.e., for all except for elements in a subset of whose volume is less than or equal to ), there exists a satisfying C1) under the initial state . Since the condition corresponds to a relaxed version of the -controllability condition in Theorem 1, (31) also corresponds to a relaxed condition of the condition in Theorem 1. Thus, satisfying (31) is said here to be -probabilistically-controllable-with-(or simply, -p-controllable-w-). If C3) does not hold, on the other hand, then deterministically holds, namely, is -uncontrollable. In this way, we can determine if is -p-controllable-wor -uncontrollable. Based on the previous discussion, the following algorithm is proposed under A3) and A4). In algorithm N, for given and is defined by (30) (line 1), and i.i.d. random vectors are generated (line 2). Then, if holds [i.e., 2) of Lemma 9 does not hold] for some , the algorithm determines that is -uncontrollable (line 4). In this case, holds. Otherwise, that is, if holds for all , it determines that is -p-controllable-w-(line 5). Algorithm N terminates after at most times checking the condition . It is also noticed that the negative result ( is -uncontrollable) is guaranteed in the strict sense; thus, algorithms P and N are complementary to each other.
Remark 4: Since i.i.d. random vectors are generated on , under the situation that is a nonempty set of measure zero in , algorithm N cannot determine that is -uncontrollable, i.e., is a nonempty set, even though is given as . This is a theoretical limitation of the method based on Lemma 10. However, we can obtain at least some information on the -controllability in the sense of (31) even for such a case.
C. Probabilistic Controllability Analysis With Two-Sided Error
Based on algorithm P (except for subalgorithm 1) and algorithm N, we propose here the two-sided error algorithm (algorithm T), which can determine if or not the system is -controllable with a probabilistic accuracy; so the random sampling of both the mode sequence and the initial state is considered. First, we obtain the following result from Lemmas 3 and 10.
Lemma 11: For the system , suppose that and are given, and assume A3) and A4). For given , and , let and be the numbers defined by (13) and (30) . Algorithm T terminates after at most times checking , i.e., solving for satisfying .
D. Complexity Analysis of Three Algorithms
This section discusses the computational complexities of algorithms P, N, and T. For simplicity of discussion, in addition to A2)-A4), the following holds: A1') is a polyhedron which implies A1) is assumed. This allows us to express by some linear inequalities, and then, the geometrical complexity of can be easily related to the computational complexities of the algorithms.
Let be the number of the inequalities characterizing , i.e., is the sum of the row sizes of the matrices and for expressed as the form where and are some vectors and let , where and are defined for (2) . Then, we will estimate the computational complexities of the proposed algorithms with respect to the variables of the -controllability problem and the variables of the algorithms, i.e., the specification variables and of the -controllability, the scale/complexity variables and of the system , and the accuracy variables and . Note that expresses the complexity of the form of . Then the following result is obtained.
Lemma 12: For and satisfying A1') and A2)-A4), the following statements hold. 1) For fixed , algorithm P is a polynomial-time algorithm with respect to , and . 2) For fixed , algorithm N is a polynomial-time algorithm with respect to , and . 3) Algorithm T is a polynomial-time algorithm with respect to , and (i.e., to all variables).
Proof:
1) It is proven by the fact from Lemma 8 that algorithm P terminates after solving at most LP problems and at most convex hull problems. First, in (13) is bounded by a polynomial function of and , and is an arbitrarily given constant. Second, as for and , it turns out that for fixed , they are bounded by a polynomial function of card . Noting that can be characterized by at most inequalities (see the proof of Lemma 2), where is the number of the inequalities characterizing in (9), it follows from the well-known result on the number of vertices of a polyhedron (e.g., [40] in (17), and LP3 in (22) ], the dimension of the variables and the number of the constraints are bounded by a polynomial function of , and ; thus, the LP problems can be solved by a polynomial-time algorithm (e.g., the interior point method) with respect to , and . Finally, for fixed , the convex hull problem can be solved by a polynomial-time algorithm with respect to and , i.e., to the variables , and . In fact, for card , the problem corresponds to finding the convex hull of points in , and then, there exists a polynomial-time algorithm with respect to for determining the hyperplane representation and can be computed in a polynomial time with respect to (from the fact card ). Note that the convex hull computation needs an exponential time with respect to . (30) is bounded by a polynomial function of and , 2) and 3) are proven in a similar way to 1). It is remarked that the proof of Lemma 12 also shows that subalgorithm 1 has a polynomial-time complexity with respect to , and , and an exponential-time complexity with respect to . Table II condenses the features and the computational complexities of algorithms P, N, and T. Note that they are complementary to each other for their computational complexities as well as the results determined by them.
IV. FURTHER IMPROVEMENTS OF THREE ALGORITHMS
This section presents several techniques to execute the previously described algorithms with a smaller size of samples than in (13) and in (30) . Note here that Table II Since expresses that the discrete transition from to is feasible via some control input denotes the adjacency matrix of the directed graph as shown in Fig. 3 , where each node corresponds to each and the edge from the node to the node corresponds to the possible discrete transition from to in one time step, e.g., a time step from some to . Thus, expresses the set of the mode sequences which are the directed paths of length in the graph, and denotes the cardinality of . Note that the relation holds for every . Then, the following result improves algorithm P by using the specified subset . (14) .
Lemma 13 implies that for , the number of samples required to verify (14) is less than or equal to the number given by (13) because of . Thus, we can obtain a more efficient algorithm than algorithm P, where the statements in lines 0 and 1 of algorithm P are replaced by the following. Furthermore, a significant issue on line 2 in the aforementioned new algorithm, i.e., the uniform sampling method on , is discussed. As a method to generate i.i.d. random vectors from the uniform distribution on a set, the rejection method, 1 for example, is well known. However, similarly to the case of [41] , in the new algorithm, this method based on the sampling on is inefficient when the difference between card and card is large, because a huge number of i.i.d. random vectors on will have to be generated to obtain an i.i.d. random vector on . Hence, an efficient sampling method in this case is proposed as follows. This generates an i.i.d. random vector from the uniform distribution on by randomly sampling as each element of according to a probability distribution specified based on the number of the directed paths from on the directed graph. holds for every . Lemma 14 implies that the random sampling on according to the probability distribution of (36) and (37) gives us a random vector from the uniform distribution on . Thus, instead of the rejection method, we can use the method based on Lemma 14 as an efficient technique.
Remark 5: There must exist other techniques for efficiently executing algorithm P. For example, it may be useful to exploit the enumeration technique of the feasible mode sequences in [7] .
Next, in a similar way to Lemma 13, we obtain the following result for algorithm N. It improves the algorithm by removing obviously satisfying from the sampled set . Lemma 15: For the system , suppose that and are given. Let and assume the following: A5)
, and there exists an satisfying .
For
, and given satisfying and , let also (38) where . Then, if for all i.i.d. random vectors from the uniform distribution on holds, the relation (31) holds. Proof: In 2) of Lemma 1, since is given as, for example, for every , the relations and hold for every . Then, it follows from (6) that for given and satisfying is given as under A5); so holds from (7) and (8) . Therefore, if for all i.i.d. random vectors from the uniform distribution on holds, then the relation , i.e., (31), holds.
In Lemma 15, the number of samples given by (38) , which is required to verify (31), is less than or equal to the number given by (30 
V. EXAMPLES
Consider the system in Example 1, where and is given in the same way. For these and , assumptions A1)-A4) hold, and so algorithms P, N, and T can be applied. In addition, since A5) holds, Lemma 15 can be also applied.
We apply here the improved versions of algorithms P, N, and T to the -controllability problem. We set and , so by (35) , and set and , so by (38) [note that from (13) and (30)]. Under such a situation, for example, algorithm P can determine if is -controllable or -p-uncontrollable-w-, i.e., there exists an satisfying 0.1% with probability greater than or equal to 99.9%. In addition, it turns out that for every is given by Fig. 3 , and in Lemma 15 is given as (note ). The numerical results of the probabilistic controllability analysis are shown in Table III , where the equality condition of line 6 in algorithm P is checked by [10] , and in subalgorithm 1 is defined as (26) . The symbols " ," " ," and "?" are defined in the same way to Example 1, while the symbol " " implies that is -p-controllable-wand " " implies that is -p-uncontrollable-w-. The results in Table III are based on ten trials, where the algorithms answered the same result in every trial, and the computation time and the number of the LP problems express the maximum value, the mean, and the minimum value in the trials. This table shows that the -controllability problem, which may not be solved in a deterministic way as shown in Example 1, can be solved within a practically short time by the proposed approach. On the other hand, Table IV shows the numerical results for , where by considering that card is huge, that is, in this case, we set to be relatively small, i.e., and , and are given in the same way as the case . Here, algorithms P and T can solve the problem for both and in a practically short time. Meanwhile, algorithm N cannot solve it in the case of . This is because the number of LP problems to be solved exponentially increases with the size of in algorithm N. However, since three algorithms are complementary to each other for computational complexity as shown in Table II , we can get some probabilistic information on the controllability from algorithms P and T.
VI. CONCLUSION
This paper has proposed a probabilistic approach to the controllability analysis of the discrete-time PWA systems. Based on a characterization of controllability, three kinds of polynomialtime algorithms have been proposed for approximately solving the problem in a probabilistic way, where the random sampling of the mode sequence and/or the initial state is used. It has been also shown that the proposed algorithms are practically useful for examples to which the deterministic methods will not be able to be applied. The proposed probabilistic approach can be straightforwardly extended to the case of the sampled-data PWA systems, and also to the reachability problem and the observability problem [42] , [38] , [43] . We hope that the proposed framework will be a practical tool for understanding system properties of complex dynamical systems such as biosystems (e.g., gene regulatory network [22] , [37] ). Such a topic is one of future works.
APPENDIX PROOFS OF THE RESULTS IN SECTION III.A.2
A. Proof of Lemma 4
Since is a polyhedron obtained by the projection of onto the -space, if and only if . On the other hand, it follows from (9) that holds if and only if is feasible and . These facts prove that 1) is equivalent to 2).
B. Proof of Lemma 5
Since from the proof of Lemma 2, the relation (39) holds for , we have (40) which is . Thus, is a boundary point of . Note here that it follows from (40) that there exists an optimal solution to , because is a bounded (and closed) polyhedron from assumptions A1) and A2), and holds from 1) of Lemma 4.
C. Proof of Lemma 6
1) Since, from (40) , is an optimal solution to the LP problem under A1), A2), and 1) of Lemma 4, holds for every . This implies that holds (that is, ) if and only if for every . Thus, b) holds if and only if holds for every . On the other hand, it follows from the relation that a) holds if and only if holds for every . Therefore, a) is equivalent to b).
2) This follows from the fact that and hold for such that does not hold.
D. Proof of Lemma 7
Under A1), A2), and 1) of Lemma 4, there exist some nonempty faces of . Then, we first prove that one and only one of the following two relations holds for each : 1) and 2) . For each , there exists a hyperplane satisfying and , where and are a row vector and a scalar, respectively; so if for given , 1) does not hold, holds (because can be characterized by some inequalities), namely (41) holds. Then, from the relation , it follows that implies 2). On the other hand, 2) obviously implies that 1) does not hold. Therefore, one and only one of the relations 1) or 2) holds for each . From this fact, (21) is proven as follows. Since , the maximum subset of the boundary of that is not included in is expressed as , i.e.,
Therefore, since 2) and the condition are equivalent from the fact that (41) (i.e., ) holds if 1) does not hold, the right-hand side of (42) is equal to the right-hand side of (21) , which completes the proof.
E. Proof of (27) At first, the following result is prepared. Lemma 16: For the system , suppose that , and a nonempty closed polyhedron are given, and assume that A1), A2), and 1) of Lemma 4 hold. Suppose also that some satisfying is given (note that , and for are defined in Lemma 6 
