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En los u´ltimos an˜os la popularidad de los dispositivos mo´viles ha ido crecien-
do exponencialmente en nuestra sociedad (porta´tiles, PDAs, mo´viles, Internet
Tablets, etc.). Esto se debe principalmente a la movilidad y autonomı´a que
ofrecen al usuario, pudiendo ser utilizadas sin tener que estar obligatoriamente
en un lugar fijo. Con el auge de Internet en la Sociedad de la Informacio´n se de-
muestra que una de las principales motivaciones de las personas es la de conocer
e intercambiar informacio´n con otras. Por ello hoy en d´ıa es imprescindible la
tecnolog´ıa que permite que varios dispositivos mo´viles puedan comunicarse en-
tre s´ı, como por ejemplo Bluetooth, Wi-Fi, WiMax, 3G, etc. Estas tecnolog´ıas
inala´mbricas dan una libertad e independencia que nunca podra´n ser propor-
cionadas por las conexiones de cable, aunque tambie´n es cierto que son algo
ma´s limitadas en otros aspectos (duracio´n de la bater´ıa, mayor complejidad,
menor ancho de banda, mayores amenazas en la seguridad, etc.).
1.1. Visio´n general
Este proyecto se centra en un tipo de redes mo´viles denominadas MANET
(Mobile Ad-hoc NETworks), que se caracteriza principalmente por ser una red
descentralizada (no existe ningu´n nodo central o punto de acceso fijo), donde
todos los nodos que participan en la red son considerados iguales. Debido a
las caracter´ısticas propias de los dispositivos que forman parte de este tipo de
redes, como restriccio´n de ancho de banda y energ´ıa (por el uso de bater´ıas),
la mayor´ıa de protocolos y aplicaciones utilizados habitualmente deben ser
modificados y optimizados. Este proyecto trata especialmente el protocolo de
routing y el descubrimiento de servicios en redes MANET.
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Probablemente el protocolo de routing sea uno de los protocolos ma´s impor-
tantes para ser optimizado, ya que constantemente utiliza ancho de banda para
que los dispositivos mo´viles conozcan cua´les son los otros nodos que componen
la red (topolog´ıa de red) y as´ı poder comunicarse entre ellos. Pero aunque cada
dispositivo sepa que´ otros nodos existen en la red, sin una aplicacio´n que diga
los servicios que ofrece cada nodo o busque aquellos que necesita el dispositivo
(conexio´n a Internet, servicio de impresora, manos libres, etc.), la funcionali-
dad de la red no esta´ completa (ver Figuras 1.1 y 1.2). Para ello se utilizan los
protocolos de descubrimiento de servicios.
Figura 1.1: Topolog´ıa de red sin
descubrimiento de servicios
Figura 1.2: Topolog´ıa de red con
descubrimiento de servicios
En nuestro caso comprobaremos si las optimizaciones realizadas por los
protocolos anteriormente mencionados son adecuados para ser utilizados en
redes MANET. En el caso del protocolo de routing estudiaremos el protocolo
OLSR [1] (Optimized Link State Routing) y en el caso del descubrimiento de
servicios, el objeto de estudio sera´ el protocolo SDM [52] (Service Discovery
Mechanism).
Para comprobar si las optimizaciones planteadas funcionan, nos centrare-
mos ma´s en su implementacio´n y uso en dispositivos reales (y ma´s pro´ximos
al usuario final) que en su simulacio´n a trave´s de un simulador de red. El dis-
positivo real utilizado es el terminal de Nokia N800 Internet Tablet. Una de
las principales caracter´ısticas de este terminal es la utilizacio´n de Maemo, una
plataforma de desarrollo de software abierto desarrollada por Nokia en cola-
boracio´n con otros proyectos de software abierto tales como Linux, Debian,
GNOME, etc. Esto hace que podamos desarrollar e incluir nuestras propias
aplicaciones en el terminal, tanto la implementacio´n del protocolo de routing
como el mecanismo de descubrimiento de servicios.
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1.2. Objetivos
Este proyecto se encuadra en la l´ınea de investigacio´n de la tesis doctoral
de Maribel Vara [52] para el disen˜o de un nuevo protocolo de descubrimiento
de servicios espec´ıfico para su utilizacio´n en redes MANET. Este protocolo,
denominado SDM (Service Discovery Mechanism), tiene la particularidad de
estar integrado en un protocolo de routing (OLSR) en lugar de a nivel de
aplicacio´n. El objetivo principal de este proyecto es la implementacio´n en un
dispositivo real del protocolo SDM, pues aunque en general la mayor´ıa de
las prestaciones que se especifican en el disen˜o de un protocolo se pueden
comprobar con simulaciones, las medidas realizadas en dispositivos reales son
ma´s fiables y precisas, adema´s de poderse utilizar dicha implementacio´n en un
futuro para aplicaciones reales.
Los objetivos concretos que se han planteado en la realizacio´n de este pro-
yecto son los que se enumeran a continuacio´n:
Estudiar los diferentes tipos de redes existentes que utilizan la tecnolog´ıa
WLAN (esta´ndar 802.11), centra´ndose principalmente en las caracter´ısti-
cas y aplicaciones de las redes MANET (Mobile Ad-hoc NETworks).
Estudiar el estado del arte referente a los protocolos de routing en redes
MANET, centra´ndose principalmente en el protocolo OLSR (Optimized
Link State Routing) y la implementacio´n utilizada en este proyecto (de-
monio olsrd).
Estudiar la plataforma de desarollo de software abierto Maemo con sus
principales caracter´ısticas y componentes.
Estudiar el estado del arte referente a los protocolos de descubrimiento de
servicios tanto en redes cableadas como en redes MANET, centra´ndose
principalmente en el protocolo SDM (Service Discovery Mechanism).
Implementar el protocolo de descubrimiento de servicios SDM en dispo-
sitivos reales como un plugin del demonio olsrd, pudiendo ser ejecutado
en sistemas basados en Linux (plataforma de desarrollo Maemo).
Realizar pruebas con varios dispositivos Maemo (Nokia N800) para com-
probar el correcto funcionamiento del protocolo SDM y obtener datos re-
levantes sobre el consumo de bater´ıa, el retardo que se produce al anunciar
servicios y el consumo del ancho de banda para diferentes configuraciones.
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Comparar el protocolo SDM con otro protocolo de descubrimiento de
servicios denominado Mercury [53] (basado en OLSR al igual que SDM)
para contrastar las prestaciones de ambos protocolos y determinar sus
principales ventajas e inconvenientes.
Redactar la documentacio´n y la memoria asociada a este proyecto.
1.3. Esquema del proyecto
La estructura de la memoria es la siguiente:
En el cap´ıtulo 2, se introducen las redes MANET (Mobile Ad-hoc NET-
works), enumerando sus principales caracter´ısticas, sus modos de funciona-
miento y las situaciones en las que se suele utilizar este tipo de redes. Tambie´n
se describe brevemente el funcionamiento de un protocolo de routing y los
diferentes tipos que existen actualmente.
En el cap´ıtulo 3, se estudia el protocolo de routing OLSR, su funciona-
miento, sus principales caracter´ısticas y los diferentes tipos de mensajes que se
env´ıan a trave´s de la red. Tambie´n se mencionan las principales novedades que
presenta la u´ltima versio´n de este protocolo (OLSR versio´n 2).
En el cap´ıtulo 4, se presenta la plataforma de desarrollo de software abierto
Maemo, describie´ndose los principales componentes que posee, como el kernel,
las principales librer´ıas de sistema o el framework de aplicaciones.
En el cap´ıtulo 5, se introducen los protocolos de descubrimiento de servicios,
las principales arquitecturas y modos de funcionamiento, adema´s de las dos
l´ıneas de investigacio´n que existen actualmente en los protocolos espec´ıficos
para redes MANET (implementados a nivel de aplicacio´n o integrados con el
protocolo de routing).
En el cap´ıtulo 6, se describe el funcionamiento del protocolo SDM, las prin-
cipales razones por las que esta´ disen˜ado para ser utilizado en redes MANET
y la estructura de los mensajes que un dispositivo env´ıa al resto de la red para
anunciar sus servicios.
En el cap´ıtulo 7, se describe la implementacio´n del protocolo de descubri-
miento de servicios SDM como un plugin para el demonio olsrd, centra´ndose
en su arquitectura y la manera de implementar sus diferentes funciones.
En el cap´ıtulo 8, se documentan las diferentes pruebas realizadas para com-
probar el correcto funcionamiento y el rendimiento del protocolo de descubri-
miento de servicios SDM, adema´s de una comparacio´n con otro protocolo de
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descubrimiento de servicios (Mercury).
Finalmente, en el cap´ıtulo 9 se resumen las principales conclusiones del
proyecto y se proponen sugerencias para futuros trabajos.
Como parte de la memoria hemos incluido una serie de anexos para aclarar
y completar algunas de las contribuciones de este proyecto. As´ı:
En el anexo A, se describe el presupuesto del proyecto incluyendo los ho-
norarios segu´n los baremos orientativos del Colegio Oficial de Ingenieros de
Telecomunicacio´n (COIT).
En el anexo B, se presenta el entorno de desarrollo Maemo y las principales
aplicaciones que se utilizan para crear un paquete Debian (.deb) instalable en
el dispositivo Maemo.
En el anexo C, se incluyen las tablas con todos los valores obtenidos en las










En la actualidad existen en el mercado numerosas tecnolog´ıas inala´mbricas
para que varios dispositivos se comuniquen entre s´ı a trave´s de ondas y sin
la necesidad de utilizar cable, tales como 3G HSPA [8], WLAN [9] (esta´ndar
802.11) o Bluetooth [10]. Tambie´n se esta´ invirtiendo una gran cantidad de
recursos en la investigacio´n de futuras tecnolog´ıas inala´mbricas que aumenten
enormemente las capacidades de las actuales y se aproximen a las conseguidas
por las tecnolog´ıas de cable. Ejemplos de este tipo son WiMAX [11] o LTE [12]
(Long Term Evolution).
La mayor´ıa de estas tecnolog´ıas inala´mbricas se basan en el principio de
una comunicacio´n punto a punto, donde los nodos mo´viles se comunican direc-
tamente con un punto de acceso centralizado (que suele ser fijo y conectado a
otras redes a trave´s de cable, usualmente Internet). Pero una red MANET [7]
(Mobile Ad-hoc NETworks) se basa en una red descentralizada y adema´s mul-
tisalto, es decir, la informacio´n puede pasar por varios nodos antes de llegar a
su destino si la distancia entre origen y destino es muy grande. De esta manera
los nodos intermedios actu´an como routers, reenviando la informacio´n en cada
salto a trave´s de la red.
2.1. Tecnolog´ıa WLAN (esta´ndar 802.11)
Aunque las redes MANET no esta´n restringidas a una tecnolog´ıa en concre-
to, se suelen utilizar interfaces WLAN para montar este tipo de redes (ya sea
en cualquiera de las versiones del esta´ndar IEEE 802.11 [13] - 802.11a, 802.11b,
802.11g o el ma´s moderno 802.11n). Las caracter´ısticas de la tecnolog´ıa WLAN
en cobertura y limitacio´n de energ´ıa hacen que sea la ma´s adecuada para este
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tipo de redes. Otras tecnolog´ıas como Bluetooth o 3G HSPA tambie´n podr´ıan
ser utilizadas, pero mientras que la primera posee un rango de transmisio´n muy
pequen˜o (unas 10 veces menor que WLAN), la segunda so´lo permite el modo
de acceso a un nodo centralizado (contrario a la filosof´ıa de las redes MANET)
Las dos configuraciones ma´s utilizadas en las comunicaciones con disposi-
tivos WLAN son:
Modo infraestructura
La red mo´vil consiste en un conjunto de dispositivos mo´viles que se co-
nectan a un punto de acceso (t´ıpicamente colocado en un lugar fijo y
conectado por cable a otras redes). Esta configuracio´n de red mo´vil es de
tipo centralizado, ya que el punto de acceso es el dispositivo por el que
pasa todo el tra´fico que intercambian los diferentes dispositivos mo´viles
que forman la red (si el punto de acceso falla, la red entera cae).
Un ejemplo del modo infraestructura es la red utilizada en cualquier
hogar para que un dispositivo mo´vil (porta´til, PDA, etc.) tenga acceso
a Internet a trave´s de un router inala´mbrico, que suele estar conectado
por cable Ethernet [14] al proveedor de servicios ISP para tener acceso a
Internet (ver Figura 2.1).
Figura 2.1: Modo infraestructura en una red mo´vil
Modo ad-hoc
Este modo de configuracio´n es el utilizado en las redes MANET, ya que
se caracteriza en que no existe ningu´n dispositivo que centralice todo el
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tra´fico generado en la red, sino que e´ste es distribuido indistintamente
por todos los dispositivos. Por lo tanto los diferentes nodos establecen co-
municacio´n directamente unos con otros sin la necesidad de utilizar para
ello un punto de acceso. Un ejemplo del modo ad-hoc es el intercambio
de informacio´n entre mo´viles (ima´genes, tonos, etc.) o la conexio´n de e´ste
a un porta´til con un manos libres (ver Figura 2.2).
Figura 2.2: Modo ad-hoc en una red mo´vil
2.2. Redes en modo ad-hoc
Aunque la mayor´ıa de redes que se despliegan son de modo infraestructura
(que requieren centralizar todo el tra´fico en un punto de acceso), existen dife-
rentes escenarios y aplicaciones donde lo ma´s conveniente (o lo u´nico) que se
puede desplegar es una red en modo ad-hoc. Ejemplos importantes de redes
mo´viles ad-hoc pueden ser comunicaciones militares, operaciones de rescate,
conferencias, redes de sensores, etc.
Estos ejemplos se caracterizan en que no pueden depender de una conecti-
vidad organizada y centralizada, ya que la topolog´ıa de la red es muy diversa
y dina´mica (cambia muy ra´pidamente), y los dispositivos utilizados esta´n res-
tringidos por su limitada capacidad de ancho de banda y energ´ıa. Adema´s la
red tiene que ser fa´cilmente desplegable y auto-configurable, pudiendo ser una
red auto´noma o con acceso a redes externas como Internet. Tambie´n hay que
tener en cuenta que las redes mo´viles son ma´s propensas a sufrir ataques en
su seguridad [23] (spoofing, eavesdropping, DoS, etc.) que las redes fijas de
cable, aunque al ser las redes MANET descentralizadas proporcionan algo ma´s
13
de robustez ya que no existe un punto cr´ıtico de fallo (como por ejemplo un
servidor centralizado).
En principio el modo ad-hoc so´lo permite la transmisio´n de paquetes a
aquellos dispositivos que esta´n en su a´rea de cobertura, pero las aplicaciones
mencionadas anteriormente necesitan conectarse con otros nodos que esta´n si-
tuados a una distancia mayor. Para ello se puede utilizar a dispositivos vecinos
como routers para que reenv´ıen la informacio´n al destinatario. Esta capacidad
de las redes MANET de utilizar los dispositivos para retransmitir la informa-
cio´n y as´ı alcanzar dispositivos ma´s lejanos se denomina multisalto (debido a
que la informacio´n da varios saltos desde que sale del origen hasta que llega al
destino).
Tomando como ejemplo la topolog´ıa de red de la Figura 2.2, el porta´til
quiere enviar un mensaje al tele´fono mo´vil, pero e´ste se encuentra fuera de su
a´rea de cobertura. Si esta red soporta la opcio´n multisalto, el porta´til podra´ in-
tercambiar informacio´n con el tele´fono mo´vil a trave´s de la PDA, que en este
caso actuara´ como router reenviando la informacio´n. Para que una red MANET
tenga la capacidad de multisalto, es imprescindible que exista un protocolo de
routing que establezca la topolog´ıa de red, definiendo aquellos dispositivos que
actuara´n como routers y las rutas de tra´fico para saber a quie´n se deben enviar
los paquetes para que la informacio´n llegue correctamente a su destino.
2.3. Protocolos de routing en redes MANET
La funcio´n principal de un protocolo de routing es la de establecer y man-
tener las rutas por donde viaja toda la informacio´n que genera la red, es decir,
que cada dispositivo sepa a que´ otro nodo de la red dentro de su rango de
transmisio´n debe enviar cada paquete. Para ello cada dispositivo posee una ta-
bla de routing donde aparece dicha informacio´n, siendo la misio´n del protocolo
la de crear y mantener esas tablas correctamente, definiendo as´ı la topolog´ıa
de la red. Estos protocolos especifican la estructura de los mensajes que se
intercambian todos los dispositivos para que conozcan la topolog´ıa de la red y
de esta manera actualizar la tabla de routing. Ejemplos t´ıpicos de protocolos
de routing para redes IP fijas son RIP [21] (Routing Information Protocol) y
OSPF [22] (Open Shortest Path First).
Al contrario que en las redes fijas (o mo´viles en modo infraestructura), todos
los dispositivos pueden actuar como routers, por lo que cada emisor tiene una
ruta espec´ıfica por la que enviar los paquetes a cada destino de la red MANET.
Por esta razo´n los protocolos de routing implementados habitualmente en redes
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fijas no son apropiados para redes MANET. Adema´s hay que tener en cuenta
otras propiedades que hacen el disen˜o del protocolo de routing bastante ma´s
complejo, ya que la comunicacio´n se produce de forma distribuida (y no de
forma centralizada v´ıa routers como en las redes fijas), la topolog´ıa de una
red de estas caracter´ısticas cambia con mucha rapidez y el ahorro de energ´ıa
es fundamental (las bater´ıas proporcionan energ´ıa por un intervalo de tiempo
limitado).
Las caracter´ısticas ma´s importantes de un protocolo de routing en redes
MANET son:
Creacio´n y organizacio´n de rutas de tra´fico de forma automa´tica y auto´no-
ma.
Capacidad de multi-salto, donde las rutas no presenten bucles infinitos.
Mantenimiento de la topolog´ıa de red hasta en las redes ma´s dina´micas
(con muchos cambios en poco tiempo).
Convergencia ra´pida de la red.
Mı´nima sobrecarga en el tra´fico de la red.
Que se pueda utilizar en grandes redes con muchos dispositivos (escala-
bilidad).
En redes MANET existen tres tipos diferentes de protocolos de routing para
conseguir todas las funcionalidades enumeradas anteriormente: los denomina-
dos protocolos reactivos, los proactivos y los h´ıbridos, diferencia´ndose entre
s´ı sobre todo en la forma de mantenimiento de las rutas de tra´fico.
2.3.1. Protocolos reactivos
La filosof´ıa de los protocolos de routing reactivos es la de transmitir la in-
formacio´n de la topolog´ıa de red bajo demanda, es decir, solamente cuando se
quiere iniciar una comunicacio´n con un nodo que no tiene una ruta estable-
cida. En este caso el protocolo de routing intentara´ establecer tal ruta para
interconectar ambos dispositivos.
Para explicar el funcionamiento de este tipo de protocolo de routing toma-
remos como referencia la topolog´ıa de red de la Figura 2.3. Si por ejemplo el
nodo A quiere establecer una comunicacio´n con el nodo F, enviara´ una peticio´n
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de ruta (mensaje RREQ - Route Request) a sus vecinos (nodos B y C) pre-
gunta´ndoles si son el nodo F. Como ninguno de ellos es el nodo F, reenviara´n
la misma peticio´n a sus vecinos y as´ı sucesivamente hasta que la peticio´n le
llega al nodo F.
En ese momento (ver Figura 2.3), el nodo F enviara´ al nodo E una respuesta
(mensaje RREP - Route Reply) confirmando que es el nodo F. De esta manera
el nodo E sabe que el nodo F es uno de sus vecinos y reenv´ıa la respuesta
al nodo C, averiguando as´ı que la manera de llegar al nodo F es a trave´s del
nodo E. Por u´ltimo, la respuesta llega por fin al nodo A por parte del nodo C.
A partir de este momento (y mientras la ruta tenga validez) el nodo A sabe
que si quiere comunicarse con el nodo F tiene que hacerlo a trave´s del nodo C
(en este tipo de protocolos los nodos no conocen la topolog´ıa entera de la red,
solamente a quie´n deben enviar el paquete).
Figura 2.3: Peticio´n de ruta del nodo A al nodo F y su correspondiente respuesta
La ventaja de este tipo de protocolos es que so´lo utilizan ancho de banda
cuando es estrictamente necesario (ya que mientras la ruta tenga validez no se
env´ıan peticiones de ruta). Entre los inconvenientes, cabe destacar la existencia
de un retraso importante cuando se quiere establecer una comunicacio´n nueva
y la sobrecarga en la red cuando se realiza una peticio´n de ruta (ya que se
transmite por inundacio´n a toda la red). Ejemplos de protocolos de routing
reactivos en redes MANET son AODV [24] (Ad-hoc On Demand Distance),




Mientras que los protocolos de routing reactivos esperan a que algu´n no-
do quiera establecer una nueva conexio´n para descubrir la ruta entre origen
y destino, los protocolos de routing proactivos esta´n constantemente buscan-
do los diferentes caminos por donde se puede enviar la informacio´n, tomando
la iniciativa del intercambio de mensajes entre los distintos dispositivos que
conforman la red para tener su topolog´ıa lo ma´s actualizada posible.
En este tipo de protocolos todos los nodos conocen la topolog´ıa entera de la
red, sabiendo en todo momento cua´l es el mejor camino para que la informacio´n
llegue al destino (por ejemplo si existen varios caminos elegir el ma´s corto o en
el que se produzcan menos saltos).
Entre los protocolos proactivos en redes MANET ma´s utilizados se encuen-
tran el TBRPF [28] (Topology Dissemination Based on Reverse-Path Forwar-
ding), el FSR [29] (Fisheye State Routing) y el OLSR [1] (Optimized Link State
Routing). Este u´ltimo protocolo es descrito en profundidad en el cap´ıtulo 3.
La ventaja de este tipo de protocolos de routing es que todas las rutas son
mantenidas todo el tiempo, descubriendo cada poco tiempo la existencia de una
nueva ruta. De esta manera no existe ningu´n retraso en las comunicaciones y
las rutas siempre esta´n disponibles para el intercambio de informacio´n. Por el
contrario, el precio a pagar por tener siempre actualizado la topolog´ıa de red
de todos los nodos es una constante sobrecarga en el tra´fico de la red debido
al continuo intercambio de mensajes entre los diferentes dispositivos que la
conforman.
2.3.3. Protocolos h´ıbridos
Los protocolos h´ıbridos combinan las caracter´ısticas de los protocolos reac-
tivos y proactivos. El mayor ejemplo de este tipo de protocolos es el ZRP [30]
(Zone Routing Protocol). Su funcionamineto consiste en dividir la topolog´ıa de
la red en diferentes zonas, utilizando un tipo de protocolo determinado segu´n
convenga, basa´ndose en las ventajas e inconvenientes que presenta cada uno.
Si el emisor y el destino se encuentran dentro de la misma zona (rutas
locales), se utiliza un protocolo proactivo (cualquiera de los descritos en la
seccio´n 2.3.2) para que no haya un retraso inicial en las comunicaciones locales.
En cambio, si el emisor y el destingo esta´n en diferentes zonas (rutas globales),
se utiliza un protocolo reactivo (cualquiera de los descritos en la seccio´n 2.3.1),
eliminando as´ı la necesidad de tener que guardar la topolog´ıa completa de la
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red. Adema´s, para controlar el tra´fico entre las diferentes zonas dentro de la red
MANET, el protocolo ZRP define una te´cnica denominada BRP (Bordercast
Resolution Protocol), que difunde las peticiones de ruta (Route Request) a las




OLSR [1] (Optimized Link State Routing) es un protocolo de routing di-
sen˜ado para redes mo´viles ad-hoc, especialmente cuando dichas redes son gran-
des y densas (con muchos terminales disponibles en la red). Entre las carac-
ter´ısticas principales de OLSR se encuentra su capacidad de multi-salto, su
proactividad en el momento de encontrar una ruta y la mejora en el ancho de
banda para dispositivos mo´viles. El protocolo OLSR se basa principalmente
en el cla´sico algoritmo de estado de enlace (cuyo ma´ximo representante es el
protocolo OSPF), adapta´ndolo a las redes mo´viles ad-hoc.
La principal diferencia con este algoritmo es la forma de reenviar los men-
sajes que se intercambian los dispositivos para conocer la topolog´ıa de la red.
En el protocolo OSPF, cuando un dispositivo quiere dar a conocer alguna in-
formacio´n, inunda la red enviando mensajes de broadcast a todos sus vecinos,
e´stos lo reenv´ıan a sus respectivos vecinos y as´ı sucesivamente hasta que llega
a todos los rincones de la red.
En cambio en OLSR, en lugar de reenviar un mensaje a todos los nodos
que se encuentran en el a´rea de cobertura, so´lo se reenv´ıa a un conjunto de
nodos estrate´gicamente colocados llamados MPR (Multipoint Relays) capaces
de llegar ellos solos al mayor nu´mero de nodos posible. Si e´stos a su vez re-
env´ıan el mensaje a sus respectivos nodos MPR, se conseguira´ que todos los
nodos de la red reciban el mensaje de broadcast habie´ndose enviado un menor
nu´mero de mensajes con el consiguiente ahorro de tra´fico (ancho de banda) y
de energ´ıa, para´metros cr´ıticos en las redes mo´viles ad-hoc. Esta caracter´ıstica
del protocolo OLSR sera´ explicada detalladamente en el apartado 3.1.2.
Aunque el protocolo OLSR se puede utilizar para cualquier tipo de red mo´vil
ad-hoc, su disen˜o es especialmente adecuado para redes grandes y densas con
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muchos dispositivos a interconectar, pues es en este tipo de escenarios donde la
te´cnica de los nodos MPR es ma´s eficiente. Cuanto ma´s grande y densa sea una
red, mayor optimizacio´n se alcanzara´ compara´ndola con el algoritmo cla´sico de
estado de enlace.
El documento RFC 3626 separa el protocolo OLSR en dos partes: el nu´cleo
funcional (core functionality) y un conjunto de funciones auxiliares. El nu´cleo
funcional son aquellas funciones indispensables para que OLSR funcione co-
rrectamente y que deben ser implementadas en todo dispositivo que quiera
utilizarlo. Las funciones auxiliares son una extensio´n que otorga al protocolo
una mayor redundancia y compatibilidad con otras redes que no sean MANET.
Segu´n el RFC 3626, el protocolo permite el uso de nodos heteroge´neos, es de-
cir, nodos con diferentes implementaciones y por lo tanto que contengan un
diferente conjunto de funciones auxiliares.
A continuacio´n se explicara´n cada una de las funciones que proporciona
OLSR para que un conjunto de nodos pueda conocer la topolog´ıa de la red
y mantener as´ı actualizadas sus tablas de routing, describiendo despue´s la
estructura principal de un paquete OLSR y los principales tipos de mensajes
que existen (HELLO, TC y MID).
3.1. Funcionamiento del protocolo OLSR
Desde que un nodo entra en una red MANET hasta que la red entera se
actualiza y crea todas las rutas posibles desde cualquier nodo de la red hasta el
nuevo dispositivo entrante, se llevan a cabo ciertas acciones del protocolo OLSR
para actualizar cada una de las tablas de routing. Las principales funciones o
acciones que toma el protocolo se describen en los siguientes apartados:
3.1.1. Descubrimiento de vecinos
Cuando un nodo entra en una red mo´vil ad-hoc, no sabe que´ dispositivos
forman esa red. El primer paso sera´ conocer quie´nes son sus vecinos (aquellos
dispositivos que esta´n en su a´rea de cobertura y por lo tanto pueden llegar
a e´l de un solo salto). El mecanismo para la deteccio´n de los vecinos es el
intercambio perio´dico de mensajes HELLO (para un mayor detalle de este tipo
de mensajes ver apartado 3.3.1).
Una posible secuencia de intercambio de mensajes HELLO entre dos vecinos
que todav´ıa no han establecido conexio´n puede ser la que se muestra en la
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Figura 3.1.
Figura 3.1: Descubrimiento de vecinos
En primer lugar, cuando un nodo entra en la red (nodo A) env´ıa a todos
los vecinos un mensaje HELLO con su campo de vecinos vac´ıo. Cuando algu´n
nodo recibe este mensaje (nodo B) actualiza su tabla de routing pues sabe que
puede recibir mensajes de A. Entonces env´ıa un mensaje HELLO actualizado,
donde incluye al nodo A como su vecino pero con un enlace de tipo asime´trico
(ya que lo u´nico que sabe es que puede recibir mensajes de A, pero no al reve´s).
En este momento el nodo A actualiza su tabla de routing considerando a B
como vecino. Por u´ltimo cuando el nodo A env´ıe otra vez un mensaje HELLO,
incluira´ a B como vecino y esta vez sera´ de tipo sime´trico (nodos A y B pueden
enviar y recibir mensajes entre ellos).
Estos mensajes HELLO son enviados perio´dicamente, dando a conocer a los
dema´s nodos quie´nes son tus vecinos (so´lo alcanza un a´mbito local ya que no
pueden ser reenviados a otros nodos). Si un dispositivo tiene varias interfaces,
hay que considerar a cada interfaz perteneciente a una red de vecinos indepen-
diente, ya que puede que algu´n nodo so´lo pertenezca al a´rea de cobertura de
una de las interfaces, como se puede observar en la Figura 3.2).
En este caso, los vecinos del nodo A son, por un lado C y D (a trave´s de la
interfaz a1), y por otro lado el nodo B (a trave´s de la interfaz a2), siendo los
mensajes HELLO diferentes en cada interfaz.
Al recibir un mensaje HELLO, un nodo tambie´n puede descubrir el conjunto
de nodos disponibles a trave´s de sus vecinos (pero que no se encuentran en su
a´rea de cobertura). Este conjunto de nodos se denomina vecinos de segundo
salto (2-hop neighbor set), en el que pertenecen aquellos nodos, que no siendo
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Figura 3.2: Descubrimiento de vecinos en mu´ltiples interfaces
vecinos tuyos, esta´n incluidos en un mensaje HELLO recibido de un vecino. Este
tipo de nodos sera´ fundamental en el ca´lculo por parte de cada dispositivo de
la red de su conjunto de nodos MPR.
3.1.2. MultiPoint Relaying (MPR)
Una vez que un nodo descubre quie´nes son sus vecinos (tanto los que se
encuentran en su a´rea de cobertura como los de segundo salto), el siguiente
paso es calcular quie´nes van a ser sus nodos MPR. Tal y como se ha dicho
previamente, e´sta es la principal diferencia con respecto al protocolo cla´sico
de estado de enlace y su principal virtud para la adaptacio´n del protocolo a
redes mo´viles ad-hoc. Los nodos MPR sera´n aquellos vecinos que, elegidos co-
rrectamente, pueden reenviar cualquier mensaje a todos los vecinos de segundo
salto (es indispensable que los enlaces entre estos vecinos sean de tipo sime´tri-
co). Cuanto menor sea este nu´mero de nodos MPR con respecto al nu´mero
de vecinos, mayor eficiencia obtendra´ el protocolo pues introducira´ una menor
sobrecarga de tra´fico en la red. Debido a que el conjunto de vecinos es diferente
para cada nodo, el conjunto de nodos MPR tambie´n sera´ diferente para cada
uno de los nodos que forman la red.
En el algoritmo cla´sico, si un nodo quiere enviar un mensaje de broadcast
a toda la red, inunda la red envia´ndoselo a todos sus vecinos, e´stos a su vez
lo reenv´ıan a los suyos y as´ı sucesivamente hasta que toda la red ha recibido
el mensaje. En cambio en OLSR, si un nodo quiere enviar un mensaje de
22
broadcast a toda la red, igualmente env´ıa su mensaje a todos los vecinos, pero
en esta ocasio´n so´lo reenviara´n el mensaje aquellos nodos seleccionados como
MPR (pues so´lo con este conjunto es posible alcanzar a todos los vecinos de
segundo salto).
Figura 3.3: Seleccio´n de los nodos MPR
En el caso de la Figura 3.3, todos los nodos de segundo salto de A pueden
ser alcanzados a trave´s de B y D, y por tanto son elegidos nodos MPR por A.
Por lo tanto cuando el nodo A env´ıe un mensaje de broadcast, solamente los
nodos B y D reenviara´n dicho mensaje a sus vecinos. De esta manera se ahorra
el ancho de banda que utilizar´ıa el nodo C para reenviar los mensajes a los
nodos F, G y H (inundacio´n de la red en el algoritmo cla´sico).
En el caso de redes cableadas, para que la inundacio´n del mensaje en la
red sea ma´s eficiente no se suele retransmitir por la misma interfaz que ha
recibido el mensaje. Pero en el caso de redes mo´viles esto no es posible ya que
la transmisio´n se propaga en espacio libre y lo usual es que la misma interfaz
que recibe el mensaje sea la misma que lo retransmite. Por esta razo´n, adema´s
de la limitacio´n en ancho de banda y energ´ıa disponible de los dispositivos
mo´viles, hace imprescindible la reduccio´n en lo posible del nu´mero total de
retransmisiones, consiguie´ndose gracias a la utilizacio´n de los nodos MPR. Otra
manera de reducir estas retransmisiones en OLSR es mantener una cache´ de
mensajes duplicados donde se averigua si un mensaje ya ha sido procesado o
retransmitido (a trave´s del nu´mero de secuencia del mensaje), siendo en ese
caso descartado por el nodo.
La eficiencia del protocolo OLSR en el ahorro del tra´fico cuando se inun-
da la red con un mensaje de broadcast se puede observar en las Figuras 3.4
y 3.5, donde solamente los nodos MPR (en oscuro) reenv´ıan la informacio´n,
ahorra´ndose as´ı retransmisiones innecesarias pues al final todos los nodos de la
red reciben el mensaje que envio´ el emisor (nodo central).
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Figura 3.4: Inundacio´n de una red
sin nodos MPR
Figura 3.5: Inundacio´n de una red
con nodos MPR
Debido a que en una red mo´vil la duracio´n de la bater´ıa de los dispositivos
puede ser mayor o menor segu´n el tipo de dispositivo, el protocolo OLSR per-
mite a los nodos que anuncien en los mensajes HELLO su voluntad (willingness)
de retransmitir mensajes a otros nodos y por lo tanto de convertirse en nodos
MPR. Existen 8 niveles de voluntad, siendo el ma´s bajo el nu´mero 0 (no re-
transmite paquetes - etiqueta WILL NEVER) y el ma´s alto el nu´mero 7 (siempre
dispuesto a reenviar paquetes - etiqueta WILL ALWAYS). Si un nodo tiene nivel
7 de voluntad siempre deber´ıa ser elegido como nodo MPR.
El conjunto o´ptimo de nodos MPR (menor nu´mero de nodos que alcanza
a todos los vecinos de segundo salto) es muy dif´ıcil de calcular, habie´ndose
demostrado que se trata de un problema de decisio´n de tipo NP-completo [3].
Para resolver este problema, el protocolo OLSR utiliza un me´todo heur´ıstico
sencillo para decidir quie´nes son los nodos MPR de cada dispositivo. Este
me´todo tiene en cuenta tanto el nu´mero de vecinos de segundo salto que es
capaz de alcanzar cada nodo como su nivel de voluntad (willingness) para
retransmitir un mensaje.
La explicacio´n de este me´todo heur´ıstico escapa al alcance de este proyec-
to, siendo posible su ana´lisis y estudio exhaustivo en [4]. Desde que aparecio´ el
protocolo OLSR otros me´todos para el ca´lculo del conjunto de nodos MPR
han sido propuestos. Por ejemplo en [5] sugieren que la seleccio´n de los nodos
MPR deber´ıa tambie´n estar basada en la movilidad de los nodos dentro de la
red, dando preferencia a aquellos nodos ma´s estables (con menor movilidad).
Aunque el uso de los nodos MPR ha sido definido principalmente para el pro-
tocolo de routing OLSR, investigaciones recientes han propuesto otros usos a
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la seleccio´n de nodos MPR. Por ejemplo en [31] se propone la estimacio´n de las
posiciones geogra´ficas de los nodos que componen la red MANET basa´ndose
en la conectividad de los nodos MPR.
3.1.3. Ca´lculo de la topolo´g´ıa de la red
Una vez realizado el descubrimiento de vecinos y el ca´lculo de los nodos
MPR, lo u´nico que falta por hacer antes de actualizar la tabla de routing es
diseminar por toda la red mensajes con la informacio´n de los enlaces de cada
nodo para que cada dispositivo de la red pueda obtener la topolog´ıa de la red.
Dicha informacio´n se env´ıa a trave´s de mensajes TC (para un mayor detalle de
este tipo de mensajes ver apartado 3.3.2).
De toda la informacio´n obtenida a trave´s de los mensajes HELLO, lo que
un nodo inunda a toda la red es la informacio´n relativa de aquellos nodos que
le han elegido como nodo MPR. De esta manera se consigue, adema´s de una
sensible mejora en la eficiencia al reenviar los mensajes de broadcast so´lo los
nodos MPR, dos optimizaciones importantes:
El mensaje TC se reduce con respecto al algoritmo cla´sico de estado de
enlace, ya que en lugar de almacenar en el mensaje la informacio´n sobre
todos tus vecinos, so´lo env´ıas informacio´n de aquellos vecinos que te han
elegido como nodo MPR, reducie´ndose as´ı el taman˜o del mensaje TC.
Como so´lo se env´ıa informacio´n de los vecinos que te han elegido como
nodo MPR, so´lo debera´n generar este tipo de mensaje aquellos nodos que
hayan sido elegidos como nodos MPR por algu´n vecino, abstenie´ndose el
resto. Esto supone un ahorro en tra´fico y ancho de banda.
Al ser la topolog´ıa de la red diseminada solamente por aquellos nodos ele-
gidos como MPR, al calcular la tabla de routing e´stos se convertira´n en los
routers que encaminara´n el tra´fico en la red, reenviando los mensajes de una
parte a otra de la red.
Una vez recibidos los mensajes TC por parte de los nodos, se puede llevar
a cabo el ca´lculo de la tabla de routing para obtener la topolog´ıa de la red y
saber a que´ vecino debo enviar cualquier paquete para que e´ste sea encaminado
a trave´s de la red MANET y entregado correctamente a su destinatario.
Una tabla de routing esta´ formada principalmente por la direccio´n IP des-
tino, la direccio´n IP del siguiente salto y el valor del salto (nu´mero de nodos
que tiene que cruzar un paquete para llegar a su destino). Los pasos a seguir
en el ca´lculo de la tabla de routing de cualquier nodo son los siguientes:
25
1. Primero se an˜aden entradas de routing para los vecinos a partir de los
mensajes HELLO recibidos con un valor de salto igual a 1. El siguiente
salto es el propio vecino.
2. Por cada vecino y a partir de sus mensajes HELLO, se an˜aden los vecinos
de segundo salto con valor de salto igual a 2, siendo el siguiente salto el
vecino correspondiente.
3. Ahora, por cada mensaje TC recibido cuyo origen sea un nodo con valor
de salto n = 2 (vecino de segundo salto), se an˜aden todos los nodos que
aparecen en dicho mensaje (y que no este´n en la tabla de routing) con
un valor de salto n + 1 = 3. El siguiente salto sera´ en este caso el nodo
origen con valor de salto n = 2.
4. Se incrementa el valor de salto n en 1 y se repite el paso 3 hasta que no
queden ma´s entradas en la tabla de routing con valor de salto n + 1. Este
paso se repite hasta que no queden ma´s mensajes TC por procesar.
5. Por u´ltimo se tiene que observar si algu´n nodo posee varias interfaces a
partir de la informacio´n obtenida con los mensajes MID para actualizar
la tabla de routing (para un mayor detalle de este tipo de mensajes
ver apartado 3.3.3). Para ello se an˜ade una entrada en dicha tabla pero
poniendo, en lugar de la direccio´n IP principal del nodo, la direccio´n IP
de su interfaz correspondiente (el valor de salto y el salto siguiente siguen
siendo los mismos).
El procedimiento heur´ıstico anterior es el t´ıpico algoritmo de encontrar
el camino ma´s corto (shortest-path), recogido en el RFC 3626 del protocolo
OLSR [1]. La tabla de routing debe ser actualizada cuando se detecte un cambio
en alguno de los vecinos de primer y segundo salto (mensajes HELLO), en alguno
de los nodos de la red (mensajes TC) o en alguna interfaz adicional de un nodo
(mensajes MID).
3.2. Estructura del paquete OLSR
Todos los mensajes pertenecientes al protocolo OLSR poseen la misma es-
tructura (ver Figura 3.6), cuyos campos de cabecera ma´s importantes son:
Packet Length: Longitud del paquete en bytes incluyendo la cabecera
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Packet Sequence Number: Nu´mero de secuencia que se incrementa
por cada nuevo paquete OLSR que se env´ıa. Cada interfaz posee su propio
nu´mero de secuencia.
Figura 3.6: Paquete gene´rico OLSR, obtenido de [1]
Dentro de un mismo paquete puede haber uno o varios mensajes OLSR.
Cada mensaje posee su propia cabecera cuyos campos ma´s importantes son:
Message Type: Tipo de mensaje OLSR
Vtime: Intervalo de tiempo despue´s de la recepcio´n en el que se considera
el mensaje recibido como va´lido.
Message size: Taman˜o del mensaje en bytes incluyendo la cabecera del
mensaje.
Originator address: Principal direccio´n IP del origen del mensaje.
Time To Live (TTL): Ma´ximo nu´mero de saltos que el mensaje puede
ser reenviado hasta ser descartado y desechado por la red.
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Hop Count: El nu´mero de veces que ha sido retransmitido el mensaje
(nu´mero de saltos entre el origen y el receptor del mensaje).
Message Sequence Number: Nu´mero de secuencia de mensaje que se
incrementa por cada nuevo mensaje OLSR que se env´ıa. De esta manera
se evita que un nodo pueda procesar un mensaje que ya ha recibido
anteriormente.
Los paquetes esta´n encapsulados en datagramas UDP para ser transmitidos
a trave´s de la red. El puerto asignado por IANA (Internet Assigned Numbers
Authority) para el uso exclusivo de OLSR es el 698.
3.3. Tipos de mensajes OLSR
En el nu´cleo funcional del protocolo OLSR se definen tres tipos principales
de mensajes, aunque en la seccio´n de funciones auxiliares existe otro tipo de
mensaje OLSR (mensajes HNA) para que un nodo se anuncie como puerta de
enlace a otras redes externas (principalmente Internet).
Los tres principales mensajes OLSR se explican en los siguientes apartados:
3.3.1. Mensajes HELLO
Los mensajes HELLO se utilizan en las tareas de mantenimiento de enlaces, en
la deteccio´n de nodos vecinos y en la sen˜alizacio´n de nodos MPR. Su estructura
se puede observar en la Figura 3.7.
Los campos del mensaje HELLO ma´s importantes son:
Htime: Intervalo de tiempo antes de la emisio´n del siguiente mensaje
HELLO (debido a que este tipo de mensajes se env´ıan perio´dicamente).
Willingness: Indica la voluntad del nodo a encaminar y reenviar tra´fico
para otros nodos. Es un nu´mero del 0 al 7 segu´n el nivel de voluntad,
utiliza´ndose este valor para el ca´lculo del conjunto de nodos MPR (ver
apartado 3.2.2).
Link Code: Especifica el estado del enlace entre el interfaz del emisor
y la lista de interfaces vecinas (por ejemplo si el enlace es sime´trico,
asime´trico o se ha perdido la conexio´n). Tambie´n da informacio´n de si el
vecino ha sido seleccionado como nodo MPR por el emisor.
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Figura 3.7: Estructura del mensaje HELLO, obtenido de [1]
Link Message Size: Taman˜o del mensaje contado en bytes, desde el
principio del campo Link Code hasta el siguiente campo Link Code o
hasta el final del mensaje.
Neighbor Interface Address: Direccio´n IP de las interfaces vecinas
del nodo emisor.
3.3.2. Mensajes TC (Topology Control)
Los mensajes TC se utilizan en la tarea de anuncio de nuevos enlaces para el
ca´lculo de la topolog´ıa de red por parte de cada nodo. Su estructura se observa
en la Figura 3.8.
Los campos del mensaje TC ma´s importantes son:
ANSN (Advertised Neighbor Sequence Number): Nu´mero de se-
cuencia de mensaje que se incrementa, no cuando un nodo genera un men-
saje TC, sino cada vez que dicho nodo detecta un cambio en su conjunto
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Figura 3.8: Estructura del mensaje TC (Topology Control), obtenido de [1]
de vecinos. Gracias a este nu´mero de secuencia el receptor del mensaje
sabe si e´ste contiene la informacio´n ma´s reciente de dicho nodo.
Advertised Neighbor Main Address: Contiene la principal direccio´n
IP del nodo vecino que le ha seleccionado como nodo MPR. Tambie´n
puede contener direcciones IP de otros vecinos para dar una mayor re-
dundancia e informacio´n a los dema´s nodos de la red (pero incrementando
tambie´n el taman˜o del mensaje y la sobrecarga de tra´fico a la red).
3.3.3. Mensajes MID (Multiple Interface Declaration)
Los mensajes MID se utilizan en la tarea de declarar la presencia de mu´lti-
ples interfaces en un nodo. Su estructura se puede ver en la Figura 3.9.
Figura 3.9: Estructura del mensaje MID (Multiple Interface Declaration), ob-
tenido de [1]
El u´nico campo del mensaje MID es:
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OLSR Interface Address: Contiene una de las mu´ltiples direcciones
que posee el nodo emisor, excluyendo de este conjunto la direccio´n IP
principal del nodo (que ya esta´ indicada en la direccio´n de origen del
mensaje OLSR).
3.4. OLSR versio´n 2
Actualmente se esta´ desarrollando la versio´n 2 del protocolo OLSR [56]
para hacerla ma´s flexible y eficiente, manteniendo en general las principales
propiedades que caracterizan al protocolo, como la seleccio´n de nodos MPR
o el ca´lculo de la topolog´ıa de la red. Una de las principales diferencias entre
la versio´n 1 y 2 de OLSR es el formato de los mensajes. En OLSRv1 cada
uno de los mensajes tiene un nu´mero fijo de campos (obligatorios) con su
valor correspondiente. En cambio OLSRv2 utiliza en sus mensajes un nu´mero
variable de bloques denominados TLV [57] (Type-Length-Value). Cada bloque
TLV da un valor a un atributo espec´ıfico y esta´ compuesto de 3 campos: el
nombre del atributo, la longitud del bloque en octetos y su valor. En cada
mensaje de OLSRv2 existira´ una cantidad variable de bloques TLV, algunos
obligatorios segu´n el tipo de mensaje y otros opcionales dependiendo de la
informacio´n de la que disponga el nodo. De esta manera el intercambio de
informacio´n entre los nodos es ma´s flexible y eficiente.
Tambie´n se ha reducido el nu´mero de tipos de mensajes. Si en OLSRv1 exis-
ten 4 tipos de mensajes (HELLO, TC, MID y HNA), en OLSRv2 so´lo se utilizan
los mensajes HELLO y los mensajes TC, ya que las direcciones de las mu´ltiples
interfaces anunciadas por los mensajes MID se incluyen en los mensajes TC y los
mensajes HNA se han convertido en bloques TLV opcionales de tipo GATEWAY
(para anunciar acceso a otro tipo de redes que no sean MANET).
El descubrimiento de servicios en OLSRv2 se produce a trave´s del protocolo
NHDP [58] (NeighborHood Discovery Protocol), separando de esta manera el
protocolo de descubrimiento de vecinos con el de routing, convirtie´ndolo as´ı en
un protocolo ma´s modular y flexible. El protocolo NHDP define el formato
de los mensajes HELLO y la actualizacio´n de la informacio´n que necesitan los
nodos, tanto la informacio´n local como la de los vecinos. El protocolo NHDP
ha sido disen˜ado de tal manera que pueda ser utilizado por otros protocolos de
routing, no solamente por OLSRv2.
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3.5. Resumen
El protocolo OLSR es un protocolo de tipo proactivo utilizado en redes
mo´viles ad-hoc, consiguiendo una mayor eficiencia en redes grandes y densas
(con muchos dispositivos) gracias a la seleccio´n de unos nodos denominados
MPR (MultiPoint Relaying), que son los que reenv´ıan los paquetes en la red y
encaminan el tra´fico a sus respectivos destinatarios, actuando de esta manera
como routers.
Como se ha visto en el apartado 3.2, la funcionalidad del protocolo OLSR
puede dividirse en tres mo´dulos principales: el descubrimiento de vecinos (tanto
de primer como de segundo salto), la seleccio´n de los nodos MPR y el anuncio
de los nodos por la red para el ca´lculo de la topolog´ıa de red y la consiguiente
actualizacio´n de las tablas de routing de los nodos.
Tambie´n se ha visto los principales tipos de mensajes y sus campos ma´s
importantes. Los mensajes HELLO se utilizan para conocer el estado del enlace
con los vecinos, calcular el conjunto de vecinos de segundo salto y el ca´lculo de
nodos MPR (para que reenv´ıen el tra´fico generado cuando se quiere inundar la
red con algu´n mensaje de broadcast). Los mensajes TC se utilizan para anunciar
a los dema´s nodos de la red quie´nes son aquellos vecinos que te han seleccionado
como nodo MPR, sabiendo de esta manera que pueden alcanzar a dichos nodos
a trave´s de ti. Los mensajes MID se utilizan para conocer si algu´n nodo posee
mu´ltiples interfaces por las que llegar a e´l. Con toda la informacio´n obtenida
de estos tres mensajes se puede calcular y/o actualizar la tabla de routing de
cada nodo, que servira´ para que todos los nodos sepan a que´ vecino y por
que´ interfaz deben enviar cualquier paquete para que llegue correctamente a
su destino.
Por u´ltimo se ha descrito brevemente la nueva versio´n de OLSR y sus prin-
cipales diferencias con la versio´n anterior, principalmente en cuanto al formato
de los paquetes, la introduccio´n de los bloques TLV para aumentar la eficiencia
y flexibilidad del protocolo y la separacio´n de los protocolos de descubrimiento
de vecinos (NHDP) y descubrimiento de rutas propiamente dicho para otorgar
mayor modularidad al protocolo de routing OLSR.
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Cap´ıtulo 4
Plataforma de desarrollo Maemo
Maemo [2] es una plataforma de desarrollo de software abierto creada por
Nokia en colaboracio´n con otros proyectos tales como Linux, Debian [32], GNO-
ME [33], etc. Su principal caracter´ıstica es la base sobre la que esta´ implemen-
tada toda la pila de software de la plataforma Maemo: el kernel del sistema
operativo Linux. Este sistema es uno de los ma´s versa´tiles que existen ya que es
capaz de ser implementado en gran cantidad de dispositivos totalmente diferen-
tes, desde pequen˜os relojes hasta grandes servidores. Adema´s, al ser de co´digo
abierto, cualquiera con conocimientos en sistemas operativos puede adaptarlo
segu´n sus necesidades (un ejemplo de esto es la gran cantidad de distribucio-
nes de sistemas operativos que esta´n basados en el kernel de Linux, tales como
Ubuntu [66], Debian [32], Mandriva, Fedora, etc.).
Las caracter´ısticas ma´s importantes de la plataforma Maemo son:
Primera plataforma de software en llevar la arquitectura basada en Linux
a los dispositvos mo´viles.
Disen˜ado para potenciar las capacidades multimedia y de Internet en los
dispositivos mo´viles.
Desarrollado por varias de las mejores comunidades de desarrollo de soft-
ware de co´digo abierto.
Optimizado para las aplicaciones Internet 2.0 en dispositivos mo´viles ba-
sados en Linux.
La filosof´ıa de Maemo es la de llevar las aplicaciones t´ıpicas utilizadas en
equipos de sobremesa a dispositivos mo´viles tales como PDAs o tele´fonos mo´vi-
les (que utilizan otro tipo de arquitectura hardware denominado ARM [34]).
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Su objetivo es por tanto que el sistema sea facilmente extensible y porta-
ble, pudiendo exportar sin ninguna dificultad aplicaciones ya existentes de
GNU/Linux.
Para ello la plataforma Maemo utiliza en su arquitectura de interfaz de
usuario uno de los frameworks ma´s utilizados en la actualidad denominado
GNOME [33], especialmente el conjunto de widgets GTK+. Esto permite la
portabilidad de aplicaciones entre las diferentes plataformas, siendo adema´s de
co´digo abierto la mayor´ıa de las librer´ıas utilizadas. La u´nica parte del co´digo
de la plataforma Maemo que no es abierto consiste en algunos componentes de
la interfaz de usuario y los drivers de los dispositivos mo´viles, pertenecientes o
bien a Nokia o bien a terceras empresas.
Actualmente, el software desarrollado por la plataforma Maemo se utiliza
en los dispositivos mo´viles de Nokia denominados Nokia Internet Tablets, entre
los que se encuentran los modelos Nokia N770, N800 (ver Figura 4.1), N810 y
el nuevo N900 (con la renovada versio´n 5 de Maemo).
Figura 4.1: Nokia N800 Internet Tablet
4.1. Componentes de la plataforma Maemo
Maemo esta´ basado en gran parte en las componentes de co´digo abierto per-
tenecientes a la distribucio´n de Linux Debian [32], construyendo en GNU/Linux
el sistema operativo y en GNOME/GTK+ la arquitectura de interfaz de usua-
rio. Es por ello que la pila de software de la arquitectura principal de la pla-
taforma Maemo posee en gran medida los mismos mo´dulos que la distribucio´n
Debian de Linux, pudiendo ver sus componentes principales en la Figura 4.2.
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Figura 4.2: Arquitectura de software de la plataforma Maemo, basado en [2]
En los siguientes apartados se explica brevemente cada uno de los mo´dulos
principales representados en la pila de software de la Figura 4.2.
4.1.1. Kernel
Maemo utiliza la versio´n 2.6 del kernel del sistema operativo Linux, cuyo
nu´cleo posee una arquitectura monol´ıtica, es decir, concentra todas las fun-
cionalidades posibles (planificacio´n, sistema de archivos, redes, controladores,
gestio´n de memoria, etc.) dentro de un programa grande y complejo. El kernel
de Maemo esta´ basado en la arquitectura ARM, que implementa los drivers de
hardware (USB, LCD, WLAN, etc) encima de las funcionalidades que ofrece
el kernel de Linux.
4.1.2. Librer´ıas de sistema
La plataforma Maemo utiliza las librer´ıas esta´ndar GNU C, al igual que la
mayor´ıa de las distribuciones Linux. Para la abstraccio´n del hardware, Maemo
provee una capa de abstraccio´n denominada HAL (Hardware Abstraction La-
yer), siendo capaz de cargar el driver correspondiente de cualquier dispositivo
que se conecte, manteniendo su estado actual y ofreciendo a las aplicaciones
que lo soliciten las funcionalidades de dicho dispositivo.
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4.1.3. Servicios del sistema
El canal de comunicaciones primario entre las diferentes aplicaciones es
DBUS, que tambie´n es el encargado de las comunicaciones entre el sistema y
las aplicaciones. Las comunicaciones se realizan por paso de mensajes entre
las aplicaciones. El sistema tambie´n ofrece otros servicios como una base de
datos para almacenar informacio´n del usuario (SQLite 3), conocer el estado del
dispositivo (DSM) o de la bater´ıa (BME).
4.1.4. Framework de aplicaciones
El propo´sito de un framework de aplicaciones es la de proveer una estruc-
tura de aplicacio´n esta´ndar para ayudar al desarrollo de las aplicaciones de
software, especialmente aquellas que tengan una interfaz gra´fica de usuario. El
framework de aplicaciones de Maemo se denomina Hildon, y esta´ parcialmente
basado en la misma tecnolog´ıa que utiliza el framework GNOME, sobre todo
en los componentes de tipo GTK+. Hildon esta´ especialmente disen˜ado para
adaptarse a las limitaciones de los dispositivos mo´viles, realizando optimiza-
ciones tales como:
Reduccio´n de la resolucio´n de pantalla.
Reducir requerimientos de memoria.
Mejora de la velocidad para dispositivos mo´viles.
Guardado automa´tico del estado del dispositivo (ante posible cierre del
sistema por falta de bater´ıa).
Soporte para aplicaciones con pantalla ta´ctil.
4.2. Conectividad de dispositivos Maemo
Despue´s de una breve introduccio´n a la plataforma de desarrollo Maemo y
sus principales componentes, se presentan las tecnolog´ıas que pueden utilizar
los dispositivos Maemo para interconectarse entre s´ı, que es al fin y al cabo la
parte que ma´s nos puede interesar debido a la naturaleza del proyecto.
Principalmente, varios dispositivos Maemo pueden interconectarse entre s´ı a
trave´s de:
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Wireless LAN (principal tecnolog´ıa para la conexio´n a Internet).
Bluetooth (para la conexio´n de corto alcance entre dispositivos).
El sistema de conectividad de Maemo esta´ implementado con las librer´ıas
esta´ndar de C que provee el kernel de Linux, utilizando el demonio IC (Inter-
net Connection) que se encarga tanto de las conexiones WLAN como de las
conexiones Bluetooth (para este caso se utiliza la implementacio´n de Bluetooth
para Linux denominado BlueZ).
El gestor de estas conexiones (Connection Manager) provee al dispositivo
Maemo de una interfaz para manejar las conexiones con Internet y con otros
tele´fonos, mostrando tambie´n el estado de las conexiones activas en ese momen-
to (con sus correspondientes estad´ısticas de paquetes transmitidos, recibidos,
etc.).
Los dos subsistemas a los que pueden acceder los dispositivos Maemo con
la tecnolog´ıa inala´mbrica descrita anteriormente se explican en los siguientes
apartados:
4.2.1. Acceso a tele´fonos mo´viles
El subsistema encargado de las conexiones con otros tele´fonos mo´viles se
denomina Phone Access, el cual provee una herramienta para encontrar otros
tele´fonos mo´viles y descubrir que´ servicios pueden ofrecer a trave´s de Blue-
tooth. Entre dispositivos Maemo la compatibilidad es total, aunque cualquier
tele´fono mo´vil que soporte el protocolo de descubrimiento de servicios de Blue-
tooth [35] (SDP), el perfil de red Dial-Up (DUN) y el perfil de transferencia de
archivos (FTP) puede conectarse a un dispositivo Maemo. La conexio´n con un
dispositivo se produce bajo demanda, es decir, cuando una aplicacio´n requiere
una conexio´n con ese dispositivo en concreto se env´ıa un mensaje solicitando
dicha conexio´n.
Los componentes ma´s importantes de este subsistema son:
Interfaz de seleccio´n de tele´fonos: Interfaz de usuario que gestiona
las operaciones realizadas con los tele´fonos mo´viles a los que se conecta
el dispositivo Maemo.
Interfaz general de Bluetooth: Interfaz de usuario que maneja las co-
nexiones con todos los dispositivos Bluetooth (no so´lo tele´fonos mo´viles).
Bu´squeda Bluetooth: Realiza la bu´squeda de todos los dispositivos
Bluetooth que este´n disponibles en el a´rea de cobertura.
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Descubrimiento de servicios Bluetooth: Comprueba que´ servicios
ofrece cada dispositivo Bluetooth, usando para ello el protocolo SDP.
4.2.2. Acceso a Internet
El subsistema encargado de las conexiones del dispositivo Maemo a Inter-
net se denomina Internet Access, el cual provee aplicaciones con conexiones
TCP/IP. Estas conexiones pueden ser realizadas tanto con tecnolog´ıa WLAN
(a trave´s de un punto de acceso wireless) o con tecnolog´ıa Bluetooth (usando
el protocolo Point-to-Point (PPP) para establecer un enlace desde un modem
en el tele´fono).
Los componentes ma´s importantes de este subsistema son:
Demonio IC (Internet Connection): Establece la conexio´n a Inter-
net ya sea a trave´s de WLAN o Bluetooth. Entre los principales objetivos
de este demonio esta´ el control de que so´lo exista una conexio´n activa a
Internet en un momento dado, autenticar la conexio´n, obtener la direc-
cio´n IP a trave´s de DHCP y proveer las estad´ısticas sobre el uso de dicha
conexio´n.
Interfaz gra´fico de la conectividad a Internet: Este paquete con-
tiene las aplicaciones gra´ficas para que el usuario pueda configurar los
para´metros de la conexio´n al punto de acceso de Internet, Tambie´n esca-
nea las redes WLAN disponibles (a peticio´n del usuario).
Demonio WLAN Connection: Este demonio gestiona las conexiones
del dispositivo Maemo a la red WLAN. Una de las caracter´ısticas ma´s
importantes de este demonio es que cierra la conexio´n a Internet cuando
no hay aplicaciones que lo este´n usando para as´ı ahorrar bater´ıa. Por lo
tanto, las conexiones se creara´n solamente cuando sea requerido por una
aplicacio´n.
EAP (Extensible Authentication Protocol): Se encarga de la segu-
ridad en redes WLAN, hacie´ndose cargo de la autenticacio´n en los puntos
de acceso a Internet. Tiene una interfaz de usuario para que e´ste intro-
duzca la contrasen˜a y de esta manera autenticarse en la red WLAN. Una
vez se ha procedido a la autenticacio´n, se le entrega un mensaje al demo-
nio IC para que establezca la conexio´n a Internet a trave´s de ese punto
de acceso.
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Por u´ltimo, mencionar que la librer´ıa utilizada para la conectividad con
Internet se denomina LibConIC. Esta librer´ıa se encarga de dar las funciones
necesarias a las aplicaciones de software para la gestio´n de las conexiones de





En los u´ltimos an˜os la popularidad de las tecnolog´ıas de la informacio´n ha
crecido de forma exponencial en gran parte debido a que su disen˜o ha permitido
a las personas con pocos conocimientos te´cnicos a saber utilizarlas sin grandes
complicaciones. Para ello se ha conseguido que la aparente complejidad que
conlleva la creacio´n y el uso de una red como Internet se pueda esconder en una
interfaz amigable y sencilla para el usuario. Uno de las mecanismos cruciales
en este intento por simplificar los aspectos ma´s tecnolo´gicos en el uso de la red
es el descubrimiento automa´tico de servicios.
Cada dispositivo que compone una red posee diferentes tipos de equipa-
miento y asume uno o varios papeles dentro de esa red (conexio´n a Internet,
servicio de impresora, manos libres, sensores, can˜o´n de proyeccio´n, bases de
datos, etc.). Todas estas aplicaciones pueden ser descritas como servicios que
pueden ser compartidos y accedidos por cualquier dispositivo que participa en
la red de forma automa´tica y sin importar do´nde se encuentra o a quie´n per-
tenezca. Por lo tanto cuando un dispositivo entra por primera vez en una red
puede saber a trave´s de intercambio de mensajes que´ servicios le ofrece dicha
red sin necesidad de conocer previamente dichos servicios ni las direcciones IP
u otros atributos de los dispositivos que la ofrecen.
En resumen, el descubrimiento de servicios sirve para que los dispositivos
conozcan todas las funcionalidades o servicios que le ofrece la red, as´ı como
tambie´n anunciar sus propias capacidades a los dema´s nodos. De esta manera
estos servicios podra´n ser utilizados de manera fa´cil y sencilla sin que los dis-




El descubrimiento de servicios utiliza un protocolo espec´ıfico que determina
la estructura de los mensajes que se deben intercambiar los diferentes disposi-
tivos: unos para dar a conocer los servicios que ofrece y otros para averiguar
que´ servicios esta´n disponibles dentro de esa red. Los agentes participantes en
este intercambio de mensajes son los siguientes:
Cliente: Es la entidad que requiere uno o varios servicios espec´ıficos ofre-
cidos por la red para ser utilizados en alguna aplicacio´n del dispositivo.
Servidor: Es la entidad que posee una o varias caracter´ısticas o servicios
que pueden servir a los dema´s dispositivos de la red. Por lo tanto es el
agente que ofrece dichos servicios a trave´s de la red.
Directorio: Es un servidor que almacena de manera parcial o completa
la informacio´n sobre los servicios que ofrece cada uno de los nodos que
componen la red.
5.2. Arquitecturas
Con respecto a la propagacio´n de la informacio´n sobre los servicios que
ofrece cada dispositivo en la red, los protocolos de descubrimiento de servicios
se pueden dividir en tres arquitecturas:
Figura 5.1: Tipos de arquitecturas en el descubrimiento de servicios
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5.2.1. Basada en directorios
En este tipo de arquitectura uno o varios nodos de la red actu´an como
directorios de servicios registrando la informacio´n que les mandan los servi-
dores. De esta manera los clientes, en lugar de solicitar la informacio´n a los
propios servidores, van a buscarla a estos directorios (ver Figura 5.1(a)). Luego
los directorios de servicios son el u´nico punto de unio´n entre los clientes y los
servidores.
5.2.2. Distribuida
En este modelo los clientes y los servidores se comunican directamente entre
s´ı para conocer los servicios que ofrece la red sin la necesidad de directorios
(ver Figura 5.1(b)). De esta manera los clientes no tienen que seleccionar a un
directorio ni e´stos necesitan sincronizarse cada poco tiempo para mantener la
consistencia de su base de datos. Adema´s al ser distribuida no existen puntos
cr´ıticos de fallo en la red, por lo que el descubrimiento de servicios se hace
ma´s robusto frente a ataques. Por el contrario al no haber intermediarios las
peticiones y los avisos deben ser enviados por toda la red aumentando as´ı el
tra´fico y el ancho de banda.
5.2.3. Hı´brida
Como en toda arquitectura h´ıbrida, se intenta combinar las ventajas de las
dema´s arquitecturas (basada en directorios y distribuida). Para ello la infor-
macio´n de los servicios que ofrece la red se encuentra tanto en los directorios
como en los servidores (ver Figura 5.1(c)). Si un cliente tiene a su alcance a
un directorio, elegira´ a e´ste para obtener la informacio´n que requiere como en
la arquitectura basada en directorios. Si esto no es posible el cliente se comu-
nicara´ directamente con el servidor como en la arquitectura distribuida. De
esta manera se evita que existan puntos cr´ıticos de fallo en la red, ya que si
un directorio falla el cliente siempre tiene la posibilidad de conectarse con el
servidor directamente.
5.3. Modos de funcionamiento
Independientemente de la arquitectura, el protocolo de descubrimiento de
servicios tiene dos modos de funcionamiento segu´n la actitud de los clientes y
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los servidores a la hora de solicitar y anunciar los servicios que ofrecen respec-
tivamente.
5.3.1. Modo push (proactivo)
En este modo los servidores anuncian los servicios que tienen disponibles
al resto de la red sin que ningu´n cliente se los haya solicitado previamente. El
u´nico cometido de los clientes es escuchar estos mensajes y seleccionar aquellos
servicios que necesiten. Al igual que en los protocolos de routing, en este modo
proactivo el ancho de banda consumido en la red es mayor pero tiene la ventaja
de que no existe retraso inicial ya que los clientes poseen la informacio´n de los
servicios que necesitan de antemano.
Figura 5.2: Descubrimiento de servicios en modo push (proactivo)
En la Figura 5.2 se observa un ejemplo de modo proactivo en el que el nodo
F anuncia una impresora al resto de nodos. De esta manera, si algu´n nodo
despue´s necesita una impresora sabe, sin tener que preguntar a nadie, quien
puede proporcionarle dicho servicio.
5.3.2. Modo pull (reactivo):
En este modo los clientes solicitan un servicio cuando lo necesitan inun-
dando la red con mensajes de broadcast (o unicast si existen directorios). Los
servidores en este caso so´lo responden las solicitudes que le llegan de los clien-
tes anunciando que ese servicio esta´ disponible. Como en el tipo reactivo de los
protocolos de routing, al ser un servicio por demanda el retraso inicial entre
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que el cliente solicita el servicio hasta que el servidor responde es considerable,
pero en cambio so´lo se utiliza el ancho de banda estrictamente necesario.
Figura 5.3: Descubrimiento de servicios en modo pull (reactivo)
En la Figura 5.3 se observa un ejemplo de modo reactivo en el que el nodo
A necesita utilizar una impresora y env´ıa por toda la red una peticio´n de dicho
servicio. El nodo que puede proporcionarle dicho servicio (en nuestro caso el
nodo F) le env´ıa una respuesta al nodo A para indicarle que e´l posee una
impresora disponible.
5.4. Protocolos de descubrimiento de servicios
Despue´s de ver en que´ consiste principalmente el descubrimiento de ser-
vicios y los diferentes tipos de arquitectura y modos de funcionamiento, los
principales protocolos de descubrimiento de servicios son presentados con una
breve introduccio´n de cada uno de ellos. Hay que tener en cuenta que la mayor´ıa
de los siguientes mecanismos son utilizados en redes fijas, con una infraestruc-
tura estable y por lo tanto no son adecuados para redes MANET. Sin embargo
hay que destacar que los investigadores se han basado principalmente en estos
ejemplos para disen˜ar los protocolos de descubrimiento de servicios de redes
MANET.
Los protocolos de descubrimiento de servicios ma´s importantes son:
Service Location Protocol [41] (SLP): Desarrollado dentro del IETF
(Internet Engineering Task Force), esta´ basado en tres componentes:
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User Agents (UA) – que son los clientes que solicitan los servicios,
Service Agents (SA) – que son los servidores que anuncian los servi-
cios, y Directory Agents (DA) – que son los directorios que contienen
la informacio´n de los servicios que se ofrecen en toda la red, recogiendo
tal informacio´n de los servidores y respondiendo a los clientes. La infor-
macio´n de los servicios en los mensajes esta´ en forma de Service URL.
Simple Service Discovery Protocol [42] (SSDP): Desarrollado den-
tro del IETF (aunque nunca ha pasado del estado de draft), es utilizado
por Microsoft como parte de su arquitectura UPnP (Universal Pug and
Play) en sistemas Windows. Al igual que SLP, esta´ basado en tres com-
ponentes: SSDP service – que representa a los servidores, SSDP client
– que representa a los clientes, y SSDP proxy – que representa a los di-
rectorios. La diferencia entre SLP y SSDP radica ba´sicamente en que no
es obligatorio utilizar los SSDP proxy y en la forma de comunicacio´n en-
tre los diferentes agentes, que en el caso de SSDP se realiza a trave´s de
HTTP.
DNS Service Discovery [43] (DNS-SD): Desarrollado por Apple
como parte de la arquitectura Bonjour (antiguamente conocida como
Rendevouz), este protocolo utiliza los mensajes empleados en DNS [15]
para encontrar servicios, pudiendo ser usado tanto para obtener nombres,
tipos u otros atributos de los servicios que se ofrecen en la red. Al utilizar
DNS en lugar de HTTP, el protocolo DNS-SD es ma´s simple que SSDP.
Jini [44]: Desarrollado por Sun Microsystems, Jini es un tipo de tec-
nolog´ıa de computacio´n distribuida orientada a objetos basada en Java
que adema´s del descubrimiento de servicios permite la invocacio´n y no-
tificacio´n de servicios. Jini posee una arquitectura basada en directorios
denominada Jini Lookup Service (JLS). A trave´s de JLS, los dispositivos
pueden tanto ofrecer sus servicios como solicitarlos a trave´s de objetos
que contienen atributos y me´todos en el lenguaje de programacio´n Java.
Como Jini depende de Java, requiere en cada dispositivo la utilizacio´n de
la ma´quina virtual de Java (Java Virtual Machine).
Bluetooth Service Discovery Protocol [35] (SDP): Especialmen-
te disen˜ado para redes conectadas con tecnolog´ıa Bluetooth, posee una
arquitectura distribuida en el que el cliente SDP crea una peticio´n PDU
(Protocol Data Unit) respondida por aquel servidor que contenga el ser-
vicio requerido por el cliente. Esta respuesta puede contener informacio´n
adicional u otros atributos del servicio.
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En [55] se describen detalladamente ma´s protocolos de descubrimiento de
servicios.
5.5. Descubrimiento de servicios en MANET
En una red MANET el descubrimiento de servicios suele ser ma´s complejo
que en una red fija, debido sobre todo al dinamismo y a la movilidad de los
nodos, donde cada dispositivo puede llegar a cambiar varias veces de red a lo
largo de un per´ıodo de tiempo relativamente corto. Tambie´n hay que tener en
cuenta la restriccio´n de este tipo de redes en el ancho de banda y en el nivel de
energ´ıa por el uso de bater´ıas, as´ı como la escalabilidad de la red (posibilidad
de que hayan cientos o miles de nodos dentro de la misma red).
Otro de los problemas de las redes MANET es que al ser una red distri-
buida, la mayor´ıa de aplicaciones donde se necesita un servidor centralizado
(tales como DNS [15], SIP [16], DHCP [17], etc.) deben ser modificadas para
poder proporcionar una infraestructura sin servidores, donde los nodos puedan
comunicarse entre s´ı directamente sin la necesidad de intermediarios. Recien-
tes investigaciones han propuesto resolver este problema integrando el proceso
de bu´squeda de otros nodos en el protocolo de routing, tanto en el caso de
DNS [18], de SIP [19] como de DHCP [20].
Esto mismo ocurre con el descubrimiento de servicios basado en directorios.
Debido a la movilidad existente en una red MANET, la seleccio´n del directorio
ma´s pro´ximo al nodo cambiar´ıa bastante a menudo con el consiguiente aumen-
to del tra´fico en la red. Adema´s la sincronizacio´n de dichos directorios ser´ıa
much´ısimo ma´s compleja pudiendo llegar a dar falsos positivos con mayor asi-
duidad (es decir, que el directorio anuncie un servicio cuando el servidor que
lo ofrece ya no esta´ disponible en la red MANET). Por lo tanto la mayor´ıa de
propuestas de protocolos de descubrimiento de servicios para redes MANET
se decantan por una arquitectura distribuida.
En la actualidad existen dos maneras de disen˜ar un protocolo de descu-
brimiento de servicios en redes MANET: la que esta´ implementada dentro del
nivel de aplicacio´n de la torre de protocolos OSI [45] (ver Figura 5.4(a)), por lo
que se considera al descubrimiento de servicios como una aplicacio´n cualquie-
ra independiente de los niveles inferiores y del protocolo de routing, y la que
esta´ integrada dentro del protocolo de routing (ver Figura 5.4(b)) debido a la
ligera similitud entre ambos protocolos, consiguiendo reducir as´ı la sobrecarga
de tra´fico en la red [46].
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Figura 5.4: Descubrimiento de servicios en redes MANET
5.5.1. A nivel de aplicacio´n
La manera ma´s intuitiva de disen˜ar un protocolo de descubrimiento de ser-
vicios es hacerlo independiente al protocolo de routing ya que poseen objetivos
diferentes dentro de una red MANET. Por lo tanto se implementa en el ni-
vel de aplicacio´n por encima de las capas ma´s bajas de la red (enlace, red y
transporte) para anunciar y solicitar servicios dentro de la red. Este tipo de
implementacio´n posee varias ventajas: que el mecanismo de descubrimiento de
servicios es totalmente independiente del protocolo de routing, que la arquitec-
tura puede extenderse a trave´s de varias redes ya que no depende de las capas
ma´s bajas de la red y que al ser un disen˜o modular separando muy claramente
cada capa, los protocolos de cada una de ellas pueden ser reemplazados sin
afectar a las dema´s. Debido a la transparencia entre el descubrimiento de ser-
vicios a nivel de aplicacio´n y las dema´s capas, la portabilidad y compatibilidad
de este protocolo en diferentes redes MANET esta´ asegurada.
La mayor´ıa de las propuestas de descubrimiento de servicios en redes MA-
NET siguen esta tendencia, entre las que destacan:
Pervasive Discovery Protocol [47] (PDP): Es un protocolo total-
mente distribuido en el que cada dispositivo posee un cliente (PDP User
Agent), un servidor (PDP Service Agent) y una cache´ para almacenar
tanto los servicios locales como los ofrecidos por el resto de dispositivos
de la red. El protocolo PDP integra en su funcionamiento tanto el mo-
do push como el modo pull de la siguiente manera: actu´a en modo pull
(reactivo) pues los servidores esperan a que un cliente solicite un servicio
para responderlo, pero al recibir dicha solicitud los servidores difunden
la respuesta a toda la red para que los dispositivos lo almacenen en su
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cache´ local, actuando de esta manera en modo push (proactivo).
Konark [48]: Su disen˜o esta´ basado en un modelo peer-to-peer usando
micro-servidores HTTP. Para clasificar los servicios utiliza una estructu-
ra en a´rbol, permitiendo bu´squedas tanto para servicios generales (por
ejemplo un servicio de impresio´n) como para servicios ma´s espec´ıficos
(por ejemplo un servicio de impresio´n a la´ser en color y a doble cara).
Konark admite tanto los modos de funcionamiento push como pull, don-
de los clientes y los servidores solicitan o anuncian los servicios segu´n
sus necesidades. Tambie´n utiliza una cache´ local en cada dispositivo para
reducir el nu´mero de solicitudes de servicios.
SLPManet [49]: Adaptacio´n para redes MANET del protocolo Service
Location Protocol [41] (SLP). El cambio ma´s significativo entre ambos
protocolos es la eliminacio´n de los Directory Agents (DA) para conver-
tir la arquitectura en distribuida. Como consecuencia de esto, los Service
Agents (SA) so´lo contestan a las solicitudes de los User Agents (UA).
Como la mayor´ıa de los protocolos en redes MANET, cada dispositivo
contiene una cache´ local que incrementa la eficiencia del protocolo pe-
ro que puede dar falsos positivos si la topolog´ıa de la red cambia. Este
problema se encuentra en los protocolos de descubrimiento de servicios a
nivel de aplicacio´n, ya que al ser independiente del nivel de red no puede
acceder a la informacio´n de routing y por tanto a la topolog´ıa de la red.
5.5.2. Integrado con el protocolo de routing
En este caso lo que se propone es extender el protocolo de routing para que
incluya una opcio´n de descubrimiento de servicios debido a la similitud entre
ambos tipos de protocolo. El objetivo final es conseguir optimizar y reducir la
sobrecarga que se produce en el descubrimiento de servicios, que obviamente
es mayor si se ejecuta a nivel de aplicacio´n pues habr´ıa cabeceras de niveles
inferiores tanto para el protocolo de routing como para el protocolo de descu-
brimiento de servicios, mientras que si esta´ integrado ambos tipos de protocolos
compartir´ıan las cabeceras de niveles inferiores (ver Figura 5.4). As´ı se consigue
una mayor eficiencia en la diseminacio´n por toda la red de mensajes, tanto para
el descubrimiento de rutas como para el de servicios, adema´s del consiguiente
ahorro en energ´ıa.
El precio a pagar por conseguir dicha eficiencia es la dependencia total con
el protocolo de routing en el que se integra, siendo so´lo compatibles con aquellas
redes de parecidas caracter´ısticas en las que se utilice el mismo protocolo de
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routing. Adema´s, esta solucio´n viola la independencia entre las diferentes capas
que conforman la red, teniendo que tener mucha precaucio´n si alguna capa infe-
rior es alterada ya que podr´ıa perjudicar al funcionamiento del descubrimiento
de servicios.
Entre los mecanismos de descubrimiento de servicios integrados con el pro-
tocolo de routing hay que diferenciar entre los que se integran con un protocolo
reactivo (por ejemplo AODV), con un protocolo proactivo (por ejemplo OLSR)
y con un h´ıbrido (por ejemplo ZRP):
Integrados con un protocolo de routing reactivo (AODV)
Service Discovery and Interaction with Routing protocols in Ad
hoc Network [50] (SEDIRAN): Este mecanismo de descubrimiento
de servicios se integra en el protocolo de routing AODV que encapsu-
la tres nuevos paquetes en el mensaje de respuesta RREP: la solicitud
del servicio DREQ (Discovery Request), la respuesta a dicha solicitud
DREP (Discovery Reply) y el anuncio de un servicio ADVM (Advertise-
ment Message). Por lo tanto para difundir tanto las solicitudes como los
anuncios de los servicios por toda la red el protocolo utiliza el mensaje
de respuesta RREP (no disen˜ado para enviar mensajes de broadcast),
teniendo que realizar por tanto algunos ajustes en el protocolo de rou-
ting. Esto conlleva que aquel nodo que no tenga instalado SEDIRAN no
podra´ reenviar los mensajes que le lleguen haciendo que el mecanismo de
descubrimiento de servicios no funcione correctamente.
AODV Service Discovery [51] (AODV-SD): Este protocolo modifi-
ca los formatos de los mensajes RREQ y RREP del protocolo de routing
AODV para solicitar servicios y responder a dichas solicitudes respectiva-
mente. Este protocolo permite el uso tanto de la arquitectura distribuida
como de la arquitectura h´ıbrida. En el caso de la arquitectura h´ıbrida
los anuncios del directorio son encapsulados en los mensajes de solicitud
RREQ y los registros de los clientes en el directorio son encapsulados en
los mensajes de respuesta RREP. Adema´s cada nodo posee una cache´ in-
terna que contiene una lista con la informacio´n de los servicios de los
dema´s nodos de la red.
Integrados con un protocolo de routing proactivo (OLSR)
Service Discovery Mechanism [52] (SDM): Este protocolo intro-
duce dentro del paquete gene´rico OLSR un nuevo mensaje denominado
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Service Discovery Message (SDM), el cual contiene u´nicamente anuncios
de servicios (modo push), aprovechando as´ı el cara´cter proactivo del pro-
tocolo OLSR. Cada nodo posee una cache´ interna que almacena todos los
servicios disponibles, tanto los que ofrece el propio dispositivo como los
del resto de nodos. El problema de este protocolo es que al ser el mensaje
SDM tan pequen˜o (solamente 8 bytes), no puede ofrecer una descripcio´n
detallada de los servicios que se ofrecen en la red. En el siguiente cap´ıtulo
se encuentra una descripcio´n detallada de este protocolo al ser el elegido
para su implementacio´n en la plataforma de desarrollo Maemo.
Mercury [53]: Al igual que el protocolo SDM, Mercury introduce un
nuevo mensaje denominado Mercury Service Discovery (MSD) dentro
del paquete gene´rico OLSR, pero en cambio tiene la posibilidad tanto de
solicitar como de anunciar servicios (modos pull y push). Otra diferencia
con el protocolo SDM es la forma de describir los servicios ya que utiliza
para ello un filtro Bloom. Este tipo de filtros son capaces de en un pe-
quen˜o espacio de memoria (128 bytes) contener un resumen de todos los
servicios disponibles en el dispositivo (hasta un ma´ximo de 256). Para
ello crea una funcio´n hash para cada servicio, mapeando su resultado en
la lista de servicios disponibles. El problema de utilizar este tipo de fil-
tros es que puede llegar a dar un falso positivo si un nodo ofrece muchos
servicios y se solapan sus resultados en el espacio de memoria asignado.
Integrados con un protocolo de routing h´ıbrido (ZRP)
Extended ZRP [54] (E-ZRP): En esta ocasio´n se extiende el protocolo
h´ıbrido ZRP para incluir descubrimiento de servicios. Dentro de cada
zona donde actu´a el protocolo de routing proactivo, cada nodo incluye
en los mensajes HELLO todos los servicios que ofrece y los env´ıa a todos sus
vecinos. De la misma manera, en los mensajes donde los nodos difunden
quie´nes son sus vecinos incluyen tambie´n los servicios que ofrecen e´stos
para que el resto de los nodos dentro de la zona lo escuchen y lo almacenen
en su cache´ interna. En esta propuesta no se menciona nada sobre el
descubrimiento de servicios entre las diferentes zonas que componen la
red MANET.
En este proyecto se implementara´ en un dispositivo Maemo el mecanismo
de descubrimiento de servicios SDM (integrado con el protocolo de routing
OLSR) para verificar la eficiencia que se consigue con este tipo de propuesta al
reducir la cantidad de mensajes y por tanto la sobrecarga en la red MANET
(adema´s de acceso a la informacio´n de niveles de red como las tablas de routing)
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a cambio de una menor compatibilidad e independencia con las capas inferiores
de la red.
5.6. Resumen
Este cap´ıtulo ha tratado de explicar la importancia creciente del descubri-
miento de serivicios en las redes de comunicaciones actuales, desarrolla´ndose
constantemente protocolos que intentan mejorar su eficiencia en determinadas
situaciones y tipos de redes. Se han definido los agentes que participan en este
tipo de protocolos (cliente, servidor y directorio) y algunas de las arquitec-
turas propuestas como la basada en directorios o la distribuida. Tambie´n se
ha realizado una explicacio´n de los modos de funcionamiento: reactivo (modo
pull) y proactivo (modo push), con sus ventajas e inconvenientes en aspectos
como el tiempo de retardo en el descubrimiento del servicio o en el consumo
del ancho de banda. Algunos de los protocolos de descubrimiento de servicios
ma´s importantes (como SLP [41] o Jini [44]) han sido descritos brevemente.
Dentro del estudio de los protocolos de descubrimiento de servicios se en-
cuentran aquellos disen˜ados especialmente para su utilizacio´n en redes MA-
NET, existiendo dos l´ıneas de implementacio´n: los disen˜ados a nivel de aplica-
cio´n y los que esta´n integrados en un protocolo de routing para aprovechar sus
caracter´ısticas y as´ı conseguir una mayor optimizacio´n a cambio de una menor
compatibilidad. Por u´ltimo se ven los protocolos de descubrimiento de servicios
disen˜ados espec´ıficamente para redes MANET ma´s importantes, tanto a nivel








Service Discovery Mechanism [52] (SDM) es un protocolo de descubrimiento
de servicios tipo push (proactivo) integrado dentro del protocolo de routing
OLSR para redes MANET. Su principal caracter´ıstica es la sencillez de su
estructura, estando especialmente disen˜ado para redes MANET donde el ancho
de banda sea escaso, ya que los mensajes SDM que se transmiten a la red son
pequen˜os (cada servicio solamente ocupa 8 bytes). A cambio de esta sencillez,
el precio a pagar es la codificacio´n de los servicios anunciables (teniendo que
haber un consenso entre todas las implementaciones del protocolo) y unas
descripciones de estos servicios no muy detallados, haciendo que los nodos no
puedan realizar bu´squedas muy espec´ıficas.
Figura 6.1: Reenv´ıo correcto de mensajes SDM aunque los nodos centrales
(elegidos como nodos MPR) no tienen implementado el protocolo SDM
Al integrarse dentro del protocolo OLSR, se aprovecha tanto de su natura-
leza proactiva para anunciar los servicios al resto de nodos como del me´todo
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de reenv´ıo de paquetes mediante los nodos MPR (seccio´n 3.1.2), con el con-
siguiente ahorro en ancho de banda. Adema´s la utilizacio´n del formato de
paquete OLSR para encapsular los mensajes SDM hace posible el correcto fun-
cionamiento de este protocolo aunque algunos nodos dentro de la red MANET
no tengan instalada una implementacio´n y por tanto no sepan interpretar di-
chos mensajes. Esto es debido a que el protocolo OLSR establece que los nodos
MPR deben reenviar todo paquete OLSR aunque no comprendan el contenido
del mensaje que hay encapsulado (en este caso el mensaje SDM, como se puede
ver en la Figura 6.1).
Para almacenar los servicios disponibles en la red MANET este protocolo
posee dos cache´s: una destinada a los servicios locales y otra para los servicios
anunciados por los dema´s nodos de la red. Tanto para anunciar como para
buscar servicios, las aplicaciones que utilicen este protocolo hara´n uso de estas
cache´s, siendo clave su implementacio´n debido a la limitada memoria que suelen
poseer los dispositivos de una red MANET.
6.1. Estructura del mensaje SDM
La estructura del mensaje del protocolo SDM donde los nodos anuncian los
servicios que poseen se puede observar en la Figura 6.2:
Figura 6.2: Estructura del mensaje SDM
Los campos del mensaje SDM ma´s importantes son:
Service Name: Nombre del servicio que anuncia el nodo, como por
ejemplo una impresora. El ma´ximo nu´mero de servicios anunciables es
65536 (16 bits).
SDM Interval: Indica cada cua´nto tiempo (en segundos) el nodo env´ıa
un mensaje de actualizacio´n de este servicio al resto de la red. Este
para´metro se utiliza para evaluar la cantidad de mensajes perdidos de
un determinado servicio y as´ı averiguar si un nodo se ha desconectado
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de la red, ya que debido al dinamismo de las redes MANET es bastante
comu´n que los nodos entren y salgan de la red constantemente.
Life Time: Indica la disponibilidad (en segundos) del servicio para el
resto de nodos. Si pasado este tiempo no se ha recibido ninguna actuali-
zacio´n de este servicio se da por hecho que ya no esta´ disponible en la red
MANET y se elimina de la cache´. Su valor ma´ximo es de 255 segundos.
Service Description: Informacio´n detallada del servicio para que el
resto de nodos puedan realizar una bu´squeda ma´s espec´ıfica de servicios.
En el ejemplo de la impresora, la descripcio´n informar´ıa sobre si e´sta
imprime en blanco y negro o a color, si a una cara o doble cara, etc.
6.2. Funcionamiento del protocolo SDM
El funcionamiento del protocolo SDM es bastante sencillo, consistiendo
principalmente en el anuncio de servicios por parte de los nodos, la recepcio´n
y procesamiento de esos mensajes por parte del resto de nodos, la bu´squeda en
la cache´ cuando una aplicacio´n requiere de un servicio en concreto y el env´ıo
de un mensaje de notificacio´n cuando un servicio deja de estar disponible o el
nodo que lo anuncia se va a desconectar de la red MANET.
6.2.1. Anuncio de servicios
Al principio, todas las aplicaciones que utilizan el protocolo SDM anuncian
todos los servicios que poseen al resto de nodos de la red tal y como esta´ des-
crito en la seccio´n 5.3.1 (modo push, ver Figura 5.2 en la pa´gina 44). Cada
servicio se codifica con un nu´mero ya establecido en la implementacio´n del
protocolo, encapsulando en un paquete OLSR tantos mensajes SDM como ser-
vicios anuncie el nodo, incrementa´ndose su taman˜o en 8 bytes por cada nuevo
servicio anunciado. Por lo tanto el taman˜o total del paquete OLSR junto con
los mensajes SDM sera´:
퐶푎푏푒푐푒푟푎 푂퐿푆푅 + 푀푒푛푠푎푗푒 푆퐷푀 ∗푁푢푚푒푟표 푠푒푟푣푖푐푖표푠 = 16 + 8 ∗ 푆 푏푦푡푒푠
Estos mensajes se enviara´n perio´dicamente para que los dema´s nodos ten-
gan la informacio´n sobre los servicios disponibles en la red lo ma´s actualizada
posible. Este intervalo de tiempo comu´n a todos los servicios se denomina SDM
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Interval y es un para´metro configurable por el usuario. Si SDM Interval es
un per´ıodo de tiempo muy pequen˜o, los dema´s nodos tendra´n siempre su tabla
de servicios disponibles actualizada, pero el ancho de banda utilizado es mayor.
En cambio si SDM Interval es muy grande, el ancho de banda utilizado es muy
pequen˜o pero es posible que al no estar la tabla de servicios lo ma´s actualizada
posible se produzca un falso positivo, es decir, que el nodo se conecte con un
dispositivo para utilizar un servicio y e´ste ya no esta´ disponible (o el nodo se
ha desconectado de la red).
6.2.2. Cache´ de servicios locales
La primera vez que se anuncia un servicio, e´ste se almacena en una cache´ in-
terna del nodo para tener una lista de todos los servicios que esta´ anunciando.
As´ı se podra´n crear fa´cilmente los mensajes SDM cada vez que se actualicen
los servicios y adema´s servira´ como una primera bu´squeda de servicios cuando
una aplicacio´n del nodo requiera utilizar uno en concreto. El formato de la
cache´ interna de servicios locales se observa en la Figura 6.3.
Figura 6.3: Formato de la cache´ de servicios locales
La cache´ esta´ compuesta por el nombre del servicio <Service Name>,
su descripcio´n <Service Description> y el tiempo de vida esperado <Life
Time> (configurable para cada servicio, siendo el ma´ximo 255 segundos para
un servicio fijo).
6.2.3. Procesamiento de mensajes SDM
Cuando un mensaje SDM es recibido por un nodo de la red, e´ste almacena
en la cache´ de servicios disponibles (excluyendo los servicios locales), todos
los servicios anunciados en dicho mensaje. Su formato puede observarse en la
Figura 6.4.
Si el servicio es nuevo se crea una nueva entrada en la cache´ guardando
el nombre del servicio <Service Name>, la direccio´n IP del nodo que anuncia
el servicio <IP Address>, el tiempo de vida del servicio <Life Time> y la
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Figura 6.4: Formato de la cache´ de servicios anunciados por el resto de nodos
descripcio´n detallada del servicio <Service Description>. Si dicha entrada
ya existe al recibir el mensaje SDM, lo u´nico que se hace es actualizar el tiempo
de vida del servicio.
Tambie´n existe otra cache´ cuya informacio´n sirve para detectar si un nodo
se ha desconectado de la red al no recibir mensajes SDM de ese nodo. Su
formato se ilustra en la Figura 6.5.
Figura 6.5: Formato de la cache´ de tiempos de cada nodo
Esta cache´ almacena desde cua´nto tiempo hace que se recibio´ el u´ltimo
mensaje SDM <Last Time> por cada nodo de la red <IP Address>, as´ı como
el intervalo perio´dico con el que env´ıa actualizaciones de los servicios <SDM
Interval>. Por lo tanto al saber a que´ intervalo se deben recibir los mensajes
SDM podremos saber si algu´n nodo se ha desconectado de la red si no recibimos
mensajes SDM de ese nodo en un tiempo determinado.
6.2.4. Bu´squeda de servicios
Cuando una de las aplicaciones del nodo requiera un servicio, al ser un
protocolo de descubrimiento de servicios de tipo push (ver seccio´n 5.3.1), en
lugar de mandar un mensaje de peticio´n de servicio al resto de la red buscara´ en
la cache´ interna del nodo dicha informacio´n. En primer lugar se mira en la
cache´ local de servicios por si el propio nodo ya posee dicho servicio. Si el
servicio no es prestado por el propio nodo, el protocolo mira en la cache´ de
servicios disponibles en los dema´s nodos de la red. Si hay alguna coincidencia se
le comunica a la aplicacio´n para que pueda conectarse a dicho servicio a trave´s
de la red. Si en cambio no hay ningu´n resultado satisfactorio para la aplicacio´n
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se supone que tal servicio no existe en la red MANET y la aplicacio´n no puede
hacer uso de e´l en este momento.
6.2.5. Indisponibilidad de un servicio
Si en un momento dado uno de los servicios que se anuncian en la red no
esta´ disponible, el nodo que anuncia dicho servicio tiene la obligacio´n de mandar
un mensaje de notificacio´n al resto de nodos de la red para que lo eliminen
de sus respectivas cache´s internas y de esta manera no se produzcan falsos
positivos. Despue´s de enviar el mensaje de notificacio´n el nodo eliminara´ el
servicio que pose´ıa de su cache´ de servicios locales para que no vuelva a ser
anunciado, ahorrando as´ı ancho de banda.
El mensaje de notificacio´n de la indisponibilidad de un servicio tiene la
misma estructura del mensaje SDM (ver Figura 6.2), consistiendo en anunciar
el servicio que no esta´ disponible con la particularidad de que el campo Life
Time tiene un valor igual a 0. De esta manera al recibir el mensaje el resto de
nodos, actualizara´n las entradas respectivas a este servicio, y al ser 0 su tiempo
de vida e´ste sera´ eliminado del registro en el acto.
6.3. SDM en redes MANET
El protocolo de descubrimiento de servicios SDM, al estar integrado en el
protocolo OLSR, se centra en redes mo´viles ad-hoc caracterizadas principal-
mente por su topolog´ıa dina´mica en la que los nodos entran y salen constante-
mente de la red. Esto puede provocar que se produzca una tasa de falsos positi-
vos muy alta si las cache´s de servicios de los nodos no esta´n lo suficientemente
actualizadas. Un ejemplo de falso positivo por no actualizar convenientemente
la cache´ de servicios se observa en la Figura 6.6.
En este ejemplo el nodo A desea un servicio de voz sobre IP, mira en su
cache´ de servicios y descubre que el nodo B posee dicho servicio (ya que fue
anunciado previamente como se indica en el apartado 6.2.1). Pero al intentar
conectarse con el nodo B para utilizar el servicio VoIP, el nodo A se encuentra
con que es imposible realizar la conexio´n, producie´ndose un falso positivo. Esto
se ha debido a la movilidad del nodo B, que al irse moviendo por la red MANET
ha llegado un momento en que se ha salido del a´rea de cobertura de la red y
su rango de transmisio´n no alcanza a ningu´n nodo de la red.
Estos falsos positivos no son deseables ya que al intentar conectarse un
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Figura 6.6: Falso positivo al intentar conectarse con un servicio no disponible
nodo con otro en el que el servicio ya no esta´ disponible se incrementa el ancho
de banda (el nodo suele reintentar la conexio´n a los pocos segundos). Este
incremento se hace ma´s significativo en una red MANET, donde el ancho de
banda es un para´metro fundamental. Adema´s, desde que se intenta la conexio´n,
se produce el fallo y se busca otro nodo que posea el mismo servicio pasa una
cantidad de tiempo que puede llegar a resultar molesta para el usuario. Por lo
tanto uno de los aspectos del disen˜o de cualquier protocolo de descubrimiento
de servicios para este tipo de redes debe ser intentar eliminar en lo posible
estos falsos positivos.
En el protocolo de descubrimiento de servicios SDM, adema´s del tiempo de
vida de cada servicio (Life Time) y la notificacio´n de servicios no disponibles,
se aplica otro me´todo para la deteccio´n temprana de falsos positivos. Este
me´todo consiste en la deteccio´n de pe´rdida de mensajes SDM de algu´n nodo
perteneciente a la red MANET. En el env´ıo de mensajes SDM, cada nodo
indica el intervalo de tiempo entre actualizaciones de los servicios disponibles
(SDM Interval), por lo tanto si desde la u´ltima recepcio´n de un mensaje SDM
ha pasado ese intervalo y no se ha recibido otro mensaje del mismo nodo se
supondra´ que e´ste se ha perdido. Si se pierden un nu´mero determinado de
mensajes SDM de forma consecutiva (para´metro SDM Lost, configurable por el
usuario), se supone que por alguna razo´n (movilidad, bater´ıa, etc.) el nodo se
ha desconectado de la red MANET y se borran de la cache´ todos los servicios
disponibles de dicho nodo aunque su tiempo de vida (Life Time) sea mayor
que 0.
61
Al ser este tipo de redes de naturaleza inala´mbrica, la probabilidad de que
se pierda algu´n paquete es mayor que en las redes cableadas. Veamos que ocurre
si se pierde algu´n paquete:
Anuncio de servicios: Si el paquete que se pierde es un mensaje SDM
anunciando servicios no afecta al funcionamiento del protocolo, ya que
por lo general el tiempo de vida (Life Time) es mayor que el intervalo
de tiempo entre 2 actualizaciones (SDM Interval), y para que se borren
los servicios de un nodo deben perderse varios mensajes SDM de forma
consecutiva como se ha explicado anteriormente.
Notificacio´n de servicio no disponible: Si el paquete que se pierde es
un mensaje SDM notificando que un servicio del nodo no va a estar ma´s
tiempo disponible, los dema´s nodos no podra´n borrar de sus cache´s dicho
servicio, teniendo que esperar a que caduque su tiempo de vida (Life
Time) para poder borrarlos. En este caso la probabilidad de exista un
falso positivo aumenta.
6.4. Resumen
En este cap´ıtulo se ha explicado el funcionamiento del protocolo de des-
cubrimiento de servicios SDM, pensado para ser utilizado en redes MANET
debido a su escasa utilizacio´n de ancho de banda (cada servicio so´lo ocupa 8
bytes). El precio a pagar por ello es una codificacio´n de los servicios (cada uno
posee un nu´mero determinado) que provoca que todos los nodos deban tener
la misma implementacio´n del protocolo para que no haya incongruencias en
el anuncio de servicios. Adema´s las descripciones que se pueden dar de cada
servicio no pueden tener muchos detalles a no ser que tambie´n vayan codifi-
cadas (por lo que tendr´ıa que haber un mayor convenio entre las diferentes
implementaciones del protocolo).
SDM es un protocolo sencillo, destinado a redes no muy complicadas en
las que no se vayan a anunciar muchos tipos de servicios diferentes, pero que
gracias a su integracio´n en el protocolo OLSR y su naturaleza proactiva le
hace muy adecuado para aquellas redes con mucha movilidad y una topolog´ıa
de red muy dina´mica. Adema´s esta proactividad puede ser configurada por el
usuario a trave´s de los para´metros SDM Interval (intervalo de tiempo entre
dos actualizaciones de servicios) y SDM Lost (nu´mero de mensajes consecutivos
perdidos para que se consideere a un nodo fuera de la red MANET), a cambio
de un mayor o menor consumo del ancho de banda.
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Por u´ltimo cabe destacar que la definicio´n realizada del protocolo SDM en
este cap´ıtulo no se corresponde exactamente con la provista por [52]. Tanto la
notificacio´n de un servicio que deja de estar disponible como la utilizacio´n del
para´metro SDM Interval para descubrir que un nodo ha dejado la red MANET






En este cap´ıtulo se explicara´ la implementacio´n del protocolo Service Dis-
covery Mechanism (SDM) para dispositivos reales (en nuestro caso para un
Nokia N800), su arquitectura y los algoritmos ma´s importantes para otorgar la
funcionalidad deseada a la aplicacio´n. Al ser un protocolo de descubrimiento
de servicios integrado en el protocolo de routing OLSR, necesitaremos una im-
plementacio´n de dicho protocolo que sea flexible y permita la comunicacio´n con
la implementacio´n del protocolo SDM. En nuestro caso utilizaremos el demo-
nio Unik olsrd desarrollado por Andreas Tønnesen [25]. Esta implementacio´n
posee una interfaz de plugins que permite an˜adir nuevas funcionalidades al
protocolo OLSR sin tener que modificar el co´digo del demonio olsrd. As´ı la
implementacio´n de SDM esta´ pensada como un plugin para este demonio.
A continuacio´n se realizara´ una breve descripcio´n del demonio olsrd, su
interfaz de plugins y una explicacio´n detallada de toda la implementacio´n del
protocolo SDM para olsrd.
7.1. Implementacio´n de OLSR
Desde el momento en que aparecio´ el protocolo OLSR muchas implemen-
taciones han sido creadas, tanto para ser probadas en simuladores de red como
para ser utilizadas en escenarios con dispositivos reales.
Con respecto a las implementaciones disen˜adas para ser utilizadas en simu-
ladores de red como ns-2 [38], la ma´s destacada es la realizada por la Universi-
dad de Murcia (UM-OLSR [36]). Entre las implementaciones para ser instala-
das en dispositivos reales se encuentran la realizada por el equipo Hipercom en
INRIA (OOLSR [37], en lenguaje C++), la realizada por Andreas Tønnesen
65
para su Master Thesis (olsrd [6], en lenguaje C) y la implementada por la Naval
Research Laboratory de la U.S. army (NRL-OLSR [39], en lenguaje C++).
De entre todas las implementaciones citadas anteriormente, la utilizada en
este proyecto para estudiar las prestaciones del protocolo OLSR en dispositivos
Maemo es el demonio olsrd implementado por Andreas Tønnesen para su tesis
de Ma´ster [25].
La eleccio´n de esta implementacio´n con respecto a las dema´s existentes se
debe principalmente a dos factores:
El demonio olsrd esta´ implementado principalmente para la plataforma
GNU/Linux. Al estar realizado en el lenguaje de programacio´n C, tiene
muy pocas dependencias aparte de la librer´ıa esta´ndar, siendo la principal
dependencia la librer´ıa de hilos POSIX libpthread. Por lo tanto deber´ıa
compilar en todos los modernos sistemas de GNU/Linux. Como la pla-
taforma de desarrollo Maemo esta´ basada en la plataforma GNU/Linux,
en principio no deber´ıa existir ningu´n problema de compatibilidad ni
comprometer su funcionalidad al ser exportado a esta tecnolog´ıa.
La implementacio´n de olsrd posee una interfaz para la carga de plugins
(es decir, librer´ıas que se pueden cargar dina´micamente en tiempo de
arranque) con la que cualquiera puede ajustar, modificar o extender el
protocolo OLSR sin tener que cambiar ninguna l´ınea de co´digo origi-
nal del nu´cleo de olsrd. Adema´s a trave´s de esta interfaz de plugins un
programador puede aprovechar la estructura del protocolo OLSR para
disen˜ar diferentes funcionalidades, aunque no este´n estrictamente rela-
cionadas con el routing. Esta interfaz de plugins sera´ utilizada para la
implementacio´n del mecanismo de descubrimiento de servicios.
En [40] se da una explicacio´n detallada del funcionamiento de esta inter-
faz de plugins para el demonio olsrd, donde adema´s se proponen ciertas
extensiones, como por ejemplo un mecanismo de seguridad para el proto-
colo OLSR, un mecanismo de autoconfiguracio´n de nodos, un plugin para
saber el nivel de la bater´ıa de cada dispositivo y un plugin para detectar
dina´micamente nodos que sirvan como puertas de enlace (gateways) a
Internet.
7.2. Caracter´ısticas de olsrd
Las caracter´ısticas ma´s importantes de esta implementacio´n de OLSR son:
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Modularidad: El demonio olsrd esta´ basado en mo´dulos ma´s o menos
independientes que interactu´an entre s´ı, por lo que se pueden an˜adir o
quitar varios mo´dulos al programa sin que afecte a su integridad. Es-
ta caracter´ıstica es muy importante para la carga de plugins, que son
mo´dulos externos cargados en tiempo de arranque para an˜adir o cambiar
funcionalidades al programa.
Estructuras de datos consistentes: En cualquier protocolo de rou-
ting, la mayor parte de la computacio´n es realizada en tablas o listas
(como por ejemplo las tablas con los vecinos del nodo, las tablas de re-
env´ıo, etc.). Por lo tanto, estas tablas deben ser consistentes, teniendo
todas ellas la misma estructura.
Transparencia IP: En principio, el demonio olsrd deber´ıa funcionar
para cualquier versio´n IP ya sea IPv4 o IPv6. Por ello todas las funciones
tienen que ser implementadas para manejar direcciones tanto de 32 bits
(IP versio´n 4) como direcciones de 128 bits (IP versio´n 6).
Co´digo independiente de la plataforma: Todo el co´digo que sea de-
pendiente de la ma´quina en la que se esta´ procesando el demonio deber´ıa
ir encapsulado en un mo´dulo para separarlo del resto del co´digo indepen-
diente de la plataforma. De esta manera la portabilidad es ma´s sencilla
de realizar al tener so´lo que implementar el co´digo dependiente de cada
ma´quina en concreto.
7.3. Mo´dulos del demonio olsrd
Una vez enunciadas las caracter´ısticas ma´s importantes, se explicara´ breve-
mente cada una de las partes en las que consiste el demonio olsrd para entender
co´mo funciona. Los mo´dulos principales del demonio olsrd se representan en la
Figura 7.1.
7.3.1. Socket Parser
El socket parser es el encargado de gestionar un conjunto de sockets que
escuchan el enlace para recibir los paquetes procedentes de otros nodos. Por lo
tanto, la tarea del socket parser es detectar si alguno de los sockets registrados
ha recibido algu´n paquete y envia´rselo al OLSR packet parser para que analice
el tra´fico de datos recibido. Los sockets pueden ser registrados (si se inicia una
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Figura 7.1: Esquema del demonio olsrd, basado en [25]
nueva conexio´n) o eliminados (si se pierde la conexio´n) en cualquier momento,
pudiendo encargarse tanto de conexiones tipo cliente como de tipo servidor.
7.3.2. OLSR Packet Parser
El OLSR packet parser se encarga de analizar todo el tra´fico recibido por
los sockets, pudiendo realizar las siguientes acciones:
Descartar el paquete si e´ste no es va´lido.
Procesar el paquete si su contenido es un mensaje OLSR.
Reenviar el paquete si e´ste es va´lido pero no contiene ningu´n mensaje
concerniente al protocolo OLSR.
Si el paquete debe ser procesado porque ha sido recibido por el puerto
UDP 698 y contiene cualquier tipo de informacio´n relacionado con el protocolo
OLSR (mensaje HELLO, TC o MID), se actualizan las tablas correspondientes en
el mo´dulo de repositorios de informacio´n segu´n el procedimiento descrito en el
RFC 3626 [1].
7.3.3. Repositorio de informacio´n (tablas)
Una vez que se ha procesado el mensaje OLSR, hay que almacenar toda
la informacio´n obtenida o actualizarla en las diferentes tablas o registros que
existen segu´n el tipo de mensaje (la tabla de vecinos de primer salto, de segundo
salto, de topolog´ıa de red, etc.). Tal y como se menciono´ en el cap´ıtulo 3, estas
tablas contienen toda la informacio´n necesaria para conocer el actual estado
de la red y su topolog´ıa.
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Si ha habido cambios en alguna de estas tablas se procedera´ a recalcular
todas las rutas posibles, incluyendo el ca´lculo de los nodos MPR. Las entradas
de todas estas tablas poseen una etiqueta de tiempo (timestamp) donde se
indica la u´ltima vez que se actualizo´ dicha entrada. De esta manera se puede
verificar la validez de cada entrada, teniendo que ser borradas de sus respectivas
tablas si su timestamp ha caducado.
7.3.4. Scheduler
El scheduler es el mo´dulo que se encarga de gestionar los diferentes eventos
que se van produciendo a lo largo de la ejecucio´n del demonio olsrd. Para que
cualquier evento pueda ser lanzado por el scheduler, antes debe ser registrado
por el mo´dulo de olsrd que quiera ejecutar dicho evento en el momento indicado.
Por defecto, el scheduler comprueba si hay registrado un nuevo evento cada 0.1
segundos, aunque este para´metro puede ser configurado por el usuario segu´n
sus necesidades.
Los eventos ma´s habituales ejecutados por el scheduler son:
Transmisio´n de un mensaje en un intervalo de tiempo determinado, re-
gistrando la generacio´n de dicho mensaje en el scheduler.
Comprobar si alguna entrada en las tablas de los repositorios de informa-
cio´n ha caducado, declara´ndola por tanto no va´lida y elimina´ndola de su
tabla correspondiente. Esto se realiza registrando una funcio´n de timeout
en el scheduler.
Una vez que ha puesto en marcha todos los eventos programados para ese
momento, el proceso del scheduler se duerme (es decir, pasa a un estado inac-
tivo) durante un intervalo de tiempo determinado (por defecto 0.1 segundos),
volviendo a activarse pasado ese tiempo y comprobando si hay algu´n nuevo
evento que gestionar.
7.4. Interfaz de plugins
La gran ventaja que posee el demonio olsrd frente a otras implementaciones
del protocolo OLSR es su interfaz de plugins, permitiendo extender el co´digo
del protocolo sin tener que alterar el nu´cleo de olsrd (lo que podr´ıa ocasionar
situaciones de inestabilidad si no se maneja con cuidado). Esta interfaz soporta
la carga de librer´ıas de forma dina´mica para hacer uso de funciones auxiliares
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creadas por personas ajenas a la implementacio´n de olsrd (plugins). Tambie´n
se pueden suplantar los me´todos ya implementados en el nu´cleo de olsrd para
an˜adir, cambiar o extender su funcionalidad.
Una librer´ıa cargada dina´micamente (del ingle´s Dynamically Loadable Li-
brary (DLL)) es una porcio´n de co´digo que contiene datos y funciones pero
que a diferencia de una aplicacio´n, este tipo de librer´ıas no se enlazan despue´s
de la compilacio´n, sino en el momento en que se carga la aplicacio´n. De entre
todas las librer´ıas DLL que existan para una aplicacio´n, solamente se cargara´n
aquellas indicadas en los archivos de configuracio´n de dicha aplicacio´n. En el
caso de olsrd, el archivo de configuracio´n es olsrd.conf, que se encuentra en
la carpeta /etc.
Debido a que el protocolo OLSR permite el reenv´ıo de paquetes aunque su
tipo sea desconocido para el nodo MPR, los plugins pueden dividirse en dos
grandes grupos:
Aquellos que cambian o extienden la funcionalidad propia del protocolo
OLSR, pudiendo por ejemplo cambiar la estructura del mensaje HELLO o
TC, el me´todo de reenv´ıo de paquetes OLSR a trave´s de los nodos MPR, la
manera de ajustar el nivel de voluntad (willingness) de cada nodo segu´n
su nivel de bater´ıa o el disen˜o de las tablas que contienen la informacio´n
de routing.
Aquellos que se aprovechan del me´todo de reenv´ıo de paquetes para crear
sus propios tipos de mensaje y diseminarlos por toda la red. Estos men-
sajes auxiliares pueden ser utilizados para proveer un dominio de nom-
bres de servicio (DNS) en una red MANET, compartir la informacio´n
de la bater´ıa entre los nodos [25] o diseminar informacio´n sobre anun-
cio y bu´squeda de servicios [53]. La implementacio´n del protocolo SDM
pertenece a este segundo grupo de plugins.
Para realizar todos estos cambios ya sea de un grupo u otro, la interfaz de
plugins, siguiendo las instrucciones dadas por el plugin cargado, registra y/o
quita funciones tanto en el socket parser (interceptando los mensajes de entra-
da) como en el packet parser o en el scheduler, pudiendo tambie´n actualizar
muchas variables presentes en las tablas que maneja el protocolo de routing.
Adema´s puede manipular todo los paquetes OLSR que salgan del nodo con des-
tino el resto de la red (cambiando cualquier valor de cualquier campo OLSR).
En resumen, un plugin puede virtualmente manipular cada parte del demonio
olsrd, tal y como se observa en la Figura 7.2.
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Figura 7.2: Interaccio´n entre la interfaz de plugins y olsrd. Figura basada en [25]
Un ejemplo de un me´todo del demonio olsrd modificado a trave´s de la
interfaz de plugins para la implementacio´n del protocolo SDM es olsr parser.
Este me´todo sirve para procesar un paquete SDM y obtener toda la informacio´n
de los servicios anunciados por el resto de nodos de la red. Adema´s reenv´ıa el
paquete SDM si ha sido elegido previamente como nodo MPR a trave´s del
me´todo olsr forward message. Esta funcio´n es an˜adida al mo´dulo de packet
parser en la inicializacio´n del plugin, mientras que los me´todos que actualizan
las cache´s perio´dicamente se registran en el scheduler.
7.5. Visio´n general de la implementacio´n
Aunque el demonio olsrd esta´ escrito en C, los plugins que se an˜aden pueden
ser escritos en cualquier lenguaje de programacio´n que pueda ser compilado
como una librer´ıa dina´mica (archivos .dll en Windows o .so en Linux). Au´n as´ı la
implementacio´n del protocolo de descubrimiento de servicios SDM tambie´n
esta´ escrito en C debido a que necesita muy pocas dependencias y la plataforma
Maemo, al estar disen˜ada para dispositivos mo´viles, tiene menor nu´mero de
librer´ıas y software por defecto que los ordenadores convencionales. De esta
manera es ma´s fa´cil portarla a otras plataformas y sistemas operativos.
El co´digo fuente de la implementacio´n esta´ contenido en la carpeta /src,
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que se compone de los siguientes archivos:
sdm plugin.h: Cabecera donde se definen las estructuras de datos de
las cache´s de servicios, tanto la local como las anunciadas por el resto de
nodos, as´ı como la estructura del mensaje SDM.
sdm plugin.c: Contiene las funciones principales del protocolo SDM:
creacio´n y env´ıo de mensajes SDM, obtencio´n de informacio´n de servi-
cios a partir de un mensaje SDM recibido, actualizacio´n de las distintas
cache´s, deteccio´n de la no disponibilidad de un servicio o nodo, etc.
ipc socket.h: Cabecera donde se indica el nu´mero ma´ximo de aplica-
ciones que pueden anunciar y buscar servicios en un nodo y el puerto de
acceso al plugin (en nuestro caso el puerto 5555).
ipc socket.c: Contiene los me´todos que gestionan la comunicacio´n en-
tre las aplicaciones que anuncian y buscan servicios con el plugin SDM a
trave´s de sockets IPC (InterProcess Communication). Este archivo con-
tiene funciones para abrir, configurar y cerrar sockets, as´ı como el env´ıo
y recepcio´n de mensajes a trave´s de ellos.
services.h: Cabecera donde van codificados los posibles servicios que
pueden ser anunciados por un nodo.
services.c: Contiene los me´todos que sirven para codificar (al enviar) y
decodificar (en recepcio´n) los posibles servicios que pueden ser anunciados
por un nodo.
Makefile: Archivo que sirve para compilar el plugin SDM y crear la
librer´ıa dina´mica correspondiente.
Esta carpeta /src debe estar incluida en la carpeta /lib dentro de la
carpeta del demonio olsrd junto con el resto de plugins. Para compilar e instalar
el plugin SDM se ejecuta el archivo Makefile de la siguiente manera:
.../src$ make
.../src$ make install
Al ejecutar estos comandos se crea la librer´ıa dina´mica del plugin SDM de-
nominada olsrd sdm.so.x.y (donde x.y es la versio´n del plugin), coloca´ndolo
en la carpeta /usr/lib. Este plugin se carga al inicio del demonio olsrd si se
indica en el archivo de configuracio´n /etc/olsrd.conf de acuerdo con [25],
teniendo que dar un valor a los dos para´metros configurables por el usuario:
SDM Interval y SDM Lost.
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7.6. Arquitectura del plugin SDM
La arquitectura de la implementacio´n del plugin SDM para el demonio olsrd
con sus principales componentes se ilustra en la Figura 7.3.
Figura 7.3: Arquitectura de la implementacio´n del plugin SDM
Las partes ma´s importantes de esta arquitectura son las siguientes:
Comunicacio´n entre procesos (Sockets IPC): Este mo´dulo gestiona
la comunicacio´n bidireccional entre el plugin SDM y las aplicaciones (si-
tuadas en capas superiores) que anuncian o requieren servicios del resto
de la red. Tambie´n gestiona parte de la comunicacio´n entre el demonio
olsrd y el plugin SDM.
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Funciones de gestio´n de servicios: Estas funciones realizan las accio-
nes que desean realizar las aplicaciones (o el propio demonio olsrd, por
ejemplo indica´ndole al plugin que hay que anunciar servicios cada cierto
per´ıodo de tiempo). Estas acciones van desde anunciar servicios, elimi-
narlos de la cache´ enviando un mensaje de notificacio´n, buscar servicios
en la cache´, mirar el contenido de la cache´, etc.
Repositorios (cache´): Los repositorios son tablas donde esta´ contenida
toda la informacio´n acerca de los servicios y de los nodos que los anuncian
para el correcto funcionamiento del protocolo SDM. Se dividen en tres
tablas:
∙ La cache´ de servicios locales, donde se almacenan los servicios que
posee el propio nodo.
∙ La cache´ de servicios anunciados por el resto de nodos en la red y
que esta´n disponibles para ser utilizados por las aplicaciones de las
capas superiores.
∙ La cache´ donde se almacenan los tiempos de recepcio´n de mensajes
SDM por cada uno de los nodos de la red para detectar una posible
desconexio´n de dichos nodos (ver seccio´n 6.3).
Interfaz del demonio olsrd: Mo´dulo que se encarga principalmente
del env´ıo de mensajes SDM una vez que han sido creados a partir de la
cache´ de servicios locales y de la recepcio´n de mensajes SDM de otros
nodos para obtener todos los servicios disponibles en la red y almacenarlos
en la cache´ correspondiente (siendo actualizados si dichas entradas ya
exist´ıan).
En los pro´ximos apartados cada uno de estos mo´dulos sera´ descrito deta-
lladamente.
7.7. Interfaz del demonio olsrd
Aunque el interfaz con el demonio olsrd se encarga tanto del env´ıo de men-
sajes SDM ya creados previamente como el procesamiento de los mensajes SDM
recibidos, en este apartado so´lo nos centraremos en la recepcio´n ya que el env´ıo
consiste simplemente en empaquetar el mensaje SDM en un paquete OLSR y
enviarlo al resto de nodos de la red por la interfaz correspondiente.
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El objetivo de la recepcio´n de mensajes SDM es obtener toda la informacio´n
posible de ese mensaje y actualizar en consonancia los repositorios de servicios
para que as´ı cualquier aplicacio´n del nodo, al buscar cualquier servicio que
necesite, siempre obtenga la informacio´n ma´s reciente y no se produzca un
falso positivo.
Figura 7.4: Diagrama de flujo de la recepcio´n de mensajes SDM
El procesamiento de un mensaje SDM recibido se muestra en el diagrama
de flujo de la Figura 7.4, que se puede distribuir en cuatro etapas:
1. Comprobacio´n de que el mensaje SDM recibido es correcto y esta´ pre-
parado para su procesamiento. En primer lugar se comprueba si la IP
del paquete es la del propio nodo, descarta´ndolo si fuera verdad. Despue´s
se comprueba si el enlace entre el nodo que envio´ el paquete y el propio
nodo es sime´trico, descarta´ndolo si no es as´ı. Por u´ltimo se mira en el
nu´mero de secuencia del paquete para comprobar si este mensaje ya ha
sido procesado previamente o no (mensaje duplicado), descarta´ndolo si
ya ha sido procesado.
2. Si en la comprobacio´n resulta que el mensaje SDM es correcto, antes de
obtener informacio´n de cualquier servicio se actualiza la cache´ de tiempos
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donde se almacena la u´ltima vez que se recibio´ un mensaje SDM de cada
nodo para poder detectar desconexiones en la red. Tambie´n se almacena
en esta cache´ el intervalo de tiempo supuesto entre dos mensajes SDM
de cada nodo.
3. Una vez actualizada la cache´ de tiempos, se procede a la obtencio´n de
la informacio´n de los servicios anunciados por el nodo en cuestio´n. Por
cada servicio anunciado se comprueba si ya existe tal entrada en la cache´,
siendo actualizado el tiempo de vida (Life Time) si es as´ı o creando una
nueva entrada en la cache´ si es la primera vez que se tiene constancia de
la disponibilidad de ese servicio por ese nodo. Esta misma operacio´n se
realiza con cada uno de los servicios anunciados por el nodo.
4. Por u´ltimo se comprueba si el nodo que recibe el mensaje SDM ha sido
elegido como nodo MPR por algu´n vecino segu´n el criterio propuesto por
el protocolo OLSR (ver seccio´n 3.1.2). Si el nodo es MPR, reenviara´ el
mismo mensaje SDM a todos sus vecinos para que tambie´n actualicen
sus respectivas cache´s y as´ı se difunda el mensaje SDM por toda la red.
7.8. Repositorios (cache´)
Los repositorios son las tablas donde se almacena toda la informacio´n re-
lativa a los servicios locales, a los servicios anunciados por otros nodos y al
momento en que se recibio´ el u´ltimo mensaje SDM de cada nodo. En este
apartado se explicara´ co´mo se ha implementado cada una de estas tablas y
que´ estructura se ha elegido para representar estos datos.
Figura 7.5: Doble lista enlazada
El elemento principal para almacenar los datos en los repositorios es la
doble lista enlazada (ver Figura 7.5), que consiste en un conjunto de entradas
que, adema´s de toda la informacio´n necesaria en esa lista, posee informacio´n
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adicional: un puntero al elemento previo de la lista y otro puntero al siguiente
elemento de la lista. De esta manera mirando la informacio´n contenida en un
elemento de la lista es posible dirigirte o bien al elemento previo o bien al
siguiente elemento de la lista, pudiendo recorrer as´ı la lista de una manera fa´cil
y sencilla.
Despue´s de considerar otras opciones como arrays o a´rboles binarios, se
ha utilizado esta estructura de datos sobre todo por ser dina´mica (no hace
falta establecer en su inicializacio´n un taman˜o ma´ximo de entradas) y por no
ser necesario el conocimiento de otros elementos de la lista excepto el actual
(muy adecuado para eliminar elementos de la lista). Adema´s el orden de los
elementos de la lista enlazada puede ser diferente del orden de los elementos
almacenados en memoria, permitiendo la insercio´n y eliminacio´n de entradas
en cualquier punto de la lista.
7.8.1. Cache´ de servicios locales
La cache´ de servicios locales es una doble lista enlazada, donde cada ele-











Service Type es el servicio anunciado por el propio nodo, Service
Description es la descripcio´n de dicho servicio y LifeTime es el tiempo de vi-
da esta´ndar del servicio (el valor que se enviara´ en el mensaje SDM al resto de
nodos). Socket[MAX IPC CLIENTS] es un array donde se almacenan los identifi-
cadores de las aplicaciones que anuncian dicho servicio y AdvertisingSockets
es el nu´mero de aplicaciones almacenados en el array (explicacio´n del funcio-
namiento de los sockets en el apartado 7.10). Por u´ltimo Next y Prev son los
elementos siguiente y anterior respectivamente de la lista doble enlazada.
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7.8.2. Cache´ de servicios anunciados por otros nodos
La cache´ de servicios anunciados por otros nodos consiste en una lista do-
ble enlazada donde cada elemento representa un servicio determinado. Adema´s
cada elemento tiene un puntero a otra lista doble enlazada donde se almace-
nan las direcciones IP de aquellos dispositivos que anuncian dicho servicio,
la descripcio´n del servicio que anuncian y el momento de tiempo en que se
actualizo´ dicha entrada (ver Figura 7.6).
Figura 7.6: Estructura de datos de la cache´ de servicios externos
Cuando un nodo desea buscar un servicio determinado, el proceso de
bu´squeda en la cache´ de servicios anunciados por otros nodos que realiza el
plugin SDM es el siguiente:
1. Recorre la lista doble enlazada (principal) donde se almacenan los servi-
cios hasta que encuentra aquel servicio que esta´ buscando.
2. Una vez encontrado el elemento correspondiente al servicio buscado, pasa
a la lista doble enlazada (secundaria) almacenada en ese elemento y la
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recorre para mostrar los datos de todos los nodos que anuncian dicho
servicio en la red.
Al principio se penso´ en implementar esta cache´ como un array donde cada
posicio´n se corresponder´ıa con un servicio determinado, almacenando en cada
una de dichas posiciones una lista doble enlazada con los datos de los nodos
que anunciaban dicho servicio, ya que as´ı se acelerar´ıa el proceso de bu´sque-
da de servicios al realizar en un solo paso la localizacio´n del servicio que se
esta´ buscando. Pero al ser el nu´mero ma´ximo de servicios 65536, habr´ıa que
inicializar entonces un array de 65536 posiciones donde probablemente so´lo se
utilizar´ıan unas pocas, desperdiciando mucha memoria del dispositivo, aspecto
bastante cr´ıtico en los dispositivos mo´viles utilizados en redes MANET.
Implementando la cache´ con una lista doble enlazada en lugar de un array,
el tiempo de proceso de bu´squeda de un servicio en concreto es algo ma´s lento
pero a cambio se ahorra much´ısimo espacio en la memoria del dispositivo mo´vil.
Cada elemento de la lista doble enlazada principal (aquella que almacena








ServiceType es el servicio que representa a ese elemento de la lista (codi-
ficado con un nu´mero definido por el protocolo), Node es el puntero al primer
elemento de la lista doble enlazada que almacena la informacio´n de los dispo-
sitivos que anuncian dicho servicio. Por u´ltimo Next y Prev son los elementos
siguiente y anterior respectivamente de la lista doble enlazada.
Cada elemento de la lista doble enlazada secundaria (aquella que almacena
los datos de los nodos que anuncian dicho servicio) esta´ definido en el plugin
SDM como una estructura en C, cuyos campos son:
struct sdentry {







Olsr IP addr es la direccio´n IP del nodo que anuncia el servicio, Service
Description es la descripcio´n de dicho servicio y Timer es el momento de
tiempo en el que se recibio´ el u´ltimo mensaje SDM anunciando dicho servicio
(pudiendo calcular as´ı el tiempo de vida (Life Time) mediante la diferencia
entre el momento actual y Timer). Por u´ltimo Next y Prev son los elementos
siguiente y anterior respectivamente de la lista doble enlazada.
7.8.3. Cache´ de tiempos
La cache´ de tiempos, al igual que la cache´ de servicios locales, es una doble
lista enlazada, donde cada elemento esta´ definido en el plugin SDM como una
estructura en C, cuyos campos son:
struct sdmupdate {






Olsr IP addr es la direccio´n IP del nodo que anuncia el servicio, Update
Time es el momento de tiempo en el que se recibio´ el u´ltimo mensaje SDM de
dicho nodo y SDMInterval es el intervalo de tiempo que hay que esperar para
recibir otro mensaje SDM del mismo nodo. Por u´ltimo Next y Prev son los
elementos siguiente y anterior respectivamente de la lista doble enlazada.
7.9. Funciones de gestio´n de servicios
En este apartado se explicara´ co´mo se ejecuta cada accio´n que puede realizar
el plugin SDM tanto para anunciar, buscar o eliminar servicios. Estas funciones
por lo tanto an˜aden, recorren y eliminan datos de la cache´ segu´n lo que la
aplicacio´n requiera.
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7.9.1. Anuncio de servicios
El plugin SDM puede anunciar los servicios disponibles en el nodo tanto si
una aplicacio´n ha an˜adido un nuevo servicio o si es el momento de enviar una
actualizacio´n de los servicios al resto de la red (cada SDM Interval). En ambos
casos el plugin SDM realiza lo siguiente:
1. Empieza a recorrer la cache´ de servicios locales y por cada entrada crea








ServiceType es el tipo de servicio que se anuncia codificado en 16 bits,
SDMInterval es el intervalo entre dos mensajes SDM (8 bits), LifeTime
es el tiempo de vida del servicio (8 bits) y Description es la descripcio´n
del servicio (32 bits). La estructura del mensaje SDM se puede ver con
mayor detalle en la seccio´n 6.1.
2. Junta todos los mensajes SDM en un paquete OLSR, rellenando los cam-
pos que sean necesarios tales como la direccio´n IP del nodo o el nu´mero
de secuencia (ver apartado 3.2).
3. Env´ıa el paquete OLSR por la interfaz correspondiente hacia el resto de
la red MANET.
7.9.2. Bu´squeda de servicios
Cuando una aplicacio´n requiere la utilizacio´n de un servicio, primero se
recorre la cache´ de servicios locales por si hay alguna coincidencia, envia´ndosela
en tal caso a la aplicacio´n a trave´s del socket via IPC. Tanto si existe en la
cache´ de servicios locales como si no, se mira en la cache´ de servicios anunciados
por el resto de nodos, recorriendo la lista enlazada primaria hasta encontrar
el servicio correspondiente y enviando despue´s la informacio´n de cada uno de
los elementos de la lista secundaria (pues corresponden al mismo servicio). Se
deja en poder de la aplicacio´n el elegir que´ servicio es el ma´s apropiado segu´n
su descripcio´n (o su proximidad).
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7.9.3. Eliminacio´n de servicios
En el momento en que una aplicacio´n deja de anunciar un servicio (debido
a que e´ste ya no esta´ disponible), el plugin SDM recorre la cache´ de servicios
locales y elimina el servicio no disponible. Despue´s crea un mensaje SDM como
el visto en el apartado anterior, poniendo un valor de Life Time igual a 0, lo
introduce dentro de un paquete OLSR y lo env´ıa por la interfaz correspondiente
hacia el resto de la red MANET.
7.9.4. Actualizacio´n de la cache´
Para un correcto funcionamiento del protocolo SDM es imprescindible la
actualizacio´n de la cache´ para descubrir nuevos servicios y prevenir falsos po-
sitivos. La cache´ se actualiza en los casos siguientes:
1. Cuando se recibe un mensaje SDM con los servicios anunciados por otro
nodo. En este caso se procesan todos los mensajes SDM encapsulados en
el paquete OLSR y se actualiza el tiempo de vida de cada servicio (si
ya exist´ıa esa entrada) o se an˜ade un nuevo registro a la cache´ en caso
contrario.
2. Cada 0.5 segundos se recorre tanto la cache´ de servicios locales como la
de servicios anunciados por otros nodos para detectar si algu´n servicio ha
expirado (es decir, su Life Time es igual o menor que 0). Para calcular
el tiempo de vida se realiza la diferencia entre el momento actual y el
momento en que se recibio´ el u´ltimo mensaje SDM anunciando dicho
servicio.
Tambie´n se recorre la cache´ de tiempos cada 0.5 segundos para detectar
si se ha producido la desconexio´n de algu´n nodo, calculando para ello el
tiempo que ha pasado desde que se recibio´ el u´ltimo mensaje SDM de ese
nodo. Si excede del l´ımite (SDM Lost ∗ SDM Interval) se considera que
el nodo ya no esta´ disponible en la red, elimina´ndose de la cache´ todos
aquellos servicios que anunciaba dicho nodo.
Se contemplo´ la posibilidad de actualizar la cache´, en lugar de perio´dica-
mente cada 0.5 segundos, cada vez que se produjera un evento, es decir, cada
vez que se enviara o recibiera un mensaje SDM, que se an˜adiera, buscara o eli-
minara un servicio, que se mostrara en pantalla el contenido de alguna cache´,
etc. Realiza´ndolo de esta manera se asegura que se actualiza la cache´ el me-
nor nu´mero de veces posible permaneciendo e´sta estable, ya que hasta que no
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se produce alguno de estos eventos no se accede a la cache´. As´ı el tiempo de
procesamiento del plugin SDM es menor, pero en cambio su implementacio´n es
bastante ma´s dif´ıcil ya que se tiene que comprobar que antes de cada uno de los
posibles eventos se actualiza la cache´, pues si no dar´ıa lugar a inestabilidades
e incongruencias de la informacio´n almacenada. Como el intervalo entre dos
eventos no suele ser muy grande (se env´ıan y reciben mensajes SDM constan-
temente), se decidio´ que no merec´ıa la pena complicar la implementacio´n del
plugin SDM para ahorrar algo de tiempo de procesamiento.
7.9.5. Observacio´n del contenido de la cache´
Si la aplicacio´n lo requiere, en lugar de buscar un servicio concreto, existe
la posibilidad de mirar el contenido de la cache´ para conocer los servicios que
esta´n disponibles, tanto locales como anunciados por el resto de nodos. Esta
observacio´n consiste en recorrer las listas enlazadas de la cache´ correspondien-
te y enviar a la aplicacio´n toda la informacio´n almacenada (tipo de servicio,
descripcio´n, direccio´n IP, etc.).
7.10. Comunicacio´n entre procesos (IPC)
La conexio´n entre las aplicaciones y el plugin SDM para anunciar y bus-
car servicios se realiza a trave´s de una funcio´n de comunicacio´n entre procesos
(IPC - InterProcess Communication). IPC es un conjunto de te´cnicas para el
intercambio de informacio´n entre procesos o aplicaciones, pudiendo estar e´stas
en el mismo terminal o en otro conectado a trave´s de la red. Entre las te´cni-
cas ma´s conocidas de IPC se encuentran el paso de mensajes, la utilizacio´n
de sema´foros, llamadas a procedimiento remoto (RPC), etc. En nuestro caso
emplearemos sockets para la comunicacio´n IPC entre las aplicaciones y el plu-
gin SDM, utilizando para ello el protocolo TCP/IP a trave´s de la interfaz de
loopback (interfaz virtual que representa al propio ordenador, siendo 127.0.0.1
su direccio´n IP).
Los sockets implementan una arquitectura cliente-servidor, donde existe
un servidor que esta´ escuchando (en nuestro caso el plugin SDM) hasta que
un cliente quiere empezar una comunicacio´n (en nuestro caso la aplicacio´n de
usuario), inicia´ndose una conexio´n en la que tanto cliente como servidor pueden
transmitirse informacio´n a trave´s de la red (o a trave´s del propio ordenador si
se utiliza la interfaz de loopback).
El plugin SDM permite que varias aplicaciones se conecten de manera si-
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Figura 7.7: Estructura de la conexio´n de las aplicaciones al plugin SDM
multa´nea, estando limitado su nu´mero por el para´metro MAX IPC CLIENTS de-
finido en el fichero ipc socket.h. Estas aplicaciones anuncian uno o varios
servicios, pudiendo compartir dos aplicaciones el mismo servicio, como se ob-
serva en la Figura 7.7.
La conexio´n al plugin se establece mediante un socket TCP al propio nodo
(localhost) a trave´s de la interfaz loopback (127.0.0.1) en el puerto IPC PORT
(en nuestro caso 5555) definido en el fichero ipc socket.h. Para probar que
el funcionamiento de dicha conexio´n es correcta se puede utilizar el comando
telnet a trave´s del terminal (provisto en la mayor´ıa de sistemas operativos)
de la siguiente manera:
telnet localhost 5555
Una vez conectado con el plugin SDM, se le pueden enviar comandos a
trave´s del terminal para anunciar, buscar y/o eliminar servicios. La estructura
de dichos comandos es la siguiente:
<Comando> <Servicio> <Valor>
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A continuacio´n se enumerara´n los diferentes comandos que se le pueden
enviar al plugin SDM:
Advertisement (Anuncio de servicios)
Una aplicacio´n puede registrar un servicio para que se anuncie a toda la
red a trave´s del comando ADVR <Servicio> <Lifetime>. Si por ejemplo una
aplicacio´n quiere anunciar una impresora y cree que su tiempo de vida es de
150 segundos (pudiendo actualizarlo cada intervalo de tiempo SDM Interval),
el comando que enviara´ al plugin SDM sera´:
ADVR Printer 150
Si la aplicacio´n no conoce el tiempo de vida (Life Time), puede omitirse
este para´metro da´ndole el plugin SDM un tiempo de vida por defecto de 255
segundos (ma´ximo permitido).
Request (Bu´squeda de servicios)
Una aplicacio´n puede buscar un servicio a trave´s del comando RQST
<Servicio>. Si por ejemplo una aplicacio´n quiere buscar una impresora en
toda la red, el comando que enviara´ al plugin SDM sera´:
RQST Printer
Si mirando la cache´ de servicios el plugin SDM descubre que existe alguna
impresora disponible en algu´n nodo de la red (por ejemplo en el nodo con
direccio´n IP 192.168.0.50), le enviara´ el siguiente mensaje a la aplicacio´n:
SERVICE FOUND: Printer AT 192.168.0.50
Si en cambio el servicio se encuentra en el propio nodo el mensaje que se
env´ıa a la aplicacio´n es el siguiente:
SERVICE FOUND: Printer AT LOCALHOST
85
Withdrawn (Eliminacio´n de servicios)
Una aplicacio´n puede eliminar un servicio y anunciar al resto de la red que
ya no esta´ disponible a trave´s del comando WTDR <Servicio>. Si por ejemplo
una aplicacio´n estaba anunciando una impresora pero e´sta ya no se encuentra
disponible y por tanto quiere eliminarla, el comando que enviara´ al plugin SDM
sera´:
WTDR Printer
Look (Observacio´n del contenido de la cache´)
Una aplicacio´n puede observar el contenido de cualquier cache´ del plugin
SDM (local, del resto de nodos y de tiempos) a trave´s del comando LOOK
<Cache´>. A continuacio´n se pondra´ un ejemplo de cada uno de los tres posibles
comandos (uno por cada tipo de cache´) y un posible resultado que el plugin
SDM env´ıa a la aplicacio´n:




LOOK Foreign (Cache´ de servicios anunciados por el resto de nodos)
ServiceName IPAddress Desc. Life
=========== ========= ===== ====
Printer 192.168.0.50 0 255





Exit (Desconexio´n de la aplicacio´n con el plugin SDM)
Una aplicacio´n puede desconectarse del plugin SDM a trave´s del comando
EXIT SDM. Todas aquellos servicios anunciados u´nicamente por la aplicacio´n
que se desconecta sera´n eliminados de la cache´, envia´ndose una notificacio´n de
cada servicio eliminado al resto de nodos de la red.
7.10.1. Registro de sockets
Los sockets que utilizan las aplicaciones para comunicarse con el plugin
SDM tienen un nu´mero que los identifica. Cada servicio que esta´ almacenado
en la cache´ de servicios locales posee un array que contiene a los identificadores
de aquellas aplicaciones que lo anuncian. Por lo tanto, cuando una aplicacio´n
anuncia un servicio, si e´ste no existe crea un nuevo elemento en la lista en-
lazada, pero si e´ste ya existe lo que hace es registrarse en e´l almacenando su
identificador en el array correspondiente. As´ı, un servicio puede estar anunciado
por una o ma´s aplicaciones (ver Figura 7.7).
Cuando una aplicacio´n desea eliminar un servicio, lo que hace es eliminar su
identificador del array perteneciente a dicho servicio. Entonces el plugin SDM
comprueba si hay alguna otra aplicacio´n anuncia´ndolo tambie´n. Si descubre que
dicho servicio era u´nicamente anunciado por la aplicacio´n que desea eliminarlo,
el servicio sera´ eliminado tambie´n de la cache´ y notificado mediante un mensaje
SDM al resto de nodos.
Algo parecido ocurre cuando una aplicacio´n se desconecta del plugin SDM.
Entonces se elimina el identificador de la aplicacio´n de todos los servicios anun-
ciados por dicha aplicacio´n, siendo eliminados de la cache´ de servicios locales y
notificado mediante mensajes SDM al resto de nodos de la red aquellos servicios
que eran anunciados u´nicamente por la aplicacio´n (ver Figura 7.8).
7.11. Resumen
En este cap´ıtulo se ha explicado el disen˜o de la implementacio´n del proto-
colo OLSR (demonio olsrd), su interfaz para cargar plugins (librer´ıas cargadas
dina´micamente) y el plugin que implementa el protocolo de descubrimiento de
servicios SDM. Cabe destacar que tanto el demonio olsrd como su interfaz de
plugins ha sido implementado por Andreas Tønnesen [25], mientras que el plu-
gin SDM ha sido implementado por el autor de este proyecto. En primer lugar
se ha descrito brevemente la arquitectura y las caracter´ısticas principales del
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Figura 7.8: Eliminacio´n de una aplicacio´n y los servicios que anuncia
demonio olsrd, explicando luego cada uno de los mo´dulos de los que esta´ com-
puesto esta implementacio´n. En segundo lugar se ha definido el funcionamiento
de la interfaz de plugins, es decir, del mo´dulo que permite extender el co´digo
de olsrd con diferentes funcionalidades (en este caso la integracio´n de un prot-
colo de descubrimiento de servicios en el protocolo de routing OLSR) sin tener
que modificar el nu´cleo del co´digo original. Por u´ltimo se enumeran las espe-
cificaciones de la implementacio´n del protocolo de descubrimiento de servicios
SDM como plugin del demonio olsrd. Despue´s de una visio´n general de co´mo
esta´ implementado, se describe su arquitectura, sus componentes y mo´dulos
ma´s destacados, explicando ma´s tarde el diagrama de flujo de la recepcio´n de
mensajes SDM. Una parte importante del cap´ıtulo es la manera en la que esta´n
implementados cada una de las cache´s de servicios a trave´s de listas dobles en-
lazadas, definie´ndose para ello las estructuras utilizadas. Por u´ltimo se explica
co´mo implementa el plugin cada una de las posibles funciones que puede reali-
zar el protocolo SDM y la comunicacio´n con los procesos que quieren anunciar




plugin SDM en escenarios reales
En este cap´ıtulo se presentara´n las diferentes te´cnicas que existen para
comprobar que el protocolo SDM cumple con los requisitos especificados. Des-
pue´s de razonar la eleccio´n de una de estas te´cnicas, se explicara´ brevemente
todos los escenarios de pruebas empleados en el ana´lisis del plugin SDM, los
resultados obtenidos y las conclusiones a las que se llegan a partir de dichos
resultados.
8.1. Introduccio´n
Despue´s de disen˜ar e implementar cualquier protocolo de red hay que rea-
lizar un ana´lisis exhaustivo de su comportamiento para determinar si cumple
con las expectativas y requisitos especificados inicialmente. Para realizar dicho
ana´lisis se pueden utilizar varias te´cnicas segu´n el nivel de abstraccio´n emplea-
do (lo que da lugar a una mayor flexibilidad a cambio de parecerse menos a la
realidad). Entre las te´cnicas ma´s conocidas se encuentran:
Modelo anal´ıtico: El modelo anal´ıtico es un modelo matema´tico que
intenta a trave´s de ecuaciones y fo´rmulas describir el comportamiento
de un sistema complejo. Por ejemplo el funcionamiento electro´nico de un




En el estudio de un protocolo se suelen utilizar modelos estad´ısticos ya
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que no se sabe con precisio´n co´mo van a actuar los nodos de la red en un
momento determinado, de ah´ı la utilizacio´n de probabilidades (en nuestro
caso la probabilidad de que un nodo anuncie un servicio en un instante
determinado).
Los modelos matema´ticos son bastante precisos y no requieren de muchos
recursos, aunque a menudo se realizan ciertas simplificaciones que hacen
que el modelo difiera de la realidad (por ejemplo, es bastante habitual
en los modelos matema´ticos de redes de comunicaciones suponer que no
hay degradacio´n de la sen˜al en la transmisio´n, algo que obviamente no
es cierto). Adema´s, si el sistema a estudiar es muy complejo puede que
el modelo matema´tico sea tan complicado que muy pocas personas sean
capaces de entenderlo en profundidad.
Simulacio´n: Segu´n R. Shannon [59] la simulacio´n es “el proceso de di-
sen˜ar un modelo de un sistema real y llevar a te´rmino experiencias con e´l,
con la finalidad de comprender el comportamiento del sistema o evaluar
nuevas estrategias - dentro de los limites impuestos por un cierto criterio o
un conjunto de ellos - para el funcionamiento del sistema”. Estos modelos
son obtenidos a partir de aproximaciones y simplificaciones del sistema
real para poder realizar una evaluacio´n factible en un ordenador (y que
no requiera de una cantidad de tiempo inviable para el experimento).
Los simuladores son ampliamente utilizados (casi imprescindibles) en la
evaluacio´n del comportamiento de protocolos en redes de comunicaciones,
siendo los ma´s famosos ns-2 [38] y OMNeT++ [60]. Esto es debido a que
se obtiene una idea bastante buena del comportamiento del protocolo sin
tener que emplear muchos recursos en experimentos reales, adema´s puede
ser repetido y verificado por cualquier persona y escalable hasta cientos
o miles de nodos en la red (algo impensable en un escenario de pruebas
real).
Experimento en el mundo real: Por u´ltimo nos encontramos con la
te´cnica de evaluacio´n que ma´s se asemeja al uso habitual que se le dara´ al
sistema en entornos reales. En este tipo de te´cnica, todos los componentes
(tanto de hardware como de software) son completamente funcionales y
aptos para su uso en el mundo real, aunque se diferencia de e´ste en que el
entorno de los experimentos esta´ controlado, teniendo que determinar por
ejemplo el nu´mero de nodos, el valor de los para´metros ma´s importantes
del protocolo, etc.
El test definitivo consistir´ıa en probar todas las configuraciones y escena-
rios reales posibles, algo imposible de realizar debido a que los recursos
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(de tiempo, dinero y humanos) son limitados. Adema´s los resultados de
los experimentos son dif´ıciles de repetir y por lo tanto de verificar por
terceras personas.
En la mayor´ıa de protocolos que se disen˜an, para verificar que cumplen
con todos los requisitos, se suele utilizar primero la simulacio´n y, si e´sta es
satisfactoria, realizar una implementacio´n en un entorno real y probarlo en
situaciones determinadas.
As´ı ha ocurrido con el protocolo de descubrimiento de servicios SDM.
En [52] se realizan pruebas con el simulador ns-2 para comprobar que todo
funciona correctamente, mientras que el objetivo de este proyecto es imple-
mentar dicho protocolo en un dispositivo real (Nokia N800) y proponer una
serie de escenarios posibles para medir su rendimiento con aplicaciones reales.
8.2. Caracter´ısticas de los escenarios
Los escenarios utilizados para probar las caracter´ısticas y medir la eficiencia
del protocolo de descubrimiento de servicios SDM esta´n compuestos entre 1
y 4 dispositivos Nokia N800 y N810 (basados en la plataforma Maemo) con
sistema operativo OS2008 Diablo. Despue´s de crear el paquete Debian (.deb)
correspondiente al demonio olsrd junto con el plugin SDM e instalarlo a trave´s
del gestor de aplicaciones, sera´n necesarias la utilizacio´n de varias herramientas
para medir tanto el nivel de bater´ıa de los dispositivos como el ancho de banda
utilizado, que son:
Advanced-power: Advanced-power [61] es una aplicacio´n Maemo di-
sen˜ada para mostrar el nivel de bater´ıa con mayor detalle que la que
muestra el sistema operativo por defecto. Adema´s del nivel de bater´ıa
tambie´n muestra informacio´n sobre la temperatura, memoria RAM uti-
lizada, nivel de iluminacio´n de la pantalla, etc.
tcpdump: Herramienta cuyo cometido es principalmente analizar el
tra´fico que circula por la red, capturando todos los paquetes transmitidos
y recibidos por la interfaz correspondiente y mostrando informacio´n de
dichos paquetes por pantalla (nu´mero de paquetes recibidos, direccio´n IP
fuente y destino, puerto origen y destino, timestamp, etc.).
tcpstat: Herramienta que se utiliza para obtener datos estad´ısticos del
tra´fico que circula por la red a partir de un fichero creado por tcpdump.
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Entre la informacio´n estad´ıstica que se puede obtener se encuentra el
taman˜o medio de los paquetes, la desviacio´n esta´ndar del taman˜o de
cada paquete, el ancho de banda utilizado (en bits por segundo), etc.
A continuacio´n se muestran los resultados de las medidas experimentales
tomadas en los escenarios anteriormente descritos y las conclusiones obtenidas.
Las pruebas que se han realizado para observar el correcto funcionamiento y
medir el rendimiento del protcolo de descubrimiento de servicios SDM son las
siguientes:
Consumo de energ´ıa del protocolo OLSR: Medicio´n del consumo
energe´tico que produce la ejecucio´n del protocolo OLSR junto con el
protocolo SDM en los dispositivos mo´viles.
Cambio de ruta segu´n nivel de willingness: Comprobacio´n de que
la eleccio´n de una ruta depende del nivel de voluntad del dispositivo que
actu´a como router para ser elegido como nodo MPR (willingness).
Ancho de banda consumido: Ca´lculo del ancho de banda consumido
por el protocolo OLSR junto con el protocolo SDM en funcio´n del nu´mero
de servicios anunciados y del intervalo de tiempo entre mensajes SDM
para diferentes configuraciones de red (2, 3 y 4 nodos en l´ınea).
Retardo del protocolo SDM: Ca´lculo experimental del retardo exis-
tente en el protocolo de descubrimiento de servicios SDM tanto en el
anuncio de servicios como en la notificacio´n que se env´ıa al resto de la
red cuando se elimina algu´n servicio.
Comparativa con el protocolo Mercury: Comparacio´n de rendimien-
to del protocolo SDM con el protocolo de descubrimiento de servicios
Mercury [53], que al igual que SDM se integra dentro del protocolo de
routing OLSR.
8.3. Consumo de energ´ıa del protocolo OLSR
En esta prueba se medira´ el consumo energe´tico que produce la ejecucio´n
del protocolo OLSR junto con el protocolo SDM en los dispositivos mo´viles,
as´ı como la comparacio´n del gasto energe´tico entre un nodo que no es elegido
MPR con otro que s´ı lo es (teniendo en este caso que reenviar los mensajes
que reciba al resto de la red). El escenario de pruebas esta´ compuesto por 4
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Figura 8.1: Escenario de pruebas con cuatro nodos en l´ınea
dispositivos Nokia N800 y N810 colocados en l´ınea como se puede observar en
la Figura 8.1.
Despue´s de comprobar que cada dispositivo esta´ cargado totalmente, se
procede a la ejecucio´n del demonio olsrd en cada uno de los dispositivos, anun-
ciando tambie´n cada uno de ellos 4 servicios a trave´s del plugin SDM. La
prueba consiste en ir midiendo el nivel de bater´ıa de cada dispositivo cada 10
minutos hasta un ma´ximo de 1 hora para ver co´mo progresa el consumo de
energ´ıa a lo largo del tiempo. En principio deber´ıa ocurrir que los nodos que
han sido elegido como MPR (en nuestro caso los dos centrales) consumen ma´s
bater´ıa que aquellos que no lo son ya que deben reenviar los mensajes tanto del
protocolo OLSR (mensajes TC) como del protocolo SDM. Para la realizacio´n de
esta prueba suponemos que los dispositivos del mismo modelo (N800 y N810)
consumen la misma bater´ıa si se ejecutan las mismas aplicaciones.
Como se puede comprobar en el Cuadro 8.1, en 1 hora se gasta entre un
16 % y un 18 % de bater´ıa ejecutando tanto el demonio olsrd como el plugin
SDM. Adema´s para averiguar lo que gasta solamente esta aplicacio´n se ha
medido el consumo de bater´ıa de los dispositivos mo´viles en reposo con todas
las aplicaciones que vienen por defecto activadas, como por ejemplo el mo´dulo
Wifi, la herramienta Advanced Power para medir el consumo de bater´ıa e
incluso los terminales donde ser´ıan ejecutados las aplicaciones (para intentar
consumir la misma energ´ıa excepto la gastada expresamente por el demonio
olsrd y el plugin SDM).
Observando las diferencias entre los niveles de bater´ıa medidos, se llega a
la conclusio´n de que el gasto energe´tico producido solamente por el demonio
olsrd junto con el plugin SDM anunciando 4 servicios es aproximadamente de
un 1 %, algo muy poco significativo para el nivel total de bater´ıa del dispositivo
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Cuadro 8.1: Nivel de bater´ıa de cada dispositivo
Cuadro 8.2: Porcentaje de bater´ıa consumido por cada dispositivo
Nokia N800 y N810.
El hecho de que el nivel de la bater´ıa medido con la herramienta Advanced
Power no fuera del 100 % cuando la bater´ıa estaba totalmente cargada (como
se muestra en el Cuadro 8.1 en el inicio de la prueba) fue bastante extran˜a
ya que no se realizo´ ninguna accio´n anterior que pudiera consumir bater´ıa.
Probablemente la medicio´n de la bater´ıa con esta herramienta sea correcta
aunque a lo mejor algo aproximada. Cabe destacar que para la realizacio´n de
esta prueba se intento´ utilizar una aplicacio´n ma´s fiable denominada Nokia
Energy Profiler [70], pero la falta de una versio´n compatible con la plataforma
Maemo hizo imposible su utilizacio´n para medir el consumo de bater´ıa.
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Mirando los resultados en el Cuadro 8.2, se observa que el modelo N800
consume ma´s bater´ıa que el modelo N810 ejecutando las mismas aplicaciones
(alrededor de un 2 % ma´s en 1 hora). Esto puede ser debido a que al empezar
cada modelo desde diferentes niveles de bater´ıa (en los N800 empiezan alrededor
del 90 % y los N810 alrededor del 94 %) su consumo energe´tico no sea el mismo,
ya que se ha comprobado en [71] que el gasto de energ´ıa en las bater´ıas de los
mo´viles no es lineal, sino que se asemeja ma´s a una funcio´n sigmoide (ver
Figura 8.2).
Figura 8.2: Consumicio´n de las bater´ıas en los mo´viles (funcio´n sigmoide)
Esto significa que cuanto ma´s cargada esta´ la bater´ıa ma´s lentamente des-
ciende su nivel (hasta aproximadamente el 50 %, donde a partir de ese momento
ocurre justamente lo contrario). As´ı, en los N810, al estar sus bater´ıas ma´s car-
gadas que las de los N800, su consumo de bater´ıa es algo menor.
Otro aspecto a destacar es la diferencia entre los modelos que no han sido
elegidos nodos MPR con los que s´ı lo han hecho. Al ser la consumicio´n de
energ´ıa diferente para el modelo N800 y N810, las comparaciones las vamos a
realizar entre dispositivos del mismo modelo (como se observa en la Figura 8.1,
hay un nodo MPR y otro que no lo es por cada modelo). Tal y como se esperaba,
los nodos que han sido elegidos como nodos MPR consumen ma´s bater´ıa que
los que no han sido elegidos (un 0.5 % ma´s en el caso del modelo N800 y un
1 % ma´s para el modelo N810).
Debido a que el consumo extra de bater´ıa por ser nodo MPR es muy pe-
quen˜o podemos llegar a la conclusio´n de que la eleccio´n de un nodo como MPR
no afecta de manera significativa en el consumo de energ´ıa de dicho dispositivo.
Aun as´ı, como se vera´ en la seccio´n siguiente, s´ı es importante elegir a un nodo
como MPR o no segu´n el nivel de bater´ıa que tenga dicho dispositivo.
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8.4. Cambio de ruta segu´n nivel de willingness
En esta prueba se comprobara´ que la eleccio´n de una ruta depende del nivel
de voluntad del dispositivo que actu´a como router para ser elegido como nodo
MPR (willingness). Para ello se ha establecido un escenario de pruebas con
cuatro nodos en forma de rombo como se puede observar en la Figura 8.3. De
esta manera los paquetes que van del dispositivo situado ma´s a la izquierda al
dispositivo situado ma´s a la derecha (nodos externos) tendra´n que elegir a uno
de los dos nodos centrales como nodo MPR para que reenv´ıe dichos paquetes.
Figura 8.3: Escenario de pruebas con cuatro nodos en forma de rombo
Segu´n el RFC del protocolo OLSR [1], cada dispositivo tiene un nivel de
voluntad (willingness) para que sea elegido como nodo MPR determinado prin-
cipalmente por el nivel de bater´ıa que le queda a cada dispositivo. Si un dispo-
sitivo puede elegir entre dos nodos para que le reenv´ıen los paquetes al resto
de la red, en teor´ıa elegira´ aque´l con mayor nivel de willingness ya que, supo-
niendo que ambos nodos permanecen esta´ticos, hay ma´s posibilidades de que
dicho dispositivo permanezca conectado a la red (so´lo se desconectar´ıa de ella
si se le acabara la bater´ıa). Por lo tanto, en el ejemplo de la Figura 8.3, al te-
ner el nodo central superior un mayor nivel de willingness, los nodos externos
deber´ıan elegirle como nodo MPR para que le reenviaran los paquetes.
96
Las pruebas que se realizara´n para comprobar experimentalmente este as-
pecto del protocolo OLSR son las siguientes:
1. Una vez creada la red y pasado algu´n tiempo para que se estabilicen las
rutas, comprobar que el nodo central que ha sido elegido MPR es el que
tiene mayor nivel de voluntad (willingness).
2. Si se desconecta de la red el nodo que tiene menor nivel de willingness,
comprobar que este hecho no afecta a la ruta ya establecida y por lo
tanto no se produce un retardo en la red para encontrar una nueva ruta
y que e´sta se estabilice. En este caso se calculara´ el tiempo que tarda la
red en darse cuenta de que el nodo se ha desconectado y por lo tanto en
borrarlo de sus tablas de routing.
3. Si se desconecta de la red el nodo que tiene mayor nivel de willingness,
comprobar que este hecho s´ı afecta a la ruta ya establecida, teniendo que
buscar una ruta alternativa que provocara´ un retardo en la transmisio´n
de los paquetes hasta que la topolog´ıa de la red almacenada en cada uno
de los dispositivos se estabilice a trave´s de los mensajes OLSR. En este
caso se calculara´ tanto el tiempo que tarda la red en darse cuenta de
que el nodo se ha desconectado como el tiempo que tardan los nodos
externos en encontrar una ruta alternativa, eligiendo al otro nodo central
que queda conectado en la red como nodo MPR.
Al realizar dichas pruebas, los resultados obtenidos han resultado ser to-
talmente diferentes a lo esperado. En primer lugar se comprobo´ que, a pesar
de tener diferentes niveles de willingness, los nodos externos eleg´ıan indistin-
tamente a uno u otro nodo central como nodo MPR para que reenviara los
paquetes al resto de la red. Revisando las especificaciones de disen˜o del de-
monio olsrd nos dimos cuenta que para la eleccio´n de un nodo MPR, dicha
implementacio´n del protocolo OLSR no se basa en el nivel de willingness, sino
en otra caracter´ıstica denominada ETX (Expected Transmission Count).
El para´metro ETX, descrita por Douglas S.J. De Couto en su tesis docto-
ral [62], se define como el nu´mero esperado de transmisiones (y retransmisio-
nes) requeridas para entregar con e´xito un paquete a lo largo de un enlace. Este
para´metro sirve para medir la calidad del enlace en ambas direcciones de trans-
misio´n en redes wireless multi-salto y as´ı encontrar rutas de alta capacidad. El
rango de este para´metro se encuentra entre 1 e infinito, siendo 퐸푇푋 = 1 una
transmisio´n perfecta y 퐸푇푋 =∞ una transmisio´n nula. Por lo tanto aquellos
enlaces que tengan el mı´nimo valor de ETX son aquellos que poseen la mayor
capacidad de transmisio´n.
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As´ı, en la implementacio´n realizada por Andreas Tønnesen del protocolo
OLSR [25], la eleccio´n de una ruta u otra se basa en el para´metro ETX (calidad
del enlace) y no en el nivel de willingness. A continuacio´n se muestra la tabla de
routing del nodo situado a la izquierda en la red de la Figura 8.3 con direccio´n
IP 192.168.4.15.
Table: Routes
Destination Gateway IP Metric ETX Interface
=========== ========== ====== === =========
192.168.4.21 192.168.4.17 2 2.048 wlan0
192.168.4.20 192.168.4.20 1 1.024 wlan0
192.168.4.17 192.168.4.17 1 1.024 wlan0
Como se puede observar, en la prueba realizada el valor del para´metro ETX
es el mismo para ambos nodos centrales, por lo tanto el demonio olsrd elige
indistintamente a uno u otro nodo como MPR para reenviar los paquetes, sin
tener en cuenta el nivel de willingness.
Cuando se desconecta de la red el nodo que no ha sido elegido como nodo
MPR, la ruta que existe entre los nodos externos no se ve afectada tal y como
se esperaba, tardando una media de 6.4 segundos en darse cuenta la red que el
nodo se ha desconectado y por tanto de borrar la informacio´n de dicho nodo
de las tablas de routing del resto de nodos de la red.
Cuando se desconecta de la red el nodo que s´ı ha sido elegido como nodo
MPR, la ruta que existe entre los nodos externos deja de existir y a trave´s
de los mensajes OLSR se tiene que buscar una ruta alternativa para llegar al
otro lado de la red. En principio se esperaba que el tiempo que tarda la red en
detectar que el nodo se ha desconectado fuera menor que el tiempo que tarda
en encontrar la ruta alternativa ya que empezar´ıa a buscar dicha ruta cuando
se diese cuenta que el nodo dejaba de estar presente en la red. Pero las pruebas
demuestran que, mientras el tiempo que tarda en darse cuenta la red que el
nodo se ha desconectado es, al igual que antes, de 6.4 segundos, el tiempo que
tarda la red en encontrar una ruta alternativa es solamente de 4.2 segundos.
Esto se debe a que la red no empieza a buscar una ruta alternativa cuando
detecta que el nodo se ha desconectado, sino que se gu´ıa una vez ma´s por el
para´metro ETX. Nada ma´s desconectarse el nodo, al no recibirse paquetes de
e´ste, el para´metro ETX de los enlaces que utilizan dicho nodo empieza a au-
mentar su valor, y automa´ticamente al detectarse que el valor de ETX es mayor
que el del otro nodo central, se elige como nodo MPR al que sigue conectado y
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se cambia la ruta establecida para que los nodos externos se comuniquen entre
s´ı. De esta manera se acelera el proceso de bu´squeda de una ruta alternativa
cuando se desconecta el nodo que hab´ıa sido elegido como MPR.
La conclusio´n que se obtiene de esta prueba es que el demonio olsrd sigue
un criterio diferente al especificado en el RFC del protocolo OLSR para la
eleccio´n del nodo MPR. En lugar de tener en cuenta el nivel de willingness,
elige las mejores rutas a trave´s del para´metro ETX que mide la calidad de los
enlaces entre los nodos. Personalmente creo que la eleccio´n de rutas a trave´s del
para´metro ETX es una excelente idea, ya que es posible que una ruta sea ma´s
ra´pida aunque tenga que dar ma´s saltos poque sus enlaces son de much´ısima
mayor capacidad que otra ruta en la que so´lo hay que dar un salto entre los
dos nodos pero dicho enlace es de pe´sima calidad.
Au´n as´ı, creo que en la eleccio´n de las rutas habr´ıa que tener en cuenta
tambie´n el nivel de willingness adema´s del para´metro ETX, ya que si un dis-
positivo tiene poco nivel de willingness probablemente sea porque tiene menos
bater´ıa y por tanto mayores posibilidades de que se le acabe dicha bater´ıa y
se desconecte de la red. Si esto ocurriera se perder´ıa por un tiempo la dis-
ponibilidad de los servicios del protocolo SDM hasta que se encontrara una
nueva ruta, pudiendo darse el caso de falsos positivos. En conclusio´n, creo que
habr´ıa que hacer una ponderacio´n entre el nivel de willingness y el valor del
para´metro ETX para llegar a encontrar las mejores rutas posibles dentro de la
red MANET.
8.5. Ca´lculo teo´rico del ancho de banda
En este apartado se va a calcular el ancho de banda consumido teo´rica-
mente por el protocolo SDM para un nu´mero de nodos N, los cuales anun-
cian un nu´mero de servicios determinado en un intervalo de tiempo dado (SDM
Interval). De esta manera se puede realizar una comparacio´n con las medidas
experimentales que aparecen en el apartado 8.6 para comprobar si e´stas tie-
nen sentido y se aproximan al valor teo´rico. Cabe destacar que en el ancho de
banda calculado experimentalmente se encuentran tanto paquetes del protcolo
OLSR como del protocolo SDM, por lo que tambie´n se calcula teo´ricamente el
ancho de banda consumido por el protocolo OLSR para un nu´mero de nodos
N. Adema´s hay que tener en cuenta en el ca´lculo del ancho de banda teo´rico
las cabeceras de los niveles de enlace (Ethernet), red (IP) y transporte (UDP),
presente en todos los paquetes OLSR y SDM que circulan por la red MANET.
Estas cabeceras siempre tienen un taman˜o constante, mostra´ndose sus valores
99
en la Figura 8.4, sumando todas ellas 42 bytes.
Figura 8.4: Taman˜o de las cabeceras del paquete OLSR
Para calcular teo´ricamente el ancho de banda consumido por el protocolo
de routing OLSR y el protocolo de descubrimiento de servicios SDM en la red
MANET, suponemos que todos los nodos esta´n en l´ınea, es decir, su rango de
transmisio´n solamente alcanza a los dispositivos contiguos, como se observa en
la Figura 8.5.
Figura 8.5: Configuracio´n de una red MANET en l´ınea
En primer lugar se calculara´ el ancho de banda que consume cada nodo
individualmente (sin retransmisiones) en funcio´n del nu´mero de servicios anun-
ciados y el valor del intervalo de tiempo SDM Interval. Despue´s se calculara´ el
ancho de banda consumido para una configuracio´n de red de 5 nodos (en la que
los nodos centrales retransmiten los mensajes al resto de la red). Por u´ltimo,
una vez visto co´mo se calcula para un ejemplo concreto, se generalizara´ para N
nodos, obteniendo una fo´rmula general del ancho de banda consumido teo´rica-
mente por el protocolo de descubrimientos de servicios SDM para una cantidad
de nodos N que anuncian un nu´mero espec´ıfico de servicios en un intervalo de
tiempo dado (suponiendo que todos los nodos anuncian el mismo nu´mero de
servicios en el mismo intervalo de tiempo).
8.5.1. Ancho de banda consumido por 1 nodo
Tal y como se vio en el apartado 6.2.1, el taman˜o de un mensaje SDM viene
dado por:
퐶푎푏푒푐푒푟푎 푂퐿푆푅 + 푀푒푛푠푎푗푒 푆퐷푀 ∗푁푢푚푒푟표 푠푒푟푣푖푐푖표푠 = 16 + 8 ∗ 푆 푏푦푡푒푠
Al ser un solo nodo el que compone la red MANET, los mensajes HELLO
que env´ıa dicho nodo no contienen a ningu´n vecino, y por tanto en este caso
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no se produce el env´ıo de mensajes TC. Tal y como se vio en el apartado 3.3.1,
el taman˜o del mensaje HELLO viene dado por:
퐶푎푏푒푐푒푟푎 (푂퐿푆푅+퐻퐸퐿퐿푂) + 4 ∗푁푢푚푒푟표 푣푒푐푖푛표푠 = (16 + 8) + 4 ∗ 푉 푏푦푡푒푠
Si se env´ıa un mensaje SDM cada SDM Interval, el ancho de banda con-
sumido por 1 nodo individualmente sera´ igual a (en bits por segundo):
퐵푎푛푑푤푖푑푡ℎ =
8 ∗ (42 + 20)
퐻퐸퐿퐿푂 퐼푛푡푒푟푣푎푙
+
8 ∗ (42 + 16 + 8 ∗ 푆푒푟푣푖푐푖표푠)
푆퐷푀 퐼푛푡푒푟푣푎푙
푏푝푠
Como se puede observar, a cada uno de los paquetes OLSR hay que sumarle
los 42 bytes correspondientes a las cabeceras Ethernet, IP y UDP. Cabe desta-
car que aunque generalmente el taman˜o de la cabecera de OLSR + HELLO son 24
bytes, en el caso de 1 nodo es solamente 20 bytes, ya que se ahorra los 4 bytes
que contienen la informacio´n del tipo de enlace que posee con sus vecinos (en
nuestro caso sime´trico) al no tener vecinos que anunciar (ver apartado 3.3.1).
8.5.2. Ancho de banda consumido por 5 nodos
Una vez que sabemos cua´nto consume cada nodo individualmente, tenemos
que calcular el consumo del ancho de banda cuando existen varios nodos en
la red, ya que se producen retransmisiones que aumentan el ancho de banda.
As´ı, dependiendo de la posicio´n del nodo en la red, el nu´mero de mensajes
OLSR y SDM enviados var´ıa en funcio´n de las retransmisiones que debe realizar
para que todos los mensajes SDM de todos los nodos lleguen a toda la red
MANET. Co´mo la configuracio´n de una red en l´ınea es sime´trica, solamente se
necesitara´ calcular el ancho de banda en la mitad de las posiciones pues el resto
consume lo mismo. Adema´s, al existir ma´s de un nodo en la red, se enviara´n (y
retransmitira´n) mensajes TC para que los nodos de la red MANET conozcan
la topolog´ıa de la red. Tal y como se vio en el apartado 3.3.2, el taman˜o del
mensaje TC viene dado por:
퐶푎푏푒푐푒푟푎 (푂퐿푆푅 + 푇퐶) + 4 ∗푁푢푚푒푟표 푣푒푐푖푛표푠 = (16 + 4) + 4 ∗ 푉 푏푦푡푒푠
Nodo externo:
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Cuando un nodo externo env´ıa un mensaje OLSR o SDM, dicho mensaje de-
bera´ ser reenviado por todos los nodos que le siguen hasta llegar al otro extremo
(ver Figura 8.6).
Figura 8.6: Mensajes entre un nodo externo y el resto de la red
Por lo tanto el ancho de banda consumido por los mensajes OLSR y SDM
que env´ıa dicho nodo es igual a:
=












Cuando un nodo interno env´ıa un mensaje OLSR o SDM, dicho mensaje llega
a dos nodos de un solo salto (el nodo externo y el nodo central), teniendo que
ser reenviado por dichos nodos para poder llegar al otro extremo de la red (ver
Figura 8.7). Por lo tanto tiene 2 vecinos que sera´n anunciados tanto en los
mensajes HELLO como en los mensajes TC.
Figura 8.7: Mensajes entre un nodo interno y el resto de la red
Por lo tanto el ancho de banda consumido por los mensajes OLSR y SDM
que env´ıa dicho nodo es igual a:
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퐵푎푛푑푤푖푑푡ℎ =












Cuando el nodo central env´ıa un mensaje OLSR o SDM, dicho mensaje llega a
los dos nodos internos de un solo salto, teniendo que ser reenviado por dichos
nodos a los extremos de la red (ver Figura 8.8). Al igual que en el caso anterior,
tiene 2 vecinos que sera´n anunciados tanto en los mensajes HELLO como en los
mensajes TC.
Figura 8.8: Mensajes entre el nodo central y el resto de la red
Por lo tanto el ancho de banda consumido por los mensajes OLSR y SDM
que env´ıa dicho nodo es igual a:
퐵푎푛푑푤푖푑푡ℎ =








8 ∗ (42 + 16 + 8 ∗ 푆푒푟푣푖푐푖표푠) ∗ 3(푁표푑표푠)
푆퐷푀 퐼푛푡푒푟푣푎푙
푏푝푠
Como se puede observar, el ancho de banda consumido por el nodo central
es el mismo que el consumido por los nodos internos.
De esta manera, el consumo total de ancho de banda teo´rico para una red de
5 nodos en l´ınea es la media de los anchos de banda consumidos individualmente
por cada nodo, cuya expresio´n final es:
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퐵푊 =
3 ∗퐵푎푛푑푤푖푑푡ℎ(푁표푑표 푖푛푡푒푟푛표) + 2 ∗퐵푎푛푑푤푖푑푡ℎ(푁표푑표 푒푥푡푒푟푛표)
5 (푁표푑표푠)
푏푝푠
8.5.3. Ancho de banda consumido por N nodos
Una vez que se ha visto el ca´lculo del consumo de ancho de banda teo´rico
para un ejemplo concreto (5 nodos en l´ınea), se generalizara´ para N nodos. En
el apartado anterior se comprobo´ que, segu´n la posicio´n del nodo dentro de la
red, el consumo de ancho de banda es diferente. Los nodos externos so´lo tienen
a un dispositivo contiguo, por lo que necesitan que su mensaje OLSR y SDM
sea reenviado a todos los dema´s nodos de la red excepto al que llega de un solo
salto, y por tanto su mensaje OLSR o SDM sera´ enviado (y retransmitido) 푁−1
veces, siendo 푁 el nu´mero de nodos en l´ınea. El ancho de banda consumido
por los nodos externos viene dado por:
퐵푎푛푑푤푖푑푡ℎ =








8 ∗ (42 + 16 + 8 ∗ 푆푒푟푣푖푐푖표푠) ∗ (푁 − 1)
푆퐷푀 퐼푛푡푒푟푣푎푙
푏푝푠
En cambio los nodos internos tienen a dos dispositivos contiguos, por lo
que necesitan que su mensaje sea reenviado al resto de nodos de la red excepto
aquellos a los que llega de un solo salto, y por tanto su mensaje OLSR o SDM
tiene que ser enviado (y retransmitido) 푁 −2 veces, con 푁 el nu´mero de nodos
de la red. El ancho de banda consumido por lo nodos internos viene dado por:
퐵푎푛푑푤푖푑푡ℎ =












Calculando la media se obtiene el ancho de banda consumido teo´ricamen-
te por el protocolo de routing OLSR ma´s el protocolo de descubrimiento de
servicios SDM para una configuracio´n de N nodos en l´ınea.
퐵푊 =
(푁 − 2) ∗퐵푎푛푑푤푖푑푡ℎ(퐼푛푡푒푟푛표) + 2 ∗퐵푎푛푑푤푖푑푡ℎ(퐸푥푡푒푟푛표)
푁 (푁표푑표푠)
푏푝푠
A continuacio´n se muestran las tablas de los valores teo´ricos del ancho de
banda consumido para una configuacio´n de 1, 2, 3 y 4 nodos calculados con
las fo´rmulas obtenidas anteriormente. En cada una de estas configuraciones se
ha calculado el ancho de banda en funcio´n de, o bien el nu´mero de servicios
(manteniendo el valor de SDM Interval constante e igual a 20 segundos) o
bien el intervalo de tiempo entre mensajes SDM (manteniendo el nu´mero de
servicios constante e igual a 5). Los valores de los intervalos entre mensajes
HELLO y TC son los dados por defecto en el RFC del protocolo OLSR [1] (2 y 5
segundos respectivamente).
La tabla con los valores teo´ricos del ancho de banda consumido en funcio´n
del nu´mero de servicios se puede observar en el Cuadro 8.3.
Cuadro 8.3: Ancho de banda teo´rico en funcio´n del nu´mero de servicios anun-
ciados
La tabla con los valores teo´ricos del ancho de banda consumido en funcio´n
del intervalo entre mensajes SDM (SDM Interval) se puede observar en el
Cuadro 8.4.
La comparacio´n entre los valores de ancho de banda teo´ricos y los obtenidos
experimentalmente en el laboratorio con dispositivos reales se encuentra en el
apartado 8.6.3.
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Cuadro 8.4: Ancho de banda teo´rico en funcio´n del valor de SDM Interval
8.6. Ancho de banda consumido
En esta prueba se calculara´ experimentalmente el ancho de banda consu-
mido por el protocolo SDM integrado en el protocolo de routing OLSR en
funcio´n de varios para´metros fundamentales (nu´mero de servicios anunciados,
intervalo de tiempo entre mensajes SDM, etc.), observando as´ı su incidencia
en el consumo de ancho de banda medio por dispositivo (en bps). En principio
los para´metros del protocolo OLSR que afectan al ancho de banda (como el
intervalo entre mensajes HELLO y TC) siempre tendra´n un valor constante, que
sera´ el asignado por defecto en el RFC del protocolo OLSR [1]. Por lo tanto,
el intervalo entre mensajes HELLO sera´ de 2 segundos, mientras que el intervalo
entre mensajes TC sera´ de 5 segundos.
Los para´metros fundamentales del protocolo de descubrimiento de servicios
SDM que afectan significativamente al ancho de banda consumido por la red
MANET en funcio´n de su valor son:
Nu´mero de servicios anunciados por cada dispositivo: En teor´ıa, a
mayor nu´mero de servicios anunciados por cada dispositivo, mayor nu´me-
ro de mensajes SDM y por lo tanto mayor ancho de banda consumido. En
esta prueba se mantendra´ un intervalo de tiempo entre mensajes SDM
constante de 20 segundos y se calculara´ el ancho de banda para el caso
en que los nodos anuncian 1, 5, 10, 15 y 20 servicios (todos los nodos de
la red anuncian el mismo nu´mero de servicios).
Intervalo entre mensajes SDM enviados por el mismo nodo (SDM
Interval): En teor´ıa, un intervalo de tiempo entre mensajes SDM mayor
significa a la larga un menor nu´mero de mensajes enviados y por lo tanto
un menor ancho de banda consumido. En esta prueba se mantendra´ un
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nu´mero de servicios anunciados por cada nodo constante e igual a 5, cal-
cula´ndose el ancho de banda para el caso en que el valor de SDM Interval
sea igual a 1, 10, 20, 30 y 40 segundos.
Adema´s se obtendra´ el valor del ancho de banda consumido por el protocolo
SDM integrado en el protocolo OLSR para configuraciones de red en la que se
encuentran 1, 2, 3 y hasta 4 nodos en l´ınea (ver Figura 8.9) para poder comparar
cuanto aumenta el ancho de banda consumido en funcio´n del nu´mero de nodos
(en teor´ıa, a mayor nu´mero de nodos, mayor cantidad de retransmisiones y por
lo tanto mayor ancho de banda consumido).
Figura 8.9: Configuraciones de red MANET utilizadas en la prueba
Como en las configuraciones de red donde hay 3 o ma´s nodos en l´ınea se
producen retransmisiones en los nodos internos, el ancho de banda consumido
por cada nodo de la red es diferente, por lo que para calcular el ancho de banda
total de la red MANET se realiza la media. Adema´s, se han realizado 3 tandas
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de medidas para cada valor de los diferentes para´metros, siendo el valor final
la media de estos 3 valores, obteniendo a su vez la desviacio´n esta´ndar y el
intervalo de confianza al 95 % (aunque en este cap´ıtulo so´lo se muestran los
valores finales, todas las medidas obtenidas esta´n recogidas en el anexo C para
cada una de las pruebas realizadas). Aunque se ha obtenido el intervalo de con-
fianza al 95 % por cada valor, en las gra´ficas que se observara´n a continuacio´n
no aparecen ya que al ser tan pequen˜as no se discern´ıan claramente y se ha
decidido no mostrarlas para no crear confusio´n.
8.6.1. Nu´mero de servicios anunciados por dispositivo
Los resultados experimentales obtenidos sobre el ancho de banda consumido
(en bps) por cada una de las configuraciones de red en funcio´n del nu´mero de
servicios anunciados por cada dispositivo cuando el intervalo entre mensajes
SDM es constante se pueden observar en el Cuadro 8.5.
Cuadro 8.5: Ancho de banda en funcio´n del nu´mero de servicios anunciados
Adema´s en la Figura 8.10 se encuentra la gra´fica correspondiente a estos
resultados, pudie´ndose discernir de una manera ma´s clara como var´ıa el ancho
de banda tanto si el nu´mero de servicios aumenta como si el nu´mero de nodos
en la red aumenta, llegando a las siguientes conclusiones:
1. El ancho de banda consumido por la red MANET aumenta linealmente
cuando aumenta el nu´mero de servicios anunciado por cada nodo. Este
resultado era lo esperado, ya que el nu´mero de mensajes SDM encap-
sulados en el paquete OLSR aumenta de forma lineal con el nu´mero de
servicios y por lo tanto el valor del ancho de banda.
2. El ancho de banda consumido por la red MANET aumenta cuanto mayor
es el nu´mero de nodos presentes. Esto es debido a que el nu´mero de
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Figura 8.10: Ancho de banda en funcio´n del nu´mero de servicios anunciados
retransmisiones aumenta ya que los mensajes OLSR y SDM necesitan
llegar a ma´s nodos de la red, aumentando de igual manera el ancho de
banda.
Au´n as´ı, el motivo por el que el ancho de banda en la configuracio´n de 2
nodos es mayor que en el de 1 nodo es algo diferente, puesto que en el caso de 2
nodos no hay retransmisiones y sin embargo el ancho de banda es mayor como
se observa en la Figura 8.10. En este caso el aumento del ancho de banda se debe
al protocolo de routing OLSR, porque al tener cada nodo un vecino empiezan
a retransmitirse mensajes TC (algo que no ocurre en la configuracio´n de 1 nodo
pues e´ste no tiene vecinos), aumentando tambie´n el taman˜o de los mensajes
HELLO pues anuncia la presencia de 1 vecino. El env´ıo de nuevos mensajes y
el aumento de taman˜o del otro tipo de mensajes hacen que el ancho de banda
consumido aumente en consecuencia.
8.6.2. Intervalo entre mensajes (SDM Interval)
Los resultados experimentales obtenidos sobre el ancho de banda consumido
(en bps) por cada una de las configuraciones de red en funcio´n del intervalo
entre mensajes (SDM Interval) cuando el nu´mero de servicios anunciados por
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cada dispositivo es constante se pueden observar en el Cuadro 8.6.
En la Figura 8.11 se encuentra la gra´fica correspondiente a estos resultados,
pudie´ndose discernir de una manera ma´s clara como var´ıa el ancho de banda
tanto si el intervalo entre mensajes SDM aumenta como si el nu´mero de nodos
en la red aumenta, llegando a las siguientes conclusiones:
Cuadro 8.6: Ancho de banda en funcio´n del valor de SDM Interval
Figura 8.11: Ancho de banda en funcio´n del valor de SDM Interval
1. El ancho de banda consumido por la red MANET disminuye exponen-
cialmente cuando aumenta el intervalo de tiempo entre mensajes SDM.
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Cuando el valor de SDM Interval es muy pequen˜o, por ejemplo 1 segun-
do, la cantidad de tra´fico es considerable ya que constantemente se env´ıan
mensajes SDM, adema´s de las retransmisiones en configuraciones de red
con ma´s de 2 nodos (se puede ver claramente en la Figura 8.11 que el au-
mento de ancho de banda consumido es considerable cuando pasa de 2 a
3 nodos). Al disminuir de forma exponencial, tambie´n se puede observar
que a partir de 20 segundos el ancho de banda consumido no disminuye
significativamente aunque aumentemos el intervalo entre mensajes SDM,
por lo que 20 segundos podr´ıa resultar un buen valor de SDM Interval
por defecto.
2. Al igual que en el apartado anterior, el ancho de banda consumido por
la red MANET aumenta cuanto mayor es el nu´mero de nodos presentes,
siendo principalmente a causa del nu´mero de retransmisiones de los men-
sajes OLSR y SDM que se producen en la red. Tambie´n hay que tener en
cuenta el aumento de taman˜o de los mensajes TC y OLSR al aumentar
el nu´mero de vecinos (en el paso de 1 nodo a 2 nodos como se comento´ en
el apartado anterior).
8.6.3. Comparacio´n con el valor teo´rico
Una vez analizados los valores del ancho de banda obtenidos experimental-
mente con una red MANET de dispositivos reales, se procedera´ a su compa-
racio´n con los valores teo´ricos obtenidos en el apartado 8.5. Su ca´lculo se ha
podido realizar gracias a que se conoce el taman˜o de los mensajes OLSR, de
los mensajes SDM y de las cabeceras que le preceden (Ethernet, IP y UDP), el
intervalo entre cada uno de los mensajes y el nu´mero de retransmisiones apro-
ximadas que deben realizar los nodos internos para que cada mensaje llegue a
todos los rincones de la red MANET.
El Cuadro 8.7 muestra los valores reales y teo´ricos del ancho de banda
consumido (en bps) para una configuracio´n de red de 4 nodos en funcio´n del
nu´mero de servicios anunciados por cada dispositivo cuando el intervalo entre
mensajes SDM es constante. Su gra´fica correspondiente se puede observar en
la Figura 8.12.
El Cuadro 8.8 muestra los valores reales y teo´ricos del ancho de banda
consumido (en bps) para una configuracio´n de red de 4 nodos en funcio´n del
intervalo entre mensajes (SDM Interval) cuando el nu´mero de servicios anun-
ciados por cada dispositivo es constante. Su gra´fica correspondiente se puede
observar en la Figura 8.13.
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Cuadro 8.7: Tabla con los valores teo´ricos y reales del ancho de banda en
funcio´n del nu´mero de servicios anunciados
Figura 8.12: Comparacio´n del ancho de banda real con el teo´rico en funcio´n
del nu´mero de servicios anunciados
Si se analizan las dos gra´ficas de las Figuras 8.12 y 8.13 se llega a la conclu-
sio´n de que el valor teo´rico, tanto en funcio´n del nu´mero de servicios anunciados
como del intervalo entre mensajes SDM, es mayor que el valor real. Esto se debe
principalmente a la propiedad de piggybacking que posee el protocolo OLSR,
que es capaz de encapsular varios mensajes, ya sean HELLO, TC o de otro proto-
colo diferente (en nuestro caso SDM), en un mismo paquete OLSR. Por lo tanto
cualquier mensaje puede ser enviado con otros mensajes (si van a ser trans-
mitidos al mismo tiempo), ahorra´ndose as´ı ancho de banda, ya que se env´ıan
varios mensajes pero con una sola cabecera (Ethernet, IP, UDP y OLSR). En
los ca´lculos teo´ricos presentes en el apartado 8.5 se ha supuesto que todos los
mensajes se han enviado individualmente, con el consiguiente aumento en el
ancho de banda respecto a los valores reales.
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Cuadro 8.8: Tabla con los valores teo´ricos y reales del ancho de banda en
funcio´n del valor de SDM Interval
Figura 8.13: Comparacio´n del ancho de banda real con el teo´rico en funcio´n
del valor de SDM Interval
Para comprobar que esta diferencia entre los valores teo´ricos y reales se
debe a la propiedad de piggybacking que posee el protocolo OLSR, se va a
calcular el ancho de banda (en bps) que se ahorra el protocolo al encapsular
los mensajes teniendo en cuenta la diferencia del nu´mero de paquetes teo´ricos
enviados con los que se env´ıan realmente y el taman˜o de la cabecera de dichos
paquetes.
Para el ca´lculo teo´rico del nu´mero medio de paquetes enviados hay que
tener en cuenta que depende del intervalo de tiempo entre mensajes, ya sean
HELLO, TC o SDM (el nu´mero de servicios anunciados por el protocolo SDM no
afecta al nu´mero de paquetes enviados sino al taman˜o de dichos paquetes). Por












En el Cuadro 8.9 se muestran los valores del nu´mero medio de paquetes por
minuto calculado teo´ricamente en funcio´n del valor de SDM Interval y para
una configuracio´n de red de 4 nodos, sabiendo que el intervalo entre mensajes
HELLO es de 2 segundos, que el intervalo entre mensajes TC es de 5 segundos
y que los mensajes HELLO no se retransmiten al resto de la red. Tambie´n se
muestran en el Cuadro 8.9 los valores del nu´mero medio de paquetes medidos
experimentalmente y su diferencia con los valores teo´ricos.
Cuadro 8.9: Tabla con la diferencia en el nu´mero de paquetes teo´ricos y reales
enviados por minuto
Con la diferencia entre los valores teo´ricos y reales se va a proceder al ca´lculo
del ancho de banda que se ahorra el protocolo OLSR al utilizar la te´cnica de
piggybacking, sabiendo que el taman˜o de la cabecera del paquete OLSR viene
dado por:
퐶푎푏푒푐푒푟푎 (퐸푡ℎ푒푟푛푒푡 + 퐼푃 + 푈퐷푃 + 푂퐿푆푅) = 14 + 20 + 8 + 4 = 46 푏푦푡푒푠
Luego el ancho de banda que se ahorra el protocolo OLSR al utilizar la
te´cnica de piggybacking es igual a:
퐵푎푛푑푤푖푑푡ℎ =
8 ∗ (푁푢푚푒푟표 푝푎푞푢푒푡푒푠 ∗ 퐶푎푏푒푐푒푟푎 푝푎푞푢푒푡푒)
60 푠푒푔푢푛푑표푠
푏푝푠
En el Cuadro 8.10 se muestran los valores del ancho de banda ahorrado
gracias a la te´cnica de piggybacking en funcio´n del valor de SDM Interval y
para una configuracio´n de red de 4 nodos. Como se puede apreciar, el valor de
SDM Interval donde ma´s se ahorra ancho de banda es 1 segundo ya que tanto
el intervalo de los mensajes HELLO (2 segundos) como el de los mensajes TC (5
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segundos) son mu´ltiplos de SDM Interval, por lo que probablemente en cada
paquete OLSR que contenga uno de estos mensajes tambie´n lleve encapsulado
un mensaje SDM, aprovechando al ma´ximo la te´cnica de piggybacking. Au´n as´ı,
a pesar del ahorro considerable en ancho de banda con respecto a otros valores
de SDM Interval, el ancho de banda consumido para este intervalo es muy
grande (ver Figura 8.13), hacie´ndolo inviable para su uso en redes MANET
(donde el ancho de banda es muy limitado).
Cuadro 8.10: Tabla con los valores del consumo de ancho de banda ahorrado
al utilizar piggybacking
Por u´ltimo en las gra´ficas de las Figuras 8.14 y 8.15 se compara el ancho
de banda consumido teo´ricamente con la suma del ancho de banda real ma´s el
ancho de banda ahorrado, tanto en funcio´n del nu´mero de servicios anunciados
como en funcio´n del intervalo entre mensajes SDM. Como se puede observar en
estas gra´ficas, al sumarle el ancho de banda ahorrado los valores teo´ricos y reales
son muy similares, demostrando que las diferencias en los valores del ancho de
banda de las Figuras 8.12 y 8.13 se deben a la propiedad de piggybacking que
posee el protocolo OLSR para encapsular varios mensajes (HELLO, TC o SDM)
en un paquete OLSR. Adema´s se demuestra que esta te´cnica es muy u´til y
eficaz ya que se consume menos ancho de banda del requerido, especialmente
indicado para redes MANET donde las limitaciones en ancho de banda son
muy grandes.
8.7. Retardo del protocolo SDM
En esta prueba se calculara´ experimentalmente el retardo existente en el
protocolo de descubrimiento de servicios SDM tanto en el anuncio de servicios
como en la notificacio´n que se env´ıa al resto de la red cuando se elimina algu´n
servicio. El retardo obtenido en este caso consiste en el tiempo desde que se
da la accio´n de anunciar o eliminar un servicio hasta que dicho mensaje SDM
es procesado por el destinatario. Dicho retardo se ha calculado entre los nodos
externos para una configuracio´n de red donde hubiera 2, 3 y 4 nodos en l´ınea
(ver Figura 8.9). A continuacio´n se explica el proceso que tiene que seguir cada
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Figura 8.14: Comparacio´n del ancho de banda real con el teo´rico en funcio´n
del nu´mero de servicios anunciados (Piggybacking)
Figura 8.15: Comparacio´n del ancho de banda real con el teo´rico en funcio´n
del valor de SDM Interval (Piggybacking)
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accio´n (anuncio y eliminacio´n de servicios) para poder entender los valores
reales que se dara´n posteriormente.
Anuncio de servicios: El retardo en el anuncio de servicios consiste
en el almacenamiento del servicio que se va a anunciar en la cache´ de
servicios locales, la creacio´n del mensaje SDM con todos los servicios a
anunciar, el encapsulamiento del mensaje SDM en el paquete OLSR, el
env´ıo de dicho paquete a trave´s de la interfaz correspondiente y la propa-
gacio´n hasta el destinatario (posibles retransmisiones por el camino), el
procesamiento del mensaje SDM, la actualizacio´n de la cache´ de tiempos
y el almacenamiento del servicio en la cache´ de servicios anunciados por
otros nodos, tal y como se explica en el apartado 6.2.1.
Eliminacio´n de servicios: El retardo en la notificacio´n de la elimi-
nacio´n de servicios consiste en el borrado del servicio a eliminar de la
cache´ de servicios locales, la creacio´n del mensaje SDM con la notifica-
cio´n del servicio eliminado, el encapsulamiento del mensaje SDM en el
paquete OLSR, el env´ıo de dicho paquete a trave´s de la interfaz corres-
pondiente y la propagacio´n hasta el destinatario (posibles retransmisiones
por el camino), el procesamiento del mensaje SDM y la actualizacio´n de
la cache´ de tiempos y del campo Lifetime del servicio a eliminar en la
cache´ correpondiente con un valor igual a 0, tal y como se explica en el
apartado 6.2.5.
Aunque teo´ricamente la eliminacio´n de un servicio va desde que se da la
orden en el nodo origen hasta que se borra dicho servicio en la cache´ del no-
do destino, en nuestro caso solamente vamos a medir el retardo hasta que se
actualiza el campo Lifetime del servicio a eliminar con un valor igual a 0.
Esto es debido a que la eliminacio´n del servicio propiamente dicho (borrado
del elemento de la lista doble enlazada en la cache´ de servicios anunciados por
otros nodos) se produce en el chequeo que realiza la aplicacio´n (en nuestro
caso cada 0.5 segundos) para comprobar si algu´n servicio ha caducado (ver
seccio´n 7.9.4). Al ser este valor de espera variable no se ha incluido para la
obtencio´n del retardo (pues desde que se actualiza la cache´ no se sabe exac-
tamente cua´nto hay que esperar para que se realice su chequeo y se elimine
el servicio correspondiente). Adema´s al poder ser cambiado el valor de dicha
espera se podr´ıa manipular de alguna manera el valor del retardo si el borrado
del servicio en la cache´ correspondiente fuera incluido.
Para esta prueba se han realizado 5 tandas de medidas para cada configura-
cio´n de red diferente, siendo el valor final la media de estos 5 valores, obteniendo
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a su vez la desviacio´n esta´ndar y el intervalo de confianza al 95 % (aunque en
este cap´ıtulo so´lo se muestran los valores finales, todas las medidas obtenidas
esta´n recogidas en el anexo C para cada uno de las pruebas realizadas). Al
contrario que en el consumo del ancho de banda, el intervalo de confianza al
95 % en este caso s´ı tiene un valor significativo y por lo tanto es mostrado en
las gra´ficas correspondientes.
Los resultados experimentales obtenidos sobre el retardo en el anuncio y
eliminacio´n de servicios para una configuracio´n de red de 2, 3 y 4 nodos se
pueden observar en el Cuadro 8.11. La gra´fica correspondiente a estos valores
se encuentra en la Figura 8.16.
Cuadro 8.11: Retardo en el anuncio y eliminacio´n de servicios en funcio´n del
nu´mero de nodos
Como era de esperar, en la gra´fica de la Figura 8.16 se observa que cuanto
mayor es el nu´mero de nodos presentes en la red, mayor es el retardo producido
por el env´ıo de un mensaje SDM de un extremo al otro de la red MANET. Au´n
as´ı tambie´n se puede apreciar que dicho aumento es cada vez menor segu´n el
nu´mero de nodos se hace ma´s mayor. Esto es debido a que como se ha explicado
anteriormente, el retardo consiste tanto en las transmisiones (y retransmisio-
nes) del mensaje a trave´s de la red (que aumenta con el nu´mero de nodos),
como en el procesamiento del mensaje SDM por parte de los extremos (que
aproximadamente es constante independientemente del nu´mero de nodos).
Si comparamos el retardo que se produce en el anuncio de servicios con
el que se produce en la eliminacio´n de servicios, se llega a la conclusio´n de
que ambos retardos tienen valores muy similares (parte de sus intervalos de
confianza al 95 % se solapan), aunque se aprecia que el tiempo que se tarda
en eliminar un servicio y notificarlo al resto de la red es algo menor que en
anunciarlo. La razo´n de esta diferencia consiste en la parte del procesamiento
del mensaje por parte del origen y del destino, ya que antes de almacenar un
servicio tanto en la cache´ de servicios locales como en la de servicios externos
se debe recorrer la lista de servicios entera para comprobar que no exista ya
dicho servicio en la cache´, al contrario que en la eliminacio´n de un servicio pues
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Figura 8.16: Comparacio´n del retardo de anuncio de servicios con el retardo de
eliminacio´n de servicios
cuando encuentra dicho servicio ya no continu´a recorriendo la lista. El hecho
de recorrer la lista entera antes de almacenar el servicio en la cache´ hace que
el retardo en el anuncio de servicios sea algo mayor que en su eliminacio´n.
Aunque el borrado de un servicio ya no disponible en la cache´ de servicios
externos no ha sido incluido en el retardo de eliminacio´n de servicios debido
al tiempo de espera que existe entre el procesamiento del mensaje SDM y
el chequeo de la cache´, se ha calculado expresamente el tiempo de borrado
del servicio (desde que la aplicacio´n empieza a recorrer la lista hasta que la
informacio´n relativa al servicio es liberado de la memoria), dando lugar a un
valor aproximado de 0.2 segundos.
Por u´ltimo cabe destacar que a mayor nu´mero de nodos el intervalo de
confianza al 95 % es mayor (dando lugar tambie´n a una mayor separacio´n
entre el valor del retardo en el anuncio de servicios y en su eliminacio´n), algo
comprensible si se tiene en cuenta que a mayor nu´mero de nodos mayor es
el nu´mero de acciones a realizar (procesamiento de mensajes, retransmisiones,
etc.) y por lo tanto la varianza del resultado aumenta.
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8.8. Comparativa con el protocolo Mercury
Por u´ltimo se va a realizar una comparacio´n de rendimiento con el protocolo
de descubrimiento de servicios Mercury [53], disen˜ado por Joakim Flathagen
en 2008 para su tesis de ma´ster en la universidad de Oslo. Al ser realizada la
implementacio´n del protocolo Mercury en lenguaje C y para el demonio olsrd
(al igual que el protocolo SDM), la portabilidad a un dispositivo Maemo se
ha podido conseguir sin grandes dificultades. En primer lugar se realizara´ una
pequen˜a descripcio´n de este protocolo para poder entender posteriormente los
resultados experimentales obtenidos con dispositivos reales, habiendo realizado
pruebas sobre el ancho de banda consumido y el retardo en el env´ıo de men-
sajes. Despue´s de mostrarse los valores de dichas pruebas se hara´ un estudio
comparativo entre ambos protocolos de descubrimiento de servicios.
8.8.1. Descripcio´n del protocolo Mercury
El protocolo Mercury introduce un nuevo tipo de mensaje al protocolo
OLSR denominado Mercury Service Discovery (MSD), con el que es capaz
tanto de anunciar como de solicitar servicios al resto de nodos de la red, siendo
por tanto su modo de funcionamiento una mezcla de los modos push y pull (a
diferencia del protocolo SDM que solamente puede anunciar servicios). Para
la descripcio´n de servicios, el protocolo Mercury utiliza filtros Bloom, que son
capaces de en un pequen˜o espacio de memoria (128 bytes) contener un resumen
de todos los servicios disponibles en el dispositivo (hasta un ma´ximo de 256).
Para ello crea una funcio´n hash para cada servicio, mapeando su resultado en
la lista de servicios disponibles. El problema de utilizar este tipo de filtros es
que puede llegar a dar un falso positivo si un nodo ofrece muchos servicios y
se solapan sus resultados en el espacio de memoria asignado.
El funcionamiento del protocolo Mercury es el siguiente:
Cuando un servicio empieza a estar disponible en un nodo, e´ste lo anuncia
una sola vez a toda la red. El resto de nodos poseen una cache´ en la que
almacenan temporalmente los servicios anunciados por dicho nodo (el
tiempo de almacenamiento es un para´metro configurable por el usuario).
Cuando un nodo requiere un servicio, primero mira en la cache´ de servi-
cios locales para comprobar si e´ste se encuentra disponible en algu´n nodo
de la red. Si no es as´ı, env´ıa una solicitud al resto de nodos de la red
a trave´s de un mensaje MSD (modo pull). Al recibir dicha solicitud, el
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resto de nodos miran en su cache´ de servicios locales, y si poseen el ser-
vicio que pide el nodo, env´ıan a toda la red (y no solamente al nodo que
solicita el servicio) una respuesta indicando la disponibilidad de dicho
servicio a trave´s de e´l. De esta manera se inunda la informacio´n por toda
la red (modo push), por si se da el caso de que algu´n otro nodo esta´ tam-
bie´n interesado en utilizar dicho servicio y as´ı no necesita mandar otra
solicitud.
La diferencia principal del protocolo Mercury con el protocolo SDM se basa
principalmente en el modo de descubrir los servicios, mientras que Mercury
solicita y anuncia servicios (modo push y pull), SDM so´lo anuncia servicios
(modo push). En las pruebas realizadas para este apartado se ha eliminado
la cache´ de servicios del protocolo Mercury (poniendo un valor de tiempo de
permanencia en la cache´ de 0 segundos). De esta manera cuando un nodo
solicita un servicio siempre tiene que enviar un mensaje de peticio´n al resto
de la red, anulando de esta manera las ventajas que proporciona el modo push
del protocolo Mercury. As´ı se puede tambie´n comparar experimentalmente las
ventajas e inconvenientes que presentan los protocolos de descubrimiento de
servicios que trabajan en modo push y pull.
8.8.2. Comparacio´n del ancho de banda consumido
En la comparacio´n del ancho de banda consumido por los protocolos Mer-
cury y SDM hay que tener en cuenta varias cosas. En primer lugar, el modo
de funcionamiento de ambos protocolos es diferente. Mientras en el protocolo
SDM se ha medido el ancho de banda consumido en funcio´n del nu´mero de
servicios anunciados por cada dispositivo, en el protocolo Mercury se ha me-
dido el ancho de banda consumido en funcio´n del nu´mero de servicios pedidos
por minuto por uno de los dispositivos al resto de la red (y sus correspondien-
tes respuestas del resto de nodos). Para ambos protocolos, todos los nodos que
compon´ıan la red MANET pose´ıan los mismos servicios, por lo que al realizarse
una peticio´n en el protocolo Mercury, el resto de nodos de la red contestaban
a esa peticio´n.
Los resultados experimentales obtenidos sobre el ancho de banda consu-
mido por los protocolos Mercury y SDM en funcio´n del nu´mero de servicios
anunciados/pedidos cuando el intervalo entre mensajes SDM es constante (20
segundos) y el tiempo de permanencia de la cache´ en Mercury es nulo se pue-
den observar en el Cuadro 8.12. Su gra´fica correspondiente se puede observar
en la Figura 8.17.
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Cuadro 8.12: Ancho de banda del protocolo SDM y Mercury en funcio´n del
nu´mero de servicios anunciados/pedidos
Figura 8.17: Comparacio´n del ancho de banda consumido por SDM y Mercury
en funcio´n del nu´mero de servicios anunciados/pedidos
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Analizando la gra´fica de la Figura 8.17 se podr´ıa llegar a la conclusio´n de
que para un mismo nu´mero de servicios anunciados/solicitados, el protocolo
SDM consume mayor ancho de banda que el protocolo Mercury, pero al no
estar realmente midiendo lo mismo es dif´ıcil ver que´ protocolo consume ma´s
ancho de banda (en el protocolo SDM todos los nodos anuncian servicios,
por lo que toda la red conoce los servicios de cada uno, mientras que en el
protocolo Mercury solamente es un nodo el que solicita servicios al resto de
la red). De modo que lo que se puede intentar hacer es una equivalencia, es
decir, ver cua´ntos servicios por minuto tiene que solicitar un nodo para que
consuma el mismo ancho de banda que un determinado nu´mero de anuncios
de servicios. Observando la gra´fica, se ve que el anuncio de 5 servicios con el
protocolo SDM equivale a que un nodo solicite 10 servicios por minuto con el
protocolo Mercury, algo que se puede dar con bastante frecuencia en cualquier
red MANET. En conclusio´n, ambos protocolos tienen unos niveles de consumo
de ancho de banda razonables, y aunque sea bastante dif´ıcil probarlo en la
realidad debido a sus diferentes modos de funcionamiento, parece ser que el
protocolo SDM consume un mayor de ancho de banda que el protocolo Mercury,
algo de esperar conociendo su naturaleza proactiva.
8.8.3. Comparacio´n del consumo energe´tico
Para hacernos una ligera idea de que´ protocolo consume ma´s energ´ıa, se ha
realizado una comparativa del nu´mero medio de paquetes por minuto generados
tanto por el protocolo SDM como por el protocolo Mercury, ya que segu´n [72]
el consumo energe´tico del env´ıo de un paquete por una interfaz WLAN se
divide en dos componentes: un consumo fijo por el hecho de transmitir un
paquete y otro consumo variable dependiendo del taman˜o del paquete, siendo
el consumo fijo bastante ma´s alto que el variable. Por lo tanto, aquel protocolo
que genere menos paquetes por minuto probablemente consumira´ un menor
nivel de bater´ıa.
En el Cuadro 8.13 se muestran los valores del nu´mero medio de paquetes
por minuto generado por el protocolo SDM en funcio´n del intervalo de tiempo
entre mensajes SDM y en el Cuadro 8.14 se muestran los valores del nu´mero
medio de paquetes por minuto generado por el protocolo Mercury en funcio´n
del nu´mero de servicios solicitados por minuto.
Aunque como se ha comentado anteriormente es muy dif´ıcil comparar am-
bos protocolos al ser su modo de funcionamiento diferente, se observa que los
valores de los Cuadros 8.13 y 8.14 son muy similares, por lo que se puede llegar
a la conclusio´n de que el consumo energe´tico de ambos protocolos es muy pa-
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Cuadro 8.13: Nu´mero medio de paquetes por minuto (Protocolo SDM)
Cuadro 8.14: Nu´mero medio de paquetes por minuto (Protocolo Mercury)
recido para valores razonables tanto en el intervalo de tiempo entre mensajes
SDM como en el nu´mero de solicitudes por minuto (ya que cuando el valor
de SDM Interval es 1 segundo, el nu´mero medio de paquetes se dispara y por
tanto su consumo energe´tico).
8.8.4. Comparacio´n del retardo
A continuacio´n se muestra la comparacio´n del retardo que se produce en
los protocolos Mercury y SDM. Al igual que en el apartado anterior, debido a
las diferencias entre ambos protocolos el concepto de retardo es algo diferente.
Mientras que en el protocolo SDM el retardo es el tiempo que existe entre que
un extremo de la red env´ıa un mensaje SDM anunciando un servicio y el otro
extremo lo procesa, en el protocolo Mercury el retardo es el tiempo que tarda
en enviarse un mensaje de peticio´n al otro extremo, que e´ste lo procese y enviar
la respuesta al nodo origen (ver Figura 8.18).
Los resultados experimentales obtenidos sobre el retardo en el anun-
cio/peticio´n de servicios en los protocolos Mercury y SDM para una confi-
guracio´n de red de 2, 3 y 4 nodos se pueden observar en el Cuadro 8.15. Su
gra´fica correspondiente se puede observar en la Figura 8.19, donde se muestra
que el retardo del protocolo Mercury en la peticio´n de un servicio (y su consi-
guiente respuesta) es mayor que en el retardo del protocolo SDM en el anuncio
de un servicio como cab´ıa de esperar, puesto que el camino de los mensajes en
el protocolo Mercury es de ida (peticio´n) y vuelta (respuesta) mientras que el
camino de los mensajes en el protocolo SDM es so´lo de ida (anuncio). Adema´s
se aprecia claramente que a mayor nu´mero de nodos, mayor es la diferencia
entre los retardos de ambos protocolos ya que la distancia entre los extremos
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Figura 8.18: Concepto de retardo en el protocolo SDM y Mercury
es ma´s grande y por tanto se tarda ma´s tiempo en recorrer el camino de vuelta
(principal diferencia en el retardo de los dos protocolos).
Cuadro 8.15: Retardo en el anuncio/peticio´n de servicios del protocolo SDM y
Mercury
Por u´ltimo se ha comparado el retardo del protocolo Mercury en la peticio´n
y respuesta de un servicio obtenido experimentalmente en este proyecto con el
que aparece en la tesis de ma´ster realizada por el autor del protocolo Mercury,
Joakim Flathagen [53]. En la gra´fica de la Figura 8.20 se muestran los valores de
ambos experimentos para una configuracio´n de red de 2, 3 y 4 nodos, vie´ndose
claramente que el retardo medido por Joakim Flathagen es inferior al obtenido
en este proyecto. La causa principal de esta diferencia radica en los dispositivos
utilizados para la creacio´n y transmisio´n de mensajes Mercury, ya que mientras
en [53] se emplean porta´tiles equipados con tarjetas WLAN, en este proyecto se
emplean dispositivos mo´viles N800, much´ısimo ma´s limitados en procesamiento
y memoria que los porta´tiles. Esto hace que los N800 empleen mucho ma´s
tiempo tanto en crear las peticiones (y respuestas) en el nodo origen (y destino)
y en procesarlas tanto en el nodo destino (peticiones) como en el nodo origen
(respuestas), adema´s del procesamiento para su retransmisio´n.
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Figura 8.19: Comparacio´n del retardo de anuncio de servicios de SDM y el
retardo de peticio´n de servicios de Mercury
Figura 8.20: Comparacio´n del retardo de peticio´n de servicios de Mercury en
este proyecto y en la tesis de ma´ster [53]
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Gracias a estas pruebas se han demostrado las ventajas e inconvenientes
que presentan los protocolos de descubrimiento de servicios en modo push y
pull. El protocolo de descubrimiento de servicios SDM (modo push) consume
mayor ancho de banda debido a su naturaleza proactiva pero en cambio el
retardo en anunciar sus anuncios es menor (adema´s de que el tiempo que tarda
en solicitar un servicio es nulo pues la informacio´n ya esta´ almacenada en la
cache´ del propio dispositivo). Por otra parte, el protocolo de descubrimiento de
servicios Mercury (modo pull) tiene un mayor retardo al solicitar un servicio
pero en cambio el ancho de banda consumido en general es menor, si no hay
much´ısima demanda y dependiendo de la actividad de los nodos presentes en
la red MANET.
8.9. Conclusiones
En este cap´ıtulo se han realizado varias pruebas (consumo de energ´ıa, de
ancho de banda, retardo, etc.) para comprobar experimentalmente el funciona-
miento y rendimiento del protocolo de descubrimiento de servicios SDM. Las
conclusiones a las que se pueden llegar son las siguientes:
Con respecto al nivel de energ´ıa consumido, se observa que el demonio
olsrd no consume much´ısima bater´ıa de los dispositivos Nokia (alrededor
de un 1 % para los nodos externos y un 1.5 % para los nodos internos en 1
hora). Se ha demostrado tambie´n que los nodos internos consumen mayor
bater´ıa pues tienen que retransmitir los paquetes de los dema´s nodos al
resto de la red (aproximadamente un 50 % ma´s de consumo, aunque no
es significativo para el nivel de bater´ıa total del dispositivo).
Se ha comprobado que en la implementacio´n del protocolo OLSR uti-
lizado no se tiene en cuenta el nivel de willingness para seleccionar la
mejor ruta por donde encaminar los paquetes OLSR, sino un para´metro
denominado ETX que mide la calidad del enlace en ambas direcciones
(enlace sime´trico). A pesar de que este para´metro es un buen criterio
para descubrir aquellas rutas que tienen una mayor capacidad en el env´ıo
de paquetes, no ser´ıa mala idea combinarlo tambie´n con el nivel de wi-
llingness pues se deber´ıa tener en cuenta aquellos dispositivos que tengan
mayor nivel de bater´ıa (tienen menos posibilidades de desconectarse de
la red si atendemos al criterio de consumo de bater´ıa).
En el consumo del ancho de banda, se ha demostrado que existen tres
para´metros fundamentales que le afectan de una manera crucial: el nu´me-
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ro de servicios anunciados, el intervalo entre mensajes SDM y el nu´mero
de nodos presentes en la red. De estos tres para´metros, so´lo uno de ellos
es configurable por el usuario, porque tanto el nu´mero de servicios co-
mo el de nodos dependen de las caracter´ısticas de la red MANET y de
los servicios disponibles en cada dispositivo. En cambio el intervalo en-
tre mensajes SDM si puede ser configurado por el usuario, llegando a
la conclusio´n de que un valor de SDM Interval de aproximadamente 20
segundos es razonable para que las cache´s de servicios de los nodos este´n
apropiadamente actualizadas sin llegar a consumir un ancho de banda
excesivo.
Adema´s se han comparado los valores medidos experimentalmente con
los teo´ricos, concluyendo que gracias a la te´cnica de piggybacking (donde
varios mensajes OLSR y/o SDM son encapsulados en un mismo paquete
OLSR) es posible ahorrar un ancho de banda significativo. En el caso de
SDM, este ahorro sera´ mayor si el valor de SDM Interval es mu´ltiplo de
los intervalos entre mensajes HELLO y TC, que en nuestro caso es 10, por
lo que la decisio´n de asignar un valor de tiempo entre mensajes SDM de
20 segundos sigue siendo apropiada para no consumir mucho ancho de
banda y tener a la vez las cache´s debidamente actualizadas.
Con respecto al retardo que se produce al anunciar y eliminar servicios, se
observa que depende principalmente del nu´mero de nodos (y por tanto de
retransmisiones) que se deben realizar para que un mensaje SDM llegue
a todos los rincones de la red MANET. Adema´s estos retardos tienen
valores muy similares, aunque anunciar servicios produce un retardo algo
mayor pues tiene que recorrer la lista entera antes de almacenar el nuevo
servicio en la cache´ correspondiente. Cabe destacar que este retardo so´lo
afecta al anunciar un servicio la primera vez, ya que al ser procesado por
otro nodo, e´ste lo almacena en su cache´ y cuando necesite utilizar dicho
servicio lo mirara´ en su cache´ siendo la respuesta inmediata.
Por u´ltimo se ha realizado una comparacio´n con el protocolo de descubri-
miento de servicios Mercury [53]. Aunque ambos protocolos tienen un modo de
funcionamiento diferente (mientras que SDM tiene una naturaleza proactiva,
Mercury es reactivo ya que hay que solicitar los servicios cuando se requieren
en lugar de anunciarlos al resto de la red), se ha intentado medir en ambos pro-
tocolos el ancho de banda consumido y el retardo producido al enviar paquetes.
Gracias a esta comparacio´n se ha podido discernir las ventajas e inconvenientes
que presentan cada uno de los modos de funcionamiento (push y pull) en un
protocolo de descubrimiento de servicios.
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Parte IV





Las redes MANET (Mobile Ad-hoc NETworks), caracterizadas por su des-
centralizacio´n y el dinamismo presente en la topolog´ıa de la red (siempre cam-
biante con la llegada y salida constante de dispositivos), esta´n empezando a ser
utilizadas habitualmente en situaciones espec´ıficas donde la u´nica posibilidad
que existe es el despliegue de este tipo de redes (como por ejemplo en escenarios
militares o de emergencia en zonas de dif´ıcil acceso o rurales).
Ante las limitaciones de los dispositivos empleados en este tipo de redes, la
necesidad de utilizar protocolos y aplicaciones optimizadas para este tipo de
escenarios es fundamental en el desarrollo de nuevos tipos de interconexiones
en el que las personas puedan intercambiarse informacio´n entre ellas (a veces de
vital intere´s), sobre todo en aquellas zonas donde se hace ma´s dif´ıcil el uso de
infraestructuras y por tanto el uso de las redes MANET se hace imprescindible.
En este proyecto se ha abordado el estudio de dos de los tipos de protocolos
fundamentales en el despliegue y proliferacio´n de cualquier red: el protocolo de
routing y el protocolo de descubrimiento de servicios. Ambos protocolos son
complementarios, pues mientras uno encuentra quie´nes son el resto de nodos
existentes en la red, el otro descubre los servicios que ofrecen para poder uti-
lizarlos en su propio provecho. Debido a que su cometido es similar, se ha
contribuido a las investigaciones ya realizadas en este campo con la implemen-
tacio´n de un protocolo de descubrimiento de servicios denominado SDM que
se caracteriza por integrarse en el protocolo de routing OLSR para aprovechar-
se de la informacio´n que obtiene este protocolo, ahorrando adema´s ancho de
banda, recurso muy limitado en las redes mo´viles ad-hoc.
Este cap´ıtulo presenta las contribuciones principales de este proyecto, un
resumen de los resultados ma´s significativos, posibles l´ıneas de investigacio´n
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futuras para continuar con el trabajo realizado, sugerencias para optimizar
el protocolo SDM implementado y las conclusiones finales del autor de este
proyecto.
9.1. Contribuciones del proyecto
El objetivo principal del proyecto ha sido investigar las principales l´ıneas de
trabajo en el campo de los protocolos de routing y descubrimiento de servicios,
centra´ndose en su mayor parte en las redes MANET, y en la implementacio´n
del protocolo de descubrimiento de servicios SDM como un plugin del demonio
olsrd para comprobar su funcionamiento en dispositivos comerciales y medir
su rendimiento en escenarios reales. Las principales contribuciones que se han
realizado en este proyecto son las siguientes:
Realizar un estudio del estado del arte de las diferentes configuraciones
en las que se emplea la tecnolog´ıa WLAN (esta´ndar 802.11) para crear
redes de comunicaciones y ser empleados en los incontables escenarios y
situaciones que se pueden dar en la vida real. Tambie´n se ha realizado un
estudio del arte en el a´rea de los protocolos de routing y de descubrimiento
de servicios, tanto los utilizados a nivel general como los especializados y
optimizados para su uso en redes MANET. De ambos protocolos se han
descrito brevemente sus modos de funcionamiento y los ejemplos ma´s
empleados en la actualidad. Adema´s se ha realizado un estudio sobre la
plataforma de desarrollo de software abierto Maemo, basada en Linux y
definida por Nokia junto con otros grupos de desarrollo de software libre,
especificando sus principales caracter´ısticas y componentes.
Implementar el protocolo de descubrimiento de servicios SDM (Service
Discovery Mechanism), disen˜ado espec´ıficamente para su utilizacio´n en
redes MANET y que posee la particularidad de que esta´ integrado en
el protocolo de routing OLSR (Optimized Link State Routing). Esta im-
plementacio´n esta´ pensada para ser utilizada en situaciones cotidianas
de la vida real, haciendo posible el descubrimiento de servicios por par-
te de cualquier aplicacio´n distribuida a trave´s de una sencilla interfaz,
y aunque en principio esta´ enfocada para ser utilizada en dispositivos
que utilicen la plataforma Maemo, al estar basada en Linux se pueden
realizar portabilidades sin ninguna dificultad a otros equipos que utilicen
tambie´n sistemas basados en Linux como Ubuntu, Mandriva, Fedora, etc.
Evaluar la implementacio´n del protocolo SDM en diferentes escenarios y
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situaciones habituales que se pueden dar con un nu´mero determinado de
dispositivos comerciales (Nokia N800) para comprobar el correcto fun-
cionamiento del protocolo y medir su rendimiento en aspectos tales como
la bater´ıa utilizada, el ancho de banda consumido o el retardo producido
al anunciar servicios o notificar la eliminacio´n de algu´n servicio. Adema´s
se ha realizado la comparacio´n con otro protocolo de descubrimiento de
servicios denominado Mercury, tambie´n integrado en el protocolo de rou-
ting OLSR pero con una visio´n de anunciar y solicitar servicios diferente
a SDM. De esta manera se han podido obtener las principales ventajas e
inconvenientes que presenta el utilizar uno u otro protocolo en las redes
MANET.
9.2. Resultados ma´s significativos
Al realizar el estudio sobre los protocolos de routing y descubrimiento de
servicios se ha comprobado que existen much´ısimas formas y maneras de reali-
zar una misma tarea, cada cual con sus ventajas e inconvenientes. En los pro-
tocolos de routing esta´n los que tienen una naturaleza proactiva anuncia´ndose
al resto de la red, consumiendo as´ı ma´s ancho de banda pero reduciendo el
retardo, y los que son reactivos, esperando a que le soliciten informacio´n. Algo
parecido ocurre con los protocolos de descubrimiento de servicios, donde exis-
ten aquellos que funcionan en modo push, anunciando sus servicios aunque no
se los soliciten, y los que deben pedir el servicio al resto de la red para ver si
algu´n nodo lo tiene (modo pull). Tanto en los protocolos de routing como en
los de descubrimiento de servicios existen protocolos intermedios que intentan
aunar las ventajas de ambos modos de funcionamiento (reactivo y proactivo).
Al realizar el estudio sobre la plataforma de desarrollo de software Maemo
se ha descubierto la infinidad de posibilidades que ofrece dicho sistema, que al
ser de co´digo abierto todo grupo de desarrolladores que lo desee puede crear
sus propias aplicaciones para que los usuarios de este sistema se beneficien y
aprovechen al ma´ximo las caracter´ısticas que ofrecen los dispositivos en los que
esta´ integrado Maemo. Adema´s al estar basado en Linux se pueden realizar
sin ninguna dificultad (a excepcio´n de la interfaz gra´fica que puede ocasionar
algu´n problema) la portabilidad de los miles de programas ya existentes para
sistemas GNU/Linux. El soporte que le da una gran empresa como es Nokia
asegura un futuro muy prometedor a esta plataforma de desarrollo de software.
Al implementar y evaluar el protocolo de descubrimiento de servicios SDM
se ha comprobado su correcto funcionamiento y la disponibilidad de poder ser
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ya utilizado en aplicaciones y situaciones de la vida real. Cualquier aplicacio´n
puede emplear este protocolo para anunciar sus servicios a trave´s de redes MA-
NET. En cuanto a las pruebas realizadas se ha llegado a la conclusio´n de que
la implementacio´n del protocolo SDM no gasta mucha bater´ıa de los disposi-
tivos utilizados (Nokia N800), que se produce un consumo de ancho de banda
razonable para un protocolo de estas caracter´ısticas aunque tambie´n depende
mucho de los para´metros establecidos (nu´mero de servicios anunciados, inter-
valo de tiempo entre mensajes, nu´mero de nodos existentes en la red, etc.) y
que el retardo para descubrir si un servicio requerido esta´ en la red o no es casi
nulo gracias a la naturaleza proactiva del protocolo SDM.
9.3. Trabajo futuro
Durante la implementacio´n del protocolo de descubrimiento de servicios
SDM nuevas ideas han surgido para mejorar y optimizar el protocolo, pero
debido a los limitados recursos de tiempo disponibles no han podido llevarse
a cabo en este proyecto. Las principales l´ıneas de trabajo para continuar este
proyecto son:
An˜adir soporte para IP versio´n 6 al protocolo SDM, pues actualmente
so´lo soporta IP versio´n 4 y cada vez ma´s protocolos soportan ambos tipos
de versiones IP hasta que la migracio´n de IP versio´n 4 a IP versio´n 6 se
complete en un futuro.
Extender la implementacio´n del protocolo SDM para incluir soporte a
la nueva versio´n del protocolo de routing OLSR (OLSR versio´n 2). Esto
podr´ıa ser realizado creando los mensajes SDM como una estructura TLV
(Type-Length-Value), tal y como se define en el RFC correspondiente [57].
Definir una manera de describir los servicios en el protocolo SDM, ya
que en el disen˜o del protocolo no se indica nada de co´mo deben ser
descritos los servicios (valor del campo Service Description). Podr´ıa
ser por ejemplo en texto plano o codificado al igual que el tipo de servicio,
intentando disen˜arlo de tal manera que contenga bastante informacio´n a
pesar del poco espacio dedicado a ello (4 bytes), pero que no sea muy
complicado de procesar y comprender por los dispositivos. As´ı se podr´ıan
hacer peticiones ma´s espec´ıficas y conseguir que la eleccio´n que se realice
sea la ma´s favorable para los intereses del dispositivo.
Aprovechar ma´s en profundidad las caracter´ısticas y la informacio´n que
obtiene el protocolo de routing OLSR (almacenada en los repositorios)
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para optimizar el funcionamiento del protocolo SDM e intentar ahorrar
as´ı consumo en el ancho de banda y disminuir en lo posible los falsos
positivos. Por ejemplo se podr´ıa aprovechar la informacio´n contenida en
los repositorios OLSR para descubrir cua´ndo se ha desconectado un nodo
de la red y eliminar as´ı todos los servicios que anuncia dicho nodo de la
cache´ correspondiente (como complemento al me´todo de deteccio´n en la
desconexio´n de nodos del protocolo SDM explicado en el apartado 6.3).
Implementar la posibilidad de que un mismo nodo pueda anunciar dos
servicios del mismo tipo pero diferencia´ndose en su descripcio´n (por ejem-
plo un nodo anuncia que posee dos impresoras, una en blanco y negro
y la otra en color, y dependiendo de lo que requieran el resto de nodos
se podra´ elegir entre una u otra impresora). Ahora mismo, tal y como
esta´ implementado el protocolo SDM, solamente se puede anunciar un
servicio por cada tipo ya que no se tiene en cuenta el campo de descrip-
cio´n de servicios. Si en un futuro se utiliza este campo para poder realizar
bu´squedas ma´s espec´ıficas, deber´ıa ser posible que un dispositivo pudiera
anunciar un nu´mero indeterminado de servicios pertenecientes al mismo
tipo aunque con descripciones diferentes, mejorando significativamente
las posibilidades que ofrece el protocolo SDM.
Ajustar los intervalos de tiempo configurables por el usuario tanto del
protocolo de routing OLSR (HELLO Interval y TC Interval) como del
protocolo de descubrimiento de servicios SDM (SDM Interval) para lle-
gar a un acuerdo entre el ancho de banda consumido y la rapidez con la
que se descubren nuevos nodos y servicios, teniendo muy en cuenta las
caracter´ısticas presentes en los diferentes escenarios utilizados.
Implementar una interfaz gra´fica para el descubrimiento de servicios de la
red, pudiendo con dicha aplicacio´n aprovechar tanto la informacio´n que
proporciona el protocolo OLSR como el protocolo SDM para visualizar
la topolog´ıa completa de la red y los servicios que anuncia cada uno de
los nodos existentes.
Extender varias aplicaciones ya existentes para que puedan emplear el
protocolo de descubrimiento de servicios SDM (a trave´s de una sencilla
interfaz) anunciando los servicios disponibles y solicitando los servicios
requeridos, demostrando as´ı el correcto funcionamiento de este protocolo
en entornos reales.
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9.4. Sugerencias al protocolo SDM
En este apartado se realiza una sugerencia en el disen˜o del protocolo de
descubrimiento de servicios SDM, ya que al realizar su implementacio´n nos
dimos cuenta de que es un protocolo demasiado estricto, en el que todos los
campos tienen siempre un taman˜o fijo, cuando en realidad los servicios que
se anuncian en las redes MANET pueden llegar a ser muy diferentes entre
s´ı teniendo que cubrir las necesidades de cada servicio. Esta diferencia se refiere
sobre todo a la descripcio´n de los servicios, pues habra´ servicios que necesiten
bu´squedas muy espec´ıficas (por ejemplo una impresora puede tener muchas
caracter´ısticas importantes: si imprime a color o en blanco y negro, a una o
doble cara, en que´ planta del edificio se encuentra, etc.), mientras que puede
que haya otros servicios que no necesiten casi especificaciones.
Por esta razo´n se sugiere que el campo del mensaje SDM Service
Description tenga un taman˜o variable, as´ı dependiendo del tipo de servicio
que se quiera anunciar se introducira´ mayor o menor informacio´n segu´n el crite-
rio de la aplicacio´n que anuncia el servicio. De esta manera se podra´n realizar
bu´squedas ma´s espec´ıficas, introduciendo mayor informacio´n que los 4 bytes
actuales si as´ı lo requieren, o no introducir ninguna descripcio´n del servicio si
no es necesario o para ahorrar ancho de banda si e´ste es muy limitado en la
red MANET desplegada. El taman˜o (en bytes) del campo variable de Service
Description vendr´ıa especificado por el campo Length, que ocupar´ıa 1 byte
e ir´ıa inmediatamente despue´s del campo Service Name, que en esta ocasio´n
pasar´ıa a ocupar 1 byte como se puede observar en la Figura 9.1.
Figura 9.1: Estructura de un mensaje SDM con descripcio´n del servicio variable
Con esta modificacio´n se pretende otorgar cierta flexibilidad a las aplica-
ciones que anuncian servicios para que segu´n su criterio an˜adan o no ma´s
informacio´n que describa el servicio que anuncian. Adema´s se intenta que la
descripcio´n del servicio tenga un mayor peso en la eleccio´n de los servicios re-
queridos aunque esto conlleve una complejidad mayor en dicha eleccio´n (hay
ma´s informacio´n a tener en cuenta) pues las posibilidades que ofrece esta ma-
nera de elegir servicios son bastante ma´s amplias que teniendo so´lo en cuenta
136
el tipo de servicio. Por esta razo´n se reduce el nu´mero de tipos de servicios
(de 65536 servicios a solamente 256) y se an˜ade un campo con el taman˜o de la
descripcio´n del servicio (hasta un ma´ximo de 255 bytes).
Otorgando al protocolo SDM dicha flexibilidad en el anuncio de los servi-
cios, se podra´n realizar anuncios y bu´squedas ma´s personalizadas y espec´ıficas,
atendiendo a las necesidades reales de los otros dispositivos y a las caracter´ısti-
cas del entorno en el que este´ desplegada la red MANET.
9.5. Conclusiones finales del autor
Este proyecto ha presentado el trabajo que he realizado para el estudio
de los protocolos de routing y descubrimiento de servicios existentes en redes
MANET, adema´s de implementar el protocolo SDM integrado en el protocolo
OLSR en un dispositivo Maemo. Una vez finalizado este proyecto, creo que
el descubrimiento de servicios es una de las te´cnicas ma´s importantes para
minimizar la interaccio´n del usuario y as´ı poder crear aplicaciones en las que
automa´ticamente se conecte con los servicios requeridos por el usuario sin que
e´ste tenga que conocer toda la tecnolog´ıa que existe por debajo de las redes
mo´viles ad-hoc. Gracias a las mejoras en las prestaciones de los dispositivos
utilizados en este tipo de redes, cada vez existen ma´s aplicaciones y servicios
que ofrecer al usuario, ampliando las posibilidades de uso de forma ilimitada.
Esperando a que aparezca alguna aplicacio´n que haga que las redes MANET
terminen de despegar de manera comercial y lleguen al usuario final, existen dos
a´reas en las que se considera imprescindible el despliegue de este tipo de redes
debido a la falta de infraestructuras: redes de primeros auxilios en respuesta a
situaciones de emergencia y redes ta´cticas militares para la comunicacio´n entre
los integrantes de la contienda.
En mi opinio´n, para que el despliegue de este tipo de redes llegue a con-
vertirse en algo comu´n entre los usuarios finales todav´ıa hace falta realizar
muchas investigaciones en este campo, disen˜ando nuevos y mejores protocolos
tanto de routing como de descubrimiento de servicios que intenten optimizar
al ma´ximo la eficiencia en el retardo y sobre todo en el consumo del ancho
de banda, debido a los limitados recursos que presentan las redes MANET.
Uno de los aspectos que creo que se deber´ıan centrar los investigadores es en
la creacio´n de un esta´ndar para la descripcio´n de los diferentes servicios que
se pueden anunciar en una red, porque el problema que existe actualmente es
que cada protocolo de descubrimiento de servicios define su propia manera de
describir servicios, que en la mayor´ıa de los casos no son compatibles entre
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s´ı. Esto provoca una falta de interoperabilidad entre los diferentes protocolos
que obliga a que todos los dispositivos utilicen el mismo tipo de protocolo de
descubrimiento de servicios, o lo que es peor, que tengan que utilizar varios
puesto que no todos los nodos de la red soportan el mismo protocolo, haciendo
su uso ineficiente y dando lugar a un mayor consumo de ancho de banda.
La comunidad investigadora deber´ıa realizar un esfuerzo para disen˜ar una
manera sencilla y eficiente de describir servicios que fuera implementado por la
mayor´ıa de protocolos de descubrimiento de servicios para que e´stos puedan, a
lo mejor no aprovechar las ma´ximas posibilidades que ofrece el protocolo (si ha
creado su propia manera de describir servicios), pero s´ı comprender el mensaje
recibido de una manera ba´sica para que todos los dispositivos sean compatibles
entre s´ı en lo referente a anunciar y solicitar servicios. Si no llega dicho consenso
entre los investigadores, otro remedio ser´ıa disen˜ar un algoritmo para que, al
igual que el servidor DHCP otorga direcciones IP a los nuevos dispositivos que
entran en la red, los nodos existentes en la red se pusieran de acuerdo para
elegir que´ protocolo de descubrimiento de servicios se va a utilizar, basado
principalemente en la eleccio´n de aquel protocolo que la mayor´ıa de dispositiivos
tenga implementado. De todas maneras es preferible la creacio´n de un esta´ndar,
ya que en este segundo me´todo existe la posibilidad de que haya dispositivos
que por una razo´n u otra no tengan implementado este protocolo y se queden
por tanto sin poder anunciar ni solicitar servicios al resto de la red MANET.
Con respecto a la plataforma de desarrollo Maemo, creo que aunque ahora
mismo no es muy comu´n entre los sistemas de dispositivos mo´viles (vie´ndose
superado ampliamente por Windows Mobile, Symbian [68] o Android [69]), en
un futuro pro´ximo sera´ una plataforma muy a tener en cuenta que ofrecera´ mu-
chas posibilidades al usuario final, sobre todo despue´s de la noticia aparecida
u´ltimamente en los medios de comunicacio´n [63] de que Nokia va a integrar la
plataforma Maemo en sus mo´viles de alta gama (serie N) a partir del an˜o 2012.
Lo que s´ı es seguro es que la tecnolog´ıa wireless cada vez esta´ ma´s presente
en nuestras vidas cotidianas, donde las redes centralizadas esta´n migra´ndose
a redes distribuidas donde las posibilidades que te ofrece la movilidad son
enormes, por lo que creo que en los pro´ximos an˜os las redes mo´viles ad-hoc
continuara´n evolucionando hasta poco a poco irse integrando en el usuario final,
apareciendo nuevas aplicaciones que por sus limitados recursos no necesiten
de infraestructuras para poderse ejecutar, haciendo de las redes MANET el
mejor tipo de red a utilizar en estos casos. Adema´s espero que los protocolos
de descubrimiento de servicios tengan un papel crucial en el desarrollo de las








El presupuesto del proyecto se puede dividir en honorarios y equipos. El
equipo utilizado en la realizacio´n de este proyecto es el siguiente: 1 porta´til
Dell XPS M1530 (Intel Core 2 Duo a 2.50 GHz, 4 GB de RAM y Windows
Vista con Service Pack 1 instalado), 2 terminales Nokia N800 y 2 terminales
Nokia 810.
El software utilizado en este proyecto es gratuito, siendo e´stas las prin-
cipales aplicaciones: VMware, para cargar ma´quinas virtuales, Maemo SDK,
para desarrollar aplicaciones Maemo, Eclipse, un entorno de programacio´n con
el plugin ESbox (espec´ıfico para crear aplicaciones Maemo) y Wireshark, una
aplicacio´n que analiza el tra´fico de la red.
El presupuesto del equipo se observa en el Cuadro A.1.
Cuadro A.1: Presupuesto del equipo utilizado en el proyecto
Los honorarios los hemos calculado segu´n los baremos orientativos del Co-
legio Oficial de Ingenieros de Telecomunicacio´n (COIT). El tiempo invertido en
el proyecto fue de aproximadamente seis meses. Este tiempo se ha desglosado
en varias tareas, mostra´ndose en el Cuadro A.2.
Suponiendo que el sueldo de un ingeniero es de aproximadamente 46.000
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Cuadro A.2: Horas dedicadas a cada tarea del proyecto
euros brutos anuales y la cantidad de horas trabajadas al an˜o es de 1760, la
tarificacio´n de la hora normal de trabajo es por tanto de 26 euros (sin considerar
la realizacio´n de horas extraordinarias). Con esto, los honorarios de ejecucio´n
ascienden a 12480 euros.
A esta cantidad se le debe an˜adir el trabajo de direccio´n del tutor, que
estimaremos en un 7 % de los honorarios. Adema´s hay que incluir un 16 % de
IVA. Los honorarios totales se pueden observar en el Cuadro A.3.
Cuadro A.3: Parte del presupuesto dedicado a los honorarios
Con lo que el presupuesto total queda reflejado en el Cuadro A.4.
Cuadro A.4: Presupuesto total del proyecto




Entorno de desarrollo Maemo
En este anexo se presenta el entorno de desarrollo Maemo y las principa-
les aplicaciones que se utilizan para crear un paquete Debian instalable en el
dispositivo Maemo (.deb). En primer lugar se realizara´ una breve introduc-
cio´n explicando la terminolog´ıa necesaria para entender el funcionamiento del
entorno de desarrollo de software Maemo. Despue´s se explicara´ los principales
pasos para crear un paquete Debian instalable en todos los dispositivos Maemo
y por u´ltimo la ejecucio´n tanto del demonio olsrd como del plugin SDM en el
terminal del dispositivo Maemo.
B.1. Introduccio´n
El kernel de los dispositivos mo´viles Maemo esta´ basado en la arquitectura
ARM, diferente de la utilizada en los ordenadores convencionales, que utilizan
una arquitectura x86. Por lo tanto para poder crear una aplicacio´n para la
plataforma Maemo a partir del co´digo fuente se debe realizar lo que se denomina
una compilacio´n cruzada, pues las arquitecturas origen y destino son diferentes.
Esto puede llegar a crear problemas al existir la posibilidad de que la ejecucio´n
de las aplicaciones Maemo en el ordenador sea diferente a la ejecucio´n en el
dispositivo mo´vil. Au´n as´ı, este tipo de problemas se dan en muy contadas
ocasiones, pudiendo tambie´n emular en el ordenador la arquitectura ARM a
trave´s del entorno ARMEL proporcionado por el kit de desarrollo Maemo SDK.
De todas maneras, la comprobacio´n definitiva de que la aplicacio´n funciona
correctamente debe ser realizada en el propio dispositivo mo´vil Maemo.
Al estar la plataforma Maemo basada en Linux, el entorno de desarro-
llo de aplicaciones (Maemo SDK ) so´lo puede ser ejecutado en distribuciones
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GNU/Linux tales como Ubuntu, Debian, Fedora, Mandriva, etc. Si algu´n usua-
rio quiere utilizar dicho entorno de desarrollo en otro sistema operativo como
Windows o Mac debe utilizar una ma´quina virtual que proporcione una ima-
gen de un entorno de trabajo Linux. En nuestro caso, aunque se pod´ıa utilizar
perfectamente un sistema Linux (Ubuntu [66]) para instalar y ejecutar el en-
torno de desarrollo Maemo, se ha preferido ejecutar en una ma´quina virtual
(VMware [65]) una imagen con todas las herramientas ya instaladas para la
creacio´n, depuracio´n y ejecucio´n de las aplicaciones Maemo [67], ahorra´ndose
as´ı bastante tiempo en instalar dichas herramientas en nuestro sistema Linux.
La imagen cargada en la ma´quina virtual puede verse en la Figura B.1.
Figura B.1: Entorno de desarrollo Maemo SDK
El software de desarrollo de Maemo crea un entorno especial dentro del sis-
tema denominado Sandbox donde se testean los programas considerados inesta-
bles para que si dichos programas realizan alguna accio´n imprevista no afecte al
resto del sistema pudie´ndole ocasionar dan˜os irreversibles. La herramienta que
crea este entorno se denomina Scratchbox, intentando que el proceso de desa-
rrollo sea muy similar al de cualquier aplicacio´n de un sistema GNU/Linux,
haciendo transparente para el programador la compilacio´n cruzada del co´digo
fuente. Como Scratchbox es pra´cticamente un sistema GNU/Linux completo,
incluye las t´ıpicas herramientas de desarrollo para sistemas GNU/Linux co-
mo el compilador gcc, el depurador gdb, el gestor de memoria valgrind o el
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monitor de llamadas a sistema ltrace. Para aquellas aplicaciones que poseen
interfaz gra´fica, el entorno de desarrollo Maemo utiliza un sistema de ventanas
X11 denominado Xephyr para dotar de una ventana al sistema donde pueda
ejecutarse la interfaz gra´fica de la aplicacio´n Maemo.
Aunque es posible utilizar todas estas herramientas por separado (un editor
de textos para escribir el co´digo fuente, el entorno Scratchbox para compilar
dicho co´digo, Xephyr para ejecutar la interfaz gra´fica de la aplicacio´n, etc.), el
entorno de desarrollo de aplicaciones Eclipse [64] posee un plugin denominado
ESbox que sirve para aunar en una sola aplicacio´n todas las herramientas
necesarias para la creacio´n y depuracio´n de aplicaciones Maemo, ahorrando de
esta manera much´ısimo tiempo y haciendo el desarrollo de estas aplicaciones
ma´s co´modo y sencillo. Una instanta´nea del programa Eclipse con el plugin
ESbox puede verse en la Figura B.2.
Figura B.2: Entorno de desarrollo Eclipse con plugin ESbox
Este plugin permite muchas formas de ejecutar las aplicaciones tanto en el
ordenador como en el dispositivo Maemo para poder depurar el co´digo. Entre
las ma´s importantes se encuentran (de menor a mayor parecido con la realidad):
Ejecucio´n de la aplicacio´n en el ordenador con su arquitectura x86 (como
si fuera un programa dirigido al sistema GNU/Linux del ordenador).
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Ejecucio´n de la aplicacio´n en el ordenador con la arquitectura ARM del
dispositivo Maemo (a trave´s del emulador ARMEL de dicha arquitectu-
ra).
Ejecucio´n de la aplicacio´n en el dispositivo Maemo a trave´s del cable
USB, Wifi o Bluetooth en tiempo real (posibilidad de depurar el co´digo
viendo las variables del programa en el entorno Eclipse del ordenador)
Creacio´n de un paquete Debian (.deb) para su instalacio´n en el dispositivo
Maemo, ejecuta´ndose as´ı de forma independiente al ordenador.
B.2. Creacio´n de un paquete Debian (.deb)
A continuacio´n se muestran los pasos a seguir para, a partir del co´digo
fuente, crear un paquete Debian (.deb) que pueda ser instalado en el dispositivo
Maemo a trave´s del gestor de aplicaciones.
1. Una vez iniciado el entorno de desarrollo Eclipse con el plugin ESbox, se
crea un proyecto nuevo (Ir a File > New > C Maemo Project).
2. Una vez creado el proyecto, se importan todos los ficheros del co´digo
fuente de la aplicacio´n que queremos instalar en el dispositivo Maemo
(Con el boto´n derecho del rato´n pulsar el proyecto creado e ir a Import
> File System).
3. El pro´ximo paso es crear la estructura del paquete .deb (Con el boto´n
derecho del rato´n pulsar el proyecto creado e ir a Debian Package >
Create Debian Structure).
4. Una vez creada la estructura del paquete .deb hay que escribir toda la
informacio´n relativa a la aplicacio´n y al autor en el fichero control dentro
de la carpeta debian en el proyecto creado. Es importante que en el
apartado Section del fichero control se cambie el valor Unknown por
otro, por ejemplo user/other, para que el paquete pueda ser instalado
correctamente en el dispositivo Maemo.
5. Por u´ltimo se compila y crea el paquete Debian (.deb) para que pueda
ser instalado en el dispositivo Maemo a trave´s del gestor de aplicaciones
(Con el boto´n derecho del rato´n pulsar el proyecto creado e ir a Debian
Package > Build Debian Package).
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B.3. Ejecucio´n de olsrd y SDM en Maemo
Por u´ltimo este anexo indicara´ la forma de ejecutar correctamente el demo-
nio olsrd y el plugin SDM en el dispositivo Maemo. Suponiendo que el paquete
Debian (.deb) del demonio olsrd junto con el plugin SDM ha sido instalado co-
rrectamente en el dispositivo Maemo, lo primero que hay que hacer es crear una
red ad-hoc o conectarse a una ya establecida. Para ello hay que instalar el pro-
grama PC-Connectiviy-Manager utilizando el repositorio Maemo extras-devel
y desde el panel de control activar el modo WLAN ad-hoc.
Una vez conectado a una red ad-hoc y antes de ejecutar el demonio olsrd
hay que instalar el paquete rootsh desde el gestor de aplicaciones para que
se pueda acceder como administrador del sistema a trave´s del terminal del
dispositivo Maemo, ya que para ejecutar el demonio olsrd necesitas tener per-
misos de administrador. Una vez instalado el paquete rootsh, ejecutamos el
terminal del dispositivo Maemo (Pulsas el icono de aplicaciones y vas a Uti-
lidades > Xterm). En la ventana del terminal tecleamos root para acceder
al sistema como administrador y ejecutamos el demonio olsrd tecleando olsrd .
En ese momento el demonio leera´ el archivo de configuracio´n almacenado en
/etc/olsrd.conf y cargara´ los plugins y para´metros establecidos en dicho archi-
vo.
Si queremos utilizar el plugin SDM para anunciar nuestros propios servicios,
abrimos una nueva ventana del terminal y tecleamos telnet localhost 5555
para conectarse al plugin SDM a trave´s del puerto 5555 (En este caso no es
necesario acceder como administrador del sistema). Los comandos para anun-
ciar, eliminar o mirar el contenido de las cache´s de servicios fueron descritos




Tabla de medidas obtenidas
En este anexo se recogen todos los valores medidos experimentalmente en
el laboratorio con los dispositivos Nokia N800 y N810, los relacionados con el
ancho de banda consumido y el retardo del protocolo SDM para las diferentes
configuraciones de red y diferentes valores de los para´metros ma´s caracter´ısti-
cos y significativos. A partir de las tablas que se ilustran a continuacio´n se
han obtenido los valores finales con los que, analizados convenientemente en
el cap´ıtulo 8, se han llegado a lograr conclusiones importantes sobre las carac-
ter´ısticas, el funcionamiento y el rendimiento del protocolo SDM en dispositivos
reales.
C.1. Ancho de banda consumido
En este apartado aparecen los valores obtenidos en la prueba sobre el ancho
de banda consumido por el protocolo SDM en funcio´n del nu´mero de servicios
anunciados y del intervalo entre mensajes (SDM Interval) que aparece en el
apartado 8.6. En las tablas aparecen 3 tandas de medidas para cada configura-
cio´n de red diferente, siendo el valor final la media de estos 3 valores, obteniendo
a su vez la desviacio´n esta´ndar y el intervalo de confianza al 95 %, del que se
muestra el extremo inferior (-) y el extremo superior (+) de dicho intervalo.
C.1.1. En funcio´n del nu´mero de servicios anunciados
Ahora se mostrara´n las tablas de valores sobre el ancho de banda consumido
por el protocolo SDM en funcio´n del nu´mero de servicios anunciados (1, 5, 10,
15 y 20 servicios), manteniendo el intervalo de tiempo entre mensajes SDM
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constante e igual a 20 segundos y por cada configuracio´n de red posible (1, 2,
3 y 4 nodos).
En el Cuadro C.1 aparecen los valores del ancho de banda consumido cuando
so´lo hay 1 nodo en la red. En los Cuadros C.2 (por cada nodo) y C.3 (media)
cuando hay 2 nodos en la red. En los Cuadros C.4 (por cada nodo) y C.5
(media) cuando hay 3 nodos en la red. Finalmente, en los Cuadros C.6 (por
cada nodo) y C.7 (media) cuando hay 4 nodos en la red.
Cuadro C.1: Ancho de banda consumido con 1 nodo en la red
Cuadro C.2: Ancho de banda consumido por cada nodo (Red de 2 nodos)
C.1.2. En funcio´n del intervalo entre mensajes
Ahora se mostrara´n las tablas de valores sobre el ancho de banda consumido
por el protocolo SDM en funcio´n del intervalo de tiempo entre mensajes SDM
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Cuadro C.3: Ancho de banda medio consumido con 2 nodos en la red
Cuadro C.4: Ancho de banda consumido por cada nodo (Red de 3 nodos)
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Cuadro C.5: Ancho de banda medio consumido con 3 nodos en la red
Cuadro C.6: Ancho de banda consumido por cada nodo (Red de 4 nodos)
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Cuadro C.7: Ancho de banda medio consumido con 4 nodos en la red
(1, 10, 20, 30 y 40 segundos), manteniendo el nu´mero de servicios anunciados
por dispositivo constante e igual a servicios y por cada configuracio´n de red
posible (1, 2, 3 y 4 nodos).
En el Cuadro C.8 aparecen los valores del ancho de banda consumido cuando
so´lo hay 1 nodo en la red. En los Cuadros C.9 (por cada nodo) y C.10 (media)
cuando hay 2 nodos en la red. En los Cuadros C.11 (por cada nodo) y C.12
(media) cuando hay 3 nodos en la red. Finalmente, en los Cuadros C.13 (por
cada nodo) y C.14 (media) cuando hay 4 nodos en la red.
Cuadro C.8: Ancho de banda consumido con 1 nodo en la red
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Cuadro C.9: Ancho de banda consumido por cada nodo (Red de 2 nodos)
Cuadro C.10: Ancho de banda medio consumido con 2 nodos en la red
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Cuadro C.11: Ancho de banda consumido por cada nodo (Red de 3 nodos)
Cuadro C.12: Ancho de banda medio consumido con 3 nodos en la red
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Cuadro C.13: Ancho de banda consumido por cada nodo (Red de 4 nodos)
Cuadro C.14: Ancho de banda medio consumido con 4 nodos en la red
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C.1.3. En funcio´n del nu´mero de servicios solicitados
por minuto (protocolo Mercury)
A continuacio´n se mostrara´n las tablas de valores sobre el ancho de banda
consumido por el protocolo Mercury en funcio´n del nu´mero de servicios solici-
tados por minuto (1, 5, 10 y 15 servicios) para una configuracio´n de red de 4
nodos.
En los Cuadros C.15 (por cada nodo) y C.16 (media) aparecen los valores
del ancho de banda consumido por Mercury para una configuracio´n de red de
4 nodos.
Cuadro C.15: Ancho de banda consumido por cada nodo (Mercury)
C.2. Retardo
En este apartado aparecen los valores obtenidos en la prueba sobre el retar-
do producido al anunciar y notificar algu´n servicio eliminado por el protocolo
SDM entre los extremos de redes compuestos por 2, 3 y 4 nodos que se muestra
en la seccio´n 8.7. Tambie´n aparecen los valores del retardo que se produce al
solicitar un servicio con el protocolo Mercury y recibir la respuesta a dicha
solicitud, documentado en el apartado 8.8.4.
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Cuadro C.16: Ancho de banda medio consumido por Mercury
En las tablas aparecen 5 tandas de medidas para cada configuracio´n de red
diferente, siendo el valor final la media de estos 5 valores, obteniendo a su vez
la desviacio´n esta´ndar y el intervalo de confianza al 95 %, del que se muestra
el extremo inferior (-) y el extremo superior (+) de dicho intervalo.
C.2.1. Anuncio de servicios en SDM
En el Cuadro C.17 aparecen los valores sobre el el retardo producido al
anunciar servicios para una configuracio´n de red de 2, 3 y 4 nodos.
Cuadro C.17: Retardo producido en el anuncio de servicios
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C.2.2. Eliminacio´n de servicios en SDM
En el Cuadro C.18 aparecen los valores sobre el el retardo producido al
notificar la eliminacio´n de algu´n servicio para una configuracio´n de red de 2, 3
y 4 nodos.
Cuadro C.18: Retardo producido en la notificacio´n de eliminacio´n de un servicio
C.2.3. Peticio´n de servicios en Mercury
En el Cuadro C.19 aparecen los valores sobre el el retardo que tarda en
enviarse una solicitud de un servicio y en recibir una respuesta en el protocolo
Mercury para una configuracio´n de red de 2, 3 y 4 nodos.
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Cuadro C.19: Retardo producido en la peticio´n de servicios (Mercury)
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