Many proteins contain intrinsically disordered regions, which may be crucial for function, but on the other hand be related to the pathogenicity of variants. Prediction programs have been developed to detect disordered regions from sequences and used to predict the consequences of variants, although, their performance for this task has not been assessed. We tested the performance of protein disorder prediction programs in detecting changes to disorder caused by amino acid substitutions. We assessed the quality of 29 protein disorder predictors and versions with 101 amino acid substitutions, whose effects have been experimentally validated. Disorder predictors detected the true positives at most with 6% success rate and true negatives with 34% rate for variants. The corresponding rates for the wild type forms are 7 and 90%. The analysis revealed that disorder programs cannot reliably predict the effects of substitutions, consequently the tested methods, and possibly similar programs, cannot be recommended for variant analysis without other information indicating to the relevance of disorder. These results inspired us to develop a new method, PON-Diso (http://structure.bmc.lu.se/PON-Diso), for disorder related amino acid substitutions. With 50 % success rate for independent test set and 70.5% rate in cross validation it outperforms the evaluated methods.
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Introduction
Proteins usually fold to their distinct three-dimensional structures. Exceptions to this are intrinsically disordered proteins (IDPs) and regions, which do not have stable secondary and/or tertiary structure under physiological conditions. These proteins have several essential functions, which link with their disordered structural state. Protein disorder is conserved in evolution and eukaryotic proteins contain more disordered regions than prokaryotic ones [Schlessinger et al., 2011] . Ordered and disordered regions have distinctive sequence patterns, both of which differ from those for random sequences. Thus, protein disorder is a distinct structural state, not just an extremely flexible form of regular structures [Schlessinger et al., 2011] . Disordered regions contain less hydrophobic amino acids than ordered regions [Chouard, 2011] and many such regions have an increased aggregation tendency, because hydrophilic residues can cluster together leading to the formation of aggregates. To avoid protein aggregation, natural selection has favored certain patterns in disordered regions.
Disordered regions appear in the functional sites of proteins Ward et al., 2004] , for example, in proteins involved in transcription, translation, cell signaling, alternative splicing, signal transduction, and molecular recognition of partner molecules [Dunker et al., 2002; Dyson and Wright, 2002; Liu et al., 2002; Ward et al., 2004; Uversky et al., 2005; Romero et al., 2006] . Disordered regions are very flexible but may not always be disordered. Ligand binding, for instance, requires ordered structure [Sugase et al., 2007] . However, in some cases, the structure remains disordered while binding [Mittag et al., 2010] .Because of their inherent flexibility, disordered segments can interact with large numbers, even hundreds, of partners , and affect protein properties such as stability [Vihinen, 1987] .
Disorder prediction methods are based on known instances, their locations in the protein sequences, and physicochemical properties of amino acids. Disorder prediction programs are mainly based on machine learning approaches such as neural networks, for instance, DisEMBL, DISpro, Regional Order Neural Network (RONN), and support vector machines (SVMs), such as DISOPRED2, POODLE-L, POODLE-S, and Spritz.
Flexibility (and the opposite rigidity) determines the possibility of a motion in a molecule or part of it [Gohlke and Thorpe, 2006 ]. Knowledge about flexibility or rigidity can, for example, simplify the task of modeling protein dynamics. The difference between disorder and flexibility is that disordered regions miss partially or completely secondary or tertiary structure, whereas flexible regions have high mobility visible in large B-factor values in crystal structures rather than missing structure. Disordered proteins and regions are highly flexible [Teilum et al., 2009] , and disordered proteins generally contain more flexible amino acids [Radivojac et al., 2004] as defined by an amino acid propensity scale [Vihinen et al., 1994] . Flexible residues differ from regular and rigid ones in their tendency to form secondary structures, be solvent accessible, and by having different amino acid distributions [Schlessinger and Rost, 2005] . D 2 (disorder in disorders) concept signifies that protein disorder is highly abundant in many human diseases . Variants, including amino acid substitutions, alter the degree of protein disorder [Zhang et al., 1995; Guy et al., 2008] . These changes may relate to pathogenicity [Thusberg and Vihinen, 2009] due to having impact, for example, on protein stability [Fisher and Stultz, 2011] , aggregation [Hartl and Hayer-Hartl, 2009] , and hydropathy . recognition and disease association of the disordered region, but nobody has investigated their effect on amino acid substitutions.
We and others have applied disorder prediction programs to analyze the disease mechanisms of single amino acid substitutions [Thusberg and Vihinen, 2006; Thusberg and Vihinen, 2007; Radivojac et al., 2008; Li et al., 2009; Mort et al., 2010] . Hu et al. (2011) and Vacic and Iakoucheva (2012) have speculated about the disorder relevance of amino acid changes and their frequency based on the predictions of disordered regions. Here, we tested for the first time with experimentally tested cases how well the prediction programs detect changes in protein disorder caused by amino acid substitutions. We noticed that the evaluated programs, and possibly similar ones, do not suit well for this task and if you use them to investigate residue changes, we recommend applying them together with other prediction programs. After noticing this, we developed a dedicated prediction method.
Methods

Datasets and Test Cases
Information about the effects of amino acid substitutions on protein disorder cannot be found in any database. Therefore, text mining of literature (PubMed abstracts) was performed to obtain experimentally verified cases of the effects of variants on protein disorder or order. MeSH terms proved useless for the elimination of irrelevant literature. The literature mining tools included OvidSP (http://ovidsp.uk.ovid.com/), QUOSA Information Manager (http://www.quosa.com/), and Biomart (http://www.biomart.org/). As clearly defined search terms were missing, numerous keyword combinations were applied. Three groups of keywords were generated and applied in combinations (Box 1). One keyword at a time from each group was combined with logical "AND". $ indicates character wild card.
All the keyword combinations were generated to search in Ovid Medline In-Process and Other Non-Indexed Citations 1950 to present dataset. Altogether, 255 articles were found. The relevance of the obtained articles was confirmed manually.
Disorder Prediction Programs
The effects of variants on disorder were studied by 29 versions of 19 programs (Table 1) including Anchor [Dosztanyi et al., 2009] , DisEMBL [Linding et al., 2003a] , DISOclust [McGuffin, 2008] , DISOPRED2 [Ward et al., 2004] , DISpro [Cheng et al., 2005b] , FoldIndex [Prilusky et al., 2005] , GeneSilico Metadisorder [Kozlowski and Bujnicki, 2012] , GlobPlot [Linding et al., 2003b] , iPDA [Su et al., 2007] , IUPred [Dosztanyi et al., 2005] , MetaPrDOS [Ishida and Kinoshita, 2008] , multilayered fusion-based disorder predictor (MFDp) [Mizianty et al., 2010] ,OnD-CRF [Wang and Sauer, 2008] , POODLE-I [Hirose et al., 2010] , POODLE-L [Hirose et al., 2007] , POODLE-S [Shimizu et al., 2007a] , POODLE-W [Shimizu et al., 2007b] , PrDOS [Ishida and Kinoshita, 2007] , RONN [Yang et al., 2005] , Softberry PDISORDER, SPRITZ Vullo et al., 2006] , and WinDiso [Holladay et al., 2007] . These methods were chosen due to their availability and accessibility.
All the evaluated disorder programs were based on the amino acid sequence information. The output varies-some programs provided disorder prediction for each residue either by classification or numeric value, whereas others generate graphs. The default parameters of the programs were utilized. Protein wild-type fasta format sequence and variant sequence were utilized as the input.
From the output of each prediction program, the disorder classification O (meaning order) or D (meaning disorder) was collected for each variant position, for both the wild-type and variant form. Of the disorder prediction programs, only WinDiso did not provide such classification; hence, all the numerical values below zero were considered as ordered and values above disordered.
Anchor ANCHOR [Dosztanyi et al., 2009 ] is based on the pairwise energy estimation approach similar to IUPred [Dosztanyi et al., 2005] . It uses basic biophysical properties of disordered binding regions and estimated energy calculations [Meszaros et al., 2007] .
Datasets for training and testing the method were 46 complexes of short-disordered and longglobular proteins, 28 complexes of long-disordered and long-globular proteins, and 553 monomeric globular proteins as a negative dataset.
DisEMBL
DisEMBL [Linding et al., 2003a] is based on three neural network prediction programs. Results are supplied as disordered by loops/coils definition, disordered by hot-loops definition, and disordered Remark-465 (regions deficient of electron density in structure) definition. Loops and coils are defined by DSSP [Kabsch and Sander, 1983] , hot-loops are the regions with high B-factors, and Remark-465 are absent from the PDB [Berman et al., 2000 ] X-ray structures.
Training set for coils prediction included one chain from each SCOP superfamily [Gough et al., 2001] . For the loops training set, secondary structure assignments were obtained from DSSP for representatives of SCOP family members. B-factors from regions of regular secondary structure were applied for normalization by establishing chain-specific cutoffs for discriminating between ordered and disordered regions. Loop regions with B-factors above the 90% quantum were considered as disordered. The training set of 1,547 sequences for prediction of missing coordinates (Remark-465) included only one chain per SCOP protein family.
DISOclust
DISOclust [McGuffin, 2008] has two steps: the prediction of the per-residue error in multiple fold recognition models followed by a simple analysis of the conservation of per-residue error across all models.
The first prediction program applies coil predictions from PSIPRED [Jones, 1999] and labels all the coil regions as disordered. The second program counts missing residues in multiple fold recognition models. The count is utilized to estimate the probability of disorder by calculating the number of times the residue was missing in a model divided by the total number of models.
DISOPRED2
DISOPRED2 [Ward et al., 2004 ] is a SVM classifier. During training, residues with missing atomic coordinates in 715 high resolution X-ray structures for ordered proteins with less than 25% sequence identity were defined as disordered. Different combinations of binary-encoded amino acid sequences and PSIPRED [Jones, 1999; Jones et al., 2008] secondary structure predictions and PSIBLAST [Altschul et al., 1997] for symmetric windows of 15 positions were exploited to train the prediction program.
DISpro
DISpro [Cheng et al., 2005b ] is a 1D recursive neural network trained with a nonredundant dataset of disordered regions in protein X-ray structures from PDB. Amino acids with missing ATOM records were considered as disordered. Then, homologous protein chains were filtered out with UniqueProt [Mika and Rost, 2003] . Secondary structure and relative solvent accessibility were predicted with Sspro [Pollastri et al., 2002b] and ACCpro [Pollastri et al., 2002a] , respectively. The filtering procedures resulted in a set of 723 nonredundant disordered chains.
FoldIndex
FoldIndex [Prilusky et al., 2005 ] is a modified version of the [Uversky et al. 2000 ] algorithm applied to disorder prediction. This algorithm is based on the local hydropathy values and net charge of the sequence analyzed by a sliding window technique. The charge/hydropathy program predicts fully unstructured domains (random coils) by applying global sequence composition (hydrophobicity versus net charge). Regions that have a low hydrophobicity and high net charge are predicted to be either loops or unstructured regions.
GeneSilico Metadisorder
First, GeneSilico Metadisorder [Kozlowski and Bujnicki, 2012] harvests predictions from primary disorder prediction programs POODLE-L, iPDA, IUPred, DISpro, POODLE-S, IUPRED, SPRITZ, PrDOS, RONN, DISOPRED2, and DisEMBL. Then, it weights the outputs of the individual programs according to their accuracies. Three separate datasets were utilized for training and benchmarking the programs. The first set was 1,147 proteins from PDB database filtered by resolution <2 Å , R-factor <0.2, length 50-1,000 amino acids, and sequence identity <20%. The second set was 566 proteins composed from Disprot (version 3.6) and CASP7 [Bordoli et al., 2007] targets. The last set was 122 targets from CASP8 [Noivirt-Brik et al., 2009 ].
GlobPlot
GlobPlot [Linding et al., 2003b] exploits the Russell/Linding scale of disorder (propensities for secondary structures and random coils) to predict regions with the propensity for globularity. GlobPlot is based on a running sum of the propensities for amino acids. It identifies interdomain segments containing linear motifs, and apparently ordered regions that do not contain any recognized domain.
iPDA iPDA [Su et al., 2007] integrates DisPSSMP2 [Hsu et al., 2011] with several other sequencebased prediction programs to investigate the functional role of disordered regions. DisPSSMP2 employs position-specific scoring matrices (PSSMP) for amino acid physicochemical properties. The predicted information includes sequence conservation, secondary structure, sequence complexity, and hydrophobic clusters.
IUPred
IUPred [Dosztanyi et al., 2005] predicts regions that are expected to be unstructured in all conditions, regardless of the presence of a binding partner. It is based on energy resulting from interresidue interactions and estimated from local amino acid compositio n. The algorithm discriminates between globular and disordered proteins. Globular proteins form a number of interresidue interactions, providing stabilizing energy to overcome the entropy loss during folding, whereas disordered regions have less of these interactions.
MetaPrDOS
MetaPrDOS [Ishida and Kinoshita, 2008 ] is a metapredictor that combines results from PrDOS, DISOPRED2, DisEMBL, DISPROT, DISpro, IUPred, and POODLE-s. The training set was collected from PDB and 10-fold cross-validation was utilized to optimize the training parameters for the SVM program.
MFDp
MFDp [Mizianty et al., 2010] combines three SVMs, which predict short-, long-, and generic-disordered regions. In addition to SVMs, it utilizes the sequence, sequence profiles, predicted secondary structure, solvent accessibility, backbone dihedral torsion angles, residue flexibility, and B-factors. MFDp was trained with 514 protein sequences that included residues from disordered regions of all sizes in 309 proteins from the DisProt database [Sickmeier et al., 2007] and 205 X-ray structures from the PDB [Berman et al., 2000] .
OnD-CRF
Predicting order and disorder by using conditional random fields (OnD-CRF) [Wang and Sauer, 2008] applies CRFs, which employs features generated from the amino acid sequence and secondary structure prediction. The OnD-CRF training dataset, derived from PDB, contained 215,612 residues, of which 13,909 were defined as disordered, since they missed coordinates in PDB entries. The features were extracted only from the amino acid sequence and from the secondary structure predicted by SSpro [Cheng et al., 2005a] . A sliding window was optimized as nine amino acids with 10-fold cross-validation.
POODLE
POODLE (Prediction Of Order and Disorder by machine LEarning) is a set of machine learning-based programs for predicting protein disorder from amino acid sequences. POODLE provides three disorder predictions according to the length of the target disordered segment. POODLE-L [Hirose et al., 2007] (L stands for a long-disordered region) and POODLE-S [Shimizu et al., 2007a] (S for a short-disordered region) are based on SVMs, which exploit 10 kinds of physicochemical properties of amino acids. POODLE-L predicts long-disorder regions, longer than 40 consecutive amino acids. The negative training set for POODLE-L was from PDB and the positive from Uversky's article [2000] and Dis-Prot [Sickmeier et al., 2007] . POODLE-S is a group of seven SVM prediction programs each responsible for a specific region of the whole sequence. It predicts shorter disorder regions. POODLE-W [Shimizu et al., 2007b] (W for a wholly disordered region) is based on the spectral graph transducer, which embraces a semisupervised learning and was trained on sequences with known structure. It predicts which proteins are mostly disordered. The training set was collected from DisProt [Sickmeier et al., 2007] . POODLE-I [Hirose et al., 2010] (I for integration) integrates three programs.
PrDOS
PrDOS [Ishida and Kinoshita, 2007] consists of two prediction programs. One is based on the local amino acid sequence and the other on template proteins (or homologous proteins for which structural information is available). The first tool applies SVM and the second PSI-BLAST. The final prediction is done as the combination of the two programs.
RONN
RONN [Yang et al., 2005] is based on neural networks and utilizes sequence alignments. Bio-Basis Function Neural Network (BBFNN) [Thomson et al., 2003] , which was originally developed for a sequence alignment-based detector of protease cleavage sites, was utilized.
The training set for RONN, which included 872 entries after filtering, was collected from Molecular Structure Database [Boutselakis et al., 2003] . Experimentally defined structures were utilized excluding multicomponent complexes. The training set was formed of 891 ordered regions and 530 disordered regions.
Softberry PDISORDER
Softberry PDISORDER (Softberry) is based on the combination of neural network, linear discriminant function, and acute smoothing procedure. It uses a window of 31 residues.
Spritz
Spritz [Vullo et al., 2006 ] is based on two SVM prediction programs: one recognizes short and the other long regions of disorder. The long-disordered regions prediction program was trained with 45 completely disordered sequences from DISPROT and 45 ordered fragments from PDBselect25. The filtered and balanced set contained 293 sequences corresponding to 34,159 residues, 17,001 of which were classified as belonging to the long regions of disorder.
Short-disordered sequence fragments were compiled from Protein Data Bank (PDB) and contained chains with at most 20 disordered amino acids sharing no more than 25% sequence similarity. The final set contained 1,017 sequences corresponding to 278,600 residues, 8,824 of which were classified as belonging to the short regions of disorder.
WinDiso
WinDiso [Holladay et al., 2007] is a weighted window SVM predictor similar to DISOPRED2 [Ward et al., 2004] . Its training and testing data included X-ray crystallographic data from domains in 1,912 families in the first fivefold classes of the Structural Classification of Proteins (SCOP) version 1.67 [Andreeva et al., 2004] .
Novel Method
PON-Diso was developed to predict the effects of amino acid substitutions on protein disorder. The classifier is based on machine learning technique called random forest (RF) classifier [Breiman, 2001] . The RF classifier is built on two sets of features: those selected from AAindex [Kawashima and Kanehisa, 2000] , and evolutionary sequence conservation features.
AAindex Feature Selection
Feature selection was performed among the characteristics available in AAindex, which contains three databases of altogether 685 physicochemical and biochemical properties of amino acids. Each entry contains numerical values for the amino acid types. There is a wide range of indices including hydropathy and secondary structural element propensities. The AAindex 1 features have a numerical index for each amino acid, whereas AAindex 2 and AAindex 3 features contain amino acid substitution matrices. Six-hundred seventeen features were left after eliminating incomplete features using AAindex1; the differences between indices for the variant and wild-type residue were calculated. The values for differences between the normal and variant amino acid were taken from substitution matrices for features in AAindex 2 and AAindex 3. Feature ranking based on Gini importance by RF yielded two most significant features.
Evolutionary Features
Sequences homologous to the query are collected with PSI-Blast [Altschul et al., 1997] and sequences with greater than 90% identity with the query are discarded (Supp. Fig. S1 ). Then, the homolog sequences are clustered with USEARCH [Edgar, 2010] so that each group has at least 90% similarity among sequences. A consensus sequence is calculated for each cluster with USEARCH. A multiple sequence alignment (MSA) is generated in an iterative procedure. Each consensus sequence is globally aligned with the query/MSA using MUSCLE [Edgar, 2004] and then the Jensen-Shannon conservation (JSC) [Capra and Singh, 2007] score is computed. The JSC scores are normalized to the length of the MSA, and then the consensus sequence with the highest JSC score is aligned with the query/MSA, and JSC score is calculated for the resulting MSA. A logical test on JSC score is performed to check whether the score for the current iteration is greater or in the range of 5% of the absolute deviation to the previous JSC score. The procedure of adding sequences to the MSA is continued as long as the test result remains true. At the final step, PSSM, a l × 20 matrix, is calculated for the MSA. l is the length of the MSA. Pca in the PSSM represents the probability of amino acid a substitution at position c, calculated from general formula of Henikoff and Henikoff (1996) as:
Here c N is the number of sequences in the MSA, ca g is the sequence-weighted frequency.
The gaps in the alignment at position c with frequency  c g are distributed to all 20 amino acids a, by incrementing count ca g by 1/20 of  c g . ca f represents pseudocount, which is calculated based on substitution probabilities (Tatusov et al., 1994) , c B is the total number of pseudocounts. When the probability is greater than 0.5, the variation is considered to change the order/disorder status, otherwise it is considered as tolerated. From the PSSM, two scores for the probability and the mean probability at the variation position, the JSC score of the finalMSA, and the decision based on probability are collected and used as features for the RF classifier. To speed up the process of calculating the MSA, after every 10 iterations, consensus sequences having JSC score below a certain threshold are discarded. The threshold was set based on empirical study of known variations.
PON-Diso Classifier
The PON-Diso classifier using R interface (http://cran.rproject.org/web/packages/randomForest/index.html) was built based on the selected six features, two AAindex features and four evolutionary features. The number of variables randomly sampled at each split was set to three and the number of trees grown as 500. The training of RF was carried out using samples of disorder-related effects on amino acid changes (Supp . Table S1 ). Since there were only three cases of D to O change, they were excluded and the remaining 98 variants were used to train the RF. AWeb server was installed to run PON-Diso. It is available at http://structure.bmc.lu.se/PON-Diso/. PON-Diso provides the user with aWeb-based interface to submit a protein and variants to predict the effect of amino acid substitutions. Users can either submit one or more protein identifiers (Ensembl ID, RefSeq ID, or Swiss-Prot ID) or protein sequences with their corresponding variations.
Results
We examined the usability and reliability of protein disorder programs on predicting changes to protein structural disorder/order caused by amino acid substitutions. For this purpose, we performed literature search and collected a dataset of 101 residue changes in 31 proteins and then evaluated them with 29 versions in 19 protein disorder prediction programs.
Protein structures are dynamic and in constant movement. Folded protein can partially unfold and refold back to normal conformation (Fig. 1) . There are numerous structural stages and possible transitions between them [e.g., Chiti and Dobson, 2006] . For the assessment of the predictor performance, we collected variants for which information about their misfolding was available. Unfolded protein has four possible destinies; it will be either refolded, degraded, aggregated, or sequestered. Since aggregation is a distinct process for which a number or specific prediction tools are available, including Aggrescan [Conchillo-Sole et al., 2007] , PASTA [Trovato et al., 2007] , Tango [Fernandez-Escamilla et al., 2004] , and others, we concentrated on misfolding-related cases, which disorder predictors should be able to address.
Test Set
With extensive text mining, we identified from literature 101 cases (Supp. Table S1) in 31 proteins in which the effects of the amino acid substitutions on disorder are known. Search for the test cases was demanding because the effects of substitutions on disorder have been studied in few articles only. We optimized the search key words and then applied them in combination to mine PubMed abstracts. Finally, we curated the obtained results manually. The dataset is available from VariBench [Nair and Vihinen, 2013] , a database for variation effect datasets, along with Variation Ontology (VariO) annotations [Vihinen, 2014] .
The variant effects have been studied by structural methods including X-ray crystallography, NMR spectroscopy, small-angle X-ray scattering, circular dichroism or fluorescence spectrometry, or by immunological analyses to reveal unfolded protein response caused by accumulation of unfolded proteins to endoplasmic reticulum.
Test Set Features
Protein order/disorder is not affected by 39 of the variants, 31 of them retain the ordered and eight retain the disordered state. These cases are considered as the negative test set, TNs (true negatives). Sixty-two variants affect protein structural order. These cases are considered as the positive test set or TPs (true positives). In 59 cases, the variant increases the structural disorder and only in three cases decreases it. The test is biased to the cancer variants containing 36 cases of BRCA1 variants.
We employed PON-P portal (http://bioinf.uta.fi/PON-P) [Olatubosun et al., 2012] to submit the test set to eight investigated disorder prediction programs. The other programs were used from the Web services of the programs. In the test set, amino acid residue distribution is biased because the original residues contain altogether 12 arginines, 11 aspartic acids, and nine alanines, whereas the variant residues include 12 alanines, nine serines, and eight asparagines. The most common residue substitutions are four cases from cysteine to serine and from isoleucine to valine. TP variants changing from disorder to order had two aspartic acids as original residues and two alanines as altered residues. Fifty-nine TP variants from order to disorder contain eight alanines, six arginines, and five isoleucines, serines, and tryptophans as original residues, whereas the substituted residues include six alanines and five leucines and prolines. The biggest number of cases in the changes from order to disorder was three cases from alanine to proline. Due to the low number of cases, more detailed statistical analysis of distributions was not feasible.
Additionally, we studied the effect of the residue types by organizing the variant and original amino acids in to six groups according to the physicochemical properties: hydrophobic (C, F, I, L, M, V, W, and Y), positively charged (H, K, and R), negatively charged (D and E), conformational (G and P), polar (N, Q, and S), and A and T [Shen and Vihinen, 2004] . The change from order to disorder is conserved in the variant in the same physicochemical group in nine cases and changes in 50 cases. All three changes from disorder to order changed the physicochemical group.
Performance of Protein Disorder Prediction Programs
The results for the capability of the disorder prediction programs to predict the type of the wild-type residues at the variant sites are in Table 2 . The success rate is not very high. Disorder prediction programs are clearly better predicting negative cases not involved in disorder than positive cases having disorder. The success rate for the negative cases varied between 48.5% and 90.1%, whereas results for positive cases vary between 0% and 6.9%. DisEMBL version for loops/coils definition and POODLE-I are the best prediction programs for positive cases, but have high false-positive rates of 44.6% for DisEMBL and 10.9% for WinDiso. Their TN rates are among the poorest in this validation with 48.5% (DisEMBL) and 78.2% (POODLE-I). Dispro and POODLE-S are the best predictors for the negative cases with the false-negative rate of 5.9%. The best overall disorder predictors for wild-type residues are Dispro and POODLE-S with high TP and TN rate of 91.1%.
Results for the analysis of the effects of variants on protein disorder are in Table 3 . The conclusion is that the programs have a relatively low success rate in detecting the changes caused by amino acid substitutions. These programs are especially poor in predicting the change from disorder to ordered structure and order to disorder, as the success rate in these cases varied from 0% to 5.9%. On the other hand, the predictions of negative cases, which indicate no change in disorder, had somewhat higher accuracy: the success rate varies between 21.8% and 33.7%. However, there is a massive false-negative rate (56.4%-70.3%).
OnDCRF and Spritz short disorder have the highest number of TPs, yet the value is only 5.9%. All the other programs have TP rate maximum of 5% and many have only 0%. The best FP results, 0%, were obtained by DISOclust, Dispro, iPDA, MetaPrDos, POODLES for missing residues, POODLE-W, and PrDos, whereas the worst was 7.9% for WinDiso. Nevertheless, the good FP results are not because of reliable predictions as Dispro, MetaPrDos, POODLE-W, and PrDos did not predict any of the variants to increase disorder, whereas iPDA predicted just one variant, and DISOclust and POODLE-S (for missing residues) for three variants.
Results for TN rate are significantly better ranging from 21.8% for DisEMBL to 33.7% for OnDCRF and Spritz long disorder. Even these results are due to the overprediction of negative cases, FN values ranging from 56.4% to 70.3%.
Picking the best program is impossible as the performance figures differ for positive and negative cases. Although certain programs obtain good FP characteristics, that is achieved with the cost of very high FN, because virtually no cases are predicted to affect the structural order state. OnDCRF could be considered as the best overall program, but TP of 5.9% and TN of 33.7% are far from practically applicable range. A sequence profile-based program RONN may have suffered from the close similarity of the wild-type and variant sequence used. However, its results are not worse than for the majority of the predictors. Softberry PDISORDER could not predict all the cases missing two.
PON-Diso Classifier
A new predictor, PON-Diso, was developed (Supp. Fig. S1 ) for the analysis of effects of amino acid substitutions. Its performance was evaluated using an independent test set and fivefold cross-validation. First, 10 variants (10% of the dataset) were selected and used only as independent test set to assess the performance of the final predictor. The remaining cases were partitioned into five groups by randomly stratifying proteins and variations so that all the variations in a protein were always in one set.
Feature selection was performed five times by using the different combinations of partitions, one of the partitions was always used for testing. Gini index from RF was used for ranking features resulting in five sets of selected features. A union set of these features was created. To dimensionally reduce the union set, second feature selection using RF classifier-based Gini indices was performed giving rise to two most significant AAindex features. These features are FINA910103 (AAindex code) helix termination parameter at position j-2,j-1,j [Finkelstein et al., 1991] and KOSJ950102 context-dependent optimal substitution matrices for exposed beta [Koshi-Goldstein, 1995] .
For cross-validation, five RF classifiers were trained on four partitions of the training set using the two most significant AAindex features and evolutionary features. The average classification rate on remaining partition was computed to be 70.4% for the five combinations. On independent test, the classification rate of the final PON-Diso method is 50%. This performance is clearly better than for any of the tested disorder methods and can be used for the analysis of amino acid substitutions. Due to the small number of cases, it is not possible to use all the measures recommended for reporting the performance of predictors of this kind [Vihinen, 2012 [Vihinen, , 2013 , instead classification rates are shown for percentages of cases correctly classified.
Discussion
We evaluated the applicability and reliability of disorder prediction programs for predicting protein disorder changes caused by amino acid substitutions. The test set included 101 amino acid substitutions. We developed a novel method for predicting the changes in disorder caused by amino acid substitutions. The tested disorder prediction methods are for detecting longer disordered regions in protein sequences, whereas PON-Diso is to our knowledge the only one dedicated for this purpose.
The performance of the disorder prediction programs on the wild-type residues of variation sites was relatively low (Table 2) . Moreover, we noticed that the programs that were good at predicting negative cases often had the high false-negative rate, whereas good positive predictors had the high false-positive rate. If a program predicts all the cases to belong to one class, it inevitably has a high false-positive/negative rate. Our novel method predicted the independent test cases 50% correct, and thus outperforms other methods in this evaluation. However, due to the small size of the test set possibly causing random effects, we consider the crossvalidation result of 70.5% to be more reliable and to better describe the performance of the method.
From the perspective of utilizing disorder prediction programs to predict the effects of amino acid variants, the tested programs performed poorly. Disorder prediction methods are available for many different lengths, but not for very short regions. None of these programs have been trained for amino acid substitutions. Even the study of length-dependent predictor performance excluded short 1-3 residue regions [Peng et al., 2005; Yue et al., 2006] as was done, for example, in CASP9. Comparison of the short-and long-disorder region predictors of Spritz showed that short disorder is slightly better in predicting positive cases, 5.9%, as compared with long disorder, 1.0% (Table 3) . As our test set indicates, single amino acid substitutions can have profound effects on protein order/disorder. Some disorder prediction programs have been evaluated previously in Critical Assessment of Techniques for Protein Structure prediction (CASP challenges): CASP5 [Melamud andMoult, 2003] , CASP6 [Jin and Dunbrack, 2005] , CASP7 [Bordoli et al., 2007] , CASP8 [Noivirt-Brik et al., 2009] , and CASP9 [Monastyrskyy et al., 2011] . CASP9 had 117 proteins (98 X-ray and 19 NMR structures) that were used to test 32 participants, 22 servers, and 10 human expert groups. A residue was considered being in a disordered state if it did not have spatial coordinates or displayed a high conformational variability across different X-ray chains or NMR models. This dataset was biased toward shorter disordered regions. After eliminating short segments (more than four amino acids considered as noise), the assessment set included 26,075 residues of which 2,417 were classified as disordered. The best performing methods on the CASP9 set were PrDOS2, DisoPred3C, MULTICOM-refine, Zhou-Spine-D, Zhou-Spine-DM, CBRC Poodle, biomine dr pdb, biomine dr pdb c, GSmetaDisorderMD, GSmetaserver, OnD-CRF, Mason, and McGuffin. The accuracies of these methods varied between 0.661 (biomine dr pdb c) and 0.754 (PrDOS2), whereas MCC varied between 0.274 (OnD-CRF) and 0.508 (DisoPred3C). Due to the small size of our dataset, the calculations of parameters as accuracy and MCC and ROC curve would not have been meaningful, although strongly recommended for larger datasets [Vihinen, 2012; Vihinen, 2013] .
We could not evaluate all the disorder prediction programs published. No Ordered Regular Secondary Structure (NORSp) [Liu and Rost, 2003] and MD [Schlessinger et al., 2009 ] are part of Predict-Protein service and thus not freely available, whereas SEG [Wootton, 1994] offers the low complexity region information in a form that was not possible to compare with other programs. Similarly, results of MULTICOM were difficult to interpret. Scooby-domain [George et al., 2005] was difficult to interpret for this purpose. Dismeta (http://wwwnmr.cabm.rutgers.edu/bioinformatics/disorder/), DNDisorder [Eickholt and Cheng, 2013] ,DRIP-PRED (http://www.sbc.su.se/_maccallr/disorder/cgi-bin/submit.cgi), Hydrophobic Cluster Analysis [Gaboriaud et al., 1987] , IUPforest [Han et al., 2009] , MeDor [Lieutaud et al., 2008] , PreDisorder [Deng et al., 2009] , and SPINE-D [Zhang et al., 2012] did not work when we tested them.
Due to the large number of the methods, all of them could not be tested. However, we included all the possible programs fromCASP9. Many of the CASP9 methods combined a prediction program and human expertise as Zhou-Spine-D is the combination of Spine-D prediction and Zhou's expertise.
Conclusion
Our main conclusion is that general disorder prediction programs are not applicable to detect the changes in disorder caused by amino acid substitutions. Therefore, we do not recommend utilizing the evaluated tools as the only predictors for variation effects. Nonetheless, they might prove useful if employed together with other types of protein effect predictions [Thusberg and Vihinen, 2006; Thusberg and Vihinen, 2007; Mort et al., 2010] or applied in predictions with the wide spectrum of features [Li et al., 2009 ]. However, even in these cases, the emphasis of disorder predictions should be low except for PON-Diso predictions. 
