The purpose of this study is to analyze the health status in Romania at regional NUTS3 level together with its influential socio-economic factors. Apart from statistical and classical econometrics which are being used in most studies, a spatial analysis has been conducted in order to determine possible similarities and dissimilarities among regions, accounting for the fact that events taking place in a specific area are interrelated with the events in the neighboring regions. The negative distribution of the dependent variable, life expectancy, involves the use of Quantile Spatial Autoregressive Model which also allows to observe the socio-economic and environmental factor influences in different parts of health status proxy distribution. The analysis has led to the conclusion that greater the gaps between rich and poor, or greater the difference between less versus better educated, the greater the differences in health status and life expectancy are. Hence a need for policies designed to reduce territorial health disparities has been identified across Romania's counties. Moreover, Computer Vision and Deep Learning techniques have been used in order to showcase data collection for urban green spaces variables given that more than half of the globe population is living in urban areas and urban greenery has a high positive influence on health. Using Deep Learning on this particular matter together with the Quantile Spatial Autoregressive Model is an innovative approach that has the main aim of improving the classical econometric modelling.
Introduction
It is a well-known fact that regional gaps in education and income are causing health status discrepancies between Romania's regions (Balan, 2011) . An increased educational level creates opportunities for a better health status through a better working environment, social and psychological benefits, better home location, social acceptance, decreased stress level, healthy eating habits, healthy leaving urban environment, and so on. Also, early childhood conditions can affect the health and education for the entire lifetime (Baum & Payea, 2013; Conti &Heckman, 2010) . In this regard, there is a critical need to reduce the regional gaps in order to prepare a healthy environment for the new generation (World Health Organization, 2019) . This can be done by applying the right policies in the right way, as only the right ones might offer value for the public health amounts spent (National Institute for Health and Care Excellence, 2013). Regional disparities are of particular interest in recent years, especially following EU actions and policies regarding integrated development and territorial cohesion. In the literature, there are lots of studies on this topic but basic statistical and econometric techniques were mostly mentioned (Harvard School of Public Health 2010; Olshansky et al., 2012) .
Literature review
Inequality in mortality is a recurring global phenomenon although it is the target of several public health policies. Despite the financial crisis, the EU experienced an improvement in the health status of the least educated. Differences have not become higher since 2008, with the EU being able to manage the crisis well. As period of study, the 1980 -2014 years' interval has been taken in consideration. The type of the analysis was quasi-experimental on time series (Mackenbach et al., 2018) . Other studies are investigating the impact of socioeconomic factors on HLY (Healthy Life Years) in the case of females and males, at the level of EU countries. As a methodology, quantile spatial regression was used with data for the year of 2014. No significant relationship between GDP and HLY has been identified. One important fact to be observed was that the spatial AR parameters and their significance differ from one quantile to another (Trzpiot & Orwat-Acedanska, 2017) .
The difference in the magnitude of socio-economic factors in mortality varies from one region to another and these differences have not been satisfactorily explained. Authors Johan P. et al. are looking at the 1970-2010 period using hierarchical linkage models. As a result, it has been found that variations between regions are explained based on the oscillation that are having place in factors like smoking, excessive alcohol consumption and poverty (Mackenbach et al., 2017) . In other studies, there are trials to measure the quality of life in the EU through multiple perspectives: individual, socio-economic and territorial. This is done by creating a synthetic indicator. It is hoped that the built indicator will be robust and analyzed from an econometric perspective. There is a pursue for determining the factors of influence but also a gender analysis. The conclusion is that, due to gender differences, public health policies should be addressed in this regard (Arechavala & Espina, 2018) .
Education has been mentioned as a very important factor for the analysis but in the literature there are disagreements about the causality and significance of the influence of education on health. There has been an analysis performed on 89 articles from 25 countries examining over 25 health outcomes, with over 600 individual estimates. As a conclusion Rita H. is showing that education has mixed but largely beneficial effects on health indicators (Hamad R. et al. 2018) . More than that, the influence of circumstances at birth, on the future state of health is measured. Data is collected from SHARE and ELSA. Methodologically, the OLS and the quantile model were used. Incorporating explanatory factors of early life conditions increases the explanation of Y variation. The quantile regression marks countries with higher income levels and better health (Pasqualini, 2017) . Again, for the analysis, is observed the importance of quantile regression.
Discussing about the factors that are bringing influence on the health status, there should be accounted several studies that are not only mentioning the neighboring implications and the social network but also the natural characteristics of the environment in which the populations are living. There are plenty of studies from the field of epidemiology that are looking at the influence of green spaces in urban areas. The ecological factors are proven to have a great impact on our life expectancy, mortality, etc. For example, air pollution has a known negative impact on health, especially in urban areas, but at the same time should be taken into consideration the positive impact that can be brought by the urban greenery like public green parks, street side trees or even greenery that is applied on the buildings, the impact being an increase in life expectancy (Jonker, 2014) . This is being brought into attention as more than half of the earth population is living in urban areas. Not only the percentage of green spaces out of the total urban area is important but also the facile access to it.
In the vast majority of the urban areas in EU and also in the world, the urban population is dense and is becoming denser. The green urban spaces are a factor that impacts the life expectancy, these green distribution is varying significantly from one city to another and are very different. This brings the Geographical Informational Systems in discussion. Being so important, the green spaces are needing an in depth and special attention. A study performed on 386 European cities is showing that the green spaces depend a lot on the surface of the cities; small cities with large number of inhabitants are more compact so the green ratio per inhabitant is smaller, but also if the cities are bigger with more greenery, the risk of green areas to be too far from the persons living in those cities can arise. As many cities are in development and becoming more and more crowded there is an increased worry on the health status of the ones living there (Fuller & Gaston, 2009 ) and more attention is paid on the greens as the contact of human with nature is so important (Maller et al., 2005) .
A study performed by the European Forum for Geography and Statistics on Sweden data is showing again the importance of green spaces for the sustainability of urban areas. The importance of green spaces is stressed but also policies that facilitate access to it. The classification methods used are being done at a pixel level (European Forum for Geography and Statistics, 2015) . This is critical especially for Romania, as a report of the EU Commission is showing that even if efforts have been done in order to reduce air pollution, a significant part of the cities have issues with it and even if, for example, Brasov in Romania, has 40% green spaces, its population cannot access it within walking distance. In multiple cities from Bulgaria and Romania there are issues with the existence of the green spaces for cities neighborhoods. The Urban Agenda for EU and The 2030 Agenda for Sustainable Development of United Nation are paying attention to the quality of life in urban areas and urban green spaces are an element that can improve it as even small green plants applied on building walls can reduce hot temperature, improve the air quality and offer a better psychological state (European Commission, 2016).
Methodology
Following the methodology, the study is being split in three phases: phase 1) which is accounting for the spatial and econometric modelling of a narrow range of factors, phase 2) is including more factors into the analysis and more recent data, the last available is for 2016 and where values are missing due to the method in which factors are measured, data is being carried forward from previous period as in Trzpiot and Orwat-Acedanska (2017) and phase 3) which is aiming to use computer vision and deep learning methods in order to obtain data regarding urban green percentage, distribution but also access to it.
Phase 1 -GIS and Spatial modelling versus OLS
For phase 1) have been used methods like spatial descriptive statistics, spatial analysis and spatial econometrics. From the perspective of the weighing matrix for each point (or areal unit), its spatial relationship was identified with all the other points (or areal units), resulting in the use of the queen matrix; I. Moran, (G*, Gi); Moran's I is perhaps the most widely used method of testing for spatial autocorrelation, or spatial dependencies. It compares the value of the variable at any location with the value at all other locations. Other indices of spatial autocorrelation commonly used include: Getis and Ord's G-statistic (1992) -For non-negative values only.
LISA is an analysis of the local indicators of spatial association. The study has been piloted on the following variables: DMV -Average Life Expectancy (Proxy Life Status), NML -Net Earned Income and BCH -Education Level. Logarithmic transformations have been used to normalize the data and for the ease of result interpretation. Econometric Modelling has been done following the test for spatial autocorrelation in OLS residuals. Spatial lag was detected (LM<0.05) resulting in S-LAG. Dependencies exist directly among the levels of the health indicator proxy. With spatial lag in OLS regression, where the assumptions of uncorrelated error terms and independent observations are violated now, a model fit improvement has been reached by controlling the spatial dependence. The Heteroscedasticity was eliminated after introducing the spatial lag term, obtaining Breusch-Pagan p>0.05; all performed in GeoDa.
Figure 1. Health Status, I Moran on the left and LISA at the right, analyzed in GeoDa with 999 permutations, the graph is showing the stable clusters only and depicts a positive presence of spatial autocorrelation
Source: Authors' own research
Phase 2 -A Quantile robust approach to SAR on a wider model
The spatial analysis approach was sustained with the purpose of capturing the regional interdependencies and gaps. In order to describe better the variations from the endogenous variable, more relevant exogenous are needed in the modelling. More than that, analyzing the data from at a quantile perspective will bring more clarity to the end goal of the study and a better modelling for the dependent variable as its distribution is getting a high attention.
The new set of exogenous depicts data values for average age of women at birth, household income, internet access, population between the ages of 18 and 24, who is not employed or dampens education, population aged 18-24 who abandons education, members of households with very low workloads, individuals at the level of extreme poverty and social exclusion, participation in education and training of people aged 25-64, number of beds in hospitals, unemployment, rate of crime, R & D expenditure, monthly average net earnings, level of education, CO2 emissions, alcohol consumption, depression, sport activity, tobacco consumption, frequency of internet access and GDP per capita. A limitation was that for some variables there was no information found or information with an increased proportion of missing values at NUTS 3 level. The complete list will be considered for NUTS 2 or country level analysis when it will be performed at the entire EU level. In this point, the analysis is being piloted only for NUTS 3 regions of Romania. As it has been mentioned, is important to notice the distribution of life expectancy ( Figure 2 ). The negative skewness in the distribution of life expectancy which is the proxy for health status in this case can be observed. The significance and relevance of the OLS estimators, even for the spatial ones, can be misleading as they are based on mean and need a similar distribution to Gaussian one if accurate findings are being chased. From here the root of the need for quantile approach. In this matter the attention is moved to Daniel McMillen's McSpatial R suite. The focus is on "qregspiv" -Instrumental Variable Estimator for the Spatial AR Quantile Model. As per the manual description it uses the Kim and Muller (2004) or Chernozhukov and Hansen (2006) method to estimate a quantile version of the spatial AR Model. It estimates a quantile spatial regression and is considered a "novelty" function. It will enable to study the dependencies between variables at the different levels of quantile in the response distribution (McMillen, 2015) .
As a starting point, for the quantile regression there is the conditional quantile function which has the following form:
For, -vector of parameters, it contains the sensitivity of the coefficients of the conditional quantiles when changes are happening in the covariates. Y1,Y2,...Yn are random variables of P(Yi < y) = F(y -Xi′ ). Then we have the obvious Xi=(Xi1, Xi2,...,Xik)' X = (X1, X2, …, Xi)′, where i = 1, 2, …, n. F is an unknown function. The conditional quantile function is ( | ) = −1 ( | ) and tau is the quantile order ranging between [0,1]. Taking into consideration tau, the equation will take the form
It can be observed that the epsilon i tau distribution is unspecified and the model involves the fact that one quantile of distribution Yi depends on Xi. The estimate of a model is being done once for each specified tau a quantile is given. Because of the good robustness, this process is being looked as a non-classical one, the quantile equation is determining the influence of factors on one specific part of the Y distribution.
The SAR (spatial autoregressive model) has the well-known form of y = + + , ~(0, ), where Y is the vector of the realization of the dependent variable, W represents the spatial weighting matrix, X the factor matrix and e the term of error. In addition, the presence of ρ , the term spatial lag, can be observed. It can be seen as a simple linear regression plus the spatial term as it has been observed in he first approach of this project. The spatial autocorrelation is measuring the correlation between the value of the variable in a location and the value of the variable in a different location. In chases like heteroscedasticity, asymmetric distributions in the error terms, fat tails or outliers, the power of the estimators and of the inferences is week. The SAR model is focusing on the central part of the response distribution, which has been observed already. Due to these listed, the Quantile SAR is being introduced.
The QSAR model is combining the mentioned two modelling approaches, and has the simple form of Y = ( ) WY + X β ( ) + ϵ ( ) , with ≡ ( ) ( | ) , ( ) represents the quantilic parameter of the SAR with tau order, β ( ) is the parameter vector and ϵ (τ) is is containing the independently and identically distributed terms of a random variable with an unspecified distribution. The term ( ) WY consists in the spatial lag of the dependent variable which is leading to endogeneity problems resulting in the use of instrumental variables to estimate WY = * ( ) + * ( ) + ε * ( ) . The first step in the estimation is to calculate the forecasted values through the just mentioned equation WŶ = ̂ * ( ) + ̂ * ( ) . The second step is to use the estimated values as exogenous type variables in the original model Y = ( ) WY + X β ( ) + ϵ ( ) . This modelling has been performed using the QSAR R package.
Phase 3 -Augmenting QSAR modelling through Computer Vision and Deep Learning
The last paragraphs for the introduction have proven the importance and the positive influence that green spaces take in the urban areas, starting with green public parks to trees at the side of the roads to even green plants applied on buildings. Computer Vision is proposed to be used to measure the green proportion and distribution for the urban areas. This analysis is performed in this study only as an introduction for further research due to the high amount of data that will be collected for Romania. It implies hundreds of gigabytes of high definition terrain maps and also images from the streets of the cities.
One might think at the traditional approach of seeing the cities from the above, using maps and statistical data from parks, but not all the cities have complete data on urban green areas and also the traditional tools of remote sensing are expensive. Now, with the advancements of technologies and more open source data, there are maps available from which the amount can be extracted and the proportion of green surface in a city can be calculated. What is missing in these studies is the fact that the population of a city is experiencing the green in a totally different manner than is being measured from the above. Senseable City Laboratory of MIT are measuring urban greenery by doing a mapping of the trees using Computer Vision but only for the largest cities in the world so Romania is not in their scope of work (Seiferling et al., 2017) . Other studies are leveraging Google Street View to quantify the greens that are present at a human level view, a Greenery Indices being created. For this, 360 o images are collected for the horizontal view and 180 o degrees image collection is being done for the vertical view (Li, 2015) . This way, a proxy for a human experiences is captured (Wegnera, 2016) . Both methods are combined in the present study as shown in Figure 3 . Computer Vision is used as recent developments in Deep Learning made it accurate and significantly cheaper than other methods like LiDAR which more accurate but also more expensive and hardly accessible to be used for the cities of interest in our study. In current phase 3) approach, the first step is to use shape files that are giving the delimitation of urban areas, to which is added actual terrain data from which it can be extracted the proportion of green area. In order to observe the distribution of the green surfaces within a city by neighborhoods, a neighboring delimitation GIS extracted from google maps is added.
In order to perform this task, Python is used with the OpenCV (2019) package, which is an open source package for Computer Vision. A masking technique is utilized, which creates regions of an image that is following some rules. Because GBR (Green, Blue, Red) approach is limited in color range, HSV (Hue, Saturation and Value) has been chosen in order to select the greens from the map images (Handmap, 2019) . The mask will result in an object that will contain the greens. In simple terms, the input image is transitioned from GBR to HSV color-space and the HSV image will contain in the end the green surfaces only. This can be observed into the analysis that has been performed in python. The input image used is of the Faculty of Economics and Business Administration from Cluj-Napoca, which has a significant area of green space in front of it. Figure 4 is showing how a simple Computer Vision package task has been performed into a HSV color space and has as a result the highlighting of the green space only. One limitation can be noticed and that is the case of shadows of the shrubs, bushes or even in the case of the trees, where the model is unable to identify the shadow as being a green space. Also some reflections from on top of the building are being classified as greens but in a very low percentage.
Figure 3. In the left is the raw image of the Faculty of Economics and Business Administration, Cluj-Napoca, Romania, viewed from the above with the help of digital maps. At the right side is the result of the Computer Vision task which is selecting only the green places under a certain level of accuracy. The analysis has been performed in Python
Source: Authors' own research and Google Maps The above results are being able to offer the proportion of green spaces in an area. This is being done by taking into account the pixels classified as green area divided by the entire area and multiplied by 100. The same is to be performed at the urban level. Using the shape file, the urban area is being delimited and analyzed as in the above using the model that was generating the above figure. More than obtaining the percentage of green areas in an urban city, the GIS and google information can be used in order to determine the distribution of a green place within a city. In addition, in order to capture a closer to reality green indicator a similar technique used by Li X. [21] is used also in this study. It consists in using Google Street View data. This can be achieved by creating a code in python, which will be connected to Google Street View via an API and will download the data in automatic, available being multiple ways (SVD360, 2019; Google Maps Platform, 2019; PyPI, 2019) . The data is being downloaded for the entire range used by a human to observe things, in this way the experience of the citizens living in that particular urban area can be captured, as in in Figure 5 . One issue is observed as being related to the way in which the green is detected accurately especially for the Google Street View image. The Street View Photo has been taken in fall, so the big tree in the left of the picture is not entirely green. It has a rather yellowish color. This will be addressed in the next part. Above, in Figure 6 , the masks can be seen, white pixels are green areas and black pixels are representing the rest of the area. The division will give the proportion of green in the total. Also using the masks in black and white makes easier to follow how the model is performing in automated in python but also only by looking at them.
Figure 6. In both pictures is the same building from a street in Cluj-Napoca. Looking at the left side of the figure, from a remote sensing approach the greens growing vertically cannot be observed. The information provided by Google Street View images gives a total different perspective as the vast majority surface of the building is covered in green plants

Source: Google Maps and Google Street View
This analysis is limited to green spaces only and not to other structures that are perceived as being beautiful, which have also been found to improve the psychological status of the individuals. Also it has not been take in consideration the fact that some green fields might not be appealing for the human eye. Taking into consideration the evolution of human, an open green space, might trigger feelings of danger in a person given the lack of places to hide, that is why areas with trees are proven as being more scenic for humans (Seresinhe et al., 2017) .
Another reason why Google Street View data is very useful, is the fact that it can capture the plants that are growing up on buildings, which can be rich and observed from a street level but not from the above, this is illustrated in Figure 7 . Also, there are cases where vegetation is layered and trees are on top of other greens, covering them. Again, that information cannot be captured in the classic approach.
The classic approach of using Computer Vision with HSV color-space is failing to detect nature in fall and also trees in other colors than green. In order to increase the detection accuracy, an object detection approach has been put into place. The first approach in the chase of improving the accuracy was to detect trees using Computer Vision and Deep Learning. This was possible using again the Open Source Computer Vision Package with YOLO. The approach is a very fast one, YOLO meaning You Look Only Once OpenCV, 2018) . The image is divided in 13 by 13 cells and each cell is responsible to make a prediction. Due to this approach it is faster than R-CNN also. YOLO was able to give good results but not detecting all the nature and it detects only the trees, and mistakenly assuming that some of the shrubs and the bushes are trees (Nayak, 2018; Machinethink, 2017) . The approach can be seen in Figure 8 .
The most accurate method piloted is sematic segmentation, which has been performed using OpenCV and Deep Learning. The semantic segmentation algorithms are trying to split the image in pieces that are making sense. During this task, the algorithm is also trying to classify the pixels and assign them to a specific class, in this case it is vegetation or other parts that are composing the image. The applied deep learning architecture is the ENet (Paszke., 2019) . The main benefit of the ENet architecture is that is very fast and can compete with bigger deep learning neural network architectures As mentioned the semantic segmentation using ENet is done using OpenCV. The color legend is created also in OpenCV. . An additional package is used, called imutils the package is making the image processing operation easier (Imutils Package, 2019) . In order to execute the semantic segmentation, the ENet model is loaded in python (which is already trained) and a blob is created as input. The raw image input is being parsed through the deep learning architecture. As a result, is taking into consideration the label, each pixel is being classified and also covered in a transparent label color. In order to maintain the correspondence between classes, labels and image, the nearest neighbor interpolation is used . The semantic segmentation is being able to detect the entire surface covered by the tree, which has been an issue in previous approaches. It detects other trees and related bushes and shrubs as being vegetation and the rest of the green area is considered terrain. Adding the surface of the two, the surface of greens can be obtaining. Looking at the Y values combined with the GIS, the quantile distribution by NUTS 3 regions of Romania in figure 3 can be seen. The leading counties are Bucuresti, Valcea, Brașov and Cluj. On the other side counties like Tulcea, Giurgiu, Calarasi and Satu Mare can be observed. For the 2nd quantile the counties are: Bacau, Botoșani, Ialomița and Teleorman, third is made of Dolj, Olt, Hunedoara, Bihor and Maramureș. This list helps in knowing the counties forming the quantiles useful in understanding the results of the QSAR from Table 1. In addition, quantile number seven contains counties like: Covasna, Neamț, Iași and Ilfov, Q8: Arges, Alba, Vrancea and Bistrița-Năsăud, and Q9: Timiș, Sibiu and Harghita. By using the quantile regression, the influence of the socio-economic factors on the proxy variable for health status at various points of its distribution can be observed. It is easy to notice that the factors have volatile coefficients both in value and in terms of significance from one quantum to another, from one group of counties belonging to a quantile to another. A concrete example is income and education, as illustrated also in the well-known in the field Preston Curve (Hussain, 2011) . This being said, from one point, income is losing the influence and education is becoming a stronger factor in determining the state of health.
Also the QSAR modelling coefficients are aggregated in Table 1 , where, highlighted in bold, a coefficient significant at a significance level of 5% is visible, the rest of the coefficients are significant at a significance level of 10%, and the blank spaces have significance lower that 10% significance level. For the first quantile there is no significance in the factor parameters. Same is valid for quantile numbers 5, 6 and 10. The spatial influence is present in quantiles 2, 3 and 4 and is showing a positive spatial autocorrelation, displaying that the values from the neighboring counties are influencing each other's. The special cases of negative spatial influence are going to be addressed through a Durbin Spatial model. Income and Education have been discussed and Criminality is shown as having negative impact in quantile 7. In regards to Computer Vision techniques and deep learning, piloted on some sample images gathered from one county in the analysis (Cluj), successful results have been obtained in using HSV color-range. Even if performing quite well, and better than traditional approaches or extremely faster than using a human encoder, this approach has failed to detect green spaces in areas with shadows and also it has failed to detect nature in fall season, or trees having very different color than green. In the case of HSV applied on the street view greens, the green detected out of the total was at 15% which can be seen again in figure 5 as being a not so complete and accurate response, as part of a big tree in the first plan is missing. Using semantic segmentation with computer vision and deep learning, the surface of green detected out of the total was almost double, at 29%, especially due to the fact that the hard detectable tree has been accurately classified as vegetation.
Conclusion
Territorial inequalities in education and income are generating inequalities in the health status across Romania's counties. As the Preston Curve is showing, for developing countries the impact of income on health is higher but it is overtaken by education in the latest quantiles and once the threshold of income is above a certain threshold. From an increased range of factors that have been considered for the analysis in the second part of the research, again, socio-economic factors like education and income are proven to have the highest impact. Many epidemiology studies, show the importance of urban green spaces in the context of the fact that more than a half of the globe population is living in urban areas. This study tries to collect data for modelling using computer vision and deep learning techniques to detect the amount of urban green spaces viewed from a map remote sensing perspective, but also looking from the level of a city inhabitant using Google Street View images.
Further research should be carried on to complete the image segmentation tasks to collect data at the urban level for Romania. It is desired to observe the evolution of Health Status in time and space across Romania's region and also to extend the study at NUTS 2 regions of EU. A spatial panel modelling is in scope for spatiotemporal variability modeling. Under Bayesian approach spatial heterogeneity, spatial dependency and the extra temporal variability, can be modeled: Bayesian Methods (Zhang & Small, 2006) (R -plm, splm), Pure Bayesian Framework: Integrated Nested Laplace Approximation INLA (R -INLA Library). A nonparametric approximation will be performed using Conditional Autoregressive (CAR). In the case of no similar spatial units, CAR is inconsistent resulting in the use of Stochastic Partial Differential Equation (Spatial Matérn) where the structure of spatial covariance is specified using Delaunay Triangulation. CAR is not adequate if spatial units are not similar and arranged according to a specific pattern. As the spatial weighting matrix choice techniques is a limitation, an algorithm implementation has been started. A discrimination test between Bayesian models (e.g.: SPDE "stochastic partial differential equations ") and the non-parametric ('e.g.: CAR "autoregressive conditional") is recommended on the similarity spatial unit conditions. Using brightness detection algorithms spatial similarity between units is detected and comparison algorithm to discriminate between queen, rook and bishop weigh matrices is put in place; Matrix similarity test is proposed in order to determine the optimal estimation by finding the best geometric/non-geometric distance and running estimators for each. It is explored also the use of spatial quantile regression in analysis having as dependent proxy variable for health status the healthy life years (HLY) indicator and the results from the Computer Vision and Deep Learning tasks.
Also, the distribution of green spaces within a city will be taken into consideration, in order to see if the access is facile to the green spaces. The maps should also be modified in ArcGIS to include the immediate neighbors in the analysis, which might be in the case of some counties in Romania, counties outside the country. Also, gender analysis is one of the further steps required in order to better target policies, but policy makers need to treat this with hyper care in order to avoid any kind of discrimination. Also, in the case of quantile 8 and 9, t a negative sign for the spatial lag has been observed, which might trigger the need of the Spatial Durbin model to control the exogenous and the model should be altered so that it uses the quantile approach.
