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論 文 内 容 の 要 旨 
 
Chapter 1: Introduction 
Spatial econometrics is a relatively new sub-field of econometrics that deals with regression models with 
spatial interactions, and it has seen rapid development and increasing adoption in recent years. We 
introduce a typical spatial econometric model, and give a brief summary of the three topics in this thesis, 
including a threshold extension of spatial dynamic panel data (SDPD) model, illustration of bias and 
inefficiency when estimating spatial models with sample data and a corresponding correction method, 
and a least absolute shrinkage and selection operator (LASSO) estimator for spatial weight matrix 
estimation. 
 
Chapter 2: A threshold extension of spatial dynamic panel model with fixed effects 
A panel data model with spatial interactions has been gaining more attention in the field of econometrics 
recently. Many different settings, such as static or dynamic models with spatial lag (SL) or spatial error 
(SE) and fixed or random effect, have been explored with their corresponding estimation methods. The 
spatial dynamic panel data (SDPD) model with a fixed effect is one of the most popular models in spatial 
panel data analysis. 
This study focuses on a threshold extension of an SDPD model with fixed effects, especially in a 
short panel setting. Self-exciting threshold autoregressive (SETAR) models pioneered threshold models 
in time series literature, where a lagged variable is used as a threshold on which the model switches. 
Extensions of threshold models from time series to spatial data have not been conducted extensively 
except for a few empirical studies. For instance, spatial econometrics models with spatially dependent 
parameters for independent variables are attempted, whereas some of the threshold techniques in time 
series are adapted to panel data, along with providing estimation and testing procedures for non-dynamic 
panels. Meanwhile, a spatio-temporal model, which allows certain parameters to shift at a given time 
point, is also proposed.  
We consider an SDPD model with a fixed effect as our base model, which can be regarded as a 
reduced version of the general spatial panel model. The threshold extension allows the model parameters 
to switch depending on pre-determined groups, allowing researchers to examine regional differences. 
The estimation of our threshold model is based on an innovative M-estimator. We 
have chosen this method because it incorporates a bias correction mechanism to achieve better accuracy 
and robustness over quasi-maximum likelihood (QML) methods in short panel settings. The M-estimator 
obtain the estimation result by solving the adjusted score function of the model, and since (i) the adjusted 
score function for the threshold model can be expressed similarly as the original linear model; (ii) the 
matrices composing the adjusted score in the quadratic or linear forms are still uniformly bounded in 
both row/column sums, we are able to expand the method to suit our model under the same set of 
assumptions, and prove the original theorems still stand. Also, we adapt the outer-product-of-martingale 
-difference (OPMD) method for the estimation of the asymptotic variance matrix accompanying the 
M-estimator. 
We conducted a series of simulations to validate the proposed estimator, including comparisons 
between M-estimator and QML method, Gaussian and non-Gaussian errors, fixed and randomized 
parameters, shorter and longer panels, etc. The results show smaller bias for the M-estimator, robustness 
under non-Gaussian error, overall good performance under different true values of parameters, and they 
are comparable to the original study. Moreover, we conducted an empirical illustration using U.S. 
state-level GDP and power usage growth data is also conducted to demonstrate how threshold SDPD 
models work to account for spatial dependencies of parameters, leading to a deeper analysis than that 
using usual 
SDPD models. We are able to identify the difference in model parameters between groups of states with 
different levels of income. 
 
 
Chapter 3: Estimating spatial regression models with sample data points: a Gibbs sampler 
solution 
In the spatial analysis of individual data, often the observations employed in the estimation of statistical 
models do not represent the full population, but only a sample from it. Furthermore, in many instances, 
samples do not even obey any specific design and they are collected only with a convenience criterion as 
it happens e. g. when data are web-scraped or crowd-sourced. In the literature on point pattern analysis it 
is common to distinguish the situation when all points are available (called a mapped pattern) from the 
situation when only a sample of them can be observed (referred to as a sample pattern. Although the case 
of sample pattern is extremely common in practical cases, it has been rather overlooked so far in the 
econometric literature on spatial regression which generally just assume the problem away and treats the 
collection of data as if they constitute the entire population. 
A somewhat related problem has been approached in the literature when considering the case of 
missing spatial data. In this area of research, in a series of papers in the `80s, Bennett, Griffith, and 
Haining analyzed the effects of missing spatial data and compared the performances of different methods 
to replace them. More recently the problem was reappraised, extending the study to the effects on the 
estimation of a spatial regression model. It is shown that the presence of missing data reduces the 
precision of the estimates of all the regression parameters with a reduction of the efficiency which is 
emphasized by the presence of strong spatial correlation and by the presence of missing points that are 
clustered in space. The problem of missing data is well known in the statistical literature where solutions 
have been suggested to replace the observations that are missing following different interpolation 
strategies, although with no explicit reference to the spatial data peculiarities. 
The problem of analyzing data with relevant spatial characteristics missing at random has been also 
addressed in the econometric literature. Although related to the problem of spatial samples, the issue of 
missing spatial data differs for at least a couple of reasons. First of all, when data are missing we can 
expect that most of the data are observed and that only a relatively small proportion of them is lost. In 
the situation we have in mind it is exactly the opposite: when data are sampled, only a small proportion 
of the population data are observed and most of the others remain unobservable. Secondly, in the first 
case missing data usually do not follow any precise scheme, while in the case which is of interest for us, 
in some cases we can assume that the sample design can be taken under control. 
To examine the possible consequences of observing a sample of data when the observations are 
distributed in space following a certain point pattern, we conducted a series of Monte Carlo simulations. 
We assess different combinations of spatial patterns (Complete Spatial Randomness(CSR), clustered, 
inhibition), sampling methods (random, quadrant, contagion, threshold), and sample proportions, and 
come to the conclusion that (i) biases and inefficiencies in parameters are observed in all simulations; (ii) 
the differences in bias are similar among different point patterns; (iii) quadrant and contagion sampling 
scheme has less bias and inefficiency, the threshold has the most. 
Following the results, we propose a Gibbs sampling-based method to mitigate the inaccuracies. We 
consider the situation that only a sample of observations is available, also the position of all data points 
and all independent variables are available. Under the SL model, the Gibbs sampler builds up the 
unknown observations with posterior samples every iteration. We validate the method with a set of 
Monte Carlo simulations, the results indicate that the method is effective under all four aforementioned 
sampling schemes. An empirical illustration is also put forward using western Tokyo land price data in 
2019, showing the proposed method is able to make estimation result from sample data closer to the 
population one. 
 
Chapter 4: Spatial weight matrix estimation with maximum likelihood LASSO 
Spatial econometric models with predetermined spatial weight matrices have been gaining popularity. In 
empirical studies, the choice of the weight matrix remains a problem for the researchers, contiguity 
based matrices, geographic or economic distance-based matrices are some popular candidates. To avoid 
the specification being overly arbitrary, some previous studies have explored methods to estimate spatial 
weight matrices, including a method to infer weight matrix in spatial error models under the assumption 
that the matrix is symmetric, and another using moments from the sample covariance matrix to estimate 
the weight matrix in spatial lag models under restrictions. 
Least absolute shrinkage and selection operator(LASSO) based methods for spatial weight matrix 
estimation have been utilized in recent years. This type of methods assume sparsity of the matrix, but 
does not have restrictions over the structure of the matrix or sample size T much larger than spatial 
dimension N, which are often required for previous methods. a two-step LASSO estimator was proposed 
for spatial lag models with potentially large N and reasonable T. Also, a LASSO based method which 
allows a combination of a predetermined weight matrix, as well as an estimated one, was put forward. 
We focus on the SL model in this study and propose a cyclic coordinate descent type method to 
obtain the maximum likelihood LASSO (ML-LASSO) estimation result. There are two points that make 
this strategy more practical: 
(i) the partial derivative of the likelihood function with respect to an element of the spatial weight matrix 
is quadratic; (ii) the active set strategy can be applied. The LASSO penalty level is chosen by 
minimizing extended Bayesian information criteria(EBIC), and the covariance matrix adaptation 
evolution strategy (CMA-ES) is employed to find the optimal value. 
The performance of the ML-LASSO is tested by a series of Monte Carlo experiments. The 
specifications consist of combinations of a weight matrix with non-zero elements on super-diagonal or 
both super-diagonal and sub-diagonal, with spatial unit numbers of 30, 50, 100, sample sizes of 50, 100, 
150, and with or without regressors. The results show that (i) the estimator works well overall except the 
case when there is no regressor and the underlying weight matrix is non-symmetric (with super-diagonal 
non-zero elements); (ii)the estimator performs better with regressors; (iii) the performance improves as 
the sparsity and sample size increase. we also have an empirical illustration using US precipitation data 
from 1895 through 1997. The proposed estimator is able to identify a first-order-contiguity-like spatial 
pattern. 
 




















ることに成功している。  以上より、本論文は博士（経済学）として「合格」と判定する。 
