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ABSTRACT
A recent analysis of the Supernova Ia data claims a ’marginal’ (∼ 3σ) evidence for a cosmic acceleration. This result has been
complemented with a non-accelerating Rh = ct cosmology, which was presented as a valid alternative to the ΛCDM model. In this
paper we use the same analysis to show that a non-marginal evidence for acceleration is actually found. We compare the standard
Friedmann models to the Rh = ct cosmology by complementing SN Ia data with the Baryon Acoustic Oscillations, Gamma Ray
Bursts and Observational Hubble datasets. We also study the power-law model which is a functional generalisation of Rh = ct. We
find that the evidence for late-time acceleration is beyond refutable at a 4.56σ confidence level from SN Ia data alone, and at an even
stronger confidence level (5.38σ) from our joint analysis. Also, the non-accelerating Rh = ct model fails to statistically compare with
the ΛCDM having a ∆(AIC) ∼ 30.
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1. Introduction
The very first evidence for an accelerated expansion of the uni-
verse was obtained using the SN Ia observations in Riess et al.
(1998) and Perlmutter et al. (1999), which has been further
confirmed with the most recent supernova data (Betoule et al.
2014). Other low redshift data such as the Observational Hub-
ble parameter-OHD (Jimenez & Loeb 2002), Baryon Acoustic
Oscillations-BAO (Eisenstein et al. 2005), also support an ac-
celerating universe. As an independent observation, the Cosmic
Microwave Background-CMB radiation has been in excellent
concert with these results and has provided with the most strin-
gent constraints on the cosmological models (Ade et al. 2016).
These observations have established the ΛCDM as the concor-
dance model of cosmology and the late-time acceleration has
been a well accepted phenomenon.
However, Nielsen et al. (2016) have used a modified statisti-
cal model for the analysis of the supernova JLA dataset (Betoule
et al. 2014) and claimed that the evidence for the acceleration is
marginal (. 3σ). The modification has been done by assuming
an intrinsic variation in the SN absolute magnitude and in the
light curve (colour and stretch) corrections, which were mod-
elled as Gaussian. More recently, Rubin & Hayden (2016) have
strongly criticised this approach as incomplete and suggested us-
ing redshift dependent ad hoc functions for these corrections,
presenting the evidence for acceleration to be ∼ 4.2σ. In this pa-
per we want to show that even with the less flexible modelling
of Nielsen et al. (2016) the evidence for acceleration is very
strong. We also extend the joint analysis done in Lukovic´ et al.
(2016) with the inclusion of Gamma Ray Bursts-GRB dataset
(Wei 2010).
The marginal evidence for an accelerating universe quoted in
Nielsen et al. (2016) implies a scenario with very low dark mat-
ter and dark energy densities. As this scenario converges towards
Send offprint requests to: sandeep.haridasu@gssi.infn.it
the Milne model, it has been complemented with the Rh = ct cos-
mology (Melia & Shevchuk 2012; Melia 2012b,a), which fea-
tures a non-accelerating linear expansion of the universe. This
model essentially advocates that the Hubble sphere is same as
the particle horizon of the universe (Bikwa et al. 2012). Also,
the Rh = ct model has often been regarded as a Milne universe
(Mitra 2014; Bilicki & Seikel 2012) and several physical issues
against this interpretation have been raised (Lewis 2013; Lewis
& van Oirschot 2012). In fact, this model preserves the linear ex-
pansion by imposing the constraint on the total equation of state
(EoS) (ρtot + 3ptot = 0), without requiring ρtot = ptot = 0. It
is interesting to note that this model also coincides with the lin-
ear coasting models that are discussed in the context of modified
gravity (Gehlaut et al. 2003; Dev et al. 2001, 2002). In a recent
work, Kumar (2016) presented a linear coasting model in f (R)
gravity, which is functionally equivalent to the Rh = ct model. A
linear expansion model can be generalised to a power-law model
with an exponent n, which was brought up as an alternative to the
standard model as it does not have the flatness and horizon prob-
lems (Sethi et al. 2005). In addition, it has been shown in Dolgov
(1997) that classical fields coupling to spacetime curvature can
give rise to a back-reaction from singularities, which can change
the nature of expansion from exponential to power-law.
The Rh = ct model has been tested time and again
and contradictory conclusions have been presented. Bilicki &
Seikel (2012) have pointed out some of the problems in this
model using the cosmic chronometers data from Moresco et al.
(2012b,a) and radial BAO measurements, along with several
model-independent diagnostics, to show that Rh = ct is not a vi-
able model. In Melia (2015) several claims against Rh = ct were
refuted, and a list of works favouring Rh = ct over ΛCDM was
compiled in Melia (2017). Power-law cosmologies with n ≥ 1
have been explored against data in several works such as Gehlaut
et al. (2003); Dev et al. (2008); Sethi et al. (2005); Zhu et al.
(2008); Shafer (2015); Rani et al. (2015); Dolgov et al. (2014),
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finding n ∼ 1.5 consistently. In a more recent work (Shafer
2015), power-law and Rh = ct models were tested with SN Ia and
BAO datasets and were found to be highly disfavoured against
ΛCDM. As most of these works have used older data for their
analyses, we believe this is a good occasion to revise the con-
straints using more recent data and hence statistically verify the
viability of these models against ΛCDM.
The present paper is structured as follows. A brief introduc-
tion to the models is given in Section 2. We describe the data and
method used for our joint analysis in Section 3. Our results and
discussion are given in Section 4.
2. Models
In this section we briefly describe the standard ΛCDM model,
power-law and Rh = ct cosmologies, which we test to asses the
late-time acceleration. The dominant components of the ΛCDM
model at late times are cold dark matter (CDM), treated as dust,
and dark energy (DE) fluid with an EoS parameter w = −1. The
corresponding Friedmann equation is given by,
H(z)2 = H02
(
Ωm(1 + z)3 + Ωk(1 + z)2 + ΩΛ(1 + z)3(1+w)
)
, (1)
where H0 is the present expansion rate, while Ωm, ΩΛ and Ωk are
the dimensionless density parameters. For the flat ΛCDM model,
Ωm = 1 − ΩΛ. We test the extensions of ΛCDM model, namely
the kΛCDM model with the constraint Ωm = 1 − ΩΛ − Ωk, and
the flat wCDM model with w as a free parameter. The second
Friedmann equation, a¨/a = −4pi/3G∑i ρi(1 + 3wi), gives us in-
sight into the necessary conditions to be satisfied for assessing
the dynamics of expansion rate. The criteria for acceleration can
be derived as: Ωm ≤ ΩΛ/2 for kΛCDM and w ≤ −1/(3ΩΛ) for
wCDM. We can asses the evidence for acceleration by estimat-
ing the confidence level with which the criteria are satisfied.
In a flat, power-law cosmological model the scale factor
evolves in time as a(t) ∝ tn, with the Hubble equation H(z) =
H0(1 + z)1/n. Here, n > 1 implies an accelerated scenario. Al-
though motivated physically with a total EoS parameter wtot =
−1/3, the flat Rh = ct model coincides with the power-law model
for n = 1. It is worthwhile noting that Eq. (1) reduces to the func-
tional form of a power-law model for selected parameter values:
Ωm = 0, ΩΛ = 1 and
w =
2 − 3n
3n
. (2)
The luminosity distance for all these models with their cor-
responding H(z) is written as,
DL(z) ≡

(1 + z)c
(∫ z
0
dξ
H(ξ)
)
for Ωk = 0
(1 + z)c
H0
√−Ωk
sin
(√
−ΩkH0
∫ z
0
dξ
H(ξ)
)
for Ωk , 0
(3)
The theoretical distance modulus is defined as µth =
5 log[DL(Mpc)] + 25. The angular diameter distance is DA(z) =
DL(z)/(1 + z)2, which is used in the modelling of BAO data.
3. Data and Method
We test the models described in the Section 2 against data in the
redshift range 0 < z . 8. We use the observables SN Ia, BAO,
OHD and GRB that are uncorrelated. We perform a joint analysis
using all the datasets together by defining a combined likelihood
function. We keep the description of the data to a minimum as
we refer to Lukovic´ et al. (2016) for most of it.
We use the JLA dataset (Betoule et al. 2014) consisting of
740 SN, which already provides an empirical correction to the
absolute magnitude,
McorrB = MB − αs + βc, (4)
In the statistical method we implement (Nielsen et al. 2016), the
stretch s, colour c corrections and the absolute magnitude MB
are all considered random Gaussian variables without any red-
shift dependence. Such an assumption does not account for the
selection effects in ’s’ and ’c’ corrections. The JLA dataset has
been corrected for the selection bias only in the apparent mag-
nitude (Betoule et al. 2014), which is why the correction in ’s’
and ’c’ have to be explicitly included when they are modelled as
distributions. As anticipated in the introduction, we use the less
flexible modelling of Nielsen et al. (2016) to show that even in
this case the evidence for acceleration is very strong. Different
methods for treating the selection bias in the SN data and their
short comings have been discussed in Kessler & Scolnic (2017).
It is of high importance to study these effects, which we shall
address in a forthcoming paper. The SN Ia likelihood LSN used
here is described in Nielsen et al. (2016); Shariff et al. (2016);
Lukovic´ et al. (2016).
The BAO data is available for the compound observable DV
defined in Eisenstein et al. (2005),
DV (z) =
[
(1 + z)2D2A(z)
cz
H(z)
]1/3
, (5)
It is important to note that the observable DV is usually presented
as a ratio with rd, the sound horizon at the drag epoch. For the
purpose of model selection we fit rd as a free parameter instead
of using the standard fit function for the drag epoch zd (Eisen-
stein et al. 1998), as it is not very straight forward to use it for
the power law cosmologies. A similar approach was also imple-
mented in Shafer (2015). Hence, the parameters H0 and rd are
now degenerate, and BAO data by itself is only able to constraint
the combination rd × H0 and Ωm. To avoid correlations among
different BAO data points, we use only six measurements taken
from Beutler et al. (2011); Anderson et al. (2014); Ross et al.
(2015); Delubac et al. (2015); Font-Ribera et al. (2014) also sum-
marised in Table 1 of Lukovic´ et al. (2016). A simple likelihood
for the uncorrelated data is then implemented as,
LBAO ∝ exp
−12
6∑
i=1
 rd/DiV − rd/DV (zi)
σird/DV
2
 . (6)
The measurements of the expansion rate have been estimated
using the differential age (DA) method suggested in Jimenez &
Loeb (2002), which considers pairs of passively evolving red
galaxies at similar redshifts to obtain dz/dt. We use a compi-
lation of 30 uncorrelated DA points taken from Simon et al.
(2005); Stern et al. (2010); Moresco et al. (2012a); Moresco
et al. (2016); Moresco (2015); Zhang et al. (2014) obtained us-
ing BC03 models. We implement a simple likelihood function
assuming all the data are uncorrelated.
LOHD ∝ exp
−12
30∑
i=1
(
Hi − H(zi)
σHi
)2 . (7)
Finally, we use the GRB dataset comprising of 109 observa-
tions compiled with the well known Amati relation (Amati et al.
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2002, 2008, 2009). The dataset has 50 GRBs at z < 1.4 and 59
GRBs at z > 1.4, in a total range of 0.1 < z < 8.1. The dataset
is given in tables I and II of Wei (2010). The distance modulus
µGRB and the corresponding standard deviation can be defined
as,
µGRB =
5
2
log10  (1 + z)4pi
(
Ep,i
300keV
)b S −1bolo
100pc2
 + λ (8)
σµGRB =
(
5
2 log(10)
)2 (bσEp,iEp,i
)2
+
(
σS bolo
S bolo
)2
+ σ2sys
 . (9)
We adopt σsys = 0.7571, following the model independent cal-
ibration done in Feng & Li (2016). The likelihood for the GRB
is defined as,
LGRB ∝ exp
−12
109∑
i=1
µiGRB − µith
σiµGRB
2 . (10)
The joint likelihood for these four independent observables
is given as Ltot = LSNLOHDLBAOLGRB. We use the two most
common criteria for model comparison in cosmology, namely
the Akaike Information criteria (AIC) (Akaike 1974) and the
Bayesian Information criteria (BIC) (Schwarz et al. 1978). The
AIC and BIC values for large number of measurements are de-
fined as,
AIC = −2 logLmax + 2Np, (11)
BIC = −2 logLmax + Np log(Ndata), (12)
where, Np and Ndata are the number of parameters and data
points, respectively. ∆(AIC) = AIC-AICre f criterion takes into
account the number of parameters to estimate the amount of
information lost in one model when compared to a reference
model, in our case ΛCDM. We define the ∆(BIC) similar to
∆(AIC). A negative value of the ∆(AIC) or ∆(BIC) indicates
that the model in comparison performs better than the reference
model.
4. Results and discussion
In this Section we present the results obtained from our joint
analysis for the models and data given in the earlier Sections. We
first present our assessment for the current accelerated state of
the universe and then comment on the model comparison using
the AIC and BIC statistics.
The SN Ia Hubble diagram was claimed to be consistent with
a uniform rate of expansion in Nielsen et al. (2016) as the anal-
ysis in kΛCDM model evades non accelerating criterion by only
. 3σ. We reproduce this result and agree with this statement (see
top panel of Figure 1). However, there is a strong prejudice for a
flat universe from the CMB data (Ade et al. (2016)), and hence it
is important to analyse SN Ia and other cosmological data in the
context of a flat wCDM model. We find that the evidence for ac-
celeration in the Ωm−w plane is much more significant (≥ 4.56σ)
compared to the marginal (≥ 2.88σ) found in the Ωm −ΩΛ plane
(see Figure 1). The claimed marginal evidence for acceleration
that corresponds to a very low matter density becomes more sig-
nificant in both kΛCDM and wCDM models when more physical
values of Ωm are considered. In Figure 1 contours for the best-fit
regions of supernova dataset and our joint analysis are shown.
The joint analysis improves the evidence for acceleration in the
kΛCDM model to 4.98σ and in wCDM model to 5.38σ.
0.0 0.2 0.4 0.6
Ωm
0.5
1.0
ΩΛ
0.0 0.2 0.4
Ωm
-0.8
-0.6
-0.4
w
Fig. 1. The grey and violet confidence regions are obtained from the
supernova alone and the joint analysis, respectively. Top panel: The 1, 2
and 3σ confidence regions in the Ωm−ΩΛ parameter space for kΛCDM.
The solid line identifies the flat ΛCDM models. The dashed line gives
the no-acceleration criterion: Ωm = ΩΛ/2. The black point is where
the 4.98σ confidence contour of the joint likelihood touches the dashed
line. Bottom panel: The 1,2 and 3σ confidence regions in the Ωm − w
parameter space for flat wCDM. As in the top panel, the dashed curve
identifies the no-acceleration criterion: w = −1/(3(1 − Ωm)). Likewise,
the black point is where the 5.38σ confidence contour of the joint like-
lihood touches the dashed line.
The parameter space Ωm − w allows us to explore points
that correspond to the functional forms of Rh = ct and power-
law models for specific values of the parameters in wCDM.
The point (Ωm,w) = (0,−1/3), shown in red in the bottom
panel of Figure 1, phenomenologically reproduces the expan-
sion law of the Rh = ct model (cf. Eq. (1)). Similarly, the
point (Ωm,w) = (0,−0.38) corresponds to the best-fit value of
n = 1.08 in power-law model from our joint analysis (cf. Ta-
ble 1 and Eq. (2)). Using SN data alone, the best-fit model for the
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power-law cosmology is found to be n = 1.28 (corresponding to
w = −0.48), implying an accelerating universe (cf. Section 2).
In the Ωm − w plane this point lies within the 2σ SN confidence
region, in contrast to the Rh = ct at 4.56σ. However, when the
joint analysis is performed, these points are at 5σ and 5.5σ for
the power-law and Rh = ct models, respectively.
The best-fit parameter values for the models considered in
this work are presented in Table 1. The values for the fitted rd pa-
rameter are consistent with the estimates (see Ade et al. (2016))
using the fit function for the drag epoch from Eisenstein et al.
(1998). In our analysis, the best-fit value for the index n is driven
towards unity. This result is quite different form the previous n
estimates (Dolgov et al. 2014; Shafer 2015; Rani et al. 2015),
which consistently suggest n ∼ 1.5. The modification in the sta-
tistical method for the SN analysis enables this change. While,
the value we find for BAO data alone (n = 0.94) is consistent
with the value given by Shafer (2015) (n = 0.93), for BAO+SN
data we find n = 1.11 in contrast to his n = 1.52. Our best-fit
value for the joint analysis (n = 1.08 ± 0.02) is now consistent
with n = 1.14 ± 0.05 found by Zhu et al. (2008) using X-ray
cluster data.
It is clear that the H0 estimates for the power-law and Rh = ct
models are highly in tension with the direct estimate in Riess
et al. (2016), which is already a well established problem for
ΛCDM (Lukovic´ et al. 2016; Bernal et al. 2016). In this work,
the joint analysis provides H0 = 66.4 ± 1.8 km s−1/Mpc for the
ΛCDM scenario. We note that this value is consistent with our
previous estimate (Lukovic´ et al. 2016) but with a higher error
due to the difference in the BAO analysis (see Section 3). In any
case, this value still remains in tension with the direct estimate
at 2.7σ.
Table 1. Best-fit parameters for the joint analysis of
SN+BAO+DA+GRB datasets, with 1σ errors are reported here.
We do not quote the parameters of SN and GRB models which are
considered as nuisance parameters.
Model H0[km s−1/Mpc] n Ωm rd[Mpc]
Rh = ct 62.4±1.4 1. - 148.3±3.6
Power-law 64.2±1.7 1.08±0.04 - 147.0±3.6
ΛCDM 66.4±1.8 - 0.361±0.023 148.6±3.7
We want to stress that the Milne model with Ωm = ΩΛ = 0
and Ωk = 1 does not correspond to the flat Rh = ct model. In fact,
these two models share the same Hubble equation and EoS (ρ +
3p = 0), but do not have the same DL as the negative curvature
in the Milne model corresponds to DL ∝ (1 + z) sinh(log(1 +
z)) with Ωk = 1, where as in the Rh = ct model DL ∝ (1 +
z) log(1 + z). In the SN Ia Hubble diagram it is difficult to see
any significant difference among the ΛCDM, Milne and Rh =
ct model predictions, however, their performance can be more
effectively tested with the information criteria.
Table 2. ∆(AIC) and ∆(BIC) comparisons for models with ΛCDM
as the reference. ’Joint’ corresponds to the joint analysis with
SN+BAO+DA+GRB datasets.
∆(AIC)Joint ∆(AIC)SN ∆(BIC)Joint ∆(BIC)SN
Power-law 28.02 2.0 28.02 2.0
Rh = ct 30.83 21.79 26.05 17.20
Milne 66.39 9.78 61.62 5.19
The analysis of SN Union 2.1 data done by Melia (2012a)
calls for a non accelerating scenario, as the Rh = ct model was
claimed to perform on par with ΛCDM. This point was also
taken by Nielsen et al. (2016) who analysed the JLA dataset with
their improved statistical method. In our work, using the same
technique for analysing the JLA data we find that Rh = ct per-
forms poorly when compared to ΛCDM with ∆(AIC)SN ∼ 22,
while a power-law model is performing as good as ΛCDM with
n ∼ 1.28 from SN data. Our results are consistent with the pre-
vious work by Shafer (2015). The values of ∆(AIC)SN obtained
from the SN data alone are shown in Table 2.
Note that the Milne model was claimed to perform
marginally worse in comparison to ΛCDM using the SN data
alone (Nielsen et al. 2016). In our work, we find for this model
∆(AIC)SN = 9.8 high enough to reject a model. In any case,
the Milne model fails to keep up when the high redshift GRB
(∆(AIC)GRB ∼ 20) and BAO (∆(AIC)BAO ∼ 38) data are used,
yielding a total ∆(AIC)Joint ∼ 66.4 (see Table 2). The AIC statis-
tics disfavours the power law models by ∆((AIC)Joint) ∼ 28 and
the Rh = ct model by ∆((AIC)Joint) ∼ 30 in comparison to the
ΛCDM model. In any case, our joint analysis shows that all the
three models (Milne, power-law and Rh = ct) are strongly dis-
favoured with respect to ΛCDM (Table 2).
5. Conclusions
Contrary to the claim by Nielsen et al. (2016), we find that the
SN data alone indicates an accelerating universe at more than
4.56σ confidence level. This evidence becomes even stronger
(5.38σ), when we perform the joint analysis combining SN,
BAO, OHD and GRB data. The non accelerating Rh = ct model
fails to explain at once these data resulting in ∆(AIC)Joint ∼ 30
with respect to ΛCDM. Although, the power-law model per-
forms slightly better that the Rh = ct model, similarly fails with a
∆(AIC)Joint ∼ 28. Our analysis shows that the possibility of hav-
ing models with an uniform rate of expansion is excluded given
the current low-redshift data. In conclusion, on one hand we re-
assert that the current expansion of our universe is accelerated
and on the other hand that ΛCDM still constitutes the base line
for a concordance model in cosmology.
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