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Abstract
There has been growing interest in causal inference to study treatment effects under inter-
ference. While many estimators have been proposed, there is little work on studying efficiency-
related optimality properties of these estimators. To this end, the paper presents semiparamet-
rically efficient and doubly robust estimation of network treatment effects under interference.
We focus on partial interference where study units are partitioned into non-overlapping clusters
and there is interference within clusters, but not across clusters. We derive the efficient influ-
ence function and the semiparametric efficiency bound for a family of network causal effects
that include the direct and the indirect/spillover effects. We also adapt M-estimation theory
to interference settings and propose M-estimators which are locally efficient and doubly robust.
We conclude by presenting some limited results on adaptive estimation to interference patterns,
or commonly referred to as exposure mapping.
Keywords: Direct effect, Indirect effect, Double robustness, M-estimation, Adaptive estimation
1 Introduction
Recently, there has been growing interest in studying causal effects under interference [13, 44]
where the potential outcome of a study unit is affected by the treatment assignment of other study
units [47, 39, 20, 58, 51, 60, 9, 30, 53, 59, 25, 36, 55, 61, 24, 48, 1, 4, 11, 14, 35, 45, 52, 2, 5, 16]. The
most well-studied type of interference is partial interference [47] where study units are partitioned
into non-overlapping clusters and interference only arises within units in the same cluster. Hudgens
∗cpark@stat.wisc.edu, †hyunseung@stat.wisc.edu
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and Halloran [20] defined four network causal effects under partial interference, specifically the
direct, indirect, total, and overall causal effects, and proposed a two-stage randomization design
to estimate them. Many works since then have proposed innovative identification and estimation
strategies for a variety of causal estimands under interference. But, there is little work on optimality
of such estimators, especially in terms of semiparametric efficiency. For example, it is unknown
whether the inverse probability weighted (IPW) estimators proposed by Tchetgen Tchetgen and
VanderWeele [51] and Liu et al. [24] are less efficient than the doubly robust estimators proposed by
Liu et al. [26]. In contrast, without interference, it is well-known that the augmented IPW estimator
is locally efficient and doubly robust (DR) [38, 46] for the average treatment effect (ATE); see Robins
et al. [38], Scharfstein et al. [46], Hahn [17], Robins [37], van der Laan and Robins [56], Hirano
et al. [19], Vansteelandt and Goetghebeur [62], Tsiatis [54], Tchetgen Tchetgen and Shpitser [50],
and many other works on efficient, DR estimation of various causal effects under no interference.
The overarching goal of this paper is to study efficient estimation of network causal effects under
partial interference and our contributions are summarized below.
(i) Under a nonparametric model where there are nonparametric dependencies between units in
a cluster, but no dependencies across clusters, we derive the efficient influence function (EIF)
and the semiparameteric efficiency bound (SEB) for a family of average network causal effects
under partial interference.
(ii) We adapt M-estimation theory to partial interference settings and propose a class of semi-
parametric estimators which are locally efficient and DR. As a corollary, we show in the
supplementary materials that under some assumptions, the bias corrected DR estimator of
Liu et al. [26] is locally efficient.
(iii) We present some limited results on adaptive estimation [6, 8] to interference patterns/exposure
mapping [29, 1]. In particular, if the true data does not have interference, but we use esti-
mators in (ii) that allow for interference, the estimators are consistent, but not efficient.
Because traditional semiparametric theory assumes i.i.d. data [8] and is not directly applicable
for network data, we use a framework by McNeney and Wellner [31], Bickel and Kwon [7], and
Sofrygin and van der Laan [48] where they proposed different ways to map non-i.i.d data into
locally independent, linear sums; this embedding allowed them to use familiar tools from i.i.d.
semiparametric theory. Specifically, let Oi represents all observed data from cluster i = 1, . . . , N
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with the dimension of Oi not going to infinity. We suppose Oi are independent from each other
and each Oi is generated from one of K <∞ densities labeled by Li = 1, . . . ,K, i.e.,
P (O1, L1, . . . ,ON , LN ) =
N∏
i=1
P (Oi, Li) (1a)
P (Oi, Li) =
K∏
k=1
{
P (Li = k) · P (Oi |Li = k)
}
1(Li=k), dim(Oi) <∞, K <∞ . (1b)
Equation (1a) states that clusters are independent from each other, which is reasonable under par-
tial interference. Equation (1b) states that each observed data Oi comes from one of K different
densities defined by cluster label Li, i.e. P (Oi |Li). Critically, equation (1b) does not impose a para-
metric model on P (Oi |Li), say peers’ data are summarized by a single, known function or peers’
data are independent conditional on cluster-level covariates [55, 36, 48, 4, 35, 26]. Instead, equation
(1b) allows a full general factorization of P (Oi |Li), say P (Oi |Li) = P (Oi1 |Oi2, . . . , Oim, Li) ×
P (Oi2 |Oi3, . . . , Oim, Li)× · · · × P (Oim |Li) where m is the number of units in cluster i.
In relation to others works, model (1) is a generalization of Example 1 of Bickel and Kwon [7]
where P (k) in their notation is equivalent to our P (Oi |Li = k) and Example 2 of McNeney and
Wellner [31] where we allow for different densities. Also, (1) complements Sofrygin and van der
Laan [48] who worked under general interference and as such, had to assume (a) a single, known
summary function of peers’ data and (b) conditional on the summary function, a study unit’s data
Oij are i.i.d.; see their assumptions (A2), (A3), and (B1). In our setup, we leverage the partial
interference structure where we have independence across clusters and as such, allow for different
non-parametric functionals to model dependencies within a cluster. Additionally, while (1) is a
type of mixture model, the goal in our paper is not to identify or estimate unknown mixture labels
Li typical in mixture modeling. Instead, we use Li as a technical device to embed studies under
partial interference into (1) and hence Li is known by construction; see the next paragraph for
some examples. Finally, when K = 1 and there is only one study unit in a cluster, (1) reduces
to the usual i.i.d. setting without interference; in fact, as K > 1 and there are at least two study
unit per cluster, our asymptotic framework has both i.i.d. and non-i.i.d components. Specifically,
we observe i.i.d. copies of Oi within each cluster type, but elements of the vector Oi may exhibit
arbitrary dependence structure and each cluster type may have different densities. As we’ll see
below, this blend of i.i.d. and non-i.i.d. structure leads to EIFs that look similar, but not identical,
to EIFs under independence.
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Practically speaking, many, but not all, studies under partial interference can be modeled by
(1). For example, when the number of study units within each cluster is fixed, such as studies
involving dyads [39, 15, 34, 27, 3], or when the number of study units is bounded, as in households
surveys or in neuroimaging studies [12, 28], we can define Li by the size of each cluster and model
these studies as data generated from (1); see Barkley et al. [4] and Basse and Feller [5] for other
examples of organizing clusters by size. More broadly, so long as clusters are organized by finite
number of Lis, studies under partial interference can be reasonably modeled by (1). However, if
the number of study units in a cluster is growing and there is no restrictions on P (Oi |Li), our
setting does not apply. In such settings, one likely requires assumptions on P (Oi |Li) to reduce
its dimension, say by assuming the aforementioned summary function to represent peers’ data. If
we also make such assumptions, (1) can be used; see Section 4.2 for one example. In general, in
settings where the size of the cluster grows, assumptions are likely necessary to deal with the curse
of dimensionality and, perhaps more importantly, to define a reasonable efficiency or variance-based
criterion.
Overall, despite the strength and limitations, we believe the framework in (1) provides theoret-
ical insights into the behavior of existing estimators in the partial interference literature. In par-
ticular, our framework leads to intuitive and efficient estimators and proves that the bias corrected
DR estimator from Liu et al. [26] is locally efficient. Also, many simulation studies assessing perfor-
mance of estimators under partial interference generate their simulated data from (1) [36, 24, 4, 26]
and our results provide a more theoretical foundation for these numerical results. In addition, as
mentioned earlier, (1) reduces to the usual i.i.d. setting in causal inference without interference and
this provides a path to study adaptive estimation under different assumptions about the exposure
mapping/interference pattern/individualistic treatment response function [30, 1], a topic that has
not received much attention in the interference literature; see Section 5.
2 Setup
2.1 Notation
We lay out the notations for the observed data. For simplicity, we assume the cluster type
variable Li is defined by cluster size and index the dimension within each cluster by the cluster
size; as long as Li is defined such that the observed data obeys (1), our results below will still hold.
Let N and K be the number of clusters and the number of cluster types, respectively. Let Nk > 0
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be the number of clusters from cluster type k. For each cluster i = 1, . . . , N , let Yij ∈ R be unit
j’s univariate outcome, Aij ∈ {0, 1} be unit j’s treatment indicator where Aij = 1 indicates unit
j is assigned to treatment and Aij = 0 indicates unit j is assigned to control, and Xij be unit
j’s vector of pre-treatment covariates. Let Yi = (Yi1, . . . , YiMk)
⊺ ∈ RMk , Ai = (Ai1, . . . , AiMk)⊺ ∈
A(Mk), and Xi = (X⊺i1, . . . ,X⊺iMk)⊺ ∈ X (k) be the vectorized outcome, treatment assignment,
and pre-treatment covariates, respectively, for each cluster i in cluster type k; here, Mk is the
number of units in cluster i, A(t) is a collection of t-dimensional binary vectors (e.g., A(2) =
{(0, 0), (0, 1), (1, 0), (1, 1)}) and X (k) is the finite dimensional support of Xi for cluster type k. Let
Oi = (Yi,Ai,Xi) be all the observed data from cluster i and let Li ∈ {1, . . . ,K} be an indicator
denoting which type cluster i belongs to. Following (1a), we collect independent samples of Oi,
where Oi comes from one of K distributions.
We use potential outcomes [33, 41] to define causal effects. Let Ai(−j) ∈ A(Mk − 1) be the
vector of treatment indicators for all units in cluster i except unit j. Let aij, ai, and ai(−j) be the
realized values of Aij , Ai, and Ai(−j), respectively. For each cluster i, let Yij(ai) be the potential
outcome of unit j in cluster i under treatment vector ai and let Yi(ai) =
(
Yi1(ai), . . . , YiMk(ai)
)
⊺
be the potential outcomes of all units in cluster i.
Finally, let ‖ · ‖2 be the 2-norm of a vector. Let diag(d1, . . . , dn) be a n × n diagonal matrix
whose entries are d1, . . . , dn. Let uj ∈ Rn be the jth standard unit vector. For a vector VN , let
VN = OP (1) and VN = oP (1) be the usual big-O and little-O notations, respectively. Let V |= W
denote independence between two random variables V and W . We denote V
a.s.
= W if V and W
are almost surely equal. Also, let 1(E) be the indicator function returning 1 if the event E is true
and 0 otherwise. Unless stated otherwise, all expectations E and P (·) are under a super-population
framework, i.e., the potential outcomes are not fixed.
2.2 Average Potential Outcomes and Causal Identification
To define network causal effects, we first define average potential outcomes as laid out in Hudgens
and Halloran [20] and Tchetgen Tchetgen and VanderWeele [51]. Formally, consider a treatment
allocation strategy where every unit in a cluster are assigned to treatment independently with
probability α ∈ (0, 1); we refer to this treatment assignment process as an α-strategy. Under an
α-strategy, for cluster i in cluster type k, we define the individual average potential outcome for
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unit j, denoted as Y ij(a;α) for a ∈ {0, 1}.
Y ij(a;α) =
∑
ai∈A(Mk)
Yij(ai) · 1(aij = a) · π(ai(−j);α) (2)
where π(ai(−j);α) =
∏
j′ 6=j α
aij′ (1−α)1−aij′ . We also define the cluster average potential outcome
as Y i(a;α) = M
−1
k
∑Mk
j=1 Y ij(a;α). From the average potential outcomes, we define a family of
causal estimands for clusters in type k, denoted as Θk, and for all clusters, denoted as Θ.
Θk =
{
τk ∈ R
∣∣∣ τk = τk(αk, α′k) = ∑
ai∈A(Mk)
E
{
w
⊺
k(ai,Xi;αk, α
′
k)Yi(ai) |Li = k
}
,
wk(ai,xi;αk, α
′
k) ∈ RMk ,
∥∥wk(ai,xi;αk, α′k)∥∥2 <∞ for all ai ∈ A(Mk),xi ∈ X (k), αk, α′k ∈ (0, 1)}
Θ =
{
τ ∈ R
∣∣∣ τ = K∑
k=1
vk(pk)τk(αk, α
′
k) , vk(·) is continuously differentiable , pk = E{1(Li = k)} ,
τk(αk, α
′
k) ∈ Θk for all k = 1, · · · ,K
}
.
In words, the set Θk is a collection of weighted linear combinations of average potential outcomes
E{Yi(ai) |Li = k} =
(
E{Yi1(ai) |Li = k}, . . . ,E{YiMk(ai) |Li = k}
)
⊺
where the weights wk are
known and can depend on ai, xi, αk, and α
′
k. The set Θ is a collection of weighted combinations
of τk(αk, α
′
k) ∈ Θk where the weight function vk(pk) is fixed and continuously differentiable, but
depends on potentially unknown pk. Some examples of causal estimands that belong to Θk and Θ in-
clude the direct and indirect effects [20, 51]. Specifically, if τDEk (α) = E
{
Y i(1;α)−Y i(0;α) |Li = k
}
and τ IEk (α,α
′) = E
{
Y i(0;α)− Y i(0;α′) |Li = k
}
represent direct and indirect effects, respectively,
within each cluster type k, we can choose weight vectors wDEk (ai;α) =M
−1
k
∑Mk
j=1 uj{1(aij = 1)−
1(aij = 0)}π(ai(−j);α) and wIEk (ai;α,α′) = M−1k
∑Mk
j=1 uj1(aij = 0){π(ai(−j);α) − π(ai(−j);α′)}
so that τDEk (α) and τ
IE
k (α,α
′) belong to Θk. Also, if we aggregate direct and indirect effects across
cluster types, say
τDE ≡ τDE(α) =
K∑
k=1
pk · τDEk (α) , τ IE ≡ τ IE(α,α′) =
K∑
k=1
pk · τ IEk (α,α′) (3)
and we set vk(pk) = pk, αk = α, andwk = w
DE
k for all k, we have τ
DE ∈ Θ; also, setting vk(pk) = pk,
αk = α, α
′
k = α
′, and wk = w
IE
k for all k leads to τ
IE ∈ Θ. Other causal estmands that belong
to Θk and Θ include total and overall effects [20, 51], weighted direct and spillover effects where
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the weights depend on cluster size, and direct and spillover effects among subgroups (e.g. spillover
effect among males). More generally, Lemma A.1 in the supplementary material shows that under
certain growth conditions, well-known finite sample causal estimands in partial interference can be
asymptotically embedded into Θk and Θ.
We conclude by stating the identifying assumptions for causal estimands in Θ; see Liu et al. [26]
for similar conditions. For each cluster type k, let g(a,x, k) = E(Yi |Ai = a,Xi = x, Li = k) be
the vector of conditional expected outcomes in cluster i and let Σ(a,x, k) = Var(Yi |Ai = a,Xi =
x, Li = k) be the conditional covariance of outcomes in cluster i. The outcome model g(a,x, k) is a
generalization of the usual outcome regression model to partial interference settings where now, the
outcomes in a cluster are jointly modeled. Second, for each cluster type k, let e(a |x, k) = P (Ai =
a |Xi = x, Li = k) be the probability of observing treatment vector a ∈ A(Mk) given covariates
x. The propensity score model e(a |x, k) is a generalization of the propensity score [40] to partial
interference settings where all treatment assignments in a cluster are jointly modeled. Assumption
1 lays out the identifying assumptions for a parameter in Θ;
Assumption 1. For all a ∈ A(Mk), x ∈ X (k), and k = 1, . . . ,K, we have:
(A1) Consistency : Yi =
∑K
k=1 1(Li = k)
∑
a∈A(Mk)
1(Ai = a) · Yi(a).
(A2) Conditional Ignorability : Yi(a) |= Ai | (Xi = x, Li = k).
(A3) Positivity/Overlap: There exists a positive constant c so that c < e(a |x, k) < 1− c.
(A4) Moments: E
{
g(a,Xi, k) |Li = k
}
and E
{
Σ(a,Xi, k) |Li = k
}
exist and are finite. Also,
Σ(a,x, k) is positive definite.
Conditions (A1)-(A3) are natural extension of consistency/Stable Unit Value Treatment Assump-
tion (SUTVA) [42, 43], conditional ignorability/exchangeability/exogeneity, and positivity/overlap
to partial interference settings; see Imbens and Rubin [21] and Herna´n and Robins [18] for textbook
discussions. Condition (A4) ensures that the expectations and covariances are well-defined. Under
Assumption 1, an estimand τ ∈ Θ can be identified from observed data (Oi, Li) as
τ = v⊺(p)τ =
K∑
k=1
vk(pk)
∑
ai∈A(Mk)
E
{
w
⊺
k(ai,Xi)g(ai,Xi, k) |Li = k
}
. (4)
Here, wk(ai,Xi) is short forwk(ai,Xi;αk, α
′
k), v(p) =
(
v1(p1), . . . , vK(pK)
)
⊺
, and τ = (τ1, . . . , τK)
⊺.
The rest of the paper will focus on efficient estimation of the functional based on the observed data
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in (4) under model (1).
3 Nonparametric Efficiency Bounds and Double Robustness
Let p∗, τ ∗, τ∗, e∗, g∗, and Σ∗ denote the true values of p, τ , τ , e, g, and Σ, respectively.
Theorem 3.1 derives the nonparametric EIF and SEB of τ∗ ∈ Θ in model MNP, which is the
collection of all models satisfying (1).
Theorem 3.1 (The Efficient Influence Function and the Semiparametric Efficiency Bound of
τ∗ ∈ Θ). Let τ∗ ∈ Θ be the parameter defined in (4). Suppose that the conditions in Assump-
tion 1 hold. If p∗ks are unknown, the EIF of τ
∗ under model MNP is
ϕ(τ ∗) =
K∑
k=1
vk(p
∗
k)ϕk(τ
∗
k ) +
K∑
k=1
{
1(Li = k)− p∗k
}∂vk(p∗k)
∂pk
τ∗k
where
ϕk(τ
∗
k ) =
1(Li = k)
p∗k
[ ∑
ai∈A(Mk)
w
⊺
k(ai,Xi)
[
1(Ai = ai)
e∗(ai |Xi, k)
{
Yi − g∗(ai,Xi, k)
}
+ g∗(ai,Xi, k)
]
− τ∗k
]
.
(5)
Moreover, the SEB of τ∗ in model MNP is
Var
{
ϕ(τ ∗)
}
=
K∑
k=1
vk(p
∗
k)
2SEBk(τ
∗
k ) +
K∑
k=1
p∗k
{
∂vk(p
∗
k)
∂pk
τ∗k
}2
−
{
K∑
k=1
p∗k
∂vk(p
∗
k)
∂pk
τ∗k
}2
where
SEBk
(
τ∗k
)
=
1
p∗k
E
[ ∑
ai∈A(Mk)
w
⊺
k(ai,Xi)Σ
∗(ai,Xi, k)wk(ai,Xi)
e∗(ai |Xi, k)
+
{ ∑
ai∈A(Mk)
w
⊺
k(ai,Xi)g
∗(ai,Xi, k)− τ∗k
}2 ∣∣∣∣∣Li = k
]
. (6)
See the supplementary materials for the EIF and the SEB when p∗ks are known. We make
some remarks about Theorem 3.1. First, if K = 1 and Mk = 1, our result would reduce to
the results from Hahn [17]. Second, as mentioned in the introduction, because model (1) has
both i.i.d. and non-i.i.d. components, some of the usual components from the EIF of the ATE
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without interference are still present in equation (5), most notably the residual weighting term
by the propensity score, i.e.,
{
Yi − g∗(ai,Xi, k)
}
/e∗(ai |Xi, k), and the outcome regression term,
i.e.,
∑
w
⊺
k(ai,Xi)g
∗(ai,Xi, k) − τ∗k . However, the non-i.i.d. components of model (1) introduce
new terms, specifically (i) a weighing term wk that weighs peers’ influence on one’s own outcome,
(ii) a non-diagonal covariance matrix Σ∗, (iii) a multivariate outcome regression, which leads to
multivariate residuals, and (iv) a propensity score that depends on a vector of treatment assignments
instead of one’s own treatment assignment. Between (i)-(iv), we believe (iv) is important because
nonparametric estimation of e∗(ai |Xi, k) is generally not straightforward. In fact, prior works that
assumed a single summary function of peers’ data [48, 35] simplified e∗(ai |Xi, k) into “unit-level”
propensity scores common in causal inference under no interference so that estimation becomes
easier. Third, the EIF of τ∗ can be used to construct a DR estimator. Specifically, for each cluster
type k, let τ̂k(e
′,g′) be the solution to an estimating equation constructed from (5) by using some
e′ and g′, i.e.,
τ̂k(e
′,g′) =
1
Nk
∑
i:Li=k
∑
ai∈A(Mk)
w
⊺
k(ai,Xi)
[
1(Ai = ai)
e′(ai |Xi, k)
{
Yi − g′(ai,Xi, k)
}
+ g′(ai,Xi, k)
]
.
We define an estimator of τ∗ based on τ̂k(e
′,g′) as
τ̂(e′,g′) = v̂⊺τ̂ (e′,g′) =
K∑
k=1
v̂k τ̂k(e
′,g′) , τ̂ (e′,g′) =
(
τ̂1(e
′,g′), . . . , τ̂K(e
′,g′)
)
⊺
(7)
where v̂ =
(
v̂1, . . . , v̂K
)
⊺
is an unbiased estimator of v(p∗) constructed based on the variable Li.
Theorem 3.2 shows that τ̂(e′,g′) is unbiased even if the propensity score or the outcome model,
but not both, is mis-specified.
Theorem 3.2 (Double Robustness of τ̂(e′,g′)). Suppose that the conditions in Assumption 1 hold
and v̂ is an unbiased estimator of v(p∗). Then, τ̂ is doubly robust in the sense that τ̂(e′,g′) is an
unbiased estimator of τ , i.e., E
{
τ̂(e′,g′)
}
= τ∗, if either e′ = e∗ or g′ = g∗.
We believe Theorem 3.2 can be used as a basis to construct robust machine learning and
cross-fitting estimators [10] under partial interference where half of the clusters are used to non-
parametrically estimate e and g and the other half is used to estimate τ ; we plan to explore this
in a future paper. In the meantime, Section 4 explores estimation of e and g using semiparametric
M-estimators that are inflexible compared to nonparametric estimators, but do not require sample
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splitting.
Finally, we conclude the section by briefly comparing the efficiencies of existing estimators of
direct and indirect effects under our framework. From the uniqueness of influence functions [8, 54],
among estimators for the direct and indirect effects [51, 24, 4, 26], we find that the influence function
of the bias corrected DR estimators of Liu et al. [26] is equal to the EIF in Theorem 3.1 under some
assumptions. Specifically, after some algebra, the EIFs of direct and indirect effects are
ϕ(τDE) =
K∑
k=1
1(Li = k)ψ
DE
k (e
∗,g∗)− τDE , ϕ(τ IE) =
K∑
k=1
1(Li = k)ψ
IE
k (e
∗,g∗)− τ IE (8)
where
ψDEk (e,g) = ψk(1, e,g, α) − ψk(0, e,g, α), ψIEk (e,g) = ψk(0, e,g, α) − ψk(0, e,g, α′),
ψk(a, e,g, α) =
1
Mk
Mk∑
j=1
∑
ai∈A(Mk)
aij=a
[
1(Ai = ai)
e(ai |Xi, k)
{
Yij − gj(ai,Xi, k)
}
+ gj(ai,Xi, k)
]
π(ai(−j);α) .
Here gj is jth component of g, i.e., the outcome regression of individual j. Also, by following (7),
the EIFs above lead to the following DR estimators of τDE and τ IE.
τ̂
DE
(e′,g′) =
K∑
k=1
p̂k · τ̂DEk (e′,g′) , τ̂
IE
(e′,g′) =
K∑
k=1
p̂k · τ̂ IEk (e′,g′) (9)
where e′ and g′ are pre-specified functions of the propensity score and the outcome regression,
respectively, τ̂DEk (e
′,g′) = N−1k
∑
i:Li=k
ψDEk (e
′,g′), and τ̂ IEk (e
′,g′) = N−1k
∑
i:Li=k
ψIEk (e
′,g′). In
the supplementary materials, we formally show the conditions that equate the estimators in (9) to
the bias corrected DR estimators of Liu et al. [26], thereby proving efficiency.
4 Locally Efficient and Doubly Robust M-Estimators
4.1 A General Approach
This section presents a set of semiparametric M-estimators that efficiently estimate the param-
eters in Θ. To begin, we define model spaces Mg andMe that are submodels ofMNP and restrict
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the outcome and propensity score models; i.e.,
Mg =
{
PO,L ∈ MNP
∣∣∣ g(a,x, k) is identifiably parameterized by βg as gPar(a,x, k;βg)
and there is a unique β∗g such that g
∗(a,x, k) = gPar(a,x, k;β∗g)
}
Me =
{
PO,L ∈ MNP
∣∣∣ e(a |x, k) is identifiably parameterized by βe as ePar(a |x, k;βe)
and there is a unique β∗e such that e
∗(a |x, k) = ePar(a |x, k;β∗e )
}
.
Let Ψg(βg) and Ψe(βe) be the estimating equations that are used to estimate βg and βe and
let Ψβ(β) =
(
Ψ⊺e(βe),Ψ
⊺
g(βg)
)
⊺
where β = (β⊺e ,β
⊺
g )⊺. Let β̂ =
(
β̂
⊺
e , β̂
⊺
g
)
⊺
be the solution to the
estimating equations, i.e., 0 = N−1
∑N
i=1Ψg(β̂g) and 0 = N
−1
∑N
i=1Ψe(β̂e). For example, these
estimating equations can come from score equations, quasi-likelihoods, or generalized estimating
equations (GEE) in Liang and Zeger [23]; see Section 4.2 for an example.
For τ = (τ1, . . . , τK)
⊺ with τk ∈ Θk, let τ̂ be the solution to the estimating equation 0 =
N−1
∑N
i=1Ψτ (τ̂ , β̂) where Ψτ (τ , β̂) =
(
Ψτ,1(τ1, β̂), . . . ,Ψτ,K(τK , β̂)
)
⊺
and
Ψτ,k(τk, β̂) (10)
= 1(Li = k)
[ ∑
ai∈A(Mk)
w
⊺
k(ai,Xi)
[
1(Ai = ai)
êPar(ai |Xi, k)
{
Yi − ĝPar(ai,Xi, k)
}
+ ĝPar(ai,Xi, k)
]
− τk
]
.
Here êPar(a |x, k) = ePar(a |x, k; β̂e) and ĝPar(a,x, k) = gPar(a,x, k; β̂g) are the estimated propen-
sity score and outcome regression, respectively, from their corresponding estimating equations.
Once we have an estimator of each τ∗k , we can construct our estimator of τ
∗ as τ̂ = v⊺(p̂)τ̂ where
p̂ = (p̂1, . . . , p̂K)
⊺ and p̂k = Nk/N . Theorem 4.1 presents the asymptotic properties of τ̂ under mild
conditions (R1)-(R4); these conditions were originally stated in Theorem 5.41 of van der Vaart [57].
Theorem 4.1 (M-Estimators of τ∗ ∈ Θ). Suppose Assumption 1 and conditions (R1)-(R4) in the
supplementary material hold for the estimating equation Ψ(τ ,β) =
(
Ψ⊺τ (τ ,β),Ψ
⊺
β(β)
)
⊺
. Let β† be
the probability limit of β̂. Then, under model Me ∪Mg, we have
√
N
(
τ̂ − τ∗) = 1√
N
N∑
i=1
ϕPar(τ∗,β†) + oP (1) .
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where
ϕPar(τ ∗,β†) =
K∑
k=1
[
vk(p
∗
k)ϕ
Par
k (τ
∗
k ,β
†) +
{
1(Li = k)− p∗k
}∂vk(p∗k)
∂pk
τ∗k
]
.
Moreover, τ̂ is locally efficient under model Me ∩Mg.
Theorem 4.1 states that the proposed M-estimator τ̂ is a consistent estimator of τ∗ so long as
the propensity score or the outcome regression are correctly specified. If both the propensity score
and the outcome regression are correctly specified, τ̂ is locally efficient.
4.2 Two Examples
We show two examples of using Theorem 4.1 to obtain doubly robust and locally efficient
estimators of network effects under partial interference. First, consider estimating the direct and
indirect effects. Let τ̂
DE
= τ̂
DE
(êPar, ĝPar) be an estimator of τDE and let τ̂
IE
= τ̂
IE
(êPar, ĝPar) be
an estimator of τ IE where e′ and g′ in (9) are replaced with parametrically estiamted êPar and ĝPar,
respectively. Corollary 4.2 shows the asymptotic properties of these estimators.
Corollary 4.2 (M-Estimators of Direct and Indirect Effects). Suppose that the conditions in The-
orem 4.1 hold. Then, under model Me ∩Mg, we have
√
N
(
τ̂
DE − τDE) = 1√
N
N∑
i=1
ϕ(τDE) + oP (1) ,
√
N
(
τ̂
IE − τ IE) = 1√
N
N∑
i=1
ϕ(τ IE) + oP (1)
where ϕ(τDE) and ϕ(τ IE) are defined in (8). Also, τ̂
DE
and τ̂
IE
are locally efficient.
In the supplementary materials, we also show locally efficient estimators for the direct and indirect
effects when the true propensity score e∗ is known, as in a randomized experiment.
Second, consider estimators of network causal estimands based on mixed effect models:
logit
{
eParj (1 |xi, k, bi;βe)
}
= logit
{
P (Aij = 1 |Xi = xi, Li = k, bi;βe)
}
=
[
1,x⊺ij
]
βe,k + bi,
bi | (Xi, Li = k) ∼ N(0, λ−1k ), λk ∈ (0,∞) , (11)
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and
Yij =
K∑
k=1
1(Li = k)
{ ∑
ai∈A(Mk)
1(Ai = ai) · gParj (ai,Xi, k;βg)
}
+ ξi + ǫij , (12)
gParj (ai,xi, k;βg) =
[
1, aij ,
∑
j′ 6=j
aij′ ,x
⊺
ij,
∑
j′ 6=j
x
⊺
ij′
]
βg,k ,
ξi | (Ai,Xi, Li = k) ∼ N(0, ρk) , ǫij | (Ai,Xi, Li = k) ∼ N(0, η−1k ) , ρk, η−1k ∈ (0,∞) .
Here βg,k is the kth block entry of βg =
(
β
⊺
g,1, . . . ,β
⊺
g,K
)
⊺
and parametrizes the outcome regression
for cluster type k. Similarly, βe,k is the kth block entry of βe =
(
β
⊺
e,1, . . . ,β
⊺
e,K
)
⊺
and parametrizes
the propensity score for cluster type k. The terms ξi and bi are random effect terms and introduce
dependence between observations within cluster i. The term ǫij is the unit-level error term. ξi and
ǫij are assumed to be conditionally independent given (Ai,Xi, Li). Overall, model (12) states that
the outcome of unit j depends on, among other things, the total number of peers treated as well as
peers’ covariates. In the literature, both (11) and (12) have been used by Liu et al. [24], Barkley
et al. [4], Liu et al. [26], and Forastiere et al. [16].
Let τ̂ be an estimator of τ where the parameters of the propensity score and outcome regression
models are estimated via maximum likelihood. The following Corollary shows that τ̂ is doubly
robust and locally efficient under conditions common in generalized linear mixed effect models.
Corollary 4.3 (M-Estimators of τ∗ ∈ Θ Under Mixed Effect Models). Suppose that the conditions
in Assumption 1 and conditions (LM1)-(LM3) in the supplementary material hold. Then, τ̂ is
asymptotically Normal so long as either ePar or gParis correctly specified. Also, τ̂ is efficient if both
models are correctly specified.
4.3 A Numerical Illustration
We conduct a small simulation study to illustrate the theoretical results in Section 4.2. Suppose
we have two cluster types (i.e., K = 2) and the cluster size of the two types is three and four (i.e.,
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M1 = 3 and M2 = 4). We assume that the true data generating model has the following form.
(Model of X) Xij = (Xij1,Xij2)
⊺, Xij1
i.i.d∼ Ber(0.5), Xij2 i.i.d.∼ N(0, 1), Xij1 |= Xij2
(Model of A) Generated from (11) with βe,1 = (−1.5, 3, 0.6)⊺ , βe,2 = (−1, 2, 0.3)⊺ , λ1 = λ2 = 4
(Model of Y ) Generated from (12) with βg,1 = (2, 3, 0.8,−0.6, 0.3,−0.3, 0.15)⊺ ,
βg,2 = (1, 2, 0.4,−0.4, 0.2,−0.2, 0.1)⊺ , η1 = η2 = 1 , ρ1 = ρ2 = 0.1 .
Each study unit has two pre-treatment covariates, one binary and one continuous, and the two
covariates are independent of each other. Treatment is generated from a logistic mixed effects
regression model in (11) where the parameters of cluster type k are (β⊺e,k, λk)
⊺. The outcome is
generated from a linear mixed effect in (12) where the parameters of cluster type k are (β⊺g,k, ηk, ρk)
⊺.
We generate N = 10, 000 samples and compute τ̂
DE
(0.4) and τ̂
IE
(0.8, 0.2). The true values
are τDE(0.4) = 2.75 and τ IE(0.8, 0.2) = 0.9, respectively. We compare estimators under four
model specifications: (MS1) both the propensity score and the outcome regression are correctly
specified; (MS2) only the propensity score is correctly specified; (MS3) only the outcome regres-
sion is correctly specified; and (MS4) both the propensity score and the outcome regression are
mis-specified. In each mis-specified model, zij is used instead of xij in (11) and (12) where
zij = (xij1 · exp(xij2/4.5) , x2ij2)⊺. We repeat the simulation 1, 000 times. Based on our theory,
the proposed estimator will be consistent under (MS1)-(MS3) and locally efficient under (MS1).
Figure 1 summarizes the numerical results from the simulation. The empirical biases of the
direct effect and the indirect effect are Normally distributed around zero so long as either the
outcome regression model or the propensity score is correctly specified (i.e., (MS1)-(MS3)). On the
other hand, the direct and the indirect estimators are inconsistent if both the outcome regression
model and the propensity score are mis-specified (i.e., (MS4)). With respect to the standard errors
of the estimates, the estimated SEs are typically the smallest when both the propensity score
and the outcome regression are correctly specified (i.e., (MS1)), agreeing with our results on local
efficiency under model Me ∩ Mg. Overall, despite the small simulation study, we believe the
numerical results corroborate the theory presented in prior sections.
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Figure 1: Graphical summary of estimating direct and indirect effects. Left and right plots show
the estimation results of τ̂
DE
(0.4) and τ̂
IE
(0.8, 0.2), respectively. Top and bottom plots show the
biases and the estimated SEs of the estimates. The x axis represents the magnitude of the bias and
the SE and the y axis represents model specifications (MS1)-(MS4). The cross points (×) show the
average bias and the estimated SEs, respectively. The red solid lines( ) represent zero bias.
5 Adaptive Estimation: Some Limited Results
5.1 Efficiency When Interference Is Absent
In this section, we explore how efficiency is affected by the knowledge of the interference pattern,
also referred to as exposure mapping. To motivate our exploration, consider a setting without
interference where the locally efficient DR estimators of the ATE are generally adaptive with respect
to the underlying variance structure; the efficiency bound remains the same (i.e., the estimator
adapts) if the investigator knows (or does not know) a priori the true variance of the outcome.
Inspired by this phenomena, it is natural to ask whether having certain a priori knowledge about
the exposure mapping would affect efficiencies of the proposed estimators. We show that in one
setting where the true model has no interference, but the investigator, out of caution, uses the
proposed estimators that take interference into account, the estimators are consistent, but no
longer efficient; in short, the estimators do not adapt to the underlying true pattern of interference.
Formally, consider an “interference-free” model space MNoInt, which is a subset of MNP, and
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has the following form.
MNoInt =
{
PO,L ∈ MNP
∣∣∣Yij | (Ai = ai,Xi = x, Li = k) a.s.= Yij | (Aij = aij ,Xi = x, Li = k)
for all ai ∈ A(Mk), x ∈ X (k), k = 1, . . . ,K
}
. (13)
The set MNoInt is motivated by the classical setting of no interference [13, 44] in conjunction with
the consistency condition (A1). Next, we define Mg,NoInt, which is a subset of Mg ∩MNoInt, and
defined as
Mg,NoInt =
{
PO,L ∈ Mg ∩MNoInt
∣∣∣ gParj (ai,x, k;βg) = gParj (a′i,x, k;βg) for all j = 1, . . . ,Mk,
ai,a
′
i ∈ A(Mk) with aij = a′ij , x ∈ X (k), k = 1, . . . ,K
}
.
The set Mg,NoInt is a natural reduction of Mg when interference is absent. Specifically, under
model Mg,NoInt and the consistency condition (A1), the outcome regression of unit j in cluster i
does not depend on the treatment status of i’s peers so that g∗j (ai,x, k) is a function only of unit
j’s treatment assignment aij. We introduce a function g
Par,NoInt
j (aij ,x, k;βg) which plays the same
role as gParj (ai,x, k;βg), but the former emphasizes the lack of dependence on ai(−j).
Under model Mg,NoInt and the consistency condition (A1), suppose we define the ATE as
τATE =
∑K
k=1 p
∗
kτ
ATE
k where τ
ATE
k = M
−1
k
∑Mk
j=1 E
{
Yij(aij = 1) − Yij(aij = 0) |Li = k
}
. Here
Yij(aij = a) is the potential outcome of unit j in cluster i under his/her treatment status a ∈ {0, 1}.
Then, by following the arguments in Hudgens and Halloran [20], τDE(α) = τATE and τ IE(α,α′) = 0
for all α and α′. Importantly, this implies that we can use the proposed estimators of the direct
and indirect effect in Section 4. Theorem 5.1 shows that while these estimators remain consistent,
they do not adapt to the no-interference structure and we pay a price in terms of efficiency.
Theorem 5.1 (M-Estimators of Direct and Indirect Effects Under No Interference). Suppose that
the conditions in Theorem 4.1 hold. Let êPar and ĝPar be M-estimates of e∗ and g∗, respectively,
from Me ∩Mg. Then, the following results hold.
(i) For all α ∈ (0, 1), τ̂DE(α) and τ̂ IE(α,α′) presented in Corollary 4.2 are consistent for τATE
and 0, respectively, under Me ∩Mg,NoInt.
(ii) Additionally, suppose that E
(
Yij
∣∣Yi(−j),Ai,Xi, Li = k) = E(Yij ∣∣Ai,Xi, Li = k) holds for
all j = 1, . . . ,Mk, Yi(−j) ∈ RMk−1, Ai ∈ A(Mk), Xi ∈ X (k), k = 1, . . . ,K. Then, τ̂DE(α)
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does not attain the SEB of τATE in model MNoInt unless π(ai(−j);α)Σ∗jj(ai,x, k)/e∗(ai |x, k)
is identical for all α ∈ (0, 1) and ai(−j) ∈ A(Mk − 1) where Σ∗jj(ai,x, k) is the jth diagonal
element of Σ∗(ai,x, k).
Theorem 5.1 shows that if the investigator uses M-estimators that account for interference, but
the true data has no interference, the estimators are consistent, but generally inefficient. The addi-
tional assumption introduced in (ii) states that the peers’ outcomes do not provide any information
about one’s own outcome. Under this assumption, the condition to achieve efficiency from the
proposed estimators requires having a propensity score that it is invariant to α and ai. In Section
A.5 of the supplementary materials, we generalize MNoInt slightly and arrive at similar results as
Theorem 5.1.
5.2 A Numerical Illustration
We conduct a small simulation study to visually illustrate Theorem 5.1. Suppose we only have
one cluster type (i.e., K = 1) and the cluster size is two (i.e., M1 = 2). We assume the true model
has no interference and has the following form.
(Model of X) Xij
i.i.d.∼ N(0, 1) (Model of A) Aij i.i.d.∼ Ber(p∗A) , p∗A ∈
{
0.3, 0.5, 0.7
}
,
(Model of Y ) Yij = 1 + 3Aij + 2Xij + 0.5Xi(−j) + ǫij , ǫij
i.i.d.∼ N(0, 1) .
Briefly, each unit has one pre-treatment covariate, following a standard Normal distribution, and
pre-treatment covariates are independent from each other. The treatment is completely randomized
with probability P (Aij = 1) = p
∗
A ∈ {0.3, 0.5, 0.7}. The outcome variable is generated from a
regression model that has no interference between units, but depends on peers’ covariate Xi(−j);
our numerical results will be similar if we remove the peer’s covariate in the outcome model. We
generate N = 10, 000 samples from the simulation model and compute τ̂
DE
(α) and τ̂
IE
(α, 0.9)
that allow for interference. We compute these two estimates for a range of policy parameter from
α = 0.01 to α = 0.99. We repeat the simulation 1, 000 times.
Before we discuss our numerical results, we first study what is expected from our theory by
calculating the theoretical variance of τ̂
DE
(α) using Corollary 4.2 and the SEB of τATE.
Var
{
τ̂
DE
(α)
}
=
1
2
{
(1− α)2
(1− p∗A)2
+
α2 + (1− α)2
p∗A(1− p∗A)
+
α2
p∗2A
}
, SEB of τATE =
1
2
{
1
p∗A
+
1
1− p∗A
}
.
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Notice that Var
{
τ̂
DE
(α)
}
is uniquely minimized at α = p∗A, which is the condition in Theorem 5.1,
and becomes the SEB of τATE. Specifically, Var
{
τ̂
DE
(p∗A)
}
is minimized at p∗A = 0.5 and maximized
at either (α, p∗A) = (0.99, 0.3) or (α, p
∗
A) = (0.01, 0.7).
Next, Figure 2 summarizes the numerical results from our simulation. We see that the empirical
biases of τ̂
DE
(α) are negligible and centered around zero, agreeing with the theory developed in
Theorem 5.1-(i); the empirical biases of τ̂
IE
(α, 0.9), which are not reported, are also negligible.
Also, the empirical variances of τ̂
DE
(α) agrees with our theoretical discussion above where the
variances are minimized when α = p∗A and maximized when α is near the “edges” of the plots. In
short, the estimator is consistent, but is not always efficient when the true data has no interference.
More generally, the results highlight that unlike non-interference settings, knowing the interference
pattern may affect the efficiency of an estimator designed for interference and future work should
be cognizant of this phenomena.
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Figure 2: Graphical illustration of adaption under no interference. Left, middle, and right plots
correspond to treatment assignment probabilities p∗A = 0.3, 0.5, and 0.7, respectively. Top plots
show the empirical biases of direct effect estimates and bottom plots show the theoretical and
empirical variances of direct effect estimates. The x axis represents the policy parameter α and
the y axis represents either bias or variance. The black solid lines( ) are the theoretical biases
and variances of τ̂
DE
(α). The red solid lines( ) are the empirical biases and variances of τ̂
DE
(α)
from the simulation. The blue dashed lines( ) are the SEBs of τATE. The filled triangle ( ) is
the policy parameter α that equals p∗A.
18
6 Discussion and Future Directions
This paper proposes an approach to study the EIF and the SEB of network causal parameters
in Θ. We also propose semiparametric M-estimators which are shown to be doubly robust and
asymptotically Normal. Moreover, these estimators achieve the SEB when both the propensity
score and the outcome regression models are correctly specified. Finally, we show that the proposed
semiparametric estimators generally do not adapt to the knowledge of a particular interference
pattern and can be inefficient.
There are some important limitations which we hope to address in future work. First, an im-
portant relaxation of our framework is to consider a regime where the number of cluster type K and
the number of observed clusters having each type Nk go to infinity simultaneously with K/Nk > 0.
Second, one can consider asymptotic regimes outside of our framework and place functional restric-
tions on P (Oi |Li) based on subject-matter knowledge; this is the direction pursued by van der
Laan [55], Sofrygin and van der Laan [48], and Ogburn et al. [35] through a summarizing function
of peers’ data. In general, while we find our framework to be useful in revealing the theoretical
properties of existing estimators under partial interference, all these extensions, including ours, have
their strengths and weaknesses and we believe each can reveal different, but meaningful properties
of estimators under interference.
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Supplementary Materials
This document contains supplementary materials for “Efficient Semiparametric Estimation of
Network Treatment Effects Under Partial Interference.” Section A presents additional results
related to the main paper. Section B proves the theorems and lemmas stated in the main paper.
Section C proves the theorems and lemmas stated in Section A.
A Additional Results
In this section, we introduce additional results which are related to the main paper.
A.1 Asymptotic Embedding of Network Treatment Effects
Lemma A.1 (Asymptotic Embedding of Network Treatment Effects). Suppose that the potential
outcome Yi(ai) and the type variable Li of cluster i are a random sample from a super-population
satisfying condition (1) in the main paper where Oi is replaced with Yi(ai). Consider a network
causal estimand τF (α,α′) which is a linear combination of individual average potential outcome
Y ij(a;αk) defined in (2) in the main paper, i.e.,
τF (α,α′) =
1
N
N∑
i=1
K∑
k=1
1(Li = k)
[
Mk∑
j=1
{
C1jkY ij(1;αk) + C2jkY ij(0;αk) + C3jkY ij(1;α
′
k) +C4jkY ij(0;α
′
k)
}]
.
Here, Cℓjks (ℓ = 1, 2, 3, 4, j = 1, . . . ,Mk, k = 1, . . . ,K) are fixed constants. If (i) K and Mk are
bounded by a constant for all k = 1, . . . ,K and (ii) the conditional expectation E
{
Yi(ai) |Li = k
}
is finite for all ai ∈ A(Mk) and k = 1, . . . ,K, then there exists τ(α,α′) ∈ Θ for all α and α′ where
τF (α,α′) converges to τ(α,α′) in probability as N →∞.
The proof of Lemma A.1 is in Section C.1. Lemma A.1 generalizes this observation and shows
that under certain growth conditions, finite sample causal estimands in partial interference can be
asymptotically embedded into our framework. We remark that while Lemma A.1 was restricted to
estimands with α-policy weights, we can pick any causal estimand where the weights in Θ are not
based on α-policies. So long as these weights are pre-specified a-priori and satisfy the constraints
of Θ, the results below will still hold.
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A.2 Details of Section 3 in the Main Paper
We introduce Lemma A.2, which is a key step to proving Theorem 3.
Lemma A.2 (Efficient Influence Function and Semiparametric Efficiency Bound of τ ∗). Let τ ∗ =
(τ∗1 , . . . , τ
∗
K) where τ
∗
k ∈ Θk. Under the conditions in Assumption 1 in the main paper, the EIF of
τ ∗ = (τ∗1 , . . . , τ
∗
K)
⊺ in model MNP, denoted as ϕ(τ ∗) =
(
ϕ1(τ
∗
1 ), . . . , ϕK(τ
∗
K)
)
⊺
, is
ϕk(τ
∗
k ) =
1(Li = k)
p∗k
[ ∑
ai∈A(Mk)
w
⊺
k(ai,Xi)
[
1(Ai = ai)
e∗(ai |Xi, k)
{
Yi − g∗(ai,Xi, k)
}
+ g∗(ai,Xi, k)
]
− τ∗k
]
and the corresponding SEB of τ ∗ in model MNP, denoted as Var
{
ϕ(τ ∗)
}
, is
Var
{
ϕ(τ ∗)
}
= diag
[
SEB1
(
τ∗1
)
, . . . ,SEBK
(
τ∗K
)]
(14)
SEBk
(
τ∗k
)
=
1
p∗k
E
[ ∑
ai∈A(Mk)
w
⊺
k(ai,Xi)Σ
∗(ai,Xi, k)wk(ai,Xi)
e∗(ai |Xi, k) +
{ ∑
ai∈A(Mk)
w
⊺
k(ai,Xi)g
∗(ai,Xi, k)− τ∗k
}2 ∣∣∣∣∣Li = k
]
.
The proof is presented in Section C.2.
We consider the case of known p∗ks and derive the efficient influence function (EIF) and the
semiparametric efficiency bound (SEB) for τ∗ ∈ Θ, which is the extension of Theorem 3.1 in the
main paper. The result is formally presented in Theorem A.3.
Theorem A.3 (The Efficient Influence Function and the Semiparametric Efficiency Bound of
τ∗ ∈ Θ under known p∗k). Let τ∗ ∈ Θ be the parameter defined in (4) in the main paper. Suppose
that the conditions in Assumption 1 in the main paper hold. If p∗ks are known, the efficient influence
function of τ∗ in model MNP is
ϕ(τ ∗) =
K∑
k=1
vk(p
∗
k)ϕk(τ
∗
k )
where ϕk is defined in Lemma A.2. Moreover, the semiparametric efficiency bound of τ
∗ in model
MNP is
Var
{
ϕ(τ ∗)
}
=
K∑
k=1
vk(p
∗
k)
2SEBk(τ
∗
k )
where SEBk is defined in Lemma A.2.
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The proof is presented in Section C.3. Compared to the result of Theorem 3.1 in the main
paper, the SEB under known p∗k is smaller than or equal to the SEB under unknown p
∗
k. That is,
we gain efficiency because of the knowledge of p∗k.
We discuss the relationship between the DR estimator of Liu et al. [26] and our estimator
presented in Section 4 in the main paper. We assume that (i) there is only one cluster type
(K = 1); (ii) the estimating equation used in Section 4 in the main paper is the same as that used
in Liu et al. [26]; and (iii) both propensity score and outcome regressions are correctly specified by
parametric models; i.e., Me ∩Mg. We only prove the case for the direct effect but the indirect
effect can be proven in a similar manner. Under the assumptions, Li = 1 for all i and this leads
N1 = N and p̂1 = 1. Therefore, the estimator for the direct effect presented in Corollary 4.2 in the
main paper is reduced to
τ̂
DE
(α) = τ̂DE1 (ê
Par, ĝPar, α) =
1
N
N∑
i=1
{
ψ1(1, ê
Par, ĝPar, α)− ψ1(0, êPar, ĝPar, α)
}
(15)
where ψ1 has the form of
ψ1(a, ê
Par, ĝPar, α) =
1
M1
M1∑
j=1
[ ∑
ai∈A(M1)
aij=a
1(Ai = ai)
êPar(ai |Xi, 1)
{
Yij − ĝParj (ai,Xi, 1)
}
π(ai(−j);α)
+
∑
ai∈A(M1)
aij=a
ĝParj (ai,Xi, 1)π(ai(−j);α)
]
(16)
Next, we review the bias corrected DR (DR·BC) estimator proposed in Liu et al. [26]. Adopting
their notations, the DR·BC estimator for the direct effect is defined by
D̂E
DR·BC
(α) =
1
k
k∑
i=1
{
Ŷ DR·BCi (1, α) − Ŷ DR·BCi (0, α)
}
(17)
where
Ŷ DR·BCi (a, α) =
1
Ni
Ni∑
j=1
[
1(Aij = a)
f(ai |Xi; γ̂)
{
Yij −mij(Ai,Xi; β̂)
}
π(Ai(−j);α)
+
∑
ai(−j)
∈A(Ni−1)
mij(a,ai(−j),Xi; β̂)π(ai(−j);α)
]
(18)
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We translate their notations into our notations as follows. First, k and Ni in (17) and (18) are the
number of observed cluster and the cluster size of ith cluster which are written as N and M1 in our
notation under unique cluster type assumption, respectively. Second, f(a |x; γ̂) and mij(a,x; β̂)
in (18) are the estimated propensity score at the parameter γ̂ and the estimated outcome regression
of Yij at the parameter β̂, which correspond to ê
Par(a |x, 1) and ĝParj (a,x, 1), respectively, in our
notation under unique cluster type assumption. Because of the assumptions (i), (ii), and (iii), we
obtain f(a |x; γ̂) = êPar(a |x, 1) and mij(a,x; β̂) = ĝParj (a,x, 1). Therefore, (16) and (18) are the
same. Furthermore, (15) and (17) are the same. The DR·BC estimator D̂EDR·BC(α) proposed in
Liu et al. [26] has the property introduced in Corollary 4.2 in the main paper under modelMe∩Mg.
That is, D̂E
DR·BC
(α) is locally efficient under model Me ∩Mg.
A.3 Details of Section 4 in the Main Paper
To prove Theorem 4.1, we present Lemma A.4 and the regularity conditions (R1)-(R4).
Lemma A.4 (M-Estimators of τ ∗). Suppose Assumption 1 and the following regularity conditions
(R1)-(R4) hold for the estimating equation Ψ(τ , β) =
(
Ψ⊺τ (τ ,β),Ψ
⊺
β(β)
)
⊺
(R1) (τ ,β) lies in an open set Ω0, which is a subset of a compact, finite dimensional Euclidean
space. Also, βe and βg are variationally independent.
(R2) Ψ(τ ,β) is twice continuously differentiable in (τ ,β).
(R3) There is a unique value (τ ∗,β†) where (i) E
{
Ψ(τ ∗,β†)
}
= 0, (ii) E
{∥∥Ψ(τ ∗,β†)∥∥2
2
}
< ∞,
and (iii) E
{
∂Ψ(τ ∗,β†)/∂(τ ,β)
}
exists and is non-singular.
(R4) Every element of the second order partial derivatives ∂2Ψ(τ ,β)/{∂(τ ,β)∂(τ ,β)⊺} are domi-
nated by a fixed integrable function for all (τ ,β) in a neighborhood of (τ ∗,β†).
Let β† be the probability limit of β̂. Then, under model Me ∪Mg,
√
N
(
τ̂ − τ ∗) is asymptotically
linear with the influence function
ϕPar
(
τ ∗,β†
)
=
(
ϕPar1
(
τ∗1 ,β
†
)
, . . . , ϕParK
(
τ∗K ,β
†
))⊺
and
ϕPark
(
τ∗k ,β
†
)
=
1
p∗k
[
Ψτ,k(τ
∗
k ,β
†)− E
{
∂Ψτ,k(τ
∗
k ,β
†)
∂β⊺
}[
E
{
Ψβ(β
†)
∂β⊺
}]−1
Ψβ(β
†)
]
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That is,
√
N
(
τ̂ − τ ∗) = 1√
N
N∑
i=1
ϕPar(τ ∗,β†) + oP (1)
The proof is presented in Section C.4.
Next we state conditions (LM1)-(LM3) that are required for Corollary 4.3 in the main paper.
(LM1) (βe,k, λk) is globally identifiable.
(LM2) E
{‖Xi‖32 |Li = k} is finite.
(LM3) The Fisher information of cluster type k propensity score is positive definite and Xi is non-
degenerate.
Conditions (LM1) to (LM3) in are common in the theory behind generalized linear mixed effect
models; see the supplementary materials for additional details. Briefly, Condition (LM1) guarantees
that the propensity score is identified by a unique parameter; this is often assumed in the generalized
linear mixed effect model [22]. Condition (LM2) is typical to restrict the tail-behavior of the
covariates. Condition (LM3) is introduced to prevent degeneracy of the second derivative of the
log-likelihood of the propensity score and the outcome regression.
Lastly, we consider estimating network causal effects if the treatments were randomized. In this
case, the true propensity score e∗ is already known and the investigator only has to estimate the
outcome regression model to achieve efficiency. Let ĝPar be the estimated outcome regression model
from M-estimation described above. Also, let τ̂ (e∗, ĝPar) =
(
τ̂1(e
∗, ĝPar), . . . , τ̂K(e
∗, ĝPar)
)
⊺
be the
estimator of τ where τ̂k(e
∗, ĝPar) is a solution to the estimating equation 0 = N−1
∑N
i=1Ψτ,k(τk, β̂g)
and
Ψτ,k(τk, β̂g) = 1(Li = k)
[ ∑
ai∈A(Mk)
1(Ai = ai)
e∗(ai |Xi, k)w
⊺
k(ai,Xi)
{
Yi − ĝPar(ai,Xi, k)
}
(19)
+
∑
ai∈A(Mk)
w
⊺
k(ai,Xi)ĝ
Par(ai,Xi, k)− τ∗k
]
.
Corollary A.5 shows the properties of the τ̂ under a randomized experiment.
Corollary A.5 (M-Estimators of τ and τ ∈ Θ Under a Randomized Experiment). Suppose
that the conditions in Assumption 1 in the main paper hold and the regularity conditions (R1)-
(R4) in Lemma A.4 hold for the estimating equation Ψ(τ ,βg) =
(
Ψ⊺τ (τ ,βg),Ψ
⊺
g(βg)
)
⊺
. Let τ ∗ =
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(
τ∗1 , . . . , τ
∗
K
)
⊺
be the vector of the true cluster level treatment effects and let β†g be the probability
limit of β̂g. Then, under a randomized experiment, we have
√
N
{
τ̂ (e∗, ĝPar)− τ ∗} = 1√
N
N∑
i=1
ϕPar(τ ∗,β†g) + oP (1)
√
N
{
τ̂(e∗, ĝPar)− τ∗} = 1√
N
N∑
i=1
ϕPar(τ ∗,β†g) + oP (1)
where
ϕPar
(
τ ∗,β†g
)
=
(
ϕPar1
(
τ∗1 ,β
†
g
)
, . . . , ϕParK
(
τ∗K ,β
†
g
))⊺
ϕPark
(
τ∗k ,β
†
g
)
=
1
p∗k
[
Ψτ,k(τ
∗
k ,β
†
g)− E
{
∂Ψτ,k(τ
∗
k ,β
†
g)
∂β⊺g
}[
E
{
Ψg(β
†
g)
∂β⊺g
}]−1
Ψg(β
†
g)
]
ϕPar(τ ∗,β†g) =
K∑
k=1
[
vk(p
∗
k)ϕ
Par
k (τ
∗
k ,β
†
g) +
{
1(Li = k)− p∗k
}∂vk(p∗k)
∂pk
τ∗k
]
.
Also, τ̂(e∗, ĝPar) is locally efficient under model Mg.
The proof is presented in Section C.5.
A.4 Details of Section 5 in the Main Paper
In this section, we introduce lemmas to establish the result in Section 5 in the main paper.
First, we introduce a function gNoIntj (aij ,xi, k) which is the same as g
∗
j (ai,xi, k), but the former
emphasizes the lack of dependence on ai(−j). Therefore, under model Mg,NoInt, we obtain the
following equivalence at the true parameter βg for all ai(−j) ∈ A(Mk − 1).
gNoIntj (aij ,xi, k) = g
Par,NoInt
j (aij ,xi, k;β
∗
g) = g
∗
j (ai,xi, k) = g
Par
j (ai,xi, k;β
∗
g) (20)
Second, we introduce M˜NoInt, which is defined as
M˜NoInt =
{
PO,L ∈ MNP
∣∣∣E(Yij |Ai = ai,Xi = xi, Li = k) = E(Yij |Ai = a′i,Xi = xi, Li = k) ,
∀ai,a
′
i ∈ A(Mk) such that aij = a′ij , ∀j = 1, . . . ,Mk , ∀xi ∈ X (k) , ∀k = 1, . . . ,K
}
M˜NoInt is a collection of models without first-order (i.e., in mean) interference. Trivially, M˜NoInt
includesMNoInt, the collection of “truly” no interference models, presented in equation (13) in the
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main paper because of the nested relationship imposed by the definition of each set.
To claim the result of Theorem 5.1-(i) in the main paper, we need to study the behavior of
the direct effect and the indirect effect across the counterfactual parameters under model MNoInt.
Lemma A.6 shows that τDE(α) and τ IE(α,α′) defined in the main paper are the same as τATE and
0, respectively, in model M˜NoInt.
Lemma A.6. Suppose that the true model belongs to M˜NoInt. Then, τDE(α) = τATE and τ IE(α,α′) =
0 for all α,α′ ∈ (0, 1).
The proof is presented in Section C.6. Note that the above Lemma also holds after replacing
M˜NoInt with MNoInt because of the nested relationships.
Next, we revisit the assumption of Theorem 5.1-(ii) in the main paper to derive the related
properties and is restated as Assumption 2.
Assumption 2. For all j = 1, . . . ,Mk, yi(−j) ∈ RMk−1, ai ∈ A(Mk), xi ∈ X (k), k = 1, . . . ,K, the
following identities hold under model MNoInt.
E
(
Yij
∣∣Yi(−j) = yi(−j),Ai = ai,Xi = xi, Li = k) = E(Yij ∣∣Ai = ai,Xi = xi, Li = k)
= E
(
Yij
∣∣Aij = aij ,Xi = xi, Li = k)
Note that the second identity is trivial under model MNoInt. The first immediate result under
Assumption 2 is that the conditional variance matrix Σ∗(ai,xi, k) = Var(Yi |Ai = ai,Xi = xi, Li =
k) is diagonal. Lemma A.7 formally states this and the proof is presented in Section C.7.
Lemma A.7. Let the (i, j)th entry of Σ∗(ai,xi, k) be Σ
∗
ij(ai,xi, k). Suppose that the Assumption
2 holds. Then, Σ∗(ai,xi, k) is diagonal and Σ
∗
jj(ai,xi, k) does not depend on ai(−j). That is,
Σ∗(ai,xi, k) = diag
[
Σ∗11(ai1,xi, k), . . . ,Σ
∗
MkMk
(aiMk ,xi, k)
]
To prove Theorem 5.1-(ii) in the main paper, we derive the EIF of τATE in modelMNoInt under
Assumption 2. Lemma A.8 formally shows the result.
Lemma A.8. Suppose that the conditions in Assumption 1 in the main paper and Assumption 2
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hold. Then, the efficient influence function of τATE in model MNoInt, denoted as ϕ(τATE), is
ϕ(τATE) =
K∑
k=1
1(Li = k)
[
1
Mk
Mk∑
j=1
[
1(Aij = 1)
e∗j (1 |Xi, k)
{
Yij − gNoIntj (1,Xi, k)
}
− 1(Aij = 0)
e∗j (0 |Xi, k)
{
Yij − gNoIntj (0,Xi, k)
}]
+
1
Mk
Mk∑
j=1
{
gNoIntj (1,Xi, k)− gNoIntj (0,Xi, k)
}]
− τATE
where gNoIntj is defined in (20) and e
∗
j is the conditional probability of Aij being assigned to a certain
treatment indicator; i.e.,
e∗j (a |Xi, k) =
∑
ai∈A(Mk)
1(aij = a)e
∗(ai |Xi, k) = P (Aij = a |Xi, Li = k)
Therefore, the semiparametric efficiency bound of τATE in model MNoInt is
E
{
ϕ(τATE)2
}
=
K∑
k=1
p∗k
M2k
Mk∑
j=1
E
{
Σ∗jj(1,Xi, k)
e∗j (1 |Xi, k)
+
Σ∗jj(0,Xi, k)
e∗j (0 |Xi, k)
∣∣∣∣∣Li = k
}
+E
[[
K∑
k=1
1(Li = k)
Mk
Mk∑
j=1
{
gNoIntj (1,Xi, k)− gNoIntj (0,Xi, k)
}
− τATE
]2]
where Σ∗jj(aij ,xi, k) is defined in Lemma A.7.
The proof is presented in Section C.8. Note that ϕ(τATE) is an extension of Hahn [17] to
clustered data. Specifically, if all units are i.i.d., this leads to K = 1, M1 = 1, and j = 1.
Therefore, the EIF of ϕ(τATE) and the SEB of τATE reduce to
ϕ(τATE) =
1(Ai1 = 1)
e∗1(1 |Xi, 1)
{
Yi1 − gNoInt1 (1,Xi, 1)
}
− 1(Ai1 = 0)
e∗1(0 |Xi, 1)
{
Yi1 − gNoInt1 (0,Xi, 1)
}
+
{
gNoInt1 (1,Xi, 1)− gNoInt1 (0,Xi, 1) − τATE
}
E
{
ϕ(τATE)2
}
= E
{
Σ∗jj(1,Xi, 1)
e∗1(1 |Xi, 1)
+
Σ∗jj(0,Xi, 1)
e∗1(0 |Xi, 1)
}
+ E
[{
gNoInt1 (1,Xi, 1)− gNoInt1 (0,Xi, 1)− τATE
}2]
which are equivalent to the results under no interference originally introduced in Hahn [17].
A.5 Extension of Section 5 in the Main Paper to M˜NoInt
In this section, we derive the EIF of τATE in a broader model space M˜NoInt than the “truly
interference-free” model space MNoInt. Lemma A.9 shows the result.
27
Lemma A.9. Suppose that the conditions in Assumption 1 in the main paper hold. Then, the
efficient influence function of τATE in model M˜NoInt, denoted as ϕ(τATE), is
ϕ(τATE) =
K∑
k=1
1(Li = k)
[ ∑
ai∈A(Mk)
1(Ai = ai)H
⊺(ai,Xi, k)
{
Yi − g∗(ai,Xi, k)
}
+
1
Mk
Mk∑
j=1
{
gNoIntj (1,Xi, k)− gNoIntj (0,Xi, k)
}]
− τATE
where Mk-dimensional column vector H(ai,xi, k) satisfies the following two conditions.
(H1) Let the jth component of H(ai,xi, k) be Hj(ai,xi, k). Then, for any j = 1, . . . ,Mk, xi ∈
X (k) and k = 1, . . . ,K, the following condition holds
∑
ai∈A(Mk)
1(aij = 1)e
∗(ai |xi, k)Hj(ai,xi, k) = 1
Mk
,
∑
ai∈A(Mk)
1(aij = 0)e
∗(ai |xi, k)Hj(ai,xi, k) = − 1
Mk
(H2) Let Σ∗j(ai,xi, k) be the jth column of Σ
∗(ai,xi, k). Then, for any j = 1, . . . ,Mk, ai,a
′
i ∈
A(Mk) such that aij = a′ij , xi ∈ X (k), and k = 1, . . . ,K, the following condition holds
H⊺(ai,xi, k)Σ
∗
j (ai,xi, k) =H
⊺(a′i,xi, k)Σ
∗
j (a
′
i,xi, k)
The proof is presented in Section C.9. We present the properties of M-estimators of direct and
indirect effects in model M˜NoInt. Theorem A.10, which is parallel to Theorem 5.1 in the main
paper, states the result.
Theorem A.10 (M-Estimators of Direct and Indirect Effects Under No Interference in Model
M˜NoInt). Suppose that the conditions in Theorem A.4 hold. Let êPar and ĝPar be the parametrically
estimated e∗ and g∗, respectively from Me ∩Mg. Then,
(i) τ̂
DE
(α) and τ̂
IE
(α,α′) preseinted in Corollary 4.2 in the main paper are consistent for τATE
and 0, respectively, under Me ∩Mg,NoInt.
(ii) If the variance matrix Σ∗(ai,xi, k) is diagonal for all ai ∈ A(Mk), xi ∈ X (k), k = 1, . . . ,K,
i.e., Σ∗(ai,xi, k) = diag
[
Σ∗11(ai,xi, k), . . . ,Σ
∗
MkMk
(ai,xi, k)
]
, then τ̂
DE
(α) does not attain
semiparametric efficiency bound of the τATE in M˜NoInt unless π(ai(−j);α)Σ∗jj(ai,xi, k)/e∗(ai |xi, k)
is identical for all α ∈ (0, 1) and ai(−j) ∈ A(Mk − 1).
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The proof is presented in Section C.10. Theorem A.10 shows that M-estimators accounting for
interference are consistent even though the true data has no interference in expectation. But, these
estimators are generally inefficient unless the variance matrix Σ∗ and the propensity score e∗ satisfy
a very stringent condition stated in statement (ii).
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B Proof of the Lemmas and Theorems in the Main Paper
B.1 Notation
To help guide the proof, we introduce all the notations used throughout the paper and the
supplementary materials in a table. They are roughly listed in the order of appearance in the main
paper.
Notation Definition
K Number of cluster types.
N Number of clusters.
Nk Number of clusters from cluster type k.
Mk Size of cluster type k (i.e., number of units in cluster type k).
A(t) Collection of t-dimensional binary vectors (e.g., A(2) = {(0, 0), (0, 1), (1, 0), (1, 1)}).
X (k) Finite dimensional support of the pre-treatment covariates from cluster type k.
Yij Univariate outcome of unit j in cluster i.
Aij Treatment indicator of unit j in cluster i.
Xij Pre-treatment covariate of unit j in cluster i.
Li Cluster type variable. Li ∈ {1, . . . ,K}.
Yi Vectorized outcomes of cluster i. Yi = (Yi1, . . . , YiMk)
⊺ ∈ RMk for Li = k.
Ai Vectorized treatment indicator of cluster i. Ai = (Ai1, . . . , AiMk)
⊺ ∈ A(Mk) for Li = k
Ai(−j) Vector of treatment indicators for all units in cluster i except unit j. Ai(−j) ∈ A(Mk − 1).
Xi Vectorized pre-treatment vector of cluster i. Xi = (X
⊺
i1, . . . ,X
⊺
iMk
)⊺ ∈ X (k) for Li = k.
Oi All the observed data from cluster i. Oi = (Yi,Ai,Xi).
ai,a Realized value of Ai.
aij ,ai(−j) Realized values of Aij and Ai(−j), respectively.
Yij(ai) Potential outcome of unit j in cluster i under treatment vector ai ∈ A(Mk) for Li = k.
Yi(ai) Vectorized potential outcomes of cluster i under ai. Y (ai) = (Yi1(ai), . . . , YiMk (ai))
⊺ ∈ RMk for Li = k
Θk Cluster level parameter space; see Section 2.2.
wk(a,x) Weight vector associated with cluster level parameter
wk(a,x;αk, α
′
k) at treatment vector a ∈ A(Mk), pre-treatment covariate vector x ∈ X (k), and (α, α′)-policy.
τk Cluster level parameter associated with cluster type k.
= τk(αk, α
′
k) τk(αk, α
′
k) =
∑
a
w
⊺
k(a;αk, αk)E{Yi(a) |Li = k} ∈ Θk.
τ = τ (α,α′) Vectorized cluster level parameter. τ (α,α′) = (τ1(α1, α
′
1), . . . , τK(αK , α
′
K))
⊺ where τk(αk, α
′
k) ∈ Θk.
pk Cluster type probability. pk = E{1(Li = k)}
p Vectorized cluster type probability. p = (p1, . . . , pK)
⊺.
Θ Super-population level parameter space; see Section 2.2.
vk(pk) Weight function associated with super-population level parameter space.
v(p) Vectorized vk(pk). v(p) = (v1(p1), . . . , vK(pK))
⊺.
τ = τ(α,α′) Super-population level parameter. τ(α,α′) = v⊺(p)τ (α,α′) =
∑K
k=1 vk(pk)τk(αk, α
′
k) ∈ Θ.
τDE(α) Direct effect under α-policy; see equation (3) in the main paper.
τ IE(α, α′) Indirect effect under (α, α′)-policy; see equation (3) in the main paper.
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Notation Definition
e(a |x, k) Propensity score in cluster type k. e(a |x, k) = P (Ai = a |Xi = x, Li = k).
ej(a |x, k) Propensity score of unit j from cluster type k. ej(a |x, k) = P (Aij = a |Xi = x, Li = k).
g(a,x, k) Outcome regression in cluster type k. g(a,x, k) = E(Yi |Ai = a,Xi = x, Li = k).
gj(a,x, k) Outcome regression of unit j from cluster type k. gj(a,x, k) = E(Yij |Ai = a,Xi = x, Li = k).
Σ(a,x, k) Conditional variance matrix of the outcome vector. Σ(a,x, k) = Var(Yi |Ai = a,Xi = x, Li = k).
Superscript ∗ True value of parameters and functions. (e.g, τ∗, τ∗, e∗, g∗)
ϕ(τ ∗), ϕ(τ ∗) Efficient influence function of τ and τ∗, respectively.
MNP Nonparametric model space satisfying equation (1) in the main paper; see Section 3.
Me Parametric submodel of MNP with the correctly specified propensity score; see Section 4.1.
Mg Parametric submodel of MNP with the correctly specified outcome regression; see Section 4.1.
MNoInt Nonparametric model space without interference; see Section 5.1.
M˜NoInt Nonparametric model space without first-order (i.e., in mean) interference; see Section A.4.
Mg,NoInt Parametric submodel of MNoInt ∩Mg; see Section 5.1.
βe Propensity score parameter.
βg Outcome regression parameter.
β Collection of the propensity score and the outcome regression parameter. β = (β⊺e ,β
⊺
g )
⊺
βe,k Propensity score parameter of cluster type k used in Section 4.2.
βg,k Outcome regression parameter of cluster type k used in Section 4.2.
ζe,k
Parameters related the propensity score of cluster type k used in Section 4.2.
ζe,k = (β
⊺
e,k, λk)
⊺; see equation (11) in the main paper.
ζg,k
Parameters related the outcome regression of cluster type k used in Section 4.2.
ζg,k = (β
⊺
g,k, ηk, ρk)
⊺; see equation (12) in the main paper.
ePar(a |x, k;βe) Propensity score of cluster type k parametrized by βe.
gPar(a,x, k;βg) Outcome regression of cluster type k parametrized by βe.
Ψ Entire estimating equation.
Ψp Estimating equation to estimate p. Ψp = (Ψp,1, . . . ,Ψp,K)
⊺; see equation (34).
Ψτ
Estimating equation to estimate τ . Ψτ = (Ψτ,1, . . . ,Ψτ,K)
⊺;
see equation (10) in the main paper and (19).
Ψβ Estimating equation to estimate β. Ψβ = (Ψ
⊺
e ,Ψ
⊺
g)
⊺; see Section 4.1.
p̂, τ̂ β̂
Solution to the estimation equation 0 = N−1
∑N
i=1Ψp, 0 = N
−1
∑N
i=1 Ψτ ,
0 = N−1
∑N
i=1 Ψβ, respectively; see Section 4.1, C.4, and B.4.
êPar(a |x, k) Parametrically estimated propensity score. êPar(a |x, k) = ePar(a |x, k; β̂e).
ĝPar(a,x, k) Parametrically estimated outcome regression. ĝPar(a,x, k) = gPar(a,x, k; β̂g).
β† Probability limit of β̂.
ϕPar(τ ∗,β†) Influence function of τ ∗ obtained from the M-estimation.
ϕPar(τ∗,β†) Influence function of τ∗ obtained from the M-estimation.
Ψk
Estimating equation related to cluster type k used in Section B.6.
Ψk = (Ψp,k,Ψτ,k,Ψ
⊺
e,k,Ψ
⊺
g,k)
⊺; see equation (41).
gNoIntj (a,x, k)
Outcome regression of unit j from cluter type k without interference.
gNoIntj (a,x, k) = E(Yij |Aij = a,Xi = x, Li = k).
gPar,NoIntj (a,x, k;βg) Outcome regression of unit j from cluter type k without interference parametrized by βg.
τATE Average treatment effect under the absence of interference; see Section 5.1.
T Tangent space for the parameters τ and τ .
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B.2 Proof of Theorem 3.1 in the Main Paper
The proof is similar to the proof of Lemma A.2. The density of (Oi, Li) = (Yi,Ai,Xi, Li) with
respect to some σ-finite measure is
P ∗(y,a,x, k) = P ∗Y (y |a,x, k)e∗(a |x, k)P ∗X (x | k)p∗k
where P ∗Y is the conditional density of Yi given (Ai,Xi, Li) and P
∗
X is the conditional density of
Xi given Li. An asterisk in superscript of (conditional) density represents the true (conditional)
density. A smooth regular parametric submodel parametrized by a possibly multi-dimensional
parameter η is
P (y,a,x, k; η) = PY (y |a,x, k; η)e(a |x, k; η)PX (x | k; η)pk(η)
where the smoothness and regularity conditions are given in Definition A.1 of the appendix in
Newey [32]. We assume the density of the parametric submodel P (·; η) equals the true density P ∗
at η = η∗. The corresponding score function is
s(y,a,x, k; η) = sY (y,a,x, k; η) + sA(a,x, k; η) + sX(x, k; η) + sL(k; η) (21)
where
sY (y,a,x, k; η) =
∂
∂η
log PY (y |a,x, k; η), sA(a,x, k; η) = ∂
∂η
log e(a |x, k; η), (22)
sX(x, k; η) =
∂
∂η
logPX(x | k; η), sL(k; η) = ∂
∂η
pk(η)
The 1-dimensional tangent space for 1-dimensional parameters is
T =
{
S(y,a,x, k) ∈ R
∣∣∣S(y,a,x, k) = SY (y,a,x, k) + SA(a,x, k) + SX(x, k) + SL(k) ,
E
{
SY (Yi,a,x, k) |Ai = a,Xi = x, Li = k
}
= 0 , ∀a,∀ x,∀ k ,
E
{
SA(Ai,x, k) |Xi = x, Li = k
}
= 0 , ∀x,∀ k ,
E
{
SX(Xi, k) |Li = k
}
= 0 , ∀k , E
{
SL(Li)
}
= 0
}
(23)
The estimand τ∗ is re-represented as τ(η) =
∑K
k=1 vk
(
pk(η)
)
τk(η) at parameter η in the regular
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parametric submodel where τk(η) has the following functional form (67). Note that τ(η
∗) equals
the true τ∗. Therefore, the derivative of τ evaluated at true η∗ is
∂τ(η∗)
∂η
=
K∑
k=1
vk(p
∗
k)
∂τk(η
∗)
∂η
+
K∑
k=1
τ∗k
∂vk(p
∗
k)
∂η
(24)
The conjectured EIF of τ∗ is
ϕ(τ∗) =
K∑
k=1
vk(p
∗
k) · ϕk(τ∗k ) +
K∑
k=1
{
1(Li = k)− p∗k
}∂vk(p∗k)
∂pk
τ∗k (25)
First, we show that τ(η) is a differantiable parameter, i.e.,
∂τ (η∗)
∂η
= E
{
ϕ(τ ∗) · s(Yi,Ai,Xi, Li; η∗)
}
=
K∑
k=1
E
{
vk(p
∗
k) · ϕk(τ∗k ) · s(Yi,Ai,Xi, Li; η∗)
}
+
K∑
k=1
E
[{
1(Li = k)− p∗k
}∂vk(p∗k)
∂pk
τ∗k · s(Yi,Ai,Xi, Li; η∗)
]
(26)
From the identity (72), we obtain an equivalence between the first pieces of (24) and (26).
K∑
k=1
E
{
vk(p
∗
k) · ϕk(τ∗k ) · s(Yi,Ai,Xi, Li; η∗)
}
=
K∑
k=1
vk(p
∗
k) ·
∂τk(η
∗)
∂η
(27)
For the equivalence between the second pieces of (24) and (26), we find
K∑
k=1
E
[{
1(Li = k)− p∗k
}∂vk(p∗k)
∂pk
τ∗k · s(Yi,Ai,Xi, Li; η∗)
]
=
K∑
k=1
p∗k
∂vk(p
∗
k)
∂pk
τ∗k · E
{
s(Yi,Ai,Xi, k; η
∗)
∣∣∣Li = k}−{ K∑
k=1
p∗k
∂vk(p
∗
k)
∂pk
τ∗k
}
· E
{
s(Yi,Ai,Xi, Li; η
∗)
}
=
K∑
k=1
p∗k
∂vk(p
∗
k)
∂pk
τ∗k · sL(k; η∗)
=
K∑
k=1
p∗k
∂vk(p
∗
k)
∂pk
τ∗k ·
∂pk(η
∗)
∂η
1
p∗k
=
K∑
k=1
τ∗k
∂vk(p
∗
k)
∂η
(28)
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The first identity is based on the total law of expectation. The second identity is from the definition
of s in (21) and the property of score functions. The third identity is from the definition of sL.
The fourth identity is straightforward from the chain rule. Combining (27) and (28), we arrive at
(26), i.e., τ(η) is a differantiable parameter.
Next we show ϕ(τ ∗) belongs to T in (23) by showing that each piece of ϕ(τ∗) satisfies the
conditions imposed on T in (23). Since the first piece of ϕ(τ ∗) in (25) is a linear combination of
ϕk(τ
∗
k )s, the first piece of ϕ(τ
∗) in (25) also satisfies the same conditions and belongs to T in (23).
To show that the second piece of ϕ(τ ∗) in (25) also belongs to T in (23), we check the mean-zero
condition on SL.
E
[
K∑
k=1
{
1(Li = k)− p∗k
}∂vk(p∗k)
∂pk
τ∗k
]
=
K∑
k=1
(p∗k − p∗k)
∂vk(p
∗
k)
∂pk
τ∗k = 0
Therefore, ϕ(τ ∗) ∈ T and, thus, ϕ(τ ∗) is the EIF of τ∗ by [32].
The SEB is the variance of ϕ(τ ∗) which is equivalent to the expectation of the square of ϕ(τ ∗).
Therefore,
Var
{
ϕ(τ ∗)
}
= E
{
ϕ(τ ∗)2
}
= E
[{
K∑
k=1
vk(p
∗
k)ϕk(τ
∗
k )
}2]
+ E
[[
K∑
k=1
{
1(Li = k)− p∗k
}∂vk(p∗k)
∂pk
τ∗k
]2]
+ 2E
[{
K∑
k=1
vk(p
∗
k)ϕk(τ
∗
k )
}[
K∑
k=1
{
1(Li = k)− p∗k
}∂vk(p∗k)
∂pk
τ∗k
]]
(29)
We study each term in (29). The first term is straightforward from the proof of Lemma A.2
E
[{
K∑
k=1
vk(p
∗
k)ϕk(τ
∗
k )
}2]
= v⊺(p∗)E
{
ϕ(τ ∗)ϕ⊺(τ ∗)
}
v(p∗) =
K∑
k=1
vk(p
∗
k)
2SEBk(τ
∗
k )
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The second term is represented as follows
E
[[
K∑
k=1
{
1(Li = k)− p∗k
}∂vk(p∗k)
∂pk
τ∗k
]2]
= E
[{
K∑
k=1
1(Li = k)
∂vk(p
∗
k)
∂pk
τ∗k
}2]
+
{
K∑
k=1
p∗k
∂vk(p
∗
k)
∂pk
τ∗k
}2
− 2E
{
K∑
k=1
1(Li = k)
∂vk(p
∗
k)
∂pk
τ∗k
}{
K∑
k=1
p∗k
∂vk(p
∗
k)
∂pk
τ∗k
}
=
K∑
k=1
p∗k
{
∂vk(p
∗
k)
∂pk
τ∗k
}2
−
{
K∑
k=1
p∗k
∂vk(p
∗
k)
∂pk
τ∗k
}2
The last term is zero by observing the following
E
[{
K∑
k=1
vk(p
∗
k)ϕk(τ
∗
k )
}[
K∑
k=1
{
1(Li = k)− p∗k
}∂vk(p∗k)
∂pk
τ∗k
]]
= E
[
E
{
K∑
k=1
vk(p
∗
k)ϕk(τ
∗
k )
∣∣∣∣∣Li
}[
K∑
k=1
{
1(Li = k)− p∗k
}∂vk(p∗k)
∂pk
τ∗k
]]
= E
[
0 ·
[
K∑
k=1
{
1(Li = k)− p∗k
}∂vk(p∗k)
∂pk
τ∗k
]]
= 0
Combining the result above, we get the explicit form of E
{
ϕ(τ ∗)2
}
.
Var
{
ϕ(τ ∗)
}
=
K∑
k=1
vk(p
∗
k)
2SEBk(τ
∗
k ) +
K∑
k=1
p∗k
{
∂vk(p
∗
k)
∂pk
τ∗k
}2
−
{
K∑
k=1
p∗k
∂vk(p
∗
k)
∂pk
τ∗k
}2
This concludes the proof of the theorem.
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B.3 Proof of Theorem 3.2 in the Main Paper
Conditional on the observed cluster types, (L1, . . . , LN ) = (ℓ1, . . . , ℓN ) ∈ {1, . . . ,K}N , we
observe that
E
{
τ̂k(e
′,g′) | (L1, . . . , LN ) = (ℓ1, . . . , ℓN )
}
=
1
Nk
N∑
i=1
1(ℓi = k)E
[ ∑
ai∈A(Mk)
1(Ai = ai)
e′(ai |Xi, k)w
⊺
k(ai,Xi)
{
Yi − g′(ai,Xi, k)
}
+
∑
ai∈A(Mk)
w
⊺
k(ai,Xi)g
′(ai,Xi, k)
∣∣∣∣∣Li = k
]
(30)
The summand is not empty because of condition (A5) in Assumption 1 in the main paper.
We study the conditional expectation in (30) for each mis-specification scenario assumed in the
theorem. First, suppose e′ is correctly specified but g′ is mis-specified; i.e., τ̂k(e
′,g′) = τ̂k(e
∗,g′)
where g∗ 6= g′. Then, the conditional expectation in (30) is
E
[ ∑
ai∈A(Mk)
1(Ai = ai)
e′(ai |Xi, k)w
⊺
k(ai,Xi)
{
Yi − g′(ai,Xi, k)
}
+
∑
ai∈A(Mk)
w
⊺
k(ai,Xi)g
′(ai,Xi, k)
∣∣∣∣∣Li = k
]
= E
[ ∑
ai∈A(Mk)
1(Ai = ai)
e∗(ai |Xi, k)w
⊺
k(ai,Xi)
{
Yi − g′(ai,Xi, k)
}
+
∑
ai∈A(Mk)
w
⊺
k(ai,Xi)g
′(ai,Xi, k)
∣∣∣∣∣Li = k
]
=
∑
ai∈A(Mk)
[
E
[
w
⊺
k(ai,Xi)E
{
Yi − g′(ai,Xi, k)
∣∣∣Ai = ai,Xi, Li = k} ∣∣∣Li = k]
+E
{
w
⊺
k(ai,Xi)g
′(ai,Xi, k)
∣∣∣Li = k}]
=
∑
ai∈A(Mk)
E
{
w
⊺
k(ai,Xi)E
(
Yi
∣∣Ai = ai,Xi, Li = k) ∣∣∣Li = k}
=
∑
ai∈A(Mk)
E
{
w
⊺
k(ai,Xi)g
∗(ai,Xi, k)
∣∣Li = k}
= τ∗k (31)
Here, the first identity is from an assumption on e′ and g′ and the second identity is based on the
law of total expectation. The third identity is based on the law of total expectation applied to g′
which cancels out with the second term. The rest of the identities are from the definition of g∗ and
τ∗k .
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Next, suppose g′ is correctly specified but e′ is mis-specified; i.e., τ̂k(e
′,g′) = τ̂k(e
′,g∗) where
e∗ 6= e′. Then, the conditional expectation in (30) is
E
[ ∑
ai∈A(Mk)
1(Ai = ai)
e′(ai |Xi, k)w
⊺
k(ai,Xi)
{
Yi − g′(ai,Xi, k)
}
+
∑
ai∈A(Mk)
w
⊺
k(ai)g
′(ai,Xi, k)
∣∣∣∣∣Li = k
]
= E
[ ∑
ai∈A(Mk)
1(Ai = ai)
e′(ai |Xi, k)w
⊺
k(ai,Xi)
{
Yi − g∗(ai,Xi, k)
}
+
∑
ai∈A(Mk)
w
⊺
k(ai,Xi)g
∗(ai,Xi, k)
∣∣∣∣∣Li = k
]
=
∑
ai∈A(Mk)
E
[
w
⊺
k(ai,Xi)
e∗(ai |Xi, k)
e′(ai |Xi, k) E
{
Yi − g∗(ai,Xi, k)
∣∣∣Ai = ai,Xi, Li = k}
∣∣∣∣∣Li = k
]
+
∑
ai∈A(Mk)
E
{
w
⊺
k(ai,Xi)g
∗(ai,Xi, k)
∣∣∣Li = k}
= τ∗k (32)
The first identity is from an assumption on e′ and g′ and the second identity is based on the law
of total expectations. The last identity is straightforward from the definition of g∗ and τ∗k . Also, if
one of e′ or g′ is correctly specified, we obtain
E
{
τ̂k(e
′,g′) | (L1, . . . , LN ) = (ℓ1, . . . , ℓN )
}
=
1
Nk
N∑
i=1
1(ℓi = k)τ
∗
k = τ
∗
k
The first identity is from (31) and (32) and the second identity is straightforward from the definition
of Nk =
∑N
i=1 1(ℓi = k). This implies that
E
{
τ̂k(e
′,g′) |L1, . . . , LN
}
= τ∗k (33)
As a result, τ̂(e′,g′) is an unbiased estimator for τ∗.
E
{
τ̂(e′,g′)
}
= E
[
E
{
τ̂(e′,g′)
∣∣L1, . . . , LN}]
=
N∑
k=1
E
[
v̂kE
{
τ̂k(e
′,g′)
∣∣L1, . . . , LN}] = N∑
k=1
E
(
v̂k
)
τ∗k =
N∑
k=1
vk(pk)τ
∗
k = τ
∗
Again, the first identity is from the law of total expectation and the second identity is from the
definition of τ̂(e′,g′) and v̂k is a function only of L1, . . . , LN . The third identity is from (33) and
the fourth identity is based on the unbiasedness assumption on E(v̂k) = vk(p
∗
k). The last identity
is straightforward from the definition of τ∗.
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B.4 Proof of Theorem 4.1 in the Main Paper
We define the estimating equation of p.
Ψp(p) =
(
Ψp,1(p1), . . . ,Ψp,K(pK)
)
⊺
, Ψp,k(pk) = 1(Li = k)− pk , k = 1, . . . ,K (34)
Therefore, p̂ = (p̂1, . . . , p̂K)
⊺ is the solution to the estimating equation 0 = N−1
∑N
i=1Ψp(p̂). The
entire estimating equation is defined by Ψ(p, τ ,β) =
(
Ψ⊺p(p),Ψ
⊺
τ (τ ,β),Ψ
⊺
β(β)
)
⊺
. It is straight-
forward to check that the regularity conditions on Ψ(τ ,β) assumed in Lemma A.4 implies the
regularity conditions on Ψ(p, τ ,β). Hence, Theorem 5.41 of van der Vaart [57] gives the asymp-
totic result
√
N

p̂− p∗
τ̂ − τ ∗
β̂ − β†
 = − 1√N
[
E
{
∂Ψ
(
p∗, τ ∗,β†
)
∂
(
p, τ ,β
)
⊺
}
︸ ︷︷ ︸
(A)
]−1 N∑
i=1
Ψ
(
p∗, τ ∗,β†
)
+ oP (1) (35)
Note that the expectation of the Jacobian matrix (A) is
(A) = E
{
∂Ψ
(
p∗, τ ∗,β†
)
∂
(
p, τ ,β
)
⊺
}
=

−IK 0 0
0 −diag(p∗) E
{
∂Ψτ
(
τ ∗,β†
)
∂β⊺
}
0 0 E
{
∂Ψβ(β
†)
∂β⊺
}

where IK is K ×K identity matrix and diag(p∗) = diag
[
p∗1, . . . , p
∗
K
]
. Therefore, we find
(A)−1 =
[
E
{
∂Ψ
(
p∗, τ ∗,β†
)
∂
(
p, τ ,β
)
⊺
}]−1
=

−IK 0 0
0 −diag(1/p∗) diag(1/p∗)E
{
∂Ψτ
(
τ ∗,β†
)
∂β⊺
}[
E
{
∂Ψβ(β
†)
∂β⊺
}]−1
0 0
[
E
{
∂Ψβ(β
†)
∂β⊺
}]−1

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where diag(1/p∗) = diag
[
1/p∗1, . . . , 1/p
∗
K
]
. Replacing (A)−1 in (35) with the form above, we get
the linear expansion of (p̂, τ̂ ).
√
N
p̂− p∗
τ̂ − τ ∗
 = 1√
N
N∑
i=1
 Ψp(p∗)
ϕPar(τ ∗,β†)
+ oP (1) (36)
We consider a continuously differentiable function h : RK ⊗ RK → R with h(p, τ ) = v⊺(p)τ .
Note that h(p̂, τ̂ ) = τ̂ and h(p∗, τ ∗) = τ∗, respectively. Therefore, the standard delta method gives
the asymptotic linear expansion of τ̂ = h(p̂, τ̂ ) at τ∗ = h(p∗, τ ∗).
√
N
(
τ̂ − τ∗) = √N{h(p̂, τ̂ )− h(p∗, τ ∗)} = √N · {∇h(p∗, τ ∗)}⊺
p̂− p∗
τ̂ − τ ∗
+ oP (1) (37)
where
∇h(p, τ ) = ∂h(p, τ )
∂(p, τ )
=
[
∂v1(p1)
∂p1
τ1, . . . ,
∂vK(pK)
∂pK
τK , v1(p1), . . . , vK(pK)
]
⊺
Combining (36) and (37), we obtain
√
N
(
τ̂ − τ∗) = 1√
N
N∑
i=1
K∑
k=1
{
∂vk(p
∗
k)
∂pk
τ∗k ·Ψp,k(p∗k) + vk(p∗k)ϕPark (τ∗k ,β†)
}
+ oP (1)
=
1√
N
N∑
i=1
K∑
k=1
[
vk(p
∗
k)ϕ
Par
k (τ
∗
k ,β
†) +
{
1(Li = k)− p∗k
}∂vk(p∗k)
∂pk
τ∗k
]
︸ ︷︷ ︸
ϕPar(τ∗,β†)
+oP (1)
This concludes the proof of the asymptotic Normality of τ̂ .
To prove the local efficiency of τ̂ , it suffices to show that ϕPar(τ ∗,β†) is equivalent to ϕ(τ ∗)
presented in Theorem 3.1 in the main paper under modelMe∩Mg. This is obtained if ϕPark (τ∗k ,β†)
is the same as ϕk(τ
∗
k ) where
ϕPark
(
τ∗k ,β
†
)
=
1
p∗k
[
Ψτ,k(τ
∗
k ,β
†)− E
{
∂Ψτ,k(τ
∗
k ,β
†)
∂β⊺
}
︸ ︷︷ ︸
(B)
[
E
{
Ψβ(β
†)
∂β⊺
}]−1
Ψβ(β
†)
]
(38)
Since ϕk(τ
∗
k ) = Ψτ,k(τ
∗
k ,β
†)/p∗k, it suffices to show that (B) is zero. Note that β
†
e and β
†
g are the
true parameters under modelMe ∩Mg; i.e., ePar(a |x, k;β†e) = ePar(a |x, k;β∗e ) = e∗(a |x, k) and
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gPar(a,x, k;β†g) = gPar(a,x, k;β∗g) = g
∗(a,x, k). Under modelMe∩Mg, the derivative ∂Ψτ,k/∂βe
is
∂Ψτ,k
(
τk,β
)
∂βe
= 1(Li = k)
∑
ai∈A(Mk)
1(Ai = ai)∇βeePar(ai |Xi, k;βe)
ePar(ai |Xi, k;βe)2 w
⊺
k(ai,Xi)
{
Yi − gPar(ai,Xi, k;βg)
}
where ∇βeePar(ai |Xi, k;βe) is the column vector of the partial derivative of ePar(·;βe) with respect
to βe. The expectation of ∂Ψτ,k/∂βe is
E
{
∂Ψτ,k
(
τ∗k ,β
†
)
∂βe
}
= p∗kE
{ ∑
ai∈A(Mk)
1(Ai = ai)∇βeePar(ai |Xi, k;β†e)
ePar(ai |Xi, k;β†e)2
w
⊺
k(ai,Xi)
{
Yi − gPar(ai,Xi, k;β†g)
} ∣∣∣∣∣Li = k
}
= p∗kE
{ ∑
ai∈A(Mk)
∇βeePar(ai |Xi, k;β†e)
ePar(ai |Xi, k;β†e)
w
⊺
k(ai,Xi) E
{
Yi − gPar(ai,Xi, k;β∗g)
∣∣∣Ai = ai,Xi, Li = k}︸ ︷︷ ︸
=0
∣∣∣∣∣Li = k
}
= 0 (39)
Next we find that the derivative ∂Ψτ,k/∂βg is
∂Ψτ,k
(
τk,β
)
∂βg
= 1(Li = k)
{
−
∑
ai∈A(Mk)
1(Ai = ai)
ePar(ai |Xi, k;βe)w
⊺
k(ai,Xi)∇βggPar(ai,Xi, k;βg)
+
∑
a∈A(Mk)
w
⊺
k(ai,Xi)∇βggPar(ai,Xi, k;βg)
}
where∇βggPar(ai,Xi, k;βg) is the column vector of the partial derivative of gPar(·;βg) with respect
40
to βg. The expectation of ∂Ψτ,k/∂βg is
E
{
∂Ψτ,k
(
τ ∗,β†
)
∂βg
}
= p∗kE
{
−
∑
ai∈A(Mk)
1(Ai = ai)
ePar(ai |Xi, k;β†e)
w
⊺
k(ai,Xi)∇βggPar(ai,Xi, k;β†g)
+
∑
ai∈A(Mk)
w
⊺
k(ai,Xi)∇βggPar(ai,Xi, k;β†g)
∣∣∣∣∣Li = k
}
= p∗kE
{
−
∑
ai∈A(Mk)
E
{
1(Ai = ai)
∣∣Xi, Li = k}
ePar(ai |Xi, k;β∗e )︸ ︷︷ ︸
=1
w
⊺
k(ai,Xi)∇βggPar(ai,Xi, k;β†g)
+
∑
ai∈A(Mk)
w
⊺
k(ai,Xi)∇βggPar(ai,Xi, k;β†g)
∣∣∣∣∣Li = k
}
= 0 (40)
Combining (39) and (40), (B) in (38) is zero. Consequently, ϕPark (τ
∗
k ,β
†) = ϕk(τ
∗
k ) and ϕ
Par(τ ∗,β†) =
ϕ(τ ∗), respectively. This concludes the proof of the local efficiency of τ̂ .
B.5 Proof of Corollary 4.2 in the Main Paper
We only prove the direct effect case because the indirect effect case can be proven using nearly
identical techniques. Since τDE(α) takes the form of τ ∈ Θ, the result of Theorem 4.1 in the main
paper holds. Therefore, under model Me ∩ Mg, the influence function of τDEk (α) obtained via
M-estimation, denoted as ϕPark (τ
DE
k (α),β
†), is equivalent to the EIF of τDEk (α) because β
† = β∗.
That is,
ϕPark (τ
DE
k (α),β
†) = ϕPark (τ
DE
k (α),β
∗)
=
1(Li = k)
p∗k
[ ∑
ai∈A(Mk)
1(Ai = ai)
e∗(ai |Xi, k)
{
wDEk (ai)
}
⊺
{
Yi − g∗(ai,Xi, k)
}
+
∑
ai∈A(Mk)
{
wDEk (ai)
}
⊺
g∗(ai,Xi, k)− τDEk (α)
]
=
1(Li = k)
p∗k
{
ψk(1, e
∗,g∗, α)− ψk(0, e∗,g∗, α)
}
− 1(Li = k)
p∗k
τDEk (α)
The first identity is based on the EIF of τDEk (α) given in Lemma A.1 and the second identity is
based on the definition of ψk in the main paper. Since the coefficient function vk(pk) is pk, the
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influence function of τDE(α), denoted as ϕPar(τDE(α),β†), is equivalent to the EIF of τDE(α).
ϕPar(τDE(α),β†) =
K∑
k=1
[ p∗k︷ ︸︸ ︷
vk(p
∗
k)ϕ
Par
k (τ
DE
k (α),β
†) +
{
1(Li = k)− p∗k
} 1︷ ︸︸ ︷∂vk(p∗k)
∂pk
τDEk (α)
]
=
K∑
k=1
1(Li = k)
{
ψk(1, e
∗,g∗, α) − ψk(0, e∗,g∗, α)
}
−
K∑
k=1
p∗kτ
DE
k (α)︸ ︷︷ ︸
τDE(α)
= ϕ(τDE(α))
Hence, the asymptotic linear expansion of τ̂
DE
(α) is
√
N
{
τ̂
DE
(α)− τDE(α)} = 1√
N
N∑
i=1
ϕPar(τDE(α),β†) + oP (1) =
1√
N
N∑
i=1
ϕ(τDE(α)) + oP (1)
Since ϕ(τDE(α)) is the EIF, τ̂
DE
(α) is locally efficient under model Me ∩Mg.
B.6 Proof of Corollary 4.3 in the Main Paper
Before proving Corollary, we introduce new notations for brevity. We denote the parameters
associated with the propensity score in cluster type k as ζe,k =
(
β
⊺
e,k, λk
)
⊺
and the parameters
associated with the outcome regression in cluster type k as ζg,k =
(
β
⊺
g,k, ηk, ρk)
⊺. We define the col-
lection of parameters for all the propensity scores and outcome regressions as ζe = (ζ
⊺
e,1, . . . , ζ
⊺
e,K)
⊺
and ζg = (ζ
⊺
g,1, . . . , ζ
⊺
g,K)
⊺, respectively. Since the propensity score and the outcome regression in
cluster type k do not depend on parameters of other cluster types, we replace βg and βe in g
Par
j (·;βg)
and eParj (·;βe) presented in (12) and (11) in the main paper with βg,k and βe,k, respectively.
Throughout the proof, we use tensor notations to denote second-order derivatives. Specifically,
for a matrix D = [Dij ] ∈ Rr1×r2 (i = 1, . . . r1, j = 1, . . . , r2) and a vector d = (d1, . . . , dr3) ∈ Rr3 ,
we let d⊗2 = dd⊺ (i.e., outer product), D⊗d be an order-three tensor where each element is Dijdk
(i = 1, . . . r1, j = 1, . . . r2, k = 1, . . . r3), and d
⊗3 = (dd⊺)⊗ d.
We consider the estimating equation
Ψ(p, τ , ζe, ζg) =

Ψ1(p1, τ1, ζe,1, ζg,1)
...
ΨK(pK , τK , ζe,K , ζg,K)

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where
Ψk(pk, τk, ζe,k, ζg,k) =

Ψp,k(pk)
Ψτ,k(τk, ζe,k, ζg,k)
Ψe,k(ζe,k)
Ψg,k(ζg,k)
 (41)
and
Ψp,k(pk) = 1(Li = k)− pk (42)
Ψτ,k(τk, ζe,k, ζg,k) = 1(Li = k)
[ ∑
ai∈A(Mk)
1(Ai = ai)
ePar(ζe,k)
w
⊺
k(ai,Xi)
{
Yi − gPar(ai,Xi, k;βg,k)
}
+
∑
ai∈A(Mk)
w
⊺
k(ai,Xi)g
Par(ai,Xi, k;βg,k)− τk
]
(43)
Ψe,k
(
ζe,k
)
= 1(Li = k) ·
∇ζe,kePar(ζe,k)
ePar(ζe,k)
(44)
Ψg,k
(
ζg,k
)
= 1(Li = k) · ∇ζg,kℓg,k(ζg,k) (45)
Here, ePar(ζe,k) and ℓg,k(ζg,k) are defined in (46) and (47), respectively. Also, (44) and (45) are the
score functions of the propensity score and the outcome regression, respectively.
First, we study the explicit form of (44). The conditional individual propensity score given the
random effect bi = b, P (Aij = aij |Xij = xij , Li = k, bi = b;βe,k), simplifies to eParj (aij | b;βe,k).
The conditional group propensity score given the random effect P (Ai = ai |Xi = xi, Li = k, bi =
b;βe,k) simplifies to e
Par(b;βe,k). Hence, the group propensity score e
Par(ai |xi, k; ζe,k), which we
denote as ePar(ζe,k), has the form
ePar(ζe,k) =
∫
ePar(b;βe,k)φ(b;λk) db =
∫ { Mk∏
j=1
eParj (aij | b;βe,k)
}
φ(b;λk) db (46)
where φ(·;λk) is the probability density function of the Normal distribution N(0, λ−1k ). The explicit
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form of ∇ζe,kePar(ζe,k) =
(∇⊺βe,kePar(ζe,k),∇λkePar(ζe,k))⊺ in (44) is
∇βe,kePar(ζe,k) =
∫
ePar(b;βe,k)R(b;βe,k)φ(b;λk) db
∇λkePar(ζe,k) =
∫
1− λkb2
2λk
ePar(b;βe,k)φ(b;λk) db
where
R(b;βe,k) =
Mk∑
j=1
{
1(aij = 1)− eParj (1 | b;βe,k)
} 1
xij

The derivative and integration are exchangeable because of the dominated convergence theorem.
Next, we study (45). The conditional density of yi given (Ai = ai,Xi = xi, Li = k) at the
parameter ζg,k is the multivariate Normal distribution N
(
gPar(ai,xi, k;βg,k), Sk
)
Note that the jth
component of gPar is represented as
gParj (ai,xi, k;βg,k) = h
⊺
j (ai,xi, k)βg,k , hj(ai,xi, k) =
[
1 , aij ,
∑
j′ 6=j aij′ , x
⊺
ij ,
∑
j′ 6=j x
⊺
ij′
]⊺
We define a matrix H which has Mk columns and the jth column is hj. Then, g
Par can be written
as
g(ai,xi, k) = H
⊺(ai,xi, k)βg,k , H(ai,xi, k) =
[
h1(ai,xi, k) . . . hMk(ai,xi, k)
]
Therefore, the log-likelihood of the outcome regression is
ℓg,k(ζg,k) = −1
2
log det(2πSk)− 1
2
ǫ⊺(ζg,k)S
−1
k ǫ(ζg,k) (47)
where ǫ(ζg,k) = yi−g(ai,xi, k;βg,k) = yi−H⊺(ai,xi, k)βg,k. From the Sherman-Morrison formula,
the invserve of Sk and the determinant of Sk are
S−1k = ηkI −
ρkη
2
k
1 +Mkρkηk
11⊺ , det(Sk) = η
−Mk
k (1 +Mkρkηk)
where I ≡ IMk is an Mk-dimensional identity matrix and 1 ≡ 1Mk is an Mk-dimensional vector of
ones. The non-zero first derivatives of ǫ(ζg,k), S
−1
k , and log det(Sk) with respect to βg,k, ηk, and
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ρk are
∂ǫ(ζg,k)
∂β⊺g,k
= −H(ai,xi, k)
∂S−1k
∂ηk
= I − ρkηk(2 +Mkρkηk)
(1 +Mkρkηk)2
11⊺ ,
∂S−1k
∂ρk
= − η
2
k
(1 +Mkρkηk)2
11⊺
∂ log det(Sk)
∂ηk
= −Mk
ηk
+
Mkρk
1 +Mkρkηk
,
∂ log det(Sk)
∂ρk
=
Mkηk
1 +Mkρkηk
The derivative of ℓg,k with respect to ζg,k is ∇ζg,kℓg,k(ζg,k) =
(∇⊺βg,kℓg,k(ζg,k),∇ηkℓg,k(ζg,k),
∇ρkℓg,k(ζg,k)
)
⊺
where each component is given below.
∇βg,kℓg,k(ζg,k) = H(ai,xi, k)S−1k ǫ(ζg,k)
∇ηkℓg,k(ζg,k) = −
1
2
ǫ⊺(ζg,k)ǫ(ζg,k) +
1
2
ρkηk(2 +Mkρkηk)
(1 +Mkρkηk)2
{
ǫ⊺(ζg,k)1
}2
+
Mk
2ηk
− Mkρk
2(1 +Mkρkηk)
∇ρkℓg,k(ζg,k) =
η2k
2(1 +Mkρkηk)2
{
ǫ⊺(ζg,k)1
}2 − Mkηk
2(1 +Mkρkηk)
Next, we show that Ψ satisfies the regularity conditions (R1)-(R4) of Lemma A.4.
Condition (R1) is trivially held as long as the parameters of interest (i.e., (p, τ , ζe, ζg)) are
restricted in such parameter space.
Condition (R2) also can be shown via brute force derivation of the second order partial deriva-
tives of estimating equations. Note that the derivatives of Ψk with respect to (pk′ , τk′ , ζe,k′ , ζg,k′)
is zero if k 6= k′. Therefore, it suffices to derive the second order partial derivatives of Ψk with
respect to (pk, τk, ζe,k, ζg,k).
The derivatives of Ψp,k are ∇pkΨp,k(pk) = −1 and 0 for other derivatives. Therefore, all second
order partial derivatives of Ψp,k is zero.
The non-zero first order partial derivatives of Ψτ,k are
∇τkΨτ,k(τk, ζe,k, ζg,k) = −1(Li = k)
∇βg,kΨτ,k(τk, ζe,k, ζg,k) = 1(Li = k)
∑
ai∈A(Mk)
{
− 1(Ai = ai)
ePar(ζe,k)
+ 1
}{
H(ai,Xi, k)wk(ai,Xi)
}
∇ζe,kΨτ,k(τk, ζe,k, ζg,k) = −1(Li = k)
∑
ai∈A(Mk)
1(Ai = ai)w
⊺
k(a,Xi)ǫ(ζg,k)
ePar(ζe,k)2
{
∇ζe,kePar(ζe,k)
}
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The non-zero second order partial derivatives of Ψτ,k are
∇βg,k∇⊺ζe,kΨτ,k(τk, ζe,k, ζg,k)
= 1(Li = k)
∑
ai∈A(Mk)
1(Ai = ai)
ePar(ζe,k)2
{
H(ai,Xi, k)wk(ai,Xi)
}{
∇⊺ζe,ke
Par(ζe,k)
}
∇2ζe,kΨτ,k(τk, ζe,k, ζg,k)
= −1(Li = k)
∑
ai∈A(Mk)
1(Ai = ai)w
⊺
k(ai,Xi)ǫ(ζg,k)
ePar(ζe,k)3
[
ePar(ζe,k)
{
∇2ζe,kePar(ζe,k)
}
− 2
{
∇ζe,kePar(ζe,k)
}⊗2]
(48)
Here, ∇2ζe,kePar(ζe,k) is a (2× 2)-block matrix with the components
∇2ζe,kePar(ζe,k) =
 ∇2βe,kePar(ζe,k) ∇λk∇⊺βe,kePar(ζe,k)
∇λk∇βe,kePar(ζe,k) ∇2λkePar(ζe,k)

The explicit forms of the components can be obtained by using the interchangeability of integration
and differentiation.
∇2βe,kePar(ζe,k) =
∫
ePar(b;βe,k)
{
R⊗2(b;βe,k)−
Mk∑
j=1
eParj (1 | b;βe,k)eParj (0 | b;βe,k)
[
1
xij
]⊗2}
φ(b;λk) db
∇βe,k∇λkePar(ζe,k) =
∫
1− λkb2
2λk
ePar(b;βe,k)R(b;βe,k)φ(b;λk) db
∇2λkePar(ζe,k) =
∫
λ2kb
4 − 2λkb2 − 1
4λ2k
ePar(b;βe,k)φ(b;λk) db
The non-zero first order partial derivative of Ψe,k is
∇ζe,kΨe,k(ζe,k) = 1(Li = k)
[∇2ζe,kePar(ζe,k)
ePar(ζe,k)
−
{∇ζe,kePar(ζe,k)}⊗2
ePar(ζe,k)2
]
The non-zero second partial order partial derivatives of Ψe,k is
∇2ζe,kΨe,k(ζe,k) = 1(Li = k)
[∇3ζe,kePar(ζe,k)
ePar(ζe,k)
−
2
{∇2ζe,kePar(ζe,k)}⊗ {∇ζe,kePar(ζe,k)}
ePar(ζe,k)2
+
2
{∇ζe,kePar(ζe,k)}⊗3
ePar(ζe,k)3
]
(49)
Note that∇3ζe,kePar(ζe,k) is order-three tensor containing sub-tensors∇3βe,kePar(ζe,k), ∇2βe,k∇λkePar(ζe,k),
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∇βe,k∇2λkePar(ζe,k), and ∇3λkePar(ζe,k), which are of the form
∇3βe,kePar(ζe,k)
=
∫
ePar(b;βe,k)
[
R⊗3(b;βe,k)− 3
{
Mk∑
j=1
eParj (1 | b;βe,k)eParj (0 | b;βe,k)
[
1
xij
]⊗2}
⊗R(b;βe,k)
−
Mk∑
j=1
eParj (1 | b;βe,k)eParj (0 | b;βe,k)
{
1− 2eParj (1 | b;βe,k)
}[ 1
xij
]⊗3 ]
φ(b;λk) db
∇2βe,k∇λkePar(ζe,k)
=
∫
1− λkb2
2λk
ePar(b;βe,k)
[
R⊗2(b;βe,k)−
Mk∑
j=1
eParj (1 | b;βe,k)eParj (0 | b;βe,k)
[
1
xij
]⊗2 ]
φ(b;λk) db
∇βe,k∇2λkePar(ζe,k) =
∫
λ2kb
4 − 2λkb2 − 1
4λ2k
ePar(b;βe,k)R(b;βe,k)φ(b;λk) db
∇3λkePar(ζe,k) =
∫ −λ3kb6 + 3λ2kb4 + 3λkb2 + 3
8λ3k
ePar(b;βe,k)φ(b;λk) db (50)
The non-zero first order partial derivative of Ψg,k consists of components which are the product
of the second derivative of ℓg,k and 1(Li = k) where
∇2βg,kℓg,k(ζg,k) = −H(ai,xi, k)S−1k H⊺(ai,xi, k)
∇βg,k∇ηkℓg,k(ζg,k) = H(ai,xi, k)ǫ(ζg,k)−
ρkηk(2 +Mkρkηk)
(1 +Mkρkηk)2
{
ǫ⊺(ζg,k)1
}{
H(ai,xi, k)1
}
∇βg,k∇ρkℓg,k(ζg,k) = −
η2k
(1 +Mkρkηk)2
{
ǫ⊺(ζg,k)1
}{
H(ai,xi, k)1
}
∇2ηkℓg,k(ζg,k) =
ρk
(1 +Mkρkηk)3
{
ǫ⊺(ζg,k)1
}2 − Mk
2η2k
+
M2kρ
2
k
2(1 +Mkρkηk)2
∇ηk∇ρkℓg,k(ζg,k) =
ηk
(1 +Mkρkηk)3
{
ǫ⊺(ζg,k)1
}2 − Mk
2(1 +Mkρkηk)2
∇2ρkℓg,k(ζg,k) = −
Mkη
3
k
(1 +Mkρkηk)3
{
ǫ⊺(ζg,k)1
}2
+
M2kη
2
k
2(1 +Mkρkηk)2
The non-zero second order partial derivatives of Ψg,k are the product of the non-zero third derivative
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of ℓg,k(ζg,k) and 1(Li = k) where
∇2βg,k∇ηkℓg,k(ζg,k) = −H(ai,xi, k)
{
I − ρkηk(2 +Mkρkηk)
(1 +Mkρkηk)2
11⊺
}
H⊺(ai,xi, k)
∇2βg,k∇ρkℓg,k(ζg,k) =
η2k
(1 +Mkρkηk)2
{
H(ai,xi, k)1
}⊗2
∇βg,k∇2ηkℓg,k(ζg,k) = −
2ρk
(1 +Mkρkηk)3
{
ǫ⊺(ζg,k)1
}{
H(ai,xi, k)1
}
∇βg,k∇ηk∇ρkℓg,k(ζg,k) = −
2ηk
(1 +Mkρkηk)3
{
ǫ⊺(ζg,k)1
}{
H(ai,xi, k)1
}
∇βg,k∇2ρkℓg,k(ζg,k) =
2Mkη
3
k
(1 +Mkρkηk)3
{
ǫ⊺(ζg,k)1
}{
H(ai,xi, k)1
}
∇3ηkℓg,k(ζg,k) = −
3Mkρ
2
k
(1 +Mkρkηk)4
{
ǫ⊺(ζg,k)1
}2
+
Mk
η3k
− M
3
kρ
3
k
(1 +Mkρkηk)3
∇2ηk∇ρkℓg,k(ζg,k) = −
2Mkρkηk − 1
(1 +Mkρkηk)4
{
ǫ⊺(ζg,k)1
}2
+
M2kρk
(1 +Mkρkηk)3
∇ηk∇2ρkℓg,k(ζg,k) = −
3Mkη
2
k
(1 +Mkρkηk)4
{
ǫ⊺(ζg,k)1
}2
+
M2kηk
(1 +Mkρkηk)3
∇3ρkℓg,k(ζg,k) =
3M2kη
4
k
(1 +Mkρkηk)4
{
ǫ⊺(ζg,k)1
}2 − M3kη3k
(1 +Mkρkηk)3
(51)
Consequently, all second order derivatives of Ψ are twice continuously differentiable with respect
to (p, τ , ζg , ζe).
To show condition (R3), we see that at the true parameter, E
{
Ψ(p∗, τ ∗, ζ∗g , ζ
∗
e )
}
= 0.
We first study the expectation of the derivative of ∇ζe,kΨe,k and ∇ζg,kΨg,k
E
{∇ζe,kΨe,k(ζe,k)} = p∗kE{∇ζe,kΨe,k(ζe,k) ∣∣Li = k}
E
{∇ζg,kΨg,k(ζg,k)} = p∗kE{∇ζg,kΨg,k(ζg,k) ∣∣Li = k}
Note that the negative conditional expectations of the matrices in the above become the Fisher
information matrices at ζe,k = ζ
∗
e,k and ζg,k = ζ
∗
g,k, respectively. The Fisher information matrix
of the propensity score is assumed to be invertible. Also, the Fisher information matrix of the
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outcome regression is invertible through the following argument.
−E{∇ζg,kΨg,k(ζ∗g,k) ∣∣Li = k}
= −

−E{H(Ai,Xi, k)(S∗k)−1H⊺(Ai,Xi, k) |Li = k} 0 0
0 B11(η
∗
k, ρ
∗
k) B12(η
∗
k, ρ
∗
k)
0 B12(η
∗
k, ρ
∗
k) B22(η
∗
k, ρ
∗
k)
 (52)
Here, S∗k is the true variance matrix Sk(η
∗
k, ρ
∗
k) and
B11(ηk, ρk) =
1
2η2k(1 +Mkρkηk)
2
{
2Mkρkηk −Mk(1 +Mkρkηk)2 +M2kρ2kη2k
}
B12(ηk, ρk) =
Mkη
2
k
2η2k(1 +Mkρkηk)
2
, B22(ηk, ρk) = − M
2
kη
4
k
2η2k(1 +Mkρkηk)
2
Since the columns of H do not degenerate, the first leading diagonal element is invertible. The
determinant of the [2, 3]× [2, 3]-block matrix of (52) is non-zero for all ζg,k in the parameter space
because Mk > 1, i.e.,
det
B11(ηk, ρk) B12(ηk, ρk)
B12(ηk, ρk) B22(ηk, ρk)
 = − M2kη4k
4η4k(1 +Mkρkηk)
4
{
2Mkρkηk −Mk(1 +Mkρkηk)2 +M2kρ2kη2k + 1
}
=
M2kη
4
k
4η4k(1 +Mkρkηk)
4
(Mk − 1)(Mkρkηk + 1)2 6= 0
Therefore, the matrix presented in (52) is invertible.
Now, we discuss (R3)-(i). The uniqueness is guaranteed if the parameters are globally identifi-
able. First, pk and τk are uniquely defined by the form of the estimating equation. Second, ζe,k is
assumed to be identifiable. Lastly, ζg,k is identifiable if the Fisher information of ζg,k is invertible
because the outcome regression, which is a Normal distribution, belongs to the exponential family.
In (52), the Fisher information is shown to be invertible, so ζg,k is identifiable.
Next, we discuss (R3)-(ii). It suffices to show E
{∥∥Ψk(p∗k, τ∗k , ζ∗e,k, ζ∗g,k)∥∥22} is finite for all k where
∥∥Ψk(p∗k, τ∗k , ζ∗e,k, ζ∗g,k)∥∥22 = Ψp,k(p∗k)2 +Ψτ,k(τ∗k , ζ∗e,k, ζ∗g,k)2 +Ψ⊺e,k(ζ∗e,k)Ψe,k(ζ∗e,k) + Ψ⊺g,k(ζ∗g,k)Ψg,k(ζ∗g,k)
(53)
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The expectation of the first term Ψ2p,k in (53) is finite
E
{
Ψp,k(p
∗
k)
2
}
= E
[{
1(Li = k)− p∗k
}2]
= p∗k(1− p∗k) <∞
The expectation of the second term Ψ2τ,k in (53) is finite
E
{
Ψτ,k(τ
∗
k , ζ
∗
g,k, ζ
∗
e,k)
2
}
= p∗kE
{
Ψτ,k(τ
∗
k , ζ
∗
g,k, ζ
∗
e,k)
2 |Li = k
}
= p∗3k · SEBk <∞
because SEBk defined in equation (14) is finite.
The third term Ψ⊺e,kΨe,k in (53) can be decomposed into
Ψ⊺e,k(ζe,k)Ψe,k(ζe,k) =
1(Li = k)
ePar(ζe,k)2
[{∇βe,kePar(ζe,k)}⊺{∇βe,kePar(ζe,k)}+ {∇λkePar(ζe,k)}2]
≤ 1(Li = k)
c2
[∥∥∇βe,kePar(ζe,k)∥∥22 + {∇λkePar(ζe,k)}2] (54)
The inequality is from condition (A3) in Assumption 1 in the main paper. Note that
∥∥∇βe,kePar(ζe,k)∥∥2
is bounded by the following quantity
∥∥∇βe,kePar(ζe,k)∥∥2 =
∥∥∥∥∥
∫
ePar(b;βe,k)R(b;βe,k)φ(b;λk) db
∥∥∥∥∥
2
≤
∫
ePar(b;βe,k)
∥∥R(b;βe,k)∥∥2φ(b;λk) db ≤ ∫ ∥∥R(b;βe,k)∥∥2φ(b;λk) db
where the first inequality is from the Jensen’s inequality and the second inequality is from the
boundedness of the probability ePar(b;βe,k) ≤ 1.
∥∥R(b;βe,k)∥∥2 is further bounded by
∥∥R(b;βe,k)∥∥2 ≤ Mk∑
j=1
∣∣
1(aij = 1)− eParj (1 | b;βe,k)
∣∣∥∥∥[1,x⊺ij]⊺∥∥∥
2
≤ 2
Mk∑
j=1
∥∥∥[1,x⊺ij]⊺∥∥∥
2
≤ 2Mk
∥∥∥[1,x⊺i ]⊺∥∥∥
2
Therefore, we see that the expectation of the first term in (54) is bounded by the moment related
to the covariate as follows
E
{
1(Li = k)
∥∥∇βe,kePar(ζe,k)∥∥22} = p∗kE{∥∥∇βe,kePar(ζe,k)∥∥22 ∣∣∣Li = k}
≤ 4p∗kM2k
{
1 + E
(∥∥Xi∥∥22 ∣∣Li = k)} (55)
Since E
(‖Xi‖22 |Li = k) is finite by assumption, (55) is also finite. Therefore, we find that the
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expectation of the second term in (54) is bounded by the moment related to the covariate as
follows. We can find that ∇λkePar(ζe,k) is bounded above by 1/λk
∣∣∇λkePar(ζe,k)∣∣ = 12λk
∣∣∣∣∣
∫ (
1− λkb2
)
ePar(b;βe,k)φ(b;λk) db
∣∣∣∣∣
≤ 1
2λk
∫ ∣∣1− λkb2∣∣ePar(b;βe,k)φ(b;λk) db ≤ 1
2λk
∫ (
1 + λkb
2
)
φ(b;λk) db =
1
λk
The last equality is from the variance of bi ∼ N(0, λ−1k ). Therefore, the expectation of 1(Li =
k)
{∇λkePar(ζe,k)}2 is bounded above by 1/λ2k. This concludes that E{Ψ⊺e,k(ζe,k)Ψe,k(ζe,k)} is finite.
The fourth term ΨkΨ
⊺
k is Ψg,kΨ
⊺
g,k in (53) and can be decomposed into
Ψ⊺g,k(ζg,k)Ψg,k(ζg,k) = 1(Li = k)
[∥∥∇βg,kℓg,k(ζg,k)∥∥22 + {∇ηkℓg,k(ζg,k)}2 + {∇ρkℓg,k(ζg,k)}2] (56)
Note that the expectation of the first term in (56) is
E
{∥∥∇βg,kℓg,k(ζg,k)∥∥22 ∣∣∣Li = k} = E{ǫ⊺(ζg,k)S−1k H⊺(Ai,Xi, k)H(Ai,Xi, k)S−1k ǫ(ζg,k) ∣∣∣Li = k}
= E
[
tr
{
H(Ai,Xi, k)S
−1
k H
⊺(Ai,Xi, k)
} ∣∣∣Li = k] (57)
The identity is straightforward by switching the order of expectation and trace. We find that
tr
{
H(ai,xi, k)S
−1
k H
⊺(ai,xi, k)
}
= tr
{
ηkH(ai,xi, k)H
⊺(ai,xi, k)− ρkη
2
k
1 +Mkρkηk
{
H(ai,xi, k)1
}{
H(ai,xi, k)1
}
⊺
}
= ηk
K∑
j=1
h⊺j (ai,xi, k)hj(ai,xi, k)−
ρkη
2
k
1 +Mkρkηk
{
Mk∑
j=1
hj(ai,xi, k)
}
⊺
{
Mk∑
j=1
hj(ai,xi, k)
}
Note that the second equality uses tr(dd⊺) = d⊺d. Therefore, E
{∥∥∇βg,kℓg,k(ζ∗g,k)∥∥22 ∣∣Li = k}
is also finite if E
{
h⊺j (Ai,Xi, k)hj(Ai,Xi, k) |Li = k
}
is finite for all j. Since hj(ai,xi, k) =[
1, aij ,
∑
ai(−j),x
⊺
ij ,
∑
x
⊺
i(−j)
]
⊺
and E
(‖Xi‖22 |Li = k) is finite by assumption, (57) is also finite.
The expectations of the last two components of (56) are equivalent to p∗kE
[{∇ηkℓg,k(ζ∗g,k)}2 |Li =
k
]
and p∗kE
[{∇ρkℓg,k(ζ∗g,k)}2 |Li = k], respectively. These quantities are finite because the maxi-
mum order of the quantities are the fourth power of ǫ(ζ∗g,k) which follows a multivariate Normal
distribution.
Since the expectations of the four components in (53) are finite, E
{∥∥Ψk(p∗k, τ∗k , ζ∗e,k, ζ∗g,k)∥∥22} is
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finite as well.
Lastly, we discuss (R3)-(iii). We can get the derivative of Ψ with respect to (p, τ , ζe, ζg), the
parameters associated with cluster type k, as follows
∂Ψ(p, τ , ζe, ζg)
∂(p, τ , ζe, ζg)⊺
=

∂Ψ1(p1, τ1, ζe,1, ζg,1)
∂(p1, τ1, ζe,1, ζg,1)⊺
0 . . . 0
0
∂Ψ2(p2, τ2, ζe,2, ζg,2)
∂(p2, τ2, ζe,2, ζg,2)⊺
. . . 0
...
...
. . .
...
0 0 . . .
∂ΨK(pK , τK , ζe,K , ζg,K)
∂(pK , τK , ζe,K , ζg,K)⊺

where
∂Ψk(pk, τk, ζe,k, ζg,k)
∂(pk, τk, ζe,k, ζg,k)⊺
=

∇pkΨp,k 0 0 0
0 ∇τkΨτ,k ∇ζe,kΨτ,k ∇ζg,kΨτ,k
0 0 ∇ζe,kΨe,k 0
0 0 0 ∇ζg,kΨg,k
 (58)
To show the invertibility of E
{
∂Ψ(p, τ , ζe, ζg)/∂(p, τ , ζe, ζg)
⊺
}
, it suffices to show that the diagonal
entries in (58) are invertible at true parameter values. The first diagonal entry is ∇pkΨp,k(p∗k) = −1,
so it is invertible. The second diagonal entry has expectation E
{∇τkΨτ,k(τ∗k , ζ∗e,k, ζ∗g,k)} = −p∗k 6= 0
so it is invertible. The expectation of third entry is invertible because it is the negative Fisher
information matrix. The expectation of the last entry is shown to be invertible based on the form
in (52).
To show condition (R4), we consider the neighborhood of (p∗k, τ
∗
k , ζ
∗
e,k, ζ
∗
g,k) defined by
Nk,r ≡
{
(pk, τk, ζe,k, ζg,k)
∣∣∣ ∥∥∥(pk, τk, ζe,k, ζg,k)− (p∗k, τ∗k , ζ∗e,k, ζ∗g,k)∥∥∥
2
< r
}
for positive constant r > 0. Note that any neighborhood of (p∗, τ ∗, ζ∗e , ζ
∗
g ) is included in the
Cartesian product
∏K
k=1Nk,r for some r > 0. Therefore, it suffices to show that every element
of the second order partial derivatives of Ψk having entries in (42)-(45) is bounded by a fixed
intergrable function for cluster type k parameters that belong to Nk,r.
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First, we show ‖ǫ(βg,k)‖22 is bounded by a integrable function. Note that
‖ǫ(βg,k)‖22 = ‖yi − gPar(ai,xi, k;β∗g,k) + gPar(ai,xi, k;β∗g,k)− gPar(ai,xi, k;βg,k)‖22
≤ 2‖yi − gPar(ai,xi, k;β∗g,k)‖22 + 2‖gPar(ai,xi, k;β∗g,k)− g(ai,xi, k;βg,k)‖22
≤ 2‖ǫ(ζ∗g,k)‖22 + 2‖H⊺(ai,xi, k)(β∗g,k − βg,k)‖22
Since ‖ǫ(ζ∗g,k)‖22 is the residual sum of squares, it is an integrable function whose value is finite for
all (ηk, ρk) ∈ Nr. Also, ‖H⊺(ai,xi, k)(β∗g,k−βg,k)‖22 is upper bounded by r2{Mk+M3k +Mk‖xi‖22}.
‖H⊺(ai,xi, k)(β∗g,k − βg,k)‖2 ≤ ‖H⊺(ai,xi, k)‖2‖β∗g,k − βg,k‖2
≤ r‖H⊺(ai,xi, k)‖F
= r
√√√√Mk + Mk∑
j=1
a2ij +
Mk∑
j=1
(∑
j′ 6=j
aij′
)2
+
Mk∑
j=1
‖xij‖22 +
Mk∑
j=1
∥∥∥∥∑
j′ 6=j
xij′
∥∥∥∥2
2
≤ r
√
Mk +M
3
k +Mk
∥∥xi∥∥22
where ‖D‖F is the Frobenius norm of a matrix D. First inequality uses the property of the induced
matrix 2-norm. Second inequality is based on the relationship between induced matrix 2-norm
and the Frobenius norm. Third identity is based on the definition of the Frobenius norm and
the last inequality is straightforward from the definition of xi and the boundedness of aijs. Since
E
{‖Xi‖22 ∣∣Li = k} is finite, ‖ǫ(ζg,k)‖22 is bounded by a fixed integrable function.
Next we observe that the rth order partial derivatives of ePar(ζe,k) is bounded by rth degree
polynomials of the covariates. For example, as in (50), we can show that each component of
∇3ζe,ke(ζe,k) is bounded by third order polynomial c3 ·
∥∥xi∥∥32 + c2 · ∥∥xi∥∥22 + c1 · ∥∥xi∥∥2 + c0 where c0,
c1, c2, c3s are generic constants. Similarly, the first and the second order derivatives of e
Par(ζe,k)
are bounded by the the first and the second order polynomials in ‖xi‖2, respctively.
Lastly, ePar(ζe,k) is bounded between [c, 1 − c] for some constant c if the parameters belong to
Nr.
All second derivatives of Ψk have the forms in (48), (49), and (51). Note that these functions are
bounded by a function of the form C3 ·
∥∥xi∥∥32+C2 ·∥∥xi∥∥22+C1 ·∥∥xi∥∥2+C0 for all (pk, τk, ζe,k, ζg,k) ∈
Nk,r where C0, C1, C2, C3 are generic constants because of the previously established results
regarding the boundedness of ‖ǫ(ζg,k)‖22, the derivatives of the propensity scores, and the propensity
score. Therefore, since E
{‖Xi‖32 |Li = k} is bounded, all elements of the second order derivatives
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of Ψk are bounded by a fixed integrable function for every (pk, τk, ζe,k, ζg,k) ∈ Nk,r.
This shows that Ψ satisfies the regularity conditions (R1)-(R4) of Lemma A.4. It is straight-
forward to show the results regarding τ̂ in Corollary 4.3 in the main paper by following the proof
of Theorem 4.1 in the main paper.
B.7 Proof of Theorem 5.1 in the Main Paper
The result in (i) is straightforward by combining Corollary 4.2 in the main paper and Lemma
A.6. Corollary 4.2 in the main paper implies that τ̂
DE
(α) and τ̂
IE
(α,α′) are consistent estimators
for τDE(α) and τ IE(α,α′), respectively. In the absence of interference, Lemma A.6 shows that
τDE(α) = τATE and τ IE(α,α′) = 0, respectively. Thus, we get the consistency of τ̂
DE
(α) and
τ̂
IE
(α,α′) for τATE and 0, respectively.
To claim the result in (ii), we derive the SEB under stated assumptions. The variance of
ϕ(τATE) is already given in Lemma A.8. That is,
E
{
ϕ(τATE)2
}
=
K∑
k=1
p∗k
M2k
Mk∑
j=1
E
{
Σ∗jj(1,Xi, k)
e∗j (1 |Xi, k)
+
Σ∗jj(0,Xi, k)
e∗j (0 |Xi, k)
∣∣∣∣∣Li = k
}
+E
[[
K∑
k=1
1(Li = k)
Mk
Mk∑
j=1
{
gNoIntj (1,Xi, k)− gNoIntj (0,Xi, k)
}
− τATE
]2]
The variance of ϕ(τDE(α)) is given by
E
{
ϕ(τDE(α))2
}
=
K∑
k=1
p∗k
∑
ai∈A(Mk)
E
[{
wDEk (ai;α)
}
⊺
Σ∗(ai,Xi, k)w
DE
k (ai;α)
e∗(ai |Xi, k)
∣∣∣∣∣Li = k
]
+ E
[[
K∑
k=1
1(Li = k)
{
wDEk (ai;α)
}
⊺
g∗(ai,Xi, k)− τDE(α)
]2]
=
K∑
k=1
p∗k
M2k
Mk∑
j=1
∑
ai∈A(Mk)
E
{
π(ai(−j);α)
2Σ∗jj(aij ,Xi, k)
e∗(ai |Xi, k)
∣∣∣∣∣Li = k
}
+ E
[[
K∑
k=1
1(Li = k)
Mk
Mk∑
j=1
{
gNoIntj (1,Xi, k)− gNoIntj (0,Xi, k)
}
− τATE
]2]
The second equality is straightforward by observing {wDEk (ai;α)
}
⊺
= u⊺j
{
1(aij = 1) − 1(aij =
0)
}
π(ai(−j);α) where uj is the jth standard Mk-dimensional unit vector and following the results
established in Lemma A.6, i.e., Σ∗(ai,xi, k) = diag
[
Σ∗11(ai1,xi, k), . . . ,Σ
∗
MkMk
(aiMk ,xi, k)
]
and
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τDE(α) = τATE. Therefore, the gap between E
{
ϕ(τDE(α))2
}
and E
{
ϕ(τATE)2
}
is
E
{
ϕ(τDE(α))2
}− E{ϕ(τATE)2}
=
K∑
k=1
p∗k
M2k
Mk∑
j=1
E
[ ∑
ai∈A(Mk)
π(ai(−j);α)
2Σ∗jj(aij ,Xi, k)
e∗(ai |Xi, k) −
Σ∗jj(1,Xi, k)
e∗j (1 |Xi, k)
− Σ
∗
jj(0,Xi, k)
e∗j(0 |Xi, k)
∣∣∣∣∣Li = k
]
(59)
First term of the conditional expectation in (59) is lower bounded by the second term.
∑
ai∈A(Mk)
π(ai(−j);α)
2Σ∗jj(aij ,xi, k)
e∗(ai |xi, k)
=
∑
ai:aij=1
π(ai(−j);α)
2
e∗(ai |xi, k)Σ∗−1jj (aij ,xi, k)
+
∑
ai:aij=0
π(ai(−j);α)
2
e(ai |xi, k)Σ∗−1jj (aij ,xi, k)
≥
{∑
ai:aij=1
π(ai(−j);α)
}2{∑
ai:aij=1
e∗(ai |xi, k)Σ∗−1jj (aij ,xi, k)
} + {∑ai:aij=0 π(ai(−j);α)}2{∑
ai:aij=0
e∗(ai |xi, k)Σ∗−1jj (aij ,xi, k)
}
=
1
e∗j (1 |xi, k)Σ∗−1jj (1,xi, k)
+
1
e∗j (0, |xi, k)Σ∗−1jj (0,xi, k)
=
Σ∗jj(1,Xi, k)
e∗j (1 |Xi, k)
+
Σ∗jj(0,Xi, k)
e∗j (0 |Xi, k)
The inequality in the third line is based on the Bergstro¨m’s inequality,. Specifically, if ci ∈ R and
di > 0 for i = 1, · · · , n, we can use the Cauchy-Schwarz inequality to obtain
n∑
i=1
c2i
di
·
(
n∑
i=1
di
)
=
n∑
i=1
(
ci√
di
)2
·
(
n∑
i=1
√
di
)2
≥
(
n∑
i=1
ci√
di
·
√
di
)2
=
(
n∑
i=1
ci
)2
As a result, we get
c21
d1
+ · · · + c
2
K
dn
≥ (c1 + · · ·+ cn)
2
d1 + · · · + dn . (60)
The equality is only attained when c1/d1 = . . . = cn/dn. Replacing ci with π(ai(−j);α) and di
with e∗(ai |xi, k)Σ∗−1jj (aij ,xi, k), the inequality in the third line and the conditions for the equality
are proven. As a result, the gap E
{
ϕ(τDE(α))2
}−E{ϕ(τATE)2} in (59) is non-negative and becomes
zero if and only if π(ai(−j);α)/{e∗(ai |xi, k)Σ∗−1jj (aij ,xi, k)} = π(ai(−j);α)Σ∗jj(aij ,xi, k)/e∗(ai |xi, k)
are identical for all α ∈ (0, 1) and ai(−j) ∈ A(Mk − 1).
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C Proof of the Lemmas and Theorems in Section A
C.1 Proof of Lemma A.1
Note that Y ij(a;αk) at cluster type k is defined by
Y ij(a;αk) =
∑
ai∈A(Mk)
Yij(ai) · 1(aij = a) · π(ai(−j);αk), π(ai(−j);α) =
∏
j′ 6=j
αaij′ (1− α)1−aij′
Hence, τF (α,α′) can be written as
τF (α,α′) =
1
N
N∑
i=1
K∑
k=1
1(Li = k)
Mk∑
j=1
{
C1jkY ij(1;αk) + C2jkY ij(0;αk) + C3jkY ij(1;α
′
k) + C4jkY ij(0;α
′
k)
}
=
1
N
N∑
i=1
K∑
k=1
1(Li = k)
∑
ai∈A(Mk)
Mk∑
j=1
[
1(aij = 1)
{
C1jkπ(ai(−j);αk) +C3jkπ(ai(−j);α
′
k)
}
+ 1(aij = 0)
{
C2jkπ(ai(−j);αk) + C4jkπ(ai(−j);α
′
k)
}]
Yij(ai)
=
1
N
N∑
i=1
K∑
k=1
1(Li = k)
∑
ai∈A(Mk)
w
⊺
k(ai;αk, α
′
k)Yi(ai) (61)
Here, wk(a;αk, α
′
k) ∈ RMk is defined as
wk(a;αk, α
′
k) =
Mk∑
j=1
uj ·
[
1(aij = 1)
{
C1jkπ(ai(−j);αk) + C3jkπ(ai(−j);α
′
k)
}
+ 1(aij = 0)
{
C2jkπ(ai(−j);αk) + C4jkπ(ai(−j);α
′
k)
}]
where uj ∈ RMk is the jth standard unit vector. Another representation of (61) is given below.
τF (α,α′) =
K∑
k=1
Nk
N
∑
ai∈A(Mk)
w
⊺
k(ai;αk, α
′
k)
1
Nk
∑
i:Li=k
Yi(ai) (62)
Note that Nk → ∞ almost surely as N → ∞ for all k. Specifically, by the law of large numbers,
we get
Nk
N
→ p∗k ∈ (0, 1) almost surely as N →∞ (63)
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and this leads the following result by the law of large numbers.
1
Nk
∑
i:Li=k
Yi(ai)→ E
{
Yi(ai)
∣∣Li = k} in probability as Nk →∞ (64)
Combining (62), (63), and (64), we obtain the following result from the continuous mapping theo-
rem.
τF (α,α)→
K∑
k=1
p∗k
∑
ai∈A(Mk)
w
⊺
k(ai;αk, α
′
k)E
{
Yi(ai)
∣∣Li = k}︸ ︷︷ ︸
τk(αk ,α
′
k
)
in probability as N →∞ (65)
Note that ‖wk(a;αk, α′k)‖2 is finite for all a ∈ A(Mk) and αk, α′k ∈ (0, 1). Therefore, τk de-
fined above belongs to Θk. Furthermore, by taking vk(pk) = pk for all k, (65) is of the form∑K
k=1 vk(p
∗
k)τk(αk, α
′
k) so it belongs to Θ.
We show that τDE,F (α) and τ IE,F (α,α′) take the form of τF (α,α′). First, we unify all αks to
α and α′ks to α
′. If we take C1jk = 1/Mk, C2jk = −1/Mk, and C3jk = C4jk = 0, then the jth entry
of wk(ai;αk, α
′
k) becomes
{
1(aij = 1)− 1(aij = 0)
}
π(ai(−j);α)/Mk. Furthermore,
wk(ai;αk, α
′
k) =
1
Mk
Mk∑
j=1
uj ·
{
1(aij = 1)− 1(aij = 0)
} · π(ai(−j);α)
Therefore, wk(a;αk, α
′
k) and corresponding τ
F (α,α′) are equivalent to wDEk (α) and τ
DE,F (α),
respectively. Similarly, if we take C1jk = C3jk = 0, C2jk = 1/Mk, and C4jk = −1/Mk, it is
straightforward to show thatwk(a;αk, α
′
k) and corresponding τ
F (α,α′) are equivalent towIEk (α,α
′)
and τ IE,F (α,α′), respectively.
C.2 Proof of Lemma A.2
To show that ϕ(τ ∗) is the EIF of τ ∗, we follow the proof technique laid out in Newey [32] and
Hahn [17].
The density of (Oi, Li) = (Yi,Ai,Xi, Li) with respect to some σ-finite measure is
P ∗(y,a,x, k) = P ∗Y (y |a,x, k)e∗(a |x, k)P ∗X (x | k)p∗k
where P ∗Y is the conditional density of Yi given (Ai,Xi, Li) and P
∗
X is the conditional density of
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Xi given Li. An asterisk in superscript of (conditional) density represents the true (conditional)
density. A smooth regular parametric submodel parametrized by a possibly multi-dimensional
parameter η is
P (y,a,x, k; η) = PY (y |a,x, k; η)e(a |x, k; η)PX (x | k; η)pk(η)
where the smoothness and regularity conditions are given in Definition A.1 of the appendix in
Newey [32]. We assume the density of the parametric submodel P (·; η) equals the true density P ∗
at η = η∗. The corresponding score function is
s(y,a,x, k; η) = sY (y,a,x, k; η) + sA(a,x, k; η) + sX(x, k; η) + sL(k; η)
where
sY (y,a,x, k; η) =
∂
∂η
log PY (y |a,x, k; η), sA(a,x, k; η) = ∂
∂η
log e(a |x, k; η),
sX(x, k; η) =
∂
∂η
log PX(x | k; η), sL(k; η) = ∂
∂η
pk(η)
From the parametric submodel, we obtain the K-dimensional tangent space which is the mean
closure of all K-dimensional linear combinations of scores, i.e.,
T =
{
S(y,a,x, k) ∈ RK
∣∣∣S(y,a,x, k) = (S1(y,a,x, k), . . . , SK(y,a,x, k))⊺ , (66)
For all y ∈ RMk ,a ∈ A(Mk),x ∈ X (k), k, ℓ = 1, . . . ,K ,
Sℓ(y,a,x, k) = SℓY (y,a,x, k) + SℓA(a,x, k) + SℓX(x, k) + SℓL(k),
E
{
SℓY (Yi,a,x, k) |Ai = a,Xi = x, Li = k
}
= 0,
E
{
SℓA(Ai,x, k) |Xi = x, Li = k
}
= 0,
E
{
SℓX(Xi, k) |Li = k
}
= 0, E
{
SℓL(Li)
}
= 0
}
The estimand τ ∗ is re-represented as τ (η) =
(
τ1(η), . . . , τK(η)
)
⊺
at parameter η in the regular
parametric submodel and τk(η) has a following functional form.
τk(η) =
∑
a∈A(Mk)
[∫∫ {
w
⊺
k(a,x)y
}
PY (y |a,x, k; η)PX (x | k; η) dy dx
]
(67)
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The sum and integral are interchangeable by Fubini’s Theorem along with bounded dimension of
x. Note that τk(η
∗) equals the true τ∗k . Therefore, the derivative of τk evaluated at true η
∗ is
∂τk(η
∗)
∂η
=
∑
a∈A(Mk)
∫∫ {
w
⊺
k(a,x)y
}
sY (y,a,x, k; η
∗)P ∗Y (y |a,x, k)P ∗X (x | k) dy dx (68)
+
∑
a∈A(Mk)
∫∫ {
w
⊺
k(a,x)y
}
P ∗Y (y |a,x, k)sX(x, k; η∗)P ∗X(x | k) dy dx
The conjectured EIF of τ ∗ is ϕ(τ ∗) =
(
ϕ1(τ
∗
1 ), . . . , ϕK(τ
∗
K)
)
⊺
where ϕk(τ
∗
k ) is defined by
ϕk(τ
∗
k ) =
1(Li = k)
p∗k
[ ∑
ai∈A(Mk)
1(Ai = ai)
e∗(ai |Xi, k)w
⊺
k(ai,Xi)
{
Yi − g∗(ai,Xi, k)
}
+
∑
ai∈A(Mk)
w
⊺
k(ai,Xi)g
∗(ai,Xi, k)− τ∗k
]
For brevity, we introduce F1k and F2k satisfying ϕk(τ
∗
k ) = F1k(Yi,Ai,Xi, Li) + F2k(Xi, Li) as well
as
F1k(Yi,Ai,Xi, Li) =
1(Li = k)
p∗k
[ ∑
ai∈A(Mk)
1(Ai = ai)
e∗(ai |Xi, k)w
⊺
k(ai,Xi)
{
Yi − g∗(ai,Xi, k)
}]
(69)
F2k(Xi, Li) =
1(Li = k)
p∗k
{ ∑
ai∈A(Mk)
w
⊺
k(ai,Xi)g
∗(ai,Xi, k)− τ∗k
}
We first show that τ (η) is a differentiable parameter, i.e.,
∂τ (η∗)
∂η
= E
{
ϕ(τ ∗) · s⊺(Yi,Ai,Xi, Li; η∗)
}
To show this, consider the following entrywise derivatives for all k.
∂τk(η
∗)
∂η
= E
{
ϕk(τ
∗
k ) · s(Yi,Ai,Xi, Li; η∗)
}
= E
[{
F1k(Yi,Ai,Xi, Li) + F2k(Xi, Li)
} · s(Yi,Ai,Xi, Li; η∗)]
where ∂τk(η
∗)/∂η has the form in (68).
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The expectation of F1k · s is
E
{
F1k(Yi,Ai,Xi, Li) · s(Yi,Ai,Xi, Li; η∗)
}
=
K∑
k′=1
p∗k′ · E
{
F1k(Yi,Ai,Xi, k
′) · s(Yi,Ai,Xi, k′; η∗)
∣∣∣Li = k′}
=
∑
ai∈A(Mk)
E
[
1(Ai = ai)
e∗(ai |Xi, k)w
⊺
k(ai,Xi)
{
Yi − g∗(ai,Xi, k)
}
· s(Yi,Ai,Xi, k; η∗)
∣∣∣∣∣Li = k
]
=
∑
ai∈A(Mk)
E
[
w
⊺
k(ai,Xi)E
[{
Yi − g∗(ai,Xi, k)
}
· s(Yi,ai,Xi, k; η∗)
∣∣∣Ai = ai,Xi, Li = k] ∣∣∣∣Li = k]
=
∑
ai∈A(Mk)
E
[
w
⊺
k(ai,Xi)E
[{
Yi − g∗(ai,Xi, k)
}
×
{
sY (Yi,ai,Xi, k; η
∗)
+ sA(ai,Xi, k; η
∗) + sX(Xi, k; η
∗) + sL(k; η
∗)
} ∣∣∣Ai = ai,Xi, Li = k] ∣∣∣∣Li = k]
The first and third identities are straightforward from the law of total expectation. The second
and the fourth identities are based on the definitions of F1k and s, respectively. We study the
conditional expectations of the product of Yi − g∗(a,Xi, k) and the score functions. The first
product
{
Yi − g∗(a,Xi, k)
} · sY has the following conditional expectation.
E
[{
Yi − g∗(a,Xi, k)
} · sY (Yi,a,Xi, k; η∗) ∣∣∣Ai = a,Xi = x, Li = k]
= E
{
Yi · sY (Yi,a,Xi, k; η∗)
∣∣∣Ai = a,Xi = x, Li = k}
=
∫
y · sY (y,a,x, k; η∗)P ∗Y (y |a,x, k) dy
The first identity is based on the conditional mean zero property of sY . The second identity is
the functional representation of conditional expectations. The second product
{
Yi−g∗(a,Xi, k)
} ·{
sA + sX + sL
}
has zero conditional expectation.
E
[{
Yi − g∗(a,Xi, k)
}× {sA(a,Xi, k; η∗) + sX(Xi, k; η∗) + sL(k; η∗)} ∣∣∣Ai = a,Xi, Li = k]
=
= 0︷ ︸︸ ︷
E
{
Yi − g∗(a,Xi, k)
∣∣Ai = a,Xi, Li = k}×{sA(a,Xi, k; η∗) + sX(Xi, k; η∗) + sL(k; η∗)}
= 0
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Combining the results above, we obtain the following functional form of F1k · s.
E
{
F1k(Yi,Ai,Xi, Li) · s(Yi,Ai,Xi, Li; η∗)
}
(70)
=
∑
a∈A(Mk)
∫∫ {
w
⊺
k(a,x)y
} · sY (y,a,x, k; η∗)P ∗Y (y |a,x, k)P ∗X (x | k) dy dx
Next, we study the expectation of F2k · s.
E
{
F2k(Xi, Li) · s(Yi,Ai,Xi, Li; η∗)
}
=
K∑
k′=1
p∗k′ · E
{
F2k(Xi, k
′) · s(Yi,Ai,Xi, k′; η∗)
∣∣∣Li = k′}
= E
[{ ∑
ai∈A(Mk)
w
⊺
k(ai,Xi)g
∗(ai,Xi, k) − τ∗k
}
×
{
sY (Yi,Ai,Xi, k; η
∗) + sA(Ai,Xi, k; η
∗) + sX(Xi, k; η
∗) + sL(k; η
∗)
} ∣∣∣∣∣Li = k
]
=
∑
ai∈A(Mk)
E
[
w
⊺
k(ai,Xi)g
∗(ai,Xi, k)
{
sY (Yi,Ai,Xi, k; η
∗) + sA(Ai,Xi, k; η
∗) + sX(Xi, k; η
∗)
} ∣∣∣Li = k]
+E
{ ∑
ai∈A(Mk)
w
⊺
k(ai,Xi)g
∗(ai,Xi, k)− τ∗k
∣∣∣∣∣Li = k
}
︸ ︷︷ ︸
= 0
sL(k; η
∗)
=
∑
ai∈A(Mk)
E
[
w
⊺
k(ai,Xi)g
∗(ai,Xi, k)
{
sY (Yi,Ai,Xi, k; η
∗) + sA(Ai,Xi, k; η
∗) + sX(Xi, k; η
∗)
} ∣∣∣Li = k]
The first identity is straightforward from the law of total expectation. The second identity uses
the definition of F2k and s. The third identity is from the property of score functions. Finally, the
last identity is from the definition of τ∗k . We study the conditional expectations of the product of
w⊺(a,Xi)g
∗(a,Xi, k) and the score functions. The first product w
⊺(a,Xi)g
∗(a,Xi, k) · {sY + sA}
has zero conditional expectation.
E
[
w⊺(a,Xi)g
∗(a,Xi, k) ·
{
sY (Yi,Ai,Xi, k; η
∗) + sA(Ai,Xi, k; η
∗)
} ∣∣∣Li = k]
= E
[
w⊺(a,Xi)g
∗(a,Xi, k) · E
{
sY (Yi,Ai,Xi, k; η
∗) + sA(Ai,Xi, k; η
∗)
∣∣Xi, Li = k} ∣∣∣Li = k] = 0
The first identity uses the law of total expectation and the second identity is from the property of
61
score functions. The product w⊺(a,Xi)g
∗(a,Xi, k) · sX has the following conditional expectation.
E
{
w⊺(a,Xi)g
∗(a,Xi, k) · sX(Xi, k; η∗)
∣∣∣Li = k} = ∫∫ {w⊺k(a,x)y}P ∗Y (y |a,x, k)sX(x, k; η∗)P ∗X(x | k) dy dx
Combining all the results above, we obtain the following functional form of F2k · s.
E
{
F2k(Xi, Li) · s(Yi,Ai,Xi, Li; η∗)
}
=
∑
a∈A(Mk)
∫∫ {
w
⊺
k(a,x)y
} · P ∗Y (y |a,x, k)sX(x, k; η∗)P ∗X(x | k) dy dx (71)
This proves that τk(η) and τ (η) are differentiable parameters, i.e.,
E
{
ϕk(τ
∗
k ) · s(Yi,Ai,Xi, Li; η∗)
}
(72)
= E
[{
F1k(Yi,Ai,Xi, Li) + F2k(Xi, Li)
} · s(Yi,Ai,Xi, Li; η∗)]
=
∑
a∈A(Mk)
∫∫ {
w
⊺
k(a,x)y
} · sY (y,a,x, k; η∗)P ∗Y (y |a,x, k)P ∗X (x | k) dy dx
+
∑
a∈A(Mk)
∫∫ {
w
⊺
k(a,x)y
} · P ∗Y (y |a,x, k)sX (x, k; η∗)P ∗X(x | k) dy dx
=
∂τk(η
∗)
∂η
where the first identity is a direct consequence of (70) and (71) and the second identity holds from
(68).
Next, we claim that ϕ(τ ∗) belongs to T in (66). By showing that ϕk(τ∗k ) = F1k(Yi,Ai,Xi, Li)+
F2k(Xi, Li) satisfies the elementry-wise conditions on S(y,a,x, k). First, F1k satisfies the condi-
tional mean zero condition given Ai,Xi, Li.
E
{
F1k(Yi,a,x, k
′)
∣∣Ai = a,Xi = x, Li = k′}
=
1(k′ = k)
p∗k
w
⊺
k(a.x)
e∗(a |x, k) E
{
Yi − g∗(a,x, k)
∣∣∣Ai = a,Xi = x, Li = k}︸ ︷︷ ︸
= 0
= 0
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Next, F2k satisfies the conditional mean zero condition given Xi, Li.
E
{
F2k(Xi, k
′)
∣∣Li = k′} = 1(k′ = k)
p∗k
[ ∑
ai∈A(Mk)
E
{
w
⊺
k(ai,Xi)g
∗(ai,Xi, k)
∣∣Li = k}− τ∗k︸ ︷︷ ︸
= 0
]
= 0
This concludes that each ϕk(τ
∗
k ) satisfies the conditions on each component of T . Therefore,
ϕ(τ ∗) ∈ T . Moreover, ϕ(τ ∗) is the EIF of τ ∗ by Newey [32].
The SEB is the variance of the EIF. Because of the zero mean property of ϕ(τ ∗) and the
orthogonality between each component of ϕ(τ ∗), we obtain
Var
{
ϕ(τ ∗)
}
= E
{
ϕ(τ ∗)ϕ⊺(τ ∗)
}
= diag
[
E
{
ϕ1(τ
∗
1 )
2
}
, . . . ,E
{
ϕK(τ
∗
K)
2
}]
Note that each component is represented as
E
{
ϕk(τ
∗
k )
2
}
= E
[
E
{
ϕk(τ
∗
k )
2
∣∣Li}] (73)
= p∗kE
{
ϕk(τ
∗
k )
2
∣∣Li = k}
= p∗kE
{
F1k(Yi,Ai,Xi, k)
2 + F2k(Xi, k)
2 + 2F1k(Yi,Ai,Xi, k)F2k(Xi, k)
∣∣∣Li = k}
The first identity holds from the law of total expectation and the second identity is from the form
of ϕk. The last identity is from the definition of F1k and F2k in (69).
We study the explicit form of each piece in (73). First, the conditional mean of F 21k is given by
E
{
F1k(Yi,Ai,Xi, k)
2
∣∣∣Li = k}
=
∑
ai∈A(Mk)
E
[
e∗(ai |Xi, k)E
{
F1k(Yi,ai,Xi, k)
2
∣∣∣Ai = ai,Xi, Li = k} ∣∣∣Li = k]
=
1
p∗2k
∑
ai∈A(Mk)
E
[
w
⊺
k(ai,Xi)
e∗(ai |Xi, k)E
[{
Yi − g∗(ai,Xi, k)
}
× {Yi − g∗(ai,Xi, k)}⊺ ∣∣∣Ai = ai,Xi, Li = k]wk(ai,Xi)
∣∣∣∣∣Li = k
]
=
1
p∗2k
∑
ai∈A(Mk)
E
{
w
⊺
k(ai,Xi)Σ
∗(ai,Xi, k)wk(ai,Xi)
e∗(ai |Xi, k)
∣∣∣∣∣Li = k
}
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Second, the conditional mean of F 22k follows from straightforward algebra.
E
{
F2k(Yi,Ai,Xi, k)
2
∣∣∣Li = k} = 1
p∗2k
E
[{ ∑
ai∈A(Mk)
w
⊺
k(ai,Xi)g
∗(ai,Xi, k)− τ∗k
}2 ∣∣∣∣∣Li = k
]
Lastly, F1k and F2k are orthogonal, i.e.,
E
{
F1k(Yi,Ai,Xi, k)F2k(Xi, k)
∣∣∣Li = k}
= E
[
E
{
F1k(Yi,Ai,Xi, k)
∣∣∣Ai,Xi, Li = k}︸ ︷︷ ︸
= 0
F2k(Xi, k)
∣∣∣Li = k] = 0
Again, the first identity is from the law of total expectation and the second identity is straight-
forward from the definition of F1k. Combining the results above, we get the explicit form of
E
{
ϕk(τ
∗
k )
2
}
.
E
{
ϕk(τ
∗
k )
2
}
=
1
p∗k
E
[ ∑
ai∈A(Mk)
w
⊺
k(ai,Xi)Σ
∗(ai,Xi, k)wk(ai,Xi)
e∗(ai |Xi, k) +
{ ∑
ai∈A(Mk)
w
⊺
k(ai,Xi)g
∗(ai,Xi, k)− τ∗k
}2 ∣∣∣∣∣Li = k
]
= SEBk
(
τ∗k
)
where SEBk
(
τ∗k
)
is defined in the theorem.
C.3 Proof of Theorem A.3
We take a similar approach to the proof of Theorem 3.1. Consider a smooth regular parametric
submodel parametrized by a possibly multi-dimensional parameter η.
P (y,a,x, k; η) = PY (y |a,x, k; η)e(a |x, k; η)PX (x | k; η)p∗k
where the smoothness and regularity conditions are given in Definition A.1 of the appendix in
Newey [32]. Since p∗k = E{1(Li = k)} is known, it does not depend on η. We assume the density
of the parametric submodel P (·; η) equals the true density P at η = η∗. The corresponding score
function is
s(y,a,x, k; η) = sY (y,a,x, k; η) + sA(a,x, k; η) + sX(x, k; η)
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where the score functions are defined in (22). From the parametric submodel, we obtain the
1-dimensional tangent space for 1-dimensional parameters which is the mean closure of all 1-
dimensional linear combinations of scores, that is,
T =
{
S(y,a,x, k) ∈ R
∣∣∣S(y,a,x, k) = SY (y,a,x, k) + SA(a,x, k) + SX(x, k) ,
E
{
SY (Yi,a,x, k) |Ai = a,Xi = x, Li = k
}
= 0 , ∀a,∀ x,∀ k ,
E
{
SA(Ai,x, k) |Xi = x, Li = k
}
= 0 , ∀x,∀ k ,
E
{
SX(Xi, k) |Li = k
}
= 0 , ∀k
}
(74)
The estimand τ∗ can be represented as τ(η) =
∑K
k=1 vk
(
pk(η)
)
τk(η) at parameter η in the
regular parametric submodel where τk(η) has the functional form (67). Note that τ(η
∗) equals the
true τ∗. Therefore, the derivative of τ evaluated at true η∗ is
∂τ (η∗)
∂η
=
K∑
k=1
vk(p
∗
k)
∂τk(η
∗)
∂η
The conjectured EIF of τ∗ is given as
ϕ(τ ∗) =
K∑
k=1
vk(p
∗
k) · ϕk(τ∗k )
First, we show that τ(η) is a differantiable parameter, which suffices to show
∂τ (η∗)
∂η
= E
{
ϕ(τ ∗) · s(Yi,Ai,Xi, Li; η∗)
}
=
K∑
k=1
E
{
vk(p
∗
k) · ϕk(τ∗k ) · s(Yi,Ai,Xi, Li; η∗)
}
This is straightforward from the identity (72) obtained in the proof of Lemma A.2.
K∑
k=1
E
{
vk(p
∗
k) · ϕk(τ∗k ) · s(Yi,Ai,Xi, Li; η∗)
}
=
K∑
k=1
vk(p
∗
k) ·
∂τk(η
∗)
∂η
Next, we claim that ϕ(τ ∗) belongs to T in (74), which suffices to show ϕk(τ∗k ) ∈ T . This is
straightforward because ϕk(τ
∗
k ) satisfies the conditions imposed on SY and SX in (74), which is
shown in the proof of Lemma A.2. Therefore, ϕ(τ ∗) is the EIF of τ∗ under known p∗ks.
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C.4 Proof of Lemma A.4
We follow the M-estimation theory laid out in Stefanski and Boos [49] and Section 5 of van der
Vaart [57] to prove the theorem.
We first show that
(
τ ∗,β†
)
is the unique root of the population equation E
{
Ψ
(
τ ∗,β†
)}
= 0
under model Me ∪Mg. It is trivial that E
{
Ψe(β
†
e)
}
, and E
{
Ψg(β
†
g)
}
are zero by the definition
and the consistency result from M-estimation, so it suffices to show E
{
Ψτ
(
τ ∗,β†
)}
= 0. Under
model Me, β†e is equal to the true propensity score parameter β∗e , so that ePar(a |x, k;β†e) =
ePar(a |x, k;β∗e ) = e∗(a |x, k). Therefore, E
{
Ψτ,k
(
τ∗k ,β
†
)}
= E
{
τ̂k(e
∗,g′)
} − τ∗k where the form
of τ̂k(e
∗,g′) is presented in the main paper and g′(a,x, k) = gPar(a,x, k;β†g) is a possibly mis-
specified outcome regression. Similarly, under model Mg, β†g is equal to the true outcome re-
gression parameter β∗g , so that g
Par(a,x, k;β†g) = gPar(a,x, k;β∗g) = g
∗(a,x, k). Therefore,
E
{
Ψτ,k
(
τ∗k ,β
†
)}
= E
{
τ̂k(e
′,g∗)
}−τ∗k where e′(a |x, k) = ePar(a |x, k;β†e) is a possibly mis-specified
propensity score. Thus, E
{
Ψτ,k
(
τ∗k ,β
†
)}
= 0 under modelMe ∪Mg from the intermediate results
in (30) and (31) from the proof of Theorem 3.2. Since
(
τ ∗,β†
)
is the root of E
{
Ψ
(
τ ∗,β†
)}
= 0,
Theorem 5.41 of van der Vaart [57] states that
√
N
τ̂ − τ ∗
β̂ − β†
 = − 1√
N
[
E
{
∂Ψ
(
τ ∗,β†
)
∂
(
τ ,β
)
⊺
}
︸ ︷︷ ︸
(A)
]−1 N∑
i=1
Ψ
(
τ ∗,β†
)
+ oP (1) (75)
Note that the expectation of the Jacobian matrix (A) is
(A) = E
{
∂Ψ
(
τ ∗,β†
)
∂
(
τ ,β
)
⊺
}
=

−diag(p∗) E
{
∂Ψτ
(
τ ∗,β†
)
∂β⊺
}
0 E
{
∂Ψβ(β
†)
∂β⊺
}

where diag(p∗) = diag
[
p∗1, . . . , p
∗
K
]
. Therefore, we find
(A)−1 =
[
E
{
∂Ψ
(
τ ∗,β†
)
∂
(
τ ,β
)
⊺
}]−1
=

−diag(1/p∗) diag(1/p∗)E
{
∂Ψτ
(
τ ∗,β†
)
∂β⊺
}[
E
{
∂Ψβ(β
†)
∂β⊺
}]−1
0
[
E
{
∂Ψβ(β
†)
∂β⊺
}]−1

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where diag(1/p∗) = diag
[
1/p∗1, . . . , 1/p
∗
K
]
. Replacing (A)−1 in (75) with the form above, we get
the linear expansion of
√
N
(
τ̂ − τ ∗)
√
N
(
τ̂ − τ ∗) = 1√
N
N∑
i=1
diag(1/p∗)
[
Ψτ (τ
∗,β†)− E
{
∂Ψτ
(
τ ∗,β†
)
∂β⊺
}[
E
{
∂Ψβ(β
†)
∂β⊺
}]−1
Ψβ(β
†)
]
+ oP (1)
(76)
It is straightforward to check that the kth component of the influence function in (76) is equivalent
to ϕPark (τ
∗
k ,β
†). Therefore, the influence function in (76) is equivalent to ϕPar(τ ∗,β†).
C.5 Proof of Corollary A.5
The proof is similar to Lemma A.4 and Theorem 4.1 in the main paper.
Specifically, to prove the asymptotic Normality of τ̂ (e∗, ĝPar), we first show that (p∗, τ ∗,β†g) is
the root of the population equation E
{
Ψ
(
p∗, τ ∗,β†g
)}
= 0 and Ψ(p, τ ,βg) =
(
Ψ⊺p(p),Ψ
⊺
τ (τ ,βg),Ψ
⊺
g(βg)
)
⊺
where Ψp(p) is defined in (34). It is trivial that E
{
Ψg(β
†
g)
}
and E
{
Ψp(p
∗)
}
are zero by the definition
and the consistency of M-estimators, so it suffices to show E
{
Ψτ
(
τ ∗,β†g
)}
= 0. Since e∗ is known,
E
{
Ψτ,k
(
τ∗k ,β
†
g
)}
= E
{
τ̂k(e
∗,g′)
} − τ∗k where the form of τ̂k(e∗,g′) is presented in the main paper
and g′(a,x, k) = gPar(a,x, k;β†g) is a mis-specified outcome regression. Thus, E
{
Ψτ,k
(
τ∗k ,β
†
g
)}
= 0
under a known e∗ by following the intermediate results (30) and (31) in the proof of Theorem 3.2
in the main paper. Furthermore, Theorem 5.41 of van der Vaart [57] gives the asymptotic result.
√
N

p̂− p∗
τ̂ (e∗, ĝPar)− τ ∗
β̂g − β†g
 = − 1√N
[
E
{
∂Ψ
(
p∗, τ ∗,β†g
)
∂
(
p, τ ,βg
)
⊺
}
︸ ︷︷ ︸
(A)
]−1 N∑
i=1
Ψ
(
p∗, τ ∗,β†g
)
+ oP (1) (77)
Note that the expectation of the Jacobian matrix (A) is
(A) = E
{
∂Ψ
(
p∗, τ ∗,β†g
)
∂
(
p, τ ,βg
)
⊺
}
=

−IK 0 0
0 −diag(p∗) E
{
∂Ψτ
(
τ ∗,β†g
)
∂β⊺g
}
0 0 E
{
∂Ψg(β
†
g)
∂β⊺g
}

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where IK is a K ×K identity matrix and diag(p∗) = diag
[
p∗1, . . . , p
∗
K
]
. Therefore, we find
(A)−1 =
[
E
{
∂Ψ
(
p∗, τ ∗,β†g
)
∂
(
p, τ ,βg
)
⊺
}]−1
=

−IK 0 0
0 −diag(1/p∗) diag(1/p∗)E
{
∂Ψτ
(
τ ∗,β†g
)
∂β⊺g
}[
E
{
∂Ψg(β
†
g)
∂β⊺g
}]−1
0 0
[
E
{
∂Ψg(β
†
g)
∂β⊺g
}]−1

where diag(1/p∗) = diag
[
1/p∗1, . . . , 1/p
∗
K
]
. Replacing (A)−1 in (77) with the form above, we get
the asymptotic linear expansion of (p̂⊺, τ̂ ⊺)⊺.
√
N
 p̂− p∗
τ̂ (e∗, ĝPar)− τ ∗
 = 1√
N
N∑
i=1
 Ψp(p∗)
ϕPar(τ ∗,β†g)
+ oP (1) (78)
where ϕPar(τ ∗,β†g) is given by
ϕPar(τ ∗,β†g) = diag(1/p
∗)
[
Ψτ (τ
∗,β†g)− E
{
∂Ψτ
(
τ ∗,β†g
)
∂β⊺g
}[
E
{
∂Ψg(β
†
g)
∂β⊺g
}]−1
Ψg(β
†
g)
]
Note that the kth component of ϕPar(τ ∗,β†g) is
ϕPark (τ
∗
k ,β
†
g) =
1
p∗k
[
Ψτ,k(τ
∗
k ,β
†
g)− E
{
∂Ψτ,k
(
τ∗k ,β
†
g
)
∂β⊺g
}[
E
{
∂Ψg(β
†
g)
∂β⊺g
}]−1
Ψg(β
†
g)
]
and this concludes the proof of (i).
Next, we consider a continuously differentiable function h : RK ⊗ RK → R with h(p, τ ) =
v⊺(p)τ . Combining the linear expansion in (78) and (37), we find
√
N
{
τ̂(e∗, ĝPar)− τ∗} = 1√
N
N∑
i=1
K∑
k=1
{
∂vk(p
∗
k)
∂pk
τ∗k ·Ψp,k(p∗k) + vk(p∗k)ϕPark (τ∗k ,β†g)
}
+ oP (1)
=
1√
N
N∑
i=1
K∑
k=1
[
vk(p
∗
k)ϕ
Par
k (τ
∗
k ,β
†
g) +
{
1(Li = k)− p∗k
}∂vk(p∗k)
∂pk
τ∗k
]
︸ ︷︷ ︸
ϕPar(τ∗,β†g)
+oP (1)
This concludes the proof of the asymptotic Normality of τ̂(e∗, ĝPar).
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Under model Mg, β†g is the true parameter β∗g . Therefore, we can show that
E
{
∂Ψτ,k
(
τ∗k ,β
†
g
)
∂βg
}
= E
{
∂Ψτ,k
(
τ∗k ,β
∗
g
)
∂βg
}
= 0
by following the details in (40). Therefore, ϕPark (τ
∗
k ,β
†
g) is reduced to Ψτ,k(τ
∗
k ,β
†
g)/p∗k which is
equivalent to ϕk(τ
∗
k ). Hence, ϕ
Par(τ∗,β†g) = ϕ(τ ∗), which is the EIF of τ∗. This concludes the
proof of the local efficiency of τ̂(e∗, ĝPar).
C.6 Proof of Lemma A.6
We observe that
τDEk (α) =
∑
ai∈A(Mk)
{
wDEk (ai;α)
}
⊺
E
{
Yi(ai) |Li = k
}
=
1
Mk
Mk∑
j=1
u
⊺
j
∑
ai∈A(Mk)
{
1(aij = 1)− 1(aij = 0)
}
π(ai(−j);α)E
{
g∗(ai,Xi, k) |Li = k
}
=
1
Mk
Mk∑
j=1
∑
ai∈A(Mk)
{
1(aij = 1)− 1(aij = 0)
}
π(ai(−j);α)E
{
g∗j (ai,Xi, k) |Li = k
}
where uj is the jth standardMk-dimensional unit vector. In the absence of interference, E
{
g∗j (ai,Xi, k) |Li =
k
}
is the same as E
{
gPar,NoIntj (aij ,Xi, k;β
∗
g) |Li = k
}
for all ai(−j) ∈ A(Mk − 1) based on (20).
Furthermore,
∑
ai(−j)∈A(Mk−1)
π(ai(−j);α) = 1 for all α. Therefore,
τDEk (α) =
1
Mk
Mk∑
j=1
∑
ai∈A(Mk)
{
1(aij = 1)− 1(aij = 0)
}
π(ai(−j);α)E
{
gPar,NoIntj (aij ,Xi, k;β
∗
g) |Li = k
}
=
1
Mk
Mk∑
j=1
[
E
{
gPar,NoIntj (1,Xi, k;β
∗
g) |Li = k
}− E{gPar,NoIntj (0,Xi, k;β∗g) |Li = k}] ∑
ai(−j)
π(ai(−j);α)
=
1
Mk
Mk∑
j=1
[
E
{
gPar,NoIntj (1,Xi, k;β
∗
g) |Li = k
}− E{gPar,NoIntj (0,Xi, k;β∗g) |Li = k}]
= τATEk
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Similarly, we find τ IEk (α,α
′) = 0 in the absence of interference.
τ IEk (α,α
′) =
∑
ai∈A(Mk)
{
wIEk (ai;α,α
′)
}
⊺
E
{
Yi(ai) |Li = k
}
=
1
Mk
Mk∑
j=1
u
⊺
j
∑
ai∈A(Mk)
1(aij = 0)
{
π(ai(−j);α) − π(ai(−j);α′)
}
E
{
g∗(ai,Xi, k) |Li = k
}
=
1
Mk
Mk∑
j=1
∑
ai∈A(Mk)
1(aij = 0)
{
π(ai(−j);α)− π(ai(−j);α′)
}
E
{
g∗j (ai,Xi, k) |Li = k
}
=
1
Mk
Mk∑
j=1
E
{
gPar,NoIntj (0,Xi, k;β
∗
g) |Li = k
} ∑
ai(−j)
{
π(ai(−j);α) − π(ai(−j);α′)
}
= 0
C.7 Proof of Lemma A.7
We denote E(Yi(−j) |Ai = ai,Xi = xi, Li = k) = g∗(−j)(ai,xi, k) for brevity. To show that Σ∗
is diagonal, it suffices to show Cov(Yij ,Yi(−j) |Ai = ai,Xi, Li = k) is zero. We see that
Cov(Yij ,Yi(−j) |Ai = ai,Xi = xi, Li = k)
= E
[{
Yij − g∗j (ai,xi, k)
}{
Yi(−j) − g∗(−j)(ai,xi, k)
} ∣∣∣∣Ai = ai,Xi = xi, Li = k]
= E
[
E
{
Yij − g∗j (ai,xi, k)
∣∣∣Yi(−j),Ai = ai,Xi = xi, Li = k}
×
{
Yi(−j) − g∗(−j)(ai,xi, k)
} ∣∣∣∣Ai = ai,Xi = xi, Li = k]
= E
[{
E(Yij |Ai = ai,Xi = xi, Li = k)− g∗j (ai,xi, k)
}
×
{
Yi(−j) − g∗(−j)(ai,xi, k)
} ∣∣∣∣Ai = ai,Xi = xi, Li = k]
= 0
The first identity is from the definition of the conditional covariance. The second identity is from
the law of total expectation. The third identity holds from Assumption 2.
Next, we show that each diagonal element is a function of its own treatment indicator only. In
model MNoInt, the conditional distribution of Yij given (Ai,Xi, Li) is the same as the conditional
distribution of Yij given (Aij ,Xi, Li). Therefore, we obtain E(Y
2
ij |Ai = ai,Xi = xi, Li = k) =
E(Y 2ij |Aij = aij ,Xi = xi, Li = k) and the identity presented in (20). Hence, the conditional
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variance of Yij given (Ai,Xi, Li) does not depend on Ai(−j).
Var(Yij |Ai = ai,Xi = xi, Li = k) = E
(
Y 2ij
∣∣Ai = ai,Xi = xi, Li = k)− g∗j (ai,xi, k)2
= E
(
Y 2ij
∣∣Aij = aij,Xi = xi, Li = k)− gNoIntj (aij ,xi, k)2
= Var(Yij |Aij = aij ,Xi = xi, Li = k)
Thus, each diagonal element of Σ∗(ai,xi, k) can be represented as Σ
∗
jj(aij ,xi, k).
C.8 Proof of Lemma A.8
We follow the proof of Theorem 3.1 in the main paper. Consider a smooth regular parametric
submodel parametrized by a possibly multi-dimensional parameter η is
P (y,a,x, k; η) = PY,NoInt(y |a,x, k; η)e(a |x, k; η)PX (x | k; η)pk(η)
We assume the density of parametric submodel P (·; η) equals the true density P at η = η∗. The
corresponding score function is
s(y,a,x, k; η) = sY (y,a,x, k; η) + sA(a,x, k; η) + sX(x, k; η) + sL(k; η)
where the score functions are defined in (22).
Note that MNoInt imposes the following identity for the conditional density.
P ∗Y,j(yij |ai,xi, k) ≡
∫
P ∗Y (yi |ai,xi, k) dyi(−j) =
∫
P ∗Y (yi |a′i,xi, k) dyi(−j) ≡ P ∗Y,j(yij |a′i,xi, k)
where P ∗Y,j is the conditional density of Yij given (Ai,Xi, Li) and the jth element of ai and a
′
i are
the same; i.e., aij = a
′
ij . Therefore, considering the parametric submodel and its derivative, we
obtain the following restriction based on MNoInt.∫
sY (yi,ai,xi, k; η)PY (yi |ai,xi, k; η) dyi(−j) =
∫
sY (yi,a
′
i,xi, k; η)PY (yi |a′i,xi, k; η) dyi(−j)
(79)
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where aij = a
′
ij. At η = η
∗, we observe that
E
{
YijsY (Yi,ai,Xi, k; η
∗)
∣∣∣Ai = ai,Xi = xi, Li = k}
=
∫∫
yijsY (yi,ai,xi, k; η
∗)P ∗Y (yi |ai,xi, k) dyi(−j) dyij
=
∫∫
yijsY (yi,a
′
i,xi, k; η
∗)P ∗Y (yi |a′i,xi, k) dyi(−j) dyij
= E
{
YijsY (Yi,a
′
i,Xi, k; η
∗)
∣∣∣Ai = a′i,Xi = xi, Li = k} (80)
where aij = a
′
ij . This implies that E
{
YijsY (Yi,ai,Xi, k; η
∗)
∣∣Ai = ai,Xi = xi, Li = k} does
not depend on ai(−j). We emphasize the independence from ai(−j) by denoting the expectation
as E
{
YijsY (Yi,ai(j=a),Xi, k; η
∗)
∣∣Ai = ai(j=a),Xi = xi, Li = k} where ai(j=a) is any treatment
vector where the jth component aij is equal to a ∈ {0, 1}.
From the parametric submodel, we obtain the 1-dimensional tangent space for 1-dimensional
parameters which is the mean closure of all 1-dimensional linear combinations of scores, that is,
T =
{
S(y,a,x, k) ∈ R
∣∣∣S(y,a,x, k) = SY (y,a,x, k) + SA(a,x, k) + SX(x, k) + SL(k) ,
E
{
SY (Yi,a,x, k) |Ai = a,Xi = x, Li = k
}
= 0 , ∀a,∀ x,∀ k ,∫
SY (yi,ai,xi, k)P
∗
Y (yi |ai,xi, k) dyi(−j)
=
∫
SY (yi,a
′
i,xi, k)P
∗
Y (yi |a′i,xi, k) dyi(−j) , ∀ai,a′i s.t. aij = a′ij ,∀ x,∀ k ,
E
{
SA(Ai,x, k) |Xi = x, Li = k
}
= 0 , ∀x,∀ k ,
E
{
SX(Xi, k) |Li = k
}
= 0 , ∀k , E
{
SL(Li)
}
= 0
}
(81)
The ATE can be represented as τATE(η) =
∑K
k=1 pk(η)τ
ATE
k (η) in the regular parametric sub-
model at parameter η where
τATEk (η) =
1
Mk
Mk∑
j=1
∫∫
yij
{
PY,NoInt(yi |ai(j=1),xi, k; η) − PY,NoInt(yi |ai(j=0),xi, k; η)
}
PX(xi | k; η) dyidxi
(82)
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The derivative of τATEk (η) is
∂τATE(η∗)
∂η
=
K∑
k=1
pk(η
∗)
∂τATEk (η
∗)
∂η
+
K∑
k=1
τATEk (η
∗)
∂pk(η
∗)
∂η
=
K∑
k=1
pk
∂τATEk (η
∗)
∂η︸ ︷︷ ︸
≡ Q1(η∗)
+
K∑
k=1
τATEk
∂pk(η
∗)
∂η︸ ︷︷ ︸
≡ Q2(η∗)
(83)
where
∂τATEk (η)
∂η
=
1
Mk
Mk∑
j=1
∫∫
yij
{
sY (yi,ai(j=1),xi, k; η)PY,NoInt(yi |ai(j=1),xi, k; η)
− sY (yi,ai(j=0),xi, k; η)PY,NoInt(yi |ai(j=0),xi, k; η)
}
PX(xi | k; η) dyidxi
+
1
Mk
Mk∑
j=1
∫∫
yij
{
PY,NoInt(yi |ai(j=1),xi, k; η) − PY,NoInt(yi |ai(j=0),xi, k; η)
}
× sX(xi, k; η)PX (xi | k; η) dyidxi (84)
The conjectured EIF of τATE is
ϕ(τATE) =
K∑
k=1
1(Li = k)
[
1
Mk
Mk∑
j=1
[
1(Aij = 1)
e∗j (1 |Xi, k)
{
Yij − gNoIntj (1,Xi, k)
}
− 1(Aij = 0)
e∗j (0 |Xi, k)
{
Yij − gNoIntj (0,Xi, k)
}]
+
1
Mk
Mk∑
j=1
{
gNoIntj (1,Xi, k)− gNoIntj (0,Xi, k)
}]
− τATE
=
K∑
k=1
F1k(Yi,Ai,Xi, Li) +
K∑
k=1
F2k(Xi, Li) +
K∑
k=1
F3k(Li)
where
F1k(Yi,Ai,Xi, Li) = 1(Li = k)
[
1
Mk
Mk∑
j=1
[
1(Aij = 1)
e∗j (1 |Xi, k)
{
Yij − gNoIntj (1,Xi, k)
}
− 1(Aij = 0)
e∗j(0 |Xi, k)
{
Yij − gNoIntj (0,Xi, k)
}]]
F2k(Xi, Li) =
1(Li = k)
Mk
[
Mk∑
j=1
{
gNoIntj (1,Xi, k)− gNoIntj (0,Xi, k)− τATEk
}]
F3k(Li) = 1(Li = k)
(
τATEk − τATE
)
73
We first show that τATE(η) is a differentiable parameter, i.e.,
∂τATE(η∗)
∂η
= Q1(η
∗) +Q2(η
∗) = E
{
ϕ(τATE) · s(Yi,Ai,Xi, Li; η∗)
}
(85)
The elementary terms in ϕ(τATE) · s(Yi,Ai,Xi, Li; η∗) are represented below
ϕ(τATE)·s(Yi,Ai,Xi, Li; η∗)
=
K∑
k=1
F1k(Yi,Ai,Xi, Li)sY (Yi,Ai,Xi, Li; η
∗)
+
K∑
k=1
F1k(Yi,Ai,Xi, Li)
{
sA(Ai,Xi, Li; η
∗) + sX(Xi, Li; η
∗) + sL(Li; η
∗)
}
+
K∑
k=1
F2k(Xi, Li)
{
sY (Yi,Ai,Xi, Li; η
∗) + sA(Ai,Xi, Li; η
∗) + sL(Li; η
∗)
}
+
K∑
k=1
F2k(Xi, Li)sX(Xi, Li; η
∗)
+
K∑
k=1
F3k(Li)
{
sY (Yi,Ai,Xi, Li; η
∗) + sA(Ai,Xi, Li; η
∗) + sX(Xi, Li; η
∗)
}
+
K∑
k=1
F3k(Li)sL(Li; η
∗) (86)
We study the expectation of each piece in (86). The expectation of the first piece in (86) is
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represented as
E
{
F1k(Yi,Ai,Xi, Li)sY (Yi,Ai,Xi, Li; η
∗)
}
=
p∗k
Mk
E
[ ∑
ai∈A(Mk)
Mk∑
j=1
e∗(ai,Xi, k)
{
1(aij = 1)
e∗j (1 |Xi, k)
− 1(aij = 0)
e∗j (0 |Xi, k)
}
× E
{
YijsY (Yi,ai,Xi, k; η
∗)
∣∣∣Ai = ai,Xi, Li = k}
∣∣∣∣∣Li = k
]
=
p∗k
Mk
E
[
Mk∑
j=1
[ ∑
ai∈A(Mk)
aij=1
e∗(ai |Xi, k)
e∗j (1 |Xi, k)
E
{
YijsY (Yi,ai(j=1),Xi, k; η
∗)
∣∣∣Ai = ai(j=1),Xi, Li = k}
−
∑
ai∈A(Mk)
aij=0
e∗(ai |Xi, k)
e∗j(1 |Xi, k)
E
{
YijsY (Yi,ai(j=0),Xi, k; η
∗)
∣∣∣Ai = ai(j=0),Xi, Li = k}
] ∣∣∣∣∣Li = k
]
=
p∗k
Mk
E
[
Mk∑
j=1
[
E
{
YijsY (Yi,ai(j=1),Xi, k; η
∗)
∣∣∣Ai = ai(j=1),Xi, Li = k}
− E
{
YijsY (Yi,ai(j=0),Xi, k; η
∗)
∣∣∣Ai = ai(j=0),Xi, Li = k}
] ∣∣∣∣∣Li = k
]
=
p∗k
Mk
Mk∑
j=1
∫∫
yij
{
sY (yi,ai(j=1),xi, k; η
∗)P ∗Y,NoInt(yi |ai(j=1),xi, k)
− sY (yi,ai(j=0),xi, k; η∗)P ∗Y,NoInt(yi |ai(j=0),xi, k)
}
P ∗X(xi | k) dyidxi
(87)
The first equality holds from the law of total expectations and the second equality is from (80).
The third equality holds from the definition of e∗j and the last equality holds from the definition of
conditional expectations. Note that the above quantity contains the first term of ∂τATEk (η
∗)/∂η in
(84).
The expectation of the second piece in (86) is zero from the law of total expectation.
E
[
F1k(Yi,Ai,Xi, Li)
{
sA(Ai,Xi, Li; η
∗) + sX(Xi, Li; η
∗) + sL(Li; η
∗)
}]
= p∗kE
[ ∑
ai∈A(Mk)
e∗(ai,Xi, k) E
{
F1k(Yi,ai,Xi, k)
∣∣∣Ai = ai,Xi, Li = k}︸ ︷︷ ︸
=0
×
{
sA(Ai,Xi, k; η
∗) + sX(Xi, k; η
∗) + sL(k; η
∗)
} ∣∣∣∣∣Li = k
]
= 0 (88)
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The expectation of the third piece in (86) is also zero from the law of total expectation.
E
[
F2k(Xi, Li)
{
sY (Yi,Ai,Xi, Li; η
∗) + sA(Ai,Xi, Li; η
∗) + sL(Li; η
∗)
}]
= p∗kE
[
F2k(Xi, k) E
{
sY (Yi,Ai,Xi, k; η
∗) + sA(Ai,Xi, k; η
∗)
∣∣∣Xi, Li = k}︸ ︷︷ ︸
=0
∣∣∣∣∣Li = k
]
+ p∗k E
{
F2k(Xi, k)
∣∣∣Li = k}︸ ︷︷ ︸
=0
sL(k; η
∗)
= 0 (89)
The expectation of the fourth piece in (86) is represented as
E
{
F2k(Xi, Li)sX(Xi, Li; η
∗)
}
=
p∗k
Mk
Mk∑
j=1
[{
gNoIntj (1,Xi, k)− gNoIntj (0,Xi, k)− τATEk
}
sX(Xi, k; η
∗)
∣∣∣∣∣Li = k
]
=
p∗k
Mk
Mk∑
j=1
∫∫
yij
{
P ∗Y (yi |ai(j=1),xi, k)− P ∗Y (yi |ai(j=0),xi, k)
}
sX(xi, k; η
∗)P ∗X(xi | k) dyidxi
(90)
Note that the above quantity contains the second term of ∂τATEk (η
∗)/∂η in (84).
The expectation of the fifth piece in (86) is zero because
E
[
F3k(Li)
{
sY (Yi,Ai,Xi, Li; η
∗) + sA(Ai,Xi, Li; η
∗) + SX(Xi, Li; η
∗)
}]
= p∗kF3k(k) E
{
sY (Yi,Ai,Xi, k; η
∗) + sA(Ai,Xi, k; η
∗) + SX(Xi, k; η
∗)
∣∣∣Li = k}︸ ︷︷ ︸
=0
= 0
(91)
The expectation of the last piece in (86) is equal to the summand of Q2(η
∗) in (83)
K∑
k=1
E
{
F3k(Li)sL(Li; η
∗)
}
=
K∑
k=1
p∗kτ
ATE
k sL(k; η
∗)− τATEE{sL(Li; η∗)}
= p∗kτ
ATE
k
1
pk(η∗)
∂pk(η
∗)
∂η
= τATEk
∂pk(η
∗)
∂η
(92)
where E
{
sL(Li; η
∗)
}
= 0. Replacing each term in (86) with the intermediate results in (87)-(92),
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we show that the identity in (85) holds.
E
{
ϕ(τATE) · s(Yi,Ai,Xi, Li; η∗)
}
=
K∑
k=1
p∗k
[
1
Mk
Mk∑
j=1
∫∫
yij
{
sY (yi,ai(j=1),xi, k; η
∗)P ∗Y,NoInt(yi |ai(j=1),xi, k)
− sY (yi,ai(j=0),xi, k; η∗)P ∗Y,NoInt(yi |ai(j=0),xi, k)
}
P ∗X(xi | k) dyidxi
+
1
Mk
Mk∑
j=1
∫∫
yij
{
P ∗Y (yi |ai(j=1),xi, k)− P ∗Y (yi |ai(j=0),xi, k)
}
sX(xi, k; η
∗)P ∗X(xi | k) dyidxi
]
+
K∑
k=1
τATEk
∂pk(η
∗
k)
∂η
= Q1(η
∗) +Q2(η
∗) =
∂τATE(η∗)
∂η
This shows that τATE(η) is a differentiable parameter.
Next, we claim that ϕ(τATE) belongs to T in (81). First, we show that F1k satisfies the
conditions related to SY . Note that the conditional expectation of F1k given Ai,Xi, Li is
E
{
F1k(Yi,ai,xi, k
′)
∣∣Ai = ai,Xi = xi, Li = k′}
= 1(k′ = k)
[
1
Mk
Mk∑
j=1
[
1(aij = 1)
e∗j (1 |Xi, k)
{
E(Yij |Ai = ai,Xi = xi, Li = k)− gNoIntj (1,Xi, k)
}
− 1(aij = 0)
e∗j (0 |Xi, k)
{
E(Yij |Ai = ai,Xi = xi, Li = k)− gNoIntj (0,Xi, k)
}]]
= 0
This shows F1k satisfies first condition imposed on SY . To show that F1k satisfies second condition
imposed on SY , we first observe two intermediate results. We consider the integral of the product
of yij′ and P
∗
Y (yi |ai,xi, k) with respect to yi(−j). If j = j′, we get∫
yijP
∗
Y (yi |ai,xi, k) dyi(−j) = yijP ∗Y,j(yij |ai,xi, k) = yijP ∗Y,j(yij | aij ,xi, k) (93)
The first identity is from the definition of conditional density and the second identity is from (79).
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If j 6= j′, we get
∫
yij′P
∗
Y (yi |ai,xi, k) dyi(−j) = E(Yij′ |Yij = yij,Ai = ai,Xi = xi, Li = k)P ∗Y,j(yij |ai,xi, k)
= gNoIntj′ (aij′ ,xi, k)P
∗
Y,j(yij | aij ,xi, k) (94)
The first identity is from the basic decomposition of the density of Yi and the second identity is
based on Assumption 2 and (79). Using (93) and (94), each summand of F1k has the following
integral with respect to yi(−j) after being multiplied by P
∗
Y .
∫ [
1(aij′ = 1)
e∗j′(1 |xi, k)
{
yij′ − gNoIntj′ (1,xi, k)
}
− 1(aij′ = 0)
e∗j′(0 |xi, k)
{
yij′ − gNoIntj′ (0,xi, k)
}]
P ∗Y (yi |ai,xi, k) dyi(−j)
=

1(aij = 1)
e∗j (1 |xi, k)
{
yij − gNoIntj (1,xi, k)
}
P ∗Y,j(yij | aij ,xi, k)
− 1(aij = 0)
e∗j (0 |xi, k)
{
yij − gNoIntj (0,xi, k)
}
P ∗Y,j(yij | aij ,xi, k) if j = j′
1(aij′ = 1)
e∗j′(1 |xi, k)
{
gNoIntj′ (1,xi, k) − gNoIntj′ (1,xi, k)
}
P ∗Y,j(yij | aij ,xi, k)
− 1(aij′ = 0)
e∗j′(0 |xi, k)
{
gNoIntj′ (0,xi, k)− gNoIntj′ (0,xi, k)
}
P ∗Y,j(yij | aij ,xi, k) = 0 if j 6= j′
Note that each summand is zero unless the index is omitted in yi(−j). Hence, we observe that∫
F1k(yi,ai,xi, k
′)P ∗Y (yi |ai,xi, k′) dyi(−j)
=
1(k′ = k)
Mk
Mk∑
j′=1
∫ [
1(aij′ = 1)
e∗j′(1 |xi, k)
{
yij′ − gNoIntj′ (1,xi, k)
}
− 1(aij′ = 0)
e∗j′(0 |xi, k)
{
yij′ − gNoIntj′ (0,xi, k)
}]
P ∗Y (yi |ai,xi, k) dyi(−j)
=
1(k′ = k)
Mk
[
1(aij = 1)
e∗j (1 |xi, k)
{
yij − gNoIntj (1,xi, k)
}
P ∗Y,j(yij | aij ,xi, k)
− 1(aij = 0)
e∗j(0 |xi, k)
{
yij − gNoIntj (0,xi, k)
}
P ∗Y,j(yij | aij ,xi, k)
]
=
∫
F1k(yi,a
′
i,xi, k
′)P ∗Y (yi |a′i,xi, k′) dyi(−j)
where aij = a
′
ij. This shows F1k satisfies both conditions imposed on SY in T presented in (81).
78
Next, F2k satisfies the mean zero condition given Xi, Li
E
{
F2k(Xi, k
′)
∣∣Li = k′} = 1(k′ = k)
Mk
Mk∑
j=1
E
{
gNoIntj (1,Xi, k)− gNoIntj (0,Xi, k)− τATEk
∣∣∣Li = k} = 0
(95)
Therefore,
∑K
k=1 F2k satisfies the condition imposed on SX in (81). Lastly,
∑K
k=1 F3k satisfies the
mean zero condition
K∑
k=1
E
{
F3k(Li)
}
=
K∑
k=1
p∗k
(
τATEk − τATE
)
= 0 (96)
Therefore,
∑K
k=1 F3k satisfies the condition imposed on SL in (81). Combining the above results,
we have ϕ(τATE) ∈ T in (81).
The SEB is the expectation of the squared EIF. Therefore, the result can be shown by following
the proof of Lemma A.2.
C.9 Proof of Lemma A.9
We follow the proof of Theorem 3.1 in the main paper. Consider a smooth regular parametric
submodel parametrized by a possibly multi-dimensional parameter η is
P (y,a,x, k; η) = PY,NoInt(y |a,x, k; η)e(a |x, k; η)PX (x | k; η)pk(η)
We assume the density of parametric submodel P (·; η) equals the true density P at η = η∗. The
corresponding score function is
s(y,a,x, k; η) = sY (y,a,x, k; η) + sA(a,x, k; η) + sX(x, k; η) + sL(k; η)
where the score functions are defined in (22).
From the parametric submodel, we obtain the 1-dimensional tangent space which is the mean
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closure of all 1-dimensional linear combinations of scores, that is,
T =
{
S(y,a,x, k) ∈ R
∣∣∣S(y,a,x, k) = SY (y,a,x, k) + SA(a,x, k) + SX(x, k) + SL(k) ,
E
{
SY (Yi,a,x, k) |Ai = a,Xi = x, Li = k
}
= 0 , ∀a,∀ x,∀ k ,
E
{
YijSY (Yi,ai,x, k) |Ai = ai,Xi = x, Li = k
}
= E
{
YijSY (Yi,a
′
i,x, k) |Ai = a′i,Xi = x, Li = k
}
, ∀ai,a
′
i s.t. aij = a
′
ij ,
∀ x,∀ k ,
E
{
SA(Ai,x, k) |Xi = x, Li = k
}
= 0 , ∀x,∀ k ,
E
{
SX(Xi, k) |Li = k
}
= 0 , ∀k , E
{
SL(Li)
}
= 0
}
(97)
ATE can be represented as τATE(η) =
∑K
k=1 pk(η)τ
ATE
k (η) in the regular parametric submodel
at parameter η where τATEk (η) is defined in (82). Therefore, the derivative of τ
ATE(η) is given in
(83). The conjectured EIF of τATE is
ϕ(τATE) =
K∑
k=1
1(Li = k)
[ ∑
ai∈A(Mk)
1(Ai = ai)H
⊺(ai,Xi, k)
{
Yi − g∗(ai,Xi, k)
}
+
1
Mk
Mk∑
j=1
{
gNoIntj (1,Xi, k)− gNoIntj (0,Xi, k)
}]
− τATE
=
K∑
k=1
F1k(Yi,Ai,Xi, Li) +
K∑
k=1
F2k(Xi, Li) +
K∑
k=1
F3k(Li)
where
F1k(Yi,Ai,Xi, Li) = 1(Li = k)
[ ∑
ai∈A(Mk)
1(Ai = ai)H
⊺(ai,Xi, k)
{
Yi − g∗(ai,Xi, k)
}]
F2k(Xi, Li) =
1(Li = k)
Mk
[
Mk∑
j=1
{
gNoIntj (1,Xi, k)− gNoIntj (0,Xi, k)− τATEk
}]
F3k(Li) = 1(Li = k)
(
τATEk − τATE
)
We first show that τATE(η) is a differentiable parameter, i.e.,
∂τATE(η∗)
∂η
= Q1(η
∗) +Q2(η
∗) = E
{
ϕ(τATE) · s(Yi,Ai,Xi, Li; η∗)
}
(98)
The elementary terms in ϕ(τATE) · s(Yi,Ai,Xi, Li; η∗) are in (86). We study the expectation of
each piece in (86). Note that all terms except the first terms are the same as (88)-(92), respectively.
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The expectation of the first piece is
E
{
F1k(Yi,Ai,Xi, Li)sY (Yi,Ai,Xi, Li; η
∗)
}
= p∗kE
[ ∑
ai∈A(Mk)
e∗(ai,Xi, k)H
⊺(ai,Xi, k)E
[
YisY (Yi,ai,Xi, k; η
∗)
∣∣∣Ai = ai,Xi, Li = k]
∣∣∣∣∣Li = k
]
= p∗k
Mk∑
j=1
E
[ ∑
ai∈A(Mk)
e∗(ai,Xi, k)Hj(ai,Xi, k)E
{
YijsY (Yi,ai,Xi, k; η
∗)
∣∣∣Ai = ai,Xi, Li = k}︸ ︷︷ ︸
(A)
∣∣∣∣∣Li = k
]
(99)
The first equality holds from the law of total expectations and the second equality is from the form
definition of an inner product. Furthermore, (A) is equal to
(A) =
∑
ai:aij=1
e∗(ai |Xi, k)Hj(ai,Xi, k)E
{
YijsY (Yi,ai,Xi, k; η
∗)
∣∣∣Ai = ai,Xi, Li = k}
+
∑
ai:aij=0
e∗(ai |Xi, k)Hj(ai,Xi, k)E
{
YijsY (Yi,ai,Xi, k; η
∗)
∣∣∣Ai = ai,Xi, Li = k}
=
1
Mk
[
E
{
YijsY (Yi,ai(j=1),Xi, k; η
∗)
∣∣∣Ai = ai(j=1),Xi, Li = k}
− E
{
YijsY (Yi,ai(j=0),Xi, k; η
∗)
∣∣∣Ai = ai(j=0),Xi, Li = k}
]
=
1
Mk
∫
yij
{
sY (yi,ai(j=1),xi, k; η
∗)P ∗Y,NoInt(yi |ai(j=1),xi, k)
− sY (yi,ai(j=0),xi, k; η∗)P ∗Y,NoInt(yi |ai(j=0),xi, k)
}
dyi
Note that the second equality holds from condition (H1) and the third equality holds by definition.
Therefore, replacing (A) in (99) with above, we obtain the expectation of the first piece in (86).
E
{
F1k(Yi,Ai,Xi, Li)sY (Yi,Ai,Xi, Li; η
∗)
}
=
p∗k
Mk
Mk∑
j=1
∫∫
yij
{
sY (yi,ai(j=1),xi, k; η
∗)P ∗Y,NoInt(yi |ai(j=1),xi, k)
− sY (yi,ai(j=0),xi, k; η∗)P ∗Y,NoInt(yi |ai(j=0),xi, k)
}
P ∗X(xi | k) dyidxi
The above quantity is equivalent to (87), which is the first piece of (86). Therefore, the identity in
(98) is established, i.e., τATE(η) is a differentiable parameter.
81
Next, we claim that ϕ(τATE) belongs to T in (97). First, we show that F1k satisfies the
conditions related to SY . Note that the conditional expectation of F1k given Ai,Xi, Li is
E
{
F1k(Yi,a,x, k
′)
∣∣Ai = a,Xi = x, Li = k′}
= 1(k′ = k)H⊺(a,x, k)E
{
Yi − g∗(a,x, k)
∣∣∣Ai = a,Xi = x, Li = k′} = 0
Second, we show that the conditional expectation of YijF1k given Ai,Xi, Li is invariant to ais
as long as its jth component is the same
E
{
YijF1k(Yi,a,x, k
′)
∣∣∣Ai = a,Xi = x, Li = k′}
= 1(k′ = k)H⊺(a,x, k)E
[
Yij
{
Yi − g∗(a,x, k)
} ∣∣∣Ai = a,Xi = x, Li = k]
= 1(k′ = k)H⊺(a,x, k)Σ∗j (a,x, k)
= 1(k′ = k)H⊺(a′,x, k)Σ∗j (a
′,x, k)
= E
{
YijF1k(Yi,a
′,x, k′)
∣∣∣Ai = a′,Xi = x, Li = k}
The first and last equalities are based on the definition of F1k. The second equality is from the
definition of Σ∗j . The third equality is from the property in condition (H2). This shows that F1k
satisfies the conditions on SY in (97). It also implies that
∑K
k=1 F1k.
∑K
k=1 F2k and
∑K
k=1 F3k
satisfy the condition imposed on SX and SL in (97), respectively; see (95) and (96). Therefore,
ϕ(τATE) belongs to T .
To finish the proof, we show the existence and uniqueness of H satisfying (H1) and (H2).
Note that there are Mk components in H(ai,xi, k) and there are 2
Mk possible treatment vectors
in A(Mk), which are enumerated as
{
b1, . . . , b2Mk
}
. Therefore, we consider H(xi, k), which is a
length Mk2
Mk vector with H(xi, k) =
(
H⊺(b1,xi, k), . . . ,H
⊺(b2Mk ,xi, k)
)
⊺
.
Condition (H1) at index j can be represented as
2Mk∑
t=1
1(btj = 1)e
∗(bt |x, k)u⊺jH(bt,x, k) =
1
Mk
,
2Mk∑
t=1
1(btj = 0)e
∗(bt |x, k)u⊺jH(bt,x, k) = −
1
Mk
where uj is the jth standard n-dimensional unit vector. Therefore, condition (H1) at index j can
82
be written as1(b1j = 1)e∗(b1 |x, k)u⊺j . . . 1(b2Mk j = 1)e∗(b2Mk |x, k)u⊺j
1(b1j = 0)e
∗(b1 |x, k)u⊺j . . . 1(b2Mk j = 0)e∗(b2Mk |x, k)u⊺j

︸ ︷︷ ︸
≡ C1(j,x,k)
H(x, k) =
 1Mk
− 1
Mk

︸ ︷︷ ︸
≡ d1(j,k)
Considering the entire j = 1, . . . ,Mk, we represent condition (H1) as C1(x, k)H(x, k) = d1(k)
where
C1(x, k) =

C1(1,x, k)
...
C1(Mk,x, k)
 ∈ R2Mk×Mk2Mk , d1(k) =

d1(1, k)
...
d1(Mk, k)
 ∈ R2Mk (100)
Note that C1(x, k) has full row rank as long as for all e∗(ai |x, k) is positive; this is assumed in
condition (A3) of Assumption 1 in the main paper.
To characterize condition (H2), we first fix j and enumerate every treatment vectors where
the jth component is a, A(Mk)(j=a) ≡ A(Mk) ∩ {ai | aij = a
}
=
{
b1(j=a), . . . , b2Mk−1(j=a)
}
. To
identify condition (H2) across A(Mk)(j=a), we can fix b1(j=1) and b1(j=0) as the base treatment
status vectors and consider different contrasts. To do so, we define the following function
χ(j, j′, t, a) = 1(bj′ = b1(j=a))− 1(bj′ = bt(j=a)) =

1 if bj′ is first element of A(Mk)(j=a)
−1 if bj′ is tth element of A(Mk)(j=a)
0 otherwise
For fixed j = 1, . . . , 2Mk , t = 2, . . . , 2Mk−1, and a = 0, 1, there are unique j′1 and j
′
−1 such that
χ(j, j′1, t, a) = 1 and χ(j, j
′
−1, t, a) = −1, respectively; the other j′s attain χ(j, j′, t, a) = 0. Using
the function χ, we may represent condition (H2) at two treatment status vectors b1(j=a) and bt(j=a)
for each j as
Σ∗⊺j (b1(j=a),x, k)H(b1(j=a) ,x, k)− Σ∗⊺j (bt(j=a),x, k)H(bt(j=a) ,x, k) = 0
⇔
[
χ(j, 1, t, a) · Σ∗⊺j (b1,x, k)
∣∣∣∣ . . . ∣∣∣∣ χ(j, 2Mk , t, a) · Σ∗⊺j (b2Mk ,x, k)]H(x, k) = 0
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Next step is to stack these conditions across t = 2, . . . , 2Mk−1 and a = 0, 1, i.e.,
χ(j, 1, 2, 1) · Σ∗⊺j (b1,x, k) . . . χ(j, 2Mk , 2, 1) · Σ∗⊺j (b2Mk ,x, k)
...
...
...
χ(j, 1, 2Mk−1, 1) · Σ∗⊺j (b1,x, k) . . . χ(j, 2Mk , 2Mk−1, 1) · Σ∗⊺j (b2Mk ,x, k)
χ(j, 1, 2, 0) · Σ∗⊺j (b1,x, k) . . . χ(j, 2Mk , 2, 0) · Σ∗⊺j (b2Mk ,x, k)
...
...
...
χ(j, 1, 2Mk−1, 0) · Σ∗⊺j (b1,x, k) . . . χ(j, 2Mk , 2Mk−1, 0) · Σ∗⊺j (b2Mk ,x, k)

︸ ︷︷ ︸
≡ C2(j,x,k)
H(x, k) = 0
Note that C2(j,x, k) is a (2(2
Mk−1 − 1) × Mk2Mk)-dimensional matrix. Considering the entire
j = 1, . . . ,Mk, we represent condition (H2) as C2(x, k)H(x, k) = 0 where
C2(x, k) =

C2(1,x, k)
...
C2(Mk,x, k)
 ∈ RMk(2Mk−2)×Mk2Mk (101)
Note that C2(x, k) has full row rank as long as Σ∗(ai,x, k) is positive definite and this is assumed
in condition (A4) of Assumption 1 in the main paper.
Next, we show that any row of C2(x, k) does not belong to the row space of C1(x, k). To prove
this, we observe that (i) each column vector of C1(x, k) has exactly one positive entry and the
others are zero (ii) each row vector of C1(x, k) has exactly Mk positive entries and the others zero
and (iii) any row vector of C2(x, k) contains positive and negative entries. Therefore, the sign of
mth component of a linear combination of the row vectors of C1(x, k) is determined by the sign of
the coefficient of the row vector of C1(x, k) whose mth component is positive and this row vector
is unique. Let us fix a row vector of C2(x, k), say R(x, k), and suppose that R(x, k) is a linear
combination of the row vectors of C1(x, k). We define R+ ⊂ {1, . . .Mk2Mk} be the set of indices
where R(x, k) has positive entries. Similarly, we define R− ⊂ {1, . . .Mk2Mk} be the set of indices
where R(x, k) has negative entries. Next, we collect the row vectors of C1(x, k) whose r+th entry,
r+ ∈ R+, is positive and we define such row indices as C+ ∈ {1, . . . , 2Mk}. Similarly, we collect the
row vectors of C1(x, k) whose r−th entry, r− ∈ R−, is positive and we define such row indices as
C− ∈ {1, . . . , 2Mk}. Let c0 be the element in C+ ∩C−; note that C+ ∩C− is not empty because of
the form of C1(j,x, k). If we consider the linear combination of the row vectors of C1(x, k) which
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is the same as R(x, k), the sign of the coefficient of c0th row of C1(x, k) is the same as the signs
of some components of R(x, k). But, because of the construction of c0, some of these signs are
positive while others are negative, which is a contradiction. Therefore, the initial assumption that
any row vector of C2(x, k) is a linear combination of the row vectors of C1(x, k) is false, i.e., C1(x, k)
and C2(x, k) are linearly independent.
For example, we consider Mk = 2 case where A(Mk) = {b1, b2, b3, b4} = {00, 01, 10, 11}. Also,
for notational brevity, we omit xi and k; for example, we denote the propensity score at a = (00)
by e∗(00) ≡ e∗(00 |xi, k). Similarly, we denote the variance matrix Σ∗(a) ≡ Σ∗(a,x, k) as
Σ∗(a) =
σ11(a) σ12(a)
σ12(a) σ22(a)

Then, C1(x, k) and C2(x, k) are given by
C1(x, k) =

0 0 0 0 e∗(10) 0 e∗(11) 0
e∗(00) 0 e∗(01) 0 0 0 0 0
0 0 0 e∗(01) 0 0 0 e∗(11)
0 e∗(00) 0 0 0 e∗(10) 0 0

and
C2(x, k) =

0 0 0 0 σ11(10) σ12(10) −σ11(11) −σ12(11)
σ11(00) σ12(00) −σ11(01) −σ12(01) 0 0 0 0
0 0 σ12(01) σ22(01) 0 0 −σ12(11) −σ22(11)
σ12(00) σ22(00) 0 0 −σ12(10) −σ22(10) 0 0

respectively. It is straightforward to check that C1(x, k) and C2(x, k) have full row rank under
conditions (A3) and (A4) of Assumption 1 in the main paper. Next, we illustrate the linear
independence between the row space of C1(x, k) and the row space of C2(x, k). Let us take the
first row of C2(x, k) as R(x, k) and suppose that first row of C2(x, k) is a linear combination of the
row vectors of C1(x, k). Then, we can find that R+ = {5, 6} (i.e., the fifth and sixth entries of the
first row of C2(x, k) are positive) and R− = {7, 8} (i.e., the seventh and eighth entries of the first
row of C2(x, k) are negative). We can also find that C+ = {1, 4} (i.e., the first and fourth rows
of C1(x, k) have positive the fifth and sixth entries, respectively) and C− = {1, 3} (i.e., the first
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and third rows of C1(x, k) have positive the seventh and eighth entries, respectively). Thus, we get
c0 = C+ ∩C− = 1 and the first row of C1(x, k) can be used to show a contradiction. Since the first
row has positive entries at the fifth and seventh entries, any linear combination of the row vectors
of C1(x, k) must have the same signs at the fifth and seventh entries. Therefore, the first row of
C2(x, k) cannot be a linear combination of the row vectors of C2(x, k). We can repeat the above
argument and show that any row of C2(x, k) does not belong to the row space of C1(x, k).
As a result, we tie the two linear systems, C1(x, k)H(x, k) = d1(k) and C2(x, k)H(x, k) = 0,
and denote the combined linear system as C(x, k)H(x, k) = d(k) where
C(x, k) =
C1(x, k)
C2(x, k)
 ∈ RMk2Mk×Mk2Mk , d(k) =
d1(k)
0
 ∈ RMk2Mk (102)
Since C(x, k) is invertible, H(x, k) is uniquely defined by C−1(x, k)d(k).
Again, we consider Mk = 2 case. The vector of interest H = H(x, k) is defined by H ≡(
H⊺(00),H⊺(01),H⊺(10),H⊺(11)
)
⊺
=
(
H1(00),H2(00),H1(01),H2(01),H1(10),H2(10),H1(11),H2(11)
)
⊺
and the right hand side vector d is defined by d ≡ (1/2,−1/2, 1/2,−1/2, 0, 0, 0, 0)⊺. As a result,
the entire linear system C(x, k)H(x, k) = d(k) is given by

0 0 0 0 e∗(10) 0 e∗(11) 0
e∗(00) 0 e∗(01) 0 0 0 0 0
0 0 0 e∗(01) 0 0 0 e∗(11)
0 e∗(00) 0 0 0 e∗(10) 0 0
0 0 0 0 σ11(10) σ12(10) −σ11(11) −σ12(11)
σ11(00) σ12(00) −σ11(01) −σ12(01) 0 0 0 0
0 0 σ12(01) σ22(01) 0 0 −σ12(11) −σ22(11)
σ12(00) σ22(00) 0 0 −σ12(10) −σ22(10) 0 0

︸ ︷︷ ︸
C(x,k)

H1(00)
H2(00)
H1(01)
H2(01)
H1(10)
H2(10)
H1(11)
H2(11)

︸ ︷︷ ︸
H(x,k)
=

1
2
−12
1
2
−12
0
0
0
0

︸ ︷︷ ︸
d(k)
Note that C(x, k) is invertible under conditions (A3) and (A4) in Assumption 1 in the main paper.
Therefore, H(xi, k) can be obtained by inverting C(x, k) resulting H(xi, k) = C−1(x, k)d(k).
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C.10 Proof of Theorem A.10
The result in (i) is straightforward by combining Corollary 4.2 in the main paper and Lemma
A.6. Corollary 4.2 in the main paper implies that τ̂
DE
(α) and τ̂
IE
(α,α′) are consistent estimators for
τDE(α) and τ IE(α,α′), respectively. Without interference, Lemma A.6 shows that τDE(α) = τATE
and τ IE(α,α′) = 0, respectively. Thus, we get consistency of τ̂
DE
(α) and τ̂
IE
(α,α′) to τATE and 0,
respectively.
To claim the result in (ii), we derive the gap between E
{
ϕ(τDE(α))2
}
and E
{
ϕ(τATE)2
}
by
following the same steps in the proof of Theorem 5.1 given in Section B.7.
E
{
ϕ(τDE(α))2
}− E{ϕ(τATE)2}
=
K∑
k=1
p∗kE
[
1
M2k
Mk∑
j=1
∑
ai∈A(Mk)
π(ai(−j);α)
2Σ∗jj(ai,Xi, k)
e∗(ai |Xi, k)
−
∑
ai∈A(Mk)
e∗(ai |Xi, k)H⊺(ai,Xi, k)Σ∗(ai,Xi, k)H(ai,Xi, k)︸ ︷︷ ︸
(A)
∣∣∣∣∣Li = k
]
(103)
We derive the closed form of (A). We define Σ(x, k) as an Mk2
Mk ×Mk2Mk -block diagonal matrix
of which the jth diagonal block is e∗(bt |x, k)Σ∗(bt,x, k) and bt is the tth enumeration of A(Mk) ={
b1, . . . , b2Mk
}
. Following the definition of H(x, k) = C−1(x, k)d(k) in (102), we observe that
∑
ai∈A(Mk)
e∗(ai |x, k)H⊺(ai,x, k)Σ∗(ai,x, k)H(ai,x, k)
= H⊺(x, k)Σ(x, k)H(x, k) = d⊺(k)
{C(x, k)Σ−1(x, k)C⊺(x, k)}−1d(k) (104)
Note that
C(x, k)Σ−1(x, k)C⊺(x, k)
=
2Mk∑
t=1
1
e∗(bt |x, k)
C1,t(x, k)Σ∗−1(bt,x, k)C⊺1,t(x, k) C1,t(x, k)Σ∗−1(bt,x, k)C⊺2,t(x, k)
C2,t(x, k)Σ
∗−1(bt,x, k)C
⊺
1,t(x, k) C2,t(x, k)Σ
∗−1(bt,x, k)C
⊺
2,t(x, k)

where C1,t(x, k) ∈ R2Mk×Mk and C2,t(x, k) ∈ RMk(2Mk−2)×Mk are the tth block column of C1(x, k)
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and C2(x, k) associated with bt in (100) and (101), respectively; that is,
C(x, k) =
C1(x, k)
C2(x, k)
 =
C1,1(x, k) · · · C1,2Mk (x, k)
C2,1(x, k) · · · C2,2Mk (x, k)

Going through straightforward matrix algebra, one can show that C1,t(x, k)Σ
∗−1(bt,x, k)C
⊺
1,t(x, k)
is equivalent to e∗(bt,x, k)
2S(bt,x, k) where
S(bt,x, k) ≡
1(btℓ = 1)1(btℓ′ = 1) 1(btℓ = 1)1(btℓ′ = 0)
1(btℓ = 0)1(btℓ′ = 1) 1(btℓ = 0)1(btℓ′ = 0)
Σ∗−1ℓℓ′ (bt,x, k)

ℓ,ℓ′=1,...,Mk
∈ R2Mk×2Mk
Here, Σ∗−1ℓℓ′ (bt,x, k) is the (ℓ, ℓ
′)th entry of Σ∗−1(bt,x, k). For example, S(bt,x, k) at bt = (110) is
S(bt,x, k) =

Σ∗−111 (110,x, k) 0 Σ
∗−1
12 (110,x, k) 0 0 Σ
∗−1
13 (110,x, k)
0 0 0 0 0 0
Σ∗−121 (110,x, k) 0 Σ
∗−1
22 (110,x, k) 0 0 Σ
∗−1
23 (110,x, k)
0 0 0 0 0 0
0 0 0 0 0 0
Σ∗−131 (110,x, k) 0 Σ
∗−1
32 (110,x, k) 0 0 Σ
∗−1
33 (110,x, k)

Moreover, it can be shown that C1,t(x, k)Σ
∗−1(bt,x, k)C
⊺
2,t(x, k) is zero by brute force algebra.
Hence, C(x, k)Σ−1(x, k)C⊺(x, k) is
C(x, k)Σ−1(x, k)C⊺(x, k) =
∑2Mkt=1 e∗(bt |x, k)S(bt,x, k) 0
0 ⋆

where ⋆ is a positive definite block matrix. Then, the matrix in (104) is
∑
ai∈A(Mk)
e∗(ai |x, k)H⊺(ai,x, k)Σ∗(ai,x, k)H(ai,x, k)
= d⊺(k)
{∑2Mkt=1 e∗(bt |x, k)S(bt,x, k)}−1 0
0 ⋆
d(k) = d⊺1(k)
{
2Mk∑
t=1
e∗(bt |x, k)S(bt,x, k)
}−1
d1(k)
=
1
M2k
[
1
⊺
Mk
, −1⊺Mk
]B(1, 1,x, k) B(1, 0,x, k)
B(0, 1,x, k) B(0, 0,x, k)

︸ ︷︷ ︸
(B)
−1  1Mk
−1Mk
 (105)
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The last equality can be obtained by rearranging 1Mk which is an Mk-dimensional vector of ones
and
B(t1, t2,x, k) :=
 ∑
ai:aiℓ=t1
aiℓ′=t2
e(ai |x, k)Σ∗−1ℓℓ′ (ai,x, k)

ℓ,ℓ′=1,...,Mk
∈ RMk×Mk , t1, t2 ∈ {0, 1}
Under the diagonal Σ∗(ai,x, k) assumption, (B) in (105) is a diagonal matrix. Specifically, the
first and second diagonal block of (B) are given by
B(1, 1,x, k) = diag
[{ ∑
ai:ai1=1
e∗(ai |x, k)Σ∗−111 (ai,x, k)
}−1
, . . . ,
{ ∑
ai:aiMk=1
e∗(ai |x, k)Σ∗−1MkMk(ai,x, k)
}−1]
B(0, 0,x, k) = diag
[{ ∑
ai:ai1=0
e∗(ai |x, k)Σ∗−111 (ai,x, k)
}−1
, . . . ,
{ ∑
ai:aiMk=0
e∗(ai |x, k)Σ∗−1MkMk(ai,x, k)
}−1]
Thus,
∑
ai∈A(Mk)
e∗(ai |x, k)H⊺(ai,x, k)Σ∗(ai,x, k)H(ai,x, k)
=
1
M2k
Mk∑
j=1
[{ ∑
ai:aij=1
e∗(ai |x, k)Σ∗−1jj (ai,x, k)
}−1
+
{ ∑
ai:aij=0
e∗(ai |x, k)Σ∗−1jj (ai,x, k)
}−1]
(106)
The first term in (103) is lower bounded by
1
M2k
Mk∑
j=1
∑
ai∈A(Mk)
π(ai(−j);α)
2Σ∗jj(ai,x, t)
e∗(ai |x, t)
=
1
M2k
Mk∑
j=1
[ ∑
ai:aij=1
π(ai(−j);α)
2
e∗(ai |x, k)Σ∗−1jj (ai,x, k)
+
∑
ai:aij=0
π(ai(−j);α)
2
e(ai |x, k)Σ∗−1jj (ai,x, k)
]
≥ 1
M2k
Mk∑
j=1
[ {∑
ai:aij=1
π(ai(−j);α)
}2{∑
ai:aij=1
e∗(ai |x, k)Σ∗−1jj (ai,x, k)
} + {∑ai:aij=0 π(ai(−j);α)}2{∑
ai:aij=0
e∗(ai |x, k)Σ∗−1jj (ai,x, k)
}]
=
1
M2k
Mk∑
j=1
[
1{∑
ai:aij=1
e∗(ai |x, k)Σ∗−1jj (ai,x, k)
} + 1{∑
ai:aij=0
e∗(ai |x, k)Σ∗−1jj (ai,x, k)
}]
=
∑
ai∈A(Mk)
e∗(ai |x, k)H⊺(ai,x, k)Σ∗(ai,x, k)H(ai,x, k)
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The inequality in the third line is from the Bergstro¨m’s inequality presented in (60) and the last
equality is based on (106). Hence, the gap E
{
ϕ(τDE(α))2
} − E{ϕ(τATE)2} is zero if and only if
π(ai(−j);α)/{e∗(ai |x, k)Σ∗−1jj (ai,x, k)} = π(ai(−j);α)Σ∗jj(ai,x, k)/e∗(ai |x, k) are identical for all
α ∈ (0, 1) and ai(−j) ∈ A(Mk − 1).
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