This paper presents a multistrategy learning methodology to domain modeling and knowledge acquisition. The approach is an elaboration and a generalization of the methodology illustrated by the DISCIPLE system (Tecuci & Kodratoff, 1990) . In the presented approach, a human expert defines the initial world model that is assumed to be an imperfect representation of the application domain. This imperfect model allows, however, the learning system to react to new inputs from the expert (or, in general, to the real world) with the goal of developing and updating the model so as to become consistent with these inputs. Whenever the system receives an input from the expert, it will try to understand and to assimilate it into the world model. For instance, if the input is a new fact, the system will try to justify that it is a consequence of the knowledge explicitly represented in the model. To this purpose it may need to update the model (by abducting new facts or rules, or by explicitly storing the input). Based on the understanding of the input fact, the system may learn a general inference rule allowing the direct derivation of the input (as well as of other related facts). If the input is a problem solving episode represented by a (problem solution) pair, then the system will try to understand why the "solution" solves the "problem" and based on this understanding it may learn a general problem solving rule. In order to improve the consistency of the knowledge base, the system will learn the general knowledge pieces by considering all their possible instantiations in the current knowledge base, trying to learn complete and consistent descriptions. However, because of the imperfections of the background knowledge, the learned rules will have exceptions. For instance, they may cover invalid problem solving episodes. Therefore, new concepts have to be defined, or the definitions of the existing concepts have to be revised in order to eliminate the exceptions to the learned rules. In this way, the knowledge base is iteratively developed in a goal-oriented manner.
Motivation and related work
The key factor in the development of an expert system is building its knowledge base that represents the system's model of the real world. The traditional approach to this problem consists of a cooperative effort of a domain expert and a knowledge engineer. The knowledge engineer extracts knowledge out of the exper,t and builds a model of the domain. This world model, however, is often only a crude approximation of the real world: it incorporates defaults. omits details, and abstracts the represented entities. The causes for this situation are multiple: the representation language is inherently imprecise. information from multiple sources may be conflicting. the represented domain has not a well defined theory (Bhatnagar and Kanal, 1986 ).
To cope with these problems, the human expert is often asked to express its knowledge in the form of uncertain knowledge pieces, for instance in the form of uncertain rules characterized by certainty factors which are more or less justified. This, however. results in a degradation of the knowledge provided by the human expert because he is asked questions to which he does not know precise answers. Moreover, because the resulting expert system lacks the capability of self-improving its knowledge through experience, the knowledge base has to be, from the very beginning, complete enough and correct enough for determining reasonable functioning of the system. All of these make the current approaches to knowledge acquisition complex, time consuming and error-prone (Boose, Gains & Ganascia, 1989) .
Finding an efficient solution to the knowledge acquisition problem appears now to be one of the greatest challenges of artificial intelligence. We believe that methods and techniques developed in the field of machine learning (e.g., Michalski, Carbonell and Mitchell, 1983, 1986; Langley, 1987; Laird, 1988; Segre, 1989; Kodratoff and Michalski, 1990 ) are applicable for partially automating this process. For instance, by using empirical induction a system can learn general concepts or rules characterizing a set of examples. By applying analogical learning, a system may acquire knowledge about an unknown entity by transferring and modifying prior knowledge about a similar entity. By using explanation-based learning, a system may transform inefficient knowledge into efficient rules or concepts. Until now, however, these single-strategy learning methods did not have a significant impact on the field of knowledge acquisition because each strategy requires specific conditions in order to be applicable. For instance, empirical learning typically needs many input examples, though it does not need much background knowledge. Explanation-based learning needs only one example, but requires complete background knowledge. Learning by analogy needs background knowledge analogous with the input. Real-world applications rarely satisfy the requirements of single strategy learning methods. This explains an increasing interest in building systems that integrate different learning strategies. Among the most well-known systems are U nimem (Lebowitz, 1986) , Odysseus (Wilkins, Clancey, and Buchanan, 1986) , Disciple (Kodratoff and Tecuci, 1987) , Prodigy (Minton et al., 1987) . Gemini (Danyluk, 1987) , Occam (Pazzani, 1988) , and loe (Dietterich and Flann, 1988) .
In this paper we present a new approach to domain modeling and knowledge acquisition that addresses the main problems of the traditional approaches and proposes solutions based on machine learning.
Main goals and assumptions
The main goal of our approach is to enable the system to learn directly from a human expert. In other words. the traditional role of the knowledge engineer is taken by the system itself that is building and improving the domain model through successive interactions with the expert. A direct consequence of this goal is that the interaction with the human expert should be as natural for the human expert as possible. A human expert may provide an imperfect elementary description of his domain. He is particularly good at providing suitable solutions to well defIned problems and to judge if a solution to a problem is good or not. He is less good at providing explanations of why the solutions are good or not but can easily accept or reject tentative explanations. What is particularly difficult for the human expert is to provide general pieces of infonnation as. for instance. general problem solving rules. It should be, therefore. the task of the learner to learn such general pieces of infonnation and to iteratively develop and update the world modeL Such an update is done through an interaction with the expert in which the expert is asked only the types of questions he is expected to answer correctly.
Another requirement consists in defining a representation of knowledge that should have. at least, the following features:
-should be simple. in order to be easily understandable by the human expert; -should be particularly suited for using different learning strategies; -should be extensible. to allow the development of the domain model; -should allow performing plausible reasoning, to compensate for the lack of crisp deductive knowledge.
To fulfill these requirements we adopted a knowledge representation based on incomplete descriptions of object concepts and problem solving rules expressed in terms of the object concepts. These rules are learned by the system and keep track of all the knowledge used to The third requirement is the understandability of the reasoning processes of the system. These reasoning processes are only plausible and therefore the expert user should be able to judge their validity.
It is assumed that the system starts with some initial background knowledge, provided by a human expert. This initial knowledge is incrementally improved through interaction with the expert and/or through the problem solving experience. The system tries to learn from each new input by trying to understand it in the context of its background knowledge. By understanding we mean showing that the input is a plausible consequence of system's knowledge. Theresult of learning is an improvement of the system's knowledge that accounts for the input information.
3. The scenario for domain modeling and knowledge acquisition First, the human expert will define an initial model of his domain. Because he is requested to define only that knowledge which he may easily express, we assume that this initial world model may be an imperfect representation of the problem domain -incomplete, inconsistent or faulty in some way. In general, it will consist of incomplete descriptions of some basic object concepts from the domain to be modeled, object concepts that define an initial language for representing new object concepts, facts and rules. This initial model allows, however, the system to react to new inputs from the expert (or, in general, to the real world) with the goal of developing and updating the model so that to become consistent with the inputs. Whenever the system receives an input from the expert, it will try to understand and assimilate it into the world model. For instance, if the input is a new fact, the system will try to justify that it is a consequence of the knowledge explicitly represented in the modeL To this purpose it may need to update the model (by abducting new facts or rules, or by explicitly storing the input). Based on the understanding of the input fact, the system may learn a general inference rule allowing the direct derivation of the input (as well as of other related facts). If the input is a problem solving episode represented by a (problem solution) pair, then the system will try to explain that the "solution" solves the "problem" and based on this understanding it may learn a general problem solving rule. If the input consists of several examples of a concept, the system will try to understand the commonalties of these examples in the context of its background knowledge, thus learning the definition of the concept. In order to improve the consistency of the knowledge base, the system will learn the general knowledge pieces by considering all their possible instantiations in the current knowledge base, trying to learn complete and consistent descriptions. However, because of imperfections in the background knowledge (that will not contain a~l the needed concepts), the learned general rules will have exceptions. For instance, they may cover invalid problem solving episodes. Therefore, new concepts have to be defined, or the definitions of the existing concepts have to be refined in order to eliminate the exceptions to the learned rules. In this way, the knowledge base is iteratively developed in a goal-oriented manner.
Learning a general rule, starting from an input fact or from a particular problem solving episode, is based on understanding the input in the context of the background knowledge. Let us consider, for instance, that the input is a new fact, relating two objects: 'fact-t(a,b)'.
Understanding this fact means showing that it is a plausible consequence of the facts explicitly represented in the knowledge base. Therefore, the system will try to build a plausible justification structure as the following one:
,tlt Figure 1 . A plausible justification of the input fact.
Some inference steps from this tree could be the result of using deductive rules. Other inference steps could be the result of using analogy. Also, some inference steps or facts could be abducted.
If by "explanation" of an input we mean the set of facts from the background knowledge that justify the input then any input may be written as a rule instance:
Figure 2. Input expressed as a rule instance.
Another merit of the above justification structure is that it provide new positive evidence for the plausible rules that were used in the proof. For instance, the inference
that may have been obtained by analogy or abduction, is a new positive example for an inference rule to be learned.
It is also possible that even such a plausible proof cannot be built, but the system is able to find a shallow justification of the input, in terms of facts explicitly represented into the knowledge [Burstein 1986 ], [Carbonell, 1986] , [Gentner, 1983] , [Kedar-Cabelli, 1985 ], [Kodratoff, 1990] , [Russel, 1987] , [Winston, 1980] The leaves of this tree are a generalization of the explanation of the input fact, justified by the 'imperfect' knowledge of the system.
In the case of the shallow explanation (figure 3), the analogy criterion is an inductive generalization of it. As stated previously, the goal of the system is that of learning a general rule covering as many of the facts (problem solving episodes) analogous with the input as possible. Therefore, analogy criterion may be regarded as an upper bound of the condition of the rule to be learned and the explanation of the input may be regarded as a lower bound of the same condition.
Therefore, the system may define an initial version space for the rule to be learned: For each negative example the system tries to find an explanation of the failure.
If such an explanation is found then it is used to identify additional pieces of explanations of the previously encountered positive examples. These adJitional pieces of explanation are used to particularize both bounds of the current version space so as not to cover the negative example.
These new explanatory facts also represents new knowledge to be added to the knowledge base.
If no explanation is found then two cases are possible:
-if the current lower bound does not cover the negative example then particularize the upper bound as little as possible so that not to cover the negative example and to remain more general than the lower bound;
-if the current lower bound covers the negative example then keep it as a negative exception of the rule being learned. This type of representation is a development of the one used in the system DISCIPLE (Tecuci & Kodratoff, 1990 ). It may be regarded as a two-tired one (Michalski, 1990a; Zhang, 1990) , where the flrst tier is the rule and the second tier are the exceptions. It may also be regarded as a kind of PAR rule (Michalski, 199Oc) , being able to represent both analogies and deductions.
Moreover, the instances of the generalized proof in figure 6 , corresponding to positive examples, provide additional positive instances for the plausible rules used in the justification structure. Also, the instances corresponding to negative examples provide additional negative instances for some of the plausible rules used in the justification structure. These additional instances may be used to update these rules.
Updating the domain model
Trying to learn a rule consistent with the entire current domain model, the system will need to What is important to stress is that the definition of new concepts, properties and relations is a reaction to learning rules consistent with the current domain model Which, in this way, is adapted to the real world.
It is very important to stress that all of this strategy is based on the notion of explanation. It is in fact through successive explanations that the system iteratively develops and updates an initial imperfect domain model so that to account for new aspects of the real world and to become a more and more accurate representation of this real world.
Brief illustration of the methodology
We shall briefly illustrate the methodology with a very simple example of building an action planner for a domestic robot able to generate detailed plans of actions for performing certain domestic tasks as cleaning, cooking or serving dinner.
Let us suppose that we initially provided the system with the incomplete model of the domain presented in figure 12 , model consisting only of incomplete descriptions of some objects. Figure 12 . Initial background knowledge.
Next the system is shown the following example of problem solving episode:
The problem TAKE clean-cup 1 has the solution OPEN cabinet TAKE clean-cup 1 FROM cabinet Using its domain knowledge the system will try to prove that the "solution" solves the "problem" and based on this understanding will try to learn a general problem solving rule. To build a plausible proof like the one in figure 1 the system would need descriptions of the actions "TAKE x", "OPEN y", and "TAKE x FROM y". In section 6 we shall show how this understanding is achieved. Here, however. we suppose that the system does not have any models for these actions. Therefore it uses heuristics to propose plausible pieces of explanations in terms of the features and relationships between the objects from the problem solving episode (Tecuci & Kodratoff, 1990) Figure 13 . The input expressed as a rule instance.
The found piece of explanation is inductively over-generalized by turning all the contained objects into variables and this over-generalization is taken as an analogy criterion, used to generate analogous problem solving episodes that have to be validated by the user:
x-~...:;.;;..;._ _... Notice that the above representation keeps all the knowledge that may be useful in learning the rule: the initial example, the explanation, and the features of the contained objects that are not relevant for the rule (and should not therefore be used in the condition of the rule).
over-gen ralization
Next the system applies the analogy criterion to the knowledge base in figure 12 and generates, one after the other, the problem solving episode~ from figure 14, asking the expert to validate them:
Let us consider the problem TAKE sugar Is the/ollowing a correct solution OPEN sugar-box TAKE sugar FROM sugar-box? Yes
Each such generated problem solving episode is used to shrink the version space from figure 15 using the methods presented in (Tecuci & Kodratoff, 1990 ).
In this case, the first generated problem solving episode is accepted by the user and is therefore When the learned rules accumulate many exceptions. this is a strong indication that the domain model should be refined by refining the descriptions of the existing concepts or even by defining new concepts. so that to be able to modify the bound of the rules in such a way that they no longer cover exceptions. In the following we shall present two methods of eliminating negative exceptions of the rules.
Turning negative exceptions into negative examples by refining the descriptions of the known concepts Let us consider the following negative exception from the version space in figure 16 ex IS-A dirty- In this case, for instance, the system discovers the property (sugar-box IS closed) which is not a property of neither cabinet nor sink. Therefore, it makes the hypothesis (cabinet IS closed)
NOT(sink IS closed) rewritten as (sink IS opened) and asks the user to validate them.
Let us suppose that the user validate these hypothesis. In such a case the descriptions of the sink and cabinet are refined by adding the above properties:
Let us notice that this is a case of goal-oriented property transfer from one concept to another.
By introducing the differentiating property into the rule conditions, the considered negative exception becomes a negative example (see figure 17) . 
The use of action models
In the above sections we have supposed that the system does not have any models of the actions involved in the initial problem solving episode. However, if the system has even incompletely learned action models then the learning of the new rule is speeded up and at the same time with learning the rule the system is improving the action models.
Let us suppose, for instance, that the system disposes of the following incompletely learned The generated problem solving episodes are used not only to learn a general rule but also to improve the used action models.
Conclusions
We presented a multistrategy learning methodology for domain modeling and knowledge acquisition that consists of an iterative and goal-oriented, improvement of an initial imperfect domain model provided by a human expert. This improvement results from trying to integrate new inputs into the domain model and learning consistent general rules from these inputs.
This methodology was implemented in Common Lisp on Macintosh. We have applied it to build experimental knowledge bases in several domains (manufacturing, geography, chemistry, etc.) and we have concluded that it has a high potential for partially automating the domain modelling process of real world applications. The direction in which we would like to further develop this methodology is the one already investigated by the BLIP and MOBAL systems (Morik, 1989; Wrobel, 1989) namely, automating the construction of the initial domain model.
Closely related to this research is an on going effort at the Center for Artificial Intelligence to define a unifying theory of machine learning and a general multistrategy task-adaptive learning methodology based on this theory (Michalski, 90; Tecuci and Michalski, 90) .
