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Abstract
In this paper, we propose a veriﬁed method for bounding clusters of zeros of analytic functions. Our method gives a disk that
contains a cluster of m zeros of an analytic function f (z). Complex circular arithmetic is used to perform a validated computation
of n-degree Taylor polynomial p(z) of f (z). Some well known formulae for bounding zeros of a polynomial are used to compute
a disk containing a cluster of zeros of p(z). A validated computation of an upper bound for Taylor remainder series of f (z) and a
lower bound of p(z) on a circle are performed. Based on these results, Rouché’s theorem is used to verify that the disk contains
the cluster of zeros of f (z). This method is efﬁcient in computation of the initial disk of a method for ﬁnding validated polynomial
factor of an analytic function. Numerical examples are presented to illustrate the efﬁciency of the proposed method.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
In order to locate multiple or close zeros of an analytic function f (z), Sakurai and Sugiura [13,14] proposed a
factoring method with validation by considering a ﬁxed point iteration for a polynomial factor p∗(z) of f (z). In this
method, an initial disk containing a cluster and the number of zeros in the cluster were supposed to be given by user.
In this paper, we present a veriﬁed method to determine the number of zeros in a cluster of f (z) and compute a disk
containing the cluster.
A number of methods were proposed to detect and bound clusters of zeros of polynomials [3,8]. Rump [11] proposed
a hybrid method to compute an enclosing disk of cluster of polynomials. Since f (z) can be approximated by its n-
degree Taylor polynomial p(z) and the cluster of p(z) is approximation of the cluster of f (z) with sufﬁciently large
n, the Rump’s method can be used in bounding cluster of zeros of f (z). In this paper, we propose a veriﬁed method
to compute an interval coefﬁcient polynomial p(z) that contains the n-degree Taylor polynomial p(z) of f (z), using
circular complex arithmetic. Then for p(z), we apply some well known formulae on bounding clusters of zeros of
polynomials to compute a disk containing the cluster of zeros of p(z). After a validated computation of the upper
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bound of the remainder of the Taylor series of f (z), a theorem is used to verify that the disk contains the cluster of
zeros of f (z). In this way, we reduce the problem of bounding a cluster of zeros of analytic functions to the problem
of bounding a cluster of zeros of polynomials. Numerical examples are presented to illustrate the effectiveness of the
proposed method.
2. A method to bound a cluster of zeros of analytic functions
Let f (z) be analytic in a circular region D = {z : |z|}, where > 1 is a real number smaller than the analytic





k, z ∈ D. (2.1)
We assume that f (z) has a cluster of m zeros around the origin, that is, the m zeros of f (z) are located in a circle
which radius is small enough. We can shift the polynomial to get such a cluster of zeros in the case that the cluster is
not around the origin. We also assume that the cluster is distinctly separated from other zeros of f (z). Let p(z) be the







For an appropriate n, p(z) has a cluster of m zeros that converge to the zeros of f (z) in the same cluster. Using Pellet’s
theorem [5], we can calculate a disk containing the cluster of p(z).








has two positive roots r and R, r <R, then p(z) has exactly m zeros in or on the circle A := {z : |z|r} and no zeros
in the annular ring {z : r < |z|<R}.
From Theorem 2.1, given the Taylor polynomial p(z) and the number m of zeros in the cluster of f (z), we can
obtain a disk A containing the cluster of p(z) by calculating the smaller positive root of q(z). If the cluster of p(z) is
sufﬁciently close to the cluster of f (z), then the disk A can be used to bound the cluster of f (z). Rouché’s theorem [5]
can be used to verify whether two functions P(z) and Q(z) have the same number of zeros in a given region.
Theorem 2.2 (Rouché). If P(z) and Q(z) are analytic in the interior of a simple closed Jordan curve C and if they
are continuous on C and
|P(z)|< |Q(z)|, z ∈ C, (2.4)
then the function F(z) = P(z) + Q(z) has the same number of zeros in the interior of C as does Q(z).
FromTheorem 2.2, we can verifywhether f (z) andp(z) have the same number of zeros in the diskA. FromTheorems
2.1 and 2.2, we have the following theorem.
Theorem 2.3. Let f (z) be an analytic function deﬁned by (2.1), and let p(z) deﬁned by (2.2) be the n-degree Taylor
polynomial of f (z). Assume that q(z) deﬁned by (2.3) has two positive real roots r and R where r <R. If the following








holds for |z| = r , then f (z) has exactly m zeros in A = {z : |z|r}.
From Theorem 2.3, if inequality (2.5) holds, then the disk A calculated by Theorem 2.1 is an enclosing disk of the
cluster of f (z). In Section 3, we propose a veriﬁed method to calculate the Taylor polynomial p(z). In Section 4, we
use some existing methods to calculate a disk containing the cluster of p(z). In Section 5, we perform a validated
computation of the Taylor remainder of f (z) and the results are used to verify whether the disk contains the cluster of
f (z).
3. Validated computation of p(z)
In this section, we show a veriﬁed method to calculate the n-degree Taylor polynomial p(z) of f (z), circular complex
arithmetic [9] is used in computation.
Deﬁnition 3.1. A circular closed region Z := {z : |z−c|r} in complex plane with center mid(Z)=c, c ∈ C, radius
rad(Z) = r, 0r ∈ R is called circular interval or disk. We will denote it by the notation Z := {c ; r}.
Deﬁnition 3.2. For a disk Z = {c ; r} and an analytic function f (z) with z ∈ Z, the range of f (z) in Z is denoted by
f (Z) = {f (z) : z ∈ Z}. The set of circular disks is denoted by K(C). If F : K(C) → K(C) is such that
f (z) ⊆ F(Z) (3.1)
for z ∈ Z, then we call F(Z) the interval extension of f (z), and (3.1) is called the fundamental property of interval
arithmetic.
If f (z) can be written as an expression consisting of elementary functions and arithmetic operations, then F(Z) can
be obtained by replacing each occurrence of z in f (z) by Z and arithmetic operations by the corresponding circular
arithmetic operations [10].





f (z)z−(k+1) dz, k = 0, 1, . . . . (3.2)
These integrals can be approximated using the FFT. Let c˜k be the approximation of ck calculated by FFT, then [2]




where N is the number of sampling points of FFT. According to the Cauchy’s estimate [2], the bound of the Taylor
coefﬁcients ck can be calculated by the following inequality.
|ck|M
k
, M = max|z|= |f (z)|, k0, (3.4)
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where  is a real number smaller than the analytic radius of f (z). It follows that the error of c˜k can be evaluated by
|c˜k − ck|M 
−N−k
1 − −N . (3.5)
Let c˜k be the interval extension of c˜k calculated using circular arithmetic according to Deﬁnitions 3.1 and 3.2. From
(3.5), the disk ck that contains ck can be calculated by
mid(ck) = mid(c˜k), (3.6)
rad(ck) = rad(c˜k) + Mk, Mk = M 
−N−k
1 − −N , k = 0, 1, . . . . (3.7)







where ck are calculated by (3.6) and (3.7). Since ck ∈ ck, k = 0, . . . , n, we say that p(z) is contained in p(z) and
denote this by p(z) ∈ p(z).
4. Bounding cluster of zeros of p(z)
4.1. Computing the number of zeros in the cluster
According to Theorem 2.1, given the number of zeros of f (z) in the cluster, the polynomial q(z) can be obtained
and the bound for the cluster of p(z) can be obtained by calculating the smaller positive root of q(z) if q(z) has two
positive real roots r and R. First we consider a method to compute the number of zeros in the cluster of p(z).
Several methods on determining the number of zeros in the cluster of a polynomial were discussed in [11]. A simple
way is to evaluate the values |ck/ck+1|, k= 0, . . . , n− 1. If the cluster of p(z) is distinctly separated from other zeros,
then the value of |cm/cm+1| will be much larger compared with |ck/ck+1| for k <m, where m is the number of zeros
in the cluster.
According to the error analysis theory [15,17], an arbitrary small change of the coefﬁcients of a polynomial may lead
to the disintegration of a multiple zero into a cluster of distinct zeros. On the other hand, the location and multiplicity
of a cluster of zeros in a certain domain of C is a stable phenomenon: all sufﬁciently close polynomials have a zero
cluster of the same multiplicity in that domain [4,6]. Therefore, for interval coefﬁcient polynomial p(z) which contains
p(z), if p(z) has a cluster of zeros which is distinctly separated from other zeros and the radius of the coefﬁcients of
p(z) is sufﬁciently small, then any polynomial p∗(z) ∈ p(z) will have a cluster of zeros which is distinctly separated
from the other zeros of p∗(z) and the value |c∗m/c∗m+1| will be much larger compared with |c∗k/c∗k+1| for k <m where
c∗k is the coefﬁcients of p∗(z). Therefore, from the fundamental property of interval arithmetic, we can calculate the
number of zeros in the cluster of p(z) ∈ p(z) by testing the following inequalities:
|ck/ck+1|?|ck−1/ck|, k = 1, . . . , n − 1, (4.1)
where |a| := maxa∈a|a| for a disk a in the complex plane. If (4.1) holds for k = m, then m will be the number of zeros
in the cluster of p(z).
4.2. Validated computation of the smaller positive root of q(z)
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where m is the number of the zeros in the cluster of p(z) and the coefﬁcients bk are calculated by
mid(bk) = |mid(ck)|, k = 0, . . . , n, k = m,
mid(bm) = −|mid(cm)|,
rad(bk) = rad(ck), k = 0, . . . , n. (4.3)
Then from the fundamental property of interval arithmetic, |ck| ∈ bk, k = 0, . . . , n, i.e., q(z) ∈ q(z).
In order to compute an upper bound of the smaller positive root r of q(z), we apply interval Newton method [10]
N(z,Z) = z − f (z)
f ′(Z)
, (4.4)
where N(z,Z) is a ﬁnite interval contains the zero of f (z) and F ′(Z) is the interval evaluation of f ′(z) over the
interval Z, on q(z) to obtain a sequence of disks r(k) such that any q∗(z) ∈ q(z) has its smaller positive root in r(k).
Since q(z)< 0 for r < z<R, therefore, if the following inequality:
mid(q(r(k))) + rad(q(r(k)))< 0 (4.5)
holds, then an upper bound  for r can be calculated by
= |mid(r(k))| + rad(r(k)). (4.6)
For the initial approximation used in the computation of , we consider the following Cauchy polynomial




Since the positive root of s(z) is a good approximation of r, we apply interval Newton method on the following
interval coefﬁcient polynomial s(z) which contains s(z) to compute a disk r˜ which contains an approximation of r:




where bk are calculated by (4.3). Then r˜ is used as an initial disk containing . The initial value used in the computation
of r˜ can be calculated by
r˜ = 2 max
1km
|bm−k/bm|1/k , (4.9)
which is an interval evaluation of the well known relation in complex arithmetic [2].
5. Validated computation of the bound of remainder of the Taylor series of f (z)
From Theorem 2.3, if inequality (2.5) holds for |z| = , where  is the upper bound of r, then the disk  = {0 ; }
contains the cluster of f (z). In this section, we use circular complex arithmetic to perform a validated computation of











|ck|k, z ∈ , (5.1)







1 − / , z ∈ , (5.2)
where > 1 is a real number smaller than the analytic radius of f (z), and M := max|z|=|f (z)|.
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Table 1
Maximum value of |f1(z)| and analyticity of f1(z)
 M M˜(n = 14) M˜(n = 20) Analyticity
2 2.1 × 105 1.3 × 101 2.0 × 10−1 Yes
4 1.7 × 108 6.3 × 10−1 1.5 × 10−4 Yes
6 7.4 × 1011 9.4 × 100 2.0 × 10−4 Yes
8 3.0 × 1016 6.8 × 103 2.6 × 10−2 Yes
Table 2
Taylor coefﬁcients of f1(z) (N = 32)
k mid(ck) rad(ck)
0 5.985135440393919 × 10−3 1.1 × 10−11
1 −1.499342929258345 × 100 5.4 × 10−12










20 6.499284877224497 × 10−6 3.8 × 10−12
Sugiura andKatou [16] developed a circular interval arithmetic systemwhich can be used to determine the analyticity
of a function in a disk with radius .
Eble and Neher [1,7] proposed a method which is based on global optimization methods [10] to calculate the
maximumvalue of |f (z)| on using rectangular complex arithmetic. In this paper, we apply circular complex arithmetic
to compute M and the lower bound of the minimum value of |p(z)| on . Based on these results, we can perform a
veriﬁcation of inequality (2.5).
6. Numerical examples
Numerical examples were carried out in Matlab Ver. 6.5 with interval arithmetic package INTLAB [12]. The deter-
mination of the analyticity of f (z) was performed by using the Cdomain circular complex arithmetic system [16].
Example 1. Suppose that








Note that f1(z) has a cluster of 3 zeros: 0.01, 0.01, 0.02. The maximum value of |f1(z)| on the boundary of the disk
{0 ; } and the analyticity of f1(z) in the disk are calculated, the results are shown in Table 1, where M˜ = M/n. The
center mid(ck) and radius rad(ck) of the validated Taylor coefﬁcient ck of f1(z) are shown in Table 2. The underline
shows the different digits of the results compared with the results calculated by Mathematica with octuple precision
arithmetic, N is the number of points of FFT.
From Table 1, we can see that M˜ is large as  is large. Thus we set parameters as = 4 and n = 20 which makes M˜
relatively small. The results of the number of zeros in the cluster and the radius of the disk containing the cluster are
m= 3 and = 0.051. The upper bound of the Taylor remainder of f (z) and the lower bound of |p(z)| on the boundary
of {0; } are
M
(/)n+1
1 − / = 1.1 × 10
−24 and |p(z)|0.15, |z| = .
Since 1.1 × 10−24 < 0.15, we obtain a disk {0 ; 0.051} which contains 3 zeros of f1(z).
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Table 3
Maximum value of |f2(z)| and analyticity of f2(z)
 M M˜(n = 14) M˜(n = 20) Analyticity
2 2.8 × 104 1.7 × 100 2.7 × 10−2 Yes
3 2.1 × 105 4.4 × 10−2 6.0 × 10−5 Yes
4 1.1 × 106 4.1 × 10−3 1.0 × 10−6 Yes
5 4.9 × 106 8.0 × 10−4 5.1 × 10−8 Yes
6 — — — No
Table 4
Taylor coefﬁcients of f2(z) (N = 32)
k mid(ck) rad(ck)
0 −2.687639766296704 × 10−8 4.4 × 10−13
1 8.068804391208366 × 10−5 5.4 × 10−13










20 −2.424940248602070 × 10−10 9.4 × 10−13
Example 2. Suppose that
f2(z) = (z3 − 7.5 × 10−4z2 − 3.75 × 10−7z + 1.25 × 10−10) ×
5∏
k=1
(z − k) log(z + 6).
f2(z) has a cluster of 3 zeros: 0.001, 0.0005, 0.00025. The maximum value of |f2(z)| on the boundary of a disk {0 ; }
and the analyticity of f2(z) in the disk are shown in Table 3. The center mid(ck) and radius rad(ck) of the validated
Taylor coefﬁcient ck of f2(z) are shown in Table 4.
From the results of Table 3, we took  = 5 and n = 20. The results of the number of zeros in the cluster and the
radius of the disk containing the cluster are m = 3 and = 0.00116. The upper bound of the Taylor remainder of f (z)
and the lower bound of |p(z)| on the boundary of {0; } are
M
(/)n+1
1 − / = 2.3 × 10
−70 and |p(z)|5.2 × 10−8, |z| = .
Since 2.3 × 10−70 < 5.2 × 10−8, we obtain a disk {0; 0.00116} which contains 3 zeros of f2(z).
7. Conclusions
A validated computation of the n-degree Taylor polynomial p(z) of analytic function f (z) was performed using
circular complex arithmetic. The number of zeros in the cluster ofp(z) and a disk containing the cluster were calculated.
Based on a validated computation of the remainder of Taylor series of f (z), a veriﬁcation was performed to show that
the resulting disk contains a cluster of zeros of f (z).
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