The paper addresses the tolerance approach to the sensitivity analysis of optimal solutions to the nonlinear optimization problem of the form
1. Introduction. The purpose of this paper is to introduce and study certain concepts of stability of optimal solutions to the following nonlinear problem of discrete optimization:
where S is a collection of nonempty subsets (called trajectories) of a finite set X of cardinality |X| ≥ 2 such that ∪S = X and ∩S = ∅ and C : X → R + is a given cost (or weight) function of elements from X with R + = [0, ∞) or (0, ∞). The objective function f C : S → R + in (1.1) is given by means of an operation ⊕ on the set R + , called an A-operation, which generalizes simultaneously the addition operation on R + = [0, ∞) and the operation of multiplication on R + = (0, ∞). More specifically, we assume that the operation (u, v) → u ⊕ v from R + × R + into R + is associative, commutative, nondecreasing in each variable, unbounded in the sense that u ⊕ v → ∞ as u → ∞ for all v ∈ R + , and continuous as a function of two real variables. Simple examples of A-operations are the usual addition operation u ⊕ v = u + v, the operation of taking the maximum u ⊕ v = max{u, v} and the usual operation of multiplication u ⊕ v = u · v.
In this paper we adopt the tolerance approach to the sensitivity analysis of optimal solutions to problem (1.1): given an optimal solution S * ∈ S to problem (1.1) and an element x ∈ X, we are optimal solution preserves its optimality. In Section 6 for strict A-operations we define an invariant of the optimization problem-the tolerance function, and establish its basic properties.
2.
A-operations on R + and their inverses. Throughout the paper R + denotes the set [0, ∞) of all nonnegative real numbers or the set (0, ∞) of all positive real numbers.
The aim of this section is to introduce an operation of generalized addition or generalized multiplication on R + , called an A-operation, and to gather its properties for future reference. . If, instead of (A.3), the function A satisfies (A.3 s ) given u, v ∈ [0, ∞) and w ∈ R + , u < v implies A(u, w) < A(v, w), then the A-operation A is said to be strict on R + . We denote by A(R + ) the set of all A-operations on R + and by A s (R + )-the set of those operations A ∈ A(R + ), which are strict on R + .
Definition. A continuous function

2.2.
In extending an A ∈ A(R + ) to any finite number of terms it is convenient to set u ⊕ v ≡ u ⊕ A v = A(u, v) for all u, v ∈ [0, ∞) and, given u 1 , . . . , u n ∈ [0, ∞) with an n ∈ N, we put
and, inductively, ⊕
We will write A(u, v) or u ⊕ v indifferently as well as A = ⊕ ∈ A(R + ). Now, conditions (A.1)-(A.4) can be rewritten more commonly as u ⊕ (v ⊕ w) = (u ⊕ v) ⊕ w, u ⊕ v = v ⊕ u, u < v =⇒ u ⊕ w ≤ v ⊕ w, and u ⊕ v → ∞ as u → ∞ for all v ∈ R + , respectively.
Generalized addition and multiplication.
Of particular importance on R + = [0, ∞) are A-operations ⊕, generalizing the usual addition, which, along with axioms (A.1)-(A.3), satisfy the condition (A.5) 0 ⊕ v = v for all v ∈ [0, ∞). Note that the zero 0 plays the role of the neutral element with respect to ⊕, axiom (A.4) is redundant in this case (in fact, (A.3), (A.2) and (A.5) imply u⊕v ≥ u⊕0 = u) and u⊕v ≥ max{u, v} for all u, v ∈ [0, ∞). A-operations on R + , satisfying (A.5), are called F -operations in [20] (see also [2] , [3] , [19, Section 3] ).
The case R + = (0, ∞) is more appropriate for A-operations ⊕, generalizing the usual multiplication, i.e., satisfying (A.1)-(A.4) and (A.6) 0 ⊕ v = 0 for all v ∈ (0, ∞). Also, we assume the existence of the neutral element (the unit with respect to ⊕) e e e ∈ R + such that e e e ⊕ v = v for all v ∈ [0, ∞). Examples of A-operations of multiplication on R + = (0, ∞) are as follows: (a 7 ) A 7 (u, v) = uv (the usual operation of multiplication) with the unit e e e = 1; (a 8 ) A 8 (u, v) = puv, the neutral element being e e e = 1/p; (a 9 ) A 9 (u, v) = 1 p log 1 + (e pu − 1)(e pv − 1) with the unit e e e = (log 2)/p; (a 10 ) A 10 (u, v) = 1 p exp[log(1 + pu) · log(1 + pv)] − 1 , the unit being e e e = (e − 1)/p. That all these ten operations are indeed A-operations on R + (satisfying convention 2.4) will be more clear from Section 2.7.
Convention. In what follows
Operations A 1 , A 2 , A 4 and A 5 are strict on [0, ∞), operations A 7 , A 8 , A 9 and A 10 are strict on (0, ∞), while operations A 3 = max and A 6 are not strict on [0, ∞).
For several elements u 1 , . . . , u n ∈ [0, ∞) operations A 1 through A 10 extend in the way exposed in (2.2) and Sections 2.7 and 3.7 (cf. expression for ⊕ n i=1 u i ); see also Examples 3.4. and if, in addition, ⊕ is strict on R + , then, given w ∈ R + , u ⊕ w ≤ v ⊕ w implies u ≤ v (cancellation law), (2.3) which, in particular, gives: if u ⊕ w = v ⊕ w, then u = v.
2.7.
Generating A-operations. Following [3] or [19, Section 3] , here we introduce an equivalence relation on the set A(R + ). Let ϕ : [0, ∞) → [0, ∞) be a continuous strictly increasing function vanishing at zero (only) and such that ϕ(u) → ∞ as u → ∞ (such functions are said to be ϕ-functions, cf. [3] , [19] ). Given A ∈ A(R + ) and u, v ∈ R + , we set
where
is the inverse function of ϕ. Clearly, E ϕ (A) ∈ A(R + ), and so, E ϕ maps A(R + ) into itself. If id X denotes the identity map of a set X (i.e., id X (x) = x for all x ∈ X) and ϕ 0 = id [0,∞) , then E ϕ 0 = id A(R + ) . Also, given two ϕ-functions ϕ and ψ, we find E ϕ•ψ = E ϕ • E ψ , where • designates the usual composition of maps. It follows that the relation ∼ on A(R + ) defined for A, B ∈ A(R + ) by B ∼ A iff there exists a ϕ-function ϕ such that B = E ϕ (A), is an equivalence relation on A(R + ). The equivalence class [A] of an A-operation A under ∼ is given
Now we turn back to Examples 2.5. We have:
with ψ(u) = e pu − 1, A 5 = E χ (A 1 ) and A 10 = E χ (A 7 ) with χ(u) = log(1 + pu), and A 8 = E ξ (A 7 ) with ξ(u) = pu, where p > 0 and u ∈ [0, ∞). Thus, A 1 ∼ A 2 ∼ A 4 ∼ A 5 and A 7 ∼ A 8 ∼ A 9 ∼ A 10 , while A 1 , A 3 , A 6 and A 7 are not mutually equivalent under ∼. Note also that the equivalence class of
If e e e ∈ R + is the neutral element with respect to the A-operation ⊕ and ⊕ = E ϕ (⊕) for a ϕ-function ϕ, then e e e = ϕ −1 (e e e) is the neutral element with respect to the A-operation ⊕: in fact, given u ≥ 0, we find e e e ⊕u = ϕ −1 ϕ( e e e) ⊕ ϕ(u) = ϕ −1 e e e ⊕ ϕ(u) = ϕ −1 (ϕ(u)) = u.
Upper and lower subtractions.
Here we treat two inverses of an A-operation ⊕, also called generalized subtractions (or divisions). Having an equation of the form u ⊕ v = w (or inequality u ⊕ v ≤ w) with u, v, w ∈ R + , we are going to write u = w ⊖ v (or u ≤ w ⊖ v), so that we would get (w ⊖ v) ⊕ v = w (or (w ⊖ v) ⊕ v ≤ w, respectively). We will achieve this by introducing two "operations" of upper and lower subtractions on R + , ⊖ and ⊖, as follows. Suppose the A-operation A = ⊕ ∈ A(R + ) is given. We define the domain D(⊖) of the upper subtraction ⊖ for ⊕ by
and, given (w, v) ∈ D(⊖), the value w ⊖ v ∈ R + is defined by
The lower subtraction ⊖ for ⊕ is defined for all (w, v) ∈ R + × R + by
Definitions (2.4) and (2.5) are similar to taking the right or left inverse of a not necessarily strictly increasing function on [0, ∞) (cf. [15] ), depending on a parameter.
Our primary aim now is to verify that these definitions are correct.
2.9. Lemma. The subtractions ⊖ and ⊖ are well defined.
Proof. 1. Let us show that definition (2.4) is correct. First, we note that the domain D(⊖) is nonempty. In fact, given u, v ∈ R + , setting u 0 = u and w = u ⊕ v, we find u 0 ⊕ v = w, and so,
Now, let (w, v) ∈ D(⊖), and so, there exists u 0 ∈ R + such that u 0 ⊕ v ≤ w. Defining the set U = {u ∈ R + : u ⊕ v ≤ w}, we find U = ∅ (since u 0 ∈ U ), U is bounded from below (because U ⊂ R + ) and bounded from above (by axiom (A.4)) and U is closed in R (by the continuity of the function [u → u ⊕ v] : R + → R + ), and so, U is compact in R. We set u = sup U = max U ∈ R and assert that u ∈ R + and u ⊕ v = w. In fact, given u ∈ U , we have u ≤ u and, since u 0 ∈ U , inequality u 0 ≤ u implies u ∈ R + . Since u = max U , we have u ⊕ v ≤ w. If we assume that u ⊕ v < w, then we note that, by (A.4), there exists u ∈ R + such that w < u ⊕ v and, moreover, by (A.3), u < u; now, by the intermediate value theorem, there exists u ∈ R + with u < u < u such that u ⊕ v = w, and so, u ∈ U and max U = u < u, which is a contradiction. It follows that u ⊕ v = w and, hence, w ⊖ v = u.
2. Let us show that the quantity (2.5) is well defined. Given (w, v) ∈ R + × R + , we define the set U = {u ∈ R + : u ⊕ v ≥ w}. Then U = ∅ (by virtue of (A.4)) and U is bounded from below (since
, then we note that, by the continuity of the function u → u ⊕ v, the set U is closed in [0, ∞), and so, u = min U and u ∈ [0, ∞) = R + . In the case when R + = (0, ∞), we have 6) and, by virtue of (A.6), u ⊕ v → 0 ⊕ v = 0 as u → 0, and so, there exists u 1 > 0, depending on w > 0, such that u 1 ⊕ v < w. It follows from (2.6) that u ≥ u 1 , i.e., u > 0. Passing to the limit as u → u in (2.6), by the continuity of u → u ⊕ v, we get u ⊕ v ≥ w, and so, u ∈ U and u = min U ∈ (0, ∞) = R + . Thus, w ⊖ v = u.
2.10. Remark. We have shown in step 2 in the above proof that if R + = (0, ∞), then (A.6) implies inf U = min U for all w > 0. It is to be noted that the converse implication holds as well. In fact, given ε > 0, we set u ε = inf U = min U , where U = {u ∈ (0, ∞) : u ⊕ v ≥ ε}. We assert that u ⊕ v < ε for all 0 < u < u ε (and so, 0 ⊕ v = lim u→0 u ⊕ v = 0 implying (A.6)): indeed, if we assume that u ⊕ v ≥ ε, then u ∈ U , and so, u ≥ min U = u ε , which contradicts the inequality u < u ε .
Note that the value w ⊖ v, as opposed to w ⊖ v, may not be defined for all w, v ∈ R + . A comparison of the two subtractions ⊖ and ⊖ for a ⊕ ∈ A(R + ) is given in the following
Proof. (a) is a straightforward consequence of (2.4) and (2.5). Suppose v ≥ w. By (A.3) and (A.5), u ⊕ v ≥ u ⊕ w ≥ 0 ⊕ w = w for all u ≥ 0, and so, U = {u ≥ 0 :
(c) Given w, v > 0, by virtue of (A.6), u ⊕ v → 0 as u → 0, and so, there exists u 0 > 0 such that
2.12. Examples of upper and lower subtractions. Most examples in this paper will be demonstrated for the three basic (representatives of equivalence classes of) A-operations A 2 , A 3 and A 7 from Section 2.5, i.e., u ⊕ v = (u p + v p ) 1/p with p > 0, u ⊕ v = max{u, v} and u ⊕ v = uv, where u, v ≥ 0, also abbreviated as p-sum, max and product operations, respectively.
Let ⊕ ∈ A(R + ) and ⊖ and ⊖ be the upper and lower subtractions for ⊕. Now we establish basic (in)equalities related to the upper and lower subtractions ⊖ and ⊖ for an A-operation ⊕.
2.13. Lemma. Given ⊕ ∈ A(R + ), we have:
Also, the following criterion holds:
Proof. 1. Equality (2.7) is the characterizing property of the quantity w ⊖ v, which follows immediately from (2.4).
2. Inequality (2.8) is the characterizing property of w ⊖ v, which is a consequence of (2.5) (cf. also Remark 2.14(a)).
3. The left-hand side inequality in (2.9) follows from (2.5):
Setting u 0 = w, we find u 0 ⊕ v = w ⊕ v, and so, (w ⊕ v, v) ∈ D(⊖), and the right-hand side inequality in (2.9) follows from (2.4):
4. Let us prove (2.10). Let ⊕ be strict. Given (w, v) ∈ D(⊖), by virtue of Lemma 2.11(a), we have to show only that w ⊖ v ≥ w ⊖ v. In fact, we assert that
Suppose the equality on the right in (2.10) holds, and let u > v ≥ 0 and w ∈ R + . It follows from (A.3) that u ⊕ w ≥ v ⊕ w. If we assume that u ⊕ w = v ⊕ w, then, by (2.4) and the left-hand side inequality in (2.9), we get
which contradicts to u > v. Thus, u ⊕ w > v ⊕ w, and (A.3 s ) follows.
2.14. Remarks. (a) Strict inequality may hold in (2.8) even for strict A-operations: if ⊕ is as in Lemma 2.11(b) and v > w ≥ 0, then
Also, one cannot replace the inequality ≥ w in (2.5) by the equality = w: in fact, if ⊕ = max, then taking into account Example 2.12(b), we have, for v > w ≥ 0, w ⊖ v = min{u ≥ 0 : max{u, v} ≥ w} = 0, whereas {u ≥ 0 : max{u, v} = w} = ∅.
(b) If ⊕ is strict on R + , then, by (2.10), equalities hold in (2.9). However, if ⊕ is not strict, then inequalities in (2.9) may be strict. By virtue of Example 2.12(b), for ⊕ = max we have:
In this respect we note that, by Example 2.12(b), w ⊖ v = w for all 0 ≤ v ≤ w, and so, equality (2.7) is of the form
The following lemma shows that the functions w → w ⊖ v and w → w ⊖ v are nondecreasing (in the first variable).
, and so, (w 2 , v) ∈ D(⊖). Setting u 1 = w 1 ⊖ v, by virtue of (2.7), we find
and so, (2.4) yields u 1 ≤ w 2 ⊖ v.
Several more inequalities will be needed in the sequel. If u, v and w are real numbers, then for the usual operations of addition + and subtraction − we have: u ≤ v implies w − v ≤ w − u, and w − (v − u) = (w + u) − v. In the next two lemmas we study to what extent these two properties carry over to general A-operations ⊕ ∈ A(R + ) and their upper and lower subtractions ⊖ and ⊖.
2.16. Lemma. Suppose u, v, w ∈ R + and u ≤ v. Then we have:
Proof. (a) By virtue of (A.3) and (2.7), we get
and so, (w, u) ∈ D(⊖), and the definition (2.4) of w ⊖ u (i.e., the maximality of w ⊖ u) implies the desired inequality in (a).
(b) It follows form (A.3) and (2.8) that
and the minimality of w ⊖ v from (2.5) gives the inequality in (b).
2.17. Lemma. Let ⊕ ∈ A(R + ) and u, v, w ∈ R + . We have:
Proof. (a) Setting w 1 = w ⊖(v ⊖ u), by virtue of (2.7), we find
and so, once again (2.7) implies
and so, by (A.3) and (2.7),
The desired inequality (w ⊕ u) ⊖ v ≤ w 2 follows from definition (2.5).
(c) It follows from (2.7) that if
and so, (2.8) implies
and so, by (
In the final lemma of this section we address the translation invariance of subtractions ⊖ and ⊖ with respect to the A-operation ⊕ that generates them.
In addition, if ⊕ is strict, then we have the equality
Taking into account (2.7) and (A.2), we get
and so, inequality (2.11) is a consequence of definition (2.4). Now, suppose ⊕ is strict. Setting
, we have
By virtue of (2.3), we cancel by u and get
and so, cancelling by v, we arrive at u 1 = w ⊖ v, which is the desired equality.
and so, definition (2.5) implies
Let ⊕ be strict. By virtue of (2.8), we get
and so, cancelling by u, we find u 2 ⊕ v ≥ w, which, by virtue of definition (2.5), implies w ⊖ v ≤ u 2 , and the desired equality readily follows.
2.19.
Remark. The inequalities in Lemma 2.18 may be strict if ⊕ is not necessarily strict. To see this, we set ⊕ = max and take into account Example 2.12(b): given 0 ≤ v < w < u, we have
3. Optimization problems. In this section we introduce notation, definitions and assumptions to be used throughout the paper.
3.1. Optimization space. Let X be a finite set of cardinality |X| ≥ 2 (e.g., X = {1, 2, . . . , n} with n ≥ 2), called the ground set, 2 X be the family of all subsets of X (i.e., the power set of X) and2 X = 2 X \ {∅}. For instance, a ground set may be thought of as the collection of all edges of a graph (or arcs in the directed case). Given a nonempty set Y , we denote, as usual, by Y X the set of all functions (maps) g :
A set of trajectories on X (or a canonical collection on X, cf. [5] ) is a collection S ⊂2 X of subsets of X such that ∪ S = X and ∩ S = ∅,
where ∪S is the union of S (= the set of all x ∈ X such that x ∈ S for some S ∈ S) and ∩S is the intersection of S (= the set of all x ∈ X such that x ∈ S for all S ∈ S). It follows immediately from (3.1) that there are at least two trajectories in S, and so, 2 ≤ |S| < 2 |X| . A pair (X, S) is called an optimization space if X is a ground set and S is a set of trajectories on X.
Operational procedures. If (R + )
X denotes the set of all functions of the form C : X → R + , we let C(X) be a subset of (R + ) X , called the set of all (admissible) cost functions, also representing distance, weight, time, etc. Given C ∈ C(X), to each element x ∈ X a nonnegative number C(x) is assigned uniquely, which is called the cost of x.
Since we are going to optimize (i.e., look for minima or maxima of) nonnegative functions on the set of trajectories S, we denote by Ob(S) = (R + ) S the family of all such functions, called objective functions.
A map of the form f : C(X) → Ob(S) is said to be an operational procedure on the optimization space (X, S). In other words, to each cost function C : X → R + the operational procedure f assignes in a unique way the objective function of the form f C ≡ f (C) : S → R + . If the cost function C is fixed (somehow), notation f C (S) will be employed in place of f (C)(S), where S ∈ S.
Of particular importance for the developments to follow are operational procedures generated by A-operations on R + , which are most often encountered in practice. Let (X, S) be an optimization space, C : X → R + -a cost function and ⊕-an A-operation on R + . Suppose the set function F C : 2 X → R + is given by
for a bijection b : {1, . . . , n} → S with n = |S| (since ⊕ satisfies axioms (A.1) and (A.2), the righthand side in (3.3) is independent of a bijection b chosen). By virtue of (A.1) and (A.2), F C is a finitely additive measure on 2 X with respect to the A-operation ⊕, that is,
the term F C (∅) = ∅ being omitted (cf. (2.1)). The measure F C will be called the operational measure corresponding to C and ⊕.
The operational procedure f : C(X) → Ob(S) on the optimization space (X, S), generated by the A-operation ⊕, is given by
i.e., f C = F C | S is the restriction of measure F C to the set of trajectories S on X.
3.3. Remark. If ⊕ is an A-operation of addition, then the measure F C can be expressed as F C (S) = ⊕ x∈X C(x)δ x (S), where δ x : 2 X → {0, 1} is the Dirac measure (or point mass) concentrated at x ∈ X, i.e., given S ⊂ X, one has δ x (S) = 1 if x ∈ S, and δ x (S) = 0 if x / ∈ S.
Examples of operational measures.
Here we follow the pattern of Section 2.12. Let
, then the max (or bottleneck) operational measure is of the form
, then the product operational measure is given by
3.5. Optimization problems. The triple (X, S, f ), where (X, S) is an optimization space and f is an operational procedure on (X, S), determines a (Discrete) Optimization Problem (OP, for short), which is formulated as follows: given a cost function C : X → R + , minimize or maximize the objective function f C on S, that is, look for solutions to the following extremal problem:
The set of trajectories S in (3.5) plays the role of the set of all feasible (or admissible) solutions to the OP. Throughout the paper we concentrate only on the minimization problem (3.5) with the objective function of the form (3.4), i.e., problem (1.1), where ⊕ is an A-operation on R + . Since the formulation of the problem (1.1) depends on X, S, ⊕ and C, we will also refer to the problem (1.1) as OP(X, S, ⊕, C).
Examples of concrete OPs including combinatorial OPs are the well known traveling salesman problem, shortest path problem, assignment problem, Steiner problem, machine sequencing problem, min-cut problem, and many other problems on graphs, matroids, etc. (we refer to [5, 6, 9, 10, 16, 17, 23, 24, 25, 26] ).
3.6. Optimal solutions. Given an OP(X, S, ⊕, C), we denote by
the set of all optimal solutions to the OP (1.1). The collection S * and its elements depend on the cost function C; however, if C is fixed (in a context), then it will be convenient (and brief) not to show the dependence S * = S * (C) explicitly. Note that, since the set of trajectories S is finite, optimal solutions S * ∈ S * always exist, i.e., we have S * = ∅. The minimal value of f C on S, called the optimal value of the OP(X, S, ⊕, C), is determined uniquely and is independent of an optimal solution S * ∈ S * , and it will be denoted by
3.7. Equivalent OPs. Given an OP(X, S, ⊕, C) of the form (1.1) and a ϕ-function ϕ :
e., C(y) = ϕ −1 (C(y)) for all y ∈ X). We are going to show that the OP(X, S, ⊕, C) is equivalent to the OP(X, S, ⊕, C) in the sense that their sets of optimal solutions, denoted here by S * (⊕) and S * ( ⊕), respectively, coincide. In fact, first we note that if
It follows that, given S ∈ S, for the corresponding objective functions f
Since ϕ is strictly increasing, it follows from (3.6) that S * (⊕) = S * ( ⊕).
4. Upper stability intervals.
4.1.
In the Sensitivity Analysis one is interested in numerical characteristics of elements x from the ground set X, which express the degree of invariance of an optimal solution to the OP (1.1) with respect to a change of the single cost C(x). The following two notions serve this purpose and are adopted in the literature ( [4] - [10] , [17] - [18] , [24] - [26] ). By the upper tolerance u S * (x) (lower tolerance ℓ S * (x)) of x ∈ X with respect to S * ∈ S * one means the maximum increase (maximum decrease, respectively) of the cost C(x) only, so that the optimal solution S * to the original OP (1.1) remains an optimal solution to the "perturbed" OP (1.1), in which the costs C(y) are unchanged if y = x and the cost C(x) of x is increased (decreased, respectively) as compared to C(x). These two notions will be studied in detail in the framework of general A-operations in this and the next sections.
Let the OP(X, S, ⊕, C) of the form (1.1) be given and S * be the set of all its optimal solutions (cf. (3.6)).
Perturbed objective functions.
Given x ∈ X, we perturb the cost function C ∈ C(X) at its value C(x) by defining the perturbed cost function C x,γ : X → R + with γ ∈ R + as follows: C x,γ (y) = C(y) if y ∈ X and y = x, and C x,γ (x) = γ. Since C x,γ ∈ C(X), we let f (C x,γ ) ≡ f Cx,γ be the objective function (3.4) corresponding to the cost function C x,γ , called the perturbed objective function (as compared to f C ), and so, it is of the form
(4.1)
In order to (properly) define upper and lower tolerances of x ∈ X with respect to an optimal solution S * ∈ S * to problem (1.1), we ought to determine (further) restrictions on γ ∈ R + , under which
For this, let us express the perturbed objective function (4.1) in terms of the original cost function C, the initial objective function f C and the operational measure F C . In order to do it, it will be helpful to introduce two ad hoc subcollections of the set of trajectories S by S −x = {S ∈ S : x / ∈ S} and S x = {S ∈ S : x ∈ S}, x ∈ X; (4.3)
in other words, given x ∈ X and S ∈ S, we have: x / ∈ S iff S ∈ S −x , and x ∈ S iff S ∈ S x . By virtue of (3.1), both collections S −x and S x are nonempty, S −x ∪ S x = S and S −x ∩ S x = ∅ for all x ∈ X. Now, given S ∈ S, we have either S ∈ S −x or S ∈ S x . If S ∈ S −x (or x / ∈ S), then C x,γ (y) = C(y) for all y ∈ S, and so, (4.1) and (3.4) imply
If S ∈ S x (or x ∈ S), then C x,γ (y) = C(y) if y ∈ S and y = x, and C x,γ (x) = γ, and so, (4.1), (3.2), (A.1) and (A.2) yield
where the term
Thus, given x ∈ X and S ∈ S, the perturbed objective function f (C x,γ ) is expressed as
In particular, if γ = C(x), then C x,γ (y) = C(y) for all y ∈ X, and so, (4.4) implies
Formula (4.4) is valid for all A-operations ⊕ on R + and, particularly, as it will be seen later, it works well for all strict operations. However, for certain nonstrict A-operations, such as max, a different (more subtle) form of formula (4.4) is needed. Only the case S ∈ S x with S = {x} is to be considered. By virtue of (4.5) and Example 3.4(b), we have 6) and the second line of (4.4) can be rewritten as
Assuming that γ ≥ C(x) and considering the two possibilities in (4.6), which are of the form
we find from (4.
and so, by (4.
Assume that 0 ≤ γ ≤ C(x) and consider the possibilities (4.8). If f C (S) = C(x), then, by (4.7), we have 10) and if f C (S) = F C (S \ {x}), then 11) and so, (4.7) implies f (C x,γ )(S) = F C (S \ {x}) = f C (S). It follows that equality (4.10) holds under both possibilities (4.8).
Thus, given x ∈ X and S ∈ S, taking into account (4.4), (4.9) and (4.10), we have the following alternative expression for the perturbed objective function in the case ⊕ = max:
where f C (S) = F C (S) is as in Example 3.4(b) and F C (S \ {x}) is given in (4.6).
Unrestricted upper tolerances.
In order to define the upper tolerance u S * (x) of x ∈ X with respect to an S * ∈ S * following the pattern exposed in Section 4.1, we have to increase the cost C(x) to the value γ ≥ C(x) in such a way that the implication (4.2) holds, i.e., S * is also an optimal solution to the perturbed OP(X, S, ⊕, C x,γ ), which is the problem (1.1) with C replaced by C x,γ (cf. also (4.1)). It is to be noted that for certain elements x ∈ X implication (4.2) holds automatically for all γ ≥ C(x); for instance, it is intuitively clear that x / ∈ S * are such elements, and so, the upper tolerance u S * (x) for them may be thought of as infinite (unrestricted). This assertion is made precise in the following 4.5. Lemma. If S * ∈ S * and x ∈ X \ S * , then for all γ ≥ C(x) we have
Proof. Let us fix γ ≥ C(x) arbitrarily. Since S * ∈ S * , it follows from (3.6) that S * ∈ S and f C (S * ) ≤ f C (S) for all S ∈ S. Assumption x / ∈ S * is equivalent to S * ∈ S −x , and so, (4.4) implies
Now, given S ∈ S, we have either S ∈ S −x or S ∈ S x . If S ∈ S −x , then taking into account (4.4), we get (for all
If S ∈ S x , then, by virtue of (4.5), the monotonicity of ⊕ (cf. axiom (A.3)) and (4.4), we find
which was to be proved. Lemma 4.5 is valid for all A-operations ⊕ and even those satisfying only axioms (A.1)-(A.3). However, for lower tolerances, to be considered in Section 5, the situation is more subtle (cf. Theorem 5.4). where, given a subcollection S 1 ⊂ S (usually, S 1 = S −x , S x or S),
Note that, since S * ∈ S * and C x,γ (y) = C(y) for all y ∈ X if γ = C(x), it follows from (3.6) that C(x) ∈ Γ x,S * (S 1 ) (cf. also (4.22) below).
In order to evaluate (and estimate) the quantity (4.14) (see Theorem 4.7), it will be convenient to apply the notation of the form (3.7) for subcollections S −x and S x from (4.3):
(to avoid ambiguities, we may explicitly set S *
In the next theorem ⊖ and ⊖ denote the upper and lower subtractions for ⊕.
4.7. Theorem. Given S * ∈ S * and x ∈ S * , we have:
and, moreover, in the case ⊕ = max we also have C
* iff S * ∈ S x , it follows from (4.4) that, given S ∈ S −x and γ ∈ R + ,
Therefore, (4.15) with S 1 = S −x and (4.16) yield
Since S * ∈ S * and x ∈ S * , (4.5) and (3.6) imply 22) and so, (b) Taking into account the equality in (4.22) and applying inequalities (2.9) from Lemma 2.13 (with w = F C (S * \ {x}) and v = C(x)), we get
where, by (3.7), f C (S * ) = f C (S * ) is the optimal value of problem (1.1). Now, we put w = f C (S * −x ). First, we set u = f C (S * ) ⊖ C(x) and v = F C (S * \ {x}). By (4.24), u ≤ v, and it follows from (4.23) that (w, v) ∈ D(⊖), and so, applying Lemma 2.16(a), we get (w, u) ∈ D(⊖) and w ⊖ v ≤ w ⊖ u. This inequality together with Theorem 4.7(a) and (4.18) gives C
. Then (4.24) implies u ≤ v, and equality (2.7) from Lemma 2.13 and (A.2) give 25) i.e., (w, v) ∈ D(⊖). Applying Lemma 2.16(a), we find w ⊖ v ≤ w ⊖ u, and so, by (4.17) and Theorem 4.7(a), C
. In order to show that C + 1 (x) ∈ Γ x,S * (S −x ), we apply the notation for u, v and w from the previous paragraph. By virtue of (4.17), inequality u ≤ v, Lemma 2.16(a) and (2.7) from Lemma 2.13, we get C
, and it remains to take into account (4.21).
The inequality C(
is a consequence of (4.25), (2.4) and (4.17). (c) First, we establish two auxiliary inequalities (under general conditions on ⊕)
. By virtue of Lemma 2.17(a) and (4.17), we find 26) and (4.18) and Lemma 2.17(c) yield
1. Suppose that the A-operation ⊕ is strict on R + . Then, by (2.10) from Lemma 2.13, ⊖ = ⊖ on D(⊖), and so, the first three equalities in (4.19) follow from Theorem 4.7(b), (4.17), (4.18), (4.26) and (4.27) . Now, given γ ∈ [C(x), C + S * (x)], let us show that (4.2) (or (4.13)) holds. If S ∈ S, then either S ∈ S −x or S ∈ S x . Let S ∈ S −x . Since C(x) ≤ γ ≤ C + S * (x), we have γ ∈ Γ x,S * (S −x ), which implies the inequality in (4.13). In more details, by (4.20), (4.21), (4.16) and (4.4), we have
If S ∈ S x (and γ ∈ R + ), then it follows from (4.5) and (3.6) that
and so, by the cancellation law (2.3), F C (S * \ {x}) ≤ F C (S \ {x}). Taking into account the monotonicity of ⊕ and (4.4), we obtain
This proves also that Γ x,S * (S x ) = R + , whence
and so, C + S * (x) = max Γ x,S * (S), which is the fourth equality in (4.19). 2. Now assume that ⊕ = max on R + = [0, ∞). Since x ∈ S * , by (4.6), we have C(x) ≤ f C (S * ) = f C (S * ), and so, taking into account Example 2.12(b), we get
, and f C (S * ) ⊖ C(x) = 0 if C(x) = f C (S * ). Since S * is an optimal solution to (1.1), we get f C (S * ) ≤ f C (S * −x ), and so, (4.17) implies
By virtue of (4.18), we find: if C(x) < f C (S * ), then
and if
, which establishes the first two equalities in (4.19).
Since
and the third equality in (4.19) follows. Now we prove (4.13) for all γ ∈ [C(x), C + S * (x)]. Since γ ≤ C + S * (x), (4.13) for S ∈ S −x follows from the inclusion γ ∈ Γ x,S * (S −x ). In more details, given S ∈ S −x , (4.12) implies
If S ∈ S x (and γ ∈ R + ), then the monotonicity of max and (4.12) yield
As in step 1 of item (c), this proves also that C + S * (x) = max Γ x,S * (S).
4.8. Remark. By Theorem 4.7(a) and definition (4.14), the value C + S * (x) depends on the optimal solution S * to problem (1.1). However, if ⊕ is strict or ⊕ = max, then, by Theorem 4.7(c), the value C + S * (x) = C + 1 (x) is independent of optimal solutions S * to (1.1) such that x ∈ S * in the following sense: given S *
(x) (in fact, these two quantities are given by the same formula (4.19), which does not involve neither S * 1 nor S * 2 ).
4.9.
Having the upper stability interval [C(x), C + S * (x)] (with C(x) ≤ C + S * (x)) for S * ∈ S * and x ∈ S * , it may look quite natural to define the upper tolerance u S * (x) of x ∈ S * as a "measure" (= some generalized length) of the upper stability interval. This can be done in many ways. C(x) ). However, this is irrelevant for our purposes, because the upper stability interval has been generated via the A-operation ⊕ or, more precisely (cf. Theorem 4.7(a)), by the upper subtraction ⊖ for ⊕. Having this in mind, as well as the translation invariance of ⊖ and ⊖ (cf. Lemma 2.18), we adopt the following definition.
Definition.
Assume that the A-operation ⊕ is strict on R + . Given S * ∈ S * and x ∈ S * , the upper tolerance of x is defined by
4.11. Theorem. If ⊕ is a strict A-operation on R + , S * ∈ S * and x ∈ S * , then the value u S * (x) is well-defined,
29)
and u S * (x) = e e e iff C
, where e e e ∈ R + is the neutral element with respect to ⊕. Since e e e ⊕ C(
If u S * (x) = e e e, then, by virtue of (2.7), we get
(Note that all assertions above do not rely on the strictness of ⊕.) Now, if equality C + S * (x) = C(x) holds, then we claim that u S * (x) = e e e, for, otherwise, if u S * (x) > e e e, then (2.7) and the strictness (A.3 s ) of ⊕ imply
which contradicts the assumption.
Finally, let us establish the equality in (4.29). Setting
we find from (4.28) and (4.19) that
By (2.7), w = (w ⊖ v) ⊕ v, and so, (2.10) and (2.9) yield
and it remains to take into account that
Examples of upper stability intervals and upper tolerances.
In accordance with Examples 2.12(a) and (c), (4.19) and (4.29), given S * ∈ S * and x ∈ S * , we have:
In particular, if p = 1, then for the OP f C (S) = y∈S C(y) → min with S ∈ S and an element x ∈ S * from its optimal solution S * ∈ S * we find
which gives a formula due to Libura [17] (cf. also [5] , [7] , [24] - [26] );
and
.
Lower stability intervals.
Let the OP(X, S, ⊕, C) of the form (1.1) be given and S * be the set of its optimal solutions from (3.6).
In order to define the lower tolerance ℓ S * (x) of an x ∈ X with respect to an S * ∈ S * (cf. Section 4.1), we have to decrease the cost C(x) to the value γ ≤ C(x) so that S * is also an optimal solution to the perturbed OP(X, S, ⊕, C x,γ ), i.e., the implication (4.2) holds.
One may (intuitively) feel that for minimization problems (1.1) the cost of an element x ∈ X \ S * cannot be decreased "unboundedly" in such a way that the implication (4.2) is valid. It is our aim now to obtain (restrictions on the A-operation ⊕ and) the largest closed interval of costs [C In order to estimate and/or evaluate C − S * (x) (see Theorem 5.2), we apply notation (4.16) and note that there exists an S x ∈ S x (i.e., S x ∈ S and x ∈ S x ) such that
(actually, the value at the right in (5.2) and, hence, the quantity at the left in (5.2), are independent of the set S x ). Moreover, we have
In fact, since S x ∈ S x , (4.16) implies f C (S x ) ≥ f C (S * x ); on the other hand, given S ∈ S x , since x ∈ S and F C (S x \ {x}) ≤ F C (S \ {x}), we find, by (4.5) and (A.3),
and so, again by (4.16), f C (S x ) ≤ f C (S * x ), which yields equality (5.3). In the next theorem ⊖ and ⊖ denote (as usual) the upper and lower subtractions for ⊕, respectively.
Theorem. Given S
* ∈ S * and x ∈ X \ S * , we have:
(5.9)
Proof. (a) Since S * ∈ S −x , given S ∈ S x and γ ∈ R + , by (4.4), we find
It follows from (4.15) with S 1 = S x and (5.2) that
, and so, (5.4) implies C(x) ∈ Γ x,S * (S x ). Now, (5.1), (5.10) and definition (2.5) of the lower subtraction ⊖ for ⊕ yield inequality C − S * (x) ≤ C(x) and the first equality in (a).
Given γ ∈ [C − S * (x), C(x)], let us show that (4.2) (or (4.13)) holds. For this, suppose S ∈ S. If S ∈ S −x , then, taking into account that S * ∈ S −x ∩ S * and (4.4), we have (even for all γ ∈ R + )
This proves also that Γ x,S * (S −x ) = R + , whence
and so, the second equality in (a) is a consequence of definition (5.1).
, which gives the inequality in (4.13). More directly, by virtue of (5.10), (5.2) and (4.4),
(b) Taking into account (5.3) and (5.4) and applying inequalities (2.9) from Lemma 2.13 (with w = F C (S x \ {x}) and v = C(x)), we find
Now, let us put w = f C (S * ). First, we set u = f C (S * x ) ⊖ C(x) and v = F C (S x \ {x}). By virtue of (5.11), u ≤ v, and so, Lemma 2.16(b) implies w ⊖ v ≤ w ⊖ u. This inequality, Theorem 5.2(a) and (5.6) 
is the minimal element of the set Γ x,S * (S), the last inequality yields C − 2 (x) ∈ Γ x,S * (S). It is also worth-while to verify this inclusion directly: in fact, by virtue of (2.8), (A.3), (5.6) and (5.10), we have
To see that C − 2 (x) ≤ C(x), we note that, by (2.8),
and so, the desired inequality follows from (2.5) and (5.6). Second, we set u = F C (S x \ {x}) and v = f C (S * 
, which proves the first two equalities in (5.7). In order to prove the third equality in (5.7), we set
and note that, by virtue of Lemma 2.17(b) and (5.5), we have (the following inequality, which is independent of the strictness of ⊕)
Had we shown that C − 0 (x) ∈ Γ x,S * (S x ), then, by (5.1), we would have
, which implies the third equality in (5.7). Setting u = C(x), v = F C (S x \ {x}) and w = f C (S * ) and noting that, by virtue of (5.3) and (5.4), f C (S * x ) = u ⊕ v, we find
(5.14)
and so, cancelling by u (by the strictness of ⊕ and (2.3)), we get w ≤ u 1 ⊕ v. It follows from definition (2.5) of ⊖ that w ⊖ v ≤ u 1 . Hence, (2.8), (A.3) and (5.14) yield
which, by virtue of (5.10), gives 
First, equality (5.8) is a straightforward consequence of the first equality in Theorem 5.2(a) and Example 2.12(b).
Second, in order to evaluate C − 1 (x), we note that C(x) ≤ f C (S * x ); in fact, if S ∈ S x , then x ∈ S, and so, C(x) ≤ max y∈S C(y) = f C (S), which, by (4.16), implies the desired inequality. It follows from Example 2.12(b) that
and, since f C (S * ) ≤ f C (S * x ), (5.5) and Example 2.12(b) give
Third, by the previous step and (5.15), we get C − 0 (x) = 0. Also, this can be seen directly as follows: since C(x) ≤ f C (S * x ) and f C (S * ) ≤ f C (S * x ), we find
and so, (5.12) and Example 2.12(b) imply
and so, (5.6) yields
5.3. Remark. By (the first equality in) Theorem 5.2(a), the value C − S * (x) with x ∈ X \ S * does not depend on the optimal solution S * to problem (1.1) in the following sense: if S *
In our next result we treat the case of "unrestricted" lower tolerances: for certain elements x from X (e.g., x ∈ S * ) the implication (4.2) always holds for all costs γ ≤ C(x). In particular, this clarifies definition (5.1). However, in contrast with Lemma 4.5, we will have to assume that the A-operation ⊕ is strict or ⊕ = max.
* ∈ S * and x ∈ S * , if one of the following two conditions (a) or (b) holds:
(a) the A-operation ⊕ is strict on R + , or
Proof. (a) Let ⊕ be strict and γ ∈ R + , γ ≤ C(x), be arbitrarily fixed. By (3.6), S * ∈ S and f C (S * ) ≤ f C (S) for all S ∈ S. Since x ∈ S * iff S * ∈ S x , (4.4) implies f (C x,γ )(S * ) = γ ⊕ F C (S * \ {x}). Given S ∈ S, we have either S ∈ S −x or S ∈ S x . If S ∈ S −x , then the monotonicity (A.3) of ⊕, (4.5) and (4.4) yield the strictness of ⊕ and the cancellation law (2.3) imply F C (S * \ {x}) ≤ F C (S \ {x}), and so, by (A.3) and (4.4), we get (even for all γ ∈ R + )
(b) Suppose ⊕ = max on [0, ∞), and let us fix 0 ≤ γ ≤ C(x). Since S * ∈ S * , f C (S * ) ≤ f C (S) for all S ∈ S. Because x ∈ S * iff S * ∈ S x , (4.12) gives 17) and so, by (5.16),
. Taking into account (4.12), we have to show that
Since f C (S * ) ≤ f C (S) implies the left-hand side inequality in (5.17), we have
It follows from inequalities C(x) < f C (S * ) and
, which together with (5.16) and (5.19) implies (5.18). (ii) Let C(x) = f C (S * ) and S * = {S * }. By virtue of (5.16), we have
Two cases are possible for S ∈ S x (cf. (4.8)): 1) C(x) = f C (S), or 2) f C (S) = F C (S \ {x}). If case 1) holds, then S ∈ S * = {S * }, and so, S = S * and inequality (5.18) is clear. In case 2), by virtue of (4.11), we have γ ≤ F C (S \ {x}), and so,
Thus, it follows from (5.20), inequality γ ≤ C(x) and (5.21) that
. Then, by (5.2), we find C(x) ≤ F C (S \ {x}) for S ∈ S x , and so,
The rest of this proof is as in case 2) of step (ii).
, and so, (5.22) holds and, by (4.7) and (4.11), f (C x,γ )(S) = f C (S). Now, it follows from (5.16) and inequality
which was to be proved. Now we are in a position to define the notion of the lower tolerance.
5.5. Definition. Suppose ⊕ is a strict A-operation on R + . Given S * ∈ S * and x ∈ X \ S * , the lower tolerance of x is defined by
where ⊖ is the upper subtraction for ⊕.
5.6. Theorem. Let the A-operation ⊕ be strict on R + , S * ∈ S * and x ∈ X \ S * . Then the value ℓ S * (x) is well-defined, 24) and ℓ S * (x)=e e e iff C − S * (x)=C(x), where e e e is the neutral element with respect to ⊕. Moreover, if ⊕ is a strict A-operation of addition on [0, ∞), then 25) and if ⊕ is a strict A-operation of multiplication on (0, ∞), then
Proof. That ℓ S * (x) is well-defined can be established along the same lines as in the proof of Theorem 4.11. It follows from the definition of ℓ S * (x) and (2.7) that
If ℓ S * (x) = e e e, then (5.27) implies C − S * (x) = C(x); now, if C − S * (x) = C(x), then (5.27) yields equality ℓ S * (x) ⊕ C(x) = e e e ⊕ C(x), and so, taking into account the strictness of ⊕ and cancelling by C(x), we get ℓ S * (x) = e e e.
Let us prove the right-hand side inequality in (5.24). We set
Then it follows from (5.23) and the third equality in (5.7) that
By virtue of Lemmas (2.17)(c) and 2.18(a), we find
and it remains to note that
. Let us establish (5.25) . By virtue of (5.7), Lemma 2.11(b) and (5.28), we have
and C − S * (x) = 0 otherwise. Taking into account (5.3), (5.4) and the strictness of ⊕, we find that
and so, applying Lemmas 2.17(a) and 2.18(a) as well as definition (5.23) , in this case we get * ∈ S * and x ∈ X \ S * , we have:
and C − S * (x) = 0 otherwise,
and ℓ S * (x) = C(x) otherwise, where (cf. (5.2))
5.8. Example. For a strict A-operation of addition ⊕ the right-hand side inequality in (5.24) may be strict as can be seen from the following simple example (as well as from formula (5.25)).
We set X = {x 1 , x 2 , x 3 , x 4 } with C(x 1 ) = C(x 2 ) = C(x 3 ) = 1 and C(x 4 ) = 3, S = {S 1 , S 2 } with S 1 = {x 1 , x 2 } and S 2 = {x 3 , x 4 }, and ⊕ = + (ordinary addition), and so, f C (S) = F C (S) = y∈S C(y) for S ∈ S (see Table 1 ). Table 1 Since f C (S 1 ) = C(x 1 ) + C(x 2 ) = 2 and f C (S 2 ) = C(x 3 ) + C(x 4 ) = 4, we find S * = {S * } with S * = S 1 and f C (S * ) = f C (S * ) = 2. Noting that S −x = {S 2 } and f C (S * −x ) = f C (S 2 ) = 4 for x = x 1 , x 2 and taking into account Examples 2.12(a) and 4.12(a) with p = 1, we have:
Now, since S x 3 = S x 4 = S 2 , S x 3 \ {x 3 } = {x 4 } and S x 4 \ {x 4 } = {x 3 }, and so,
it follows from (5.25) and Example 5.8(a) that
On the other hand, since S x = {S 2 } for x = x 3 , x 4 , we find (cf. (5.24)) 6. Tolerance functions. Throughout this section we assume that the OP(X, S, ⊕, C) of the form (1.1) is given, ⊕ is strict and S * = S * C is from (3.6). We are going to define a function T C on X, which is an invariant of the OP under consideration in the sense that it is independent of optimal solutions S * ∈ S * . If ⊕ is an A-operation of addition on R + = [0, ∞) and u ≥ 0, then we set u −1 = −u, and if ⊕ is an A-operation of multiplication on R + = (0, ∞) with the neutral element e e e ∈ R + and u > 0, then, taking into account Lemma 2.11(c), we set u −1 = e e e ⊖ u. It is to be noted that in the latter case we have u −1 ⊕ u = e e e, e e e −1 = e e e, (u −1 ) −1 = u, and u > e e e iff u −1 < e e e. (6.1)
The last three properties in (6.1) also hold in the former case with e e e = 0.
6.1. Definition. Given S * ∈ S * and x ∈ X, we set
The function T C on X is said to be the tolerance function of the OP(X, S, ⊕, C). Replacing ℓ S * (x) by ℓ S * (x) in the second line of (6.2) we get the notion of the extended tolerance function, denoted by T C (x). Both tolerance functions assume their values in R if ⊕ is an A-operation of addition and in R + = (0, ∞) if ⊕ is an A-operation of multiplication. Note also that T C (x) can be represented as
where, given Y ⊂ X, χ Y is the characteristic function of the set
The correctness of this definition is justified by the following 6.2. Theorem. The tolerance function T C on X is well-defined, independent of optimal solutions S * ∈ S * and has the following properties:
≥e e e and T C | X\S * (·)=(ℓ S * (·)) −1 ≤e e e for all S * ∈ S * , (6.3)
where T C | Y (·) denotes the restriction of T C to the set Y ⊂ X.
In order to prove Theorem 6.2, we need a lemma, which is of interest in its own.
6.3. Lemma. Given S * 1 , S * 2 ∈ S * and x ∈ X, we have:
(x) (and ≥ e e e);
Proof. (a) By virtue of (4.29), we have
(b) It follows from (5.23) and (5.7) that
(c) Since x ∈ S * 1 iff S * 1 ∈ S x , and x ∈ X \ S * 2 iff S * 2 ∈ S −x , (4.16) and (3.
. Now, it follows from Theorem 4.11 and Lemma 2.15(a) that e e e ≤ u S *
and so, u S * 1 (x) = e e e. At the same time, by virtue of (4.16), we find f C (S *
, and so, Lemma 2.16(b), the strictness of ⊕ and (2.9) yield
Now, it follows from Theorem 5.6, (5.23), (5.7) and Lemma 2.16(a) that e e e ≤ ℓ S *
which implies the equality ℓ S * 2 (x) = e e e. Now we are in a position to prove Theorem 6.2.
Proof of Theorem 6.2. Formally, the tolerance function, as it is defined in (6.2), depends on S * ∈ S * , and so, we temporarily write T C,S * in place of T C . Only the case |S * | ≥ 2 is to be considered, and so, assuming that S * 1 , S * 2 ∈ S * are arbitrarily chosen, let us show that T C,S *
In fact, we have the following decomposition of the set X:
where, by de Morgan's laws, (X \S *
, and the sets on the right in square brackets are pairwise disjoint. Suppose x ∈ X. If x ∈ S * 1 ∩ S * 2 , then (6.2) and Lemma 6.3(a) imply
2 ), then it follows from (6.2) and Lemma 6.3(b) that
) and, to be more specific, x ∈ S * 1 \S * 2 . Then, by virtue of (6.2), Lemma 6.3(c) and (6.1), we find
Now it is correct to set back T C (x) = T C,S * (x) for all x ∈ X and S * ∈ S * , which together with
This completes the proof.
6.4.
Remark. An assertion similar to Theorem 6.2 holds for the extended tolerance function T C with obvious modifications. In fact, it is to be noted only that in Lemma 6.3(b) we have, by virtue of (5.24), ℓ S *
, and under conditions of Lemma 6.3(c), we get e e e ≤ ℓ S *
6.5. Example. Let us illustrate Theorem 6.2 by the following example of small cardinality |X| and the simplest possible A-operation ⊕ = + (so that calculations are not cumbersome and all the details can be clearly seen).
Let X = {x 1 , x 2 , x 3 , x 4 , x 5 , x 6 } with C(x 1 ) = C(x 2 ) = C(x 3 ) = 2, C(x 4 ) = 1, C(x 5 ) = 3 and C(x 6 ) = 5, and S = {S 1 , S 2 , S 3 } with S 1 = {x 1 , x 2 , x 3 }, S 2 = {x 2 , x 4 , x 5 } and S 3 = {x 1 , x 4 , x 6 }. Since the objective function is of the form f C (S) = y∈S C(y), S ∈ S, we find f C (S 1 ) = f C (S 2 ) = 6 and f C (S 3 ) = 8, and so, S * = {S * Table 2 Given i ∈ {1, 2, 3} and j ∈ {1, 2, 3, 4, 5, 6}, we put * in row S i and column x j provided x j ∈ S i . Then setting S * = S * 1 we calculate the values u S * 1 (x) for x ∈ S * 1 and ℓ S * 1 (x) for x ∈ X \ S * 1 in accordance with Theorems 4.11 and 5.6 and Lemma 6.3(c). By virtue of (6.2), we form the tolerance function T C (x) = T C (x 1 ), T C (x 2 ), T C (x 3 ), T C (x 4 ), T C (x 5 ), T C (x 6 ) = (0, 2, 0, 0, 0, −2). Now, making use of Theorem 6.2 and taking into account row S 2 , in which elements of the optimal solution S * 2 and outside of it are marked, we extract from the vector T C (x) the corresponding values of u S * 2 (x) for x ∈ S * 2 and ℓ S * 2 (x) for x ∈ X \ S * 2 . Thus, Theorem 6.2 says that only upper and lower tolerances with respect to any fixed optimal solution to the OP under consideration are to be calculated, the other tolerances being determined uniquely via the tolerance function.
Corollary. (a)
The OP (1.1) admits a unique optimal solution (i.e., |S * | = 1) if and only if T C (·) = e e e on X.
(b) |S * | ≥ 2 iff T C (x) = e e e for some x ∈ X.
Proof. (a) By virtue of Theorem 6.7(a), |S * | = 1 iff ∪S * = ∩S * iff (∪S * ) \ (∩S * ) = ∅ iff T C (x) = e e e for all x ∈ X.
(b) is simply the negation of item (a). At the end of this section we are going to establish certain relationships between the values of T C on S * ∈ S * and on X \ S * .
6.9. Covering trajectories. Given Y ⊂ X, it is convenient to introduce the collection S c (Y ) (possibly, empty) of those trajectories S ∈ S, which cover the set Y : We say that the set of trajectories S consists of nonembedded sets provided that S c (S) = ∅ for all S ∈ S. In other words (cf. [5, Theorem 1]), the last condition is equivalent to saying that S 1 \ S 2 = ∅ for all S 1 , S 2 ∈ S, S 1 = S 2 . For instance, in Examples 5.8 and 6.5 collections of trajectories S consist of nonembedded sets.
6.10. Theorem. Assume that C(x) > 0 for all x ∈ X if ⊕ is an A-operation of addition on R + = [0, ∞) and C(x) ≥ e e e for all x ∈ X if ⊕ is an A-operation of multiplication on R + = (0, ∞). If S * ∈ S * is the unique optimal solution to the OP (1.1), then we have the inequalities Proof. 1. We begin by proving the right-hand side inequality in (6.5) (the left-hand side inequality in (6.5) is always valid by virtue of (6.2) and (5.24)). Given x ∈ S * , it follows from (6.2) and (4.29) that T C (x) = u S * (x) = f C (S * −x ) ⊖ f C (S * ), and so, by virtue of (4.16), there exists S 1 ∈ S −x such that
Also, it follows from Theorem 6.7(c) and Corollary 6.8(a) that T C (x) > e e e, and so, by (2.7) and (A.3 s ), f C (S 1 ) = T C (x) ⊕ f C (S * ) > e e e ⊕ f C (S * ) = f C (S * ), (6.7)
i.e., S 1 / ∈ S * . We claim that S 1 \ S * = ∅. On the contrary, assume that S 1 \ S * = ∅, and so, S 1 ⊂ S * , say, S 1 = {x 1 , . . . , x n } and S * = {x 1 , . . . , x n , y 1 , . . . , y m }. Then
C(x i ) ⊕ C(y j ) = f C (S * ) = f C (S * ), which contradicts to inequality (6.7). Now, pick y 0 ∈ S 1 \ S * . Then y 0 ∈ S 1 and y 0 / ∈ S * or, in other words, S 1 ∈ S y 0 and y 0 ∈ X \ S * . By virtue of (6.2), (5.24), (4.16) and Lemma 2.15(a), we get min y∈X\S * (T C (y)) −1 ≤ (T C (y 0 ))
from which the right-hand side inequality in (6.5) follows if we take into account the arbitrariness of x ∈ S * . 2. Now we establish inequality (6.6). Let y ∈ X \ [S * ∪ (∪S c (S * ))]. Since y ∈ X \ S * , it follows from (6.2) and (5.24) that (T C (y)) −1 = ℓ S * (y) = f C (S * y ) ⊖ f C (S * ), and so, by (4.16), there exists S 2 ∈ S y (i.e., S 2 ∈ S and y ∈ S 2 ) such that (T C (y))
By Theorem 6.7(e) and Corollary 6.8(a), T C (y) < e e e, and so, (6.1), (2.7) and (A.3 s ) yield that (T C (y)) −1 > e e e and f C (S 2 ) = (T C (y)) −1 ⊕ f C (S * ) > e e e ⊕ f C (S * ) = f C (S * )
i.e., S 2 / ∈ S * implying S 2 = S * . We claim that S * \ S 2 = ∅. There are two possibilities: either S c (S * ) = ∅ or S c (S * ) = ∅. If S c (S * ) = ∅, then no S ∈ S, S = S * , covers S * , and so, S * \ S 2 = ∅. Assume that S c (S * ) = ∅. Because y / ∈ ∪S c (S * ), we have y / ∈ S for all S ∈ S c (S * ) (i.e., for all S ∈ S such that S * ⊂ S and S = S * ). Taking into account that y ∈ S 2 and S 2 = S * , we find S 2 / ∈ S c (S * ), and so, S 2 does not cover S * and S * \ S 2 = ∅. Now, choose an x 0 ∈ S * \ S 2 . This gives x 0 ∈ S * and S 2 ∈ S −x 0 , and so, applying (6.2), (4.29), (4.16) and Lemma 2.15(a), we find
and it remains to take into account the arbitrariness of y as above. and in the case of the A-operation of multiplication ⊕ on R + = (0, ∞) the inequality ≤ above turns out to be the equality.
Proof. Since S c (S * ) = ∅, the (in)equalities follow from (6.5) and (6.6). A discussion of issues as in Theorem 6.10 is presented in [5, in the case ⊕ = + (cf. also [8] ). Also, Examples 1 and 2 from [5] show that inequalities (6.5) and (6.6) may be strict.
