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第1章 業種平均利益にたいする時系列分析の必要性および本論文の課題と構成
1．はじめに
　時系列分析において用いられる時系列データとは、「時間を通して順次的に発生した
観測値の集合」［Vandaele（1983），p．3およびr訳書』3ページ］である。そしてその
観測値は、時間的に等間隔にとられていることが前提となっている［山本（1988），16ペ
ージ】。したがって、時系列データには例えば年次利益、四半期売上高、月末株価など
がある。
　こうした時系列データは、さまざまな可能性のなかからその時点でたまたま実現した
ものである。すなわち、時系列分析においては、「現実に発生する1個のデータも、実
はその背後に母集団があって、たまたまその中から当該データが選ばれたと考える。」
［斉藤（1986｝，46ページ］のである。観測データはあくまでも母集団の実現値なのであ
る。こうした母集団から確率的に実現したものが観測データであり、この母集団のよう
な確率変数の集合が確率過程（stochastic　process）とよばれる［山本（1988），16ペー
ジ］。
　時系列分析では、等間隔に得られたデータにもとついて、その動きを可能な限り忠実
に表現するモデルが構築される。そのさい、時系列データを発生させるプロセス自体は、
その複雑性のゆえにブラックボックスとして取り扱われる。そして時系列分析は、統計
的には、観測データを使用して、時系列データからそれを生み出した母集団の構造を把
握したり、予測や検定も試みたりすることになる［山本（1988），16ページ］。
　本章の課題は、まず第一に、こうした時系列データのうち利益を取りあげ、その時系
列分析がなぜ必要とされるのか、また個別企業の利益ではなく業種平均利益を分析する
ことがなぜ必要とされるのかを論証することである。すなわち、業種平均利益にたいす
る時系列分析の必要性を明らかにすることが本章の第一の目的である。
　また本章では、この認識を踏まえて、本論文の課題が具体的に提示される。さらに、
その課題を達成するために行われる研究の順序が述べられる。言い換えると、本論文の
構成が示されることになる。本章の第二の目的は、本論文の課題と構成を明らかにする
ことである。
　この二つの目的を達成するために、っぎの第2節において、時系列分析そのものが一
般にどのような役割をあたえられているかを概観することにする。そしてそこでは、利
益予測への役立ちが第一の課題とされていることが示される。この第2節をうけて、第
3節においては、利益予測の意義が、株価との関連における会計利益情報の機能の観点
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から明らかにされる。また第4節においては、業種平均データが規範性をもっているが
ゆえに、業種平均利益を分析する意義が存在する、ということが述べられる。そして最
後の第5節において、まず、それまでの議論が要約されて、業種平均利益にたいする時
系列分析の必要性が整理されたかたちで主張される。そしてさらに、本論文の課題が具
体的に提示され、本論文の構成が示されることになる。
2．時系列分析の意義
　時系列分析は、統計学や経済学“）という領域ばかりでなく、会計学においても重要
な役割を果たしている。Lookabi11は、時系列的証拠の重要性をつぎのように要約して
いる。　「基本的には、時系列特性に関する証拠は、会計シグナルを生成するプロセスに
っいての何らかの指針を提供するがゆえに重要である。………このプロセスについての
知識は、会計シグナルの変化の解釈にたいして著しい影響を及ぼす．」［Lookabill（1976），
p．724］会計学における種々の問題の実証的検討に、会計データ生成プロセスに関する
知識が必要とされ、時系列分析は、そうした知識を提供することになるのである。
　それでは、具体的には、どのような会計領域において利用されるのであろうか。たと
えばBeaverは、すでに1970年に、利益の時系列態様が重要な領域として、（1）利益平
準化仮説の検証、②代替的な利益測定の相対的予測能力のテスト、（3）中間報告書の
予測能力という三つの領域を挙げている［Beaver（1970），　pp．62－64】。
　まず、利益平準化仮説というのは、「利益を平準化するために経営管理者は裁量権を
あたえられた会計慣行を利用する」という仮説であり、平準化というのは正常利益から
の報告利益の乖離を最少化することを意味している（2）。ここで特定期の正常利益ある
いは期待利益を見積るために時系列モデルが利用される。Dopuch＆Wattsは、この点
をつぎのように指摘している。「平準化仮説の多くのテストは何らかの時系列モデルに
もとつく目標利益の特定を必要とする。こうしたテストは企業の利益生成プロセスに最
も適合する時系列モデルを探ることにより改善されるであろうし、そうしたモデルは目
標利益を明らかにする基礎として用いることができる。」［Dopuch＆Watts（1972），　p．19
4］しかしながら、Ball＆Wattsによると、利益平準化というのは不況期の後には好況
期がくるということを意味しているが、利益が一定の傾向をもちっっ不規則に変化する
ならば利益平準化の概念は意味がなく、平準化の試みは無益なことであると指摘してい
る［Ba11＆Watts（1972），　pp．665－666］。Ball＆Wattsの指摘が正しいかどうかはとも
かくとして、利益平準化問題にたいして時系列分析が貢献しうることは確かである。
　Beaverの挙げる第二の領域は、代替的な測定ルールに従って測定された利益数値の
相対的予測能力の問題にっいてである。しかし、この問題についてBeaverは、系列相
関の存在は現在の観察値から将来の観察値を予測する能力を高めるが、その系列相関は
会計的測定プロセスから引き起こされる可能性があること、したがって測定の誤りが予
測能力を高めるかもしれず、将来の報告利益を予測する能力が高いことは望ましくない
属性であるかもしれないとしている［Beaver（1970），　p．63］。減価償却方法の変更が利
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益の時系列特性にあたえた影響について分析したDopuch＆Wattsの研究は、この第二
の領域に属する研究である［Dopuch＆Watts（1972），　pp．　180－194］。
　第三の領域は、中間報告書の予測能力である。次年度の年次利益を予測するうえでの
中間利益を使用したモデルと年次利益を使用したモデルとの比較が、この領域の研究で
ある。Beaverによれば、研究から導きだされる結論の確かさは予測モデルが基礎プロ
セスと一致している程度に依存しており、それゆえに年次データと中間データとの比較
は暗黙に予測モデルの相対的有効性を評価しているという［Beaver　（1970）　，　p．64］。
　Beaverは、これら三つの領域以外に、企業評価モデル、証券評価モデル、配当政策、
利益成長率の予測、会計データの情報内容を評価するためのポートフォリオ理論の摘要、
支払能力の決定、産業集中と会計的収益率の関係、といった項目を、予測という観点で
会計的利益データを用いる研究として列挙している［Beaver（1970），p．64］。
　Beaverの所説をみてみると、会計的利益の時系列特性の研究は、まずもって、利益
予測の観点から重要であると考えられる。この点は、桜井も指摘している。桜井は、第
一に、超過リターンと会計利益との関連性の分析において、　「期待利益の金額を近似す
るための基礎として、会計利益の時系列特性を利用する」［桜井（1991），99ページ］と
述べている。投資者にとって意味ある利益情報というのは、実績利益として公表される
利益額のうちの予期されていなかった部分であり、超過リターンと会計利益との関連に
っいての研究は、この期待外利益について調べられることになる。そこでは期待利益額
の形成が不可欠であり、それは、過去の利益の時系列特性に基づく利益予測によって特
定されることになるというのである［桜井（1991），99－100ページ］。また第二に、企業
株式の価値を評価する場合に利益予測値が必要とされるという［桜井（1991），100ペー
ジ1。企業の価値は将来のキャッシュ・フローを割り引いて計算されるが、その将来キ
ャッシュ・フローを予測する代わりに将来の会計利益を予測することが行われるという
のである。こうして、会計的利益の時系列特性の研究は利益予測のために必要であると
いう説明は、桜井にもみられるのである（3）。
　利益予測が重要であるとされているのは、Fos七erも同じである。　Fosterは、　r財務
諸表分析』の初版においては、利益予測が重要であるとされていることを紹介したうえ
で、つぎのように述べている。「（1）利益のような変数の予測は、その変数が時間の経
過とともにどのような推移をたどるかに関するモデルによって、その程度が高められる
ものであり、（2）時系列分析の分析結果は、そのようなモデルの開発過程で重要な情報
を提供する」［Foster（1978），　p．81およびr訳書』91ページ］現在ならびに過去の時
系列データを分析することによって、利益を生成するプロセスにっいての知識がえられ、
それによっていっそう正確な予測が可能となる。したがって、特定企業の将来利益の予
測をするためには、当該企業の過去の時系列データの特性を明らかにすることが必要で
あるといえるのである。
　r財務諸表分析』の初版で、Fosterは、会計変数の時系列特性を研究する第二の理
由について、つぎのように述べている。すなわち、資本市場と会計情報が関連する分野
では、たとえば会計利益と証券収益との結びつきが検討される、そしてそこにおける重
要な要素は予測されない利益変化のモデルを展開することであって、そうしたモデル展
開は時系列的証拠によって容易にされるというのである［Foster（1978），p．81および
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『訳書』91ページ］。
　さらにFosterは、会計数値の予測モデルを検討するもう一つの理由として、監査に
おいて重点をどこにおくかを決定するさいに利用できる点を挙げている。種々の財務変
数を予測し、最大の予測誤差をもつ変数に監査上の特別の注意を払うというのである
［Foster（1978），　P．81およびr訳書』91ページ］。
　時系列分析の最大の課題が予測であることは、r財務諸表分析』の第二版でも同様で
ある。Fosterは、利益、売上高、資本利益率のような財務的時系列の態様の記述や説明
と結びついた諸問題の検討はいくつかの理由で重要であるとして、その第一に予測を挙
げ、つぎのように述べている。「一つの理由は、例えば投資決定において用いられる持
分評価モデルや買収、乗っ取りにおいて用いられる評価アプローチのような多くの意思
決定状況において、予測が重大な役割を果たすからである。時系列分析にもとつく予測
は、そうした意思決定におけるデータの重要な源である。当該系列のその後の値を予測
するとき、時系列分析は時系列態様の体系的パターンを発見するのである。時系列分析
は、予測のその後の評価や予測に用いられる現在のモデルの修正においても重要であり
うる。」［Foster（1986），p．212］
　しかしながら、r財務諸表分析』の第二版では、時系列分析が予測以外の目的のため
にも重要であることが明確に打ち出されている。Fosterは、多くの予測以外の状況でも
重要であるとして、つぎのような項目を例示的に挙げている［Foster（1986），　p．212］。
・企業外要因に起因する利益変化の割合が主たる関心である経営管理者の業績評価
・（例えば）銀行ローンの契約における制限事項に違反することを避けるための、経営
　管理者が利益を「操作」しているという主張の検討
・経営管理者と他の企業関係集団との間でのリスクシェアリングが主たる関心である場
　合の経営幹部報酬計画の「利益分配（profit－sharing）」要素の指定
・報告利益系列の時系列的変化が主たる要因である場合の代替的会計方法に関する経営
　管理者の意思決定
・超過利益の主張がなされており報告利益系列の源を説明することが関心事である場合
　の訴訟
・事業活動が火災やストライキにより混乱してしまい「正常的に」発生したであろう利
　益が見積もられる場合の訴訟
　時系列分析の意義は、今日では、確かに予測だけに止まらないとされている。予測以
外でも時系列分析が必要とされる状況が存在しており、それは調査目的に依存している
といえる。しかし、うえにおいてみてきたように、時系列分析の第一の課題は、やはり
予測であるといえるのである。
　時系列分析においては、時系列データは独立に分布しているのではなく、何らかの依
存性をもっていると仮定されており、この依存性が時系列データを生成するプロセスに
ついての糸口を提供するという［Lorek　et　al．（1981），　p。98］。したがって、予測モデ
ルの構築のさいには、　「時系列研究者は、単一のデータセットの将来の実現値に関する
糸口を提供するために、同じデータセットの過去の値を使用するのである。」［Lorek　et
al．（1981），p．98］時系列分析によって将来値を予測しようとするとき、過去の時系列
データがもたらす情報はきわめて有用であるといえる。
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3．会計利益情報の機能
　前節において、時系列分析の意義は主として予測にあることが明らかにされた。また、
予測の対象は利益であることが多いということも示された。利益情報がそれだけ重要だ
からである。しかしながら、利益予測が必要とされる根拠が理論的に解明されたわけで
はない。勿論、利益の予測が必要とされる状況は多様であり、そのすべてを統一的に理
論化することは不可能である。だが、その中心となるような部分について、利益予測の
役割を理論的に明らかにすることは可能である。しかも、今日では、実証的な検証に耐
えうる理論モデルが存在しているのである。
　利益予測が必要とされることの有力な理論的説明が、Beaverの所説にみられる。　Bea－
verは、当期利益が現在株価とどのように関連するかについて説明しており、両者の関
連のなかに時系列分析による利益予測が位置づけられているのである。そこで本節では、
Beaverの所説の概要をたどり、利益の予測あるいは利益に関する時系列分析の意義を
明らかにすることにする。そしてそのことは、現在株価の判断にさいして会計利益情報
が重要な働きをするということを主張することになるのである。なお、Beaverの所説は
桜井も取りあげており、本節での紹介においても桜井の論述を参考にすることにする。
　桜井は、Beaverによる当期利益と現在株価との関連づけをつぎのように図式化して
いる。この図から分かるように、Beaverは、当期利益と現在株価との間に将来利益と
図表1－1　当期利益と現在株価との関連
現在株価←
割引現在価値
将来配当←
配当性向
将来利益←　　　　　当期利益
　　　　時系列特性
出所：桜井（1991），78ページ
将来配当を介在させ、a．当期利益と将来利益との結びつき、　b．将来利益と将来配当との
結びつき、c．将来配当と現在株価との結びっきという三っの結びっきにより、当期利益
と現在株価を関連づけるのである［Beaver〔1989）．p．90およびr訳書』127ページ】。
以下では、この図にもとついて説明していくことにする。
　Beaverの順番に従って、図の左側の現在株価と将来配当との結びつきから取りあげ
ていこう。Beaverによれば、株式の価格は将来配当にたいする投資家の期待に依存し
ているという。　「普通株式のような証券は、将来の配当に対する請求権のように投資家
が価値を置く一定の条件を備えているからこそ、価値があるのである。価格は一般に、
こうした属性に関する投資家の期待の従属変数として定式化できる。」［Beaver（1989），
P．89および『訳書』127ページ］したがって、たとえば現在の株価が将来の期待配当額
に比例するものとすると、時点t現在における株式価格P、はつぎのように表現される
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［Beaver（1989），　p．96および『訳書』134ページ］。
　　　　　Pし＝ρE、（D）　　　　　　　　　　　　　　　　　　　　　　　　　（1）
ここで、E、（D）は時点tで形成された将来の配当Dについての期待値、ρは比例度で
ある。
　Beaverは、現在株価と将来配当とを結びつけるものは評価モデルであるとしている。
かれによれば、一般に、「評価モデルは、各期に各状態において受け取る配当額、各状
態の発生する確率に関する投資家の予想、そしてt期に状態sにおいて1ドル受け取る
ことの価値によって決まる．」［Beaver（1989），　p．90およびr訳書』127ページ］したが
って、現在株価は将来配当期待値の関数であるかのように取り扱うことができ、うえの
（1）式によって表現できるのである。
　桜井は、評価モデルとして割引現在価値概念を使用して、現在株価と将来配当額の関
連をつぎのように示している［桜井（1991），78ページ］。なお、rは割引利子率で、毎
期一定であると仮定されている。
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これは確実性を前提とした単純なモデルであるが、1／rをρと置き換えれば（2）式
は（1）式となり［桜井〔1991），78ページ］、現在株価と将来配当の関連を明らかにす
るうえで有効な説明であることが理解されるのである。
　つぎに、将来配当と将来利益との関連にっいてみてみよう。この二つを結びつけるも
のは、配当性向である。Beaverによれば、「もっとも一般的で単純な仮定の一つは、
将来の利益と将来の配当が一定の配当性向を通じてリンクしているというものである。」
［Beaver（1989），　p．91およびr訳書』129ページ］という。また、そうした仮定が成立
する根拠については、　「利益が配当支払能力を反映することができると経営者が考える
からこそ、一定の依存関係が認められるのであると結論するのが直感的に納得がいくで
あろう．」［Beaver（1989），　p．91およびr訳書』129ページ］としている。そして、もし
配当性向が一定であれば、将来利益額にもとついて将来配当額を計算しうるのである。
　一定の配当性向により将来配当と将来利益を結びっけると、っぎのように表現できる
［桜井（1991），79ページ］。
　　　　　Et（D）：＝KEL（X）　　　　　　　　　　　　　　　　　　　　　　　（3）
ここで、E、（D）は時点tにおいて形成された将来の配当Dにっいての期待値、　E、（X）
は時点tで形成された将来の利益Xにっいての期待値、Kは定数で、利益に占める配当
の割合すなわち一定の配当性向を示す。
　この（3）式を（1）式に代入すると、現在株価と将来利益を結びつける式がえられ
る［桜井（1991｝，79ページ】。
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　　　　　Pし＝ρKEし（X）　　　　　　　　　　　　　　　　　　　　　　　　（4）
この式は、一定の配当性向にもとついて将来利益額から将来配当額を計算でき、その将
来配当額に一定の比例度を乗じて現在株価を算出できるということを表している。
　第三番目は、将来利益と当期利益との結びつきである。両者の関係は、利益の時系列
特性によって規定される［桜井（1991），79ページ］。「過去の利益と将来の利益との関
係は、利益の時系列パターンを記述すると思われる確率過程によって表される。」［Bea－
ver（1989）．　p．91およびr訳書』129ページ］のである。したがって、将来利益と当期
利益との関係を明らかにするうえで時系列分析が必要とされているといえる。
　現在株価との関連において会計利益情報の機能を理解するとき、時系列分析の意義は、
この段階で認められる。すなわち、現在株価を判断するうえで将来配当が重要であり、
将来配当は将来利益にもとつくものであり、その将来利益を予測するために当期と過去
の利益の時系列的な分析が必要なのである。前節で時系列分析の意義は主として利益予
測にあるとされていることが示されたが、その利益予測は、こうした一連の関連のなか
に位置づけることができるのである。
　ところで、（3）式と（4）式によって示されているように、将来利益が変化すると、
それと同率だけ将来配当が変化し、さらにそれと同率だけ現在株価も変化することにな
る。すなわち、「価格の変化率、期待配当の変化率、および期待利益の変化率はすべて
等しくなる。」［Beaver（1989｝，　p．97およびr訳書』135ページ］のである。ここでは、
株価の変化は、恒久的な利益である期待利益の変化にたいして、100％の感応度を示す
ことになる。
　しかしながら、現在株価が当期利益の変化に対応してどのように変化するかは、恒久
的要素がどの程度であるかにより異なってくる（4）［Beaver（1989）．p．97およびr訳書』
135－136ページ］。ただ、もし利益変動がすべて恒久的なものであるとすると、将来の期
待利益E、（X）は当期の利益X，と等しくなる［桜井（1991），81ページ］。
　　　　　Et（X）＝X。　　　　　　　　　　　　　　　　　　　　　　　　　　（5）
　この（5）式を（4）式に代入すると、現在株価が当期利益に比例していることを示
すつぎのような式がえられる［桜井（1991）．81ページエ。
　　　　　Pt＝ρKXt
言い換えるならば、株価の変化率は当期利益の変化率と等しいのである［桜井（1991），
81ページ】。もちろんこれは、利益変動が恒久的なものだけであるという特別の仮定が
満たされた場合にのみ妥当することに、注意しなければならない〔5〕。
　以上がBeaverの所説である。　Beaverによれば、こうした議論の目的は、利益と株
価を結びつけるための概念的フレームワークを提供することであるという。また一般に
は、株価の変化率が当期利益の変化率と等しくなるような単純な関係など存在しないだ
ろうとも述べている［Beaver（1989）．p．98およびr訳書』136ページ】。確かに、現在
株価と当期利益がそのような関係にあるためには、いくつかの仮定が必要であり、それ
を完全に満たすことは困難である。しかしながら、現在株価と当期利益の関連について、
経験的証拠（6）が存在する理論モデルを提供していることは高く評価すべきである。桜
井も、つぎのように述べている。rBeaverの学説は、これら2つの変化率（株価変化
率と会計利益の変化率……森）の間にプラスの相関関係が期待されることを、その根拠
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とともに明らかにしたものとして、評価できるであろう。j［桜井（1991），82ページ］し
かも、本稿の文脈に即して述べると、利益予測の役割を理論的に明らかにしており、そ
れが実証的な検証に耐えうるものとなっているのである。
4．業種平均値の規範性
　前節までにおいて、株式価格の判断において利益予測が重要な役割を果たし、その利
益予測のために時系列分析が必要とされる、ということが明らかにされた。そこで本節
では、利益予測のためには、さらに業種平均利益について分析する必要があることを明
らかにしていくことにする。
　業種平均値が統計書において公表されているのは、それが何らかの規範的意味をもっ
ているからである。たとえば松本は、経営分析を比較基準の観点から自己比較と相互比
較とに分け、さらに相互比較を単純相互比較、標準実績相互比較、標準相互比較に区分
している［松本・青木（1982）．16－17ページ1。このうち最も重要な標準実績相互比較（7）
における標準とは業種平均値を意味しているのであり、それとの比較による経営分析と
は業種平均値を規範的比較基準として実績を評価することを意味しているのである。
　業種平均値が経営分析上の規範的比較基準であるとすれば、個々の企業は業種平均値
を目標値として行動するであろうと推測される。そして、この推測は、経験的証拠によ
って証明されているのである。
　Levは、企業が業種平均値を目標値として自らの財務比率をそれに調整するという仮
説が裏づけられるかどうかを調査した［Lev（1969），　pp．290－299】。使用されたモデルは
部分調整モデルであり、つぎのようなものであった。
　　y。－yt．1＝β（x。－1－y。．、）　　0＜β≦1
　ここで、y、，　yt－1は目標に調整される変数、　X，－1は目標値であるt－1期の業種
平均値である。この式は、ある期の自らの財務比率と業種平均値との間に乖離が存在す
るとき、企業は、その乖離が部分的に除去されるように、そのつぎの期において自らの
財務比率を調整するということを示している［Lev（1969），　p．292］。またβが0と1の
間であれば、企業が自らの財務比率の年ごとの相違を業種平均値に従って調整すること
を意味している［Lev（1969），p．292］。βは、調整速度を示す調整係数であり、1に近
ければ調整速度が速くなる。
　調査対象とされた企業は、1947年から1966年までの20年間のデータを利用でき、少な
くとも10社からなっている18の業種に属している245社であり、取りあげられた財務比
率は、当座比率、流動比率、自己資本対負債比率、棚卸資産回転率、総資産回転率、総
資産純営業利益率の6比率であった。なおLevは、年度変化の相対的偏差のほうが重
要であるとして、係数を推定するために、つぎのような対数式を用いた。
　　10gyk，t－10gyk，t＿1＝α＋β（10gXk．t＿1－10gyk．，＿1）＋ut
ここで、kは6種類の比率を表している。yk、tは当該企業のt年の財務比率kの値、
x、，、－1はt－1年のその業種の財務比率kの算術平均値、u、は誤差項である。
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　Levは、調査の結果について、4点のコメントをくわえている［Lev（1969），pp．294－
296］。まず第一に、調査結果のデータは期間的調整仮説を強く支持しているという。第
二に、調整係数βの統計的有意性については、当座比率と流動比率がほぼ半数の企業で
有意であり、他の比率はもっと低い。だが、この点は過度に強調されるべきではないと
いう。第三に、定数αはすべてのケースで非常に小さく統計的に有意でなかったという。
第四に、決定係数はすべての比率で大きくなかったという。しかしLevは、期間的調
整仮説を検討することが研究目的であるので、決定係数が大きくないことはあまり問題
にしないとしている。
　目標への調整速度は、迅速な調整が困難な程度である調整コストと、目標との一致の
重要性を示す不均衡コストとの相対的重要性によって依存しているとした。そして、当
座比率と流動比率は調整コストが低く不均衡コストが高いので調整係数が最大であり、
長期的項目や統制不能な変数にかかわっていて調整が困難な自己資本対負債比率と総資
産回転率の調整係数が最低であったという［Lev（1969），p．296］。また調査結果は、目
標（業種平均値）の安定性や企業規模も調整係数の大きさに影響をあたえるという仮説
とも一致していたという［Lev（1969），　p．297】。
　Levは、さらに、モデルの拡張も試みている。その一つは、直近の業種平均値Xt．1
の代りに、業種平均値の過去の態様にもとついて予測された当期の業種平均値x、を使
用することである［Lev（1969），　p．297］。経営管理者は直近の業種平均値よりも当期の
業種平均値に調整することを望むからであるという。Levによれば、この修正モデルの
一つの結果として、当座比率の決定係数のメディアンが0．20から0．40に上昇し、係数β
の約85％が統計的に有意であった。
　しかしながら、Levも述べているように、企業が自らの財務比率を調整する方法につ
いては、きわめて複雑な問題であるので調査されていない。かれの研究の有用性は、そ
うした方法には関係なく、「財務比率の態様を記述する一般モデルの展開にたいする貢
献」にあるとされている［Lev（1969），　pp．298－299］。
　こうしたLevの研究は、さらにFrecka＆Lee［1983］の研究によって展開される。
　かれらによれば、線型モデルか対数線型モデルかの選択のさいに、Levは比率の相対
的年度変化の把握のために対数線型形式を選択したが、統計的にはどちらも誤指定する
可能性があるという［Frecka＆Lee（1983），　p．308］。そこでかれらは、このモデル指定
問題を検討するために、つぎのような一般式を用いる。
　　Yλt＝AG十AIX㌦＿1十A2YXt＿r十Et
ここで、λが1であると、つぎのような標準的線型回帰モデルがえられる。
　　Yし＝Ao十AIXt－1十A2Y，－1十Eし
またλが0に近づくと、っぎのような対数線型重回帰比率調整モデルとなり、Levがβ
を推定するために使用したモデルとなる。
　　10gYt＝bo十AllogXt－1十A210gYい［十U，
　取りあげられた業種は「食料品および同種製品」　「化学および同種製品」　「機械およ
び電気装置」の三つであり、調査対象とされた企業は、1950年から1978年までの29年間
すべてのデータを利用でき、しかもデータにマイナスの値を含まない93社である。また、
使用された比率は、流動比率、当座比率、総負債対総資産比率、配当性向、売上高純利
一9
益率、総資産回転率、資産純利益率の七つである。
　Frecka＆Leeは、これらを使って、λの分布の95％信頼区間を調べた。その結果、
最も明白な結論は、95％信頼区間は分布の51％についてゼロとユの両方を含んでいると
いうことであり、したがってこの結果によって線型か対数線型かを選択することはでき
ないという［Frecka＆Lee（1983），pp．312－313］。また第二の結果は、14％の比率にっ
いてはゼロと1の両方とも含んでいず、16％の比率については線型のケースしか含んで
いないので、対数線型形式は分布の30％について適当ではない、ということであるとい
う［Frecka＆Lee（1983）．p．313］。さらに、個々の比率の間で分布に若干の個別的相違
があるという［Frecka＆Lee（1983），p．313】。結局、特定の関数形式が支配的であるわ
けではなく、線型と対数線型とのどちらかのモデルを仮定することは重大な指定の誤り
をもたらすとした。
　さらにかれらは、部分調整係数に焦点をあてることのできるモデルを使用して調べた。
そして、平均値の結果から、七つの比率すべてにっいて部分調整係数は高い優位性を示
しており、一般的に言ってLevの結果と一致し、しかも若干強くなっているという
［Frecka　＆　Lee（1983），　pp．313－314］。
　結論的に、Frecka＆Leeはつぎのように述べている。「線型や対数線型のような単
一の関数形式が一般的ルールとしては適当でないという結果が示されているけれども、
しばしば、関数形式パラメータの見積りと結びついたサンプリングエラーのために、代
替的な関数形式を区別することが困難となっている。」［Frecka＆Lee（1983）．　p．315］
　以上の二っの研究においては、望まれる目標比率は過去あるいは現在の業種平均値で
あると仮定されていた。これに対して、経営者は業種平均値の持続的変化にたいしてだ
け反応して目標比率を変化させるという仮定にもとついて行われたのが、Lee＆Wu［19
88】の研究である。
　かれらは、財務比率調整プロセスに業種平均値の変化の持続性を導入したモデルを提
案する［Lee＆Wu（1988），p．295］。かれらはそれを一般的部分調整適応期待モデル（a
generalized　partial　adjustment－adaptive　expectations　model）とよんでいる。
　　y、＝a。＋alXl－a・y　t－t＋a・y・一・＋U・
ここで、al＝んδ
　　　　a2＝2一λ一δ
　　　　a，＝一（1一λ）（1一δ）
であり、λは調整速度係数、δは適応期待係数で、業種平均値の当期の変化のうち持続
的と考えられる割合である。また、a。は切片、　u、は撹乱項である。δ＝1の場合、こ
のモデルは、Levの部分調整モデルを変形したものとなる。
　対象とされた企業は、1965年から1984年までの20年間全体のデータを利用でき、少な
くとも10社から構成されている8業種（繊維、紙・木材製品、化学、石油、鉱物・採鉱
電子、航空、食料雑貨チェーン）に属している112社である。また、取りあげられた財
務比率はLevが使用したものと同じであり、当座比率、流動比率、自己資本対負債比
率、棚卸資産回転率、総資産回転率、総資産純営業利益率の6比率であった。
　Lee＆Wuは、まず、普通最小2乗回帰法（ordinary　least　squares　regression，　O
LS）を使用して、うえの式の係数を見積る。その目的は、期待調整ラグが示されてい
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ることを発見することであり、もしそうであればうえの式が比率調整を特徴づけるモデ
ルとして適当であり、非線型回帰法（nonlinear　regrssion）によってλとδを見積る
ことが適切であるとされるという［Lee＆Wu（1988），　p．296］。普通最小2乗回帰法によ
って見積った結果は、各係数とも有意な企業の割合が高く、かれらは非線型回帰法によ
る見積りを実施する。
　λは、目標比率への調整の速度を示しており、1より小さいときには以前の状態から
目標状態への調整が部分的である。そして、この部分調整の程度は、技術的、制度的、
心理的慣性（inertia）や急速な変化によるコストの増大から生じる調整コストと、目
標との不一致による高い借入れコストをしばしば反映している不均衡コストとによって
影響されるという［Lee＆Wu（1988），　p．296］。調査の結果、部分調整係数λは、ごく少
数の例外を除いて1と0の間に入り、とくに流動比率、当座比率、自己資本対負債比率
については高かったという［Lee＆Wu（1988），　p．296］。
　適応期待係数δは、目標比率の安定性や業種平均値の変化の持続性に依存しており、
一般に期待調整の遅れは現在の情報の遅れに起因しているという［Lee＆Wu（1988），p．
298］。したがって、経済や業種特有のランダムな要因に影響される売上高や利益はあま
り安定的ではなく、逆に当座比率や流動比率はあまり影響されないのでより安定的であ
る［Lee＆Wu（1988う，　pp．298－300］。調査の結果、一般に、δもごく少数の例外を除い
てほとんどが1と0の間に入り、当座比率と流動比率については高く、総資産回転率、
自己資本対負債比率、総資産純営業利益率については低かったという［Lee＆Wu（1988），
P．300］。
　非線型回帰法による見積りの結果から、Lee＆Wuは、業種平均値にランダムな変動
が存在するときには、部分調整モデルは適当でないという。またかれらは、調整の遅れ
がランダム情報に起因していることを無視しているがゆえに、部分調整モデルは財務比
率調整速度にたいする調整コストの影響を過大に評価しているだろうとしている［Lee
＆　Wu（1988），　p．300】。
　Lee＆Wuは、さらに、λとδを業種別、規模別にも調査した。その結果、全体とし
ては、調整パターンに明確な業種的影響はみられなかったという。また規模別にみてみ
ると、λについては、棚卸資産回転率を除く他のすべての比率について大きい企業のほ
うが高かったという。δに関しては、当座比率、自己資本対負債比率、総資産回転率に
ついては大きい企業のほうが高く、大きい企業のほうが迅速に期待を調整する傾向が示
されている［Lee＆Wu（1988），　p．303］。
　Lee＆Wuの研究の結果は、業種平均値がランダムに変化しているときには目標比率
への調整は即時的ではなく、むしろ、「経営者は、持続的であると考えられる基礎的変
化を考慮することによって、望む目標比率を徐々に修正するように思われる。」というこ
とを示している［Lee＆Wu（1988），p．303］。さらにまた、企業規模と業種という要因が
調整の速さに影響をあたえるということも発見したという。大きい企業は、小さい企業
よりも迅速に比率を調整するが、期待の調整については、つねにより迅速に調整するわ
けではないのである［Lee＆Wu（1988），　p．305】。結局、規模や業種が異なると調整パタ
ーンに違いがあるのである。
　こうした一一ffの研究により、企業の行動は業種平均値によって影響をうけていると考
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えてよいであろう。個々の企業が業種平均値を目標値として行動するであろうという推
測は、うえの三つの研究により実証されているといってよいのである。
　したがって、個別企業の利益予測をするうえで、業種平均利益の分析は有用である。
個々の企業が業種平均値を規範的なものとして行動する以上、個別企業の利益の時系列
的な動きは、業種平均利益の時系列的な動きと関連をもつはずだからである。個別企業
の利益を予測するためには、業種平均利益の過去および現在の動きについて分析し、そ
れをなんらかのかたちで反映する必要があるのである。
5．本論文の課題と構成
　本章の第一の目的は、業種平均利益にたいする時系列分析の必要性を明らかにするこ
とであった。そして、そのための前節までの叙述により、その目的はすでに果たされて
いると思われる。そこで本節では、まず、前節までの議論を要約し、あらためて業種平
均利益の時系列分析を主張することにする。
　まず第2節においては、一般に、時系列分析そのものがどのような役割をあたえられ
ているかを、概観した。Beaverは、時系列分析の利用領域として、利益予測の観点か
ら利益平準化仮説の検証、代替的な利益測定法の相対的予測能力、中間報告書の予測能
力などを挙げていた。またFosterも、時系列分析が予測以外の目的のために重要であ
るとしながらも、予測が時系列分析の最大の課題であることを述べていた。さらに桜井
も、時系列分析にもとつく利益予測の重要性を指摘していた。結局、時系列分析により
過去のデータを生成するプロセスについての知識がえられ、それにもとついていっそう
正確な予測が可能になること、またとりわけ利益予測への役立ちが重視されていること
が示されたのである。
　第3節では、Beaverの所説を取りあげて、当期利益と現在株価との関連のなかでの
利益予測の役割が理論的に明らかにされた。Beaverは、当期利益と現在株価との閤に
将来利益と将来配当を介在させ、当期利益と現在株価との関連をa．当期利益と将来利
益との結びつき、b．将来利益と将来配当との結びつき、　c．将来配当と現在株価と結びつ
きの三つに分解する。これらのうち、当期利益と将来利益との結びっきは利益の時系列
特性によって規定され、将来利益を予測するためには当期ならびに過去の利益の時系列
分析が必要とされる。ここに利益予測の役割が示されており、しかもBeaverの所説に
は経験的証拠が存在しているのである。
　また第4節においては、利益予測をするためには、さらに業種平均利益を分析する必
要性のあることが、明らかにされた。業種平均値は個々の企業にとって規範的な比較基
準であり、企業は業種平均値を目標値として行動する。言い換えるならば、個々の企業
の行動は業種平均値によって影響をうけているのである。そして、こうした点は、Lev
［1969］の研究、Frecka＆Lee【1983］の研究、　Lee＆Wu［1988］の研究によって実証
されている。このように業種平均利益の生成プロセスが個々の企業の利益生成プロセス
に影響をあたえているのであるから、業種平均値の時系列特性は当該企業の値の時系列
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特性と結びつきをもっていることになる。したがって、企業利益の予測をするためには、
業種平均利益の時系列特性を明らかにし、それをなんらかのかたちで利益予測に反映す
る必要があるといえるのである。
　こうして本章は、業種平均利益にたいする時系列分析の必要性を主張してきた。ここ
でその論述を総括してみよう。株価を判断するうえでは、将来利益が重要である。その
将来利益は、現在ならびに過去の利益の時系列分析にもとついて予測される。しかし、
個々の企業の行動は業種平均値によって影響をうけているので、業種平均利益を分析す
る必要がある。
　こうした認識を踏まえて、本研究では、業種平均利益の時系列分析を実施することに
する。業種としては、「綿紡績業」「医薬品製造業」「自動車製造業」　「百貨店」とい
う小分類4業種および「食料品製造業」　「化学工業」　「鉄鋼業」という中分類3業種の
合計7業種を取りあげる。また、分析対象とする利益概念は、半期利益や四半期利益で
はなく年次利益であり、売上総利益、営業利益、経常利益という3種類の絶対額、およ
び売上高売上総利益率、経営資本営業利益率、総資本経常利益率という3種類の利益率
の合計6種類である。したがって、七つの業種それぞれについて6種類、すなわち42
種類の年次利益の業種平均値が調べられることになる。
　本研究の課題は、この42種類の年次利益時系列データの時系列特性を明らかにする
ことである。ここに時系列特性とは、時系列データがどのような時系列プロセスに従っ
ているかを意味している。また、それを確認する方法として、ボックス＝ジェンキンス
法（Box・Jenkins　methodology，以下においてはB＝J法と略す）を使用することにす
る。したがって、結局、本論文の課題は、B＝J法を用いて42種類の業種平均年次利
益時系列データが従っている時系列プロセスを明らかにした研究を報告することにある
のである。
　本論文は、この課題を達成するために、この章を含めて七つの章から構成されている。
つぎの第2章「時系列プロセス」においては、時系列プロセスについての統計学的整理
がなされる。ここでは、定常な時系列データにもとつく三つの代表的なモデル、すなわ
ち自己回帰モデル、移動平均モデル、混合自己回帰移動平均モデルが紹介される。また、
自己回帰モデルと移動平均モデルの特殊モデルも取りあげられる。さらに、非定常時系
列データを定常時系列データに変換する方法についても説明され、定質非定常時系列デ
ータを混合自己回帰移動平均モデルにあてはめて得られるのが自己回帰和分移動平均モ
デルであるということが明らかにされる。本論文で報告される研究は、業種平均時系列
データがどのような時系列プロセスに従っているかを明らかにすることを目的としてい
るのであるから、この第2章での作業が必要とされることになる。
　第3章「ボックス＝ジェンキンス法による時系列モデルの同定」においては、第2章
で示された時系列プロセスをモデル化する方法にっいて説明する。本研究ではモデル化
の方法としてB＝J法という方法を使用するので、第3章では、主として、B＝J法に
よって時系列モデルを同定するための方法について説明する。B＝J法はモデルの同定、
パラメータの推定、診断チェックというプロセスによってモデルを構築するが、第3章
ではこの一連のプロセスのうちとくに同定段階に焦点をあてて内容を把握することにす
る。そしてそのうえで、B＝J法を適用した研究を取りあげ、それらの同定結果を紹介
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する。ただし、それらは企業別の時系列データに適用したものであり、本研究で対象と
している業種平均時系列データの分析結果ではない。
　第4章「クロスセクション分析による年次利益の時系列的研究の概観」においては、
年次利益の時系列的研究をクロスセクション分析の観点から実施した過去の研究を概観
する。本研究では業種平均値としての年次利益を対象としているので、過去の研究を概
観するために、クロスセクション分析の観点から行われたものを取りあげ、その内容を
明らかにすることにするのである。したがって、この第4章は、本研究における調査結
果が対比されるべき内容を示している。言い換えると、本研究で検証されるべき仮説が
明らかにされるのである。本研究は、当該テーマについて、それらの研究のなかに加わ
り、研究の蓄積にたいして貢献しようとするものである。
　第5章「業種平均値としての年次利益の時系列モデルの構築と分析」においては、7
業種それぞれにっいて6種類、すなわち42種類の業種平均年次利益にっいて時系列モ
デルを構築し、その結果について分析する。この章では、まず、42種類の時系列デー
タにBニJ法を適用して時系列モデルを構築し、利益種類ごとに分析する。そしてその
うえでデフレートされている利益とデフレートされていない利益とに分けて分析する。
この結果、業種平均年次利益の時系列特性が明らかにされることになるのである。本研
究の課題は42種類の年次利益時系列データの時系列特性を明らかにすることであるの
で、この第5章が本論文の最も重要な部分であるといえる。
　第6章「本研究の要約と限界および今後の研究課題」においては、まず、本研究の内
容が要約される。それにより、本研究の概要を把握するとともに、本研究の結論を再度
確認することにする。ここでの焦点は、クロスセクション分析による過去の研究との対
比である。それに続いて、本研究の限界が明らかにされる。本研究は、①観察数と構造
変化、②データの連続性、③本研究で使用したデータの規範性について、限界を内包し
ているのである。そして最後に、考えられる今後の研究方向が示される。
　本論文には、補章「業種平均年次利益時系列モデルの診断チェックとコメント」が付
け加えられている。これは、内容的には第5章に含めることのできるものである。しか
しながら、もしそのようにした場合には第5章が量的に多くなってしまい、叙述の精疎
の観点から他の章とのバランスを失してしまう。ところが、反対に削除してしまうと、
第5章で示されている結果を判断するうえでの重要な情報を無視してしまうことになる。
そこで補章を設け、時系列モデルを確定するさいに行われた判断を示すことにする。
注
（1）まず、統計学的な説明をみてみよう。Vandaeleは、時系列分析の目的として、
　つぎのようなものを挙げている［Vandaele（1983），　p．8およびr訳書』8ページ］。
　なお、抄訳を示すことにする。
　　　　1．ある特定の時系列プロセスの特徴を簡潔に記述すること。
　　　　2．他の変数によって時系列的動きを説明し、その動きに関する構造的規則に
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　　　　　観察値を関連させるようなモデルを構築すること
　　　　3．過去に関する知識にもとついて将来における時系列の動きを予測すること
　　　　4．時系列を生成するプロセスを制御すること
　　　経済学における時系列分析の役割をみてみると、会計学における役割を考えるう
　　えで大変参考になる。山本は、経済分析における時系列分析の役割を五つにまとめ
　　て説明している［山本（1988），4－8ページ］。
　　　第一の役割は、　「予測手段としての時系列分析」である。1変量時系列モデルは、
　　モデルの定式化が客観的基準により行われて主観的判断が混入しないので、予測の
　　精度が高くなることがある。しかし、1変量時系列モデルはもっぱら予測に用いら
　　れ、予測以外の通常の経済分析の役にはたたないという。第二の役割は、「計量経
　　済モデルに対する補完的役割」である。例えば、時系列モデルによる因果関係の分
　　析は同時方程式体系の作成のさいにモデルが客観性をもっているかどうかの事前テ
　　ストとして役に立ったり、同時方程式体系の定式化を時系列モデルによる推定の結
　　果によりテストされたりするという。第三の役割は、「合理的期待仮説のテストに
　　用いられる時系列分析」である。時系列モデルは合理的期待仮説の理論モデルの柱
　　として取り入れられ、したがって「合理的期待仮説に関連した命題のテストには、
　　多くの場合時系列モデルが重要な役割を演じる」のである。また、合理的期待仮説
　　に基づく恒常所得仮説の例のように、時系列モデルが理論モデルとして計量経済分
　析の新しい分野を形成している場合もあるという。第四の役割は、「データ解析の
　　手段としての時系列分析」である。この代表例はデータの季節性に関する調整法の
　研究で、「経済データそのものの解析にたいして時系列分析を適用するもの」であ
　　るという。第五の役割は、「動学的計量経済モデル分析の統計的手法の基礎として
　　の時系列分析」である。被説明変数の過去の値が説明変数として含まれていたりモ
　　デルの撹乱項に系列相関が存在していたりするという動学的計量経済モデルの困難
　点を解決するために、時系列分析の手法が応用されるという。
（2）Beaverの説明よりもBa11＆Wattsのつぎの説明のほうが端的である。「会計
　担当者は、利益にたいする不況期の影響をやわらげ、また反対に好況期が利益に同
　　時に反映されるのを程度を減じるために、利益測定法を操作する」　［Ba11＆Watts
　　（1972），　p．663］
（3）　ただし、桜井は、会計利益の時系列特性を研究する意義として、さらに利益平準
　化仮説の検証、監査における事前のアナリティカル・レビュー、個別企業の超過利
　潤の判定を挙げている［桜井（1991），101ページ］。
（4）Beaverによれば、将来利益の予測にあたっては、利益のうちの恒久的部分が重
　要である。恒久的利益が将来利益の期待値であり、一時的利益はその後の利益に影
　響をあたえないとされる。「当期と過去の利益が将来の期待利益に対してもつ情報
　内容は、当期と過去の利益のどれだけが今後も持続するものと期待されるかにかか
　　っている．」［Beav　er（1989｝，　p．93およびr訳書』131ページ］のである。そこで
　Beaverは、1．利益変動がすべて恒久的なケース、2．利益変動がすべて一時的
　　なケース、3．利益変動が恒久的要素と一時的要素の両方を含んでいるケース、4．
　利益変動がより大きな恒久的影響を将来あたえるケースという四つのケースをあげ、
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　　当期利益の変化と期待利益の変化を具体的に説明している。
　　　さらに、現在株価が当期利益にたいしてどのように反応するかも述べている
　　［Beaver（1989），　p．97およびr訳書』135－136ページ］。うえの1のケースでは当
　　期利益の変化率と同じだけ期待利益も変化し、したがって現在株価もそれと同率だ
　　け変化することになる。また2のケースでは、期待利益は変化せず株価も変化しな
　　い。3のケースでは、現在株価は変化するが、1のケースほどではない。最後の4
　　のケースでは、1のケース以上に株価が変化することになるのである。
（5）Beaverは、かれ自身も参加している二つの研究［Beaver　et　al．〔1979）および
　　Beaver　et　a1．（1980）］の結果にもとついて、（1）利益の変化率と株価の変化率との
　　相関関係はポートフォリオのレベルでは高いが、個別証券のレベルでははるかに低
　　いということ、（2）利益の変化率と株価の変化率との間には、1対1未満の関係が
　　あり、株価は一般に利益と同じ方向に動くが、利益ほどではないということを指摘
　　している［Beaver（1989），　pp．108－109およびr訳書』147－148ページ］。
（6）Beaverは、株式の「価格変動の方向と利益変動の方向との間に有意な関係があ
　　ることを発見した」Ba11＆Brown（1968｝の研究、および「利益変動の方向と並ん
　　でその大きさをも取り入れることによって、Bal1＆Brownの研究を拡張した」Bea－
　　ver　eしal．（1979）の研究の発見にもとついて、株価変化と利益変化にとっての両
　研究の意味について、つぎのように述べている。「こうした発見は、控え目にいえ
　　ば、会計的利益の変動に影響を与える事象と証券価格の変動に影響を与える事象と
　　の間に相関関係があるということを意味している。またこうした証拠は、あたかも
　　会計的利益は証券価値に関する情報を伝達すると投資家が考えているかのように価
　格は動く、という主張と整合する。………あたかも当期利益が当該企業の将来の利
　益および将来の配当支払能力と統計的に依存関係にあると投資家が考えているかの
　　ように、証券価格は動く。………上記の証拠はまた、あたかも利益は将来の利益と
　将来の配当支払能力に関する情報を伝達する（すなわち投資家の予想を変える）と
　投資家が考えているかのように価格は動く、という主張と整合する。」［Beaver〔198
　9），pp．107－108および『訳書』146－147ページ］
（7）標準実績相互比較について、松本は、「その実際数値（たとえば同じ製品の実際
　原価）をその経営の所属する経営グループの標準数値（たとえばその平均原価）と
　比較する方法」であるとし、この比較により、「たとえばA製品の実際原価が経営
　　グループを代表する平均原価からいかほど離れているかがわかる。」と述べている
　　［松本・青木（1982），17ページ］。
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第2章 時系列プロセス
1．はじめに
　前章で述べたように、本論文で報告される研究の目的は、七つの業種について6種類
の年次利益、すなわち42種類の時系列データがどのような時系列プロセスに従ってい
るかを明らかにすることである。したがって、まず、時系列プロセスの内容が把握され
なければならない。42種類の年次利益時系列データのそれぞれがどの時系列プロセス
に従った動きを示しているかを明らかにすることが本研究の課題であるから、時系列プ
ロセス自体についての理解は、本研究をすすめるために不可欠なのである。
　時系列分析では、観測されたデータからその母集団の構造を把握しようとする。母集
団から確率的に実現したものが観測データであり、この母集団のような確率変数の集合
は確率過程（stochastic　process）とよばれる［山本（1988），16ページ］。
　年次利益データも確率過程に従っていると考えられる。特定の年次利益データ系列を
生み出す母集団があって、たまたま何らかの理由で当該の年次利益データが実現したの
である。たとえば、決算政策によって操作可能な利益幅のうちから特定の利益値が確定
するというようなケースを考えればよいだろう。そしてその母集団の時系列、すなわち
「特定の会計系列を生み出す確率過程が、当該時系列の時系列特性を構成する．」［De
Moville（1978），　p．33］のである。
　しかしながら、母集団の構造を把握するといっても、ある1時点においては1個の観
測データしか存在しない。したがって、母集団の構造、たとえば平均、分散、自己共分
散などを推定するためには、観測データが不足していることになる［山本（1988），17ペ
ージ1。そこで、1組の時系列データから母集団の確率過程を把握できるようにするた
めには、時系列データに一定の条件を仮定する必要がある。この条件を定常性という。
本章では、まず第2節において、時系列分析の前提であるこの定常性という問題を取り
あげることにする。
　ところで、時系列データには、通常、一定の従属関係ないしは何らかの規則性が存在
している。一定値を中心にして一定の幅で推移していくようなケースが分かりやすい例
であろう。この規則性を与える確率過程の構造を時系列モデルといい、それによって規
則性を把握すると分析が深化する［山本（1988），23ページエ。そこで本章では、第3節
において、いくつかの時系列モデルをみていくことにする。そのさい、代表的な三つの
モデル、すなわち自己回帰（AR）モデル、移動平均（MA）モデル、混合自己回帰移
動平均（ARMA）モデルにっいては、定常性の条件にっいても言及する。また第4節
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においては、会計の観点からみて興味深い特殊な時系列モデルを紹介する。
　定常性を前提とする時系列分析であるが、「経済やビジネスの分野における時系列デ
ータのほとんどは定常性をもっていない」［Vandaele（1983），　p．16およびr訳書』17ペ
ージ］という。年次利益データも同様であろう。したがって、非定常データは定常デー
タに変換されなければならない。そこで第5節において、定常性確保の方法をみていき、
それと結びついた混合自己回帰移動平均（ARMA）モデルすなわち自己回帰和分移動
平均（ARIMA）モデルを紹介することにする。
　最後の第6節においては、第5節までの内容を要約する。
　なお、時系列分析においては、厳密には、観測されたデータをZ1，Z2，……，Z，、と、母
集団の確率変数列をz、．z、，……，z．と表現すべきである。しかし、時系列分析の文献で
は、誤解を招かないときには、Z、の代わりにZtを使用することが多い［高森（1984a），
39－40ページ］。また、ここでZ、とZ、は対応しており、確率変数Z、の実現値がZlであり、
Z、の実現値がz2である［山本（1988｝，16ページ】。
2．定常性の概念と意義
　さて、母集団である確率変数の構造を明らかにするためには、つぎの三つの特性値が
重要である［山本（1988），16ページ】。
　　　　平均E（z，）
　　　　分散var（Zt）＝El（Zt－E（Zt））2］
　　　　自己共分散　　cov（z、，z、．k）＝E［（z，－E〔z、））（zいk－E（z、一、））］
　すでに述べたように、時系列データについては、ある1時点において1個の観測デー
タしか存在しない。したがって、母集団の構造を推定するためには、観測データが不足
しているのである。そこで、一つの仮定を設けることにする。母集団の平均はどの時点
においても変化しない、すなわちtに依存せず期待値E（z、）＝μと仮定するのである
〔加納（1982a），171ページ］。そうすると、「手元にある異なるn個の時点での標本は、
平均μの母集団からとられたn個の標本と考えられ」、したがって標本平均はμに収束
していくことになる［加納（1982a），171ページ］。前の例でより具体的に表現すると、
ある年度の年次利益データ1個だけでは、操作可能な利益幅のなかに分布している可能
利益値の平均を推定することはできない、ところがそうした可能利益値の平均がつねに
同じであるとすれば、たとえば何年間かの年次利益データの平均を求めればそれを推定
できる、しかも長期間であればあるほど利益幅の平均に近づく、ということになる。た
だし、この例だと利益額がまったく成長しないことになり、現実にはほとんどあり得な
いだろう。
　つぎに、分散を取りあげよう。　「確率過程の分散は、一定と仮定された期待値まわり
の変動の程度を表わし、この期待値まわりの不確実性を示す尺度でもある。」［Vandaele
（1983），p．14およびr訳書』15ページ］。この分散は、時系列データによって、あたか
もそれらがある1時点において母集団から発生した標本であるかのように計算される。
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しかし、もしこのときに、時間とともに母集団の分散が増減しているとしたら、時系列
データによって計算された分散はどのような意味をもっているであろうか。たとえば、
ある年度では4億円から7億円の間の利益が実現する可能性が68％であってそのうち
から6億円が実現し、別の年度ではおなじ平均値をもち68％の可能性で2億円から8
億円が実現する利益のうちから4億円が実現したとしよう。こうした6億円や4億円を
集めて計算した分散にどのような意味があるのであろうか。それは、「期待値まわりの
不確実性を割り引いた一種の平均的な分散」　［Vandaele（1983），　p．14およびr訳書』1
5ページ］にすぎないのであって、ほとんど意味がないのである。したがって、確率過
程の分散は時点に関係なく一定である、と仮定する必要がある。言い換えると、平均値
（すでに、どの時点においても変化しないと仮定した）からの各年度の母集団のばらっ
きの程度は一定であるとするのである。そうすれば、各年度の母集団からたまたま実現
した時系列データによって分散を計算しても、それは各年度の母集団の分散と同じであ
ると考えてもよいことになるのである。
　三番目の自己共分散についてみてみよう。自己共分散とは、同一の過程における異な
った時点の間の共分散のことである。たとえばある年度の母集団とその翌年の母集団と
の関連の構造を知るために、自己共分散が使用されることになる。うえの例でいうと、
ある幅のなかに分布している可能利益値にっいて、ある年度とその翌年の関連を知るた
めに使用されるのである。ところがその場合、年次の時系列データについては、ある年
度とその翌年の2個の実現値しか存在していない。この一組のデータだけで自己共分散
を計算することはできないのである。そこで、ここでもまた一つの仮定が設けられる。
自己共分散を計算できるようにするために、2時点のデータの相関構造が2時点の時間
差のみに依存すると仮定するのである［加納（1982a），171ページ］。そうすると、うえ
の例でいうと、母集団の2年分の可能利益値の代わりに、1年間の差をもった時系列デ
ータすべてを利用できることになるのである。
　このように、時系列データを分析するためには三つの仮定が設けられる。こうした仮
定によって時系列データに与えられる性質を定常性（stationarity）という。三つの仮
定を数式で表現するとつぎのようになる〔！）［山本（1988），17ページ］。
　　　　平均E（Zt）＝μ
　　　　分散var（Zt｝＝γ（0）＜oo
　　　　自己共分散　　cov（z、，z，一・）＝γ（k）　（k＝…，－1，0，1，2．　’一）
うえでみたように、「定常性の仮定は一っの標本から母集団の構造が推定可能となるた
めの最低限の仮定である（2）。時系列は定常でなければ分析不可能ともいえる。」［加納
（1982a），172ページ］のである。
　なお、時系列分析では、自己共分散を分散で除して規準化し，比較・解釈を容易にす
ることが行われる。規準化された値は自己相関（auto－correlation）とよばれ、確率過
程の構造を探求するうえできわめて重要である［山本（1988）．19ページ］。Vandaeleは、
自己共分散ではなく、2時点tとsにおける自己相関が時点の差のみに依存しているこ
とを、定常性の第三の条件としてつぎのように示している［Vandaele（1983），　p．15お
よびr訳書』16ページ］。ただし、実質的にはまったく同じことを意味している。
　　　z、とz。の自己相関＝E［（z、一μ）（z。一μ）］／σ2＝ρL－LS
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これは、rZ、とZ。の間の自己相関はtと
sからは独立であって、tとsの時間の
ラグの大きさによってのみ決定されると
仮定する。」［Vandaele（1983），　p．15およ
びr訳書』16ページ］ものである。なお、
σは標準偏差を表している。
　うえの数式によって表現される定常的
な過程を言葉で表現すると、「時間が経
過しても平均、分散ともに一定であり、
データの相互依存関係が時間差のみに依
存して観測時点に依存しないような確率
過程」　［斎藤（1986）．47ページ］という
ことになる。この定常な時系列データを
図にしたものが図表1（a）である。これ
に対して、非定常な時系列データの例を
示したものが（b）と（c）である。〔b）は
平均が変化し、（c）は分散が変化してい
る。これらの図から分かるように、「直
感的には、定常な時系列データとは、一
定の平均値の回りをある程度の規則性を
もって周期的に変動しているデータであ
ると言うことができる．」［山本（1988）．
18ページ］のである。
　定常な時系列データについては、その
母集団の構造を把握するために平均や分
散などを推定することが可能である。定
常性という条件が設けられることによっ
て、その確率過程の期待値、分散および
自己相関を推定できるようになるのであ
る［Vandaele（1983），　pp．15－16および
『訳書』17ページ］。
　また、定常な時系列データは予測の観
点からも有用である。そのことを高森が
つぎのように明快に述べている。「定常
過程におけるz、の変動は、ある不確定要
因のもとで変動しながらも、その平均的
水準すなわちE（z。）の周辺で、その確率
構造の不変性が、ある時間範囲の未来に
っいても仮定されるかぎりにおいて、z，
の未来の変動がE（z、）の周辺のどのよう
図表2－1
Zt
Zt
Zt
定常な時系列データと
　非定常な時系列データ
（a）
（b）
（c）
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な範囲にあるかについて、確率的な記述ができることになる。」［高森（1984a），40ペー
ジ］。定常性条件はパラメータの見積りの範囲を限定することになるのである［Mane－
gold（1978）．pp．20－21］。定常な時系列データにっいては、期待値を変動の範囲ととも
に知ることができるのである。
　以上の説明から分かるように、年次利益のデータについて時系列分析をするためには，
年次利益データについても定常性が要求される。しかし、現実の年次利益データがそれ
を欠いていることは容易に想像できる。したがって、年次利益の時系列分析をするため
には、データに定常性を確保することが必要である。定常性確保の問題については後述
することにする。
3．三つの時系列モデル
　時系列分析では、時系列データにもとついて、それを発生させる確率過程の構造が把
握される。そのさい、時系列データ相互の関係はそれぞれの時点の関係から生じており，
このことによって他の統計手法から時系列分析が区別される［斎藤（1986），45ページ］。
　本節では、時系列データを生み出すプロセスを取り上げる。Lookabil1は，時系列
分析によってもたらされる証拠の重要性を、つぎのように要約している。「基本的には、
時系列特性に関する証拠は、会計シグナルを生み出す過程についての何らかの指針を提
供するがゆえに重要である（3）．」［Lookabil1（1978），p．724］。そして、各時系列プロセ
スを議論する理由の第一は、各プロセスは、企業と歴史的原価会計システムに影響をあ
たえる事象の種類についての異なった仮定の結果であると予想されるからであり、第二
は、それらのプロセスを区別する比較的簡便な方法があるからであるとしている［Look
abill（1978），　p．725］。本章でも、年次利益を生み出す過程について解釈できるように
するための基礎として、時系列データをもたらす三つのモデルをみていくことにする。
（1）自己回帰（AR）モデル
　まず、現在値が過去の値と撹乱要因とから決定されるモデルを取りあげていこう。
　いま、現在値z、が1期前の値z、．！とその期の撹乱項atとに規定されるとすると、つぎ
のように表現できる｛4）［Vandaele（1983），　p．32およびr訳書』35ページ］。なお本章
では、原則として、平均からの偏差としての時系列データを考えていくことにする。
　　　　　Z。＝φ1Zt－1＋at
この等式は周知の単純回帰式とみることができ、したがってφ、は回帰直線の傾き、a，
はy切片を意味することになる［De　Moville（1978），　p．36］。そしてこのモデルは、現
在値の説明変数を自変数の過去の値にもとめているがゆえに、自己回帰（autoregres－
sive，略してAR）モデルとよばれる［加納〔1982c），122ページ」。この場合、推定さ
れるべきパラメータの数が1個であるので、1次の（あるいは、1階の）自己回帰モデ
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ル、AR〔1）と表現される。
　ここで、「φ1は自己回帰パラメータであり、z、．1が1単位変化したときのz、への影
響を表わしている。」のであり、撹乱項a、はホワイトノイズであって「期待値0、均一分
散σ。2をもつ互いに独立な正規確率変数」［Vandaele（1983），　p．33およびr訳書』35ペ
ージ］である。そしてこのAR（1）モデ
ルが定常性をもっための条件は、1φ、1　　　図表2－2　AR（1）モデルの例
く1である〔5）。　　　　　　　　　　　　　　　　Zt＝0．8z、－1＋a，
　加納は、いくっかの定常的なAR（1）
モデルを、図表2－2のように具体的に
示ししている［加納（1982c），123ページ］。
そして、φ1の大きさによる態様の違い
について、つぎのように説明している。
「φ1が正の場合、系列は大きな波を打
っており、φ1の値が大きいほどその波
のふれも大きい。また、φ、が負になれ　　　　　　z、＝O．2z，．、＋a，
ば波のきざみは細かくなる。ただし、い
ずれにおいても波の周期も振幅も一定で
はない」［加納（1982c），122ページ］
　このAR（1）モデルは、「ある期の特
性値が前期にその特性値がとった値の影
響と、その期におけるさまざまな撹乱要
因により決定される」［加納（1982c），122
ページ］ということを意味している。年　　　　z、＝－O．8z，．，＋at
次利益で考えてみると、ある年度の利益
額は、前年度の金額に一定率を乗じた額
がその年度の撹乱要因により変化させら
れた結果とみることができるのである。
ただしこの場合、時系列分析が可能であ
るために定常性が仮定されているので、
年次利益データは図表2－1（a）のよう
な態様を示していることが前提となって
いることに注意しなければならない。
　現在値Ztが1期前の値Z，一、ばかりでな
出所：加納（1982c），123ページ
く2期前の値z、一、によっても影響されている場合には、AR（1）モデルをつぎのように
拡張することができる。
　　　　　Zt＝φ1Zt＿1十φ2Zt＿2十at
このモデルは、2次の（あるいは、2階の）自己回帰モデル、AR（2）と表現される。
山本は、図表2－3のようなAR（2）モデルの例を示している［山本（1988），32ページ］。
ただし本章では、統一性を確保するために記号を変更してある。またAR（2）モデルに
ついては、つぎのような定常性の条件が知られている（6｝［Vandaele（1983），　p．83およ
一22一
ぴr訳書』83ページ］。
　　　　　　φ1十φ2〈1
　　　　　一φ1十φ2〈1
　　　　　　iφ、1＜1
　さらに、自己回帰モデルをp次にまで
拡張してみよう。AR（p）モデルは、つ
ぎのように表される。
　　Zt＝φ1ZL＿1十φ2Zし＿2十
　　　　　　　　　・鱒…　十φpZt＿P十aL
そして、AR（p）モデルの定常性の条件
は、つぎのp次方程式のすべて（p個）
の根の絶対値が1より大きいことであ
る（7）。
　　1一φ1t一φ2t2－・・・…　一φptP＝＝O
　Lookabillは、利益データをAR（p）モ
デルに適用して、つぎのように表現して
いる［Lookabi！1（1978｝，p．726］。なお
この場合、Y、，　Yい1，　Y，一　・、，……という
原データの系列は、平均からの偏差を意
味していない。
Yt＝φ圃Y，＿ユ十φ2Y，＿2十
　　　　　　　……十φpYt＿P十δ十γL
ここで、Y、＝t期における利益
φ、＝t－i期における利益の重み
p＝このプロセスの次数
δニー定の成長要素
????????
図表2－3　AR（2）モデルの例
　　　Zt，ニー0．5z，＿贋十〇．3zt＿2十at
???」｝????
　　　　　　　　　　　　　　　t10　　　20　　　30　　　40　　　50　　　60　　　70　　　80　　　90　　　100
zし＝1．2zし＿1－0．5zし＿2十aし
　　　　　　　　　　　　　　　　　’0　　　　10　　　20　　　30 　　40 　　50 　　60 　　70 　　80　　　90　　　100
出所：山本（1988），32ページ
　　　γ、＝t期における予想されない要素
しかしながら、「ビジネスおよび経済時系列データのほとんどは（季節変動を除けば）、
2階を超えるAR過程に従うことはまずない。」［Vandaele（1983｝，　p．40およびr訳書』
43ページ］という。年次利益研究の観点からは、2次の自己回帰モデル、AR（2）まで
を考えておけばよいようである。
　自己回帰モデルは実務上よく利用されている。山本によれば［山本（1988），24ページ1、
その理由の第一は、自己回帰モデルが通常の線型回帰モデルと同様の型式をもつために
解釈・理解が容易であるということであり，第二は、モデルの推定、予測のさいに他の
モデルよりずっと簡単で、実用上便利であるということである。
（2）移動平均（MA）モデル（8｝
つぎに現在値が当期と過去の撹乱要因から決定されるモデルについてみてみようω）。
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　いま、現在値Ztが当期の撹乱項a、と1期前の撹乱項a、，1とによって決定されるとする
と、つぎのように表すことができる［Vandaele（1983），　p．40および『訳書』44ページ］。
　　　　　Z、＝a、一θ旦a、－1
また、時系列データを平均からの偏差ではなく原データで表現すると、つぎのようにな
る［Vandaele（1983），　P．41およびr訳書』45ページ］。
　　　　　yt＝μ十at一θtat＿1
ここで、θ1は移動平均パラメータであり、撹乱項は、　「期待値0、一定分散σ、、2をも
つ正規分布に従い互いに独立である確率変数」である［Vandaele（1983〕，p．40および
r訳書』44ページ］。このモデルは移動平均（moving　average，略してMA）モデルと
よばれる。　この場合、推定されるべきパラメータの数が1個であるので、1次の（あ
るいは、1階の）移動平均モデル、MA
（1）と表現される。このMA（1）モデルは　　　図表2－4　MA（1）モデルの例
つねに定常的である（t°）［加納（1982a），　　　　　　z、＝a、＋0．8a、．1
174－175ページ］。
　山本は、MA（1）モデルの実例を図表
2－4のように示している［山本（1988），
42ページ】。ただし記号については、本
章での一貫性を得るために変更した。
　MA（1）モデルは、「当期の特性値が
当期と前期の撹乱の和として定まる」
［加納（1982c），123ページ］というこ
とを意味している。年次利益で考えて
みると、当期の利益額は、前期の撹乱
要因による影響が当期に認識される金
額と当期の撹乱要因額との合計額とい
うことになろう。しかし、これは苦し
い解釈である。加納も、「MAモデル
の直感的な解釈は容易ではない。」［加
納（1982c），123ページ］と述べている。
　MA（1）モデルは、つぎのように拡張
できる。
　　　Zt＝at一θ1at＿E一θ2at＿2
これは、2次の（あるいは、2階の）
移動平均モデル、MA（2）とよばれる。
山本は、MA（2）モデルについての図表
2－5のような例を示している［山本
（1988），44ページ］。ただし本章では、
記号については、その統一性を得るた
めに変えてある。
2
3
一1
一2
　　　　　　　　　　　　　　　　　tO　　　　ユ0　　　20　　　　30　　　40　　　　50　　　60　　　　70　　　　80　　　　90　　　100
zし＝at－0．5aし＿t
一3
　0　　　10　　　20　　　30　　　40　　　50　　　60　　　70　　　80　　　90　　100
出所：山本（1988），42ページ
一般的な移動平均モデルは、つぎのように示される［Vandaele（1983），p．44および
一24一
『訳書』48ページ］。
　　Zt＝at一θlat＿1一θ2aし＿2－…　…一θqat＿，1
これはMA（q）と表される。ここで、　z、の値は、「①（t－1）期以前の各期の偶然変
動に係数を乗じた移動平均と②t期偶然変動との和」［斎藤（1986），52ページ］によっ
て表現されている。そして、MA（q）モデルにおいては、　qが有限であるかぎり（ll）、
パラメータの値に関係なくつねに定常性が確保されている［加納（1982c），123ページ】
［刈屋（1986），74ページ］［山本（1988），
43ページ］。　　　　　　　　　　　　　　　　図表2－5　MA（2）モデルの例
　Lookabi11は、利益データをMAモデ　　　　　　z、＝a、－O．5a、．r－0．2a、一、
ルにあてはめて、つぎのように表現して
いる［Lookabill（1978），　pp．726－727］。
　　Yt＝μ十Wt十θIWt－1十
　　　　　　　　　　　……十θgWt－tl
ここで、Y、＝t期において観測された利益
　　　　μ＝このプロセスの平均値
　　　　w。＝t期に現れる予想されない
　　　　　　　　　　　　　　　　要素　一ユ
　　　　θ、＝t－j期の予想されない
　　　　　　　　　　　　　　要素の重み
　　　　q＝このMAプロセスの次数
しかし、年次利益の時系列分析をする場
合には、MA（2）モデルまでを考えておけ
ば充分なようである。　「幸運なことに、
社会科学の分野における時系列データは
1階もしくは2階の過程で表される場合
が多い。」［Vandaele（1983）　，　P．44および
r訳書』49ページ］という。
　Lookabillによると［Lookabi11（1978），
p．727］、μは、企業活動とリスクの水準
に関連した定数であり、活動やリスクの
大きさの変化を反映するドリフトを含ん
だり一定率でありうるという。また、
θjW，一、は、以前の期に発生した出来事
の当期における影響であるという。Look－
abi11は、　M　Aプロセスの例として、研
究開発費の支出による新製品の開発が何
年間かにわたって売上高と利益に影響を
??【??? ??
zし＝at－1．4at＿1十〇．6aし＿2
　　　　　　　　　　　　　　　　　　　　tO　　　　　10　　　　20　　　　30　　　　40　　　　50　　　　60　　　　　70　　　　80　　　　90　　　　100
出所：山本（1988），44ページ
t
あたえるケースや、歴史的原価会計システムのもとで過去における固定資産価値の変化
が当期に認識されるケースをあげている。
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（3）混合自己回帰移動平均（ARMA）モデル
　自己回帰と移動平均の両方を含むモデルを考えることができる。たとえばAR（1）モ
デルとMA（1｝モデルの混合したモデルについては、つぎのように表すことができる
［Vandaele（1983），P．40およびr訳書』43ページ］。
　　　Zt＝：φ1Zし＿1十at一θlat＿【
このように自己回帰モデルと移動平均モ
デルが混合しているモデルは、混合自己
回帰移動平均（mixed　autoregressive
moving　average，略してARMA）モデ
ルといわれる。
　このモデルが定常性をもつかどうかは、
自己回帰の部分によって決定される。す
でに述べたように、qが有限であるかぎ
り、移動平均モデルはつねに定常的であ
るからである。したがって、このモデル
の定常性の条件は、1φ，1〈1である。
　山本は、このモデルについて具体的に
図表2－6のような実例を示している
［山本（1988），49ページ］。ただし記号
は、本章での統一性を保つために変更し
た。
　AR（1）モデルとMA（1）モデルの混合
モデルを一般化すると、つぎのように表
現される［Vandaele（1983）　，　p．48およ
びr訳書』53ページ］。
Zt＝φ1Zt＿1十φ2ZL＿2十・・・…　十φpZt＿P
　　　　＋a、一θla、．1－……一θ。aい。
このモデルは、ARMA（p，q）と表される。
ここで、pは自己回帰パラメータの数、
qは移動平均パラメータの数を意味して
いる［Vandaele（1983），p．45および『訳
図表2－6　ARMA（1，1）モデルの例
　　　zし＝0．75z，＿1十at十〇．5at＿1
一
2
3　一
一
一1
??
3
??
一4
Zt：＝－0．8Zt＿監十at十〇．25aし＿！
出所：山本（1988）　，49ページ
書』49ページ］。したがって、うえのAR（1｝モデルとMA（1）モデルの混合モデルは、
ARMA（1，1）である。また、自己回帰モデルと移動平均モデルはARMAモデルの係
数を適当にOとしたものと考えられるため、ARMAモデルはより一般的なモデルであ
る［加納（1982a），174ページ】。
　ARMAモデルの定常性の条件は、　qが有限であるかぎり移動平均部分がつねに定常
的であるので、自己回帰モデルの部分によって決定される。したがって、ARMA（p，q）
モデルの定常性の条件は、AR（p｝モデルの定常性条件と同じであり、すでに示したよ
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うに、つぎのp次方程式のすべて（p個）の根の絶対値が1より大きいことである［山
本（1988），28ページと46ページ］。
　　　　　1一φ1t一φL・　t2－・一一…　一φptT）＝O
　ARMAモデルは、実用的観点において価値があるという［山本（1988），46ページ］。
「多重共線性の問題や自由度の問題などから、推定すべきパラメーターの数は少いほど
望ましい。」にもかかわらず、「純粋のARモデルやMAモデルによって複雑な過程を記
述しようとすると，非常に高い次数のモデルを用いなければならない。」のである。そこ
で、「比較的低い次数のp、qによってかなり複雑な確率過程を説明できる」ARMA
モデルは、価値があるのである。
4．特殊な時系列モデル
　AR（1）モデルが定常性をもっためには、1φ、1＜1という条件が必要であった。こ
こで1（p　iI＝1とすると、っぎのような特殊なモデルがえられる［Vandaele（1983），p．
49およびr訳書』54ページ］。これがランダムウォーク・モデルである。
　　　　　Zt＝Zt＿1十at
なお、ランダムウォーク・モデルは、1φ，1＜1という定常性条件をみたしていない
AR（1）モデルであるので、非定常的である。しかし、非定常的モデルを定常化するこ
とは可能である。その方法については次節で取りあげることにする。
　このモデルにおいては、各期の変化は確率変数atによって生じる。ここで、「系列
a、，…．a、，…は、それぞれ、期待値E（a．）がゼロで、確率分布が同じの、しかも、互
いに統計的に独立」であり、ra、の確率分布は正規分布である」と仮定される［高森
（1984a），40ページ］。こうした系列がホワイトノイズとよばれる。言い換えると、ラン
ダムウォーク・モデルとは、Z、－Z、－1がホワイトノイズによってもたらされるモデルと
いえる。なお、ランダムウォーク・モデルにおいては、確率変数a、に正規分布が仮定
されていることに、注意しておく必要がある。
　ランダムウォーク・モデルを年次利益の観点から解釈してみると、z、がある年度の利
益額、z，－1がその前年度の利益額ということになる。したがって、　Lorek，　Kee＆Vass
によると、　「当年度の利益額は、前年度の利益額を基礎とし、その基礎からは、当年度
利益額の予想されない要素の大きさだけ異なってくる。そしてつぎに、当年度の利益額
が次年度の利益実現額の基礎となる。このようにして、当年度の利益額の予想されない
要素が、次年度の基礎に含められることになる。」［Lorek　et　a1．（1981），p．101］ので
ある。
　うえのランダムウォーク・モデルの式において、zい1，　zい2，……を消去していくと，
つぎの式がえられる［Vandaele（1983），　p．50およびr訳書』55－56ページ］。
　　　　　Zし＝at十at－1十aい2十……
この式から分かるように、ランダムウォーク・モデルは無限次数の移動平均モデルとも
考えることができる［Lorek　et　al．（1981），　p」02】。したがって、「ランダムウォーク
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過程は連続して生起する確率ショックが時間を通じて蓄積される確率過程である．」［Van－
daele（1983）47，　p．51およびr訳書』56ページ］のである。言い換えると、各期待値は
直前期のランダムショックと過去のあらゆるショックを反映しているのである［Mane－
gold（1978），　P．33］。
　年次利益の観点からこれをみてみるとどうなるだろうか。前年度利益額がゼロである
ので、初年度利益額をその年度の予想されない要素だけであるとすると、ある年度の利
益額はそれまでのすべての予想されない要素の単なる合計となる。予想されない要素が
時系列にたいして永久的な影響をあたえるのである［Lorek　et　a1．（1981），p．101】。
　つぎに、ランダムウォーク・モデルに類似する三つのモデル、すなわち趨勢項つきラ
ンダムウォーク、マーティンゲール、サブマーティンゲールを取りあげよう。
　すでに紹介したように、Lookabil1は、利益データを自己回帰モデルに適用して表現
している。Lookabillによると、　A　R（1｝モデルはつぎのように表現されている［Look－
abill（1978），　p．726】。
　　　　　　Y，＝φIY，＿1十δ十γt
　　　　E（Y、）＝φIYL＿1十δ
ここで、E（Y、）は’t期における利益の期待値である。この1次の自己回帰モデルの特殊
なケースがランダムウォーク、趨勢項つきランダムウォーク、マーティンゲール、サブ
マーティンゲールなのである。
　ランダムウォークを含む四つのモデルは、パラメータの値やγ、の分布上の仮定によ
って区別される。De　Movilleは、　Lookabil1によるパラメータについての説明から、
つぎのような表を作成している［De　Moville（1978），　p．36］。
図表2－7　AR（1）モデルの特殊なケースのパラメータ
パラメータ
モデル φ1
?
マーティンゲール
サブマーティンゲール
ランダムウォーク
趨勢項つきランダムウォーク
??一一?＝?＝? ＝0
＞0
＝0
≠0
出所：De　Moville（1978），　P．36
　この表から分かるように、ランダムウォークとマーティンゲールは同じパラメータを
有している。両モデルはパラメータにっいては同じなのである。この二つのモデルの相
違はγ、の分布上の仮定にある。すでに述べたように、ランダムウォーク・モデルにお
いては確率変数γ、（前の表現だとa、）に正規分布が仮定されている。それに対して、
マーティンゲール・モデルは、γ、についてのそうした分布上の仮定を有していないの
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である［De　Moville（1978），　p．37，＆Lookabil1（1978），p．726］。また、サブマーティ
ンゲールと趨勢項つきランダムウォークとは、γ．の分布上の仮定の違い以外に、正の
趨勢項だけをもつのがサブマーティンゲール（1　2）で、負ももちうるのが趨勢項つきラン
ダムウォークという点で、相違がある。
　しかしながら、ランダムウォークとマーティンゲールは、厳密には区別されるとして
も、会計文献では同義語として使用されている［De　Moville　（1978），p．37］。また、趨
勢項っきランダムウォークとサブマーティンゲールの相違についても、正のトレンドが
一般的である会計領域においては無視できると思われる。本章においても、他の会計文
献と同様に、ランダムウォークとマーティンゲール、趨勢項つきランダムウォークとサ
プマーティンゲールを同義語として扱っていくことにする［Lookabill（1978），p．726，
＆　Lorek　e七　al．（1981），　P．101］o
　いままでみてきたように、ランダムウォークなどの四つのモデルは、φi＝1、厳密
には1φiI＝1というAR（1）モデルの特殊なケースである。したがって、ある出来事
はその後にたいして永久に影響をあたえることになる。このことは、ランダムウォーク
・モデルが無限次数の移動平均モデルと考えることができることによっても理解できる。
Lookabillも、「系列に影響をあたえる事象の衝撃は、平均して、永久的であるのにち
がいないv」［Lookabill（1978）．　p．726］と述べている。
　Lookabillはこうしたモデルによって説明される状況の例をあげている［Lookabil1
（1978），p．726】。一つは、消費者の小型自動車選好である。かれによると、この変化が
続くならば製造業者は売上高と利益の永久的な低下を被るという。もう一っの例は吸収
合併であり、利益にたいして正の影響を永久にもたらすであろうとしている。またDe
Mevilleによると、「会計的な売上高や費用の系列におけるそうした永久的変化は、プ
ロダクトミックスに影響をあたえる消費者の好みの変化や、営業費の一部を構成する費
目が高くなったり低くなつたりすることによって生じうる。」［De　Moville（1978），　p．37］
という。
　移動平均モデルについても、特殊なケースが成りたちうる。すでに示したように、
Lookabil1は移動平均プロセスをつぎのように表現している。
　　　　　Yt＝μ十Wt十θtWい且十……十θqWいq
このモデルについては、特殊なケースとしてゼロ次のケースを考えることができる
［Lookabi11（1978），　p．727］。すなわち、θ1・　e　2＝・一■＝θ，＝0とした場合のモデ
ルである。この特殊なケースが平均回帰（mean　reverting，略してMR）プロセスとよ
ばれる。MRプロセスはゼロ次の移動平均プロセスにすぎないのである。
　Lookabillは、平均回帰プロセスの特性を利益の観点からつぎのように表現している
［Lookabil1（1978）．　P。725）。
　　　　　　E（y，1Y。，…　，Yt＿1）＝μ
　　　　　　　　　　　　　　　Y，＝μ
　　　　　　　　　　　　　E（e、）＝0
　　　　　　　　　　　ρ（eし，e。）＝t≠sについて0
　　　ρ［（et＋i－et），（et－eいi｝］ニー1／2
　　ここで，ρニ1次の系列相関係数
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　　　　　　Y．＝t期における収益率（あるいは利益）
　　　　　　μ＝正常利益（定数）
　　　　　　e、＝t期における予想されない要素
　　　　　　E＝期待演算子
平均回帰プロセスは、分散（σのと平均値（μ）という二つのパラメータによって完
全に記述することができる［Lookabil1（1978），　p．725］。
　直上の表記法に従うと、平均回帰プロセスはつぎのように表されることになる。
　　　　　　Y，＝μ十et
この等式は、ある期における収益率（あるいは利益）は、系列の平均値にその期におけ
る予想されない要素を加えた結果である，ということを意味している。またしたがって、
各期の期待値が系列の平均値である、ということも理解されるのである。
　Lorek　et　al．によると［Lorek　et　al．（1981），　p．101］、平均回帰プロセスによって
生じた年次利益は正常利益水準の周辺を変動する傾向があり、すべての期間の利益は当
該の期間の予想されない要素の大きさだけその正常利益から乖離するという。したがっ
て、もし当期の利益が正常利益の上か下だと認識できると、次の期の利益は当期よりも
正常利益に近づくと予想されることになるという。
　では、会計領域では、どのような場合に平均回帰プロセスに従う時系列がもたらされ
るであろうか。Lookabil1は二っの場合をあげている［Lookabill（1978），　p．725］。そ
の第一は、たとえばなんらかの金銭的和解を伴う訴訟による損失のように、企業に影響
をあたえる出来事が将来にたいしては影響をあたえない、というケースである。第二は、
たとえば当期の売上高の関数として将来の不良債権を見積る場合のような、ある出来事
が将来に影響をあたえ、かつ会計システムが当期の利益において将来の影響を認識する，
というケースである。Lookabi11は、利益系列に平均回帰特性をもたらすと予想される
出来事や会計手続きがあるのだとしている［Lookabill（1978），　p．725］。
　De　Movilleも、売上高と費用について平均回帰プロセスをもたらす場合を説明して
いる［De　Moville（1978）．pp．34－35］。　De　Movilleによると、より明確なのは、売上高
と費用が成長や下落というパターンをもっていない場合であり、在庫の大安売りや1回
限りの営業費の発生は当期にのみ影響をあたえ、将来にはあたえないという。またそれ
ほど明確でない場合として、将来の変化を当期において会計的に認識する場合があると
し、その例として、直上でのLookabi11と同様に貸倒引当金のケースをあげている。
De　Movilleは、後者については、理論的には可能であるが、こうしたプロセスが系列
を説明しているのを発見した経験的研究は存在していないとしている。
　特殊ないくつかの時系列モデルの違いを、利益予測の観点からも明らかにすることが
できる［Lev（1974｝，pp．124－125およびr訳書』132－133ページ］。たとえば、利益の生
成プロセスが平均回帰モデルによって説明できるとすると、「過去の利益のデータは、
将来の利益の予測にとって非常に役立っだろう．」過去の利益の時系列データを使用し
て、たとえば回帰分析により一定の期待値を推定することによって将来の利益を予測で
きるのである。これに対して、マーティンゲール・モデルによって利益時系列が説明さ
れるとすると、「過去の観測値の系列は、将来の利益の予測にとって重要でない。」の
である。なぜならば、「翌期の利益に関する最良の推定値は、最近の現実の利益である．」
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からである。すでに示したように、AR（1）モデルのt期における利益の期待値、すな
わちE（Y、）はつぎのように表現される［Lookabill（1978），　p．726］。
　　　　　E（Yt）＝φIYt＿L十δ
マーティンゲール・モデルではφ、＝1，δ＝0であるから、次期の利益の期待値は当
期の利益額なのである。さらに、サブマーティンゲール・モデルによって説明されるよ
うに利益が発生してきたとすると、「過去の利益は傾向ないしはドリフト要素の予測に
とって有用である。」［Lev（1974｝，　p．125および『訳書』133ページ】。サブマーティン
ゲール・モデルでは、φ：＝1，δ＞0であるからδの予測は重要な問題となるのであ
る。
5．定常性の確保と自己回帰和分移動平均（ARIMA）モデル
（1）定常時系列データへの変換
　時系列データの分析のためにはそのデータに定常性が要求された。ところが、「経済
やビジネスの分野における時系列データのほとんどは定常性をもっていない」　［Van－
daele（1983），　p．16およびr訳書』17ページ］という。加納も、「現実の経済時系列デ
ータをみれば、とても定常とは考えられないものが多い。」［加納（1982d），120ページ］
と述べている。そしてその態様については、つぎのように表現している。「まず、時の
経過とともに全般的に値が大きくなってゆくもの、いわゆるトレンドを含んでいるもの
がきわめて多い。と同時に、データのばらっき具合も大きくなってゆくものも少なくは
ない。」［加納（1982d）．120ページ】。また，季節的に変動するパターンをもっている時
系列データも比較的多く存在している。非定常確率過程では、トレンドをもつ場合には
全体の大きさが変化してしまい、分散が拡大する場合にはそれぞれの時点の状態が変化
してしまうので、確率分布を特定して分析することはできない［斎藤（1986），47ページ】。
なお、すでに図表2－1（b）（c）において、非定常な時系列データの例を示した。
　原データが非定常な時系列データであるならば、なんらかの方法でそれを定常的時系
列に変換しなければならない。その変換によって、第一に分散を安定化し、第二にトレ
ンドを除去し、第三に季節的要因を除去しなければならないのである［Vandaele（1983），
pp．18－29および『訳書』19－32ページ］。そこでつぎに、これら三つの内容および変換
のための方法をみていくことにしよう。
　まず、時系列分析を行うためには、分散を一定にしなければならない。なぜならば、
分散が変動してしまうと、「パラメータの点推定値とそれを用いた予測値は極端に不正
確ではないにしても、それらに関する精度は確実に損なわれるからである。」［Vandaele
（1983），p．18およびr訳書』19－20ページ］。たとえば予測利益額が同じ10億円であ
ったとしても、9億円から11億円になる確率が68％なのか、5億円から15億円に
なる確率が68％なのかは、利益予測の観点からは重大な問題である。そこで、ばらつ
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きの程度を一定にして、たとえばすべての時点で9億円から11億円になる確率を68
％にすることが試みられなければならない。
　Vandaeleによると［Vandaele（1983），p．18および『訳書』20ページ］、分散を一定
にする変換方法にはいくつかあるが、そうした「方法の基本的な考え方は、プロットし
たとき曲線になる原データを直線になるように変換し、同時に分散も全期間を通じて一
定となるように変換することである。」という。そして、つぎのような場合には変換方
法として対数変換が有効であるという。
　　1．時系列データの分散が、平均に比例している。
　　2．時系列データの平均が一定の割合で増加あるいは減少している。
また、対数変換によるとデータを過剰修正してしまうような場合には、平方根変換が有
効であるという［Vandaele（1983），p．19およびr訳書』21ページ］。
　っぎにトレンドの除去を取りあげよう。トレンドとは、「時系列データの水準に関す
るなんらかの系統的変化」　［Vandaele（1983），　p．20およびr訳書』22ページ］である。
トレンドをもっ時系列データは、たとえば図表2－1（b｝に示したような動きをし、時
の経過とともに平均を変化させていく。
　トレンドを除去するためには、差分法とよばれる方法が使用される［Vandaele（1983），
p．21およびr訳書』23－25ページ］。この方法によると、まず隣接した観測値間の差が
計算され、その差の系列が新しい時系列データとなる。この二つの隣接した観測値間の
差が1階差分、あるいは1階の階差［加納（1982a），176ページ］である。1階の差分を
とってもトレンドを除去できないときには、新しい時系列データにっいて再度差分をと
ることになる。この結果得られるのが2階差分、あるいは2階の階差である。　「2階差
　　　　■　　　　 　　　　 　　　の　 の分は1度差分をとった系列の差分を再びとることによって得られる。」のである。3階
以上の差分についても、同様に考えていくことができる。
　Vandaeleは［Vandaele（1983），　p．21およびr訳書』23ページ】、「あらゆるタイプ
の時系列データからトレンドを除去する方法として、差分法が最も有効であるとは主張
しない。」としている。しかしながら、またVandaeleによると、「経験的に、差分法
は、多数のビジネスおよび経済時系列データにおける確率的トレンドをモデル化する際
にきわめて有効な方法であることがわかっている．」という。したがって、年次利益の
研究のためには、差分法を採用することが妥当であると考えられる。
　なお、差分法を適用してトレンドを除去する前に分散を安定化することが適当である。
Vandaeleによると、「その大きな理由の一っは、差分データには、まさにその性質上，
マイナスの値が多く現われ、不必要な専門的方法を導入しないと対数変換や平方根変換
はできないからである。」という［Vandaele（1983），　p．　29およびr訳書』32ページ】。
　第三の季節的要因の除去にっいてみてみよう。加納によれば［加納（1982d）．121ペー
ジ】、分散を安定化しトレンドを除去してもある種の周期性が存在することがあるが、
「幸いにも、経済時系列の場合、経験的にいって、このような周期要因は季節性だけで
あるといわれている。」という。
　では、どのようにして季節的要因を除去するのであろうか。Vandaeleに従って四半
期原データ，zを表すと、つぎのようになる。
　　　　　ZI＝Sl十yl
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　　　　　ZI］＝S：］十yn
　　　　　Z”］＝Sm十yll｝
　　　　　Zlv＝Slv十y四
添え字1～IVは第1四半期から第4四半期を意味している。また、　yは季節変動調整後
の系列、sはそれぞれの四半期内では一定である季節変動を表現している［Vandaele（1
983），pp．26－27およびr訳書』29－30ページ］。ここで、たとえば、ある年度の第1四
半期の値とその前年度の第1四半期の値との差をとると、s、は一定であるからっぎの
ようになる。
　　　　　Zl－ZI－4＝yl－yト4
すなわち、原データについて前年同期との差分をとると季節変動調整後の系列にっいて
の差分が得られるのである。トレンドを除去するためにとられた差分を連続差分（con－
secutive　differencing）というのに対して、これを季節差分（seasonal　differencing）
という［Vandaele（1983），p．27およびr訳書』30ページ］。加納によれば、前年同期の
データを差し引くという方法による変換によって、季節的要因はうまく除去されると期
待されるという［加納（1982d），121ページ1。それゆえに、四半期利益の研究にあたっ
ては、季節差分をとることが是非とも必要である。もっとも、逆にいうと、年次利益の
研究においては、周期的な季節変動の問題は取りあげないでよいのである。
　以上においてみてきたように、分散を安定化してトレンドと季節的要因を除去するこ
とによって、非定常時系列データを定常的な時系列データに変換することができたCt　：’）。
したがって、もはや、変換によって得られた時系列データを、第3節で取りあげた三っ
のモデル、すなわちARモデル、　MAモデル、　ARMAモデルにあてはめることが可能
となったのである。ここで、「ある種の階差をとると定常過程となるような過程は、定
質非定常過程（homogeneous　non－stationary　process）と呼ばれる．」［高森（1984a），
40－41ページ］。そこでつぎに、原データがこの定質非定常過程であるという前提で、時
系列分析にとって非常に有用なモデルをみていくことにする。
（2）自己回帰和分移動平均（ARIMA）モデル
　いま、ある原データが定質非定常過程であり、その1階の階差がっぎのように表され
るとする［Vandaele（1983），　p．51およびr訳書』56ページ］。
　　　　　　tニzt　zし－1
そして、この1階階差系列が定常であるとしよう。そうすると、この系列を、すでに取
りあげた三つのモデルにあてはめることができる。しかし、ARモデルとMAモデルの
係数を適当に0としたものがARMAモデルと考えられ、　ARMAモデルが一般的モデ
ルといえる［加納（1982a），174ページ］。そこで、原データの1階の階差をとった系列
を、たとえばARMA（1，1）モデルにあてはめてみよう。すると、　Ztとz。．1がw。とw、，！
によつて置き換えられ、つぎのような式が得られる［Vandaele（1983）．　p．51および『訳
書』56ページ］。
　　　　　W、＝φiW．．1＋a、一θla，．1
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このように何階かの階差をとった後の系列をARMAモデルにあてはめることによって
得られるモデルをs自己回帰和分移動平均（autoregressive　integrated　moving　aver－
age，略してARIMA）モデルという。
　1階階差系列によってARIMAモデルを一般的に表現すると、つぎのようになる
［高森（1984），42ページ］。
　　　　　W、＝¢〉　IWt－t＋…＋φ・。W、，，＋a、一θ・a・－1－…一θ。a・一・，
そしてこのモデルは、とくにARIMA（p，　d，q）と表される。括弧内の記号はそれぞれ
つぎのようなことを意味している［Vandaele（1983），　p．51および『訳書』56ページ】。
　　　　　p＝自己回帰過程の階数
　　　　　d＝定常化するために必要な階差の階数
　　　　　q＝移動平均過程の階数
したがって、1階階差系列をARMA（1，1）にあてはめたモデルはARIMA（L1，1）
と表される。
　ここで、Vandaeleに従って、表記を簡単にするための数学記号とそれによるARI
MAモデルの表現を紹介しておこう［Vandaele（1983），　pp．52－54および『訳書』57－60
ページ］。
　まず、差分演算子（difference　operator）である。うえでは、1階の階差をw、＝zt
－z、一，と表現したが、このw、の代わりに，▽z．を使用する。そして2階の階差を
▽2z、，　d階の階差を▽dz、とするのである。また、四半期データの場合のような期間
4の1階の季節階差、すなわちZ．－z．．，は▽，Z、と表され、したがって、期間Sの
1階の季節階差は▽。Z．となり、これが2階の階差になると▽s2Z，となる。さらに、
季節階差と連続階差が組み合わされると、▽。D▽dz、というようになる。ここで、　Dは
季節階差の階数である。
　つぎに、ラグ演算子（backward　shift　operator）を取りあげる。ラグ演算子Bによ
ると、Z、－1はBz、、　Z、－2はB2z、と表され、一般的にはBkz、＝Z。．、と表現される。ま
た，差分演算子とラグ演算子の間には、つぎのような関係がある。
　　　　　▽Zt＝Zt－Zt＿1＝zt－BZt＝（1－B）Zt
つまり，▽＝1－Bである。
　差分演算子▽とラグ演算子Bを使用すると、すべてのARIMA（p，d．q）は、つぎの
ように表現される。
　　　　　φ（B）Wt＝θ（B）at
　　　　ここで、φ（B）＝1一φ1B－……一φpBp
　　　　　　　　θ（B）＝1一θ1B－……一一一θqBq
　　　　　　　　　・・一驚1：l
　Dopuch＆Wattsは、いくつかのプロセスをこのARIMA（p，d，q）のかたちで示し
ている［Dopuch＆Watts（1972｝，　p．186］。分かりやすいので、それを紹介しておこう。
なお、表記法は若干変えてある。
　　1。AR（1），z。＝φ1zt－！十aしは，ARIMA（1，0．O）
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　　2。AR〔2），zL＝φlz、－1十φ2zt－z十a．は，　ARIMA（2，0，0）
　　3．ARMA（2．1），　z，＝φlzし．1十φuzt－2十at－“θlat－1は，　ARIMA（2，0，1）
　　4．▽Zt＝φ1▽Zt－1十at．一θ1aし．1は，　ARIMA（1，1，　1）
　　5．▽zt＝・at一θlat，tは，　ARIMA（0，1，1）
　　6．▽zし＝a、は，ARIMA（O，1，0）
ここで、ARIMA（0，1．0）はランダムウォーク・モデルを意味している。また、φ1
＝1のARIMA（1．O，O）もランダムウォークである［Manegold（1978），p．34］。さら
に、平均回帰モデルは、定数をもったARIMA（O．O，0）ということができる［Mane－
gold（1978），　P．37】o
　うえのARIMA｛p，d，q）モデルをさらに季節変動を含むように拡張すると、っぎの
ような一般的な乗法型ARIMAモデルが得られる［Vandaele（1983），　pp．58－59およ
びr訳書』64－65ページ］。なお、Φは季節変動自己回帰パラメータ、θは季節変動移動
平均パラメータである。
　　　　　φ（B）Φ（Bs）Wt＝θ（B）0（BS）at
　　　ここで，φ（B）＝1一φ【B一φ2B2　一一……一φpBP
　　　　　　Φ（B：）＝1一Φ1Bs一Φ2B2s－……一ΦpBps
　　　　　　　θ（B）＝1一θ】B一θ2B2－……一θqBfl
　　　　　　θ（BS）＝1－eしB9’一θ2B2s－……－0，BQS
　　　　　　　　　Wt＝▽。D▽dz。
　この乗法型ARIMAモデルは、っぎのように表現することもできる。
　　　　　ARIMA（p，　d，　q）x（P，　D，　Q）、
　　ここで、P＝季節変動自己回帰過程の階数
　　　　　　D＝季節階差の数
　　　　　　Q＝季節変動移動平均過程の階数
　　　　　　s＝季節変動の周期
この表記法については、Vandaeieの訳書において例が示されている［Vandaele（1983），
　r訳書』＞i卜＞iiiページ】。ここでそのいくつかを取りあげ，それぞれのモデルがどの
ように表現されるかをみてみようU4｝。なお、理解を容易にするために、補足説明を付
け加える。
1．AR（2），　（1一φ】B一φ2B2）zt＝atは、　ARIMA（2．0，0｝×（0．0，0）o
　　　ここで、　（1一φ，B一φ2B2）Z。＝a、はzt＝φ，BZ、＋φ2B2Z、＋a、となり、
　　これはz、＝φ　rZ。．1＋φ　2z，－2＋a、である。
2．MA（1），　zt＝（1一θ，B）avは、　ARIMA（0．0，1）X（O，　O，O）o
　　　ここで、Z、＝（1一θ，B）a、はZ、＝a、一θ1Ba、となり、これはZ、＝a。
　　一θ1a、－1である。
3．ARMA（2，1），　（1一φ1B一φ，B2）zt＝（1一θ，B）atは、　ARIMA（2，0，
　　1）x（0，0。0）。
　　　ここで、　（1－一φ【B一φ2BZ）Zt＝（1一θrB）atはZt＝φrBZt
　　＋ip　2B　’2z、＋arθ，Batとなり、これはZ．＝φIZ、－1＋φ・Z・－2＋a・一θ　lat－1
　　である。
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4．ARIMA（2．1．1），　（1一φIB一φ2B2）▽z、＝（1一θIB）aしは、ARIM
　　A　〔2，1，1）x　（0，0，0）（］
　　　ここで、　（1一φ1B一φ2B2）▽zし＝（1一θ】B）a、は▽zし＝φIB▽zし
　　＋φ2B2▽Zt＋a、一θ1Ba、となり、これは　▽z、＝φ1▽z、－1＋φ2▽z、－2＋a，
　　一θla、，1である。
6．むすび
　本章では、業種平均年次利益がどのような時系列プロセスに従っているかにっいて研
究するために、時系列プロセスの統計学的整理を試みた。したがって、本章の課題は、
いわば本論文で報告される研究の到達しうる点をあらかじめ提示することであった。最
後に、前節までのそうした内容を要約し、本章のむすびとする。
　時系列分析においては、一組の時系列データから母集団の構造が把握され、その結果
にもとついて主として予測が試みられる。しかしそのためには、時系列データにっぎの
ような三っの仮定が要求される。
　　1．母集団の期待値は一定である。
　　2．母集団の分散はどの時点においても一定である。
　　3．自己共分散、自己相関は2時点の時間差のみによつて決定される。
これら三つの仮定によって要求される性質を定常性という。定常な時系列データは、直
感的には、一定の値の周囲を変動している。
　定常な時系列データにもとつく代表的な三つのモデルがある。自己回帰（AR）モデ
ル、移動平均（MA）モデル、混合自己回帰移動平均（ARMA）モデルの三っである。
　自己回帰モデルは、現在値が過去の値と撹乱要因とから決定されるモデルであり、こ
れを一般化すると、つぎのようになる。
　　　　　Zt＝φIZ。．1＋φ、Zい，＋……＋φ。Zt－，＋a・
これはAR（p）モデルといわれる。自己回帰モデルは、解釈・理解が容易であり、しか
も取扱いが簡単で実用上便利であるという。
　移動平均モデルは、現在値が当期と過去の撹乱要因から決定されるモデルである。そ
して、一般的な移動平均モデルMA（q）は、つぎのように示される。
　　　　　Zし＝at一θ】aL＿1一θ2aし＿2一邑・。・の・一θ、lat＿q
このプロセスの例としては、研究開発費の支出が何年間かにわたって売上高と利益に影
響をあたえるケースや、歴史的原価会計システムのもとで過去における固定資産価値の
変化が当期に認識されるケースがあげられている。
　混合自己回帰移動平均モデルは、自己回帰モデルと移動平均モデルの両方を含んでい
るモデルである。これを一般的に表現すると、つぎのようになる。
　　Z、＝φ、Z，．1＋φ，Z、．，＋一・・＋φ，Zい、，＋a、一θ，a、－1一θ・a・一・一……一θ・a・一・
このモデルは、ARMA（p，・q）と表される。　ARMAモデルは、比較的低い次数のp，
qによってかなり複雑なプロセスを説明できるので、実用的な意味で価値があるという。
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　AR（1＞モデルについては、いくつかの特殊なケースを考えることができる。すなわ
ち、φ1＝1、厳密には1φ、1＝1というAR〔1）モデルについては、パラメータの値
や撹乱項の分布上の仮定によって、ランダムウォークなど四つのモデルが区別されるの
である。しかしながら、厳密には区別されるとしても、会計文献では、一般にランダム
ウォークとマーティンゲール、趨勢項つきランダムウォークとサプマーティンゲールは，
同義語として用いられている。これらのモデルは定常性を有していない。これらのモデ
ルがあてはまる例としては、たとえば消費者による小型自動車の選好の売上高と利益に
たいする影響や吸収合併による利益にたいする影響があげられる。
　MAモデルにっいても、ゼロ次という特殊なケースを考えることができる。このゼロ
次のMAモデルで表現されるプロセスが、平均回帰プロセスである。平均回帰をもたら
すケースとしては、金銭的和解を伴う訴訟による損失のようなケースや、当期の売上高
の関数として将来の不良債権を見積るようなケースがあげられる。
　時系列分析にあたっては、時系列データに定常性が要求された。ところが、現実のデ
ータには定常性をそなえていないものが多い。そこで、非定常時系列データを定常時系
列データに変換するために、つぎのような処理がなされる。
1．分散を一定にするために、対数変換あるいは平方根変換を行う。
2．トレンドを除去するために、何階かの階差をとる。
3．季節的要因を除去するために、前年同期のデータを差し引く。
　原データが定質非定常過程であるとすると、何階かの階差をとることによって定常系
列となる。この定常系列をARMAモデルにあてはめることによって得られるのが自己
回帰和分移動平均モデル、すなわちARIMAモデルである。そして、たとえば1階階
差系列によってARIMAモデルを一般的に表現すると、つぎのようになる。
　　　　　W、＝φIW，－1＋…＋φ。W、．。＋a、一θ、aレ、一…一θ，a・一。
ARIMAモデルは、一般にARIMA（p，d，q）と表現される。さらに、差分演算子▽
とラグ演算子Bを使用すると、すべてのARIMA（p．d，q）はつぎのように表される。
　　　　　φ（B）Wt＝θ（B｝a、
　以上のようにして、本章においては、時系列プロセスはARIMA（p，d．q）モデルに
よって表現されることが明らかにされた。したがってっぎの課題は、特定の時系列デー
タをARIMAモデルで表す方法にっいて調べることである。より具体的にいうと、A
RIMA（p，d，q｝のp，d，　qの値を確認する方法を示すことである。ARIMAモデ
ル構築のための比較的簡単な方法がボックス＝ジェンキンス法（Box＝Jenkins　methodo1－
ogy）といわれる方法であり、っぎの第3章においてその内容を明らかにしていくこと
にする。
注
（1）厳密に言うと、これは弱定常性の条件である。弱定常性に対して強定常性という
　概念もある。強定常性の条件は、さらに、「系列上に任意の区間を考えたとき、そ
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　の中に含まれるすべての時点において、その統計的性質が他の同様な長さの区間と
　変わらないことを要求する」　［加納（1982b），101ページ］のであり、「時刻tl，t
　2，…，t，におけるr個の観測量の同時分布が時刻ti＋τ，t2＋τ．…，t，＋τにお
　けるr個の観測量の同時分布と同一であることを意味している．」［Harvey（1981）．
　p．23およびr訳書』25ページ］のである。そして弱定常性と強定常性という「2
　つの仮定は数学的な差こそあれ、実際のデータに対しては、ともに系列上のどこの
　区間を考えても他と顕著な差がないということを意味するものである．」［加納（198
　2b），101ページ］という。
（2）　しかしながら、実は必ずしも推定可能であるわけではない。「単一の時系列にお
　いて観測時間を十分長くとることにより、標本から計算される平均や自己相関関数
　で母集団の平均や相関係数が推定可能となるためには」、エルゴード定理が成り立
　　っていなければならないのである［加納（1982b），101ページ］。このエルゴード定
　理は、「時点間の差が大きくなるにつれ、2時点間の関連（相関）の程度が希薄に
　なっていく」ことを要求するものであり、自己共分散あるいは自己相関の値が減少
　　していかない時系列データは，エルゴード定理が成り立っていない［加納（1982b），
　　103ページ］。だが一般的には、定常的な確率過程はエルゴード性も有していると
　　いう［山本（1988｝，23ページ］。
（3）その結果、たとえば利益や収益率を生み出すプロセスが自己回帰やサブマーティ
　　ンゲールであるならば、利益の変化は移動平均の場合よりも企業価値にたいしてず
　　っと大きな影響をあたえるであろう、ということになるのである［Lookabi11（1978）．
　　P．725］D
（4）Zt，　z、一置，　z、－2，……．はt，　t－1，　t－2．・一…，という等間隔に得られた観測デ
　ータであり、系列の平均からの偏差を表している［Vandaele（1983），p．32および
　　r訳書』35ページ】。ここで、y，を原データ、その平均をμとすると、この等式は
　つぎのようになる［Vandaele（1983），p．33および『訳書』36ページ］。
　　　　　　yも＝（1一φ重）μ十φ1yヒ＿1十at
（5）AR（1）モデルにおける定常性の条件については、［山本（1988）　．25ページと27
　　ページ］［Harvey（1981），　PP．28－29およびr訳書』30－31ページ】［Vandaele（1983）・
　　pp．34－35および『訳書』37－38ページ］を参照のこと。また刈谷は、定常性条件に
　　関連して、AR（1）モデルについてはつぎのどちらかの仮定が必要となろうとして
　　いる。
　　　（a）無限の過去から出発しているという前提のもとに1φ1＜1を課す
　　　（b｝過去の一定時点から出発しているとみて、φは任意とする
　　そして、「小標本の場合が多い経済分析では、推定式の安定性と予測の目的から
　　（b）の立場も留保するのが適当である。」という［刈屋（1986），72－73ページ】。
（6）　AR（2）モデルにおける定常性の条件については、［山本（1988），30ページ］［Har－
　　vey（1981），　pp．29－32，およびr訳書』31－33ページ］を参照のこと。
（7）　AR（p）モデルにおける定常性の条件については、［加納〔1982c），123ページ］
　　［山本（1988），28ページ】［Harvey（1981），　p．32およびr訳書』33－34ページ］を
　　参照のこと。
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（8）一定の条件をみたせば、移動平均モデルMA（q）は無限次数の自己回帰モデルA
　　R（。。）として表現できる［山本（1988），40ページ】。これを反転可能性（inverti－
　bility）といい、そのための条件を反転可能性条件という。　M　A（q）モデルの反転
　可能性条件は、つぎのq次方程式のすべて（q個）の根の絶対値が1より大きいこ
　　とであり、自己回帰モデルAR（p）の定常性の条件と対応している［加納（1982a）61，
　　174ページ］［山本（1988）．43ページ】。
　　　　　　　1一θlt一θ2t2－・・。。・・一θgt［i＝0
　　　もし反転可能性条件がみたされていないと、「モデルの推定や予測のさいに問題
　　が生じる．」［山本（1988），43ページ］ことになる。したがって、「多くの場合は、
　　この条件が満たされていると仮定して議論が進められる．」［山本（1988），43ページ］
　　という。なお、本節で指摘するように、移動平均モデルはつねに定常的であるから，
　反転された自己回帰モデルもつねに定常的である［加納（1982c），124ページ］。
（9）実は、定常性をもっ自己回帰モデルも、当期の撹乱項と無限の過去の撹乱項の和，
　　すなわち本節で取りあげる無限次数の移動平均モデルとして、つぎのように表現す
　　ることができる［山本｛1988），25ページと28ページ］［Vandae！e（1983），　pp．35－37
　　および『訳書』40ページ】。
　　　　　　Z、＝a、＋φ，a、．、＋φt2a、．，＋φ13a，一．、1＋……
　　　この式から分かるように、自己回帰モデルにおいては、「当期の観測値z、は，
　遠く隔たった過去に起きたショックa、の影響を受けている」［Vandaele（1983），p．
　　37およびr訳書』40ページ］のである。
（10）　しかしながら、1θ，1＞1を認めてしまうと、「数年前に起こった出来事の方
　　がつい最近起こった出来事よりも今日の状況に大きな影響をもつと考えること」に
　　なってしまう。そこで、1θ，1〈1をみたす制約を課す必要がある。これがMA
　　（1）モデルの反転可能性条件である［Vandaele〔1983），　pp．42－43およびr訳書』46－
　47ページ］。
（11）　MAモデルの次数qが無限であるときには、定常性を確保するためにさらに条件
　　を設けなければならない。その点については、［山本（1988），38ページ］を参照の
　　こと。
（12）　これに対して、負の趨勢項をもつランダムウォークはスーパーマーティンゲール
　　とよばれる。Lorek，　et　a1．はつぎのように三つのプロセスの期待値の違いを示し
　　ている［Lorek　et　a1．（1981），p．100］。
　　　　　　マーティンゲール　　　　　　E（Y，＋11Y。，…，Y、）＝Y，
　　　　　　サブマーティンゲール　　　　E（Y、＋llY。，…，Y，）≧Y、
　　　　　　スーバーマーティンゲール　　E（Yし＋！lY。，…，Y，）≦Y。
　　　これによると、スーパーマーティンゲール・プロセスにおいては、一定の成長要
　　素δがδ≦0であり，そのことをラフに表現すれば負の趨勢項をもっといってよい
　　だろう。なお，Manegoldも同じような説明をしているが，スーパーマーティンゲ
　　ールではなくセミマーティンゲールという用語を採用している［Manegold（1978）．
　　pp．31－32］。
（13）Vandaeleは、時系列データが定常性をもつかどうかを知るための簡単な方法と
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　　して、時系列データを二つか三つの重複しない部分に分割してみると，それらが同
　　じような動きを示し、同じ平均と分散をもっているということを述べている［Van－
　　daele（1983），p．29およびr訳書』33ページ］。しかしながら、加納は、「変換後
　の系列の定常性を、理論的、統計的に判断することは困難である。」［加納（1982a），
　　176－177ページ］と指摘している。そして、したがって、「単純な操作だけで、変
　換後得られる時系列を定常とみなしてもよいのだろうかという疑問は、時系列解析
　　に対する批判の一っでもあり、たしかにこの統計的手法のもつ大きな弱点でもある。」
　　［加納（1982a），177ページ］としている。さらに刈屋も［刈屋（1986），68ページ］、
　変換された時系列データが、自己相関が時点の差のみに依存しているという定常性
　　の第三の条件を満たしているかどうかを調べることは困難である、と述べている。
　その理由は、「通常、経済構造の不変性を想定できる標本期間のデータ数は小さく，
　標本期間を分けて複数のρ、（k次の自己相関係数……森）の推定値を作るとその
　推定値は不安定になりやすいからである。」という。
（14）本論文の関心テーマである年次利益からは離れるが、季節性をもったデータにっ
　　いては、つぎのような例が示されている。
　　　・（1一φ且B）　（1一ΦiB4）zt＝a、は、ARIMA（1，0．0）x（1，0，0）4
　　　・▽2▽12zt＝（1一θ1B12）atは，　ARIMA（O，　2，0）×（O，1．1）12
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第3章 ボックス＝ジェンキンス法による時系列モデルの同定
1．はじめに
　前章において、すべての時系列プロセスを自己回帰和分移動平均（autoregressive
integrated　moving　average，略してARIMA）モデルによって表現できるというこ
とが示された。時系列データは、すべて、ARIMA（p．d，q）によって表すことができ
るのである。そして本研究は、7業種それぞれについて6種類、合計42種類の年次利益
時系列データがどのような時系列プロセスに従っているかを明らかにしようとしている。
したがって、本研究の課題は、結局のところ、個々の時系列データをARIMA（p，d，q｝
モデルで表現し、そのp，d，　qを確認することなのである。
　本研究は、ARIMA時系列モデルの構築の方法として、ボックス＝ジェンキンス法
（Box・Jenkins　methodoiogy，以下においてはB＝J法と略す）を使用する。この方法
は、1970年にBoxとJenkinsが彼らの著書のなかで一連の諸段階を一つに統合したかた
ちで初めて提唱したものであり［Vandaele（1983），p。62およびr訳書』67ページ］、し
たがって一般にボックス＝ジェンキンス法（B＝J法）といわれている。
　B＝J法によって過去の年次利益データをモデル化してその時系列特性を明らかにし
たものには、Dopuch＆Watts［1972］による研究、　Watts＆Leftwich［1977］による研
究、Albrecht，　Lookabill＆McKeown［1977］による研究などがある。これらは初期の
代表的な研究であり、本章においてもその研究結果の一部が紹介される。また、四半期
利益を取りあげた初期のものとしては、Lorek．　McDonald＆Patz［1976］による研究、
Foster［1977］による研究、　Brown＆Rozeff［1979］による研究、　Lorek，　Icerman＆
Abdulkader［1983］による研究、　Lorek＆Bathke［1984］による研究などがある。また
月次利益を取りあげたものとしては、Kinney［1978］による研究がある。
　本章においては、モデルの同定（identification）、パラメータの推定（estimation）、
診断チェック（diagnostic　checking）というB＝J法の一連のプロセスのうち、とく
に同定段階に焦点をあてて説明していく。本研究は、予測を直接の目的としているわけ
ではなく、業種平均年次利益の時系列的な動きがどのようなプロセスに従っているかを
記述的に調査しようとしている。言い換えると、ARIMA（p，d，q）モデルのp，　d，
qを確認することが本研究の課題なのである。B＝J法では、　p，　d，　qを暫定的に確
認する段階を同定とよび、パラメータの推定と診断チェックを行ったうえでモデルとし
て確定する。したがって、B＝J法自体にっいての説明であればともかく、そうではな
いのであるから、推定と診断チェック、言い換えるとパラメータを推定してそのあては
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まりの良さをチェックするというようなことについての説明は、省略することができる
であろう。
　次節においては、B＝J法の特徴を指摘したうえで、　B＝J法の一一連のプロセスを紹
介する。第3節においては、データのプロットと定常性の確保の方法についてみていく。
B＝J法は、まずデータを図中にプロットすることから始められ、そのうえで定常性を
確保するためのいくつかの方法が適用されるからである。そしてB＝J法では、得られ
た定常性を前提として、時系列モデルの同定がさらに進められていくことになる。そこ
で第4節においては、定質非定常時系列データを前提として、自己相関関数と偏自己相
関関数を用いて同定するための手順の概要を把握することにする。第5節においては、
BニJ法による年次利益時系列モデルの同定について、過去の研究結果のいくっかを紹
介することにしよう。ただし、あくまでも例示のために企業別分析の結果を示すのであ
って、本研究で対象とする業種平均利益の分析結果ではない。そして最後の第6節にお
いては、第5節までの説明を要約し，本章のむすびとする。
2．ボックス＝ジェンキンス法の特徴とプロセス
　B＝J法の一つの特徴は、回帰分析法などのように前もってパターンを特定しておく
のではなく、データにあてはまる暫定的なパターンを仮定して始められるということで
ある［Wheelwright＆Makridakis（1980），p．172］。この暫定的なパターンが正しいかど
うかを分析者が判断できる方法を、B＝J法は提供するのである。　B＝J法に従って、
分析者は、一定の段階をふみながらも試行錯誤を繰り返しつつ、最も適当なモデルが確
定するまで手作り的にいくっかの段階を繰り返すことになる。高森の表現を借りれば、
B＝J法によると、「現実に観察された時系列データから、経験的に、適切なモデルを
模索し、構築していくという帰納的（inductive）な作業」［高森（1984b），158ページ］
を実施する。B＝J法は、時系列モデルの確認と予測のためのヒューリスティックな統
合化された方法なのである。
　B＝J法の手順について、BoxとJenkins自体は図表3－1のような図を示している
［Box　＆　Jenkins（1980），　P．19］。
　BoxとJenkinsによれば［Box＆Jenkins（1980），　pp．18－19］、まず、現在の目的のた
めに有用な種類のモデルが検討される。しかし、それではデータにあてはめるには広す
ぎるので、それらの一部分を同定するためのラフな方法が実施される。この同定段階で
は、モデルのパラメータの予備的推定も行われる。っぎに、試験的に考えられたモデル
がデータにあてはめられ、のパラメータが推定される。同定段階で得られたラフな推定
値が初期値として利用される。診断チェックは、適合性の欠如の発見と原因の診断を目
的としている。もし何らかの不適切が発見されたならば、適当なものが発見されるまで，
同定、推定、診断チェックの繰返しが行われる。
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図表3－1　モデル・ビルディングのための繰返し法における諸段階
一般的種類のモデルの仮定
試験的に考えられるべき
　　　　　　　モデルの同定
試験的に考えられたモデルの
　　　　　パラメータの推定
診断チェック
　　　　（モデルは適切か）
No Yes
予測あるいは統制のための
　　　　　　モデルの利用
出所：Box＆Jenkins（1980），　P．19
　BニJ法については、Vandaeleが、うえの図よりも分かりやすく、図表3－2のよ
うに示している［Vandaele（1983），p．63およびr訳書』68ページ、ただし一部分を省
略した】。
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図表3－2　ボックス＝ジェンキンス法の流れ図
データ入力
同じ時間間隔（日，週な
ど）で観測された観測
値系列
同定 「一一一一一一一 一一一一一一
！　　　　　　　　　　　　　　　　　I戟@データのプロット　l
L＿＿＿＿＿＿ ＿＿＿＿＿＿一」
1
「一一一一甲一一艸、　　　　　1 「一鞠『一一一一一一一耳一句一一『卿『一一 P
基本系列
ｩ己相関の
1　定常性　I　　　　　llどのような1 　　差分系列
ｷ分系列の自己相
?
　　　　モデルの同定　　　　1
K要とされるモデルの型を特定1
，
計算
1
障分が必劇1かを決定　冨　　　　　1L＿＿＿＿＿一＿＿」 関と偏自己相関の
v算 「
i権鑓自己欄と偏自己iL＿＿＿＿＿＿＿＿＿＿＿
1
＿＿＿＿＿＿＿＿」
推定
8「■一需響一一 一一一一u 「一一一一一『一一一一u1新しいモデル 1 1モデルのチェック1 パラメータの推定
1いかなる修正がi凸i・デル・適切・?? パラメータの推定値?必要かを決定 1 1 1 とあてはまりの良さ
1
し＿＿＿＿＿＿＿一＿＿」
2 1し＿＿＿＿＿
＿＿＿＿＿」
1 を示す統計量の計算
YES
予測
「噂一一餉璽哺 陶一一一『一一u11　　予1いかなる刊llを行う測
??
r層一一一「P判」＿＿＿＿」断1
1かを決定1」＿＿＿＿＿＿
＿＿＿＿＿＿＿J
??
?
測
出所：Vandaele（1983），　p．63およびr訳書』68ページ
3．データのプロットと定常性の確保
本節では、時系列データの定常性を確保する方法を説明するために、まず、時系列デ
　　　　　　　　　　　　　　　　　　　　　　ー44一
一タのばらつき具合（分散）の変化を除去する方法を取りあげる。分散の除去によって、
非定常時系列データが定質非定常時系列データに変換されることになる。ここで「定質
非定常」とは、階差をとると定常性が確保されるということを意味している。っぎに、
その定質非定常時系列データを前提として定常時系列データへの変換について説明する。
具体的には、時系列データの階差をとるという問題をみていくことにする。
　時系列モデルの構築の第一歩は、時系列データを図中にプロットすることである。
Fos七erによれば［Foster（1978），　pp．234－235および『訳書』128，130ページ］、デー
タのプロットは、第一にデータの誤りや異常値のチェック、第二に系列の構造変化のチ
ェック、第三に非定常性のチェックをすることができるという。第一のチェックにっい
ては、たとえば「データの中の特異値が実際の観測値なのかそれともキーパンチミスの
ような不注意なミスによるものかどうか」を判断するうえで役立ち、不注意によるもの
であれば修正することになる［Vandaele（1983），　p．124およびr訳書』136ページ］。第
二の系列の構造変化は、たとえば合併や事業系列の変更から生じ、分析対象としている
期間中にデータの動きが「明らかに変化している場合には、それらに同一のモデルを想
定することは望ましくなく、期間を分割して分析を行うべきである。」［山本（1988），100
ページ］のである。第三の非定常性のチェックであるが、とくに「分散の非定常性のよ
うな自己相関関数や偏自己相関関数の形状からは発見することが難しい非定常性の原因
を明らかにできるかもしれない。」［Vandaele（1983），　p．124およびr訳書』136ページ］
という。トレンドのような原因は自己相関関数によって示されるが、分散の非定常性の
ようなものは、「一般にはプロットを見て知るよりほかに方法がない」［Vandaele（1983｝，
p．64およびr訳書』136ページ］という。このように、時系列データのプロットは、時
系列分析にとって、初歩的ではあるが重要な役割を果たすのである。
　時系列データのプロットによって誤りや異常値、構造変化、非定常性のチェックが行
われたならば、非定常時系列データを定常時系列データに変換しなければならない。時
系列分析においては、時系列データに定常性という条件が必要とされているのである。
B＝J法は、この定常性を確保するための方法を提供しており、それがB＝J法の一つ
の長所でもある［De　Moville（1978）。　p。39］。この点は、大部分の経済時系列データが
非定常的である［Manegold（1978）．p．15］がゆえに注目される。
　時系列データの非定常性は、っぎの三っの原因によって引き起こされる［山本（1988），
104ページ］。
　　　①ばらつき具合（分散）の変化
　　　②データの水準（平均）の変化
　　　③季節性
そこで、以下において説明するような一連の手続きがとられることになる。こうした手
続きを経ると、非定常的な時系列データは、定常性の仮定を満たすように変換されたこ
とになるのである。B＝J法における同定の段階は、ばらつき具合すなわち分散の安定
化が前提とされており、データの水準すなわち平均の変化や季節性による非定常性の処
理も含んでいる。
　まず、ばらつき具合すなわち分散が変化することによる非定常性を克服するために、
分散を安定化しなければならない。一般には、「データのばらつきが、時と共に増大し
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たり減少したりしている時は、………対数変換を行うことにより、分散を標本期間内で
均一にできることが多い．」［山本（1988），107ページ］という。しかも、Box・Cox変換
をより細かな調整のために用いることができるが、　「通常の分析では対数変換で間に合
わせることが多い．」［山本（1988），107－108ページ］とのことである。また、変換法と
して平方根変換もあり、Vandaeleによれば、「実際上、適当な変換としては対数変換
と平方根変換に限定してもよい。」［Vandaele〔1983），p．20およびr訳書』22ページ］
という。
　分散安定化のための変換を、②平均の変化や③季節性の除去のための変換より前に行
うことには、理由がある。②や③のための変換は、後述するように、隣接する時点のデ
ータの差をもとめることによって行われる。したがって、マイナスのデータになる可能
性がある。ところが、マイナスのデータについては、対数変換や平方根変換を実施する
ことは不適当なのである。初めに分散安定化のための変換を行う「大きな理由の一っは、
差分データには、まさにその性質上、マイナスの値が多く現われ、不必要な専門的方法
を導入しないと対数変換や平方根変換はできないからである。」［Vandaele〔1983），p．29
およびr訳書』32ページ］なお、多くの収益性系列のような一部の会計時系列データは，
マイナスの値をとりうるので、そのままでは必ずしも変換することができない［Foster
〔1978），p．ll3および『訳書』130ページ］。
　っぎに、データの水準すなわち平均の変化の処理についてみてみよう。現実の世界で
は、大部分のビジネス上のあるいは経済的な時系列データはトレンドや長期の振幅を含
んでいる［Granger（1980），　p．65］。ここでは長期の振幅も含めてトレンドと総称してお
くが、B＝＝J法は、トレンドを推定しようとするのではなく、時系列データを発生させ
る確率過程のなかに「トレンドの構造を組み入れ、それをモデル化することによってト
レンドを処理することを狙う．」のである［溝口・刈屋（1983）．119ページ］。
　トレンドの処理のために、B＝J法においては差分法とよばれる方法が採用される。
Vandaeleによると、「経験的に、差分法は、多数のビジネスおよび経済時系列データ
における確率的トレンドをモデル化する際にきわめて有効な方法であることがわかって
いる。」［Vandaele（1983），　p．21および『訳書』23ページ］という。
　B＝J法では、まず、隣接する時系列データの差が計算され、その差の系列が新しい
時系列データとなる。原時系列データにっいて差を一度計算してえられるその差は、1
階の階差あるいは1階差分とよばれる。1階の階差をとって新しい時系列データがえら
れることを示したのが、図表3－3である［Wheelwright＆Makridakis（1980），p．181】。
これによって、階差がとられることによってトレンドが除去されることが分かる。
　この例においては、オリジナル・データにランダム性がないので、1階の階差による
新しい系列は定数となっており、もしトレンド以外のランダム性などのパターンが存在
するならば、階差をとることによって、それらのパターンに影響を与えることなくトレ
ンドを除去しうるのである［Wheelwright＆Ma㎞idakis（1980），p．181］。この例の場合
新しい系列は定数であって現実にはほとんどありえないが、原時系列データの分析やそ
れにもとつく予測などには有用な新しい時系列データがえられたことは、この図表によ
り直感的に理解できる。オリジナル・データは2ずっ増加していくような時系列であり、
ある時点のデータに2を加えることによって、そのっぎの時点のデータを容易に予測で
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図表3－3　線形トレンドをもつデータとその1階の階差
データ 1階の階差 新しい系列
???? ? ?　4－
　6－
　8－
10一
（????＝＝＝＝?
12－10＝2
???
出所：Wheelwright＆Makridakis（1980），P．181
きるのである。定常性という条件はパラメータの見積りの範囲を限定することになる
［Manegold（1978），　pp．20－21］。このように階差をとることによって定常性が確保され，
時系列特性を把握したり予測を試みたりするうえで、有用な新しい時系列データがえら
れるのである。
　分散を安定化するために対数変換を行ったうえで、そのデータについて1階の階差を
とると、そこにえられる時系列データは前期の値からの変化率あるいは成長率を意味す
ることになる［高森（1984a），108ページ］。ここで原時系列データをz、’、その対数変
換された値をz，で表現すると、1階の階差がとられた時系列データはつぎのように表
される。
　　　　wt＝zt－zL＿1＝logezt’－109ezt＿1’
　　　Zし　　　　　　　　　　Zt　－Zt＿1
＝109e－＝log．　1　十
　　　　り　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　’　　　Zし＿1　　　　　　　　　　　Zt＿！
　　　　　　’　　　　　　　　　　　り　　　　　　Zし　一Zし一l
　　　　　　Zt＿星，
山本によれば、多くの経済データは一定の変化率（成長率）の周囲を変化しており、し
たがって、「対数変換と1階の階差の組み合わせが、定常化に有効であることが多い．」
という［山本（1988），108ページ1。
　1階の階差をとってもトレンドが存在してデータを定常化できないときには、新しい
時系列データについて、さらにもう一度階差をとることになる。こうしてえられるもの
が2階の階差あるいは2階差分である。3階以上の差分にっいても、同じように考えて
いくのである。
　時系列データが一次のトレンドをもっているときには、すでにみたように、1階の階
差をとることによってトレンドを除去できる。しかし、データが二次のトレンドをもっ
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ている場合にはそれだけでは除去できず、さらに階差をとる必要がある。それでも除去
できなければ、そのうえの階差をとることになる（’）。結局、「データが一次のトレン
ドをもっならば1階の階差、二次のトレンドをもつならば2階の階差というように、何
階かの階差をとることにより多項式のトレンドを除去する。」［加納（1982a），176ページ］
のである。
　何階かの階差をとるといっても、それほど高い階差が必要とされているわけではない。
B＝J法においては、年次経済データについては2階を越える階差をとることはないと
されている［Manegold（1978），　p．17および溝口・刈屋（1983），119ページ］。また山本
によれば、「一般的に経済データの場合は1階の階差で十分」［山本（1988），105ページ］
であるという。いずれにせよ、年次利益を取りあげて時系列分析をするためであれば、
1階あるいはせいぜい2階までの階差でよいようである。
　ばらっき具合すなわち分散とデータの水準すなわち平均との変化を除去できても、依
然として、変換後の時系列データに周期性が存在することがある。加納によれば、「幸
いにも、経済時系列の場合、経験的にいって、このような周期要因は季節性だけである
といわれている。」［加納（1982d），121ページ］という。そこで、この季節性も除去され
なければならない。
　季節的要因を除去するためには、B＝J法においては季節差分をとるという簡単な方
法が採用される［Vandaele（1983），pp．25－29およびr訳書』28－32ページ，加納（1982d）．
121ページ］。たとえば四半期データについては、前年の同一四半期のデータとの階差を
とり、月次データについては前年の同じ月のデータとの階差をとるのである。B＝J法
においては、トレンドの処理と同じように、季節性についても階差をとることによって
処理しようとするのである。なお、年次利益研究の観点からは、季節性の除去という問
題は考えないですむので、処理がそれだけ簡単である。
　さて、階差をとることによって原時系列データが定常化されたならば、その新しい時
系列データを、一般的モデルであるARMAモデルにあてはめることができる。この結
果えられるモデルがARIMAモデルである［日本銀行調査統計局（1985），181ページ］。
ARIMAとは，　autoregressive　integrated　moving　averageの略であり，　A　R　I　M
Aモデルは自己回帰和分移動平均モデルとよばれる。
　ところで、「ある種の階差をとると定常過程となるような過程は、定質非定常過程
（homogeneous　non－s七ationary　process）と呼ばれる。」［高森（1984a），106－107ページ］
ここで、ある原データが定質非定常過程であるとすると、その1階の階差はつぎのよう
に表現される。
　　　　　Wt＝Zし一Zt＿1
これを変形すると、つぎのようになる。
　　　　　Z，＝（Zt－Z、．1）＋（Z。．1－Zt．，）＋……＝W1＋W・＋……
wしがARMAモデルにあてはめられるのであるから、　z、はintegrated　ARMAモデ
ルであり、一般に、ARIMA（p，d，q）と表される［日本銀行調査統計局（1985），181
ページ〕。ここで、dは階差の階数、　pはAR部分の次数、　qはMA部分の次数を意味
している。定質非定常過程である原時系列データをモデル化したものが、ARIMA（P・
d．q）モデルである。
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　p，d，　qの同定のうちで最も重要なのは、定常化するために必要な階差の階数であ
るdである。Gottmanによれば、その理由は、階差をとることによって過剰差分してし
まう（overdifference）可能性があるからであって、過剰差分は、変換された系列に疑
似的な意味のないパターンをもたらすという［Gottman（1981），　p．262］。
　それでは、定常化されたかどうかは、どのようにして確認するのであろうか。その方
法には、つぎの二つがある［山本（1988），107ページ］。
　　①直感的には、データをプロットし、それをみることによって判断する。
　　②一般的には、標本自己相関が次数が大になるつれてスムーズに0に収束していく
　　　かどうかによって判断する。
もし、　「自己相関関数がゆっくりとしか消えて行かないために、自己相関が大きなラグ
においてさえ非ゼロのまま残る」〈z｝ときには、さらに差分をとることが適当である［V
an－daele（1983），　p。66およびr訳書』72－73ページ］。また、過剰差分してしまう場合
もある。そのときには、定常時系列から別の定常時系列を作り出し、いっそう複雑なモ
デルをえることになる。ただ、「幸いにも、多くのケースでは自己相関関数をみれば、
データの過剰差分をとっているかどうかが明らかになる。」という［Vandaele（1983），p．
67および『訳書』74ページ］。
　以上においてみてきたように、非定常時系列データを定常化するためには、比較的簡
単な変換をするだけでよい。変換された時系列データについては、「変換後の系列の定
常性を、理論的、統計的に判断することは困難である。」［加納（1982a），176ページ］と
の指摘もある。しかし、第4節においては、簡単な方法によってそれを定常化すること
が可能であると考え、B＝J法による定常時系列データの同定の手順について、さらに
みていくことにする。
4．ボックス＝ジェンキンス法による同定の手順
　前節で述べたように、非定常時系列データにたいして対数変換や平方根変換を行うこ
とによって，定質非定常時系列データがえられる。この定質非定常データをモデル化し
たものが、ARIMA（p，d，q）モデルである。定質非定常時系列データは、一定の階差
をとると定常過程に変換され、そこで初めて時系列分析が可能となる。言い換えると、
その段階では定常時系列データになっているので、ARモデル、　MAモデル、　ARMA
モデルを適用して、その時系列プロセスを説明することができるのである。B＝J法の
第一段階は、定質非定常時系列を前提として、定常化するために必要な階差の決定、お
よび、定常化されたあとで適用されるARMAモデルのAR部分とMA部分の次数の決
定である。BニJ法による「モデル・ビルディングの第一段階は、同定（identifica－
tion）とよばれ、それはp，　d，　qの次数の決定を意味している。」［Go七tman（1981），P．
262】。そして、Wheelwright＆Makridakisによれば、適切なモデルの同定がB＝J法
の最も難しい部分であると言うのは、誇張ではない。」［Wheelwright＆Makridakis（1980），
p．180］という。
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Gottmanは、　p，　d，　qを同定するための手順を、図表3－3のように示している
［Gottman（1981｝，　P．262］。
図表3－4　ARIMA（p，d．q）モデルのp，d，qを同定するための
　　　　　フローチャート
ステップ1　階差系列がつぎのようになるような階差dを選択する
　　　　　　　1．一定値の上下を変動する
　　　　　　　2．時間に無関係の分散を有する
　　　　　　　3．時間に無関係の自己共分散を有する
　　　　　　　4．ラグN／5の後に消失するACF（自己相関関数）を有する
　　　　　　　　　　　　　　t／6　　　　　　dの関数としてのΣr2K，、を計算し，　dの最小値が発生する点に
　　　　　　　　　　　　　　k＝〔，
　　　　　　注意する
←
←
ACFがqより大きなラグ以降
切断されているか？
Yes→そのモデルは
IMA〔0，d，q）である
↓No
PACF（偏自己相関関数）が
pより大きなラグ以降切断され
ているか？
Yes→
そのモデルは
ARI（p，d，0）である
↓No
プ嚇討せよ・ @二二二二二三」
←
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ステップm　ACFのどれだけの項が異常であるか（すなわち，指数的減少と
　　　　　　減衰的サイン曲線との混合でないか）？　ACFにおける異常項
　　　　　　の数はq－pである。PACFにおける異常項の数はp－qであ
　　　　　　る。
出所：Gottman〔1981），P．262
　ステップ1とは階差dを同定することであり、その目標は時系列を定常的なものに変
換することである［Go七tman（1981），　p．262】。ただ、変換後の時系列が定常的であるか
どうかは、標本自己相関が次数が大になるつれてスムーズに0に収束していくかどうか
によって判断されるが、その定常性を理論的、統計的に証明することは困難である。ス
テップHは、MA（q）モデルかAR（p）モデルの場合に用いられ、階差をとられたデータ
について、もしACFがラグqの後で急激に切断されるならばMA（q）モデルであり、
PACFがラグpの後で急激に切断されるならばAR（p）モデルである［Gottman（1981〕，
p．264】。ステップmではARIMA（p，　d，　q）モデルへとすすみ、そこでは、　ACFにお
ける異常項の数は（q－p）であり、PACFにおける異常項の数は（p－q）であるとい
う　 ［Gottman（1981）．　P．264】。
　ステップ1は、定質非定常時系列データを定常時系列データに変換することを目的と
している。このステップ1は、前節において取りあげられた。ステップllとステップm
については、うえの一連のプロセスをみて分かるように、自己相関関数と偏自己相関関
数が重要な役割を果たしているaこの二つの関数の形状をみて、pとqを選択するので
ある。
　Vandaeleは、　A　Rモデル、　MAモデル、　A　RMAモデルという三つのモデルの自己
相関関数と偏自己相関関数について，図表3－5のようにまとめている［Vandaele（1983），
p．94およびr訳書』103ページ】。
図表3－5　三つのモデルの自己相関関数と偏自己相関関数
モデル 自己相関関数 偏自己相関関数
AR（p｝　徐々に消滅
M　A　（q｝　ラグqの後で切断
ARMA（p，q）　徐々に消滅
ラグpの後で切断
徐々　に消滅
徐々に消滅
出所：Vandaele（1983），p．94およびr訳書』103ページ
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　ここで分かるように、自己回帰モデルと移動平均モデルとでは、自己相関関数と偏自
己相関関数の形状が反対になっている。Wheelwright＆Makridakisは、　pとqの同定
の方法について、要約的にっぎのように述べている。「一般的ルールとして、自己相関
が指数的にゼロに下落するときには、このことはARモデルを意味しており、その次数
は、ゼロから有意に離れている偏自己相関の数によって決定される。もし偏自己相関が
指数的にゼロに下落するならば、そのモデルはMAであり、その次数は統計的に有意な
図表3－6 5種のモデルの自己相関と偏自己相関
モデル
?
徴
AR（1）
自己相関：幾何級数的減衰．（a）もしφ1＞0であれば正の領域．
（b）もしφ1＜0であれば負の領域で始まり，その後符号が交互に入
れ替わる．
偏自己相関：次数1の所でスパイク，2次以上は切断されて0であ
る．（a）もしφ1＞0であればスパイクは正であり，（b）もしφ監く0で
あればスパイクは負である．
AR（2）
自己相関：幾何級数的または振動的減衰．具体的パターンはφ1，
φ2の値に依存して4種存在すると考えられる．
偏自己相関：次数1および2においてスパイ久3次以上は切断さ
れて0．
MA（1）
自己相関：次数1の所でスパイク，2次以上は切断されて0，（a）も
しθ，〈0であればスパイクは正であり，（b）もしθ、＞0であればスパ
イクは負である．
偏自己相関：幾何級数的減衰．（a）もしθ，＞0であれば負の領域．
（b）もしθ1〈0であれば正の領域で始まり，その後符号が交互に入れ
替わる．
MA（2）
自己相関：次数1および2においてスパイク，3次以上は切断され
て0．
偏自己相関：幾何級数的または振動的減衰．具体的パターンはθ、，
θ，の値に依存して，4種存在すると考えられる．
ARMA（1，1）
自己相関：次数1から幾何級数的減衰．（a）ρ（1）の符号は（φ1一θ，）
の符号と同一となる．（b）もしφ1＞0であればすべてのρ（k）の符
号は同一，（c）もしφ1〈0であればρ（k）の符号は交互に入れ替わ
る．
偏自己相関：次数1から幾何級数的減衰．（a）iPII＝ρ（1）である．
（b）もしθ，＞0であればiPkkはすべて同じ符号，（c）もしθ，〈0であ
ればφkkの符号は交互に入れ替わる．
出所：山本（1988），95ページ
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自己相関の数によって決定される。自己相関と偏自己相関の両方が指数的にゼロに下落
するときには、そのモデルは混合ARMAモデルである．」［Wheelwright＆Makridakis
（1980），　pp．181－182］。
　山本は、さらに詳細に、主要な五つのモデルの自己相関と偏自己相関にっいて、図表
3－6のように示している［山本（1988），95ページ］。
　偏自己相関がゼロであるかどうかを調べるためにも、φ、k／1レトNというt値が計算
される。自己相関の場合と同様に、それを有意水準の臨界値と比較し、t値が臨界値と
同じか越えていればφkk・　Oという帰無仮説が棄却されるのである［山本（1988），92－93
ページ］。言い換えるならば、φkkが1／ルートNの±2．0以上であれば、そのラグの偏
自己相関係数はゼロではないと判断される［高森（1984b），163ページ1。そのラグの偏
自己相関係数の値が存在しているのである。偏自己相関係数についても、その形状を調
べるとともに、それぞれのラグについてt値と比較することが要求される。
　このように、B＝J法では、自己相関関数と偏自己相関関数の形状を判断することに
よってARIMAモデルのp，　d，　qを同定する。幸いなことに、社会科学の分野にお
いては、これらの値は大きくない。dすなわち定質非定常過程を定常化するための階差
がせいぜい2階までなのである。それは、pとqについても同様である。　Vandaeleは、
「多くの社会科学時系列データにおいて、ARIMAモデルの階数は一般に小さく、ほ
とんど0ないし1であり、まれに2となる程度である。」［Vandaele（1983），　p．62およ
びr訳書』69ページ］と述べ、経済やビジネスの時系列データが単純な構造を有してい
ることを指摘している。またGottmanは、季節性をもたない教育および社会科学の9
5の時系列データのうち82％がp，d，　q≦1であることを紹介し、観察数が少ない
ときにはパラメータの数が少ないモデルほど有用であると述べている［Gottman（1981），
pp．256－257］。
　パラメータの数については、節約の原理（principle　of　parsimony）という考え方が
ある。これはパラメータの数は少ないほうが望ましいという考え方で、この原理の実際
的な有効性は立証されており、現在では広範に受け入れられているという［山本（1988），
93－94ページ］。またGrangerによれば、複雑なモデルよりも簡単なモデルを選好する
のは、多くのパラメータをもっモデルよりも少ないパラメータをもつモデルのほうが満
足できる推定がなされるという実用的な理由からであるという［Granger（1980），　p．65］。
　しかしながら、同定プロセスが単純であるわけではない。「標本自己相関や標本偏自
己相関は、決して理論的な自己相関や偏自己相関とは一致しない．」［Vandaele（1983），
P。64および『訳書』70ページ］のであり、そこで、自己相関関数と偏自己相関関数の
形状から同定するためには、多くの判断が必要とされることになる。同定プロセスは決
して自動的なものではなく、かなりの注意と経験が要求されるのである［Gottman（1981），
P．258］。Vandaeleは、「同定という段階の目的は、正しいモデルを完全に特定化するこ
とではなくて、次の段階以降で真剣に評価されるべきモデルの数を絞ることに過ぎない」
［Vandaele（1983）．　p．　I　l2およびr訳書』123ページ］とさえ述べている。したがって、
またGrangerは、単一のモデルを選択することができないときには、考えられるすべ
てのモデルを保留しておくべきであるとしている［Granger（1980），P．65］。
一53一
5．ボックス＝ジェンキンス法による年次利益時系列モデルの同定結果の例
　それでは、年次利益の時系列特性に関する過去の研究においては、B＝J法によって
パラメータがどのように同定されているのであろうか。過去の研究結果のいくっかを紹
介することにしよう。なお、パラメータの同定結果に焦点をあてるので、個々の研究の
詳細については省略することにする。また、ここで紹介する結果は、前節の最後で述べ
た暫定的なものではなく、パラメータの推定、診断チェックを経て確定したモデルにっ
いてのものである。前節では、パラメータを正しく同定する原則的方法について説明し
たのである。さらに、ここで紹介する研究結果は、個別企業の年次利益時系列データに
B＝J法を適用したものであり、本研究が対象としている業種平均値ではないことに注
意しなければならない。
　まず、Dopuch＆Watts［1972］の研究を取りあげてみよう。Dopuch＆Wat七sは、個
別企業の利益の時系列特性を減価償却方法の変更の前と後で比較することにより、減価
償却方法の変更という会計方法の変更の重要性を検討した。かれらは、鉄鋼業11社の
減価償却方法の変更前約30年間、変更後11～14年間（1社だけ21年間）、およ
び全期間の純利益と収益率について、B＝J法によってその時系列的な動きをモデル化
した。その全期間の純利益と収益率について同定した結果は、図表3－7の通りであっ
た［Dopuch＆watts（1972），　pp．188－189，ただし原表の一部だけを集計して作成した】。
図表3－7　　Dopuch＆Wattsによって同定されたモデルの数
　　純　利　益
（p，d，q）モデル　　社数
　　　収　益　率
（p，d，q）モデル　　社数
?????? ??? ???
出所：Dopuch＆Watts（1972），　PP．188－189
　この結果は、自己回帰モデルが支配的であり、階差をとることは一般的にはなかった
ということを示している［Manegold（1978），　p．56］。こうした傾向は、減価償却方法の
変更前と変更後のそれぞれのモデルについても、同様に示されている［Dopuch＆Watts
（1972），PP．187－188］。　Dopuch＆Wattsの研究においては、鉄鋼業における自己回帰モ
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デルの優位性が明らかにされているのである。
　Dopuch＆Wattsは、自分たちの研究の問題点を二つあげている［Dopuch＆Watts
（1972），pp．190－192］。その第一は、信頼できる結果をえるためにはB＝J法は50位
の観察数が必要［Box＆Jenkins（1980）．P．18］であるにもかかわらず、かれらの研究
における観察数はそれよりも少なかったということである。第二は、減価償却方法の変
更の前と後とで同じ期間にわたって利益を観察すべきであったということである。ま
たShalchiは、観察数が少なかったということと、たった11社ではサンプル数が小
さくて、厳格に結果をテストすることは困難であるということの二っを弱点としてあげ
ている［Shalchi（1981）。p．44］。
　っぎに、Watts＆Leftwich［1977］による同定の結果を取りあげてみよう。かれらの
研究は、年次利益についての多くの観察数（38年間、50年間、55年間、60年間
の四っのケース）にB＝J法を適用することによってランダムウォーク・モデルを上回
る予測をするものが得られるかどうかを検討しようとした［Watts＆Leftwich（1977），
p．255】。Watts＆Leftwichの研究は、鉄道業10社、石油業11社、鉄鋼業11社の
合計32社を分析対象とし、年次利益時系列データの観察数は最短で47年間、最長で
67年間であった。かれらは、そのうちの38年間のデータを利用して同定した結果に
ついては、図表3－8のように示している［Watts＆Leftwich（1977），　p．262，ただし、
原表の一部だけを集計して作成した］。
図表3－8　　Watts＆Leftwichによって同定されたモデルの数
（p，d，q）モデル 社数
???? ??1
出所：Watts＆Leftwich（1977），P．262
　業種別にみてみると、鉄道業にっいては、10社のうち1社を除いて，他はすべて1
次の自己回帰モデルである（1，0，0）であった。また石油業については業種的特徴
はみられず、鉄鋼業についても明確な一般的傾向は存在しない（3＞としている［Watts＆
Leftwich（1977），　pp．262－263】。
　最後に、Albrecht．　Lookabi11＆McKeown［1977］の研究をみてみよう。かれらは、
ランダムウォーク・モデルが利益発生プロセスの適切な記述であるという研究結果とそ
うではないという研究結果との相違が、サンプリングエラーによるものか時系列特性の
一55一
真の相違によるものか不明確であることによって、かれらの研究が動機づけられている
としている［Albrecht，　et　a1．（1977），　P．227］。　Albrecht，　et　a1．が対象としたのは、
食品業22社、化学工業18社、鉄鋼業9社の合計49社の時系列データであった。そ
れは1947年から1975年にかけてのデータであり、デフレートされている年次利
益とそうでない年次利益との2種類について分析された。デフレートされていない年次
利益とは株主にとっての利益（税引後当期利益……森）であり、デフレートされている
年次利益とは、それを前期の株主持分で除した変数（自己資本当期利益率……森）であ
る［Albrecht，　et　al．（1977），　p．227］。
　Albrecht，　et　a1．がデフレートされていない利益時系列にB＝J法を適用して同定し
た結果は、図表3－9の通りであった［Albrecht，　et　al．（1977），　pp．230－231，ただし，
原表の一部だけを集計して作成したものであり、同じものがManegold（1978），p．61に
も示されている】。
図表3－9　デフレートされていない利益について
　　　　　　　　Albrecht，　et　al．によって同定されたモデルの数
（p，d，q）モデル 社数
????????????????? ?????
出所：Albrecht，　et　a1．（1977）　．　PP．230－231
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　この結果について・ManegoldとShalchiは、同定されたモデルの種類が以前の研究
よりも広範にわたっていること、および高次の移動平均項の存在はデータの過剰適合を
示しているかもしれないということを指摘している［Manegold（1978），　p．61＆Shalchi
（1981），　p．28］。
　業種的特徴については、Albrecht，　et　a1．によると［Albrecht，　et　al．（1977），　pp．
228－229］、まず第一に、鉄鋼業においては自己回帰モデルが最もよくあてはまった｛4｝と
という。鉄鋼業9社の内訳は（1，0，0）が5社、（1，0，1）が2社であるのに
対して、（0，0，3）が1社、（O，1，1）が1社であった。かれらは、最小の2
社を除いて、最終的にはAR（1）モデルがあてはまったとしている。鉄鋼業においては
自己回帰モデルが支配的であるという結論は、Dopuch＆Wattsの研究のそれと同じで
ある。
　また化学工業については、18社のうち階差をとらないものが4社、1次階差をとる
ものが12社、2次階差をとるものが2社であった。そして階差をとらない4社にっい
ては、　（O，0，0）、　（1，0，0）、　（0，0，1）、　（0，0，2）がそれぞれ
1社ずつであり、モデルのパラメータの値が1に近いという。また1次階差をとる12
社にっいては、　（O，1，0）が6社、　（1，1，0）が1社、　（0，1，1）が4社、
（0，1，2）が1社で、パラメータの値がゼロに近かったという。Albrecht，　et　al．
は、化学工業においては、ランダムウォークあるいは趨勢項つきランダムウォークの特
性を示すモデルがいっそうあてはまっているという。
　さらに食品業においては、22社にたいして同定されたモデルが12種類にも及び、
（1，0，0）が4社、　（0，1，0）が3社、　（1，1，0）が4社、　（O，2，1）
が3社であった。このことから、Albrecht，　et　al．は、食品業については全体としての
結論を引き出すことはずっと困難であり、ほとんど企業別のモデルが必要とされるよう
に見えるとしている。
　Albrecht，　et　a1．は、デフレートされた利益については、図表3－10のような結果
を示している［Albrecht，　et　a1．（1977）．pp．232－233，ただし、原表の一部だけを集計
して作成した】。
　Albrecht，　et　al．によると［Albrecht，　et　al．（1977），　pp．229－230］、デフレートさ
れた利益についてのこの結果は、ランダムウォークの傾向をずっと明白に示していると
いう。業種別にみてみよう。まず鉄鋼業にっいてであるが、9社の内訳は（O，1，0）
が4社、（1，1，0）が2社であり、前者の（0，1，0）が純粋のランダムウォー
ク、後者の（1，1，0）もランダムウォークとして概括できるという。また、食品業
においてもこの傾向は同じであり、純粋のランダムウォークは4社しかないけれども、
他に少なくとも8社か9社がランダムウォークとして概括できるという。最後に、化学
工業については，結果は曖昧であるが、企業別時系列モデルのいくつかはランダムウォ
ークから著しくは離れていないという［Albrecht，　et　al．（1977），　p．238］。
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図表3－10デフレートされた利益について
　Albrecht，　et　a1．によって同定されたモデルの数
（p，d，q）モデル 社数
??????????????? ?????
出所：Albrecht，　et　al．（1977），PP。232－233
6．むすび
　本章では、業種平均年次利益の時系列データを記述的に研究することを志向して、B
＝J法によって時系列データを同定するための方法を取りあげた。最後に、それを簡単
に要約することにする。
　B＝J法は、データにあてはまる暫定的なパターンを仮定して始められ、モデルの同
定、パラメータの推定、診断チェックというプロセスを、試行錯誤を繰り返しつつ手作
り的にモデルを構築する。第2節において、こうしたB＝J法の特徴とプロセスについ
て説明した。そして第3節以降では、一連のプロセスのうちとくに同定段階に焦点をあ
て、その内容を整理した。
　時系列モデルを構築するためには、まず、時系列データが図中にプロットされる。そ
れによって、データの誤りや異常値、構造変化、非定常性のチェックが行われるのであ
一58一
る。そしてつぎに、大部分の経済時系列データは非定常的であるので、分散を安定化し
トレンドを除去し季節性を除く。そのために、B＝J法では、対数変換や平方根変換が
行われたうえで階差がとられる。これによって原時系列データが定常化されることにな
る。そして・新しい定常時系列データがARMAモデルにあてはめられ、　ARIMAモ
デルが得られるのである。第3節においては、非定常時系列データを定常化する方法に
ついて説明した。
　第4節においては、階差の階数、AR部分とMA部分の次数を同定する方法を取りあ
げた。階差の階数すなわちdを決定するためには、自己相関関数の形状をみればよい。
階差をとることによって、時系列データが定常化されているならば、自己相関関数はス
ムーズにゼロに収束していくのである。また、AR部分の次数とMA部分の次数すなわ
ちpとqについては、自己相関関数と偏自己相関関数の形状をみて同定することになる。
自己相関関数は、AR（p）モデルでは徐々に減衰していき、　MA（q）モデルではラグqの
後で切断されてゼロになり、ARMA（p，q）モデルでは徐々に減衰していく、という特
徴をもっている。これに対して、偏自己相関関数は、AR（p）モデルではラグpの後で
切断されてゼロになり、MA（q）モデルとARMA（p，　q）モデルでは徐々に減衰していく、
という特徴をもっている。この結果、自己相関関数だけが徐々に減衰していくならばA
R（p）モデルであり、pは偏自己相関関数の形状をみて判断できることになる。また、
偏自己相関関数だけが徐々に減衰していくならばMA（q）モデルであり、　qは自己相関
関数をみることによって決めることができる。自己相関関数と偏自己相関関数の両方が
減衰していくならば、ARMA（p，q）モデルがあてはまることになる。
　個別企業の年次利益時系列データにB＝J法を適用した研究は多い。そこで第5節に
おいては、いくつかの初期の研究を取りあげ、それらの同定結果を紹介した。結果につ
いての詳細な検討は、本章が統計手法上の説明を主目的としているがゆえに省略した。
また、ここで紹介された結果は、個別企業の時系列データにB＝J法を適用したもので
あって、本研究で取り組もうとしている業種平均年次利益の時系列データを分析したも
のではなかった。
　以上において，B＝J法を年次利益時系列データにあてはめモデルを同定するための
統計手法上の準備が行われた。勿論厳密には，さらにパラメータの推定や診断チェック
という段階についても説明する必要があろう。だが，それらはいったん同定されたモデ
ルのパラメータの推定やモデルとしての妥当性のチェックであり，モデルの階数や次数
の原則的判断方法にっいては，本章での説明で充分であろう。
　本研究では，実際に業種平均年次利益の時系列データにたいしてB＝J法を適用（6）
してみる。しかしながら、それを報告する前に、過去においてどのような研究が行われ
ているかをみておく必要がある。過去における研究の蓄積が本研究の前提とならねばな
らないし、本研究によって当否を究明することになる仮説もそうした蓄積の結果であら
ねばならないからである。そこで、第4章においては、クロスセクション分析による年
次利益の時系列特性に関する過去の研究を概観することにする。業種平均値の分析もク
ロスセクション分析の一環であり、第5章において、本研究の結果は過去の研究のそれ
と対比されることになるのである。
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?（1）　もっとも、山本によれば［山本（1988），107ページ1、階差をとることによってト
　　レンドが除去されて時系列データが定常化されるというのは、一つの仮説にすぎず、
　場合によっては定常化されないという。しかし、多くの実証分析の結果、階差をと
　　ることの実用性が高いということは認められているという。
（2）Vandaeleによれば［Vandaele（1983），p．71および『訳書』80ページ］、ラグが
　　5よりも大であるときに自己相関がたとえばO．7よりも大きいならば、データの
　定常性を調べるべきであるが、これを額面通りに解釈したり、すべての場合に妥当
　すると仮定すべきではないという。
（3）鉄鋼業11社について同定されたモデルは、つぎのような内訳になっている。
（p，d，q）モデル???? ???社
　　　したがって、筆者には、鉄鋼業については移動平均モデルが相対的に支配的であ
　　るように思われる。しかしそのように解釈すると、鉄鋼業11社においては自己回
　帰モデルが優位を占めていたというDopuch＆Watts［1972］の研究とは矛盾する
　　ことになってしまう。
（4）　この点は、Bao，　et　a1．も注目してつぎのように述べている。「かれら（Albrecht，
　eta1．……森）は、個別企業のモデルが一定のタイプのモデルにr集まっている』
　　ように思われる（たとえば、鉄鋼企業は自己回帰プロセスに従っているように見え
　　る）証拠も発見した．」［Bao，　et　al．（1983）。　p．408］。
（5）すでにいくつか取りあげたように、英語文献では会計領域でB＝J法を用いた研
　究がある。しかしわが国においては、筆者の知る限りでは、B＝」法を用いている
　会計研究はほとんど存在せず、わずかに田辺［1978］の研究や宮本［1993］の研究
　があるだけである。また会計領域以外では、浅見［1988］の研究がある。外国の研
　究成果をふまえて、わが国のデータにB＝J法を適用しその結果を比較することは、
　　日本における会計研究の課題でもあろう。
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第4章 クロスセクション分析による年次利益の時系列的研究の概観
1．はじめに
　利益の時系列特性に関する研究は、クロスセクション分析と企業別分析とに大別する
ことができる。本章の課題は、クロスセクション分析による従来の研究を概観すること
である。しかもその作業は、年次利益を扱ったものに限定される。日本においては四半
期利益が公表されていないので、日本企業の利益データを分析することを予定するかぎ
り、四半期利益に関する文献の概観はあまり意味がないといえる。なお、クロスセクシ
ョン分析には、企業別分析にもとついてその平均的結果を分析するもの、たとえば十分
位値やメジアンにもとつく分析と、本研究で対象とするような平均値にもとつく分析と
がある。
　ところで、利益の時系列特性に関する研究を概観した文献としては、たとえばつぎの
ようなものがある。
　＊Abdel一㎞al　ik，A．　R．．＆R、B．Thompson，’Research　on　Earnings　Forecasts：The
　　State　of　the　Art，，　The　Accounting　Journal　（Winter　l977－78），　PP．180－209．
　＊　Lorek，K．S．，R．Kee，＆W．H．Vass，　’Time－Series　Properties　of　AnnualEarnings
　　Data：　The　State　of　the　Art，”　Quarterly　Review　of　Economics　and　Business
　　（Spring　1981），　pp．97－113．
さらに、周知のように、利益時系列を取り扱ったPh．D．論文においては、通常、独立し
た章を設けてそれ以前の研究を概観することが行われている。しかし当然のことながら、
年次利益の時系列特性だけを対象としているわけではないので、本章でも対象とする個
々の研究については、説明がそれだけ要約的にならざるをえない。また、年代的にも若
干古くなっており、その後の研究を取りあげる必要がある。
　本章では、こうした認識にもとついて、年次利益の時系列特性だけを対象とし、1980
年代のものも含むいくつかの研究を概観していくことにする。そして、その結果として、
本研究における調査結果が対比されるべき内容、言い換えると本研究で検証されるべき
仮説が明らかにされることになる。
　まず次節においては、W．　H．Beaver［1970］の研究、第3節においてはL．L．　Lookabill
［1976］の研究が取りあげられる。後者は前者の研究を展開して同様の結論をえた。そ
こでこれら二つの研究を一方の説とすると、他方の説として位置づけられるのがR．
Ball＆R．Watts［1972］の研究である。この研究が第4節で取りあげられる。そして・
この対立に決着をっけたのが、W．　S．Albrecht，L．L．Lookabil1＆J．　C．McKeown［1977］の
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研究である。第5節では、かれらの研究を紹介することにする。Albrecht　et　al．の結
論は、その後、オーストラリアやニュージーランドで裏づけられることになるので、第
6節においては、それらのいくつかの研究についてみてみる。第7節においては、わが
国における二つの研究を紹介し、Albrecht　et　al．の結論が日本でも確認されているこ
とを明らかにする。そして最後の第8節で、それまでの叙述を要約し、本章のむすびと
する。
2．W．　H．　Beaver［1970］の研究
　クロスセクション分析には、1960年代における初期の研究が存在しているが、その後
の研究に与えた影響の程度を考慮して、Beaver［1970］の研究から取りあげていくこと
にする。
　Beaverは、投資収益率および年次利益の時系列態様を研究した。採用した利益関連
の四つの尺度は、市場投資収益率R（1）、一株当り利益を前期末の一株当り株価で除し
た比率R（2）、一株当り利益を前期末の一株当り純資産で除した比率R（3）、および純
利益額R（4）であり、Abdel一㎞alik＆Thompsonに従って示すと、つぎのように定義さ
れている［Abdel一㎞alik＆Tho旧pson（1977－1978），p．193］。
　　　　　R（1）し＝（Dし十Pし一Pt，　一一1）／P、＿I
　　　　　R（2）し＝EPSt／PL－l
　　　　　R（3）t；EPSL／NW、．I
　　　　　R（4）、＝Yt
ここで、EPS、＝t年における一株当り利益
　　　　P、．1＝t－1年度末の普通株一株当り価格
　　　　NW，一、＝t－1年度末の一株当り純資産
　　　　Y、＝t年における普通株株主にたいする純利益総額
　　　　D、＝t年における配当
である。Levが指摘するように、三つの投資収益率のうちR（1）は完全に市場で決定さ
れ、R（2）は会計データと市場データを組み入れており、　R（3）は純粋な会計尺度である
ことに注目しておく必要がある［Lev（1974），p．126およびr訳書』134ページ］。また
R（4）は、過去の研究との比較やその繰返しとして役立っであろうとされている［Bea－
ver（1970），　P．74］。だがBeaverは、　R（4）についての検討を示しておらず、したがっ
て本章でも扱わないことにする。Beaverの研究目的は、こうした尺度が純粋の平均回
帰プロセス、純粋のランダムウォークプロセス、移動平均プロセスに従っているかどう
かを決定することであった。
　サンプルとされた企業は、シミュレートされた98社と無作為に選ばれた57社であり、
後者については1949年から1968年のデータが使用された。これらの企業のそれぞれにつ
いて、年ごとにうえの四っの尺度が計算された。そして分散度（dispersion　measures）、
オリジナル系列と一次階差系列の系列相関分析（serial　correlation　analysis）・高低
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収益率分析（analysis　of　highand　low　rates　of　return）によって、時系列特性を明
らかにしようとした。
　分散度については、標準偏差、平均からの偏差の絶対値の平均（the　mean　of　the
absolute　value　of　the　deviations　from　the　mean）、四分位数間領域（the　inter－
quar七ile　range）、変動係数が報告されている。　Beaverによると、シミュレートされた
データにっいては、R（1）の分散は、会計にもとつくR（2）やR（3）の分散より大きく、
R（1）の分散がR（2）やR（3）の分散と等しいという極端な帰無仮説は0．Ol％以下の誤り
の確率で棄却できるという［Beaver（1970），　P．81］。また、実際のデータについても、
R（1｝のほうがR（2）やR（3）よりも大きく、結局、Beaverはつぎのように述べている。
「予測されない利益構成要素を会計的測定ルールが平均化するのであり、このプロセス
の結果、基礎系列よりかなり平準的である測定された収益率系列が生み出される、とい
う主張をこうした発見は支持している。」［Beaver（1970），　p．81］。
　っぎに、スピアマン順位相関係数と連のテスト（runs　tests｝によって、オリジナル
系列と一次階差系列について、系列相関分析が行われた。この分析による発見について、
Beaverは、市場価格にもとつく収益率は、純粋の平均回帰のもとで予想されるものと
非常に類似した動きをしており、会計データなどの平均回帰態様は不明瞭になっている
という［Beaver（1970），p．83］。
　最後にBeaverは、高低収益率分析を行った［Beaver（1970），　pp．　83－86］。この分析
は、データを中央値の上と下に分けてその平均値の動きをみるものであり、その主目的
は、収益率が平均回帰的である程度を決定することにあるとされている。この分析の結
果、シミュレートされたデータについては平均回帰が見られた。とくに、R（1）につい
てはただちに平均の差が消滅し、R（2）とR（3）については何期かにわたって平均回帰が
発生した。実際データにっいても、R（1）はシミュレートされたデータときわめて類似
した動きを示した。R（2）とR（3）についても、いっそう長期間にわたってであるが、平
均回帰が観察された。だがR〔3）にっいては、平均の差は、小さくはなったが完全には
なくならなかった。しかしながら、rBeaverは、高いグループと低いグループとは、異
なった平均をもっているのかもしれず、両方の平均が一致するということは、平均回帰
への厳格すぎるテストであるのかもしれない、と考えた。」［Lorek．　et　a1．（1981），pp．
104－105］のである。
　Beaverは、自らの研究結果u）を要約している［Beaver（1970），　p。86］ので、ここに
その抄訳を示すことにする。
（1）配当と株価変化によって定義された収益率（市場投資収益率……森）は、純粋の平
　均回帰プロセスによって概括することが、適当であるように思われる。
（2）収益率の予測されない要素にたいして移動平均を当てはめてしまうような測定ルー
　ルのために、基礎プロセスの平均回帰性を不明瞭にする測定系列が生み出されるので
　あろう。
（3）会計的収益率の態様の多くは、基礎プロセスは純粋の平均回帰であるのに、移動平
　均モデルから出てくる測定と一致している。とくに、会計的収益率は、平均回帰的に
　も見えるが、その回帰は何年間かにわたって生じている。
（4）会計的収益率の分散は、市場価格にもとつく収益率のそれよりもかなり小さい。
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結局・市場価格にもとつく収益率R（1）は、純粋の平均回帰プロセスによって概括する
ことが適当であり、利益にもとつく収益率R（2）とR（3）は移動平均・平均回帰プロセス
と一致しているように見えるのである［Abdel一㎞alik＆Thompson（1977－1978），　p．193］。
なお・本論文の29ページで述べたように、平均回帰プロセスは移動平均プロセスの特殊
なケースである。
3．L．L．Lookabi11［1976］の研究
　Beaverの研究を展開したのがLookabill［1976］の研究である。　Lookabi！1は、
Beaverの研究結果をふまえ、デフレートされた利益の態様に関する二つの競合する説
明を検討した。
　Lookabillは、　Beaver［1970］およびBa11＆Watts［1972］の研究から、二っの観
察を導き出す［Lookabil1（1976），　p．727］。第一は、両方ともその結果が純粋の平均回
帰プロセスとは一致していないということである。第二は、両方とも、何らかのかたち
の移動平均プロセス（2）とは一致していたが、Beaverの結果は1次の自己回帰プロセス
とは一致していない、ということである。Lookabi11によれば、こうした研究から、
デフレートされた会計的利益の時系列特性は、1次の自己回帰プロセスよりも何らかの
かたちの移動平均プロセスによって適切に記述できる、ということが明らかになるとい
う　 ［Lookabill（1976），　P．728］。
　移動平均プロセスの優位性については、Lookabillによると、二つの説明が可能で
ある［Lookabill（1976），p．7281。その第一は、基礎となっているプロセスは平均回帰
プロセスであり、各期の誤差項が歴史的原価会計システムや経営者の意図的行動によっ
て平均化される、というものである。第二は、基礎となっているプロセスは一定のリス
ククラス内の企業については1次の自己回帰プロセスであるかもしれないが、企業は時
の経過につれてリスククラスを変化させるので、観察された系列は移動平均プロセスに
よって最も適切に記述できる、というものである。この第二の説明は、会計的収益率と
市場リスクとの間の正の関係にもとついている。Lookabil1はつぎのような仮説を考
えているのである。「もし会計シグナルがリスクの差を反映するならば、会計ベータの
平均回帰は会計的収益率の変化をもたらしうるのであり、それによって、移動平均プロ
セスによって適切に記述できる観察された会計系列を生じるのである。」［Lookabi11
（1976），p．728］と。　Lookabil1の研究は、こうした二っの競合的説明を判別すること
であった［Lookabill（1976），p．728］。もし平均ベータが平均収益率に反映されないな
らば第二の説明を棄却でき、もし反映されるならば第一の説明を棄却できるという。
　Lookabil1の研究のサンプル企業は、食品業の26社、化学工業の24社、鉄鋼業の15社
の合計65社であり、1950年から1968年の間のデータについて調べられた。
　まず、市場べ一タの平均が業種ごとと全体とにっいて計算された［Lookabi11（1976），
PP．729－730］。その結果、食品業にっいては1955年の0．47から1968年の0．72へと上
昇し、また鉄鋼業については1955年の1．52から1968年の0．81へと下落し、平均回帰
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性がみられた。これに対して、化学工業と全体とはほぼ一定しており、1．0に近かった。
したがって、もし第二の説明が正しいとすれば、平均収益率もこうした動きを示さなけ
ればならないのである。
　またLookabi11は、　Beaverと同様の尺度を使用して、同様の高低収益率分析を実施
した。Lookabi11が「市場収益率」とよんでいるものはBeaverのR（1）、「市場価値
によってデフレートされた利益」とよんでいるものはBeaverのR（2）、「純財産によ
ってデフレートされた利益」はR（3）に相当する。ただし、BeaverのR（4）に相当する
ものについては、Lookabillは分析していない。
　各収益率は高低の2グループに分割され、それぞれについて平均が計算された。そし
てその平均の差によって時系列プロセスが判断された。Lookabil1によると、純粋の
平均回帰プロセスであれば平均の差は第1期にただちにほぼゼロに近づくし、1次の自
己回帰プロセスであればほぼ一定のまま残るし、差が長期にわたってゼロへと回帰する
ならば、何らかのかたちの移動平均プロセスが示されているという［Lookabill（1976｝，
P．730］。
　市場収益率から取りあげていこう。Lookabil1の研究によると、市場収益率にっい
ては、純粋の平均回帰プロセスがきわめて妥当していることを示している。しかし、平
均ベータの変化は平均市場収益率の差の変化をあまり説明していず、しかも高低グルー
プの市場べ一夕の平均の差は小さいという［Lookabill（1976），　pp．730－731］。
　つぎに、市場価値によってデフレートされた利益について［Lookabill（1976），　p．731］
であるが、平均収益率の差はゼロにはならなかったがかなり減少したのであり、しかも
早い段階でそれが発生したという。これに対して、平均市場べ一タの差は、17年間にわ
たってしだいに増加したという。こうした結果は、リスクにおける平均回帰が会計的収
益率の移動平均特性を生じさせているのだということとは、明らかに矛盾している。
　純財産によってデフレートされた利益にっいて［Lookabill（1976），　pp．731－732］は、
平均の差は最終期にマイナスとなっており、初めの4期で回帰の30％が発生していると
いう。また市場ベータの平均は、低収益率のグループのほうが高かったという。そして
このこと自体は、リスクの平均回帰という仮説と矛盾してはいないという。だが、その
仮説と一貫するためには、ベータ平均の差が増大していかなければならないが、実際に
は減少している。Lookabillは、こうした結果は、ベータの平均回帰がデフレートさ
れた会計的利益の移動平均特性の説明であるという仮説とは一貫しない、としている。
　Lookabi11は、三つの業種ごとにも分析している。そして、その結果をつぎの3点
にまとめている［Lookabil1（1976｝，　p．　7351。
1．観察された系列はなんらかの移動平均プロセスによって適切に記述でき、観察され
　た移動平均特性は市場ベータの平均回帰に起因していない、というサンプル全体の分
　析の結論を、業種別分析は支持している。
2。こうした特定のテストを使用するときには、どれか一つの特別な結果よりも結果の
　大雑把な傾向のほうがずっと説得力がある。したがって、テストの性格によっては、
　結果が1次の自己回帰プロセスと一致するようないくつかの特別な場合が存在するだ
　ろう。
3．うえの2は、もしあるテストが単一のサンプルに適用され、1次の自己回帰プロセ
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　スと一致していると発見されてもsその結果の解釈は不可能ではないとしても困難で
　あろう、ということを意味している。したがって、もし多くのテストで一致した結果
　が発見されないならば、否定的意味でしか解釈することができない。
さらに続けてLookabillは、「デフレートされた利益のいくつかの構成要素は移動平
均モデル以外のモデルによっていっそう適切に記述できるという可能性を、そのテスト
（業種別分析……森）は排除してはいない」　［Lookabill（1976），　p．735］とも述べてい
る。
　Lookabillは、サンプル全体と業種別とのこうした分析の結論（：1）を、「デフレート
された会計的利益の系列の観察された移動平均特性は、市場ベータの平均回帰によって
引き起こされてきたとは思われない」　［Lookabil1（1976），　p．736］と述べている。「市
場ベータの平均回帰は、rデフレートされた利益系列がなんらかの移動平均プロセスに
よって適切に記述できるということを示したBeaverの結果の説明』にはならなかった」
［Lookabill（1976），　p．736］のである。　「リスクの変化は、デフレートされた利益系列
がなんらかの移動平均プロセスによって適切に記述できるということを示したBeaver
の結果の説明としては、除外された」　［Lookabil1（1976），p．736］のである。結局、移
動平均プロセスの信頼性に関する第二の説明が棄却された。そして、歴史的原価会計シ
ステムや管理者の操作が会計的利益の系列の平均化を引き起こしている、という説明が
残ることになるのである［Lookabi11（1976），p．736］。
4．R．Bal1＆R．　Watts［1972］の研究
　うえでみたように、Beaver［1970］とLookabill［1976］は、デフレートされた利益
の系列を分析し、会計的利益の系列にっいては移動平均プロセスが妥当することを明ら
かにした。このデフレートされた利益とともにデフレートされていない利益と売上高を
分析した研究がある。Ball＆Wattsの研究［1972］がそれである。そこでつぎに、か
れらの研究を取りあげてみる。　　　　　　　　　　　　　　　　　　，
　Ball＆Wattsは、利益の発生過程それ自体に関心をもっており［Bal1＆Watts（1972），
p．667］、かれらの主要目的は、系列変化が独立的であるかどうかを決定することであっ
た［Shalchi（1981），　p．41］。　Ball＆Wattsのテストは系列変化にもとついており、し
かもそれは平均値と中央値とによっていたのであった。
　Bal1＆Wattsによって対象とされた企業は、1947年から1965年にかけての451社であ
った。そして、つぎの四つの指標について分析された。
　　1．税引後の純利益
　　2．調整済み一株当り利益
　　3．総資産によってデフレートされた純利益
　　4．純売上高
　Ba11＆Wattsによると、かれらの研究が記述的なものであり、しかも各企業の観察
数が限られているため、得られた結果が各テストの仮定に当てはまらないことがあり・
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したがって利益データにたいして多くのテストをするという［Bal1＆Watts（1972），p．
668］。その結果・BaH＆Wattsは、平均変化（average　changes）、連のテスト〔runs
tests）、系列相関（serial　correlation）、部分調整モデル（partial　adjustment
models）という四つのテストをする。これらのテストの結果を順にみていくことにしよ
う。
　まず平均変化のテスト［Ball＆Watts（1972），　pp．668－669］であるが、　Ball＆Watts
は、単純平均された平均純利益と加重平均された平均EPSを示している。それによる
と、純利益は上昇が13回に減少が5回、EPSは上昇が11回に減少が6回と、事後的な
上昇傾向が明らかであるという。
　っぎに連のテストであるが、これについての結論を、Ball＆Wattsはつぎのように
述べている。「連のテストは、平均して、純利益とEPSの両方の変化が根本的には独
立に分布している、ということを明らかにしている。両系列の平均Z値は、きわめてゼ
ロに近い。連の実際の個数は、独立性の仮定のもとで予想されるものに非常に近い。」
［Ball＆Watts（1972），p．670］と。
　系列相関係数については、純利益とEPSについてラグ1からラグ5まで計算された
ものが示されている。Ba11＆Wattsによれば、その結果は連のテストとほぼ一致して
おり、純利益の変化は根本的には独立であり、EPSの補償メカニズムの確率は非常に
低いものでしかないという〔Ball＆Watts（1972），p．671］。　Ba11＆Wattsは、さらに、
連続差二乗平均（mean　squared　successive　difference）テストとよばれるものも実施
したが、その結果については、純利益とEPSが示されている。それらは全体的には以
前の研究と一貫しているのであり、ふたたび利益変化の独立性が示唆されているのであ
る［Bal1＆Watts（1972），　p．　674］。Ba11＆Wattsは、系列相関係数、連続差二乗平均、
連のテスト、さらには平均変化の結果をも考慮に入れて、「それらのテストは、一貫し
て、純利益とEPSが平均してサプマーティンゲール（5）として動いている、というこ
とを意味している。」［Ball＆Wat七s（1972），　p．674］とまとめている。
　Bal　l＆Wattsの四番目のテストは、部分調整モデルである。これは、利益の期待値が
過去の利益に依存している程度を決定する当然の方法であるとされている［Ball＆
Watts（1972），　p．674］。実際データを使用した部分調整モデルの結果について、　Bal1＆
Wattsは、四つの尺度のうち売上高を除いて、すなわちデフレートされた利益もデフレ
ートされていない利益も、そのプロセスはマーティンゲールに近いとしている［Ball＆
Watts（1972），　p．676］。また、シミュレートされたデータを使用した分析の結果は、実
際データの分析結果を支持するものであったという。ただ、実際データの分析では、純
利益はマーティンゲールによって最も適切に記述されサプマーティンゲールには適合し
なかったのに対し、シミュレーションデータはサブマーティンゲールも純利益の適切な
記述であろうということを示唆しているという［Ba11＆Watts（1972），　pp．679－680］。
　Ball＆Wattsは、結論として、「利益は、平均して、サブマーティンゲールあるい
は何らかの類似のプロセスとして特徴づけることができる。サブマーティンゲールとい
う用語はマーティンゲール・プロセスを包含するのである。」［Ball＆Watts（1972），
p．680］としている。「測定された会計的利益は、サブマーティンゲールあるいは何ら
かの非常に類似したプロセスである」［Ball＆Watts（1972），　P．680］というのが、　Ba11
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＆Wattsの全体としての結論川である。
　Beaverおよびそれを発展させたLookabi11の研究によると、デフレートされた会計
的利益は移動平均プロセスに従っているということであったが、Bal1＆Wattsの研究
は・デフレートされた利益であれデフレートされていない利益であれ、いずれにせよ会
計的利益はサブマーティンゲールかそれに類似したプロセスに従っているということに
なったσ）。では、なぜ移動平均対サプマーティンゲールというような相違がでてきた
のであろうか。Chopeは、その原因について、　Beaverはさらに高低収益率テストを実
施したから平均回帰という結論へと到達したのであるとしている［Chope（1981），　pp．11－
12］。
5．W．S．Albrecht，　L．　L．Lookabi　l　1＆J．C．McKeown［1977］の研究
　うえの三つの研究は、年次利益の時系列特性にたいしてクロスセクション分析だけを
実施したものである。それに対して、企業別分析も同時に実施したのが、W．S．Albrecht，
L．L．Lookabil1＆J．C．　McKeown［1977］の研究である。
　Albrecht　et　al。の研究は、　Watts＆Leftwichの企業別分析に動機づけられていると
いう［Albrecht　e七al．（1977），　p．227］。Watts＆Lef七wichの研究は、企業別分析の他
の研究が企業間、業種間の相違の証拠を発見したのに対し、一般的にも個別企業にっい
てもランダムウォークが年次利益発生プロセスの適切な記述であるという結論になった。
こうした相違がサンプリングエラーを表しているのか、あるいは企業間、業種間に時系
列特性の真の相違が存在するのかが明確でなく、Albrecht　et　a1．の研究は、この不確
定性に動機づけられているというのである。
　Albrecht　et　al．は、企業別分析を主にしてクロスセクション分析も実施したが、本
章では、クロスセクション分析のみを取りあげる。Albrecht　et　al．は、年次利益のク
ロスセクション分析を実施した自分達より前の研究にっいて、小さな例外はあるとしな
がらも、その主たる結論をつぎのように要約している（8）　。「デフレートされていない
利益は、ランダムウォークか趨勢項っきランダムウォークのどちらかのパターンに従っ
ているように見える。それに対して、デフレートされた利益は、移動平均や平均回帰と
いったタイプのモデルによって、適切に特徴づけることができる。」［Albrech七et　al．
（1977），p．227］と。
　Albrecht　et　al．のサンプルは、食品業22社、化学工業18社、鉄鋼業9社の合計49社
であり、1947年から1975年にかけてのデータが使用された。また、デフレートされてい
ない年次利益とデフレートされた年次利益との両方について分析された。デフレートさ
れていない利益の系列は株主にとっての利益（税引後当期利益……森）であり、デフレ
ートされた利益は、それを前期の株主持分で除した変数（自己資本当期利益率……森）
である［Albrecht　et　al．（1977），　P．2271。そして、クロスセクショナル分析において
は、八つの異なったタイムラグの自己相関について検討された。
　まず、デフレートされていない利益を取りあげてみよう［Albrecht　et　al・（1977）・P・
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229］。食品業においては、メジアンについてみてみると、オリジナル系列の自己相関は
急速に消滅し非定常性を示しているという。また一次階差については、定常的であるば
かりでなく、ランダムウォーク・プロセスの典型的特性を示しているという。しかし、
この自己相関の分散は他の2業種よりもかなり大きいことに注意すべきであるという。
また同様に化学工業についても、自己相関の全体構造は典型的なランダムウォークを示
唆しているという。しかし鉄鋼業は、定常的であろうし、自己回帰パターンによって特
徴づけられているようにみえるという。結局、食品業と化学工業はランダムウォーク、
鉄鋼業は自己回帰的といえるのである。だがAlbrecht　et　a1．は、全体としては、自己
相関パターンはより非定常性、それゆえにランダムウ才一クを示しているとしている。
　また、デフレートされた利益の分析については、Albrecht　et　al．は、結論的につぎ
のように述べている。「クロスセクショナルな自己相関はデフレートされていないデー
タにっいてよりも若干小さいが、それぞれの業種についてのランダムウォーク・モデル
は不合理なものではない．」［Albrecht　et　a1．（1977），　p．238］と。
　デフレートされた利益についてのAlbrecht　et　a1．の研究結果は、かれらが示した以
前の研究の総括とは異なっている。しかしながら、デフレートされていない利益につい
てもデフレートされた利益についてもランダムウォークがあてはまるというかれらの結
論は、Bal1＆Wattsの研究の結論を支持しているのである。そしてその後は、オースト
ラリアやニュージーランドの企業のデータを使用した研究が行われ、この結論が検証さ
れていくことになる。この意味において、Albrecht　et　a1．の研究が今日における一応
の通説を確立したといえるであろう。そこでつぎに以下においては、オーストラリアや
ニュージーランドのデータを使用した研究をみていくことにしよう。
6．その後の諸研究
（1）G．P．　Whi七tred［1978］の研究
　Albrecht　et　al．の研究によってランダムウォークあるいは何らかの類似したプロセ
スの優位性が示されたが、そうした結果を支持するオーストラリアの研究がある。G．P．
Whittred［1978］の研究がその一つである。
　Whittredは、年次利益の時系列特性に関するオーストラリアの証拠はほとんどない
として、比較的大きなオーストラリア企業の年次利益について調査した・かれが取りあ
げた利益は、っぎの四っである［Whittred（1978），p．196］。
　　1．税引後純利益
　　2．税、特別項目引後純利益
　　3．税引後一株当り利益（株式数の変化を調整済みの）
　　4．税、特別項目引後一株当り利益（株式数の変化を調整済みの）
ここで、特別項目を含めるかどうかという1と2の定義は、営業利益と純利益との区別
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に対応しているのであって、そうした変数の時系列態様の検討は興味深いものであると
している。サンプルとされた企業は、Ian　Potter＆Company’sAustralian　Company
Reviewsの1970年版（原文確認済み……森）から選択されたのであり、1960年から1974
年までの15年間すべての期間の年次報告書が入手可能な104の企業であった。
　Whittredの研究では、まず初めに、連のテストの結果が報告されている。この連の
テストでは、独立の仮定のもとで予想される連の数より実際の連の数が少ない場合には
当該の系列は正の従属、多い場合には負の従属をもつとされる。したがって、連の実際
の数と、独立のもとで予想される連の数とを比較することによって、系列相関をテスト
することが可能である［Whit七red（1978），p．197］。
　Whittredは、3．の一株当り利益と4．の一株当り営業利益について、その比較結
果を示している［Whit七red（1978），p．220］。　Whittredは、それについての分析の結果
を、つぎのように述べている。「こうした結果は、一株当り営業利益と一株当り純利益
の両方における負の系列相関の存在を示している。………また、連の分布にっいては、
両方の利益系列が本質的には同一であるということも表している。」［Whittred（1978），
p．198｝と。
　っぎに、連続する1次階差の系列相関係数が示されている。Whittredは、この結果
は連のテストの結果と一致しており、負の1次の系列相関の存在が確認されたとしてい
る［Whittred（1978），　p．　198］。そしてこの相関の大きさについては、第一に、利益変数
間で系列相関係数がかなり違っており、第二に、もっと重要なことだが、比較的大きな
違いにもかかわらず、その平均のどれもゼロと著しく異なってはいなかったとしている。
第二の点にっいて、Whittredは、さらに、「会社利益の連続した変化は、充分に独立
的であり、ランダムウォークによって適切に概括されるようにみえる．」［Whittred
（1978），p．198］としている。
　最後に、ラグ2の平均系列相関係数が報告されている。そこでは、一株当り純利益に
ついては若干の違いがあるけれども、四つの変数ともにゼロに近かったとされている
［Whittred（1978），　p。198］。
　そして、以上の分析の結論（9）をつぎのようにまとめている。「結論は、オーストラ
リアの会社の報告利益の連続変化は、充分に独立的であり、ランダムウォrクによって
適切に概括される、ということである。このことは、海外ですでに生み出された多くの
経験的証拠と一致している。」［Whit七red（1978），　p．　198］と。このように、　Whittredの
研究は、Ball＆WattsおよびAlbrecht　et　a1．の研究の結論を支持しているのである。
（2）M．Firth［1982］の研究
　Whittredがオーストラリアの企業を対象としたのに対して、　M．　Firthはニュージー
ランドの企業を対象とした。Albrecht　et　a1．の提示した結論を検証するために、　Firth
［1982］の研究も取りあげてみよう。
　Firthの研究は、ニュージーランドの企業によって公表されている年次利益の時系列
特性の検討を目的としている。対象とされた企業は、1963年から1979年まで継続して証
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券市場に上場されていた110社で、それらは1960年あるいは1963年から1979年までの17
年間あるいは20年間の年次利益データを有していた。そして使用された利益は、株主に
配当可能な税引後純利益およびそれを株主持分で除したもの（RSE）の2種類であっ
た［Firth（1982）．pp．　353－354］。
　Firthは、　Ball＆Wattsに従って、系列相関テストと連のテストという二つのテス
トを実施した。そのうち、　「系列相関テストは、利益（普通株株主に配当可能な税引後
純利益……森）およびRSEの連続変化が独立的であるかどうかを検討する。」［Firth
（1982），p．354］のである。　Firthは、ラグ1からラグ4までの両時系列の平均系列相
関係数、およびラグ1の系列相関係数のパーセンタイル分布を示している。
　まず税引後純利益については、Firthは、平均系列相関係数のすべてがゼロに非常に
近いのであり、「この証拠は、年次利益の変化が独立に分布しており、ランダムウォー
クによって適切に表現できる、ということを意味している。」［Firth（1982），　p．356］と
している。またRSEの相関係数については、ラグ1とラグ2の場合は税引後純利益の
それよりも大ではあったが、依然として統計的には有意でないという。Firthは、　「し
たがって、RSE時系列の系列相関テストは、観察結果が独立に分布しており、ランダ
ムウォークプロセスとしてモデル化できる、ということを示唆している．」［Firth（1982｝，
p．356］としている。
　もう一方のテストである連のテストについてであるが、Whittredと同じような表を
作成して示している。独立のもとで予想される連の数と実際の連の数とを比較してみる
と、独立のもとで予想されるよりも多くの連をもつ企業が優勢であって、このことは負
の系列相関を意味しているという。しかし、Firthは、サンプル数が少ないという問題
のために、連の数の相違に関し統計的有意性についてコメントすることはできないとい
う。そこで、観察された連の総数と予想された連の総数とを比べてみると、RSE時系
列については若干の相違があったが、利益時系列にっいてはほとんど相違がなかったと
し、う　　［Firth（1982），　p．358］　。
　こうした研究の結論を、Firthはつぎのようにまとめている。「本研究の発見事項は、
ニュージーランドの会社の公表された利益値と株主持分利益率値とは、平均して、独立
に分布しており、ランダムウォークプロセスによって適切に表現できる、．ということを
示している。こうした証拠は、他の諸国の結果と一致している。」［Firth〔1982），　p．358］
と。結局、Ball＆Watts，　Albrecht　et　al．およびWhittredの研究とほぼ同様に、
Firthの研究も、年次利益の時系列特性はランダムウォークによって概括できるという
結論を得たのである。
（3）S．L．　Taylor＆R。B．Tress［1988］の研究
最後に、オーストラリアの企業を対象としたTaylor＆Tressの比較的新しい研究
［1988］を取りあげてみよう。かれらは、Miller＆Modiglianiの企業評価モデルにも
とついて、業績変数、レバレッジ変数、流動性変数、成長性変数に分類される17の変数
を選択し、それらの年度変化の時系列特性を調べた。しかし本章では、業績変数に属す
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る9変数のうち、キャッシュフローに関するものを除く6変数についてみていくことに
する。
　本章で注目するのは、つぎの六つの変数である。
　　　1．純利益
　　　2．純利益／総資産
　　　3．純利益／総負債
　　　4．営業利益
　　　5．営業利益／総資産
　　　6．営業利益／総負債
データは、オーストラリア経営大学院財務研究所（CRIF）の年次報告書ファイルか
ら取り出された。また企業は、CRIFのファイルからつぎの基準に従って選択された
［Taylor　＆　Tress（1988），　P．21］。
　　1．市場価値によるAAS上位200社にあげられていること
　　2．共通の決算日が6月30日であること
　　3．25年間（1957年から1982年まで）のデータに継続性があること
この結果、90社が選び出された。
　Taylor＆Tressは、時系列特性を調査するために、ボックス・ピアス統計値、連のテ
スト、OLS回帰モデルという三つの統計技法を使用した。
　まずボックス・ピアス統計値であるが、これは自己相関の構造を表現しており、「各
データ項目が、平均して、非ランダムである程度」を表しているという［Taylor＆
Tress（1988）．　p．22】。　Taylor＆Tressは、各変数の1次階差のラグ1からラグ5まで
の自己相関係数およびその標準偏差並びにボックス・ピアス統計値を示している
［Taylor＆Tress（1988），p．24］。それによると、1次階差の自己相関係数が、デフレ
ートされていない純利益についてはラグ1のみが正で他は負、デフレートされていない
営業利益についてはラグ1とラグ4が負で他は正、そしてデフレートされた四つの利益
率については、総負債営業利益率のラグ5だけが正で他はすべて負であった。「しかし
ながら、標準偏差が示しているように、係数の多くは統計的にはゼロと区別できない．」
［Taylor＆Tress（1988），p．23】のである。しかも、ボックス・ピアス統計値をみてみ
ると、デフレートされていない純利益と営業利益のみが10％水準で有意であるだけであ
り［Taylor＆Tress（1988），　p．23］、デフレートされた四つの利益率はそうではなかっ
たのである。
　っぎに、連のテストが実施された。その結果を六つの変数についてみてみると、独立
のもとで予想される連の数と同じような数の連をもつ企業が全体の82～90％であった。
しかし、Taylor＆Tressは、総負債純利益率と総負債営業利益率の二つについては負
の自己相関が示唆されているという［Taylor＆Tress（1988），p．25】。もっとも、予想
される数よりも多くの連をもつとされる企業数は、両利益率ともに14％でしかなく・他
の利益率でも9～13％である。
　最後に行われたのが、時系列回帰モデルの検討である。OLS回帰モデルはつぎのよ
うに示される［Taylor＆Tress｛1988），　p．23］・
　　　dA、t；　a、十b、dAit＿1十e、t
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ここで、dA、、＝t期中における企業iの問題となっている会計変数の変化
　　　　e、、はE（e、t）＝0をもつランダムな誤差項
である。「もし特定の変数がランダムウォークに従うなら、係数biの予想値はゼロで
ある。」［Taylor＆Tress（1988），　p。25］のであり、Taylor＆Tressの示したところに
よると、六っの変数のすべてが負であった。しかしながら、有意な企業数が最も多いデ
フレートされていない純利益と営業利益でも、有意なのは90社中37社にすぎず、平均し
て三分の一しか有意でないのである［Taylor＆Tress（1988），P．25］。また、10％以上
の平均R2を示しているのは、デフレートされていない純利益と営業利益だけであり、
「ダービンワトソン統計値の平均は、すべての変数について2．00に近かったのであり、
回帰残差には自己相関がないことを示している。」［Taylor＆Tress（1988），　p．25］とい
う。
　こうした結果をふまえて、Taylor＆Tressは、研究対象とされた25年間における会
計変数の年度変化のほとんどはランダムウォークであった、と結論づけている［Taylor
＆Tress（1988），　p．26］。「すべてのケースにおいて、1次の負の自己相関への傾向があ
ったが、統計的に有意なほど強くはなかったのである。これらの変数がランダムウォー
クに従っているという帰無仮説を棄却することはできない。」［Taylor＆Tress（1988），
p．26］のである。したがって、Taylor＆Tressの研究もまた、　Albrecht　et　a1．の結論
を検証したことになるのである。
7．わが国における研究
（1）香村［1987］の研究
　わが国においても、少数ではあるが、年次利益の時系列特性についての研究が存在し
ている。その一つが、香村［1987］の研究である。
　香村は、利益予測との関連において、予測誤差がランダムであるかどうかを明らかに
しようとした。そのさいに使用された予測モデルは、つぎの二つであった。
　　　E（X、）＝X，，t……ランダムウォーク・モデルuo）
　　　E（X，）＝Xい1＋δ……趨勢項っきランダムウォーク・モデル（11｝
ここで、X、＝t期の実績利益、　E（X、）＝t期の期待利益、
　　　　　　　　　　rhδ＝1／n・Σ（X、－j－X、－j．L），n＝年数　　　である。
　　　　　　　　　　J＝1
　うえの二つのモデルにおいて、もし予測誤差がランダムであるならば、それぞれのモ
デルがあてはまることになる。香村は、誤差符号にっいて連の検定を実施し、利益予測
誤差については自己相関係数を測定した［香村（1987），139ページ］。対象とされた企業
数は95社であり、対象とされた期間は、ランダムウォーク・モデルについては昭和36～
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59年の24年間、趨勢項つきランダムウォーク・モデルについては、昭和41～59年の19年
間の利益予測誤差率であった［香村（1987），146ページ1。さらに、自己相関係数はラグ
5まで測定したので、それぞれ19年間、14年間が対象期悶とされている。
　まず誤差符号について連の検定をみてみよう。検定の結果、「ランダムである」とい
う帰無仮説が5％で棄却されたケースが、ランダムウォーク・モデルでは、経常利益が
4社、純利益も同じく4社であった。また趨勢項つきランダムウォーク・モデルについ
ては、経常利益は0社、純利益は1社であった。この結果について、香村は、「若干の
サンプルについてはランダム性が棄却されて」おり、趨勢項つきランダムウォーク・モ
デルのほうが「ランダム性の棄却されたサンプル数は少ない．」としている［香村（1987），
139ページ］。
　また自己相関係数については［香村（1987）．139－140ぺ一ジ］、ランダムウォーク・モ
デルと趨勢項つきランダムウォーク・モデルとで大きな違いはなく、「一部にかなり高
いサンプルも見出されたが、・一…標本差異を生じている可能性があり、したがって、
全般的には、それがかなり低い値であることを示している。」という。そして、結論とし
て、「一部にランダムでないサンプルも含まれているが、総じてランダム性を否定でき
ないとみることができよう。」とまとめている。
　結局、諸外国の研究結果と同様に、香村も、年次利益のランダム性を裏づけているの
である。
（2）桜井［1991］の研究
　わが国における研究でとくに注目しなければならないのは、桜井［1991］の研究であ
る。桜井は、わが国においては、純粋のランダムウォーク・モデルであれ趨勢項つきラ
ンダムウォーク・モデルであれ、95社という小さなサンプルにもとつく香村［1987］の
研究以外に、現実妥当性が充分に確認されているとは言いがたいと述べたうえで、でき
るだけ多くの企業を対象として、経常利益にっいてランダムウォーク・モデルの妥当性
を調査するとしている［桜井（1991），104ページ］。
　対象とされた企業は、っぎの三っの条件を満たすものであり、全体で794社であった
［桜井（1991），104－105ページ］。
a．1977年1月から1988年12月の間に少なくとも一度は東証1部に上場されたことがあ
　ること
b．1976年から1988年の決算日を通じて年1回決算であり、かつ決算日の変更が行われ
　ていないこと
c．上記の各年度で経常利益額が公表されていること
　こうした794社の1976年から1988年までの13年間の経常利益を対象として・香村が取
りあげた二つのモデルによって示されるランダムウォーク・モデルの妥当性が調査され
た。桜井は、香村とは異なって通常よく見られる示し方により、つぎのように・撹乱項
a，をくわえてランダムウォーク・モデルを示している。
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N　　　　　　　　　　　　　　　　　　　　
X、＝X、一聖＋aL……ランダムウォーク・モデル
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　N
　　　X、＝Xレ1＋d＋a、……趨勢項つきランダムウォーク・モデル
　桜井によれば、調査の重点は、ランダムウォーク・モデルの撹乱項a、についての性
質であり、とくに、期待値がゼロという性質と、すべてのラグについて共分散がゼロで
あるという性質とが調べられた。そして、前者の性質については、「経常利益額の対前
年変化の期待値がゼロであるか否か」を、後者の性質については、「変化額の時系列デ
ータ間に何ら規則性がなく、共分散がゼロであるか否か」が検討された［桜井（1991），
106ページ】。
　それでは、撹乱項a、の期待値がゼロという性質についてみてみよう。うえの式から
分かるように、a、の期待値がゼロということは、前年度との変化額が平均的にはゼロ
であるということである。そこで桜井は、1977年から1988年までの12年間にっいて、経
常利益額の前年度からの変化額の平均値がゼロと有意に異なるかどうかを調べた。検定
には、t検定が用いられた。
　結果は、趨勢項つきランダムウォーク・モデルがあてはまっていることを示唆するも
のであった［桜井（1991），107－108ページ］。t値による結果は、「多くの企業について
利益の対前年変化が平均的にプラスであることを示唆するもの」であり、しかも、「利
益変化の平均値が統計的に有意にゼロと相違したのは、794社のうちプラス側のみで101
社」であったのである。
　しかし桜井は、純粋なランダムウォーク・モデルの適合性を否定するわけではない。
794社のうちの693社については、「対前年変化額の平均値がゼロであるという帰無仮説
が5％水準で棄却されない」という。そしてそのことは、rr純粋な』ランダムウォー
ク・モデルが否定されない」ということを意味しているのである。また、サンプルには
業績悪化による上場廃止企業が含まれていず、そうした企業もサンプルに含めると「純
粋なランダムウォーク・モデルの適合性がよりいっそう高まるであろう。」としている。
　桜井が取りあげた撹乱項atについてのもう一っ性質は、すべてのラグについて共分
散がゼロであるという性質である。桜井は、R．Ball＆R．Watts［1972］の研究を参考に
して、連の検定、自己相関係数、フォン・ノイマン比という三つの調査をした。
　まず、連の検定であるが［桜井（1991），109－110ページ】、連の数にもとつくZ値によ
ると、「サンプルの大部分は、利益変化の符号の連鎖がランダムであるという帰無仮説
の5％水準での判定値［Z＝±1．96］を超えてはいない。」という。また、連の実際数が
期待数を上回った企業の数と下回った企業の数とがほぼ等しく・さらに794社全体の連
の実際数は期待数を2．2％しか下回っていないという。この結果、桜井は、「これらの
証拠はいずれも、利益変化の符号の連鎖がランダムであることを支持するものである・」
としている。
　っぎに自己相関係数についてであるが［桜井（1991），110－111ページ］・前年からの変
化額のラグ1からラグ5までの自己相関係数が調べられた。その結果は・「ラグ2の相
関係数がややマイナス側に偏っていることを除いて、他の4つのラグに関する相関係数
の平均値およびメジアンとも、非常にゼロに近い。またサンプルの大部分は・相関係数
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がゼロという帰無仮説の5％水準での判定値［Z＝±1．96］を超えてはいない。」という。
結局桜井は・自己相関係数の調査によっても、「経常利益額の対前年変化が時間にわた
って独立であるという仮説が棄却されない」ことが明らかにされたとしている。
　第三の調査は、フォン・ノイマン比を利用したものであった［桜井（1991），111－112
ページ］。調査結果について、桜井はつぎのように述べている。「フォン・ノイマン比
の平均値およびメジアンは、隣接する利益変化が無相関であることを意味する2という
値にきわめて近い。また・・・…、大部分のサンプルは、隣接する利益変化が相関しない
という帰無仮説を5％水準で棄却するための判定値［Z＝±1．96］を超えてはいない．」
と。桜井は、この結果からも、「隣接する利益変化額の間に相関がないという帰無仮説
は棄却されない」としている。
　桜井によると、こうした連の検定、自己相関係数、フォン・ノイマン比という三っの
調査は、いずれも「経常利益の対前年変化額の時系列の間に何ら持続性や規則性が存在
しないことを示している」のであり、したがって、すべてのラグについて共分散がゼロ
にあるというランダムウォーク・モデルの要件が満たされているという［桜井（1991），
112ページ］。
　このようにして、桜井［1991］の研究においても、純粋のランダムウォーク・モデル
であれ趨勢項つきランダムウォーク・モデルであれ、いずれにせよランダムウォーク・
モデルが現実に適合していることが明らかにされた。すでにみたように、香村の研究は
諸外国の研究結果である年次利益のランダム性を裏づけていたが、ずっと大きなサンプ
ルで綿密に調査した桜井の研究も同様の結果を導き出したのである。外国の研究結果が
わが国においても同じように妥当することを示した香村と桜井の研究は、その意味にお
いて高く評価されるべきである。
8．むすび
　前節までで取りあげたクロスセクション分析による研究を要約してみよう。
　まず、Beaver［1970］の研究および　Lookabill［1976］の研究によると、デフレー
トされた年次利益は移動平均プロセスに従っているということであった。しかし、Ball
＆Watts［1972］の研究では、デフレートされた利益もデフレートされていない利益も、
サブマーティンゲールに従っているということになった。またAlbrecht　et　aL
［1977］，Abde1－khal　ik＆Thompson［1977－78］，Lorek［1977－78］などによると、
Albrecht　et　al．［1977］より前の研究では、デフレートされていない利益は、ランダ
ムウォークか趨勢項つきランダムウォークに従っているようにみえるのに対して、デフ
レートされた利益は移動平均や平均回帰というプロセスに従っているようにみえるとさ
れていた。なお、本論文の28－－29ページで述べたように、マーティンゲールとランダム
ウォーク、サブマーティンゲールと趨勢項つきランダムウォークは、会計領域では同義
語を意味している。
　こうした対立にたいして一応の結論を与えたのが、Albrecht　et　aL［1977］の研究
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　である。かれらによれば、デフレートされていない利益もデフレートされている利益も
　ランダムウォークに従っているという。かれらの結論は、Ball＆Watts［1972］の研究
　の結論を支持することになったのである。そしてこの結論は、その後オーストラリアや
　ニュージーランドの企業を対象として行われた研究によっても支持されることになった。
　この意味において、Albrecht　et　aL［1977］の研究は、今日における通説を確立した
　ことになろう。
　　従来のこうした研究から示唆されるのは、日本企業の年次利益データについても、ク
　ロスセクション的観点からは、それがランダムウォーク・モデルに従っているというこ
　とである。それは、香村［1987］の研究、ならびに対象企業数を大きくしていっそう綿
　密に調査した桜井［1991］の研究によって裏づけられている。香村と桜井は、諸外国の
　研究結果と同様の結果を導き出しており、二人の研究はその意味で高く評価することが
　できる。
　　本研究においても、日本企業のデータを使用した年次利益の時系列特性についてのク
　ロスセクション的分析を実施する。ただし、過去の研究はメジアンや十分位、四分位の
　値にもとついた研究であり、業種平均値を取りあげたものは存在していない。そこで業
一種平均値を取りあげ、その時系列特性を明らかにすることにする。とくに業種平均値を
　対象とする根拠は、すでに第1章で述べたとおりである。この結果、本研究で検証され
　るべき仮説は、諸外国ならびにわが国での過去の研究結果をふまえて、「日本企業の業
種平均年次利益はランダムウォーク・プロセスに従っている」ということになる。本研
　究では業種平均年次利益の時系列特性について調査するのであるが、それはこのランダ
　ムウォーク仮説の検証を直接的課題とすることになるのである。
?
（1）Beaverの研究にたいして、　Jensenは、株式投資収益率が真の収益率であるわけ
　ではない、と批判する。Beaverは、　R（1）が真の利益系列であって、それを測定し
　　た会計的収益率であるR（2）、R（3）とR（1）とを比較することによって、会計シス
　　テムが平準化をもたらしているかどうかが分かると言っているが、このことにたい
　　してJensenは重大な限定をするというのである［Jensen（1970），　pp．100－102］。
　　さらにJensenは、利益系列それ自体の態様こそ最も重要なことであって、　Beaver
　による会計的収益率にっいての分析の結果が利益それ自体の時系列態様に関連して
　　いるという証拠を自分は発見していない、デフレートされていない利益系列につい
　てのBeaverの結果は、ランダムウォーク・プロセスによって記述するのが適当で
　あるという過去の証拠と一致している、と述べている［Jensen（1970），　PP．103】。
　　　また、Kaplanは、　Beaverの研究にたいして、その動機が明確でないこと・利益
　平準化の原因は減価償却政策以外にもあること、シャープの対角線モデル（Sharpe
　diagonal　mode1）を使用しないで事後的な市場収益率を説明することには疑問があ
　ること、生産や収益の受取りが多期間にわたる業種において利益平準化仮説のテス
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　　トをすることができるということなどを指摘している［Kaplan（1970＞．PP．104－107］。
　　　さらにShalchiは、　Beaverの研究には少なくとも二つの弱点があるとしている
　　［Shalchi（1981），　p．41］。すなわち、その第一は、「ナイーブな」モデルの選択が
　　アプリオリであったということである。また第二は、クロスセクション分析である
　　ので、プラスとマイナスの系列相関が相殺しあって全体として小さな系列相関とな
　　っている可能性がある、というのである。
（2）平均回帰プロセスは移動平均プロセスの一形態である［Lookabi11（1976），　pp。
　727－728］。
（3）Lookabil1は、自らの結論にたいして、三つの注意を促している。ここにその抄
　訳を示すことにする［Lookabill（1976），pp，736－737】。
　　　1．これはクロスセクショナル分析であり、結論は「般的意味でのみ解釈される
　　　べきである。
　　　2．この結論は、デフレートされた利益の系列のいくつかの要素が自己回帰（あ
　　　　るいは平均回帰）モデルによって適切に記述できるだろうという可能性を排除
　　　　してはいない。
　　　3．統計的には、時系列は自己回帰モデルによって記述されるとはみえないが、
　　　　そうしたモデルは依然として将来の観察系列の適切な予測を提供するだろう。
　　Lookabillの研究にたいして、　Abdel－khalik＆Thompson［（1977－78），　p．194］
　　は、まず、移動平均プロセス以外の可能性を排除していないということは、収益率
　　を使用しているために利益の態様が充分には記述されていないということを意味し
　　ているかもしれない、としている。また、高低グループの収益率およびペータの平
　均の差は、統計的には有意であるとはみえないという。さらに、利益の態様が市場
　　リスク尺度の態様に影響を与えるというのは、直観的には訴えるものであるが、因
　果関係が逆方向に生じるという考え方にはいっそうの説明と支持が必要であるとい
　　う。
〔4）Ball＆Wattsに従って若干の公式を示しておく［Ba11＆Watts（1972），pp．669］。
　独立のもとでの連の数はつぎのように計算される。
　　　　　　　　　　2N】N2
　　　　　　μR＝　　　　　　　　十　　1
　　　　　　　　　　　　N
　　ここで、μ，はRの期待値、N、はY。＞Y。、すなわちある時点の値Y、が別のある
　時点Y。より大であるケースの数、N、はY、〈Y。であるケースの数である。また、
　　N＝　N、＋N、である。そしてRの分散は、つぎのように計算される。
　　　　　　　　　　　2NIN2（2N，N2－－N）
　　　　　　　2　＿　　σR　 －　　　　　　　　　　　　　　　N2（N＋1）
　　そして、つぎの統計値は、N，とN、が大きいと仮定すると、正規分布をしている。
　　　　　　　　　　R一μR
　　　　　　Z　＝
　　　　　　　　　　　σR
　　前年との変化を分析する場合には、Y、＝Y，．、である。
（5）本論文の28－29べ一ジで説明したように、マーティンゲールとランダムウォーク
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　　は、会計文献においては同義語として使用されており、サプマーティンゲールと趨
　勢項つきランダムウォークの相違も、正の趨勢項だけをもつランダムウォークがサ
　ブマーティンゲールであり、会計上は無視できると思われる。本章でも、サプマー
　ティンゲールと趨勢項つきランダムウォークを同義語として理解していくことにす
　　る。
（6）Ball＆Wattsは、最後に、自分達の研究について、つぎのように課題を述べて
　いる。「われわれは、従来の会計実践とは異なる方法で計算される利益は、調査し
　　ていない。さらに、われわれの結論は、（サンプル数が少ないという問題点のため
　　に）必然的に平均値や中央値にもとついており、特定の企業がシステマティックな
　異常値（outliers）であるかどうかは調査していない。」［Ball＆Watts（1972），p．
　680］と。
　　Ball＆Wa七tsの結論にたいして、　Levはつぎのような限定を与えている。　「標
　本の選択に偏りがあるため、上昇傾向があるのかもしれない。なぜならコンピュス
　　タット収録企業は、平均すると規模が大きく、成功した企業であるために、一般に
　利益に上昇傾向が期待されるからである．」［Lev（1974）．　p．127およびr訳書』135
　ページ］と。トレンドをもつかどうかを区別することが重要な場合には、この限定
　　を無視することはできない。
　　　またFosterは、　Ba11＆Wattsが提起した未解決の問題として三つ挙げている
　　［Foster（1978），p．102および『訳書』116－117ページ］。その第一は、デフレー
　　トされた利益についてはランダムウォークモデルに合致しないデータが示されてい
　るということであり、BeaverとLookabillの研究も例として挙げている。第二の
　問題は、デフレートされていない利益の系列で重要な上昇傾向要因の見積りである。
　そして第三の問題は、企業利益の時系列に業種的類似性が存在するかどうかである
　　という。
　　さらにShalchiは、　Ball＆Wattsの研究は、　Beaverの研究と同じ問題点を有
　　していると指摘している［shalchi（1981）．p．41］。すなわち、第一に、ナイーブな
　モデルの選択がアプリオリであるということ、第二に、クロスセクション分析であ
　るので、プラスとマイナスの系列相関が相殺しあって全体として系列相関が小さく
　なっている可能性があるというのである。
　　Ball＆Wattsの研究の欠点を立証しようとした研究も存在している。　Salamon＆
　Smith［1977］の研究がそれである。かれらの研究の目的は、第一に、　Ball＆
　Wattsの研究における事後的サンプル選択による偏りの重要性に関する証拠を提供
　すること、第二に、利益プロセスの特性にっいては企業間に類似性よりも多様性が
　示唆するデータを示すことであった［Salamon＆Smith（1977），p．1795］。　Salamon
　＆Smithは、　E　P　Sについて企業別分析を実施し、事後的サンプル選択の偏りのた
　めに、Ball＆WattsはEPS時系列の不安定性を過大に評価したことを示唆する
　証拠、および個々の企業のEPSの時系列特性には多様性が存在することを示唆す
　　る証拠を提供したとした［Salamon＆Smi七h（1977），p．1801】。これに対してBal1
　＆Wattsは、存続による偏り（survivorship　biases）は、　E　P　Sは平均してサブマ
　ーティンゲールのように動くという自分たちの結論に影響を与えていないとし
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　　［Ball＆Watts（1977），　P・1808｝、また企業間の多様性については、自分たちの結
　　果をすべての企業に適用して述べることには注意深かったのだとしている［Bal1＆
　　Watts（1977），　p．1805］。
（7｝　しかしながら、Lookabillは、　Beaverの研究の結果とBal　l＆Wattsのそれは
　　ともに何らかのかたちの移動平均プロセスと一致しているとし、Beaverの結果は
　　1次の自己回帰プロセスとは一致していないとするだけである［Lookabi11（1976），
　　p．727］。Lookabil1は、　Ball＆Wattsの明言にもかかわらず、かれらのデータに
　　ついて自分なりの解釈をしているようである。
（8）　まったく同様に、Lorekも、　Abde1－khalik＆Thompsonによる概観の結論を、っ
　　ぎのように要約している。「若干の違いはあるものの、うえの諸研究（年次利益デ
　　ータのクロスセクション分析による諸研究……森）の結果は、デフレートされてい
　　ない利益（EPSと純利益）がサブマーティンゲール（趨勢項つきのランダムウォ
　　ークあるいは趨勢項なしのランダムウォーク）に従っているのに対し、デフレート
　　されている利益（収益率）は移動平均プロセスあるいは平均回帰プロセスに従って
　　いる。」［Lorek（1977－78），　pp．213－214】と。
（9）Whittredは、自らの研究について二つの意見を述べている［Whittred（1978）．p．
　　198」。その第一は、会計技法の変更の統制問題と「特別」の定義の問題とが、観察
　結果を部分的に説明しうるということである。第二は、個々の企業の時系列を記述
　　するプロセスについてはほとんど述べることができないということである。後者に
　ついては、クロスセクション分析の結論を個々の企業に適用することはできない、
　　と指摘したものであると考えることができる。
（10）香村は、ランダムウォーク・モデルではなく、「ナイーブモデル」と表現してい
　　る［香村（1987）．134ページ］。
（11）香村は、趨勢項つきランダムウォーク・モデルではなく、「サプマーチンゲール
　　モデル」と表現している［香村（1987），134ページ］。
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第障 業種平均値としての年次利益の時系列モデルの構築と分析
1．はじめに
　第3章においては、ARIMA時系列モデルの構築の方法としてのボックス＝ジェン
キンス法（Box・Jenkins　methodology，以下においてはB＝J法と略す）を取りあげ、
それによる同定の方法について説明し、またB＝J法による過去の研究のいくつかを紹
介した。本研究はB＝J法を使用してモデルを構築するので、この第3章は手法面での
叙述であった。
　そして前章においては、クロスセクション分析によると、デフレートされていない利
益もデフレートされている利益も、ランダムウォークに従っているということが明らか
にされた。この見解は、Albrecht　et　a1．［1977］によってまとめられ、その後オース
トラリアやニュージーランドでも同様の結果がえられ、今日の通説として確立されたと
考えられる。そしてこの通説は、香村［1987］や桜井［1991］の研究によっても裏づけ
られている。
　しかしながら、こうした過去の研究はメジアンや十分位、四分位の値にもとついた研
究であった。そこで本研究では、業種平均値を取りあげることにする。第1章で述べた
ように、企業の行動は業種平均値によって影響をうけており、したがって個別企業の利
益の予測をするうえで業種平均値の分析が必要なのである。しかも過去のクロスセクシ
ョン分析によると、デフレートされていない利益もデフレートされた利益も、ランダム
ウォークに従っているということになっているので、本研究で検証されるべき仮説は、
前章でまとめられたように、「日本企業の業種平均年次利益はランダムウォーク・プロ
セスに従っている」ということになったのであった。
　以上の結果、本章においては、日本のデータを使用してB＝J法により時系列モデル
を構築し、業種平均年次利益の時系列特性を明らかにすることにする。まず次節におい
ては、使用したデータの入手方法、種類、期間や対象とした業種にっいて説明する。ま
た第3節においては、B＝J法を使用してモデルを選択する方法について具体的に説明
する。そのうえで、第4節において、7業種それぞれの6種類の業種平均年次利益の原
データ、確定した時系列モデルを示す。なお、モデル確定に至る判断プロセスについて
は、本論文の補章で明らかにすることにする。第4節で示された結果の分析は、第5節
で試みられる。そして第6節においては、第5節までの内容を要約することにする。
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2．使用データの出所・種類等と対象業種
　使用データは、日本銀行r主要企業経営分析』の昭和34年度上期版から平成2年度
版までと同書の前身であるr本邦主要企業経営分析調査』昭和26年下期分版（1）から
昭和33年度下期分版までとから採録、計算した。年次利益は、金額データ（デフレー
トされていないデータ）としては、①売上総利益（1社当り）、②営業利益（1社当り）
、および現行の制度会計の③経常利益（1社当り）を取りあげることにした。現行の制
度会計の当期純利益は、昭和38年度までは、r主要企業経営分析』およびr本邦主要
企業経営分析調査』に掲載されているデータだけでは計算できないので、取りあげるこ
とができなかった。また、比率データ（デフレートされているデータ）としては、3種
類の年次利益に対応して、④売上高売上総利益率（業種平均値）、⑤経営資本営業利益
率（業種平均値）、⑥総資本経常利益率〔業種平均値）を選択した。この結果、本研究
では、金額データが3種類、比率データが3種類の合計6種類の年次利益の時系列特性
を調べることになった。
　データの多くは、直接採録することができず、新たに計算した。また、会計制度の変
更にともない、日本銀行r主要企業経営分析』においては、1年決算にもとつくデータ
が掲載されているのは昭和50年度版以降（そこには前年度のデータとして昭和49年
度の年次データが示されている）であり、昭和49年度下期版までは半期決算にもとつ
くデータになっている。本研究では、年次データを分析対象としており、したがって半
期データを年次データに変換する必要があった。さらに、変換にあたっては、上期と下
期における社数の違いも考慮しなければならなかった。
　まず、1社当りの売上総利益と営業利益であるが、昭和26年度から昭和38年度ま
では、これら2種類の利益自体が示されていないので、新たに計算することが必要であ
った。また、昭和48年度までは半期データしかなく、昭和49年度も半期データを使
用したので、昭和26年度から昭和49年度までは上期と下期の金額を合計し、それを
平均社数で除して1社当りの年次利益データとした。昭和50年度から平成2年度まで
は、単純に、掲載されている売上総利益と営業利益を社数で除した。
　1社当りの経常利益は、昭和26年度から昭和49年度までは「当期純利益」として
示されている金額を採録して上期と下期を合計し、それを平均社数で除して年次データ
とした。昭和50年度以降は「経常利益」として示されている金額を社数で除して算出
した。
　業種平均比率データとしての売上高売上総利益率（業種平均値）は、昭和26年度か
ら昭和38年度までは「売上総利益対純売上高比率」、昭和39年度以降は「売上高総
利益率」として掲載されているので、それを直接採録した。ただし、昭和49年度まで
は半期データであるので、それを年次データとするために、上期と下期の値にそれぞれ
の期の社数を乗じて合計し、上期と下期の合計社数で除した。
　経営資本営業利益率は、昭和30年度までは建設仮勘定の金額が示されていないので・
昭和31年度以降のデータを使用して、昭和32年度についてのものから計算した。昭
和50年度から昭和60年度までの11年間はr主要企業経営分析』に「経営資本営業
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利益率」が載せられているが、データにできるだけ連続性をもたせるために、その期間
中についても計算し直した。
　総資本経常利益率は、昭和26年度から昭和49年度までは「総資本収益率」、昭和
50年度以降は「総資本経常利益率」として示されている。そこで、そのデータを採録
し、売上高売上総利益率と同様に、昭和26年度から昭和49年度までは半期データを
加重平均し、昭和50年度以降はそのデータをそのまま使用した。
　なお、本章で示す売上総利益、営業利益、経常利益のデータは1社当りの絶対額で、
単位は百万円である。また、売上高売上総利益率、経営資本営業利益率・総資本経常利
益率のデータは業種平均値としての比率データであり、単位は％である。
　対象とした業種は、日本銀行r主要企業経営分析』平成2年度版で示されている小分
類業種のうち、①r本邦主要企業経営分析調査』昭和26年下期分版から継続して存在
し、したがって40年間のデータを採録でき、②平成2年度版において11社以上所属
しており、③中分類にそうした業種がいくっか存在する場合にはその中の1業種だけ取
りあげる、という基準により、「綿紡績業（平成2年度で11社、以下同様）」、「自
動車製造業（12社）」、「百貨店（14社）」を選択した。また、中分類業種からは、
過去における外国の研究と比較できるという理由から、　「食料品製造業（30社）」、
「化学工業（65社）」、「鉄鋼業（25社）」を取りあげることにした。さらに、
「化学工業」を構成する七つの小分類業種の一つである「医薬品製造業（9社）」も調
査することにした（2）。このようにして、小分類4業種、中分類3業種の合計7業種が
選び出されたのである。
　以上の結果、七つの業種それぞれについて6種類の年次利益を調べることになり、し
たがって、対象とする時系列は42系列ということになった。
　昭和26年度から平成2年度までの40年間のデータを収集したが、すべての業種と
年次利益で40年間のデータを使用したわけではない。まず、すでに述べたように、経
営資本営業利益率は、昭和32年度からしか計算できないので、六つの業種すべてにつ
いて、昭和32年度から平成2年度までの34年間しかデータがえられない。また、他
の年次利益についても、40年間のデータを用いたわけではない。実際にデータ、とく
に利益率をみてみると、昭和26年度だけ異常に高い業種が四つあった。その代表は綿
紡績業である。昭和26年度の売上高売上総利益率は23．37％、総資本経常利益率
は27．69％であったが、それを除く最大値は、売上高売上総利益率が平成2年度の
19．26％、総資本経常利益率が昭和48年度の9．70％であった。そこで、綿紡
績業については、昭和26年度を除外し、昭和27年度から平成2年度までの39年間
のデータを使用した。同様に、百貨店、化学工業、鉄鋼業にっいても、昭和26年度の
データを分析対象から除外した。したがって、これら4業種では39年間のデータを使
用したのである。しかし、自動車製造業、食料品製造業、医薬品製造業の3業種につい
ては、とくに問題があるようにはみえないので、収集した40年間のデータすべてを使
用した。本研究で使用した期間の長さは、業種と利益により34年間・39年間・40
年聞の3種類があるのである。
　このようにしてえられたデータは、明治大学情報科学センターの大型コンピュータ
rFACOM　M760－4」により、統計処理アプリケーションソフト「SPSS一
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X」を使用して処理した。なお、サブプログラムは、rBOX－JENKINS」であ
る。
3．ボックス＝ジェンキンス法によるモデル構築の方法
　B＝J法によるモデル構築の第一段階は、データの定常化を図ることである。そこで、
分散を安定化するために対数変換あるいは平方根変換を実施し、さらに、トレンドを除
去するために階差をとることが行われる［Vandaele（1983），　pp．18－25，およびr訳書』
19－28ページ］。まず、金額データにっいて、分散の安定化を目的として、データの対
数変換あるいは平方根変換を実施した（比率データについては、分散を安定化する必要
はないようにみえるので変換はしなかった）。ただ実際には、対数変換と平方根変換の
どちらが適当かを事前に判断することはできないので、両方の変換を実施し、さらに階
差をとってみて、プロットされたデータと自己相関関数とをみて適当なものを決定した。
プロットされたデータに増減のトレンドがなく、データが特定の値を中心にしてずっと
同じ幅の間で振幅しており、自己相関がラグ1から存在していなかったり、自己相関関
数が急速にゼロに集束していけば、その年次利益時系列データは定常化されているとみ
なすことができる。ところが、自己相関関数の形状の判断は困難な場合が少なくなかっ
た。そこで、経済やビジネスの関係の時系列データは、一般に、2階までの階差で充分
であるとされているので［Vandaele（1983｝，　p．23およびr訳書』26ページ］、っねに、
0から2までの3種類うちの2種類を候補として留保し、その後の作業を進めた。なお、
暫定的に3階までの階差について計算してみたが、やはり2階までで充分であり、3階
の階差をとると複雑になってしまい、過剰階差が判明した。
　第二段階は、自己相関関数と偏自己相関関数の形状から、つぎのようにして、自己回
帰（AR）部分の次数と移動平均（MA）部分の次数とを同定することである［Van－
daele（1983），　p．94および『訳書』103ページ］。
　　　モデル
A　R　（　P　）
M　A　（q　）
ARMA（p，　q）
　自己相関関数
徐々　に消滅
ラグqの後で切断
徐々に消滅
　偏自己相関関数
ラグpの後で切断
徐々に消滅
徐々に消滅
　しかし、収集したデータについては、判断に困るケースが圧倒的に多く、このような
方法で同定することは困難であった。そこで実際には、Pとqは0から2までであると
して、9通りの組合せすべてを計算した。しかもそれを2階差にっいて実施したのであ
るから、一っの利益時系列にたいして18通りの組合せを計算したのである。
　第三段階は、同定されたモデルのパラメータの推定と診断チェックということになる。
何通りであれ、大型コンピュータは、パラメータの推定と診断チェックのためのデータ
の計算を瞬時に実行してくれる。そこで実際には、この段階では、それぞれの時系列の
18通りの組合せについて診断チェックを行った。
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　診断チェックはいくつかの基準により判定する。そのうちの一つは、　rSPSS－X」
ではT比率として示されている推定値対標準誤差の大きさである。「一般的な経験則に
よると、点推定値の絶対値が標準誤差の少なくとも2倍以上であればその係数は有意で
ある、すなわちゼロと有意に異なっていると考えてよい。」［Vandaele（1983）．　p。130お
よびr訳書』ユ43ページ］のである。したがって、T比率の絶対値が2に満たないパラ
メータは削除すべきであり、T比率の高いパラメータで構成されるモデルが適当なモデ
ルなのである。そのために、この有意でないパラメータが最高次のものであるならば、
そのパラメータを除去することになる。また、もしそれが最も高い次数のものでないな
らば、パラメータ推定値間の相関行列をみて、相関の高い最高次のパラメータを除去す
る［Vandaele（1983），　p．131およびr訳書』144ページ］。しかし実際には、それによ
って簡単に最適のモデルに到達できるわけではない。そこで本研究では、pとqが2と
2の組合せから0と0の組合せまで、T比率をみながらパラメータを削除していき、最
適モデルを探していった。
　診断チェックをする他の方法は、残差を調べるものである。もし選択されたモデルが
適当なものであるならば、そのモデルにより計算される値と実際値との差すなわち残差
はホワイトノイズであって、有意な自己相関はもたず、すべてゼロに近い値をとること
になる。そこでrSPSS－X」では、残差系列が相関しているという帰無仮説が正し
い確率すなわちP値（「SPSS－X」ではrPROB．」）を、ラグ6、12、18、
24、25という五つのラクについて明らかにしている。例えばもしP値が0．530
であるならば、残差がホワイトノイズである確率が53％であり［Vandaele（1983），p．
195およびr訳書』213ページ］、したがってこのP値は高いほど良いのである。
　またrSPSS－X」では、残差自己相関関数も示している。残差自己相関関数につ
いては、残差がホワイトノイズであればすべてゼロに近い値になるのであり、rSPS
S－X」では残差自己相関が有意にゼロと異なる点が明示されているので、残差自己相
関関数がその点を越えずにゼロの近辺を不規則に振幅していれば良いことになる。
　さらに、rSPSS－X」では、残差系列の平均値、標準偏差、分散も示している。
適切なモデルであれば、その残差はP値が高く有意な自己相関はもたず、平均値はゼロ
で分散も小さいということになる。
　このようにして、同定されたモデルの診断チェックをすることになるのだが、一つの
基準により適当と思われても、別の基準によるとあまり適当ではないというようなこと
が多く、診断チェックのすべての基準にっいてまったく問題がないというようなケース
は少数であった。それゆえに、ボックス＝ジェンキンス法には経験が必要とされるとい
われるのである。そこで本研究では、できるだけ候補モデルを広く挙げておき、最終的
には、P値を中心にしてT比率と残差自己相関関数も考慮しっっ、最適モデルを決定し
た。ここにおける判断の詳細については、本論文の補章で説明することにする。
4．調査に用いた原データと調査結果
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（1）食料品製造業
図表5－1食料品製造業の年次利益の原データ
年度
26
Q7
Q8
Q9
R0
R1
R2
R3
R4
R5
R6
R7
R8
R9
S0
S1
S2
S3
S4
S5
S6
S7
S8
S9
T0
T1
T2
T3
T3
T5
T6
T7
T8
?
上期下期　通年
社数社数　社数????????????????????????
?????
?????????????????????? ??????』??????』」????』???????」???????? ? ?? ? ????? ??? ? ???????????? ? ??? ????????? …… …… ??上 ???? 経営資本営業利益率
????????????????????????????
? ???? ??????????????????、? ???
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　59　　　　　　　　　　　　　30　　45，138　　　7，694　　　7，329
　60　　　　　　　　　　　　　30　　46，742　　　7，961　　　7，938
　61　　　　　　　　　　　　　　30　　50，0G5　　　8，188　　　8，686
　62　　　　　　　　　　　　　30　　54，381　　　8，161　　10，404
　63　　　　　　　　　　　　　30　　58，695　　　7，221　　　9，437
平元　　　　　　　3061，844　6，305　9，146
　2　　　　　　　　　　　　30　　67，457　　　7，932　　　9，612
①売上総利益；ARIMA（0，1，1）
　　　　　▽zし＝0．12－0．46aし＿且
②営業利益：ARIMA（2，1，0）
　　　　　▽ZL＝－0．　19Zt＿璽一〇．
③経常利益：ARIMA（1，1，1）
　　　　　▽Zt＝0．34Zt＿夏十〇．　05十1
④売上高売上総利益率：ARIMA（0，1，1）
　　　　　▽zt・＝0．24－Q．36at＿ヨ
⑤経営資本営業利益率：ARIMA（O，1，1）
　　　　　▽zし＝－0．　06－0．　16at．＿1
⑥総資本経常利益率：ARIMA（0，2，1）
　　　　　▽2Zt＝－0．04十〇．74a、＿且
19、34
19．73
21．31
22． 2
22．42
23． 3
24．27
（自然対数変換）
7．13
6．92
6．79
6．16
4．80
3．60
4．04
28z、－2＋0．11（自然対数変換）
12a、，1（自然対数変換）
5．76
5．96
6．18
6．66
5．22
4．33
4．02
（2）綿紡績業
?
年
???????
上期下期
社数社数
18　18
18　18
18　18
18　17
18　18
18　18
18　18
18　18
17　17
17　17
17　17
17　17
　図表5－2
通年　売　上
社数　総利益
2，102
1，935
2，140
1．206
2，509
2，581
1，267
1，879
3，187
2，842
2，228
3，142
綿紡績業の年次利益の原データ
営業経常売上高売上経営資本総資本経
利益利益総利益率営業利益率常利益率
1，508
1，397
1．530
　632
1，818
1，741
　508
1，043
2，104
1，620
　939
1．602
　942
　916
　663
　407
1，117
1，162
　283
　480
1，256
1，039
　301
　851
10．81
12．77
14．32
8．95
14．56
14．55
8．49
11．48
15．23
12．58
9．43
11．05
6．09
1．63
3．59
6．80
4．67
2。41
3．70
7．29
7．68
4．99
2．96
8．09
7．35
1．64
2．97
7．04
5．19
1．31
3．29
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?????????????? ? ? ? ? ???????? ? ? ??? ? ?
????????
? ? ? ? ?
?
17，094
18，468
17，191
22，039
23，545
28，182
29，914
2，373　　　1，116
1，707　　　　　192
1，693　　　　　100
2，941　　　1，240
3，704　　　1，846
3，689　　　1．855
4．158　　　2．213
3，586　　　1，490
3t271　　　1，346
10，185　　　7，664
7，608　　　2．988
一6，576　－11，174
　－654　　－4，424
2，113　　　－860
　－314　　－1，745
4，872
5．051
2，457
1．642
L586
4，942
5，622
3，815
5，973
5，516
4，546
4，213
3．083
2，994
　651
　626
　579
2．351
3，518
2，613
4，192
3，923
4，239
3，156
?????????????????
????
???????????????
??????? ???
一
???????????
?????
（注）金額データを定質非定常データにするために、金額データをにたいして自然対数
　変換か平方根変換を実施しなければならない。しかし、そのためにはデータにマイ
　ナスの値があってはならない。しかし、営業利益と経常利益には、マイナスの値が
　ある。そこで、営業利益の原データの最小値は一6，576であるので、原データ
　に7，000を加えて新系列をつくり、それを変換した。また、経常利益について
　は、最小値が一11，174であるので、11，500を加えて変換した。
①売上総利益：ARIMA（2，2，1）
　　　　　▽2zt＝－0．　51Zt＿1一一〇．
　　　　　（自然対数変換）
②営業利益：ARIMA（0，0，0）
　　　　　z。＝9．10（自然対数変換）
③経常利益：ARIMA（0，0，0）
56zt＿2十〇．02十〇．82at＿1
一88一
　　　　　　　　　z、＝9．37（自然対数変換）
④売上高売上総利益率　ARIMA（2，1，0）
　　　　　　　　　▽zt＝－0　34zt＿1－0．57z、－2十〇．32
⑤経営資本営業利益率ARIMA（0，0，2）
　　　　　　　　　zt＝3．85－0．53aし＿1十〇　34a、＿2
⑥総資本経常利益率：ARIMA（0，0，1）
　　　　　　　　　Zt＝3．　19－0．91aL－1
（3）化学工業
???????????????????????????
図表5－3
上期下期　通年
社数社数　社数????????????????????????
????
???????????????????????????????…，??，，， ?，，，，，，，?????
化学工業の年次利益の原データ
? ????? ? ?? ?????? ?
　1．317
1，269
1，561
2，087
2，341
2，971
3，061
2，009
2，361
5，153
5．614
1．032
2，501
89一
売上高売上
総利益率
　　　21．62
　　　24．18
　　　24．14
　　　24．60
　　　24．37
　　　24．10
　　　25．07
　　　26．15
　　　27．15
　　　27．30
　　27．77
　　　29．49
　　29．32
　　29．16
　　29．22
　　29．56
　　29．59
　　29．90
　　29．41
　　27．98
　　27．77
　　29．00
　　26．73
　　22．18
　　22．21
経営資本
営業利益率
??????????? ?。?? ? 。???。? ???? 。
? ? ? ??????????????? ???????
52
T3
T4
T5
T6
T7
T8
T9
U0
U1
U2
U3?
????????????? ???
①売上総利益：ARIMA（2，
　　　　　▽2zL＝－0．　　　　　　　46zい2－0．
　　　　　　　　　＋0。
②営業利益：ARIMA（2，
　　　　　▽Zt＝－0．　　　　　　　48Zt＿2十〇．　16
③経常利益：ARIMA（2，
　　　　　▽ZL＝0．　　　　　　　　　　　　　　　　15＋0．
　　　　　（自然対数変換）
④売上高売上総利益率：ARIMA（0，
　　　　　▽2zし＝－0．　　　　　　　　　　　　48at＿2
⑤経営資本営業利益率：ARIMA（2，
　　　　　▽zし：＝0．　　　　　　　　　　　　　　　07
⑥総資本経常利益率：
　　　　　▽zし＝－0．　　　　　　　　　　　　　　　　　　00
25，974　　　6，130　　　3，032　　　　　23．05
28，165　　　6，922　　　4，346　　　　　24．86
34，286　　10．348　　　7，144　　　　　24．59
36．889　　10，307　　　6，448　　　　　22．97
37，177　　　8．622　　　5，096　　　　　22．88
39，402　　　9，009　　　5，736　　　　　23．91
43，835　　11，131　　　8，095　　　　　25．19
48，258　　13，225　　10，642　　　　　26．34
49，924　　12，418　　10，404　　　　　26．84
51，861　　12，177　　10，768　　　　　30．48
58．259　　14，728　　14，095　　　　　32．66
64，113　　16，813　　17，107　　　　　33。17
66，752　　16，172　　17，531　　　　　32．79
69，353　　14．918　　16，266　　　　31．60
　　　　　 ，2）
　49aい2（自然対数変換）
　　　　1，0）
　　　　1，1）
13Zt＿1－0．　36Zt＿2十〇．
　　　　　　　　　2 2）
　　　　　　　　　1 0）
06Zt＿1－0．65Zt＿z十〇
ARIMA（2，1，0）
　03zい1－0．55Zt＿2＋0．
??????????????
0 十〇．75aレ1
（自然対数変換）
62at－1
（4）医薬品製造業
　　　　　　　　図表5－4　医薬品製造業の年次利益の原データ
年度　上期下期　通年　売　上　営　業　経　常　売上高売上　経営資本
　　　社数社数　社数　総利益　利　益　利　益　総利益率　営業利益率
昭26　　9　9　　　　　761　　273　　174　　31．59
　27　　　　7　　　7　　　　　　　　1，367　　　　　564　　　　　282　　　　　34．63
　28　77　　1。718　657　363　34．38
　　　　　　　　　　　　　　　　　－90一
????
総資本経
常利益率
　11．18
　11．48
　10．57
?????????????????????????????????????????????????????????????????????????????????????????????????????? ?
????????
?????? ?????? ? ?? ? ??????? ???????? ? ? ? ? ??? ? ? ??? ?
??????????????????????????????????????????????
???????
??
????????
①売上総利益：ARIMA（2，1，0）
　　　　　　　　　▽Zt＝0．　75zし＿聰一〇．　50z、．2＋6．31（平方根変換）
91
????????
????
??????????
??
②営業利益：ARIMA（2，1，0）
　　　　▽z、＝O．62zL．1－0．40z．－2十〇．08（自然対数変換）
③経常利益：ARIMA（2，1，0）
　　　　▽z．＝O．67z、一，－O．57zt－、＋0．12（自然対数変換）
④売上高売上総利益率：ARIMA（0，2，2）
　　　　▽2zt＝－0．04十〇．48at＿1十〇．23at＿2
⑤経営資本営業利益率：ARIMA（2，0，0）
　　　　　z、＝1．26zt＿1－0．54zし＿2十2．85
⑥総資本経常利益率：ARIMA（0，0，2）
　　　　　zt＝10．69－1．23at＿1－0．68at＿2
（5）鉄　鋼　業
???????????????????????? 上期下期
社数社数????????????
　　図表5－5
通年　　　上
社数　総利益 ??????????? ?? ???? ? ? ? ? ? ?
??????????????????????????? ??????????
???
??????。 ? ??，?
，?
??
，?
??
，?
，?
，?
??
??
，?
，?
，?
，?
，?
??
??
??
，?
，?
，?
，
??
?? ? ?
鉄鋼業の年次利益の原データ
　業経常売上高売上経営資本
　益　利　益　総利益率　営業利益率 ???
??????????????????
総資本経
常利益率
　　4．71
　　3．13
　　0．94
　　2．81
　　6．70 ??。 ???? 、???
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??????????????????????????? 29　29????????39，502　　22，748　　　8，90935，957　　15，301　　－1，628
46，727　　24．138　　　5，666
38，008　　15，100　　　1，463
53．902　　28，499　　10，426
75，117　　45，334　　21，297
74，081　　41，516　　21，520
77，616　　43，444　　17，713
56．978　　24，657　　　4．816
47，463　　15，890　　　　　　27
67，653　　32．362　　11．597
55，606　　19，616　　　5，796
36，749　　　1，970　　－1，343
57，289　　21，439　　10，129
82，189　　40，787　　27，373
88，210　　43，995　　31，140
83，952　　35，835　　26，310
????????????????? ????
（注）すでに綿紡績業の分析対象データの紹介のさいに述べたように、金額データにっ
　　いてはマイナスの値があってはならない。しかし経常利益の最小値は一1，
　　である。そこで、経常利益の原データに2，000を加えて新しい時系列データを
　　つくり、それを変換した。
①売上総利益：ARIMA（2，1，0）
　　　　　▽z、＝－0。15zt．1－0．44zレ，＋0．19（自然対数変換）
②営業利益：ARIMA（2，1，0）
　　　　　▽Z、＝－0．35Z。．、－0．43Z　、．2＋0．20（自然対数変換）
③経常利益：ARIMA（0，0，1）
　　　　　z。＝8．66－0．32aH（自然対数変換）
④売上高売上総利益率：ARIMA（0，0，1）
　　　　　zt＝17．34－0．74at＿【
⑤経営資本営業利益率：ARIMA（0，0，1）
　　　　　Zt＝5．72－0．64at＿1
⑥総資本経常利益率：ARIMA（0，1，2）
　　　　　▽zt＝－0．25十〇．57at＿1十〇．76at＿2
　3．27
－0．41
　1．26
　0．31
　2．17
　4．39
　4．33
　3。41
　0．89
　0．00
　2．08
　1。04
－0．24
　1．87
　5．18
　5．68
　4．51
628一
（6）自動車製造業
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年度????????????????????。?
図表5－6
上期下期　通年
社数社数　社数????????????? ? ? ? ? ? ?? ? ? ? ?? ?
??????
????????????????????????????????
自動車製造業の年次利益の原データ
??
???????????????????????????????? ， ， ， ，?
業
益
346
449
641
653
627
??常
益
212
338
455
515
410
948
????㍑?????????????????????????? ? ， ??，??，?????，????
???? 経営資本
営業利益率
60
Q8
V8
R9
Q9
V9
W2
S2
V3
O2
V6
Q8
P6
T7
O8
T2
V3
U4
Q0
X4
V0
W0
U5
S8
W5
X8
Q2
T1
X0
U4
． ? …???????
94
… ??????…???
　62　　　　　　　　　　　　12　　210，876　　35，780　　60，549　　　　　13．10
　63　　　　　　　　　　　　　12　　243，851　　56，792　　77，493　　　　　13．85
平元　　　　　　12　272，543　64，26085，471　　14．43
　2　　　　　　　　　　　　12　　297，199　　71，090　　92，667　　　　　14．40
①売上総利益：ARIMA（0，2，1）
　　　　　▽2z、＝－0．01＋O．99a、．、（自然対数変換）
②営業利益：ARIMA（2，1，0）
　　　　　▽zし＝－0．02zし＿】－0．
③経常利益：ARIMA（2，1，0）
　　　　　▽zし＝－0．05zt＿聖一〇．25zt＿2十〇　19
④売上高売上総利益率：ARIMA（2，1，0）
　　　　　▽zし＝－0．01zt＿1－0．32zし＿2－0．04
⑤経営資本営業利益率：ARIMA（2，1，0）
　　　　　▽zt＝0．03zt＿！－0．40zt＿2－0．02
⑥総資本経常利益率：ARIMA（2，1，0）
　　　　　▽zt＝・0．05zt＿！－0．34zt＿2－0．　19
4．49
6 53
6．70
6．85
35z、．2＋0，18（自然対数変換）
（自然対数変換）
?????????
（7）百　貨　店
度????????????上期下期
社数社数??????????? ??? ?
　　図表5－7
通年　売　上
社数　総利益
1，900
2，344
2，431
2，462
2，933
3，436
3，797
4，509
5，337
6，579
7，501
8，464
9，340
9，935
10，984
?
?
　278
　363
　337
　327
　456
　490
　540
　723
　931
1，128
1，305
1，477
1，602
1，725
1，933
百貨店の年次利益の原データ
　業経常売上高売上経営資本
　益　利　益　総利益率　営業利益率
　224
　275
　260
　235
　306
　337
　398
　498
　667
　900
1，097
1，286
1，358
1，430
1，562
一95一
19．45
18．64
20．00
20．58
20。98
21．15
21．15
21．28
21．28
21．58
21．57
21．53
21．88
22．07
22．11
4．85
4．75
5．66
6．48
6．79
6．85
6．67
6．19
5．98
6．04
総資本経
常利益率????????????????
????????????????????????????????????????????????????????????????????
????????
????
ー。
????
??（?????．?
??
??
1
???????????????????????
???。…?。?
????? ? ??? ????
①売上総利益：ARIMA　，　　）
　　　　　　　　　▽2Z。＝－0　00＋0　　7a、．i＋O．57a。一、（自然対数変換）
②営業利益：ARIMA　　1
　　　　　　　　　▽z，＝0．　　（自然　　変換）
③経常利益：ARIMA　　1
　　　　　　　　　▽z、＝0．　　　　．　　　t．1（自然対数変換）
④売上高売上総利益率：ARIMA　，L2）
　　　　　　　　　▽Zt＝0．　　　　　．　　　　t＿t－0．　32at＿2
⑤経営資本営業利益率：ARIMA　，1，1）
　　　　　　　　　▽zt：＝0．　76zい1－0　20zい2－0．02十1．25at＿1
⑥総資本経常利益率：ARIMA　　　1，1）
　　　　　　　　　▽z，＝－0．01－O　　a、．1
96
????
5．調査結果の分析
（1）利益種類別分析
　分析に便利なように、ARIMAモデルに焦点をあてて業種別に調査結果を再構成す
ると、図表5－8から図表5－13のようになる。本研究では、適合度の高いモデルだ
けを示すのではなく、とりあえず、相対的に最も適合するものを見いだし、それを分析
の対象とすることにする。また、勿論たった7業種から一般的結論を導き出すことはで
きないが、一定の傾向を把握しようとする試みは許されるであろう。
図表5－8　売上総利益のARIMAモデル
業 種　　変　換1） （P，d，　q） 残差分散　　P　値2〕　ラグ3）
綿紡績業：
医薬品製造業：
自動車製造業：
百　貨　店：
?????? ?? ））））????（（（（ 　0．28
14．88
　0．02
　0．00
????? 25
18
18
12
????????????? （0，1，1）
（2，2，2）
（2，1，0）
0．01　　0．72　　18
0．00　　0．74　　25
0．05　　0．99　　24
注1）対数変換の対数は自然対数である（表5－9、5－10も同じ）。
　2）P値は、SPSS／Xでは、とくに指定しない限りラグ6、12、18、24、
　　25について示される。ここで挙げたP値は、そのうちで最も高いものである
　　（表5－9から5－13も同じ）。
　3）最も高いP値をもっラグを示してある（表5－9から5－13も同じ）。
　1社当り売上総利益についてみてみよう。まず、変換方法についてであるが、医薬品
製造業だけが、平方根変換が適当ということになった。そのことは、医薬品製造業の1
社当り売上総利益は、他の業種ほど変動が大きくはなっていないということを意味して
いる。実際に原データをみると、確かに比較的順調に増加し続け、例えば前年より減少
してしまうというようなことはない。
　階差（d）をみてみると、7業種中4業種が2階の階差をとり、さらに医薬品製造業
と鉄鋼業についても2階の階差が不合理というわけではなかった。営業利益と経常利益
は、すべて、階差が0か1であるので、この点は売上総利益時系列の特徴といえるであ
ろう。原データをみると、確かに、すべての業種で、約40年間にわたる売上総利益の
成長率は、営業利益と経常利益の成長率を大きく上回っている。
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　変換をし階差をとった時系列については、自己回帰モデルが2系列、移動平均モデル
が3系列・混合自己回帰移動平均モデルが2系列ある。ここから、1社当り売上総利益
の時系列特性は業種別にみると多様であると推測される。ただ、食料品製造業と化学工
業については、残差が無相関である確率が高くなく、モデルとしての適合度が低いこと
に注意すべきである。
　前章において、本研究で検証されるべき仮説は、　「日本企業の業種平均年次利益はラ
ンダムウォーク・プロセスに従っている」ということであるということが明らかにされ
た。この観点から売上総利益の調査結果をみてみると、この仮説を裏づけることはでき
ない。ランダムウォーク・モデルは1業種もなく、業種的に多様なモデルが適合してい
たのである。言い換えるならば、業種平均売上総利益については、ランダムウォーク仮
説はあてはまらないといえるのである。
図表5－9　営業利益のARIMAモデル
?
種　　変　換 （P，d，　q） 残差分散 P　値 ラグ
綿紡績業：
医薬品製造業：
自動車製造業：
百　貨　店：
濁?????? ?????????? （0，0，0）
（2，1，0）
（2，1，0）
（O，1，0）
0．29
0．Ol
O．07
0．02
1．00
0．95
0．97
0．96
24
18
18
18
?????????????? （2，1，0）
（2，1，0）
（2，1，0）
0．03　　0．66　　25
0．03　　0．80　　25
0．35　　1．00　　24
注）前節で述べたように、原データの最低値が一6，572（百万円）であるので、
　原データに7，000を加えて新系列を作り、それを対数変換した。
　第二番目に、1社当り営業利益をみてみよう。変換方法はすべて対数変換である。ま
た、階差については、綿紡績業のみ階差をとらず、他の6業種は1階の階差をとってい
る。綿紡績業は階差をとらないで適合度の高いモデルがえられているが、原系列を対数
変換しただけであるので、他の業種と比べれば、綿紡績業の1社当り営業利益はあまり
増えていないということを意味している。実際に原データをみてみると、他の業種が2
5～200倍程度になっているのに対して、綿紡績業の場合は約3倍にしかすぎない。
　階差系列については、ランダムウォークモデルが2系列、自己回帰モデルが5系列と
なった。ランダムウォークか自己回帰ということで、7業種しかにすぎないが、最も特
徴がはっきりしている。とくに中分類3業種は、ともに（2，1，0）モデルであった・
営業利益は売上総利益や経常利益に比べて、最も特徴がはっきりしており、未調査の業
種の時系列特性が興味深いところである。
　しかしながら、営業利益についてもランダムウォークモデルが支配的であるとは思わ
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れない。本研究で検証対象とした仮説を裏づけることはできないのである。それどころ
か、ランダムウォーク・モデルが1次の自己回帰モデルの特殊なケース“t）であること
を考えるならば、業種平均営業利益については自己回帰モデルの支配性を認めるべきで
あろう。なお、売上総利益と同様に、食料品製造業と化学工業のモデルは適合度が低く、
あまり信頼することはできない。
図表5－10　経常利益のARIMAモデル
業 種　　変　換 （P，d，　q） 残差分散 P　値 ラグ
綿紡績業：
医薬品製造業：
自動車製造業：
百　貨　店：
???????? （0，0，0）
（2，1，0）
（2，1，0）
（O，1，1）
0．36
0．01
0．07
0．02
1．00
0．93
0．85
0．96
24
25
18
25
食料品製造業：　対　数
化学工業：　対数
鉄　鋼　業：　対数2）
（1，1，1）
（2，1，1）
（O，0，1）
0．03　　0．30　　25
0． 11　　1，00　　25
0．86　　0．97　　24
注1）前節で述べたように、原データの最低値が一11，174（百万円）であるので、
　　原データに11，500を加えて新系列を作り、それを対数変換した。
　2）前節で述べたように、原データの最低値が一1，628（百万円）であるので、
　　原データに2，000を加えて新系列を作り、それを対数変換した。
　第三番目に、1社当り経常利益を取りあげてみる。営業利益と同様に、変換方法はす
べて対数変換であった。結局、利益の絶対額はほとんど対数変換が適当であるわけで、
売上総利益と経常利益も含めて、利益の変動は、時代の推移とともに次第に相当大きく
なってきているといえるであろう。勿論、そのことは、業績尺度としての利益の在り方
からいって当然のすがたである。
　階差については、綿紡績業と鉄鋼業が階差をとらず、他の5業種は1階の階差をとっ
ている。両業種とも階差をとらないで適合度の高いモデルがえられている。だが、綿紡
績業の営業利益は約4倍にしか増えていないのに対して、鉄鋼業は約80倍に増えてい
る。さらに、他の4業種は50～400倍程度になっている。鉄鋼業が約80倍に達し
ているのに階差をとらないのは、1975年には一1，628、1986年には一1，343な
どと大きく変動しているからだと思われる。なお、綿紡績業の原系列も同様に大きく変
動している。
　階差系列については、ランダムウォークモデルが1系列、自己回帰モデルが2系列・
移動平均モデルが2系列、混合自己回帰移動平均モデルが2系列であった。売上総利益
と同様に、経常利益の時系列特性が業種別に多様であると想像される。したがって・業
種平均経常利益についても、ランダムウォークモデルが支配的であるとは考えられない・
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ここでも、前章で示された仮説を検証することはできないのである。なお、食料品製造
業のモデルは適合度がきわめて低く、本来であれば取りあげるべきではないように思わ
れる。
　以上にみてきたデフレートされていない利益を全体として眺めてみると、まず変換方
法については、平方根変換が適当であるのは、医薬品製造業の売上総利益だけであった。
売上総利益の他の業種および営業利益と経常利益のすべての業種について平方根変換は
適当でなかった。勿論一般化には慎重であるべきだが、平方根変換があてはまる業種と
利益の種類は少ないように思われる。
　つぎに階差については、0と1が多く、2は4系列であった。しかし、2階の階差を
とったのは4系列とも売上総利益であり、売上総利益についてはさらに他の2系列も2
階の階差がまったく不合理というわけではなかった。営業利益と経常利益は、すべての
業種について階差が0か1であるので、この点は売上総利益時系列の特徴といえる。ま
たそのことは、売上総利益の伸び率がそれだけ大きかったということを意味しているの
である。
　また、詳細は次項において検討するが、デフレートされていない利益については、個
々の利益種類についてみてきたように、ランダムウォーク・プロセスに従っているとは
考えられない。
　ところで、Albrecht　et　al．［1977］は、税引後当期利益の時系列は、食品業と化学
工業についてはランダムウォークモデル、鉄鋼業については自己回帰モデルがあてはま
り、全体としては自己相関パターンはランダムウォークを示しているとした。ただし、
B＝J法を使用して調べたわけではないので、その点に留意すべきであろう。
　わが国の企業のデータを使ったB＝J法による本研究でも、部分的に一致した結論が
えられている。すなわち、鉄鋼業については、売上総利益と営業利益の系列は自己回帰
モデルが適合しているし、表5－3には示されていないが、経常利益系列でも（1，0，
0）が（0，0，1）の次に適合していた。
　食料品製造業と化学工業については、必ずしもその結論を裏づけることはできなかっ
た。ただ、食料品製造業は3種類の利益すべて、化学工業は売上総利益と営業利益にっ
いてはモデルとしての適合度が低く、分析対象として信頼できなかった。Albrecht　et
a1。はメジアン企業の原データと1次階差データの自己相関を観察することによって結
論を導き出したので、そうした方法の違いにより異なった結果が出てきたのかもしれな
い。
　以上の3種類は絶対額（デフレートされていないデータ）であったが、次に、3種類
の利益率（デフレートされているデータ）の時系列についてみていくことにしよう。
　利益率の最初に、売上高売上総利益率を取りあげてみよう。階差については、0が1
系列、1が4系列、2が2系列で、一定の傾向はみられない。
　またモデルとしては、自己回帰モデルが2系列、移動平均モデルが5系列である。た
だ、医薬品製造業と鉄鋼業以外はモデルとしての適合度が低く、医薬品製造業と鉄鋼業
は移動平均モデルであった。勿論、単純にこのことから、売上高売上総利益率の時系列
は移動平均的であると結論づけることは危険である。
　しかしながら、ここでもまた、ランダムウォーク・モデルが適合している業種は1業
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種もなかったのである。本研究で検証されるべき仮説は、「日本企業の業種平均年次利
益はランダムウォーク・プロセスに従っている」ということであるが、業種平均売上高
売上総利益率にっいては、この仮説はあてはまらないのである。
図表5－11　売土高売上総利益率のARIMAモデル
業 種　　変　換 （P，d，　q） 残差分散 P　値 ラグ
綿紡績業：
医薬品製造業：
自動車製造業：
百　貨　　店：
???????? （2，1，0）
（0，2，2）
（2，1，0）
（O，1，2）
9．00
2．01
1．34
0．08
????? 25
18
　6
25
????????????? （O，1，1）
（0，2，2）
（0，0，1）
0．54　　0．72　　12
1．76　　0．50　　　6
4．49　　0．97　　25
図表5－12　経営資本営業利益率のARIMAモデル
?
種　　変　換 （P，d，　q） 残差分散 P　値 ラグ
綿紡績業：
医薬品製造業：
自動車製造業：
百　貨　店：
????????（0，0，2）
（2，0，0）
（2，1，0）
（2，1，1）
5．90
1．15
1．99
0．53
0．99
0．96
0．76
0．96
25
25
25
25
?????????
????? （O，1，1）
（2，1，0）
（0，0，1）
0．67　　0．53　　　6
0．55　　0．86　　25
3．23　　0．　98　　25
　第5番目の年次利益として、経営資本営業利益率についてみてみよう。階差は、0が
3系列、1が4系列であった。
　また階差系列については、自己回帰モデルが3系列、移動平均モデルが3系列、混合
自己回帰移動平均モデルが1系列で、特徴は見いだせない。この利益率の業種平均値時
系列は多様な特性を示すと予想される。なお、自動車製造業、食料品製造業、化学工業
のモデルは適合度が低くなっている。
　経営資本営業利益率についても、売上高売上総利益率と同様に、ランダムウォーク・
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モデルが適合する業種は存在しない。ここでもまた、ランダムウォーク仮説は検証され
ないのである。
図表5－13　総資本経常利益率のARIMAモデル
業 種　　変　換 （P，d，　q） 残差分散 P　値 ラグ
????? ????? ??????（0，0，1）
（O，O，2）
（2，1，0）
（0，1，1）
7．38
1．08
1．86
0．55
0．95
0．91
0．51
0．80
????
1
?????????
????? （0，2，1）
（2，1，0）
（0，1，2）
2．　16　　0．　60　　　6
1．23　　0．89　　25
2．04　　0．93　　25
　最後の利益種類として取りあげるのは、総資本経常利益率である。階差については、
0が2系列、1が4系列、2が1系列となっている。
　また、モデルとしては、自己回帰モデルが2系列、移動平均モデルが5系列であった。
モデルの適合度は自動車製造業、百貨店、食料品製造業が低くなっている。ここでもラ
ンダムウォーク・モデルが適合する業種は存在せず、いままでみてきたすべての利益種
類と同様に、ランダムウォーク仮説を検証することはできないのである。
　Albrecht　et　a1．［1977］は、自己資本当期利益率のクロスセクション分析の結果、
三つの業種についてランダムウォーク・モデルは不合理なものではないとしたが、この
結論については、本研究では裏づけることができなかった。勿論、本研究では自己資本
当期利益率を直接取りあげたわけではないので、対比することが適当かどうかという問
題があるが、利益率という点では類似性が存在している。それにもかかわらず、3種類
7業種21時系列の利益率のなかには、一つもランダムウォーク・モデルがないのであ
る。
　以上において6種類7業種の合計42の年次利益時系列をみてきたが、そのなかでラ
ンダムウォーク・モデルが適合するのは営業利益の綿紡績業、百貨店と経常利益の綿紡
績業の3系列だけであった。この結果をみると、本研究で検証することを意図した「日
本企業の業種平均年次利益はランダムウォークに従っている」という仮説が裏づけられ
ないことは、明らかである。とりあえず、仮説には疑問があたえられるのである。
（2）デフレートされていない利益とデフレートされている利益による分析
前項において明らかにされたすべてのモデルを集計してみよう。そうすると、ランダ
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ムウォーク・モデルが3系列、自己回帰モデルが16系列、移動平均モデルが18系列、
混合自己回帰移動平均モデルが5系列となる。この数字によると、自己回帰モデルと移
動平均モデルの支配性がみてとれる。
　それでは、デフレートされていない利益とデフレートされている利益とに分けてみた
場合にはどうなるであろうか。まず、デフレートされていない利益の階差系列について
は、ランダムウォーク・モデルが3系列、自己回帰モデルが9系列、移動平均モデルが
5系列、混合自己回帰移動平均モデルが4系列であった。また、デフレートされている
利益については、自己回帰モデルが7系列、移動平均モデルが13系列、混合自己回帰
移動平均モデルが1系列であった。
　この結果から、二つの点をよみとることができるであろう。その第一は、ランダムウ
ォーク・モデルは、デフレートされていない利益の一部についてしか適合していないと
いうことである。第二は、デフレートされている利益については、相対的に移動平均モ
デルが支配的であるということである。
　しかしながら、こうした把握は危険であろう。モデルの適合度は、P値および推定値
と標準偏差との相対比により大変ラフに把握したが、業種によりだいぶ違いがあったの
である。とくにP値が0．90未満の場合には適合度が低く、モデルとして信頼できな
いといえる。そこで、そうしたモデルの数を調べてみると、6種類の利益のうち、綿紡
績業が2、医薬品製造業が1、自動車製造業が5、百貨店が2、食料品製造業が6、化
学工業が5、鉄鋼業が0であった。
　そこで、信頼できないモデルが多いので、信頼できるモデルだけを集計して分析して
みることにする。その場合、Albrecht　et　al．［1977］が、デフレートされていない利
益すなわち利益の絶対額と、デフレートされている利益すなわち利益率とに分けたうえ
で、いずれもランダムウォークに従っているという結論を導き出したので、ここでもそ
のように二分してみることにする。
　デフレートされていない利益の21種類の時系列（3種類の利益x7業種）のうち、
P値が0．90以下の時系列は9系列存在する。そこで、残りの12系列について集計
してみると、つぎのようになる
図表5－14　デフレートされていない利益のARIMAモデル
（P，d，　q） 合計業種数　　（小分類業種＋中分類業種）
??????? ???（（（（（（（????? ? ?? ?）））））））
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　デフレートされていない利益のモデルとしては、ランダムウォーク・モデルが3系列、
自己回帰モデルが5系列、移動平均モデルが3系列、混合自己回帰移動平均モデルが1
系列ということになった。とくに注目されるのは、　（2，1，0）モデルが5系列もあ
ることである。ただし、自己回帰モデルとしては、この（2，1，0）モデルしか存在
していない。
　うえの21種類の時系列の集計値とこの集計値を比較してみても、傾向の違いはあま
りよみとれない。過去の研究結果からしても、信頼できるモデルだけを集計してみたら
ランダムウォーク・モデルだけが残ったというような極端なことが期待されるわけでは
ない。しかしそれにしても、この集計値をみる限り、ランダムウォークが支配的である
とはいえないのである。結局、利益の種類ごとにみたのと同様に、ランダムウォーク・
モデルが妥当するという通説を裏づけることはできなかったのである。ただ、対象とす
ることができた適合度の高いモデルは、21系列中12系列であることには留意しなけ
ればならないかもしれない。
　それでは、デフレートされている利益を取りあげてみよう。21種類の時系列（3種
類の利益×7業種）のうち、P値が0．90未満の時系列は12系列存在する。そこで、
残りの9系列について集計してみると、つぎのようになる
図表5－15　デフレートされている利益のARIMAモデル
（P，d，　q） 合計業種数　　（小分類業種＋中分類業種）
????? ??????（（（（（（? ????））））））
　モデルとしては、ランダムウォークがなく、自己回帰モデルが1系列、移動平均モデ
ルモデルが7系列、混合自己回帰移動平均モデルモデルが1系列であった。このうち自
己回帰モデルは医薬品製造業の経営資本営業利益率、混合自己回帰移動平均モデルは百
貨店の経営資本営業利益率であった。
　この集計結果は、うえの21種類の時系列全体の集計値の傾向を強めている。全体の
集計結果においても移動平均モデルが支配的であったが、信頼できるモデルだけを集め
てみると、9系列中7系列が移動平均モデルであったのである。
　この集計結果から、デフレートされている利益については、移動平均モデルが支配的
であるといってよいであろう。通説であるランダムウォークが支配的であるとはとても
いえないのである。Albrecht　et　a1．は、かれら以前の研究について、「デフレートさ
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れた利益は、移動平均や平均回帰といったタイプのモデルによって、適切に特徴づける
ことができる。」［Albrecht　e七al．（1977）．　p．227］と述べているが、本研究はそれと同
様の結果をえたのである。ただ、この結果は、21系列中9系列を対象としたものであ
ることには、留意すべきかもしれない。
　結局、信頼できる時系列だけを対象にみてみると、デフレートされていない利益につ
いては、ランダムウォークの支配性を裏づけることはできず、またデフレートされてい
る利益については、移動平均モデルが支配的であるということになった。いずれも今日
の通説であるAlbrecht　et　al．の調査結果とは異なった結果となってしまった。このこ
とは、本研究で検証しようとした仮説すなわち「日本企業の業種平均年次利益はランダ
ムウォーク・プロセスに従っている」という仮説が裏づけられなかったということを意
味している。らのである。
　このように、42種類の年次利益時系列全体を利益種類別に分析した場合と同様に、
信頼できるモデルだけにもとついて、デフレートされていない利益とデフレートされて
いる利益と分けて分析してみても、同じ結論がえられた。本研究は、従来のクロスセク
ション分析の結果にたいして疑問を提起する結果になったのである。
6．むすび
　本章の目的は、わが国のデータを使用して時系列モデルを構築し、業種平均年次利益
の時系列特性を明らかにすることであった。そしてそのことは、過去のクロスセクショ
ン分析の通説をふまえた「日本企業の業種平均年次利益はランダムウォーク・プロセス
に従っている」という仮説の検証を課題としていたのであった。その結果については、
すでに前節までにおいて述べられているので、ここでは、それらを要約したうえで従来
の研究結果と相違した理由を考え、本章のむすびとすることにする。
　まず、使用データは、日本銀行r主要企業経営分析』とその前身であるr本邦主要企
業経営分析調査』の昭和26年下期分版より平成2年度版までから採録、計算した。年
次利益は、金額データ（デフレートされていないデータ）としては①売上総利益、②営
業利益、③経常利益、比率データ（デフレートされているデータ）としては④売上高売
上総利益率、⑤経営資本営業利益率、⑥総資本経常利益率を選択した。また、データの
期間は、34年間、39年間、40年間の3種類になった。さらに、取りあげた業種は、
綿紡績業、医薬品製造業、自動車製造業、百貨店、食料品製造業、化学工業、鉄鋼業の
7業種であった。したがって本研究では、7業種について6種類の年次利益、すなわち
42の年次利益時系列を調べることになった。データは、B＝J法を使用して処理し、
最適モデルを決定した。
　調査結果の分析は、まず6種類の年次利益ごとに実施された。しかし、なかにはモデ
ルとしての適合度の低いものが存在しているので、信頼しうるモデルだけ集計して、デ
フレートされていない利益とデフレートされている利益とを対比して分析してみた。な
お、本文では取りあげなかったが、中分類業種と小分類業種の両方を対象業種としたの
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で、その結果を試行的に分析することも可能であろう（4）。
　利益種類別分析を簡単に要約してみよう。
　売上総利益については、まず変換方法としては、医薬品製造業の売上総利益が平方根
変換で、他はすべて対数変換のほうが適当であった。階差については、7業種中4業種
が2階の階差をとり、さらに残りの3業種のうち2業種についても2階の階差が不合理
というわけではなかった。構築されたモデルは、自己回帰モデルが2系列、移動平均モ
デルが3系列、混合自己回帰移動平均モデルが2系列であった。売上総利益の時系列特
性は業種別に多様であると思われる。
　営業利益にっいては、変換方法はすべて対数変換であり、階差は綿紡績業だけがゼロ
で、他はすべて1であった。時系列モデルは、ランダムウォーク・モデルが2系列、自
己回帰モデルが5系列、とくに中分類3業種は、ともに（2，1，0）モデルであり、
7業種しかにすぎないが、6種類の利益のうちで最も特徴がはっきりしている。
　経常利益は、変換方法はすべて対数変換であり、階差については、綿紡績業と鉄鋼業
が階差ゼロであり、他はすべて1であった。時系列については、ランダムウォーク・モ
デルが1系列、自己回帰モデルが2系列、移動平均モデルが2系列、混合自己回帰移動
平均モデルが2系列であった。経常利益の時系列特性も多様であると想像される。
　以上の結果、デフレートされていない利益については、ランダムウォーク・モデルが
適合しているとは考えられない。なお、鉄鋼業は、売上総利益と営業利益にっいては自
己回帰モデルが適合し、経常利益にっいてもさほど不適当であるわけではなく、Albr㏄
hteta1．の結論と一致した。ただ、食料品製造業と化学工業については、裏づけるこ
とができなかった。
　売上高売上総利益率にっいては、階差は、0が1系列、1が4系列、2が2系列であ
った。またモデルとしては、自己回帰モデルが2系列、移動平均モデルが5系列であっ
た。ここでは、ランダムウォーク・モデルが適合している業種は1業種もなかった。
　経営資本営業利益率は、階差については0が3系列、1が4系列であった。また時系
列は、自己回帰モデルが3系列、移動平均モデルが3系列、混合自己回帰移動平均モデ
ルが1系列で、特徴は見いだせなかった。
　最後の利益種類として取りあげられたのは、総資本経常利益率であった。階差にっい
ては、0が2系列、1が4系列、2が1系列となった。また、モデルとしては、自己回
帰モデルが2系列、移動平均モデルが5系列であった。ここでもランダムウォーク・モ
デルが適合する業種は存在しなかった。
　結局、デフレートされている年次利益についても、ランダムウォーク仮説を検証する
ことはできなかったのである。なお、Albrecht　et　a1．［1977】は、自己資本当期利益
率のクロスセクション分析の結果、三つの業種についてランダムウォーク・モデルは不
合理なものではないとしたが、これにっいても裏づけることができなかった。
　また、こうした42の年次利益時系列の全体の結果から、ランダムウォーク・モデル
はデフレートされていない利益の一部にっいてしか適合していず、またデフレートされ
ている利益については移動平均モデルが相対的に支配的であることがよみとれた。
　このようにして42の年次利益時系列の全体をみたが、そのなかでランダムウォーク
・モデルが適合するのは3系列だけであった。この結果から、とりあえず「日本企業の
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業種平均年次利益はランダムウォーク・プロセスに従っている」という仮説は裏づけら
れないことになった。
　こうした分析の対象となった時系列モデルのなかには、モデルとしての適合度の低い
ものがあった。そこで、信頼できる時系列だけを対象に分析してみた。しかしながら、
年次利益時系列全体の場合と同様にデフレートされていない利益についてはランダムウ
ォークの支配性を裏づけることはできず、またデフレートされている利益にっいては、
移動平均モデルの支配性をいっそう強く確認する結果になった。これにより、本研究は、
検証対象とした仮説は裏づけられないということを明らかにしたのである。本研究は、
従来のクロスセクション分析の結果にたいして疑問を提起する結果になったのである。
　では、なぜこのような結果になったのであろうか。考えられる理由は二つある。その
第一は、本研究ではB＝J法を使用したということである。たとえばAlbrecht　et　a1．
［1977］は自己相関だけをみて結論を導きだしており、本研究で検証しようとした仮説
もB＝J法を使用したクロスセクション分析の結果ではないのである。したがって、本
研究がB＝J法という厳密な方法を用いた結果、従来とは異なる結論がえられたという
可能性があると考えられる。実際、本論文の第3章でみたように、個別企業の年次利益
にB＝J法を摘要してみた結果は、必ずしもランダムウォーク・モデルの支配性を示し
ているわけではないのである。
　第二に、従来のクロスセクション分析は、メジアンや十分位値、四分位値にもとつい
て、企業別分析の結果を全体として眺めることにより結論を導きだしていたが、本研究
では業種平均値を対象としたということである。業種平均値はプラスとマイナスの結果
が相殺されたものであり、その点で従来のクロスセクション分析の結果と異なってくる
可能性があるといえよう。
?
（1）　日本銀行r本邦主要企業経営分析調査』昭和26年下期分版には、昭和25年度
　下期から昭和26年度下期までの3期分が示されており、昭和26年度のデータを
　採録するためには、昭和26年下期分版だけで充分であった。
（2）本研究では、業種平均値の規範性を前提として、業種平均年次利益を取りあげる。
　　しかし、r本邦主要企業経営分析調査』とr主要企業経営分析』においては、業種
　平均値の取り方により、業種には大分類から小分類までの3段階ある。そこで、統
　計的には意味があまりないが、中分類業種平均値と小分類業種平均値との関連につ
　　いて考えるために、試みに中分類業種である「化学工業」を構成する小分類業種の
　一つも調査することにした。なお、「化学工業」を構成する他の六つの小分類業種
　　とは、日本銀行r主要企業経営分析』平成2年度版によると、「総合化学製品製造
　業（4社）」　「無機化学製品製造業（14社）」　「有機化学製品製造業（25社）」
　　「油脂・洗剤・化粧品製造業（6社）」「塗料・インキ製造業（4社）」「その他
　化学工業（3社）」である（r主要企業経営分析』平成2年度版より）。
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（3）本論文の27ページを参照のこと。なお、そこでの説明は、Vandaele（1983），p．
　49およびr訳書』54ページを参考にしたものである。
（4）　小分類業種の年次利益の時系列特性と中分類業種のそれとの関係についてもみて
　みよう。
　　図表5－1から図表5－6の上部が小分類業種、下部が中分類業種になっている
　が、両者の間に傾向としての大きな違いはないようにみえる。また、小分類業種と
　　しての医薬品製造業とそれを包含する中分類業種としての化学工業とを比較してみ
　ると、営業利益と総資本経常利益率は同じ自己回帰モデル、ARIMA（2，1，
　　0）であり、経営資本営業利益率は（2，0，0）と（2，1，0）で階差は違う
　が、同じ自己回帰モデルであった。しかし、他の三つについては、同じモデルであ
　るとみることはできない。また、化学工業は医薬品製造業を含む七つの小分類業種
　から構成されており、医薬品製造業と化学工業とでは相違していても不思議ではな
　い。さらに、たった一組のケースを一般化することは不可能としても、各種年次利
　益の時系列特性は小分類と中分類とでは異なると考えることが常識的であろう。
　　では、モデルとして信頼できるものだけでみたときにはどうなるであろうか。図
　表5－7と図表5－8において、合計業種数の内訳として小分類業種と中分類業種
　の数が示されている。しかし、この二っの図表からは、対象とした業種数が少ない
　ので確定的結論は導き出せないが、特徴らしきものは見い出せない。
　　結局、図表5－1から図表5－8をみてみると、統計的に意味のある結論ではな
　いが、小分類業種あるいは中分類業種に特有の年次利益時系列特性があるわけでは
　なく、しかも小分類業種とそれを包含する中分類業種との間には違いがあろうとい
　うことになる。
　　小分類業種の業種平均年次利益がそれを包含する中分類業種のそれとは異なる時
　系列特性を示すとすれば、個々の企業はどちらに規範的意味を見い出すであろうか。
　勿論直観的には、小分類業種の方である。したがって、データの規範性を前提とし
　て年次利益に関する種々の分析を行なう場合には、小分類業種の業種平均値を採用
　すべきであるということになる。小分類業種と中分類業種とのすべての関係につい
　て妥当していることが証明されたわけではないが、医薬品製造業と化学工業との関
　係から、小分類業種の業種平均値の分析が要求されているということはいえるであ
　ろう。
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第6章 本研究の要約と限界および今後の研究課題
1．はじめに
　本研究の課題は、業種平均年次利益の時系列特性を明らかにし、そのことによって、
「日本企業の業種平均年次利益はランダムウォーク・プロセスに従っている」という従
来のクロスセクション分析から導きだされる仮説を検証することであった。そのための
種々の作業が前章までにおいて実施された。したがって本章では、まず次節において、
それらの作業を簡単に要約し、本研究の概要と結論を確認することにする。
　しかしながら、本研究は一定の限界も内包している。最大の限界は観察数と構造変化
との問題である。ボックス＝ジェンキンス法（Box・Jenkins　methodology，以下におい
てはB＝J法と略す）は一般に50位の観察数が必要であるといわれているが、そのこ
とは年次利益にB＝J法を適用すると約50年間のデータを必要とするということを意
味している。だが、そうした長期にわたって分析した場合、基礎となっている構造の変
化は不可避であり、分析の意義が問われてくることになるのである。また、こうした問
題のほかにも、データの連続性は重大な問題である。さらに、日本銀行が公表するデー
タの規範性も問題とされなければならないであろう。そこで第3節において、本研究の
こうした限界を明らかにすることにする。
　本研究は、いくつかの方向に発展させることができる。本研究は、利益予測を志向し
て業種平均年次利益の時系列的研究を実施した。しかしながら、本研究の結果から個別
企業の利益を直接予測できるわけではない。あくまでも業種平均値により企業行動が影
響をうけるということから、業種平均年次利益の時系列特性を明らかにしたのであった。
したがって、業種平均年次利益を個別企業の利益の予測と結びつけるためには、さらに
いくつかの課題が克服されなければならない。また、そもそも業種平均年次利益にたい
してマクロ経済要因がどのように影響をあたえているかについても、研究が必要とされ
ているだろう。さらに、個別企業の利益の予測のためには、年次利益時系列に影響をあ
たえる経済的要因ついても考慮する必要があろう。そこで第4節においては、考えられ
る今後の研究方向を提示することにする。
2．本研究の要約
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　本研究の課題は、うえで述べたように、「日本企業の業種平均年次利益はランダムウ
ォーク・プロセスに従っている」という仮説を検証することであった。しかも、その方
法としてB＝J法を使用し、従来のクロスセクション分析よりも厳密に業種平均年次利
益の時系列特性を明らかにした。そこで本節において、本研究の概要を把握するととも
に、本研究により得られた結論を確認することにする。
　第1章「業種平均利益にたいする時系列分析の必要性および本論文の課題と構成」の
主たる目的は、表題にあるように、業種平均利益にたいする時系列分析の必要性を明ら
かにすることであった。そこではまず、時系列分析にたいしては予測、とりわけ利益予
測という役割があたえられていることが示された。そしてそのうえで、現在株価を判断
するうえでは将来利益を予測することが必要であり、そのために利益にたいする時系列
分析が必要であるとされた。ところが、個々の企業にとって業種平均値は規範的基準と
なっているのであり、個別企業の利益の時系列分析による予測にあたっては、業種平均
利益の時系列分析の結果をなんらかのかたちで反映させる必要があるといえるのである。
こうした論述は、つぎのように総括された。「株価を判断するうえでは、将来利益が重
要である。その将来利益は、現在ならびに過去の利益の時系列分析にもとついて予測さ
れる。しかし、個々の企業の行動は業種平均値によって影響をうけているので、業種平
均利益を分析する必要がある。」
　本研究は、この認識にもとついて、業種平均利益の時系列分析を実施した。対象とし
た業種は、　「綿紡績業」「医薬品製造業」「自動車製造業」　「百貨店」という小分類4
業種および「食料品製造業」「化学工業」「鉄鋼業」という中分類3業種であり、また
分析対象とした利益概念は年次利益であり、利益種類は売上総利益、営業利益、経常利
益という3種類のデフレートされいない利益と、売上高売上総利益率、経営資本営業利
益率、総資本経常利益率という3種類のデフレートされる利益の合計6種類である。し
たがって、七つの業種それぞれについて6種類、すなわち42種類の業種平均年次利益
が調査された。本研究の課題は、この42種類の年次利益時系列データがどのような時
系列プロセスに従っているか、すなわち時系列特性を明らかにすることであった。そし
て、それを確認する方法としてB＝J法を使用した。
　こうした課題を達成するために、第2章「時系列プロセス」においては、時系列プロ
セスについての統計学的整理を行なった。それは、業種平均年次利益が従っている時系
列プロセスを示すことが本研究の課題であるがゆえに必要な作業であった。第2章では、
まず、時系列データにたいして時系列分析をするために必要な定常性という性質にっい
て説明したうえで、定常な時系列データにもとつく三つの代表的なモデル、すなわち自
己回帰モデル、移動平均モデル、混合自己回帰移動平均モデルを紹介した。そして、1
次の自己回帰モデルの特殊なケースとしてランダムウォークおよび趨勢項つきランダム
ウォークがあり、移動平均モデルについてはゼロ次という特殊なケースとして平均回帰
プロセスがあることも述べた。さらに、非定常時系列データを定常時系列データに変換
する方法について説明し、定質非定常時系列データを混合自己回帰移動平均モデルにあ
てはめて得られるのが自己回帰和分移動平均モデルであるということも明らかにした。
　第3章「ボックス＝ジェンキンス法による時系列モデルの同定」においては、第2章
で示された時系列プロセスをモデル化する方法について説明した。本研究で使用したB
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＝J法は、モデルの同定、パラメータの推定、診断チェックというプロセスによってモ
デルを構築する。この第3章では、時系列モデルの構築のためには、まず時系列データ
のプロットによりデータの誤りや異常値、構造変化、非定常性のチェツクを行なうとい
うこと、ならびに非定常時系列データを定常化するために、B＝J法により分散を安定
化しトレンドを除去し季節性を除く方法について説明した。そのうえで、一連のプロセ
スのうちとくに階差の階数、AR部分とMA部分の次数を同定する段階に焦点をあて、
その内容を把握した。そして最後に、B＝J法を適用した研究を取りあげ、それらの同
定結果を紹介した。ただし、それらは個別企業の年次利益時系列データにB＝J法を適
用したものであり、モデル化された結果それ自体を紹介するために取りあげたものであ
る。
　第4章「クロスセクション分析による年次利益の時系列的研究の概観」においては、
本研究で検証されるべき仮説を明らかにするために、過去において年次利益の時系列的
研究をクロスセクション分析によって実施した研究を概観した。そこではまず、一方の
見解として、デフレートされていない利益はランダムウォークか趨勢項つきランダムウ
ォークに従っており、デフレートされた利益は移動平均や平均回帰というプロセスに従
っているという見解があり、他方の見解として、デフレートされた利益もデフレートさ
れていない利益も趨勢項つきを含むランダムウォーク・プロセスに従っているという見
解があるということが示された。この対立に決着をつけたのが、Albrecht，　Lookabill
＆McKeown［1977］の研究であった。かれらの結論は、デフレートされた利益もされて
いない利益もランダムウォークに従っているというものであり、この結論は、その後オ
ーストラリア、ニュージーランド、日本の企業を対象にした研究でも裏づけられること
になった。この結果、本研究の課題は、過去において取りあげられなかった業種平均値
を対象として、「日本企業の業種平均年次利益はランダムウォーク・プロセスに従って
いる」という仮説を検証するということになった。
　第5章「業種平均値としての年次利益の時系列モデルの構築と分析」においては、7
業種それぞれについて6種類、すなわち42種類の業種平均年次利益について時系列モ
デルを構築、分析した。構築されたモデルをまず利益種類別に分析したところ、デフレ
ートされていない利益については、ランダムウォーク・プロセスに従っているのは21
系列中3系列だけで、ランダムウォークが支配的とは考えられなかった。そのさい、鉄
鋼業の売上総利益と営業利益にっいては自己回帰モデルが適合し、経常利益にっいても
さほど不適当であるわけではなかった。これは、Albrecht，　et　al．［1977］の結論と一致
していた。また、デフレートされている年次利益についても、ランダムウォーク・モデ
ルは適合していず、移動平均モデルが相対的に多かった。信頼性の高いモデルだけを対
象にして分析しても、ランダムウォークの支配性を裏づけることはできず、それどころ
かデフレートされた年次利益については移動平均モデルの支配性を確認する結果となっ
た。
　この結果、本研究が検証しようとした「日本企業の業種平均年次利益はランダムウォ
ーク・プロセスに従っている」という仮説は、裏づけることができないということにな
った。本研究の結果は、過去におけるクロスセクション分析の結果にたいして疑問を提
起することになったのである。しかしながら、この相違は、第一には本研究がB＝J法
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という厳密な方法を採用したということ、第二にはメジアンや十分位値ではなく業種平
均値を分析したことにより生じたと考えることができるであろう。
　なお本論文には、補章「ボックス＝ジェンキンス法による時系列モデルの判定」が付
け加えられている。これは、第5章におけるモデル構築のために行なわれた微妙な判断
について説明することを意図したものである。
3．本研究の限界
（1）観察数と構造変化
　第一の問題として，充分な観察数とその期間中における構造変化との関連について取
りあげる。B＝J法を適用するためには充分な観察数が必要である。ところが，年次利
益にB＝J法を適用する場合にはそれが長期となってしまって、年次利益を生成する構
造に変化が生じてしまう可能性が高いのである。
　B＝J法は、一般に、50位の観察数が必要であるとされている。確かにBox＆Jen－
kinsは，もし可能であれば少なくとも50，できれば100の連続する時系列データ
が用いられるべきであると述べている［Box＆Jenkins（1980），p．18】。この観点から、
第3章の5．で紹介した初期の研究にたいしては、いずれも観察数と構造変化の問題が
指摘されている。
　まず、Dopuch＆Wattsは，自分たちの研究にっいて二つの問題点を二つあげていた
［Dopuch＆Watts（1972），pp．　190－192］。そしてその一つとして，　B＝J法によって
信頼できる結果をえるためには50位の観察数が必要であるにもかかわらず，かれらの
研究においては観察数がそれよりも少なかったということをあげていた。そしてDopuch
＆Wattsの研究にたいして、　Shalchiも，観察数が少なかったということとを，弱点の
一つとしているのである［Shalchi（1981），p．44］。いずれにおいても，　Dopuch＆
Wa七tsの研究は観察数が充分でなかったと指摘されているのである。
　つぎに、Watts＆Leftwich［1977］の研究にたいしても、観察数と構造変化の関連に
ついて問題が提起されている。Lorek　et　al．は，　rWatts＆Leftwichのデータは，非
常に長い年数にわたっていたので，利益系列に構造変化があるとみることはほとんど不
可避であった。」［Lorek，　et　al．（1981），p．108］と，構造変化の問題を指摘している。
またShalchiも，一般的弱点の一つとして，　Watts＆Leftwichの研究では構造変化の
可能性が重大な問題であることをあげている［Shalchi（1981），p．47］。Watts＆Left－
wichによると，残差が定常的であるという帰無仮説を38年間，50年間，55年間，
60年間のデータにっいて検討したところ，観察数が増えるにつれてその帰無仮説の棄
却される割合が高くなり，そのことは構造変化が重大な問題となっているということを
示しているという［Watts＆Leftwich（1977），pp．265－266】。
　Albrecht，　Lookabi11，＆McKeown［1977］の研究における観察数についても，指摘が
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なされている。Watts＆Leftwichの研究で問題となった構造変化にっいては，25と
いう観察数により，その可能性が減少させられている［Lorek，　et　a1．（1981），p．
108」。しかしながら，反対に，観察数が少ないということはパラメータの推定にたいし
ては不利な影響，すなわちB＝J法によるモデル化のさいに誤指定（misspecification）
の問題を引き起こす可能性があるという［Lorek，　et　a1．（1981），pp．108－10gおよび
Bao　et　al．（1983），p．408］。ここでもまた，充分な観察数と構造変化の問題が生じて
いる（1）のである。
　このようにB＝J法を適用した研究にたいしては、いずれも観察数と構造変化の関連
が問題とされている。時系列分析のためには充分な観察数が必要であるが、長期にわた
る年次利益データを使用すると，うえでみたように，構造変化が重大な影響を与えるこ
とになるのである。この点は，Hopwood＆McKeownによっても指摘されている［Hop－
wood＆McKeown（1986），p．221。かれらによると，とくに，多くても25年間の年次
会計データしか入手できないような典型的な場合には，データの数が少ないので，中間
干渉事象（intervening　events）の前か後のデータのみにもとついてモデルを同定する
という方法は実行できないとしている。そしてしかも，たとえ25年間を越えるデータ
を収集することができたとしても，その全期間にわたって基礎的プロセスが同じである
という仮定はしばしば非常に根拠が弱く，したがってそうした長期の時系列データの使
用は不可能であるというのである。
　以上においてみたように、充分な観察数約50と構造変化とは二律背反の関係にある
のである。本研究においては、34～40年間のデータしか用いていないので、必ずし
も観察数が充分とはいえない。しかしながら、50年間にもわたる年次データには構造
変化が不可避である。確かに、本研究で対象とした昭和20年代から平成までであって
も、日本経済や企業行動が同じ構造を有しているとは考えにくい。まして50年前とい
えば第二次世界大戦中であるから、現在までの構造変化はまさに劇的である。そして、
年次データを生成するプロセスを支配する構造が異なっているのであれば、それらを一
体として分析することは当然不適当ということになる。観察数と構造変化とは二律背反
の関係にあり、本研究もその問題から解放されているわけではないのである。構造変化
の問題は、年次利益にたいしてB＝J法を適用する場合の最も困難な問題であるといえ
るであろう。
　ところが，これに対して，もっと少ない観察数でも問題がないことも指摘されている
のである。Guerardは，一方で1920年から1979年までといつたの長期であっ
ても年次EPSデータには定常性があることを示し，他方で時系列モデルを推定するた
めには20年間の年次データで充分であるとも述べているのである（2〕［Guerard
（1989）　，　pp．248－249］。
　また、本研究で利用したrSPSS」とならんで頻繁に利用される大型コンピュータ
用統計処理アプリケーションソフトrSAS」の説明書、　rSASユーザーズガイド／
ETS』においては、つぎのように説明されているのである。　rARIMAは、オブザ
ベーションの数が30から2000までの中くらいの大きさの時系列を取り扱うことが
できる。オプザベーションが30より少ないと、パラメータの推定があまりうまく行え
ず、何千個にもなるとコンピュータの時間とメモリーが膨大になる．」［SASソフトウ
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エア（1987），77ページ］
　ここでは、必要な最少の観察数は20～30とされているのである。20～30年間
であれば、構造変化の問題は相当除去されるであろう。結局，B＝J法が50位あるい
はそれ以上の観察数を必要とするということは，必ずしも絶対的なものとはいえないよ
うである。そうであるならば、34～40年間のデータを用いた本研究の限界として観
察数と構造変化の問題をあげる必然性はそれだけ減少してくることになる。
（2）データの連続性
　第二の問題として、本研究で使用した時系列データには連続性が欠けているという点
を指摘しておく。
　本研究で使用した日本銀行r本邦主要企業経営分析調査』r主要企業経営分析』のデ
ータには、40年間の連続性があるわけではない。企業数の変化にともないデータが断
絶している場合もあれば、企業数に変化がなくともデータに断絶がみられる場合もある
のである“）。勿論、集計範囲と集計方法の変更があった場合には、それ以前のデータ
について修正が行なわれているのであれば、時系列分析のためには非常に好都合である。
しかしながら、どのようなデータベースもそうした修正を行なっていないがゆえに、日
本銀行にたいしてだけそうした修正を期待することはできない。データの連続性の問題
は、業種平均データを現状のような統計書や電子メディアによるデータベースに求める
かぎり、克服することは不可能である。
　そこで本研究では、統計書に起因するデータの不連続性は無視することにした。若干
こじつけ的かもしれないが、公表されている業種平均値それ自体が規範性を有している
のであり、包含される企業の範囲には関係がないと考えたのである。とはいえ、時系列
データに連続性が確保されていることが望ましいことはいうまでもない。
　公表されている業種平均値に連続性が欠けているがゆえに、特定数の個別企業のデー
タにより業種平均値を独自に計算し、その時系列特性を明らかにすることも意義のある
研究であろう。もっとも、その場合には大きな合併、買収、企業分割などをした企業は
除外されるであろうし、そうした除外の結果としての業種平均値にどのような意味があ
るかが、逆に疑問になってくると思われる。勿論、そうした影響を考慮するために、遡
ってデータを計算しなおすということも考えられないではない。しかし、これもきわめ
て困難な作業である。
　大きな合併、買収、企業分割などにっいて解決したとしても、依然として問題は残っ
ている。小規模の吸収合併や分離独立のために、個別企業のデータには、依然として厳
密な意味での連続性は欠けているのである。また、会計処理方法の変更により個別企業
の会計データに連続性が欠けていることは、広く認識されている。
　このように考えてみると、業種平均データにっいて厳密な意味での連続性を確保する
ことは、ほとんど不可能であると考えられる。データの連続性は、あくまでも相対的な
ものでしかないのである。したがって、本研究における調査・分析結果は、データの不
連続性を前提にして、しかもその限りにおいてみるべきであろう。
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（3）日本銀行r主要企業経営分析』の規範性
　第三番目に、本研究が使用した日本銀行による業種平均値の規範性も問題にされなけ
ればならないであろう。
　本研究では、日本銀行r本邦主要企業経営分析調査』とr主要企業経営分析』の業種
平均値を使用したり、そこに示されているデータから新たに別種の業種平均値を計算し
たりした。しかしながら、それを個々の企業が目標値とするというのは不確かな前提で
あるかもしれない。すべての企業がそのたびに日本銀行の統計書を参照し、それにもと
ついて経営計画を策定するとは考えられないのである。そもそも日本銀行r主要企業経
営分析』の利用度すら確認されたわけではないのである。
　しかしながら、日本銀行r主要企業経営分析』のなかのデータが直接個々の企業に利
用されていないとしても、そこで明らかにされている水準は他の統計書で算出されてい
るものと大差はないであろう。また、個々の企業が同業種の何社かのデータにより算出
し（4）ても、日本銀行r主要企業経営分析』に近い業種平均値を求めることができるで
あろう。そして、何らかの業種平均値により個々の企業は影響をうけるのである。
　本研究は、業種平均年次利益を対象とした研究であった。そして、そのデータは日本
銀行r本邦主要企業経営分析調査』とr主要企業経営分析』より採録された。それは業
種平均値の代表として選択されたのであり、たとえ水準が若干相違したとしても多くの
「業種平均値」の時系列態様と同様の動きを示していることであろう。したがって、確
かに日本銀行r本邦主要企業経営分析調査』とr主要企業経営分析』の業種平均値それ
自体の規範性には問題が残るかもしれないが、それらから採録された時系列データの分
析は有意義であろう。
4．今後の研究課題
　本研究は、第1章で述べたように、業種平均年次利益の時系列的研究の意義を利益予
測にたいする貢献に求めた。しかし本研究は、業種平均値により企業行動が影響をうけ
るという過去の実証研究を踏まえて業種平均年次利益の時系列特性を明らかにしたので
あって、業種平均年次利益の時系列データを考慮して個別企業の年次利益を予測するた
めには、さらに二つの課題が解決されなければならない。また業種平均年次利益自体も、
マクロ経済要因の影響下にあり、マクロ経済要因と業種平均値との関連についても明ら
かにされなければならない。さらに、個別企業の年次利益時系列にたいしては、業種平
均値以外にも、たとえば製品の性質や参入障壁の高さなどの経済的要因も影響をあたえ
ており、これらを考慮することも必要である。そこで、本論文の最後に、考えられる今
後の研究方向を示すことにする｛5〕。
　業種平均値を考慮したうえで個別企業の年次利益を予測するためには、まず第一に、
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業種平均年次利益と個別企業の年次利益との関連（E3）が明らかにされなければならない。
確かに、業種平均値の規範性について第1章で取りあげた三っの研究、すなわちLev
［1969］の研究、Frecka＆Lee［1983］の研究、　Lee＆Wu［1988］の研究においては、
業種平均年次利益と個別企業のそれとの関係が示されていた。しかしそれらは、業種的
な特徴あるいは相違を明らかにしているわけではない。また、本研究ではかれらの結論
を前提としたが、そもそもかれらの研究結果が日本のデータで検証されているわけでは
ないのである。
　つぎに、そのうえで、業種平均年次利益の時系列と個別企業の年次利益の時系列とが
結びっけられなければならない（7）。時系列分析にもとついて個別企業の年次利益を予
測するために、当該企業の時系列データばかりでなく業種平均年次利益の時系列データ
をも包含するような時系列モデルが構築されなければならないのである。そうしたモデ
ルは、多変量時系列モデルあるいは伝達関数モデルといわれており、こうしたモデルの
なかに業種平均値を含めることが第二の課題である。
　さらに、GNP、民間個人消費、公共投資、為替相場、人口動態などのマクロ経済要
因は、特定の業種に属する企業にたいしては同じような影響をあたえる。したがって、
業種平均年次利益はそうしたマクロ経済要因と強い結びつきをもっている。それゆえに、
業種平均年次利益の時系列にそうしたマクロ経済指標の時系列を関連させることが必要
である｛8〕。そこで、当該業種に関連する代表的マクロ経済指標を多変量時系列モデル
に導入することが課題となる。
　さらに、業種平均値以外にも、個別企業の年次利益時系列に影響をあたえる経済的要
因がある。Lev［1983］の研究によると、年次利益の自己相関と変動性（variability）
は製品のタイプ、参入障壁の高さ（競争の程度の代理変数）、資本集約度（オペレーテ
ィング・レバレッジ）、企業規模という要因と結びついているとされた。したがって、
この問題にも注目し、年次利益時系列と経済的要因の関連について、研究を蓄積してい
く必要があろう｛9）。
　以上における課題をまとめてみると、つぎのようになる｛1　°）。すなわち、業種平均値
を考慮したうえで個別企業の年次利益を予測するためには、業種平均年次利益と個別企
業の年次利益との結びつきを明らかにしたうえで、業種平均年次利益時系列データと代
表的マクロ経済指標とを多変量時系列モデルに導入していかなければならない。また、
業種平均値以外に、個別企業の年次利益にたいして影響をあたえる経済的要因について
も研究することが必要である。
注
（1）公平を期すためにふれておくと，Lorek　et　al．は，　B＝J法は年次データのプロ
　　セスを同定する手段としては不適当なのであろう，と述べている［Lorek　et　al．
　　（1981）　，　p．109］　。
（2）四半期利益データを取りあげて必要な観察数について調べたものとしては，
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　　Lorek＆McKeown［1978］による研究がある。かれらによれば，明確な最少観察数
　　はないけれども、観察数が24以下であると予測の結果はきわめて悪いという
　　［Lorek　＆　McKeown　（1978）　，　P．213］o
（3）　たとえば食料品製造業についてみてみよう。
　　　まず、つぎの期の間では対象とした企業数が変化しており、データに連続性が欠
　　けている。
　　　　昭和25年上期から31年上期にかけての毎期、43年下期から44年上期、
　　　　44年下期から45年下期にかけての毎期、46年上期から46年下期、49
　　　年から51年にかけての毎期、57年から59年にかけての毎期
　　これらのうちとくに49年から50年にかけては、それまでの半年決算が1年決算
　　に移行したのにともない、すべての業種で企業数が大きく変化している。したがっ
　　て、日本銀行r主要企業経営分析』は大きくはここでデータが断絶しているといえ
　　る。なお、昭和57年度版の当年度データと58年度版で示されている前年度デー
　　タ、昭和58年度版の当年度データと59年度版で示されている前年度データとは
　　同一の数値であるべきだと思われるが、実際には異なっている。
　　　また、昭和38年下期から39年上期にかけては、企業数が同じであるにもかか
　　わらず、38年度版に示されている38年下期のデータと39年度版に示されてい
　　るそれとが異なっている。また、60年度版と61年度版との問でも、同様である。
（4）第1章4．において業種平均値が規範性を有していることについての実証的研究
　　を紹介した。そこでは、いずれも業種平均値が独自に計算されていた。まず、Lev
　　の研究においては、コンピュスタット・テープから①1947年から1966年ま
　　での20年間にわたってデータが入手可能であり、②最低10社からなる業種に属
　　くしている245社のデータで18業種の平均値が計算されている［Lev（1969），p．
　　293］。つぎに、Frecka＆Leeの研究では、コンピュスタット・ファイルから、
　　29年間全体にわたってデータが備わり、マイナスの値をもたない企業数が多い三
　つの業種が選択され、業種平均値が計算された［Frecka＆Lee（1983），　pp．310－
　　311】。またLee＆Wuの研究では、　Levと同様に、コンピュスタット・ファイルか
　　ら、1965年から1984年までの20年間にわたってデータが入手可能であり、
　少なくとも10社を含む業種に属している112社のデータで八つの業種の平均値
　　が計算されている［Lee＆WU（1988），　pp、　295－296］。結局、いずれもまず企業別に
　完全なデータを入手し、それらを算術平均しているのである。これに対して本研究
　では、日本銀行r本邦主要企業経営分析調査』とr主要企業経営分析』を利用した
　がゆえに、その時々で対象とされた企業の加重平均の時系列データを分析した。
（5）利益予測モデルの展開を考えるさいには、香村による類型化が参考になる。香村
　　は、利益予測モデルをつぎのように分類している［香村（1987），130ページ】。
　　①個別企業の会計報告数値に基づいた予測モデル
　　　　a．報告利益数値（年次・中間利益）の過去の時系列に基づいたモデル
　　　　　　（ex．）移動平均法・指数平滑法の利用
　　　　　　　　マーチンゲール・サプマーチンゲールモデル形態等
　　　　b．その他の会計データの追加的利用
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　　　　　　（ex．｝部門別データや他企業の会計データ・連結データ　等
　　　　　　　　配当変更・増資・株式分割・会計方法の継続性変更等の会計関連事
　　　　　　　　象による情報に基づいた予測
　　②個別企業の会計データ以外の会計要因を含んだモデル
　　　　a．経済レベル・産業レベルでの集計的利益指標とのクロスセクションな関係
　　　　　　に基づいたモデル
　　　　b．その他の経済上の構造的関係に基礎を置いた計量モデル
（6）～（8）　これらはいずれも、香村による分類［香村（1987），130ページ］のなかで
　　は、②a．の個別企業の会計データに経済レベル・産業レベルでの利益指標を関連
　　させたモデルということになろう。
（9｝これは、香村による分類［香村（1987），130ページ］のなかでは、②b．のその
　他の経済上の関係を個別企業の会計データに含めたモデルということになろう。
（10｝香村による分類［香村（1987），130ページ］に即して表現すると、今後の研究課
　題は、①a．の個別企業の過去の年次利益時系列に基づいた予測モデルに、②の
　個別企業の会計データ以外の会計要因を含めることである。
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補章 ボックス＝ジェンキンス法による時系列モデルの判定
1．はじめに
　本研究で使用したボックス＝ジェンキンス法（Box・Jenkins　methodology，以下にお
いてはB＝J法と略す）によって時系列モデルを構築するためには、微妙な判断が必要
とされるのであり、要約的結果を示すだけでは結果の微妙さを伝えることができない。
したがって、業種平均年次利益の時系列モデルの判断プロセスを明らかにすることは、
その時系列特性の解釈の助けになると思われる。そこで本章では、とくに第5章におけ
る時系列モデルの構築結果について補完することにする。したがって、本章は第5章の
とくに第4節とともに一体のものとして理解されるべきである。
　本章では、使用データや対象業種、B＝J法による時系列モデル構築の方法について
は取りあげない。それらは、すでに、第5章の第2節と第3節で説明したからである。
そこで本章では、確定したARIMAモデル（信頼できないモデルもあるので、より正
確には、相対的に適合度の高いモデルと表現すべきかもしれない）とともに、判定のた
めのデータ（B＝J法の用語で表現すると「診断チェックのためのデータ」）、および
そのデータにもとつく判断を示すことにする。以下においては、これらが、7業種それ
ぞれの6種類の業種平均年次利益、すなわち42種類の業種平均年次利益時系列につい
て実施されることになる。
2。食料品製造業
（1）売上総利益
①確定モデル：ARIMA（0，1，1）
②診断チェックのためのデータ
　　　　　　　　　推定値　　　標準誤差　　　T比率
　　定数　 O．12　0．02　7．02　　MA1　　－0．46　　　0．14　　－3．21
　　P値（ラグ6、12、18、24、25の順序で括弧内は自由度、以下同様）
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　　　　0．50（5）、0．68（10）、0．72（16）、0．54（22）、
　　　　0．　58（23）
　　残差系列の平均値：－0．00、標準偏差：0．07、分散：O．01
③判　　断
　　T比率は充分に高く、残差自己相関関数にもほとんど問題がない。しかし、P値は
　低い。この（0，1，1）に続くのは、自然対数変換では（0，2，2）だが、T比
　率に問題があり、P値が比較的高いのはラグ12の0．69だけである。意外なのは、
　平方根変換した（2，2，0）モデルの適合度が比較的高いことである。P値は、ラ
　グの低い順にO．15，0．56，0．72，0．59，0．64で、自然対数変換
　の（0，1，1）モデルとあまり変らない。しかし、定数のT比率が小さく、平方根
　変換自体が不適当と思われる。　（2，2，0）を除く平方根変換の各モデルはすべて
　P値とT比率がきわめて低く、残差にも自己相関が強くみられる傾向があるのである。
（2）営業利益
①確定モデル：ARIMA（2，1、0）
②診断チェックのためのデータ
　　　　　　　　　推定値
　　定　数　　　0．11
　　AR1　　－0．19
　　AR2　　－0．　28
　　P値：0．　63　（3）、
　　　　　0．　66（22）
　　残差系列の平均値：O．
③判　　断
　　標準誤差
　　0．03
　　0．16
　　0．15
0．32（9）
　T比率
　3．38
－1．25
－1．86
0．59（15）、0．　60（21）、
00、標準偏差：0．16、分散：0．03
　T比率は高くない。したがって、P値も低い。残差自己相関関数についても、ラグ
12と21で有意となっている。しかし、d＝2も含めて検討した結果、このモデル
以上に適合するものは存在しない。なお、（2，1，0）に次いで妥当と考えられる
のは（2，2，0）であるが、P値は最大でもO．39であり、残差自己相関関数も
ラグ12で有意である。
（3）経常利益
①確定モデル：ARIMA（1，1，1）
②診断チェックのためのデータ
　　　　　　　　　推定値　　　標準誤差
　　定数　 0．05　0．01
　　AR1　　　0．34　　　0．08
T比率
4．69
4．51
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　　MA1　　　1．12　　　0．09　　11．96
　　P値：0．　22　（3）、　0．　06　（9）　、　0．　20　（15）、　0．　26　（21）、
　　　　　0．　30（22）
　　残差系列の平均値：－O。03、標準偏差：0．16、分散：0．03
③判　　断
　　平方根変換と対数変換を実施した後のd＝1～3のプロット図や標準偏差を比較し
　てみると、明らかに対数変換が優れている。対数変換のd＝0の自己相関は消失せず、
　d＝1はラグ7、12、23、24、d＝2はラグ1、4、5、7、11～13で有
　意である。d＝3はもっと多い。そこで、　d＝1を採用するが、有意なラグが比較的
　多いので適合度の高いモデルがない。この（1，1，1）のT比率は高いが、P値は
　低い。しかし、残差のプロット図や残差自己相関関数はほとんど問題がない。d＝2
　も含めて検討した結果、このモデル以上に適合するものは存在しない。だが、P値を
　みる限りほとんどあてにならないモデルである。T比率とP値が矛盾する典型的な例
　である。
（4）売上高売上総利益率
①確定モデル：ARIMA（0，1，1）
②診断チェックのためのデータ
　　　　　　　　　推定値
　　定　数　　　0．24
　　MA1　　－0．36
　　P値：0．　71　（4）、
　　　　　0．53（23）
　　残差系列の平均値：0．
③判　　断
標準誤差　　　T比率
　　0．16　　　　1
　　0．15　　－2
0．72（10）、0
．52
．42
．67（16）、0．48（22）、
00、標準偏差：0．74、分散：0．54
　T比率は問題がないであろう。P値は若干低くあまり信頼できない。ラグが大きい
とP値は小さい。この時系列データの（2，1，0）モデルは、ラグ6でP値が0．
93、ラグ12で0．63である。しかし、残差のプロット図をみると、初期の4期
がマイナス、末期の9期がゼロにきわめて近いマイナスかプラスである。また、残差
自己相関関数をみると、ラグ11以降になると相関が高くなってしまう。そこでこの
（0，1，1）モデルを適当とする。
（5）経営資本営業利益率
①確定モデル：ARIMA（O，1，1）
②診断チェックのためのデータ
　　　　　　　　　推定値　　　標準誤差 T比率
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　　定数　一〇。06　0．16　－O．37
　　MA1　　－0．16　　　0．17　　－0．92
　　P値：0．　53　（4）、　0．　04　（10）、　0．　08　（16）、　0．　15　（22）、
　　　　　0．　18（23）
　　残差系列の平均値：0，00、標準偏差：0．82、分散：0．67
③判　　断
　　T比率は小さくてP値も低い。また、自己相関関数と偏自己相関関数をみてもこの
　（0，1，1）が適当とは思われない。強いていうと、（0，1，0）である。した
　がって、このモデルは信頼できない。しかし、残差のプロットは問題がない。残差自
　己相関関数をみても、ラグ12が有意であるのを除いて、無相関とみなしてもよい。
　なお、原データはきれいな3次曲線を示しているが、d＝3をとってみても適合度の
　高いモデルは発見できなかった。
（6）総資本経常利益率
①確定モデル：ARIMA（O，2，1）
②診断チェックのためのデータ
　　　　　　　推定値
定　数　　一〇．04
MA1　　　0．74
P値：0．　60　（4）、
　　　0．15（23）
　　標準誤差　　　T比率
　　0．07　　－0．62
　　0．　11　　　6．73
0．17（10）、0．17（16）、0．16（22）、
　　残差系列の平均値：－O．12、標準偏差：1．47、分散；2．16
③判　　断
　　T比率は問題がないであろうが、P値は低く信頼できない。ラグが大きいとP値は
　とくに小さい。d＝1については（2，1，0）モデルが最も適合するが、それでも
　ラグ6でP値が0．49であり、T比率にいたってはAR1、AR2ともに絶対値が
　1以下である。自己相関関数をみると、d＝3になるとラグが大きくなってもゼロに
　は近づかない。したがって、総合的にみてこの（0，2，1）を適当とする。
3．綿紡績業
（1）売上総利益
①確定モデル：ARIMA（2，2，1）
②診断チェックのためのデータ
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定　数
ARl
AR2
MA1
　　P値：O．
　　　　　0。
　　残差系列の平均値：0．
③判　　断
　　推定値
　0．02
－0．51
－0．56
　0．82
25（2）、
86（21）
???????ー????????? 　T比率
　0．94
－3．41
－3．75
　7．94
0．　75　（14）、0．　82　（20）、
05、標準偏差：0．53、分散：0．28
　T比率もP値も問題がないであろう。ただし、この系列については、d＝1とすべ
きかd＝2とすべきかの判断が難しい。d＝1とした場合、（2，1，0）モデルが
適合し、そのP値はラグ25で0．78であり、残差のプロット図と残差自己相関関
数をみても大きな違いはない。したがって、倹約の原理を適用するならば（2，1，
0）モデルが適当かもしれない。
（2）営業利益
①確定モデル：ARIMA（0，0，0）
②診断チェックのためのデータ
　　　　　　　推定値
定　数　　　9．10
P値：0．84　（5）、
　　　1．　00（24）
　　標準誤差　　　　T比率
　　0．09　　106．03
0．99（11）、　1．00（17）、　1．00（23）、
　　残差系列の平均値：－0．00、標準偏差：0．54、分散：0．29
③判　　断
　　典型的なランダムウォークである。原データをみるとあまり大きな変化がないので
　平方根変換で良いとも考えられるが、自然対数変換も実施して比較したところ、d＝
　1～3について自然対数変換のほうが自己相関関数、偏自己相関関数ともに単純な形
　状を示した。また、自然対数変換でd＝1の場合は（2，1，0）モデルが最も適合
　したが、この（0，0，0）よりは若干劣った。
（3）経常利益
①確定モデル：ARIMA（0，0，0）
②診断チェックのためのデータ
　　　　　　　　　推定値　　　標準誤差
　　定数　 9．37　0．10　　P値：0．　92　（5）、　1．　00　（11
　T比率
97．42
、　1．　00　（17）、　1．　00　（23）、
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　　　　　1．00（24）
　　残差系列の平均値：－0．00、標準偏差：0．60、分散：0．36
③判　　断
　　これも、典型的なランダムウォークである。直上の営業利益と同様に、原データを
　みてもあまり大きな変化がないので二つの変換を実施してみたところ、d＝1～3に
　ついて自然対数変換のほうが自己相関関数、偏自己相関関数ともに単純である。自然
　対数変換でd＝1以上の場合は自己相関関数が有意な値を示してしまい、d＝0に確
　定する。d＝0でT比率、　P値、残差プロット図、残差自己相関関数すべてに問題が
　ないのは、この（0，0，0）のみである。
（4）売上高売上総利益率
①確定モデル：ARIMA（2，1，0）
②診断チェックのためのデータ
　　　　　　　　　推定値　　　標準誤差　　　T比率
　　定数　 0．32　0．50　0．63　　AR1　　－0．34　　　0．14　　－2．50
　　AR2　　－0．57　　　0．　14　　－4．　17
　　P値：0．　12　（3）、　0．　50　（9）、　0．　68　（15）、　0．　77　（21）、
　　　　　0．　81　（22）
　　残差系列の平均値：0．OO、標準偏差：3。　OO、分散：9．00
③判　　断
　　ラグが小さい場合のP値は小さい。しかし、残差のプロット図や残差自己相関関数
　もみると、有意な相関はほとんど存在しない。　（2，1，0）についで当てはまりの
　良いモデルは（1，1，2）であるが、明らかにT比率に問題がある。d＝0とd＝
　1とでは、残差自己相関関数に違いがみられなかったが、d＝0については満足なモ
　デルを発見できなかった。
（5）経営資本営業利益率
①確定モデル：ARIMA（O，0，2）
②診断チェックのためのデータ
　　　　　　　　　推定値　　　標準誤差
　　定数　 3．85　0．50
　　MA1　　－0．53　　　0．16
　　MA2　　　0．34　　　0．16
　　P値：0．　64　（3）、　0．　88　（9）
　　　　　0．99（22）
　T比率
　7．75
－3．25
　2．10
0．92（15）、0．99（21）、
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　　残差系列の平均値：－O．12、標準偏差：2．43、分散；5．90
③判　　断
　　T比率、P値ともに問題がない。また、残差のプロット図や残差自己相関関数をみ
　ても、有意な相関は存在しない。こうした系列ばかりであると、モデルの発見も簡単
　である。　（0，0，2）と並んで適合度の高いモデルは、　（1，0，1）である。し
　かし、T比率はともかく、　P値、残差プロット図、残差自己相関関数が僅かに劣って
　いる。また、自己相関関数と偏自己相関関数をみると（0，0，0）の可能性が考え
　られるが、ラグ4の偏自己相関関数が有意であり、P値も劣っている。だが、残差プ
　ロット図と残差自己相関関数については問題がない。
（6）総資本経常利益率
①確定モデル：ARIMA（0，0，1）
②診断チェックのためのデータ
　　　　　　　推定値
定　数　　　3．19
MA1　　－0．91
P値：0．　47　（4）、
　　　0．　86（23）
　　標準誤差
　　0。80
　　0．07
0．95（10）
　　T比率
　　3．97
－13．41
　、0．95（16）、0．87（22）、
　　残差系列の平均値：－0．29、標準偏差：2．72、分散：7．38
③判　　断
　　T比率は問題がなく、P値も高い。残差自己相関関数からも残差の有意な自己相関
　は見い出せない。　（0，0，2）もP値、残差自己相関関数ともに問題がないが、M
　A2のT比率は0．14なのでそれを削除すると（O，　O，1）モデルとなる。また、
　d＝0の自己相関関数は、有意なラグ19、22、23を無視すれば、ラグ1が有意
　であり、その後は切り落ちてゼロに近い。ところが、d＝1だとラグ2、15、17
　で有意であり、急速にゼロになるとみることはできず、d＝0を適当とする。
4．化学工業
（1）売上総利益
①確定モデル：ARIMA（2，2，2）
②診断チェックのためのデータ
　　　　　　　推定値
定　数　　一〇．00
標準誤差　　　T比率
0．00　　－1．40
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ARl
AR2
MAl
MA2
　　P値：0．
　　　　　0．
　　残差系列の平均値：0．
③判　　断
一〇．31
－0．46
　0．75
　0．49
11（1）、
74（20）
　　0．20
　　0．14
　　0．21
　　0．30
0．28（7）、
一1．56
－3．24
　3．61
　1．62
0．42（13）、0．　68（19）、
00、標準偏差：O．07、分散：0．00
　d・＝3までの自己相関関数をチェックしてみたが、d＝1からd＝3においては有
意あるいはそれに近いラグが同じように存在している。そこでd＝1とd＝2にっい
て調査したところ、この（2，2，2）が選択された。ただし、自己相関関数が複雑
であるので、AR部分もMA部分も2次までとなり、　P値も低くなっている。なお、
これに次いで適合度の高いモデルは（2，2，1）である。
（2）営業利益
①確定モデル：ARIMA（2，1，0）
②診断チェックのためのデータ
　　　　　　推定値
定　数　　　O．16
AR1　　－0．　12
AR2　　－0．48
P値：0．　17　（3）、
　　　0．　80（22）
　標準誤差
　　0．04
　　0．15
　　0．15
0．58（9）、
　T比率
　4．42
－0．80
－3．31
0．65（15）、0．75（21）、
　　残差系列の平均値；－0．00、標準偏差：0．17、分散：0．03
③判　　断
　　AR1のT比率が低く、小さいラグのP値も低い。残差自己相関関数についても、
　ラグ16で有意となっている。d＝1で有意な自己相関のラグとd＝2で有意な自己
　相関のラグとはぼぼ同じであり、d＝2についても調査したが、検討に値するモデル
　は存在しなかった。なお、この（2，1，0）に次いで妥当と考えられるのは（1，
　1，2）と（2，1，1）であったが、いずれもT比率に問題があった。
（3）経常利益
①確定モデル：ARIMA（2，1，1）
②診断チェックのためのデータ
　　　　　　　　推定値　　　標準誤差
　　定数　 0．15　0．04
T比率
3．37
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　　AR1　　　0．13
　　AR2　　－0．36
　　MAl　　　O．62
　　P値：0．　92　（2）、
　　　　　1．　00（21）
　　残差系列の平均値：0．
③判　　断
　　0．22
　　0．18
　　0．20
0．71（8）、
　0．59
－1．99
　3．05
0．94（14）、　1．　00　（20）、
00、標準偏差：O．33、分散：0．11
　AR1のT比率が低い。そこで、ARlと0．71の相関をもっMA1を削除して
（2，1，0）を調べてみた。すると、T比率は問題がなかったが、とくに小さなラ
グのP値が大きく悪化した。自己相関関数断と偏自己相関関数をみてみると、偏自己
相関関数がラグ2の後で切り落ちているというよりも、自己相関関数と偏自己相関関
数の両方が徐々に減衰しているとみたほうが適当である。d＝2の自己相関関数はき
れいに減衰しているが、この（2，1，0）に匹敵するようなモデルはなく、全体と
してもd＝1の各モデルの適合度のほうが高かった。
（4）売上高売上総利益率
①確定モデル：ARIMA（0，2，2）
②診断チェックのためのデータ
　　　　　　　推定値
定　数　　一〇．04
MA1　　　　0．27
MA2　　　　0．48
P値：0．　50　（3）、
　　　0．37（22）
　　標準誤差
　　0．06
　　0．14
　　0．15
0．　10　（9）、
　T比率
一〇．66
　1．85
　3．30
0．39（15）、0．　31　（21）、
　　残差系列の平均値：－0。09、標準偏差：1．33、分散：1．76
③判　　断
　　T比率はともかくP値が低く、あてにならないモデルである。また残差自己相関関
　数をみると、ラグ10、12、22で有意となっている。d＝0は、ラグ1でプラス
　の最高からラグ11、12でマイナス、ラグ22、23でプラスのピークをもつ波動
　曲線を示しており、d＝3はd＝1やd＝2に比べて自己相関関数が複雑になってい
　る。そこで、d＝1とd＝2のすべてのケースを調べてみた結果、最も適合している
　のがこの（0，2，2）モデルである。これに続くモデルは、（0，1，1）と（2，
　1，0）である。
（5）経営資本営業利益率
①確定モデル：ARIMA（2，1，0）
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②診断チェックのためのデータ
　　　　　　　　　推定値　　　標準誤差　　　T比率
　　定数　 0．07　0．13　0．53
　　ARI　　　O，06　　　0．14　　　0．47
　　AR2　　－0．65　　　0．14　　－4．59
　　P値：0．　26　（3）、　0．　61　（9）、　0．　51　（15）、　0．　84　（21）、
　　　　　0．　86（22）
　　残差系列の平均値：0．00、標準偏差：O．74、分散：0．55
③判　　断
　　定数とAR1のT比率は低い。小さいラグのP値も低い。しかし、残差自己相関関
　数については、ラグ14で有意なだけで無相関に近い。（2，1，0）に続くモデル
　は（2，1，1）（2，1，2）（2，2，1）などであるが、T比率とP値に若干
　問題があり、簡単な（2，1，0）を適当とする。
（6）総資本経常利益率
①確定モデル：ARIMA（2，1，0）
②診断チェックのためのデータ
　　　　　　　　　推定値　　　標準誤差　　　T比率
　　定数　 0．00　0，18　0．01
　　AR1　　－0．03　　　0．14　　－0。23
　　AR2　　－0．55　　　0．　14　　－4．08
　　Pイ直：0．45（3）、0．65（9）、0．76（15）、0．86（21）、
　　　　　0．89（22）
　　残差系列の平均値：O．00、標準偏差：1．11、分散：1．23
③判　　断
　　定数とAR1のT比率が低いが問題はないであろう。　P値も比較的高い。残差自己
　相関関数についても、表示されている中には有意なラグは存在せず無相関である。こ
　の（2，1，0）に続くモデルは（2，1，1）（2，1，2）であり、残差自己相
　関関数は問題がないが、T比率とP値が若干低い。そこで、簡単な（2，1，0）を
　適当とする。
5．医薬品製造業
（1）売上総利益
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①確定モデル：ARIMA（2，1，0）
②診断チェックのためのデータ
　　　　　　　　推定値
　　定　数　　　6．31
　　AR1　　　0．75
　　AR2　　－0．　50
　　P値：0．　74　（3）、
　　　　　0．69（22）
　　残差系列の平均値：0．
③判　　断
　標準誤差
　　1．34
　　0．14
　　0．14
0．86（9）、
　T比率
　4．71
　5．28
－3．46
0．　88　（15）、0。　70（21）、
00、標準偏差：3．86、分散：14．88
　平方根変換が他と異なっている。T比率は充分に大きい。　P値も比較的高い。残差
自己相関関数についても、ラグ23まで有意なものは存在しない。この（2，1，0）
に続くモデルは（2，1，1）　（2，1，2）である。　（2，1，2）のT比率の絶
対値の最少のものはMA2であり、それを削除すると（2，1，1）となり、さらに
そのT比率の絶対値の最少のものはMA1であり、それを削除すると（2，1，0）
が得られる。そして、この手続きにともなって徐々にモデルが改善されていった。こ
れは、営業利益と経常利益にっいても同じである。なお、原データを変換するための
方法として平方根変換が適当であったのは、調査したデフレートされていない金額デ
ータの21時系列（3種類×7業種）のうち、この医薬品製造業の売上総利益だけで
あった。
（2）営業利益
①確定モデル：ARIMA（2，1，0）
②診断チェックのためのデータ
　　　　　　　　推定値
　　定　数　　　0．08
　　ARl　　　O．62
　　AR2　　－0．40
　　P値：0．　62　（3）、
　　　　　0．91（22）
　　残差系列の平均値：0．
③判　　断
　標準誤差
　　0．02
　　0。14
　　0．11
0．85（9）
　　T比率
　　3．49
　　4。41
　－3．47
、0。95（15）、0．　90（21）、
OO、標準偏差：0．11、分散：0．01
　T比率は充分に大きく、P値も高い。残差自己相関関数についても、ラグ21まで
有意なものは存在しない。こうした系列であれば判断は楽である。この（2，1，0）
に続くモデルは、売上総利益、経常利益と同様に、（2，1，1）（2，1，2）で
ある。（2，1，2）のT比率の絶対値の最少のものはMA2であり、それを削除す
ると（2，1，1）となり、さらにそのT比率の絶対値の最少のものはMA1であり、
それを削除すると（2，1，0）が得られる。こうした手続きにともなって徐々にモ
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デルが改善され、（2，1，0）が確定された。
（3）経常利益
①確定モデル：ARIMA（2，1，0）
②診断チェックのためのデータ
　　　　　　　　推定値
　　定　数　　　0．12
　　AR1　　　0．67
　　AR2　　－0．57
　　P値：0。　24　（3）、
　　　　　0．93（22）
　　残差系列の平均値：0．
③判　　断
　標準誤差
　　0．02
　　0．13
　　0．12
0．75（9）
　　T比率
　　4．70
　　5．11
　－4．65
、0．83（15）、0．91（21）、
OO、標準偏差：O．10、分散：0．Ol
　T比率は充分に大きく、P値も高い。残差自己相関関数についても、有意なラグは
存在せず無相関である。判断が容易な系列である。この（2，1，0）に続くモデル
は、売上総利益、営業利益と同様に、　（2，1，1）　（2，1，2）である。（2，
1，2）のT比率の絶対値の最少のものはMA2であり、それを削除すると（2，1，
1）となり、さらにそのT比率の絶対値の最少のものはMA1であり、それを削除す
ると（2，1，0）が得られる。こうして（2，1，0）が確定された。
（4）売上高売上総利益率
①確定モデル：ARIMA（0，2，2）
②診断チェックのためのデータ
　　　　　　推定値
定　数　　一〇．04
MA1　　　0．48
MA2　　　　0．23
P値：0．　75　（3）、
　　　0．35（22）
??????? ??? 　T比率
一〇、59
　3．02
　1．43
0．91（15）、0．44（21）、
　　残差系列の平均値：－0．06、標準偏差：1．42、分散：2．01
③判　　断
　　d＝1の自己相関関数は、ラグ1、15～20で有意である。d＝2については、
　ラグ20と21で有意である。さらにd＝3については、ラグ1、19～21で有意
　である。したがって、d＝2を適当とする。この（O，2，2）では、　MA2のT比
　率が低い。またラグが大きくなると、P値が低くなる。残差自己相関関数をみると、
　ラグ9と20で有意であるが、全体としては無相関に近い。MA2のT比率が低いの
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でそれを削除して（O，2，
も悪化してしまう。
1）を調べてみると、かえってP値も残差自己相関関数
（5）経営資本営業利益率
①確定モデル：ARIMA（2，0，0）
②診断チェックのためのデータ
　　　　　　　　　推定値　　　標準誤差
　　定数　 2．85　0．95
　　AR1　　　1．26　　　0．15
　　AR2　　－0．54　　　0．　15
　　P値：0。　96　（3）、　0．　88　（9）
　　　　　0．96（22）
　　残差系列の平均値：－0．
③判　　断
　　T比率は充分に大きく、
　　T比率
　　3．02
　　8．34
－3．57
、0．84（15）、0．96（21）、
00、標準偏差：1．07、分散：1．15
　　　　　　　　　　　P値も高い。残差自己相関関数についても、ほとんど無相
関であると判断される。モデルの確定が容易な系列であり、こうした系列はあまりな
い。d＝0からd＝2までのどれが適当かは、判断が難しい。この（2，0，0）に
続いて適合するモデルは、　（1，0，2）　（2，0，1）　（2，0，2）　（2，1，
0）（2，1，1）（2，2，1）などであるが、いずれもT比率とP値のどちらか
あるいは両方に問題があり、（2，0，0）が最適である。したがって、反対に、d
・＝0が適当であるとする。
（6）総資本経常利益率
①確定モデル：ARIMA（0，0，2）
②診断チェックのためのデータ
　　　　　　　　　推定値　　　標準誤差　　　T比率
　　定数　10．69　0．43　25．06
　　MA1　　－1．23　　　0．12　－10．34
　　MA2　　－O．68　　　0．12　　－5。68
　　P値：0．　77　（3）、　0．　81　（9）　、　0．　84　（15）、　0．　90　（21）、
　　　　　0．91（22）
　　残差系列の平均値：0．04、標準偏差：1．04、分散：1．08
③判　　断
　　d＝0の自己相関関数は、ラグ1と8で有意である。d＝1では、1～3、17、
　18で有意である。さらにd＝2にっいては、ラグ2と17で有意である。したがっ
　て、d・＝0を適当とする。実際、　d＝0～2のすべてのモデルを調べたが、　d＝0が
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適当であった。d＝0のなかでは、この（0，0，2）が最も適当である。　T比率も
高く、P値も大きい。このモデルに次ぐのは（2，0，1）であり、　d＝0の自己相
関関数と偏自己相関関数をみると、こちらのほうが良いようにも見える。しかし、M
AlのパラメータのT比率が一1．33でこれを削除すると（2，0，0）になる。
この（2，0，0）にすると、T比率は問題がなくなるが、　P値がさらに若干悪化し
てしまう。結局、（0，0，2）を適当とする。
6．鉄鋼業
（1）売上総利益
①確定モデル：ARIMA（2，1，0）
②診断チェックのためのデータ
　　　　　　　　推定値
　　定　数　　　0．19
　　AR1　　－0．　15
　　AR2　　－0．44
　　P値：0．　48　（3）、
　　　　　0．99（22）
　　残差系列の平均値：0．
③判　　断
　標準誤差
　　0．05
　　0．15
　　0．15
0．94（9）、
　T比率
　4．06
－1．02
－3．00
0．93（15）、0．99（21）、
00、標準偏差：0．23、分散：0．05
　ARIのT比率が高くないので若干問題だが、P値は充分に大きい。残差自己相関
関数についても、有意なラグは存在しない。P値だけでみると（2，1，1）のほう
が僅かに高い。しかし、MA1のT比率が一〇．78で削除することが適当であり、
削除によってT比率は改善される。また、　（0，1，2）　（1，1，2）（2，1，
1）なども適合度は高いが、この（2，1，0）には及ばない。
（2）営業利益
①確定モデル：ARIMA（2，1，0）
②診断チェックのためのデータ
　　　　　　推定値
定　数　　　0．20
AR1　　－0．35
AR2　　－0．43
P値：0．　85　（3）、
　標準誤差
　　0．10
　　0．15
　　0．15
0。91（9）、
　T比率
　1．98
－2．36
－2．87
0．98（15）、　1．00（21）、
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　　　　　1．　00（22）
　　残差系列の平均値：－O．00、標準偏差：0．59、分散：0．35
③判　　断
　　T比率もP値も充分に大きく、まったく問題はない。残差自己相関関数についても、
　有意なラグは存在せず、ほとんどがゼロに近い。P値だけでみると、2次までのMA
　モデル、ARMAモデルのすべてがこの（2，1，0）に近い適合度を有している。
　しかし、　（1，1，1）（2，1，1）（2，1，2）はT比率に問題があるととも
　に、小さいラグのP値が低くなっている。また（O，1，1）　（0，1，2）　（1，
　1，2）も、小さいラグのP値が低くなっている。いずれにせよ、差は僅かであるが、
　（2，1，0）が最もモデルとして適当である。
（3）経常利益
①確定モデル：ARIMA（O，0，1）
②診断チェックのためのデータ
　　　　　　　　　推定値
　　定　数　　　8．66
　　MA1　　－0．32
　　P値：0．　93　（4）、
　　　　　0．97（23）
　　残差系列の平均値：0．
③判　　断
　標準誤差　　　T比率
　　0．20　　44．26
　　0．15　　－2．13
0，51（10）、0．83（16）、0．97（22）、
01、標準偏差：0．93、分散：O．86
　T比率、P値ともに高い。ただ残差自己相関関数は、ラグ11で僅かに有意となっ
ている。この（0，0，1）に近い適合度をしめしているのは、（1，0，0）
（0，0，2）　（1，0，1）である。このうち（1，0，1）はMA1の値のT比
率が低く、P値も（0，0，1）より全体的に低い。　（1，0，1）からMA1を削
除した（1，0，0）は、　（0，0，1）よりP値も残差自己相関関数も僅かに悪い。
（0，0，2）はMA2のT比率に問題があり、それを削除すると（0，0，1）と
なる。なお、1975年は一1，628であるので、2，000プラスして、その系列を自然対数変
換して分析した。
（4）売上高売上総利益率
①確定モデル：ARIMA（0，0，1）
②診断チェックのためのデータ
　　　　　　　推定値
定　数　　17．34
MA1　　－0．74
標準誤差　　　T比率
0．62　　28．　18
0． 12　　－6．39
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　　P値：0．　70　（4）、　0．　93　（10）、　0．　83　（ユ6）、　0．　95　（22）、
　　　　　0．97（23）
　　残差系列の平均値：－0．08、標準偏差：2．12、分散：4．49
③判　　断
　　T比率、P値ともに高く、問題はない。残差自己相関関数をみても、有意なラグは
　存在しない。（O，0，1）に続く適合度を示しているのは、（0，0，2）（1，
　0，1）　（1，0，2）である。このうち（1，0，2）は定数のT比率が1．44
　と若干低く、P値も（O，　O，1）より全体的に低く、とくにラグ6において低い。
　（0，0，2）はMA2のT比率が低く、　（1，0，1）についてはAR1が低い。
　それらを削除すると、いずれも（0，0，1）となる。それら二つのモデルは、P値
　も（0，0，1）より僅かに悪い。結局、（0，0，1）を適当とする。
（5）経営資本営業利益率
①確定モデル：ARIMA（0，0，1）
②診断チェックのためのデータ
　　　　　　　推定値
定　数　　　5．72
MA1　　－0．64
P値：0．　82　（4）、
　　　0．98（23）
　　標準誤差
　　0．50
　　0．13
0．86（10）
　T比率
11．52
－4．86
、0．92（16）、0．97（22）、
　　残差系列の平均値：一一　O．09、標準偏差：1．80、分散：3．23
③判　　断
　　T比率もP値も理想的である。また残差自己相関関数についてもまったく問題はな
　い。d＝0では、残差自己相関関数も含めて（0，0，1）に続く適合度を示してい
　るのは、（0，0，2）（1，0，1）である。このうち（0，0，2）は、売上高
　売上総利益率と同様に、MA2のT比率が低く、　（1，0，1）についてはAR1が
　低い。それらを削除すると、いずれも（O，0，1）となる。（0，0，1）と比べ
　てどちらが適当かを判断するうえで、　（0，0，2）　（1，0，1）以上に難しいの
　は（0，1，2）モデルである。これは、P値がO．88（3）、0．92（9）、
　0．92（15）、0．98（21）、0．99（22）と（O，O，1）より僅か
　に高く、残差自己相関関数も問題はない。しかし、MA1の推定値が0．23でT比
　率がL70と若干低く、残差の分散も（0，0，1）より僅かに大きい。どちらが
　適当かを決定することは不可能に近い。ただ、いずれにせよMAモデルであり、ここ
　では簡単なほうを適当とする。
（6）総資本経常利益率
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①確定モデル：ARIMA（0，1，2）
②診断チェックのためのデータ
　　　　　　　推定値
定　数　　一〇．25
MA1　　　　0．57
MA2　　　　0．76
P値：0．　23　（3）、
　　　0．93（22）
　　標準誤差
　　0．05
　　0．20
　　0．19
0．67（9）、
　T比率
一4．53
　2．85
　3．94
0．　82　（15）、0．91（21）、
　　残差系列の平均値：－0。38、標準偏差：1．43、分散：2．04
③判　　断
　　T比率は高く問題がない。P値も高いが小さいラグでは小さいのが目につく。残差
　のプロット図や残差自己相関関数をみても、有意な相関は存在しない。比較的適合度
　の高い（0，0，2）（1，0，1）から、T比率を手掛りにしてそれぞれMA2、
　AR1を削除すると、　（0，0，1）がえられる。この（0，0，1）は、　（0，1，
　2）に続いてP値が高く、T比率、残差プロット図、残差自己相関関数にっいても問
　題はない。ただ、この両者ともいずれにせよMAモデルである。
7。自動車製造業
（1）売上総利益
①確定モデル：ARIMA（O，2，1）
②診断チェックのためのデータ
　　　　　　　推定値
定　数　　一〇．01
MAl　　　　O．99
P値：0．　42　（4）、
　　　0．64（23）
　　標準誤差
　　0．00
　　0．08
0．80（10）
　T比率
一3．04
12。09
、0．86（16）、0．82（22）、
　　残差系列の平均値：－O．02、標準偏差：0．13、分散：0．02
③判　　断
　　T比率はまったく問題がない。P値も比較的高い。この（0，2，1）は、近い適
　合度を示している（0，2，2）と（1，2，1）とからそれぞれT比率が小さいM
　A2とAR1を削除することによってえられた。この三つのモデルとも残差自己相関
　関数はラグ19と25で僅かに有意となっている。　（0，2，1）に比べて、（0，
　2，2）のP値は若干劣るが、　（1，2，1）はほとんど違わない。しかし、（1，
　2，1）モデルのAR1に問題があるので、　（0，2，1）を適当とする。
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（2）営業利益
①確定モデル：ARIMA（2，1，0）
②診断チェックのためのデータ
　　　　　　　　　推定値
　　定　数　　　0．18
　　AR1　　－0．02
　　AR2　　－0．35
　　P値：0．　87　（3）、
　　　　　0．95（22）
　　残差系列の平均値：0．
③判　　断
　　標準誤差
　　0．05
　　0．15
　　0．15
0．　77（9）、
　T比率
　3．49
－0．14
－2．34
0．91（15）、0．97（21）、
00、標準偏差：0．26、分散：0．07
　AR1のT比率が低いので若干問題だが、P値は充分に大きい。残差自己相関関数
についても、ラグ11が有意なだけで、他のモデルに比べて優れている。P値だけで
みると（2，1，1）も優れており、　（2，1，0）と同様にラグ11の残差自己相
関だけが有意である。P値も残差自己相関関数もほとんど同じであるから、倹約の原
理からいって（2，1，0）モデルが適当である。しかも、MA1の推定値が
一〇．24でそのT比率は一〇．60であるから、MA1を削除することが適当とい
える。さらに、d＝2まで範囲を広げると、（2，2，1）も適合度が高い。　P値の
最大値はラグ24で0．98に達している。しかし、定数とAR1のT比率に問題が
あり、d＝1の自己相関関数はラグ2と11だけで有意であるのに対して、　d＝2の
それはラグ1、2、11、16、18、19で有意である。したがって、d＝2は不
適当であり、その点からいっても（2，2，1）は除外される。
（3）経常利益
①確定モデル：ARIMA（2，1，0）
②診断チェックのためのデータ
　　　　　　　　　推定値
　　定　数　　　0．19
　　AR1　　－0．05
　　AR2　　－0．25
　　P値：0．　81　（3）、
　　　　　0．77（22）
　　残差系列の平均値：0．
③判　　断
　　標準誤差
　　0．05
　　0。16
　　0．16
0．73（9）、
　T比率
　3．50
－0．34
－1．61
0．85　（15）、　0。76（21）、
00、標準偏差：0．26、分散：0．07
　T比率もP値も必ずしも充分とはいえないだろう。残差自己相関関数についても、
ラグ11と19で有意となっている。この（2，1，0）の次に適合度の高いモデル
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は（2，1，1）である。残差自己相関関数は同様にラグ11と19で有意なだけだ
が、全体的にP値が低く、MA　1のT比率に問題があり、結局（2，1，0）モデル
のほうが相対的に適合しているのである。
（4）売上高売上総利益率
①確定モデル：ARIMA（2，1，0）
②診断チェックのためのデータ
推定値　　　標準誤差
定数　　一〇．04
ARI　　－0．01
AR2　　－0．32
P値：0．　78　（3）
　　　0．61（22
　　　0．21
　　　0．16
　　　0．15
、0．67（9）、
　T比率
一〇．21
－O．03
－2．05
0．64（15）、0．71（21）、
　　残差系列の平均値：－0．00、標準偏差：1．16、分散：1．34
③判　　断
　　適合度の高いモデルがない。d＝0における自己相関はラグ1～3、9、10、2
　1～24、d＝1においてはラグ2、13、14、　d＝2においてはラグ13、15、
　d＝3においてはラグ1、15、25で有意であり、自己相関がなかなか消滅しない。
　d＝1を適当とするしかない。したがって、この（2，1，0）モデルの適合度も高
　くない。P値も低いし、　T比率も満足すべきものではない。残差もラグ23で有意と
　なってしまっている。しかし、次いで適合度の高い（O，1，2）は、P値はさらに
　低くなり、残差もラグ15で有意である。
（5）経営資本営業利益率
①確定モデル：ARIMA（2，1，0）
②診断チェックのためのデータ
　　　　　　　　推定値　　　標準誤差
　　定数　一〇。02　0．25
　　ARI　　　O．03　　　0．16
　　AR2　　－0．40　　　0．16
　　P値：0．　74　（3）、　0．　17　（9）
　　　　　0．76（22）
　　残差系列の平均値：0．
③判　　断
　T比率
一〇．08
　0．19
－2．55
0．50（15）、0．　72（21）、
00、標準偏差：1．41、分散：1。99
　適合度の高いモデルがない。d＝0における自己相関はプラスからマイナスそして
ゼロへと弧を描いており、d＝1においてはラグ2、11、16、　d＝2においては
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ラグ2、9、11、14、16で有意であり、自己相関がなかなか消滅しない。d＝
1を適当とするしかない。したがって、この（2，1，0）モデルの適合度も高くな
い。P値も低いし、　T比率も満足すべきものではない。残差もラグ11で有意となっ
てしまっている。しかし、次いで適合度の高い（2，1，1）は、P値はさらに低く
なり、T比率は問題があり、残差も同様にラグ11で有意である。
（6）総資本経常利益率
①確定モデル：ARIMA（2，1，0）
②診断チェックのためのデータ
　　　　　　　推定値　　　標準誤差
定数　一〇．19　0．25
AR1　　　0．05　　　0．15
AR2　　－0．34　　　0．15
P値：0．　51　（3）、　0．　12　（9）、
　　　0，41（22）
　T比率
一〇．78
　0．32
－2．23
0．27（15）、0．　37（21）、
　　残差系列の平均値：－0．00、標準偏差：1．37、分散：1．86
③判　　断
　　適合度が高くないというよりも、適当なモデルがないといったほうがよい。まず、
　d＝0における自己相関は、ラグ1～3、11、24、25、d＝1においてはラグ
　2、9、11、14、16，d＝2においてはラグ2、4、11、12、16、23、
　25で有意であり、自己相関がなかなか消滅しないのである。d＝1を適当とするし
　かない。したがって、この（2，1，0）モデルも適当とはいえない。P値はまった
　くあてにならないし、T比率にも問題がある。残差もラグ11できわめて有意となっ
　ている。なお、次いで適合度が相対的に高いのは（0，1，2）モデルである。
8．百　貨　店
（1）売上総利益
①確定モデル：ARIMA（0，2，2）
②診断チェックのためのデータ
　　　　　　　推定値
定　数　　一〇．00
MA1　　　0．37
MA2　　　0．57
??????????? 　T比率
一2．27
　2．47
　3．72
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　　P値：0．　45　（3）、　0．　93　（9）、　0．　79　（15）、　0．　78　（21）、
　　　　　0．82（22）
　　残差系列の平均値：－O．01、標準偏差：0．05、分散：0．00
③判　　断
　　T比率は高く問題がない。P値も比較的高いが、小さいラグでは小さいのが目にっ
　く。残差のプロット図や残差自己相関関数については、有意な相関は存在しない。
　（0，2，2）以外で比較的適合度の高いのは、（2，2，0）（2，2，1）　（2，
　2，2）である。まず（2，2，2）については、T比率に問題があり、残差の自己
　相関もラグ16で有意である。つぎに（2，2，1）については、T比率からみてM
　Alの削除が適当である。ただ残差には、有意な自己相関は存在しない。そして（2，
　2，0）にすると、定数の推定値がO．00でT比率が0．15になり、残差自己相
　関関数も問題がない。しかし、全体としての適合度は（0，2，2）のほうが高い。
（2）営業利益
①確定モデル：ARIMA（0，1，0）
②診断チェックのためのデータ
　　　　　　　　　推定値　　　標準誤差　　　T比率
　　定数　 O．10　0．02　4．44　　P値：0．　53　（5）、　0．　84　（11）、　0．　96　（17）、　0．　90　（23）、
　　　　　0．91　（24）
　　残差系列の平均値：0．00、標準偏差：0．14、分散：0．02
③判　　断
　　自己相関は、d＝0では消失せず、逆にd＝1では有意なものが存在しない。偏自
　己相関関数をみても同様であり、両相関関数から（0，1，0）が期待される。実際、
　このランダムウォークモデルが最も問題のないモデルである。T比率、　P値、残差プ
　ロット図、残差自己相関関数すべてに問題がないのである。同様に問題のないモデル
　が（0，1，1）である。そこで、簡単で、つまり倹約の原理を適用するとともに、
　両相関関数の形状からみても適当である（O，1，0）を確定モデルとする。同じ程
　度にP値の高いモデルに（1，1，0）（1，1，1）（1，1，2）があるが、い
　ずれも推定値に有意でないものが含まれている。
（3）経常利益
①確定モデル：ARIMA（0，1，1）
②診断チェックのためのデータ
　　　　　　　　　推定値　　　標準誤差
　　定数　 0．11　0．04
T比率
3．05
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　　MA1　　－O．48　　　0．14　　－3．34
　　P値：0．　54　（4）、　0．　73　（10）、　0．　89　（16）、　0．　96　（22）、
　　　　　0．96（23）
　　残差系列の平均値：－0．00、標準偏差：O．15、分散：0．02
③判　　断
　　T比率は充分高く、P値も、小さいラグでは低いが、その後は高い。残差のプロッ
　ト図や残差自己相関関数はまったく問題がない。P値が高く残差自己相関関数にも問
　題がないモデルには、他に（2，1，0）　（0，1，2）　（1，1，1）（1，1，
　2）があるが、いずれもT比率が充分に大きくはない。とくに（0，1，2）のP値
　は、全体として（0，1，1）より僅かに高い。だが、MA2のP値は1。07であ
　り、削除すべきである。そして、　（0，1，1）であれ（O，1，1）であれ、いず
　れにしMAモデルである。
（4）売上高売上総利益率
①確定モデル：ARIMA（0，1，2）
②診断チェックのためのデータ
　　　　　　　　　推定値
　　定　数　　　0，12
　　MA1　　－0．00
　　MA2　　－O．32
　　P｛直：0．　39　（3）、
　　　　　0．78（22）
　　残差系列の平均値：0．
③判　　断
??????． ????? 　T比率
　1．88
－0．03
－1．94
0．44（15）、0．　75（21）、
00、標準偏差：0，28、分散：0．08
　T比率は、MA1については無視しうるので、ほぼ問題がないだろう。しかし、　P
値は小さく、残差自己相関についてはラグ12で有意となっている。他のいくつかの
モデルに比べて相対的に良いだけである。この（0，1，2）に近い適合度をもつの
は、　（1，1，2）　（2，1，2）　（1，2，0）である。まず（1，2，0）につ
いては、P値と残差自己相関はほぼ同じであるが、　d＝0～3の自己相関関数をみる
とd＝1が適当と判断されるので除外される。　（1，1，2）（2，1，2）につい
ても、残差自己相関は（0，1，2）とほぼ同じである。（2，1，2）をみると、
定数部分のT比率が1．51で他はきわめて大きい。だが、P値は若干悪い。この程
度であれば（0，1，2）のほうが適当であろう。（1，1，2）についてはP値は
ほとんど同じであるが、ARlとMA1のT比率がそれぞれ一〇．41、一一　O．37
と非常に低い。結局、全体としての適合度は（0，1，2）が最も高いと判断される。
（5）経営資本営業利益率
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①確定モデル：ARIMA（2，1，1）
②診断チェックのためのデータ
定　数
ARI
AR2
MA1??｛P
　　推定値
一〇、02
　0．76
－0．20
　1．25
15（2）、
96（21）
???????ー??．?????? 　T比率
一〇．61
　5．19
－1．16
　7．58
0．68　（14）、　0．94（20）、
　　残差系列の平均値：－O．04、標準偏差：0。73、分散：0．53
③判　　断
　　T比率は、AR2が低いが、それでも他のモデルと比べると高い。P値は、小さな
　ラグでの低さが目につくが、ラグ20くらいのところは問題がない。残差自己相関関
　数をみても、有意な残差は存在しない。この（2，1，1）に続いてP値が高いのは
　（2，1，0）であるが、T比率が低く、採用することはできない。さらに、（1，
　1，0）（O，1，1）（0，1，2）もP値が高いが、T比率が低い。これらはす
　べての残差自己相関については問題がない。なお、d＝2の（2，2，0）モデルは、
　P値もT比率も高く、残差には有意な自己相関もない。しかし、自己相関関数をみる
　と、d＝2を適当とすることはできない。
（6）総資本経常利益率
①確定モデル：ARIMA（0，1，1）
②診断チェックのためのデータ
　　　　　　　　　推定値
　　定　数　　一〇．01
　　MA1　　－0。73
　　P｛直：0．　57　（4）、
　　　　　0．69（23）
　　残差系列の平均値：0．
③判　　断
　標準誤差　　　T比率
　　0．22　　－0．04
　　0．　13　　－5．77
0．75（10）、　0．80（16）、0．72（22）、
OO、標準偏差：O．74、分散：O．55
　T比率は問題がないが、P値が不十分である。残差の自己相関もラグ22で有意と
なっている。そもそもd＝1の自己相関がラグ1、4、21、22で有意となってい
るから、適合度の高いモデルは期待できない。この（0，1，1）モデルに続くのは
（0，1，2）だが、同様に残差の自己相関がラグ22で有意であり、MA2の推定
値のT比率が0。80で削除が適当である。
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