Abstract. The numerical range of an operator on an indefinite inner product space (possibly infinite dimensional) is studied. In particular, operators having bounded numerical ranges are characterized, and the angle points of the numerical range and their connections with eigenvalues are described.
Introduction
Let H be a (complex) Hilbert space, with the scalar product ( · , · ), and let S be a bounded self-adjoint operator on H. For a linear bounded operator A : H → H we define
: x ∈ H, (Sx, x) = ±1 . , where X is any operator on H such that S = X * X. If S is invertible but indefinite, then the sets W ± S (A) can be understood as natural generalizations of the numerical range with respect to the Krein space structure defined by the indefinite scalar product [x, y] = (Sx, y), x, y ∈ H.
The sets W ± S (A), as well as other related sets, have been studied in [B, GP] (with the emphasis on the convexity properties) and in [LTU] , where a more detailed description of the geometric shapes of W ± S (A) is given. In this paper we characterize operators A whose numerical range is bounded, and investigate the geometric properties of W ± S (A) in relation to the spectrum of A. Some of our results are given for the finite-dimensional spaces H, in which case we identify H with C n . Because W − S (A) = W + −S (A), we will state and prove our results for W + S (A) only, with the understanding that analogous results are valid for W − S (A) as well. We denote by L(H) the algebra of all bounded linear operators on H. For selfadjoint operators X, Y ∈ L(H) the notation X ≥ Y means that the difference X − Y is positive semidefinite. Throughout the paper it will be assumed that H is separable.
Basic properties
We start by recalling some basic and known results. The joint numerical range
This notion is a useful generalization of the classical numerical range, and is well studied (see, e.g., [AT, BL] ). Let
be the cone generated by W (G 1 , . . . , G k ). Using the properties of the joint numerical range, the authors of [LTU] proved:
The next proposition is very useful in studying the geometric properties of W
(a) For every α, λ ∈ C, we have
subspace in H, P 0 be the orthogonal projection on H 0 , and let
Proof. Part (a) is clear. To prove (b), let x 0 ∈ H 0 be such that (P 0 Sx 0 , x 0 ) = 1. Then it is easy to see that (Sx 0 , x 0 ) = (P 0 Sx 0 , x 0 ) = 1. The condition P 0 SP 1 · P 1 AP 0 = 0 guarantees that
Besides convexity, another basic property for the classical numerical range is the boundedness. Actually, W (A) is always a compact convex set in the finite dimensional case. However, as shown in [LTU, Section 2] , W + S (A) may be neither closed nor bounded in C, even in the finite dimensional case. In fact, it was pointed out in Proposition 4.1 of [LTU] that if S is indefinite and SA = λS for any λ ∈ C, then W S (A) is unbounded. In the following, we give complete characterization for S and A such that W S (A) is nonempty and bounded. Proof. Clearly, if (a) holds, then W + S (A) = {λ}. Assume (i) and (ii) hold. By Douglas' lemma (see [D] ), there exists λ ≥ 0 such that A * SA ≤ λS. Then for every x ∈ H:
Thus, |z| ≤ λ and P m SP m ∈ L(H m ) is indefinite (here P m is the orthogonal projection on H m ). Using Proposition 2.2(b) and applying the finite dimensional result (Theorem 2.4 of [LTU] ) to P m SP m and P m AP m , we obtain that (SAx, y) = (λSx, y), x,y ∈ H m , where the constant λ is independent of m. Now the condition (2.1) guarantees that SA = λS.
Next, assume that W + S (A) is non-empty and bounded, but S is positive semidefinite and nonzero. We will prove that (ii) holds. Suppose y = Ax / ∈ KerS for some x ∈ KerS. Let z = Sy = 0. Clearly, z ⊥ KerS. For a positive number δ we have
which tends to infinity as δ tends to 0, a contradiction with the boundedness of W
, where P is the orthogonal projection on RanS. For x ∈ H, write x = x 1 + x 0 , where x 1 ∈ KerS, x 2 ∈ RanS. Because Ker S is A-invariant, it is easy to see that (SAx,
. In other words, we can (and do) assume that Ker S = {0}. Define the linear operator C : RanS Note that (ii) can be stated in an equivalent form (see [D] ):
It is well-known that if H is an orthogonal sum of two A-invariant subspaces
and if A is written in the form
2 )} (we denote by conv{X} the convex hull of the set X). An extension of this result to W S (A) is desirable. We will say that H has a direct sum decomposition compatible with S and A if H is a direct sum of two A-invariant (closed) subspaces: H = H 1 ⊕ H 2 such that (Sx, y) = 0 for all x ∈ H 1 , y ∈ H 2 . We shall write A = A 1 ⊕ A 2 and S = S 1 ⊕ S 2 , with A j , S j acting on H j for j = 1, 2, if such a decomposition exists. Of course, for each j = 1, 2, one may consider
To give a complete description of W S (A) in terms of sets associated with S j and A j for j = 1, 2, we need to consider complex numbers of the forms:
(
We are now ready to state our result. Proposition 2.4. Suppose H = H 1 ⊕ H 2 is a direct sum decomposition compatible with S and A so that A = A 1 ⊕ A 2 and S = S 1 ⊕ S 2 , with A j , S j acting on H j for j = 1, 2. Then
where T j is the set of z satisfying condition (j) above for j = 1, . . . , 5.
Proof. Let
, and hence (SAx, x) ∈ T 4 . Similarly, if (S 2 x 2 , x 2 ) = 0, then one can show that (SAx, x) ∈ T 2 .
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For all other cases, one can let α = (S 1 x 1 , x 1 ) and (1 − α) = (S 2 x 2 , x 2 ) and show that (SAx, x) is in one of the forms (1), (3) or (5).
It is easy to show that complex numbers of the form (1) -(5) lie in W S (A). The result follows.
We have the following corollary that covers the classical result.
Corollary 2.5. Suppose H = H 1 ⊕ H 2 is a direct sum decomposition compatible with S and A so that A = A 1 ⊕ A 2 and S = S 1 ⊕ S 2 , with A j , S j acting on H j for j = 1, 2.
(a) If S 1 is positive definite, then
If both S 1 and S 2 are positive definite, then
Special boundary points and eigenvalues
As before, let S = S * , A ∈ L(H). It is well-known (e.g., see [HJ, Section 1.6 ]) that if W (A) has some special boundary points, then H is an orthogonal sum of two A-invariant subspaces. We obtain similar results for W Fix w ∈ H, and consider the vector y = x 0 + tw for t ∈ R close to zero. Let
We have for all w ∈ C n . Replacing in (3.5) w by iw, and comparing with (3.5), we obtain (SAx 0 , w) = 0 and (SAw, x 0 ) = 0 for all w ∈ H, which implies
If, in addition, S is invertible, then the second equality in (3.6) implies A
[ * ] x 0 = 0.
From now we assume that S is invertible. Then H with the indefinite scalar product induced by S is a Krein space. For basic properties of geometry and operators in Krein spaces, see, e.g., [AI] . In particular, the
is invertible, where P M is the orthogonal projection on M. For the proof, see [GLR] (in the finite-dimensional case) or [AI] (Theorem 7.16). , then Span{x 0 } is an A-reducing subspace. Proof. We may assume (Sx 0 , x 0 ) = 1. Also, without loss of generality we may assume that z 0 = 0 and that Re u ≥ 0 for all u ∈ W + S (A). Now we repeat the construction of the proof of Theorem 3.1. Take w ∈ H, let y = x 0 + tw, and let
where α = t((Sx 0 , x) + (Sw, x 0 )) + t 2 (Sw, w). As in the proof of Theorem 3.1, we obtain Re (SAw, x 0 ) = 0 for all w ∈ H. Replacing w by iw, we also obtain Im(SAw, x 0 ) = 0, hence (SAw, x 0 ) = 0. Thus, A * Sx 0 = 0, which is equivalent to
Corollary 3.4. Assume the hypotheses of Theorem 3.1. Let M + (z 0 ) be a maximal S-positive subspace generated by vectors
is an A-reducing subspace, and
Proof. Except for (3.7), all parts of the corollary follow from Theorem 3.1. If (3.7) were not true, then z 0 would be an angle point of W
⊥ ) (because of Proposition 2.2(b)), and an application of Theorem 3.1 would produce a vector
⊥ such that Ax 0 = z 0 x 0 and (Sx 0 , x 0 ) = 1. Then M := M + (z 0 ) + Span{x 0 } would be an S-positive subspace generated by the vectors x = 0 such that (SAx,x) (Sx,x) = z 0 . But M is larger than M + (z 0 ), a contradiction with the maximality of M + (z 0 ).
Note that in the finite-dimensional case every S-positive subspace is S-regular. This is generally false in infinite-dimensional Krein spaces.
Matrices having polygonal numerical range
We continue to assume in this section that S is nonsingular. In addition, it will be assumed in this section that H is finite dimensional.
We say that W
is the intersection of a finite number of closed half-planes.
In the definite case (S positive definite, and we may assume S = I without essential loss of generality), the answer is well known (see, for example, section 3.10 in [GL] , or section 1.6 in [HJ] 
By Proposition 2.1,
and the Hermitian matrices G 1 , G 2 are such that
is a closed convex cone (see, e.g., [AT] ), we must have that K(G 1 , G 2 , S) coincides with the wedge {(x, y, z) ∈ R : z ≥ 0, |x| ≤ z}. In particular, S ≥ 0. But S is invertible, so, in fact, S is positive definite, a contradiction with W Remark 4.2. Note that Theorem 4.1 actually holds for singular S as well. One can use the same arguments in the first paragraph of our proof until we arrive at the conclusion that S ≥ 0. At this point, if S is singular, we can find a unitary matrix U such that U * SU = S 1 ⊕ 0, where S 1 is positive definite. Then 
Proof. Let M 1 be a maximal S-positive subspace generated by vectors x = 0 such that z 1 = (SAx,x) (Sx,x) . By Theorem 3.1, Ax = zx for every x ∈ M 1 . By Corollary 3.4, M 1 is A-reducing, and
On the other hand, we claim that z 2 , . . . , z k are angle points of W
Indeed, in view of (4.1) we only have to prove that z 2 , . . . ,
Consider z 2 . By Proposition 2.4 we have (in view of W
According to (4.2), three cases (which are not mutually exclusive) can occur: 
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