ABSTRACT: In this paper, numerical solutions for nonlinear coupled Korteweg-de Vries(abbreviated as KdV) equations are calculated by the Sinc-collocation method. This approach is based on a global collocation method using Sinc basis functions. The first step is to discretize time derivative of the KdV equations by a classic finite difference formula, while the space derivatives are approximated by a  -weighted scheme. Sinc functions are used to solve these two equations. Soliton solutions are constructed to show the nature of the solution. The numerical results are shown to demonstrate the efficiency of the newly proposed method.
Introduction
onlinear partial differential equations appear in many branches of physics, engineering and applied mathematics. The coupled KdV equations, recently, have been an attractive research area for scientists, because of their many applications in scientific fields and many studies have been reported in the literature, see for example [1] [2] [3] [4] [5] . In this paper, we study the coupled KdV equations that were introduced by Hirota-Satsuma [6] 
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where ( , ) u x t and ( , ) v x t are real-valued scalar functions, t is time, and x is a spatial variable. The equations (1)-(3) describe interactions of two long waves with different dispersion relations. Many powerful methods have been developed to find solutions (exact, or numerical) of such nonlinear evolution equations. These include the Adomian decomposition method [7] and the collocation method [8] . The soliton solutions for this system are constructed by Fan [9] . Mesh-free methods are the topic of recent research in many areas of computational science and approximation theory. Over the past several years mesh-free approximation methods have found their way into many different application areas ranging from engineering to the numerical solution of differential equations. A meshless method does not require a grid, and only makes use of a set of scattered collocation points. In [10, 11] , the authors propose a mesh-
Sinc-Collocation
The goal of this section is to recall notations and definitions of the Sinc function that will be used in this paper.
These are discussed in [14, 10] . The Sinc function is defined on the whole real line R by sinc ( ) = sin( ) , 0
Recall that a radial basis function is a function whose value depends only on the distance of its input to a central point. 

. Hence, the numerical process developed in the domain containing the whole real line can be carried over to infinite interval by the inverse map. The approximation of the th n derivatives of () fx by the Sinc expansion is given
The derivatives of Sinc functions evaluated at the nodes will be needed [14, 15] . In particular, the following convenient notation will be useful in formulating the discrete system.
where the collocation points are =.
k xx In practice, we need to use a finite number of terms in the series (7) Weiner class, which are entire functions, the Sinc interpolation and quadratic formulas are exact [14] . A less restrictive class of functions which are analytic only on an infinite strip containing the real line and which allow specific growth restrictions have exponentially decaying absolute errors in the sinc approximation. In order to state the convergence theorem of the Sinc-collocation method, we introduce the following notation and definition. 
Definition 2.2 For all
The properties of functions in () d BD and detailed discussions are given in [14] . We recall the following theorem for our convergence purposes. f is an analytic function on an infinite strip containing the real line, and satisfies some kind of decaying conditions, then the function f together with it derivatives can be approximated by Sinc function methodology with error of exponential order. Therefore, in order to approximate the solution of the KdV system (1) using Sinc basis, we should start with the assumption that the initial conditions in (3) belong to class
,, III will appear in the final discrete system, and in order to study the stability of the Sinc-collocation method, we should find some bound for the eigenvalues of these matrices. The matrix (0) I is just the identity matrix which has eigenvalue1. For eigenvalue bounds for the Toeplitz matrices
,, IIwe state the following theorem.
Theorem 2.2[14]
1. The mm  matrix (1) I is a singular skew-symmetric matrix, if its eigenvalues are denoted by
... .
I is a singular skew-symmetric matrix, if its eigenvalues are denoted by
Construction of the Method
Consider the nonlinear coupled KdV equations in (1), subject to the initial and boundary conditions (2)- (3). To implement the Sinc-collocation method, we discretize the time derivative of the nonlinear coupled KdV equations using the classic finite difference formula, and space derivatives by the  -weighted (0 1)   scheme successive two time levels n and
and, 
which can be simplified to
Finally, we arrive at the linearization
so that equations (14)- (15) can be rewritten as
and
where n u and n v are the th n iterates of the approximate solutions. Now the space variable is discretized upon the use of Sinc-collocation at the points
The solution of equation (13) is interpolated and approximated by means of the Sinc functions as
where
The unknown parameters ( ) = ( ), ( ) = ( ), = 1,..., .
Substituting equation (23) into equations (18) and (19), we get
Equations (24) and (25) 
To obtain matrix representation of the expression in equation (24) and (25), we introduce the following matrix and vector notations 
Note that the matrices
, II are skew symmetric. The system of equations (24) 
where  stands for component by component multiplication, and 
where 
Similarly, using equations (32) and (33) we arrive at
We can obtain the coefficients of the approximate solution by solving the system in equations (34)- (35) using any iterative technique. For the convergence of the method, we state the following two theorems.
Theorem 3.1 Let the function ( , )
u x t be as in equation (1) with the initial condition as in equation (2) The proof of the above two theorems are immediate from [16, 17] . We would like to mention here that for Theorem 3.1, we use the second part of Theorem 2.1 for =1 n and =3 n , which is a simple modification of Theorem 3.2 in [2] . For Theorem 3.2, we use contraction mapping of the iteration scheme given in equation (34) and apply fixed point theorem to prove convergence. Interested readers may follow [16] for a detailed analysis
Stability Analysis
In this section, we present an analysis of the stability of the Sinc-collocation method for solving the coupled KdV system using spectral radius matrices. Following the method outlined in [11] , let ,  denotes the spectral radius.
The Sinc matrices
, II are contained in the matrices 1 2 1 ,, A A B and 2 B , where the bounds for the eigenvalues of these matrices are given in Theorem 2.2.
Therefore, stability is assured if 
Numerical Results
Choosing examples with known solutions allows for a more complete error analysis. In order to assess the advantages of the proposed method, in terms of accuracy and efficiency for solving nonlinear coupled KdV equations, the following examples are presented in this section. k is an arbitrary constant. The exact solution is given by [7] 
The computations associated with the example were performed using Mathematica. In our computational work, we take h is the minimum distance between any two points in equation (21), similarly for the v solution. The pointwise rate of convergence in time is also calculated by using the following formula [1, 11] Table 1 that the method has order of convergence 2 . The accuracy of the proposed method is demonstrated for the absolute errors for solution of (1) with their exact solutions. Table 2 reports the supremum norm error between the exact solution (40) and our approximate solution compared with the results in [11] . A clear conclusion can be drawn from the numerical results in Figures 1, 2 and Table 2 that Sinc methodology provides highly accurate numerical solutions. || uu  || uu  as in [13] || vv  || vv  as in [13] 4  
Conclusions
The fundamental goal of this paper wasto propose an efficient algorithm for the solution of coupled KdV equations. The Sinc-collocation method was described in detail, and implemented to compute a numerical solution to the system in (1) . A brief stability analysis was provided, which produced a necessary condition for stability of the method. The efficiency of the method wastested on one example of soliton type, and the accuracy examined in terms of the 2 , LL  error norms. The results obtained by the Sinc collocation method were very close to analytical ones, and were found to be more accurate than other numerical schemes [12, 17] . The algorithm has been found to be stable, exponentially convergent in space and a reliable numerical method for solving coupled KdV equations.
