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The problem of a quantum Ising degree of freedom coupled to a gapless bosonic mode appears
naturally in many one dimensional systems, yet surprisingly little is known how such a coupling
affects the Ising quantum critical point. We investigate the fate of the critical point in a regime,
where the weak coupling renormalization group (RG) indicates a flow toward strong coupling. Using
a renormalization group analysis and numerical density matrix renormalization group (DMRG)
calculations we show that, depending on the ratio of velocities of the gapless bosonic mode and the
Ising critical fluctuations, the transition may remain continuous or become fluctuation-driven first
order. The two regimes are separated by a tri-critical point of a novel type.
I. INTRODUCTION
The problem of a quantum Ising transition occur-
ring in a system with gapless phonon modes naturally
emerges as the low energy effective theory in a variety
of physical one dimensional systems. Examples include
structural transitions of dipolar particles in an elongated
trap1 and in ion traps,2–5 one dimensional Fermi gas
with attractive interactions,6 coupled bosonic chains,7,8
insulator-metal transition induced by a tilted magnetic
field in graphene,9 and spin polarized electrons in a one
dimensional quantum wire near a conductance plateau
transition.10–13 This transition also occurs in certain lat-
tice models of fermions.14 At the transition, the sym-
metry of the system is dynamically enlarged to a full
Lorentz symmetry11 or, under certain conditions, even
to an emergent supersymmetry.15
The coupling between the gapless phonon and the
Ising degree of freedom poses a challenge in understand-
ing the low energy behavior of the system, especially
near the critical point where the Ising excitations be-
come gapless as well. Integration over the gapless Ising
degrees of freedom in order to obtain an effective action
for the bosons is unfeasible as it leads to logarithmic
divergencies. On the other hand, one cannot simplify
the problem by integrating out the bosons, as this will
generate non-local interactions for the Ising degrees of
freedom that are then difficult to deal with.
This problem was treated using weak coupling one-
loop renormalization group (RG) analysis in a previous
work.11 It was found that there is a regime in which the
coupling to the phonon is marginally irrelevant in the
RG sense, therefore the two sectors effectively decou-
ple at large length scales. In this case the transition is
still described by an Ising like critical point albeit with
strong logarithmic corrections. However, there is an-
other regime in which the weak coupling RG leads to a
runaway flow away from the Ising critical point towards
strong coupling. The fate of the transition in this latter
regime is not known.
In this paper we study the transition in the regime
where the weak coupling RG flow is towards strong cou-
pling. Using RG calculations and numerical density ma-
trix renormalization group calculations (DMRG), we es-
tablish the critical behvior shown in Fig. 1. The result
of the RG flow to strong coupling is a region showing
phase separation. There, quantum fluctuations destabi-
lize the critical point leading to separation into regions
of different densities where the Ising degree of freedom
is gapped (Fig. 2).
The rest of this paper is organized as follows. In sec-
tion II we introduce the model and the resulting RG flow
diagram. In section III we perform a mean field calcu-
lation which suggests that the Ising critical point can
become unstable towards phase separation. We then use
the one-loop RG equations to show that the compress-
ibility diverges at a finite scale in the strong coupling
regime. In section IV we investigate this model numeri-
cally using DMRG and confirm the emergence of phase
separation. Finally section V provides summary and dis-
cussion of the results.
II. RG ANALYSIS
The theory describing gapless phonon excitations cou-
pled to Ising degrees of freedom near criticality is cap-
tured by the following low-energy effective model:
HL.L =
v
2pi
´
dx
[
K (∂xθ)
2
+ 1K (∂xφ)
2
]
(1)
HIsing =
´
dx
[
iu
2 (ξL∂xξL − ξR∂xξR)− i∆ξLξR
]
(2)
HInt =
´
dx
[−λpi (∂xφ) iξLξR] . (3)
The Luttinger liquid Hamiltonian, Eq. (1), describes
gapless phonon degrees of freedom with K the Lut-
tinger parameter and v the phonon velocity. The den-
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Figure 1. (Color online) Schematic RG flow diagram on the
critical manifold ∆ = 0 close to the u/v = 1, λ = 0 fixed
point, determined from Eqs. (5)-(6) , where f (u/v = 1) > 0.
The dashed blue line is the separatrix which separates the
weak coupling regime and the strong coupling regime. In the
following scetions we show that the strong coupling regime
corresponds to a first order transition.
sity modulation with respect to the average density is
− 1pi∂xφ = δρ(x), and θ is the phase conjugate to it
( 1pivK∂xθ is the current density).
The low-energy excitations of the Ising degrees of free-
dom near the critical point are captured by the single
non-chiral Majorana mode of the Hamiltonian in Eq. (2)
with right- and left-moving Majorane field, ξR,L.16 The
Majorana mass ∆ tunes the distance from the critical
point and u is the velocity at the critical point. When
∆ > 0 the ground state of HIsing exhibits long range
Ising order and breaks the Z2 symmetry, while ∆ < 0
corresponds to the quantum disordered phase.
Finally, Hint in Eq. (3) is the simplest coupling term
between the two sectors. Because this coupling respects
both the Z2 symmetry of the Ising sector and the U(1)
symmetry of the phonons, it should appear in a generic
case where an Ising transition occurs in a system with
a scalar bosonic mode. Note, however, that both the
Ising theory and the Luttinger liquid model are sepa-
rately Lorentz invariant, and the coupling term breaks
the Lorentz symmetry.
The effect of the coupling term on the critical prop-
erties of the model above has been previously studied
using a perturbative one loop RG analysis,11 controlled
by the parameter
g ≡ Kλ
2
uv
. (4)
The RG step consists of perturbatively integrating out
modes in a momentum shell (Λ/b,Λ), where Λ is the UV
momentum cutoff of the theory. Momentum is rescaled
by a factor b and frequency by the factor bz, with z
the dynamical exponent. The fields φ, ξR/L (in momen-
tum/frequency space) are rescaled by factors
√
ZB ≡
bηB/2,
√
ZF ≡ bηF /2 respectively, chosen such that the
parameters v,K and the unit prefactor of the dynami-
cal term in the fermion action are invariants of the flow.
Note that this implies rescaling of the space-time fields
with
√
Z˜B/F = b
−1−z√ZB/F .
The one loop RG flow on the critical manifold ∆ = 0
has two distinct regimes. When u/v < 1, the coupling
term is marginally irrelevant and the flow is towards a
fixed point at u/v = 1, λ = 0. In this case the fixed point
is described by the Lorentz invariant theory of three
massless Majorana fermions with equal velocities. How-
ever, when u/v > 1 the flow is towards strong coupling
where the weak coupling RG eventually breaks down.
The fate of the transition in this strong coupling regime
is the main focus of this paper.
A peculiar feature of the one loop flow derived in Ref.
[11] is the existence of a line of fixed points at u/v = 1
for all λ, separating the strong coupling regime and the
regime in which the coupling is irrelevant. To determine
if this fixed line is generic and not just an artifact of the
one loop calculation we now consider corrections to the
RG flow from two loop diagrams. The one loop scal-
ing equations derived in Ref. [11] supplemented by the
leading two-loop corrections must be of the general form:
∂ (u/v)
∂`
= −K
pi2
(
λ
v
)2 [
1
(1 + u/v)
2 −
1
4u/v
]
u
v
+ f (u/v)
(
λ
v
)4 (5)
∂ (λ/v)
∂`
= − K
2pi2
(
λ
v
)3 [
1
u/v (1 + u/v)
+
1
(1 + u/v)
2 −
3
4u/v
]
, (6)
where ` = log(b), and f some function of the velocity
ratio. The O (λ4) correction originates from two loop
diagrams contributing to the fermion and phonon self
energies.
We do not expect f (u/v = 1) to vanish since the
Hamiltonian does not have any special additional sym-
metries when u = v and λ 6= 0. Therefore, in order to
determine how this term affects the putative fixed line
u/v = 1 it is enough to know the sign of f (u/v = 1).
This can be done by explicitly calculating the two-loop
diagrams that contribute to the β functions (5),(6).
Here, however, we will only provide an argument for the
sign of f(u/v). If f (u/v = 1) < 0 this correction creates
flow lines which start flowing away from the fixed point
(u/v = 1, λ = 0) but eventually return to it in a cyclic
manner. This type of flow is impossible, as it violates the
3Figure 2. (Color online) Schematic illustration of the system
separated into a region with higher density and no Ising order,
and a lower density region with Ising order. This will be the
situation when the coupling λ is positive, if it is negative the
Ising degree of freedom will order (disorder) in higher (lower)
density regions.
C-theorem according to which the central charge should
decrease monotonically under the RG flow.17 We con-
clude that the two-loop correction is likely to be posi-
tive, f (u/v = 1) > 0, leading to a flow diagram of the
general form shown in Fig. 1. Hence with addition of
the two loop correction the line of fixed points is likely to
be eliminated. In its place there is a more conventional
(tri) critical flow line that separates between the flow to
weak and strong coupling.
III. DIVERGENT COMPRESSIBILITY
Before investigating the RG flow in more detail, we
gain intuition into the behavior of the system in the
strong coupling limit by treating the coupling term
within a mean field approximation. To this end we de-
couple the interaction term as follows
HMF = HLL +HIsing (∆ = 0)
−λ
pi
ˆ
dx (Φ∂xφ+ ∆φiξLξR) . (7)
Here the mean field parameters Φ,∆φ obey the self con-
sistency conditions
Φ = 〈iξLξR〉MF , ∆φ = 〈∂xφ〉MF . (8)
It is straight forward to obtain the self consistent so-
lution for the density shift
〈∂xφ〉MF = ±
piu
λ
Λ
[
sinh
(
2pi2uv
Kλ2
)]−1
. (9)
The non-zero mean field value of this shift implies a
divergent compressibility and instability toward phase
separation. If the overall density is fixed, the system
separates into regions having the negative density shift
and others with the positive shift. The density shift also
gives a mass to the Ising sector through the linear cou-
pling term, thus taking the Ising sector away from criti-
cality. As illustrated schematically in Fig. 2, the phase
separated regions will be Ising ordered and disordered,
respectively, rather than critical.
The mean field analysis cannot be entirely correct,
however, as it predicts that the critical point is always
unstable regardless of the ratio u/v. From the RG analy-
sis of Ref. [11] we know that there is a regime (u/v < 1),
where the coupling λ is irrelevant and the Ising criticality
is recovered asymptotically at long wavelengths. In this
regime competing divergent fluctuations in other chan-
nels invalidate the mean field theory. Because the mean
field theory does not treat all the fluctuations on the
same footing it is important to verify its result also in
the regime u/v > 1.
We will look for signatures of the predicted phase sep-
aration using the weak coupling RG. A clear indication
of phase separation would be divergence of the compress-
ibility. The latter can be obtained from the k → 0 limit
of the static density-density correlation function
χ (k, g) ≡ 1
pi2
ˆ
dxdτeikxC(x, τ, g)
C(x, τ, g) ≡ 〈∂xφ(x, τ)∂xφ(0)〉 , (10)
In this notation we emphasize that χ should depend on
the value of the dimensionless parameter g. The real
space correlation function must obey the scaling rela-
tion C(x, τ, g) = Z˜Bb−2C(x/b, τ/bz, g(b)) to ensure in-
variance of the physical correlations under the RG trans-
formation. Upon performing the Fourier transform we
can write the scaling relation obeyed by the static den-
sity correlation function in momentum space
χ (k, g0) = e
−3`e
´ `
0 [−z(`′)+ηB(`′)]d`′χ
(
e`k, g (`)
)
= exp
[
K
2pi2v
ˆ `
0
λ2
u
d`′
]
χ(e`k, g(`)), (11)
where we used the values
z(`) = 1 +
Kλ(`)2
4pi2u(`)v
(12)
ηB(`) = 4 +
3Kλ(`)2
4pi2u(`)v
(13)
calculated from the RG flow11 (for details see Appendix
A). Here g0 ≡ g (0) is the value of g in the microscopic
scale and ` = log (b).
Eq.(11) can be used to compute the compressibility of
a system of a large finite size L, κL(g0) = χ(2pi/L, g0).
The scaling relation connects this, still unknown, com-
pressibility to the easily calculable compressibility of a
renormalized system of minimal size. In other words,
by running the flow to the point that the running cutoff
Λ0e
−` reaches the infrared cutoff ΛIR = 2pi/L we end
up with a renormalized Hamiltonian defined on a single
microscopic grain of size a:
Heff =
1
2
κ−10 (δρ)
2−λeffδρ (iξLξR)+∆FS (iξLξR) , (14)
4where κ0 = K/piv, λeff is a renormalized effective cou-
pling and ∆FS is the finite size gap. The compressibility
of this renormalized system can be read off directly from
the first term of Heff, namely κa(gIR) = κ0. To connect
the compressibility κL(g0) to κ0 we need to compute the
integral in (11) with an upper limit `L = ln(L/a). This
is done by a change of variables using Eq. (5) but ne-
glecting the two loop correction
ˆ `
0
λ2
u
d`′ =
pi2
K
ˆ u(`)
u0
1
u2
(
1
4uv
− 1
(u+ v)2
)−1
. (15)
The last integral can be evaluated to give
κ (L, g0) =
(
u (`L)
u0
)1/2
× exp
[
− 2v
u (`L)− v +
2v
u0 − v
]
κ0, (16)
where u0 is the Ising velocity in the microscopic scale.
The flow u(`) is calculated in Appendix B. When
u0/v > 1 the renormalized velocity diverges at a finite
scale `∗ given by
`∗ =
2pi2v
15Kλ20u0
(
15u30 + 5u
2
0v + 5u0v
2 − v3)
(u0 − v) . (17)
This implies a divergent compressibility for a system size
larger than L∗ ∼ ae`∗ , indicating an instability towards
phase separation at the scale L∗.
When u0  v we can write an explicit expression for
u (`). In this regime the compressibility diverges as
χ ∼
(
1− I
2pi2
u20
v2
log
(
L
a
))−1/4
, (18)
where I ≡ λ20Ku0v/(u0−v)4 is a constant under the RG
flow.
When u0/v < 1 the flow is towards the fixed point
u = v, that is u (`→∞) = v. Note that this means that
the compressibility diverges in the limit `IR → ∞ due
to the exponent in Eq. (16). However, the divergence in
this case is slow
χ ∼ exp
(
2
(
5I
16pi2
log
(
L
a
))1/5
− 2v
v − u0
)
, (19)
so the fact that the compressibility diverges at the fixed
point itself will not affect any finite size system in the
u/v < 1 case.
IV. DMRG ANALYSIS
Having shown indications that the RG flow to strong
coupling implies phase separation, we turn to verify this
result and to determine how it affects the phase diagram
using a numerical calculation in a microscopic model.
Our starting point for this analysis is a model consisting
of an Ising spin chain coupled to an XXZ spin chain
described by the Hamiltonian H = HXXZ + HIsing +
HInt, with
HXXZ = −t
N∑
i=1
(
S+i S
−
i+1 + h.c
)− V N∑
i=1
Szi S
z
i+1(20)
HIsing = −J
N∑
i=1
σzi σ
z
i+1 − h
N∑
i=1
σxi (21)
HInt = −λ˜
N∑
i=1
(
Szi +
1
2
)
σxi . (22)
In Eq. (20) Sαi are spin-1/2 operators acting on site
i. Using a Jordan-Wigner transformation HXXZ can be
mapped to a Hamiltonian describing spineless fermions
on a lattice with nearest neighbors interaction, where
the fermion density at site i is given by ρi = Szi +
1
2 .
At incommensurate filling the long wave length effective
theory of HXXZ is given by HLL in Eq. (1).
The Hamiltonian in Eq. (21) is the transverse field
Ising model. Near the critical point at h = J , the long
wave-length limit of Eq. (21) is given by the field theory
(2). Finally, the coupling term (22) preserves both the
U(1) symmetry of theXXZ model and the Z2 symmetry
of the Ising model. Hence it maps to the interaction term
(3) in the long wavelength limit.
We investigate the model using density matrix renor-
malization group (DMRG)18 calculations which were
performed using the Itensor library.19 To tune across
the Ising transition we vary the transverse field h, while
keeping other parameters constant. The critical value hc,
depends on the value of the Ising coupling, but it is not
strictly equal to it in the presence of the coupling λ˜. By
considering the transition tuned by h at different values
of J we change the Ising velocity at the critical point and
through it the important velocity ratio u/v at the criti-
cal point. In all calculations we use t = 1, V = 0.01 and
ρ0 = 5/18 with open boundary conditions. We found
that it is important to stay sufficiently far from com-
mensurate values of the density, in order to avoid charge
density wave instabilities. Also note that the value of
V affects the value of the bare Luttinger liquid com-
pressibility in the effective long wave length theory, such
that a larger value of V corresponds to a larger value of
the bare compressibility. Therefore, choosing relatively
small value of V should result in a clearer indication of
phase separation at numerically accessible system sizes.
To determine the location of the critical point hc(J, λ˜)
we calculate the Binder cumulant U4 (h) = 1 −〈
m4
〉
/
(
3
〈
m2
〉2), where m ≡ 1N ∑i σzi . The value of
hc is obtained from the crossing points of the curves
U4 (h) calculated for different system sizes20 (see Ap-
pendix C for details). The value of the Binder cumulant
5(a) J = 1.7 (b) J = 1.7
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Figure 3. (Color online) Profiles of the density and spin expectation values for different values of h and J , showing the onset
of phase separation near criticality for J = 1.7. This was calculated using DMRG for a system with 288 sites, λ˜ = 6, t =
1, V = 0.01. (a) For h far away from the critical point the profiles are homogenous with no indication of phase seperation.
(b) Indication for phase seperation at the critical point, for J = 1.7. (c) A plot for J = 0.6 at the critical h showing no phase
separation, the shift from average density is only due to boundary effects.
at the critical point U∗4 is expected to be universal if the
transition is continous. However, in our numerical com-
putation we find that U∗4 depends on the ratio J/t, even
in the regime where the transition remains second order.
This can be attributed to the slow marginal irrelevant
flow of the coupling term.
Having found the transition point, we look for signa-
tures of phase separation, near it as well as deep in the
two phases, by examining the profiles of the local den-
sity 〈ρi〉 =
〈
Szi +
1
2
〉
and of the Ising spin 〈σzi 〉 along
the chain. Examples of calculated profiles are shown in
Fig. 3. Away from the critical point (Fig. 3a) the profiles
are completely flat, showing no indication of phase sepa-
ration. At the transition we see a big difference between
the case with large Ising coupling J/t = 1.7 (and hence
large Ising velocity u) shown in Fig. 3b compared to the
case with smaller Ising coupling J/t = 0.6 (small Ising
velocity) shown in Fig. 3c. In the former case the density
and spin profiles are highly inhomogeneous. The density
in the middle of the chain is well below the average while
it is above the average in the wings. Correspondingly,
the Ising order parameter shows a finite value in the
center and is nearly vanishing near the edges. These are
clear signatures of phase separation. In the latter case
Fig. 3c, there is no sign of phase separation even near
the critical point. This agrees with the expectation that
the Ising critical point survives for sufficiently small ratio
u/v.
The density and spin profile obtained in the phase
separated state can be understood from the effect of the
boundaries. Each boundary spin interacts only with one
rather than two spins, unlike the bulk spins that have
two neighbors. Once phase separation occurs, the weaker
effective Ising coupling at the boundaries favors the Ising
disordered phase (and correspondingly higher density,
due to the sign of the coupling term, λ˜ > 0 in Eq. (22)).
Therefore the boundaries act as nucleation centers for
the Ising quantum disordered phase when the system
becomes susceptible to phase separation close to hc. In
contrast, as we show below, the small difference between
the density near the edge and in the middle in Fig 3(c)
(J/t = 0.6) can be explained as a finite size effect at the
critical point.
To determine quantitively whether the system exhibits
phase separation for a given value of J , we locate the
maximal deviation of 〈ρi〉 from the average density ρ0
for each value of h. We denote the maximal value of the
density shift occurring in the middle third of the system
∆ρ ≡ max
N/3<i<2N/3
|〈ρi〉 − ρ0| . (23)
Note that the position of the minimum can be slightly
shifted from the middle of the chain due to slow conver-
gence of DMRG to the ground state in the phase sepa-
rated regime.
Phase separation is characterized by a finite value of
∆ρ in the limit L → ∞. On the other hand, if the
shift is only due to boundary effects, we expect ∆ρ to
vanish in the thermodynamic limit for all values of h. In
the latter case we expect ∆ρ to scale as 1/L, therefore
by performing a linear fit to ∆ρ
(
L−1
)
we can estimate
weather the system is in the phase separated state or not
In Fig. 4 we plot ∆ρ as a function of L−1 at h = hc,
for different values of J . As J is increased there is a
clear transition from a regime in which the system does
not exhibit phase separation, where ∆ρ vanishes linearly
61/361/721/1081/288
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Figure 4. (Color online) Maximal deviation from average
density ∆ρ, as defined in Eq. (23), calculated for different
values of J as a function of inverse system size calculated
using t = 1, V = 0.01 and λ˜ = 6. Tuning J in the microscopic
model corresponds to tuning the velocity ratio u/v in the
resulting effective field theory. When J is increased there is
a transition between a regime in which the maximal density
shift decreases with L to a regime in which it increases with
L.
with L−1, to a regime in which phase separation occurs.
In Fig. 5 we plot the phase diagram in the J, h plane
for a fixed λ˜ = 6. The values of J, h for which phase sep-
aration occurs were obtained by extrapolating the curves
∆ρ
(
L−1
)
linearly to L → ∞. Note that although the
microscopic value of λ˜ might seem large, we still see a
regime where the transition is an Ising like second order
transition, indicating that the effective coupling is quite
weak.
V. CONCLUSIONS
We investigated the fate of the Ising quantum critical
point in one spatial dimension when the Ising degrees of
freedom are coupled to a critical bosonic mode. This is a
rather generic situation in systems with charge conserva-
tion with an internal Ising degree of freedom. Previous
one-loop RG calculations11 have identified a regime on
the critical manifold in which the Ising critical point is
destabilized and the flow is toward strong coupling. Here
we find that the slow (logarithmic) flow to strong cou-
pling indicates an instability of the system toward phase
separation that manifests only at an emergent length
scale, exponentially long in the inverse coupling between
the critical modes. This is indicated within the RG cal-
culation by a compressibility that diverges at a finite
scale. We also demonstrate the phase separation by di-
0.0 0.5 1.0 1.5
h/t
0.0
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Quantum
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Putative 
Tricritical
 Point
PS
Figure 5. (Color online) Phase diagram of the model de-
scribed by Eqs. (20)-(22), as obtained from a DMRG cal-
culation with λ˜ = 6. The filled circles were obtained from
a linear fit to the curves in Fig. (4). The blue circles cor-
respond to curves for which the linear fit is good, the red
curves correspond to curves which do not extrapolate to zero
linearly. The red crosses are boundaries of the phase sep-
arated region, which were estimated from the extrapolation
of similar ∆ρ
(
L−1
)
curves at the corresponding values of h.
That is, the left (right) set of crosses is obtained from finding
the minimal (maximal) value of h for which the ∆ρ
(
L−1
)
curves do not extrapolate linearly to zero.
rect numerical calculation using DMRG.
Our result implies the existence of a tricritical point
where the line of second order phase transitions termi-
nates and gives way to phase separation (or first order
transition in the Grand-canonical picture). An interest-
ing direction for future work is to characterize this tri-
critical point, which may exhibit a new class of scaling
behavior. More generally, the model we investigated is
the simplest example of non trivial interplay between dif-
ferent critical modes. Quantum phase transitions involv-
ing itinerant electrons, where the critical fluctuations of
the order parameter are coupled to Fermi-liquid quasi-
particles, are important unsolved problems in this class.
Our one dimensional example demonstrates the role of
the velocity ratio of the two types of critical modes. Here,
as the velocity ratio is varied, the quantum phase transi-
tion changes its character from being continuous to be-
coming fluctuation-driven first order.
ACKNOWLEDGMENTS
We would like to thank Liza Huijse and Achim Rosch
for useful discussions. EA, JR and OA thank the
ERC for financial support through the UQUAM syn-
ergy grant. JR acknowledges the support of fellowship
from the Gordon and Betty Moore Foundation under the
EPiQS initiative (grant no. GBMF4303). EB acknowl-
7edges financial support from the European Research
Council (ERC) under the European Unions Horizon 2020
research and innovation programme (grant agreement
No 639172), and under a Marie Curie CIG grant.
Appendix A: Calculation of ηB(`) and z(`)
In this Appendix we explain how the dynamical ex-
ponent z and the phonon field rescaling factor bηB/2 are
determined. Following the RG scheme of Ref. [11], as
explained in Section II, we obtain the bosonic part of the
action after an infinitesimal RG step
SLL =
ˆ ∞
−∞
dω
ˆ Λ
−Λ
dk
bηB−3z−1
2pivK
φk,ω
(
ω2 + b2z−2
(
1− piK
v
∂Σph
∂(k2)
∣∣∣∣
k=0
)
v2k2
)
φ−k,−ω
(A1)
here Σph is the one loop phonon self energy calculated
from the diagram
 (A2)
where the solid line represents the fermion propagator,
the dashed lines represent phonon propagators and the
loop integral is evaluated setting the external momenta
and frequencies to zero. Thus the one loop self energy is
given by
Σph (k, ω) = k
2 λ
2
2pi4
ˆ ∞
−∞
dν
ˆ Λ
Λ/b
dp
u2p2 + ν2(
ν2 + (up)
2
)2
= k2
λ2
2pi3u
log b,
(A3)
to leading order in k, ω.
Requiring that the phonon action remain invariant af-
ter the RG step sets the values of z and ηB
b2z−2
(
1− piK
v
∂Σph
∂(k2)
∣∣∣∣
k=0
)
= 1 (A4)
bηB−3z−1 = 1, (A5)
Plugging Eq. (A3) in Eq. (A4) and exapnding b = 1+d`
for infinitesimal d`, we obtain the values for z and ηB
given in Eqs. (12)-(13).
Appendix B: Calculation of u (`)
In this appendix we present the details of the calcu-
lation of the flow of u in the u0/v > 1 case. The first
step is to use the fact that I ≡ λ2Kuv/(u − v)4 is an
invariant of the RG flow which allows us to write Eq. (5)
(without the phenomenological λ4 term) as
∂u
∂`
= −Kλ
2
0u0
pi2
(u− v)4
(u0 − v)4
[
1
(u+ v)
2 −
1
4uv
]
(B1)
Integrating (B1) we obtain an implicit equation which
determines u (`)
` =
2pi2v (u0 − v)4
15Kλ20u0
[f(u0)− f(u)] (B2)
where f (u) =
(
15u3 + 5u2v + 5uv2 − v3) /(u− v)5.
When u > v the function f (u) is positive and decreas-
ing monotonically with u, reaching the value zero in the
limit u→∞. When ` reaches the value
`∗ =
2pi2v (u0 − v)4
15Kλ20u0
f (u0) (B3)
Eq. (B2) implies f (u) = 0 which happens only when u
diverges.
We can obtain an approximate expression for u (`) in
several limiting cases. First, when u  v, we can ap-
proximate f (u) ≈ 15/u2. Therefore if u0  v , since u
is increasing with the flow we can plug this approxima-
tion in Eq. (B2) and get
u (`) ≈ u0
(
1− Kλ
2
0u
3
0
2pi2v (u0 − v)4
`
)−1/2
(B4)
On the other hand close to the fixed point when w ≡
1 − u/v  1, we can approximate f (u) ≈ −24v−2w−5.
Therefore in the regime where w0 = 1 − u0/v  1 we
have
w ≈ w0
(
1 +
5I
16pi2
w50`
)−1/5
(B5)
expressing the exponent in Eq. (16) in terms of w and
plugging in Eq. (B5) in the limit of large ` we obtain
Eq. (19).
Appendix C: Finite Size Scaling of U4
In this appendix we present finite size scaling data of
the Binder cumulant which was used to determine the
critical value of the transverse field h in the microscopic
model described by Eqs. (20) -(22). Plot of the Binder
cumulant computed for different system sizes at J/t =
80.7 is shown in Fig. 6. If the transition is second order
one expects the Binder comulant to obey the finite size
scaling form
U4 (h, L) = F
(
|h− hc|L1/ν
)
(C1)
where F is a universal scaling function. In particular
Eq. (C1) implies that U4 (hc, L) is independent of sys-
tem size. Therefore the value of hc can be obtained from
the crossing points of the curves corresponding to differ-
ent system sizes. Since there are subleading finite size
corrections to the scaling form in Eq. (C1) we obtain a
series of crossing points which converges to the value of
hc with increasing system size.
In Fig. 7 we try to obtain data collapse according to
the scaling form (C1). This is done for the data points
in the interval |h− hc| < 0.1. We are not able to obtain
good data collapse by fitting the value of ν. To under-
stand this one has to remember that the scaling form in
Eq. C1 relies on the assumption that close to the critical
point the correlation length ξ diverges as ξ ∼ |h− hc|−ν .
However, when a marginal operator is present (the cou-
pling term λ in our case) it can lead to corrections of the
correlation length scaling.
It was shown in Ref. [11] that in the regime where
the transition is second order the Ising gap is suppressed
due to the slow flow of the coupling term. This implies
that the divergence of correlation length is enhanced,
since the correlation length is related to the Ising gap by
ξ = u/∆. In particular we find that close to the critical
point
ξ ∼ 1|h− hc| exp
(
2
(
α log
(
1
|h− hc|
))1/5)
(C2)
where α ≡ 5I/(16pi2) is a non universal factor which
depends on the bare parameters v,K, λ, u. In Fig. 8 we
show data collapse when the Binder cumulant data is
plotted as a function of L/ξ(h), with ξ(h) defined from
Eq. (C2). We can see better data collapse assuming the
corrected scaling of ξ.
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Figure 6. (Color online) Binder cumulant U4 as a function
of transverse field strength h, calculated for J/t=0.7. The
different curves are for different system sizes. The lines are
interpolation between the data points.
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Figure 7. (Color online) Binder cumulant U4 plotted as a
function the rescaled h axis, calculated for J/t=0.7. There is
no value of ν for which the data collapses to a single curve
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Figure 8. (Color online) Binder cumulant U4 plotted as a
function of L/ξ(h) (where ξ(h) is defined in Eq. (C2) ),
calculated for J/t=0.7. We are able to fit a value of α for
which there is data collapse.
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