Stimulating the visual system tends to desensitize it to certain stimulus properties. Such desensitization is usually called adaptation or masking, but the distinction between the two is unclear. Nonspecific desensitization by light is usually regarded as adaptation, whereas pattern-specific desensitization is typically considered masking. Here we unify the treatment of such desensitizing phenomena by handling both in the spatial frequency domain. The amount of adapting light in a stimulus is represented in the spatial frequency domain by the component at zero frequency. To determine whether such adapting light acts like other components in the spatial frequency domain, we compared the effect of masking by the zero frequency component with the effects of masking by components at other frequencies. We show that the zero frequency component acts like other masking components, decreasing sensitivity to nearby test frequencies and thereby producing the insensitivity to low spatial frequencies that gives the contrast sensitivity curve its band-pass shape at high light levels. Treating light adaptation as masking by the zero frequency component leads to a general model that describes visual sensitivity to test gratings of varying spatial frequency at varying mean luminance, in the presence (or absence) of masking gratings of varying spatial frequency. Individual components of the model provide insight into visual processing at the system level.
INTRODUCTION
Stimulating the visual system tends to desensitize it to certain properties of the stimulus. Such desensitization is often called either adaptation or masking. Although usage of the two terms tends to differ, the distinction between them is unclear. In any case, the phenomena are similar in that they both describe a loss of sensitivity exerted by one stimulus on other stimuli that resemble it in certain ways, and this similarity between the two phenomena raises the possibility of treating both within a uniform and consistent framework that focuses on their similarities instead of their differences. We have taken a step in that direction here by treating the desensitizing effects of the total amount of light in a stimulus, usually regarded as adaptation, in the same context as the desensitizing effects of the spatial modulation associated with gratings, usually regarded as masking. Specifically, the total light available for *An early version of this paper was presented at the annual meeting of the Association for Research in Vision and Ophthalmology, in Sarasota, Fla, May 1992. tCenter for Visual Science, University of Rochester, Rochester, NY 14627, U.S.A. STo whom all correspondence should be addressed. adaptation in any stimulus is represented by the Fourier component at zero spatial frequency (sometimes called the d.c. component, from usage that evolved in connection with electronic signals), and we treat the spread of adaptation in the Fourier domain instead of the spatial domain. When we do use the term masking, we mean to imply nothing by the term except a desensitization described in the spatial frequency domain instead of the spatial domain. Of course the two domains are related, and it should be possible to work entirely within the spatial domain instead. However, the approach used here has proven useful for understanding the spatiotemporal inseparability of contrast sensitivity curves measured by counterphase modulation, as well as the spatiotemporal separability of contrast sensitivity curves measured by inphase modulation (Yang & Makous, 1994a) . This approach also proves useful here and in allied work (Yang & Makous, 1995) , for it leads to a model, founded on well established principles of visual function, that relates directly to fundamental properties of the visual system and economically describes visual sensitivity along 7 dimensions: i.e. sensitivity to test gratings of varying (1) spatial and (2) temporal frequency at varying (3) mean luminance, in the presence of masking gratings of varying (4) amplitude, (5) phase, (6) spatial and (7) temporal frequency. 
METHOD
Stimuli consisted of two horizontal sinusoidal gratings expressed by the formula:
s(x,y, t) = L*[1 + Cm sin(27rfLmY) +
C~ sin(2nmt)sin(2~fc~y + e)], (1)
where the luminance profile of the stimulus (s) is a function of space (x,y) and time (t), L* is mean luminance, Cm is mask contrast, fLm is spatial frequency of the mask, Ct is test contrast, fLt is spatial frequency of the test grating, ~o is the temporal frequency of the test grating, and E takes random values from 0 to 2~ to randomize the phase of the test grating relative to that of the mask. The stimulus, which was generated by a Pixar Image computer, extended over a 5.2 deg square on the center of a video screen, surrounded by a 10.4 by 13 deg field of uniform intensity equal to the mean luminance of the gratings, L*. The video screen had 10-bit gray level resolution with linear gamma correction, and a maximum luminance of 50 cd/m z. Observers viewed the stimulus binocularly, with a chin rest, in direct view without artificial pupils. The three authors, who all had normal corrected vision, served as the observers.
The psychophysical procedure was two alternative temporal forced choice, with random presentation of the test stimulus in one of the two intervals. Each temporal interval lasted 1 sec, with 0.4sec between the two intervals. A fixation cross was displayed at all times except during the two intervals. Each interval was demarcated by a beep and absence of the fixation cross. The observers' task was to indicate which interval contained the test stimulus. Trials were initiated by the observer. The contrast of the test on each trial was determined by a procedure that searched for the contrast correctly identified on 84% of the trials (Watson & Pelli, 1983) . Auditory signals informed the observer about the correctness of the preceding response. A given session, wherein the temporal frequency, mean luminance, mask contrast and mask spatial frequency were fixed, consisted of 300 trials of six different spatial frequencies, randomly interleaved.
The spatial contrast sensitivity curve was measured without a masking grating (i.e. a conventional contrast sensitivity curve without a mask) or with a masking grating, which was displayed continuously during a run at 0.1 contrast (Cm =0-1) and at one of two spatial frequencies (fLm): 2 or 4 c/deg. The test frequencies for the conventional contrast sensitivity curve ranged from 0.5 to 16 c/deg, and those with a masking grating ranged from slightly higher than the mask frequency to 16c/deg. Measurement of these three curves was repeated for each observer first at four different luminances, L* = 0.019, 0.20, 2.1 and 42 (25 for WM) cd/m 2 with a temporal frequency of 0.5 Hz (i.e. the first half period of 0.5 Hz sine wave), then with the test grating modulated at a different temporal rate (o) = 4 Hz) at the highest luminance. The results, averaged over four runs, are plotted as amplitudes (contrast times the mean luminance) instead of contrasts to simplify exposition; this, of course, does not alter the shapes of the individual curves.
MASKED SENSITIVITY

Results
As the shapes of the sensitivity curves from the three observers were similar, we have combined them to increase their smoothness and precision. Figure 1 shows the resulting mean sensitivities at the highest mean luminance (42 cd/m 2 for XQ and JY, and 25 for WM). The error bars represent the standard errors across observers.
Discussion
All three curves have the shape of typical band-pass filters. The differences among the curves, i.e. the reduced sensitivity to gratings of low frequency shown by the curves with open symbols relative to the curve with solid squares, is attributed to desensitization by the Fourier components of the masking gratings. The curve with solid squares is usually taken to represent pure detection sensitivity without masking, but this depends on the assumption, seldom explicit, that the zero frequency component of test gratings does not cause masking. However, this curve (with solid squares) shows reduced sensitivity to gratings near the Fourier component of the grating at 0c/deg, relative to those of high frequency, that is both logically analogous and qualitatively similar to that near the 2 and 4 c/deg components. There is no basis, in this experiment at least, for treating these components differently, and the sensitivity losses are similar enough to raise the question whether the phenomena and mechanisms are similar. The data points show the detection sensitivity (B), the masked sensitivity curves with mask spatial frequency at 2 ((3) and 4 (/k) c/deg, respectively. The arrows point to the mask frequencies, including zero as a masking frequency. The test gratings were counter-phase modulated at 0.5 Hz.
If the mechanisms are similar, things that affect one ought to have similar effects on the other. Similarity of effects in the two cases does not prove that the mechanisms are the same, but if enough similarities accrue without exceptions, for most purposes the two can be treated as the same. Consequently, the following experiments were designed to determine whether experimental manipulations that reduce the sensitivity losses near zero frequency, namely reduced mean luminance and increased temporal frequency of the test grating, produce similar reductions near explicitly masked frequencies.
LUMINANCE
Methods
In this experiment, the mean luminance of the grating was reduced in roughly log unit steps from previous settings to 2.1, 0.20 and 0.019cd/m 2. The luminances were decreased by having the observers wear goggles with opaque frames and neutral density filters over the transparent lenses. The temporal frequency of the test was again 0.5 Hz.
Results
The results among the three observers were again similar, and so we again show the mean results in Fig. 2 The results shown by the solid squares in Figs 1 and 2 show that reducing the mean luminance greatly reduced the attenuation of lower frequencies relative to the peak sensitivity for the corresponding curve. In other words, the sensitivity curve tended towards low-pass as mean luminance decreased, in agreement with many previous reports (e.g. Van Nes & Bouman, 1967; De Valois, Morgan & Snodderly, 1974) . As in Fig. 1 , this attenuation of lower frequencies can be explained by an effect analogous to masking; therefore, a low pass shape reflects little such masking, and reducing mean luminance reduces any such masking.
Reducing the mean luminance also greatly reduced the amount of masking, as shown by the curves with open symbols; i.e. the differences between the curves composed of open symbols and those composed of solid symbols are due to masking, and these differences decrease and almost disappear as mean luminance decreases. Decreasing the mean luminance of a masking grating of constant contrast decreases the amplitude of the masking component.
Therefore, these results show that reducing the amplitude of a masking component reduces the desensitization of nearby frequencies; analogously, reducing the amplitude of the component at 0 frequency also reduces the desensitization of nearby frequencies. This increases the similarity of the two kinds of desensitization, strengthening the idea that the low sensitivity at the low end of contrast sensitivity curves is similar to the low sensitivity near the frequency of a masking component. 
TEMPORAL FREQUENCY
Methods
In this experiment, we increased the temporal frequency of the test grating from 0.5 to 4 Hz and returned to the luminances of the first experiment (42 cd/m 2 for XQ and JY, and 25 for WM). The contrast of the mask was still 0.1. Figure 3 shows the resulting contrast sensitivity functions. The attenuation of low spatial frequencies in the curve with no masking grating (solid squares), in these results with 4Hz modulation of the test grating, is greatly reduced from that observed with 0.5 Hz modulation (Fig. 1, solid squares ). This agrees with many previous studies (e.g. Robson, 1966; Kulikowski, 1971; Kelly, 1972) . It is noteworthy that the effects of masking in these results with 4 Hz modulation (Fig. 3 , open symbols) is also greatly reduced from that observed with 0.5 Hz modulation (Fig. 1, open symbols) .
Results
Discussion
Although the attenuation of low frequencies and the attenuation due to masking appear to behave similarly in the ways tested so far, it would be desirable to have a quantitative assessment of the similarity, as opposed to the present qualitative one. If the two depend quantitatively in the same ways on the same variables, the strength of similarity is increased. Consequently, we have derived the model described below to assess the dependence of these two phenomena on the experimental parameters quantitatively, but the model is useful in other ways as well.
A MODEL
Rationale
This model depends on representation of stimuli in the spatial frequency domain (referred to hence forth as the Fourier domain), and it assumes certain analogies be- tween the Fourier domain and the spatial domain. It is now well established that representation of the spatial properties of visual stimuli in the Fourier domain is appropriate and that the locations of stimuli in that domain provide a satisfactory basis for describing both empirical and theoretical relationships among them (e.g. Shapley & Lennie, 1985; Olzak & Thomas, 1986; De Valois & De Valois, 1988; Wilson, Levi, Maffei, Rovamo, & De Valois, 1990) . The validity of the assumed analogies between the Fourier domain and the spatial domain is less well established. However, it seems safe to assume, as we do, that the desensitizing influences of a stimulus spread to nearby stimuli in both domains. Further, there is evidence to support our assumption that the magnitude of the desensitization depends on both the luminance of the desensitizing stimulus (e.g. Whittle & Swanston, 1974) and the amplitude of the masking component (e.g. Legge & Foley, 1980) .
Operation in the spatial frequen O, domain
To establish a quantitative model of grating sensitivity in the presence of a masking stimulus, we first quantify the effects of the mask and the test components. The Fourier components of the luminance profile of a grating are shown in Fig. 4 (a), with one component at zero frequency and the other at the frequency of modulation, fc. As the signal enters and passes through the visual system, the effects of the two frequency components tend to spread, as illustrated in Fig. 4(b) . There are a number of ways to think about this spread, but one metaphor that springs to mind is that of hypothetical channels (Graham, 1972) . The sensitivity of a spatial frequency channel spreads beyond the frequency to which it is most sensitive; hence, a given Fourier component stimulates many channels with peak sensitivities spanning a range frequencies, but the excitation of a given channel decreases with its distance from the Fourier component in Fourier space. The height of the lightly shaded area in Fig. 4 (b) can be taken to represent the strength of channel excitation by the d.c. component, and the location on the x-axis as representing the frequency at which the channels represented have peak sensitivity. The more darkly shaded area then would represent additional excitation by the test component at fc. The model shown in Fig. 4 treats the zero frequency component like any other; so, in terms of channels, the model assumes that the channels with peak sensitivity to low spatial frequencies are somewhat excited by the zero frequency component.
Spatial inhomogeneity within the visual system also spreads excitation in the frequency domain. For example, sensitivity might decrease towards the periphery. Therefore the luminance distribution of a grating is attenuated by varying amounts in different parts of the visual field, and the Fourier spectrum of a grating after such attenuation spreads according to its convolution with the Fourier transform of the profile of attenuations.
In any case, as Fig. 4(b) shows, reducing the modulation of a grating to 0, so that the grating is reduced to a homogeneous field, does not entirely eliminate the
Spatial frequency fE FIGURE 4. An illustration of the representation of a grating in the Fourier domain for: (a) a physical grating with spatial frequency, fL; and (b) the representation of the grating after some visual processing; E 0 is the excitation at the frequency, fE, spread from zero frequency, and E t is the excitation at the frequency, fE, spread from the component at the test frequency.
excitation at fE, for some excitation spreads from 0 frequency to any given frequency, fz. We denote that excitation, i.e. the excitation at any given frequency, )rE, in the absence of stimulus modulation, as E0. Then we assume that threshold excitation, Eta, is reached when the difference between excitation by a test grating, E~, and the excitation from other sources, such as that by the zero frequency component, E0, and noise, N, satisfies some relationship:
The expression, tva, stands for threshold vs amplitude [it is shown below, in equation (3), that E0 depends on amplitude], by analogy to the threshold vs intensity relationship in the spatial domain. Thus, the problem comes down to defining the function, tva(N, Eo), and determining N and E0.
Three-stage processing
)~ny model is a compromise between faithfulness of representation and tractability of the model; here we have chosen the three-stage model shown in Fig. 5 . The first stage is a linear space-invariant filter that represents physical limits on the capacity of the visual system to pass information at high spatial frequencies; M(fL) is the modulation transfer function of the system, which includes losses caused by optics, receptors, and neural processing.
The second stage is also a linear filter, G(fE,fL), but it provides for the effects of spatial inhomogeneity and represents the magnitude of excitation at frequency, fE, that spreads from the input frequency, fL, as discussed above.
The third stage is a nonlinear process, i.e. a threshold, whereby a response is generated if and only if the amplitude of the test grating, At, equals (or exceeds) the threshold determined by the tva function [equation (2)].
Then, the excitation by the zero frequency component, E0, at any given spatial frequency, fE, is and M(0) is the value of the linear space-invariant filter at zero spatial frequency (fL = 0). The excitation by the test component, Et, at any given spatial frequency, fE, is:
where the amplitude of the test component, At = LCt; M(fc,) is the value of the linear space-invariant filter at the spatial frequency of the test grating, fLt; and G(fE,fct) is the function describing the spread of excitation from the test frequency in the frequency domain. The peak of the excitation described by equation (4) (illustrated in Fig. 4 ) determines the threshold amplitude of the test grating. As this model applies to narrow band sinusoidal stimuli, we assume that maximum excitation lies at the test frequency, where fE =fc,-
Modulation transfer function
When the log of threshold contrast (or amplitude) is plotted against linear spatial frequency, the curve at relatively high spatial frequencies is close to a straight line with negative slope (Campbell, Kulikowski & Levinson, 1966) , and this relationship holds true also for the curves in Figs 1-3. Therefore the relationship between threshold contrast and spatial frequency at high frequencies is exponential. At these high spatial frequencies the spread from the zero frequency component is low and has little effect. Hence, we assume that the contrast sensitivity curve at high spatial frequencies reflects the shape of the filter M, without contamination by the effects of the zero order term. Yang and Makous (1994a) have provided further support for that assumption. Thus, we assume:
where ~ is a spatial frequency constant.
Frequency spread function
As discussed above, certain properties of the visual system would cause the Fourier spectrum of a stimulus to spread as its signal propagates through the system. We compared the suitability of Gaussian functions, exponential functions, and symmetric zero order Cauchy functions (Klein & Levi, 1985) to describe this spread of Fourier components in the Fourier domain. Empirically, the Cauchy function fits our data best. Thus we write:
where a is a parameter that determines the half width of the spread for a given grating frequency, fc ; this function is normalized, with unit value atfE =ft. Note that, as an exponential function is the Fourier transform of an Cauchy function, equation (6) is consistent with an exponential decline of excitation in the spatial domain.
Threshold vs amplitude relationship
Equation (2) calls for a function that relates the threshold amplitude of the test grating, Eth, to the amplitude of the zero frequency component in the Fourier domain, E0. For this we adopted a function that has proven successful in the spatial domain (e.g. Chen & Makous, 1989) :
In this general form of the tva function, N is a parameter called noise for reasons described below. The parameter, 7, is the asymptotic slope in a log-log plot at high luminance.
The visual system is subject to an irreducible intrinsic noise, or dark noise (Barlow, 1956 (Barlow, , 1957 Pelli, 1990; Makous, 1990) , denoted here, No; and shot noise associated with the random absorption of photons, which increases in proportion to the square root of the luminance (deVries, 1943; Rose, 1948) . The intrinsic noise determines the asymptote towards which threshold approaches as the excitation by light, E0, approaches zero. Hence, the expression for noise must include at least these two components; i.e.:
where, fl is the coefficient of the luminance noise. As the noise here is independent of spatial frequency, it is a white noise. Thus N is proportional to the equivalent noise of the system. In the current model, it represents the amount of noise applied to the third stage (see Fig. 5 ).
The expression for the amplitude of any test grating is A,, but the amplitude of a threshold test grating is denoted, Ath. Similarly, excitation by any test grating is E,, but threshold excitation by the test grating is Eth. Combining equations (3), (4) and (7), shows that the amplitude of a test grating that is necessary for detection at a given frequency,.fL, is expressed by the ratio:
If sensitivity is determined by the most strongly excited channel (i.e. the channel most sensitive under those conditions), the amplitude threshold, A,h, is determined by the minimum of the curve expressing amplitude as a function of spatial frequency. For sinusoidal stimuli, the frequencyfE at which the minimum occurs is close to but not exactly at the test frequency, J[t. To simplify the computations, we assume that the minimum is right at the frequency of the test grating, i.e.J{ =.fC~, even though it actually lies at a slightly higher frequency. The error associated with this approximation is discussed below. Then, combining equations (2)-(8) yields an expression for the amplitude of a threshold grating:
--e ~jc' No+flLVZ-~f2E+a2o}, with six undetermined parameters. I/0 is a parameter that scales the magnitude of masking by the zero frequency component. For example, if the background differs from the test component along dimensions other than spatial frequency, such as color or temporal frequency, masking strength, q0, might be expected to diminish.
Masking grating
When the stimulus includes a masking frequency other than the zero frequency component, excitation at any given frequency, fE, includes one more term, which we define as Era, the excitation produced by a masking grating:
where A m = LC m (the amplitude of the masking component); G(fE,fLm) is the spread of the mask frequency, fLm, to any other given frequency, rE; and ?]m is a parameter that scales the magnitude of masking.
The term Am, then, is an additional source of excitation at the frequency, fv. This has two consequences: first, it raises thresholds approximately in proportion to the the excitation it produces at the test frequency; but when the masking grating is itself below threshold, the excitation it produces at the test frequency sums with that of the test grating to reach threshold (Yang & Makous, 1995; Makous & Yang, in preparation) . Thus, the amplitude threshold of the test is given by (Yang & Makous, 1995) :
Ath=e~A~(N + Eo+ Em)'t--pG(fLt,fLm).
(11)
Here Em represents the contribution to excitation by the masking grating, and the last term accounts for subthreshold summation. The factor, G(fLt,fLm), reflects the fact that subthreshold summation diminishes as the difference between the frequencies increases (its form is identical to equation (6) with fLt in place of E and fLm in place of L), and:
A .2 P -----Am G(fLt'fLm)
[AmG(fLt,fLm)] 2 + A ,2" (12) Equation (12) has three effects: when the masking grating is below threshold itself, a threshold response depends on the sum of the masking grating and the test grating; when the pedestal is well above threshold, the term in equation (12) tends towards zero, and threshold depends on the tvi function in equation (11); and equation (12) allows for a gradual transition from conditions where the masking grating is below threshold to those where it is above threshold. The assumption of subthreshold summation is based on unpublished observations and on the data of Yang and Makous (1995) , and it fits the present data adequately except that in its simplest form, it requires the threshold amplitude of the test grating to reach a minimum value of zero. The variability of thresholds, and possibility other sources of variability in the nervous system, may prevent observation of this ideal value. The deviation from this ideal could probably be modeled by introducing at least one more source of random variability in the model, but that would require fitting at least two additional free parameters; instead we use the expression in equation (12) because it adequately describes the data without any free parameters, even though it has no theoretical basis.
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According to equation (12), then, to arrive at the threshold amplitude for the test grating, one must subtract the contribution by the masking grating, Am, after the difference between the frequencies of mask and test gratings has been taken into account. If the two frequencies are the same, as in a pedestal experiment, G(fLt,fLm ) drops out, leaving only A m and A*, and the equation is identical to equation (8) in Yang and Makous (1995) . A* is the amplitude threshold determined by equation (9).
Then threshold is reached when a test grating raises the excitation above that caused by all other sources of excitation--masking grating, zero frequency masking and noise--by an amount specified in the tva function expressed by equation (11).
Model fits
In the experiments, we measured the contrast sensitivities with the three observers at four luminance levels, as mentioned above. The results for the individual observers are shown by the data points in Figs 6-8. Error bars represent _+ one standard error of the mean. Where no error bar is visible, it is smaller than the symbol.
In the model, L is the mean retinal illuminance, which is the product of the mean luminance L * and pupil area. To compare zero frequency masking with masking at other frequencies, which was our primary purpose, it was not necessary to control pupil size. However, to measure the effects of luminance quantitatively, it is necessary to know the retinal illuminance; to do so, we photographed the eyes of the observers under the conditions used in the experiments, and measured the pupil diameters, which are shown in Table 1 .
We used a nonlinear, least-square program (part of Splus, in the Unix operating system) to optimize the free parameters to fit the experimental data. However, in the course of fitting we found that the values of a for the two non-zero masking components were the same, and also that:
. g'l/2 (13) qm = qJLm, for the two frequencies we used for masking gratings.
The unsubscripted constant, eta, is a free parameter of proportionality.
This leaves equation (11) with one set of eight free parameters to describe 12 curves for each observer, less than one parameter per curve. The smooth curves in Figs 6-8 are the results of fitting equation (11) to the data. The eight best-fitting parameters for the three observers are shown in Table 2 .
The most noticeable systematic deviation of the model from the data is in the slopes at the lower luminances, which tend to be too shallow. This tendency is obvious in the data of all the three observers. This may follow from the fact that we used the same filter, M, for all luminances. One might expect the slope of M to get steeper when the luminance decreases, owing to an increase of the summation area with luminance (e.g. Barlow, 1958 ) and the tendency toward lower optical quality of the eye (Campbell & Gubisch, 1966) as the pupil size increases with decreasing luminance (see Table 1 ).
Data from the literature
Here we push on to see whether the current model can handle other contrast sensitivity data in the literature.
The model expressed by equation (1 i) can be used to calculate detection threshold with or without a masking grating. In the conventional enterprise of measuring contrast sensitivity functions, the test grating contains only the test frequency and zero frequency components; that is, the masking component amplitude Am=0. In this case, equation (11) The data points in Fig. 9 are those of Van Nes and Bouman (1967) , obtained at mean luminances ranging over seven log units; however, we have replotted the curves with amplitudes in place of contrasts. The smooth curves show the fits of equation (9), and the sets of six free parameters required to fit the set of seven curves are listed in Table 2 .
The fit is roughly comparable to those of the data from the present study. As in Figs 6 8, the largest deviations tend to come from the data at the lowest luminance levels, where the actual modulation transfer function might be steeper than the fits. Figure 10 shows analogous data obtained by Kelly (1972) , along with the theoretical fits of equation (9). The corresponding values of the six parameters are shown in Table 2 .
The essence of these data are reasonably captured by the theory, with some local inaccuracy. From one point of view, the fact that six free parameters were sufficient to fit seven curves (Fig. 9) is satisfactory. In this sense, the model provides an economical way to describe the experimental data, for the information in the 108 data points in Fig. 9 , or the information of the 44 points in Fig. 10 , is reduced to a set of six numbers. 
Masking by the zero frequency component
We have satisfactorily treated contrast sensitivity curves as though they were subject to masking by the zero frequency component of the test gratings, and such masking is qualitatively analogous to the masking by a grating in every way so far tested. This, however, does not prove that the processes are the same. For one thing, there are quantitative differences between the two kinds of masking. For example, the spread parameter for the 0 frequency component (a0) differs from those of the 2 and 4c/deg components, which were identical to one another (am); and the relationship between amplitude of the 0 frequency masking component and the strength of masking (q0) differs from that between the modulation amplitude and the strength of masking if/m), a difference that increases with spatial frequency [cf. equation (13)].
Aside from the quantitative differences, the present observations also do not distinguish between the effects TABLE 2. The parameters obtained by optimizing the fits of the model to the experimental data. Source codes: WM, XQ and JY are the data from the three observers of the present experiments (see Figs 6-8) ; VB represents the data of Van Nes and Bouman (1967) (see Fig. 9 ), and Kelly represents the data of Kelly (1972) and Bouman (1967) at seven retinal illuminances, 0.0009 900 td, increasing in steps of one log unit from top down. The smooth curves are the optimal fits of equation (9) with a single set of six parameters (see Table 2 ).
of low-frequency noise (Pelli, 1990) , and other causes of desensitization such as are more likely to account for masking by gratings. Visual noise and the zero frequency component are alike in that they are both present in the test stimulus, and they both raise thresholds. In equation (9), threshold amplitude, A~h, can be increased either by noise (N) or by the zero frequency component (last term within the parentheses), so the effect of the zero frequency masking is equivalent to adding noise to the system. The combined effect, or equivalent noise, is simply: Kelly (1972) at four retinal illumination levels, 0.72, 7.2, 72, and 720 td (from top down). The smooth curves are the optimal fits of equation (9) with a single set of six parameters (see Table 2 ). At fixed illuminance (L), the first two terms of the equivalent noise are constant, and the last term decays rapidly with spatial frequency, so the whole equivalent noise peaks at zero frequency and flattens at high frequencies. This is in agreement with the noise surface reported by Pelli (1990) in the spatiotemporal frequency domain: Pelli (1990) attributes the flat part to the shot noise of photons, and the part that rises at low frequencies to neural noise, which may be indistinguishable from masking.
Another potential problem in attributing the masking by the 0 frequency component to the processes that account for grating masking is that evidence of the required low frequency channels is scarce (e.g. Legge, 1979; Wilson, McFarlane & Phillips, 1983) . However, this may simply be the consequence of the very masking hypothesized. In other words, masking of the very low frequency channels by the zero frequency term would tend to conceal their existence. Indeed, Stromeyer, Klein, Dawson and Spillmann (1982) revealed the existence of very low spatial frequency channels by adapting with dynamic noise or temporally modulated gratings.
Relations to visual properties
The model derived here by treating the zero frequency component as a masking stimulus explains the malleability of the contrast sensitivity curve observed in the presence of other gratings, and it gracefully incorporates changes under varying levels of illumination. It is worth pointing out that the model is faithful to the classical finding that Weber's law holds at low spatial frequencies, and the deVries-Rose law holds at high spatial frequencies (e.g. Van Nes & Bouman, 1967; Kelly, 1972) . When spatial frequency is low, sensitivity is dominated by masking by the zero frequency term, which grows linearly with mean luminance, and the noise terms can be neglected, so that: l which is close to Weber's law if 7 is close to unity, as it is. However, if spatial frequency is high, masking by the zero frequency component can be neglected, so that:
which is close to the deVries-Rose law.
In this paper we used analytical functions to capture the general trends in the data without worrying too much about local details. At a minimum, the model economically describes contrast sensitivity under a variety of conditions. However, it also provides cues to underlying mechanisms and the interplay of variables in determining visual sensitivity. For example, the value of gives the approximate modulation transfer function of the entire system, and 7 represents the asymptotic slope of the tva function on log log axes. As the 7 values are close to unity (see Table 2 ), Weber's law is guaranteed at high background levels, and for many purposes 7 can be set at unity, which makes the model more tractable and reduces the number of free parameters. The value of No provides an estimate of the absolute intrinsic noise, and fl the increase of noise with increasing retinal illuminance. The most surprising result is that the masking strength increases with spatial frequency, and this warrants further study.
Note that this three-stage model could be expressed as a two-stage model consisting of a linear filter followed by a nonlinear tva mechanism. However, the extra stage allows separate treatment and examination of the effects on visual sensitivity caused by physical inhomogeneities in the stimuli and in the visual system.
Limitations of the model
Naturally, it is hard to establish how well the model derived here can be extrapolated to conditions not tested. The fit to studies (Figs 9 and 10), performed under greatly different conditions is encouraging.
Less encouraging is the variation among some of the estimated parameters. Several of these trade-off against one another, and as a consequence wide variations in one can be compensated by similarly wide variations in another so as to achieve small gains in goodness of fit. This, compounded by the complexity of the model, has prevented us from establishing meaningful fiducial limits on these parameters. Thus, at this stage, we do not know which of these differences are meaningful and which are within the error of estimation. Until this problem is better understood, the value of the model for estimating fundamental parameters of the visual system is in some respects limited. A separate unanswered question relating to the generality and usefulness of the model is how well it applies to stimuli with many masking components, such are typical of the conditions under which the visual system normally operates.
The main focus of this paper is on the conventional contrast sensitivity curve. According to the concept of zero frequency masking, the conventional contrast sensitivity curve reflects the effects of masking of test frequencies near the component that all visual stimuli have at 0 c/deg. In this particular case, all physically realizable stimuli lie above the masking frequency. Hence, it is appropriate to compare zero frequency masking only with the masking of test frequencies above other masking frequencies, and that is what we have done here. Data points below the masking frequency are not relevant for present purposes. However, it is important to point out that we have not tested frequencies below the masking frequency in these experiments, and they are not covered by the model. There is no reason to suppose that the masking function is symmetrical, and preliminary data suggest that it is not.
Here, we estimate the error caused by assuming that maximum excitation is at the spatial frequency of the test grating, i.e. fE =fLt (cf. Fig. 4 ). With the parameters for JY shown in Table 2 , the largest error occurs at the lowest spatial frequency (0.5c/deg) and the highest luminance (42 cd/m2), where the threshold without the approximation would be 0.1 log unit lower than that given by equation (9); and the threshold at 1 c/deg, at the same luminance, is 0.05 log unit lower. The data of the other observers yield similar values. As the curves fit the data better than is consistent even with a small error of this size, the curve fitting process compensates for the effects of this error of approximation and introduces a corresponding error in the fitted parameters. However, this error affects only a few of the many observations that determine the estimated value of the parameters, and the associated error is likely to be small relative to other sources of error.
Comparison of models
Low frequency attenuation. Aside from the present theory of zero frequency attenuation, attenuation of sensitivity to low spatial frequencies has previously been attributed to such mechanisms as frequency selective channels (e.g. Wilson, et al., 1983; Foley & Yang, 1991; Hess & Snowden, 1992) , neural lateral inhibition (e.g. Kelly, 1975) , and frequency dependent spatial summation (Hoekstra, van der Goot, van den Brink & Bilsen, 1974; Estevez & Cavonius, 1976; Banks, Geisler & Bennett, 1987; Sekiguchi, Williams & Brainard, 1993) . Present evidence does not establish which is true, but it is possible to sort out some of their strengths and weaknesses.
Conventional channel theory concerns mainly the number of channels and their shape, and attributes the insensitivity of the visual system at low frequencies to a lack of channels sensitive to these low frequencies. Such theories are embarrassed by a superabundance of free parameters, as four parameters are typically required to describe each channel (cf. for example, the popular difference-of-Gaussian model). Furthermore, as Snowden, Waugh and Hess (1993) have shown in the temporal domain, these parameters may well have to vary with mean luminance to fit the experimental data. This compounds the problems of channel specification.
Lateral inhibition has an established physiological basis (Derrington & Lennie, 1982; Enroth-Cugell, Robson, Schweitzer-Tong & Watson, 1983) and has been used to model human visual sensitivity (Rohaly & Buchsbaum, 1989) . However, the absence of an established relationship between the receptive fields of the model and the receptive fields observed physiologically deprives the theory of much of its physiological support. More important, the band-pass spatial contrast sensitivity function observed at high temporal frequencies when in-phase modulation is used (Yang & Makous, 1994a ) is difficult to reconcile with an explanation of the low frequency attenuation that is based on lateral inhibition. When counterphase modulation is high in temporal frequency, the attenuation at low spatial frequencies disappears. The physiologically based explanation is that the center and the surrounds come into synergy owing to a delay affecting the signals from the surround mechanisms. But in-phase modulation at high temporal frequencies shows no diminution of the low frequency roll-off. The explanation of the results of counter-phase modulation should apply also to in-phase modulation, but the consequences of the assumed phase delay are absent.
The theory based on summation area is inferred primarily from the effects of stimulus area on sensitivity to different frequencies (Savoy & McCann, 1975; Howell & Hess, 1978; Robson & Graham, 1981) . This inference is plausible enough, but it does not exclude alternatives, and it has no more physiological basis than zero frequency masking. A quantitative model of sensitivity to low frequency gratings has been developed by Rovamo, Luntinen and Nfisfinen (1993) on the basis of this theory, but the range of conditions to which the theory applies is limited. The more recent work by Rovamo, Mustonen and N/is/inen (1994) , based on the additional assumptions of a low-pass optical filter, a high-pass neural filter, and internal neural noise, is much more powerful and is applicable to contrast sensitivity curves of varying luminance and field size. However, this model does not easily handle changes in the contrast sensitivity function with changes in other variables, such as temporal frequency; and the assumption that the neural filter is high-pass, and therefore cannot pass information in very low spatial frequencies, is probably false (Yang & Makous, 1994b) .
The chief advantages of the theory based on zero frequency masking lie in its descriptive power and in its foundation on concepts that, for the most part, relate in plausible ways to classically recognized constraints on visual sensitivity. Its chief drawbacks may be a want of obvious physiological mechanisms for zero frequency masking and difficulty in relating the concept to the results of experiments conceived and interpreted in the spatial domain. However, difficulty in relating psychophysics to physiology are hardly peculiar to the present theory. From the physiological perspective, the principal problem, is separating retinal from cortical effects and separating low frequency masking from what has been called lateral inhibition. Although a cortical contribution might seem to be excluded by the unresponsiveness of cortical neurons to flashed uniform fields, information on the mean luminance in many neurons of the waking striate cortex may lie in their tonic activity (Kayama, Riso, Bartlett, & Doty, 1979) . As for the spatial domain, the spread of desensitization that can be expressed either in the Fourier or the spatial domain. The spread parameter of 0.5 I c/deg in the Fourier domain corresponds to a corresponding space constant for the spread of desensitization of 6 12 deg This is larger than has typically been observed in spot-and-flash experiments.
Highly local adaptation (Cicerone, Hayhoe, & MacLeod, 1990; Burr, Ross, & Morrone, 1985) , however, would not show up as a frequencyspecific effect in experiments such as these that go no higher than 16c/deg.
Until more evidence accumulates, these theories may have to be judged chiefly on their utility and their coherence with related experiments. Masking vs adaptation. It has been suggested that the main functional difference between masking and adaptation is that masking can facilitate detection but adaptation never does (e.g. Ross & Speed, 1991; Foley & Yang, 1991) . This facilitation is often regarded as the outcome of dis-inhibition between different frequency selective channels. The inhibitory input is the most important component in the Foley's model (1994) , for example. Many of models of masking assume a nonlinear transduction of contrast; then masking is proportional to the space derivative of this transducer function (e.g. Legge & Foley, 1980; Ross & Speed, 199l; Foley, 1994) .
We prefer the alternative explanation of facilitation, which attributes facilitation to subthreshold summation (Kulikowski, 1976) for reasons that are explained elsewhere (Yang & Makous, 1995) . This cleaves facilitation from masking as a separate phenomenon. Those of us who adopt the subthreshold summation hypothesis and would yet preserve the distinction between masking and adaptation must therefore look for an alternative basis for the distinction.
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