Abstract: A novel unsupervised strategy for content-based image retrieval is presented. It is based on a meaningful segmentation procedure that can provide proper distributions for matching via the earth mover's distance as a similarity metric. The segmentation procedure is based on a hierarchical watershed-driven algorithm that extracts meaningful regions automatically. In this framework, the proposed robust feature extraction and the many-to-many region matching along with the novel region weighting for enhancing feature discrimination play a major role. Experimental results demonstrate the performance of the proposed strategy.
Introduction
Increasing amounts of imagery because of advances in computer technologies and the advent of world wide web have made apparent the need for effective and efficient imagery indexing and retrieval based not only on the metadata associated with it (e.g. captions and annotations) but also directly on the visual content. During the evolution period of content-based image retrieval (CBIR) research, the major bottleneck has been the gap between low-level features and high-level semantic concepts. Therefore the obvious effort toward improving a CBIR system is to focus on methodologies that will enable a reduction or even, in the best case, bridging of the aforementioned gap. Image segmentation plays a key role toward the semantic description of an image, as it provides the delineation of the objects that are present in an image. Although contemporary algorithms cannot provide a perfect segmentation, some can produce a rich set of meaningful regions upon which robust discriminant regional features can be computed. This paper presents a strategy for CBIR. It is based on a meaningful segmentation procedure that can provide proper distributions for matching via the earth mover's distance (EMD) as a similarity metric. The segmentation procedure relies on a hierarchical watershed-driven algorithm that extracts meaningful regions automatically. In this framework, the proposed robust feature extraction along with a novel region weighting that enhances feature discrimination play a major role. The complete process for querying and retrieval does not require any supervision by the user. The user's only interaction is the selection of an example image as query. Experimental results demonstrate the performance of the proposed strategy.
Related work
The fundamental aspects that the existing region-based image retrieval systems take into consideration are the following: (i) the segmentation scheme; (ii) the selected features for region representation; (iii) the region matching method and (iv) the user supervision. The NeTra system [1] is presented where retrieval is based on segmented image regions. The segmentation scheme requires user supervision for parameter tuning and segmentation corrections. Furthermore, a one-to-one region matching is proposed after region selection by the user. In the same spirit, the Blobworld system is proposed by Carson et al. [2] , in which a user is required to select important regions and features. As an extension to Blobworld, Greenspan et al. [3] compute blobs by using Gaussian mixture modelling and use EMD [4] to compute both the dissimilarity of the images and the flow-matrix of the blobs between the images.
Fuh et al. [5] use the idea of combining colour segmentation with relationship trees and a corresponding matching method. They use information concerning the hierarchical relationship of the regions along with the region features for a robust retrieval. An integrated matching algorithm is proposed by Wang et al. [6] which is based on region similarities with respect to a combination of colour, shape and texture information. The proposed method enables oneto-many region matching. Hsieh and Grimson [7] propose a framework that supports a representation for a visual concept using regions of multiple images. They support one-to-many regions matching in two stages. First, a similarity comparison occurs followed by a region voting that leads to a final region matching. Mezaris et al. [8] propose an approach that employs a fully unsupervised segmentation algorithm and associate low-level descriptors with appropriate qualitative intermediate-level descriptors, which form a simple vocabulary termed object ontology. Following that, a relevance feedback mechanism is invoked to rank the remaining, potentially relevant image regions and produce the final query results. Finally, Jing et al. [9] propose an image retrieval framework that integrates efficient region-based representation and effective on-line learning capability. This approach is based on user's relevance feedback that makes user supervision an obligatory requirement.
In this paper, unlike the above approaches, we propose a strategy that does not require any supervision from the user apart from selecting an example image to be used as a query and permit a many-to-many region matching improving the robustness of the system. It is a region-based approach that takes advantage of the robustness of each subsequent module. More specifically, it is based on a watershed-driven hierarchical segmentation module that produces meaningful regions, and a feature extraction module that expresses meaningful distributions for matching along with a robust similarity metric that is fed with a novel weighting factor.
3
Image representation
Automatic multiscale watershed segmentation
The proposed watershed-driven hierarchical segmentation scheme is based on a modified version of an image segmentation approach for vector-valued images presented previously by Vanhamel et al. [10] and Vanhamel et al. [11] . It consists of three basic modules that are preceded by a step that determines whether texture features should be taken into account in the segmentation process (Fig. 1) . The first module (salient measure module) is dedicated to a scale-space analysis based on multiscale watershed segmentation and nonlinear diffusion filtering. This module creates a weighted region adjacency graph (RAG), in which the weights incorporate the notion of scale. Using the obtained multiscale RAG, the second module (hierarchical level selection module) extracts a set of partitionings that have different levels of abstraction, denoted as hierarchical levels. The last module (segmentation evaluation module) identifies the most suitable hierarchical level for further processing, which in this work corresponds to the level containing all significant image features. The remaining of the section is structured as follows. First, we discuss the selection of the feature-space required for the segmentation process. Next, we explain the salient measure module, in which we comment on the employed nonlinear diffusion and the creation of the multiscale RAG. Finally, we discuss the concept of hierarchical level selection, and the definition and selection of the most suitable level.
3.1.1 Feature-space selection for image segmentation: To accommodate for texture, the segmentation scheme can be applied on a colour -texture feature space [10] . Spectral decomposition is a common way to describe texture in image processing. The texture content is usually represented as a vector-valued image, in which each decomposition band describes the energy at a given frequency and orientation. The spectral decomposition using Gabor filtering has often been justified by the fact that it provides a good approximation of the natural processes in the primary visual cortex. A Gabor function is a harmonic wave modulated by a Gaussian. The log-Gabor filters are used, as natural textures often exhibit a linearly decreasing log power spectrum. In the frequency domain, the logGabor filter bank [12, 13] is defined as
where (r, w) are polar coordinates, v r i o is the logarithm of the center frequency at scale 
Note that the maximum frequency cannot be larger than the Nyquist frequency and the dynamics of contours (DC)-component of the image is removed before filtering. We apply the log-Gabor filter on the luminance component ( Fig. 2b ) of the colour image ( Fig. 2a) to extract the raw texture features.
where g ij is the G ij counterpart for the spatial domain, L is the luminance component for which the DC component is removed and denotes the convolution.
The employed Gabor filter bank consists of one scale and four orientations for which the magnitudes of the responses encode the energy content of the texture feature ( Fig. 3g-j) . These feature bands form a hypersphere, in which each vector is further normalised to be a unit vector to emphasise the texture structure information and to reduce any dependencies from the lighting responses.
As mentioned earlier, the segmentation is applied on a colour -texture feature space. However, the inclusion of texture features increases the dimension of the featurespace and hence the computational cost of the segmentation process is increased. Therefore we attempt to determine whether the image contains a sufficient amount of texture to justify the added computational cost. For this, we compute the corresponding low-pass component to identify the non-textured areas. The low-pass component is a Gaussian for which the kernel size is a function of v min (s Lowpass ¼ (v min /2). It is performed on the image without its DC component. In this work, we used s Lowpass ¼ 2. To determine whether or not the image contains a sufficient amount of textured areas, we compare the average response in the low-pass and the texture components. In the case that the average response of the texture component is lower, we consider only the colourimage in the (CIE)La Ã b Ã colourspace, which has the advantage of being perceptual uniform. Otherwise, we create a colour -texture feature space by creating a hypersphere that contains the colour channels and the estimated texture features.
Salient measure module:
The main goal of this module is to create a hierarchy among the gradient watersheds detected at the finest scale: the localisation scale. For this purpose, we create at the localisation scale, a RAG, where the nodes represent the detected gradient watersheds and the arcs represent the contours between two watershed segments, that is the adjacencies. To each contour, we attribute a saliency measure comprising the scale-space lifetime (SSL) and the DC in scale-space (DCS) (8) [14, 15] . The entire process to retrieve the saliency measure for the gradient watersheds requires three steps: (i) nonlinear diffusion filtering for creating a scalespace stack; (ii) deep image structure analysis, relating the contours and regions detected at the different scales: at each scale the gradient magnitude of the image is estimated. For successive scales, the duality between the regional minima of the gradient and the catchment basins of the watershed is exploited to make a robust region-based parent -child linking scheme; (iii) contour valuation by downward projection: the DCS [14, 15] is used to valuate the contours detected at the localisation scale. The latter requires two types of information: (a) the DC [16] at each scale and (b) the deep image structure or scale-space. An overview of the three steps is given subsequently. Nonlinear diffusion filtering: Scale-space filtering concerns the mechanism that embeds the image into a oneparameter family of derived images for which the image content is causally simplified [17, 18] . The parameter describes the scale or resolution at which the image is represented. The key idea is that important image features persist in scale. In order to avoid blurring and delocalisation of the image features, an image adaptive scale-space filter is used. In this work, we opted for a method that guides the filtering process in such a way that intra-region smoothing, where edges are gradually enhanced, is preferred over interregion smoothing [11, [19] [20] [21] . The employed filter belongs to the class of nonlinear anisotropic diffusion filters. It is a backward diffusion filter that can be interpreted as a 'constraint total variation (TV) minimising flow'. Let I ¼ fI (1) , I
(2) , . . . , I (R) g be a vector-valued image defined on a finite domain V. The scale-space image (u) is governed by the following system of coupled parabolic partial differential equations [22] @ t u ðrÞ ¼ div gðjru s jÞ ru ðrÞ jru ðrÞ j
where u (r) represents the rth image band, t is the continuous scale parameter and s is the Catté et al. [23] regularisation parameter, which ensures the well-posedness of the above system. The edge stopping function g is formulated as:
In the case of backward-forward diffusion filtering, the parameter K (contrast parameter) separates the type of diffusion across the edge. For jru s j , K, the edge is smoothed and for jru s j . K the edge is enhanced. In this diffusion scheme, the edge is always enhanced. The maximum amount of enhancement is obtained at (K/ p 3).
We [17] . The finest scale u t 0 , (localisation scale), is the scale that obtains a maximum noise reduction while retaining all important image features. Currently, the localisation scale is determined empirically.
Deep image structure analysis: The deep image structure uses a robust region based parent -child linking scheme that is based upon the duality between the regional minima of the gradient and the catchment's basins of the watershed. The linking process is applied using the approach proposed by Pratikakis et al. [15] , in which the linking of the minima in successive scales is applied by using the proximity criterion [17] . The linking process produces a linkage list for all the detected regions at the localisation scale. Inherently, the latter also yields a linkage list for each adjacency (contour) in the localisation scale. An illustration of both linkage lists is given in Fig. 4 . Contour valuation: In the sequel, we will introduce the reader to the concept of 'DCS' [14, 15] , which has been used to valuate the contours detected at the localisation
Finally, the saliency measure S attributed to each contour (detected at the localisation scale) is given by
with A being be the set of contours detected at the localisation scale.
In this way, we obtain a hierarchy among the contours, which is consistent with the scale-space filter, that is, the longer a contour persist, in scale the more salient it is. Moreover, the DCS is used to refine the hierarchy among contours with the same SSL. To find the more salient contour within the set of contours having the same scale-space persistence, we look at the evolution of their contrast in scale-space. 
Segmentation evaluation module:
For further processing, the extraction of the most suitable hierarchical level is required. We employ a criterion based on a measure that yields a global evaluation of the contrast between the regions and the region uniformity, namely the contrast-homogeneity criterion (CH) [24] . It rewards uniform segments that differ from neighbouring segments. It is formulated by
where n is the total number of image pixels, P L represents the partitioning (set of regions) of the hierarchical level L, s i L is the ith region of the partitioning P L , n i L is the size of s i L and
with . The optimal segmentation is given by the partitioning that minimises the function given in (10) . To avoid the selection of extremely over-segmented partitionings, we use an upper limit to the amount of required segments. The latter can be deduced from the image size and the task at hand. In this work, we imposed segmentations with a maximum number of 200 regions. Additionally, we added a minimum number of 20 regions.
Region features
Having obtained a portioning of the image in significant regions, a set of feature, based mainly on colour, texture and spatial characteristics, will be estimated for each region. We did not use geometric properties, as image segmentation does not always provide a single region for each object in the image, and therefore it is meaningless to compute representative shape features from such regions. The colour space that we use is the RGB colour space. Although, it does not provide the colour compaction of YCrCb and YIQ colour space, neither the perceptual significance of Lab and YUV, our experimental results showed very good performance for retrieval. Other researchers in the area have confirmed our conclusions [7, 25] . Let R i be a region in the segmented set fRg with a set of adjacent regions fN(R i )g. In our feature set, we do not only characterise each single region R i , but we also characterise its neighbourhood by computing relational features. More specifically, the features we compute are described in the following † Mean colour component a Using the proposed segmentation scheme b Using JSEG [27] c Using E-M algorithm (Blobworld) [2] d Using graph-based segmentation [28] 
where C k denotes the kth colour component value with k [ fR, G, Bg, T k denotes the kth texture component value with k [ [1 . 4] , jW k j denotes the magnitude of the transform coefficients of the kth texture component as it is given in (5), A(R i ) denotes the area of region R i , Card(N(R i )) denotes cardinality of region's R i neighbourhood and (x j , y j ) denotes the coordinates of a pixel that belongs to region R j .
Image retrieval

Image similarity measure
The EMD [4] is originally introduced as a flexible similarity measure between multidimensional distributions. Formally, let Q ¼ f(q 1 , w q 1 ), (q 2 , w q 2 ), . . . , (q m , w q m )g be the query image with m regions and T ¼ f(t 1 , w t 1 ), (t 2 , w t 2 ), . . . , (t n , w t n )g be another image of the database with n regions, where q i , t i denote the region feature set and w q i , w t i denote the corresponding weight of the region. Also, let d(q i , t j ) be the ground distance between q i and t j . The EMD between Q and T is then
where f ij is the optimal admissible flow from q i to t j that minimises the numerator of (18) subject to the following constraints
In the proposed approach, we define the ground distance as follows
where b is a weighting parameter that enhances the importance of the corresponding features.
Region weighting
An additional goal during the image retrieval process is to identify and, consequently, to attribute an importance in the regions produced by the segmentation process. Formally, we have to valuate the weighting factors w q i and w t j in (20) . Most region-based approaches [3, 6] relate importance with the area size of a region. The larger the area is the more important the region becomes. In our approach, we define an enhanced weighting factor that combines area with scale and global contrast, which can all be expressed by the valuation of DCS (8) . More precisely, the weighting factor is computed as follows
where a c denotes the common border of two adjacent regions at the localisation scale. In (23), we compute the maximum value among the DCS for each adjacency. This occurs because our final partitioning corresponds to a hierarchical segmentation level, wherein a merging process has been applied (Section 3.1.3). Because of merging, any common contour at the final partitioning may contain either a single or a set of contours that correspond to the localisation scale. For the sake of clarity, we refer the readers to Fig. 5 , wherein the common contour partitioning in the final segmentation is depicted. More specifically, the common contours in final segmentation (3, 4) , (1, 3) and (1, 4) (Fig. 5b ) consist of the sub-contours set at the localisation scale f (5, 8) , (5, 7), (4, 5) , (3, 4) g, f(1, 3)g and f(1, 4), (1, 6) , (1, 2)g, respectively (Fig. 5a ).
Experimental results
The proposed strategy for CBIR has been evaluated with a general-purpose image database of 1000 images that contain ten categories (100 images per category), taken from the Corel photo galleries [26] . The categories are: 'beaches', 'buses', 'elephants', 'flowers', 'horses', 'mountains', 'butterflies', 'jets', 'eagles' and 'tigers'. Evaluation is performed using precision against recall (P/R) curves. Precision is the ratio of the number of relevant images to the number of retrieved images. Recall is the ratio of the number of relevant images to the total number of relevant images that exist in the database. They are defined as follows
where A denotes the number of images shown to the user (the answer set), S denotes the number of images that belong to the class of the query and R a denotes the number of relevant matches among A. In our experiments, we have used ten different queries for each category and we have averaged the P/R values for each answer set. Furthermore, we have used a variety of answer sets that range from 10 to 90 images using a step of ten. For comparison, we have tested our approach, denoted as 'EMD hWSH', with three other region-based image retrieval approaches. Basically, all four approaches differ from each other in the partitioning scheme that they incorporate. The first approach that we compare with 'EMD hWSH' uses the JSEG algorithm [27] for image segmentation. In the presented mean (P/R) curves (Fig. 7) , this approach is denoted as 'EMD JSEG'. The second approach that participates in the comparison uses the segmentation approach of the Blobworld CBIR system [2] . This is denoted as 'EMD E-M'. Finally, the third approach uses the graph-based segmentation scheme [28] , denoted as 'EMD graph-based'.
First, we compare the segmentation results of the proposed segmentation scheme (hWSH) with the other three schemes. In Fig. 6 , we present representative segmentation results of the four segmentation methods, which participate in the comparative study. The multiscale watershed segmentation can capture small but meaningful objects and has often a better localisation of the segment boundaries. Furthermore, it favours slight over-segmentation against under-segmentation because of the selection criterion of the optimal segmentation from the hierarchical levels, which was constructed to penalise under-segmentation. In all cases in which the proposed segmentation scheme produced over-segmented outputs, the other three segmentation algorithms also produced over-segmentations. Apart from the over-segmented exemplars, it is worth-noting that we have achieved excellent segmentations as in the case of categories 'butterflies', 'jets', 'eagles' and 'tigers' where the other schemes produced a mixture of over-segmented and under-segmented results (Fig. 6) .
As far as the computational load is concerned, our method is slower compared with JSEG and the graphbased segmentation scheme mainly because of the computational demands for the generation of the multiscale stack. As the involved anisotropic diffusion process of (6) is steered by the image content, its convergence depends on the noise level complexity. It is implemented using the fast numerical scheme proposed by Weickert et al. [29] . For vector-valued images, the effort per iteration is proportional to the amount of pixels in the image n and the amount of image channels R. It requires 22nR multiplications and divisions, 19nR additions and subtraction and nR look-up operations. On average, the creation of the scale-space image needs 150-200 iterations. However, comparing execution times of algorithms, for which the implementations have not been optimised for speed, which is the case for the hWSH, can only give a rough estimate of the execution time.
For each produced region, we compute the feature set that is described in Section 3.2. We would like to note that for 'EMD JSEG', 'EMD E-M' and 'EMD graph-based', we compute region weights by taking into account the area of the region only. We have calculated mean P/R curves over all ten categories (Fig. 7) , in which we can observe that 'EMD hWSH' outperforms all other schemes. For the sake of clarity, we provide detailed P/R curves for each individual category in Fig. 8 . The individual category analysis shows that in most cases 'EMD hWSH' was the best in performance, whereas there a few cases in which the other schemes were better. Examples are shown in Fig. 8 , in which we can observe that the 'EMD graph-based' scheme was clearly the best in category 'buses' as well as that the 'EMD E-M' scheme had a very good behaviour in category 'butterflies'. It is clearly shown that none of the schemes that we compared with had a good behaviour in a consistent way.
Conclusions
In this work, we have presented a strategy for unsupervised robust CBIR. The basic components of the proposed scheme are (i) a meaningful watershed-driven hierarchical segmentation that partitions the image into visually consistent homogeneous regions and (ii) a feature set that combines colour, texture and spatial characteristics that are further weighted by a novel weighting scheme that is inherent to the proposed segmentation method. Our experiments have shown that the proposed strategy that does not require any user supervision exhibits a superior behaviour in terms of retrieval accuracy. Considering the computational time of the proposed segmentation scheme, we are working toward faster implementations by considering recursive methods as proposed by Alvarez [30, 31] . Finally, this work can be also used as the initial module in a supervised scheme, in which the user will take into account the resulting initial retrieval. In our future research plans, we plan to exploit such an approach that can further improve retrieval accuracy.
