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1 Introduction
The impact of the increased demand in the information industry for optical data storage
has been an extensively researched topic. Among the major issues of concern is the con-
certed effort to increase the data transfer rate and the storage capacity so as to keep pace
with the increasing demand. In optical data storage alone the approach has taken the
direction of identifying, understanding and improving the recrystallization mechanisms to
subsequently increase the data rate and storage capacity. Towards this end, a review of
the basic approaches adopted to increase the data rate for both nucleation and growth
dominated material classes such as the doping, amorphous mark size, interfacial thin films,
etc, is given in chapter 2. These approaches have not only been media oriented but also
entail technological advancements in the optical data storage industry. Every technology
has economic connotations which define its rationale and sustain the technology by pro-
viding the appropriate driving force for further research to newer and more sophisticated
products. In the context of optical data storage the technological as well as the media
trends have pushed the storage capacity beyond the gigabyte scale. The achievement of
such a high storage capacity has consequently led to the development of DVD±RW, high
definition TV etc. which could soon replace the existing VCR devices from the market. A
discussion about the future of the optical data storage is presented in the context of novel
solutions that could be used to extend the frontiers of the optical data storage further
thus enhancing its competitiveness with other storage alternatives. So while we address
the future of the technological advancement in phase change storage much thought is also
given to the evolution of new materials with superior performance. From the media point
of view a review of the alloys that have been used since the discovery of phase change
recording two decades ago is presented. Here we pick out the pieces or trends that would
complete the jigsaw puzzle so that criteria for systematic selections of phase change alloys
are established.
This work is a contribution towards the ongoing quest for suitable alloys in phase change
recording. We propose and demonstrate using a combination of density functional theory
and experimental approaches that a cubic structure is a suitable criterion for optical data
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storage. The cubic structure is an octahedra consisting of six fold coordination formed
by the bonding of p electrons. Coupled to the structural criterion is also the correlation
between density contrast and optical contrast during a phase transition. Now that the
treasure map is proposed and curved on stone, the next step would be the identification
of the means and methods that guide us to the treasure. A discussion on the main con-
ceptual framework and analytical techniques to characterize the phase change materials
is presented in chapter 3 and 4, respectively. The driving force in phase change recording
has been the evolution of new materials with superior performance. The development of
new alloys is a challenging task particularly when the choice of materials is to be consid-
ered in the vast phase space. The challenge to develop new phase change alloys is even
further complicated by the lack of selections rules or guiding principles for material design
in phase change recording. A review of the literature confirms that the previous design
strategies have been based on trial and error or on empirical rules. These approaches were
expensive and time consuming especially when the exploration of the vast composition
phase space is to be done. Therefore this work proposes some guidelines based on a newly
developed theory to select and design new phase change materials with superior perfor-
mance. In particular the concept predicts the structure of suitable phase change alloys
and correlate the density change upon crystallization with the optical contrast. In this
regard it is demonstrated that suitable phase change alloys with sufficient optical contrast
possess also a high density contrast.
3
2 Technological aspects of phase
change recording
This chapter begins by examining the main issues of phase change recording. The two
issues that dominate most research on phase change recording are high data transfer rates
and high storage density. The chapter traces the concerted efforts taken to improve these
two challenging issues in phase change recording. In addition the trends in the consumer
market demands will be a subject of discussion in this chapter. Here we seek to identify
the recent developments and the driving forces that have motivated the developments of
new phase change products with superior performance. The future prospects of phase
change recording technology in the market is also explored and the strategies undertaken
to give phase change recording a competitive edge over other technologies in data storage
is highlighted. This issue is discussed against the background of industrial targets and
consumer demand for superior data storage devices and media. The requirements for the
design of a new alloy are described and the investigated alloys classes also discussed with
the aim of establishing criteria for selecting phase change alloys with superior performance.
Here we attempt to address the crucial questions of what makes a material or alloy a
good phase change media. The response to this question also provokes a second but also
significant question on how suitable alloys for phase change recording can be identified.
To this end we postulate a new theory as a novel attempt to classify alloys on the basis
of structure as suitable and unsuitable phase change materials.
2.1 Main issues in optical data storage
In the last two decades the demand for increased information storage has experienced an
exponential growth. This growth has been stimulated not only by the reduced cost of stor-
age devices but also by the increased and eased accessibility to information sources. The
global expansion of the information industry has posed significant challenges on the opti-
cal data storage technologies. To respond to these challenges far reaching and innovative
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solutions in the magneto-optic and phase change recording are required. Magneto-optic
recording is based on the storage of bits of information in the form of magnetic domains
[4, 5]. The information is read by monitoring the rotation of the plane polarization of
light reflected from the surface of the magnetic film. This is generally based on the Kerr
effect. In this section the discussion is restricted mainly to phase change recording. The
principle of phase change recording has been illustrated in Fig. 2.1 and it is based on
amorphization and crystallization of tellurium rich chalcogenide alloys using a single laser
beam. Recording involves the formation of sub-micrometer sized amorphous marks in a
thin crystalline matrix by melt quenching using a focussed laser beam. Erasure of written
amorphous marks is accomplished by re-crystallizing through heating with the same laser
but at a lower power. The power applied for crystallization is just sufficient to heat the
bit beyond its crystallization temperature.
Recently much effort has been devoted to increasing the data transfer rate due to the rising
demand for higher data transfer rates. The data transfer rate of an optical storage system
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Figure 2.1: The principle of phase change recording. Writing of bits involves using short
laser pulses to locally heat the crystalline matrix above its melting temperature
and rapidly cooling it to the glass phase. The atomic mobility decreases rapidly
upon cooling and hence an amorphous phase is obtained within a crystalline
matrix. Erasure is implemented by laser annealing beyond the crystallization
temperature Tx, whereas for reading the stored bit, a laser pulse of low power
is used to determine the reflectivity contrast [6].
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is a critical parameter in applications where long data streams are stored or retrieved, such
as for image storage or backup. The research on phase change materials to increase the
high data transfer rate has been focussed on identifying and improving the mechanisms
of recrystallization of phase change alloys. Nucleation and growth have been identified
as the two basic mechanisms that play a significant role in recrystallization during phase
change recording. A nucleation driven process is one in which sub-critical nuclei form
all through out the amorphous mark and consequently grow. This leads to the complete
recrystallization or erasure of the amorphous mark. If however the crystallization process
commences at the interface between the amorphous mark and its crystalline surrounding
and it grows radially towards the center, then it is considered as a growth driven process
[7]. Therefore for these classes of materials, the time for complete erasure largely depends
on the mark size. A discussion of these two mechanisms is given later in this chapter
The GeSbTe based ternary alloys have been found to favor heterogeneous nucleation
during crystallization. To increase the crystallization rate for the ternary GeSbTe system
several methods have been postulated. Literature accounts on the GeSbTe system have
established that increasing the thickness of the phase change layer leads to a decrease in
the complete erasure time [8, 9]. Investigations on the Ge2Sb2Te5 alloy have shown that
the complete erasure time decreases by almost 50% with increasing layer thickness (the
layer thickness increased from 15 nm to 35 nm). This behavior was also observed in other
GeSbTe compounds like Ge1Sb2Te4 and Ge1Sb4Te7 [8, 9]. A thickness of approximately
25 nm was considered optimal for a maximum data rate. The influence of film thickness
on the maximum data rate has been attributed to the competition between interfacial and
bulk effect contributions [10]. For the case of thin film layers, it has been established that
crystallization is dominated by interfacial contributions. A novel approach to increase
data transfer rates involves the implementation of different interfacial layers. Studies
with SiC as an interface layer for a six layer stack Ge2Sb2Te5 system have shown that the
crystallization time decreased immensely. The suitability of this layer stack for high data
rate recording was confirmed by the achievement of data rates larger than 40 Mbit/s.
A similar effect has also been reported for other GeSbTe compositions. The interface
layers accelerate the crystallization process of the GeSbTe material [8, 11]. In addition to
reduced crystallization time, the interfacial layer also improved the overwritability of this
six layer stack Ge2Sb2Te5 system.
Doping also stands as one of the conspicuous approaches adapted to increase the data
transfer rates. The doping of the GeSbTe alloys with nitrogen and oxygen has lowered
the crystallization time by 40%. Nitrogen or oxygen addition to the GeSbTe decreases the
6
2.1 Main issues in optical data storage
complete erasure time by increasing the nucleation rate of these alloys. However at higher
oxygen concentrations >2 at.%, the complete erasure time increased again because of the
decrease in nucleation rate and possibly due to the formation of oxides which decrease the
growth rate. Coupled to the reduced crystallization time it has also been reported that
the over-writability of phase change alloys increased threefold as a result of doping with
oxygen or nitrogen. Hence it would be very difficult to achieve higher recrystallization
speed to attain data rates of approximately 60Mbit/s for stoichiometric GeSbTe com-
pounds without sacrificing their thermal stability [8]. Research on the growth dominated
materials has presented much promise in the future of phase change recording. This fol-
lows from proposed alternative strategies that have increased the data transfer rate for
growth driven materials. The maximum data transfer rate that can be achieved in phase
change recording depends on the recrystallization speed of the recorded amorphous marks.
A reduction in bit size for growth driven materials leads to an increase in crystallization
speeds. The reduction in bit size has been implemented in two ways. Firstly by reducing
the spot size of the laser, smaller bits are written. Smaller bit sizes will subsequently re-
duce the time required to erase the amorphous spot. However a compromise is needed on
the minimum size and the thermal stability of the bit. The laser spot size is determined
from the diffraction limit by the wavelength of the laser used as well as the numerical
aperture of the objective lens. By reducing the laser wavelength and increasing also the
numerical aperture a smaller laser spot can be obtained. This works tremendously well
with doped eutectic materials which are increasingly attractive for phase change recording
at short wavelengths and /or high numerical apertures. The success attained with doped
eutectic materials is attributed to the fact that the data transfer rate scales inversely
with the bit size. The recent development of a third generation high capacity recording
system for video and data applications demonstrates the potential of growth dominated
materials. As a consequence, a 9.2 GB DVR format was presented in the market by Sony
and Philips by the year 2000. Further development of this DVR format culminated to
higher data capacity of 22.5 GB using the blue laser in 2001. The storage density stands
as a widely investigated issue in phase change recording technology. Several strategies
have been formulated to increase the storage density in phase change recording media. To
this end several pulse write schemes have been studied. These schemes aim at reducing
the pulse width spacing without compromising the jitter to increase the number of bits
per unit area. In some material classes multilevel recording has proven quite popular to
increase the storage density. Multilevel recording is based on the use of intermediate re-
flectivity levels between the crystalline and amorphous phase to increase storage capacity.
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A multi-level media capable of eight different reflectivity levels can store up to three bits
per data cell depending on noise and coding. However the accuracy of each of the specified
levels in multi-level media determines the maximum number of levels that are applicable
for writing data [12]. It is believed that with the introduction of dual layer recording the
storage limits can be stretched further. The new dual layer technology makes it possible
to store a whopping 30 GB of data on the discs while remaining compatible with cur-
rent DVD players. A review of most publications on phase change recording shows that
there still lacks a conceptual framework to facilitate material selection. This issue can be
traced back since its discovery two decades ago [13]. To be able to develop new materials,
some selection rules based on physical theories need to be created. This issue defines not
only the role of material scientists but also that of physicists in establishing some basic
guidelines to enable the selection of new materials with superior performance. To this
end, several groups have attempted to fill in this gap by using ab-initio calculations to
investigate the structure and well as the electronic properties of phase change materials
[14, 15, 16, 17].
2.1.1 Review of the current trends in optical data storage
We live in an era where information generation and its accessibility plays an important
role in our daily lives. Information has grown substantially to be a dominating industry
of our present times. Summary estimates by Lyman et al . established that the storage
of new information grew at an annual rate of over 30%. In optical data storage alone,
the worldwide production was estimated to hit a record level of over 100 Terabytes/year
by the year 2002. And still the demand for more storage devices continues to increase
exponentially [18]. A closer look at the trends in storage capacities and transfer rates
reveals that this industry experienced an exponential growth over the past two decades.
This is clearly illustrated in the roadmap for future optical storage technologies (see
Fig. 2.2) which shows a tremendous growth during the last two decades in the areal
density due to decrease in bit size as well as the application of perpendicular recording in
magnetic storage media. Improved storage methods in magnetic recording have led to a
projected storage density of 100 Gbits/in2 in the year 2002. On the other hand an areal
density of about 4 Gbits/in2 was projected for the DVD RAM in optical data storage.
The establishment of DVD and MO technology in the storage market for storing large
amounts of static content and reference data cannot be underestimated. The physical, and
technological, characteristics of optical media are ideal in applications which must reliably
store and retrieve data over extended periods of time. Current DVD and MO storage
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libraries are closing in on the 10 TBs scale, per system, of capacity for a wide range of
applications. On the one hand this target has been achieved following the introduction of
DVDmulti-function drives,which are capable of reading and writing multiple DVD formats
[19]. Several ideas have been proposed as a way forward for optical storage technology. In
this context, next-generation optical storage were earmarked to be based on the upcoming
blue-book / laser format which has a shorter wave length of 405 nm. The goal behind this
endeavor is to be able to expand storage capacity by 3x within the same 120 mm form
factor while increasing read and write performance characteristics [19]. While the shorter
wavelength is one parameter which increases storage capacity, additional measures have
been developed to extend the media storage capacity significantly further. The major
principles being used are:
• Different geometry of the optical lens (numerical aperture)
• Utilization of several storage layers which can be read/written from one side
• Utilize both media surfaces (dual sided)
Recently the introduction of the multiple blue laser formats such the Sony Professional
Blue Laser, Plasmon’s Ultra Density Optical (UDO) and the Blue Laser Format by the
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Figure 2.2: Roadmap for future optical storage technologies. Projected estimates show a
attainment of the 100 Gbit/s limit by magnetic recording, whereas in 2000, a
4 Gbit/s limit DVD was implemented using optical data storage.
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DVD Forum have offered increased storage density, random access and both WORM
(write once, read many) and re-writable functionality. It has been projected that by
utilizing a shorter laser wavelength, different optical lens geometry, double-sided media
and dual recording layers per media side, blue laser vendors will double storage capacity
and performance every two years, at least, for the announced first three generations of
product offerings [19]. The application of the blue laser technology for the professional
storage market is expected for the following products shown in Table 2.1.
For the consumer market, a blue laser technology announcement released by the ’Bluray
consortium’ showed that the first generation product will begin as a single- sided media,
with dual recording layers which allow access up to 23 GB capacities per side [19]. These
media were already available in the 3rd quarter of 2003 as both WORM and rewritable
formats. For any storage technology to remain competitive over time, it is critical that
its access time, system volume, and cost be kept constant or preferably reduced while
its capacity and data rate are increased. This requires that an increasing amount of
data should be accessed by low-cost pickup sensors that can move quickly and accurately.
Mechanical constraints dictate that fast and accurate movements can only be achieved
over short distances; this consideration leads to the conclusion that data must be kept
as local as possible with respect to the pickup heads. Historically, this consideration has
driven the increase in areal densities, allowing much larger amounts of data to be stored,
accessed, and retrieved without an increase in access time and system cost. However, as
optical areal densities approach optical diffraction limits, researchers have started seeking
new solutions. On the one hand, solutions may entail further increasing the areal density
by combating the diffraction limits of optics, using, for example, near-field optics. On
the other hand, solutions may take advantage of additional available dimensions such as
proposed for various 3-D optical storage concepts. Indeed, data residing in a volume may
be considered as being local to the pickup sensors if the performance cost and actual
cost of accessing it in 3-D is affordable. This consideration has led to several research
Table 2.1: Application of blue laser technology for storage market
Product 130mm Cartridge 120mm Cartridge 120mm bare media
Vendor Plasmon Sony Toshiba
Announcement
Ultra Density Optical
November 2002
Sony Blue laser April
2003
DVD forum
Expected
availability
October 2003 September 2003 2004
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programs in 3-D optical storage. Several approaches to 3-D optical storage are being
actively investigated in both the United States and Japan. These approaches include
extending present disk system storage technologies to:
• a 3-D layered format;
• volume holographic encoding, where data is recorded in a distributed fashion in the
volume;
• wavelength encoding persistent hole-burning, where wavelength or time can be used
as the third dimension.
Bit-oriented layered disk media promise to impact the field sooner than holographic stor-
age or spectral hole-burning. The potential impact of layered 3-D optical disks on the
capacity of optical disks can be much greater than the impact of, for example, the blue
lasers. This is because the growth factor in capacity is directly proportional to the num-
ber of layers. Assuming that the areal density is not affected, the 3-D layering enabled
the fabrication of optical disks with capacities exceeding 100 GB in 2000, as described in
Fig. 2.3. Near field scanning microscopy stands also as one of the novel optical storage
technologies that may have an impact in the future. In its essence this method could pro-
duce spots as small as 40 nm in diameter to conceptually achieve areal densities on the
100 Gbits/in2. However one limitation of the near-field optical storage is that the probe
Figure 2.3: The potential impact of the 3-D multilayer optical storage.
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must be in near contact with the medium and this makes it difficult to prevent head
crashes and support media removability. The future trends in optical storage will always
be driven by the changing consumer needs and cost. To keep up with the proliferation of
information new storage devices as well as media have to be explored and developed. For
the case of new media, and in particular in the field of optical data storage the challenge
remains to establish a frame work upon which new materials can be created. In the next
section, a brief review of the material requirements for phase change as well as the alloys
that have been investigated over the years will be reviewed.
2.1.2 Material design
The answer to the question: What makes a material a good phase change material can be
provided when we take a look at the critical requirements to be fulfilled when designing
phase change media.
• Writability
This property is related to the ease of glass formation of phase change media. Glass
formation occurs when the liquid is cooled rapidly enough to avoid crystallization. Thus
to be able to write amorphous bits requires that the media have high cooling rates and
also moderate melting temperatures. In the case of laser melting the cooling rates can
be as high as 109K/s since large amounts of energy are concentrated in small volumes
in nanosecond time regimes [20, 21]. Chalcogenide materials form glasses under this
conditions due to their relatively high melt viscosities. In addition through alloying with
different elements, the glass forming ability of the chalcogens based on Te can be increased
tremendously [22]. So this property deals with the ability to store bits of information.
The next point addresses the retention of the stored bits of information. This comes under
the aspect of archivability.
• Archivability
The aspect deals with the stability of the bit against spontaneous room temperature crys-
tallization. This property requires that the crystallization temperature of the phase change
media be above 150◦C. Doping chalcogenide alloys with transition metals or with other
elements has been observed to increase its resistance against crystallization. Tellurium
for example shows poor archival properties because it crystallizes at room temperature
in just some few seconds, however the addition of just a few percent of germanium raises
its crystallization temperature to 100-200◦C [23]. Whereas the addition of other elements
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and doping improves the archival properties of the media there is a great trade off with
the crystallization speed of the media. This then brings us to the aspect of erasability
which imposes conflicting constraints on archival stability.
• Erasability
Suitable media for phase change recording should demonstrate fast high temperature
crystallization. For erasure to be completed in one disc revolution crystallization should
take place in a few nanoseconds at a temperature above the crystallization temperature
Tx but yet below the melting temperature Tm. Fast crystallization is attained in media
where no long range diffusion occurs during crystallization [24]. For phase change media
to remain competitive, fast recrystallization times are required to reduce time expended
during the write read and erase cycles.
• Readability
This property is related to the optical contrast of the phase change media. This means
that the optical properties of the amorphous and crystalline states should be significantly
different. In addition the recording process relies on red diode lasers which requires
that the selected alloys have moderately small bandgaps. To this end semiconductors
and semimetals come in handy because they show significant structural rearrangements
during crystallization, which is detected from their optical properties [25]. High optical
contrast could lead to increased signal to noise ratio. So now the requirements of the
recording cycle have been dealt with, another important issue addresses the frequency of
storing, accessing and retrieval of information. This is the aspect of cyclability which will
be tackled in the next section.
• Cyclability
This property involves the continuous amorphization and crystallization of the same por-
tion of the phase change media. The cyclability of phase change media can be limited
by processes which occur in the alloy such as interfacial stress, volume changes during
crystallization as well as interfacial stabilities. Now that we have set the conditions im-
posed on phase change media, a review of the alloys that have found application over the
last two decades will be given. Many materials have been investigated for potential phase
change applications ever since the discovery of rapid reversible laser induced amorphous
to crystalline transitions in Ge-Te-Sb-S by Ovshinsky [26]. These material classes have
been listed in chronological order in Table 2.2 which shows the history of the phase change
materials for optical memory.
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From the table above it can be seen that most of the investigated materials were mainly
based on Te and Se alloys because of two reasons namely;
• easy amorphisation through melt quenching
• appropriate optical changes in the near infrared wavelength [43].
With the exception of GeTe, GeSbTe and AgInSbTe, it is observed that most of the alloys
have a long first crystallization time in the order of several nanoseconds or microseconds.
In rewritable recording however, recrystallization is technologically important process be-
cause it is the time limiting step. Thus suitable phase change recording should have short
recrystallization times. For GeTe (30 ns)[23], GeSbTe (100 ns)[36] and AgInSbTe (200 ns)
[42] relatively short crystallization times were determined. However for practical applica-
tion, GeTe was found to be unsuitable due to its strong dependence of crystallization time
on stoichiometry. The stoichiometric Ge50Te50 has the shortest crystallization time. For
the case of GeSbTe and AgInSbTe alloys, they have been used profoundly in commercial
products [43]. Within the class of GeSbTe material compounds along the pseudo-binary
line have been investigated for their crystallization times. More recently Woeltgens [44]
applied the combinatorial material synthesis to explore a wide area in the GeSbTe phase
diagram. His work demonstrated that combinatorial material synthesis is a fast and easy
design tool that accesses wide areas within the phase space of any given phase change
alloy. Such an extensive access in the composition phase space is a step in facilitating the
understanding of the dependence of stoichiometry on the properties phase change alloys.
Table 2.2: History of phase change material research for an optical memory.
Year Compositions
1971 Ge-Te-Sb-S
1974 Ge-Te-As [27]
1983 Ge-Te-Sn-O [28]
1985 Sn-Te-Se [29],Ga-Se-Te [30]
1986 Te-Ge-Sn-Au[31], Sb2Se[32],In-Se[33], Ge-Te[23],Bi-Se-Sb[34],Ge-Te-Sn-Pd[35]
1987 GeTe-Sb2Te3 (Ge2Sb2Te5, GeSb2Te4) [36, 37], In-Se-Tl-Co [38]
1988 In-Sb-Te [39], In3SbTe2[40]
1989 GeTe-Sb2Te3-Sb [29],Ge-Sb-Te-Pd [35], Ge-Sb-Te-Co[41], Sb2Te3-Bi2Se3 [42]
1991 Ag-In-Sb-Te [42]
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While we acknowledge the successes of this approach in ensuring a wider access in the
phase space, the absence of selection criteria for design new phase alloys poses enormous
challenges in the application of this new concept to the design of new phase change alloys
with superior performance. As a step towards the establishment of selection criteria, De-
temple et al .[45] in his work correlated the optical contrast with the density contrast. His
results have shown that alloys with low density contrast show little or no optical contrast
due to the weak coordination of their orbitals. Until now no clear microscopic criteria for
suitable materials such as requirements in terms of composition or crystalline structure
have been developed [3]. Hence the improvement of phase change alloys is based on em-
pirical rules and trial and error strategies. However recently Luo and Wuttig [3] presented
a mandatory requirement for successful storage material based on its structure. His work
has also shown that alloys that prefer sp3 hybridization are not suitable for phase change
recording and also show low or no optical contrast at all. On the contrary p bonded
alloys which show six fold coordination have shown fast recrystallization and high optical
contrast.
2.1.3 Statement of the problem and objectives of this work.
In this thesis we address the question of criteria for material selection in phase change
media. Sufficient optical contrast, high data transfer rates and high storage densities
are recognized as the main attributes that determine the suitability of phase change
materials. A sufficient optical contrast between the amorphous and crystalline state is
necessary. In addition, high data transfer rates are attainable once the nucleation and
crystal growth process have been decoupled and used to identify alloys on the basis of
their recrystallization mechanisms. The commercialization of the phase change recording
has progressed without any clear criterion to determining suitable alloys. Whereas the
continued development of new materials has been advanced over the last two decades, a
lot still remains unknown in terms of microscopic criteria to select and develop new alloys.
To be able to steer clear from the trial and error approaches and empirical rules which
are not only time consuming but also cost ineffective a new approach to predict suitable
phase change alloys is proposed in this work.
2.1.4 Summary and Layout of Thesis
In this thesis the background theory of film evaporation and the characterization tech-
niques is presented in the third chapter. This is followed, in chapter four, by a description
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of all the experimental methods that were involved in the measurement and analysis of
the samples. Chapter five contains the set of experimental results of this research; these
are the findings concerning the extension of the significance of the average number of p
and s electron in understanding structure and also its generalization to Au-based Te films.
In addition this chapter also focuses on the quest for new materials based on theoreti-
cal calculations. From the theoretical calculations of structure, as well as the kinetics
of phase transformations, a criterion for selecting suitable phase change materials will
be proposed. The conclusion of the work and a list of suggestions for further work are
presented in chapter six.
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This chapter describes the theory of thermal evaporation to produce binary alloys or
compounds. Accordingly the theory of evaporation is explained from the thermodynamics
stand point to determine the vapor pressure, the compositional stability of materials
as well as the kinetic theory of gases to explain the atomistic process of evaporation.
By extending this theory to incorporate the evaporation at oblique angles, the basic
principles of determining lateral thickness gradients will be discussed. In addition, the
concept is further extended to the production of stoichiometry gradients based on the
superposition of lateral thickness gradients. The theoretical background incorporates also
the analytical techniques used in the characterization of thin film properties and it will
be addressed in this chapter. In this context the interaction of radiation with matter will
be discussed in detail. This involves the determination of the crystal structure by X-ray
diffraction as well as the determination of the optical properties such as the band gap
and optical contrast by optical methods. In addition the principle of X-ray reflectivity
will be described to demonstrate the theoretical approach for calculating the density, film
thickness and the surface roughness of thin film materials. The kinetics of crystallization
play a crucial role in determining the speed of the phase transformation of a material. To
this end we describe in this chapter the theoretical foundations of nucleation and crystal
growth which are the two major processes that determine the speed of a phase transition
at a certain temperature. The phase transformation to any structure is determined by
the activation barrier between the two phases as well as the driving for the transition.
To this end the Johnson Mehl Avrami (JMA) model which uses the time independent
nucleation and growth rates to derive the activation barrier between two phases will be a
subject of discussion in this chapter. First principle calculations provide an opportunity
to investigate the microscopic properties of materials and unravel their properties. In
this context the theoretical foundation of Density Functional Theory to determine the
crystalline properties such as total energy and lattice size will be discussed in detail in
this section.
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3.1 Thermal Evaporation
Thermal evaporation entails the transition of solids or liquids into the gaseous phase
via joule heating at definite temperature in an evacuated ambient. Thermal evaporation
occurs in three distinguishable steps which are outlined below.
• The transition of the condensed phase (solid or liquid) to the gaseous state.
• The traversal of the vapor into space from the evaporated source to the substrate.
• The condensation of the vapor on the substrate upon its arrival.
The theory of thermal evaporation is explained on the basis of thermodynamics and kinet-
ics. The former approach provides a quantitative understanding of the evaporation rates,
the compound stability and compositional changes during evaporation. Further discus-
sions on the thermodynamic component of evaporation will be done in the proceeding
section. The second approach to understanding evaporation phenomena is based on the
kinetic theory of gases to describe the atomistic processes of thermal evaporation. From
the perspective of kinetic theory, the solid to gaseous transition is treated as an atomistic
phenomenon which describes thermal evaporation in terms of the properties of individual
particles. In this section the kinetic gas theory will be discussed to interpret evapora-
tion phenomena. The earliest systematic investigations to quantify evaporation rates in
a vacuum are attributed to the scientific work of Hertz on mercury [46]. Accordingly it
was observed that the evaporation rate is proportional to the difference between the hy-
drostatic pressure, p and the equilibrium pressure, p∗ on the surface. It therefore follows
that there is a limit to the maximum evaporation rate attainable at a given temperature
regardless of the thermal energy supplied to the evaporant. If there is no reflection of
emitted molecules by the condensing surface, then the theoretical maximum rate is pro-
portional to the impingement rate. Hence the number of molecules dNs evaporating from
a surface area Ae per unit time dt is given by the expression
dNs
Aedt
=
p∗ − p√
2pimkT
(3.1)
The return flux is represented by the hydrostatic pressure of the evaporant. Eqn. 3.1
considers the molecules that are reflected back to the gaseous flux and incorporated in
the evaporant. However a proportion of the reflected molecules also remain in the gaseous
vapor and contribute to the evaporant pressure. So their net contribution requires the
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introduction of an evaporation coefficient αv, in Eqn. 3.1 to give a general evaporation
rate equation of the form
dNs
Aedt
= αv
p∗ − p√
2pimkT
(3.2)
which leads to the famous Hertz-Knudsen equation. The evaporation coefficient is strongly
determined by the surface conditions of the evaporant. Highly contaminated surfaces or
oxidized evaporants have lower values of the evaporation coefficients. Eqn. 3.2 is applied
to the solid surface if it is assumed that the evaporation rate of materials at a lower
pressure is similar to the equilibrium pressure between the surface and its vapor. If the
recondensation of the evaporated species is neglected the maximum evaporation rate is
obtained from Eqn. 3.2 as
dNs
Aedt
=
p∗√
2pimkT
(3.3)
Eqn. 3.3 shows that αv = 1 for complete condensation on the substrate. The mass
evaporation rate is now determined from the product of the molecular evaporation rate
per unit area and time (see Eqn. 3.2) and the mass m, of the individual molecule to
Γ = m
dNs
Aedt
=
√
m
2pikT
· p∗ (3.4)
By substituting for the Boltzmann constant in Eqn. 3.4 yields
Γ = 5.83× 10−2
( m
T
)1/2
p∗ (3.5)
where the unit of the mass evaporation rate is given as g cm−2s−1 for pressures in torr.
The total mass deposited on the substrate is obtained by integrating Eqn. 3.5 twice with
respect to the surface area and time, respectively as shown in the double integral below
Me =
∫
t
∫
A
ΓdAdt (3.6)
For a constant evaporation rate, the total mass can be calculated from experimental data
and used in Eqn. 3.5 to obtain an expression for vapor pressure. Typical values of the
mass evaporation rate for most elements are in 104 g cm−2s−1 range and hence to obtain
an evaporation rate of 10A˚/s, a vapor pressure of 5 × 10−3Pa is required for a material
of mass density of 5 gm cm−3. The above discussions assume free solid surfaces where
the α=1. However if the effusion from a small isothermal enclosure with a small hole is
considered, then the mean free path of the molecules is 10 times larger than the diameter
of the hole. In addition, the wall around the orifice must be thin enough to prevent
any adsorption, or desorption of molecules. Under this conditions the orifice becomes an
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emitting surface with α=1. Consequently for an orifice of area A, the total effusion from
the Knudsen cell into the vacuum is given by the expression
Γe = A
p∗ − p√
2pimkT
. (3.7)
In the previous discussion the total number of molecules leaving the surface was con-
sidered. The direction in which an emitted atom leaves the surface is influenced by the
interaction between the atom and the surface of the condensed phase. To effectively
expound this point, the statistical distribution of the kinetic energies of the molecules
should be known. As an approximation to the distribution of the molecular speeds, the
Maxwellian speed distribution is used. Suppose an infinitesimally small enclosure with a
small opening dAe is considered. It should be noted here that the total speed distribution
for the molecules impinging the enclosure walls remains constant. The speed distribution
of the molecules is determined by the molecular speeds in the effusion cell. The number
of molecules in a vapor stream is now determined by considering the solid angle dω for
every direction of emission. The fraction of molecules within the locus of the opening is
given by the expression
dN =
c dt cosϑ dAe
V
. (3.8)
where c is the speed of the molecule, V is the volume of the cell, dAe is the surface element,
dt is the time taken to reach the opening and ϑ is the angle between the normal to the
element dAe and the direction of the molecules. The random orientations of the molecular
speeds reduce the number of molecules that leave the opening and hence the fraction
moving towards the surface element is given as dω/4pi. The total mass of evaporated
material is determined according to the expression
dM(ϑ) = Γ dAe dt cosϑ
dω
pi
(3.9)
Eqn. 3.9 is the cosine law of emission and it shows that vapor emission is nonuniform in
all directions. The amount condensing on the substrate depends on its orientation with
respect to the source. Fig. 3.1 illustrates the increase in the area covered by the flux of
the evaporant with distance as well as the angle of incidence θ.
The mass deposited per unit area for a receiving surface of area dAr =r
2dω/cosϕ is given
by
dM(θ, ϕ)
dAr
=
Mo
pir2
cos θ cosϕ, (3.10)
whereMo is the total evaporated mass. If the surface is now treated as a point source, then
the expression for the mass contained in a narrow beam of solid angle dω at a constant
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Figure 3.1: Deposition on a surface element dAr for a source inclined at ϕ with respect
to surface normal. This schematic diagram illustrates the experimental cosine
emission law.
evaporation rate is given as
d3Me = Γ dAe dt
dω
4pi
. (3.11)
Using now Eqn. 3.8 and also considering a receiving surface of cross sectional area dAr =
r2dω/ cos θ leads to an expression for the amount emitted by the source of the form [47]
dMr
dAr
=
Me
4pir2
cos θ. (3.12)
The lateral thickness distribution profiles have been discussed in more detail by Wo¨ltgens
[44]. Here a summary of the important expressions to determine the lateral thickness
and stoichiometry gradient is presented. The lateral thickness distribution function is
determined by using the density of the evaporant and Eqn. 3.12 as
d(r, θ, φ) =
1
ρ
dMr
dAr
=
Me
4piρr2
cos θ. (3.13)
If the receiving surface rotates at a frequency f relative to a stationary source located at
a distance h and inclined at an angle γ with respect to the surface normal then Eqn. 3.13
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changes to [44]
di(x, y) = R t· cos γ· h
4 − (x cosω + y sinω)h3 sin γ
(h2 + x2 + y2 − 2h(x cosω + y sinω)sinγ)2 (3.14)
where R = dMe
dt
· 1
4piρh2
is the evaporation rate, t is time, and ω is the position of the sample
relative to the source. Eqn. 3.14 determines the thickness profile at any point (x, y) on the
receiving surface for a single source, i only. The lateral stoichiometry gradient is obtained
from Eqn. 3.14 by weighting each thickness distribution function with the molar weight,
Mi and the density ρi for the sources used, this yields the concentration Si at any point
in the substrate in atomic percent as
Si =
diρi
Mi∑
j
djρj
Mj
(3.15)
Two instances arise while using this expression. For the case when the sample is rotated no
lateral thickness gradients are observed due to the superposition of the elemental vapors,
however the reverse is true for static samples. Fig.3.2 shows the thickness profile for
non rotated and rotated cases in a two source experiment. It can be seen in the figure
that for samples prepared in the static mode the particle density is higher in regions
on the substrate closer to the source, this is shown by the thickness profiles (1) and
(2), respectively. For alloys prepared in the static mode the superposition of these two
thickness variations yields an inhomogeneous film (3). If on the other hand the film is
rotated, a homogeneous film is obtained within the dimensions of the substrate. For
more details concerning this topic the reader is referred to the PhD thesis by Wo¨ltgens
[44] where a detailed treatment is given. Now that a theoretical description of the tools
required for determination of the thickness profiles has been given, the next step is to
examine the theoretical principles that describe alloy preparation. This is the subject of
discussion in the next section.
3.1.1 Evaporation of alloys
In the evaporation of compounds, the transition to the gaseous phase is often accompa-
nied by a change in the composition of the condensate [48]. This variation in composition
arises due to the differences in the vapor pressure of the compound constituents. The va-
porization of compounds can follow three viable routes namely; association or dissociation
or both. Dissociation is characterized by changes in the stoichiometry of the compound
particularly if one of the constituents is non volatile. However such effects on stoichiom-
etry are seldomly observed in association. Dissociation therefore makes direct thermal
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Figure 3.2: Comparison of thickness profile obtained after evaporation in the dynamic (4)
and static modes (1,2). A thickness gradient is observed for the sample pro-
duced in the static mode, however a homogeneous thickness profile is evident
for the dynamic mode [44].
evaporation of compounds quite difficult. However this is not encountered for compounds
which enter the gaseous state either as complete molecules or also for compounds with
comparable vapor pressures. To better understand the principles of evaporation we discuss
the thermodynamic approach in this section.
evaporation without dissociation
The transition of any compound AB into the gas phase is described by the expression
AB(s or l)­ AB(g). (3.16)
The free energy of evaporation, ∆eG
◦(T ) associated with the transition into the gaseous
phase is dependent on temperature only. Consequently, the vapor pressure of molecules
is determined as
log p∗AB = −
∆eG
◦(T )
4.575 T
. (3.17)
Most literature accounts on evaporation reveal that not many compounds subscribe to
this mode of evaporation [49].
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evaporation with dissociation
The components of alloys evaporate independently of each other and mainly as single
atoms. The change in chemical potential of say atom A experiences when dissolved in
another metal B to form alloys AB causes the vapor pressure of the alloy to be different
from that of its constituent atoms. If the concentration is given by the mole fraction
xB, the chemical potential in the alloy µB,c(T ) differs from that of the pure constituent,
µ◦B,c(T ) by the energy used to disperse B
µB,c(T ) = µ
◦
B,c(T ) +RT lnxB. (3.18)
If we now consider that the chemical potential at a given pressure is related to the potential
of the standard state and that at equilibrium the two chemical potentials are similar in
magnitude then the Raoult’s law is obtained in the form
pB = xB · p∗B (3.19)
Eqn. 3.19 shows that the vapor pressure p∗B, of the pure element is inversely proportional
to its mole fraction, pB is the vapor pressure of the element B in the compound AB. To
assess the compositional changes during evaporation Raoult’s law is applied to Eqn. 3.19
to yield the expressions of the constituent evaporation rates of a binary alloy in the form
dnA
dt
=
5.834× 10−2√
MAT
fAxAp
∗
A (3.20)
and
dnB
dt
=
5.834× 10−2√
MBT
fBxBp
∗
B, (3.21)
where fi is the activity coefficient of elements i ∈ A,B. If Eqn. 3.20 is now divided by
Eqn. 3.21, an expression for the vapor composition ratio at any given time is obtained as
dnA
dnB
=
√
MB
MA
· fAxAp
∗
A
fBxBp∗B
. (3.22)
Eqn. 3.22 computes the molar ratio in the vapor at the moment of condensation as a
function of the evaporated fraction of the sample [49]. If the material parameters are
combined into one factor, K as K =
fAp
∗
A
fBp
∗
B
(
MB
MA
)1/2
and Eqn. 3.20 integrated, an
expression relating the xA as a function of the fraction of material already evaporated is
obtained in the form [50]
xA
x◦A
( 1− x◦A
1− xA
)K
=
( n
n◦
)k
, (3.23)
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where x◦A is the mole fraction of A in the initial alloy sample, n◦ is the total number of
moles A and B in the initial alloy sample and n = nA + nB is the number of moles left in
the source. The above expression implies that the composition of the alloy remains homo-
geneous throughout the evaporation process, so that there are no concentration gradients
between the surface and the interior. The expression of Eqn. 3.23 enables the determi-
nation of xA as a function of the fraction of material already evaporated, (n
◦-n)/n◦. The
evaporation of compound involves the deposition of several single component sources at
their desired rates. The central problem of this technique is therefore to control the con-
densation rates in the exact atomic ratio desired. The rates are particularly determined by
the equilibrium pressure of the evaporant, p∗(T1) at the evaporation source temperature
as the evaporant spreads in all directions the particle density decreases with increasing
distance from the evaporator. If we now assume a small source with an emission charac-
teristic defined by Eqn. 3.10 and representingMr by the corresponding impingent pressure
and Me by the mass evaporation rate, the vapor pressure pr at the receiving surface is
given by
pr =
Ae cosφ cosϑ
pir2
p∗(T1) (3.24)
where Ae is the area of the vapor source, φ and ϑ are the angles of emission and incidence,
respectively. Equation 3.24 shows that the effective vapor pressure pr depends on the angle
of incidence ϑ. It therefore requires that the angle of incidence of the sources be fixed to
prevent film thickness variations across the substrate area. The vapor pressure has been
computed for most elements and it has been observed that most metals and congruently
evaporating compounds have very small equilibrium pressures [49].
3.2 Scattering of X-rays
3.2.1 X-ray diffraction
The phenomenon of X-ray diffraction is illustrated in a simple manner by the scattering
of X-rays of an initial wave vector ~ki by two atoms separated by vector ~r as shown in
Fig. 3.3. The incident wave is scattered by the electrons in the atom along the direction
~ks but its magnitude however remains constant. The scattering at different atoms leads
to a phase shift due to the different path lengths between the incident and the scattered
waves. The change in phase is obtained from the path length x1 as
2pix1
λ
= ~ki · ~r. (3.25)
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Figure 3.3: The reflection of X-rays from two lattice planes of interplanar spacing d.
The second contribution to the change of phase is given by the path difference x2 as
2pix2
λ
= −~ks · ~r. (3.26)
Thus we derive the total phase difference as the sum of Eqns. 3.25 and 3.26 to get an
expression of the form
Φtot = ~ki · ~r − ~ks · ~r = (~ki − ~ks) · ~r (3.27)
It is observed from Eqn. 3.27 that the wave vector changes by ~Q = ~ki − ~ks and it is also
referred to as the scattering vector. If ψ1(x) and ψ2(x) are the scattered waves from the
two atoms, then the total scattered wave is given by the sum of the two rays as
ψ1(x) + ψ2(x) = exp(ik˜s · x˜)× (1 + exp(iQ˜ · r˜)). (3.28)
It can therefore be deduced from Eqn. 3.28 that the amplitude of the scattered wave is
modified by the phase factor
F ( ~Q) = 1 + exp(iQ˜ · r˜), (3.29)
where the first and second terms denote the components of the first and the second atom,
respectively. The total phase shift due to a system of particles, j situated at ~rj with
respect to the origin is now given by superposition of the individual phase shifts due to
each particle. The resultant phase factor is therefore given by the expression
F ( ~Q) =
∑
j
exp(iQ˜ · r˜j). (3.30)
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and consequently the intensity of the scattered beam is now derived by the expression
| F ( ~Q) |2 = |
∑
j
exp(iQ˜ · r˜j) |
2
. (3.31)
Eqn. 3.31 shows that the information on the atomic positions can be directly extracted
by measuring the intensity of the scattered wave. If crystals with different types of atoms
are to be considered, then the scattering factor fj, should be weighted in Eqn. 3.30 to
give
F ( ~Q) =
∑
j
fj exp(iQ˜ · r˜j). (3.32)
To obtain a similar expression for a continuous distribution of particles, we consider the
scattering of x-rays by electrons in an atom. If ρel(~r) is the electron density and that the
origin of the atom is at its center, then the X-ray atomic scattering factor will be given
by
f( ~Q) =
∫
ρel(~r) exp(iQ˜ · r˜j)dr˜. (3.33)
The atomic form factor represents the sum of the scattering events within one atom. It
depends on the atomic number Z of the atom, and for a given atom, it is a function of
sin θ/λ where 2θ is the angle between the direction into which the incident beam propa-
gates and the direction under which the scattered radiation is observed. For ~Q → 0 the
x-rays will be scattered without deflection and this consequently transforms Eqn. 3.33 to
f(~0) =
∫
ρel(~r)d~r = Z (3.34)
where Z is the total number of electrons in the atom. For all atoms of interest, ρel(~r) can
be computed from quantum mechanics. The elementary scattering act for x-rays is looked
upon as the excitation of the resonant vibration in the electron cloud of an atom which
in turn emits electromagnetic radiation in the same frequency. The amplitude of the
scattered x-ray is given by the Fourier transform of the electron density. If measurements
of the X-ray amplitudes over a wide range of scattering vectors are available, then the
electron density can be extracted from the reverse fourier transform. However due to
phase problem we cannot invert the Fourier transform and have to rely on trial and error
procedures to the phase of the atoms. If the particle is defined by a Dirac delta function,
then the scattered radiation from a discrete distribution of the particles is reduced to
F ( ~Q) =
1
V
∑
j
∫
δ(~r − ~rj)exp(i ~Q · ~rj)d~r =
∑
j
exp(i ~Q · ~rj)d~r (3.35)
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The structure of crystalline materials is now determined by the convolution operations
on the lattice, the unit cell, the electrons in atoms and the thermal motion of the atoms
in the crystal [51]. If the Fourier transform of the crystal structure is applied with the
notion that the convolutions transform to a product of individual Fourier Transforms, the
structure factor is written in the form [52]
F (hkl) =
∑
j
fj(Qhkl)exp(2pii(hxj + kyj + lzj))× exp(−Bj sin
2 θhkl
λ2
), (3.36)
where the first term in the equation denotes atom form factors, which are well documented
in literature [1] while the third term is the Debye - Waller factor which describes the effect
of thermal vibrations on the atomic positions. The intensity of the beam diffracted by all
the atoms in the unit cell in a direction predicted by Bragg’s law is given as the square
of Eqn. 3.36. The allowed and forbidden Bragg reflexes can be shown by Eqn. 3.36. For
the case of an fcc lattice only reflections with unmixed (hkl) values are observed. This
shows that the atomic positions in the unit cell affect only the intensities and not the
directions of the diffracted beam. In addition to the structure and temperature factors,
the polarization, multiplicity, Lorentz and absorption factors also contribute to the total
diffracted intensity. The total intensity for a specific reflection will thus be given by the
expression
Itot = Io ·K · LP ·B · A · Aα · F 2hkl · nhkl · phkl (3.37)
where Io is the intensity of the incident x-rays, K is a constant which describes the
scattering power of an electron, LP is the Lorentz polarization factor, B is the Debye-
Waller factor, A is a factor related to the scattering volume, Aα is the absorption between
the source and detector, nhkl is the number of equivalent planes (hkl) in the lattice and
phkl is the fraction of crystals with reciprocal lattice vector (hkl) parallel to the scattering
vector. By indexing the Bragg reflexes in the XRD spectra, the lattice parameter of the
unit cell may be determined.
3.2.2 Bragg equation and reciprocal lattice
The description of directions and planes in a crystal is accomplished by using a coordinate
system of unit vectors ~a, ~b and ~c in the unit cell. These vectors lead to an orthogonal
system only for cubic, tetragonal and orthorhombic crystals. A crystal plane is defined
by its Miller indices, which is a triplet (hkl) of reciprocal intercepts of the plane with the
a, b and c axes, reduced to the smallest integers having the same ratio. An important
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quantity is the interplanar spacing dhkl between the neighboring crystal planes. For cubic
systems in particular dhkl is given as
d =
a
(h2 + k2 + l2)
1
2
. (3.38)
Expressions for d spacings for other classes of crystal systems are given in the ”Interna-
tional Tables for X-ray Crystallography” [1]. The diffraction of coherent x-ray radiation
by crystals is governed by Bragg’s law, which states that the incident beam is reflected
by a set of lattice planes (hkl) if
2d sin θ = λ (3.39)
holds, where θ is the angle between the incident beam and the planes, λ is the wavelength
of x-ray radiation. Since the incident, the reflected and the normal to the reflecting
planes are all coplanar, the multitude of possible planes can be represented by means of
a reciprocal lattice. The reciprocal lattice of a crystal is defined by the vectors normal to
all reflecting planes in the form
~G = h~a∗ + k~b∗ + l~c∗ (3.40)
where ~a∗, ~b∗ and ~c∗ are the unit vectors of the reciprocal lattice which are defined in terms
of ~a, ~b, ~c, and the unit cell volume V as
~a∗ = 2pi
[~b× ~c]
V
~b∗ = 2pi
[~c× ~a]
V
~c∗ = 2pi
[~a×~b]
V
. (3.41)
Fig. 3.4a illustrates the diffraction event where the incident beam is represented by ~k of
magnitude 1/λ: The beam is reflected by the lattice planes and deflected by 2θ into the
Figure 3.4: The diffraction event by lattice planes of interplanar spacing d
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direction of ~k′. In reciprocal lattice space the diffraction event now appears as shown in
Fig. 3.4b where the crystal is replaced by its reciprocal lattice according to Eqn. 3.41. In
this figure ~k and ~k′ represent the incident and reflected beams, respectively. The Bragg
equation is satisfied if the scattering vector, ~k − ~k′ coincides with the ~G of a reflecting
plane. The points on the reciprocal lattice which give rise to reflections are determined
by the structure factor which takes into account of the atomic positions of each individual
particle. Each atom contributes a scattered wave to the diffracted radiation.
reflex broadening
The analysis of diffraction by a finite crystal shows that some intensity is reflected in the
vicinity of the lattice point ~G. Hence there is an intensity region around each point in
the reciprocal space, which determines the shape transform of the crystal. The size of the
x-ray broadening is inversely proportional to the crystal size. In diffraction experiments
with polycrystalline thin films, the angular broadening of the diffraction lines is related
to the crystallite size t for a powdered sample by the expression
δ(2θ) =
λ
t cos θ
(3.42)
The Bragg reflexes can also be broadened by nonuniform strains and local variations of the
net plane spacings within the material. The reflex broadening increases with the distance
from the origin of the reciprocal lattice and hence with the diffraction angle.
3.2.3 X-ray reflectivity
The concept of X-ray reflectivity is easily understood by considering the reflection of an
electromagnetic wave at the boundary of two media with refractive indices of n1 and n2,
respectively. If the incident wave enters the media at an incident angle of θi as shown in
Fig. 3.5 then Snell’s law governs the boundary condition at the interface according to the
expression.
n1 cos(θi) = n2 cos(θr) (3.43)
For a beam which is incident from an optically less dense medium to a more dense medium,
the refractive angle θr will be real for all incident angles. Suppose that the directions are
now reversed so that the electromagnetic wave propagates from the more dense media into
a less dense one then the angle of refraction is only real if cos(θi) ≤ n2/n1. The condition
of total external reflection appears when the angle of refraction is zero. This condition
30
3.2 Scattering of X-rays
n
3 Substrate
n =1-d-ib2
k’k
t
q
i
q
r
n =11
n2
1
2
Figure 3.5: Schematic diagram showing the reflection of x-rays at the interface of three
media with refractive indices, n1, n2 and n3.
can be expressed using Snell’s law as
n1 cos(θi) = n2 (3.44)
If we now assume the first medium is air with refractive index n1= 1 and that of the
second medium is n then Eq. 3.44 is now expressed in the form
cos(θc) = n (3.45)
For the X-rays the refractive index is very close to one and it is defined as a complex
number by the expression [53]
n = 1− δ − iβ (3.46)
where
δ =
NA
2pi
roλ
2
∑
j
ρj
f0,j + f
′
j
Aj
(3.47)
represents the dispersion of the x-ray in the medium, while the third term β is associated
with x-ray absorption in the media. In almost all cases the magnitudes of δ and β are
in the order of 10−5 and 10−7, respectively. The quantity fj is the atomic form factor,
which has been determined for most elements as a function of wavelength [54, 55]. Using
Eqn. 3.44 and 3.46 we can now relate the critical angle for total reflection to the density
of the material via the complex refractive index equation. If the critical angle for total
external reflection is assumed to be very small then the cos(θc) is approximated to
cos(θc) ≈ 1− 1
2
θ2c (3.48)
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Combining Eqns. 3.45 and 3.47 leads to an expression which relates the density of ele-
mental material with the critical angle for external reflection through the expression in
the form
θc = λ
√
NAro
pi
ρ
A
(fo + f
′). (3.49)
For x-rays the critical angle is about 0.5◦ in magnitude, and it provides a precise way to
determine the density of a material. Now that the density of the material is known the
next step would be to determine the film thickness. The determination of film thickness
using x-ray is achieved by considering the reflectivity of X-ray on a surface. For the case of
a smooth surface the reflectivity Rf is deduced from the Fresnel expression which relates
the angle of incidence and refraction according to the expression [56]
R = r2 = |θi − θr
θi + θr
|2. (3.50)
The above equation is valid for incident angles close to the value of the critical angle for
total external reflection. Beyond the critical angle an asymptotic function is obtained
which is given in the form
R = r2 ≈ {2θ
θc
}−4 = {2K
Kc
}−4 (3.51)
where K is the scattering vector. It can be deduced from the above equation that the
reflectivity of the smooth surface is strongly dependent on the scattering vector for values
greater than the critical scattering vector Kc. The above expression assumes an ideal
surface, however in nature this is not feasible, and therefore an expression which describes
the non ideal cases is needed. The gradient in the electron density normal to the surface
leads to the non ideal case for rough surfaces. Surface roughness across the film leads to
a decrease in reflectivity and also at wide angular range to diffuse scattering. To describe
the surface roughness several formalisms have been postulated. The most profoundly used
formalism is based on the Debye Waller correction factor [57]. This formalism takes into
account the mean deviation from the surface normal to calculate the surface roughness
according to the expression
D = exp (−16pi2 sin θ2< z
2 >
λ2
), (3.52)
where < z2 > is the mean squared deviation of the real surface from the smooth surface.
Now to account for the decrease in reflectivity for non ideal surfaces the expression for
surface roughness is multiplied to the reflectivity of the ideal surface. The above expres-
sions are only valid for a single interface between air and a surface. However by increasing
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the number of interfaces such as is the case for a film on the substrate of Fig. 3.5, con-
structive and destructive interferences should be taken into account in the reflectivity
expression. The corresponding XRR spectra for a single film deposited on the substrate
will now consist of periodic oscillations which decay with increasing angles as shown in
Fig. 3.6. If more layers are now deposited the reflectivity becomes more complex due to
the interference at the different interfaces. A typical spectrum for a two layer system is
shown in Fig. 3.7. In this figure, the beats are formed by interferences at the two surface
and this gives rise to the oscillations with different periodicities.
Fig 3.7 illustrates the interference patterns for a two layer stack system consisting of a
phase change layer and a capping layer. The positions of the maxima and minimum in
the interference patterns are deduced by
θ2m = 2δ + (m+ k)
2 λ
2
4d2
(3.53)
where m is a whole number denoting the order of oscillations, k is either zero or 1/2 for
minimum or maximum given that the density of substrate is less than that of the film
and vice versa. The oscillations are distinct when the density contrast between the film
and the substrate is high. This means that the amplitude of the oscillations depends on
the density difference between the film and substrate. d is the film thickness which is
Figure 3.6: Schematic representation of a XRR spectra for a single thin film deposited
on a Si Substrate. The red circles represent the simulated spectra whereas the
solid line denotes the experimental spectra.
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Figure 3.7: XRR spectrum of a two layer stack showing the interference patterns of each
layer. The density and thickness of the main layer are determined from the
critical angle and the extrema positions of the interference patterns, respec-
tively. The thickness of the capping layer is seen as the envelope for the
extrema of the main layer.
determined from the period of oscillations.
3.3 Kinetics of crystallization
Crystallization involves the phase transformation from a disordered state to an ordered
one at a specific temperature. So the kinetics of crystallization entail mechanisms by
which the crystallization speed at certain temperature values can be increased to obtain
high growth rates which are a requisite for suitable rewritable phase change recording. In
addition the resistance against crystallization should also be high at room temperature
and slightly above to ensure that no spontaneous crystallization occurs. This point is also
related to the stability of a structure with respect to its other phases. This stability is
determined by the Gibbs Free energy which is written as [51]
G = U + pV − TS (3.54)
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where U is the internal energy, p is pressure, V the volume, T the temperature and S
the entropy. The equilibrium state of a given phase is that for which the Gibbs free en-
ergy is a minimum. Moreover the free energy is a function of external variables such as
temperature T , which means it does not undergo any discontinuous change. Therefore at
Figure 3.8: The free energy diagram for two phases, α and β of the same compound as
a function of the configurational coordinates. The transformation from the α
to the β phase will be determined by the difference in the Gibb’s free energy.
However how fast this transformation takes place is determined by the kinetics
via the activation energy for this transition.
the temperature and pressure at which a structure undergoes a phase transition, the free
energies of both phases will be equal. The transformation from an α to the β phase is
determined by the difference in their Gibbs free energy. This is the driving force which
determines the phase transition. Suppose we now consider a phase transition at a fixed
pressure. For the stable phase, α at lower temperature the internal energy will be lower
while the second phase β will have a higher entropy at high temperature. Thus a some
temperature Tc the free energies of the two phases will be identical. This critical tempera-
ture is usually the melting point of the material. Amorphous phases are characterized by
a series of local minima to which the system relaxes upon thermal activation. To undergo
a phase transformation to the thermodynamically stable phase requires that an activa-
tion energy Ea is overcome. This is schematically illustrated in Fig. 3.8 which shows the
free energy as a function of configurational coordinates. The magnitude of the activation
energy determines the kinetics of transformation and it constitutes the nucleation and
growth terms which will be discussed in the next section.
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3.3.1 Nucleation
Nucleation can occur in two possible forms, namely homogeneous and heterogeneous nu-
cleation. The distinction between these two mechanisms comes from the fact that in
homogeneous nucleation the probability to form subcritical nuclei at any point is the
same within the volume of the parent phase. Heterogeneous nucleation on the other hand
is due the presence of foreign particles which decrease the surface energy needed to form
new particles. Consequently new particles of smaller size than those required in homo-
geneous nucleation are stable and the rate of heterogeneous nucleation is made much
faster. Nucleation starts with the formation of small atom clusters. At a certain fixed
temperature, the clusters with sizes greater than the critical size, r∗ become stable nuclei.
Otherwise they shrink and eventually vanish. The critical size of the nuclei is influenced
by the competition between surface tension and free energy density difference between the
amorphous and crystalline phases. This yields an energy barrier that should be overcome
to obtain a critical nucleus. The change in Gibbs free energy change due to the formation
of nuclei of radius r, is given by the contributions of the surface, the volume and elastic
energy terms in the form
∆G = 4pir2γ +
4
3
pir3∆Gv +∆Ge (3.55)
where ∆Gv is the Gibbs free energy per unit volume, and γ is the surface energy per
unit area at the interface of the new and parent phases, ∆Ge denotes the elastic term.
The dependence of the free energy on the nuclei size is shown schematically in Fig. 3.9.
Also included in this figure are volume and the surface components. The volume term
predominates the surface term at higher radii, and this leads to negative free energy and
hence stable nuclei. Eqn. 3.55 assumes a spherical nucleus with isotropic surface tension.
The volume term is negative and it decreases as r3 while the second term is positive and
increases as r2. Thus ∆G passes through a maximum, which we denote by ∆G∗. The
critical radius to obtain a stable nucleus is now given as
r∗ = − 2γ
∆Gv
(3.56)
The critical Gibbs free energy is obtained by substituting for r∗ in Eqn. 3.55 to get
∆G∗ =
16piγ3
3(∆Gv)2
(3.57)
A consideration of the temperature dependence of Gibbs free energy generates a good
approximation to the change in Gibbs free energy during a phase transformation under
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Figure 3.9: The free energy of formation of nuclei as a function of size. ∆G increases
when r<r∗, hence the embryos are unstable and quickly break away since ∆G
is positive, the system will approach equilibrium when ∆G decreases, and this
happens when r>r∗ since ∂∆G
∂r
is now negative.
the assumption that ∆H and ∆S are T independent [58]. The appropriate expression is
now given in the form
∆Gv =
{
∆Hcl
∆T
Tm
T > Tg
∆Hac·
(
1− T
Tg
(
1− ∆Hac
∆Hcl
· Tm−Tg
Tm
))
T ≤ Tg
}
(3.58)
where ∆Hcl denotes the enthalpy change per unit volume for the crystalline to liquid
transition, while ∆Hac is the exothermal energy for the amorphous to crystalline transi-
tion. Tm and ∆T = T - Tm are the melting temperature and the degree of undercooling,
respectively. Combining Eqn. 3.57 and 3.58 yields an expression for the activation energy
for nucleation of the form
∆G∗ =
16piγ3T 3m
3(∆Hcl)2(∆T )2
(3.59)
Eqn. 3.59 shows that the activation energy increases with increasing interfacial energy
and decreasing undercooling. If the Maxwell-Boltzmann statistics is now applied to the
number of critical nuclei, which grow by the migration of atoms via the interface together
with a factor which depends on the number of neighboring atoms an expression for the
nucleation rate is obtained as
N˙ = ω · C · exp
(
−∆G
∗ +∆Gm
kT
)
(3.60)
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where ω is a factor that includes the vibration frequency of the atoms and the area of the
critical nucleus, C is the number of the atoms per unit volume, ∆Gm is the activation en-
ergy for atomic migration, and ∆G∗is the activation energy for critical nucleus formation.
The second term with ∆Gm is proportional to the viscosity. For an undercooled liquid,
the viscosity η is given by the Fulcher- Vogel equation [59, 60] of the form
η(T ) = η0
A
T − T0 (3.61)
where η0 and A are constants. T0 is close to the Kauzmann temperature Tk which is
the temperature at which the entropy change between the solid and liquid phase is zero
[64]. At the melting temperature the nucleation rate N will be zero due to the infinite
activation barrier (Eqn. 3.59). After reaching the critical nucleus size the nuclei grow
and this reduces the Gibbs free energy. Detailed discussions on the growth kinetics are
presented in the proceeding section.
3.3.2 Crystal growth
Growth commences at the interface of two phases immediately after the nucleus has
reached its critical size. The mobility of the atoms across the boundary (interface) is
constrained by the potential barrier at the interface and hence thermal energy is required
to activate the process [61]. Fig. 3.10 illustrates the growth process at the interface of two
phases. An atom of phase 1 would therefore be required to overcome the barrier Ug,12 to
cross into the phase 2. The rate of flow of atoms vij from the phase i to j is given as
vij = niνipiBje
Ug,ij
kT , (3.62)
where ni is the surface density of phase i atoms at the interface, νi is the attempt frequency
to change from phase i to j, pi is the probability that an atom at the interface joins phase j,
and Bj is probability of the atom staying in phase j. The net flux of atoms, ν is determined
by the difference between v12 and v21. If the coefficients of Eqn. 3.62 are similar in the
two phases, and we neglect the subscripts, then Eqn. 3.62 becomes
v = nνpB exp
(
−Ug,21
kT
)
·
(
1− exp ( −−∆Gatom
kT
))
(3.63)
Multiplying Eqn.3.63 by the atomic volume, Vatom and a factor ξ which accounts for the
non-uniformity of the atomic penetration at the interface [62] yields an expression for the
growth rate as
v = ξnνpBVatom exp
(
−Ug,21
kT
)
·
(
1− exp ( −−∆Gatom
kT
))
(3.64)
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Figure 3.10: Schematic representation of the phase transition from a phase 1 to the phase
2 across an energy barrier Ug,12. The driving force ∆Gatom required for this
transformation is obtained from the difference in the free energy of the two
phases.
The term ν exp
(
−Ug,21
kT
)
in Eqn. 3.64 shows that the growth rate is inversely proportional
to the viscosity, η. Expression 3.64 yields a different form for various temperature regimes.
At low temperatures, the ∆Gatom is large in comparison to kT , this would then mean that
the second exponential term in Eqn. 3.64 reduces to 1. The estimated growth rate takes
the form
v = ξnνpBVatom exp
(
−Ug,21
kT
)
, for T << Tm (3.65)
A schematic diagram of the temperature dependence on nucleation and crystal growth
rates is shown in Fig. 3.11. The strong dependence of nucleation and crystal growth rates
on temperature is illustrated in this figure. The nucleation rate increases with tempera-
ture and then reduces to zero at the melting temperature Tm because of the decrease in
the driving force to zero. The growth rate increases in a similar manner but at a higher
temperature. The occurrence of the maxima of each process at different temperature
regimes provides a way of distinguishing between fast-nucleation and fast growth mate-
rials. This was illustrated by Borg et al . [63] and it has been used to distinguish phase
change alloys on the basis of their nucleation and growth behavior. Fig. 3.12 illustrates
the distinction between nucleation and growth dominated phase change alloys. The crys-
tallization rate reaches a maximum at some temperature for each mechanism. This shows
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Figure 3.11: Schematic representation of the temperature dependence of nucleation and
growth rates. ∆T is the degree of undercooling which is defined as the differ-
ence between the instantaneous temperature T and the melting temperature
Tm
that the peak temperature for nucleation and grain growth is much lower than that in
direct grain growth. The implication is that the annealing temperature will always affect
the crystallization behavior of the active layer during the erasure process. To explain
this point one sees from both figures that annealing at low temperature increases both
nucleation and grain growth whereas high temperature annealing leads to direct grain
growth. An independent theory to describe the kinetic of crystallization by combining
the nucleation and growth rates has been developed by Johnson, Mehl and Avrami. We
consider the implications of this theory in the next section.
3.3.3 Johnson-Mehl-Avrami (JMA model)
The Johnson-Mehl-Avrami model considers the nucleation and growth rates to be time
dependent. For isothermal annealing, the fraction of transformed material increases with
time and then saturates once the minimum in free energy is attained. The fraction of
material transformed has been determined to [64, 65]
α(t) = 1− exp[−k(t− to)n] (3.66)
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Figure 3.12: The temperature dependence of nucleation and growth rate for a fast nucle-
ation and a growth dominated material. The magnitude of the nucleation
and growth rates determines the recrystallization route for the material at
the defined temperature. If the nucleation rate dominates, nuclei will be
formed all throughout the material. Growth proceeds upon attainment of
the critical size. This class of alloys is referred as the fast nucleation materi-
als. On the other hand, for high growth rate and moderate nucleation rate
the amorphous bit recrystallizes from the rim radially to the centre [44].
where α(t) is the amount of material transformed at time t, k is a rate constant which is
also defined in terms of the nucleation, Ig and growth rates, Ic as k =
(
4
3
pi · I3g · Ic)1/n, to is
the incubation time, and n is an exponent characteristic of the experimental conditions. In
some case n is also referred to as the Avrami exponent which depends on the nucleation
and growth mechanisms. Eqn. 3.66 incorporates implicitly the nucleation and growth
rate terms. Since k demonstrates Arrhenius behavior (see Eqn. 3.67) for which the energy
terms represents the activation energy for crystallization,
k = k0exp− ∆E
kT
(3.67)
Eqn. 3.66 can be written in the form
ln(− ln(1− α(t))) = ln k + n · ln (t− to) (3.68)
which upon rearranging becomes
ln(− ln(1− α(t))) = −∆E
kT
+ ln ko + n · ln (t− to) (3.69)
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This is quite a significant result because the activation energy can be determined from the
experiment using Kissinger analysis [66]. Once the value of the activation energy is known
then the activation barriers due to nucleation and growth can be separately derived from
the expression
∆E =
3
n
· (∆G∗ +∆Gm)︸ ︷︷ ︸+1n ·∆G21︸ ︷︷ ︸ (3.70)
after using Eqns. 3.60, 3.65, 3.67 and the expression for k in terms of nucleation and
growth rates. ∆En represents the activation energy for nucleation and ∆Eg is the activa-
tion energy for growth, respectively. Equation 3.70 arises by using the expressions for the
nucleation Eqn. 3.60 and growth rates Eqn. 3.65 in the expression for the rate constant k.
Since k is displays the Arrhenius behavior, then an activation energy ∆E is required for
nucleation and subsequent growth. ∆E is thus derived in terms of the activation barriers
for nucleation and growth. The consequence of Eqn. 3.70 is the decoupling of nucleation
and growth in the crystallization process. Eqn. 3.70 facilitates the determination of the
activation energy for nucleation since the activation energy for growth can be measured
from temperature dependent viscosity measurements.
3.4 Lattice energy formalisms to predict crystal structure
Many models have been proposed to describe the interactions between the atoms in the
solid and liquid phases. The total energy of the crystal is determined by the kinetic energy
of the atoms as well as their interacting potential. In some instances the total energy can
be determined by assuming that the atoms are at rest within the crystal. This energy
is also referred to as the lattice energy. The lattice energy value could also estimate the
minimum free energy of the crystal. Such an approach makes it possible to calculate
equilibrium structure through lattice energy minimization. To this end, several codes
have been implemented to perform structural relaxations. One of such approach is based
on the density functional theory which uses the total energy of the crystal to derive its
physical and optical properties.
3.4.1 Structural relaxations and DFT calculations
Nearly all physical properties are related to the total energy of the system. The equilibrium
lattice constant for example is the lattice constant that minimizes the total energy [67].
Thus by calculating the total energies of a given crystal system the physical properties
that depend on the total energy can be determined computationally. To predict the
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equilibrium lattice constant of a crystal, a series of total energy calculations are performed
to determine the total energy as a function of the lattice constant. To this end, quantum
mechanics has been instrumental in predicting the total energy of a system of electrons
and nuclei. Density functional theory is based on quantum mechanical approaches and it
describes the effects of the exchange and correlation in an electron gas. By this approach,
the total energy functional is defined as a unique functional of the electron density. The
minimum value of the total energy functional is the ground state energy of the system
and the density yielding the ground state energy is the exact single particle ground state
density. The total energy functional for a set of doubly occupied electronic states ψi is
given by [68]
E(ψi) = 2
∑
i
∫
ψi
( − ~2
2m
) ∇2ψid3~r + ∫ Vion(~r)d3~r+
e2
2
∫
n(~r)n(~r′)
|~r − ~r′|
d3(~r)d3(~r′) + EXC [n(~r)] + Eion(~R)
where Eion is the Coulomb energy of the nucleus at ~R, Vion is the static total electron-ion
potential, n(~r) is the electronic density which is given by
n(~r) = 2
∑
i
| ψi(~r) |2 (3.71)
and EXC is the exchange correlation term. The set of wavefunctions that minimizes the
energy functional are determined by self consistent solutions of Kohn and Sham equations
[68] given as [ − ~2
2m
∇2 + Vion(~r) + VH(~r) + VXC(~r)
]
ψi(~r) = εiψi(~r) (3.72)
where ψi(~r) is the wavefunction of the electronic state i, εi is the Kohn-Sham eigenvalue
and VH is the Hartree potential of the electrons given in [68]. The exchange correlation
potential, VXC is given formally by the functional derivative
VXC =
δEXC [n(~r)]
δn(~r)
. (3.73)
The exchange-correlation energy function is not precisely known and therefore the total
energy functional has to be determined by approximate methods. The Local Density
Approximation (LDA) [68, 69] is one of the simplest methods extensively used to approx-
imate the exchange correlation energy as a function of electron density. Using the LDA
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approach the exchange correlation energy per electron at a point ~r in the electron gas,
εXC(~r), is equal to the exchange correlation energy per electron in a homogeneous electron
gas with the same density as the electron at point ~r. The sequence of steps required to
carry out a total energy pseudopotential calculation with conventional matrix diagonal-
ization techniques is presented in [67]. The pseudopotential theory [70, 71] represents an
alternative approach to the simplification of the many body problem. This model replaces
the strong electron ion potential with a much weaker potential. This is the pseudopoten-
tial and it describes the features of the valence electrons in a solid. The original solid is
replaced by pseudo valence electrons and pseudo ion cores. The pseudoelectrons experi-
ence exactly the same potential outside the core region as the original electron but have
a much weaker potential in the core region. A weaker potential simplifies the solution of
the Schro¨dinger equation by enabling the expansion of the wave functions in a relatively
small set of plane waves. In this section the determination of the total energy for an ideal
crystal structure to predict the ground state structure has been discussed. However in
some instances a distortion in the lattice of covalent structures occurs due to electronic
instabilities. For these compounds the structure is predicted by the electron/atom filling
ratio. A discussion on this Peierls effect appears in the next section.
3.5 Peierls effect to explain solid structure
The Peierls transition occurs when the total electron energy in a lattice of atoms favours
a reduction of symmetry. The Peierls effect describes the structure of certain alloys which
favour a covalent type of bonding. Most alloys in use in optical data storage are covalent
bonded, so the Peierls theory is useful in extending the search for new compounds by
predicting structures of these alloys. In addition some covalent structures have been
derived from the simple cubic lattice using Peierls distortion. The m fold distortion is
formed by the alternation of short and long bonds whose periodicity is determined by the
p band filling ratio. To discuss the Peierls effect in this section we consider for simplicity,
a one dimensional atomic chain with an interatomic spacing, a. The total energy of the
lattice decreases if every second atom of the lattice is shifted by a small distance δ. This
reduces the symmetry of that chain with spacing 2a, and this results in a discontinuity
of the energy curve as shown in Fig. 3.13. For this system of atoms the band structure is
described as [72]
E(k) = 2β cos ka. (3.74)
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where β is the hopping integral, and it describes the transition of an electron from one
lattice site to the next. A distortion of the second atom in this one dimensional chain of
atom doubles the unit cell and consequently reduces the Brillouin zone. This is illustrated
by the schematic diagram of Fig. 3.13. The hopping integral is now given as a relation of
two different hopping integrals β1 and β2 which transform the band structure expression
to [72]
E(k) = ±
√
(β1 − β2)2 + 4β1β2cos2ka (3.75)
The two hopping integrals are formed as a result of doubling the the periodicity of the
lattice which leads to the formation of long and short bonds. If the atoms in lattice cell
are slightly displaced from their equilibrium position then a band gap opens at k=±/2a.
The magnitude of this band gap is given from Eqn. 3.75 by
∆E =| β1 − β2 | (3.76)
The distortion of the lattice leads to a metal to semiconductor transition [73]. However
for the distortion to occur the total electronic energy of the distorted state should be lower
than that of the undistorted structure. The decrease in electronic energy is thus derived
from Eqn. 3.75 as | β1− β2 |/2. If the energy gain by the lattice is higher than the elastic
energy then the lattice will be distorted and this reduces the total electronic energy. Now
to generalize this concept we consider a unit cell which is increased further by a factor m,
then the band structure is further split into m sub-bands and this has also been referred
to a m- merisation [74]. The Peierls effect has been mainly observed for the elements in
Figure 3.13: The opening up of a band gap at k = ± pi
2a
due to the distortion of atoms in
a one dimensional atomic chain.
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the fifth, sixth and seventh group where the p-electrons play a dominant role in bonding.
The strong nuclear interaction with the electrons increases the distance between the s
and p levels, which renders it difficult to form s-p hybrids. Hence the s electron cannot
participate in bonding. A simple cubic structure is formed because the ppσ interaction
favors orthogonal structures. For a periodic distortion of m atoms m gaps are open, and
should they open at the Fermi level then the system gains electronic energy due to the
shift in the electronic states at or just below the Fermi level. For a one dimensional atomic
chain the total electronic energy is a non linear function of the band filling ratio %. The
stable distorted structure is the structure with the average coordination number c as
c = 2− 2% (3.77)
The distorted structure with the largest band gap is the most stable structure if the gap
appears exactly at the Fermi level with a deformation of minimal wave vector n2pi/m a
where n is a natural number. The consequence of the Peierl’s theory is the ease with which
it predicts merisation of the most stable structure of V-VI and IV-V-VI compounds, it
is based on the observation that an integer n can be used to express the p band filling
% as n/m and that the most stable structure is the m-merised structure. A compilation
of the merisation of the known crystal structures is given elsewhere [44, 74]. In addition
for Peierl’s distorted structures the thermal energy is lower than the energy gained in
the distortion. This is because thermal energy competes with Peierls distortion, such
that high thermal energy prevent the Peierls distortion from taking place. The Peierls
concept has predicted the structure of covalent alloys that are suitable for phase change
recording. The reversible amorphous to crystal transition observed in phase change alloys
is also associated with stress build up during crystallization. A discussion on the theory
of mechanical stress induced in the film is presented in the next section.
3.6 Mechanical stress induced in thin films
Interest on the mechanical properties of thin films has grown considerably over the past
decades. The increased interest has been motivated by the need to understand device fail-
ure in the microelectronic industry. Mechanical stresses are caused by several processes.
Nearly all films are produced in a state of internal stress. The stress may be compressive,
for this case the films wants to expand parallel to the substrate. On the other hand the
film may be in tensile stress and thus prefers to contract. In extreme conditions the forces
exerted on the film may exceed the elastic limit of the film. Beyond this point the film
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develops cracks or other effects. The confinement of the film by the substrate and the
usually different thermal expansion coefficients also induce additional stresses during the
contraction and / or expansion of the film. This is thermal stress and its type and magni-
tude depends on the thermal expansion coefficients of the film and substrate. Structural
transformations during annealing also lead to stress build up in the films. To expound the
phenomenon of the mechanical stress the work of Timoschenko and Woineosky-Krieger
[75] will be described in this section. The expansion and contraction of a constrained film
induces mechanical stress to the substrate. The mechanical stress induces a force F at
the film-substrate interface given by
F = σ · A. (3.78)
The resultant force on the film-substrate interface induces bending moments in the plane
along the x and y axis of the substrate. This leads to substrate bending and conse-
quently changes its curvature along the x and y directions, The magnitude of the x and
y components of these bending moments are given respectively by the expression [76]
Mx =
1
2
τxwdfds (3.79)
and
My =
1
2
τyldfds (3.80)
where τ is the shear stress due to the force on the substrate, w and l are the width and
length of the sample, while df and ds are the film and substrate thicknesses, respectively.
The nature of the substrates determines the relation between the bending moments and
the radius of curvature of the substrate. For isotropic substrates, the expressions of the
x and y components of the bending moments will be of the form [77]
Mx =
Esd
3
sw
12(1− ν2s )
( 1
Rx
+ νs
1
Ry
)
(3.81)
and
My =
Esd
3
sl
12(1− ν2s )
( 1
Ry
+ νs
1
Rx
)
(3.82)
Using Eqns. 3.79- 3.82 leads to an expression of the induced stress along the x and y -
axis as
σx =
Esd
2
s
6(1− ν2s )df
( 1
Rx
+ νs
1
Ry
)
(3.83)
and
σy =
Esd
2
s
6(1− ν2s )df
( 1
Ry
+ νs
1
Rx
)
, (3.84)
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respectively. Eqns. 3.83 and 3.84 relate the x- and y-components of stress with the radii
of curvature along the x- and y-axis. For an isotropic thin film, the radius of curvature is
the same in all directions, i.e Rx = Ry = R and hence the expression of stress is given by
σ = σx = σy =
Esd
2
s
6(1− ν2s )df
1
R
, (3.85)
where Eqn. 3.85 is the Stoney equation [78] and it relates the induced stress σ with the
radius of curvature of the film, and the Poisson’s ratio νs.
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4.1 Thermal Evaporation
4.1.1 Knudsen effusion
Thermal evaporation was performed using a locally assembled and computer controlled
MBE system. The system consists of seven Knudsen sources each inclined at 45◦ with
respect to the sample normal and with a base pressure of 2× 10−9mbar before evaporation.
For each Knudsen cell, a single element source was heated by joule heating methods to
attain the appropriate evaporation rates required for the multi-component alloy. Al2O3
crucibles were used for evaporating high vapour pressure elements such as Te, Sb, In, Sn,
and Ag, however for the evaporation of Au a graphite crucible was applied. The Al2O3
crucibles constitute of the core part and the shell part. Ta and Mo were used as the
heating filaments and were wound up inside the trenches in the crucibles, a thermocouple
was mounted on the notch in the crucible to monitor the evaporation temperature. It
was important that the temperature was maintained constant before, during and after
the evaporation. The regulation of temperature was achieved by means of a feedback
to the temperature controller for which the process value and the set point values of
temperature were compared and the power supply regulated to increase or decrease the
output power. In case of a temperature overshoot, the power supply was automatically
reset in order to decrease the temperature to the set point value. In addition by using
Molybdenum foil to isolate the crucible, the temperature is maintained constant. Before
the commencement of evaporation the water supply to the Knudsen cells was turned
on to act as a heat sink. During the start of the evaporation all the evaporators to be
used are warmed up to 200◦C and held there for thirty minutes. The sequence of the
evaporation procedure was mainly determined by the vapor pressure of the element to be
evaporated to prevent material loss before evaporation. Elements with low vapor pressure
which require more time to reach the evaporation rates and temperature were first to
be evaporated and then accompanied successively by those with higher vapor pressures.
The density and the Z - value of each element were manually input into the quartz
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controller box to determine the appropriate evaporation rates. After each evaporation
rate is attained the temperature is held constant during the evaporation time and the
stability of the temperature values depends to a greater extent on the selected values of
the PID parameters. The shutter is then closed. This sequence is done for the remaining
evaporators. So once the rates have been exactly determined then all the shutters are
opened to obtain the superposition of the elemental vapors. It is necessary that the
equilibrium conditions be attained before proceeding with evaporation, in this context
a waiting time of about 20 seconds before opening shutters was considered appropriate.
In total six samples can be prepared, depending on the objectives of the experiment the
system enables also the determination of multi-stoichiometry samples in the static mode.
A pictorial view of the preparation system is given in Fig. 4.1. It consists of a SNMS
system to determine the composition of the stoichiometry libraries. The details of the
system are discussed in the next section. AuSbTe2 samples were prepared by separately
heating the Au, Sb and Te crucibles to reach the desired evaporation rates of 1.0, 2.5,
and 5.4 A˚/s, respectively. For Au a graphite crucible was designed and implemented into
1
3
2
Figure 4.1: The photo of the combinatorial material synthesis system. 1. shows the sam-
ple loading chamber which is completely isolated from the MBE chamber 2
by the lock gate valve. In total there are 7 evaporation sources already imple-
mented in the chamber. 3 constitutes the SNMS part to verify the chemical
composition of the stoichiometric libraries.
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the Knudsen cell, by encircling it with Al2O3 ceramic capillaries fitted with Mo wire as
filament.
To prevent Al2O3 condensation on the substrate a Ta cap was inserted in the graphite
tube to shield Al2O3 vapor from getting to the substrate. The lateral thickness profiles
used to calculate the evaporation rates are also shown in Fig. 4.2 for Au, Sb and Te,
respectively.
For the AgSnTe2 alloy, a Sn evaporation source was assembled and mounted into the cham-
ber. A type R thermocouple (13%PtRh-Pt) was attached to the groove on the alumina
crucible to monitor and control the evaporation temperature. This ensured the control
of the evaporation rates at a constant level corresponding to the respective evaporation
rates. The evaporation rates required for the preparation of each alloy were initially com-
puted using a program developed by Wo¨ltgens [44]. The program uses basic emission laws
to determine the lateral thickness required for the stoichiometry to be evaporated. The
evaporation rates used to prepare the AgSnTe2 alloy were 0.9, 1.6 and 3.9 A˚/s for Ag, Sn,
and Te, respectively. AuInTe2 alloys were prepared in a similar manner to the AuSbTe2
but at an evaporation rates of 0.8, 2.2 and 5.7 A˚/s for Au, In and Te, components, re-
spectively. The evaporation rates used to prepare AuSnTe2 were 1.0, 1.8 and 4.3A˚/s for
Au, Sn and Te. Whereas for In3SbTe2 the rates 2.5, 1.0 and 2.2 A˚/s were used for In, Sb
and Te constituents, respectively. All the samples were prepared in the dynamic mode for
the above five alloys.
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Figure 4.2: Thickness gradients determined for the individual elements constituting the
AuSbTe2 alloy.
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4.2 Composition determination
The evaporation of materials in a vacuum system requires a vapour source to support the
evaporant materials and to supply the heat of vaporization while maintaining the charge at
a temperature sufficiently high to produce the desired vapour pressure. To avoid contam-
ination of the deposit, the crucible must have negligible vapour and dissociation pressures
at the operating temperature. Suitable materials are refractory metals, graphite and ox-
ides. In our experiments evaporants with high vapour pressure were prepared using Al2O3
crucible, while a graphite crucible was used for the low vapour pressure materials like Au.
The reason for this criterion was based on the thermodynamic stability of the crucible.
Compared to the Al2O3 crucible, graphite shows a higher thermodynamically stability at
temperatures exceeding 2000◦C. In this respect volatile oxides of Al will be formed after
heating the Al2O3 crucible at 1900
◦C, however this does not hold for the graphite crucible
because of its low vapour pressure of 10−6mbar. To obtain an deposition rate of 1 A˚/s for
Au, an evaporation temperature of 2200◦ was required. At this temperature, the Al2O3
crucible is no longer thermodynamically stable. Subsequently the formation of volatile
oxides of aluminium emerges and this leads to the contamination of the Au thin film with
the Al from the crucible. The structure and the composition of the deposited Au film was
investigated to check for film quality. Fig. 4.3 shows the XRD spectrum of a crystalline
Au film evaporated with the graphite crucible. Fig. 4.4 illustrates an SNMS spectrum
for an evaporated Au-thin film for a source that was fitted with and also for the case of
one without a Ta cap. From our investigations with SNMS (see Fig. 4.4) there were no
impurity in the thin film after using a Ta cap on the orifice of the evaporator. Thin films
of Au were also prepared on carbon substrates for Rutherford backscattering measure-
ments. The results of the RBS spectrum are shown in Fig. 4.5. It is evident from the RBS
spectrum that only the Au peak is present and this indicates that the Al presence in the
Au thin film is significantly reduced. Carbon has been used as a substrate to enable the
detection of low Z elements. A word of caution is that perhaps the Al present falls below
the detection limit of the RBS system. For this reason, SNMS was used to determine to
a high precision the film composition.
4.3 Secondary Neutral Mass Spectrometry
Secondary ion mass spectrometry (SIMS) and secondary neutral mass spectrometry
(SNMS) are widely applied for surface and interface analysis of bulk materials and layered
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Figure 4.3: X-ray diffraction spectrum of a thin evaporated Au film on silicon. The Bragg
reflexes yield a structure corresponding to face centered cubic (fcc) with lattice
parameter of a = 4.070 ± 0.001 A˚.
structures. These analytical methods are surface sensitive because the sputtered parti-
cles are emitted from the topmost layers of the material [79, 80]. The verification and
determination of the chemical composition of the prepared thin film alloys was performed
using a Secondary Neutral Mass Spectrometer VGSIMSLAB 300 designed by Vacuum
Generators and mounted in an UHV chamber developed by Detemple [45](see Fig. 4.6).
The SNMS system constitutes of three main components:
• the EX05 ion gun consisting of an ion source cover and a gun body which produces
noble gas ions to probe/sputter the sample by bombardment. Ionization of the
noble gas ions takes place in the ion source cover through electron collision. The
ions are then extracted by a biased voltage into the optical column. In the optical
column the Argon ions are focused into the sample by a potential which is applied
to the four scanning plates. For our experiments Ar ions have been used due to
their high ionization efficiency and reduced ion mixing at the surface. These ions
were accelerated and focussed to bombard the samples with a kinetic energy of
3.5 keV. The ions hit the sample surface at an angle of 60◦. The interaction of the
incident Ar+ ions with the sample surface takes the form of cascade collisions within
a 10 nm surface depth. These cascade collisions lead to the emission of neutrals,
secondary ions and electrons from the samples surface. The energy distribution of
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Figure 4.4: Schematic representation of an SNMS results for an evaporated Au thin film
on Silicon. The effect of using a Ta cap on the contamination of the Au film
with Al has been considered. Figures [a] and [b] are the SNMS spectra for the
samples prepared without and with a Ta cap, respectively. From these figures
it is seen that the Al signal due to the Al2O3 crucible is reduced upon the
implementation of the Ta into the Knudsen cell.
the sputtered particles is given by the expression
dN
dE
=
E
(E + U)3−2a
(4.1)
where E is the kinetic energy, U the bond strength of the atom, and a is an element
specific correction factor.
• A SIMS 300 Transfer Optics Mass Analyzer with ion input lens and energy filter
optics and RGA/SNMS source with a mass range of 300 amu. The sputtering of
material from the surface produces a shower of neutral atoms, secondary ions and
electrons which are collected at the nose cone of the Mass Analyzer. By biasing the
nose cone positive, the secondary ions can be removed from the trajectory to the
post-ionization chamber and hence only neutrals enter the SIMS 300 Transfer Optics
Mass Analyzer. The elimination of secondary ions removes the matrix effects which
are normally attributed to the electrostatic interactions with the sample matrix. To
determine the chemical composition the neutrals are used due to reduced role of the
matrix effects. This mode of quantitative analysis is referred to as the Secondary
Neutral Mass Spectrometry [SNMS] and it is characterized by a linear correlation
between the number of post ionized neutrals and the atomic distribution on the
sample surface. To render the neutrals accessible for mass analysis, the neutrals are
post ionized by electron collision. In this SNMS system an electron energy of 40
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Figure 4.5: Schematic representation of an RBS spectrum for an evaporated thin Au film
on carbon. A Ta cap was used in the evaporation source during film prepara-
tion, the absence of a peak corresponding to Al shows that the sample is not
contaminated with Al impurities.
eV was used to post-ionize the neutrals. For stoichiometry investigation a reference
standard is required to determine the specific sputter yield of the detected species.
The total number of the sputtered particles for an isotope of element A is therefore
quantified by the expression
I(A◦) = Ip Ytot cA αoA η
o
A (1− α+A − α−A) (4.2)
where Ip is the primary ion current, Ytot the total sputter yield, cA the concentra-
tion of the isotope, αoA is the post ionization probability, η
o
A is the geometry and
transmission factor, α+A and α
−
A the probabilities that an atom of A is sputtered
as a positively or negatively charged ion. Eqn. 4.2 is only valid under conditions
of sputter equilibrium. In addition the emission of molecules is neglected in this
equation.
• an external RF generator which supplies AC and DC voltages for mass analysis to
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the quadrupole rod set.
A schematic diagram of the experimental setup used to determine the stoichiometry for
the prepared alloys is illustrated in Fig. 4.6.
4.3.1 Preparation of reference standards for quantification
SNMS is a method which uses relative element sensitivity factors to convert intensities
IA into concentrations cA of any element A. A reference standard is therefore required to
determine the stoichiometry using the SNMS system. Furthermore, the reference should
be chemically similar to the sample in regard to its elemental constituents. For our analysis
system, the melt cooling technique provided an easy and fast way of preparing reference
standards. In this case a reference standard consisting of Au, In, Sb, and Te was prepared
by first weighing the mass equivalent to one mole of each element. The elements were
Figure 4.6: Schematic representation of an SNMS system consisting of the primary ion
source gun and mass analyzer units. Ar atoms are ionized, focussed in the ion
gun and accelerated to the sample at 3.5 keV, upon impact with the sample
surface neutrals, secondary ions and electrons are emitted and by biasing the
nose cone only neutrals can enter the post ionization chamber. The mass
analysis chamber comprises a 4 rod quadrupole to focus the ions to the mouth
of the channeltron.
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later mixed, evacuated in an ampoule and later sealed under vacuum. The mixture was
later heated in the oven successively starting just above the melting temperature of Te
(400◦C). Due to the solid state reactions, the mixture liquified at 800◦C. To homogenize
the reference standard, the mixture was shaken during the heating and melting process and
left in the oven for 24 hrs at 500◦C. The resulting ingot was ground to powder for ICP-
OES analysis. The concentration of the reference standard was determined in atom.%
to Au34In21Sb21Te24. The same procedure was also repeated for the AuSnTe alloy but
at a lower liquifying temperature of 500◦C and a resulting composition of Au24Sn25Te51
was measured. The results of the chemical composition were then used to evaluate the
stoichiometry of AgSnTe2, AuSbTe2, AuInTe2, AuSnTe2 and In3SbTe2, respectively.
4.4 Four- point probe method
The 4-point probe is a method to show temperature dependent phase transformations
due to its high sensitivity to resistance changes [81, 82]. For this work the transition
temperature of the sample was important not only in recrystallization experiments but
also for determining systematic trends in the Tg/Tm for various alloys. The foundation of
this method is based on the Van der Pauw principle [89] schematically shown in Fig.4.7.
The effectiveness of this method in determining sheet resistance depends on the sample
conditions, namely:
• The sample should be homogeneous in thickness, but in principle it can also have
any arbitrary shape.
• The sample should also be flat and compact with no isolated holes. Porous samples
lead to high sheet resistance due to poor electrical contacts.
As the name suggests, the 4-point probe constitutes 4 electrical contacts. A current I is
applied through contacts 1 and 2 and the voltage drops, U34 across the contacts 3 and
4 measured. The same procedure was also repeated to contacts 1 and 4 and the voltage
drop U23, along 2 and 3 measured. The sheet resistance was then determined by the
expression
Rs =
pi
ln(2)
· F ·Q · U43 + U23
2I
(4.3)
where F and Q are symmetry and correction factors. F is given as a function of Q in the
expression,
F = 1− 0.3466( Q− 1
Q+ 1
)2
− 0.0924( Q− 1
Q+ 1
)4
(4.4)
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Figure 4.7: Schematic representation of a 4-point probe setup. For this experimental
setup a current is applied to the two contacts and the voltage determined
between two other contacts. The advantage of this method is that there is no
contribution of the contact resistance.
and Q by the expression
Q =
{
U43
U23
for U23 ≤ U43,
U23
U43
for U43 ≤ U23,
]
(4.5)
To measure the sheet resistance at various temperatures the 4-point probe was placed in
a Quartz glass tube and heated in an argon ambient using a computer controlled oven to
anneal the sample. The temperature on the backside of the sample was determined using
a NiCr-Ni thermocouple.
4.4.1 Activation energy for crystallization
The activation energy of a phase change alloy is used as a measure of the stability of
the amorphous phase against spontaneous recrystallization. In addition this parameter is
quite significant in the decoupling of the activation barriers for nucleation and growth. To
determine the activation energy, temperature dependent sheet resistance measurements
were performed in an Argon gas ambient to determine the transition temperature for
various heating rates. The critical transition temperature was then derived from the
minimum of the derivative of sheet resistance against temperature. The crystallization
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temperature increased with increasing heating rate so that by using the Kissinger analysis
[66] an activation energy, Ea for crystallization was determined from the slope of the
straight line according to the formula
ln
β
T 2c
= − Ea
kTc
+ C
′
(4.6)
where C
′
depends on the transformation and the kinetic model. The activation energy is
determined from the slope (−Ea/k) of Eqn. 4.6.
4.5 The Philips X’pert MRD system
The Philips X’PERT pro MRD’s equipped with a Cu Kα x-ray generator was used for
XRD and XRR measurements in this work. It is a high resolution x-ray diffractome-
ter dedicated for high precision lattice parameter determination, rocking curves, lattice,
glancing incidence X-ray diffraction and x-ray reflectometry. Figure 4.8 shows the ma-
jor components of this diffractometer. To the left hand side is the Xenon proportional
counter which collects X-ray photons while moving along the circumference of the focus
circle. The Eulerian cradle situated at the center of the MRD constitutes a vertical stage
assembled for sample holding during measurement. The X-ray source is fixed on the inci-
dent beam optics side at a take off angle of 6◦. The system is fully computer controlled and
can be operated in either line or point focus mode. Phase analysis and x-ray reflectivity
measurements were performed in the line focus due to the reduced beam divergence and
the increased sample exposure area. The point focus is employed in texture and stress
determinations. It will however not be featured in this section. The MRD system consists
of an incident beam optic, a sample stage and two divergent beam optic units. To narrow
the axial and vertical divergence of the x ray beam as it leaves the shutter, soller slits with
vertical divergence of 2.30◦ were used. The width of the resultant beam was later reduced
by using a 10 mm mask. It is important to note here that the choice of the mask used was
largely dependent on the size of the sample. The Programmable Divergence Slit (PDS)
which is located immediately after the vertical mask was used to limit the divergence of
the x-ray beam in the x-z plane. For the XRR experiments, the PDS was set at (1/32)◦.
To ensure that the outgoing radiation was focussed on the center of the sample, a manual
slit was introduced into the beam path. The reflected x-ray from the sample was then fo-
cussed to the detector via the Programmable Receiving Slit (PRS). A slit width of 0.1 mm
was optimal for the measurements. The Programmable Anti-Scatter Slit (PASS) was set
to 0.1 mm and mounted before the PRS to prevent scattered radiation from entering the
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detector. The Xenon proportional detector can operate in the linear range up to 106cs−1,
however it saturates at higher count rates making it unstable during measurements. For
higher count rates the nickel attenuator is automatically activated to reduce the inten-
sity by a factor 147.77 [83]. The measured intensity is corrected by the software during
measurement. At count rates lower than 400,000 cs−1 the nickel attenuator is deactivated
again. When analyzing curved samples with varied radii of curvature a knife edge was
used to block some part of the beam. In the next section we provide a detailed description
of the experimental procedure used in performing an XRR measurement.
4.5.1 X-ray reflectivity
X-ray reflectometry is a useful tool for determining the thickness, roughness and density
of thin film samples to a very high precision. However like all other experimental tools
the quality of the measurement is largely user dependent. Prior to the commencement of
any XRR measurement the alignment of the sample position with respect to the beam
was carried out. The sample was mounted on the vertical sample stage. Initially a direct
Figure 4.8: Picture of the Materials Research Diffractometer system.
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beam scan was performed to determine the zero position of the detector. This alignment
procedure involves moving the detector about 0◦ along the detector circle to determine the
offset of the maximum intensity. Once the offset is corrected the sample is then introduced
into the beam to reduce the counts by 50%. This marks the onset of the omega scan for
which the sample is rocked about its axis to determine the position of the maximum half
intensity. During the omega scan the sample edges cut the remaining half of the beam
and the intensity decreases during sample rotation. The omega value that gives the half
counts of the maximum intensity is now the appropriate zero value for the omega scan.
For reflectivity measurements the sample’s surface should be parallel to the beam in the
x-y plane. This was ensured by performing a Psi scan on the sample. The sample is
moved 30 µm further into the beam and the Psi scan is repeated once again. By moving
the sample about the Psi axis a minimum in the number of photons reaching the detector
is observed. Once the precise zero position for the Psi scan is determined then the sample
is moved to its initial z position and the omega scan is repeated until the half count of
the total maximum intensity is obtained. The minimum in the Psi scan is attributed
to the Gaussian profile of the beam. More photons reach the detector when the sample
surface and the beam are not parallel. A rocking curve measurement was performed to
check for sample misalignments. In general the sample is rocked at an angle of 0.2◦ and
the omega scan performed with the detector fixed at 0.4◦. Frequently a single Gaussian
peak is anticipated in a measurement, however depending on the substrate’s curvature,
Figure 4.9: A schematic diagram illustrating the shape of the rocking curves for a concave,
convex and flat sample [2]
.
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peaks of different FWHM and maximum intensity can be obtained. It has been shown by
Njoroge [2] in his PhD thesis that three possible rocking curves are attained for samples
with different curvatures. The profile with the highest intensity and the sharpest peak was
observed for concave substrates. This is attributed to beam convergence onto the detector
(see Fig. 4.9). However for the case of convex shaped substrates, the divergence of the
beam leads to a decreased number of counts. Prior to film deposition, the curvature
of the substrates were determined using the wafer curvature method. The thin films
were deposited on the surface with the uniform concave curvature because the resulting
XRR spectrum was easier to fit. For substrates with non uniform or mixed curvature an
irregularly shaped rocking curve was observed. The introduction of the knife edge to shield
some parts of the sample reduced the contributions from areas with other curvatures on
the substrate. Figure 4.10 illustrates the effect of the knife edge on the rocking of a sample
with irregular curvature. Shielding the sample surface by using the knife edge reduces the
total beam intensity. The resulting XRR spectrum measured with a knife edge is shown in
Fig. 4.11 for illustration. The oscillations can now be observed to go up to 3◦. The XRR
measurement is performed by collecting the x-ray photons at different incident angles at a
step size of 0.004◦. The analysis of the experimental data was simulated by a WINGIXA
program [84]. In this program the estimated thickness, sample composition, nature of
layer stack, film roughness and density are defined as input parameters. The program
utilizes the atomic form factors in its database to determine the dependence of refractive
Figure 4.10: Schematic illustration of the effect of using the knife edge to improve the
profile of the rocking curve.
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Figure 4.11: XRR spectrum of a Ge4Sb1Te5 sample measured after implementing a knife
edge to the sample. It is evident that the oscillations continue up to higher
angles 2θ = 6◦.
index on film density. The density of the film is determined by the manual fitting of the
total reflection edge. However the initial value of the film thickness and surface roughness
plays a key role in determining the time span of the fit procedure.
4.5.2 X-ray diffraction
X-ray technique based on monochromatic radiation uses the observed diffraction angles
to determine the lattice constants of the sample. All XRD systems detect the diffracted
radiation by detectors which move through the angular range of reflections.
An important feature of the diffractometers is their ability to focus into a sharp diffraction
line the radiation that is Bragg reflected from a sample area. This considerably improves
the sensitivity and the signal to noise ratio [85]. Focusing is achieved when the sample
forms part of the circumference of the focusing circle as shown in Fig. 4.12. For X-
rays emerging divergently from a point on the focussing circle and impinging on the
sample, all the diffracted reflections in different areas of the sample will converge again
and be detected on this circle. The x-ray source is placed directly on the circle and the
monochromator or the diffracted beam optics is used as the point from which the x-rays
emerge. A flat sample is approximated in the focussing condition by placing it tangential
to the circle. The detector finally faces the sample while it moves along the focussing
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Figure 4.12: Schematic representation of the focus and detector circle of the x-ray diffrac-
tometer system. The flat sample is assumed to ensure that it is tangential to
the focus circle and hence maintaining the focus condition.
circle. Two different geometries could be achieved with the diffractometer used in this
work. The first one is the widely used Bragg-Brettano geometry. In this type of geometry,
the sample was mounted at the center of the diffractometer and rotated by an angle θ
around an axis in the film plane. The detector was attached to an arm rotating around
the same axis at an angle 2θ twice as large as that of the sample as shown in Fig. 4.13.
The divergence angle of the primary beam from the line focus of the x-ray tube is defined
by the divergence slit (DS) in the focusing plane and the soller slits in the axial plane,
normal to the focussing plane. The collimation effect of the soller slits is defined by the
axial divergence δ = s/l, where s is the distance between the parallel plates in the soller
slit and l is the length of the plate. The convergence of the diffracted beam in front of the
receiving slit is ensured by turning the sample in the radius of the focusing circle, passing
through the focal point, the receiving slit and the center point of the sample. The radius
of the focussing sample is not constant but depends on the incident angle in the form
rf =
R
sin θ
(4.7)
where R is the diffractometer radius. Figure 4.12 shows that the diameter of the focus
circle diminishes continuously as the diffraction angle increases. Only (hkl) planes parallel
to the sample surface will contribute the diffracted intensity. The effective penetration
teff of the film exposed to the incident beam decreases with increasing diffraction angle
according to the expression.
teff =
t
sin θ
(4.8)
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Figure 4.13: Schematic illustration of the Bragg Brettano geometry for which the detector
moves twice as fast as the sample to maintain the θ - 2θ condition.
Therefore samples of thickness above 400 nm are preferred with Bragg-Brettano geometry
[86, 87, 88]. In contrast to the Bragg-Brettano method, the Seemann-Bohlin geometry [89,
90] is widely used for thin film samples due to the reduced penetration depth. In addition
the small constant incidence angle which is kept as small as 5◦ ensures higher diffracted
intensities for this geometry as compared to the Bragg-Brettano. However, the Seemann-
Bohlin is limited to polycrystalline specimens of random orientation because the reciprocal
lattice remains stationary with respect to the Ewald sphere. The suitability of this method
in measuring thin films has been demonstrated by Njoroge [2]. In his work, the variation
in penetration depth with the incident angle was investigated. The optimum glancing
angle which gave a penetration depth of 280 nm for 99 % extinction was determined to
0.75◦ and this value was also chosen for the grazing x-ray diffraction measurements in
this study. The schematic representation of the Seemann-Bohlin geometry is shown in
Fig. 4.14. For this geometry, also known as grazing incidence, the sample and the focusing
circle remain stationary, while the detector moves along the circumference of the focusing
circle. Since the incident angle is very small, the effective exposed film thickness is always
constant and it can be enlarged if higher glancing angles are used.
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Figure 4.14: Schematic representation of the focus and detector circle of the x-ray diffrac-
tometer system. The flat sample is assumed to ensure that it is tangential to
the focus circle and hence maintaining the focus condition.
4.6 Optical spectroscopy
The interaction of electromagnetic radiation with matter is described by Maxwell’s equa-
tions which relate the electric and magnetic fields with the properties of matter. These
equations are given as [91]
∇ · ~D = ρ (4.9)
∇ · ~B = 0 (4.10)
∇× ~E = −∂
~B
∂t
(4.11)
∇× ~H = ∂
~D
∂t
+~j (4.12)
where ~D = ²²o ~E is the displacement vector, ~E is the electric field, ~H and ~B are the
corresponding magnetic field and flux density vectors, ρ is the charge density of the free
charge carriers, while ~j = σ ~E is the current density. ², µ and σ describe the dielectric
constant, the magnetic permeability and electrical conductivity of the material. In this
section the discussion is restricted to isotropic and non magnetic material. Media in the
presence of an electric field undergo polarization due to the induction of dipole moments.
From the polarization the dielectric constant can be calculated, which is in general a
complex tensor. In a linear approximation the polarization ~P (ω) is determined from the
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expression
~P = ²oχ~E (4.13)
where χ is the electrical susceptibility of the material and it describes the polarization
of the material due to the electric field excitations. For isotropic materials, χ becomes a
scalar. If we now consider a medium with N oscillators per unit volume polarized by an
oscillating electric field of the form
~E = ~E0e
iωt (4.14)
the local electric fields at the atoms induce forced oscillations of the atoms or electrons
with a resonance frequency ω0 so that now the effective polarization in the material is
given by the expression
~P =
∑
j
e xjN (4.15)
~P =
Ne2
m
∑
l
fl
ω2o − ω2 − iωγ
~E (4.16)
(4.17)
where γ is the damping constant, fl is the oscillator strength, and m the reduced mass of
the oscillator. The complex dielectric constant for an oscillator with resonance frequency
ω0 is now given by the expression [91]
² = 1 +
N e
2
m
f
ω20 − ω2 + iγω−
(
Ne2
m
f
) (4.18)
The additional term in the denominator can be combined with the oscillator frequency as
ω¯20 = ω
2
0−
( Ne2
m
f
)
(4.19)
The ω0 is shifted to ω¯0 due to the density of the material. The quantity ω¯0 is the measured
frequency. If the frequency of the other oscillators are assumed to be so large such that
the influence of the imaginary part of the αl oscillator is negligible, then the dielectric
function can be written as
² = ²∞ +
N e
2
m
f
ω20 − ω2 + i γω
. (4.20)
If we now separate the complex dielectric function in terms of the real and imaginary
parts then Eqn. 4.20 changes to [92]
²
′
+ i²
′′
= ²∞ +
(²0 − ²′′∞)ω20(ω20 − ω2)
(ω20 − ω2∞)2 + γ2ω2
− (²0 − ²
′′
∞)ω
2
0ωγ
(ω20 − ω2∞)2 + γ2ω2
, (4.21)
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where ²0 = ²∞+ Ne
2
mω20
is the value of the dielectric constant when the frequency ω approaches
zero. The imaginary part is the resonance term for energy dissipation. The dielectric func-
tion and the complex refractive index nˆ are related through Maxwell equations Eqn. 4.10
to Eqn. 4.12 by the expression
² = nˆ2. (4.22)
Both quantities in Eqn. 4.22 are in general complex values and they can therefore be
resolved in terms of the real and imaginary parts as
² = ²′ + i²′′ and nˆ = n + iκ. (4.23)
The real and imaginary part of the dielectric functions can now be obtained from
Eqns. 4.22 and 4.23 as
n =
[ 1
2
( √
²′2 + ²′′2 + ²
′ )] 12
(4.24)
for the refractive index while the extinction coefficient is defined by the expression
κ =
[ 1
2
( √
²′2 + ²′′2 − ²′ )] 12 . (4.25)
An electromagnetic wave propagating through two different optical media with complex
refractive indices n˜1 and n˜2, respectively, undergoes reflection and transmission at the
interface. The partial reflection coefficient ρ1, 2 is now defined as a ratio of the amplitude
of the reflected to that of the incident wave. This definition holds true also for the trans-
mission coefficient which is denoted as τ1, 2. The reflection and transmission coefficients
are defined for different polarization directions of the incident electromagnetic wave as
ρp1,2 =
n˜2 cosφ− n˜1 cosψ
n˜2 cosφ+ n˜1 cosψ
τ p1,2 =
2n˜1 cosφ
n˜2 cosφ+ n˜1 cosψ
(4.26)
for the p polarization while
ρs1,2 =
n˜1 cosφ− n˜2 cosψ
n˜1 cosφ+ n˜2 cosψ
τ s1,2 =
2n˜1 cosφ
n˜1 cosφ+ n˜2 cosψ
(4.27)
are the corresponding expressions for the s-polarization. Eqns. 4.26 and 4.27 are also
referred to as the Fresnel equations and are based on the continuity conditions of the
Maxwell’s equations (Eqns. 4.10-4.12) at the interface. φ is the angle of incidence, while
ψ is the angle of refraction which is determined from Snell’s relation at the interface
sinψ =
n2
n1
sinφ. (4.28)
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Equation 4.28 requires that the dielectric function is known so that the optical constants
can be determined, however the optical constants are coupled to the film thickness in the
intensity expression. By simulating the intensity of the reflected and transmitted light,
the film thickness value will be obtained. The amplitude of the reflection and transmission
coefficients for a layer stack are now given as
r′1,2 = ρ1,2 +
τ1,2φρ2,3φτ1,2
1− ρ2,3φρ2,1φ, (4.29)
while the expression for the transmission coefficient is defined as
t′1,2 =
τ1,2φτ1,2
1− ρ2,3φρ2,1φ. (4.30)
φ represents the phase shift of the electromagnetic wave, and it is defined by the expression
φ = exp
(
2iωd
√
n2b − sin2ψ
)
, (4.31)
where ω is its frequency. The reflectance and transmittance for a layer stack sandwiched
by two half spaces is now given using Eqns. 4.29 and 4.30 as
Rp,s = | r′s,p |2 and Tp,s =
∣∣∣∣ n˜2n˜1 t′
∣∣∣∣2, (4.32)
where the subscripts denote the s and p polarization, respectively. Multiple reflections in
a thin film lead to an infinite series for the reflection and transmission coefficients which
converge into Fresnel reflection coefficients as
Rs =
rs01 + r
s
12exp(−i2β)
1 + rs01r
s
12exp(−i2β)
(4.33)
Rp =
rp01 + r
p
12exp(−i2β)
1 + rp01r
p
12exp(−i2β)
(4.34)
(4.35)
for the s and p polarization, respectively. β is the path difference in each medium and it
is defined by the expression
β = 2pi
( d1
λ
)
n1 cos θ1 (4.36)
with d being the thickness of the layer stack and θ1 the incidence angle.
69
4 Experimental Methods
4.6.1 Interband transitions
This process is initiated when the energy of the electromagnetic wave is sufficient to excite
electrons from the top of the valence band to the bottom of conduction band. The possible
transitions within band structure are governed by Fermi’s golden rule. Accordingly one
may have interband transitions which occur at the same wave vector k, such type of
transitions are referred to as the direct transition, however on the other hand the minimum
of the conduction band may lie at a different k vector, this implies that the transition
takes place through a phonon mediated process. This forms the indirect transition. Using
the Fermi golden rules the imaginary part of the dielectric constant is given as product
between the matrix element and the combined density of states in the form [92]
²
′′
(ω) =
pi
²0
e2
m2ω2
1
2pi3
∑
ji
∫
~ω=Ef−Ei
|< i,~k | ~p | f,~k >|2 × dfω| 5~k [Ef (~k)− Ei(~k)] |
(4.37)
where ~p is the momentum operator. The matrix element in Eqn. 4.37 represents the
probability of electron excitation from state i into an empty state j in the conduction
band. So accordingly the density of states will vary with the curvature of the energy
dispersion curves. To this end high density of states are observed for flat and parallel
bands as shown in Fig. 4.15 To determine the real part of the dielectric function the
Kramers-Kronig-relation [93]
<(²) = 1
pi
∫ +∞
−∞
=(²)
ω′ − ωdω
′ (4.38)
is implemented to the imaginary part of the dielectric function. Several models are used
to determine interband transitions for the chalcogenide alloys used in this work. Among
these is the Tauc-Lorentz model, which has been used profoundly to fit the measured
spectra. By definition the imaginary part of the Tauc-Lorentz oscillator model is given
by the expression [94]
²′′(ω) =
1
2
S2ω0ωτ (ω − ωgap)2
(ω2 − ω20)2 + ω2ω2τ
·Θ(ω − ωp) (4.39)
S is the strength, ωτ is the damping, ω0 is the resonance frequency, and ωgap is the band
gap, and it is described by the step function Θ. In the case of free carriers the Drude model
[95] is used simultaneously with the Tauc Lorentz. This model works quite well for doped
semi conductors and metals because it accounts for the free carriers when determining
the susceptibility of the material. Consequently the susceptibility of the alloy is defined
by the expression
χ = − Ω
2
p
ν˜2 + iν˜ωτ
with ω2p =
ne2
²0m∗
(4.40)
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Figure 4.15: Schematic representation of direct and indirect transitions of Si. For the
direct transition the minimum of the valence and conduction bands is at the
Γ point of the wave vector. Transitions take place via the same k vector.
For indirect transition, a phonon is required to conserve momentum. The
minimum of the conduction and the maximum of the valence bands do not
have the same wave vector.
ωp is the plasma resonance frequency, ωτ is the damping term, m
∗ is the effective mass of
the free carriers and n is the free carrier concentration.
4.6.2 Spectroscopic ellipsometry
Ellipsometry is a very sensitive measurement technique that uses polarized light to char-
acterize thin films, surfaces, and material microstructures. It derives its sensitivity from
the determination of the relative phase change in a beam of reflected polarized light. The
basic principle of ellipsometry is illustrated in Fig. 4.16. From this figure it can be seen
that a linearly polarized light incident to the sample at 45◦ is changed to elliptical polar-
ized light upon reflection by the sample surface. Linearly polarized light, when reflected
from a surface, will change its state to elliptically polarized because of the presence of the
thin layer of the boundary surface between two media. The change in polarization is then
measured by analyzing the light reflected from the sample. The null and photometric
ellipsometer form the two basic concepts that are applied to measure the ellipsometric
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Figure 4.16: Polarization change upon the reflection of an incident electromagnetic wave
by the sample. Linearly polarized incident light undergoes elliptical polar-
ization after reflection by the sample. The s and p planes are normal and
parallel to the plane of incidence.
parameters. For spectroscopic measurements requiring a large range of wavelengths the
photometric ellipsometer is used. Ellipsometry measures two values ψ and ∆ which de-
scribe the polarization change. The ellipsometric parameters ∆ and ψ are related through
the Fresnel reflection coefficients Rs and Rp as
ρ =
Rp
Rs
= tan(ψ)ei∆ (4.41)
The dependence between the optical constants of a layer and the parameters of elliptically
polarized light can be found on the basis of Fresnel formulas. The determination of the
∆ and ψ is realized through the Jones matrix formalism which describes the interaction
of light with matter. The components of the electric field are defined via the Jones vector
as [96]
~E =
[
Ep
Es
]
. (4.42)
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The interaction of the incident electric field with the surface is described by the product
of the so-called Jones Matrix
~M =
[
Rpp Rsp
Rsp Rss
]
(4.43)
with the electric field vector. The electric field incident to the detector which is incorpo-
rated with a rotating analyser is now given by the expression
~ED =
[
1 0
0 0
]
.
[
cosA sinA
− sinA cosA
]
·
[
cosP sinP
sinP cosP
]
·
[
1
0
]
. (4.44)
Eqn. 4.44 then simplifies to
~E =
[
Rp cosP cosA+Rs sinP sinA
0
]
, (4.45)
which clearly shows the dependence of the electric field on the Fresnel reflection coefficients
as well as the angle between the incident plane and the polarization axes P . The expression
for the amplitude of the electric field vector given in Eqn. 4.45 enables the determination
of the light intensity. To monitor the beam intensity and determine the polarization angles
as a function of time, a rotating analyzer in combination with the detector are used. The
time dependence of the polarization angle is given by the expression
tanψ =
√
1 + α
1− α | tanP | (4.46)
and
cos∆ =
β√
1− α2 ·
tanP
| tanP | , (4.47)
where the parameters β=b/DC and α= a/DC are the normalized Fourier coefficients of
the time dependent detected signal defined as
D(t) = DC + a cos 2ωt+ b sin 2ωt. (4.48)
In the absence of the thin film then the medium is represented by a halfspace and in this
case the dielectric function is determined as [101]
² = sin2 α+ sin2 α tan2 α
( 1− ρ
1 + ρ
)2
(4.49)
The M2000 Woollam spectroscopic ellipsometer was used for determining the optical con-
stants and it is based on the photometric method with a measurement range between 0.7
and 5.3 eV.
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4.7 Static tester
The static tester available in our laboratory is schematically shown in Fig. 4.17. The
laser source emits (830 nm) laser light to locally heat the sample. The focusing of the
laser beam is initiated by its reflection by a mirror towards a polarization dependent
beam splitter to transmit the main part of the laser beam. The transmitted laser is then
incident onto a λ/4 plate to generate circularly polarized light which is directed towards
the deflection unit onto the microscope. The objective of the microscope is then used to
focus the laser light onto the sample surface. In order to write or erase bits using laser
pulses, a pulse generator is used to produce current pulses of defined widths required for
the generation of light pulses. Two possible effects may transpire when the laser interacts
with the sample. On one other hand the laser light is absorbed by the sample and this
leads to phase transformations or no change at all. On the other hand light is reflected by
the sample surface back to the objective and the deflection unit. Thereafter this reflected
circularly polarized light is incident to the λ/4 plate and then reconverted to linearly
polarized light once again. The main part of the beam reflected by the sample is further
reflected by the Polarizing Beam Splitter (PBS) and part of it is directed to the measuring
13.
12. 7.
10.
4.
8.
1.
14. 15.
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5. 6.
Figure 4.17: Schematic diagram of the far field setup showing the laser source (1), the
XYZ Piezo table mounted on the microscope for moving the sample during
focussing, the detector (13) and the CMOS camera (10) to view the shape of
the laser spot.
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unit. The measuring unit comprises of a glass plate which is oriented at an angle of 45◦
with respect to the propagation vector of light. The light reflected by this glass plate
will undergo two successive reflections by the rotatable mirror (8) and the second fixed
mirror at (9). So upon its reflection it is transmitted by the glass plate onto the (C-MOS)
camera to image the beam profile. The transmitted light in the direction parallel to the
propagation vector is incident to a beam splitter to direct one half of the beam to the
auto focus unit and the other to the detector. The detector measures the reflectivity of
the sample while the autofocus unit determines the focal plane of the sample. The sample
positioning along the x-y-z directions is achieved using a combination of stepper motors
and piezoelectric crystals.
4.8 Atomic Force Microscope
The atomic force microscope (AFM) has been used to observe the topography of the
surface after applying writing and erasure laser pulses of varied power and time durations.
The size of the bit was also determined using this method. In principle, the AFM works
by scanning with a Si3N4 tip over a surface much in the same way as a phonograph needle
scans a record. The tip is positioned at the end of a cantilever beam which is shaped much
like a diving board. As the tip interacts with the surface, the cantilever beam deflects. The
magnitude of the deflection is captured by a laser that reflects at an oblique angle from the
very end of the cantilever. A plot of the laser deflection versus tip position on the sample
surface provides the resolution of the hills and valleys that constitute the topography of
the surface. The AFM can work with the tip touching the sample (contact mode), or
the tip can tap across the surface (tapping mode). For our measurements the Dimension
3100 from Digital Instruments was used and the surface topography was examined in the
tapping mode. During measurement the cantilever oscillates at its resonance frequency as
it moves across the surface. Creating a picture of the surface is based on the evaluation
of the forces between cantilever tip and the material by measuring the deflection of the
cantilever using a laser beam. By integrating this instrument with a CCD camera mounted
in close proximity to the sample’s surface, the topography of the sample was recorded.
The resolution of measured pictures can reach down to the nanometer region.
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4.9 Mechanical stress by wafer curvature method
If a film is deposited in a stressed state on a thin substrate, the substrate is bent. A
tensile stress will bend it so that the film surface is concave, and a compressive stress
so that is convex. For most materials crystallization leads to densification of the sample
and this results in stress formation. The build up of such stress may be detrimental to
the cyclability of phase change disks. The most common methods of measuring stress are
based on this principle. The experimental setup monitors the deformation of the substrate
by measuring the radius of curvature of the sample. The schematic representation is given
in Fig. 4.18. The system uses a He-Ne laser (1) to scan the surface of the sample and
measure the curvature. The stress will be determined based on Stoney’s expression of
Eqn. 3.85 The laser is initially focussed onto a mirror (2) and reflected to a scanner
(3) to move along the sample. The output from the scanner is then directed towards a
beam splitter (4) which reflects part of the laser beam towards the convex mirror (5).
The corresponding beam is further directed to the mirror (6) to reflect it into a vacuum
chamber. The vacuum chamber is fitted with UV heaters which can be used to change the
sample temperature. The reflected light from the sample follows the same optical path
as the incident light up to the beam splitter (4). The split light is now focussed on the
detector via a lens (9). Stress may be measured by x-ray diffraction techniques. These
techniques determine the strain and hence the stress in a crystalline lattice. Now that the
methods that were used to characterize the properties of interest have been described in
this chapter, the results will now be presented and discussed in the next chapter.
1.
2.
3.
4.
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Figure 4.18: Schematic diagram of the wafer curvature setup to measure the curvature of
a sample based on the Stoney relation.
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5.1 Introduction
GeSbTe and AgIn-Sb2Te based alloys have been widely used in optical data recording
[42, 97, 98, 99, 100, 101, 102, 103, 104]. Among these phase change alloys constitute
the widely investigated Ge2Sb2Te5, Ge1Sb2Te4, Ge1Sb4Te7, and Ge4Sb1Te5 alloys which
have been identified as suitable alloys for phase change recording. The common feature
attributed to these ternary alloys is that they all crystallize to a metastable rocksalt
structure [105, 106]. This simple and rather isotropic structure is believed to be suitable
for determining fast recrystallization [106]. Similarly, a Peierls distorted rocksalt structure
has also been reported in the fast growth eutectic AgIn-Sb2Te alloys which are extensively
used in RW-optical recording. The emphasis on the rocksalt structure as a potential
selection criterion for new alloys presents a first step towards the search of a new parameter
to predict structures. More recently Detemple et al . [17, 45] have shown that AgSbTe2
crystallizes to a NaCl structure with sufficient optical contrast. These two attributes make
this alloy suitable for phase change applications. However for the chalcopyrite-AgInTe2
alloy recrystallization did not lead to sufficient optical contrast. In addition, the density
change upon crystallization was correlated to the optical contrast. To this end, a low
density change of about 2% was determined for the AgInTe2 alloy and it correlates with
the low optical contrast for the two different states for this alloy. On the other hand, a
high optical contrast has been determined for AgSbTe2 which has a higher density change
of about 4% upon crystallization1. The results on the AgSbTe2 and AgInTe2 alloys have
demonstrated that p bonded systems are preferred in optical data storage as compared to
sp3 based alloys. Part of the rationalization for these different structure types could be
attributed to the relative atomic sizes. The argument based on the relative atomic sizes
tells only a part of the story because if we consider the role of the atomic size in structure
formation, it is evident from the AgInTe2 and AgSbTe2 alloys that the only difference
is in In replacement with Sb. However, these two elements have similar covalent radii
1A word of caution on the optical contrast since it also a function of the wavelength of the laser used.
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(rSb= 1.40A˚ and rIn = 1.44A˚) [107] and hence the argument of atomic size is not the
overriding factor to determine different structures formed by these alloys. So our search
for a parameter that could be used to predict the type of structure to be formed by suitable
alloys for optical data storage continues. A more suitable choice of parameter could be
found if we compare the electronic structure of In and Sb, since these are the only two
different elements in the alloys. A closer look at these two alloys reveals that the addition
of two extra p - electrons to In induces a structural change from the chalcopyrite to the
NaCl structure. The above explanation can also be extended by considering the average
number of s and p electrons in AgInTe2 and AgSbTe2 alloys. The average number of the s
and p electrons for AgInTe2 is 4 and this number also holds for other known chalcopyrite
alloys such as CuInSe2 as well [108, 109]. On the other hand, AgSbTe2 has an average s
and p electron number of 4.5. In addition cubic based ternary GeSbTe and quaternary
AgIn-Sb2Te systems have also corroborated this observation by having an average s and
p electron number greater than 4. Now that we have found out that the chalcopyrite
and rocksalt structures have different values for the average number of s and p valence
electrons, the challenge for this chapter is to extend and apply this concept to Au based
Te alloys. The discussion on the generalization of the average number of s and p electrons
is presented in the next section.
5.2 Generalization of concept to AuInTe2, AuSnTe2 and
AuSbTe2
We have observed that the alloys used in optical recording technology prefer to crystallize
to a cubic structure. A cubic structure is formed when a collection of atoms are bonded
by their p electrons in order to maximise the overlap of their p orbitals. These alloys
include the Ge2Sb2Te5, Ge1Sb2Te4, Ge1Sb4Te7, and Ge4Sb1Te5 whose average s and p
electron number is larger than 4. Also supplementing these findings are the more recent
observations which distinguish the chalcopyrite from the rocksalt structure on the basis
of density and optical contrast. Detemple’s et al . [17] investigations on AgInTe2 and
AgSbTe2 alloys have correlated the density change upon crystallization with the optical
contrast of these alloys. Their findings show that the AgSbTe2 alloy which is a suitable
phase change material with the rock salt structure has a high density change of 4%
and sufficient optical contrast, however insufficient optical contrast was observed for the
chalcopyrite AgInTe2 alloy and this was coupled to its low density contrast of about
2%. Now that these two alloys have different values of the average number of s and
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p electrons, the question is whether this parameter can be extended and generalized to
other structures of Au based Te alloys as well. This generalization will be confirmed in
the following sections whereby the relationship between the properties of the AuInTe2,
AuSnTe2 and AuSbTe2 alloys with respect to average number of s- and p - valence electrons
is presented.
5.2.1 AuInTe2 composition by SNMS
Figure 5.1 shows the composition profiles of the AuInTe2 thin film determined from the
SNMS measurement of the sample and the reference standard. The composition has
been expressed in atomic fractions. The small amounts of Sb constituting 0.2% have
also been determined for this sample, the concentration has been determined in at. % to
Au19In26Te55.
5.2.2 Electrical characterization of AuInTe2
The temperature dependence of the electrical resistivity is a fast and precise method for
investigating structural transitions of phase change materials [110, 111]. This method
also provides a high contrast between the electrical properties upon phase transformation
Figure 5.1: Schematic representation of an SNMS spectrum to determine the chemical
composition of AuInTe2 thin film. The concentration of this alloy is deter-
mined to Au19In26Te55 in atomic %.
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and thereby facilitates the precise determination of the transition temperature. In ad-
dition, the kinetics of phase transformations is described by determining the activation
energy for crystallization. This procedure involves the determination of the transition
temperature at different heating rates and the use of the Kissinger analysis. The elec-
trical characterization has been performed using the 4 point probe based on the van der
Pauw method. Temperature dependent sheet resistance measurements were performed
on 100 nm thin films of AuInTe2 and the results are plotted in Fig. 5.2. The AuInTe2
alloy has a high sheet resistance corresponding to 20 M Ω/¤. Upon annealing the sheet
resistance decreases gradually up to 175◦C where a gradual phase transition is observed.
After this transition the sheet resistance decreases by 2 orders of magnitude. Such a large
change in magnitude of sheet resistance could be attributed to a phase transition. The
sheet resistance increases slightly up to 200◦C and then monotonically decreases with
increasing temperature. Comparing our results with the AgInTe2 alloy it is seen that
the magnitude of transition sheet resistance is in the same order as for AuInTe2. Simi-
larly a gradual change in sheet resistance has also been observed for the AgInTe2 alloy
as well during phase transition. Information retention in a phase change media is related
to its resistance against spontaneous crystallization at room temperature. This requires
a high activation barrier against crystallization. The activation energy of AuInTe2 alloy
was obtained by determining the transition temperatures in the temperature dependent
Figure 5.2: Temperature dependent sheet resistance measurement for 100 nm AuInTe2
measured at a heating rate of 5 K/min.
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sheet resistance measurements at heating rates of 1 K/min, 2.5 K/min and 5 K/min.
Using Kissinger analysis [66], a straight line graph was obtained as shown in Fig. 5.3.
By determining the slope of the straight line an activation energy of 2.41 ± 0.12 eV was
obtained for this alloy. This value of the activation energy is a factor of two higher than
that reported in [45] for the AgSbTe2 alloy.
5.2.3 Stress induced upon crystallization of AuInTe2
During phase transformation stress builds up due to the different thermal expansion co-
efficients between the film and the substrates and also due to phase transition. In this
subsection the stress behavior of AuInTe2 upon crystallization is discussed. Fig. 5.4 and
stress data for a 200 nm thick AuInTe2 film on 150 µm glass substrate obtained by an-
nealing at a heating rate of 5K/min. It can be seen from the figure that at 100◦C, there is
a gradual and prolonged linear increase in stress by -350 MPa. The stress data show that
the stress is fairly constant above 150◦ C. That the stress remains fairly constant above
150◦ C could be attributed to the onset of partial crystallization as well as the relaxation
Figure 5.3: Kissinger plot from which the activation energy of the amorphous to crys-
talline transition is determined for 100 nm AuInTe2.
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of the amorphous phase. This region also corresponds to the onset of the gradual tran-
sition in the sheet resistance measurements discussed in the previous section. At 175◦C,
tensile stress is observed and it corresponds to the temperature range at which AuInTe2
crystallizes. The stress increase corresponds to a build up of tensile stress which proceeds
up to 175◦C where the transition occurs. The evolution of tensile stress is explained by
considering that the film is constrained by the substrate which prevents the shrinkage
of the film during crystallization. The change in stress corresponding to the transition
at 175◦C constitutes 150 MPa. However upon cooling the stress increases linearly with
decreasing temperature. To correlate the transition in sheet resistance and stress results
with the structural change, X-ray diffraction measurements were performed to identify the
structure. The results of the structural investigation are presented in the next section.
5.2.4 Structure of AuInTe2
To understand and interpret the changes in sheet resistance and stress upon annealing,
X-ray diffraction investigations were performed after annealing at several temperatures.
Figure 5.4: Stress as a function of temperature for 200 nm AuInTe2.
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The results for the structure of the AuInTe2 are presented in Fig. 5.5. According to the
XRD patterns, it is seen that AuInTe2 is amorphous upon deposition, however further
annealing at 150◦ C leads to the emergence of Bragg peaks. The complete structural
transformation to the chalcopyrite structure is observed after annealing at 200◦ C. The
chalcopyrite structure has a lower coordination of 4 atoms compared to the NaCl structure.
This structure is based on the space group I4¯2d [112] and it consists of four formula units
in each cell. Each atom is tetrahedrally coordinated to four neighboring atoms [113]. The
structure has been obtained from indexing the angular positions of the Bragg reflexes
from which the comparison between the theoretical and the corresponding experimental
angles are presented in Table 5.1.
The analysis shows a chalcopyrite structure with lattice parameters of a = 6.48 ± 0.01A˚
and c = 12.27± 0.02A˚. The chalcopyrite structure is a completely ordered structure with
the atomic positions precisely defined for each element. Due to scarcity of literature data
Figure 5.5: Grazing incidence X-ray diffraction of amorphous and chalcopyrite structure
of AuInTe2.
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Table 5.1: The experimental and simulated 2θ positions of the Bragg reflexes for the
AuInTe2 alloy. The error in the ∆2θ deviations decreases with increasing 2θ,
this is attributed to the higher resolution of the diffractometer.
hkl 2θexp. 2θtheo. ∆θ
1 1 2 24.310 24.159 0.151
2 0 0 27.450 27.389 0.061
0 0 4 29.400 29.310 0.090
2 1 3 38.000 37.815 0.085
2 0 4 40.400 40.381 0.019
3 0 1 42.300 42.277 0.023
2 1 5 48.510 48.488 0.022
1 1 6 48.720 48.691 0.029
1 0 7 54.200 54.151 0.049
0 0 8 60.300 60.303 -0.003
2 1 7 61.700 61.735 -0.035
2 0 8 67.500 67.461 0.039
1 0 9 70.500 70.527 -0.027
4 2 4 71.700 71.737 -0.037
3 2 7 75.500 75.560 -0.060
on this alloy, no comparison with previous work could be carried out. However, Detemple
et al . [45] have shown a chalcopyrite structure for the AgInTe2 with lattice parameters
of a = 6.44 ± 0.01A˚ and c = 12.63 ± 0.03 A˚. Since the covalent radii of Au and Ag are
almost the same one would expect the change in the structure to be marginal. However
comparison of the unit cell size volume shows that the Au - based alloy has a smaller unit
cell which deviates by 1.6 % compared to the AgInTe2 alloy. In addition, the tetragonal
distortion c/a of this alloy has been determined to 1.9 and compared to the theoretical
value (c/a = 2) determined by Luo and Wuttig [3]. The experimental value of the volume
of the unit cell is 5.3% larger than the theoretical value. Furthermore, the chalcopyrite
structure for AuInTe2 alloy has been verified using the software program Carine [114]. By
using the atomic positions of the Au, In and Te, the indexed x-ray diffraction patterns
of this alloy were simulated. These atomic positions have been given in Table 5.2 and
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the corresponding pictorial view of the unit cell of the chalcopyrite system is shown in
Fig. 5.6. The unit cell of the AuInTe2 consists of sixteen atoms of which 8 are Te atoms
and 4 atoms each for the Au and In.
Table 5.2: The atomic positions of Te, Au and Sb in the AuInTe2. The
atomic positions are obtained from the crystallographic data
handbook [1].
atom type x-coord. y-coord. z-coord.
Te1 1/4 1/4 1/8
Te2 3/4 3/4 1/8
Te3 3/4 1/4 3/8
Te4 1/4 3/4 3/8
Te5 1/4 1/4 5/8
Te6 3/4 3/4 5/8
Te7 1/4 3/4 7/8
Te8 3/4 1/4 7/8
Au1 0 0 0
Au2 0 1/2 1/4
Au3 1/2 1/2 1/2
Au4 1/2 0 3/4
In1 1/2 0 1/4
In2 1/2 1/2 0
In3 0 0 1/2
In4 1/4 1/4 1/8
5.2.5 Structural relaxation of AuInTe2
The structure of an alloy is related to its electronic and optical properties. Theoretical
calculations have been used to determine the ground state structure of the AuInTe2 alloy.
The atomic positions of AgInTe2 given in Table 5.2 have been used as input to perform
structural relaxations for the chalcopyrite structure. For the NaCl case the atomic posi-
tions were the same as those used in AgSbTe2 alloy. The most stable structure was defined
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Figure 5.6: Pictorial view of chalcopyrite structure of the AuInTe2, the atoms colored
blue represent the Te atoms while green and magenta represents the Au and
In atoms, respectively. The atomic positions are obtained from the crystallo-
graphic data handbook [1]. The positions of the atoms in this alloy describe
an ordered alloy system.
as the structure with a minimum in free energy. In the ground state condition the free
energy and the total energy of the unit cell are equal and therefore by determining the
total energy of the ground state enables the prediction of the stable structure for this alloy.
The lattice constant at the minimum ground state energy gives the size of the unit cell.
The AuInTe2 alloy has been relaxed at zero kelvin to two structures namely a chalcopyrite
and a virtual NaCl structure. These calculations [3] were performed by Mengbo Luo using
the abinit code [115] . The main goal was to determine the ground state structure of the
AuInTe2 by comparing the total energy of the unit cell formed from sp
3 hybridization and
p type bonding systems. The results of DFT calculations are presented in Fig. 5.7. From
the figure it can be seen that the chalcopyrite structure is the energetically stable structure
compared to the NaCl structure. The energy difference per atom for the two structures is
determined to -0.20 eV and the corresponding lattice parameters are calculated to a = b
= 6.18 A˚ and c = 12.36 A˚. The deviation between the theoretically determined lattice
parameter and its corresponding experimental value differ by 4.6%. The formation of
the chalcopyrite structure by this alloy could be explained from the bonding point of
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view. In this case the bonding part of the sp3 hybrids has the optimal filling while the
anti-bonding part remains unoccupied. Therefore the addition of any electron may lead
to a structural instability. Theoretical predictions on AgInTe2 alloy have also yielded a
chalcopyrite structure with lattice parameters of a=6.435 A˚ and c=12.631 A˚[45] with a
volume 9.8 % higher than that of AuInTe2 alloy determined experimentally.
So after confirming the structure of the alloy the next step was to determine the density
change upon crystallization and correlate it to the optical contrast for this alloy.
5.2.6 Density change upon crystallization
An important requirement for phase change media is sufficient optical contrast. Prior we
have shown that the density change upon crystallization correlates with optical contrast
[45]. The density increase of the film during crystallization leads to an increase in the
refractive index which results in an increase in optical reflectance. To determine the
density and thickness change upon crystallization, X-Ray Reflectometry (XRR)was used.
XRR is a highly precise technique which determines the density and film thickness to
Figure 5.7: Structural relaxations of the AuInTe2 reveal that the chalcopyrite structure is
the most stable structure [3].
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Figure 5.8: X-ray reflection measurements and simulated spectra for 80 nm thin film of
AuInTe2 for the case of an as-deposited state, for the same sample annealed
at 125◦C and 250◦C for 10 minutes.
±0.05 g cm−3 and ±1A˚, respectively. The alloys were annealed at various temperatures
and then cooled in an Ar ambient to room temperature. The XRR measurements were
performed at room temperature. Typical XRR spectra showing also the simulated fits
are presented in Fig. 5.8. for the as deposited and for samples annealed at 125◦C and
250◦C, respectively. The XRR spectra show that the period of oscillations does not change
significantly even after annealing to 250◦C. This indicates that the corresponding thickness
change is also very small. The density of the as deposited film was determined to 6.62 ±
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0.05 g/cm3 and it increased upon crystallization to 6.74 ± 0.05 g/cm3. The positions of
the minimum in the derivatives of the total reflection edges are shifted from each other by
0.017◦ due to the crystallization of AuInTe2 at 250◦C. This is clearly shown in Fig. 5.9.
After annealing the sample at various temperatures, XRR measurements were performed
and the normalized density and thickness changes for the AuInTe2 system obtained as
presented in Fig. 5.10. Crystallization of AuInTe2 is accompanied by a gradual change in
density and thickness. This behavior has also been reported for the AgInTe2 alloy. The
gradual change in density corresponds to the onset of crystallization at 150◦C as seen in
Fig. 5.5. In addition AuInTe2 has shown a small density change of approximately 2%.
These results are also in agreement with AgInTe2 [45] for which a density change of 1.7
% was obtained. In addition, the AgInTe2 and AuInTe2 alloys have the same order of
magnitude in the change of sheet resistance with temperature. Similarly a gradual change
in sheet resistance has also been observed for both alloys just before the transition. The
similarity in the behavior of AgInTe2 and AuInTe2 alloys is explained by the p electron
concept. This concept highlights the role of the average number of the s and p valence
electrons in determining the type of structure for the alloy. So by comparing these two
alloys it can be seen that the average number of the s and p valence electrons is 4, which
Figure 5.9: Shift in the total reflection edge for a AuInTe2 film for the case of the as-
deposited state (red circles) and after annealing at 250◦C (black open circles).
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has also been observed for other chalcopyrite structures. The product of thickness and
density has been used to determine the mass conservation. Under conditions of no losses
in mass, the product of the normalized density and thickness should be equal to 1. The
mass conservation plot shown in Fig. 5.10 reveals that the mass conservation only slightly
deviates from 1 and that it remains fairly constant within the measured temperature
range.
A low density change correlates with the small change in the optical constants of this
alloy upon crystallization and this leads to insufficient optical contrasts. Similar results
have also been reported on AgInTe2 [45]. From the point of view of crystal structure, it
is also observed that for the same average number of s and p valence electrons, a similar
structure is obtained. In addition, a comparable density change has been observed for
AgInTe2 and AuInTe2 upon crystallization. The continuous change in density and sheet
Figure 5.10: The mass conservation as a function of temperature for AuInTe2 alloy. Also
included in this figure is the gradual change in density and film thickness.
The density change has been determined to 1.7% upon annealing.
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resistance which takes place in the temperature range between 125◦C and 150◦C has been
attributed to the onset of crystallization which is also shown in the XRD patterns of
Fig. 5.5. The crystallites are embedded in a amorphous matrix which on increasing the
annealing temperature leads to a partial increase in density.
5.2.7 Crystallization of AuInTe2
The small density change is insufficient to lead to a significant change in the optical
properties. This leads to low or no optical contrast because the atomic rearrangements
are not sufficient to cause a change in the optical properties. This observation is also
corroborated in the power time effect diagrams (PTE) of Figure 5.11. The PTE diagram
shows the reflectivity change upon the application of a laser pulse of varying power and
time duration. The color code represents the reflectance change seen as the effect of
the crystallization pulse on the amorphous sample. Crystallization is symbolized by an
increase in the reflectivity and therefore has as a positive value measured with respect to
the reflectivity of the amorphous phase. From the PTE diagram, the region I represents
no change in reflectivity, this also holds for regions of high laser power and low pulse
durations for which no effect on the reflectivity has been observed. A reflectivity change
of zero means that the sample remains amorphous regardless of the power and time
duration of the applied laser.
At lower powers and long pulse durations the reflectivity does also not change at all. The
explanation for this observation is that there is little or no optical contrast for this alloy.
On the other hand, the optical contrast could also be smaller than the resolution limit of
the far field setup. For higher powers and longer pulse durations the reflectivity decreases
considerably and this corresponds to ablation of the film. This observation has also been
made for the AgInTe2 alloy, however the power time effect diagram showed the onset of
ablation occurring much earlier than for AuInTe2. Optical characterization of AuInTe2
has been performed to determine the optical contrast for this alloy. The results for this
analysis are presented in the proceeding section.
5.2.8 Optical characterization of AuInTe2
To determine the optical contrast for Au19In26Te55 alloy we have performed spectroscopic
ellipsometry measurements for the film in the as deposited and crystalline states. The
optical constants were determined using a variable incident angle ellipsometer. Thin films
of Au19In26Te55 were measured at incident angles of 65
◦, 70◦ and 75◦. These angles have
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Figure 5.11: PTE diagram to depict the crystallization of as deposited AuInTe2.
also been used for all the other samples analysed in this work. The Tauc-Lorentz model
has been used to model the dielectric functions of Au19In26Te55 films in the as deposited
state as well as the annealed samples. This was also performed for the other alloys as
well. For the simulation of the thin films a thin capping layer was used mainly to enhance
the fit quality. The simulated optical constants for the Au19In26Te55 alloy for the case of
the as deposited as well as annealed samples were used to determine the optical contrast
at 1.5 eV (λ = 830 nm) as a function of film thickness for the alloy. The results of the
simulated optical contrast are presented in Fig. 5.12 for the Au19In26Te55 alloy. It can be
seen that the optical contrast for the Au19In26Te55 alloy is less than 8 %. This indicates
that the optical properties of this material do not change significantly upon crystallization.
In previous work on AgSbTe2 and AgInTe2 alloys it was shown that the optical contrast
correlated with the density contrast upon crystallization. It was established that suitable
materials which allow optical recording have frequently a cubic structure, however for the
chalcopyrite structure, a low optical contrast has been obtained.
5.2.9 Characterization of AuSnTe2 alloy
Little has been documented on the properties of AuSnTe2 as a phase change material.
In this section, the characterization of the electrical and structural properties as well as
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Figure 5.12: Optical contrast for AuInTe2 alloy calculated from the optical constants de-
termined from spectroscopic ellipsometry and transmission data
it crystallization kinetics are presented. The properties of the AuSnTe2 alloy are investi-
gated to establish trends for predicting suitable alloys applicable in phase change media.
Previously it was established that the AuInTe2 alloy forms the chalcopyrite structure with
low density and insufficient optical contrast. In addition, an average number of the s and
p valence electrons of 4 was determined for the chalcopyrite structure. To generalize this
trend to other alloys, an analysis of the properties of the AuSnTe2 and its relation to av-
erage number of s and p valence electrons will be performed in this section. The electrical
characterization as well the stress change upon crystallization are employed to determine
the transition temperature for this alloy. In addition, the crystal structure as well the
density change upon crystallization will be discussed and correlated to optical contrast.
Lastly, the suitability of the AuSnTe2 alloy as a phase media will be examined on the basis
of the kinetics of crystallization. This aspect also examines in detail the amorphization
and recrystallization process of the AuSnTe2 alloy in order to check for the suitability
of this alloy for optical recording. The parameter of interest will be the recrystallization
time since the recrystallization process is time limiting step in phase change recording.
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5.2.10 Composition of AuSnTe2 by SNMS
The chemical composition of the sample which was prepared by the co evaporation of the
Au, Sn and Te elements was determined by SNMS. The concentration of each constituent
are presented in Fig. 5.13 in atomic fractions. Due to presputtering the first cycles of the
measurement have not been included in the determination of the chemical composition.
Accordingly the concentration of this alloy has been determined to Au14Sn26Te60.
The composition of In was determined to be less than 0.1 atomic %.
5.2.11 Electrical characterization of AuSnTe2
There are a number of ways for determining the glass transition temperature, Tg. One of
these methods which is also quite popular and extensively used is the so called differential
scanning calorimetry or simply DSC. In the absence of a DSC device temperature depen-
dent sheet resistance measurements can also be used to observe phase transitions [32].
Such measurements provide a simple and fast way for estimating the Tg as the lower limit
of the transition temperature. This assertion is valid especially when we assume by first
approximation that the Tx is very close to the Tg values for most phase change alloys. In
Figure 5.13: The composition in atom % determined by SNMS techniques for the
AuSnTe2 alloy. The average concentration for this alloy was determined
in at.% as Au14Sn26Te60.
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this respect, the results of temperature dependent sheet resistance experiments on 114 nm
AuSnTe2 measured at a heating rate of 5K/min are presented in Fig. 5.14 for illustration.
The minimum in the derivative of the sheet resistance versus temperature curve yields
the transition temperature. Two transitions in sheet resistance are observed for this alloy
at 86◦C and 150◦C, respectively. The transition temperature for the amorphous to NaCl
transition has been determined to 86◦C while the melting temperature was determined
from literature to 560◦C. The sheet resistance of the as-deposited state constitutes 2K Ω
/¤ and it decreases monotonically up to the transition temperature. After the transition
the sheet resistance decreases to 86Ω/¤, corresponding to 9.7 × 10−3Ω cm. The phase
transition constitutes one order of magnitude change in sheet resistance which is a fac-
tor 100 lower than those of AgInTe2 and AuInTe2. To determine the consistency of the
phase transition temperature dependent stress measurements have been performed and
presented in the next section.
Figure 5.14: Sheet resistance as a function of temperature for an 114 nm AuSnTe2 mea-
sured at 5 K/min.
95
5 Results and discussion
5.2.12 Structure of AuSnTe2
XRD has been performed on 100 nm thin film of AuSnTe2 to determine the thermody-
namically stable structure. The results of these measurements are illustrated in Fig. 5.15.
Figure 5.15 shows the combined X-ray diffraction patterns of AuSnTe2 in (a) the as-
deposited state, (b),(c), and (d) after annealing at 100◦C, 150◦C and 200◦C, respectively.
Upon deposition AuSnTe2 is amorphous, however a NaCl structure is obtained upon an-
nealing at 100◦C. This structural transformation from the amorphous phase to NaCl phase
could be attributed to the transition in the sheet resistance at 80◦C. The lattice parameter
corresponding to the NaCl structure has been determined to 6.00 ± 0.01 A˚ and it is almost
similar in size to that of AgSbTe2 which has been determined to 6.08 ± 0.01 A˚. However,
it is larger than the AuSbTe2 by 0.3%. The indexed peaks positions and the correspond-
ing theoretical positions simulated by Latcoref have been presented in Table 5.3 for the
NaCl structure. Using bonding arguments it is now plausible to explain the formation of
the NaCl structure for this alloy. It can be seen that the Nsp = 4.25 for this alloy and it
means that the additional electrons in the valence level destabilize the chalcopyrite struc-
ture thus leading to a p-type of bonding. Subsequently, the formation of p-type bonds
leads to a rock salt structure.
According to Fig. 5.15(c), it is evident that heat treatment of AuSnTe2 leads to a partial
phase separation into SnTe (space group Fm3m) and AuSnTe2 at 150
◦C. However at
200◦C, complete segregation into SnTe and AuTe2 occurs. A slight composition deviation
from the AuTe2 results in the formation of a simple cubic AuTe1.7. A simple cubic phase
is preferred because of the random arrangement of the atoms in the lattice. Random
atomic arrangements in the lattice could indicate short atomic migration times because
the atoms have equal probability to occupy any lattice position. The characterization of
this composition as a suitable phase change media is however limited by its intermetallic
character. For intermetallic alloys low optical contrast are achieved during crystallization
(s.Fig. 5.16).
The emergence of the SnTe phase is attributed to the high affinity Sn has for Te. This
assertion is supported by the tendency of Sn to form strong bonds with Te (Sn-Te bond
strength is approximately 398 kJmol−1 [116]) and this corroborates with the high melting
temperature (Tm = 725
◦C) of SnTe. The lattice parameter of the SnTe phase is determined
to 6.30 ± 0.01A˚ and it is within a reasonable agreement with 6.33 A˚ which has been
obtained in [117]. The change in slope at 150◦C observed in the sheet resistance versus
temperature curve of Fig.6.1 corresponds to the complete segregation of AuSnTe2 into
SnTe and AuTe2 phases. At this instant it appears from the intensity of the peaks and
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Figure 5.15: XRD patterns showing (a) the as deposited amorphous phase (b) the NaCl
phase (c)the phase separation into SnTe and AuSnTe2 (d) the ultimate seg-
regation to SnTe and AuTe2.
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Figure 5.16: PTE diagram on the amorphisation of the AuTe1.7 alloy. The region denoted
by the white colour is the region of no effect, at this regions the sample
remains crystalline. The low reflectivity change of the amorphized region
corresponding to less than -4% is due to the intermetallic nature of this
sample.
Table 5.3: The experimental and theoretical 2θ values and their deviations for AuSnTe2
alloy.
h k l 2 θ(theo.) 2θ(calc.) ∆2θ
2 0 0 29.800 29.734 0.066
2 2 0 42.600 42.551 0.049
3 1 1 50.360 50.362 -0.002
4 2 0 70.000 70.020 -0.020
also from the number of peaks corresponding to AuTe2, that most of the grains present
belong to the monoclinic AuTe2 phase. The size of the unit cell for this low symmetry
phase is determined by latcoref to a = 8.78 ± 0.01 A˚, b = 4.40 ± 0.03 A˚, β = 125.20
± 0.10◦ and c = 10.16 ± 0.03 A˚. These values are in agreement with those reported by
Pertlik [118] (a = 8.76 A˚, b = 4.41 A˚, β = 125.20◦ and c = 10.15 A˚). A pictorial view
of the monoclinic AuTe2 phase is presented in Fig. 5.17 below for which the red spheres
represent the Te atoms while the blue Au atoms. In total there are 16 Au and 32 Te
atoms in the AuTe2 unit cell.
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5.2.13 Theoretical determination of the structure of AuSnTe2
Unfortunately there is no information available in the literature on the structure of the
AuSnTe2 alloys. Theoretical calculations using DFT formalism were performed by Luo
and Wuttig [3] to predict the ground state structure of AuSnTe2. This formalism deter-
mines the most stable structure through structural relaxation of the unit cells of the NaCl
and the chalcopyrite structures to their minimum total energy. The relationship between
the total energy of the unit cell and its size calculated for this alloy is plotted in Fig. 5.18.
The ground state structure was obtained from the minimum of the parabolic curves which
relates the total energy of the unit cell to the lattice constant, a.
Fig. 5.18 depicts that the NaCl structure has a lower total energy than the chalcopyrite
structure. The energy difference between the two structures is computed to -0.15 eV. Con-
sequently the NaCl structure is more stable for this alloy than the ”virtual” chalcopyrite
structure. The theoretical lattice parameter for this NaCl structure has been determined
to 5.63 A˚ and it deviates from the experimental value by 5 %. One of the consequence
of a structural transformation is the increase in density. The change in film density could
also lead to a change in band structure due to the increase in overlap of the orbitals. This
leads therefore to a change in the optical properties of the alloy. The density change upon
crystallization determined by XRR reflectivity will be examined and presented in the next
section and later correlated to the optical contrast of AuSnTe2.
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Figure 5.17: Pictorial view of the monoclinic AuTe2 unit cell. Te atoms appear in red
color while Au atoms in blue. In total there are 16 Au atoms and 32 Te
atoms in this unit cell [119]
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Figure 5.18: Structural relaxations of NaCl and chalcopyrite structure to establish the
most stable structure for the AuSnTe2 alloy.
5.2.14 Temperature dependence of density for AuSnTe2
Figure 5.19 compares the XRR spectra of an as-deposited sample and a measurement of
the same sample after annealing at 130◦C for 10 minutes. The inset depicts clearly the
shift in the total reflection edge, this indicates an increase in film density from 7.54 ± 0.05
to 7.82 ± 0.05g cm−3 upon crystallization. In addition the decrease in the periodicity of
oscillations also points to a decrease in film thickness. The XRR spectra which includes
the theoretical simulations are displayed in Fig. 5.20 for the same sample. The density
values have been determined from the simulations corresponding to the as-deposited, and
for annealing temperatures of 115◦C and 130◦C, respectively.
More XRR measurements have been performed and simulated to illustrate the density
dependence on temperature. The normalized density and thickness values are plotted in
Fig. 5.21 for illustration. From the XRR measurements, it is observed that the density
remains fairly constant at 7.54 ± 0.05g cm−3 upon annealing to 60◦C. At around 90◦C an
average increase of 0.28g cm−3 in film density is observed and this constitutes an increase
of 3.8%. This density change value is larger than that of the AgSnTe2 because the as
deposited film of this alloy is completely amorphous. The increase in density is attributed
to structural change to the NaCl structure corresponding to a density of 7.82 ± 0.05g
cm−3. The XRD density was calculated using the stoichiometry of the films and the unit
cell size for comparison with the measured XRR density. The computed XRD density is
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Figure 5.19: The red closed and black open circles represent the experimental data for the
as deposited and for the same sample after annealing at 130◦C. Annealing
shifts the total reflection edge to higher angles and this indicates an increase
in density.
7.82 g cm−3 and this value is in good agreement with the experimental value.
5.2.15 Crystallization and recrystallization of AuSnTe2
Figs. 5.22(a) and (b) show the PTE diagrams for crystallization and recrystallization of
AuSnTe2. The crystallization event has been performed on an amorphous as deposited
sample using a variable laser pulse. The color coding shows the reflectivity change upon
crystallization. Crystallization implies an increase in reflectivity and consequently where
reflectivity is positive indicates that crystallization has taken place. The dashed line
represents regions where the reflectivity change is zero, which denotes the onset of crys-
tallization. The minimum crystallization time has been determined to 725 ns. Recrys-
tallization experiments using the two pulse scheme have also been done on this sample.
This measurement scheme utilizes two pulses to consecutively irradiate the sample and
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Figure 5.20: XRR spectra constituting the simulated (solid line) and the experimental
data (open circles) for the case of the as deposited sample and for the same
sample after annealing at 115◦ C and 130◦C. The solid line can been seen
only at low angles. All the measurements have been performed at room
temperature.
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Figure 5.21: Normalised density and thickness change as a function of temperature for the
AuSnTe2 alloy determined by XRR method. The density and corresponding
thickness change have been determined to 3.8% and 3.7%, respectively.
subsequently change its phase. Among the two pulses there is one with a variable time
duration and power and this is the post crystallizing pulse while the pre-pulse has a fixed
power and time duration. In this case a pre-pulse of 40 mA and 60 ns was used to write
amorphous bits. From Fig. 5.22(b) it is evident that the recrystallization process is much
longer than the first crystallization. This is attributed to phase segregation into lower
symmetry AuTe2 and SnTe crystallized fractions. The phase separation of the recrystal-
lized bit can be confirmed by microdiffraction. In addition the microstructure of these bits
can be investigated using the transmission electron microscope (TEM). Phase separation
generally involves atomic motion over larger distances and would thus require more time
to take place [43].
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Figure 5.22: Power time effect diagrams for crystallization (a) and recrystallization (b)
of the AuSnTe2. From (a) it appears that the first crystallization time is in
general much shorter than the recrystallization time.
5.2.16 Optical characterisation of AuSnTe2.
80 nm thin film of AuSnTe2 have been analysed for determination of optical constants by
spectroscopic ellipsometry. The simulated optical constants for AuSnTe2 alloy for the case
of the as deposited as well as annealed samples have been used to determine the optical
contrast at 1.5 eV (λ = 830 nm) as a function of film thickness. The result of the simulated
optical contrast is presented in Fig. 5.23. It can be seen that the optical contrast for the
AuSnTe2 alloy for a 80 nm sample is about 19% and this could make it suitable for phase
change recording. However phase separation upon crystallization makes this alloy to be
an unsuitable choice for RW applications. The high optical contrast is attributed to the
separation of AuSnTe2 to the intermetallic AuTe2 which has a high reflectivity. Recent
studies on AgSbTe2 and AgInTe2 alloys have shown that the optical contrast correlated
with the density contrast upon crystallization. Furthermore it has been established that
suitable materials which allow optical recording have frequently a cubic structure. That
this alloy has a rocksalt structure with density change of about 3.8 % corroborates this
finding.
5.2.17 Characterisation of AuSbTe2 alloy for phase change
applications
To extend our understanding on the basis of the average number of the s and p valence
electron concept, AuSbTe2 alloy has been identified as a suitable choice. This is a relatively
new alloy and its potential as phase change material has not been investigated. Through
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Figure 5.23: The optical contrast of an 80 nm AuSnTe2 alloy determined at λ = 830 nm.
characterization of AuSbTe2 films the search for new materials is extended by looking
beyond the ternary GeSbTe and quaternary AgInSbTe based systems. In this section
the search for parameters suitable for predicting and distinguishing different structures
will be outlined. One of these parameters which has consistently and correctly predicted
structures is the average number of s and p electron. The significance of this parameter
will be established after the properties of the AuSbTe2 are highlighted. So we commence
this section by looking at the phase transition of this alloy determined from temperature
dependent sheet resistance measurements. In addition, the section also correlates stress
measurements with the sheet resistance measurements to show the evolution of stress
during the phase transition. The crystal structure investigations are also presented and
correlated to the density change upon annealing. This is a consistency check because it has
been previously established that alloys which are cubic in structure not only show a high
density change but also sufficient optical contrast. To this end, the determined density
change will be compared to the optical contrast of this alloy to determine its suitability as
a phase change medium. To explore the suitability of AuSbTe2 as a phase change media,
the crystallization kinetics will be discussed in this section. Finally this section attempts
to highlight the significance of ab-initio calculations in predicting structures of ternary
alloys. The theoretical calculations have yielded the ground state structure and proven to
be an effective tool for predicting the structures of new alloys. For this work the Abinit
code [115] has been utilised to perform the structural relaxations.
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5.2.18 Stoichiometry of AuSbTe2 by SNMS
Au, Sb and Te were evaporated simultaneously at evaporation rates of 0.8 A˚/s, 2.2 A˚/s
and 5.6 A˚/s, respectively. The analysis of the chemical composition was performed using
SNMS and the reference spectra to determine the sputter yield of each individual ele-
ment. Figure 5.24 shows the calculated composition of the alloy in atomic fraction. The
composition of the prepared alloy is determined in atomic % to Au18Sb23Te59.
5.2.19 Electrical characterization of AuSbTe2
Figure 5.25 shows the results of temperature dependent sheet resistance experiments on
100 nm AuSbTe2 measured at a heating rate of 5K/min. Upon increasing temperature,
the sheet resistance decreases monotonically up to 117◦C where a rapid transition occurs.
This is however contrary to that of AgSbTe2 where a gradual and prolonged transition was
reported [45]. The change in sheet resistance constitutes 3 orders of magnitude. The resis-
tivity of the as deposited state is determined to 1.9 ×10−1Ω cm and it decreases gradually
with increasing temperature up to the transition. Beyond the transition temperature the
sheet resistance decreases to 6.1 ×10−4Ω cm with increasing temperature, and at 180◦C
it undergoes a second transition leading to an increased sheet resistance. By cooling to
Figure 5.24: Typical spectra of an SNMS measurement, the composition has been per-
formed for the AuSbTe2 alloy. The average concentration was determined to
Au18Sb23Te59.
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room temperature the sheet resistance decreases monotonically to 2.9 ×10−3Ω cm.
The transition temperature increases with increasing heating rate. For the AuSbTe2 films
heating rates of 1K/min, 2.0K/min and 5K/min were used to determine the activation
energy employing a Kissinger analysis. Figure 5.26 shows the corresponding Kissinger
plot for which an activation barrier of 1.61 ± 0.10 eV has been calculated.
The transitions in sheet resistance corresponds to structural transitions which lead to
stress build up in the film. In this respect mechanical properties of the AuSbTe2 have
been characterized and discussed in detail in the proceeding subsection.
5.2.20 Stress change upon annealing AuSbTe2
The induced stress upon crystallization may likely affect the performance of the phase
change media. The stress build up during crystallization has been determined from tem-
perature dependent stress measurement on a 200 nm thin film of AuSbTe2 deposited on
200 µm Si substrates. Fig. 5.27 shows the stress and reflectance changes measured at a
heating rate of 5K/min. The linear decrease in stress before the transition is attributed
to thermal stress, but at about 100◦C tensile stress builds up gradually. The increase
is stress is due to the densification of the film during crystallization. The corresponding
increase in reflectivity constitutes 9.6 %. Crystallization leads to a stress change of about
30 MPa. On cooling the stress increases with decreasing temperature.
Figure 5.25: Temperature dependent sheet resistance measurements on 100 nm AuSbTe2.
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Figure 5.26: Kissinger plot for AuSbTe2 with an activation energy of 1.61 ± 0.10 eV,
determined from heating rates of 1.0 K/min, 2.0 K/min and 5.0 K/min.
5.2.21 Structure of AuSbTe2
Theoretical calculations using DFT for the ground state structure of AuSbTe2 have shown
that the NaCl structure is the most stable structure for this alloy. These calculations have
been performed by Luo [3] using 18 Kmax points to determine the NaCl structure of this
alloy. The atomic positions for the NaCl structure were input into the Abinit program [115]
and the unit cell was relaxed to its minimum total energy. Similar calculations were
also performed for a virtual chalcopyrite structure to compare the total energy of each
structure type. The results of the calculations are presented in Fig. 5.28 which shows
that the NaCl phase has the minimum energy and consequently is more stable than the
chalcopyrite structure. The size of the unit cell for the NaCl lattice at zero kelvin has been
determined from the minimum of the parabolic curves to 5.63 A˚ and to 6.19 A˚ for the
virtual chalcopyrite structure. From the Fig. 5.28 it is seen that the energy of NaCl phase
is lower than that of the chalcopyrite by -0.45 eV. The coordinates of the atoms in the
NaCl unit cell that have been used for structural relaxations of AuSbTe2 are tabulated
in Table 5.4. These positions have also been used to provide a pictorial view of the
NaCl structure which is presented in Fig. 5.29. Theoretical predictions were checked for
consistency by structure determination using X-ray diffraction.
Figures 5.31(a)- 5.31(c) show the XRD patterns of the as deposited state, the state after
annealing at 120◦C and annealing at 200◦C, respectively. The two broad peaks are indica-
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Figure 5.27: Reflectance and stress measurements as a function of temperature on 200 nm
AuSbTe2 film.
tive of the absence of long range order which is typical for an amorphous phase. However
by annealing at 120◦C, the simple cubic structure emerges. The lattice parameter for
the simple cubic structure is determined to 2.99 ± 0.02 A˚. The corresponding value for a
rocksalt structure of 5.98 A˚ is in close agreement with (6.08 ± 0.01 A˚) which has been
determined for AgSbTe2 [45]. However, the unit cell is also smaller compared to the high
pressure phase of the AuInTe2, which has been identified as a cubic system with space
group F4¯3m and lattice parameter a = 6.23 A˚. This values of the high pressure phase was
observed to be 9.1 % larger than the theoretical value (a = 5.71 A˚) of the NaCl structure
calculated by Luo and Wuttig [3]. The simple cubic and NaCl structures are identical
as far as the positions of the atoms are concerned. They only deviate in terms of their
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Figure 5.28: Structural relaxation curves for the NaCl and chalcopyrite structure of the
AuSbTe2 at zero Kelvin. The NaCl structure has the lowest total energy
and hence it the most stable structure. A lattice parameter of 5.61 A˚ is
determined from the minimum of the parabolic curve.
chemical order. For the simple cubic structure, all lattice sites are randomly occupied
while for the rocksalt structure, the Te atoms only occupy one sub-lattice, while the Au
and Sb atoms occupy the other sub-lattice. Figure 5.30(a) and (b) illustrate the x-ray
diffraction spectra of typical rock salt and simple cubic structures, it is evident from the
Table 5.4: The atomic positions of Te, Au and Sb in the AuSbTe2
atom type x-coord. y-coord. z-coord.
Te1 0 0 0
Te2 1/2 1/2 0
Te3 0 1/2 1/2
Te4 1/2 0 1/2
Au1 1/2 0 0
Au2 0 1/2 0
Sb1 0 0 1/2
Sb2 1/2 1/2 1/2
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Figure 5.29: Pictorial view of the NaCl unit cell. In this picture the Te atoms are rep-
resented by red colors, while the yellow color is used to show the statistical
distribution of the Au and Sb which are represented by green and blue colors,
respectively.
figure that the rocksalt structure contains peaks indexed with odd indices. However for
the same peak positions as in the rocksalt structure it can be seen that the peaks are in-
dexed with mixed indices in the spectrum for the simple cubic structure. To establish the
effect of temperature on the size of the NaCl unit cell, AuSbTe2 was annealed at various
temperatures and the lattice parameter was calculated. It is observed in Fig. 5.32 that
the lattice parameters decrease with increasing annealing temperature. The experimen-
tal (5.98 ± 0.02 A˚) and theoretical (5.63 A˚) values of the lattice parameter for a NaCl
structure deviates by 6% and this is attributed to the LDA code which underestimates
the lattice parameter to a few percent [68, 69]. Further annealing at 200◦C leads to phase
separation of AuSbTe2 into cubic AuSb2 and orthorhombic AuTe2 phases, respectively.
The lattice parameter of the cubic AuSb2 phase is determined to 6.66 ± 0.01 A˚ and it
is in reasonable agreement with the values (a = 6.658 A˚) reported in [36]. Correspond-
ing to the orthorhombic phase, the lattice parameters have been calculated as a = 16.50
± 0.02 A˚, b = 8.81 ± 0.01 A˚ and c = 4.45 ± 0.01 A˚, respectively. The occurrence of
phase separation at 200◦C could be responsible for the increase in sheet resistance during
annealing at 200◦C.
To establish the effect of temperature on the size of the simple cubic unit cell, AuSbTe2
was annealed at various temperature and measured at room temperature. The lattice
parameter for each temperature values was determined by indexing the corresponding
2θ positions using the Latcoref program. Annealing at various selected temperatures
can show the influence of temperature on the grain size. This effect on grain size was
determined by calculating the FWHM of the (100) peak. The results of the dependence
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Figure 5.30: XRD spectra of (a) a rocksalt and (b) the simple cubic structure.
of grain size on function of temperature are presented in Fig. 5.33. In this figure it is seen
that the grain size remains fairly constant with increasing temperature. The grain size
for each annealing temperature value is determined from the Scherrer equation
FWHM =
0.89λ
Lhklcos θ
+ 4²tan θ. (5.1)
where Lhkl, ², and FWHM are the grain size, the strain and full width at half maximum,
respectively. Substituting the FWHM and the θ positions into Eqn. 5.1 a simultaneous
equation is obtained, the solution of which gives the grain size and the lattice strain. Thus
it is seen that annealing increases the grain size from 2 nm to 3 nm.
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Figure 5.31: The XRD patterns of AuSbTe2 in (a) amorphous phase, (b) Simple cubic
structure and (c) after phase segregation to AuSb2 and AuTe2 phases. The
former is indexed in blue color while red and green colors to denote the coex-
istence of both orthorhombic and monoclinic phases of AuTe2 after annealing
at 200◦C.
5.2.22 Configuration entropy for the simple cubic and rock salt
structure
The minimum in the free energy G determines the actual phase of an alloy. To determine
this value the contribution of the configuration entropy should be considered. In the
simple cubic structure with N atoms, the N/2 Te atoms may be distributed over N sites,
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Figure 5.32: The effect of annealing on the lattice parameter of the simple cubic structure.
Annealing decreases the unit cell by 0.1%.
Figure 5.33: The effect of annealing on the FWHM of the (100) peak. Also included are
the corresponding XRD spectra of AuSbTe2 at 100
◦C, 125◦C and 150◦C,
respectively.
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N/4 Sb atoms will occupy the N/4 of the remaining sites. The remaining N/4 Au sites
have to be occupied by Au atoms. Thus the configuration entropy for the simple cubic
lattice is determined by the product of the corresponding binomial coefficients which can
be simplified by Stirling’s approximation to
Sconf = kBN lnN − 1
2
ln
N
2
− 1
2
ln
N
4
. (5.2)
rearranging Eqn. 5.2 leads to
Sconf = kBN ln 2(
N
2
)
1/2
(
N
4
)1/2. (5.3)
or
Sconf = kBN ln 2
√
2. (5.4)
Equation 5.4 gives a configuration entropy per atom of Sconf=8.994 × 10−5 eV/K, the
contribution to the free energy is thus given as TSconf= 27 meV for T = 300 K for the
simple cubic lattice. In a similar manner the configurational entropy for the rocksalt
structure can be derived. If the Te atoms are assigned to the Cl-positions, then the
contributions to the configurational entropy due to Te atoms is zero, because number of
ways of arranging the Te atoms in the sublattice is equal to one. Therefore the number of
ways of occupying N sites by the N/2 Au and N/2 Sb atoms is given by the expression.
Ω =
N !
(N/2)!(N/2)!
, (5.5)
Using Eqn. 5.5 in the general expression for determining entropy and also using the Stir-
ling’s approximation leads to an equation for the configuration entropy of the rocksalt
structure in the form
Sconf = kBN ln 2. (5.6)
The configurational entropy of the rocksalt structure has been determined using Eqn. 5.6
[17] to Sconf=5.973 × 10−5 eV/K. The contribution of the configuration entropy at room
temperature for this structure is 18 meV. Once the total energy of the simple cubic
structure is known then the gibbs free energy of these two structures can be compared
because their values for the configuration entropy are known.
5.2.23 Density and thickness change of AuSbTe2
Previously stress data have shown the build up of tensile stress during crystallization. This
also leads to an increase in film density upon crystallization. To determine the magnitude
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of the density change, X-ray reflectivity was carried out in the following steps, namely
for the case of the as deposited state, and upon annealing at 125◦C, 150◦C and 175◦C,
respectively. All the measurements were performed at room temperature. To observe the
density change due to annealing, the reflectivity spectra of the as deposited state and for
the same sample annealed at 150◦C have been plotted together in Fig. 5.34. The shift in
the total reflection edge to higher angles is seen in the XRR spectra of the of the same
sample in the as deposited amorphous phase and after annealing at 150◦C. This shift
corresponds to an increase in film density from 7.96 ± 0.05 g cm−3 to 8.38 ± 0.05 g cm−3.
In addition, the increased decay in the intensity of the oscillations represents an increase
in film roughness with temperature.
Figure 5.34: Shift in the total reflection edge of AuSbTe2 after annealing at 150
◦C. The
black and red open circles represent the case when the sample is as deposited
and the case when it has been annealed at 150◦C, respectively.
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The experimental and simulated spectra for the as deposited state, for the same sample
annealed at 125◦C and at 175◦C, respectively but measured at room temperature are all
presented in Fig. 5.35. After annealing at intermediate temperatures, the corresponding
density and thickness values were extracted from the simulated XRR spectra and the
normalized density and thickness values plotted against annealing temperatures as shown
in Fig. 5.36. The density change has been determined to 5% and it is slightly higher than
the value determined for AgSbTe2. The density change upon crystallization is charac-
terized by a sudden transition which also corroborates the transition in sheet resistance
upon heating. However compared to the AuInTe2 alloy the phase transition is signifi-
cantly different since a gradual transition in density and film thickness is observed for the
AuInTe2.
Figure 5.35: The experimental and theoretical XRR spectra for the as deposited state,
for the same sample annealed at 125◦C and 175◦C for 10 minutes in Argon
ambient. The simulated spectra have been represented by open circles, while
the solid lines represent the experimental data.
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Figure 5.36: Density and thickness change determined by XRR for an 88 nm AuSbTe2 film.
The blue circles represent the density values normalised with respect to the
as-deposited density value, while the red circles correspond to the thickness
change. The sudden steep transition at 100◦ indicates that crystallization
has transpired.
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5.2.24 Amorphisation of AuSbTe2
Amorphisation is also a process which takes place in the order of nanoseconds during the
read, write and erasure cycle. It involves the local melting of the alloy and subsequently
rapid cooling to room temperature to freeze the atoms in the glassy state. So suitable
phase change materials should be easy glass formers. This requires high cooling rates and
low melting temperature so as to suppress the nucleation of the supercooled liquid. 80
nm thin films of AuSbTe2 were crystallized in the oven for the amorphization experiment.
The amorphization process was done using a static tester in which a laser source of
varying power and time duration was applied to the crystalline AuSbTe2 thin film. The
reflectivity change was simultaneously monitored for each laser pulse. The change in
reflectivity corresponding to each power and time pulse was then plotted in a power time
effect diagram of Fig. 5.37. The PTE diagram shows the effect of reflectivity change
due the laser power P (2.53-32.92 mW) as function of pulse duration t (10-2000 ns).
The white region represents a region where no amorphization takes place. The red region
corresponds to the region where amorphization was successful. The reflectivity change due
to amorphization was determined to be about 8%. To be able to verify if amorphization
was successful, the written bits were observed using the atomic force microscope. A typical
AFM picture of the amorphous bit is shown in Fig. 5.38. The region in blue represents the
ablated zone, and the corresponding reflectivity change is observed to decrease by about
50%.
To verify the success of an amorphization event, the written bits were observed using the
atomic force microscopy. A typical AFM picture of the amorphous bit for the AuSbTe2
is shown in Fig. 5.38 and it was written using a 20 mW and 100 ns pulse. Like the
amorphization process, ablation is also marked by a decrease in reflectivity of the laser
pulse.
Consequently it is imperative that the two processes be distinguishable. There are two
possibilities of attaining such a distinction, By using an atomic force microscope the
topography of the written bits can be studied. AFM pictures of a written bit are char-
acterized by a dome shaped structure in a crystalline matrix. The second procedure is
based on a two pulse scheme where the amorphizing pre-pulse is fixed in both power and
time duration and the post crystallizing pulse varied, to change the reflectivity state of
the written bit. The evidence of amorphization is confirmed by the re-crystallization of
the written bits which will be discussed in the next section. To confirm whether the blue
region was synonymous to ablation, a laser pulse of 30 mW and pulse duration of 500
ns was used. The resulting ablated bits were later observed using the AFM as shown in
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Figure 5.37: The amorphisation diagram of 80 nm AuSbTe2 film deposited on glass. The
region colored white represents no reflectivity change upon laser irradiation.
Figure 5.38: The AFM diagram of 80 nm AuSbTe2 film deposited on glass. The bump
in the middle could possibly indicate that some material was lost during
amorphization. The large change in height of the dome is attributed to
delamination.
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Fig. 5.39.
5.2.25 Recrystallization of AuSbTe2
The recrystallization process has been performed by applying moderate laser powers to
heat the amorphous material for a sufficiently long period above its glass transition tem-
perature to induce complete crystallization. Fig. 5.40 shows a schematic diagram of the
recrystallization process. The crystalline sample was firstly amorphized by a fixed write
pulse, which was later accompanied by a variable erasure pulse to delete the written bit.
According to this scheme three states are obtained for each effect in the PTE, and these
are namely, the original state (crystalline with reflectivity R1), the write state (which is
amorphous and with reflectivity R2) and lastly the erasure state (which can be either
crystalline and / or partial crystalline, with a corresponding reflectivity R3).
2.5 mm
0nm
750 nm
Figure 5.39: A typical AFM picture for an ablated bit. The middle of the bit consists of a
hole which arises from the loss of material during the amorphisation process.
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Figure 5.40: Schematic representation of the recrystallization scheme for the AuSbTe2
alloy
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The recrystallization process was performed by Zhang using a fixed write pulse of 20 mW
and 80 ns with respect to R1. The resulting PTE diagram which shows the reflectivity
change upon erasure laser power P (2.53 - 32.92 mW) as function of pulse duration t
(10 - 2000 ns) is presented in Fig. 5.41. The light green region in this figure denotes
that the erasure has not occurred. The written amorphous states result in a reflectivity
change of about -5%. Corresponding to the red region bounded by the dashed line
is the erasure region, where recrystallization takes place and the reflectivity change
becomes positive. The ablation zone is represented by the white region in this figure.
This then confirms that AuSbTe2 can be switched between amorphous and crystalline
states through laser heating. In order to find out the power for the amorphization of
the c-AuSbTe2, an after-pulse experiment was devised. This approach was similar to the
recrystallization scheme of Fig. 5.40, but variable pulses were used to write amorphous
marks. A fixed pulse of 0.94 mW and 0.1 ms was thereafter used to erase the written
bits. The corresponding results are presented in the PTE diagram of Fig. 5.42. This
PTE diagram shows the reflectivity change between the write and the erasure state
(R3-R2)/R2 upon the application of laser power, P (2.53-28.14 mW) as function of pulse
width t (10 - 1000 ns). In this figure three regions can be clearly distinguished. In white
zone I, where no amorphization takes place, no bit is erased. The white zone III which
Figure 5.41: PTE diagram illustrating the recrystallization of a crystalline AuSbTe2 after
applying a fixed write pulse of 20 mW and 80 ns.
123
5 Results and discussion
Figure 5.42: Recrystallization of the AuSbTe2 alloy using 0.94 mW and 0.1 ms laser pulse
to erase written bits
corresponds to the complete ablation of the film and consequently no recrystallization
can take place. In color zone II both amorphization and recrystallization take place,
hence we get a positive reflectivity change. This zone can also be subdivided into
two parts (namely, zones II(a) and II(b)). In zone II(a) an increase of pulse length
at a fixed pulse power leads to increased contrast and this shows that the amorphous
marks increase in size. However it is evident that in zone II(b) there is a decrease
in optical contrast. This is attributed to the competition between amorphization
and ablation. A lower optical contrast is obtained due to the radial distribution of
temperature, this means that the increase of pulse width leads to an increase in the tem-
perature of the spot center, which results in a partly amorphized and partly ablated mark.
To establish the recrystallization mechanism different write pulses were used. The
results are shown in Fig. 5.43 which represents the minimal complete erasure time
(CET) of the c-AuSbTe2 for different write pulses. Here the CET is defined as the time
when 90% of the amorphous mark is recrystallized. These PTE diagrams of Fig. 5.43
(a)-(d) show the reflectivity change upon application of a writing pulse of laser power
P (0.06-12.14 mW) as function of pulse width t (40-4000 ns). In each PTE diagram
tmin stands for the minimal CET and the results are presented for different write pulses
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Figure 5.43: PTE diagram illustrating the recrystallization event using a fixed 20mW and
75 ns amorphisation pulse on crystalline AuSbTe2 alloy
Figure 5.44: PTE diagram illustrating the recrystallization event using a fixed 20mW and
80 ns amorphisation pulse to the crystalline AuSbTe2 alloy
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Figure 5.45: PTE diagram illustrating the recrystallization event using a fixed 20mW and
85 ns amorphisation pulse to the crystalline AuSbTe2 alloy. The minimum
recrystallization time is determined to 325 ns
Figure 5.46: PTE diagram illustrating the recrystallization event using a fixed 20mW and
90 ns amorphisation pulse to the crystalline AuSbTe2 alloy
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in table 3. The variation of the bit size with respect to the erasure time is shown in
Fig. 5.47. In this plot the bit size has been represented by the width of the write pulse.
For a fixed write pulse power, a longer write pulse width produced a larger amorphous
mark and vice versa. It is also evident that the minimal CET increases with the size of
the amorphous mark. This therefore asserts that AuSbTe2 is a fast growth PC material
with a minimal CET ranging from 110 ns to 340 ns for the case of a writing pulse of fixed
power of 20 mW and a varying pulse length. Preference to fast growth materials has
gained widespread support in literature because of the fact that the time for complete
crystallization depends on the spot size. This allows for shorter crystallization times in
case of smaller amorphous mark size. That this alloy is a growth dominated material is
confirmed by its value of the Tg/Tm ratio which is determined to 0.52. This agrees with
the observation that Tg/Tm values larger than 0.5 represent alloys which favor the growth
dominated mode of recrystallization.
Figure 5.47: The complete erasure time has been presented as a function of the amor-
phization pulse. The amorphization pulse is proportional to the size of the
bits and it is seen in the figure that smaller bits can be erased much faster
than larger bits.
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To compare the differences between laser annealing and oven annealing necessi-
tated that first crystallization be investigated. The results of the crystallization process
of the as deposited 80 nm thin AuSbTe2 film are presented in Fig. 5.48. Three regions
are clearly distinguished from this figure on the basis of the reflectivity change. The
reflectivity change is defined here as (R3-R2)/R2. The blue region constitutes a region of
no effect where the reflectivity change is zero. The red region surrounded by the dashed
line is assigned to crystallization because in this region positive reflectivity values have
been observed, while the white region depicts the ablation of the thin film. For the
as-deposited sample, the minimal time of the first crystallization is about 70 ns which is
evidently slightly shorter than the minimal CET. This is an interesting result because
previous experiments have shown that the recrystallization time was faster than the
crystallization process for the Ge-Sb-Te based ternary alloys [7]. For the crystallization
process to be faster than recrystallization this would require that laser amorphization
produces an amorphous phase with a larger driving force for crystallization compared to
the as deposited amorphous phase. Therefore recrystallization will be slower than first
crystallization due to the increase activation barrier for crystallization. This assertion
can be proved if the local order of the as deposited and laser annealed amorphous phases
are investigated to determine the structure of both phases. An alternative explanation
to this interesting result could be attributed to the difference in the crystal structure
Figure 5.48: PTE diagram illustrating the crystallization of the AuSbTe2.
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of the crystallized and recrystallized bits. The occurrence of phase separation during
amorphisation and melt crystallization could lead to slower recrystallization times. Phase
separation can be confirmed by performing µ-XRD on these bits. This could show if laser
annealing separates the AuSbTe2 alloy into AuSb2 and AuTe2 phases.
5.2.26 Optical characterization of AuSbTe2
The optical contrast for the AuSbTe2 alloy was determined by spectroscopic ellipsometry
measurements for both films in the as deposited and crystalline state. The simulated
optical constants for the AuSbTe2 alloy for the case of the as deposited as well as annealed
samples were used to determine the optical contrast at 1.5eV (λ = 830 nm) as a function
of film thickness. The results of the simulated optical contrast have been presented in
Fig. 5.49. It is seen that the optical contrast for the AuSbTe2 is about 20%. This
indicates that the AuSbTe2 has a sufficient optical contrast which makes it suitable for
phase change recording. In previous work on AgSbTe2 and AgInTe2 alloys it has been
shown that the optical contrast correlates with the density contrast upon crystallization.
It was established that suitable materials which allow optical recording have frequently a
cubic structure. This observation is corroborated by the density change and the optical
contrasts of the AuInTe2 and AuSbTe2 alloys. On the other hand it should also be
noted that cubic based structures have higher density changes of about 4% and also show
sufficient optical contrast.
The determined optical contrast for 76 nm film is about 22%.
5.3 AgSnTe2
Little has been documented on the properties of the AgSnTe2 alloy [119]. In the preceding
section, it was noted that adding two p electrons to AgInTe2 resorts in the chalcopyrite
to rocksalt structure transformation. To be able to understand the significance of the
p-electron count and to also establish the dividing line between chalcopyrite and rocksalt,
the AgSnTe2 alloy was investigated since Sn lies between In and Sb in the periodic table.
In this regard the properties of AgSnTe2 relevant for optical data storage materials are
presented in this section.
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Figure 5.49: Optical contrast determined from the n and k values at λ = 830 nm for a
77 nm AuSbTe2 film on glass.
5.3.1 Composition determination of AgSnTe2 by SNMS
The determination of chemical composition by SNMS is a relative measurement which
requires a reference standard. The elements in the standard should correspond to those
in the sample whose stoichiometry is to be quantified. Au24Sn25Te51 was used as the
reference standard to quantify the composition of AgSnTe2.
The reference standard was prepared by melt quench techniques and the composition was
quantified by Inductively Coupled Plasma Optical Emission Spectrometry (ICP-OES).
Figure 5.50 shows the SNMS composition profiles for the AgSnTe2 film, the composition
of this alloy was determined to Ag18Sn26Te56 using the sensitivity factors determined from
the Au24Sn25Te51 reference standard.
5.3.2 Electrical characterization of AgSnTe2
In this subsection, the kinetics of phase transformation of AgSnTe2 are described by pre-
senting temperature dependent sheet resistance results based on the van der Pauw method.
Figure 5.51 shows the dependence of sheet resistance on temperature. It is evident that
the sheet resistance decreases monotonically to 1 M Ω/¤ with increasing temperature
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Figure 5.50: Composition determination for AgSnTe2 deposited on Si by SNMS. The
stochiometry of this alloy has been determined to Ag18Sn26Te56.
until 62.5◦C where the transition occurs. Upon further annealing the sheet resistance
decreases to 200Ω/¤ and then commences to increase with temperature. These changes
are attributed to grain growth and phase separation to Ag2Te. The phase transition of
AgSnTe2 leads to a resistance change of 4 orders of magnitude which is similar to that of
AgInTe2 but a factor of 100 higher than that of AgSbTe2. In addition, the absolute value
of the sheet resistance of AgSnTe2 in the amorphous state is a factor of 10 lower than
AgInTe2, but it is a factor of 100 higher than that of AgSbTe2. The difference in the mag-
nitude of sheet resistances could be linked with differences in the structural transitions
of these alloys. To determine the reproducibility of the phase transition, temperature de-
pendent stress measurements were performed at a heating rate of 5 K/min. The results of
stress evolution with temperature are presented in the next section. Stress determination
was simultaneously done with reflectance change of AgSnTe2 at a varying temperature.
5.3.3 Temperature dependent stress determination of AgSnTe2
200 nm thin films of AgSnTe2 have been prepared for temperature dependent stress mea-
surements. The results for the stress and reflectance data are presented in Fig. 5.52.
From the figure it is seen that the stress decreases to −20MPa at approximately 75◦C.
This initial stress decrease is a factor of 2 higher for AgSnTe2 than for AgSbTe2. The
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Figure 5.51: Sheet resistance as a function of temperature for a 80 nm AgSnTe2 thin film
on glass substrate measured at 5 K/min.
subsequent change in stress towards tensile stress corroborates the transition temperature
determined by sheet resistance measurements. The stress transition at 75◦C indicates
that crystallization takes place at this temperature. Moreover it is evident from the figure
that the build up of tensile stress at the phase transition of AgSnTe2 alloy is a factor of
two lower than AgSbTe2. Large tensile stresses could be correlated to the large change
of atomic volume during the amorphous to crystalline transformation. No comparison
could be performed for AgInTe2 alloy due to the unavailability of data for this alloy. The
linear increase in stress in the temperature range between 75 and 125◦ C corresponds
to a slight decrease in sheet resistance. The linear increase in stress is the tensile stress
which arises due to the crystallization of the AgSnTe2 alloy. Beyond 125
◦C it is seen
that the stress decreases up to 150◦C by 10 MPa. The slight reduction in tensile stress is
attributed to the onset of the Ag2Te phase formation. The small gap at 175
◦C arises from
the displacement of the sample during heating which shifts the laser off the detector. In
the next section we present the structure of AgSnTe2 to interpret the transitions in the
temperature dependent sheet resistance and stress results.
5.3.4 Structure of AgSnTe2
It has been shown in the previous sections that alloys with chalcopyrite and NaCl struc-
tures have different values of the average number of s and p valence electrons. These
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Figure 5.52: Stress change as a function of temperature for a 200 nm AgSnTe2 film de-
posited on a 250µm Si substrate.
results have been obtained for the AgInTe2, AgSbTe2, AuInTe2, AuSnTe2, and AuSbTe2,
respectively. Indium and Antimony belong to the same period, and these two elements
are separated by Sn which is a group IV element. The identification of the structure of
the AgSnTe2 could also explain the role of the average number of s and p valence electrons
in predicting structures. To this end XRD measurements have been performed for the as
deposited sample and for the same sample after annealing at 60◦ C, 120◦ C and 200◦ C,
respectively for 10 minutes in an argon ambient. The corresponding XRD spectra are
presented in Fig. 5.53. From the figure two broad peaks onto which Bragg reflexes are
superimposed can be seen. This indicates a mixture of amorphous and crystalline phases.
Further annealing at 60◦C leads to the reduction of amorphous component in the film and
this observation appears as a reduction in the intensity of the two broad peaks. XRD spec-
tra for the sample annealed at 120◦C and 200◦C shows that Bragg reflexes of the major
phase do not change significantly apart for their intensity increase. The peaks have been
indexed and identified with a hexagonal primitive structure with lattice parameters of a =
4.45 ± 0.01 A˚ and c = 5.89 ± 0.01 A˚. This result however does not agree with the structure
reported in the literature [112]. According to this report AgSnTe2 has a rocksalt structure
which corresponds to the F3m3 space group at room temperature. XRD measurements
by Mu¨ller [120] on powdered AgSnTe2 prepared by melt quenching identified a mixture of
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AgTe and SnTe phases. It therefore seems that the structure of AgSnTe2 is dependent on
the preparation method. However another possible explanation for this discrepancy could
be perhaps understood by considering the hexagonal phase as being a Peierl’s distorted
NaCl structure. This explanation gains credence only if the atomic positions are known
so that the symmetry breaking can be identified. Such a break in symmetry has been
used as evidence for Peierls distortion. Further heat treatment of AgSnTe2 produces no
effect on the base of the lattice at all, because the base remains constant up to 120◦C.
However, the cell broadens beyond 120◦C and simultaneously shrinks in size (Fig. 5.54).
The effect of annealing on the grain size has been determined from the FWHM of the
(100) plots of the major peaks and their corresponding intensity. Figure 5.55(a) shows
a decrease in FWHM upon annealing. This narrowing of the (100) peak as a result of
further annealing is attributed to grain growth. To obtain an estimate for the grain size
of the AgSnTe2 alloy, the Scherrer equation was used. The calculated grain sizes are
presented in Fig. 5.55(b) and they increase monotonically with temperature from 20 nm
to 32 nm . Further evidence for grain growth is also shown in Fig. 5.56 which shows that
the peak intensity of the (100) plane increased upon annealing.
5.3.5 Density change of AgSnTe2
XRR measurements to determine the density change of AgSnTe2 upon crystallization
were performed on 113 nm thin AgSnTe2 films. The experimental as well as simulated
spectra are presented in Fig. 5.57(a) - (c) for the as deposited sample, and for the same
sample annealed at 120◦C and 180◦C, respectively. The periodic oscillations in the spectra
qualitatively represent the film thickness, while the decay in intensity of the X-ray spectra
is attributed to the interface roughness. Fig. 5.57 shows that the decay in intensity of the
oscillations increases with temperature. The increasing surface roughness due to annealing
has also been observed for AgSbTe2, AgInTe2, as well as for films in the GeSbTe tenary
system [97, 98, 99, 100]. Annealing shifts the total reflection edge of the as-deposited phase
to higher angles by about 0.02◦ (Fig. 5.58). This corresponds to a density increase from
6.22 ± 0.05 g cm−3 to 6.37± 0.05 g cm−3 and it constitutes a change of 2.3% for AgSnTe2
upon crystallization. This value is higher than that of AgInTe2 by 0.3%. However, it is a
factor of 2 lower compared to the calculated density change for AgSbTe2. The low density
change is attributed to the mixed phases in the as deposited state. The occurrence of
mixed phases is however not observed in AgInTe2 and AgSbTe2 alloys in the as deposited
state.
A summary of the measured density values as a function of temperature is plotted in
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Figure 5.53: The XRD patterns of the as deposited sample and for the same sample
annealed at 60◦C, 120◦C and 200◦C, respectively. AgSnTe2 crystallizes to
the hexagonal primitive phase with lattice parameters determined to a =
4.45 ± 0.01 A˚ and c = 5.89 ± 0.01 A˚. Phase separation to Ag2Te emerges at
120◦C and is more pronounced at 200◦C.
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Figure 5.54: The effect of annealing on the lattice constants of AgSnTe2. The lattice
parameters, a and c are constant up to 120◦C. Above 120◦C a and c increase
and decrease linearly by about 0.4 %.
Fig. 5.59. It is seen that the density and thickness values remain constant with tem-
perature up to 40◦ C and increase gradually to 1% at 60◦ C. The increase in density
corresponds to the complete phase transition to the hexagonal structure.
Corresponding to the small density change is also a thickness change of 2.6%. This is
observed from the decrease in the number of oscillations of the as deposited and for the
films annealed at higher temperatures.
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Figure 5.55: The FWHM of the (100) peak decreases with increasing annealing temper-
ature, this peak broadening has been attributed to grain growth. The cor-
responding estimate of the grain size has been determined using Scherrer
expression as shown in (b).
5.3.6 Amorphisation of AgSnTe2
To write amorphous marks the alloy is locally molten by applying short but high powered
laser pulses [20, 21]. As a consequence the material melts and due to high cooling rates the
atoms are frozen in an amorphous phase. Laser pulses of variable power and duration were
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Figure 5.56: The increase in intensity of the (100) peak with increasing temperature as a
result of grain growth. The grains increase in size from 20 nm to 34 nm.
irradiated on AgSnTe2 to produce phase transformations to an initially crystallized sample
by heating to 80◦ C for 10 min. This process involves monitoring the change in optical
reflectivity upon the application of the laser pulse. Fig. 5.60 shows the amorphization
event for the AgSnTe2 alloy. The red colored region represents the region of no effect.
This region remains crystalline and therefore there is no reflectivity change upon laser
irradiation. However the region which is yellow and light green in color represents the
region for which amorphization has occurred. The effect of amorphization is seen as a
decrease in reflectivity which is determined to 12% after normalizing with respect to the
reflectivity of the crystalline phase. To confirm the success of writing an amorphous bit
two possibilities were used in this work, the first one involved using a two pulse strategy
scheme while the second method investigates the surface topography of written bits with
the AFM.
In the two pulse scheme, a sequence of two pulses is applied, the variable crystallizing
pulse which accompanies the fixed amorphous pre-pulse increases the reflectivity if crys-
tallization of the amorphized spot has taken place. The results of this procedure are
discussed in the proceeding section. In this section an AFM picture of the amorphous
bit in a crystalline matrix is presented (Fig. 5.61). It can be seen from this figure that
amorphisation leads to the formation of a circular dome shaped structure on the surface
of the film. The diameter of the amorphous bit is determined to 1.5 µm while the height
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Figure 5.57: Measured and simulated XRR spectra for 113 nm AgSnTe2 in the as deposited
amorphous phase and for the case of annealing the same sample at 120◦ C
and 180◦ C respectively. The simulated spectra are represented by the open
circles while the measured XRR spectra are denoted by the solid line.
corresponds to 26 nm. This constitutes a 19% thickness change which is not consistent
with the measured XRR thickness change of 3%. Such high changes in height determined
by AFM are attributed to the delamination of the thin film upon laser irradiation.
The small ring located at the outer edge of the amorphized spot corresponds to the melt
139
5 Results and discussion
Figure 5.58: Comparison of XRR spectra for the as deposited and for the same sample
after annealing at 200◦C to show the shift in the reflection edge due to crys-
tallization.
Figure 5.59: Density and thickness change as a function of temperature for a 113 nm
AgSnTe2 deposited on Si.
crystallization of the amorphous spot as a result of the temperature gradient of the laser
pulse. At higher powers and shorter pulse widths a decrease in reflectivity is observed.
This indicates that the spot has been melted, cooled and quenched back into an amorphous
state. Ablation is represented in the regions with no color for which the reflectivity change
decreases by more than 50%, such high decreases in reflectivity change are attributed to
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Figure 5.60: Power time effect diagram showing the reflectivity change of crystalline
AgSnTe2 upon amorphization. The red color observed at 100 µs corresponds
to melt crystallization.
Figure 5.61: AFM picture of an amorphous bit in a crystalline matrix. The amorphous
region is represented by the circular dome shaped structure of 700 nm diam-
eter. The height of the dome is determined to 26 nm
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material losses during ablation.
5.3.7 Crystallization of AgSnTe2
Crystallization of the written amorphous bit was accomplished by using a laser pulse of
variable power and widths on an as deposited 80 nm AgSnTe2 film. The crystallization
event is regarded as successful when the reflectivity change of the crystalline part is
positive. The results of this experiment are summarized in form of a power time effect
(PTE) diagram in Fig. 5.62. In this diagram three regions are distinguishable, namely
region I where the reflectivity change is zero. This is also referred to as the zone of no effect.
The application of laser in this region has no effect on the material. Region II constitutes
positive reflectivity change and it represents the zone that has been crystallized by the
laser source. The ablative region also shown as zone III in the figure is the region where
the reflectivity undergoes the largest decrease. The line drawn in this figure corresponds
to the onset of positive reflectivity. The minimum crystallization time is determined
to 800 ns for this alloy. Whereas crystallization has been discussed in this section, the
recrystallization process is of more technological significance. Re-crystallization is the
most critical process in any optical recording as it is also the time limiting step in the
Figure 5.62: Power time effect diagram showing the reflectivity change upon crystalliza-
tion. The positive reflectivity change indicates that the irradiated amorphous
region has been crystallized.
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read, write and erase cycle. Therefore recrystallization was investigated and the results
will be discussed in the next section.
5.3.8 Recrystallization of AgSnTe2
A two pulse strategy was used to study the recrystallization of AgSnTe2. In this procedure
two laser pulses are employed, one of which had a fixed laser power of 2 mW and pulse
width of 10 µs while the second had a variable power and time duration. The effect of the
second pulse was noted in terms of the reflectivity change as shown in Fig. 5.63 below.
The reflectivity change was defined using Fig. 5.40 as (R3-R2)/R2. From this figure three
regions can be distinguished, namely the region corresponding to no change in reflectivity
which is represented by the green color. The region bound by the line represents the zone
where the reflectivity is positive. At high power and longer times the reflectivity decreases
by more than 20% and this signifies the onset of ablation. The onset of recrystallization
commences in about 1000 ns.
In addition, to determine the mechanism of crystallization, a second amorphization pulse
with higher power of 8 mW and 300 ns time duration was also used. The corresponding
recrystallization diagram for this pulse scheme is presented in Fig. 5.64. From the figure it
is observed that the re-crystallization time is much longer and it constitutes 2000 ns. There
are two possible explanations to this observation. Firstly, the crystallization mechanism
could be different and secondly it could be possible due to the phase separation to the
Figure 5.63: The recrystallization of AgSnTe2 using a fixed amorphization pulse of 2 mW
and 10 µs together with a variable crystallization pulse.
143
5 Results and discussion
Figure 5.64: The recrystallization diagram of AgSnTe2 after using an amorphization pulse
of power 8 mW and 300 ns time duration.
Ag2Te phase. To determine the frequency of recrystallization, a cyclability experiment
was performed on a Te deficient Ag37Sn33Te30 alloy. This was done by the sequential
application of alternating write and erase pulses of varied power and time duration as
shown in Fig. 5.65. It is seen from the figure that this alloy has three reflectivity levels
and it does not return to its initial reflectivity level after amorphization. Figure 5.65
also demonstrates that these reflectivity states in the write and read cycles are highly
reproducible. This clearly shows that the laser produced amorphous layer has different
optical properties compared to the as deposited amorphous phase. This should be linked
to the presence of mixed phases in the as deposited sample.
5.3.9 Optical characterization of AgSnTe2
Optical characterisation of 80 nm AgSnTe2 thin films has been performed using a variable
incidence angle polarization spectrometer. From these measurements the real and imagi-
nary parts of the complex refractive index were determined for the Ag18Sn26Te56 alloy. To
determine the alloy thickness and the corresponding optical constants the measured data
was fitted with a single Tauc-Lorentz oscillator model [94]. In addition the Bruggeman
effective medium layer consisting of 50 % voids and 50% Ag18Sn26Te56 was employed to
fit the rough oxide surface layer. These measurements have been performed for the as
deposited and for the same sample annealed at 60◦C, 120◦C and 200◦C respectively. The
ellipsometry spectra and its corresponding fits are presented in Fig. 5.66
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Figure 5.65: Schematic representation of the cyclability of the Ag37Sn33Te30 alloy. The
differences between the initial state and that after application of a write pulse
indicate the confirms the mixed phase in the as deposited thin film .
The dielectric constants simulated from the Tauc- Lorentz model describe the alloy quite
well. It is seen that the reflectivity measurement also performed using the ellipsometer has
been fitted quite well by the same model. The simulated optical constants for Ag18Sn26Te56
alloy for the case of the as deposited as well as annealed samples have been used to
determine the optical contrast at 1.5eV (λ = 830 nm) as a function of film thickness. The
result of the simulated optical contrast is presented in Figs. 5.67. The optical contrast for
this alloy for a 80 nm sample is below 1% and corresponding to a low density contrast
value of 2.3%. Such a low density contrast arises because the sample in the as deposited
state was partly crystalline and consequently not much change in density takes place upon
crystallization. The band gap for the mixed phase has been extrapolated from Fig. 5.68
to 0.6 eV which decreases only slightly upon annealing to 0.5 eV. Comparing the optical
constants upon annealing one observes the increase in the refractive index with annealing
which is attributed to densification of the alloy upon annealing. This has been shown in
Fig. 5.69 for the as deposited sample and for the same sample annealed at 60◦C, 120◦C,
and 180◦C, respectively.
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Figure 5.66: Ellipsometry spectra of AgSnTe2 alloy determined at 65
◦, 70◦ and 75◦. The
simulations are presented as broken lines.
5.4 Characterization of In3SbTe2
Introduction
Most research on the InSbTe alloys has mainly focussed on the eutectic In-(Sb2Te) system.
Recent advancements through new signal processing and encoding technologies in digital
versatile disk (DVD) media have led to multi-level recording [12]. This new concept of
multi-level recording uses intermediate levels between amorphous and crystalline states to
increase the number of bits which can be written in the space where one bit would normally
be written [39]. Investigations on the eutectic based InSbTe phase change material have
shown that through melt crystallization several evenly distributed reflectivity levels could
be achieved. These reflectivity levels lead to write states that ease the implementation of
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Figure 5.67: Optical contrast of an 80 nm Ag18Sn26Te56 alloy determined at λ = 830 nm.
the data writing and error correction systems. Their results have attributed the formation
of multi reflectivity levels to the changes in crystal structure and the stoichiometry of the
eutectic InSbTe alloy. Flynn et al . [12] work on the mechanisms of crystallization of the
InSbTe also established an edge growth dominant crystallization which is apparently sim-
ilar to AgInSbTe materials. The influence of the chemical composition on the properties
of phase change alloys has not been clearly understood. For consistent and meaningful
characterisation of this alloy the desired stoichiometry has to be confirmed. To this end
the SNMS system has been used to measure the stoichiometry of the In3SbTe2. Investiga-
tion on the phase transformation of the In3SbTe2 alloy are discussed in this section based
on temperature dependent sheet resistance measurements. In particular, the correlation
between the Tg/Tm to the kinetics is investigated and correlated to the mechanisms of
crystallization. To check for the consistency in the phase transformation of this alloy, the
relationship between the mechanical properties and phase transformation are presented
and correlated to the temperature dependent sheet resistance results. The density change
of In3SbTe2 upon crystallization is investigated and correlated to the optical contrast to
establish the suitability of this alloy system as a phase change medium.
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Figure 5.68: Effect of temperature on the extinction coefficient of Ag18Sn26Te56 alloy. An-
nealing shifts the cutoff to lower energy.
5.4.1 Chemical determination of In3SbTe2 by SNMS
In, Sb and Te sources have been simultaneously evaporated using evaporation rates of
2.6A˚/s, 1.2A˚/s and 2.0A˚/s, respectively to prepare the In3SbTe2 alloy. Chemical analysis
was performed on an as deposited thin film of In3SbTe2 using the SNMS system. The
composition has been determined by sputtering out some portion of the thin film and
post-ionizing the neutrals to determine the distribution of atoms in the alloy. By using
the reference standard the sensitivity factors of the atoms in the alloy have been calculated
and used to determine the stoichiometry. The results of these quantification is presented
in Fig. 5.70 and the composition has been determined in atom % to In52Sb19Te29.
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Figure 5.69: Schematic representation of the effect of temperature on the refractive index
of Ag18Sn26Te56 alloy.
Figure 5.70: Chemical composition by SNMS of the In3SbTe2 alloy.
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5.4.2 Electrical properties of In3SbTe2
80 nm thin films of In3SbTe2 have been investigated using the 4 point probe to observe
the phase transition for this alloy. The results of the temperature dependence of the
sheet resistance are presented in Fig. 5.71. Upon annealing the sheet resistance decreases
linearly with increasing temperature up to 240◦C, where a sudden change in sheet resis-
tance appears. This magnitude of the transition temperature is lower by 8% compared
to the value of 280◦ C reported by Maeda et al . [39] for alloys closer to ternary In3SbTe2
compound. This high transition temperature indicates that long term data retention is
attainable using this alloy. The change in sheet resistance constitutes 3 orders of magni-
tude. Beyond the phase transition the sheet resistance continues to decrease linearly with
temperature. The magnitude of electrical resistivity in the as deposited state has been
determined to 800 Ωcm and upon phase transformation the electrical resistivity changes
to 8× 10−3Ωcm.
The crystallization temperature is an estimate of the glass transition temperature. This
assumption is valid if we consider the crystallization temperature to be in the neighbor-
Figure 5.71: Temperature dependent sheet resistance measurements for an 80 nm
In3SbTe2 thin film on glass. The film has been annealed at a heating rate of
5 K/min.
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hood of the glass transition temperature. The empirical ratio of the glass transition is
determined after using the literature value of the melting point (Tm=568
◦C) of this alloy
to 0.59, which is in the same range as the value for the eutectic Ag-InSb2Te alloy. It is
therefore postulated that alloys with Tg/Tm ratios larger than 0.5 are growth dominated.
This point will be further clarified in the section on the kinetics of crystallization. Due
to poor contact, the activation energy of this alloy was not determined. As a summary in
this section the crystallization temperature and the activation energy for crystallization
is presented for Ag,Au(In,Sn,Sb)Te alloys in Table 5.5 for comparison.
Now that the alloy has demonstrated a phase transition with high resistivity contrast the
proceeding step is to correlate this phase transition with the structural transformation
which are presented in the next section. However before commencing on the structural
investigation the consistency or uniqueness of the phase transformation will be determined
from temperature dependent stress measurements.
5.4.3 Mechanical stresses upon crystallization of In3SbTe2
Figure 5.72 shows the effect of annealing on the stress and optical reflectance of the
In3SbTe2. In comparison to the temperature dependent sheet resistance measurements,
the transition temperature determined from stress measurements is higher by ±60◦C. It
can be seen from Fig. 5.72 that the stress increases gradually during the heating cycle.
The linear increase in stress between 100◦C and 290◦C is attributed to relaxation. Then a
gradual transition in stress is observed at 300◦ C. This corresponds to the crystallization
of the In3SbTe2 alloy. Crystallization leads to a tensile stress of about 200 MPa. The
change in slope beyond 300◦ C is attributed to the temperature hold on the sample as
well as the temperature overshoot at 300◦ C by 30◦ C. Upon cooling the stress continues
Table 5.5: Summary of Tc and Ea values for several alloys.
Alloys Tc Activation energy for crystallization, Ea
AgSbTe2 63◦C 0.96 ± 0.06 eV [45]
AgInTe2 149◦C -
AuInTe2 150◦C 2.42 ± 0.12 eV
AuSnTe2 80◦C -
AuSbTe2 121◦C 1.61 ± 0.10 eV
In3SbTe2 240◦C 1.8 eV [39]
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to increase linearly with temperature. This is attributed to thermal stress which arises
from the differences in the thermal expansion coefficients between the sample and the
substrate.
5.4.4 Structure of In3SbTe2
Grazing incidence XRD performed on In3SbTe2 show two broad peaks which characterize
an amorphous phase, these peaks are observed even after annealing the sample in argon
ambient at 175◦C for 10 minutes. At 200◦C crystalline peaks corresponding to a rock-
salt structure appear and have been indexed as seen in Table 5.6. This means that the
transition observed in sheet resistance is associated with a structural transition from the
amorphous phase to a NaCl structure with a lattice parameter of a = 6.10 ± 0.01 A˚.
Figure 5.72: Temperature dependent stress measurements for an 200 nm In3SbTe2 thin
film on glass. The film was annealed at a heating rate of 5 K/min.
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Figure 5.73: XRD patterns of 200 nm In3SbTe2 thin film in the as deposited state, and
for the same sample annealed at 175◦C, 200◦C and 225◦C, respectively. The
Bragg reflexes have been indexed for a NaCl structure with lattice parameter,
a = 6.10 ± 0.01A˚.
Table 5.6: The experimental and simulated 2θ positions of the Bragg reflexes for the
In3SbTe2 alloy for a value of a = 6.10 ± 0.01 A˚ and a NaCl structure.
hkl 2θexp. 2θtheo. ∆2θ
1 1 1 25.180 25.278 -0.098
2 0 0 29.240 29.270 -0.030
2 2 0 41.853 41.871 -0.018
2 2 2 51.866 51.905 -0.039
4 0 0 60.720 60.706 0.014
4 2 0 68.850 68.800 0.050
4 2 2 76.450 76.471 -0.021
This is explicitly shown in the successive heat treatments of Figs. 5.73 above, for the case
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when the sample is as deposited and annealed up to 175◦ C. From the XRD patterns
it is observed that long range order occurs at 200◦ C and it remains stable in the NaCl
structure even after annealing at 265◦ C. The distribution of the atoms in this NaCl is
as follows; the In atom is six fold coordinated to the Sb and Te atoms and there are no
vacancies in this unit cell [119]. The deviation in the transition temperatures measured
by sheet resistance can be attributed to the differences in the heating rates and also to the
intrinsic differences in the measurements methods. Our results are in close agreement with
the values (a = 6.13 A˚) reported in the investigations by Deneke and Rabenau [119] for the
same alloy composition. Their findings also indicate that this alloy melts incongruently
at 568◦ C. The effect of temperature on the grain size has also been investigated and
illustrated in Fig. 5.74.
Fig. 5.74 shows a plot of FWHM of the (200) peak and its corresponding maximum
intensity as a function of temperature. It is evident that the FWHM decreases with
increasing temperature, this indicates grain growth. To confirm whether grain growth
had occurred, the maximum intensity of the (200) peak was determined at the same
Figure 5.74: The FWHM of the (200)peak and its corresponding maximum intensities
measured at 200◦C, 225◦C and 265◦C. The data points for the FWHM have
been represented by the red squares while the maximum intensity is shown
by the blue circles. The maximum intensity has been also corrected for
background intensity for all the annealing temperatures.
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annealing temperatures. It can be seen from the figure that there is a slight increase in
the maximum intensity of the (200) peak. This confirms the prevalence of grain growth
upon annealing the sample. No DFT formalism was applied to this system due to the
large size of the unit cell required to compute the ground state structure. A large unit cell
makes it difficult to perform structural relaxations due to the fact that the calculation time
scales with the cube of the total number of atoms in the unit cell. This make structural
relaxations not feasible for alloys with large unit cells. Whereas it has been observed
that this alloy has a rock salt structure, the next step was to determine the magnitude
of density change upon crystallization. As previously been observed cubic based systems
have shown considerably density change and sufficient optical contrast. The results of the
density change upon crystallization are presented in the next section.
5.4.5 Density change of In3SbTe2 upon crystallization
Previously most suitable alloys in phase change recording such as Ge2Sb2Te5, AgSbTe2,
AgSbTe2, Ge4Sb1Te5 etc that are six fold coordinated prefer to form NaCl structures
upon crystallization with a large density contrast of at least 4%. At present no data
on the density change as a function of temperature is available for this alloy. Most of
the work done on this alloy have focussed mainly on the kinetics of transformation as
well as on the crystal structure of the In3SbTe2 compound [119]. However no mention is
made on the density contrast upon phase transformation. In this section we present the
density change as a function of annealing temperature obtained by XRR measurements
at selected temperature intervals. Fig. 5.75 illustrates the density change by comparing
the XRR spectra of the as deposited sample and that after crystallization at 265◦C. It is
evident that there is a shift in the total reflection edge to higher angles. These indicates an
increase in film density upon annealing. The XRR spectra for this alloy is also presented
in Fig. 5.76 (a)-(c) for the as deposited state, at 150◦ C and 265◦ C to show the evolution
of film thickness, film density and surface roughness with temperature.
The density values deduced from these simulations are 6.039 ± 0.05 g cm−3, 6.05 ± 0.05
g cm−3 and 6.31 ± 0.05 g cm−3, respectively. The XRD density has been determined by
using the stoichiometry and the unit cell size to 7.00 gcm−3. The low density value which
deviates by 9.8% is attributed to the presence of voids in the sample. By comparing the
XRR density, it is also seen in Fig. 5.76(c) that the oscillations have been significantly
reduced to lower angles, this is typical of increase roughness with annealing temperature.
The XRR values simulated from the spectra were just part of the measurements performed
to determine the magnitude of film contraction and consequently the density change of
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Figure 5.75: XRR spectra of the as deposited sample and for the same sample annealed at
265◦C for 10 minutes to demonstrate the shift in the reflection edge to higher
angles. This indicates that the density has increased upon crystallization. In
this figure the open circles have been used to represent the reflectivity values
of the as deposited sample while the red solid circles represent the data points
for the same sample measured after annealing at 265◦C.
the alloy. The summary of the change in density change with temperature is presented
in Fig. 5.77 and it shows that the density remains fairly constant up to 175◦C, at 200◦C
crystallization takes place and it leads to a density change constituting 5%.
5.4.6 Recrystallization of In3SbTe2
Recrystallization of 76 nm In3SbTe2 alloy was performed using a fixed amorphization pulse
of power 30 mW and 30 ns time duration. A post annealing laser pulse of variable power
and time duration was later applied to recrystallize the amorphized spot. The effect of
the laser pulses were observed in terms of the reflectivity change after the application of
the post annealing pulse. The reflectivity change corresponding to each pulse is presented
in a log-log plot of Fig. 5.78.
From the Power time effect diagram of Fig. 5.78, three zones are distinct. The zone of
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Figure 5.76: Experimental and theoretical XRR spectra of In3SbTe2 in the as deposited
state and after annealing at 150◦C and 265◦C, respectively . The open circles
and the solid line represent the experimental and simulated XRR spectra for
this alloy.
no effect, where the reflectivity does not change at all. This region is represented by the
green color and no recrystallization is observed in this section. The dashed line in the
figure denotes the onset of recrystallization and subsequently the minimum time for the
recrystallization process is determined as 90 ns for this alloy. The recrystallization process
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Figure 5.77: Normalised density and thickness change upon annealing at various temper-
atures. The phase transformation is observed to commence at 200◦C, this is
also the point where the density increases by 5%.
Figure 5.78: The recrystallization event on a 76 nm crystalline In3SbTe2 alloy using a
fixed amorphisation pulse of 30 mW and 30ns.
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is marked by an increase in reflectivity due to the crystallization of the previous amorphous
region. For this alloy the increase in reflectivity was obtained as 4%. To establish the
mechanisms of crystallization, write pulses of varying power and time duration were used
and the time taken to erase the bit size investigated. The AFM pictures of the bits written
with varying power and time are presented in the Fig. 5.79.
The Fig. 5.79(a) shows the amorphous bit for a 20 mA and 60 ns bit. The bit size is
[a] [b]
[c] [d]
Figure 5.79: AFM picture of amorphised bits written using laser pulses with a fixed
power of 20 mA and varying time duration. The amorphising pulse has been
increased in steps of 20 ns from 60 ns to 120 ns. The radii of the amorphous
bits have been determined to 658 nm, 1132 nm, 1384 nm and 1.422 nm and
are shown in figs. (a), (b), (c) and (d) respectively.
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determined to 250 nm, also seen from this picture is the hollow shape of the bits. The
depression in this picture is due to the shrinkage caused by the rapid cooling of the melt.
By increasing the pulse width to 100 ns and maintaining the power constant, the diameter
of the depression increased to about 500 nm. For higher powers as seen in fig (c) and (d)
and pulse widths corresponding to (a) and (b), the bit size increases enormously to 1000
nm and 1200 nm, respectively. This is due to the increased temperature which though it
decreases radially away from the center may still be sufficient to melt larger portions of
the sample. The results of the bit size and the corresponding laser pulse widths needed
for erasure have shown that the crystallization time increases with bit size as shown in
the plot of Fig. 5.80.
Figure 5.80 shows that the crystallization time depends on bit size. This means that large
sized bit require longer times to crystallize. This is a phenomenon linked to materials
which are growth dominated.
5.4.7 Optical characterization of In3SbTe2
The important parameters for commercial applications are the absolute reflectivity values
and its optical contrast. To determine the reflectivity and optical contrast for this alloy
spectroscopic ellipsometry measurements were done in the as deposited and crystalline
states. The optical constants were determined using a variable incident angle ellipsometer.
Thin film of 76 nm were measured at incident angles of 65◦, 70◦ and 75◦. The dielectric
Figure 5.80: The variation of bit size with amorphisation pulse width.
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function of In3SbTe2 was modelled using the Tauc-Lorentz oscillator in the as deposited
state as well as the annealed samples. For the simulation of the thin films a thin capping
layer was used mainly to enhance the fit quality. The simulated optical constants for
In3SbTe2 alloy for the case of the as deposited as well as annealed samples were used to
determine the optical contrast at 1.5 eV (λ = 830 nm) as a function of film thickness for
this alloy. The result of the simulated reflectivity and optical contrast are presented in
Figs. 5.81 and 5.82. The samples have been deposited on Si substrates and a reflectivity
of 42% was determined for the amorphous phase. Upon crystallization the reflectivity
increases by 5%. It can be also seen that the optical contrast for the In3SbTe2 alloy for
a 76 nm sample is about 8% which makes it suitable for phase change recording. Recent
studies on AgSbTe2 and AgInTe2 alloys have shown that the optical contrast correlated
with the density contrast upon crystallization. Furthermore it has been established that
suitable materials which allow optical recording have frequently a cubic structure. That
this alloy has a rocksalt structure corroborates this finding. The determined optical
contrast of 8% for this alloy at λ = 830 nm is in the same order of magnitude as that of
a 60 nm AgSbTe2 film.
Figure 5.81: Schematic representation of the Reflectivity as a function of film thickness
determined at λ = 830 nm. The red curve represents the reflectivity of the
amorphous phase while the crystalline phase is depicted by the green curve.
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Figure 5.82: Schematic representation of the variation in optical contrast with film thick-
ness determined at λ = 830 nm
5.5 Summary and confirmation of the p electron concept
The search for new phase change materials has until now been based on trial and error
strategies since its discovery two decades ago. As a response to this challenge new strate-
gies based on atomistic models have been promoted to identify and design alloys with
superior performance in optical data storage. Such efforts have become helpful as they
steer the optical recording technology away from the trial and error selection strategies,
which are not only time consuming but also cost ineffective. The starting point to creat-
ing some selection criteria is to identify the mechanism of crystallization for any potential
phase change media. Our results have established that the AuSbTe2 and In3SbTe2 alloys
exhibit growth dominated recrystallization mechanisms. It has been observed that the
complete erasure time depends on the bit size. Maeda et al . work on the In3SbTe2 al-
loy also corroborate our results for the InSbTe system. The basic characteristics of the
crystal structure of the AgSnTe2, AuInTe2, AuSnTe2 and AuSbTe2 alloys have been in-
vestigated. The main goal was to identify a parameter to predict the structure of suitable
phase change alloys and facilitate the selection of new materials. To this end it has been
established that with the exception of the AuInTe2 and AgSnTe2 alloys the other alloys
prefer a cubic structure. However a chalcopyrite was identified for the AuInTe2 and this
also corroborates the structure observed for the AgInTe2 alloy. In addition, it is observed
that the AgSnTe2, AuSnTe2 and AuSbTe2 alloys which are cubic in structure have a high
density change of at least 4% and sufficient optical contrast upon crystallization. This
finding shows clearly that the cubic structure is the starting point in the formulation of
a scheme to select new phase change materials. For all the above alloys analyzed in this
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work, it is observed that In, Sn and Sb elements are replaced with each other during the
fabrication of each alloy. Whereas the atomic size is expected to play a crucial role in
determining the type of structure formed for different material classes, it however does not
provide an explanation for the type of structure formed because these atoms have similar
covalent radii (rIn = 1.44A˚, rSn = 1.44A˚, rSb = 1.40A˚.) Therefore the parameter that
distinguishes the chalcopyrite from the cubic structure cannot be explained on the ba-
sis of atom size. Consequently the search for a parameter for predicting crystal structure
continues. The electronic structure of the above elements provides a plausible explanation
for the existence of the chalcopyrite and NaCl structures. By comparing the electronic
structure of In with that of Sb reveals that by the addition of two extra electrons to In
leads to a chalcopyrite NaCl transition. Luo and Wuttig [3] have identified the average
number of s and p valence electrons as a parameter that distinguishes chalcopyrite from
cubic structures. Table 5.7 shows the Nsp values for the alloys investigated. It can be
seen that chalcopyrite structures have a value always equal to 4. On the other hand it is
observed that for Nsp>4 a cubic or 6 fold coordinated structure is formed. This distinc-
tion then provokes the determination of the threshold number that marks the boundary
between the two structures as illustrated in Fig. 5.83.
Also given in the table is the recrystallization time of these alloys, recrystallization time
has been considered because of its technological significance. From the table it is evident
that the recrystallization process is observed only for the alloys with the cubic structure.
   
   
   
   
   
   
   
sp bond
3
3p bonds (cubic structure )
4.1
Nsp
Figure 5.83: The average number of s and p valence electrons for the chalcopyrite and
NaCl structure. The boundary of these two structure is taken to be at Nsp=
4.1 for most of the phase change alloys.
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Among the 6 fold coordinated systems it is observed that for the structures that do not
undergo phase separation crystallization times as low as 10 nanoseconds are attainable.
By using theoretical calculations, the stable ground state structure for the above alloys
have been correctly reproduced. The difference in the total energy of the In addition the
results have shown that the low density change upon crystallization leads to insufficient
optical contrast for the AgInTe2 alloy which is based on the sp
3 hybridisation. More
recently, ab-initio calculations on AuSbTe2 have identified the rocksalt structure as the
most stable structure for this alloy. Furthermore the calculations have also shown that
the AuInTe2 alloy has a chalcopyrite structure as the ground state structure. In this work
we have employed different experiments to determine the properties of the AuSbTe2 and
AuInTe2 alloys to identify suitable materials for optical data storage applications. The
results on the crystallization kinetics as well as the optical contrast for both alloys are
presented. In addition the behaviour of both alloys is related to the crystal structure, the
density change and the activation barrier for crystallization. We report that the AuSbTe2
alloy holds considerable promise as a potential medium in optical recording.
5.6 Expansion of volume in Chalcogenide alloys
The properties of liquid phase of several chalcogenide alloys are been investigated and
presented in this section. During the melting of a solid it is observed that the volume of
Te-based alloys such as Ge1Sb2Te4 and Ge2Sb2Te5 increased with temperature. This is
clearly illustrated in Fig. 5.84 which plots the molar volume as a function of temperature
for Sb2Te3, GeTe, Ge1Sb2Te4 and Ge2Sb2Te5 alloy. Also included in this plot are the molar
volumes determined for the amorphous and crystalline phases of the alloy. It can be seen
Table 5.7: Average number of s and p valence electrons for Ag- and Au-based Te alloys
Alloy Nsp Structure τrec ns density change%
AgInTe2 4.00 Chalcopyrite - 1.7
(AgSnTe2) 4.25 NaCl 2000 (2.6%)
1
AgSbTe2 4.50 NaCl 10 4.2%
AuInTe2 4.00 Chalcopyrite - 2.3%
AuSnTe2 4.25 Cubic 700 3.8%
AuSbTe2 4.50 NaCl 110 5%
In3SbTe2 4.33 NaCl 76 5%
164
5.6 Expansion of volume in Chalcogenide alloys
that the volume beyond the melting temperature increases almost linearly with temper-
ature. The figure also shows two quite different solidification scenarios if we move along
the temperature axis from right to left. The discontinuity in volume at the two phases for
the Ge1Sb2Te4 and Ge2Sb2Te5 alloys corresponds to a first ordered phase transition. This
is the transition from the liquid phase to the hexagonal phase and metastable rocksalt
structure. These transitions are accompanied by large changes in molar volume. If the
data points in the liquid phase are extrapolated then it can be observed with the exception
of Sb2Te3 that the slope of the volume versus temperature curve in the Fig. 5.84 changes
quite slowly and smoothly in the amorphous regime. This shows clearly that a second or-
der phase transition has occurred and this is also corroborated in Fig 5.85. The transition
to the amorphous phase is accomplished by quenching the liquid at heating rates of order
the 1012K/s. This has been achieved using a short duration laser pulse. The structure of
the amorphous phase of phase change recording has until now not been completely under-
stood partly due to the difficulty in accessing the supercooled liquid. In order to ensure
Figure 5.84: The expansion of volume in chalcogenides solids during melting. The figure
also shows the cooling paths by which an assembly of atoms condense into
the solid state.
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Figure 5.85: The two general cooling paths followed by an assembly of atoms upon con-
densation into the solid state. Route (1) is the path to the crystalline state;
route (2) is the rapid quench path to the amorphous solid state [121].
fast recrystallization the structure of the amorphous and the crystalline phases are almost
similar on the short range scale. A step towards understanding the amorphous phase
is to determine the local coordination of the atoms. Investigating the structure of the
liquid state provides additional information for understanding the amorphous phase. It is
observed in the Fig. 5.84 that the molar volume of the liquid phase can be extrapolated
to yield the values in the amorphous phase. Since the molar volume of any alloy is related
to the nearest neighbor distance and the coordination of the atoms, then the structure of
the amorphous phase can be qualitatively be described from the neutron diffraction data
of the liquid phase. The analysis of the pair correlation functions obtained from neutron
diffraction is shown in Fig. 5.86 and it indicates an increase in the next neighbor distance
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for all samples investigated. At the same time the sample with higher germanium content
(with more stable Ge-Te bonds) shows no change in the coordination number as opposed
to sample which are richer in the less stable Sb-Te bonds. The Ge-Te deficient sample
increases its coordination number with temperature. This might be attributed to the
breaking of bonds still present in the liquid phase which allow the separate atoms to pack
more efficiently than the molecules which by their rotation occupy the sphere with the
diameter equal to the sum of the bond length and atomic radii.
Figure 5.86: Neutron diffraction data showing the effect of temperature on the
nearest neighbor distance and the coordination number for Ge1Sb2Te4,
Ge4Sb1Te5 and Ge2Sb2Te5 alloys. These measurements have been performed
by Melissa Delheussy.
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6.1 Summary
In the last two decades since the discovery of phase change recording we have had a
marked increase in the number of new materials for use in optical data storage applica-
tions. Whereas as the evolution of these new materials has pushed phase change recording
to greater heights there still lacks a detailed theory to guide in material design. This work
has sought to establish systematic criteria for the selection of new phase change materials.
Two approaches are adopted in this work in an effort to establish the selection criterion
for new phase change media. One of these approaches involves the use of theoretical cal-
culations to predict the most stable structure for a series of phase change alloys. To this
end we have compared the total energy of the chalcopyrite and cubic based structures by
DFT calculations. The main goal was to identify the basic distinctions between these two
structures based on the coordination number and their total energy. Compared to other
phase change materials, the low change of density and therefore of the local atomic config-
uration leads to a weak optical contrast, which disqualifies chalcopyrite systems for phase
change recording applications. Based also on the concept of the average number of s and
p valence electrons, a series of Ag and Au based Te alloys have been characterised for the
electrical, structural, optical, and kinetic of crystallization properties. Previously, studies
by Luo [3] on the average number of s and p valence electrons have established that the
average number of s and p electrons for chalcopyrite AuInTe2 alloy is equal to 4 whereas
for the NaCl based AuSbTe2 this value is calculated to 4.5. To determine the critical
value of the average s and p valence electron number that separates the chalcopyrite from
the rocksalt structure, AgSnTe2 was prepared and investigated. Structural calculations
have yielded a hexagonal structure for the AgSnTe2 alloy with an average number of s
and p electrons equal to 4.25. In addition our results show that sheet resistance changes
by three orders of magnitude upon the transition into the hexagonal phase. Such high
change in magnitude of sheet resistance make this alloy suitable for phase change RAM
applications. In addition the density and the optical contrast of the alloy have been de-
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termined to 2.3%, and 1.3% respectively. To generalize the p electron concept to the
Au-based alloys thin films of AuInTe2, AuSnTe2 and AuSbTe2 have been prepared using
the combinatorial material synthesis. Experiments have established AuSbTe2 as a growth
dominated material with a minimum recrystallization time of 110 ns. However no recrys-
tallization could be detected by optical methods for the AuInTe2 alloy. This is related to
the low optical contrast upon crystallization for this alloy. The crystallization for both
alloys is accompanied by a change of at least 2 orders of magnitude in sheet resistance.
However the crystallization behaviour of these two alloys is quite different. A step like
transition was observed for the AuSbTe2 alloy at 113
◦C while a more gradual transition
is evident for the AuInTe2 alloy around 175
◦C. Structural investigations of AuSbTe2 and
AuInTe2 alloys have yielded a simple cubic and chalcopyrite structure, respectively. This
is consistent with the results of theoretical calculations which have shown that the change
in structure from chalcopyrite to rocksalt structure upon replacing In with Sb arises from
their different number of valence electrons. Accordingly it is observed that alloys with
average valence electron number, Nsp > 4.0 are cubic in structure whereas chalcopyrite
structures have a Nsp = 4. In addition, for the AuSbTe2 alloy the density change of about
4% leads to significant optical contrast. On the contrary the AuInTe2 alloy shows little or
no optical contrast upon crystallization. This is attributed to the low density change dur-
ing crystallization. The consistency of this result has been confirmed from the structural
investigations of In3SbTe2 alloy. The In3SbTe2 alloy has an Nsp= 4.33 and it crystallizes
to an NaCl structure. Similarly the average s and p electron number has successfully pre-
dicted the structure of the AuSnTe2 alloy. Accordingly a rocksalt structure with lattice
parameters 6.00A˚ has been determined. These results are summarised in table 6.1. It
Table 6.1: The average number of s and p electrons as a parameter to predict structure
of suitable phase change alloys .
Alloy Nsp Structure
AgSbTe2 4.5 rocksalt
AuSbTe2 4.5 cubic
In3SbTe2 4.33 cubic
AuSnTe2 4.25 NaCl
AuInTe2 4.0 chalcopyrite
AgInTe2 4.0 chalcopyrite
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is seen in table 6.1 that the average number of s and p electrons is a first step towards
the systematic prediction and design of suitable phase change media. To this end, this
parameter narrows down the scope where the new materials for optical data storage can
be located and subsequently designed. The search for new materials is therefore limited
and directed to alloy systems that form cubic structures. Investigations on the correlation
between optical contrast and density change have revealed that for alloys that undergo
small changes during the phase transformation between amorphous and crystalline states
experience small changes in their optical properties and subsequently show little or no
optical contrast. This has been observed for the chalcopyrite structure which has a lower
coordination. On the other hand our experimental results have also revealed that cubic
based systems experience large density changes and high optical contrast. It has been
observed that for the AuSbTe2 alloy which is 6 fold coordinated has a density change of
4% and a high optical contrast of about 20%. Now that the structural criterion has been
proposed what remains is a parameter that can be used to distinguish the mechanisms of
recrystallization. It has previously been observed that phase change alloys can be clas-
sified on the basis of recrystallization mechanisms as either growth dominated materials
or fast nucleation materials. Understanding the kinetics of crystallization could provide a
parameter that distinguishes both classes of materials from each other. To this end, the
ratio Tg/Tm has been used to determine the recrystallization mechanisms for the above
mentioned alloys. It has been observed that alloys with Tg/Tm values greater than 0.5 are
growth dominated. The values for AuSbTe2 and In3SbTe2 alloys have been determined to
0.51 and 0.59, respectively. A summary of the Tg/Tm values for several alloys is presented
in table 6.2. Recrystallization experiments on these two alloys have confirmed that the
complete erasure time is dependent of the bit size, thus confirming that these alloys are
growth dominated. One interesting observation that has been noted for the AuSnTe2 and
AuSbTe2 alloys is the recrystallization process being slower than crystallization. This
has until now not been observed for the GeSbTe and Ag-InSb2Te alloys and it could be
attributed to the different amorphous states for the case of the as deposited and laser
annealed amorphous states. Slower crystallization could also mean that phase separation
precedes amorphization and subsequently makes recrystallization to occur via a diffusive
route. Now that some selection criterion have been established and that the scope has
been limited and focussed on cubic structures, then the next step is in narrowing down on
the most basic parameters needed for the design of new phase change alloys with superior
performance. This point will be pursued further in the next section.
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The search for systematic criteria and guidelines has just started. The area to look for
suitable material has been identified as that of cubic structures. However there are sev-
eral fundamental questions that need to be addressed with respect to the cubic structure.
In principle six possible candidates are identified as constituents of the cubic structure.
These candidates constitute ordered cubic structure, simple cubic, NaCl, and their cor-
responding counterparts in the distorted phase. The search for new alloys can be further
extended if their thermodynamic structure is predicted and classify them on the basis of
the six cubic systems. This task is quite challenging particularly in cases where theoreti-
cal calculations on the above possible structures may establish the most stable structure.
This is however not without difficulties because these calculations require the atomic po-
sitions to calculate the total energy of the unit cell. In some instances these structures
have large unit cells and this poses some enormous task on the calculation times, since
this parameter scales with the cube of the number of atoms. The question of order and
disorder in a cubic lattice is one with multiple implications. It is not yet known why
some alloys prefer to have simple cubic structure while others are partially ordered on
the basis of the Te atom sites being fixed while the other atoms occupy the remaining
positions statistically. A key to understand the mechanism which determines the ordering
and disordering in the lattice would also provide some insights for the structure which
yields suitable alloys for phase change recording. An ordered cubic lattice is one for which
the atomic positions are precisely defined and known. For such a system it is expected
that crystallization may involve diffusion if the amorphous structure is not ordered. The
Table 6.2: Summary of Tg/Tm values for several alloys.
Alloys Tg/Tm Mechanisms of recrystallization
Ge2Sb2Te5 0.49 nucleation
Ge4Sb1Te5 0.49 nucleation
AgIn-Sb2Te 0.56 growth
AgSbTe2 0.41 nucleation
AuSbTe2 0.52 growth
In3SbTe2 0.59 growth
AuSnTe2 0.43 -
AuInTe2 0.59 no recrystallization observed
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converse is also true for the ordered amorphous phase. Diffusion driven processes increase
recrystallization time and subsequently lead to a low data transfer rate. On the other
hand simple cubic systems should be investigated as the random arrangement of atoms
in the lattice could lead to short crystallization times since the atoms are equally likely
to occupy any point of the lattice. Similarly the influence of the vacancies on structure
and density change should be investigated. This point addresses the influence of chemical
disorder on the total energy of the unit cell and subsequently on the stability of struc-
ture. It has been observed that the Peierls distortion leads to the opening of the gap
at the Fermi energy and thus reducing the total energy of the lattice. It is therefore
recommended that the role of lattice instabilities in cubic systems be investigated. In
addition the relationship between kinetics and structure should be looked into. The area
of kinetics could also provide suitable insights needed to formulate guidelines for material
design. Up to now there exists no clear cut theory on influence of stoichiometry on the
kinetics of the phase change material. This could be quite significant particularly if the
relationship between the glass transition temperature and stoichiometry is known. Such
a theory would provide a leap that facilitates the classification of materials on the basis
of their recrystallization mechanisms. Until now the combinatorial material synthesis has
enabled the access of a vast area of the phase space, while vast number of compounds
are prepared the influence of stoichiometry on structure is not known, partly due to the
small lateral sizes to be investigated. Through micro-diffraction methods it is expected
that small areas of the sample could be investigated for structure determination. The be-
havior of undercooled liquid could also provide an in depth knowledge about the kinetics
of crystallization because the phase transformations with the laser occur in this regime.
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