To be able to benefit from the low latencies offered by recent user-level communication architectures, messageprocessing overhead must be minimized. This requirement has resulted in the development of messagehandling models that trade expressiveness for performance. We describe three models of increasing expressiveness. The least expressive model, the active messages model, disallows all blocking in message handlers. This complicates programming if messages arrive asynchronously and message handlers need to synchronize with other threads. The second model, the singlethreaded upcall model, allows blocking in some cases. It is thus more expressive than active messages, but not as expressive as the last model, popup threads, which puts no restrictions on message handlers.
Introduction
Several recent communication architectures allow the network interface to be accessed from user space to avoid or eliminate expensive address-space crossings. Using such architectures, simple microbenchmarks achieve small-message roundtrip latencies of tens of microseconds [1] . Many parallel programs or their underlying runtime system exchange many small synchronization and data messages (e.g., to read remote variables) and clearly benefit from low latencies. To take advantage of the low latencies offered by the hardware and the low-level communication software, however, message-handling overhead must be minimized. This has forced designers of parallel systems to rethink the way messages are best handled at the receiving side.
In this paper we focus on models for asynchronous message handling. We assume a multithreading model in which threads synchronize through standard primitives like locks and condition variables. We further assume that all messages are delivered at their destination by invoking a message handler that is specified by the sender of the message. In asynchronous models, the invocation of message handlers is not under direct control of the application program. Instead, the communication software invokes message handlers asynchronously; handlers may thus preempt a running application thread at any moment. Message handlers and application threads must therefore explicitly synchronize their actions to protect shared data (mutual exclusion) and to order their actions (condition synchronization). If, on the other hand, handler invocation is under programmer control, such synchronization can often be avoided by allowing handlers to be invoked only when this is "safe" (e.g., outside critical sections).
Asynchronous message handling is useful when processes do not know when to expect incoming messages. This occurs frequently in parallel object-based and object-oriented programming systems. In contrast with data-parallel systems, processes in such systems do not operate in a synchronized manner. As a result, processes usually do not know when they will receive a message. Even when messages arrive at unpredictable times, however, it is possible to receive them synchronously by letting the program poll the network at regular intervals. Unfortunately, achieving good performance with a polling-based approach requires careful tuning (see the sidebar "Polling versus Interrupts"). We shall therefore assume that incoming messages are received asynchronously and can preempt whatever thread happens to be running.
Our focus on asynchronous models does not mean that synchronous models are not relevant. In many cases, it is known that a message will arrive (soon). A simple, but important example is the reply message of a request-reply pair. The sender of the request knows that the reply will arrive soon. In such cases, a synchronous receive mechanism such as polling is appropriate. In fact, the trend towards fast, user-level network access has led many programmers to use polling, because one poll to extract a message from the network is much cheaper than an interrupt to deliver that message. The sidebar "Polling versus Interrupts" discusses this issue in more detail.
Asynchronous message-handling models differ in their expressiveness. For the sake of efficiency, some models restrict the actions that a message handler can take. The active messages model [2] is a very restrictive model in that it prohibits all blocking in message handlers. In particular, active message handlers may not block on locks, which complicates programming significantly. On the other hand, highly efficient implementations of this model exist. At the other end of the spectrum we find popup threads [3] (also known as multithreaded receiver), which put no restrictions on message handlers; in particular, message handlers may block whenever they want to. In most cases, popup threads are an order of magnitude slower than active messages, because a thread is created for each message. Finally, we consider singlethreaded upcalls [4] , which disallow blocking in some, but not all cases. This makes them more expressive than active messages and less expensive than popup threads.
Our goal is to understand the tradeoff of expressiveness and performance. Therefore, we have studied the three message-handling models mentioned above (active messages, single-threaded upcalls, and popup threads). All three models were implemented and evaluated using Myrinet [5] , a high-bandwidth network with low latencies. In this high-performance networking environment, the performance differences between the models just described can be crucial for applications. An important contribution of this paper is to show that careful integration of communication and thread management allows a high-performance implementation of the more expressive models. 
Active messages
Active messages are a low-latency, high-bandwidth communication mechanism [2] . An active message consists of the address of a handler function and a small number of data words (typically four words). Upon receipt of an active message, the handler address is extracted from the message and the handler is invoked; the data words are passed as arguments to the handler. For large messages, the active messages model provides separate bulk transfer primitives.
A typical use of active messages is shown in Figure 1 . In this example, processor my cpu sends an active message to read the value of variable y on processor 5. To send the message, we use FM send 4 ; this primitive is part of the Fast Messages software that we used in the experiments described later. FM send 4 accepts a destination, a handler function, and four word-sized arguments. At the receiving processor, the handler function is applied to its arguments. In this case, the message contains the address of the handler handle read, the identity of the sender (my cpu), and the address at which the result of the read should be stored (&x). Handle read will be invoked on processor 5 with src set to my cpu and x addr set to &x. The handler replies with another active message (handle store) that contains the value of y. When this reply
Polling versus Interrupts
An important problem with user-level network devices is how to extract incoming messages from the network. One approach is to have each message generate an interrupt, which is dispatched by the kernel to the application. A major disadvantage of interrupts is that the kernel is still involved in message handling, even though the device is mapped in user space. The kernel propagates interrupts to user processes by raising a software signal or by making a blocked thread runnable. Raising a signal is expensive on most operating systems. Unix signal handlers, for example, can easily have an overhead that exceeds the network message latency. The alternative, unblocking a thread, involves a thread switch from the interrupted thread to the unblocked thread. Again, these costs may exceed the network message latency. To avoid this performance problem, some systems receive messages through polling. With this model, the network device sets a status flag when a message arrives. The application periodically checks (polls) this flag. Since checking a flag is far less expensive than accepting an interrupt, this polling-based approach potentially has less overhead. Polling, however, is a mixed blessing. If the application does not poll frequently enough, the latency for message handling effectively increases. In the worst case, the network may congest and drop messages. If, on the other hand, the application polls too often, most polls will fail, which increases the overhead. Matching the polling rate to the arrival rate of messages is a performance-critical problem. Ideally, the compiler or runtime system should take care of it automatically. Most systems, however, require the programmer to insert poll statements in the source code, in such a way that they are executed at the right rate. This difficult task clearly complicates programming. We quantified the performance differences of polling and interrupts in a separate study [6] . The outcome of this study is that polling outperforms interrupts for fine-grained applications only. For coarse-grained applications, interrupts and polling yield similar performance, except for some irregular applications where interrupts perform better. In these cases the large number of polls needed to ensure a regular polling rate causes too much overhead.
arrives at processor my cpu, handle store is invoked to store the value in variable x. Note that we assume that reading an integer (variable y) is an atomic operation. If it were not, locks would have to be used to avoid concurrent accesses to y. Recall, however, that active message handlers may not block on locks.
Active message implementations deliver performance close to that of the raw hardware. An important reason for this high performance is that active message handlers do not have their own execution context. Handlers execute on the stack of the thread that polled the network or that was interrupted when the active message arrived. No thread descriptor is built, no stack is allocated, and no thread switch is needed to run the handler (see the left part of Figure 3 ).
While the lack of a dedicated thread stack makes active messages efficient, it also makes them unattractive as a general-purpose communication mechanism for application programmers. Active message handlers are run on the stack of the thread that they interrupted. If an active message handler blocks, then the interrupted thread cannot be resumed, because part of its stack is occupied by the active message handler. Thus, a blocking active message handler also blocks the thread on which it is stacked; this can easily lead to deadlock. Consequently, blocking is forbidden and standard thread synchronization mechanisms like locks and condition variables cannot be used in active message handlers. If it is necessary to suspend a handler, the programmer can explicitly save state in an auxiliary data structure (a continuation) and let the handler return. The state saved in the continuation can later be used by a local thread or another handler to resume the suspended computation. Another solution is to abort the handler and to resend the same message later. While both solutions are acceptable in system-level, selfcontained software, they are too error-prone to be used by application programmers. In fact, the original active message proposal [2] primitives are not designed to be high-level primitives.
Active messages are used in implementations of several parallel programming systems. A good example is Split-C, an extension of C that allows the programmer to use global pointers to remote words or arrays of data. If a global pointer to remote data is dereferenced, an active message is sent to retrieve the data.
Single-threaded upcalls
In the single-threaded upcall model [4] , all messages sent to a particular processor are processed by a single, dedicated thread on that processor. We shall refer to this thread as the network daemon. Figure 2 shows how single-threaded upcalls can be used to access a distributed hash table. Such a table is often used in distributed game tree searching to cache evaluation values of board positions that have already been analyzed. To look up an evaluation value in a remote part of the hash table, a process sends a handle lookup message to the processor that holds the table entry. Since the table may be updated concurrently by a local worker thread, and because an update involves modifying multiple words (a key and a value), each table entry is protected by a lock. In contrast with the active messages model, the handler can safely block on this lock when it is held by some local thread. When this happens, however, no other messages can be processed for as long as the handler is blocked. The single-threaded upcall model assumes that locks are only used to protect small critical sections so that pending messages will not be delayed excessively.
Since there is only one message handling thread in the single-threaded upcall model, at most one message handler at a time can be active. Thus, message handlers should never wait for another message to arrive, because this message cannot be processed until the network daemon has finished processing the current message. For example, if a message handler issues a remote procedure call (RPC) to another processor, deadlock would ensue because the handler for the RPC's reply message cannot be activated until the handler that sent the request returns. In practice, the single-threaded upcall model requires that message handlers create continuations in cases where condition synchronization or synchronous communication is needed.
To allow message handlers to block on locks, the single-threaded upcall model requires that all handlers be invoked on the stack of the network daemon. In general, therefore, we need a potentially expensive thread switch from the current thread to the network daemon each time a new message arrives. If, however, the receiving processor is idle, the thread scheduler can make sure that the network daemon is the current thread. In that case, a singlethreaded upcall is approximately as cheap as an active message handler.
The difference between single-threaded upcalls and active messages is illustrated in Figure 3 . Unlike active message handlers, single-threaded upcall handlers do not run on the stack of an arbitrary thread; they are always run on the stack of the network daemon. Executing message handlers in the context of this thread allows the handlers to block without blocking other threads on the same processor. In particular, the single-threaded upcall model allows message handlers to use locks to synchronize their shared-data accesses with the accesses of other threads. This is an important difference with active messages, where all blocking is disallowed. If an active message handler blocked, then it would occupy part of the stack of another thread (see Figure 3) , which then cannot be resumed safely. Single-threaded upcalls avoid this problem and are therefore more expressive than active messages.
The single-threaded upcall model has been implemented in Panda, a portable communication and threads library. Using Panda's single-threaded upcalls, several parallel programming systems have been implemented, including the runtime systems of the Orca and SR programming languages. Our experience with singlethreaded upcalls in the Orca runtime system indicates that replacing condition synchronization with continuations is quite easy. Replacing synchronous communication with continuations is more cumbersome, because communication is issued from many different places.
Popup threads
While the single-threaded upcall model is more expressive than the active messages model, it is still a restrictive model because all messages are handled by a single thread. The popup-threads model [3] , in contrast, allows multiple message handlers to be active concurrently. In particular, each message is allocated its own thread context. As a result, no restrictions need be imposed on message handlers. Each message handler can safely synchronize on locks and condition variables and issue (possibly synchronous) communication requests, just like any other thread.
The advantages of popup threads are illustrated in Figure 4 . In this example, the message handler handle job request attempts to retrieve a job identifier (job id ) from a job queue. When no job is available, the handler blocks on condition variable job queue nonempty and simply waits until a new job is added to the queue. While this is the most natural way to express condition synchronization, it is prohibited in both the active messages and the single-threaded upcall model. In the active messages model, the handler is not even allowed to block on the queue lock. In the void handle_job_request(int src, int *jobaddr, int z0, int z1) { int job_id; lock(queue_lock); while (is_empty(job_queue)) wait(job_queue_nonempty, queue_lock); job_id = fetch_job(job_queue); unlock(queue_lock); FM_send_4(src, handle_store, jobaddr, job_id, 0, 0); } single-threaded upcall model, the handler can lock the queue, but is not allowed to wait until a job is added, because the new job may arrive in a message not yet processed. In order to add this new job, it is necessary to run a new message handler while the current handler is blocked. This is impossible in the single-threaded upcall model.
As we shall see below, dispatching a popup thread can be as cheap as dispatching a single-threaded upcall. Popup threads, however, have some hidden costs that do not immediately show up in microbenchmarks that measure round-trip latencies:
1. When many message handlers block, the number of threads in the system can become large, which wastes memory.
2. The number of runnable threads on a node may increase, which can lead to scheduling anomalies. For example, we observed a severe performance degradation for a search algorithm in which popup threads were used to service requests for work. The scheduler repeatedly chose to run high-priority popup threads instead of the low-priority application thread that generated new work. As a result, many useless thread switches were executed.
3. Because popup threads allow multiple message handlers to execute concurrently, the ordering properties of the underlying communication system may be lost. For example, if two messages are sent across a FIFO communication channel from one node to another, the receiving process will create two threads to process these messages. Since the thread scheduler can schedule these threads in any order, the FIFO property is lost. In general, only the programmer knows when the next message can safely be dispatched. Hence, if FIFO ordering is needed, it has to be implemented explicitly, for example by tagging messages with sequence numbers.
Several systems offer a popup threads interface. Among these systems are Nexus, HORUS, and the x-kernel. These systems have all been used for a variety of parallel and distributed applications.
Implementation
Given the difference in functionality of active messages, single-threaded upcalls, and popup threads, we anticipate that some models allow faster implementations than other models. For example, the active messages model provides the least functionality, so active messages implementations are expected to outperform implementations of single-threaded upcalls and popup threads. To make a fair judgement about the absolute performance difference, we implemented the three models on a parallel machine with a fast interconnect.
Implementation overview
The nodes in our parallel machine are interconnected through Myrinet, a high-speed Local Area Network [5] . Myrinet provides reliable point-to-point communication over links connected through a crossbar switch (see Figure 5) .
For communication over Myrinet we use a modified version of the Illinois Fast Messages (FM) software [7] . FM provides an active messages interface for reliable point-to-point communication on Myrinet. To send an active message we used the FM send 4 primitive described earlier. One part of the FM software runs on the (programmable) network interface processor; the other part is contained in a library that is linked with the user program that runs (in user space) on the main SPARC processor. We made FM multithread-safe, added multicasting, improved buffer management, and, most importantly, added interrupt-driven message delivery [8] . The host can now dynamically enable and disable network interrupts for incoming FM messages. When a network interrupt is received by the kernel, it is delivered to the application as We have developed a user-level thread package that exploits the capability to dynamically enable and disable interrupts. By default the thread package uses interrupts (and signals) to receive messages. If an application thread is running when a message arrives, FM generates an interrupt that results in the invocation of a signal handler in the thread package. This signal handler then issues a network poll, which gets the message and invokes a userlevel message handler. Whenever the scheduler detects that all threads are blocked, it disables network interrupts and starts polling the network in a tight loop. A successful poll yields a message and results in the invocation of the handler specified in the message. If the execution of this handler wakes up a local thread, the scheduler re-enables network interrupts and schedules the awoken thread. The resulting runtime behavior of the thread package is such that synchronous communication, like the receipt of an RPC reply, is usually handled through polling. Asynchronous communication, on the other hand, is mostly handled through interrupts. The policy of switching between interrupts and explicit polling is transparent to the user.
We implemented all three message-handling models using this thread package. The exact way in which the thread package invokes message handlers depends on the message-handling model that it is configured to use. By default, the thread package operates under the singlethreaded upcall regime. In this case, a single, separate 0000 0000 0000 0000 0000 0000 0000 0000 0000 1111  1111  1111 1111  1111  1111  1111  1111 1111 0000  0000  0000 0000  0000  0000  0000  0000 0000   1111  1111  1111 1111  1111  1111  1111  1111 1111   0000  0000  0000 0000  0000  0000  0000  0000 0000   1111  1111  1111 1111  1111  1111  1111  1111 1111  0000  0000  0000 0000  0000  0000  0000  0000 0000   1111  1111  1111 1111  1111  1111  1111  1111 1111 0000  0000  0000 0000  0000  0000  0000  0000 0000   1111  1111  1111 1111  1111  1111  1111  1111 1111   0000  0000  0000 0000  0000  0000  0000  0000 0000   1111  1111  1111 1111  1111  1111  1111  1111 thread context is reserved for executing handlers. When a message arrives we invoke the handler in the reserved handler context. Normally, this would require a full thread switch, but using the optimization described in the next subsection the handler invocation is only slightly more expensive than a plain procedure call. For active message handlers, the reserved handler context is never used; the handler is always executed on the stack of the interrupted or polling thread (see Figure 3) . Finally, in the case of popup threads, the thread package reserves a pool of thread contexts for new handler activations. Each time a message arrives, a context is removed from the pool and allocated to the message's handler. When the handler terminates, its context is returned to the pool.
Optimizing Single-Threaded Upcalls and Popup Threads
To implement single-threaded upcalls and popup threads efficiently, the underlying implementation must be capable of dispatching a message handler in a separate thread context very quickly. Our thread package includes an optimization that makes handler dispatching almost as cheap as a function call. The naive approach is to initiate a context switch from within the signal handler to a daemon thread, which then executes the message handler. After the handler finishes, the daemon thread switches back to the signal handler, which then resumes execution. An ordinary context switch to the daemon thread involves saving the state of the interrupted thread and restoring the state of the daemon thread. The daemon thread, however, is exclusively used to run message handlers; therefore, it has no initial state that needs to be restored before a handler can be invoked. Similarly, when a message handler invocation completes, there is no daemon state left to save. We therefore avoid these costs using the following optimization, called fast handler dispatching.
When the signal handler is invoked, it calls a support function that switches the current stack pointer to that of the daemon thread, and invokes the handler on that stack. The return link for the first handler frame is set to point to the signal frame on the original stack as shown in Figure 6 . In the common case that the handler runs to completion without blocking, control automatically returns to the thread package in the signal frame, which restores the stack pointer and then returns to resume execution of the original thread.
In the exceptional case that the handler blocks on a thread synchronization primitive (e.g., a lock), it is promoted to a true thread. To achieve this, all blocking synchronization primitives check if they will block a message handler that executes in another thread's context. If that is the case, then the handler's call stack is modified. By changing the last return link in the call stack to point to a special exit function, the handler will not return to the code that resumes the blocked thread, but will clean itself up. This allows the original thread to continue execution independently.
The fast handler dispatching method optimistically exploits the observation that most handlers run to completion without blocking. In this case the handler executes without any context switches. Only in the exceptional cases that the handler blocks, the costs of upgrading the handler to a first-class daemon thread and subsequent context switches must be paid.
Experimental Results
We performed measurements (reported below) on the eight node parallel machine depicted in Figure 5 . Each node consists of a 50 MHz MicroSPARC processor equipped with 4 Kbyte instruction and 2 Kbyte data caches (direct-mapped), 32 Mbyte of memory, and a programmable Myricom LANai 2.3 network interface board. All processors run the Amoeba operating system. The roundtrip latency of our modified Fast Messages version is 92 s, while the roundtrip latency of the unmodified version on our hardware is 60 , A detailed analysis of the difference can be found elsewhere [8] , but briefly, the main causes are locking overhead (for thread-safe operation), multicast support on the network interface, and a more flexible fragmentation scheme.
We studied the basic differences between the models by performing a typical communication benchmark. How important these fundamental differences are for application performance depends on the application at hand; this issue will not be studied in this paper.
Synchronous message handling
As our first test, we use the simple remote read function from Figure 1 . The benchmark program performs 100,000 remote reads, and computes the average latency for one read operation. In this test, no application activity occurs at the server node, except the handling of remote read requests, so each request message is handled synchronously through polling inside our thread package's idle loop. The reply message is also received synchronously, because the application explicitly polls for the reply of the remote read operation.
Thus each message is handled synchronously by polling in all three models. Consequently, all models achieve the same average roundtrip latency for a remote read of 106 s (see Figure 7) . The message handling costs incurred at the server side is another metric of interest. The time needed to extract a message from the network, service the request, and send back the reply is 19 s (see Figure 8) . Even though these handling costs are incurred twice, they only account for a small fraction of the remote-read latency; most time is spent in the FM software driving the network on the interface boards.
Asynchronous message handling
The second test is more interesting since it shows the performance differences in the cost of handling messages asynchronously in the three models. We extended the previous remote read test by adding a computation thread at the "server" node. This thread busy-waits until the last message has been serviced. The computation thread does not poll the network, so all incoming request messages are handled asynchronously through interrupts. Note that the reply messages are still received synchronously by the polling client.
The second group of bars in Figure 7 gives the roundtrip latency for the asynchronously handled remoteread requests. The performance numbers for the active messages model show that handling messages asynchronously is about 93 s more expensive than handling them synchronously. This large overhead is the time needed by the Amoeba operating system to dispatch the hardware network interrupt as a software signal to the application program. Like most other operating systems, the Amoeba kernel is not optimized for signal handling, because signals are mainly raised when an exception occurs. This is unfortunate since the remote-read latencies are doubled. The message handling costs, however, are even eight times higher than the costs of synchronous receipt: 157 s for an interrupt versus 19 s for a successful poll (see Figure 8 ). Thus the server node handling the remote-read requests is clearly slowed down when receiving active messages asynchronously. Figure 7 shows that asynchronous message handling in the case of single-threaded upcalls and popup threads is only slightly more expensive than for active messages. This is caused by the need for the allocation of a thread context (i.e., stack) to run the handler in. Note that the thread allocation costs (6 s) are negligible compared to the high interrupt-dispatch costs of Amoeba. These surprisingly low costs are an accomplishment of the optimized thread creation policy that uses a procedure call instead of a context switch to start the handler thread. Since the fast handler dispatching optimization can only be obtained by modifying the native thread package, which is not always possible, we have also included the performance numbers for the unoptimized system. The white bars on top of the single-threaded upcall and popup thread bars show the context switch overhead incurred by this system. Fast handler dispatching reduces latency by 65 s (24%) and handling costs by 97 s (37%).
Blocking message handlers
Popup threads are allowed to block on arbitrary conditions. This flexibility, however, has an impact on performance if the handler needs to synchronize with a local thread or another message handler. Our final test compares the overhead of the popup threads model and the single-threaded upcall model in this situation. The test is based on the job queue example presented in Figure 4 . The benchmark program issues 100,000 requests to read a memory location at the server node. The read handler, however, must wait until a local computation thread has filled the memory location with valid data. In the benchmark program we ensure that the handler always blocks by letting the local thread fill the memory location immediately after the request arrives.
Implementing the blocking remote read using popup threads was straightforward using condition variables (see Figure 4) . In the case of single-threaded upcalls, we had to modify the handler; when it detects that the memory location has not been filled yet, it stores its request in a continuation. The computation thread was also modified to execute the pending continuation after filling the memory location. Given the complete lack of support for synchronization inside active message handlers, we did not implement a version that uses active messages.
The third group of bars in Figure 7 shows that blocking is quite expensive. In the case of the single-threaded upcalls the overhead in comparison to asynchronous handling is 72 s. Most of this overhead is incurred after the message handler has created the continuation and returns to the interrupted computation thread. When the signal handler terminates, the Amoeba kernel restores the context of the computation thread. Only after this expensive operation has completed can the computation thread execute the continuation and send the reply. Note that the blocking handler only affects the latency of the remote read; the message handling costs are similar to those of the asynchronous read (see Figure 8) . Again, the results show that fast handler dispatching is very effective in improving performance.
Popup threads incur additional overhead of 113 s on top of the signal restoring costs incurred by the singlethreaded upcalls. First, when the handler blocks, it has to be upgraded to a first-class thread (see the fast handler dispatching optimization). Next, control must be transferred back to the interrupted computation thread. As just explained, this thread must first return from the signal handler before it can fill the requested memory location. After that, we switch back to the blocked handler thread, which can now send the reply. Finally, we switch back to the computation thread. Thus, the popup thread model incurs two additional context switches, and the costs for upgrading a thread. In summary, a blocking remote read using popup threads is considerably slower than its singlethreaded counterpart, which requires explicit coding of continuations.
Related Work
We have described three message handling models in which each message results in a handler invocation at the receiving side. Sometimes, however, it is useful to transfer data without invoking a message handler (control transfer) [9] . In this paper we have mainly addressed efficient control transfer. We have compared the three models mainly from a programmer's perspective. In their study of different network interfaces, Thekkath and Levy take a systems perspective [10] . Using low-level benchmarks and an optimized RPC protocol, they studied the latency impact of different data transfer methods (programmed I/O and DMA), cache and TLB effects, and context switching costs. Some of these considerations, particularly the PIO versus DMA tradeoff were taken into account by Pakin et al. in their Fast Messages implementation [7] . A model that is closely related to popup threads is the optimistic active messages model [11] . This model removes some of the restrictions of the basic active messages model. It extends the class of handlers that can be executed as an active message handler -i.e., without creating a separate thread -with handlers that can safely be aborted and restarted when they block. A stub compiler preprocesses all handler code. When the stub compiler detects that a handler performs a potentially blocking action, it generates code that aborts the handler if it blocks. When aborted, the handler is re-run in the context of a first-class thread (which is created on the fly). Thread management costs are thus incurred only if a handler blocks; otherwise the handler runs as efficiently as a normal active message handler. While optimistic active messages are clearly an improvement over plain active messages, they are not as powerful as popup threads. First, optimistic active messages require that all potentially blocking actions be recognizable to the stub compiler. Popup threads, in contrast, can be implemented without any compiler support and do not rely on programmer annotations to indicate what parts of a handler may block. Second, an optimistic active messages handler can only be re-run safely if it did not modify any global state before it blocked; otherwise this state is modified twice. The programmer is thus forced to avoid or undo changes to global state until it is known that the handler cannot block any more. Many researchers have looked at the problem of how to process incoming messages asynchronously. In particular, the problem of polling versus interrupts with active messages has received much attention. Several systems use a mixture of polling and interrupts. The Remote Queueing model of [12] uses interrupts only for specific messages (e.g., operating system messages) or under specific circumstances (e.g., network overflow). The CRL distributed shared memory system [13] uses interrupts to deliver protocol request messages, and switches to polling for receiving reply messages. Langendoen et al. [6] describe a generalization of this idea: polling is used if the receiving processor is idle (e.g., when it is waiting for a reply); interrupts are used if the receiving processor is not idle. This hybrid approach is implemented in a user level thread package (see the "Implementation" section in the paper), so it works for multithreaded programs (unlike CRL). Yet another idea is to generate an interrupt only if the application does not poll frequently enough. The Polling Watchdog [14] is a simple device that implements this strategy in hardware. The stack-splitting and return-address modification techniques we use to efficiently invoke message handlers are similar to the techniques used by Lazy Threads [15] . Lazy Threads provide an efficient fork primitive that optimistically runs a child on its parent's stack. When the child suspends, its return address is modified to reflect the new state. Also, future children will be allocated on different stacks. In our case, a thread that finds a message -either because it polled or because it received a signal -needs to "fork" a message handler for this message. Unlike Lazy Threads, however, the "parent" thread (the thread that polled or that was interrupted) does not wait for its "child" (the message handler) to terminate. Also, we run all children, including the first child, on their own stack.
Conclusions
This paper compared three different models for asynchronous message handling, in terms of expressiveness and efficiency. Our analysis of the models shows that, even in a high-speed network environment, it is not necessary to sacrifice expressiveness for efficiency.
The key to high expressiveness is to run handlers on their own stack. This allows handlers to use potentially blocking synchronization primitives such as locks and condition variables, which is especially important if messages are received asynchronously. Of the three models, only the active messages model does not support this functionality, which makes it hard to program with. In fact, active message were not even designed to be used directly by application programmers [2] . The other two models (single-threaded upcalls and popup threads) do run handlers on their own stack. For single-threaded upcalls, only one stack (of a daemon thread) is used, so such upcalls are not allowed to wait for the arrival of new messages. Popup threads conceptually use a new stack for each thread, so they do not have the latter restriction.
We conclude that the popup threads model is generally the easiest model to use. Experimental results show that, if implemented properly, performance of popup threads can be close to that of active messages. Compared to single-threaded upcalls, popup threads have the disadvantage of space and context switching overhead in the blocking case. If one of these problems occur, however, then one could always apply a single-threaded programming style using popup threads, but this requires the usage of continuations.
