The existing result on the leader-following consensus problem for linear discrete-time multi-agent systems subject to switching networks is limited to undirected networks. In this paper, we further study the same problem for a class of linear multi-agent systems subject to directed switching networks. It is shown that, under certain assumptions, it is possible to solve the problem for directed networks by a distributed state feedback control law. Our approach is illustrated by a case study.
INTRODUCTION
Over the past decade, there has been extensive interest in consensus problem of both continuous-time and discrete-time multi-agent systems, see, for example, the survey paper [7] and the books [1] , [10] . The leaderless consensus problem aims to make the states of all agents synchronize to a same trajectory, while the leader-following consensus problem requires the states of all agents to track a desired trajectory which is generated by the leader system. What makes the consensus problem interesting is that the problem has to be solved by a control law that satisfies certain communication constraints. Such a control law is called distributed control law. The communication constraints are described by a digraph witch can be static or time-varying. The most common time-varying graph is the so-called switching graph.
Under switching communication constraints, the consensus problem for linear discretetime multi-agent systems was mainly studied for multiple single-integrator systems [1] , [4] , [5] , [6] , [9] . An exception is [12] where both the leader-following and leaderless consensus problems were studied for a class of general linear discrete-time multiagent systems under the assumption that the switching graph is undirected and satisfies the jointly connected condition. The jointly connected condition is perhaps the mildest condition on a switching graph as it allows the graph to be disconnected at every time instant. Nevertheless, the assumption that the graph is undirected is restrictive in practice. In this paper, we will study the leader-following consensus problem for the same class of systems studied in [12] without assuming that the graph is undirected. Our investigation shows that, for some interesting cases, the consensus problem for the system studied in [12] is solvable even if the switching graph is not undirected and the graph is disconnected at almost every switching time instant.
The rest of this paper is organized as follows: In Section II, we introduce the leaderfollowing consensus problem. In Section III, we present our main result. A case study is given to illustrate our design in Section IV. Finally, we conclude the paper in Section V.
The following notation will be used throughout this paper: ⨂ denotes the Kronecker product of matrices. Some properties of Kronecker product are useful in this paper:
ା denotes the set of nonnegative integers. ே denotes an ܰ × 1 column vector whose elements are all 1. Given the matrices ‫ܣ‬ ∈ ℝ × , we denote col(‫ܣ‬ ଵ , … , ‫ܣ‬ ே ) = ሾ‫ܣ‬ ଵ ் , … , ‫ܣ‬ ே ் ሿ ் . Let σ: ℤ ା ⟶ ࣪, where ࣪ = ሼ1,2, … , ߩሽ. Throughout this paper, we assume σ(·) is a piecewise constant switching signal in the sense that there exists a subsequence ሼ݇ ሽ of ሼ݇}, called switching instants, such that σ(݇) is a constant for ݇ ≤ ݇ < ݇ ାଵ for any ݇ ≥ 0.
PROBLEM STATEMENT
Like in [12] , we consider the leader-following consensus problem for the following class of linear discrete-time multi-agent systems subject to a switching network topology:
where ‫ݔ‬ (݇) ∈ ℝ and ‫ݑ‬ (݇) ∈ ℝ are the state and control of the agent ݅, respectively, and ‫,ܣ(‬ ‫)ܤ‬ is controllable. Roughly, our objective is to design a distributed control law such that the solution of each subsystem of Eqn. (1) approaches some discrete-time signal ‫ݔ‬ (݇) asymptotically. Also like in [12] , we assume that the signal ‫ݔ‬ (݇) is generated by a linear autonomous system of the following form:
with an arbitrary initial state ‫ݔ‬ (0) ∈ ℝ .
To handle our problem, we treat the system composed of system (2) and system (1) as a multi-agent system with Eqn. (1) as the leader system and Eqn. (2) as the follower system, respectively. Associated with system (1), system (2) and the given piecewise constant switching signal σ(·), we can define a dynamic graph ࣡ ̅ ( 
where ‫ܭ‬ ∈ ℝ ୫×୬ is the gain matrix to be defined later. . Let ‫ܪ‬ () = ℒ () + ∆ () . Then, none of the eigenvalues of ‫ܪ‬ () have negative real parts. Moreover, if the graph ࣡ ̅ () is connected, then all the eigenvalues of ‫ܪ‬ () have positive real parts [3] .
In this paper, we make the following assumption on the matrices ‫ܣ‬ and ‫.ܤ‬ RC 6 ,  
Assumption 2.1:
The system matrix ‫ܣ‬ is neutrally stable, i.e., all eigenvalues of ‫ܣ‬ are semi-simple 1 with modulus 1, and the matrix ‫ܤ‬ is nonsingular.
Remark 2.2:
The system matrix ‫ܣ‬ is said to be marginally stable if all the eigenvalues of ‫ܣ‬ are inside the unit circle, and those Eigen values with modulus 1 are semi-simple. Using the same argument as we used in [12] , Assumption 2.1 can be relaxed to the case where the matrix ‫ܣ‬ is marginally stable.
Remark 2.3:
Under Assumption 2.1, we can assume the Jordan form ‫ܣ‬ ̅ of ‫ܣ‬ takes the following form,
where 0 ≤ 2r ≤ s ≤ n, and, for ݇ = 1, … , ‫,ݎ‬ ߙ ଶ + ߚ ଶ = 1. Clearly, ‫ܣ‬ ̅ is an orthogonal matrix.
By Remark 2.3, there exists a nonsingular real matrix ܲ such that
Under the transformation ‫̅ݔ‬ = ‫ݔܲ‬ , system (1) is transformed into
where ‫ܤ‬ ത = ‫.ܤܲ‬ Under Assumption 2.1, without loss of generality, we can assume that ‫ܤ‬ ത is an identity matrix.
MAIN RESULT
We begin this section with the following two assumptions. . Then it can be verified that ‫ܪ‬ ் + ‫ܪ‬ is positive definite. In fact, even if ‫ܪ‬ ் + ‫ܪ‬ is not positive definite, there still exists ߤ̂> 0 such that the matrix ‫ܪ‬ ் + ‫ܪ‬ − ‫ܪߤ‬ ் ‫ܪ‬ is positive semi-definite for all 0 < ߤ < ߤ. For example, none of the matrices ‫ܪ‬ , ‫‬ = 1,2,3, in the example of next section are nonsingular, yet they still satisfy Assumption 3.1. By Remark 2.1, Assumption 3.2 implies that there exists a subsequence ൛‫ݐ‬ ൟ of ሼ݇ሽ such that the matrices ‫ܪ‬ ൫௧ ೕ ൯ are nonsingular for all ‫ݐ‬ . Assumption 3.2 is interesting because it does not require the graph ࣡ () to be connected at every time. For convenience, when the dynamic graph ࣡ () satisfies Assumption 3.2, we say the graph ࣡ () is frequently connected.
Lemma 3.1: Under Assumptions 3.1 and 3.2, let the matrix ‫ܣ‬ ̅ be as defined in Eqn. (4) . Then, the origin of the following linear discrete-time switched system
is asymptotically stable for all ߤ satisfying 0 < ߤ < ߤ.
Then the difference of Eqn. (8) along the system represented by Eqn. (7) satisfies
By Assumption 3.1, we have
where ϵ = (ߤ̂− ߤ). 
