Abstract-Base station (BS) cooperation can turn unwanted interference to useful signal energy for enhancing system performance. In the cooperative downlink, zero-forcing beamforming (ZFBF) with a simple scheduler is well known to obtain nearly the performance of the capacity-achieving dirty-paper coding. However, the centralized ZFBF approach is prohibitively complex as the network size grows. In this paper, we devise message passing algorithms for realizing the regularized ZFBF (RZFBF) in a distributed manner using belief propagation. In the proposed methods, the overall computational cost is decomposed into many smaller computation tasks carried out by groups of neighboring BSs and communication is only required between neighboring BSs. More importantly, some exchanged messages can be computed based on channel statistics rather than instantaneous channel state information, leading to significant reduction in computational complexity. Simulation results demonstrate that the proposed algorithms converge quickly to the exact RZFBF and much faster compared to conventional methods.
I. INTRODUCTION

M
ULTIUSER multiple-input multiple-output (MU-MIMO) antenna systems have been recognized as an effective means to increase capacity in the downlink [1] [2] [3] . However, MU-MIMO may not be as effective if edge-of-cell users are concerned due to the severe inter-cell interference that is hard to suppress. In recent years, it has emerged that letting base stations (BS) cooperate can greatly improve the link quality of the edge-of-cell users by turning unwanted interference into useful signal energy, e.g., [4] [5] [6] [7] [8] [9] (and the references therein). Ideally, by sharing all the required information via high-speed backhaul links, all BSs in a downlink cellular network can become a super BS with distributed sets of antennas. This architecture will then allow the use of well-known optimal or suboptimal transmission strategies such as capacity-achieving dirty-paper coding (DPC) techniques [5, 6, 10] and zero-forcing beamforming (ZFBF) [7, 11] , respectively.
Although DPC is capacity-achieving, it is very complex. Therefore, great attention has been shifted towards developing ZFBF with a simple scheduler to approach near-capacity performance [7, 11] . For example, several testbeds for implementing BS cooperation have adopted ZFBF techniques, e.g., [12] [13] [14] [15] . Regularized ZFBF (RZFBF) is a generalization of ZFBF by introducing the regularization parameter [16, 17] . It has been revealed that several beamformers can have a RZFBF structure by selecting the regularization parameter properly [18] . Even though theoretical and experimental studies have provided overwhelming support to RZFBF [18] [19] [20] [21] , the real question is how could RZFBF be implemented in a very largescale cellular network?
A straightforward way to implement RZFBF would be to require that there is a central processing unit which possesses all the necessary channel state information (CSI) and performs the entire optimization. However, as a network expands with more BSs cooperating, it becomes inviable to perform joint processing over all BSs because of the limiting backhaul capacity and the excessive computational complexity. It is therefore of greater interest to consider an architecture where BSs only communicate with neighboring BSs and the overall computation cost is decomposed into many smaller computational tasks, amortized by groups of smaller number of cooperating BSs. Motivated by this, in this paper, we propose message passing algorithms to realize RZFBF in a distributed manner. The proposed approaches are particularly well suited to cooperation of large clusters of simple and loosely connected BSs. Most importantly, in our designs, each BS is only required to know the data symbols of users within its reception range rather the entire cellular network, greatly reducing the backhaul requirements.
The use of distributed methods in beamforming computations has been studied recently in [22] [23] [24] [25] [26] [27] . Our approach is similar to [22] in that both aim at achieving RZFBF and use belief propagation (BP). Nonetheless, the two approaches differ considerably. Our main contributions are summarized as follows:
• First, we generalize the earlier results in [22] to incorporate multiple antennas at both BSs and user equipments (UEs) and our results can be applied to a wide range of scenarios with complex-valued systems. Further, we adopt the approximate message passing (AMP) method in [28] to significantly reduce the number of exchange messages. The proposed AMP-RZFBF exhibits the advantage that every communication of BS with its neighbors only takes place in a broadcast fashion as opposed to the unicast manner in [22] . The used AMP method has recently received considerable interest in the field of compressed sensing [28] [29] [30] . 1 Our form of the message passing algorithm is closely related to the AMP methods in [29] which are a special case of the generalized AMP [30] .
• In AMP-RZFBF, BSs must compute several matrix inversions for every channel realization and then exchange these auxiliary parameters among themselves, requiring very high computational capability and rapid information exchange between the BSs. To tackle this, we exploit the channel hardening property so that some of the auxiliary parameters can be approximated using the spatial channel covariance information (CCoI). 2 The CCoI-aided AMP-RZFBF results in significantly simpler implementations in terms of computation and communication. With the CCoI-aided AMP-RZFBF, the BSs compute and exchange the auxiliary parameters at the time scale merely at which the CCoI changes but not the instantaneous CSI. Simulation results show that CCoI-aided AMP-RZFBF achieves promising results, which are quit different from earlier results based on the CCoI, e.g., [32, 33] , where a performance degeneration is usually expected.
• Implementing RZFBF in a distributed manner can be achieved by an optimization technique called the alternating direction method of multipliers (ADMM) approach in [38] . Applications of ADMM to the concerned beamforming problem can be found in [39] (or [38, Section 8.3] ). However, it is known that ADMM can be very slow to converge. Simulation results will demonstrate that our proposed message passing algorithms exhibit a much faster convergence rate when compared to ADMM.
Notations-Throughout this paper, the complex number field is denoted by C. For any matrix A ∈ C M×N , A ij denotes the (i, j)th entry, while A T , and A H return the transpose and the conjugate transpose of A, respectively. For a square matrix B, B 1 2 , B −1 , tr(B), and det(B) denote the principal square root, inverse, trace, and determinant of B, respectively. In addition, I N is an N × N identity matrix, 0 N denotes either an N × N zero matrix or a zero vector depending on the context, and e i denotes the column vector with the ith element being 1 and 0 elsewhere. Finally, · 2 represents the Euclidean norm of an input vector, and E{·} returns the expectation of an input random entity. 1 In contrast to compressed sensing, where the target is on sparse reconstructing from large data-sets, our target is on beamforming design and the signal (beamforming) of our interest is dense. This is a fundamental difference and makes the application non trivial and novel. 2 The channel hardening property is essentially attributed to the law of large numbers in probability theory. In this context, large dimensional random matrix methods [31] were often used to provide deterministic approximations of a random quantity that depends on channel matrices. Remarkably, the results derived from large dimensional analysis so far also provided reliable predictions even for small system dimensions. This property has recently been found to be very useful in facilitating system designs; see, e.g., [21, [32] [33] [34] [35] [36] [37] . 
II. SYSTEM MODEL AND PROBLEM FORMULATION
As shown in Figure 1 T ∈ C N , which is modeled as
where x l denotes the transmitted signal from BS l, H k,l ∈ C M k ×N l represents the channel matrix from BS l to UE k, and z is the complex Gaussian noise vector with zero mean and the covariance matrix σ 2 I M . In (1), we have defined x ∈ C N as the vector of the transmitted signal and H ∈ C M×N as the overall downlink channel matrix. Although (1) appears to look like an M × N MIMO system, this is fundamentally different from a point-to-point MIMO channel. To see the differences, we emphasize the following two features.
First, note that H may have many zero block matrices because one UE is only able to receive signals from local BSs. The characteristic can be easily described via a graphical model as shown in Figure 1 . For ease of expression, let U l ⊆ {1, 2, . . . , K} comprise the set of user indices such that BS l is able to provide transmitted signals with these UEs; i.e.,
. . , L} be a set of BS indices such that UE k is able to receive signals from these BSs; i.e., H k,j = 0 for j ∈ B k . The local coupling is an important feature that communication should only be required between a subset of BSs rather than among all BSs.
Secondly, since both BS and UE are equipped with multiple antennas, the spatial correlation of the MIMO channel for each link between a BS and a UE should be considered. In this paper, we employ the Kronecker model to characterize the spatial correlation of the MIMO channel for each link so that the correlation at a BS and a UE is modeled separately [40] . Specifically, the channel from
where
nonnegative definite matrices, which characterize the spatial correlation of the received signals across the antenna elements of UE k and that of the transmitted signals across the antenna elements of BS l respectively, and To get a proper definition on the channel gain of each link pair, we consider the power of the channel
If we assume that R k,l and T k,l are normalized such that
can be used as an indicator for the link gain between BS l and UE k . 3 In this paper, we assume that any averaging or expectation on the fading process is taken over the period which is long enough to cover the whole fading process of {W k,l }, but is short enough that {R k,l } and {T k,l } can be considered static. Therefore, CCoI represents the knowledge of
In the broadcast system (1), linear precoding, referred to as RZFBF, is used to project the data symbols onto a subspace using the N transmit antennas. Let s = [s
T be the vector of data symbols, where s k corresponds to the data symbols intended for UE k . In RZFBF, the signal vector transmitted by the BSs, denoted by x, is given by [16, 17] 
where α is the normalization parameter to ensure that the transmit power constraint is met, i.e., E{ x l 2 } ≤ P l for l = 1, . . . , L. Note that RZFBF can be regarded as a generalization of other beamformers by adjusting the regularization parameter β. For instance, if β = 0, it reduces to ZFBF whereas if β → ∞, it will give the matched-filter beamforming. Several other beamformers can also have a RZFBF structure by designing the regularization parameter appropriately [18] . However, to obtain (3), all the BSs must cooperate to jointly process the data symbols from all the users in the network, requiring global CSI. If N and M are very large (which they should in order to benefit from the gains of MU-MIMO and BS cooperation), the centralized approach will become prohibitively complex. Therefore, in the next section, we propose message passing algorithms that can realize RZFBF in a distributed manner.
III. A BAYESIAN APPROACH TO DISTRIBUTED RZFBF
Now, we are concerned with the problem of distributing the computation of (3) among the BSs. Toward this end, we first use the virtual model concept of [22] , which recasts the RZFBF optimization problem into an estimation problem which is described as follows.
Consider the virtual model
wherez ∈ C M is the Gaussian random vector with zero mean and the covariance matrix βI M . Recall that s is the data symbol vector for all the users and x is the signal 3 Indeed, the link gain can be included in either R k,l or T k,l .
transmitted by the BSs. The virtual model implies that the transmitted signal x goes through the channel H and is then received in the form of s −z at the UE sides. 4 What is important here is that the virtual model allows us to process the beamforming problem through a probabilistic inference approach. Specifically, we adopt a Bayesian approach.
The Bayes optimal way of estimating x that minimizes the mean square error is given by [41] x = xp(x|s)dx,
where p(x|s) is the posterior probability of x given observation of s. Following Bayes theorem, we have
where the conditional distribution of s given x under (4) is given by p(s|x) = π N , then the posterior distribution p(x|s) admits an explicit expression as
Henceforth, we shall use Z to denote a universal normalization factor whose value may vary from one appearance to another.
Plugging (6) into (5) and applying the Gaussian integral (Lemma 1 in Appendix B), one can get that the solution of (5) is exactly identical to the form of (3) without the power normalization parameter. Next, we shall use an approach called BP (belief-propagation) for computing (5) .
A. BP-RZFBF
To realize (5) in a distributed manner, we are interested in estimating the marginal distribution function
This is because we can easily obtainx l by x l p(x l |s)dx l if p(x l |s) is available. Hence, we begin by applying the standard BP algorithm [42] to perform p(x l |s). Let x B k denote the set of the input variables indexed by B k . Then the conditional distribution of s k given x B k under (4) is given by
Note that {x l } l=1,...,L are independent. Then we can reformulate p(x|s) as
where the equality follows from (6) and (8) . A factor graph represents the factorization of p(x|s) as in (9) . The corresponding factor graph is depicted in Figure 2 where a circle represents a variable node associated with the transmit beamforming vector; i.e., x l for BS l , whereas a square indicates a factor node associated with the sub-constraint function; i.e.,
There is an edge between a variable node l and a function node k if and only if x l is an argument of
As a matter of fact, BP can be regarded as a numerically efficient algorithm to obtain (7) based on the factorization in (9) . The algorithm is done by a set of message passing equations that go from factor nodes to variable nodes (i.e., k → l) and from variable nodes to factor nodes (i.e., l → k) as is illustrated in Figure 2 . The message q k→l from the factor node k to the variable node l is the marginal probability of the variable x l when only the sub-constraint function p(s k |x B k ) is present. On the other hand, the message q l→k from the variable node l to the factor node k is the marginal probability of the variables x l in the absence of the sub-constraint function
Specifically, in order to estimate these marginal distributions p(x l |s) with BP algorithm, 2KL messages for the probability distributions of the variables x l are constructed in the following way [42] :
where t = 1, 2, . . . represents the iteration index and Z k→l and Z l→k are the normalization factors ensuring that
l→k (x l ) = 1. At the termination of the message passing algorithm, say at iteration T , the final estimate of x l is given byx l = x l q
k→l (x l ). The RZFBF solution can thus be realized in a distributed manner via the message passing procedures. However, the messages are density functions which are usually too complex to be exchanged and will cost a huge burden in the backhaul in our application of BS cooperation.
To overcome this, the message can be approximated by Gaussian and parameterized by the mean and covariance. Instead of passing the density functions, we thus have the mean and covariance as the messages:
where f (x l ) q l→k denotes the average or expectation of a function f (x l ) over the random vector x l with distribution q l→k (x l ). Mathematically, that is
The Gaussian approximation method was introduced in [30, 43] when the message is scalar and the concerned matrix is sparse. In our case, we follow the techniques in [29] by considering that the block matrix H k,l scales as O(1/ √ N l ).
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As a consequence, we can approximate q
Notice that x j→k and V j→k in (14)- (15) are functions of q j→k which is also altered due to the approximationq k→l . To make the connection, from (13) and (10b), we havẽ l→k which are, respectively, the mean and covariance over the probability distributionq
l→k . In the sequel, we will no longer use the probability distribution q (t) (16) can be computed analytically. These lead to the following closed form of the BP update:
i→l . The number of messages is still 2KL. However, the message update here is only on the mean and covariance rather than the functional update in (10) . At the termination of the BP, the final estimation of x l is given by
i→l . We refer to this algorithm as BP-RZFBF although a variant of BP is adopted here. In some applications, the regularization parameter β varies for different UEs. In these cases, we only have to simply replace β with β k in (14)-(15). 6 BP-RZFBF is a generalization of [22, (27) & (28)] in which H k,l 's are scalars (real numbers). Clearly, this generalization can be applied to a wide range of scenarios with complexvalued systems. Additionally, it performs block matrix computations resulting in a natural partition of BSs. BP-RZFBF will serve as the basis for the developments of the following simpler algorithms.
B. AMP-RZFBF
In BP-RZFBF, each BS has to send separate messages with respect to k; i.e., x (t) l→k and V (t) l→k ∀k. We can reduce the messaging overhead to 2(K + L). To do so, we note that the messages x which are nearly independent of k. However, one must keep all the terms that are linear in H l,k . This methodology was first introduced in compressed sensing applications in [28] and is referred to as AMP. Using AMP in the BF-RZFBF problem, 6 Having different regularization parameters for different UEs opens up several attractive applications. For example, we can set some s k 's to 0 and then adjust their β k . In this way, the transmit signal x will mainly go into the null space of these UEs and the interferences on these UEs will not exceed the preset levels {β k }. This is particularly suitable for applications in underlay cognitive radio networks [44] and physical layer security communications [45] .
we have developed the AMP-RZFBF algorithm in Algorithm 1. For readability, we give the detailed derivation in Appendix A. 
Algorithm 1: AMP-RZFBF
k = l∈B k H k,l V (t−1) l H H k,l ; 6 Σ (t) l = k∈U l H H k,l Ω (t) k + βI M k −1 H k,l ; 7 V (t) l = Σ (t) l + I N l −1 ; 8 ν (t) k = s k − l∈B k H k,l x (t−1) l + Ω (t−1) k + βI M k −1 Ω (t) k ν (t−1) k ; 9 μ (t) l = x (t−1) l + Σ (t) l −1 k∈U l H H k,l Ω (t) k + βI M k −1 ν (t) k ; 10 x (t) l = Σ (t) l + I N l −1 Σ (t) l μ (t) l ; 11 t ⇐= t + 1
until Predefined number of iterations is met;
Before discussing a realization of the algorithm in the cooperative system, let us have a closer observation on AMP-RZFBF. First, notice that lines 5-7 of Algorithm 1 can be computed based on the channel matrices {H k,l } regardless of the data symbol vector s. The parameters in lines 5-7 are in matrix forms and some of them will be exchanged between the BSs. Fortunately, these parameters do not change as long as the channel matrices remain the same. On the other hand, although the remaining three steps, lines 8-10 of Algorithm 1, involve the data symbol vector s, they only involve linear matrix multiplications when the parameters in lines 5-7 are available. In addition, the parameters in lines 8-10 are only in vector forms and will be exchanged only locally between the BSs, greatly reducing the backhaul requirements. In fact, the procedure in lines 8-10 is very similar to the procedure of performing the linear matrix multiplications of
and s in (3). However, in contrast to (3), AMP-RZFBF has a distributed nature requiring only local message exchange between the BSs. Now, we turn our attention to realizing AMP-RZFBF for the cooperative system. In general, each iteration requires a broadcast and gathering operation. We assume that each BS has local data information and CSI; e.g., only {s k , H l,k } for k ∈ U l are known at BS l . Lines 5 and 7 of AMP-RZFBF consist of performing Ω 
to its neighboring BSs. The algorithm continues to repeat the procedures above until it reaches a predefined number of iterations. For ease of explanation, we describes all the parameters jointly, regardless of whether the parameters are involved by the data symbol vectors or not. It is also worth noting that the parameters (Ω
l ) do not update at each iteration as long as the channel matrices remain the same.
In AMP-RZFBF, the computation of Σ (t) l and V (t) k involves several matrix inversions for every channel realization. These demand high computational cost. To remedy this, we propose to infer these parameters based on CCoI which varies much slower than CSI.
C. CCoI-aided AMP-RZFBF
Starting from the first iteration (t = 1), we approximate Ω 
where the first equality follows from the initial condition of V (0) l = I N l and the second equality follows from Lemma 2 in Appendix B. The approximation is benefited by the channel hardening property occurring in large-scale MIMO systems (or self-averaging property in statistical physics); that is, a quantity per degree of freedom has small deviations from its mean. 7 We find it useful to denoteς
Applying the similar argument to Σ (t) l in line 6 of Algorithm 1 for t = 1, we have
Again, for ease of expression, we also define
and
Substituting the above definitions, (20) is then expressed as
Now, V (t) l in line 7 of Algorithm 1 is approximated by
Note that when t = 1,
is given by (19) . Let us go ahead on the next round of iteration to get a general expression for 7 In fact, using techniques from random matrix theory, e.g., [46, Remark 2] , one can show that as N l → ∞,
l for general t. Following the similar argument as that used in (19), we have
Then (23) becomes
Recall that the updates of Ω
l , and V (t) l in lines 5-7 of Algorithm 1, respectively, involve the channel realizations {H k,l }. These computations are replaced by (25) , (21), and (22), where only the CCoI is required. Therefore, Algorithm 1 together with these replacements lead to the simpler iteration forms. The algorithmic description of this CCoI-aided AMP-RZFBF is summarized in Algorithm 2.
Algorithm 2: CCI-Based AMP-RZFBF
Input: Data symbols s
k for k = 1, . . . , K, channel matrices H k,l for k = 1, . . . , K and l = 1, . . . , L, and CCI {T k,l , R k,l } for k = 1, . . . , K and l = 1, . . . , L. Output: Return the RZFBF x l for l = 1, . . . , L 1 begin 2 Select x (0) l = 0, ν (0) k = s k , R (0) k = 0, and T (0) l = 0 for k = 1, . . . , K and l = 1, . . . , L; 3 t ⇐= 1 4 repeat 5ς (t) k,l = 1 N l tr T k,l T (t−1) l + I N l −1 ; 6 R (t) k = l∈B kς (t) k,l R k,l ; 7 ς (t) k,l = 1 N l tr R k,l R (t) k + βI M k −1 ; 8 T (t) l = k∈U l ς (t) k,l T k,l ; 9 A (t) l = T (t) l T (t) l + I N l −1 ; 10 B (t) k = R (t) k R (t−1) k + βI M k −1 ; 11 ν (t) k = s k − l∈B k H k,l x (t−1) l + B (t) k ν (t−1) k ; 12 x (t) l = A (t) l x (t−1) l + T (t) l −1 k∈U l H H k,l R (t) k + βI M k −1 ν (t) k ; 13 t ⇐= t + 1
until Predefined number of iterations is met;
The realization of CCoI-aided AMP-RZFBF is similar to that of AMP-RZFBF but with much lower computational complexity and much less communication overhead. Firstly, notice that lines 5-10 of Algorithm 2 can be computed offline and locally regardless of the channel realizations {H k,l }, data symbols {s k }, and the outputs {x (t) l } of each iteration. Because CCoI can be considered static, the BSs compute and exchange these parameters at the time scale at which the CCoI changes rather than the instantaneous channel realizations. This characteristic significantly reduces the computational complexity and the communication overhead. Secondly, the remaining two steps, lines 11-12 of Algorithm 2, involve only linear matrix multiplications. The update of ν (t) k and x (t) l also requires a general broadcast and gathering operation. In particular, to update ν
to its neighboring BSs. The algorithm continues to repeat the procedures above until it reaches a predefined number of iterations.
IV. SIMULATION RESULTS
In this section, we compare the performance of different algorithms through simulations. The considered algorithms include all the message passing algorithms in Section III (i.e., BP-RZFBF, AMP-RZFBF, and CCoI-aided AMP-RZFBF) and the ADMM approach in [38, Section 8.3] . ADMM is the stateof-the-art optimization technique and has now been widely used in performing distributed estimations.
Prior to running the algorithms, let us first take a look at the computational complexity. In BP-RZFBF, most of computational complexity lies in the matrix inversions in (14)- (15) and (17) . Moreover, we have to perform these matrix inversions for all the 2KL messages. This gives a complexity of order O KLM 3 for each iteration, where
In AMP-RZFBF, the complexity also lies in the matrix inversions while the messaging overhead is reduced to 2(K + L). Therefore, the complexity of AMP-
RZFBF is of order O((K + L)M
3 ) for each iteration. The complexity of the ADMM approach is comparable to AMP-RZFBF. Finally, the complexity of CCoI-aided AMP-RZFBF is further reduced from AMP-RZFBF because the matrix inversions are performed at the time scale at which the CCoI changes. Therefore, the computational complexity of CCoIaided AMP-RZFBF is of order O
for each iteration where τ represents the time scale at which the CCoI changes. The value of τ could be very large because CCoI can be considered static. Consequently, CCoI-aided AMP-RZFBF can be implemented in the most efficient way.
With the computational complexity in mind, our attention turns to their performances. We consider a cellular system with 100 BSs and 100 UEs in which each BS is equipped with 8 transmit antennas and each user has 4 receive antennas, i.e., L = 100, K = 100, N l = 8, and M k = 4. The propagation channel matrix between each BS and UE is characterized by (2) , where the spatial correlations R k,l 's and T k,l 's are arbitrarily generated with elements being
, respectively. Additionally, the link gain k,l is included in R k,l and is also uniformly and randomly generated. Figure 3 illustrates the average throughput of the algorithms varies with the number of message transfers. The average throughput is calculated by
is the vector of transmitted signals at the t-th iteration. Here,
and e m has been defined in Notations. The results provided are for a particular realization of the channel. It is natural that when the number of iterations increases, the average throughput increases and saturates eventually. Here, RZFBF in (3) serves as a benchmark for the optimal beamformer. From Figure 3 , it can be observed that the proposed message passing algorithms converge significantly faster than the ADMM approach. The convergence rates of all the proposed message passing algorithms are very similar.
To have a better understanding on the convergence performance of the algorithms, we replace the average throughput with the relative error which is defined by
Here, x (t) is the vector of transmitted signals after iterations and x is the vector of transmitted signals from the global beamformer in (3) . The channel realization is exactly identical to those of Figure 3 . Figure 4 shows the corresponding result. Clearly, the convergence rates of all the proposed message passing algorithms are very similar and significantly faster than the ADMM approach. In addition, combining Figures 3 and 4 , it can be observed that the average throughput has approached its optimal result at the thirteenth iteration, while the relative error is around 10 −5 . This means that in terms of average throughput we do not require x (t) achieving to a very highaccuracy positioning and, thus, we can terminate the iterations earlier. Recall that AMP-RZFBF follows from BP-RZFBF but using the approximations that E l\k and F l\k are nearly independent of k. This approximation is expected to be good if K and L are extremely large. Furthermore, the CCoIaided AMP-RZFBF uses the large system approximation by assuming N l → ∞. Although the setting in Figure 3 corresponds to a practical system dimension, it is intriguing to see their performances under a relatively small network; e.g., L = 16, K = 16, N l = 4, and M k = 2. Under the small network consideration, Figure 5 illustrates the convergence of the algorithms. Similar characteristics as in Figure 3 before are observed. Additionally, comparing to BP-RZFBF, AMP-RZFBF and CCoI-aided AMP-RZFBF only slightly degrades the convergence rate. This result is quite different from several earlier designs based on CCoI, e.g., [32, 33] . Usually, when some calculations are approximated by the CCoI, an obvious degradation in performance would be observed but this is not the case in our scheme.
In order to perform these message passing algorithms, the BSs must be connected via backhaul links. Although, in our design, each BS is only required to communicate with partial BSs rather than all BSs in the entire network, it is still constructive to study the impact of the message passing algorithms if the backhaul connections are further restricted. Next, we will consider two different backhaul configurations:
• No cooperation (NC): There is no backhaul link between BSs. In such scenario, each BS performs RZFBF based on channel matrices of its served UEs. The NC scenario provides a lower bound on the achievable rate with any form of cooperation.
• Partial cooperation (PC): Each BS is only able to exchange messages among its neighboring BSs. The notation PC-K will be used to denote that each BS is able to communicate with K neighboring BSs. The achievable rate under PC-K is expected to be as good as that of the full cooperation if K is extreme large. The simulation parameters are similar to Figure 5 while the link gain k,l is generated by −|l−k| . That is, if |l − k| is sufficiently large, the link gain becomes very weak. Specifically, the system parameters are = 0.25, L = 16, K = 16, N l = 20, and M k = 10. In the simulations, we only consider the average throughput of CCoI-aided AMP-RZFBF because the characteristics of the other two algorithms are similar. Figure 6 illustrates the average throughput of the CCoI-aided AMP-RZFBF under different backhaul configurations. The figure demonstrates that the proposed algorithms are stable and robust in the PC scenarios. In addition, we observe a clear tradeoff between the throughput performances and the backhaul connections. In the PC setting, the processing per BS and message passing delay should remain constant with increasing network size. These properties make our proposed approaches well suited in large network with loosely connected BSs. Finally, comparing with the NC scenario, significant gain is observed even when each BS is only able to communicate with its adjacent BSs, i.e., K = 3.
V. CONCLUSION
Using Bayesian inference, this paper proposed three message passing algorithms for realizing RZFBF in cooperative downlink networks, namely, BP-RZFBF, AMP-RZFBF and CCoI-aided AMP-RZFBF. Results showed that the proposed algorithms converge very fast to the exact RZFBF. Comparing to BP-RZFBF, both AMP-RZFBF and CCoI-aided AMP-RZFBF perform well with only very slight degradation in the convergence rate, but greatly reducing the burden for information exchange between the BSs. In a similar vein, one may be able to apply the message passing algorithms to uplink data demodulations [37] , which is particularly suitable for reducing the computational complexity in massive MIMO systems.
APPENDIX A: DERIVATION FOR AMP-RZFBF
To derive AMP-RZFBF, we use a heuristic approximation which keeps all the terms that are linear in the matrix H l,k while neglecting the higher-order terms. A similar methodology was used in [29] in the case of compressed sensing although some modifications are required to reflect the concerned case.
We start by noticing that the messages x (t) l→k and V 
i→l and O(1/N l ) denotes a matrix with elements scaling as O (1/N l ) . In the large N l limit, it is natural to approximate E (t) l\k by E (t) l which only depends on the index l and not on k.
Similarly, it is natural to anticipate a similar approximation for F (t) l\k . However, we must be careful to keep all the terms of order 1/ √ N l ; otherwise the approximation will be inaccurate. Therefore, we instead set
Recall from (17) that x (t)
l\k . Substituting (27) in (17), we get
where the approximation follows from (26) . We will approximate the above two terms by dropping their negligible components. In the derivations, the notation "≈" is used for indicating that the terms of order 1/N l are neglected.
Before proceeding, we deal with the approximation of E 
