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Quantum Amplitude Estimation (QAE) can achieve a quadratic speed-up for applications classi-
cally solved by Monte Carlo simulation. A key requirement to realize this advantage is efficient state
preparation. If state preparation is too expensive, it can diminish the quantum advantage. Prepar-
ing arbitrary quantum states has exponential complexity with respect to the number of qubits,
thus, is not applicable. Currently known efficient techniques require problems based on log-concave
probability distributions, involve learning an unknown distribution from empirical data, or fully
rely on quantum arithmetic. In this paper, we introduce an approach to simplify state preparation,
together with a circuit optimization technique, both of which can help reduce the circuit complexity
for QAE state preparation significantly. We demonstrate the introduced techniques for a numeri-
cal integration example on real quantum hardware, as well as for option pricing under the Heston
model, i.e., based on a stochastic volatility process, using simulation.
I. INTRODUCTION
Quantum Amplitude Estimation (QAE) is a quantum
algorithm that can achieve a quadratic speed-up over
classical Monte Carlo simulation [1–5]. It has many pos-
sible applications, such as option pricing or risk analysis
[6–9], or numerical integration [10].
A key requirement to apply QAE is to be able to effi-
ciently load the problem of interest. In other words, we
need a quantum circuit with a depth polynomial in the
number of qubits that prepares a quantum state corre-
sponding to the problem we like to solve. This can be
achieved by using quantum arithmetic, which, although
polynomial in the number of qubits, usually requires a
significant overhead in terms of gates and ancilla qubits
[11]. Another approach is to directly prepare a quan-
tum state that corresponds to a probability distribution.
However, preparing generic quantum states requires an
exponential number of gates [12, 13], and is thus not
applicable here since it would diminish the quantum ad-
vantage. Efficient approaches either require the distri-
bution to be log-concave [14], leverage quantum machine
learning techniques to train a quantum operator to ap-
proximate an unknown underlying distribution given em-
pirical data [15], or approximate smooth, differentiable
functions using piecewise polynomial approximations and
matrix product states [16].
In the present paper, we improve the known techniques
and show how to simplify multiplication and addition of
functions on the amplitude level, i.e., reducing part of the
overhead introduced by quantum arithmetic. Further-
more, we introduce a circuit optimization technique that
helps to asymptotically halve the circuit depth for QAE.
We discuss QAE from a numerical integration point of
view, which allows us to use standard error estimates
from numerical integration and to study how the model
∗Electronic address: wor@zurich.ibm.com
error reduces with respect to the number of qubits used.
Finally, we demonstrate the introduced techniques, first
by using a numerical integration experiment on a real
quantum device, and second, by showing how to price a
European call option under the Heston model, i.e., con-
sidering a stochastic volatility process for the price of the
underlying asset.
The remainder of this paper is structured as follows.
Sec. II defines QAE and the corresponding state prepa-
ration problem. Sec. III introduces a more efficient state
preparation scheme and extends it to stochastic pro-
cesses. Sec. IV shows how the resulting quantum circuits
can be significantly simplified. In Sec. V we analyze the
error resulting from approximating a continuous function
using a finite number of qubits, i.e., grid points. We link
it to basic numerical integration and show how to reduce
this error while keeping the number of qubits constant.
Sec. VI illustrates our results using both simulation and
quantum hardware, and Sec. VII concludes the paper.
II. QUANTUM AMPLITUDE ESTIMATION
Suppose an operator A acting on n+ 1 qubits as
A |0〉n |0〉 =
√
1− a |ψ0〉n |0〉+
√
a |ψ1〉n |1〉 , (1)
where |ψ0〉 , |ψ1〉 are normalized quantum states, and a ∈
[0, 1] is the probability of measuring the last qubit in state
|1〉. Following on from [1], we will call states with |1〉 in
the last qubit good states, and the others bad states.
Accordingly, QAE is a quantum algorithm that allows
to estimate a with a quadratic speed-up over classical
Monte Carlo simulation. The algorithm repeatedly ap-
plies the operator Q = AS0A†Sψ0 to A |0〉n+1, whereS0 = In+1−2 |0〉 〈0|n+1 and Sψ0 = In+1−2 |ψ0〉 |0〉 〈ψ0| 〈0|
are reflections and In+1 is the identity operator on n+ 1
qubits. The resulting error scales as O(1/M), where M
denotes the number of (quantum) samples, i.e., applica-
tions of Q. In contrast, the error resulting from Monte
ar
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2Carlo simulation scales as O(1/√M) for M (classical)
samples [1, 17].
The canonical form of QAE requires controlled appli-
cations of Q within quantum phase estimation [1]. Re-
cently, different, simpler variants have been proposed,
which only require to run QkA |0〉n+1 for different pow-
ers k, such as the Maximum Likelihood Amplitude Esti-
mation (MLAE) [3] or the Iterative Quantum Amplitude
Estimation (IQAE) [5]. In the remainder of this paper
we will consider MLAE for demonstrations, although our
results are applicable to every variant of QAE. MLAE
does not provide a theoretical guarantee on the result,
however, it performs well in practice and is well suited
as benchmark, since it allows freedom on the choice of k.
For a discussion and comparison of different variants of
QAE, we refer to [5].
Due to the definition of A in (1), Sψ0 can easily be
constructed by only considering the ancilla qubit. Note
that the original formulation of QAE does not require
good states and bad states to be flagged by an ancilla
qubit but is more generic [1]. In general, it may be a bit
more complex to implement the reflection Sψ0 , but the
underlying theory holds as well. We will leverage this
fact later, when we flag good states and bad states using
an encoding of multiple ancilla qubits.
The canonical QAE is based on Quantum Phase Esti-
mation (QPE), which introduces an overhead in terms
of the number of required qubits and circuit depth.
However, variants of QAE that can achieve a quadratic
speedup without QPE [3–5] have recently been proposed.
In order to apply these algorithms to a more generic prob-
lem than (1), we need to adjust Sψ0 to identify good states
and bad states, and to be able to decide from a single
measurement of all qubits whether we observed part of
a good state or not. The latter can be achieved by using
an encoding of multiple ancilla qubits.
A common way to construct A is to first load a proba-
bility distribution and then apply an objective function,
as outlined in the following. Assume n qubits, a random
variable X defined by the possible values xi = a · i + b,
a, b ∈ R, with their corresponding probabilities pi ∈ [0, 1],
i = 0, ..., 2n − 1, and a quantum operator U acting as
U |0〉n =
2n−1∑
i=0
√
pi |i〉n . (2)
Furthermore, suppose an objective function g : R →
[0, 1], one additional qubit in state |0〉, and a correspond-
ing quantum operator G defined by
G : |i〉n |0〉 7→ |i〉n
(√
1− g(xi) |0〉+
√
g(xi) |1〉
)
. (3)
If we set A = G(U ⊗ I) and apply it to |0〉n+1, then the
probability of measuring |1〉 in the last qubit is given by
2n−1∑
i=0
pig(xi), (4)
which is equal to the expected value E[g(X)].
Thus, if we can construct U and G efficiently, we can
achieve a quadratic speed-up to estimate E[g(X)] by us-
ing QAE for A. Efficient ways to approximate G for
polynomial g are discussed in [7, 9]. For more general
functions, G can be constructed using quantum arith-
metic, by first computing sin−1(
√
g(xi)) into an ancilla
qubit register and then using controlled Y -rotations to
prepare the amplitude of the ancilla qubit.
However, as discussed in Sec. I, constructing U is more
challenging, and in general requires an exponential num-
ber of gates. In the following, we show how an alternative
approach that allows to efficiently construct A whenever
the probabilities pi and g are given by efficiently com-
putable functions. We show how this extends to multi-
variate problems as well as stochastic processes.
III. EFFICIENT STATE PREPARATION
Let us first assume the simple case where pi = 1/2n,
i.e., X follows a uniform distribution. This is easy to
prepare by applying Hadamard gates to all n state qubits.
Then, applying G, defined as before, leads to the state
1√
2n
2n−1∑
i=0
|i〉n
(√
1− g(xi) |0〉+
√
g(xi) |1〉
)
, (5)
with the probability of measuring |1〉 in the ancilla qubit
being equal to
1
2n
2n−1∑
i=0
g(xi), (6)
as proposed in [2]. This can be interpreted as a left Rie-
mann sum [18], i.e., a 2n-point approximation of the in-
tegral
∫ 1
x=0
g(x)dx, assuming xi = i/2n.
Next, suppose a random variable X with a correspond-
ing probability density function (PDF) f : R→ R≥0. We
can replace g in (5) by the product of f and g, which al-
lows us to approximate the expectation value Ef [g(X)].
Depending on f , we may need to normalize the problem
such that f(x)g(x) ∈ [0, 1] for all x. In the following, we
introduce an alternative approach to estimate Ef [g(X)],
which can easily be extended to stochastic processes.
As just introduced, suppose a random variable X and
the corresponding (normalized) PDF f : R→ [0, 1]. Fur-
thermore, suppose n state qubits and two ancilla qubits.
Following the approaches outlined in Sec. II, we can pre-
pare operators F and G such that
F : |i〉n |0〉 |j〉 7→
|i〉n
(√
1− f(xi) |0〉+
√
f(xi) |1〉
)
|j〉 , (7)
and
G : |i〉n |j〉 |0〉 7→
|i〉n |j〉
(√
1− g(xi) |0〉+
√
g(xi) |1〉
)
,
(8)
3where F prepares the first ancilla qubit and G prepares
the second one. We now apply Hadamard gates to the
first n qubits of |0〉n |00〉 followed by F and G, which
leads to the state
1√
2n
2n−1∑
i=0
|i〉n
√
1− f(xi)
√
1− g(xi) |00〉
+
1√
2n
2n−1∑
i=0
|i〉n
√
1− f(xi)
√
g(xi) |01〉
+
1√
2n
2n−1∑
i=0
|i〉n
√
f(xi)
√
1− g(xi) |10〉
+
1√
2n
2n−1∑
i=0
|i〉n
√
f(xi)
√
g(xi) |11〉 .
(9)
Subsequently, the probability of measuring |11〉 for the
last two qubits is given by
1
2n
2n−1∑
i=0
f(xi)g(xi), (10)
which is again equal to a Riemann sum and approxi-
mates the expected value Ef [g(X)]. In this case, we de-
fine Sψ0 = (In+2 − 2 |ψ1〉 |11〉 〈ψ1| 〈11|) to construct Q,
i.e., good states and bad states are identified by the two
ancilla qubits and we do not have to explicitly multiply
f and g using quantum arithmetic. Note that we devi-
ate from the usual definition here, i.e., we multiply the
good states (|ψ1〉) by −1, instead of the bad states (|ψ0〉).
However, this only implies a difference in the global phase
and can be ignored in the following.
Similar to multiplication, we can also construct oper-
ators to realize addition of functions. Suppose the op-
erators G and H, corresponding to functions g and h,
that not only share the control qubits but also the target
qubit. Furthermore, let us add an ancilla qubit in state
|0〉 and consider the initial state |i〉n |0〉 |0〉. Applying a
Hadamard gate to the added ancilla and then the two
(controlled) operators
G ⊗ |0〉 〈0|+ In+1 |1〉 〈1| , (11)
H⊗ |1〉 〈1|+ In+1 |0〉 〈0| , (12)
leads to the state
1√
2
|i〉n
(√
1− g(xi) |0〉+
√
g(xi) |1〉
)
|0〉
+
1√
2
|i〉n
(√
1− h(xi) |0〉+
√
h(xi) |1〉
)
|1〉 .
(13)
Applying another Hadamard gate to the ancilla qubit
transforms the state into
1
2
(√
1− g(xi) +
√
1− h(xi)
)
|i〉n |0〉 |0〉
+
1
2
(√
1− g(xi)−
√
1− h(xi)
)
|i〉n |0〉 |1〉
+
1
2
(√
g(xi) +
√
h(xi)
)
|i〉n |1〉 |0〉
+
1
2
(√
g(xi)−
√
h(xi)
)
|i〉n |1〉 |1〉 .
(14)
If we now define the good states again as those with
|1〉 in the target qubit, i.e., the second to last qubit,
then the probability of measuring these states equals
(g(xi) + h(xi))/2, i.e., we can add the functions g and h.
This construction is closely related to the Linear Combi-
nation of Unitaries (LCU) [19]. However, LCU requires
the ancilla qubit to be measured in a particular state to
get the desired (non-unitary) operation. In the present
context, this is not necessary, since we can adjust Sψ0 ac-
cordingly within QAE. Note that the addition introduces
a factor of 1/2 that we need to take into account by mul-
tiplying the resulting estimate by a factor of 2. This also
increases the estimation error accordingly, which means
that the error increases exponentially with the number
of additions, which might limit the number of settings
where this leads to a favorable scaling. Note that the
expected value is linear, i.e., we may also realize a sum
by estimating the terms individually.
Exploiting the presented approach, we can construct
arbitrary combinations of additions and multiplications
of functions for which we have oracles of the form given
for F , G, H. In case an addition should take place after
one or more multiplications, i.e., in situations where the
good states are flagged by multiple ancilla qubits being
in state |1〉, it might be necessary to add an additional
ancilla qubit, and apply a multi-controlled NOT gate to
reduce back to a single qubit flagging the good states. A
corresponding circuit is illustrated in Figure 1.
|0〉 F •|i〉n G H|0〉 •
|0〉 H • H
|0〉
FIG. 1: Addition and multiplication of amplitudes for QAE:
Suppose functions f, g, h and the corresponding operators
F ,G,H, as defined in (7), all sharing the control qubits |i〉n,
but with the difference that F targets the qubit above |i〉n and
the other two operators the qubit below |i〉n. The illustrated
circuit then prepares a state with the probability of measuring
the bottom qubit in state |1〉 equal to f(xi)(g(xi) + h(xi)).
The Toffoli gate is necessary in case another function should
be added, otherwise, adjusting Sψ0 is sufficient.
So far, we focused on univariate problems. It is
4straightforward to extend this approach to multivariate
problems as well, e.g., by representing the dimensions
by separate quantum registers, possibly with a different
number of qubits each. The required number of qubits
will scale linearly in the dimension, unlike classical nu-
merical integration schemes where the dependence is usu-
ally exponential – except for Monte Carlo simulation. In
the following, we will show how this approach can be
extended to load stochastic processes.
Suppose a stochastic process given by an initial proba-
bility distribution f0(x0) and the transition probabilities
ft(x
t | xt−1), i.e., the probability to reach state xt at
time t, given the state history xt−1. Here, to simplify
the notation, we assume Markov processes, i.e., ft only
depends on xt and xt−1, not the full history of the pro-
cess. However, it is straightforward to extend our ap-
proach to generic (discretized) stochastic processes. Fur-
thermore, suppose nt qubits to represent the state xt at
time t, for t = 0, . . . T , add T+1 ancilla qubits, and define
n = n0 + · · ·+ nT . Then, as in (7), we can construct an
operator F0 corresponding to f0 that prepares the first
ancilla qubit. In addition, we can construct operators
Ft : |i〉nt−1 |j〉nt |0〉 7→
|i〉nt−1 |j〉nt(√
1− ft
(
xtj | xt−1i
) |0〉+√ft (xtj | xt−1i ) |1〉) .
(15)
If we first apply Hadamard gates to all state qubits and
then apply F0, . . . ,FT to the corresponding qubit regis-
ters and ancilla qubits, we can construct the (n+T +1)-
qubit state
1√
2n
2n0−1∑
i0=0
· · ·
2nT−1∑
iT=0
|i0〉n0 · · · |iT 〉nT. . .+
√√√√f0 (x0i0) T∏
t=1
ft
(
xtit | xt−1it−1
)
|1 . . . 1〉T+1
 ,
(16)
where we drop the terms without |1 . . . 1〉T+1 in the an-
cilla qubits.
Given an objective function g : RT+1 → [0, 1] and the
corresponding operator G, we can add another ancilla
qubit and apply G. The resulting probability of measur-
ing |1 . . . 1〉T+2 in all ancilla qubits is then given by
1
2n
∑
i0,...,iT
f0
(
x0i0
) T∏
t=1
ft
(
xtit | xt−1it−1
)
g
(
x0i0 , . . . , x
T
iT
)
, (17)
which approximates the expectation value E[g(X)] where
X = (x0, . . . xT ) represents the possible paths of the (dis-
cretized) stochastic process defined by the ft.
Note that the complexity of Sψ0 essentially equals the
complexity of a multi-controlled NOT gate applied to
the target qubits. Thus, its gate complexity is always
less than the complexity of S0, which corresponds to
a multi-controlled NOT gate that is controlled by all
but one qubit (excluding work qubits that are used and
then cleaned within the construction of A, e.g., to realize
quantum arithmetic). A detailed analysis of the com-
plexity of implementing S0 and Sψ0 can be found in [8].
In principle, stochastic processes could also be loaded
using a similar approach to (2). However, that would
require the construction of operators
Ut : |xt−1〉nt−1 |0〉nt 7→
|xt−1〉nt−1
2nt−1∑
it=0
√
ft(xit|xt−1) |xit〉nt , (18)
which, like U in (2), cannot be done efficiently for generic
processes.
IV. SPIN-ECHO CIRCUIT OPTIMIZATION
Within this section we present a technique to optimize
the circuits resulting from the construction introduced in
Sec. III. More precisely, we leverage an effect that is also
known as Spin-Echo [20]. In some cases, this can help
to significantly reduce the gates required to construct
QkA |0〉n |0〉.
Suppose circuits of the form
RU (θ)V RU (−θ), (19)
where U, V ∈ {X,Y, Z}, i.e., RU denotes a single-qubit
Pauli rotation and V a single-qubit Pauli gate. In case
U = V , the gates commute and the circuit equals V . In
all other cases, it can easily be seen that
RU (θ)V RU (−θ) = RU (2θ)V, (20)
which is called the Spin-Echo. Note that the right-hand
side could also be written as V RU (−2θ).
For a given function f : R→ R let us define an opera-
tor RfU on n+ 1 qubits as
RfU : |x〉n |φ〉 7→ |x〉nRU (f(x)) |φ〉 , (21)
for an arbitrary single-qubit state |φ〉 and x ∈ {0, . . . 2n−
1}. If we replace RU in (20) by RfU , the same identity
holds and we have
RfU (In ⊗ V )R(−f)U = R(2f)U (In ⊗ V ), (22)
where V is applied to the last qubit only.
Suppose now that we want to use QAE to estimate
the integral of f . We can set U = Y and construct
A = RfY (H⊗n ⊗ I). Furthermore, we set V = Z, which
then corresponds to Sψ0 in the definition of Q. When
constructing QkA |0〉n |0〉, we repeatedly have the pat-
tern A†Sψ0A, k times in total, which equals
(H⊗n ⊗ I)R(−f)Y (In ⊗ Z)RfY (H⊗n ⊗ I). (23)
5The Hadamard gates at the beginning and the end are
dominated by RfY in terms of circuit complexity and we
can ignore them in the following analysis. Thus, we have
R
(−f)
Y (In ⊗ Z)RfY , (24)
which, following (22), can be simplified to
R
(−2f)
Y (In ⊗ Z), (25)
as illustrated in Fig. 2. In other words, we can drop the
RfY in A and include its effect in the corresponding part
of A† by doubling the rotation angle. This means that
QkA can be constructed using only k+1 instead of 2k+1
applications of A (again ignoring H⊗n), i.e., essentially a
reduction by a factor of two for larger k. Since, for larger
problems, the complexity of A will dominate the overall
complexity [8], this directly translates to a corresponding
reduction of the circuit depth for QAE.
/
RfY R
(−f)
Y
=
/
R
(−2f)
Y
n
Z
n
Z
FIG. 2: Spin-Echo circuit optimization for U = Y and V =
Z.
This circuit optimization is compatible with the addi-
tion and multiplication techniques introduced in Sec. IV.
Suppose, e.g., an operator Rf(g+h)Y corresponding to the
circuit in Fig. 1, the Spin-Echo circuit optimization can
be applied and allows us to remove half of the applica-
tions of Rf(g+h)Y in QkA.
V. ERROR ANALYSIS & HIGHER ORDER
SCHEMES
In this section we consider QAE in the context of nu-
merical integration and analyze the approximation error
resulting from discretization using n qubits, denoted by
En. Using basic insights from numerical quadrature, we
show how to reduce the approximation error without in-
creasing the number of discretization qubits. The dis-
cretization error needs to be added on top of the QAE
estimation error, since QAE does not estimate the exact
value but only an approximation. The total resulting er-
ror behaves like En + O(1/M). Understanding all error
terms is crucial to balancing the number of qubits used
to discretize with the target accuracy set for QAE.
Leveraging different approaches from numerical inte-
gration allows trading off classical repetitions of QAE
with the resulting estimation error En. For more details
on numerical integration, we refer to [18].
First, we consider the univariate problem
∫ 1
x=0
g(x)dx,
for g : [0, 1] → [0, 1]. Suppose we use n qubits to dis-
cretize the support of g, i.e., we use 2n equally-spaced
grid points xi = i/2n, i = 0, . . . , 2n − 1. Denote the
left Riemann sum by Rleftn , where we use the number of
qubits n as index instead of the number of grid points 2n.
For simplicity, we assume throughout this section that g
is an analytical function, i.e., continuously differentiable.
For Rleftn we know that the estimation error Eleftn , de-
fined as
Eleftn =
∣∣E[g(X)]−Rleftn ∣∣ , (26)
is bounded by
Eleftn ≤
1
2
maxx∈[0,1] |∂xg(x)|
2n
. (27)
In other words, the discretization error decreases expo-
nentially with the number of qubits. The same holds
true if we set xi = (i+1)/2n, i.e., if we evaluate the right
Riemann sum Rrightn .
If we define xi = (i+1/2)/2n instead, we are evaluating
the Midpoint rule, which results in Rmidn . This leads to a
better scaling, since the estimation error Emidn is bounded
by
Emidn ≤
1
24
maxx∈[0,1] |∂2xg(x)|
22n
, (28)
i.e., the error drops quadratically faster than for Rleftn or
Rrightn , while the algorithm has exactly the same com-
plexity and uses the same number of qubits.
The average of Rleftn and Rrightn leads to the Trapezoidal
rule as well as the corresponding estimator Rtrapezn , whose
estimation error can be bounded by double the bound for
the Midpoint rule but requires two runs of QAE, one for
the left and one for the right Riemann sum.
Taking the weighted average of the Trapezoidal rule
and the Midpoint rule (2Rmidn +Rtrapezn )/3 leads to Simp-
son’s rule, with the resulting estimator RSimpsonn . Simp-
son’s rule leads to an even better scaling, since the esti-
mation error ESimpsonn is bounded by
ESimpsonn ≤
1
2880
maxx∈[0,1] |∂4xg(x)|
24n
, (29)
i.e., by running QAE three times, we can significantly
improve the estimation error.
Other quadrature rules for numerical integration, e.g.,
Romberg’s method / Richardson extrapolation, are also
possible and lead to even higher orders of convergence,
while keeping the number of grid points and qubits
constant. Our approach can also be extended to non-
equidistant grids, which allows the use of more advanced
quadrature schemes to improve the performance, such
as Gaussian quadrature [18]. However, non-equidistant
grids require computing the grid points using quantum
arithmetic before evaluating the function g, leading to
longer circuits than equidistant grids and complicating
the performance comparison. Computing the grid points
first would also allow to extend the scheme to approxi-
mate integrals over infinite domains.
Left and right Riemann sums as well as the Midpoint
rule can be easily extended to multivariate problems. For
6instance, suppose a d-dimensional function g : [0, 1]d →
[0, 1]. The resulting error for the Midpoint rule Emidn,d is
bounded by
Emidn,d ≤
1
24
d∑
i=1
maxx∈[0,1]d |∂2xig(x)|
22n
, (30)
assuming n qubits per dimension, and analogously for the
left and right Riemann sums. For all three rules, we can
achieve an exponential number of grid-points compared
to the number of discretization qubits. Thus, unlike in
the classical setting, they also scale efficiently for high-
dimensional integrals. Extending the other approaches to
higher dimensions does not scale as favorably, since, e.g.,
the number of combinations of left and right Riemann
sums for different dimensions to evaluate the Trapezoidal
rule increases exponentially in d.
VI. RESULTS
Within this section, we demonstrate the developed
methodology. First, we perform a small numerical inte-
gration experiment on real quantum hardware, leveraging
Spin-Echo circuit optimization. Second, we show how to
load the Heston model, a stochastic volatility model from
mathematical finance, and use it to price a European call
option. Both test cases are implemented in Qiskit [21].
A. Quantum Hardware: Numerical Integration
Suppose the integral∫ y
x=0
sin2(pix)dx =
2piy − sin(2piy)
4pi
, (31)
for y ∈ [0, 1], and define g(x) = sin2(pix) for further ref-
erence. In the following, we will use the methodology
introduced in this paper to approximate the integral us-
ing two and three qubits on real hardware. This analysis
is similar to the simulation study in [3] and we will com-
pare the circuit complexity after Spin-Echo optimization
to the numbers reported in [3].
For a given y ∈ [0, 1], we discretize the interval [0, y]
to approximate the integral. We will use one and two
qubits for the discretization, i.e., two and four discretiza-
tion points, and an additional qubit to represent the func-
tion g. We define the grid points xi, i = 0, . . . , 2n − 1,
for n discretization qubits, according to the left Riemann
sum, the right Riemann sum, and the Midpoint rule, re-
spectively. Having the results for all three quadrature
rules also allows us to evaluate the corresponding values
for Simpson’s rule. Fig. 3 illustrates the considered prob-
lem for y = 1/2 and a single discretization qubit. Note
that for y < 1, we need to scale the result by y to adjust
for the reduced interval length.
For the considered problem, the operator A can be eas-
ily implemented using Hadamard gates and (controlled)
0.000 0.125 0.250 0.375 0.500
x
0.0
0.2
0.4
0.6
0.8
1.0 sin2( x)
Left Riemann
Right Riemann
Midpoint
FIG. 3: Illustration of the left Riemann sum, right Riemann
sum, and Midpoint rule for y = 1/2, i.e., to approximate∫ 1/2
x=0
sin2(pix)dx.
Pauli Y-rotations Ry as illustrated for one discretization
qubit in Fig. 4. The angles of the (controlled) Y-rotations
depend on xi and are set such that
|i〉n |0〉 7→ |i〉Ry(2pixi) |0〉 . (32)
q0 H •
q1 Ry(θ0) Ry(θ1)
FIG. 4: Operator A for g(x) = sin2(pix) for x ∈ [0, y]. The
angles need to be set according to the chosen discretization
as θ0 = 2pix0 and θ1 = 2pi(x1 − x0).
The reflection Sψ0 can be implemented by a single
Pauli Z-gate on the last qubit, while the reflection S0
requires a (multi-)controlled Z-gate preceded and fol-
lowed by X-gates on all qubits to achieve |0 . . . 0〉n+1 7→− |0 . . . 0〉n+1 instead of |1 . . . 1〉n+1 7→ − |1 . . . 1〉n+1.
The resulting Q operator for one discretization qubit is
illustrated in Fig. 5, and it is straightforward to extend
this to multiple discretization qubits.
q0
A† X
• X A
q1 Z X • X
FIG. 5: Operator Q = AS0A†Sψ0 on two qubits, where the
second qubit encodes the objective function g.
We use simulation as well as a real quantum device,
IBM Q Ourense, which is accessible through the IBM
Quantum Experience via Qiskit, to estimate P[|1〉] for
the last qubit of QkA |0〉n |0〉, for n = 1, 2, and for dif-
ferent values of k. We use MLAE to combine the dif-
ferent measurements to estimate the value of the con-
sidered integral. We set the power of Q to k = 2j for
j = 0, . . . , kmax, for a chosen kmax. The connectivity of
7IBM Q Ourense as well as the qubits used can be found
in Appendix A, and the corresponding quantum circuits
are shown in Appendix B.
We run every circuit using 8192 shots. To reduce the
noise of the real quantum device, we apply readout error
mitigation as well as error mitigation by inserting noisy
gates combined with Richardson extrapolation [9, 22–24].
Both techniques are described in more detail in Appendix
C.
We estimate Rleftn , Rrightn , Rmidn , and combine all three
to get RSimpsonn . The results are shown in Fig. 6, where
we compare the analytic solution with the quantum es-
timates and show aggregated errors to illustrate how the
performance changes with an increasing number of qubits
and circuit depth. It can be nicely observed how the ap-
proximation error reduces with increasing order of the
applied quadrature rule, as well as with the increasing
number of discretization points, i.e., qubits. Further-
more, the quadratic speed-up becomes apparent as we
increase kmax until we reach a point where the circuits
are getting too long, i.e., the noise distorts the results too
much and we do not see further improvements. Fig. 6 also
shows another important fact: For each quadrature rule
there is a threshold, where the model error dominates the
QAE estimation error, beyond which it would not make
sense to increase kmax. In other words, once that point is
reached, the result cannot be improved anymore without
increasing the number of discretization points. For three
qubits, the error peaks for a few points. The reason for
this is the lack of numerical robustness of MLAE, i.e.,
sometimes a small errors in the measured data can lead
to a large deviation of the maximum likelihood estimate.
As mentioned above, our circuits leverage Spin-Echo
circuit optimization to reduce the circuit depth. Tab. I
shows the resulting numbers of CNOT gates for two and
three qubits, in each case with and without the circuit
optimization. For three qubits analyze all-to-all connec-
tivity, as well as linear connectivity, which is the available
layout on IBM Q Ourense for three qubits. The table
shows that the introduced circuit optimization technique
can significantly reduce the number of CNOT gates.
Even when compiled to linear connectivity, the result-
ing number of CNOT gates is not larger than without
Spin-Echo circuit optimization for all-to-all connectivity,
which equals to the numbers provided in [3].
For two qubits, i.e., n = 1, it is interesting to see that
we achieve reasonable results for kmax up to 16 (49 CNOT
gates) for Rleftn , Rrightn , and Rmidn . However, for RSimpsonn ,
we can only go to kmax = 4 (13 CNOT gates). The rea-
son is that the resulting error for the first three methods
is not dominated by QAE but by the quadrature rule.
For RSimpsonn and kmax > 4 this seems to change and
we cannot improve the results further. For three qubits,
i.e., n = 2, we get a reasonable behavior for kmax ≤ 2
for all four quadrature rules, including RSimpsonn , which
corresponds to 31 CNOT gates on the real device. At a
first glance, it might seem contradictory that we can run
RSimpsonn with more CNOT gates on three qubits than
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FIG. 6: MLAE results for numerical integration. Left: Re-
sults for n = 1. Right: Results for n = 2. First row:
Estimated values for different y, using kmax = 2 (left) and
kmax = 1 (right) - the same parameters were used for rows
two and three. Second row: Absolute error with respect to
the analytic result. Third row: Mean absolute error over y.
Fourth row: Mean absolute error with respect to kmax. The
blue dashed line indicates 1/M , i.e., the theoretical conver-
gence rate as reference. The other dashed lines indicate the
errors resulting from the analytic evaluation of the quadra-
ture rules. The black vertical line indicates the corresponding
choice of kmax for rows one to three.
8#Qubits 2 3
Topology – – all-to-all linear all-to-all
Optimized yes no yes yes no
1 4 7 13 17 18
2 7 12 23 31 32
k 4 13 22 43 59 60
8 25 42 83 115 116
16 49 82 163 227 228
TABLE I: Number of CNOT gates to implement QkA |0〉:
For two qubits, the hardware topology is irrelevant. For three
qubits, the hardware topology matters and we compare all-
to-all connectivity and linear connectivity (as used on IBM
Q Ourense). We show all results with and without Spin-
Echo circuit optimization. Note that during the circuit op-
timization, we can also drop the very last CNOT gate and
correct the measurements accordingly with a classical post-
processing.
on two qubits. However, as before, the two qubit circuit
should result in a much smaller estimation error than the
three qubit circuit, which means that the three qubit cir-
cuit can tolerate more noise before it starts to dominate
the estimated values.
Note that for two qubits, it is possible to optimize the
circuit to using only three CNOT gates, independently
of kmax. This can be achieved by first evaluating the
resulting unitary four-by-four matrix and then decom-
posing it into gates again. However, this method neither
scales well to larger numbers of qubits nor does it pro-
vide a benchmark on the number of gates we can apply
on the real hardware. Nevertheless, we performed this
experiment as well and report the results in Appendix
D.
B. Simulation: Heston Model
In this section we show how to price a European call
option under the Heston model. A European call option
gives its owner the right but not the obligation to buy an
underlying stock at a fixed time, the maturity T , and a
fixed price, the strike price K. The Heston model is an
example of a stochastic volatility model used in financial
mathematics to describe, for instance, the behavior of
stock prices [25]. This model was chosen as an illustra-
tion, however, the introduced techniques are applicable
to any arbitrary stochastic processes as long as the ini-
tial and transition probabilities are given as functions
that can be (classically) calculated efficiently.
The Heston model consists of a first stochastic process
describing the development of the volatility, and a second
one – depending on the volatility – describing the devel-
opment of the stock price. The model is specified by the
rate of return µ of a stock, the long run average price
variance θ, the rate κ of reverting to θ, the volatility of
the volatility ξ, and the following two stochastic partial
differential equations for the volatility νt and the stock
price St, for t ∈ R≥0:
dνt = κ(θ − νt)dt+ ξ√νtdW νt (33)
dSt = µStdt+
√
νtStdW
S
t , (34)
where WSt , W νt are Wiener processes with correlation ρ.
Suppose a given initial volatility ν0 and a given ini-
tial stock price S0. We can then discretize the time
t = 0, 1, 2, . . . with a time step size δt and we derive
the discrete transition laws as
νt+1 = νt + κ(θ − νt)δt+ ξ√νtXνt (35)
St+1 = St + µStδt+
√
νtStX
S
t , (36)
where
(XSt , X
ν
t ) ∼ N
((
0
0
)
, δt
(
1 ρ
ρ 1
))
. (37)
This allows us to derive the conditional probabilities
ft (νt, St | νt−1, St−1) (38)
as the PDFs of two-dimensional normal distributions.
Given a model for the stock price at maturity of the
option, i.e., for ST , the expected payoff of a European
call option is given by
E[max{ST −K, 0}], (39)
and equals the fair option price before discounting. For a
constant interest rate, discounting just results in a sim-
ple correction term to compute the present value of the
future payoff. It is also straightforward to extend to
stochastic interest rates. We can add another stochas-
tic process for the discount rate and then use quantum
arithmetic to discount the expected payoff and directly
use QAE to estimate the fair option price. However, for
ease of presentation, we ignore discounting and just focus
on the expected payoff.
For an illustrative example, we now set K = 1, δt = 1,
and T = 2, i.e., t = 0, 1, 2. Furthermore, we assume ν0 =
1, S0 = 1 and set κ = 1, θ = 1, ξ = 0.5, µ = 1, and ρ = 0.
We discretize ν1 ∈ {0.8, 1.2} and S1 ∈ {0.75, 1.25} using
one qubit each, and S2 ∈ {0, 1, 2, 3} using two qubits.
Note that we do not need to represent ν2 since S2 does
not depend on it, and thus, it does not contribute to
the option price. Thus, we use four qubits in total to
discretize the volatility and stock price processes.
Given the grid points xi−1, xi, xi+1 for some index i,
and the continuous probability density functions ft in-
troduced above, the probability for xi is defined as the
probability of the interval [(xi−1 + xi)/2, (xi + xi+1)/2].
In case xi is the first (last) grid point, the lower bound
(upper bound) is replaced by negative (positive) infinity.
For given νt−1 and St−1, and assuming ρ = 0, νt and
St are independent. Thus, we can split the functions ft
into fνt and fSt to simplify the computation and we lever-
age the multiplication technique introduced in Sec. III.
9We add three ancilla qubits to represent fν1 , fS1 , fS2 and
another one to represent the actual payoff, i.e., four an-
cillas in total. The resulting probabilities are provided as
reference in Tab. II. Note that we need to normalize the
payoff function g(S2) = max{S2−K, 0} such that it takes
values in [0, 1]. Given K = 1 and the range for S3, this
implies that we need to divide g by two. The resulting
eight-qubit circuit is illustrated in Fig. 7. For simplicity,
we use uniformly controlled Pauli rotations as provided
by Qiskit [21, 26] to implement the different operations,
i.e., we pre-compute the rotation angles for the different
cases. In general, we would need to compute the actual
transition probabilities using quantum arithmetic.
P[S2 = x | ν1, S1]
ν1 (P) S1 (P) x = 0 1 2 3
0.8 (0.50) 0.75 (0.38) 0.063 0.937 0.001 0.000
1.25 (0.62) 0.007 0.631 0.361 0.001
1.2 (0.50) 0.75 (0.38) 0.105 0.890 0.005 0.000
1.25 (0.62) 0.022 0.592 0.382 0.005
marginal distribution 0.040 0.725 0.233 0.002
TABLE II: Probabilities. This table provides the probabil-
ities of certain values for ν1 and S1, which are independent
variables, as well as the conditional probabilities for S2 given
ν1 and S1.
qν1 : |0〉 H
fν1
fS2
qS1 : |0〉 H
fS1
q1S2 : |0〉 H
g
q2S2 : |0〉 H
qfν1 : |0〉
qfS1 : |0〉
qfS2 : |0〉
qg : |0〉
0
1
0
1
0
1
2
3
4
0
1
2
FIG. 7: A-circuit for a European call option under the Heston
model: First, Hadamard gates are applied to the state qubits
to span the equal superposition for the state discretization.
Then, we apply the rotations corresponding to the different
probability density functions, where the last qubit of the gate
always denotes the target. Last, we apply a gate correspond-
ing to the objective function g(S2) = max{S2 − K, 0}. The
four measurements indicate that we need to take into account
the last four qubits to estimate the expected payoff. More
precisely, the probability of measuring |1111〉 corresponds to
the (normalized) expected payoff we are interested in.
We simulate the circuit introduced above by using the
simulators provided by Qiskit, and evaluate the proba-
bility of measuring |1111〉 in the last four qubits, which
equals 0.1185. This can be easily verified using the
marginal distribution for S2 provided in Tab. II and the
(normalized) payoff function g(S2). Thus, the operator
A illustrated in Fig. 7 corresponds to pricing a European
call option under the Heston model and can directly be
used with QAE and its variants to achieve a quadratic
speed-up over classical Monte Carlo simulation.
Within this section, we focused on a European call
option, i.e., a very simple type of option. However, it
is straightforward to extend the results in this paper to
more exotic options, e.g., path-dependent options, follow-
ing the techniques introduced in [9]. Similarly, the Hes-
ton model was only used as illustration and we can extend
the methodology to arbitrary stochastic processes.
VII. CONCLUSIONS
In the present paper we introduced an efficient ap-
proach to preparing quantum states for QAE and showed
how basic numerical integration can help to reduce the
approximation error while keeping the number of qubits
constant. Furthermore, we developed a generic circuit
optimization technique for QAE and demonstrated our
insights on a simple numerical integration problem using
real quantum hardware as well as on a relevant model
from financial mathematics using simulation.
This is a significant enhancement of the state-of-the-
art. We do not require the probability distribution func-
tions to be log-concave and do not impose any other
requirements on their structure except being efficiently
computable. Note that our approach is also more effi-
cient than the loading scheme for log-concave functions
proposed in [14]. The improvement we demonstrate in
this paper is only possible because we are not treating
state preparation separately, but in the context of QAE,
i.e., together with the algorithm where the prepared state
is being used.
Determining the most efficient loading scheme will de-
pend on the exact situation and is a task for future re-
search. It is likely that this will result in a combination of
different approaches automatically constructed by future
quantum compilers.
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Appendix A: IBM Q Ourense
Fig. 8 shows the connectivity of IBM Q Ourense, the
quantum device used for the experiments on real hard-
ware, as well as the qubits used.
0
1
2
FIG. 8: The connectivity of IBM Q Ourense. For the two-
qubit experiments we used qubits 0 and 1, and for the three-
qubit experiments we used qubits 0, 1 and 2.
Appendix B: Quantum Circuits
This section describes the quantum circuits that were
evaluated in Sec. VIA. Fig. 9 and Fig. 10 show the circuit
for QA |0〉, for two and three qubits, respectively.
It is straightforward to expand to multiple applications
of Q by repeating Q and taking into account the Spin-
Echo circuit optimization as indicated in the figures.
Appendix C: Error Mitigation
We apply the same strategy to mitigate errors as, for
instance, also used in [9]. First, readout errors are mit-
igated by running a calibration sequence over all ba-
sis states to construct a matrix representing the con-
ditional distribution of measurements given a prepared
state. This can subsequently be used to correct the mea-
surements in our experiments. More details can be found
in [21, 27]. Second, to mitigate the error of CNOT gates,
we first amplify the noise and then extrapolate to the
zero noise limit. More precisely, we run a circuit as
given, then we replace every CNOT gate by three CNOT
gates, and last, by five CNOT gates. In theory, inserting
these gates should have no effect, since an odd number
of CNOT gates should be equal to a single CNOT gate.
In practice, this amplifies the error of the CNOT gates
to three times and five times the original error. Having
these three data points with the increasing error allows
us to do a quadratic extrapolation to the zero-noise limit,
which leads to the results shown in this paper. More de-
tails on this technique can be found in [22–24].
Appendix D: Quantum Hardware Results for 2
Qubits with 3 CNOT Gates
This section shows the results for the numerical inte-
gration problem introduced in Sec. VIA for the 2-qubit
circuit optimized to use only three CNOT gates in total.
This can be achieved by first classically evaluating the
corresponding unitary matrix and then decomposing it
into quantum gates again, for instance using the func-
tionality provided by Qiskit. The resulting circuit for
k = 1 is shown in Fig. 11. It should be noted that this
approach does not scale to larger numbers of qubits, and
is reported here for comparison only.
As before, the circuits were run on IBM Q Ourense
using 8192 shots and error mitigation via insertion of
noisy CNOT gates (cf. Sec. VIA and Appendix C).
Fig. 12 shows the results in the same way as presented in
Sec. VIA. It can be seen that we get good results for all
kmax, although the convergence of Simpson’s rule starts
to slow down towards kmax = 16, which is likely due to
the remaining errors of the corresponding circuit starting
to dominate as the estimated result gets more and more
accurate. Nevertheless, we can estimate the integral with
an average absolute error smaller than 2−10 ≈ 10−3 using
Simpson’s rule.
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FIG. 12: MLAE results for 2-qubits compressed to 3 CNOT
gates: Top left: Estimated values for different y, using
kmax = 16 (same for top right / bottom left). Top right:
Absolute error with respect to analytic result. Bottom left:
Mean absolute error over y. Bottom right: Mean absolute
errors with respect to kmax. The blue dashed line indicates
O(1/M). The other dash lines indicate errors resulting from
the analytic evaluation of the quadrature rules. The black
vertical line indicates the corresponding choice of kmax for
the other figures.
