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Fusing actigraphy signals for outpatient monitoring
good behavior in terms of the dependence of signal quality on the number of signals fused. The distributed and centralized fusion methods reduce the mean averaged error of the original signals to 44% and 46% respectively when using simulated datasets. The proposed methods may therefore facilitate a less intrusive and more dependable way of acquiring valuable monitoring information from outpatients.
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Introduction
In recent years there has been growing interest in the development of computer based health systems to facilitate prevention, early diagnosis, and treatment through the continuous monitoring of patients outside clinical institutions. These systems are able to provide immediate and personalized health services to individuals regardless of location, facilitating normalization of the patient's lifestyle during treatment thereby enhancing their life quality.
One of the biggest challenges in the development of these computer based systems is the monitoring of the mental, physiological, and social signals from the patient without influencing or changing the patient's daily life activities. Due to advances in wireless technologies and wearable electronics, today it is possible to integrate sensors in small and discrete devices, allowing long time non-invasive studies of free-living patient activity [1] . Nevertheless, greater efforts are still required to make these devices as unobtrusive as possible for the target users and those around them.
In order to improve these properties, a multi-sensor based strategy consisting of the use of different devices to monitor the same activity (e.g. wrist watch, smartphones, or undermattress actigraphs) can be used. This strategy gives more flexibility to the patient, allowing the use of one device or another, thus adapting the system to the individual patient's lifestyle and behavior. This methodology minimizes the user's responsibility for the operation of the system, making the system more robust to individual sensor data loss, and making the monitoring system more transparent to the user.
Outpatient monitoring using a multi-sensor based strategy requires a data fusion model capable of taking maximum profit from all of the generated information, which in most cases is redundant, with non-linear dependencies, long periods of missing data, and different sensitivity levels. In this sense, this study proposes two novel multi-sensor fusion methodologies at the raw level of actigraphy signals. The main goal of the fusion methodology presented here is to obtain a single fused activity signal that improves the information contained in each single original signal, avoiding common artifacts such as noise, missing data, or spurious data, and complementing the loss of sensitivity of some of the sensors used. That is, to design a low signal abstraction level multi-sensor fusion method (data in-data out) for actigraphy signals [2, 3] . In recent years different multi-sensor data fusion techniques have been presented in the literature [4, 5, 6] . These fusion techniques were designed to deal with the main challenging problems in multi-sensor fusion [5] such as: data imperfection, outliers, conflicting data, multi-modality data, correlation, alignment, data association, processing framework, operational timing, dynamic phenomena, and dimensionality. In the specific case of fusing actigraphy signals for outpatient monitoring, the main problems to overcome are related to data imperfection (impreciseness and uncertainty in the measurements), outliers (artifacts and missed data) and heterogeneous sensors (different sensors, devices, or event placement in the patient body). Each of these problems was addressed separately in the literature considering different approaches. In the case of imperfect data the main approaches followed were the probabilistic [7, 8] , the evidential [9, 10, 11] , fuzzy reasoning [12, 13, 14] , possibilistic [15, 16] , rough set theoretic [17, 18, 19] , hybridization [20, 14] and random set theoretic [21, 22] . In the case of outliers and missing data, the most common approaches are based on sensor validation techniques [23, 24, 25] and on stochastic adaptive sensor modelling [26] . Finally the approaches followed to solve the problems related to heterogeneous sensors were highly depending on the sensors used and the desired target. Multi-sensor data fusion techniques were successfully applied in the specific problem of fusing actigraphy signals. In [27] the authors proposed the use of a Hidden Markov Model to classify daily activities by combining the data coming from three different accelerometers. In [28] a system for activity recognition using multi-sensor fusion based on a Naïve Bayes classifier was presented achieving a 71% − 98% recognition accuracies when using 1-4 sensors. In [29] the authors used a hierarchical classifier for activity recognition that combines a decision three classifier (to select a optimum sensors subset) with a Naïve Bayes classifier (to classify the activities), in order to reduce energy consumption of the system while maintaining the recognition accuracy. In [30] the authors presented a multi-sensor based method for classification of daily life activities based on a hierarchical classification algorithm and compare their performance with state-of-the-art algorithms by using a benchmark dataset. In [31] the authors fused the features obtained using a set of actigraphy sensors placed in different parts of the body for activity recognition, comparing the performance of five types of classifiers including ANNs, decision tree classifiers, KNN classifier, the Naïve Bayes classifier, and the support vector machine classifier. Guiry et al. studied in [32] the role that smart devices, including smartphones and smartwatches, can play in identifying activities of daily living. They trained different classifiers including C4.5, CART, Nave Bayes, Multi-Layer Perceptrons and Support Vector Machines using both single and multi-sensor approaches (including not only accelerometer but also gyroscope and magnetometer). They conclude that the fusion of the different signals improve the accuracy of the activity identification. In [33] the authors used a set of smartphones including gyroscope, magnetometer and accelerometer placed in different parts of the body for physical activity recognition. One of the main interesting conclusions obtained is that the combination of the different smartphones used only improved the overall recognition performance when their individual performances were not very high. Finally in [34, 35] the authors presented a sensor fusion method for assessing physical activity of human subjects, based on support vector machines by using acceleration and ventilation data measured by a wearable multi-sensor device. Their results show that the fusion approach improved the results of the traditional accelerometer-alone-based methods. The abovementioned methods were successfully applied to fuse different actigraphy signals [27, 28, 29, 32, 33] or even to fuse actigraphy signals with other types of sensors [34, 35, 32, 33] . However, in most cases the result of these techniques have been to obtain better estimates of energy consumption [35, 34] or to improve activity recognition [27, 28, 29, 33, 32, 30] , but not to obtain a more robust fused signal based on a low signal abstraction level approach.
The proposed fusion models are based on the transformation of the input signals to a common representation space where they can be combined linearly. To do this, one sensor is chosen as the reference, and a non-linear regression model is designed to transform the rest of the sensor signals to the representation space of the reference sensor. Once the signals are transformed they are comparable and, as a result, a mixing strategy based on a weighted sum can be applied to obtain a final fused signal. This mixing strategy should avoid the missed data periods that may distort the fused signal.
In this work the non-linear regression models are based on Artificial Neural Network (ANN). We have considered the two principal multi-sensor data fusion approaches: The first one is a centralized fusion model, in which all the signals (except the reference one) constitute the inputs to a single ANN trained with the reference signal as output. The second one is a distributed fusion model in which each non-reference signal constitutes the input of a different ANN trained with the reference signal as output.
In order to test the proposed fusion method we focus on a real case application where the system properties of transparency to the user, nonstigmatizing technology, and non-obstruction to lifestyle are mandatory. This is the case of monitoring patients who are recovering from major depression. These patients require constant monitoring to assess their emotional state at all times in order to make recommendations for healthy practices and to prevent relapses. Several studies have shown the importance of motor activity as a relevant behavior pattern for assessing patients with depression [36, 37] , and for measuring treatment outcomes in major depression [38, 39, 40, 41, 42] . Moreover, in recent years different research initiatives has focused their efforts in the development of computer based health systems for following up outpatients and for the automatic prescription of healthy practices. Some examples of these projects are the Help4Mood [43] , Monarca [44] , ICT4Depression [45] , and Optimi [46] EU projects. In these projects different actigraphy devices such as smartphones, wrist watches, key-rings, and even undermatress sensors have been used to monitor patients with major depression.
The evaluation of the fusion methodology has been performed using both synthetic and real datasets. This allows a precise characterization of the behavior of the fusion models in controlled conditions, and also the evaluation of the performance of the fusion models in a real case application. In this work a novel methodology for synthetic actigraphy data simulation has been prepared to perform an exhaustive evaluation. This simulation methodology includes: a pipeline for signal preprocessing, a non-linear pre-processing algorithm based on Functional Data Analysis (FDA), a feature extraction module based on FDA, and a signal modeling step based on Multivariate Kernel Density Estimation (MKDE).
The adequate functioning of the proposed fusion methodologies will con-stitute a significant improvement in the monitoring of the physical activity of outpatients, allowing a less invasive means to acquire more data. Moreover these methods will increase the robustness of the acquisition systems, reducing the effect of individual damaged sensors in the final actigraphy signal used for following up the patient.
Actigraphy data fusion models
Two different actigraphy raw data fusion methods based on centralized and distributed architectures are presented. In both cases the main idea is to take one of the input signals as a reference signal, and then to obtain a transformation model capable of transforming the rest of the input signals to the representation space of the reference signal. The reference signal must be chosen following signal quality criteria. Thus we choose the signal which has the best features in terms of amount of missing data, sensitivity to patient motion, or noise, as a reference signal. Once all the input signals are in the same representation space we are able to combine them linearly. To implement this, there are two main modules in the data fusion methods, the transformation module and the mixing module.
Both methods include transformation modules based on feedforward ANN [47] . The main differences between the methods are related to the combination of the information provided by the different sensors. Hereinafter the S1 signal will denote the actigraphy signal selected to be the reference, and S2, S3, ..., SN will represent the rest of the actigraphy signals obtained from the patient monitoring.
Centralized fusion model
The first data fusion model is based in a centralized fusion architecture (see Figure 1 ). In this model the non-reference signals are combined and transformed into a single signal ST (in the S1 reference representation space) before being combined with S1. To do this, S2, S3, ..., SN feed a single ANN to obtain a single transformed signal ST in the S1 reference representation space. Subsequently, the signal ST is normalized and mixed with the reference signal S1 to obtain the final fused signal F S. A detailed description of each step is presented below.
ANN non-linear regression model
The ANN used in this model was a feedforward neural network [47] . The architecture of the ANN was selected to be as simple as possible to avoid overfitting, while ensuring a precise regression model. To select the number of layers and the number of units per layer we took into account two considerations. The first is the Universal Approximation Theorem [48] , which states that a feed-forward network with a single hidden layer containing a finite number of neurons is a universal approximator among continuous functions on compact subsets of R n . The second consideration was the established trial and error rule that states that the number of units in the hidden layer has to be less than twice the size of the input layer [49] . Following these caveats the architecture of the network was defined with an input layer with N − 1 units, one hidden layer with 2(N − 1) units, and a single processor in the output layer (see Figure 1 ). The hidden units used a hyperbolic tangent activation function and the output unit used a linear activation function. The model parameters were obtained from the training data using a back propagation learning algorithm with automatic regularization based on Bayesian interpolation [50] . The ANN was trained using the S1 data as output and the S2,.., SN data as input, to obtain the non-linear regression model between the S2, ..., SN representation spaces and the reference signal defined by S1. 
Normalization
When S2, S3, ..., SN are transformed to ST by the ANN model, an offset could be introduced into the ground level of the signal. This is due to the low sensitivity and the influence of sensor noise. To correct this offset while preserving the peak height, a normalization step is applied. In this work the normalization function used is:
where u ∈ {1} 30 and * denotes the convolution function.
Weighting and mixing
Once ST is obtained, we linearly mix it with S1 using the expression
where W (t) is a weighting coefficient. This coefficient assigns a priori the same contribution to each signal, but avoids mixing missed data. That is, this coefficient drops the contribution of a signal when the algorithm detects that the values of S1 and ST differ, and the signal value is zero. W (t) is defined as
where M is defined as the mean of |S1(t) − ST (t)|, D is defined as the standard deviation of |S1(t)− ST (t)| and N is equal to the number of sensors fused.
Distributed fusion model
The second data fusion model is based on a distributed fusion architecture (see Figure 2 ). In this model the non-reference signals S2, S3, ...,SN are combined and transformed separately into signals ST 2, ST 3, ...,ST N (in the S1 reference representation space) before combining them with S1. To do this, each of the non-reference signals feeds a different ANN. Subsequently, the transformed signals are normalized and mixed with the reference signal S1 to obtain the final fused signal F S. A detailed description of each step is presented in the following subsections.
ANN non-linear regression model
The distributed model includes as many ANN as the total number of sensors fused minus one (i.g. N − 1). The unique change between the ANN configurations of the centralized and distributed models is the architecture of the ANN (see Figure 2 ). In this distributed fusion model the ANN has only a single input and therefore we have reduced the number of units of the hidden layers to two (following the considerations mentioned in Section 2.1.1, based on [48] and [49] ). The model parameters were obtained from the training data using a back propagation learning algorithm with automatic regularization based on Bayesian interpolation [50] . Each ANN is trained using the S1 data as output and a single sensor data Si as an input, to obtain the nonlinear regression model between the input signal representation space and the reference one defined by S1. 
Normalization
The distributed model uses a normalization strategy to each transformed signal ST 2, ST 3, ...,ST N , obtaining ST 2, ST 3,... , ST N respectively. That is,
Weighting and mixing
Once we have normalized the transformed signals we can linearly mix them together with S1 using the expression
where W i(t) are weighting the coefficients, defined as
where M is defined as the mean of |S1(t) − ST i(t)|, D is defined as the standard deviation of |S1(t) − ST i(t)|, and where N is equal to the number of sensors fused. The weighting coefficients W i(t) are defined using the same reasoning as in the case of the centralized model, assigning a priori the same contribution to each signal, but avoiding mixing missed data. Thus the W i(t) coefficient drops the contribution of a signal when the algorithm detects that the values of S1 and ST i differ, and the signal value is zero. The unique differences between the values of the W i(t) weighting coefficients in the centralized and distributed models are due to the differences in the mixing equations of the two approaches (see Equation 2 and Equation 5).
Evaluation methodology
In this work we have used two data types to test the performance of the two fusion methods presented in the study. The first data type consists of synthetic datasets. These datasets are based on real data and have been simulated by means of generative models based on FDA [51] and MKDE [52] algorithms as described below. In addition, different sensor models have been generated to simulate different responses to the same simulated actigraphy signals. In this way we can explore the behavior of the proposed fusion models when varying different characteristics of the sensors, such as noise, sensitivity, percentage of missing data or artifacts.
The second datatype used to test the proposed methods consists of a real dataset acquired during the Help4Mood project, including 5 days of single user activity monitoring using accelerometers embedded in five different devices including wristwatch, belt, keyring, smartphone [53] , and undermattress sensor [54] . This second dataset allowed us to test the fusion models in a real scenario.
Simulated actigraphy datasets based on real data
The simulated actigraphy datasets were made by using real data that have been processed and modeled to obtain a generative model of new cases. The steps followed to obtain the set of simulated data are described in the following subsections.
Real Data used to obtain the generative model
The real dataset comprises the physical activity of 16 participants monitored 24 hours a day and includes 69 daily actigraphy signals. Half of these participants is composed by controls aimed to follow their normal life routines, while the other half of the participants correspond to patients previously diagnosed with major depression but in the recovered stage at the moment of the study. This dataset was acquired in the framework of Help4Mood EU project [43] . To register the physical activity signals we used the Texas Instruments ez430 Chronos wristwatch as actigraphy sensor using custom algorithms. This watch has a 3-axial accelerometer and each axis was acquired at a sampling frequency of 20 Hz. The algorithm consists on high pass filtering each axis at 1 Hz, computing the time above a threshold (TAT) of 0.1 g for each axis in epochs of 60 seconds and then the activity index is defined as the maximum TAT over the three axes.
Missing data detection and imputation
The detection and imputation of missed data is mandatory before using the real data to build a generative model based on Principal Component Analysis (PCA) descriptors. Missing data is a common problem in actigraphy signals recorded by wearable devices such as wristwatches, smartphones, or key-rings. The main cause of missing data is due to the actigraphy device being left unworn, but it could also be due to synchronization errors, empty batteries, or full memory.
In this study a missing data detection algorithm based on the signal filtering and thresholding strategy described in [55] was applied. In the first step the signals were filtered using a moving average filter with a window size equal to 120 min. Once the signal is filtered, it presents a smooth shape and a threshold can be applied to detect regions with very low maintained activity. In this study a threshold equal to 2 TAT was used. Finally a gaussian mean imputation was used to replace missing values.
Non-linear registration of daily actigraphy signals
Once the actigraphy signals are free of missing data, it is desirable to perform a non-linear registration of these signals before proceeding to model them. Due to daily routines such as work schedules or sleep-wake cycles, the actigraphy signals contain strong daily patterns. However, although these patterns can be clearly seen in the signal, they do not coincide exactly in time each day, and this phenomenon complicates the analysis and the creation of realistic generative models. To reduce this variability, a non-linear registration technique is applied to align different activity patterns that are slightly phase shifted. In this work the warping algorithm based on FDA library [51] described in [55] was used.
Feature extraction
Once we have the actigraphy data preprocessed, and before proceeding with the modeling, we need to describe the information contained in each record of daily activity using a small set of variables. To do so, a standard methodology based on PCA [56] was used. PCA uses an orthogonal transformation, to convert correlated variables into new linearly uncorrelated ones, assuming jointly normally distributed data. In this work the first 15 principal components were used to explain the daily actigraphy data. The number of components was selected attending to the compromise between using a small number of components and conserving most of the original information in the data (in this case 77% of the variability of the data).
Modeling and mixture
As stated, we simulated synthetic data using generative models based on real actigraphy samples. In order to model the real data, we have used a non-parametric strategy based on MKDE [52] .
MKDE is a nonparametric technique for density estimation that allows us to obtain the probability density function of the features extracted from actigraphy signals. Let s 1 , s 2 , ... , s r be a set of r actigraphy signals represented as vectors of extracted features (e.g. principal components). Then the kernel density estimate is defined aŝ
wheref H is the estimated probability density function, K is the kernel function which is a symmetric multivariate density, and H is the bandwidth (or smoothing) matrix which is symmetric and positive definite. For the generative model presented in this work a MKDE based on a 15-D Gaussian kernel was used. The dimension of the Gaussian kernel corresponds to the 15 principal components used to describe daily actigraphy signals. In the MKDE algorithm, the choice of the bandwidth matrix H is the most important factor size that defines the amount of smoothing induced in the density function estimation. In this study the 1-D search using the max leave-one-out likelihood criterion for automatic bandwidth selection was used.
Using the real data described above and applying the MKDE algorithm we obtained two different probability density functions. The first is based on patient activity records (see Figure 3 top ) and the second is based on control activity records (see 3 Figure bottom ). In Figure 3 only the first 2 dimensions of the 15 used for signal modeling and simulation could be presented because of the limitations of 2D representations.
Random samples generation
Once the generative model is built one can generate random samples using the probability density function obtained with the MKDE algorithm and a random number generation algorithm. For this study we have simulated 20 daily activity patterns using 1 minute of temporal resolution (1440 data-points per pattern). Half of these patterns (10) are simulated using the patient-based probability density function, and the other half (10) are simulated using the control-based probability density function. An example of the random daily actigraphy samples obtained can be seen as green dots in Figure 3 . Moreover, an example of a daily actigraphy signal randomly generated from the patient based probability density function is presented in Figure 4 using a black dashed line. Probability density functions obtained with the MKDE algorithm based on patient activity records (top) and control activity records (bottom). In this figure red dots represent real patient daily actigraphy signals, blue dots represent real control daily actigraphy signals, and green dots represent new daily actigraphy signals generated using the probability density function.
Sensor Simulation
In order to test our fusion methodology we need to have activities registered by different sensors. To achieve this, we consider the randomly generated actigraphy samples as the ideal signals IS. We then simulate the degradation of the information generated by each of the sensors. In this work we have considered four main sources of information degradation: noise, low sensitivity, spurious artifacts, and missing data. In addition, different nonlinear responses have been considered to simulate the different response of each sensor to activity.
Noise Regarding noise, uniformly distributed noise controlled by parameter p n has been added to the ideal signal IS as described in the equation below:
where u(t) follows the uniform distribution U(0, 1), IS is the ideal actigraphy signal and S is the transformed signal.
Sensitivity A sensor with low sensitivity is not able to register small activity values. To simulate this effect in the sensor, values below a threshold p s are set to zero,
Artifacts The actigraphy sensors sometimes include activity records not related to the activity of the monitored patient. This can be due to a wide variety of reasons such as an impact over the sensor or errors in the transmission of information. This effect is simulated by the substitution of a piece of the ideal signal by a constant value randomly selected from a uniform distribution U with values between 0 and 20. The position of the artifact is also randomly selected using XXXX The width and position of the artifact is defined by the parameter p a as described in the following equations:
where ta inf and ta sup are defined by
and the centre of the artifact position µ a is selected randomly using a uniform distribution µ a = U(0, 1441)
Missing data Missing data are common in actigraphy records. Missing data could be due to various reasons such as synchronization errors, forgetting to wear the actigraph, empty batteries, or full memory. This effect is simulated by the substitution of a piece of the ideal signal by zeros. The width and position of the missed data is defined by the parameter p m as described in the following equations:
where tl inf and tl sup are defined by
tl sup = µ m + p m (15) and the centre of the missing data position µ m is selected randomly using a uniform distribution µ m = U(0, 1441)
Non-linear response Each sensor could have a different response depending on the position where the sensor is located on the body (e.g. key ring sensor or wrist watch sensor), or the structural characteristics of the device where the sensor is embedded (e.g. undermattress sensors).
To simulate the non-linear response of the actigraphy devices, a second degree function defined by parameters p nl1 ,p nl2 and p nl3 was applied to the ideal actigraphy signal. This transformation function is defined in the following equation:
In this study five different sensors have been simulated using the parameters shown in Table 1 and the ideal signals IS obtained by the generative model. The resulting simulated dataset is available at https://www.ibime. webs.upv.es/?p=939. An example of the resulting five simulated sensor signals (S1, S2, S3, S4, S5) is presented in Figure 4 . 
. Data used in the study
The real dataset used in the study includes a 5 days of single user activity monitoring using accelerometers embedded in five different devices. In addition to the wristwatch we used four more actigraphy devices: one that could be fixed in a belt, one to be used as a keyring, an undermatress sensor, and a smartphone. All the devices, except the smartphone and the undermatress sensor, use the same electronics and algorithms as the wristwatch described on section 3.1.1.
The smartphone was an HTC Wildfire with Android 2.2. The sampling frequency of the embedded three-axial accelerometer is not fix (around 27 Hz). For this reason, after the sampling the data was interleaved to obtain a 20 Hz equivalent frequency. From this point the algorithm is the same as the other actigraphy devices.
The under mattress sensor is also based on the EZ430 Chronos electronics but instead of the accelerometer we used the analog-to-digital converter of 12 bits to acquire two analog signals coming from two different sensors. One of the sensors is sensitive to movements (changes of pressure) and the other detects only the static pressure under the mattress and is used to detect the Figure 4 : An example of the resulting five sensor signals simulated (S1, S2, S3, S4 and S5) from a ideal signal IS using the parameters in Table 1 . Two y axes have been used due to the differences in signal amplitude between IS and the rest of the signals S1, S2, S3, S4 and S5.
presence of a person on the bed. For the movements quantification we also used a time above threshold algorithm with epoch of 60 seconds. The volunteer was instructed to wear the devices as much as possible during all day and using the undermattress sensor and the watch at night. The wristwatch has to be used in the non-dominant arm, the belt device in a location in the waist and the keyring devices in the usual pocket or pursuit together with the keys. No specific instructions were given for the smartphone. Every night the volunteer has to fulfill a form describing briefly the day activities in periods of 2 hours.
Figures of merit
Two different evaluation strategies have been used in this study. In the case of simulated data, we have used the ideal signals IS as our expected signal. To allow the direct comparison between IS and the fused signals F S, we have to transform the fused signals F S into the representation space of IS using the quadratic formula:
The transformed signal F S can be obtained easily because we know the non-linear equation used to generate the reference signal S1 (defined by the p nl1 , p nl2 , p nl3 parameters described in Table 1 ) on which the F S is based. Once the F S is in the representation space of IS we can compare both signals and obtain an associated error. In this case the error metric used was the Mean Absolute Error (MAE) defined as
where n is the number of samples in the signal.
In the case of real data, we are not able to use the same strategy because the ideal signal is unknown. To overcome this problem, we have defined our ideal signal IS as the mean of the fused signals obtained using the two fusion methods included in this study when using the five actigraphy signals available.
Finally, another evaluation metric has been used to measure the capability of a fusion method to reduce the effects of missing data or data loss. To do this the evaluation metric is defined as the number of points tagged as missing data divided by the total number of points of the signals. The missed data identification algorithm used in this work is described in [55] .
Results

Results on simulated datasets
In this subsection we present the results obtained using the simulated datasets. As has already been mentioned, there are two main advantages of using simulated datasets to evaluate the fusion methods developed. The first is that we can evaluate the error in our fused signals by comparing them to the original signals used for the simulation. This gives us a robust measure of the performance of our methodology. The second advantage is that we are able to test our fusion methods in controlled scenarios, allowing us to perform uniparametric analysis of the influence of each sensor parameter on the performance of the fusion methods.
In order to show the performance of the fusion methods when using simulated datasets we have performed two experiments: The first experiment is focused on the analysis of the influence of input signal characteristics on the performance of fusion algorithms. The second experiment is focused on the analysis of the influence of the number of signals fused on the performance of fusion algorithms. Finally, the result of both fused methods on a small signal sample is presented for illustrative purposes.
Influence of sensor artifacts on the performance of fusion algorithms
Using the simulated datasets we are able to study the influence of the most common actigraphy signal problems (missing data, noise, low sensor sensitivity, and artifacts) in the fusion algorithm performance. To do this we have studied the dependence of the MAE of the fused signals on the degradation level of the original simulated signals. In the case of artifacts we have studied the influence of the p a value on the MAE of the fused signals, using different values of p a for all the simulated sensors (p a = [0, 30, 60, 90, 120, 150, 180] min/day). The results can be seen in Figure 5 top. In the case of missing data we have studied the influence of the p m value on the MAE of the fused signals, using different values of p m for all the simulated sensors (p m = [0, 133.3, 266.7, 400, 533.3, 666.7, 800] min/day). The results can be seen in Figure 5 bottom. In the case of noise we have studied the influence of the p n value on the MAE of the fused signals, using different values of p n for all the simulated sensors (p n = [0, 5, 10, 15, 20, 25, 30] ). The results can be seen in Figure 6 top. Finally, in the case of sensitivity we have studied the influence of the p s value on the MAE of the fused signals, using different values of p s for all the simulated sensors (p s = [0, 30, 60, 90, 120, 150, 180] ). The results can be seen in Figure 6 bottom.
4.1.2.
Influence of the number of signals fused on the performance of the fusion algorithms The second experiment performed on simulated datasets is designed to evaluate the influence of the number of signals fused on the performance of the fusion algorithms. This experiment highlights the ability of each fusion method to take profit from the additional information added with each input signal included. To achieve this we evaluate two main relevant parameters: the MAE and the percentage of missing data in the fused signal. In this experiment we have used five configurations ranging from a single input signal to five input signals. To obtain the results, all possible combinations of input signals for each configuration have been evaluated and a mean average value has been obtained. That is, for a single input signal we have evaluated 5 combinations, for the two input configuration we have evaluated 4 combinations, for the three input configuration we have evaluated 6 combinations, for the four input configuration we have evaluated 4 combinations, and for the five input configuration the only possible combination. In all cases the signal S1 has been used as a reference signal. Finally, all these experiments have been repeated 10 times to increase the robustness of the results obtained, and the average of these results was computed. The results showing the influence of the number of signals fused on the performance of the fusion algorithms in terms of MAE are presented in Figure 7 top, and the results obtained in terms of percentage of missing data are presented in Figure 7 bottom.
Example of fused signals
For illustrative purposes, in Figure 8 we present an example of the fused signals obtained using both fusion methods. This plot includes the fused signals (F S centralized and F S distributed), the ideal signal IS, and the input signals. To help in the comparison between all these signals, all the plotted signals have been transformed to the representation space of the ideal signal using Equation 17.
Results on real datasets
When using real datasets we are not able to change the sensor characteristics to perform uniparametric studies. Therefore the experiments based on Figure 8 : Example of the fused signals obtained using both fusion methods. The fused signal obtained using the centralized method is presented using the blue line, while the distributed one is presented using the red line. Moreover, the ideal signal is presented in the black line, and the input signals are presented in grey lines. To help in the comparison between all these signals, they are transformed to the representation space of the ideal signal IS.
real datasets are limited to the study of the influence of the number of signals fused on the performance of the fusion algorithms. Moreover, in the case of real datasets it is not possible to compare our fused signals with an ideal one because this does not exist. However we can approximate the ideal signal by the signalĪS, obtained as an average of the fused signals F S obtained by both fusion algorithms when using all the input signals available (in this case 5 signals). Using this approach we expect similar behavior to that obtained using simulated datasets.
4.2.1. Influence of the number of signals fused on the performance of fusion algorithms As in the case of the experiment performed using simulated datasets, this experiment is designed to evaluate the influence of the number of signals fused on the performance of the fusion algorithms. The methodology used coincides with the one described for simulated datasets, but in this case we compute the MAE using the approximatedĪS instead of an ideal signal IS. The results showing the influence of the number of signals fused on the performance of the fusion algorithms in terms of MAE are presented in Figure 9 bottom, and the results obtained in terms of percentage of missing data are presented in Figure 9 top.
Example of fused signals
As in the case of simulated data experiments, we present an example of the fused signals obtained using both fusion methods when using a sample of real data. The plot in Figure 10 includes both fused signals (in the red and blue lines), and the input signals (in the grey lines).
Discussion
In this work two multi-sensor fusion models for actigraphy signals in the context of outpatient monitoring are presented. Both are based on non-linear regression algorithms based on ANN but using different fusion architectures. The first assumes a centralized paradigm where all the non-reference signals are transformed at the same time and then fused with the reference signal, while the second assumes a distributed paradigm where all the signals are transformed independently, and then fused with the reference signal.
To test the behavior of both models when faced with main actigraphy signal degradation sources, a parametric study was performed based on simulated datasets. The results of this experiment showed that the fused signals obtained using both methodologies improved the results of the original signals in terms of MAE. Using the simulated dataset based on the parameters described on Table 1 , the proposed distributed and centralized fusion methods obtained a reduction of 44% and 46% respectively of the MAE value of individual input signals (obtained as an average). These results agree with the conclusions obtained by Poh et al. in [57] and in [58] , where the authors theoretically analyze the effect of correlation and variance in the fusion of systems with different performances. These studies conclude that if the input signals are different and not correlated, the resulted fused signal will improves the information contained in each of the individual input. In our case study, the input signals are different and not correlated due to data imperfections (such as artifacts, missed data or noise) and differences in sensors characteristics and placement (including different sensor sensitivities). In this sense an improvement of the MAE value was expected.
After the parametric experiment, a study of the influence of the number of signals fused on the performance of the fusion algorithms was performed. This study was carried out using both simulated and real datasets. When using the simulated dataset the results obtained by the proposed multi-sensor fusion models were satisfactory and congruent, obtaining a decrement of the error with the number of input signals added to the fusion algorithms. Analogously, when using real datasets the results show similar behavior to the ones obtained when using simulated datasets. That is, a quasi-linear decrement of the error with the number of input signals added to the fusion algorithms.
In this work we have considered also an analysis of the influence of the number of signals fused on the percentage of missing data. In the experiments performed on simulated datasets the results showed an exponential decrement of the percentage of missing data while increasing the number of input signals, while in the experiments performed on real datasets, the results showed a small linear decrement of the percentage of missing data when increasing the number of input signals.
Finally, and for illustrative purposes, two examples of the application of both fusion methodologies over a simulated data sample and over a real data sample are presented. In the case of simulated data, the fused signals obtained are very similar to the ideal signal even when some of the input signals contain missed data. Analogously, the sample results obtained when using real datasets seem to be congruent with the signal shape expected, although we cannot compare with an ideal signal.
Comparing both fusion models in the parametric experiment we can see a very similar behavior in terms of performance when the signals are affected by missing data, sensor sensitivity, and noise in all the parameters tested. However in the case of the influence of the sensor artifacts on the MAE of the fused signals, we can see a slightly better behavior of the centralized fusion model across all the parameters tested.
With respect to the influence of the number of signals fused on the performance of the fusion algorithms, we can see also similar behavior in both proposed methods. The results obtained using simulated datasets show that centralized fusion models improve over the results obtained by the distributed fusion model but not significantly. In the case of results based on the real dataset, both fusion models present very similar behavior and MAE values. When analyzing Figures 7 and 9 it is important to notice that the results for one and two fused signals must coincide because the model used in both cases corresponds to the same architecture.
These results are congruent with studies suggesting that a centralized multi-sensor fusion architecture theoretically performs better than a distributed one [59] . However it is important to note that the distributed architecture exhibits many attractive properties such as being scalable in structure without being constrained by centralized computational bottlenecks, or modular in the implementation of fusion nodes [60, 61] .
This study focuses on the development of actigraphy fusion models at the level of raw data because this allows us to obtain more accurate actigraphy signals and therefore a more robust analysis of outpatient activity patterns. However, there are other interesting approaches to the fusion of actigraphy information that could addressed in future work. They include the development of actigraphy fusion models at the level of feature fusion or even at the level of fusion of the decision models. That is, to develop fusion models where the inputs are the extracted features of each of the input signals, or the decisions made using the information in each of the signals. These different approaches are described in [4] and will be addressed in future work.
In summary, in this study an exhaustive characterization of two novel raw data fusion models for fusing actigraphy signals in the context of outpatient monitoring have been presented. In the evaluation, both models achieved high performance in terms of robustness to artifacts, missing data, noise, and sensor sensitivity. Moreover, they present a quasi linear decrement of the error with respect to the number of input signals added. We conclude that the models presented here allow reliable monitoring of outpatient physical activity by using a set of different devices. As a direct consequence, we expect to facilitate a less intrusive and more dependable way to acquire this clinically valuable information.
