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A b s t r a c t  
 
Accurate, stochastic representations of rainfall structures and weather patterns in the 
space-time dimension are a challenging task. Recently, efforts have been focused on the 
simulation of large spatial fields, representation of higher-order statistics, simulation of 
spatial extremes and overcoming the problem of overdispersion – an underrepresentation 
of inter- and intraannual variance in weather generator simulations.  
In this dissertation, these issues are adressed by presenting three different multisite 
methodologies – a “conventional” rainfall generator using orthogonal Markov chains with 
Richardson-type separation in event-amount generation (multisite, PXEOF-enhanced 
orthogonal Markov chain model methodology), a more novel approach using multivariate 
EOFs to express precipitation in the region as a two-component combination of 
deterministic evolution patterns and corresponding stochastic amplitude coupled with an 
autoregressive moving average model (multisite, ARMA-enhanced PXEOF model 
methodology) and, finally, a multivariable extension for the simulation of four 
meteorological variables with improved interannual variability on the station level 
(multivariable, multisite PXEOF-EEOF model methodology). 
Based on above methodologies, 1,000 to 10,000 years of daily simulated weather for 196 
stations (20 stations in the case of the multisite, multivariable framework) in Peninsular 
Malaysia were generated.  
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Statistical characteristics of the synthetic dataset are examined in comparison with the 
observational record and comparisons between models are made. Regarding the ARMA-
enhanced PXEOF model methodology, the need for an autoregressive model component to 
improve short-term rainfall dependence is demonstrated and model evaluation is focused 
on a slightly ‘neglected’ topic, often missing from model evaluations in the literature - 
spatial rainfall footprints and areal statistics. For the multivariable, multisite PXEOF-EEOF 
model methodology, the spatial and cross-variable correlation structure as well as the effect 
of introducing interannual correlations is investigated in further detail.  
The thesis concludes by summarizing benefits and challenges of using multivariate EOFs in 
weather generators and a recommendation for the shift towards a more parsimonious 
model framework with modular structure is made. 
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1. Introduction 
1.1. General use 
Weather generators allow to stochastically simulate time series of a number of 
meteorological variables. While the time step of modelled variables can differ depending 
on the processes at hand, further distinctions can be made regarding the spatial 
resolution and number of variables included in the simulation (Dubrovský et al. 2004). 
Weather generators have the aim to replicate statistical properties similar to the 
observed climate, such as the mean state, temporal autocorrelation or seasonal cycle, 
and have been applied in, e.g. agricultural studies (Hartkamp et al. 2003; Qian et al. 
2011; Semenov and Porter 1995; Soltani et al. 2000) and flood risk analysis (Caraway et 
al. 2014; Caron et al. 2008; Khalili et al. 2011; Leander and Buishand 2007; Leander et al. 
2005). They are a popular tool for extending meteorological records (Richardson 1981) 
and long sequences of data are often needed to drive process models and provide 
robust estimates in a hydrological, erosion-related, or ecological applications (Caraway 
et al. 2014). Since historic data is limited in time and space, weather generators allow to 
reflect the underlying variability of the climate (Verdin et al. 2015).  
Weather generators also supplement weather data in a region where data is scarce 
(Hutchinson 1995), allow to disaggregate seasonal hydro-climatic forecasts (Wilks 2002), 
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and downscale coarse, long-term climate projections to fine-resolution, daily weather 
for impact studies (Fatichi and Ivanov 2014; Fatichi et al. 2011; Kilsby et al. 2007; Wilks 
1992). Recently, Forsythe et al. (2014) have assessed local climate change impacts in the 
Upper Indus Basin using a point-based stochastic weather generator downscaling 
method. They generated a perturbed time series using change factors which quantify 
relative changes in descriptive statistics between the simulated control climate and the 
projected future climate. Change factors were formulated for a number of statistics 
including temperature mean and range with variance, as well as rainfall mean, variance, 
proportion of dry days, skewness and lag-1 autocorrelation. 
1.2. Methodological differences 
Several types of weather generators exist and their application, similar to rainfall 
generators, is governed by their ease of use and implementation, strengths and 
weaknesses of the approaches considered, possibility of extension to a multi-gridded 
context and computational demands. 
1.2.1. Nonparametric approaches 
Nonparametric weather generators do not require making prior assumptions regarding 
the underlying probability distribution of the process and are primarily based on the 
observational data at hand (Verdin et al. 2015). They include resampling models via K-
nearest neighbour (kNN) algorithms (Apipattanavis et al. 2007; Beersma and Buishand 
2003; Brandsma and Buishand 1999; Caraway et al. 2014; Lall and Sharma 1996; 
Rajagopalan and Lall 1999), analogues of circulation (Yiou 2014; Yiou et al. 2013), 
selection of weather types (Wilby et al. 2003), reshuffling algorithms (Clark et al. 2004), 
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or kernel density-based generators (Harrold et al. 2003; Lall and Sharma 1996; Mehrotra 
and Sharma 2007b; Rajagopalan et al. 1997). While, for example, kernel density-based 
generators of precipitation have strengths in capturing non-normal and nonlinear 
features, they fail to represent high dimensions (Verdin et al. 2015). Due to their 
simplicity, K-nearest neighbour (kNN) time series bootstrap based weather generators 
became increasingly popular recently. kNNs of a weather vector on a current day t are 
identified from historical days and resampled using a weight metric (with more weight 
being given to the nearest neighbour) and uniformly distributed random numbers. This 
is similar to resampling from a nonparametric estimation of the local conditional 
probability density function (Caraway et al. 2014), whereas the observed, historical 
weather on day t+1 of the resampled neighbour is adopted for simulation. Apipattanavis 
et al. (2007) extended the kNN algorithm to a multisite context using a hybrid 
nonparametric model based on the selection of kNNs of the site-averaged time series 
and subsequent resampling from the weather vector at all the locations of the selected 
day to maintain spatial correlations. As noted by Caraway et al. (2014), further 
extensions included the conditioning on large-scale climate information, climate 
forecasts and climate change projections (Apipattanavis et al. 2007; Beersma and 
Buishand 2003; Buishand and Brandsma 2001; Yates et al. 2003). While nonparametric 
methods allow for modelling spatial and temporal dependence of variables without a 
priori hypotheses on their joint probability (Mehrotra et al. 2006), drawbacks of 
nonparametric methodologies lie in the difficulty to simulate values more extreme than 
those observed as well as the time expense involved in simulating large areas and fine 
time scales (Serinaldi and Kilsby 2014a). 
Introduction - Methodological differences 
 39  
 
1.2.2. Parametric approaches 
Parametric approaches include time series models such as generalized linear models 
(GLMs), generalized additive models (GAMs), linear parametric models (ARMA), or 
Markov chain models which are characterized by a well-established theoretical 
framework to account for exogenous variables or temporal dependence (Serinaldi and 
Kilsby 2014a), for example via the use of covariates. A particular strength of parametric 
weather generators lies in the reproduction of non-normal and discrete variable 
behaviour. GLMs can handle the simulation of precipitation, both in terms of amounts 
(i.e. daily intensities) as well as binary occurrence (i.e. wet/dry transitions) well, while 
being fairly parsimonious (McCullagh and Nelder 1989). While the first application of 
GLMs to weather generation was performed by Stern and Coe (1984), further work has 
been carried out by Chandler and Wheater (2002), Yang et al. (2005), Wheater et al. 
(2005) and Furrer and Katz (2007). For example, Furrer and Katz (2007) included low-
frequency oscillations in climate variables via a covariate for the El Nino Southern 
Oscillation (ENSO) for a single location in Argentina.  
First- or higher-order Markov chains are frequently used to model rainfall state 
transitions, with multisite extensions first proposed by Wilks (1998) using a correlated 
random field. As mentioned by Breinl et al. (2013), while Wilks’ model is able to 
reproduce at-site properties well, problems with the spatial variability of the 
precipitation fields are experienced – a phenomenon termed ‘spatial intermittence’ by 
Bardossy and Plate (1992). Further adaptations to the approach by Wilks (1998) have 
been proposed by a number of authors (Baigorria 2014; Baigorria and Jones 2010; 
Brissette et al. 2007; Khalili et al. 2006, 2007; Khalili et al. 2009, 2011; Srikanthan and 
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Pegram 2009). Hauser and Demirov (2013) proposed an interesting weather generator 
by including a hidden Markov chain model to simulate regional circulation patterns, 
conditioned on the state of large-scale interannual weather regimes.  
In general, the extension of parametric models to multiple sites and accurate 
reproduction of spatial dependencies can be seen as non-trivial (Caraway et al. 2014), 
since model parameters grow exponentially with simulated locations. 
1.2.3. Semiparametric approaches 
Semiparametric approaches simply combine parametric with nonparametric methods. 
Applications of semiparametric approaches for rainfall generation have been proposed 
by Apipattanavis et al. (2007),  Buishand and Brandsma (2001), Cannon (2008), Foufoula-
Georgiou and Georgakakos (1991), Fowler et al. (2005), Kilsby et al. (2007), Leander and 
Buishand (2009) and Palutikof et al. (2002). For example, Breinl et al. (2013) uses 
univariate Markov processes for the simulation of precipitation occurrences. Observed 
rainfall amounts are first resampled. Consequently, an additional set of synthetic 
precipitation amounts are sampled from parametric distribution functions, and a 
reshuffling of synthetic precipitation amounts according to the ranks of the resampled 
observations undertaken in order to maintain spatiotemporal properties of the 
observation network.  
Weather generators based on semi-parametric approaches usually have difficulty 
capturing the properties of extreme events well (Verdin et al. 2015). This can be 
overcome by adopting random fluctuations in extreme value distribution parameters 
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(Furrer and Katz 2008), however, problems with the representation of higher-order 
statistics still exist today. 
1.2.4. Further weather generator classifications 
Moreover, following a categorization by Fatichi et al. (2011), weather generators can be 
thought of in various ways. Statistical relationships and spatiotemporal correlations 
among locations and variables can be deduced from observations as in most of the 
above cited models. With precipitation being usually treated as the key variable for 
process-based impact models such as agricultural or flood models, additional weather 
variables are simply generated using regression equations.  
Alternatively, numerical weather prediction, i.e. the use of mathematical models of the 
dynamics of atmosphere and ocean that solve non-linear partial differential equations, 
represents another option for simulation. However, these models are hardly suitable for 
long-term weather modelling given computational demands for simulation at the 
relatively small geographical scales often required. Additionally, the use of deterministic 
parameterizations for sub-grid scale, i.e. unresolved, processes in weather and climate 
prediction models results in an inadequate description of the total variance of the 
system. Stochastic parameterizations have been proposed to overcome the 
misrepresentation of variability at unresolved scales in order to overcome errors in the 
climatology of the dominant scales (Palmer 2001).  
Finally, the combination of empirical, statistical relations and physically-based methods 
represents a third – less explored – category. As Fatichi et al. (2011) noted, stochastic 
methods are thereby used to represent underlying physical phenomena such as rainfall 
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cells and clustering (Burton et al. 2008; Ivanov et al. 2007; Serinaldi and Kilsby 2014a). 
Causal physical relationships within a weather generator can help to simulate finer (i.e. 
less than hourly) temporal scales while preserving statistical correlations. These 
correlations increase in complexity with shorter time scales (Fatichi et al. 2011). 
1.3. Recent challenges in the rainfall and weather generator literature 
While the replication of the mean climate using a weather generator does usually not 
pose a problem, Wilks and Wilby (1999) underlined that the real challenge lies in 
reproducing higher-order moments, correlations among the variables, and low- and 
high-frequency properties, such as extreme events and inter-annual variability. 
1.3.1. Generation of large spatial fields 
In addition, the modelling of the spatiotemporal evolution of precipitation over large 
geographic areas has most recently been addressed by Serinaldi and Kilsby (2014a). In 
their paper, they pointed towards an evident lack of models which are capable of 
generating rainfall over a large number of catchments at appropriate spatial resolution 
that maintain not only the local properties of precipitation (i.e. marginal distributions 
and temporal correlation) but also the areal statistics and spatial structure of the field. 
Realistic representations of precipitation fields with spatiotemporal dynamics, extreme 
rainfall ‘footprints’ and correlation structures among the variables of interest are 
essential for many hydrological modelling studies, including flood estimation. Due to 
non-linear interactions in the model chain, changes in rainfall can result in substantially 
different responses of streamflow. For example, watershed responses to extreme 
climatic conditions require the simulation of a variety of complex hydrologic processes 
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and their interactions. In addition, Brissette et al. (2007) showed that using several 
unrelated single-site precipitation values generated by a uni-site weather generator for 
flood simulation may result in severe over- or underestimation of potential impacts. 
Hence, it is crucial to examine the parameter space using stochastic simulations.  
1.3.2. Low-frequency oscillations and temporal autocorrelation – towards a shift from 
purely stochastic to more ‘physical’ models 
Weather generators have previously been used for climate sensitivity analysis of impact 
models, especially in the agricultural sector (Dubrovský et al. 2000; Mearns et al. 1996; 
Riha et al. 1996; Semenov and Porter 1995). As Steinschneider and Brown (2013) noted, 
to simulate a wide range in characteristics of weather variables – e.g. average amount, 
frequency or duration – model parameters are systematically changed to produce new 
weather sequences.  
However, following the argument by Chen et al. (2010), a general issue of weather 
generators has been that, even though precipitation amounts are usually preserved, an 
underestimation of low-frequency variations seems evident (Buishand 1978; Chen et al. 
2009; Gregory et al. 1993; Hansen and Mavromatis 2001; Johnson et al. 1996; Katz and 
Parlange 1993, 1998; Wilks 1989, 1999). While models assume that climate is stationary, 
they do not explicitly parameterize for low-frequency variability and thus underestimate 
monthly and yearly variances (Chen et al. 2010). 
Hansen and Mavromatis (2001) tried to improve interannual variability by perturbing 
monthly parameters using a low-frequency stochastic model (via a first-order 
autoregressive model) coupled to a monthly disaggregation model. The disaggregation 
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model applied a two-state Markov chain as well as random sampling from a three-
parameter mixed exponential distribution for precipitation and conditional Gaussian 
distribution with varying standard deviation for other variables. They evaluated the 
effectiveness of the low-frequency component on interannual variability of generated 
monthly climate and simulated crop variables. Simulating monthly precipitation as well 
as maximum and minimum temperatures at 25 locations in the continental U.S., they 
were able to reduce the bias on interannual variability, however, over-representing the 
variability of precipitation frequency. 
Dubrovský et al. (2004) also pointed towards the failure to reproduce high- and low-
frequency variabilities in weather generators. Similar to Hansen and Mavromatis (2001), 
they proposed a monthly generator based on a first-order autoregressive model coupled 
to a daily generator and simulated four variables – solar radiation, maximum 
temperature, minimum temperature and precipitation. The daily generator followed an 
approach by Richardson (1981) with separation between rainfall occurrence and amount 
simulation and standardized deviations of all other variables from their mean annual 
cycle being modelled by a first-order autoregressive model. 
The results by Dubrovský et al. (2004) showed that conditioning the daily generator on 
the monthly generator improved the statistical properties of the output of a hydrological 
model, i.e. the variability of the monthly streamflow characteristics. However, as noted 
by Chen et al. (2010), observed standard deviations and autocorrelations of monthly and 
annual precipitations could still not be reproduced accurately due to the missing, explicit 
parameterization of inter-annual variability. 
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In addition, Wang and Nathan (2007) proposed a method for coupling daily and monthly 
time scales for rainfall generators. The methodology attempts to first generate two 
similar rainfall sequences, one preserving key statistical features at a finer time scale and 
the other at a coarser time scale. The finer time scale series is then modified, making it 
more consistent with the coarse one. While the method by Wang and Nathan (2007) 
appears to perform well in that it satisfactorily preserved general at-site properties for 
six individual locations in Australia at daily, monthly and yearly scales, autocorrelations 
were omitted from their evaluation.  
Chen et al. (2010) proposed a Richardson-type based weather generator that uses a 
first-order Markov chain for precipitation occurrence and a gamma distribution for 
precipitation amounts, whereas low-frequency was modelled via observed power 
spectra of monthly and annual time series. The generation of monthly and yearly 
precipitation data was achieved by assigning random phases to each spectral 
component from the FFT-derived power spectrum.  
All of the above mentioned weather generator approaches which take low-frequency 
oscillations into account, have not been generalized to a multisite application by 
reproducing spatial autocorrelations. Currently, there only exist two weather generators 
in the literature with the ability to specify distributional shifts in weather variables while 
simultaneously maintaining low-frequency climate variability and intervariable and 
intersite correlations (Srikanthan and Pegram 2009; Steinschneider and Brown 2013), 
and the simulation of multidecadal climate persistence may still be difficult with the 
model formulation of Srikanthan and Pegram (2009). Steinschneider and Brown (2013) 
proposed a semiparametric multivariate weather generator with low-frequency 
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variability, using wavelet decomposition coupled to an AR model to account for 
structured low-frequency oscillations, Markov chain and kNN resampling scheme as well 
as a quantile mapping procedure. Using the quantile mapping procedure, they achieve 
to alter the distribution of daily precipitation. Alterations to other weather variables are 
treated more simply using standard additive or multiplicative factors. Their evaluation 
on three variables, i.e. precipitation, maximum temperature, and minimum temperature 
shows that they are able to preserve mean precipitation and temperature fields at the 
annual timescale. The standard deviation of precipitation is adequately captured for all 
but a few grid cells. The standard deviation of both temperature fields tends to be 
undersimulated, particularly for those grid cells exhibiting greater annual temperature 
variability. The skew for all three variables is not well captured by the model. For 
precipitation and maximum temperature, the skew is overestimated for those grid cells 
with small skew values and underestimated for those grid cells with larger skew values. 
The power spectra of annual precipitation values are also evaluated in their paper. In 
general, while the mean simulated power spectrum across the 50 simulations matches 
that seen for the observations reasonably well (compare their Figure 9), they do not 
show a comparison between observed and simulated grid point-specific autocorrelation, 
but rather a domain-average.  
1.3.3. Reproduction of higher-order statistics 
Besides the capability to reproduce correlations among the variables as well as low-
frequency oscillations, the reproduction of extreme events and higher-order moments 
are important features for a weather generator. While daily means and variances are 
usually replicated by weather generators, extreme events represent a particularly 
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challenging task (Wilks and Wilby 1999). As Wilks and Wilby (1999) pointed out, the 
frequency with which models simulate extreme precipitation events, especially during 
extended droughts, has previously been reported to be less than in observed data. This 
can prove problematic when using a rainfall generator to assess agricultural risks since 
one may – despite preserving mean statistics – substantially underestimate extreme 
event occurrence. Similarly, Fatichi et al. (2011) highlight the difficulty to represent low-
frequency properties as a particularly challenging task. Simple stationary models whose 
statistics stay constant from year to year cannot fully reproduce the variability of a 
nonstationary climate, and that introducing nonstationarity into these models 
congruous with underlying climatic variations is necessary (Wilks and Wilby 1999). These 
properties exhibit themselves in a number of seemingly subtle, statistical features such 
as skewness and kurtosis on the monthly and yearly scale.  
A good approach for identifying higher-order statistics in observational data as well as 
simulations is the use of L-moments (Hosking 1990). L-moments represent a more 
general, statistical method to analyse univariate probability distributions and can be 
seen as summary statistics for data samples. They are akin to ordinary moments - 
measures of location, dispersion, skewness and kurtosis inform about the shape of a 
given empirical probability distribution. However, its computation is performed via 
linear combinations of the ordered data values (thus the prefix L).  
L-moments have a number of theoretical advantages over ordinary moments (Hosking 
1990). A major benefit of L-moments over ordinary moments is that L-moments are less 
sensitive to sampling variability effects. They are more robust to data outliers and 
reliable if inferences from small samples about an underlying probability distribution are 
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to be made. L-moments can provide more efficient parameter estimates compared to 
maximum-likelihood estimates. 
The first four L-moments 𝜆1, … , 𝜆4 are computed in terms of probability weighted 
moments as follows (Hosking 1990): 
𝜆1 = 𝑏0 
𝜆2 = 2𝑏1 − 𝑏0 
𝜆3 = 6𝑏2 − 6𝑏1 + 𝑏0 
𝜆4 = 20𝑏3 − 30𝑏2 + 12𝑏1 + 𝑏0 
Equation 1-1: Calculation of the first four L-moments. 
whereas the unbiased estimates of probability weighted moments 𝑏0, … , 𝑏4 for any 
distribution are given as (Greenwood et al. 1979): 
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𝑗=1
 
𝑏3 = ∑
(𝑛 − 𝑗)(𝑛 − 𝑗 − 1)𝑋𝑗
𝑛(𝑛 − 1)(𝑛 − 2)
𝑛−2
𝑗=1
 
𝑏4 = ∑
(𝑛 − 𝑗)(𝑛 − 𝑗 − 1)(𝑛 − 𝑗 − 2)𝑋𝑗
𝑛(𝑛 − 1)(𝑛 − 2)(𝑛 − 3)
𝑛−3
𝑗=1
 
 Equation 1-2: Calculation of the first four unbiased estimates of probability weighted moments.  
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with 𝑛 being the sample size and 𝑋 = (𝑋1, … , 𝑋𝑗, … , 𝑋𝑛) the data set of interest with 𝑋1 
as the largest data value and 𝑋𝑛 the smallest. For simplicity reasons, the first two L-
moments are referred to by their conventional names in this thesis, i.e. the mean (1st L-
moment) as well as L-scale (2nd L-moment).  
Amongst the first to be able to preserve a number of higher-order statistics was Fatichi 
et al. (2011). Following their approach, using a variant of the Neyman-Scott Rectangular 
Pulse model, they were able to preserve the variance, skewness, and autocorrelation 
properties of precipitation at the annual scale. However, they were still underestimating 
monthly skewness of rainfall as well as the frequency of non-precipitation and wet-wet 
transition probabilities.  
More recently, the paper by Serinaldi and Kilsby (2014a) provided a more extensive 
rainfall generator evaluation on higher-order statistics. Using their Gaussian field 
simulation methodology, they were able to reproduce several statistics such as daily and 
monthly L-skewness and L-kurtosis fairly well on a domain average, however, losing 
actual station-specific gradients. 
It should be added that reproduction of (even) daily L-skewness and L-kurtosis still 
represents a challenge for weather generators which explicitly parameterize for low-
frequency variability (Srikanthan and Pegram 2009; Steinschneider and Brown 2013). All 
existing approaches still underestimate or exhibit a downward bias in daily skewness or 
kurtosis of rainfall.  
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1.3.4. Spatial extremes simulation 
When summarizing rainfall or flood risks over a large spatial domain, the simplifying 
assumption of independence between extreme events occurring at different spatial 
locations is made and, usually, return level maps are used to assess a location’s potential 
for extreme precipitation (Wyncoll and Gouldby 2013). Keef et al. (2009) and Lamb et al. 
(2010) remark that this can lead to inaccuracies when trying to define single event 
impacts at large spatial scales. Hence, statistical characterization of rainfall events 
represents an integral element of probabilistic catastrophe models in the (re)insurance 
industry suggesting that this be part of a more comprehensive evaluation of stochastic 
rainfall generator performance. A number of stochastic rainfall generators take a more 
‘storm’-centred approach such as those based on Poisson cluster processes via Neyman-
Scott or Bartlett-Lewis rectangular pulses models (Burton et al. 2008; Cowpertwait and 
O'Connell 2001; Leonard et al. 2008; Rodriguez-Iturbe et al. 1987) and usually 
parameterize rainfall cells with a random radius and non-uniform scaling of the rainfall 
field. However, modelling at the ‘storm’ level is computationally expensive and has 
mostly been used to simulate on smaller temporal (sub-daily) time scales. Modelling 
spatial extremes has previously also been achieved by parametric dependence models, 
e.g. via max-stable processes (Davison et al. 2012; Fawcett and Walshaw 2013; Huser 
and Davison 2014; Schlather 2002; Schlather and Tawn 2003; Wadsworth and Tawn 
2012). However, while all of the above mentioned models parameterize rainfall events 
explicitly, they do not simulate the rainfall time series continuously. Evaluations of 
simpler models (e.g. Markov chain-based models) with continuous rainfall simulations 
and focusing on spatial extremes are lacking in the literature. 
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It will thus be interesting to examine the spatial extent of daily rainfall events (defined 
by varying intensity thresholds), how their size/spatial extent vary with low exceedance 
probabilities (i.e. extreme event return periods) and how realistic simulated event 
footprints are. Models that parameterize rainfall events explicitly still exhibit problems 
to represent rainfall fields in a sensible manner. For example, Davison et al. (2012) 
remark that there is a trade-off to be made in modelling spatial extremes using max-
stable processes. Latent variables may allow a realistic and flexible spatial structure in 
the marginal distributions and thus enable a good assessment of the variation of return 
levels across space, but the spatial structure they attribute to extreme events can seem 
unrealistic (Huser and Davison 2014). 
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2. Method 
2.1. Study area, available data and aim 
Two multisite stochastic rainfall generators (in the PXEOF-enhanced orthogonal Markov 
chain model and ARMA-enhanced PXEOF model) as well as a multisite, multivariate 
weather generator (in the PXEOF-EEOF methodology) are introduced and applied to the 
Peninsular Malaysian domain with the goal of simulating 196 stations (20 stations in the 
case of the multivariate weather generator) over an area of approximately 130,000 km² 
using the data set provided by Wong et al. (2011), a moderate resolution surface 
hydrometeorological data set for Peninsular Malaysia. For clarification, model acronyms 
stand for periodically extended empirical orthogonal functions (PXEOFs), extended 
empirical orthogonal functions (EEOFs) as well as the autoregressive moving average 
model (ARMA). A detailed explanation of data sources, quality control procedures, 
interpolation methodology and parameter determination and cross-validation can be 
found in Wong et al. (2011) – however, a short introduction shall be given here. The 
data set is gridded, daily observation data (based on interpolated station data) at a grid 
size of 0.05° resolution for 1976-2006.  
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Figure 2-1: Observed average annual precipitation totals in mm for 1976-2006 following the dataset by 
Wong et al. (2011). The map has been spatially interpolated using natural neighbour interpolation 
between stations (denoted by crosses). Black lines on land indicate the 200-meter contour lines, the 
dotted grey line the border between Thailand and Malaysia. Major cities are located at the solid black 
dots. Three stations used for the evaluation of the PXEOF-enhanced orthogonal Markov chain model 
have also been included as red dots: the southwest monsoon dominated west coast station (SWMS; 
4.975°N 100.825°E), the central Peninsular Malaysia station (CS; 3.425°N 102.425°E), and the northeast 
monsoon dominated east coast station (NEMS; 5.475°N 102.675°E). 
The daily variables included are rainfall, temperature, pressure, humidity, and wind 
speed covering an area between 99.5°E to 104.5°E and 1°N to 7°N. An exemplary time 
series of daily, continuous data over a period of one year from the original dataset of 
Wong et al. (2011) is provided in Figure 2-2. Observational data has been obtained from 
a number of different sources with varying number of stations, particularly the 
automatic data logger and telemetry network database of the Malaysian Department of 
Irrigation and Drainage (DID), the Global Summary of the Day (GSOD) archive at the 
National Climatic Data Center of the National Oceanic and Atmospheric Administration 
(NOAA/NCDC), the Global Energy and Water Balance Experiment (GEWEX) research 
Method - Study area, available data and aim 
 54  
 
programme Asian Monsoon Experiment (GAME) as well as the Malaysia Meteorological 
Department (MMD). To account for orography, interpolation of temperature and 
pressure has been undertaken on sea level equivalent values, followed by conversion to 
grid box values using an elevation grid. Humidity was interpolated from station-level 
relative humidity values based on the assumption that relative humidity does not vary 
with elevation. The interpolation of wind speed followed conversion from station to 
meso-scale wind speed. Finally, precipitation was interpolated directly from point 
observation values following an adaptation of Shepard’s (1968) angular-distance 
weighting algorithm. 
 
Figure 2-2: Exemplary time series over a period of one year for humidity, pressure, air temperature and 
rainfall from the dataset by Wong et al. (2011).  
While the dataset by Wong et al. (2011) represents the most extensive, publicly 
available for this region, a major shortcoming is related to the time-varying station 
density available for interpolation. The average number of daily observations is almost 
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constant for rainfall with an average 123 stations being reported. Temperature, 
humidity, pressure and wind speed records exhibit a smaller number of days where the 
number of observations significantly decreases. Average numbers of daily observations 
for variables other than rainfall are: 30 for temperature and humidity, 25 for pressure, 
and 29 for wind speed.  
Peninsular Malaysia is located between 1° and 7°N and 99° to 105°E (see Figure 2-1). 
Comprising of highlands, floodplains and coastal zones, its climatology is highly variable. 
Chan (1998) noted that flooding is the most common natural hazard in Peninsular 
Malaysia, occurring almost annually. Major monsoon floods took place in 1926, 1954, 
1967, 1970, 1971, 1988, 1991, 1999, 2003, 2006 and 2007 (Chan 1998). Following the 
Thailand floods in 2011, extreme rainfall risks in this region are of particular concern for 
environmental agencies, the scientific community and the reinsurance industry.  
Peninsular Malaysian rainfall is characterized by two rainy seasons – the Northeast 
monsoon from November to March and the Southwest monsoon from May to 
September (Camerlengo and Demmler 1997; Tangang 2001). The monsoons contribute 
86% of the total annual rainfall in the region (Wong et al. 2009). The Northeast monsoon 
usually causes the heaviest, most widespread precipitation events. Most rain-producing 
weather systems during that season, however, are not generated in situ but over the 
surrounding sea/ocean (Chen et al. 2013). 
During the northeast monsoon (November to March), a Siberian high develops over the 
Asian continent. Radiative cooling of the bottom, atmospheric layers above the snow-
covered surface causes the accumulation of very cold, dense air (Ooi et al. 2011).  
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Figure 2-3: Interaction of monsoon surges and westward moving cyclonic vortex during the early 
northeast monsoon period (from Low 2006). 
Related to the large-scale upper airflow, cold air from the Siberian high escapes with a 
periodicity of 2-15 days along its eastern edge. Consequently, these cold air outbreaks 
move as strong northwesterlies toward the east China coast (see Figure 2-3). The cold 
air outbreaks then turn into strong northeasterlies at the eastern boundary of low-level 
anticyclones and lead to a cold surge propagating seaward via the South China Sea (Ooi 
et al. 2011). Chang et al. (2005) note that the intensification of northeast winds at the 
surface and rapid southward progression is due to the orientation of regional 
topography as it acts to restrict the flow such that it is channelled toward the equator. 
The cold surge behaviour is governed by the orientation of the near-equatorial trough. 
Their interactions cause strong cyclonic shears and related synoptic-scale convective 
systems to the north of the trough (Ooi et al. 2011). Ooi et al. (2011) point out a 
significant feature of these synoptic-scale convective systems during the early and late 
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parts of the northeast monsoon which are also important regarding the time-dependent 
characteristics of flooding in Peninsular Malaysia.  
 
Figure 2-4: (a) IR satellite imagery for the 29 November 2008. (b) 925 hPa wind chart of the 29 
November 2008 whereas the contours represent isotachs greater or equal to 20 knots with 5 knot 
interval). (c) IR satellite imagery at 9 January 2009. (d) 925 hPa wind chart at 9 January 2009 (contours 
representation as above). The red dashed line displays the near-equatorial trough (from Ooi et al. 
2011). Image reproduced with permission of the rights holder. 
 
Alignment of the near-equatorial trough follows a zonal band at around 3°N during the 
northeast monsoon onset and slowly steepens in angle to an east-northeast and west-
southwest direction off the coast of Borneo or across the northern Borneo region during 
the latter half of the monsoon season (see Figure 2-4).  
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During the early part of the northeast monsoon, best illustrated by the November 2008 
cold surge event, the organized mesoscale convective system (MCS) hits the east coast 
states of Peninsular Malaysia with the 925hPa northeasterlies almost perpendicular to 
the coast. Malaysian states like Kelantan, Terengganu and Pahang are particularly prone 
to flooding during this period of the year. During the latter half of the monsoon (see the 
case of January 2009), the synoptic-scale convective system (also called Borneo vortex) 
is positioned over the sea with the trough along or off the northern coast of Malaysian 
Borneo and northeasterlies flowing almost in parallel (Ooi et al. 2011).  
The Borneo vortex, a strong cyclonic circulation over the South China Sea, has received 
increasing attention in literature over the last few years (e.g. Braesicke et al. 2012, Ooi 
et al. 2011, Juneng et al. 2010). Braesicke et al. (2012) point out that even though the 
Borneo vortex is a prominent circulation feature over the Maritime Continent during 
boreal winter, the current body of literature describing it is still sparse. Similar to Chang 
et al. (2005), they analysed ERA-Interim data from 1989 to 2010 and screened the target 
area between 90° to 130.5°E and 4.5°S to 15°N for high potential vorticity (PV) values 
exceeding 3 x 10-7 km² kg-1 s-1 at 925 hPa in conjunction with a low geopotential of less 
than 7800 m² s-2 during December, January and February. They found a distinct 
maximum of occurrences at 112.5°E and 7.5°N north off the coast of Borneo.  
Regarding the interplay of cold surge events with the Borneo vortex, Chang et al. (2005) 
noted that the most intense convection occurs during the combination of surge and 
vortex cases and that the intensity of the cold surge has a positive correlation with the 
amplitude of as well as area covered by increased convection. They concluded that the 
increased deep convection with surge intensity results from two processes:  
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- Strengthened northeasterly winds cause increased moisture convergence near 
coastal Borneo.  
- Additionally, the heightened shear vorticity due to the stronger northeast winds 
contributes to a more intense Borneo vortex.  
In general, Chang et al. (2005) also noted that, without the presence of a vortex, deep 
convection throughout the South China Sea is severely reduced but instead centred over 
the Malay Peninsula and Sumatra. Because there is no vortex to induce clockwise 
turning, the northeast winds are not being directed southwards but instead interact with 
the terrain of Peninsular Malaysia, contributing to local low-level convergence and deep 
convection.  
In addition to the northeast monsoon, localized, smaller-scale flooding occurs during the 
southwest monsoon, particularly in JJA (June-July-August). High-intensity precipitation 
during the southwest monsoon is less well documented in literature (Sow et al. 2011; 
Mohd Nor & Rakhecha 2008; Desa & Rakhecha 2004). During this season, flooding 
events are partly caused by ‘Sumatras’ – a phenomenon unique to the west coast of 
Peninsular Malaysia. South westerly winds blowing over the mountain range of Sumatra 
create mountain waves on the leeward side, resulting in an unstable atmosphere. The 
comparatively higher surface water temperature in the Malacca Straits provides a 
source of energy for convective development. In a highly unstable atmosphere, severe 
convective thunderclouds develop over the ocean and merge into line squalls which 
move eastwards steered by the westerly wind (see Figure 2-5). Upon interaction with 
the topography, short-duration, high-intensity rainfalls are experienced on the west 
coast of Pulau Pinang, in the capital Kuala Lumpur in Selangor and on the coastal areas 
of Kedah and Perlis (Chan 1995). One example is an extreme rainfall event that occurred 
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in Selangor in 1983 where the rain gauge at Kampong Kalong Tengah recorded a total 
rainfall of 226 mm in six hours on 26 November 1983 (Desa & Rakhecha 2004).  
 
Figure 2-5: Radar images showing the passage of a Sumatra Squall in August 2006 (from the National 
Environment Agency Singapore 2012). 
However, ‘Sumatra’ squalls by themselves are not the only phenomenon that can cause 
flooding on the west coast. As documented by Sow et al. (2011), the case of the late 
afternoon thunderstorm system over the central part of the west coast of Peninsular 
Malaysia on 10 June 2007 gives an additional picture. They indicated that there is a 
possible influence of sea breeze and mountain-valley wind circulations in the 
development of thunderstorms, enhanced by the topographical feature of the 
Titiwangsa mountain range. During the 10 June 2007 event, a westerly sea breeze had 
developed along the coast during the day over the Malacca Straits region. This sea 
breeze experienced a low-level convergence with easterlies’ lee waves that had been 
disturbed due to the blocking effect of the mountain range. The interaction of these two 
wind systems enhanced local convection and triggered the formation of storm cells.  
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As the sea breeze strengthened, these storm cells then merged over Klang valley (where 
the capital Kuala Lumpur is located), causing a total accumulated rainfall of 100 mm. 
With a weakening of the sea breeze, the area was dominated by easterlies, causing the 
system to propagate north-westward and finally weakening over the ocean. Concluding, 
three regimes influencing precipitation can be distinguished in Peninsular Malaysia: a 
northeast-monsoon dominated region on the east coast, a southwest-monsoon (i.e. 
‘Sumatras’) dominated region in the west as well as a relatively drier central Peninsular 
Malaysian region in the Highlands (along the Titiwangsa mountain range) which 
experiences possible influence of sea breeze and mountain-valley wind circulations (see 
Figure 2-1). Mean annual areal rainfall in Peninsular Malaysia derived by Wong et al. 
(2011) is estimated to about 2,350 mm. Long-term rainfall variability analysis by Wong 
et al. (2009) shows that the dry and wet spells are not fundamentally influenced by El-
Niño Southern Oscillation (ENSO) events and trend analysis of the long-term spatial 
rainfall variation did not show a significant trend for three regions – the Southwest 
monsoon-dominated west coast, Northeast monsoon-influenced east coast and 
highlands region. 
Requirement for the stochastic models to simulate Peninsular Malaysian precipitation 
(and additional variables) presented in this thesis was a relatively high ease of 
implementation. The three model methodologies can generally be seen as a sequential 
development effort given existing model shortcomings presented in Chapter 1.3. For 
example, for the ARMA-enhanced PXEOF model, the advantages of non-parametric 
bootstrapping were combined with a time series model (autoregressive moving average 
model or ARMA), overcoming the issue of simulating extremes within the resampling 
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framework as well as being capable to reproduce multi-day totals – an issue that 
became evident while developing the PXEOF-enhanced orthogonal Markov chain model. 
Multivariate EOFs (empirical orthogonal functions) were utilized to improve low-
frequency variability and evaluate higher-order statistics at daily, monthly and yearly 
timescales. The third model presented in this dissertation, an extension of the 
multivariate EOF model to the multivariate setting (by simulating additional variables 
other than precipitation), is currently being improved. Throughout the development of 
the models, model performance was evaluated regarding a number of at-site and areal 
properties, the correlational structure as well as spatial extremes, e.g. rainfall footprints 
by area affected – an evaluation that is in line with multivariate extreme value modelling 
and spatial dependence in extreme events (see e.g. Coles and Tawn 1994; Heffernan and 
Tawn 2004; Keef et al. 2009; Keef et al. 2013). 
2.2. Multi-site, PXEOF-enhanced orthogonal Markov chain model methodology 
2.2.1. Generation of rainfall events 
For the multi-site, PXEOF-enhanced orthogonal Markov chain model, a modified 
methodology following the original method by Baigorria and Jones (2010) outlined in 
Figure 2-6 is used. The rainfall simulation requires the calculation of a number of initial 
parameters for both the event as well as amount simulation which are separated in this 
case. The following paragraphs are structured into subsections where the applied, new 
techniques (highlighted in bold in Figure 2-6) are explained. 
For rainfall events, four parameter sets need to be prepared: the Pearson correlation 
matrix for pairwise correlation between stations, the Euclidean n-correlational 
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distances, the total monthly number of rainfall events, and the two-state orthogonal 
Markov transition probabilities. A rainfall event occurs if the daily rainfall at a particular 
station is ≥ 0.1 mm – the location is defined as “wet” in the simulation. In order to 
preserve the spatial correlation structure of the data, the Pearson correlation matrix 
needs to be constructed. Using historical data from all stations in Peninsular Malaysia, 
the Pearson correlation coefficients between all station pairs were computed using 
Equation 1 in Baigorria and Jones (2010). Additionally, in order to generate weather 
stations in a particular order, the Euclidean N-correlational distance (Gi) was computed 
for all sites. The Euclidean N-correlational distance Gi describes the degree of 
association at a given location with all remaining locations under study, with the 
smallest Gi value indicating highest overall correlation. A further step lies in obtaining 
the monthly number of rainy days per station. These will later be used for ensemble 
member selection as well as model performance evaluation. 
2.2.1.1. Continuous two-state orthogonal Markov transition probabilities 
The rainfall generator is based on an idea by Baigorria and Jones (2010) who introduced 
an orthogonal Markov chain approach for discrete observations. In their definition, 
orthogonality in the Markov chain context is referring to the bi-dimensionality of 
transition probabilities in the space-time dimension. Previous approaches had not 
included the spatial dimension in Markov chain transition probabilities used for 
simulation.  
So far, they are knowingly the only authors making use of this relatively simple, yet 
powerful approach apart from Breinl et al. (2013). While regular Markov chains only 
take observation(s) of the previous day(s) into account, an orthogonal Markov chain 
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offers the opportunity to also intuitively incorporate the state of “neighbouring” stations 
which closely match the behaviour of the station of interest. Breinl et al. (2013) compute 
orthogonal Markov transition probabilities for occurrences using a univariate, “classical” 
Markov process. Hence, the Markov state is the equivalent of the precipitation field 
defined by the observation network. For example, in a hypothetical three-station 
observation network, the Markov state on any given day can vary between (1, 1, 1) and 
(0, 0, 0) where 1 and 0 define the binary values of a rainfall or no-rainfall event at a 
single station respectively. In total, Breinl et al. (2013) define eight possible Markov 
states (Equation 2-1): 
Y1 = (χit = 0 ∧  χjt = 0 ∧  χkt = 0) 
Y2 = (χit = 0 ∧  χjt = 0 ∧  χkt = 1) 
Y3 = (χit = 0 ∧  χjt = 1 ∧  χkt = 0) 
Y4 = (χit = 1 ∧  χjt = 0 ∧  χkt = 0) 
Y5 = (χit = 0 ∧  χjt = 1 ∧  χkt = 1) 
Y6 = (χit = 1 ∧  χjt = 1 ∧  χkt = 0) 
Y7 = (χit = 1 ∧  χjt = 0 ∧  χkt = 1) 
Y8 = (χit = 1 ∧  χjt = 1 ∧  χkt = 1) 
Equation 2-1: Definition of the eight Markov states Y1 to Y8 in a hypothetical three-station network with 
stations location i, j, and k at time t. 
The approach by Breinl et al. (2013) was adopted in the beginning and transition 
probabilities were computed from any Markov state into any other using historical data. 
In order to make sure that the first-order Markov chain is applicable for the Peninsular 
Malaysian domain, a number of tests were performed. The Euclidean N-correlational 
distance (Gi) list as created above was used to loop through the different station 
combinations, comprising of the corresponding i, j and k stations.   
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Time series 
for Stn. 1 + 2 
 . . . . . . .  
ENSEMBLE 
Generation of two independent event time series 
for Stn. 1 and 2 (core station generation) 
Two-step temporal reordering to fit relative 
frequencies of spatial patterns and Markov 
transitional probabilities 
Simulation of monthly number of rainy days via 
periodically extended EOFs (PXEOFs) – Section 
2.2.1.2 
 
Minimization of RMSE to obtain optimal time 
series for Stn. 1 + 2 
Amoeba-like generation of 
remaining weather stations 
following n-correlation distance list 
Generation of rainfall events for station i using 
continuous two-state orthogonal transition 
probabilities – Section 2.2.1.1 
 
Minimization of RMSE to obtain optimal time 
series for Stn. 1 + 2, evaluation against 
generated monthly number of rainy days – 
Section 2.2.1.3 
 (amongst others) 
if i < no. of all weather stations: 
i =  i + 1 
if i = no. of all 
weather stations 
Generation of rainfall amounts 
Storing generated, binary event dataset 
Pool of weather stations for time step t 
Correlation matrix of transformed rainfall 
amounts from any distribution to Gaussian 
using n-score transformation for simulated wet 
weather stations – Section 2.2.2.1 
 
Monte Carlo simulation with correlated random 
numbers 
Generated rainfall amounts from 
backtransforming n-scores – Section 2.2.2.2 
if t < no. of days to-
be-generated 
if t = no. of days to-
be-generated 
 
Storing generated amount dataset 
Figure 2-6: Modified, PXEOF-enhanced orthogonal Markov chain methodology (changes in bold; subsections 
where the techniques are explained are appended) following Baigorria and Jones (2010) used to generate 
spatially and temporally correlated rainfall events and amounts over a time period of 1,000 years in this 
dissertation. 
Time series 
for Stn. 1 + 2 
Time series 
for Stn. 1 + 2 
Time series 
for Stn. 1 + 2 
ENSEMBLE 
Time series 
for Stn. i 
 . . . . . . .  Time series 
for Stn. i 
Time series 
for Stn. i 
Time series 
for Stn. i 
Generation of Toeplitz-Cholesky factorization 
matrix using nearest correlation matrix 
following Higham’s method – Section 2.2.2.2 
Event preparations: 
 Pearson correlation matrix for pairwise 
correlation of events between stations 
 Euclidean n-correlational distances 
 Observed monthly number of rainy days 
 Continuous two-state orthogonal Markov 
transition probabilities – Section 2.2.1.1 
Amount preparations: 
 Pearson correlation matrix for pairwise 
correlation of transformed (using n-score 
transformation) amounts between stations 
– Section 2.2.2.1 
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In total, 194 station combinations were checked via the methodologies suggested by 
Tong (1975) using Akaike's information criterion (AIC) as well as by Schwarz (1978) using 
the Bayesian information criterion (BIC). As noted by Katz (1981), results obtained from 
studies on other variables have practical implications concerning whether, in the routine 
fitting of precipitation data, it is necessary to consider higher than first-order Markov 
chains. Both model selection methods use the likelihood ratio statistics of a certain-
order Markov chain and modify it by a simple penalty term using the following formulae 
(Equation 2-2):  
AIC(k) = γk m − 2 ∗ (S
m − Sk) ∗ (S − 1) 
BIC(k) = γk m − (S
m − Sk) ∗ (S − 1) ∗ ln (n) 
Equation 2-2: Calculation of the AIC and BIC criteria for k
th
-order Markov chains. 
whereas k denotes the order of the Markov chain, Sk (and Sm) the number of states for 
an kth- (and mth-order) Markov chain. The number of observations is symbolized by n, 
and the log-likelihood ratio γk m computed via (Equation 2-3): 
γk m = −2 ∗ (LLK − LLM) 
Equation 2-3: Calculation of the likelihood ratio for a k
th
- and m
th
-order Markov chain. 
The lowest AIC as well as BIC values indicate the preferred order of the Markov chain 
applicable to the corresponding station combination of i, j and k stations. BIC and AIC 
values suggest that, for daily rainfall in Peninsular Malaysia, first-order Markov chains 
are most preferred, with all of 194 station combinations having the lowest AIC as well as 
BIC values for the first-order Markov chain. However, it was found that first-order 
Markov chains exhibit sparse combinations in some cases, i.e. there are occurrences in 
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historical data where the transition from any one rainfall state into any other had not 
taken place. Termed ‘ergodicity’ in the Markov chain context (Pakes 1969), ‘ergodicity’ 
would normally be present in a fully connected transition matrix where all transitions 
have a non-zero probability. Thus, non-ergodic Markov chains are characterized by not 
being able to reproduce certain transition states and pose a problem in that those states 
cannot be simulated by the weather generator. On average, only 61.665 out of all 64 
possible transition probabilities were covered across all station combinations, with a 
standard deviation of 4.322. In one station combination (station combination 194 with 
i = 1, j = 2 and k = 3), only 36 transition possibilities were present. 29.9% of all station 
combinations (88 out of 194) were missing at least one transition possibility.  
While higher-order Markov chains may be computable for a small station network being 
based on a relatively large historical dataset, the simulation for a large number of 
stations as present in this case is not desirable. Despite the fact that the model approach 
by Breinl et al. (2013) deals well in simulating the spatial variability of precipitation, it 
must be noted that this is one of the major limitations of their approach. The number of 
possible Markov states grows exponentially with the number of stations, i.e. at 2n with 
n representing the number of stations included in the simulation. The number of 
transition possibilities given a certain order of the Markov chain equals yk+1, with y 
denoting the number of Markov states and k the order of the Markov chain. This puts an 
inherent danger in running out of historical observations to compute Markov 
transitional probabilities, suffering from a reduction of sample sizes and making the 
parametrization less reliable.  
Method - Multi-site, PXEOF-enhanced orthogonal Markov chain model methodology 
 68  
 
To circumvent the problem of sparsity matrices filled with transition cases where not 
records are available, the methodology of Baigorria and Jones (2010) was followed. As 
such, the transition probabilities of rainfall events at it (the rainfall state in location i at 
time t) were computed, conditioned on: 
- the states in two other locations j and k at time t (i.e. whether or not rainfall 
occurred on the same day) as well as,  
- assuming that the first-order Markov chain is used, the precipitation state at the 
same location i at time t − 1 (i.e. whether or not rainfall occurred on the 
previous day). 
Following the above definition, eight orthogonal transition probabilities can be defined 
for the case of a rainfall event (Equation 2-4) where 1 and 0 define the binary values of a 
rainfall or no-rainfall event at a particular station and time respectively: 
P1|0,0,0 = Pr (χit = 1 |χjt = 0 ∧  χkt = 0 ∧  χi(t−1) = 0) 
P1|0,0,1 = Pr (χit = 1 |χjt = 0 ∧  χkt = 0 ∧  χi(t−1) = 1) 
P1|0,1,0 = Pr (χit = 1 |χjt = 0 ∧  χkt = 1 ∧  χi(t−1) = 0) 
P1|1,0,0 = Pr (χit = 1 |χjt = 1 ∧  χkt = 0 ∧  χi(t−1) = 0) 
P1|0,1,1 = Pr (χit = 1 |χjt = 0 ∧  χkt = 1 ∧  χi(t−1) = 1) 
P1|1,1,0 = Pr (χit = 1 |χjt = 1 ∧  χkt = 1 ∧  χi(t−1) = 0) 
P1|1,0,1 = Pr (χit = 1 |χjt = 1 ∧  χkt = 0 ∧  χi(t−1) = 1) 
P1|1,1,1 = Pr (χit = 1 |χjt = 1 ∧  χkt = 1 ∧  χi(t−1) = 1) 
Equation 2-4: Definition of the eight orthogonal Markov transition probabilities for the rainfall case in 
location i at time t. 
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The no-rainfall event probabilities are complement to the above. A technique inspired 
by Furrer and Katz (2007) has been applied in this context. Furrer and Katz (2007) use a 
GLM-based modelling approach describing modelled single-site transition wet-wet and 
dry-wet probabilities (P1|1 and P0|1 respectively) as functions of the day of the year and 
of the range of the values of the ENSO index. By applying a monotone piecewise cubic 
interpolation (Fritsch and Carlson 1980) between the monthly orthogonal transition 
probabilities, continuous transition probability curves for every single station over all 
days of the year were obtained. By applying this technique, discontinuities that are 
visible in the space-time domain of simulations were avoided, particularly at the 
beginning and end of each month when using fixed transition probabilities for every 
month. 
2.2.1.2. Simulation of monthly number of rainy days via periodically extended EOFs 
(PXEOFs) 
In order to simulate the spatial correlation among station locations, Baigorria and Jones 
(2010) use the Wilks (1998) approach of correlated random fields. As Brissette et al. 
(2007) noted, by introducing serially independent but spatially correlated random 
numbers within the methodology of a stochastic rainfall generator, it is possible to 
create correlated random fields with the same covariance matrix. Thus, Baigorria and 
Jones (2010) calculate the monthly number of rainy days per station from multiplying 
the lower triangular Toeplitz-Cholesky matrix of the observed correlation matrix of 
precipitation occurrence obtained from the Toeplitz-Cholesky factorization by a matrix 
of random, normally distributed numbers N with dimensions (n, m) to create the 
correlated random field. 
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A different, yet simple approach using periodically extended empirical orthogonal 
functions (PXEOFs) should be demonstrated here which, as far as known, has not been 
applied to weather generators previously. A common approach in order to account for 
the seasonal cycle of precipitation is to generate daily precipitation for each month 
independently. Continuity of daily rainfall values between subsequent months is usually 
ignored. Since daily precipitation in Peninsular Malaysia is highly influenced by the 
monsoon seasons and evolves strongly in time, the synthetic time series cannot 
accurately reproduce this seasonal evolution, either over- or underestimating it as 
pointed out by Kim et al. (2013). However, it is the aim to generate random fields that 
display the same variability, evolution as well as correlation structure as observations 
and are thus looking for a method capable of reproducing space-time (moving) patterns 
of data. Defining rainfall as a cyclostationary process (Kim et al. 1996), the model 
accounts for the dependency of statistics via the phase of the underlying cycle (such as 
the monsoonal cycle). The two-dimensional, binary rainfall observation matrix 𝑅𝑙,𝑡 with 𝑙 
stations and 𝑡 time steps is decomposed by first dividing it into 𝑚 periodic segments and 
summing up the number of rainy days 𝑇𝑚 (i.e. events) in each sub-period. In regular EOF 
(empirical orthogonal function) analysis, a covariance matrix is the spatial covariance 
function of the data at specified grid points 𝐶𝑗,𝑘 = 〈𝑇𝑗𝑇𝑘〉 where 𝑇𝑗 is the value of the 
data at a point 𝑟?̂?, i.e. the number of rainy days 𝑇𝑚,𝑙 at a certain station. However, the 
covariance function in the periodically extended empirical orthogonal function (PXEOF) 
is enhanced by time-lagged covariance functions as well as by treating each 𝑚 periodic 
segment as a different variable (e.g. Kim and Wu 1999):  
Method - Multi-site, PXEOF-enhanced orthogonal Markov chain model methodology 
 71  
 
𝐶 =  (
𝐶1,1 𝐶1,2 ⋯ 𝐶1,𝑚
𝐶2,1 𝐶2,2 ⋯ 𝐶2,𝑚
⋮ ⋮ ⋱ ⋮
𝐶𝑚,1 𝐶𝑚,2 ⋯ 𝐶𝑚,𝑚
) 
where  
𝐶𝑗,𝑘 = 〈𝑇(?̂?, 𝑗 + 𝑚𝑡) ∙ 𝑇(?̂?′, 𝑘 + 𝑚𝑡)〉,  
𝑗, 𝑘 = 1, ⋯ , 𝑚; 
Equation 2-5: Covariance matrix in the periodically extended empirical orthogonal function (PXEOF). 
with stations 𝑗 and 𝑘 as well as ?̂? and ?̂?′ representing values at former two station 
locations. For the 30-year dataset and using monthly sub-periods, 𝑙 EOFs with 
corresponding PCs are obtained, latter which are assumed to be Gaussian distributed for 
further simulations. After calculating 𝜎𝑙, i.e. the standard deviation of each PC, random 
weights 𝜔𝑙 for each EOF are generated from a normal distribution with a mean 
parameter of µ = 0 and standard deviation 𝜎𝑙. Scalar multiplication of the random 
weights 𝜔𝑙 with each 𝐸𝑂𝐹 yields the ‘weighted EOFs’, random variations in each 𝐸𝑂𝐹 
which are fitted in their variance. In order to obtain the periodical variations of the 
number of rainy days ?̂?𝑚,𝑗 (i.e. events) for each sub-period 𝑚 at a station 𝑗, the 𝐸𝑂𝐹𝑠 
are summed up, added to the observed, mean ?̅?𝑚,𝑙 values of each periodic 
segment 𝑚 and station 𝑗 and finally rounded to the nearest integer, such that: 
 
?̂?𝑚,𝑗 = ‖?̅?𝑚,𝑗 +∑𝜔𝑙
𝑙
1
 𝐸𝑂𝐹𝑙  ‖ 
Equation 2-6: Calculation of the simulated number of rainy days for station j and sub-period m. 
where T̅m,j is the observed number of rainy days at station j for all data values belonging 
to sub-period m, and ωl are the previously calculated weights for EOFl. Note that T̂m,j 
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can become negative as well as exceed the maximum possible number of rainy days 
which needs to be corrected for. The random weight generation as well as calculation in 
Equation 2-6 is repeated for however many sub-period iterations are needed. 
2.2.1.3. Minimization of RMSE to obtain optimal time series for Stn. 1 + 2, evaluation 
against generated monthly number of rainy days  
Following the procedure by Baigorria and Jones (2010), the rainfall generation 
procedure outlined below was undertaken. Rainfall events were generated for two 
‘core’ locations first, consequently adding station after station using the n-correlational 
distance-ordered station combination list. The two stations that were most correlated 
with all other stations in the dataset (thus having the smallest Gi value) were chosen as 
the core stations. Their respective correlated monthly number of rainy days served as a 
starting point and each month was filled with T̂𝑚 rainy days. Using a two-step temporal 
reordering process, the aim was to try to make sure that both the relative frequencies of 
spatial patterns as well as Markov transitional probabilities were optimally fit. This 
involved, as a first step, the reshuffling of four pairwise sub-time series, i.e. 
χit = 0 ∧  χjt = 0 
χit = 1 ∧  χjt = 0 
χit = 0 ∧  χjt = 1 
χit = 1 ∧  χjt = 1 
Equation 2-7: Possible daily spatial rainfall event patterns in the two core stations. 
where χit  is the rainfall state in core station 1, χjt  the rainfall state in core station 2. As a 
second step, sorting the generated daily spatial rainfall event patterns to best fit both 
Markov transitional probabilities for each individual station location was performed. 
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Using 100 iterations, the rainfall series for both core stations that reduced the root 
mean square error was selected via: 
argmin
h
RMSE =  √∑ ∑ ∑ [
(P̂χitχjt − Pχitχjt)
2
4
] 2⁄
1
χjt=0
1
χit=0
2
i=1
 
Equation 2-8: Core locations root mean square minimization argument for finding the best simulated 
rainfall sequence. 
where h is the pool of 100 ensembles created through the two-step temporal reordering 
process, P̂χitχjt  the simulated and Pχitχjt  the observed Markov transitional probabilities. 
This completed the rainfall generation for the core stations. 
Following the generation of core stations, the station with the third smallest Gi value is 
selected and generated using the two-state orthogonal Markov transition probabilities 
derived at the preparation stage. In order to simulate the first day for the third station, a 
rainfall occurrence state in χi(t−1)  is needed to run the Monte Carlo simulation for the 
following χit  with t = 2,… dm and dm representing the number of days in month m. 
Here, the unconditional climatological probability of rainfall was chosen to derive the 
first day’s state (i.e. whether or not rainfall is occurring at i, the station to-be-simulated). 
Subsequently, a random number from the uniform distribution is compared with the 
two-state orthogonal Markov transition probability to decide on the daily occurrence of 
rainfall. These steps are repeated for every day and month, whereas the last day of 
every month provided the state χi(t−1)  for the simulation of rainfall occurrence χit  on the 
first day of the successive month.  
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Similar to the core locations, an arbitrary 20 ensembles are created and evaluated. 20 
ensembles were sufficient to find ensembles members that would closely match 
evaluated target statistics. While two stations have been used for the generation of each 
new location, denoted stations j and k, the stations that have previously been generated 
but not used during the generation of the new location, i.e. independent locations l, are 
selected for the evaluation of each ensemble member. A new selection argument is 
subsequently introduced for the best ensemble member. Based on the original 
implementation by Baigorria and Jones (2010), ensembles are selected by minimizing 
the root mean square of the simulated minus observed correlation coefficients, dry-wet 
probabilities, as well as wet-wet probabilities between station i and all other stations l 
not used for generation. Additionally, the ensemble members are evaluated against the 
number of rainy days via the 𝑅𝑀𝑆𝐸𝑁𝐸𝑉𝑆 term. Hence, 
argmin
g
𝑅𝑀𝑆𝐸 = 
√
  
  
  
  
  
 
∑
[
 
 
 
 
 (
(ρ̂il − ρil)
2
ρil
)
2
+ (
P̂01l − P01l
P01l
)
2
+(
P̂11l − P11l
P11l
)
2
+ 𝑅𝑀𝑆𝐸𝑁𝐸𝑉𝑆
]
 
 
 
 
 
4(ngen − 3)⁄
ngen−3
l=1
l≠i≠j≠k
 
Equation 2-9: Root mean square minimization argument for the selection of the best ensemble member 
(based on the original implementation by Baigorria and Jones, 2010). 
where g denotes the set of 20 ensembles, ngen the number of locations previously 
generated, ρil and ρ̂il the observed and simulated Pearson correlation coefficient 
between station i and individual locations l respectively, and P01l,  P̂01l, P11l, and P̂11l the 
observed and simulated dry-wet and wet-wet probabilities at individual locations l 
respectively. 
The evaluation argument of simulated to observed number of rainy days 𝑅𝑀𝑆𝐸𝑁𝐸𝑉𝑆 can 
be defined as: 
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𝑅𝑀𝑆𝐸𝑁𝐸𝑉𝑆 = √(∑ (
?̂?𝑒𝑣𝑠,𝑚
i −𝑁𝑒𝑣𝑠,𝑚
i
𝑁𝑡𝑜𝑡,𝑚
)
2
𝑛𝑚
𝑚=1 ) 𝑛𝑚⁄  
Equation 2-10: Evaluation term for the difference in simulated and observed number of rainy days (i.e. 
events). 
where 𝑁𝑒𝑣𝑠,𝑚
i   and ?̂?𝑒𝑣𝑠,𝑚
i  are the observed and simulated number of rainy days during 
periodic segment 𝑚 at station i, 𝑁𝑡𝑜𝑡,𝑚 is the total number of days during periodic 
segment 𝑚, and 𝑛𝑚 is the total number of periodic segments 𝑚. Across all stations, an 
underestimation of the interannual variability in the simulated monthly number of rainy 
days by 25.5% (at the 1 sigma level) from the modelling results using the original 
implementation of Equation 2-9 by Baigorria and Jones (2010) is observed. Interannual 
variability is primarily governed by the simulated number of rainy days in the core 
stations and the generated number of rainy days outside core stations was not utilized. 
By evaluating other stations against their respective observed number of rainy days for 
every month, as outlined in Equation 2-10, an increase of interannual variability was 
achieved. The PXEOF-enhanced orthogonal Markov chain model has an average 
interannual standard deviation in the monthly number of rainy days across all stations of 
3.22 days (-22.6%) compared to 4.16 days in observations.  
2.2.2. Generation of rainfall amounts 
The amount generation procedure (see Figure 2-6 for an overview) is different from 
event generation as it does not involve a Markov chain but requires fitting probability 
distributions to rainfall amounts. Previous studies have pointed towards a number of 
different statistical distributions to empirically approximate daily precipitation totals, 
e.g. the Gamma (Groisman et al. 1999), log-normal (Biondini 1976), or mixed 
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exponential (Woolhiser and Roldan 1982), thus raising questions about the most 
“suitable” distribution for Peninsular Malaysia. With Peninsular Malaysia being governed 
by heavy monsoonal rainfall causing rainfall extremes beyond 500 millimetres per day, a 
more heavy-tailed distribution was expected. Wilson and Toumi (2005) attempted to 
add a dimension of physical understanding to the statistics of heavy precipitation. Heavy 
precipitation events greatly exceed evaporation rates and thus depend on low-level 
moisture convergence elsewhere in the atmosphere with relatively little contribution 
from change in the total column atmospheric water content (Trenberth et al. 2003). 
For example, Trenberth et al. (2003) noted that, on average, rainfall-producing weather 
systems reach out to distances about 3-5 times the radius of the precipitating region and 
gather in moisture over that area. A recent study by Chen et al. (2013) has established a 
significant relationship between interannual variations in Malaysian winter rainfall and 
the occurrence of so-called cold surges, i.e. cold air that breaks out from the Siberian 
high along its eastern flank with a periodicity of 2-15 days as strong northwesterlies 
toward the east China coast and penetrates seaward across the South China Sea and 
toward equatorial Southeast Asia. Chen et al. (2013) found that heavy rainfall events 
caused by cold surge events contribute close to two-thirds of the total rainfall in both 
parts of Peninsular Malaysia during the Northeast monsoon. Using all 196 stations 
across Peninsular Malaysia, 16 different distributions were fitted through maximum 
likelihood estimation (MLE) to the daily rainfall amounts. These include: Generalized 
Pareto, Weibull, Gamma, Lognormal, Log-Logistic, Exponential, Generalized Extreme 
Value, Birnbaum-Saunders, Nakagami, Inverse Gaussian, t Location-Scale, Logistic, 
Normal, Rayleigh, Rician and Extreme Value. 
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Figure 2-7: Weibull shape parameter k of daily rainfall amounts for all stations in Peninsular Malaysia. 
 
Figure 2-8: Weibull scale parameter λ of daily rainfall amounts for all stations in Peninsular Malaysia. 
Evaluating the fit via the Bayesian Information Criterion (BIC), the majority of stations 
indicated a Weibull distribution as the best fit. While the Weibull distribution is often 
not considered a standard “heavy tail” distribution (Coles 2001), the reader should be 
referred to Papalexiou et al. (2013) for a discussion on different “heavy tail” definitions. 
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Similar to their definition, the term “heavy tail” is utilized intuitively and more general, 
i.e. referring to tails approaching zero less rapidly than an exponential tail, thus 
classifying the Weibull as belonging to the sub-exponential family with a tail heavier 
than the exponential one for shape parameters k < 1. It is important to point out that 
more heavy-tailed distributions exist and can be classified into the exponential-
hyperexponential group (Gamma and the Weibull with shape parameter k ≥ 1 tails) as 
well as “purer” heavy-tail distributions such as the Lognormal, the Pareto or the Kappa 
distribution. 
The Weibull probability density formula as a function of random variable 𝑥 (with 𝑥 > 0) 
is defined by: 
𝑓(𝑥, k, λ) =   
k
λ
 (
𝑥
λ
)
k−1
𝑒−(𝑥 λ⁄ )
k
 
Equation 2-11: Probability density formula for the two-parameter Weibull distribution. 
where k is the Weibull shape parameter, λ the Weibull scale parameter. Looking at the 
map in Figure 2-7, the Weibull shape parameter for all stations indicates a heavy-tailed 
distribution (Weibull shape parameter k < 1), with heavier distribution tails predominant 
in the coastal areas. Figure 2-8 depicts the spatial variation of the Weibull scale 
parameter λ, with stations on the eastern side of Peninsular Malaysia generally 
indicating a higher statistical dispersion of the probability distribution due to monsoonal 
influence. Besides fitting distributions to all stations over the whole 30 year time series 
that observations were available for, the same procedure was applied to daily rainfall 
amounts grouped by month and station (2352 Weibull distribution fits in total). 
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For amount generation, a number of calculations were undertaken. Pearson correlations 
of rainfall amounts between stations needed to be performed similar to the procedure 
undertaken in the event simulation. However, for rainfall amounts, a transformation of 
Weibull to Gaussian values was first applied by sampling 100,000 values from the above 
mentioned, fitted Weibull distributions with shape parameter k and scale parameter λ. 
Normal score transformation, as explained below, was then applied to the sampled 
values. The resulting normal scores were then used to find the corresponding normal 
scores of observed rainfall values for every station.  
2.2.2.1. Correlation matrix of transformed rainfall amounts from any distribution to 
Gaussian using n-score transformation for simulated wet weather stations 
Following Baigorria and Jones (2010), correlated rainfall amounts (Rn
ψ
) are generated via 
the matrix multiplication of Rn and F where Rn is the vector of random numbers from 
the normal distribution (µ = 0, σ = 1) with elements n equal to the number of locations 
included in the simulation and F represents the Toeplitz-Cholesky factorization matrix 
(see Chapter 2.2.2.2). Because Rn
ψ
 is in Gaussian parameter space, it needs to be range-
rescaled to obtain Cr, the actual rainfall amounts.  
To undertake the transformation of sampled rainfall amounts from Weibull to Gaussian 
(for the derivation of the Toeplitz-Cholesky factorization matrix) and back-
transformation of Rn
ψ
 to actual simulated rainfall amounts Cr, a normal score 
transformation as described by Goovaerts (1997) was applied. The normal score 
transformation, also termed NQT, has been applied in a number of meteorological 
studies to transform the Cumulated Distribution Function (CDF) of observed 
precipitation data into a Gaussian function. It involves (Bogner et al. 2012): 
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- Sorting a sample X from the smallest to the largest observation x1, … , xn. 
- Estimating the cumulative probabilities pi, … , pn using a plotting position like 
i/(n + 1) such that pi = P(X ≤ xi). 
- Transforming each observation xi of X into observation yi = Q
−1(pi) of the 
standard normal variate Y, with Q denoting the standard normal distribution and 
Q−1 its inverse, applying discrete mapping. 
The ‘nscore’ function from the geostatistical Matlab toolbox mGstat v0.992 was used 
(Hansen 2011). As a result, the normal scores of observed rainfall amounts could be 
found and Toeplitz-Cholesky factorization matrix derived, based on the normal scores. 
2.2.2.2. Generation of Toeplitz-Cholesky factorization matrix using nearest correlation 
matrix following Higham’s method 
While using the Wilks (1998) approach for generating events was avoided, it has been 
resorted to for the amount simulation. To simulate the spatial correlation among station 
locations using correlated random fields, the observed correlation matrix of 
precipitation amounts C is assumed as: 
C =
[
 
 
 
 
1 r1,2 ⋯ r1,n−1 r1,n
r2,1 1 ⋯ r2,n−1 r2,n
⋮ ⋮ ⋱ ⋮ ⋮
rn−1,1 rn−1,2 ⋯ 1 rn−1,n
rn,1 rn,2 ⋯ rn,n−1 1 ]
 
 
 
 
 
Equation 2-12: Observed correlation matrix C. 
with r representing the Pearson correlation coefficients and n the number of stations 
that exhibit rainfall at a certain time step (as derived from the simulated events 
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procedure). A Toeplitz-Cholesky matrix decomposition can be performed. For a positive-
definite matrix, the Cholesky factorization results in an upper triangular matrix R where 
C = R′R. Multiplying the lower triangular matrix obtained from the Cholesky 
factorization (i.e. R′) by a matrix of random, normally distributed numbers N with 
dimensions (n, m) to create the correlated random field, one can obtain: 
R′N =
[
 
 
 
 
 
R′1,1 0 ⋯ 0 0
R′2,1 R
′
2,2 ⋯ 0 0
⋮ ⋮ ⋱ ⋮ ⋮
R′n−1,1 R
′
n−1,2 ⋯ R
′
n−1,n−1 0
R′n,1 R
′
n,2 ⋯ R
′
n,n−1 R
′
n,n]
 
 
 
 
 
  
×   
[
 
 
 
 
N1,1 0 ⋯ N1,m−1 N1,m
N2,1 N2,2 ⋯ N2,m−1 N2,m
⋮ ⋮ ⋱ ⋮ ⋮
Nn−1,1 Nn−1,2 ⋯ Nn−1,m−1 Nn−1,m
Nn,1 Nn,2 ⋯ Nn,m−1 Nn,m ]
 
 
 
 
 
Equation 2-13: R’N product obtained from multiplying the lower triangular matrix of a Cholesky 
factorization and random, Gaussian distributed numbers. 
In this case, the multiplication is undertaken using Rn. One of the caveats is that the 
Toeplitz-Cholesky decomposition only works for Gaussian distributions (Iman and 
Conover 1982) which requires e.g. the amounts being transformed into Gaussian 
parameter space. Equally important, functions that estimate correlations on a pairwise 
basis can possibly lead to non-positive-definite correlation matrices (Wothke 1993; as 
noted by Brissette et al. 2007).  
Solutions to this problem have been provided by several authors. Rebonato and Jäckel 
(2000) suggested the diagonalization of the matrix and the replacements of all negative 
eigenvalues with small positive values – an approach applied in a spatiotemporal 
weather generator by Brissette et al. (2007) who noticed that the approach may seem 
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‘empirical’ at first sight. In their 2010 paper, Baigorria and Jones also used the Rebonato 
and Jäckel (2000) approach. However, in their latest version (Baigorria 2014), they noted 
that the two factorization methods suggested by Rebonato and Jäckel (2000) – (a) using 
hyperspherical decomposition and (b) spectral decomposition – were applied without 
success for large correlation matrices. They suggested the use of an extension to Crout’s 
algorithm to solve the non-positive definiteness problems. Crout’s algorithm is an 
alternative algorithm used in LU decomposition and, here demonstrated by a 3 × 3 
matrix, assumes that any 𝑛 × 𝑛 matrix can be decomposed into  
[
a11 a12 a13
a21 a22 a23
a31 a32 a33
]   =  [
l11 0 0
l21 l22 0
l31 l32 l33
]   ×   [
1 u12 u13
0 1 u23
0 0 1
] 
Equation 2-14: Crout’s algorithm to find L and U matrices of a correlation matrix A in a hypothetical 3-
by-3 station setting. 
whereas, 
[
a11 a12 a13
a21 a22 a23
a31 a32 a33
] =  [
l11 (l11u12) (l11u12)
l21 (l21u12 + l22) (l21u13 + l11u12)
l31 (l31u12 + l32) (l31u13+l32u23 + l33)
] 
Equation 2-15: Solution to Crout’s algorithm. 
with l𝑖𝑗 and u𝑖𝑗 representing elements of lower and upper triangular matrices 
respectively and a𝑖𝑗 being the elements of the correlation matrix. In this case, the matrix 
size varies with the number of rainy stations 𝑙𝑡 at a certain time step 𝑡, hence 𝑙𝑡 =
max(𝑖) = max (𝑗). 
One can solve for all elements by equating the above matrices. As opposed to the 
Toeplitz-Cholesky decomposition, solving for all the diagonal entries using Crout’s 
algorithm does not require taking the square root, hence resolving the issue of negative 
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values, but it also needs solving more equations and increases computation time. 
Baigorria (2014) uses an arbitrary approximation technique to solve for l𝑖𝑗 and u𝑖𝑗 by 
adding an incremental value to l𝑖𝑖 where 𝑖 and 𝑗 represent the row and column 
respectively.  
The problem of non-definiteness has long been discussed in finance. In particular, the 
contribution by Higham (2002), who provided a numerically stable solution to the 
problem of finding the nearest non-positive definite correlation matrix given any 
symmetric matrix, needs to be pointed out. Higham (2002) highlighted that previous 
approaches only allowed to produce ‘approximate’ correlation matrices, but no linear 
convergence algorithm was available to determine the nearest correlation matrix. Using 
his alternating projections algorithm, the nearest correlation matrix from each time 
step 𝑡’s observed correlation matrix was derived. In a subsequent step, the nearest 
correlation matrix for every time step 𝑡 was then decomposed using the Toeplitz-
Cholesky decomposition.  
The alternating projections algorithm searches for the nearest correlation matrix to the 
symmetric matrix A by projecting onto the set of matrices with unit diagonal and the 
cone of symmetric positive definite matrices. A more detailed overview on the 
alternating projections algorithm can be found in Escalante and Raydan (2011) and 
implementations of the algorithm are available in R as well as MATLAB (e.g. 
http://nickhigham.wordpress.com/2013/02/13/the-nearest-correlation-matrix/ as of 20-
05-2014 for the MATLAB code).  
The Cholesky factorization was applied to the correlation matrices of the first two years 
of the simulation and the effect of station number size to both the ‘regular‘ factorization 
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matrix case (i.e. an unaltered correlation matrix) as well as the nearest correlation 
matrix using Higham‘s method (2002) were investigated. Note that the number of 
stations that are wet per time step define the size of the correlation matrix as 
correlation of these stations are included in the simulation. By adding one station at 
each daily time step through those two simulated years, the critical point where the 
correlation matrix would break down was extracted, i.e. the factorization matrix would 
exhibit eigenvalues equal or lower than zero. 
 
Figure 2-9: Cholesky factorization and the effect of matrix size to unaltered correlation matrices (blue; 
as applied in Baigorria and Jones 2010) and Higham’s nearest correlation matrices (green). 
As Figure 2-9 shows, the ‘regular‘ factorization matrix case quickly converges towards 
negative eigenvalues and starts to break down after including more than 12 stations 
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(see the blue envelope line in the bottom left of Figure 2-9). However, Higham‘s method 
allows us to perform a Cholesky factorization on correlation matrices with dimensions of 
196 x 196 (and higher if needed) with eigenvalues converging towards zero at a much 
slower rate.  
Concluding, a number of issues need to be solved when generating variables in a 
stochastic simulation framework. We have been addressing problems associated with ill-
conditioned correlation matrices above which – if implementing weather generators 
with spatially (or even variable) correlated, random numbers via the approach by Wilks 
(1998) – need to be overcome. For example, a covariance matrix may move towards 
singularity when one duplicates observations in a dataset. Brisette et al. (2007) highlight 
that even correlation matrices from “real-world” measurements may occasionally not 
adhere to the positive definiteness criterion because of excessive noise or a few outliers 
(Rebonato and Jäckel 2000). Thus, the estimation of pairwise correlations usually results 
in correlation matrices that are non-positive-definite. Using Higham’s (2002) approach 
and applying the nearest non-positive definite correlation matrix given any symmetric 
matrix to the simulation, one inevitably introduces biases into the simulation.  
An additional caveat is linked to statistical inference. The aim of statistical inference is to 
derive attributes of an underlying distribution by analysing the dataset. By using a 
particular statistical model to simulate weather (e.g. parametric as in this case), we 
apply a set of assumptions concerning the reproduction of observed data and/or similar 
data. Formulations of statistical models typically focus on the representation of certain 
sample properties about which one wishes to draw inference. Consequently, correct 
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assumptions are needed to adequately calibrate inference and for data-generating 
mechanisms to be correctly specified.  
Finally, since the degrees of freedom in a dataset are a function of both the number of 
records in the dataset as well as the number of independent variables in one’s model 
(Pandey and Bright 2008), the actual observations used as a basis to generate model 
output are in themselves influencing the correct representation of observed statistics, 
e.g. the variability of simulations. Weather generator evaluations are thus dependent on 
the data at hand – something that needs to be taken into account when comparing the 
behaviour of model output originating from different studies. 
2.3. Multi-site, ARMA-enhanced PXEOF model methodology 
2.3.1. Multivariate EOF simulation background 
In the second model methodology, multivariate EOFs are utilized more extensively and 
are not restricted to the generation of monthly rainy days (see Figure 2-10 for an 
overview). Again, following the idea by Kim et al. (2013), the motivation lies in an 
accurate replication of the seasonal evolution of rainfall, taking continuity between 
monthly and daily rainfall into account rather than independently generating 
precipitation for each time step and sub-period. The original purpose of EOFs, a widely 
used technique in atmospheric science, was to reduce the large number of variables of 
the original data to a few physically and dynamically independent patterns (called 
normal modes) without compromising much of the explained variance, i.e. 
dimensionality reduction and patterns extraction – thus serving as a largely exploratory 
technique (Fukuoka 1951; Lorenz 1956).  
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α + c parameters Residuals (noise) 
Concatenation of α + c parameters 
“Regular”, univariate EOF 
simulation by randomly sampling 
from PCs and calculating weighted 
sum of “reconstructed” EOFs 
 
 
Multivariate PXEOF simulation by 
randomly sampling from PCs and 
calculating weighted sum of 
“reconstructed” PXEOFs 
 
 
Splitting of simulated α + c 
parameters 
 
 
Generation of normalized daily rainfall values 
using monthly generated α+c parameters and 
daily simulated residuals εt such that 
 yt = c + α * yt-1 + εt 
 
 
Linear backtransformation of each station’s 
normalized daily rainfall time series 
 
 
Time series (detrended) for all stations 
 
Normal score transformation of each station’s 
time series (including zeroes) to obtain zero-
inflated vectors 
 
Random reshuffling of normalized zero values 
 
Monthly ARMA(1,0) model fitting to obtain AR 
parameters and residuals (noise)  
 
Figure 2-10: Multisite ARMA-PXEOF model methodology used to generate spatially and 
temporally correlated rainfall events and amounts over a time period of 10,000 years in this 
dissertation. 
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The method decomposes a space-time field into spatial patterns and associated time 
indices and several variations of EOFs have been devised since. Hannachi et al. (2007) 
present a good overview of these exploratory techniques in their review paper. In order 
to account for both spatial and temporal correlation in EOF analysis, Weare and 
Nasstrom (1982) introduced extended EOFs (subsequently denoted EEOFs) and provided 
evidence for retrograde movement in the dominant mode of vorticity fields as well as a 
high degree of persistence in the first mode of sea surface temperature fields – an 
added piece of information not evident in traditional EOF analysis.   
EEOF analysis is a technique that attempts to extract dynamical structures such as 
trends, oscillations as well as propagating structures and is one of the simplest forms of 
multivariate EOFs. It has been widely used in the literature for exploratory data analysis 
(see e.g. Barnston 1994; Black et al. 1996; Chen and Harr 1993; Fraedrich et al. 1997; 
Monahan et al. 1999; Mote et al. 2000; Murakami et al. 1986; Shabbar and Barnston 
1996; Singh and Kripalani 1986; Wang and An 2005; Wang et al. 2003). In contrast to 
using two or more spatiotemporal datasets, the EEOF analysis interesting to the current 
framework, treats lagged versions of the same process as additional variables (Cressie 
and Wikle 2011). It is, as such, a form of the multichannel singular spectral analysis (M-
SSA) technique with restricted temporal information (Ghil et al. 2001), i.e. involving a 
number of spatial channels greater than the number of temporal lags. In addition, a 
Monte Carlo counterpart in singular spectral analysis (Ghil and Vautard 1991; Vautard et 
al. 1992) has been developed to identify oscillatory pairs of eigenelements and separate 
signal from noise in the application to climatic time series. 
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The dominant functions of EEOFs are interpretable not only in terms of what are the 
dominant modes of variability, but also in terms of what are the dominant modes of 
space-time sequences of events as reported by Weare and Nasstrom (1982). The state 
vector of a variable field of interest at time t, i.e. 𝑠𝑡 = (𝑠𝑡,1, … 𝑠𝑡,𝑙) where 𝑡 = 1, … , 𝑛, is 
extended to include temporal information as: 
𝑠𝑡 = (𝑠𝑡,1, … , 𝑠𝑡+𝑀−1,1; 𝑠𝑡,2, … , 𝑠𝑡+𝑀−1,2; … ; 𝑠𝑡,𝑙, … , 𝑠𝑡+𝑀−1,𝑙) 
Equation 2-16: Lagged EEOF extension of the state vector. 
with 𝑡 = 1,… , 𝑛 − 𝑀 + 1, 𝑛 being the total number of time steps in the dataset and 𝑙 
being the total number of locations in the spatial domain. 𝑀 is termed the window 
length, delay parameter or embedding dimension and can constitute a time lag of one to 
several days/months/years. This allows us to include a time dimension into the state 
vector side by side with the spatial dimension (Hannachi et al. 2007).  
One can denote the extended state vector in terms of a conventional state vector 
alternatively as: 
𝒔𝒕 = (𝒔𝒕
𝟏, 𝒔𝒕
𝟐, … , 𝒔𝒕
𝒍) 
Equation 2-17: Conventional state vector. 
whereas the elements 𝑠𝑡
𝑘 with 𝑘 = 1,… , 𝑙 of this expanded state vector are temporally-
lagged values in themselves. “Stacking” the temporal sequences of a variable field into a 
state vector matrix, one can obtain: 
𝑋 = [
𝑠1
1 𝑠1
2 … 𝑠1
𝑙
⋮ ⋮ ⋱ ⋮
𝑠𝑛−𝑀+1
1 𝑠𝑛−𝑀+1
2 … 𝑠𝑛−𝑀+1
𝑙
] 
Equation 2-18: “Stacked” EEOF state vector matrix. 
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which results in a matrix of order (𝑛 − 𝑀 + 1) ∗ 𝑙𝑀 and is generally referred to as the 
delayed vector. The covariance matrix of 𝑋 in Equation 2-18 can be written as: 
𝛴 =
1
(𝑛 −𝑀 + 1)
 𝑋𝑇𝑋 = [
𝐶11 𝐶12 … 𝐶1𝑙
𝐶21 𝐶22 … 𝐶2𝑙
⋮ ⋮ ⋱ ⋮
𝐶𝑙1 𝐶𝑙2 … 𝐶𝑙𝑙
] 
Equation 2-19: Covariance matrix of the delayed vector. 
where 𝑋𝑇 represents the transposed delayed vector matrix and each 𝐶𝑖𝑗 with 1 ≤ 𝑖, 𝑗 ≤
𝑙 is a lagged covariance matrix between grid point 𝑖 and grid point 𝑗, given by 
𝐶𝑖𝑗 =
1
(𝑛−𝑀+1)
∑ 𝑠𝑡
𝑖𝑇𝑛−𝑀+1
𝑡=1 𝑠𝑡
𝑗
. 
EEOFs are hence computed as the EOFs of the extended data matrix given in Equation 
2-18, i.e. the eigenvectors of the covariance matrix 𝛴 in Equation 2-19, and eigenvalues 
are obtained which will later be used for resampling purposes. Here, the in-built 
MATLAB ‘eig’ function was used to obtain the eigenvalues and principal component 
matrix by projecting eigenvectors onto the original data. 
A variant of the extended EOF technique has been introduced by Kim and Wu (1999) in 
the form of periodically extended EOFs (PXEOFs). Both techniques, EEOFs and PXEOFs 
have, to the author’s knowledge, not been applied to weather generators previously. As 
it is the aim to generate random fields that display the same variability, evolution as well 
as correlation structure as observations, a method capable of reproducing space-time 
(moving) patterns of data was needed. The PXEOF technique treats a variable field as a 
cyclostationary process, a tendency typical of many geophysical and climatic processes 
evident e.g. through strong seasonality (Kim et al. 1996), and instead of using 
consecutive time windows divides the data into 𝑗 periodic segments. The covariance is 
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then derived by treating these segments as different variables. Thus, the covariance 
function in the periodically extended empirical orthogonal function (PXEOF) is enhanced 
by time-lagged covariance functions as well as by treating each 𝑗 periodic segment as a 
different variable (Kim and Wu 1999).  
In their paper, Kim and Wu (1999) showed a comparison of eight different 
eigentechniques, i.e. EOF analyses, in identifying independent patterns from a dataset 
with a focus on deforming and moving patterns. By synthetically generating two 
anomaly patterns on top of a noise field which were (a) stationary in space and time 
(experiment 1), (b) non-stationary, i.e. shape and amplitude of patterns periodically 
changed in time (experiment 2), (c) non-stationary, i.e. patterns were periodically 
moving across the simulation domain in time (experiment 3), and performing different 
EOF analyses on these patterns, they showed that only CSEOF (cyclostationary EOF) and 
PXEOF (periodically extended EOF) were able to identify each independent pattern 
successfully, with other techniques suffering from varying degrees of modal mixing and 
splitting. Modal mixing takes the form of non-negligible secondary correlations with 
modes other than the matching one, whereas modal splitting occurs because 
eigentechniques based on the stationarity assumption cannot represent evolving 
patterns. Resulting from this, evolving patterns are usually split into a number of 
stationary patterns (Kim and Wu 1999), a drawback which needed to be avoided when 
applying EOFs to the current weather generator methodology. 
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2.3.2. Zero-inflated vector treatment using censored, transformed Gaussian 
distributions 
In conventional weather generators, such as time series models, the rainfall generation 
is usually split into two steps – the at-site occurrence process (the transition between 
wet and dry days) and rainfall amount process (positive rainfall in wet days). Options to 
avoid the split between occurrence and amount processes have been proposed by 
several authors.  
Stidd (1973) first proposed a model which assumes that levels of precipitation are 
realizations from a normal distribution that has been truncated and transformed. 
Subsequently, Sansó and Guenni (1999) accounted for the rainfall time series being a 
zero-inflated vector and the joint simulation of occurrence and amounts was achieved 
by Bardossy and Pegram (2009) and Ailliot et al. (2009) using censored, power-
transformed, Gaussian distributions (see also Allcroft and Glasbey 2003; Bardossy and 
Plate 1992; Kleiber et al. 2012). Hereby a monotonic function is used to transform the 
rainfall to a latent Gaussian variable, such that when rain is observed the variable takes 
a value above a threshold and when no rain is observed the variable takes a ‘censored’ 
value below the threshold.  
A similar modelling approach to Stehlıḱ and Bárdossy (2002) is adopted here by 
transforming the precipitation distribution to approximate normality, with zeroes 
corresponding to negative transformed values for the rainfall generator and applying the 
normal score transformation (Goovaerts 1997) to Peninsular Malaysian rainfall data. 
Again, the ‘nscore’ function from the geostatistical Matlab toolbox mGstat v0.992 
(Hansen 2011) was used to make the distribution Gaussian. In order to avoid the 
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introduction of any artificial trends or shifts during later procedures, random shuffling of 
the normal scores of transformed zeroes (i.e. no-rainfall days) that could be caused by 
the normal score transformation at each station was applied.  
2.3.3. Autoregressive model estimation and parameter simulation via multivariate 
EOFs 
Following transformation, the data was split into sub-periods (months) and years with 
the intent of fitting a simple ARMA-(1,0) model to the data. The lag-1 autoregressive 
model is used widely for stochastic rainfall simulations (see e.g. Bardossy and Plate 
1992; Thyer and Kuczera 2000) and enables to capture autoregression between rainfall 
amounts on consecutive days, ultimately improving modelled multi-day rainfall totals. 
Despite this relatively traditional and passive means of inducing amount persistence into 
rainfall simulations, temporal correlation is provided via the autoregression parameters 
(autoregression coefficient and constant) at each station, simulating them via a 
multivariate EOF technique, while preserving spatial correlation via the inferred 
residuals which are, in turn, also modelled using a ‘classical’ univariate EOF technique.  
For that purpose, let us define a linear time series model for a response process 𝑦𝑡 and 
noise 𝜀𝑡 by: 
𝑦𝑡 = 𝑐 + 𝛼1𝑦𝑡−1 +⋯+ 𝛼𝑝𝑦𝑡−𝑝 + 𝜀𝑡 + 𝛽1𝜀𝑡−1 +⋯+ 𝛽𝑞𝜀𝑡−𝑞  
Equation 2-20: Generalized ARMA model specification. 
where 𝜀𝑡 is a zero-mean Gaussian distributed component with variance 𝜎
2 (i.e. white 
noise), 𝑝 denotes the order of the AR (autoregressive) component, 𝛼 the AR coefficient, 
𝑞 the order of the MA (moving-average) component, and 𝛽 the MA coefficient. Similar 
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to fit procedures in many conditional mean models, the model fit of a simple ARMA-
(1,0) process was checked via the moments of the underlying sample distribution by 
looking at the autocorrelation and partial autocorrelation function and then estimated 
the parameters for the normal-scored (Gaussian distributed) time series using maximum 
likelihood. By simple numerical minimization of the log likelihood, one can find 
estimates of 𝜃, the set of parameters (c, 𝛼, σ2). Parameters c and 𝛼 were estimated for 
every sub-period (i.e. monthly), year and station, ending up with an array of dimensions 
(12x30x196) and saved the noise terms 𝜀𝑡 in a separate array.  
Applying the periodically extended EOF (PXEOF) simulation technique in an exploratory 
sense, all EOF patterns and corresponding principal components were then derived after 
concatenating fitted c and 𝛼 values along the station dimension. This resulted in 2 ∗ 𝑙 
EOF patterns (as only a time lag of 𝑡 − 1 was included in the simulation), with 𝑙 
representing the number of grid points in the data set. Because any data set can be 
thought of as being composed of EOF patterns times their associated PC values at that 
time, i.e. deterministic evolution patterns and corresponding stochastic amplitude time 
series, it is easy to reconstruct the original data. Similarly, by randomly sampling from 
existing principal components for every EOF and calculating the weighted sum of the 
“reconstructed” EOFs by multiplying randomly sampled PCs with each corresponding 
EOF, spatially and temporally correlated c and 𝛼 value pairs can be generated for the 
further simulation procedure. 
Unlike a regular resampling method, this approach provides new realizations of c and 𝛼 
value pairs. As Serinaldi and Kilsby (2014a) remarked, regular resampling methods 
represent a data-driven approach, not allowing for the generation of values more 
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extreme than those observed. For comparison, Figure 2-11 shows observed versus 
simulated AR coefficients and constant pairs for selected years and months with station 
number on the x-axis.  
 
Figure 2-11: Observed (left; denoted ‘Obs’) versus simulated (right; denoted ‘Sim’) AR coefficients and 
constants for selected years (indicated by the heading), by month (y-axis) and grid point number (x-
axis). Simulated AR coefficients and constants were generated using periodically extended EOFs 
(PXEOFs) to represent multi-site period temporal and spatial variability. 
One can already see that AR coefficients and constant pair combinations in Peninsular 
Malaysia are highly dependent on the climatology regime in different regions. The 
eastern coastal region, for example, which is represented by higher station numbers 
(greater than station number 100) tends to reveal higher AR coefficients during the 
onset of the winter monsoon season (November to February) and below-average 
constants at the middle/end of  the winter monsoon season (January to April).  
Kim et al. (2013) use an interesting modelling approach worth mentioning to illustrate 
the difference to this chapter’s methodology. To simulate daily summertime 
precipitation in Korea, they first undertake an exploratory data analysis using univariate 
EOFs thereby creating a set of EOFs and corresponding PCs. Consequently, Kim et al. 
(2013) fit autoregressive-moving average (ARMA) models to each PC time series (with 
their corresponding EOFs) of the original rainfall data, thereby “smoothing out” the time 
series and having to generate extreme precipitation in a separate step. This chapter’s 
method prevents the necessity of having to synthetically introduce higher-frequency 
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fluctuations and instead fits an autoregressive model to the rainfall data itself, later 
using multivariate EOF analysis to derive and simulate AR parameter set 𝜃. 
2.3.4. Noise simulation via univariate EOFs 
The spatially correlated noise term needs to be incorporated into the autoregressive 
model. The univariate EOFs for observed residuals of the normal scored rainfall values 
are derived accordingly, because c and 𝛼 are estimated for every sub-period (i.e. 
monthly) and year. Again randomly sampling from existing principal components for 
every EOF and calculating the weighted sum of the “reconstructed” EOFs by multiplying 
randomly sampled PCs with each corresponding EOF gives us simulated residuals which 
are then used for the actual ARMA(𝑝, 𝑞) process simulation. Using the simulated 
parameter set θ and spatially correlated residuals 𝜀𝑡, rainfall values 𝑦𝑡 are simulated for 
each station at timestep 𝑡 given 𝑦𝑡−1.  
Note that for simulation day 1, a random realization of observed January rainfall values 
is used, and rainfall values from the last day of the previous month is used for the 
ARMA(𝑝, 𝑞) process simulation of the first day of the next month. Linear normal score 
back-transformation yields the actual rainfall values in mm/day. 
2.4. Multivariable, multisite PXEOF-EEOF model methodology 
2.4.1. Concatenation of variables in the EEOF state vector 
To extend the previous model methodology to a multivariable context, the ARMA model 
framework was excluded from the methodology due to time saving constraints in fitting 
the model coefficients. Instead, to simulate the daily sequence of rainfall values, a 
simple extended EOF technique for daily fluctuations was used in addition to the 
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seasonal cycle simulation via PXEOFs as described in the previous methodology chapter 
2.3.   
The lagged, “stacked” EEOF matrix in Equation 2-18 which extends the time dimension 
via a time window of length 𝑀 was further expanded along the station dimension with 
length 𝑙 by adding on the variables of interest – surface pressure, air temperature and 
specific humidity. Thus, a generalized state matrix of form: 
𝑋𝑚𝑢𝑙𝑡𝑖𝑣𝑎𝑟 = [
𝑠1
1,1 𝑠1
2,1 … 𝑠1
𝑙,1 … 𝑠1
1,𝑣 𝑠1
2,𝑣 … 𝑠1
𝑙,𝑣
⋮ ⋮ ⋱ ⋮ … ⋮ ⋮ ⋱ ⋮
𝑠𝑛−𝑀+1
1,1 𝑠𝑛−𝑀+1
2,1 … 𝑠𝑛−𝑀+1
𝑙,1 … 𝑠𝑛−𝑀+1
1,𝑣 𝑠𝑛−𝑀+1
2,𝑣 … 𝑠𝑛−𝑀+1
𝑙,𝑣
] 
Equation 2-21: “Stacked”, multivariable EEOF state vector matrix. 
can be obtained where 𝑣 represents the number of variables to be included. The new 
data matrix is now of order matrix of order (𝑛 − 𝑀 + 1) ∗ 𝑙𝑣𝑀 which is significantly 
larger than the original matrix dimension. Again, eigenvalues and eigenvectors were 
obtained by computing the EOFs of the extended data matrix denoted in Equation 2-21.  
EEOFs were computed on the daily data values with a window length of two days 
following normal score transformation, deseasonalization and simple linear detrending 
(subsequently denoted “2t-method”). Recall that for any type of extended EOFs, spatial 
patterns that occur at one point in time in observations are assumed to be linked to 
spatial patterns that occur at a later point in time (in this case, the next day). Hence, the 
basic idea is that this allows us to realistically simulate day-to-day variations across the 
space-time-variable dimension.  
Deseasonalization was carried out by locally weighted scatterplot smoothing (LOWESS), 
i.e. fitting a local regression curve using weighted linear least squares and a first degree 
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polynomial model. The span of the moving average filter was chosen as four times the 
monthly average number of days, i.e. approximately 122 days. 
Simulation of the daily values for each variable within the multivariable, multisite 
PXEOF-EEOF model framework consisted of the following simple steps (neglecting 
interannual correlations at this point in time): 
- For day 1 in a given simulation year, randomly sample from the principal 
components of each EEOF computed on the daily, transformed, detrended and 
deseasonalized data. Subsequently, the weighted sum of matrix-multiplied EEOFs 
and sampled principal components were calculated to generate daily 
(deseasonalized) data.  
- For any further days, repeat the previous simulation step. Execute the random 
sampling procedure for a number of ensembles denoted 𝑛𝑡𝐸𝑛𝑠 and store in an 
array. In order to minimize convergence through sampling as well as best 
possible reproduction of temporal autocorrelation for the multivariable case, an 
ensemble size of 1,000 was chosen after a number of experiments. Because 
EEOFs represent a typical sequence of data values across a 2t window (i.e. two 
daily time steps), the simulated, second time step obtained from the first (and 
previously selected) EEOF needed to be matched with the simulated first time 
step of the second EEOF.  
Suppose that, for the given case, the first simulation step results in a state vector 
matrix of form: 
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x̂d = (
?̂?1
1,1 ?̂?1
2,1 … ?̂?1
𝑙,1 … ?̂?1
1.𝑣 ?̂?1
2.𝑣 … ?̂?1
𝑙,𝑣
?̂?2
1,1 ?̂?2
2,1 … ?̂?2
𝑙,1 … ?̂?2
1,𝑣 ?̂?2
2,𝑣 … ?̂?2
𝑙,𝑣) 
Equation 2-22: State vector matrix for a previously selected ensemble on day d. 
where the subscript 𝑟 in ?̂?𝑟
𝑙,𝑣 denotes the first or second time step within the 
reproduced 2t-EEOF simulation window, d the day of simulation and the hat 
accent indicates that this is the chosen ensemble for day d. The second time step 
of x̂d can be rewritten as x̂d,2 = (?̂?2
1,1, ?̂?2
2,1, … , ?̂?2
𝑙,𝑣). 
Similarly, a state vector for the following day: 
xd+1
e = (
𝑠1
1,1 𝑠1
2,1 … 𝑠1
𝑙,1 … 𝑠1
1.𝑣 𝑠1
2.𝑣 … 𝑠1
𝑙,𝑣
𝑠2
1,1 𝑠2
2,1 … 𝑠2
𝑙,1 … 𝑠2
1,𝑣 𝑠2
2,𝑣 … 𝑠2
𝑙,𝑣) 
Equation 2-23: State vector matrix for an ensemble e on day d+1. 
can be derived where e indicates the ensemble number such that e =
1, … , 𝑛𝑡𝐸𝑛𝑠. The first time step can be rewritten as xd+1,1
e = (𝑠1
1,1, 𝑠1
2,1, … , 𝑠1
𝑙,𝑣).  
In order to select a suitable ensemble for the subsequent day, a simple RMSE 
minimization (in normalized space) is used such that: 
arg min
𝑛𝑡𝐸𝑛𝑠
RMSE =  √
∑ ∑ (x̂d,2 − xd+1,1
e )
2𝑣
1
𝑙
1
𝑙𝑣
 
Equation 2-24: RMSE minimization in the EEOF simulation. 
thereby minimizing the error between the second time step of the simulated day 
d and first time step of all given ensembles for a given day d + 1. Note that the 
time steps utilized in the RMSE calculation as such constitute the same day 
within the simulation framework. Having selected the ensemble with the 
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smallest error, the first and second time steps are stored in a matrix and the 
procedure repeated. Initially, a one yearly cycle (days 1 to 365) was simulated at 
a time before enhancing the model and taking interannual correlations into 
account. The author of this thesis was aware that this may have led to noticeable 
“jumps” from one year to the next. However, as indicated in the results chapter, 
these discontinuities could later be reduced substantially and did not have an 
effect on daily or monthly/seasonal statistics. 
- In order to reproduce the seasonal cycle, PXEOFs were similarly computed on 
monthly means (in normalized space). Monthly means of each station and 
variable were combined into a three-dimensional matrix of size  𝑛𝑦𝑟𝑠 ∗ 𝑙𝑣 ∗ 𝑀 
where 𝑙 represents the number of stations, 𝑣 the number of variables, 𝑀 the 
number of sub-periods (i.e. in this case, twelve months were chosen as 𝑀) and 
𝑛𝑦𝑟𝑠 the total number of years available in observations. Similar to the above 
EEOF matrix, the 𝑙𝑣 dimension consisted of monthly means whereas each 
variable was appended along the station dimension. One can define the 
temporary state vector 𝑆𝑃𝑀𝑚𝑢𝑙𝑡𝑖𝑣𝑎𝑟,𝑦𝑟 for sub-period means of a given year in a 
similar way to Equation 2-21 as (here an example for year 1, i.e. 𝑆𝑃𝑀𝑚𝑢𝑙𝑡𝑖𝑣𝑎𝑟,1): 
𝑆𝑃𝑀𝑚𝑢𝑙𝑡𝑖𝑣𝑎𝑟,1
= [
𝑠𝑝𝑚1
1,1 𝑠𝑝𝑚1
2,1 … 𝑠𝑝𝑚1
𝑙,1 … 𝑠𝑝𝑚1
1,𝑣 𝑠𝑝𝑚1
2,𝑣 … 𝑠𝑝𝑚1
𝑙,𝑣
⋮ ⋮ ⋱ ⋮ … ⋮ ⋮ ⋱ ⋮
𝑠𝑝𝑚𝑀
1,1 𝑠𝑝𝑚𝑀
2,1 … 𝑠𝑝𝑚𝑀
𝑙,1 … 𝑠𝑝𝑚𝑀
1,𝑣 𝑠𝑝𝑚𝑀
2,𝑣 … 𝑠𝑝𝑚𝑀
𝑙,𝑣
] 
Equation 2-25: Temporary, exemplary sub-period mean state vector matrix for year 1. 
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where 𝑠𝑝𝑚𝑀
𝑙,𝑣 represents the sub-period mean at sub-period 𝑀, station 𝑙 and for 
variable 𝑣.  
- As previously mentioned, the PXEOF technique treats a variable field as a 
cyclostationary process (Kim et al. 1996) and instead of using consecutive time 
windows (as opposed to the EEOF method) divides the data into periodic 
segments. By using the temporary state vector 𝑆𝑃𝑀𝑚𝑢𝑙𝑡𝑖𝑣𝑎𝑟,𝑦𝑟, the 𝑙𝑣 ∗ 𝑀 
dimensions are subsequently combined into a single 𝑙𝑣𝑀 dimension such that 
the (final) “stacked” state vector 𝑆𝑃𝑀𝑚𝑢𝑙𝑡𝑖𝑣𝑎𝑟  is obtained: 
𝑆𝑃𝑀𝑚𝑢𝑙𝑡𝑖𝑣𝑎𝑟
= [
𝑠𝑝𝑚1
1,1,1 … 𝑠𝑝𝑚1
𝑙,1,1 … 𝑠𝑝𝑚1
1,𝑣,1 … 𝑠𝑝𝑚1
𝑙,𝑣,1 … 𝑠𝑝𝑚1
𝑙,𝑣,𝑀
⋮ ⋱ ⋮ … ⋮ ⋱ ⋮ ⋱ ⋮
𝑠𝑝𝑚𝑛𝑦𝑟𝑠
1,1,1 … 𝑠𝑝𝑚𝑛𝑦𝑟𝑠
𝑙,1,1 … 𝑠𝑝𝑚𝑛𝑦𝑟𝑠
1,𝑣,1 … 𝑠𝑝𝑚𝑛𝑦𝑟𝑠
𝑙,𝑣,1 … 𝑠𝑝𝑚𝑛𝑦𝑟𝑠
𝑙,𝑣,𝑀
]. 
Equation 2-26: “Stacked” sub-period mean state vector matrix. 
Finally, an EOF analysis on this (final) “stacked” state vector matrix 𝑆𝑃𝑀𝑚𝑢𝑙𝑡𝑖𝑣𝑎𝑟  
was performed and, again, the weighted sum of matrix-multiplied PXEOFs and 
sampled principal components was calculated to generate yearly cycles within 
the resampling framework. In order to avoid discontinuities resulting from 
constant values (i.e. “jumps”) across sub-periods, simulated monthly mean 
values were interpolated onto daily time steps using the piecewise cubic hermite 
interpolating polynomial algorithm (PCHIP) described in Fritsch and Carlson 
(1980) and implemented in MATLAB. PCHIP offers the advantage of interpolating 
widely spaced observation points by finding the values of an underlying 
interpolating function 𝑃(𝑥) at intermediate points, without excessive 
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“overshoots” (e.g. as a result of the regular spline interpolation) and smoothing 
(i.e. underestimation of peaks resulting in a seasonal cycle underestimation). 
- To complete the yearly simulation of daily values, the seasonal cycle and daily 
generated sequences across all stations and variables were added together after 
linear back-transformation of the values. The annual simulations are repeated to 
complete a simulation ensemble of the same length as the observed time series. 
1,000 to 10,000 years’ worth of data were produced and subdivided into 333 or 
33 ensembles with a length of 30 years for later evaluation. 
2.4.2. Inclusion of interannual correlations into the existing framework 
As evident from the previous section, the generation of daily variable sequences 
resulted in yearly simulations that were non-contiguous and generally did not reproduce 
any of the observed interannual correlations. Due to the importance of interannual 
correlations in determining the strength of the Northeast monsoon season (observed 
interannual correlations for rainfall exceed 0.5 for some Peninsular Malaysian stations), 
an extension to the multivariable, multisite framework was implemented (see Figure 
2-12 for an overview of the multivariable, multisite PXEOF-EEOF model methodology 
with inclusion of interannual correlations).  
By adding a subsequent period of 𝑀𝑜𝑣𝑒𝑟 sub-periods to the number of existing sub-
periods 𝑀 included in the PXEOF analysis such that the existing twelve months of 
monthly means were extended by additional monthly mean elements from the next 
year, an improvement to both interannual and monthly autocorrelations was targeted.   
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Low-frequency oscillations 
via (extra-)PXEOFs 
Normal score transformation of sub-period 
means for each station and variable 
Creation of extended (normalized) sub-
period mean state vector 𝑆𝑃𝑀𝑚𝑢𝑙𝑡𝑖𝑣𝑎𝑟
𝑖𝑛𝑡𝑒𝑟𝑎𝑛𝑛𝑢𝑎𝑙 
(i.e. for extraPXEOF12, extension by 12 
months) 
 
 
PXEOF calculation on extended sub-period 
mean state vector 𝑆𝑃𝑀𝑚𝑢𝑙𝑡𝑖𝑣𝑎𝑟
𝑖𝑛𝑡𝑒𝑟𝑎𝑛𝑛𝑢𝑎𝑙 to obtain 
PXEOFs and corresponding PCs 
 
 
Concatenation of variables into one array 
 
Linear backtransformation 
 
Addition of simulated (interpolated) sub-
period means and daily fluctuations with final 
separation of variables 
High-frequency (daily) oscillations 
via EEOFs 
Generation of first year with extended 
period 𝑀 +𝑀𝑜𝑣𝑒𝑟 
 
if yr = 1 
for yr > 1 
Subtraction of seasonal component from 
observations using LOWESS smoothing 
Normal score transformation of 
(deseasonalized) daily values for each station 
and variable 
Creation of extended (normalized) daily state 
vector 𝑋𝑚𝑢𝑙𝑡𝑖𝑣𝑎𝑟 
EEOF calculation on extended daily state vector 
𝑋𝑚𝑢𝑙𝑡𝑖𝑣𝑎𝑟 to obtain PXEOFs and corresponding 
PCs (“2t-method”) 
if t = 1 
Generation of first day with extended day t + 1 
 for t > 1 
𝑛t𝐸𝑛𝑠 ENSEMBLE 
Generated, subsequent 2t window 
... 
Generated, subsequent 2t window 
𝑛𝑋𝑃𝑋𝐸𝑛𝑠 ENSEMBLE 
Generated, subsequent year with 
extended period 𝑀 +𝑀𝑜𝑣𝑒𝑟 
 
Generated, subsequent year with 
extended period 𝑀 +𝑀𝑜𝑣𝑒𝑟 
 
... 
Repeat until yr = 1000 
Repeat until t = 365 
MSE minimization between extended day x̂d,2 
of previous (selected) 2t window and first day 
xd+1,1
e  of all 𝑛t𝐸𝑛𝑠 members  
 
MSE minimization between extended period 
𝑀𝑜𝑣𝑒𝑟 of previous simulation year and first 𝑚 
months of all 𝑛𝑋𝑃𝑋𝐸𝑛𝑠 members  
 
Linear backtransformation 
 
Interpolation of generated monthly sub-period 
means onto daily values 
 
Figure 2-12: Multivariable, multisite PXEOF-EEOF model methodology used to generate spatially and 
temporally correlated rainfall events and amounts over a time period of 1,000 years in this 
dissertation. 
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Similar to Equation 2-25, one can create a temporary state vector matrix (here an 
exemplary matrix for year 1): 
𝑆𝑃𝑀𝑚𝑢𝑙𝑡𝑖𝑣𝑎𝑟,1
𝑖𝑛𝑡𝑒𝑟𝑎𝑛𝑛𝑢𝑎𝑙
=
[
 
 
 
 
 𝑠𝑝𝑚1
1,1 … 𝑠𝑝𝑚1
𝑙,1 … 𝑠𝑝𝑚1
1,𝑣 … 𝑠𝑝𝑚1
𝑙,𝑣
⋮ ⋱ ⋮ … ⋮ ⋱ ⋮
𝑠𝑝𝑚𝑀
1,1 … 𝑠𝑝𝑚𝑀
𝑙,1 … 𝑠𝑝𝑚𝑀
1,𝑣 … 𝑠𝑝𝑚𝑀
𝑙,𝑣
⋮ ⋱ ⋮ … ⋮ ⋱ ⋮
𝑠𝑝𝑚𝑀+𝑀𝑜𝑣𝑒𝑟
1,1 … 𝑠𝑝𝑚𝑀+𝑀𝑜𝑣𝑒𝑟
𝑙,1 … 𝑠𝑝𝑚𝑀+𝑀𝑜𝑣𝑒𝑟
1,𝑣 … 𝑠𝑝𝑚𝑀+𝑀𝑜𝑣𝑒𝑟
𝑙,𝑣
]
 
 
 
 
 
 
Equation 2-27: Temporary, exemplary sub-period mean state vector matrix for an extended 
year 1 plus Mover sub-periods. 
Note that, due to the extension, one can only derive (𝑛𝑦𝑟𝑠 − 1) 𝑆𝑃𝑀𝑚𝑢𝑙𝑡𝑖𝑣𝑎𝑟,𝑦𝑟
𝑖𝑛𝑡𝑒𝑟𝑎𝑛𝑛𝑢𝑎𝑙 matrix 
vectors (as opposed to 𝑛𝑦𝑟𝑠 𝑆𝑃𝑀𝑚𝑢𝑙𝑡𝑖𝑣𝑎𝑟,𝑦𝑟 matrix vectors in the previous case). Similar 
to the above, the temporary state vector 𝑆𝑃𝑀𝑚𝑢𝑙𝑡𝑖𝑣𝑎𝑟,𝑦𝑟
𝑖𝑛𝑡𝑒𝑟𝑎𝑛𝑛𝑢𝑎𝑙 is then combined into a (final) 
“stacked” state vector 𝑆𝑃𝑀𝑚𝑢𝑙𝑡𝑖𝑣𝑎𝑟
𝑖𝑛𝑡𝑒𝑟𝑎𝑛𝑛𝑢𝑎𝑙 which is used to perform the EOF analysis: 
𝑆𝑃𝑀𝑚𝑢𝑙𝑡𝑖𝑣𝑎𝑟
𝑖𝑛𝑡𝑒𝑟𝑎𝑛𝑛𝑢𝑎𝑙
= [
𝑠𝑝𝑚1
1,1,1 … 𝑠𝑝𝑚1
𝑙,1,1 … 𝑠𝑝𝑚1
1,𝑣,1 … 𝑠𝑝𝑚1
𝑙,𝑣,1 … 𝑠𝑝𝑚1
𝑙,𝑣,𝑀+𝑀𝑜𝑣𝑒𝑟
⋮ ⋱ ⋮ … ⋮ ⋱ ⋮ ⋱ ⋮
𝑠𝑝𝑚𝑛𝑦𝑟𝑠−1
1,1,1 … 𝑠𝑝𝑚𝑛𝑦𝑟𝑠−1
𝑙,1,1 … 𝑠𝑝𝑚𝑛𝑦𝑟𝑠−1
1,𝑣,1 … 𝑠𝑝𝑚𝑛𝑦𝑟𝑠−1
𝑙,𝑣,1 … 𝑠𝑝𝑚𝑛𝑦𝑟𝑠−1
𝑙,𝑣,𝑀+𝑀𝑜𝑣𝑒𝑟
] 
Equation 2-28: “Stacked” sub-period mean state vector matrix extended by Mover sub-periods. 
Similar to the 2t-EEOF simulation method for daily fluctuations, the first simulation year 
was generated via calculating the weighted sum of matrix-multiplied PXEOFs and 
randomly sampled principal components to generate yearly cycles within the resampling 
framework. As the first simulation year included the extension of Mover sub-periods, a 
further 𝑛𝑋𝑃𝑋𝐸𝑛𝑠 ensemble of simulation years of length M plus Mover was generated to 
subsequently minimize the mean squared error on the overlapping last Mover sub-
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periods of the (chosen) first simulation year and the first Mover sub-periods of the 
𝑛𝑋𝑃𝑋𝐸𝑛𝑠 simulation years of all 𝑛𝑋𝑃𝑋𝐸𝑛𝑠 ensembles which would subsequently 
represent the next year (thus the notation yr + 1 in the following Equation 2-24). A 
uniform weighting across the overlapping months for all variables and locations was 
chosen, such that the mean squared error calculation followed the argument:  
arg min
𝑛𝑋𝑃𝑋𝐸𝑛𝑠
MSE = ∑∑ ∑ (ẑyr,M+m − zyr+1,m
e )
2
𝑀𝑜𝑣𝑒𝑟
1
𝑣
1
𝑙
1
 
Equation 2-29: MSE minimization in the extended PXEOF simulation. 
where zyr+1,m
e  represents the state vector matrix of monthly means for an ensemble e 
with 𝑒 = 1,… , 𝑛𝑋𝑃𝑋𝐸𝑛𝑠 for year yr + 1 and month m with 1 ≤ 𝑚 ≤ 𝑀𝑜𝑣𝑒𝑟 and 
ẑyr,M+m the state vector matrix of monthly means for the (chosen) previous simulation 
year whereas only the period from sub-periods M+ 1 to M+𝑀𝑜𝑣𝑒𝑟 are considered. This 
allowed a sequential selection of simulated yearly extended cycles with interannual 
correlations.  
Summarizing, methodologies for three different rainfall/weather generators were 
provided in this chapter - a “conventional” rainfall generator using orthogonal Markov 
chains with Richardson-type separation in event-amount generation (multisite, PXEOF-
enhanced orthogonal Markov chain model methodology), a more novel approach using 
multivariate EOFs to express precipitation in the region as a two-component 
combination of deterministic evolution patterns and corresponding stochastic amplitude 
coupled with an autoregressive moving average model (multisite, ARMA-enhanced 
PXEOF model methodology) and, finally, a multivariable extension for the simulation of 
several meteorological variables (multivariable, multisite PXEOF-EEOF model 
Method - Multivariable, multisite PXEOF-EEOF model methodology 
 106  
 
methodology). An augmented version of the multivariable, multisite framework via the 
inclusion of extended PXEOFs (termed extra-PXEOFs) has been provided with the aim of 
improving interannual correlations on the station level given their importance in 
determining the strength of the Northeast monsoon season.  
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3. Results for the multisite, PXEOF-enhanced 
orthogonal Markov chain model 
3.1. Rainfall event generation  
The performance of all three models – starting with the PXEOF-enhanced orthogonal 
Markov chain model in Chapter 3 as well as the ARMA-enhanced PXEOF model and 
PXEOF-EEOF model in subsequent Chapters 4 and 5 – has subsequently been evaluated. 
A comparison between these models as well as with existing efforts in the literature will 
be attempted. The PXEOF-enhanced orthogonal Markov chain model can be seen as an 
extension of the effort by Baigorria and Jones (2010). The stochastic realization of 1,000 
years of daily rainfall occurrences and its comparison with 30 years of observed, binary 
data (wet versus dry occurrences) indicates favourable agreement.  
Figure 3-1 illustrates the relationship between seasonal observed and simulated wet-
wet probabilities (i.e. the case of station 𝑖 being wet both at time step 𝑡 and 𝑡 − 1). 
Simulated wet-wet probabilities, averaged over a whole year, varied from 0.20 to 0.44. 
An R² of simulations with observations of 0.99 (RMSE = 0.0054) was found. Dry-wet 
probabilities behave similarly, varying from 0.16 to 0.21 with a mean bias between 
observations and simulations of 0.0094 (standard deviation of 0.005; see Figure 3-2). 
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Figure 3-1: Comparison of seasonal wet-wet probabilities between observed (30 years) and generated 
(1,000 years) probabilities – all stations. The black line indicates perfect agreement (1:1 line). 
 
Figure 3-2: Comparison of seasonal dry-wet probabilities between observed (30 years) and generated 
(1,000 years) probabilities – all stations. The black line indicates perfect agreement (1:1 line). 
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Observed seasonal dry-wet transition probabilities agree with the model, with simulated 
values ranging from 0.08 to 0.21 for DJF (R² = 0.91, RMSE = 0.0085), 0.16 to 0.21 for 
MAM (R² = 0.86, RMSE = 0.0055), 0.17 to 0.23 in JJA (R² = 0.71, RMSE = 0.0068), and 0.15 
to 0.23 for the SON period (R² = 0.89, RMSE = 0.0061). Simulated seasonal wet-wet 
transition probabilities varied from 0.05 to 0.41 for DJF (R² = 0.98, RMSE = 0.0108), 0.11 
to 0.48 for MAM (R² = 0.99, RMSE = 0.0079), 0.11 to 0.37 in JJA (R² = 0.98, RMSE = 
0.0096), and 0.29 to 0.64 for the SON period (R² = 0.97, RMSE = 0.0136). A slight 
underestimation of wet-wet probabilities across all stations during SON was noticed, 
while DJF/MAM/JJA wet-wet probabilities tend to be overestimated in simulations. 
The mean number of rainy days per year varied widely from station to station in the 
simulation, with a minimum of 140.9 rainy days and maximum of 221.2 rainy days. The 
average number of rainy days per year between all stations in the simulation was 
compared and a slightly smaller number of rainy days found during the generated years 
compared to observations. On average, over all stations and compared to the average 
observed climatology, the simulated year has an average 0.23 less rainy days (see Figure 
3-3, panel (b)). This underestimate is largest in February where the simulated mean is 
0.88 days less. In contrast, October experiences an average overestimation of 1.02 days.  
The absolute mean deviation of simulated to observed number of rainy days per year 
across all stations accounted for 0.24 days. The simulated, individual yearly mean rainy 
days follow the climatology more closely, with an average standard deviation of +/- 12.0 
rainy days per year (as opposed to +/- 18.7 in observations).  
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Figure 3-3: Yearly average of difference in monthly number of rainy days (simulated minus observed; 
panel (a)) and absolute deviation in total number of rainy days per year over all stations (panel (b), blue 
line). Note that stations are ordered by actual generation order (with the first two stations being the 
two core stations); the red line indicates the absolute mean deviation across all stations, the green line 
the moving average across 12 stations. 
 
Figure 3-4: Comparison between observed (30 years) and generated (1,000 years) event correlation for 
each station pair. The red line indicates the 1:1 line, the green line represents the least square 
regression line (y = 1.0141x + 0.0416). 
Regarding the spatial difference between simulated and observed number of rainy days, 
no significant spatial bias in either the yearly average or the average monthly number of 
rainy days can be found (see Figure 3-3 for the yearly average). The rainfall generator 
seems to underestimate the average monthly number of rainy days slightly in the 
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eastern part of the Peninsula. Overall, the rainfall generator proved to be able to 
simulate a reasonable and spatially coherent picture of number of rainy days. For 
further spatial comparison, the number of wet stations at each time step was calculated. 
The simulated and observed distributions of these values are remarkably similar. The 
quantile-quantile plot (subsequently denoted Q-Q plot) indicates good agreement with 
R² = 0.98. The event correlation (i.e. the correlation between the number of rainy days) 
between all station pairs via the computed Pearson correlation coefficients (see Figure 
3-4) was compared. Using least squares regression, an overall underestimation of event 
correlation in the simulation by – on average – 0.04 was found, mainly attributable to 
less correlated station pairs. Probabilities of wet spells (top figures) and dry spells 
(bottom figures) with durations between 1 to 15 days for stations in the three climate 
regimes – the southwest monsoon dominated west coast region (SWMS), in central 
Peninsular Malaysia (CS), and the northeast monsoon dominated east coast region 
(NEMS) - are depicted in Figure 3-5 (see Figure 2-1 for the location of the three stations 
and Chapter 2.1 for a general overview on the monsoonal regimes). The first-order 
Markov chain generally reproduces spells of both shorter and longer duration fairly well. 
It was also of interest how the spatial correlation (which is introduced by the orthogonal 
Markov chain) would affect biases in spell probabilities. 
By simulating a 1,000 years using a simple first-order Markov chain in three different 
setups for every station – (1) with uniform yearly transition probabilities (i.e. daily 
transition probabilities do not change throughout the year), (2) uniform monthly 
transition probabilities (i.e. daily transition probabilities do not change within a month), 
as well as (3) interpolated daily transition probabilities (derived from the monthly 
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transition probabilities via monotone piecewise cubic interpolation) –, the simulated 
spell probabilities of the simple first-order Markov chain simulations were compared 
with the model to investigate the effect of spatial correlation (via the orthogonal 
Markov chain) as well as temporal differentiation (i.e. daily, monthly and yearly) in 
transition probabilities on the spell probabilities. Calculating the relative frequency of 
simulated wet-spells with a duration of 1 to 20 days ?̂?𝑖,𝑑
𝑤𝑒𝑡, the following RMSE error 
calculation for a duration of 𝑑 days was used to quantify the overall performance: 
RMSE𝑑 = √
∑ |?̂?𝑖,𝑑
𝑤𝑒𝑡 − 𝑃𝑖,𝑑
𝑤𝑒𝑡|𝑛 𝑖=1
2
∑ 𝑃𝑖,𝑑
𝑤𝑒𝑡𝑛
𝑖=1
 
Equation 3-1: RMSE calculation used to quantify the overall performance to reproduce the relative 
frequency of observed wet-spells. 
where 𝑛 equals the total number of stations to-be-generated, ?̂?𝑖,𝑑
𝑤𝑒𝑡 the simulated wet-
spell probability at station 𝑖 for a wet spell with duration of 𝑑 days, 𝑃𝑖,𝑑
𝑤𝑒𝑡 the 
corresponding, observed wet-spell probability. Averaged across all stations, the 
simulations using orthogonal transition probabilities were found to perform better for 
wet spell durations of less than 6 days and dry-spell durations of shorter than 7 days 
than the simulations using simple, or ‘regular’, first-order Markov chains with uniform 
yearly, monthly as well as interpolated daily transition probabilities. For wet-spell 
durations of less than 6 days, simulated spell probabilities using orthogonal transition 
probabilities exhibit the lowest RMSE values with a mean RMSE1−6
wet of 0.0296, 
compared to mean RMSE1−6
wet values of 0.0409, 0.0411, and 0.0587 for the simple 
Markov chain using interpolated daily, uniform monthly, and uniform yearly transition 
probabilities respectively.  
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Figure 3-5: Comparison between simulated and observed event spell probabilities for the 1 to 15 day 
duration period. Event and non-event spells in this context refer to wet and dry spells respectively. 
Selected stations shown are (a) the southwest monsoon dominated west coast station SWMS, (b) the 
central Peninsular Malaysian station CS, and (c) the northeast monsoon dominated east coast region 
station NEMS (see Figure 2-1 for location of the stations). 
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Similarly, for dry-spell durations of less than 7 days, mean RMSE1−7
dry
 values were found 
to be 0.0438 for simulated spell probabilities using orthogonal transition probabilities, 
while the simple Markov chain cases exhibited mean RMSE1−7
dry
 values of 0.0611 for the 
interpolated daily, 0.0614 for the uniform monthly, and 0.1024 for the uniform yearly 
transition probabilities case. However, for wet-spell durations of 7 to 20 days as well as 
dry-spell durations of 8 to 20 days, the simple Markov chain models with interpolated 
daily as well as uniform monthly transition probabilities (which neglect spatial 
correlation between stations) outperform the orthogonal Markov chain model as well as 
the simple Markov chain model with yearly uniform transition probabilities. On average, 
RMSE7−20
wet  values of 0.0261 and 0.0264 for the simple Markov chain model with 
interpolated daily and monthly transition probabilities were found respectively, 0.0296 
for the orthogonal Markov chain model, and 0.0316 for the simple Markov chain model 
with uniform yearly transition probabilities. RMSE8−20
dry
 values amount to an average 
0.0254 and 0.0261 for the ‘regular’ Markov chain model with monthly transition 
probabilities and monthly transition probabilities respectively, 0.0280 for the orthogonal 
Markov chain model, as well as 0.0373 for the ‘regular’ Markov chain model with yearly 
uniform transition probabilities. Finally, it is interesting to note that while the central 
Peninsular Malaysian station (CS) is mainly dominated by one- to three-day wet-spells 
(with a simulated 86.73% and observed 86.10% of all wet spells with 1 to 20 days’ 
duration), the northeast monsoon dominated east coast region station (NEMS; 28.1% in 
the simulation, 30.81% in the observations) and southwest monsoon dominated west 
coast station (SWMS; 30.21% in the simulation, 30.39% in the observations) exhibit a 
comparatively larger proportion of larger-than-three day wet-spells. This behaviour is 
modelled well in simulations. 
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3.2. Rainfall amount generation  
The evaluation of the rainfall amount simulation has been based on weather generator 
output of a 1,000-year period. In general, the amount simulation showed good 
agreement with observational data. The average annual rainfall amounts of simulations 
underestimated by 14.3 mm/year (-0.5%) with a range of -215 mm/year (-7.2%) to +88 
mm/year (+3.1%). Seasonal fluctuations at any simulated station had a mean bias of -
21.9 mm during DJF (-3.4%), -7 mm during MAM (-1.2%), -15 mm during JJA (-2.8%), and 
-29.2 mm during SON (-3.2%). The seasonal range at any station varied from -108 mm (-
7.2%) to 19.7 mm (4.2%) in DJF, -62.6 mm (-14.0%) to 38.8 mm (6.4%) in MAM, -73.9 
mm (-10.9%) to 32.8 mm (5.6%) in JJA, and -50.4 mm (-4.3%) to 104.95 mm (10.4%) in 
SON. Simulated and observed annual rainfall amounts at all stations are highly 
correlated with a Pearson correlation coefficient of R² = 0.997 (annual), R² = 0.998 (DJF), 
R² = 0.996 (MAM), R² = 0.993 (JJA) and R² = 0.993 (SON).  
The spatial pattern of annual and seasonal rainfall amounts are in good agreement 
(Figure 3-6). Rainfall maxima during the DJF season are located on the Northeast coast 
as well as the Kuantan region with seasonal rainfall exceeding 1,000 mm which 
resembles observations. The model slightly underestimates the accumulated rainfall 
amounts on the East coast during the DJF season. The maximum underestimation at an 
East coast station is - 7.2% (- 108 mm). Due to the contribution of Northeast monsoon 
rainfall amounts to annual precipitation in Peninsular Malaysia, this underestimation 
also shows in the annual rainfall patterns. Simulated JJA rainfall amounts resemble 
observations closely, overestimating by less than + 5.6% (+ 32.8 mm) and 
underestimating by less than -10.9% (-74 mm). Patches of overestimation in the 
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simulations appear in the highlands as well as north of Kuala Lumpur (see Figure 2-1 for 
a geographical overview of Peninsular Malaysia). Rainfall amounts during the JJA season 
exceed the 1,000 mm in one station (Sg. Bukit Patu Bahat). 
 
Figure 3-6: Plots showing simulated (left; denoted ‘IRIS’) and difference in simulated minus observed 
(right; ‘IRIS minus Wong’) average annual precipitation totals (a),  DJF (December-January-February) 
average monthly precipitation totals (b), and JJA (June-July-August) average monthly precipitation 
totals (c) over 1,000 years in mm/year using natural neighbour interpolation between stations. 
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Figure 3-7: Simulated versus observed monthly total rainfall at (a) the southwest monsoon dominated 
west coast station SWMS (4.975°N 100.825°E), (b) the central Peninsular Malaysian station CS (3.425°N 
102.425°E), and (c) the northeast monsoon dominated east coast region station NEMS (5.475°N 
102.675°E). 
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Figure 3-7 shows the seasonal evolution of the monthly total rainfall. Model means are 
in good agreement at all three sites. The southwest monsoon dominated west coast 
station SWMS is dominated by a double peak in MAM and SON. The central Peninsular 
Malaysian station CS has a more pronounced peak in the winter season compared to the 
Southwest monsoon season. The northeast monsoon dominates station NEMS with a 
peak in winter. No systematic under- or overestimation in any of the three stations in 
the peak rainfall months can be observed. The model standard deviation (inter-annual) 
for monthly total rainfall amounts is smaller than observed in all months. While the 
simulated standard deviation across all stations and monthly totals accounted for 83.5 
mm, the observed standard deviation was 113.6 mm. Hence, the standard deviation in 
monthly totals was underestimated by 26.5%. For flood simulations, it is particular 
important to capture extreme rainfall events. Hydrological frequency analysis widely 
uses variables such as the annual maximum 1-day, 3-day, 5-day, or 7-day rainfall (e.g. 
Westra et al. 2013). The typical relevant duration scale of these events range from daily 
or less (for pluvial flooding) to longer durations such as 5 day totals (important for fluvial 
flooding) which is the recommended metric to study long-duration rainfall in Malaysia 
(Department of Irrigation and Drainage, 2000). Figure 3-8 and Figure 3-9 show Q-Q 
(quantile-quantile) plots (in rank order) for the selected stations from differing 
climatological regimes to explore the tails for the distribution for 1-day and 5 day total 
amounts. While the extremes for the daily and 5-day total are well captured for both the 
southwest monsoon dominated west coast (SWMS) and central Peninsular Malaysian 
station (CS), an underestimation in the high rainfall amounts (larger than 100 mm) was 
observed in the northeast monsoon dominated east coast region station NEMS. 
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Figure 3-8: Q-Q (quantile-quantile) plots of generated versus observed 1-day rainfall amounts in 
mm/day for (a) the southwest monsoon dominated west coast station SWMS (4.975°N 100.825°E), (b) 
the central Peninsular Malaysian station CS (3.425°N 102.425°E), and (c) the northeast monsoon 
dominated east coast region station NEMS (5.475°N 102.675°E). The blue line denotes the 1:1 line, the 
red crosses the quantile-quantile (observed versus ensemble simulated) sample values with 0.01 
percentile intervals for the 33 30-year periods (based on the 1,000 year simulation). 
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Figure 3-9: Q-Q (quantile-quantile) plots showing 5-day accumulated rainfall amounts in mm for (a) the 
southwest monsoon dominated west coast station SWMS (4.975°N 100.825°E), (b) the central 
Peninsular Malaysian station CS (3.425°N 102.425°E), and (c) the northeast monsoon dominated east 
coast region station NEMS (5.475°N 102.675°E). The blue line denotes the 1:1 line, the red crosses the 
quantile-quantile (observed versus ensemble simulated) sample values with 0.01 percentile intervals for 
the 33 30-year periods (based on the 1,000 year simulation). 
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3.3. Discussion 
The probabilities of wet-dry and wet-wet day sequences are generally well captured. 
This was also previously shown by Baigorria and Jones (2010) as well as Khalili et al. 
(2011) for a lower number of stations. The model underestimates the correlation of rain 
events between station pairs. This bias becomes larger for the locations that have weak 
correlations with all other stations in the station network (see Figure 3-4). This has not 
been previously reported for orthogonal Markov chains, possibly because previous 
studies only considered a smaller number of stations (e.g. Baigorria and Jones 2010 
tested their model on 25 weather stations).  
The simulation of spell duration has previously been reported by Baigorria and Jones 
(2010) and Baigorria (2014) who also uses the simulation approach via orthogonal 
Markov transition probabilities. The traditional single-site, first-order Markov chain was 
found to be a good start to capture spell duration statistics in the study region of this 
thesis. The results suggest that the inclusion of a spatial component via orthogonal 
Markov chains actually modify the local spell duration from that of a traditional single-
site Markov chain to agree better with observations for wet-spell durations of up to 6 
days and dry-spell durations of up to 7 days. It was also shown that for very long spells 
of more than 8 days, the orthogonal Markov chain model represents a good 
approximation of observed spell probabilities, outperforming a simple, first-order 
Markov chain model using uniform yearly transition probabilities. However, the analysis 
proposes that simple, first-order Markov chain models using monthly and interpolated 
daily transition probabilities seem to capture observed spell probabilities of long 
duration even better. The inherent properties of the orthogonal Markov chain model 
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seem to drive simulated spell probabilities away from observed spell probabilities. 
Summarizing, adding a spatial component via orthogonal Markov chains seems to be 
beneficial in approximating observed wet-spell and dry-spell probabilities for shorter 
spell durations. 
The quality of the amount simulation mainly depends on the fit of the probability 
distribution and the simulated number of rainy days. Baigorria and Jones (2010) 
assumed a Gamma distribution for their study region. This distribution can 
underestimate extreme rainfall amounts (Papalexiou et al. 2013; Serinaldi and Kilsby 
2014b), particularly in monsoon-influenced regions where heavy precipitation events 
are known to be dominated by moisture advection from the surrounding regions 
(Trenberth 1999; Trenberth et al. 2003; Wilson and Toumi 2005).  
The normal score transformation allows us to choose any underlying probability 
distribution for rainfall amounts, giving greater flexibility and accuracy. In this case 
study, the Weibull distribution was found to be a good fit to the observations.  
The underestimation in simulated 1-day and 5-day total rainfall amounts at the 
northeast monsoon dominated east coast region station NEMS is likely to arise from two 
reasons: firstly, due to the fitted Weibull distribution, heavy tails such as the rainfall 
amounts experienced during the Northeast monsoon can be underestimated. In 
addition, the model does currently not include temporal correlation as a function of 
rainfall amounts, such that several high-intensity days following one another are less 
likely as seen in the 5-day total in the Q-Q plots (Figure 3-9). 
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Potential solutions to include the dependence between successive amounts have been 
proposed in the literature previously. For example, Hutchinson (1995) uses an 
autoregressive process to represent amount dependence, Flecher et al. (2010) a 
parametric autocorrelation function and Lennartsson et al. (2008) a Gaussian copula. 
Due to its current setup of using climatological orthogonal state probabilities, the model 
underestimates standard deviations in the monthly number of rainy days as well as daily 
rainfall amounts. This feature, termed ‘overdispersion’, has been cited as a marked 
tendency of weather generators to underestimate the observed interannual variance in 
e.g. precipitation (see e.g. Kim et al. 2012). Implicitly, this also has an effect on rainfall 
amounts which is evident in the central Peninsular Malaysian station CS (Figure 3-7b). If, 
for example, a perturbation of number of rainy days per year is introduced in the core 
stations (the first two stations in Figure 3-3), a convergence towards the mean state (i.e. 
the mean yearly number of rainy days per station) is observed. Ordered by generation 
order, convergence to the mean is completed at approximately the 30th generated 
station and continues to fluctuate around the station mean for any additional generated 
stations.  
The amount simulation of the rainfall generator currently still suffers from a problem 
known as spatial intermittence, discussed in detail by Wilks (1998) and Bardossy and 
Plate (1992). In reality, precipitation amounts are more likely to be larger if there is 
rainfall occurring at a neighbouring station than when it only rains at a single site. Unless 
this problem is addressed, precipitation amounts are generated using the same 
precipitation distribution, whether or not precipitation is occurring at neighbouring 
stations. To address this problem, Brissette et al. (2007) suggested conditioning the 
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precipitation amounts on the spatial distribution of precipitation occurrence – an 
extension that could be included in the current setup of the rainfall generator.  
Finally, – similar to the statement by Brissette et al. (2007) – it needs to be pointed out 
that a 1,000-year time series in the case of a weather generator will not represent the 
climate into the next millennium. Rather, it represents 1,000 years of climate statistically 
similar to the period over which the weather generator parameters were established. In 
this case, this means the simulation is based on the daily 30-year records for Peninsular 
Malaysia from 1 January 1976 to 31 December 2005. Therefore, spatiotemporal 
covariance stationarity is assumed. In that, the autocovariance functions of the data 
series and spatial correlations among the data series do not change during the period 
considered.  
Summarizing, while the proposed, extended PXEOF-enhanced orthogonal Markov chain 
methodology represents a promising approach to modelling rainfall in the region, it still 
suffers from problems such as overdispersion (which increases with the number of 
generated stations), underestimation of short-term temporal correlation, spatial 
intermittence as well as computational demands related to the use of an orthogonal 
Markov chain for occurrence simulation. 
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4. Results for the multisite ARMA-enhanced 
PXEOF model 
4.1. At-site properties and correlation structure 
Evaluation of the rainfall generator output from the multisite ARMA-enhanced PXEOF 
model was carried out following a number of statistics similar to the evaluation by 
Serinaldi and Kilsby (2014a). This is in contrast to the previous evaluation chapter 
Results for the multisite ARMA-enhanced PXEOF model where evaluation statistics  have 
been matched to the basic evaluation statistics used in Baigorria and Jones (2010) and 
Baigorria (2014).  
While this may seem inconsistent, a direct comparison between their original 
orthogonal Markov chain model and the orthogonal Markov chain model presented in 
this thesis has been attempted. Since one focus point of the multisite ARMA-enhanced 
PXEOF model was to introduce short-term temporal correlation while preserving overall 
at-site statistics, a more comprehensive evaluation needed to be used – one of which 
has been provided by Serinaldi and Kilsby (2014a). Figure 4-1 and Figure 4-10 show 
summary statistics that describe the occurrence process.  
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Figure 4-1: Statistics describing rainfall temporal intermittency in wet and dry spells. (Top left) No-rain 
probability, (top right) wet-wet transition probability, (bottom left) dry-dry transition probability, and 
(bottom right) dry-wet probability. 
 
Figure 4-2: First four L-moments describing distributional properties of daily rainfall. Each segment 
refers to a grid point with bars denoting the range from 333 30-year simulations. Points denote the 
median of all ensemble simulations at each grid point. 
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Figure 4-3: First four L-moments describing distributional properties of monthly rainfall. Each segment 
refers to a grid point with bars denoting the range from 333 30-year simulations. Points denote the 
median of all ensemble simulations at each grid point. 
To account for sampling uncertainty, most graphs in the following section are reported 
showing the range of values calculated on a 333 member ensemble of 30-year 
simulations. In total, 10,000 years’ worth of precipitation data were simulated. Vertical 
bar length in line plots represents the variability amongst the 30-year simulations of the 
statistic, whereas misalignment or a shift between the 1:1 line and simulated range of 
data (depicted as vertical lines) must be interpreted as a systematic bias.  
Statistics describing rainfall temporal intermittency in wet and dry spells are depicted in 
Figure 4-1. Probabilities P0, P00, P11, P01 = P10 describe the number of dry days per 
station, number of two consecutive dry days, number of two consecutive wet days, as 
well as number of transitions from dry (wet) condition at time 𝑡 − 1 to wet (dry) state at 
time 𝑡 as a fraction of total simulation length. P01 = P10 shows a slight overestimation in 
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its probabilities, indicating that the model favours to “jump” between wet and dry 
states. In addition, the first two L-moments (mean and variance) of the length of wet 
and dry spells in Figure 4-10 show a slight systematic underestimation. However, both 
findings are deemed acceptable and comparable to existing rainfall generator behaviour 
such as results presented in Figure 4 by Serinaldi and Kilsby (2014a).  
Figure 4-2 and Figure 4-4 shows the summary statistics describing distributional 
properties of simulated versus observed daily rainfall. Rainfall mean, L-scale (equivalent 
to the second L-moment) as well as coefficient of L-variation (i.e. consequently denoted 
L-CV), L-skewness and L-kurtosis are almost perfectly reproduced. 
 
Figure 4-4: L-moment ratios describing distributional properties of daily rainfall. Each segment refers to 
a grid point with bars denoting the range from 333 30-year simulations. Points denote the median of all 
ensemble simulations at each grid point. 
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Figure 4-5: ACF at different lags for daily rainfall. Bars and points denote range and median of all 
ensemble simulations at each grid point as above. 
A more detailed explanation of L-moment ratios is given in Chapter 5.1.2.1. It has to be 
noted that the accurate reproduction of daily L-skewness and L-kurtosis still represents a 
challenge for weather generators which explicitly parameterize for low-frequency 
variability (Srikanthan and Pegram 2009; Steinschneider and Brown 2013) and 
underestimate or exhibit a downward bias in daily skewness or kurtosis of rainfall.  
In addition, Figure 4-5 shows the values of daily lag-1, lag-2, lag-180, and lag-365 
autocorrelation function (ACF) for daily rainfall. The lag-kth autocorrelation is the 
Pearson correlation between observations k time periods (i.e. lags; in this case, days) 
apart. The ACF values are aligned with the 1:1 line and no systematic under- or 
overestimation is apparent. Although the overall patterns are reproduced in all ACFs, the 
medians of 30-year simulations at stations with comparatively high daily ACF 
probabilities for lag-365 seem to be slightly lower in simulations compared to 
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observations. This is because independent yearly blocks of the annual cycle were 
generated via PXEOFs, i.e. there is no temporal autocorrelation from one year to the 
next. Even though the model is not explicitly calibrated to reproduce 5-day total rainfall 
amounts, the model behaviour was also analysed regarding 5-day totals to investigate 
whether the model was suited for flood risk assessment in the region. For that purpose, 
the moving 5-day totals were calculated for each station in each 30-year simulation and 
determined the 50, 75, 95, 99, 99.5 and 99.9 percent quantiles for comparison with 
observations. The analysis depicted in Figure 4-7 suggests good agreement across all 
quantile thresholds and confirming the ability of the rainfall generator to simulate 
significantly larger 5-day totals at the 99.9 percent quantile than observed. Extreme 
daily rainfall amounts are unaffected as demonstrated in Figure A - 5 by plotting 
observed and simulated daily amounts of the top 10 percentiles (with 0.01 percentile 
intervals) at stations 25 (previously denoted SWMS), 123 (CS), and 138 (NEMS) – similar 
to the illustration in Figure 3-8 for the PXEOF-enhanced orthogonal Markov chain 
methodology.  
Overdispersion, the notable tendency of rainfall generators to underestimate the 
observed interannual variance in monthly, seasonal, or annual total precipitation as well 
as long-term dry and wet spells, has been subject of a number of studies in the literature 
(Katz and Zheng 1999; Kim et al. 2012; Li et al. 2013; Mehrotra and Sharma 2007a, b; 
Srikanthan and Pegram 2009; Wilks 1999). Figure 4-3 and Figure A - 2 show that the 
model is able to preserve not only mean and L-scale of the monthly rainfall but also L-
CV, L-skewness and L-kurtosis, with the overall pattern also coherent with observed 
behaviour. As expected, observed and simulated L-CV, L-skewness and L-kurtosis values 
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decrease substantially compared to daily values, indicating a (monthly) distribution 
function with overall less variability, assymmetry and peakedness than its (daily) 
counterpart.  
Regarding temporal autocorrelation of monthly rainfall and for comparison with other 
rainfall generator results (e.g. Serinaldi and Kilsby 2014a), the monthly ACF probabilities 
for lag-1, lag-2, lag-6 and lag-12 (see Figure 4-6) were computed. Monthly ACF 
probabilities seem to reveal similar patterns to observations, with monthly ACF 
probabilities for lag-12 slightly underestimated but within range. This, however, is 
expected as the current simulation methodology used for evaluation does not 
incorporate interannual autocorrelation.  
 
Figure 4-6: ACF at different lags for monthly rainfall. Bars and points denote range and median of all 
ensemble simulations at each grid point as above. 
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Figure 4-7: 5-day total rainfall amounts. Bars and points denote range and median of all ensemble 
simulations at each grid point as above. 
At the annual time scale (Figure A - 1 & Figure A - 4), ACF tends to zero and an inter-
simulation variability comparable to the inter-site variability is observed. The range of 
ACF values between different stations agree with the sampling random fluctuation. This 
has previously been interpreted as being statistically no different from zero by Serinaldi 
and Kilsby (2014a).  
Mean and L-scale of annual rainfall in Figure A - 1 and Figure A - 3 are well preserved and 
even simulated L-CV, L-skewness and L-kurtosis match the observed patterns. Observed 
annual L-CV coefficients (simulated mean values across ensembles in brackets) were 
found to range between 0.0853 (0.0852) to 0.1807 (0.1804) across stations, L-skewness 
coefficients between -0.0254 (-0.0237) and 0.2037 (0.2004) and L-kurtosis coefficients 
between 0.0878 (0.08) and 0.1803 (0.1765). L-skewness and L-kurtosis approximately 
centre around zero and 0.1226, respectively, indicating presence of a near-perfect 
Gaussian distribution (Serinaldi and Kilsby 2014a). Thus, an improvement on the 
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simulation of station-specific L-skewness and L-kurtosis values of annual rainfall as 
presented by Serinaldi and Kilsby (2014a) in their Figure 7 is achieved. 
Finally, the spatial properties of rainfall are presented by the Pearson amount 
correlation and upper-tail dependence coefficient plots in Figure 4-8 and Figure 4-9. The 
model seems to be able to reproduce spatial correlation fairly well. However, there 
exists an underestimation bias at highly correlated grid points (Pearson correlation > 0.6) 
of ≈ 0.1.  One explanation for this is that because spatial correlation is introduced in the 
model via the noise term, at stations where the noise term has a relatively weak 
contribution to the overall signal, compared to the autoregressive term, spatial 
correlation is reduced.  
 
Figure 4-8: Pearson correlation coefficients as a measure of amount correlation for the ARMA-enhanced 
model. Bars and points denote range and median of all ensemble simulations at each grid point as 
above.  
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This is apparent by the splitting of Pearson amount correlation medians (denoted by 
crosses in Figure 4-8) into two groups, one for the East coast where spatial amount 
correlation is higher due to the influence of the Northeast monsoon during DJF, one for 
the West coast where lower spatial amount correlation values are expected. This 
hypothesis has also been tested by comparing the ratio of residual (i.e. noise) variance 
and AR coefficient versus the difference between simulated and observed Pearson 
correlation and found a strong positive correlation. 
 
Figure 4-9: Upper-tail dependence coefficients as a measure of amount correlation. Each point indicates 
the relationship between observed and simulated upper-tail dependence of a single grid point pair for 
each of the 333 30-year simulations. 
In addition, even though Kim et al. (2013) who use a similar simulation methodology by 
applying multivariate EOFs, reports that the spatial correlation function based on the 
reconstruction of synthetic precipitation matches well with that of observational data, 
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one can notice in their Figure 2 that the synthetic precipitation data has a similar bias (as 
ours) with Pearson correlation values of highly correlated station pairs being 
underestimated by approximately 0.1.  
For the sake of completeness, the upper-tail dependence coefficients has been included 
in Figure 4-9 in order to provide a statistical test for the joint occurrence of extreme 
events (Schmidt and Stadtmüller 2006; see Chapter 5.2.2 for further explanation on 
upper-tail dependence coefficients).  
As pointed out recently by Serinaldi and Kilsby (2014a), these types of estimators should 
be viewed with caution as they can generally be biased and yield coefficients that are 
strongly related to the overall correlation even if the underlying (true) dependence 
structure has zero tail dependence.  
Alternative upper-tail dependence estimators such as binary correlations and binary 
entropy on triples (Bardossy and Pegram 2009) are currently discussed in literature. But 
while their advantage lies in moving from pairwise mutual relationships to higher 
dimensional relationships which can reflect or be responsible for more complex 
interactions characterizing the dynamics of hydrological phenomena such as storms and 
floods, they have shown to be affected by large uncertainty when the record length has 
the typical values of hydrological datasets.  
A further exploration of upper-tail dependence coefficients and their derivation, 
particularly via Equation 5-4 and Equation 5-7, has been included in Chapter 5.2.2 of this 
dissertation. 
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Figure 4-10: Mean and L-scale of dry (non-event) and wet (event) spell means. Bars and points denote 
range and median of all ensemble simulations at each grid point as above. 
 
Figure 4-11: Distribution of the number of simultaneous wet grid points for daily rainfall. 
Results for the multisite ARMA-enhanced PXEOF model - Areal properties 
 137  
 
4.2. Areal properties 
After analysing the at-site properties at daily, monthly and yearly time scales, a similar 
model evaluation for areal properties is presented here. In order to do this, spatial 
interpolation of Peninsular Malaysian rainfall values using natural neighbours and based 
on the 196 simulation grid point values has been undertaken to produce daily rainfall 
fields across 10,000 years. Based on Voronoi tessellation, natural neighbour 
interpolation (Sibson 1981) has widely been used as a geostatistical interpolation 
method and benefits from exhibiting low absolute errors as well as being good at 
interpolating extreme values while smoothing less than other interpolation techniques 
such as Thiessen polygons (Hofstra et al. 2008). Thus, after interpolation on a 0.05-by-
0.05 degree grid, Figure 4-11 depicts the observed and simulated distribution of the 
number of simultaneous wet grid points for daily rainfall.  
Simulated non-exceedance probabilities, i.e. the probabilities of not exceeding a certain 
value, follow observations closely, with grey lines denoting the range in the 333 30-year 
simulations. The survival functions of areal average daily rainfall (Figure 4-12), 
synonymous to cumulate distribution functions, illustrate that the model works well 
reproducing even extreme quantiles with probability of exceedance lower than 1%. The 
representation of areal average daily rainfall and underestimation at extremes can 
represent a shortcoming in other models resolving at a higher resolution, e.g. a 
methodology based on meta-Gaussian random fields merged with general additive 
models (see e.g. Serinaldi and Kilsby 2014a; Figure 13). Serinaldi and Kilsby (2014a), for 
example, explain this by a shift in the slope of the survival function of observed rainfall 
above a threshold of 0.1 suggesting upper bounded behaviour.  
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Figure 4-12: Exceedance probability of areal average daily rainfall (in mm). 
 
Figure 4-13: Non-exceedance probability of areal average monthly rainfall (in mm). 
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Figure 4-14: Non-exceedance probability of areal average annual rainfall (converted to mean daily 
rainfall). 
Gaussian random fields assume empirical correlations of the observed data to be the 
correlation function of a Gaussian field, whereas Guillot and Lebel (1999) were among 
the first to term a Gaussian random field meta-Gaussian by including latent variables.  
Areal average rainfall on the monthly and annual time scales (Figure 4-13 and Figure 
4-14) shows good agreement between the observed and simulated empirical 
distribution functions. It can be noticed that the model is able to reproduce larger-than-
observed areal average monthly rainfall of greater than 500 mm, especially during the 
Northeast monsoon season in DJF, but also larger-than-observed areal average monthly 
rainfall during the Southwest monsoon season from late May to September. This is in 
accordance with theoretical relationships regarding atmospheric moisture supply. As 
Trenberth et al. (2003) notes, moisture supply for moderate or heavy precipitation 
locally does not come directly from evaporation. Rather, it comes from transport and 
thus convergence of low-level moisture elsewhere in the atmosphere. Given that low-
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level convergence is enhanced during the Northeast monsoon season (Koseki et al. 
2014) whereas moisture comes in from a relatively larger area (i.e. the South China Sea) 
and is related to cold air outbreaks from Siberian high-pressure anticyclonic systems 
(Ooi et al. 2011) that initiate this moisture transport, it can be argued that the model 
also makes “physical” sense in that the multivariate EOF simulation technique captures 
this enhanced variability and the existence of multiple mechanisms contributing to the 
Northeast monsoon which is exemplified by a modulation of its EOF modes and random 
sampling of PCs in a way which has previously not been observed. 
4.3. Northeast monsoon onset analysis 
Further analysis has been undertaken regarding the correct simulation of the Northeast 
monsoon onset. To the author’s knowledge, only two definitions of winter monsoon 
onset for the Peninsular Malaysian region exist in the literature. For example, Moten et 
al. (2013) used the mean zonal wind component at the 925 hPa and 850 hPa over a pre-
defined region – an area located between 3.75°N to 6.25°N and 102.5°E to 105°E – in the 
South China Sea. The onset of the NE monsoon is assumed to occur if the easterly wind 
component is sustained for at least seven days, with at least a day where the speed is 
greater than 5 knots (2.5 m/s). 
Cheang (1980) used a combination of two variables – wind and precipitation – to define 
the onset of the Malaysian Northeast monsoon. In his study, he derived a so-called wind 
steadiness index via the 850 hPa wind at Kota Bharu station. Wind steadiness is 
computed via the ratio of the magnitude of the mean vector wind over a certain time 
span to the mean wind speed over the same time span, typically a time window of 30 
days starting from October 1st. Cheang’s (1980) Northeast monsoon onset is assumed to 
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take place when the wind steadiness index exceeds 0.6 and at least one of the principal 
meteorological stations along the east coast of Peninsular Malaysia has recorded a 
cumulative rainfall of at least three inches (equivalent to 76.2 mm).  
Because simulation results only allow the use of a single variable (i.e. precipitation), it 
was necessary to define monsoon onset ad hoc. Two simple definitions were applied in 
the analysis: (a) Northeast monsoon onset would occur, if the 5-day running domain 
average precipitation would exceed 100 mm and (b) Northeast monsoon onset would 
occur, if the 10-day running domain average precipitation would exceed 150 mm. 
 
Figure 4-15: Observed running-mean precipitation averaged across 196 grid points in Peninsular 
Malaysia (top panel: 5-day running domain average precipitation exceeding 100 mm, bottom panel: 10-
day running domain average precipitation exceeding 150 mm). Every year is depicted with a separate 
line, starting with June 30
th
. Blue triangles indicate the Northeast monsoon onset as defined by the first 
exceedance above the critical precipitation threshold. 
Results for the multisite ARMA-enhanced PXEOF model - Northeast monsoon onset analysis 
 142  
 
 
Figure 4-16: Observed and simulated probability density estimate using a normal kernel function 
evaluated at varying intervals (every 10, 5, and 2 days from top to bottom), and based on the two ad-
hoc monsoon definitions (5-day running domain average precipitation exceeding 100 mm on the left, 
10-day running domain average precipitation exceeding 150 mm on the right). Light grey lines depict 
separate months. The simulated probability density estimate was obtained from the 1,000 year 
simulation, whereas the observed probability density estimate was derived from the 30 year 
observational dataset. 
Figure 4-15 depicts the running-mean time series of observed precipitation, averaged 
across 196 grid points. The timing of observed monsoon onsets seems to be centred on 
the months of November and December, with some noticeable, earlier outliers for both 
definitions.  
For example – using the first Northeast monsoon definition (i.e. 5-day running domain 
average precipitation exceeding 100 mm) – the observed 2005 monsoon onset was 
found to have occurred on October 12th. This is not unusual and comparable to results 
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by Moten et al. (2013) who found the earliest onset in an observed time period of 1979-
2010 to be October 5th, with an average onset of November 7th, and latest onset on 
December 16th. Hence, it can be argued that the ad-hoc monsoon onset definitions, 
which merely use precipitation as variable, are reasonable as a first-order 
approximation. 
Figure 4-16 shows the results of the comparison of simulated versus observed Northeast 
monsoon onset for both definitions outlined above. Probability density estimates 
(subsequently denoted PDEs) were derived using a normal kernel function evaluated at 
every 10, 5, and 2 days. Generally, due to the limited number of years available for the 
derivation of observed monsoon onset dates, observed PDEs are generally smoother 
compared to simulated PDEs. Given definition (a) for example, the highest probability of 
observed monsoon onset dates can be found for 10-, 5- and 2-day time intervals centred 
on December 3rd (1.94% probability on day 157 in a year starting with June 30th), 
December 4th (1.93% on day 157.72), and December 2nd (1.95% on day 155.85) 
respectively. Definition (b) seems to bring the observed monsoon onset dates about a 
week forward, with observed monsoon onset dates the most likely around November 
24th. 
The simulated PDE follows the observed shape, but seems to exhibit a ‘triple-dip’ 
structure. For the monsoon onset definition of the 5-day running domain average 
precipitation exceeding 100 mm (i.e. definition (a)), the maximum, simulated onset 
probabilities were found to be 1.68%, 1.77% and 1.82% for the 10-, 5- and 2-day time 
window centred on December 3rd (day 157), December 9th (day 162.78) and December 
6th (day 159.87) respectively. Simulated probabilities and monsoon onset dates compare 
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favourably with observations. Furthermore, earlier local maxima which are not apparent 
in observational data exist in simulations, mainly centred on the time windows of 
October 12-15th and November 8-12th.  
Summarizing, the model is able to simulate observed monsoon onset dates fairly well. 
Due to the monsoon onset definition, comparability with other studies is difficult. 
However, this short analysis presents a first study on the use of weather generators to 
predict monsoon onset dates. 
4.4. Rainfall footprint characteristics with varying thresholds and return periods 
The model has also been evaluated regarding footprint characteristics, a methodology 
that is in line with multivariate extreme value modelling and spatial dependence in 
extreme events (Coles and Tawn 1994; Heffernan and Tawn 2004; Keef et al. 2009; Keef 
et al. 2013).  
A number of varying thresholds (100, 150, 200, 250 mm/day) is introduced here to 
define the boundaries of rainfall footprints and characterize the size of an event. In 
addition, in order to illustrate various ‘characteristic event’ footprints, one can define 
return period of an event exceeding any of the above mentioned rainfall amount 
thresholds by area affected – meaning that e.g. one can derive the size of a rainfall event 
exceeding 200 mm/day and how often in time it will occur. Thus, return period refers to 
the recurrence interval (or repeat interval) and is equivalent to an estimate of the 
likelihood of an event. Area affected is subsequently denoted AA in the graphs and text.  
As noted by Keef et al. (2009), extreme values at two locations are regarded to be 
equally extreme if they both correspond to the 𝑝th quantile of the variable at each site 
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even though their actual precipitation amounts can differ considerably. For 
interpretation purposes, it is, however, a reasonable idea to present results in terms of 
return periods rather than quantiles of the variable (Keef et al. 2009).  
Thus, the definition of a 𝑇-year event (or an event with a 𝑇-year return period) is utilized 
for a process which is observed daily, with extreme events lasting on average 𝑛 days, by 
the 𝑝th quantile via: 
𝑇 =
𝑛
365(1 − 𝑝)
 
Equation 4-1: Event definition via return periods. 
The largest event in observations (with a threshold defined as 100mm/day and 30-year 
return period) is affecting about 45% of the total land area of Peninsular Malaysia (AA = 
0.4487). Note that an assessment of the return period from relatively small sample sizes, 
in this case 10,957 days given a 30-year record length, has significant uncertainty 
exemplified by posterior probability intervals and the underlying return period could be 
significantly larger. Stationarity of extreme event frequency is also assumed across the 
observed and simulated records for simplicity reasons. Research into providing a non-
stationary framework to the concept of return periods is still ongoing (Cheng and 
Aghakouchak 2014; Rootzén and Katz 2013; Salas and Obeysekera 2013). 
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Figure 4-17: Observed and simulated rainfall footprints with daily rainfall thresholds of 100 and 150 
mm. Return periods depicted are 10, 5, 2, 1 year(s) from the top to the bottom panels respectively. The 
values in the bottom left corner indicate return period (RP), area affected in percent of total Peninsular 
Malaysian land area (AA) as well as the time step (day) of the event (ts).  Observation records reach 
from January 1st 1976 (day 1) to December 31st 2005 (day 10957). The cross and line depict weighted 
centroid and extent of the footprint. 
 
Figure 4-18: Non-observed rainfall footprints with daily rainfall thresholds of 100 and 150 mm. Return 
periods depicted are 1,000, 500, 100 and 50 years from the left to the right panels respectively. The 
cross, line and values in the bottom left corner represent the same as in the above graph. 
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Figure 4-17 and Figure 4-18 provide an overview of observed and simulated 
‘characteristic’ event footprints with return periods of 1,000, 500, 100, 50, 10, 5, 2, 1 
year(s) for event definition threshold levels of 100 and 150 mm/day respectively. Each 
return period was evaluated against the above mentioned area affected (AA). The 
depicted events are mainly oriented along the East coast of Peninsular Malaysia 
indicating the importance of the Northeast monsoon in generating large rainfall fields. 
For rainfall events with a return period of 5, 2 and 1 year(s) given a threshold of 100 
mm/day, AA in observations amounted to 28.8%, 21.4% and 17.9%. Simulated rainfall 
footprints predicted an AA of 29.5%, 21.5% and 16.3% respectively. Similarly, for the 150 
mm/day threshold, an AA of 17.4%, 12.3% and 9.2% was derived for observations. 
Simulations indicated a comparable picture with an AA of 17.2%, 12.3% and 8.8%. 
Interestingly, as might be expected from the evaluation of spatial correlation on 
amounts (Figure 4-8 and Figure 4-9), simulated extreme rainfall footprints seem slightly 
more patchy, indicating that the autoregressive part of the model can lead to a spatial 
disaggregation of rainfall events. 
In addition to characteristic event ‘snapshots’, the probability of extreme daily rainfall 
events exceeding a certain area affected has been derived. Firstly, in Figure 4-19, the 
333 30-year simulations are compared with observations and extreme ‘areal’ rainfall 
events are defined as having an exceedance probability of less than 5%. The analysis 
indicates observations for all event thresholds as being within simulated range, and for 
the analysis with the highest threshold of 250 mm/day, simulated extreme event 
footprints with exceedance probabilities smaller than 0.3% to be able to affect greater 
than 20% of total land area, i.e. approximately 26,000 km². Finally, one can compare 
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observed versus synthetic rainfall footprint area as a function of return period with 
varying footprint thresholds (50, 100, 150, 200, and 250 mm/day) in a more consistent 
manner in Figure 4-20.  
As expected, uncertainties between observed and simulated extreme event footprint 
area generally increase with greater return period. In addition, in accordance to the 
argument by Keef et al. (2009), the underlying return period for the largest daily rainfall 
event at a threshold of 150 and 250 mm/day seems to be significantly larger for the 
observed case, with uncertainties overall increasing for greater return periods. High 
intensity rainfall events (defined by a threshold of 250 mm/day) during the observed 30-
year period generally seem to affect a smaller footprint area with simulated footprint 
area consistently being greater.  
 
Figure 4-19: Exceedance probability curve of extreme event footprint area for different thresholds 
(normalized by number of total events). 
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Figure 4-20: Comparison between observed versus synthetic rainfall footprint area as a function of 
return period with varying footprint thresholds (50, 100, 150, 200, and 250 mm/day). 
Concluding results of the ARMA-enhanced PXEOF model, the model performs well on 
the representation of short-term temporal correlation and preserves higher-order 
statistics such as L-skewness and L-kurtosis on daily, monthly and annual scales. The 
model is able to able to represent areal rainfall properties accurately and ensemble 
simulations are within range. Representation of areal average daily rainfall and 
underestimation at extremes can represent a shortcoming in other models resolving at a 
higher resolution. Rainfall generator output has also been used for an areal evaluation 
focusing on footprint characteristics and return period statistics of area affected for the 
Peninsular Malaysian domain. Despite a bias in spatial amount correlation, observed and 
simulated ‘characteristic’ event footprints compare fairly well.  
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5. Results for the multivariable, multisite 
PXEOF-EEOF model 
5.1. At-site properties 
5.1.1. Event generation 
Similar to the section on rainfall generator output of the ARMA-enhanced model 
methodology, the weather generator output for the four simulated variables simulated 
via the PXEOF-EEOF framework has been evaluated following a number of statistics 
similar to the ones used by Serinaldi and Kilsby (2014a). Note that for the current model 
configuration, no ARMA(1,0)-model component has been included.  
The focus of the evaluation was chosen to lie particularly on event generation as well as 
statistics capturing correlations (cross-variable, spatial and temporal) to explore the 
robustness and performance of the weather generator methodology when including 
multiple variables and locations. Because results are presented for every variable at the 
same time, graphs were usually aligned in consistent panels of two, i.e. daily rainfall (top 
panel) and surface pressure (bottom panel) as well as 2-meter air temperature (top 
panel) and specific humidity (bottom panel) respectively.  
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For some graphs, such as the log-odds ratio plot (see Figure 5-28; further explanation on 
the log-odds ratio can be found in Chapter 5.2.1 and Equation 5-2) which is typically 
used to reflect the spatial correlation between rainfall occurrences at each pair of 
stations and provides a measure of accurate reproduction of the overall wet and dry 
days between the station pairs (Mehrotra and Sharma 2007a), only the precipitation-
specific evaluation is shown. Similar to the 10,000 year precipitation simulation, graphs 
in the following section are mostly reported showing the range of values calculated on a 
33 member ensemble of 30-year simulations in order to account for sampling 
uncertainty. In total, 1,000 years’ worth of daily weather data across 20 locations (i.e. 
29,200,000 values) were simulated. 
 
Figure 5-1: Statistics describing temporal intermittency in event and non-event spells for daily rainfall. 
In each of the four variable subpanels, non-event probability (top left), event-event transition 
probability (top right), non-event-non-event transition probability (bottom left), and non-event-event 
probability (bottom right) are depicted. Events are arbitrarily defined as days with greater than 
0mm/day for precipitation. Each segment refers to a grid point with bars denoting the range from 33 
30-year simulations. Points denote the median of all ensemble simulations at each grid point. 
Results for the multivariable, multisite PXEOF-EEOF model - At-site properties 
 152  
 
Figure 5-1 as well as Figure A - 6 and Figure A - 7 shows statistics describing the temporal 
intermittency in event and non-event spells for the four variables. Events are arbitrarily 
defined as days with greater than 0 mm/day for precipitation, days with less than 1000 
hPA for surface pressure, days with less than 25 degrees Celsius for 2-meter air 
temperature and days with a specific humidity of less than 0.0175 kg/kg.  
Each segment refers to a grid point with bars denoting the range from 33 30-year 
simulations. Points denote the median of all ensemble simulations at each grid point. In 
general, transition probabilities as well as event-probabilities of the four variables show 
good agreement, with most stations being within range. The evaluation in the 
paragraphs below will be focused on precipitation due to its importance for agricultural 
and flood risk assessments, briefly touching on the other variables subsequently. 
Non-event probabilities for precipitation (i.e. dry-day probabilities) range from ≈ 15% to 
30% in observations as well as simulations (see Figure 5-1). A slight underestimation in 
the number of simulated dry days is evident. On average, dry day probabilities across all 
stations are underestimated by 1.38%, with a maximum underestimation of 2.54% and a 
maximum overestimation of less than 0.01% across the 20 stations.  
Due to the monsoonal influence, event-event probabilities (the probability of a wet day 
being followed by another wet day) are relatively high in Peninsular Malaysia, thus 
ranging from 59.3% to 74.7%. Wet-wet transition probabilities are slightly overestimated 
in the simulation, on average by about 1.82%. Across all ensembles, the stations with 
the largest bias to observations exhibit differences of + 3.71% to -0.01%. 
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Figure 5-2: Monthly statistics describing temporal intermittency in event and non-event spells for daily 
rainfall (top) and surface pressure (bottom). In both variable subpanels, simulated versus observed 
event-event transition probability (circles), and non-event-event probability (crosses) are depicted. 
Event definitions as described in the caption of Figure 5-1. The simulated time series has not been 
subdivided into 33 ensembles to display the range, with points instead denoting the average transition 
probability across 1,000 years. 
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Non-event-non-event transition probabilities for precipitation (i.e. dry-day to dry-day 
transition probabilities) range from ≈ 15% to 30%. Similar to the dry-probabilities, a 
slight underestimation in the dry-dry transition probability can be found. On average, 
transition probabilities across all stations are underestimated by 0.93%, with a 
maximum underestimation of 1.59% and a maximum overestimation of 0.48%. 
Finally, event-non-event transition probabilities (i.e. wet-dry transition probabilities 
which are seen equivalent to dry-wet transition probabilities) are very similar to 
observations. In general, the probability of change from a dry to wet state and vice versa 
lies within the range of 8.42% to 13.47%. The average bias of simulations across all 
stations and ensembles amounts to 0.45%, spanning from 0.56% (overestimation) to 
1.4% (underestimation). 
The monthly evaluation of dry-wet and wet-wet transition probabilities in Figure 5-2 
(top panel) indicates that the seasonal variation in transition probabilities is well 
reflected in the model output. Interestingly, the spread of magnitude in wet-wet 
probabilities varies widely across months, from a maximum spread of 53.9% in January 
to a minimum of 14.4% in November. This is mainly due to the enhanced intermittency 
in rain spells observed at West coast stations (Stn. 1 and 11) with wet-wet probabilities 
of 12.6% and 13.8% respectively. These stations are less influenced by the Northeast 
monsoon and therefore are less likely to face continuous rainfall over several days. This 
is complemented by an evaluation of monthly dry-wet transition probabilities, with a 
highest observed dry-wet transition probability of 19.1% at station 71 during January 
compared to a maximum dry-wet transition probability of 6.8% in November at station 
141.   
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Figure 5-3: Statistics describing spell length in event and non-event spells for daily rainfall (top) and 
surface pressure (bottom). Event-spell and non-event spell mean (top) as well as event-spell and non-
event spell L-scale (bottom) are explored. Event definitions and line segments / points as described in 
the caption of Figure 5-1. 
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The picture is comparable for other variables in terms of reproduction of temporal 
intermittency in event and non-event spells (see Figure A - 6 and Figure A - 7). For 
surface pressure, while the average observed non-event probability across all stations 
amounted to 59.4%, average non-event probabilities of 58.5% (Ensemble 4) to 59.6% 
(Ensemble 22) were simulated. The average mean bias across stations is as little as 0.2%. 
Similarly, simulated air temperature non-event probabilities differ by 0.01% to observed 
ones with a maximum overestimation of less than 0.01% (Station 141) and 
underestimation of 0.05% (Station 141), while simulated specific humidity non-event 
probabilities showed an average overestimation of 2.2%.  
Simulated event-event and non-event-non-event probabilities also follow observations 
very closely. Average mean biases across all stations amount to 0.2% (underestimation, 
P11) and 0.2% (overestimation, P00) for surface pressure, less than 0.01% 
(underestimation, P11) and 0.2% (overestimation, P00) for air temperature, as well as 
1.1% (overestimation, P11) and 3.3% (underestimation, P00) for specific humidity. No 
consistent trend across variables for either event-event or non-event-non-event 
transition probabilities is apparent. In addition, monthly non-event-event and non-
event-non-event transition probabilities in Figure 5-2 and Figure A - 9 show that the 
temporal intermittency behaviour is preserved seasonally for all other variables, too, 
with points following the 1:1 line. While the highest simulated monthly non-event-event 
probability across stations for surface pressure amounts to 10.98% compared to 10.86% 
for observations, similar values for air temperature are observed with 11.05% (observed: 
12.69%) and specific humidity with 13.56% (observed: 15.7%).  
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Figure 5-3, Figure A - 8 and Figure A - 10 show statistics describing the spell length in 
event and non-event spells. For example, a realistic reproduction of non-event spells in 
terms of rainfall (i.e. dry spells) are important since Peninsular Malaysia has suffered 
extended periods of dry weather previously, leading to water shortages, agricultural 
problems as well as an increase in wildfires (Sanusi et al. 2015). Event-spell and non-
event-spell characteristics are investigated via the L-moments of spell distributions in 
the following paragraphs of this chapter. As noted previously, L-moments are analogous 
to conventional central moments, but can be estimated by linear combinations of order 
statistics. L-moments have several advantages in that they can characterize a wider 
range of distribution functions and are more robust against outliers than central 
moments, are more accurate in smaller samples and do not require transformations to 
the data.  
The mean length of wet spells is generally overestimated with an average of 0.45 days 
by the model (mean simulated spell length of 7.45 days compared to 6.99 days 
observed), even though it has to be noted that the majority of stations lie within 
ensemble range (i.e. line segments of each grid point cross the 1:1 line). Similarly, the L-
scale which can be interpreted as a measure of variability in spell length (see also 
Chapter 1.3.3), is consistently overestimated by 0.47 days (simulated L-scale of 4.39 
compared to 3.91 days). The model performs well for dry-spell length mean and L-scale 
with a mean average underestimation across stations and simulated ensembles of 0.05 
days for the mean dry-spell length, and 0.03 days for the mean dry-spell L-scale. This is 
comparable to other rainfall generators in terms of magnitude of the bias such as 
presented in Serinaldi and Kilsby (2014a) who reported a slight systematic 
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underestimation in the length of wet and dry spells. The magnitude of this 
underestimation is, however, unknown and has not been indicated in their paper.  
Other variables (i.e. surface pressure, 2-meter air temperature and specific humidity) 
were also evaluated regarding the spell characteristics and are shown in Figure A - 8 and 
Figure A - 10 for the sake of completeness. Because some stations do not exceed the 
absolute threshold regularly throughout the 30-year period, spell lengths can become 
significantly larger than observed compared to regular spell lengths for rainfall. 
However, absolute thresholds are used for the event definition similar to a number of 
other authors (e.g. Nagarajan 2010) as it allows an easier comparison of results from 
different climatic regions. However, it needs to be acknowledged that impact-related 
thresholds can vary across time and space and will not necessarily reflect extremes in all 
locations and time periods which could be obtained by using a quantile-based approach 
for the specification of thresholds. For surface pressure, in total four stations (Stn. 51, 
Stn. 71, Stn. 101 and Stn. 151) never exceed the 1000 hPA threshold in observations (i.e. 
it can be noted that there is one single event with an event-spell duration of 10,950 
days), simulated event-spell durations for those stations either do not vary from the 
observed (Stn. 51, 101, and 151) or range from 5,745 days to 10,950 days. Similarly, four 
stations exhibit surface pressure values that are constantly above the threshold value of 
1,000 hPa (Stn. 31, Stn. 41, Stn. 71 and Stn. 191). None of these stations were simulated 
to go below this threshold throughout the 33 ensemble members. Other stations, such 
as Stn. 51 have an observed event-spell mean of 2,189 days, with simulated event-spell 
means ranging from 1,367 to 3,649 days throughout the 33 ensemble members.  
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Temperature simulations exhibited similar behaviour in terms of event-spell and non-
event spell lengths – generally lying along the 1:1 line. Focusing on non-event spells for 
the analysis as depicted in Figure A - 10 (top panel), spell lengths for days with greater 
than 25 degrees Celsius are studied. While observed non-event spell means range from 
1.4 days (for station 51) to 2736.5 days (for station 31), simulated non-event mean spell 
lengths across all ensembles lie between 1 day and 4513.5 days. However, only 8 of the 
20 stations have observed mean spell lengths within the range of the 33 simulated 
ensembles. Simulated spell lengths for days with greater than 25 degrees Celsius are 
generally being overestimated by an average 25.17 days. This can partially be explained 
by the increased daily autocorrelation evident in Figure 5-17 and Figure 5-19 which will 
be analysed in Chapter 5.1.2.2. Specific humidity ‘non-events’, i.e. days with greater 
than 0.0175 kg/kg, are also overestimated in simulations. While simulated non-event 
days across the domain amount to 7.15 days on average, 5.73 days with greater than 
0.0175 kg/kg are observed. A number of weather generators suffer from an 
underestimation of non-event spells (Liu et al. 2013; Mehrotra and Sharma 2007a; 
Rajagopalan and Lall 1999; Serinaldi and Kilsby 2014a; Wilby et al. 2003), partly due to 
their simulation methodology. For example, Apipattanavis et al. (2007) has noted that 
nonparametric weather generators based on k-nearest neighbour time series resampling 
tend to undersimulate the wet and dry spell characteristics considerably. They instead 
suggested the use of a Markov chain to better capture the statistics of wet and dry 
spells. In their paper on a multivariate, multisite weather generator, Apipattanavis et al. 
(2007) do not further evaluate the spell lengths of daily minimum and maximum 
temperature, the other two variables simulated besides precipitation. 
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Figure 5-4: Quantile-quantile plot of the number of monthly events for daily rainfall (top) and surface 
pressure (bottom). Each point refers to a 0.5 percent quantile with the y-axis referring to the range from 
33 30-year simulations. Event definitions as described in the caption of Figure 5-1. 
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Figure 5-5: Quantile-quantile plot of the number of monthly events for 2-meter air temperature (top) 
and specific humidity (bottom). Each point refers to a 0.5 percent quantile with the y-axis referring to 
the range from 33 30-year simulations. Event definitions as described in the caption of Figure 5-1. 
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The evaluation by Steinschneider and Brown (2013) as the only multivariate weather 
generators with low-frequency variability unfortunately does not depict a comparison of 
simulated to observed mean non-event spell lengths for variables other than 
precipitation either (see their Fig. 5). They note that there is a slight underestimation of 
the average lengths of wet and dry spells, particularly for those grid cells with larger 
spell lengths, but that this underestimation is slight (i.e. less than a day).  
A similar bias in wet/dry spell lengths in terms of magnitude is observed for precipitation 
with mean length of wet spells generally overestimated with an average of 0.45 days by 
the model and dry-spell length mean with a mean average underestimation across 
stations and simulated ensembles of 0.05 days. It would be interesting to compare spell 
lengths of the variables simulated in this thesis with those of future weather generators 
to see if this is an inherent problem of the methodology, i.e. using the EOF-based, 
multivariate resampling approach. 
The number of daily events has also been evaluated on a monthly basis for the four 
variables (daily rainfall, 2-meter air temperature, surface pressure and specific humidity) 
in Figure 5-4 and Figure 5-5. For this purpose, an event for precipitation can be defined 
as a station having rainfall at a single day or time step similar to the event definition 
above. Hence, if 15 stations record rainfall on January 1st 1976, 15 events can be 
observed on that day. Over the 30 year observation period, 930 values are gathered for 
the number of events in January given one assumes a simulation year with 31 January 
days. Consequently, one can plot the simulated against observed distribution of daily 
number of events via a quantile-quantile graph, whereas each dot denotes a 0.5 
quantile, with the spread of points in the y-direction denoting the range of 33 
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ensembles. In general, for optimal representation of monthly number of daily events, 
point clouds should be aligned along the 1:1 line. The majority of stations record an 
event in the case of rainfall and specific humidity, thus reaching the highest possible 
number of 20 events – due to the number of simulated grid points – per time step. For 
illustration purposes, the x- and y-scale of graphs depicting the number of daily events 
for air temperature and surface pressure is cut off at the maximum observed number of 
daily events for each month – for example, 16 daily temperature events for January. 
 
Figure 5-6: Monthly probability density function of daily temperature events, from two to 20 stations 
affected. A station counts as affected if it experiences rainfall greater than 0 mm/day. Each box plot 
represents the spread among simulated ensembles, black line with star symbols the observed 
probability values. On each box, the median is depicted as the central line, the edges of the box 
represent the 25th and 75th percentiles, the whiskers extend to the most extreme data points not 
considered outliers, and outliers are plotted individually. Red crosses are considered outliers if they lie 
outside the 75
th
 percentile plus 1.5*IQR (interquartile range) or the 25
th
 percentile minus 1.5*IQR 
(interquartile range) respectively. 
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Figure 5-7: Monthly probability density function of daily precipitation events, from two to 20 stations 
affected. A station counts as affected if it experiences rainfall greater than 0 mm/day. Each box plot 
represents the spread among simulated ensembles, black line with star symbols the observed 
probability values. On each box, the median is depicted as the central line, the edges of the box 
represent the 25th and 75th percentiles, the whiskers extend to the most extreme data points not 
considered outliers, and outliers are plotted individually. Red crosses are considered outliers if they lie 
outside the 75
th
 percentile plus 1.5*IQR (interquartile range) or the 25
th
 percentile minus 1.5*IQR 
(interquartile range) respectively. 
Simulations show a larger-than-observed number of daily events for these variables – a 
maximum 18 in the case of daily January temperature events. It should be noted that 
the underlying distribution of variable-specific events can be highly skewed as presented 
in Figure 5-6, Figure 5-7 and Figure 5-8 for daily temperature, precipitation and specific 
humidity events respectively. While the monthly probability density function (PDF) of 
daily temperature events is strongly positively skewed, the PDF of precipitation events is 
generally negatively skewed with varying degree due to climatology, indicating that a 
large number of sites are being affected at any single time step. 
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Figure 5-8: Monthly probability density function of daily specific humidity events, from two to 20 
stations affected. A station counts as affected if it experiences rainfall greater than 0 mm/day. Each box 
plot represents the spread among simulated ensembles, black line with star symbols the observed 
probability values. On each box, the median is depicted as the central line, the edges of the box 
represent the 25th and 75th percentiles, the whiskers extend to the most extreme data points not 
considered outliers, and outliers are plotted individually. Red crosses are considered outliers if they lie 
outside the 75
th
 percentile plus 1.5*IQR (interquartile range) or the 25
th
 percentile minus 1.5*IQR 
(interquartile range) respectively. 
Figure 5-6 to Figure 5-8 show that the model is able to represent the underlying event 
probability density functions well, even if they the skewness varies strongly as in the 
case of specific humidity events in Figure 5-8. 
5.1.2. Amount / scale generation 
5.1.2.1. L-moment and L-moment ratio evaluation 
Regarding the amount generation, the first four L-moments of observed and simulated 
variables as well as the first three L-moment ratios, the coefficient of L-variation, the L-
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skewness as well as the L-kurtosis, have been evaluated. While the method of L-
moments (Hosking 1990) has extensively been applied in hydrology, L-moment ratio 
diagrams are often used as a method to select and fit distributions by plotting sample L-
moments as a scatterplot and comparing them with theoretical L-moment ratio curves 
of candidate distributions  (Peel et al. 2001).  
In this case, one is not interested in fitting a specific distribution, but using L-moment 
ratios as a method of interpreting whether the simulated distribution can describe the 
observed distribution of the regional data at hand. The L-moment ratios can be 
calculated and interpreted as follows (see also Peel et al. 2001): 
- The coefficient of variation (subsequently denoted L-CV) is derived via the division 
of the 2nd by the 1st L-moment. L-CV is a dimensionless measure of variability, 
whereas for distributions that only have positive values, L-CV is in the range of 0 ≤ L-
CV ≤ 1 (Schaefer and Barker 2011). Negative values of L-CV are only possible if the 
at-site mean has a negative value. General descriptions of L-CV are as follows: L-CV 
ratios smaller than .075 indicate minor variability, .075 < L-CV .15 moderate 
variability, .15 < L-CV .4 large variability (coexistent with large skewness), and L-CV 
ratios larger than 0.4 show very large variability (coexistent with very large 
skewness). 
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Figure 5-9: First four L-moments of daily rainfall (top left), surface pressure (top right), 2-meter air 
temperature (bottom left) and specific humidity (bottom right). Each segment refers to a grid point with 
bars denoting the range from 33 30-year simulations. Points denote the median of all ensemble 
simulations at each grid point. 
- L-skewness is defined by the division of the 3rd with the 2nd L-moment. Similar to L-
CV, L-skewness is dimensionless and interpreted as a measure of asymmetry in a 
distribution which may include positive or negative values. With L-skewness in the 
range of -1 ≤ L-CV ≤ 1, L-skewness values of (or near) 0.0 indicate a (near-) 
symmetrical distribution, whereas values greater (or smaller) than 0.3 (or -0.3) 
suggest very large skewness (i.e. outlier-prone distributions).   
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Figure 5-10: Summary statistics of L-moment ratios describing distributional properties of monthly 
rainfall (top left), surface pressure (top right), 2-meter air temperature (bottom left) and specific 
humidity (bottom right). Lines and points as described in the caption of Figure 5-9.  
- Finally, calculation of L-kurtosis is achieved by dividing the 4th with the 2nd L-
moment. Tighter bounds can be found in L-kurtosis, whereas Hosking (1990) defines 
these more stringent constraints as 
1
4
(5𝜏3
2 − 1) ≤ 𝜏4 < 1 with 𝜏4 as the L-kurtosis 
and 𝜏3 as the L-skewness. Thus, L-kurtosis cannot become smaller than -0.25. L-
kurtosis is more difficult to interpret, but seen as a measure for the ‘peakedness’ or 
tail weight of a distribution with higher L-kurtosis values being more peaked and 
exhibiting a heavier tail. 
Figure 5-9 and Figure 5-10 show summary statistics on distributional properties for all 
variables of the multivariable simulation. The most pronounced feature is the 
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underestimation of mean daily rainfall and L-scale in some stations – rainfall amounts 
across stations and ensembles show a mean bias of -0.28 mm/day –, 9 out of 20 stations 
are within range. 
 
 
Figure 5-11: First four L-moments of monthly rainfall (top left), surface pressure (top right), 2-meter air 
temperature (bottom left) and specific humidity (bottom right). Lines and points as described in the 
caption of Figure 5-9. 
The bias is attributed to the RMSE minimization step of the 2t-PXEOF method which 
gives equal weights to the error of each variable, finding the optimal combination of two 
2t-simulation windows. This equal weighting goes at the expense of strongly skewed 
variables since the minimization error is calculated in normal space, effectively leading 
to the preference of less ‘extreme’ values. This is also reflected in the L-moment ratio 
plots (Figure 5-10), particularly an underestimation of the L-skewness which describes 
the relative symmetry of a distribution as well as reduced coefficient of L-variation in 
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simulations, a measure of variability. As noted by Hosking (1990), higher L-skewness 
values indicate higher quantiles in the extreme upper tail of the distribution. The 
introduction of more variables and/or a higher number of stations is likely to worsen the 
tendency for underestimation even further. 
 
 
Figure 5-12: Summary statistics of L-moment ratios describing distributional properties of monthly 
rainfall (top left), surface pressure (top right), 2-meter air temperature (bottom left) and specific 
humidity (bottom right). Lines and points as described in the caption of Figure 5-9. 
One can recognize the underestimation in mean rainfall as one of the two major 
drawbacks of the model and suggest further improvements to increase both daily means 
and variances of station rainfall, either by introducing a more exhaustive RMSE 
calculation method which gives more weight to highly skewed variables (such as rainfall 
or wind speed) or by applying an additional quantile mapping method such as presented 
in Steinschneider and Brown (2013) to overcome this issue. However, one can recognize 
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that this could lead to the destruction of spatial amount correlation as well as cross-
variable correlation and a number of other statistics such as L-skewness and L-kurtosis 
which will be presented later in this thesis.  
 
 
Figure 5-13: First four L-moments of yearly rainfall (top left), surface pressure (top right), 2-meter air 
temperature (bottom left) and specific humidity (bottom right). Lines and points as described in the 
caption of Figure 5-9. 
 
In terms of the other variables, results of the simulation for daily L-moments and L-
moment ratios match observations fairly well. For surface pressure, all stations are 
within range and simulations with an indiscernible underestimation of 0.04 hPA across 
the ensemble members and with variance (i.e. L-scale) being overestimated between 
0.01 and 0.03 hPa across stations.  
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Figure 5-14: Summary statistics of L-moment ratios describing distributional properties of yearly rainfall 
(top left), surface pressure (top right), 2-meter air temperature (bottom left) and specific humidity 
(bottom right). Lines and points as described in the caption of Figure 5-9. 
Coefficient of L-variation values generally vary around 9x10-4 indicating very little 
variability. L-skewness and L-kurtosis are well reflected in simulations, suggesting 
asymmetry and peakedness – though small in magnitude for the given variable – are 
preserved. Interestingly, the multivariable simulation methodology seems to increase 
distribution asymmetry in surface pressure for stations with already higher L-skewness 
values and make the distribution more symmetric for stations with lower, observed L-
skewness. Simulated L-kurtosis behaviour is varied in a similar way. Simulated air 
temperature and specific humidity values exhibit similar marginal differences in mean 
and variance (in brackets) with an average bias of -0.04°C (+0.00°C) and less than -
0.0001kg/kg (-0.0004kg/kg).  
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While the daily coefficient of variation (L-CV) for air temperature is almost perfectly 
reproduced, L-skewness and L-kurtosis are slightly overestimated (by a dimensionless 
0.01 and 0.002 respectively) indicating slightly higher asymmetry in the simulated 
probability distribution. For specific humidity, the picture is mirrored: an increased 
coefficient of L-variation (by a dimensionless 0.002) is observed, and L-skewness as well 
as L-kurtosis is well within range of the observations and shows no evident upward or 
downward bias.  
The monthly and yearly statistics of simulated versus observed probability distributions 
were evaluated in Figure 5-11 to Figure 5-14. While monthly and yearly statistics for 
precipitation were calculated on the cumulative rainfall amounts within each period 
before deriving L-moments and L-moment ratios, for all other variables, the mean 
monthly and yearly values were used. As expected, L-CV, L-skewness and L-kurtosis 
values of monthly and yearly precipitation generally decrease when summing over larger 
time spans, nearing values of around 0.1 for yearly precipitation suggesting decreased 
but still moderate variability and asymmetry. For reference, a perfectly normal 
distribution would exhibit an L-skewness of zero as well as L-kurtosis of 0.1226. 
Simulated mean monthly L-skewness and L-kurtosis values range from 0.16 to 0.45 and 
0.07 to 0.32 respectively for different stations. 
While station-specific gradients in mean and L-scale can be reproduced for both monthly 
and yearly rainfall as depicted in Figure 5-11 and Figure 5-13 (top left), this is not the 
case for higher-order moments, i.e. the third and fourth L-moments of yearly rainfall. 
Simulated mean yearly L-skewness and L-kurtosis values are between -0.03 to 0.19 and 
0.07 to 0.19 respectively. Hence, L-skewness and L-kurtosis of yearly precipitation lie 
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along an almost horizontal line of about 0.1 (for L-skewness) and 0.1226 (for L-kurtosis), 
suggesting that the model is not able to accurately reproduce the station-specific 
asymmetry and peakedness of the probability distribution of yearly rainfall totals. The 
results are similar to those by Serinaldi and Kilsby (2014a) in their Figure 7, even though 
their simulation methodology is not multivariable but only includes precipitation. 
Steinschneider and Brown (2013) do not show L-kurtosis plots for any of their three 
variables (cumulative precipitation, maximum temperature, minimum temperature), 
however, they do include an evaluation of the skew. Skew is also not well captured by 
their model, i.e. they observe an underestimation in the station-specific gradient of the 
simulated mean skewness curve. 
Other notable differences between simulated and observed L-moment ratios are 
evident for L-CV of monthly values. The model consistently overestimates L-CV linked to 
enhanced variability in simulations (dimensionless overestimation of about 0.05 for 
precipitation). For precipitation, this is expected because of the use the previously 
mentioned, underestimated monthly mean (cumulative) precipitation (first L-moment) 
across stations in the denominator of the L-CV calculation. One can recognize that L-CV 
for other variables is also slightly overestimated. However, this can be attributed not to 
an underestimation in the mean, but an overestimation in the second L-moment as can 
be seen in Figure 5-11. Looking closely at the second moment of monthly air 
temperature, a slight positive gradient in the median of stations with a higher second L-
moment can be seen, which propagates through to the monthly L-CV of air temperature 
(also being slightly higher).   
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Yearly simulated L-CV values follow observations closely and observed values are well 
within the 33 ensemble sample for all variables. An average overestimation of observed 
yearly L-CV by 2x10-5 for surface pressure, 7x10-4 for air temperature and 1.5x10-3 for 
specific humidity can be found. As opposed to L-skewness and L-kurtosis of annual 
precipitation, values for all other variables preserve the station-specific mean gradient, 
and – while surface pressure becomes nearly Gaussian, centering around zero for L-
skewness, and 0.1226 for L-kurtosis – simulated distributions of yearly air temperature 
and specific humidity reproduce light to moderate skewness of approximately 0.15 (for 
air temperature) and 0.3 (for specific humidity).  
This seems an improvement to the results presented by Steinschneider and Brown 
(2013) who not only overestimate the simulated standard deviations of annual minimum 
and maximum temperature but also the domain-averaged simulated skew of the two 
distributions and station-specific mean gradient in skewness in their Figure 8. They find 
that, particularly for precipitation and maximum temperature, the skew is 
overestimated for those grid cells with small skew values and underestimated for those 
grid cells with larger skew values. 
They attribute this to the fact that basin-averaged climate fields are being used to drive 
the model over a large and somewhat heterogeneous region. This, however, seems 
similar to the setup of the model presented in this thesis, with grid points of the 
hydrometeorological dataset covering the whole of Peninsular Malaysia with a total of 
131,598 square kilometres. 
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Figure 5-15: Statistics describing daily temporal autocorrelation for lag-1, lag-2, lag-180, and lag-360 for 
rainfall (top left), surface pressure (top right), 2-meter air temperature (bottom left) and specific 
humidity (bottom right). Lines and points as described in the caption of Figure 5-9. 
5.1.2.2. Temporal correlation 
The evaluation of simulated to observed temporal correlation in the emerging context of 
multivariate, multisite weather generators currently lacks a consistent framework. A 
small number of papers provide statistics on temporal correlation. However, they are 
mainly isolated comparisons either on a given daily, monthly or yearly scale, only 
showing one of the simulated variables and / or evaluating temporal correlation at one 
site. Notable contributions have been provided by Apipattanavis et al. (2007), 
Steinschneider and Brown (2013), Caraway et al. (2014) and Srivastav and Simonovic 
(2014a).  
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Figure 5-16: Statistics describing daily temporal autocorrelation for lag-1 to lag-12 for rainfall (top) and 
surface pressure (bottom). Lines and points as described in the caption of Figure 5-9. 
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Figure 5-17: Statistics describing daily temporal autocorrelation for lag-1 to lag-12 for 2-meter air 
temperature (top) and specific humidity (bottom). Lines and points as described in the caption of Figure 
5-9. 
First, findings from the literature are presented to provide a more extensive evaluation 
of daily, monthly and yearly correlation with different lags for the model. Alternative 
approaches including a more sophisticated version of the original PXEOF-model setup – 
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the extra-PXEOF model – are shown to exemplify improvements achievable at the 
annual scale of autocorrelation. Finally, model performance will be evaluated and 
compared to existing weather generators. The evaluation is similar to Serinaldi and 
Kilsby (2014a) who investigated the performance of their rainfall generator model. 
Apipattanavis et al. (2007) presented a semiparametric weather generator using a 
Markov chain for generating the precipitation state and a k-nearest neighbour algorithm 
for generating the multivariate weather variables (precipitation, minimum and 
maximum temperature). In their evaluation, they also included plots for the daily lag-1 
autocorrelation values of a single site simulation (Pergamino, Argentina) during January 
and July. While they slightly underestimate the lag-1 correlations of the temperatures 
for both months, their lag-1 for precipitation are within range. They attribute the bias to 
the fact that the neighbours in the resampling procedure are based on the precipitation 
state. Unfortunately, they do not indicate how their model performed in a multisite 
context, making a comparison with this thesis’ results not suitable. 
Using their multisite, multivariate model, Steinschneider and Brown (2013) also give a 
short summary of the performance of their model regarding temporal correlation. In 
their Figure 6, they show the distributions of daily lag-1 serial correlation values for 
precipitation and maximum and minimum temperature across the 50 model 
simulations. Simulations tend to consistently underestimate lag-1 autocorrelations in 
the temperature fields, whereas the bias for precipitation is slight. 
Caraway et al. (2014) proposed a multisite weather generator, combining precipitation-
based clustering, Markov chains and kNN time series resampling to represent daily 
weather (precipitation, minimum and maximum temperature).  
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Figure 5-18: Statistics describing daily temporal autocorrelation for lag-13 to lag-24 for rainfall (top) and 
surface pressure (bottom). Lines and points as described in the caption of Figure 5-9. 
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Figure 5-19: Statistics describing daily temporal autocorrelation for lag-13 to lag-24 for 2-meter air 
temperature (top) and specific humidity (bottom). Lines and points as described in the caption of Figure 
5-9. 
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In their Figure 9, simulated lag-1 autocorrelations for all variables are significantly 
underestimated for all four seasons. They indicate that lag-1 autocorrelations are 
notoriously difficult to simulate with nonparametric weather generators, referring to 
previous studies (Apipattanavis et al. 2007; Buishand and Brandsma 2001; Yates et al. 
2003).  
For their multisite, multivariate maximum entropy bootstrap technique, Srivastav and 
Simonovic (2014a) investigate the performance of their model towards the simulation of 
observed autocorrelation and variable cross-correlation. Similar to Apipattanavis et al. 
(2007), they simulate precipitation, minimum and maximum temperature on a daily 
scale. Monthly lag-1 autocorrelation are presented in their Figure 9. While the simulated 
monthly lag-1 autocorrelation structure is preserved well for all three weather variables 
at their London A site, they lack a summary of evaluation for other sites. In Figure 12, 
also for the London A site, they further explore the daily temporal and cross-
correlational dependence structure for lags 1 to 50, indicating that their orthogonal 
transformation (spatial and weak temporal dependence) and maximum entropy 
bootstrap method (temporal dependence) allows to capture the temporal dependence 
structure. Yearly autocorrelation comparisons are not included in their paper.  
While their model – which has also applied for streamflow simulation (Srivastav and 
Simonovic 2014b) – is geared towards re-simulating the temporal and spatial correlation 
structure, it suffers a number of drawbacks. Maximum entropy bootstrap, a method 
initially developed by Vinod (2006) for time series inference in economics, is a non-
parametric method which unlike traditional resampling methods do not depend on 
resampling historical data, but rather random sampling from the empirical cumulative 
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distribution with endpoints selected to allow limited extrapolation and reordering of the 
random series to respect the rank ordering of the original time series (i.e. the temporal 
dependence structure). While maximum entropy bootstrap allows to satisfy ergodicity 
and central limit theorems, one can recognize that there are problems regarding the 
implementation and simulated output. These include statistical limitations on the 
orthogonal transformation to decorrelate multivariate collinear data variables into 
linearly de-correlated variables making it necessary to use the first principal component 
only as illustrated in their Figure 6 (Srivastav and Simonovic 2014a) and the selection of 
upper and lower limits for the data as well as intervals for the construction of the 
maximum entropy density function. Most importantly, the simulated time series does 
not substantially differ from the observed and only allows limited extrapolation and 
smoothing due to the rank ordering methodology (Srivastav and Simonovic 2014b). 
Their maximum entropy bootstrap methodology reproduces the observed time series 
without changing the magnitude order of simulated values, leading to simple variations 
in the yearly cycles while retaining ordinal utilities of daily values – see e.g. a non-
climate-related example in Vinod and Lopez-de-Lacalle (2009).  
In the following paragraphs, the weather generator output of the multivariable PXEOF-
EEOF methodology will be evaluated. Due to their comparability in terms of 
methodology used (i.e. the multivariable, multisite framework), availability of 
autocorrelation statistics and ability to generate novel combinations in terms of weather 
sequences, the studies by Caraway et al. (2014) and Steinschneider and Brown (2013) 
were mainly used as main reference points for the evaluation of this thesis’ model. 
Figure 5-15 shows the daily autocorrelation plots for lags 1, 2, 180 and 360 of all four 
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variables. Figure 5-16, Figure 5-17, Figure 5-18 and Figure 5-19 include a more detailed 
view of lag-1 to lag-24. It should be noted that non-deseasonalized observed and 
simulated amounts were used for the subsequent analysis. The same statistics were 
derived for deseasonalized amounts. However, deseasonalizing does not substantially 
change the bias in magnitude of ACF values when comparing observed to simulated 
autocorrelation (see an example in the subsequent paragraph).  
Observed daily autocorrelation values for precipitation are relatively high, for example, 
with lag-1 autocorrelation values ranging from 0.11 to 0.44 due to the monsoonal 
influence. As opposed to Steinschneider and Brown (2013) and Caraway et al. (2014) 
who underestimate daily lag-1 serial correlation values for precipitation and maximum 
and minimum temperature, lag-1 autocorrelations is overestimated by about 0.1 across 
stations when comparing simulated mean ensemble to observed autocorrelation values. 
Using observed and simulated time series which were deseasonalized by simply 
subtracting the mean seasonal cycle, this bias sinks to 0.08 (not shown here). The 
magnitude of bias is found to be similar to Caraway et al. (2014), acknowledging that it is 
larger than the one shown by Steinschneider and Brown (2013) in their Figure 6. While 
the domain average of observed mean lag-1 serial autocorrelation values by 
Steinschneider and Brown (2013) lies around 0.18, the Peninsular Malaysian domain 
features a larger mean of 0.22 and comparably wider range of ACF lag-1 values from 0.1 
to 0.43 across stations. For comparison, Caraway et al. (2014) record observed daily lag-
1 autocorrelation values on a seasonal scale with a maximum range of about 0.16 to 
0.32 during MAM. It should be noted that time series for a larger number of non-
homogenous variables were generated simultaneously – precipitation, surface pressure, 
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air temperature and specific humidity as opposed to precipitation, minimum and 
maximum temperature in comparable studies. Similar to the mean bias, the main factor 
of the overestimation of simulated daily autocorrelation lies in the apparent favouring of 
non-extreme variable combinations, which in the case of precipitation as a highly 
skewed variable, leads to an underestimation in the occurrence frequency of high 
rainfall amounts. This in turn, decreases the simulated mean precipitation (Figure 5-9) 
and results in an overestimation in lag-1 autocorrelation (Figure 5-15) via the ‘equal 
weights’ RMSE calculation method that was applied in the multivariable simulation. As 
previously mentioned, introducing a more exhaustive RMSE calculation method which 
gives more weight to highly skewed variables (such as rainfall or wind speed; see for e.g. 
Ailliot et al. 2006) or by applying an additional quantile mapping method such as 
presented in Steinschneider and Brown (2013) may provide an option for improvement 
which needs to be investigated further. 
Daily lag-1 autocorrelation values for other variables are also slightly overestimated by 
less than 0.01, 0.04 and 0.02 for surface pressure, air temperature and specific humidity 
respectively. These biases are comparable to the ones obtained by Steinschneider and 
Brown (2013) and significantly smaller than those in reported in Caraway et al. (2014). 
Simulated and observed mean daily autocorrelation values decrease rapidly with 
increasing lag (see Figure 5-16 to Figure 5-19) such that, for example, daily 
autocorrelation for precipitation at lag-24 are statistically non-significant from zero with 
mean simulated values around 0.05 (observed: 0.025).  
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Figure 5-20: Statistics describing monthly temporal autocorrelation for lag-1, lag-2, lag-6 and lag-12 for 
rainfall (top left), surface pressure (top right), 2-meter air temperature (bottom left) and specific 
humidity (bottom right). Lines and points as described in the caption of Figure 5-9. 
While the overestimation bias in daily autocorrelation is largest at lag-1 for precipitation, 
the bias is found to worsen with values up to 0.16 at lag-12 for surface pressure, up to 
0.07 at lag-17 for air temperature and up to 0.06 at lag-8 for specific humidity before 
again decreasing. It would be important for comparisons on temporal autocorrelation to 
record such behaviour in future model evaluation studies.  
Monthly and yearly autocorrelation functions of the original PXEOF model were also 
derived for all four variables (Figure 5-20 and Figure 5-23). For comparison, and because 
an improvement of monthly and interannual correlations (i.e. overcome non-correlated 
December-January transitions present in the PXEOF model) should be achieved, the 
extra-PXEOF model was introduced. While initially a permutation method, i.e. randomly 
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swapping simulated years of the original PXEOF model output around, seemed sensible 
in order to improve yearly lag-1 autocorrelation, problems were, however, encountered 
due to computational constraints, being able to preserve monthly autocorrelations of 
higher lags as well as reproducing mean autocorrelation coefficients across the domain. 
For example, using a simple permutation of 40,000 steps on the 10,000 year rainfall data 
output in Chapter 4 provided yearly autocorrelation behaviour as displayed in Figure 
5-21. The extra-PXEOF model extends the yearly cycle by a given number of months and 
minimizes the RMSE between two simulated sequences in the overlapping period.  
 
Figure 5-21: Simulated yearly autocorrelation for lag-1 to lag-4 based on the 10,000 year rainfall 
simulation after permutation. While the simulated data was produced using the original PXEOF model 
(single year simulations without considering interannual correlations), the output presented here was 
post-processed by a simple permutation technique to improve lag-1 yearly autocorrelation (for 
comparison without the post-processing step see Figure A - 4). 
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Figure 5-22: Statistics from the extra-PXEOF model (12-month period chosen for extra-PXEOF length) 
describing monthly temporal autocorrelation for lag-1, lag-2, lag-6 and lag-12 for rainfall (top left), 
surface pressure (top right), 2-meter air temperature (bottom left) and specific humidity (bottom right). 
Lines and points as described in the caption of Figure 5-9. 
Results for an additional run are included in this thesis – model output from the extra-
PXEOF with 12-month overlapping period (see Figure 5-22 for monthly autocorrelation, 
as well as Figure 5-24 for yearly autocorrelation of the respective models). For 
illustration and interpretation purposes, model results of the original PXEOF (denoted 
‘regular’) were overlaid with the extra-PXEOF model with 12-month overlapping period 
(denoted extraPXEOF12’) in Figure 5-25 and Figure 5-26. An assessment summary of 
mean autocorrelation bias using non-detrended and detrended observed and simulated 
data is provided in Table 5-1. 
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Figure 5-23: Statistics describing yearly temporal autocorrelation for lag-1, lag-2, lag-3 and lag-4 for 
rainfall (top left), surface pressure (top right), 2-meter air temperature (bottom left) and specific 
humidity (bottom right). Lines and points as described in the caption of Figure 5-9.  
While the extraPXEOF12 model generally improves interannual correlations, particularly 
annual lag-1 autocorrelations for all variables and lag-2 to lag-4 correlations for air 
temperature and specific humidity in the case of the non-detrended data analysis, some 
detrimental, however, marginal effects on monthly autocorrelations were detected. 
Table 5-1 shows bias improvements and worsening from observed mean autocorrelation 
across stations and ensembles. For example, while observed mean yearly 
autocorrelation for precipitation across the domain amounts to 0.1054, the ‘regular’ 
PXEOF and extraPXEOF12 model output analysis revealed a mean yearly autocorrelation 
coefficient bias of 0.173 and 0.084 respectively. Thus, by using the extraPXEOF12 model, 
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an effective improvement of 0.089 for the mean lag-1 annual autocorrelation across the 
domain was found.   
Table 5-1: Comparison matrix for mean monthly and yearly autocorrelation (across stations and 
ensembles) between regular PXEOF and extra-PXEOF model (12-month period chosen for extra-PXEOF 
length). Observation data and simulation runs were de-trended before analysing autocorrelation bias 
for the second half of the table. Green shading shows autocorrelation bias improvement of the extra-
PXEOF model, white no discernible improvement/worsening, red shading indicates a worsening. Values 
have been rounded to two decimals and if below 0.01 (above -0.01), were denoted < 0.01 (> -0.01 
respectively). Variable abbreviations are: p – precipitation, ps – surface pressure, ta – 2-meter air 
temperature, qa – specific humidity. 
Similar results were obtained for other variables, such as surface pressure (0.1748), 
temperature (0.4689) and air temperature (0.6713) – with effective improvements of 
lag-1 annual ACF values in brackets. As previously noted, this was expected as the 
‘regular’ PXEOF model did not simulate multiple years in succession but rather single 
years without taking interannual correlations into account. Monthly autocorrelation 
values were degraded in some instances by the introduction of the extraPXEOF12 
model. For example, in the detrended analysis case, a bias worsening of -0.0953 in lag-2 
monthly autocorrelation for specific humidity was found. In general, however, the 
magnitude of bias degradation in monthly autocorrelation is generally lower than the 
achieved benefits on the annual scale. 
NON-
DETRENDED 
yearly ACF monthly ACF 
Variable lag-1 lag-2 lag-3 lag-4 lag-1 lag-2 lag-6 lag-12 
p 0.09 0.06 < 0.01 0.04 0.01 > -0.01 < 0.01 -0.01 
ps 0.18 0.03 > -0.01 > -0.01 > -0.01 < 0.01 < 0.01 > -0.01 
ta 0.47 0.36 0.12 0.08 -0.05 > -0.01 -0.06 0.01 
qa 0.67 0.42 0.28 0.17 -0.05 -0.05 < 0.01 0.18 
DETRENDED yearly ACF monthly ACF 
Variable lag-1 lag-2 lag-3 lag-4 lag-1 lag-2 lag-6 lag-12 
p 0.07 0.04 0.02 0.03 0.01 -0.01 0.01 -0.02 
ps 0.16 0.06 0.01 -0.04 > -0.01 < 0.01 < 0.01 > -0.01 
ta -0.24 -0.19 0.04 > -0.01 0.07 0.02 0.07 0.06 
qa 0.54 0.18 0.08 > -0.01 0.03 -0.10 0.01 0.15 
Results for the multivariable, multisite PXEOF-EEOF model - At-site properties 
 191  
 
Steinschneider and Brown (2013) unfortunately did not include any statistics on monthly 
or yearly autocorrelation values for single stations but rather evaluated the mean 
autocorrelation across the whole simulated domain. 
 
  
Figure 5-24: Statistics from the extra-PXEOF model (12-month period chosen for extra-PXEOF length) 
describing yearly temporal autocorrelation for lag-1, lag-2, lag-3 and lag-4 for rainfall (top left), surface 
pressure (top right), 2-meter air temperature (bottom left) and specific humidity (bottom right). Lines 
and points as described in the caption of Figure 5-9.  
Station-specific autocorrelation values were preserved as indicated by the gradient in 
the least squares line of mean station autocorrelation in Figure 5-25 and Figure 5-26 – 
albeit with varying success for various variables, lags, and distinguishing between 
monthly and yearly autocorrelation. Station-specific monthly lag-1 correlations are 
deteriorated in the ‘regular’ PXEOF model because autocorrelation at the yearly 
transition between the months December and January is incidental, i.e. resulting from 
the sum of daily precipitation values without consideration of monsoonal or multi-
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annual amplifications. While the mean and gradient in monthly ACF values for the lag-1 
precipitation case of the extraPXEOF12 model almost perfectly matches the 1:1 line (i.e. 
observations), the extraPXEOF12 model also seems to improve the least-squares line 
gradient of mean monthly lag-12 autocorrelation.  
 
  
Figure 5-25: Monthly autocorrelation comparison between the regular PXEOF and extra-PXEOF model 
(12-month period chosen for extra-PXEOF length) for lag-1, lag-2, lag-6 and lag-12 for rainfall (top left), 
surface pressure (top right), 2-meter air temperature (bottom left) and specific humidity (bottom right). 
Black points and lines correspond to the regular PXEOF, red to the extra-PXEOF model. Data series were 
additionally de-trended for this analysis. Upward- and downward pointing triangles indicate maximum 
and minimum autocorrelation values across the ensembles, black crosses the ensemble median of the 
regular PXEOF model, red points the ensemble median of the extra-PXEOF model. Red and black lines 
represent fitted least-squares lines across station median values for the respective models, with mean 
autocorrelation values across ensembles and stations indicated by stars.  
On an annual scale, the increase in the slope of the least-squares line of mean annual 
autocorrelation is less pronounced and tends towards zero in the case of lag-3 and lag-4 
annual autocorrelation for precipitation, meaning that the extraPXEOF12 model is 
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unable to represent station-specific autocorrelation values which arise from the 
autocorrelation component of multi-annual oscillations. Regarding other variables, 
improvements to the least-squares line gradient through the use of the extraPXEOF12 
model are also evident for surface pressure in the lag-1 annual autocorrelation and air 
temperature as well as specific humidity in the lag-1 to lag-4 annual autocorrelation 
(Figure 5-26). The multivariable extraPXEOF12 model also affected the range of station 
autocorrelation values within the ensemble simulation. 
 
  
Figure 5-26: Yearly autocorrelation comparison between the regular PXEOF and extra-PXEOF model (12-
month period chosen for extra-PXEOF length) for lag-1, lag-2, lag-3 and lag-4 for rainfall (top left), 
surface pressure (top right), 2-meter air temperature (bottom left) and specific humidity (bottom right). 
Notation as described in the caption of Figure 5-25. 
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(a) 
 
(b) 
 
(c) 
 
(d) 
 
Figure 5-27: Statistics describing 5-day totals (for precipitation) and mean (for all other variables) across 
a range of quantiles (greater than 0.5, 0.75, 0.95, 0.99, 0.995 and 0.999) for daily rainfall (panel (a)), 
surface pressure (panel (b)), 2-meter air temperature (panel (c)) and specific humidity (panel (d)). Lines 
and points as described in the caption of Figure 5-9. 
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However, no consistent trend for increased / decreased variability in station 
autocorrelation on the monthly or annual scale could be found. While the range in lag-1 
monthly autocorrelation values for precipitation increased across all stations through 
the introduction of the extraPXEOF12 model, the opposite effect was observed for 
monthly lag-1 surface pressure autocorrelation values. On the annual scale, the range in 
station autocorrelation for all variables generally seemed unchanged by the 
extraPXEOF12 model, even though a shift in mean autocorrelation was experienced as 
explained above. 
For the sake of completeness, statistics on multi-day totals / means (Figure 5-27) were 
computed similar to the evaluation of the 10,000 year rainfall simulation. Because an 
ARMA component in the ‘regular’ PXEOF methodology depicted here has not been 
employed and due to previous experiments, an underestimation in 5-day rainfall totals 
was expected. This also proved to be the case for the multivariable simulation. In all 
quantiles analysed, at least one station was outside the ensemble range: 12 stations for 
the 50th quantile q50, 12 for 75th quantile q75, 14 for 95th quantile q95, 7 for 99th 
quantile q99, 3 for 99.5th quantile q99.5 and 3 for 99.9th quantile q99.9. On average 
across all stations, the simulated mean ensemble 50th percentile for 5-day total rainfall 
amounted to 17.9 mm/day (observed: 20.57 mm/day). Similarly, higher percentiles of 
station precipitation amounts were consistently underestimated by about 3.7 mm/day 
(q75), 6.2 mm/day (q95), 10.9 mm/day (q99) and 9.7 mm/day (q99.5) and 2.7 mm/day 
(q99.9).  
Variables other than precipitation performed better: for surface pressure, observed 5-
day means of only one station each lay outside the simulated range (q99, q99.9) with 
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marginal mean biases across stations and ensembles ranging from -0.0308 hPA 
(underestimation in simulated q50) to +0.3487 hPA (overestimation in simulated q99.9). 
Observed 5-day means of air temperature lay within the simulated range for all stations 
and quantiles. Mean biases across stations and ensembles all indicated slight 
overestimation of simulated temperature quantiles; however, they did not exceed 
0.15°C for any quantile analysed. Finally, for specific humidity, observed 5-day means of 
four stations lay outside the simulated range for q95, one for q99. Again, mean biases 
across stations and ensembles were marginal and not exceeding 0.001 kg/kg. 
5.2. Correlation structure 
5.2.1. Event correlation 
Of particular interest in the multivariable case is not only the reproduction of the 
temporal, but also spatial as well as cross-variable correlational structure of observed 
data. The introduction of spatial and cross-correlational structure can take many forms 
and may prove difficult: Caraway et al. (2014), for example, employed a relatively 
straightforward ‘Richardson’-like methodology (Richardson 1981) which – like many 
precipitation generators before – separated (precipitation) occurrence and amount 
simulation.  
Adopting a domain aggregate approach similar to Apipattanavis et al. (2007), they 
extended the Markov simulation with precipitation states ‘wet’ and ‘dry’ to three 
regional clusters, leading to a total of eight precipitation states. Given a day t, Caraway 
et al. (2014) then sampled area-averaged weather vectors for precipitation, minimum 
temperature and maximum temperature from a conditional probability distribution 
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function (PDF). They chose the conditional PDF 𝑓 of weather vectors 𝑥𝑡 to be dependent 
on a given day of year 𝐷𝑂𝑌, yesterday’s simulated weather 𝑥𝑡−1, yesterday’s 
precipitation state 𝑠𝑡−1 and today’s precipitation state 𝑠𝑡, i.e. 𝑓(𝑥𝑡|𝐷𝑂𝑌, 𝑥𝑡−1, 𝑠𝑡−1, 𝑠𝑡). 
By resampling from the historical record of weather variables at all locations within a 
cluster on the same day, they were able to recreate the spatial correlation structure 
within, however, were not able to preserve across-cluster dependencies.  
The approach by Steinschneider and Brown (2013) proved more successful to not only 
preserve spatial amount correlation across the whole domain, but also the cross-
variable correlation structure, largely due to their application of kNN bootstrap 
resampling. Using a three-state Markov chain of first order, they first simulated 
occurrence of area-averaged precipitation across L locations.  
Partitioning the historic record to find all pairs of days in a certain time window that 
have the same sequence of area-averaged precipitation states simulated by the Markov 
chain for a day t-1 and t, they obtain Q pairs, each containing two days of area-averaged 
weather ?̅?𝑞
1 and ?̅?𝑞
2. Using 𝑥𝑡−1, the area-averaged weather variables already simulated 
for day t-1, Steinschneider and Brown (2013) then calculate the average weighted 
distance 𝑑𝑞 between the simulated, area-averaged vector of weather variables 𝑥𝑡−1 and 
each of the Q vectors of historic, area-averaged variables. After sampling one of the k-
nearest neighbours, they finally use 𝑥𝑡, i.e. the vectors of weather variables on the 
successive day of the sampled neighbour pair, later repeating those steps for all days of 
the simulation. 
Similar to Caraway et al. (2014), the methodology of Steinschneider and Brown (2013) 
introduces spatial correlation through a resampling scheme which is conditioned on the 
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Markov chain simulated precipitation occurrence. Unfortunately, neither of the two 
above mentioned papers gives an evaluation of the daily rainfall event correlations or 
log-odds ratios. One can calculate event correlations 𝜌𝑖𝑗  between two stations 𝑖 and 𝑗  
following the formula of Baigorria et al. (2007): 
𝜌𝑖𝑗 =
1
𝑛
∑ (𝜑𝑖𝑡 − µ𝑖)(𝜑𝑗𝑡 − µ𝑗)
𝑛
𝑡=1
𝜎𝑖𝜎𝑗
 
Equation 5-1: Event correlation calculation. 
where 𝜑𝑖𝑡 is the binary rainfall observation on day t for location 𝑖, µ𝑖 is the mean of daily 
(binary) rainfall values for location 𝑖 and 𝜎𝑖 is the standard deviation of daily (binary) 
observations at station  𝑖 (i.e. the latter two variables µ𝑖 and 𝜎𝑖 are both expressed as 
fractions).  
 
Figure 5-28: Monthly log-odds ratio for precipitation. An explanation on the log-odds ratio can be found 
in Chapter 5.2.1 and Equation 5-2. Each point represents the observed versus simulated log-odds ratio 
of a grid point pair with the spread of points along the x-axis denoting the range from 33 30-year 
simulations. 
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While the calculation by Baigorria et al. (2007) essentially renders a Pearson correlation 
coefficient, the log-odds ratio as introduced by Stephenson (2000) provides another 
measure to compare spatial event correlations. Stephenson (2000) initially proposed 
using the log-odds ratio as a comparison tool for hits and false alarms in weather 
forecasting. It was first applied in the rainfall generator context by Apipattanavis et al. 
(2007) for the evaluation of spatial rainfall event generation and is more suited to 
express the four possible binary wet-dry constellations between two stations. The log-
odds ratio is advantageous over a Pearson’s chi-squared test for small to moderate 
sample sizes as the sampling distribution of the odds ratio can be highly skewed. One 
can derive the log-odds ratio 𝐿𝑂𝑅𝑖𝑗 between two stations 𝑖 and 𝑗 as: 
𝐿𝑂𝑅𝑖𝑗 = log (
𝑝11
𝑖𝑗 𝑝00
𝑖𝑗
𝑝10
𝑖𝑗 𝑝01
𝑖𝑗
) 
Equation 5-2: Log-odds ratio calculation. 
 where 𝑝11
𝑖𝑗
, 𝑝00
𝑖𝑗 , 𝑝10
𝑖𝑗
 and 𝑝01
𝑖𝑗
 represent the probabilities of rain at both stations, 
probabilities of no rain at both stations, rain at stations 𝑖 and no rain at station 𝑗, and no 
rain at station 𝑖 and rain at station 𝑗, respectively. A similar evaluation has, more 
recently, also been performed by Serinaldi and Kilsby (2014a).  
Results from the multivariable simulation are displayed in Figure 5-28 and Figure 5-29. 
Figure 5-28 depicts the monthly log-odds ratio for rainfall for each station pair. 
Ensemble spread is indicated by the horizontal range of simulated station pair values. 
Simulated log-odds ratios match the observed ones well and are comparable to the ones 
presented in Serinaldi and Kilsby (2014a).  
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Figure 5-29: Statistics describing event correlation for daily rainfall (top left), surface pressure (top 
right), 2-meter air temperature (bottom left) and specific humidity (bottom right). Events are arbitrarily 
defined as days with greater than 0mm/day for precipitation, days with less than 1000hPA for surface 
pressure, days with less than 25 degrees Celsius for 2-meter air temperature and days with a specific 
humidity of less than 0.0175 kg/kg. Each segment refers to a grid point with bars denoting the range 
from 33 30-year simulations. Points denote the median of all ensemble simulations at each grid point. 
While an interpretation of the log-odds ratio is not straightforward, it generally is 
symmetric, running from −∞ to ∞ with zero being the neutral value. Thus, it allows 
making statements about negative and positive associations of station pairs. Observed 
log-odds ratios in Peninsular Malaysian data are largely positive, with a minimum 𝐿𝑂𝑅 of 
-0.14 during April and maximum values of 3.21 during February. Mean observed 𝐿𝑂𝑅 
values across station pairs are largest during December with 0.78 indicating that the 
station behaviour in this month is the most coherent throughout the year, possibly due 
to the Northeast monsoon affecting the majority of stations during any given day. The 
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lowest mean observed 𝐿𝑂𝑅 value was recorded during September with 0.55. For 
clarification, the log-odds ratio is comparable to the Kendall tau rank correlation 
coefficient (see Chapter 5.2.2 and Equation 5-3 for further explanation) used for 
amounts in that it indicates concordance in event behaviour. Mean simulated, monthly 
𝐿𝑂𝑅 values lie between 0.45 and 0.88 across ensembles with the largest overall biases 
of +0.15 between simulated and observed 𝐿𝑂𝑅 in November. Mean overall biases 
averaged across all months amount to +0.07, indicating that the model favours slightly 
more concordant event behaviour during simulations if compared to observations. A 
similar picture is given by the event correlation coefficients in Figure 5-29.  
As opposed to the monthly log-odds ratio, event correlation was calculated across the 
whole 30-year ensemble period. A negligible mean overestimation of observed event 
correlation for precipitation by 0.0035 is found. For other variables, event correlations 
are equally well-preserved. Mean overestimations across ensembles and station pairs 
amount to 0.005 for surface pressure, 0.03 for air temperature, and 0.03 for specific 
humidity. 
5.2.2. Amount / scale correlation 
Amount correlations have been evaluated using Kendall correlation coefficients (Figure 
5-31), Pearson correlation coefficients (Figure 5-32), as well as upper-tail coefficients 
(Figure 5-36) following Schmidt and Stadtmüller (2006). Kendall’s rank correlation 
coefficients provide a non-parametric test of independence, measuring the degree of 
dependence between station pairs. Given any pair of observations, i.e. rainfall amounts, 
(𝑥𝑖, 𝑦𝑖) and (𝑥𝑗 , 𝑦𝑗) at two stations 𝑖 and 𝑗, the pairs are said to be concordant if the 
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ranks of both amounts agree, such that 𝑥𝑖 > 𝑥𝑗  ∧ 𝑦𝑖 > 𝑦𝑗 or 𝑥𝑖 < 𝑥𝑗  ∧ 𝑦𝑖 < 𝑦𝑗. In 
contrast, discordant pairs are present if 𝑥𝑖 > 𝑥𝑗  ∧ 𝑦𝑖 < 𝑦𝑗 or 𝑥𝑖 < 𝑥𝑗  ∧ 𝑦𝑖 > 𝑦𝑗. 
 
Figure 5-30: Spatial correlation expressed via the Kendall correlation coefficient for daily rainfall (top) 
and surface pressure (bottom). Each point represents the observed versus simulated Kendall correlation 
coefficient of a grid point pair with the spread of points along the x-axis denoting the range from 33 30-
year simulations. 
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Figure 5-31: Spatial correlation expressed via the Kendall correlation coefficient for 2-meter air 
temperature (top) and specific humidity (bottom). Each point represents the observed versus simulated 
Kendall correlation coefficient of a grid point pair with the spread of points along the x-axis denoting 
the range from 33 30-year simulations.  
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With 𝐶 and 𝐷 the number of concordant and discordant pairs respectively, one can 
define the Kendall correlation coefficient 𝜏 as: 
𝜏 =  
𝐶 − 𝐷
1
2𝑛(𝑛 − 1)
 
Equation 5-3: Kendall’s rank correlation coefficient calculation. 
where 𝑛 denotes the total number of observations in time series 𝑋 = 𝑥1,  𝑥𝑖 , . . 𝑥𝑛. Given 
independence between stations, one would expect Kendall correlation coefficients to be 
approximately zero, whereas perfect (dis)agreement between amount rankings would 
yield coefficients of 1 (-1).  
For example, observed monthly Kendall correlation coefficients for precipitation at any 
single station pair range from -0.05 during November to 0.86 during February. Other 
variables exhibit larger maximum monthly coefficients of 0.99 (surface pressure), 0.98 
(air temperature) and 0.98 (specific humidity).  
Simulated monthly Kendall correlation coefficients reproduced observed behaviour well 
for all variables (Figure 5-30 and Figure 5-31). For precipitation, mean simulated 
coefficients across the ensembles show biases of up to -0.01 (underestimation in 
simulations) during February and +0.06 (overestimation in simulations) during May. 
However, all variables show a tendency to slightly overestimate observed amount 
correlations, with simulated mean monthly Kendall correlation coefficients across all 
station pairs (observed in brackets) recorded to be 0.28 (0.24) for precipitation, 0.9 
(0.88) for surface pressure, 0.6 (0.56) for air temperature and 0.61 (0.58) for specific 
humidity.  
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Figure 5-32: Spatial correlation expressed via the Pearson correlation coefficient for daily rainfall (top 
left), surface pressure (top right), 2-meter air temperature (bottom left) and specific humidity (bottom 
right). Each segment refers to a grid point with bars denoting the range from 33 30-year simulations. 
Points denote the median of all ensemble simulations at each grid point. 
Pearson correlation coefficients in Figure 5-32 seem to confirm this behaviour. While 
Caraway et al. (2014) do not give any detailed comparisons between observed and 
simulated Pearson correlation coefficients, they fail to reproduce between-cluster 
correlations apart from their ‘da’ (i.e. domain-aggregate) methodology run where 
Markov transition probabilities are derived on domain averaged weather at each time 
step. Even the ‘da’ run seems to underestimate maximum temperature correlation 
coefficients in their Figure 8. A similar picture is given by Srivastav and Simonovic 
(2014a) and Apipattanavis et al. (2007).  
While Srivastav and Simonovic (2014a) show Pearson correlation coefficients in their 
Figure 11, Apipattanavis et al. (2007) compare spatial correlations via Pearson 
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correlation coefficients in their Figure 13 and log-odds ratios in Figure 14. For 
Apipattanavis et al. (2007), particularly daily precipitation is underestimated in their 
model. Unfortunately, they lack clear quantification of this bias. Steinschneider and 
Brown (2013) seem to perform best on this metric given their three variables as 
displayed in their Figure 4. 
Because spatial amount correlations are slightly overestimated, one can argue that 
destruction of spatial amount correlation to an observed level is easily achievable and 
can be introduced in future model configurations.  
In an attempt to explain the overestimation, upper-tail coefficients were derived. Upper-
tail dependence coefficients were initially applied in econometrics by Longin and Solnik 
(2001) to explain asymmetry in tail dependence of equity portfolios, i.e. co-movements 
in the tails of bivariate distributions. As Aghakouchak et al. (2010) showed, two stations 
can exhibit the same Pearson correlation coefficient with both being locally independent 
or correlated in the upper tails (Figure 5-33). 
 
Figure 5-33: Upper tails of two station distributions X1 and X2 are locally independent in the upper right 
quadrant of (a) while being locally correlated in (b) as illustrated in Aghakouchak et al. (2010). 
Image reproduced with permission of the rights holder. 
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Herein, an upper-tail dependence coefficient 𝜆𝑖𝑗̅̅̅̅  between two stations 𝑖 and 𝑗 is 
calculated given a pair of continuous random variables (𝑋, 𝑌), i.e. station rainfall 
amounts for those two stations, with joint distribution 𝐹𝑋,𝑌 and marginal distribution 
functions 𝐹𝑋 (for 𝑋) and 𝐹𝑌 (for 𝑌) as: 
 𝜆𝑖𝑗̅̅̅̅ = lim
𝑢→1
𝑃(𝑌 > 𝐹𝑌
−1(𝑢)|𝑋 > 𝐹𝑋
−1(𝑢)) 
Equation 5-4: Calculation of the upper-tail dependence coefficient using a quantile-based threshold. 
where 𝑢 defines the 𝑢th-quantile of the respective marginal distribution function or 
extreme value threshold. In other words, one looks at the probability of 𝑌 exceeding the 
𝑢th-quantile of its cumulative distribution function, given that 𝑋 exceeds the 𝑢th-
quantile of its cumulative distribution function and consider the limit as 𝑢 goes to 1 if 
this limit exists. Thus, the upper-tail dependence coefficient is defined in terms of 
quantile exceedance and implies the likelihood of joint extremes, i.e. large values of 𝜆𝑖𝑗̅̅̅̅  
indicating higher likelihood for joint exceedance. If 𝜆𝑖𝑗̅̅̅̅  = 0, 𝑋 and 𝑌 are said to be 
asymptotically independent.  
The extension by Schmidt and Stadtmüller (2006) makes use of the general definition of 
multivariate joint distributions via the theorem of Sklar (1959). According to his 
theorem, and given the two-dimensional case, the joint distribution 𝐹𝑋,𝑌 can be written 
as: 
𝐹𝑋,𝑌(𝑋, 𝑌) = 𝐶(𝐹𝑋(𝑋), 𝐹𝑌(𝑌)) 
Equation 5-5: Theorem by Sklar (1959) defining a joint distribution as a combination of marginal 
distribution functions and copula function. 
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where 𝐶 denotes the so-called copula function and 𝐹𝑋 and 𝐹𝑌 the above-mentioned 
univariate marginal distribution functions. The copula function describes the 
dependence structure between variables, i.e. the information missing from the 
individual marginals to complete the joint distribution, and has a certain symmetry 
property that allows one to work with it. For instance, a bivariate copula which is 
commonly denoted 𝐶(𝑢, 𝑣) is a two-dimensional PDF defined on the unit square 
𝐼2 = [0,1]2 with univariate marginals on [0,1] such that (𝑢, 𝑣) ∈, 𝐶(𝑢, 0) = 𝐶(0, 𝑣) = 0, 
𝐶(𝑢, 1) = 𝑢 and 𝐶(1, 𝑣) = 𝑣.  
One can think of 𝐶(𝑢, 𝑣) as an assignment of a number in 𝐼 to the rectangle [0, 𝑢] ×
[0, 𝑣]. For every 𝑢1, 𝑢2, 𝑣1, 𝑣2 in 𝐼 given 𝑢1 ≤ 𝑢2 and 𝑣1 ≤ 𝑣1, the copula is a non-
decreasing function such that: 
𝐶(𝑢2, 𝑣2) − 𝐶(𝑢2, 𝑣1) − 𝐶(𝑢1, 𝑣2) + 𝐶(𝑢1, 𝑣1) ≥ 0. 
Equation 5-6: Copula as a non-decreasing function. 
Figure 5-34 depicts an example of Gaussian copula U. Following Schmidt and Stadtmüller 
(2006), one can generalize multivariate tail dependence using copula theory, yielding the 
following calculation for the upper-tail dependence coefficient: 
𝜆𝑖𝑗̅̅̅̅ =
𝑇
𝑘
𝐶 ((1 −
𝑘
𝑇
, 1] × (1 −
𝑘
𝑇
, 1]) =
1
𝑘
∑𝐼(𝑅1
𝑗 > 𝑇 − 𝑘,
𝑇
𝑗
𝑅2
𝑗 > 𝑇 − 𝑘) 
Equation 5-7: Non-parametric calculation of the upper-tail dependence coefficient. 
where 𝑇 equals the sample size, k the threshold rank, 𝑅1
𝑗
 the rank of 𝑢𝑗 , 𝑅2
𝑗
 the rank of 
𝑣𝑗  and 𝐼 the above mentioned indicator function.  
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Figure 5-34: Bivariate Gaussian copula U as a non-linear standardization of multivariate marginal 
distributions 𝐟𝐗𝟏and 𝐟𝐗𝟐  as illustrated in Meucci (2011). Image reproduced with permission of the rights 
holder. 
The adaptation for non-parametric, multivariate tail dependence proposed by Schmidt 
and Stadtmüller (2006) has recently been applied in the rainfall generator literature by 
Serinaldi and Kilsby (2014a, 2014b). In addition, Aghakouchak et al. (2010) applied 
similar nonparametric measures of tail dependence to observed rain gauge data in the 
U.S. to characterize the degree of association between concurrent rainfall extremes at 
different locations. For simplicity reasons and because the added value of non-
parametric upper-tail dependence coefficients is still under debate in the literature 
(Serinaldi et al. 2014), several arbitrary quantile thresholds were applied to check for 
station dependence at extreme rainfall amounts. It should be noted that as the quantile 
threshold increases, upper-tail dependence behaviour across stations becomes more 
diffuse, i.e. the variance in coefficients becomes greater. 
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Figure 5-35: Upper-tail dependence coefficients for daily rainfall (top) and surface pressure (bottom). 
Each point represents the observed versus simulated upper-tail dependence coefficient of a grid point 
pair with the spread of points along the x-axis denoting the range from 33 30-year simulations. 
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Figure 5-36: Upper-tail dependence coefficients for 2-meter air temperature (top) and specific humidity 
(bottom). Each point represents the observed versus simulated upper-tail dependence coefficient of a 
grid point pair with the spread of points along the x-axis denoting the range from 33 30-year 
simulations. 
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A comparison of simulated to observed upper-tail dependence coefficients with quantile 
threshold q75 for all variables has been included in Figure 5-35 and Figure 5-36.  
Interestingly, while simulated upper-tail dependence coefficients particularly for air 
temperature and specific humidity seem to lie within range, Figure 5-35 seems to 
indicate that the overestimation in spatial correlation in precipitation comes from 
simulated upper tail behaviour and is comparable to the explanation for overdispersion 
as detailed by Li et al. (2013) and, more recently, confirmed by Serinaldi and Kilsby 
(2014a). Given the evaluation of spatial correlation through the non-parametric Kendall 
correlation coefficients of precipitation in Figure 5-31, this seems to confirm that the 
spatial correlation bias is not a result of distributional properties (i.e. skewness of the 
distribution) but rather a property of highly correlated station pairs in the multivariable 
simulation framework. 
While upper-tail dependence coefficients could help shed light on the origin of spatial 
correlation biases, one should interpret such measures on spatial correlation with 
caution as detailed by Serinaldi et al. (2014). Upper-tail dependence coefficients are not 
enough to explain the spatial dependence structure of extreme rainfall whose 
complexity can only be represented by higher-order correlation measures. In addition, 
Papalexiou and Koutsoyiannis (2013) and Serinaldi and Kilsby (2014aj) pointed towards 
the concealing effect of the short observational record length and resulting uncertainty 
in observed upper-tail dependence coefficients given the data set at hand. 
5.2.3. Variable cross-correlation structure 
Finally, the cross-correlational structure of the multivariable, multisite framework was 
evaluated using Pearson correlations between the four variables in Figure 5-37 to 
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complete the picture. One of the first multivariable simulations has been provided by 
Rajagopalan and Lall (1999). In their paper, solar radiation, maximum temperature, 
minimum temperature, average dew point temperature, average wind speed and 
precipitation were simulated at a single location at Salt Lake City, Utah. Observed, 
seasonal variable cross-correlations in their Figure 6 were already remarkably well 
reproduced in simulations, however, a multisite extension of their non-parametric kNN 
algorithm proved more problematic.  
 
Figure 5-37: Statistics describing variable cross correlations. Variable combinations are shown in the 
following order (from left to right and top to bottom): rainfall–surface pressure, rainfall–2-meter air 
temperature, rainfall–specific humidity, surface pressure–2-meter air temperature, surface pressure–
specific humidity and 2-meter air temperature–specific humidity. Each segment refers to a grid point 
with bars denoting the range from 33 30-year simulations. Points denote the median of all ensemble 
simulations at each grid point. 
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While neither Apipattanavis et al. (2007) nor Caraway et al. (2014) included variable 
cross-correlations in their multisite framework evaluation, Steinschneider and Brown 
(2013) showed cross-correlations between precipitation, minimum and maximum 
temperature across the entire simulation and observed record in their Figure 4.  
Similar to the evaluation by Steinschneider and Brown (2013), it can be concluded that 
this thesis’ methodology is able to represent variable cross-correlations well, despite 
simulating four variables simultaneously at 20 stations. Moderately strong correlations 
between air temperature and specific humidity with Pearson correlation coefficients of 
𝜌𝑇𝐴/𝑄𝐴 ≈ 0.5 as well as anti-correlations, for example between surface pressure and air 
temperature in the order of 𝜌𝑃𝑆/𝑇𝐴 ≈ -0.3, are reproduced.  
Summarizing, the multivariate, multisite PXEOF-EEOF methodology is particularly 
suitable for multivariable simulations, while preserving the correlational structure, 
observed event statistics as well as higher-order L-moment statistics. Improvements to 
the interannual correlations can be found for all variables using the extraPXEOF12 
methodology framework. A further, more detailed summary of advantages and 
shortcomings of each model will be provided subsequently in Chapter 6. 
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6. Conclusion 
6.1. Review of the main results 
6.1.1. Conclusion of the multisite, PXEOF-enhanced orthogonal Markov chain model 
The following section has been designed to summarize main findings and compare them 
with existing literature on weather generators. One caveat of this comparison is the 
apparent application of weather generators to region-specific data – thus perfect, 1:1 
comparisons are not obtainable unless using the same evaluation dataset. However, 
weather generator evaluations give a good general picture of the underlying 
performance regarding reproduction of the underlying distribution and other important 
statistics. 
Daily precipitation has successfully been modelled over a 1,000-year period using the 
dataset by Wong et al. (2011) for 196 stations in Peninsular Malaysia. Several changes 
and improvements have been made to the original semiparametric model proposed by 
Baigorria and Jones (2010). These include:  
- Continuous two-state orthogonal Markov transition probabilities which allow us 
to avoid discontinuities in the space-time domain of simulations 
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- Simulation of monthly number of rainy days via the periodically extended EOF 
technique (PXEOF), thereby enhancing the weather generator towards a more 
realistic, cyclical framework and allowing for further modifications 
- Modified RMSE calculation for the selection of the best ensemble member that 
takes the evaluation of generated versus observed monthly number of rainy days 
into account, thereby improving the intraannual variance of orthogonal Markov 
chain simulations 
- Correlation matrix of transformed rainfall amounts from any distribution to 
Gaussian using n-score transformation for simulated wet weather stations, 
enhancing the flexibility of the amount generation method 
- Generation of Toeplitz-Cholesky factorization matrix using nearest correlation 
matrix following Higham’s (2002) method 
With these improvements, the multisite framework for orthogonal Markov chains could 
be extended to a large number of stations. Periodically extended EOFs were introduced 
into the weather generator framework offering a promising alternative to existing event 
generation techniques. Apart from capturing the mean monsoon climatology, the model 
simulates general at-site statistics such as long spell durations well. The model has utility 
for crop models, water management and flood risk assessment. Flooding related to 
convective precipitation may be linked to a much localized portion of the watershed, so 
using single-site precipitation for an entire watershed (or several unrelated single-site 
precipitations) may result in a severe overestimation or underestimation of potential 
impacts.  
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Interestingly, while one would have expected a substantial underestimation in the 
variance of the rainfall amounts aggregated at monthly, seasonal and annual time 
scales, only slight overdispersion was experienced despite sampling amounts from a 
prescribed Weibull distribution with location-specific shape and scale parameters.  
Following the argument by Li et al. (2013) and Serinaldi and Kilsby (2014a), an increase 
in tail variability rather than improvement in temporal dependence is needed to 
overcome overdispersion, for example by imparting random fluctuations in the 
distribution parameters (Kleiber et al. 2012). These random fluctuations were achieved 
not through parameter randomization but rather through the PXEOF-driven generation 
of number of rainy days during the event generation stage, thus providing an alternative 
mechanism for increasing tail variability. However, the randomization effect decays 
substantially with number of stations simulated, making it difficult to preserve total 
variance in accumulated rainfall amounts. Multi-day totals (indicating short-term 
temporal dependence) are still underestimated for a number of East coast stations. 
6.1.2. Conclusion of the multisite, ARMA-enhanced PXEOF model 
A rainfall generator methodology characterized by relative ease of implementation and 
a novel approach using multivariate EOFs, i.e. a two-component combination of 
deterministic evolution patterns and corresponding stochastic amplitude (principal 
component), has further been introduced.  
Essential features such as at-site and areal properties of observed regional rainfall are 
reproduced well. Transition probabilities are within range – however, a slight 
overestimation in simulated wet-dry probabilities is observed indicating that the model 
favours to “jump” between wet and dry states. These findings are deemed acceptable 
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and comparable to existing rainfall generator behaviour such as results presented in 
Figure 4 by Serinaldi and Kilsby (2014a). 
Particular strengths lie in the reproduction of multi-day totals by introducing a time 
series model, i.e. autoregressive moving average model (ARMA), the performance of 
higher-order L-moments describing at-site skewness and kurtosis of the rainfall 
distribution as well as other important characteristics such as areal average daily rainfall. 
Mean and L-scale of daily, monthly and annual rainfall are well preserved and even 
simulated L-CV, L-skewness and L-kurtosis match the observed patterns. Thus, an 
improvement on the simulation of station-specific L-skewness and L-kurtosis values of 
annual rainfall to existing rainfall generators, such as presented by Serinaldi and Kilsby 
(2014a) in their Figure 7, can be found.  
The model performance of spatial rainfall properties were assessed using Pearson 
amount correlation and upper-tail dependence coefficient plots. Chapter 6.3 sheds more 
light on the apparent shortcoming of underestimating observed spatial correlation in the 
ARMA-enhanced PXEOF model. 
The value of rainfall generators by exploring the weather-parameter space over a period 
of 10,000 years has been investigated, focusing on footprint characteristics and return 
period statistics of area affected for the Peninsular Malaysian domain. ‘Characteristic’ 
event footprints were reproduced fairly well. For example, observed rainfall events with 
a return period of 5, 2 and 1 year(s) and given a threshold of 100 mm/day, affected an 
area of 28.8%, 21.4% and 17.9% of total Peninsular land mass, whereas simulated 
rainfall footprints predicted an AA (area affected) of 29.5%, 21.5% and 16.3% 
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respectively. The observed exceedance probability curve of extreme event footprint 
area for different thresholds lies within the range of simulations. 
Using the strengths of non-parametric bootstrapping via the random selection of 
existing principal components for every EOF and calculating the weighted sum of the 
“reconstructed” EOFs by multiplying randomly sampled PCs with each corresponding 
EOF, an alternative approach to Breinl et al. (2013) is provided to overcome the issue of 
simulating extremes within the resampling framework. The model structure can be 
utilized for both, the classical multisite as well as gridded field context, and can also be 
extended to a multivariate setting. Excluding the autoregressive moving average model 
(ARMA) and relying solely on spatially and temporally correlated multivariate EOFs 
allows to simulate field propagation even more realistically and helps prevent spatial 
intermittence problems that are more likely in the described ARMA-type model setup.  
As opposed to using return level maps which assume independence between extreme 
events occurring at different spatial locations, the author supports the argument by Keef 
et al. (2009) and Lamb et al. (2010) for statistical characterization of rainfall events and 
suggest that this be part of a more comprehensive evaluation of stochastic rainfall 
generator performance in the future. The current literature on meta-Gaussian 
spatiotemporal random fields in rainfall generators (e.g. Serinaldi and Kilsby 2014a) 
provides a promising opportunity to evaluate single event impacts at large spatial scales. 
6.1.3. Conclusion of the multivariable, multisite PXEOF-EEOF model 
The extension of the multivariate EOF method to a multivariable context allowed us to 
simulate four variables, e.g. precipitation, surface pressure, air temperature and specific 
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humidity with an evaluation focus on spatiotemporal correlations. The approach can be 
seen as a methodological alternative to the (to the author’s knowledge) only other 
multivariate, multisite approach taking interannual correlations into account presented 
by Steinschneider and Brown (2013) – however, annual, domain-mean autocorrelations 
beyond lag-1 are not explicitly parameterized for.   
The model exhibits good preservation of correlation statistics (i.e. spatial event and 
amount correlations as well as cross-variable correlation) in accordance with results by 
Steinschneider and Brown (2013). Despite an arbitrary definition of events for variables 
(with the exception of precipitation where a wet-dry threshold is adopted), temporal 
intermittency in event and non-event spells as well as transition probabilities are 
comparable to other models with a slight underestimation in the length of dry and wet 
spells. 
Additionally, an evaluation of the monthly number of daily events is favourable – with 
underlying event probability density functions represented well despite possible 
presence of strong skewness in observed distributions. 
One needs to highlight the underestimation in mean and L-scale of daily precipitation as 
the most pronounced shortcoming of the model which needs to be addressed in the 
future. While a mean bias across stations and ensembles of -0.28mm/day is found, one 
can attribute this to the RMSE minimization step of 2t-EEOF method (as presented in 
Equation 2-24) which gives equal weights to the errors of each variable and grid point, 
thereby preferring less extreme transitions from one 2t-simulation window to the next. 
As mentioned previously, possible ways to improve this are currently under 
investigation. 
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Notable model improvements on annual performance statistics can be found compared 
to results shown by Steinschneider and Brown (2013), particularly regarding station-
specific gradients of simulated L-CV and L-skewness curves for all variables.  
As opposed to other weather generators, an overestimation (rather than an 
underestimation) in simulated daily lag-1 autocorrelation due to the EEOF simulation 
methodology is experienced. Overestimation across stations is largest for precipitation 
by 0.1, for all other variables significantly lower with mean biases of 0.01, 0.04 and 0.02 
(surface pressure, air temperature and specific humidity respectively). A worsening of 
daily autocorrelation biases with increasing lags can also be noticed, reaching a 
maximum at variable-dependent lag intervals. 
The extra-PXEOF model which aims to account for interannual correlations (due to its 
12-month overlapping period termed ‘extraPXEOF12’ in the evaluation section) allows 
for a general improvement in simulated mean annual autocorrelation, in station-specific 
least-squares line gradients of lag-1 annual autocorrelation for all variables as well as 
lag-1 and lag-12 monthly autocorrelations for precipitation despite possible 
deteriorations in monthly autocorrelations with varying lags for other variables.  
Spatial correlations are represented well in the PXEOF-EEOF model methodology. 
Observed monthly log-odds ratios are preserved indicating that the level of concordance 
across stations in simulated event behaviour is adequate. A slight overestimation in 
observed amount correlations for all variables can be noticed, with simulated mean 
monthly Kendall correlation coefficients across all stations being 0.28 (0.24), 0.9 (0.88), 
0.6 (0.56) and 0.61 (0.58) for precipitation, surface pressure, air temperature and 
specific humidity respectively (observed values in brackets). 
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Regarding cross-variable correlations, moderately strong correlations between air 
temperature and specific humidity with Pearson correlation coefficients of 𝜌𝑇𝐴/𝑄𝐴 ≈ 0.5 
as well as anti-correlations, for example between surface pressure and air temperature 
in the order of 𝜌𝑃𝑆/𝑇𝐴 ≈ -0.3, are reproduced. 
6.2. Performance of the models regarding multi-day rainfall totals 
Extremes of aggregated rainfall amounts can be of particular interest for flood risk. 
Todorovic and Woolhiser (1975) and Gregory et al. (1993) were among the first to 
suggest that the reproduction of the structure of daily autocorrelation provides a crucial 
test for stochastic rainfall generators. While multi-day totals are rarely evaluated in the 
rainfall generator literature (but rather autocorrelation functions as mentioned 
previously), a number of early exceptions allow making a statement about model 
performance. For example, Buishand and Brandsma (2001) studied average percentage 
differences between largest values, upper quintile means and medians of N-day winter 
maximum precipitation with N = [1, 4, 10, 20] in simulated data and historical records for 
25 stations in the Rhine basin. Based on simulation results from a non-parametric, kNN 
resampling framework, they found that all three extreme value properties tended to be 
systematically smaller in the simulated sequences with an average underprediction of ≈ 
5%. Similar underestimation biases in the kNN framework were confirmed in a later 
article (Leander et al. 2005). Harrold et al. (2003) proposed another non-parametric 
model for the stochastic generation of daily rainfall in Sydney, Australia, aiming to 
capture correlations between amounts in a wet spell via a multistate Markov chain (i.e. 
grouping different ranges of rainfall amounts into classes with the lowest class 
constituting zero rainfall) conditional on weather patterns. In their Figure 8, Harrold et 
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al. (2003) evaluate the simulated 95-percentile of N-day totals with N = [7, 30, 90, 365, 
1825] for Sydney. Even though they argue that the model adequately reproduces very 
wet conditions, the mean of simulated totals across simulations in their graph lie 
consistently below observed N-day amounts. Note that their model has also not been 
extended to a multisite context.  
While autoregressive models have previously been used to model, for example, wind 
time series (Ailliot et al. 2006), a recently published, interesting paper by Hannachi 
(2014) looked into the topic of using short-memory autoregressive models for modelling 
daily precipitation amounts. He indicated that the modelling of intermittent time series 
represents one of the most difficult subjects in climate because the great variety of 
methodologies developed for, and used when dealing with, continuous time series 
generally do not work when discontinuities are at hand. He further suggested studying a 
rainfall time series as a truncated series in terms of a censored process and computed 
model parameters of an AR (1) process on a monthly basis for an observed daily 
precipitation time series at Armagh observatory, Northern Ireland – noting distinct 
seasonality in AR parameters, particularly the autocorrelation coefficient and standard 
deviation. Hannachi (2014) also showed that fitting a first-order autoregressive process 
to the square root of the precipitation data performs better in replicating the upper 
quantiles compared to the untransformed data example.  
Additionally, Hannachi (2014) highlights a study by Kantelhardt et al. (2006). Kantelhardt 
et al. (2006) studied long daily precipitation and runoff records from a number of 
meteorological and hydrological stations worldwide with the aim of establishing 
underlying scaling laws. In agreement with existing studies, they confirmed that all 
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runoff records followed scaling laws consistent with long-range dependence (Hurst 
1951). In spite of this, daily rainfall observations were disparate in that scaling was 
conforming with rapidly decaying autocorrelations – thus short-memory. Hannachi 
(2014) hence argued that lower-order autoregressive models would enable a better fit 
because of their shorter-memory as opposed to higher-order models.  
These findings are confirmed with this study and a broader understanding in modelling 
short-term memory in a precipitation time series can be generated. While Hannachi 
(2014) mentions that his study constitutes a first attempt to model daily rainfall using a 
simple continuous stochastic process, namely the first-order autoregressive model, he 
indicates that – despite its simplicity – the model reflects quite well the behaviour of the 
daily precipitation including its short memory. The ARMA-enhanced PXEOF methodology 
extends the modelling of a precipitation time series to the multi-site context and – as 
shown in Figure 2-11 – by modelling the distinct variability in AR parameters via 
periodically extended EOFs (PXEOFs), and reproducing the variance in residuals via a 
univariate EOF method, one is also able to reproduce the short-term memory of 
precipitation where, for example, non-parametric models had previously failed. 
Regarding the upper quantiles of the rainfall distribution, reproduction of observed 
extremes does not substantially suffer as indicated e.g. by 5-day totals in Figure 4-7, 
extreme daily rainfall amounts in Figure A - 5 or areal average daily rainfall exceedance 
probabilities in Figure 4-12.  
It has been shown that accurately simulating multi-day totals poses a problem to the 
other two applied generator methodologies presented in this thesis. 5-day total 
precipitation amounts in the PXEOF-enhanced orthogonal Markov chain model, for 
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example as shown in Figure 3-9, are substantially underestimated in the northeast 
monsoon dominated east coast region station NEMS (5.475°N 102.675°E) where daily 
autocorrelation coefficients for lag-1 are as high as 0.44. Similarly, within the proposed 
multivariate, multisite PXEOF-EEOF model framework and depicted in Figure 5-27 panel 
(a), simulated 5-day precipitation totals tend to be underestimated, especially in stations 
with relatively higher observed 5-day totals. In all quantiles analysed, at least one station 
was outside the ensemble range: 12 stations for q50, 12 for q75, 14 for q95, 7 for q99, 3 
for q99.5 and 3 for q99.9. On average across all stations, the simulated mean ensemble 
50th percentile for 5-day total rainfall amounted to 17.9 mm/day (observed: 20.57 
mm/day). Similarly, higher percentiles of station precipitation amounts were 
consistently underestimated by about 3.7 mm/day (q75), 6.2 mm/day (q95), 10.9 
mm/day (q99) and 9.7 mm/day (q99.5) and 2.7 mm/day (q99.9).  
6.3. Spatial intermittency and the effect of preserving short-term temporal correlation  
Despite seeing an improvement in the short-term temporal autocorrelation within the 
ARMA-enhanced PXEOF model methodology, a shortcoming of the ARMA component 
inclusion into the multisite weather generator setting in the degradation of spatial 
amount correlation (see Figure 4-8) has been identified.  
While this could have been observed previously following a study by Kim et al. (2013), a 
Pearson correlation underestimation for rainfall at highly correlated grid points (Pearson 
correlation > 0.6) of about 0.1 with apparent splitting of Pearson amount correlation 
medians (denoted by crosses in Figure 4-8) into two groups, one for the East coast 
where spatial amount correlation is higher due to the influence of the Northeast 
monsoon during DJF, one for the West coast where lower spatial amount correlation 
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values are expected, has been observed. Within the model methodology, the decay in 
spatial amount correlation was found to result from the relative importance of the noise 
term compared to the autoregressive term within the AR model. Thus, at stations where 
the noise term has a relatively weak contribution to the overall signal, compared to the 
autoregressive term, spatial correlation is reduced. This also affected the footprint 
analysis within the evaluation such that spatial disaggregation of rainfall events, i.e. 
spatial intermittency, can occur. Application of the ARMA-enhanced PXEOF model 
methodology to other variables may result in a substantially larger underestimation of 
observed spatial correlations. 
Finally, in comparison to the ARMA-enhanced PXEOF model, it is worth noting that the 
multivariate, multisite PXEOF-EEOF methodology almost perfectly reproduced the 
correlational structure – in terms of spatial amount, event, as well as cross-variable 
correlations (see Figure 5-31 and Figure 5-37). 
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7. Future work and outlook 
7.1. Further development efforts 
7.1.1. Propagation of variable fields 
Weather generators such as described by Apipattanavis et al. (2007) and Khalili et al. 
(2009), or more recently by Baigorria (2014), Srivastav and Simonovic (2014a), Breinl et 
al. (2014) and Caraway et al. (2014) simultaneously generate daily weather data at a 
number of locations. While simple simulated statistics such as daily spatial correlations 
usually match observed ones in their evaluation, more complex, ‘higher-order’ 
spatiotemporal statistics such as across-location temporal autocorrelations for lag-1+ 
(i.e. autocorrelation between rainfall at location i on day t and rainfall at location j on 
day t+1) or areal dry/wet spells might substantially diverge from observed behaviour.  
While these have hardly been explored in the weather generator literature – one 
exception from the rainfall generator literature for the evaluation on areal dry/wet 
spells being the paper by Serinaldi and Kilsby (2014a) –, they are important for impact 
studies. For example, in order to simulate a realistic downstream propagating flood 
wave with river discharge peaks matching observations, hydrological simulations in large 
catchments require not only adequate representations of the land surface state at any 
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point in time (i.e. hydraulic soil properties) but also suitable rainfall inputs which allow 
further increases of river discharge through (downstream) propagating precipitation 
fields (or multi-day persistence). For example, the study by Khalili et al. (2011) used 
multi-site weather generator output as an input to a hydrological model to simulate 
streamflow. Despite improvements to simulated streamflows compared to runs where 
uni-site generated weather data was used to drive the hydrological model, they still 
significantly underestimated extreme stream flows in all seasons.  
Thus, while most weather generators are currently not able to simulate higher-order 
spatiotemporal statistics (as opposed to previously mentioned higher-order statistics in 
an at-site context) such as across-location temporal autocorrelations for lag-1+, efforts 
using Gaussian spatiotemporal fields have been made for rainfall by Serinaldi and Kilsby 
(2014a) such that representations of propagating field behaviour have been achieved. 
Serinaldi and Kilsby (2014a) introduced short-term dependence in the underlying spatial 
random fields following Podgórski and Wegener (2012) such that: 
𝑦(𝑠, 𝑡 + 1) = 𝜌𝑦(𝑠, 𝑡) + √1 − 𝜌2 ∗ 𝑤(𝑠, 𝑡) 
Equation 7-1: Introduction of short-term dependence for a Gaussian field. 
where 𝑦(𝑠, 𝑡) are the spatiotemporal correlated Gaussian random fields at time 𝑡, 𝜌 is 
the daily lag-1 autocorrelation and 𝑤(𝑠, 𝑡) is a set of temporally independent but 
spatially correlated Gaussian random fields. 
Additionally, the work by Hauser and Demirov (2013) on the stochastic simulation of sea 
level pressure over the sub-polar North Atlantic allows to propagate regional circulation 
patterns identified by a self-organizing map analysis and conditioned on the state of 
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large-scale interannual weather regimes. Neither Hauser and Demirov (2013) nor 
Serinaldi and Kilsby (2014a) have extended their framework to the multivariate case. 
This would represent a substantial move away from relatively static approaches focused 
on point-based generation towards moving patterns for the daily weather scale. The 
simulation framework using non-stationary EOFs can be viewed as a contribution 
towards this effort, particularly due to the simplicity and novelty of the applied method. 
While non-stationary behaviour (both in space and time) with periodic statistics is 
relatively well simulated on a seasonal scale, realizations of moving features are only 
partially possible on the daily scale. For example, when applying the PXEOF-EEOF model 
methodology to simulate air temperature in Europe (not shown in this dissertation), the 
model was found to perform well regarding spatiotemporal propagation and persistence 
of cold spells in addition to general at-site statistics – with a number of cold spells 
occasionally extending far into the Iberian Peninsula and reproducing the fluctuating 
behaviour with cold spells concentrated over North-Eastern Europe. However, if applied 
to a multivariate setting over Europe, the current RMSE calculation in the EEOF 
simulation (see Equation 2-24) for matching 2t-simulation windows inhibits the 
propagation of features since the errors are calculated with equal weighting for every 
grid point and (normalized) variable value. This aspect of the model can hopefully be 
improved, for example by introducing locally and variable-specific weighted errors that 
could allow for specific features to propagate through the domain or overlaying the 
model with a more parametric approach, i.e. above mentioned Gaussian fields. It should 
be noted that this did not pose a particular problem in the Peninsular Malaysian rainfall 
case, since propagation of rainfall features on the spatiotemporal scale of simulations 
are barely – if at all – visible in observations. 
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Other higher-order spatiotemporal statistics that need to be addressed in further detail 
are spatial extremes. For example, regarding of the same variable, reinsurance 
companies may be interested in the event correlations of an extreme flood in catchment 
A with an extreme flood in catchment B in order to estimate potential insurance pay-
outs. Tools for exclusively simulating these spatial extreme events, e.g. for river flows, 
have been developed in the past (Heffernan and Tawn 2004; Keef et al. 2009), however, 
events are merely defined by pre-specified metric, e.g. maximum stream flow within a 
defined time interval, and simulated exclusively without temporal disaggregation. Thus, 
it would be interesting to incorporate these tools into the “regular” weather generator 
framework for the simulation of daily variables. Finally, future stochastic models will also 
have to consider multi-peril hazard correlations for risk assessment. This means that 
multi-peril correlations allow exploring the probability of a flood occurring in immediate 
spatial and temporal vicinity of an extreme wind event.  
7.1.2. Low-frequency component extension 
The representation of low-frequency oscillations in weather generators still poses a 
major problem. While the contribution by Steinschneider and Brown (2013) should be 
highlighted who achieved to preserve power spectra for observed, annual precipitation 
over their simulation domain using a wavelet-based autoregressive model (via the so-
called WARM approach), their approach parameterizes interannual correlations only for 
area-averaged precipitation.  
Short- (i.e. daily) to long-term (interannual) temporal correlations have been introduced 
into multivariate simulations for all variables considered using a mixture framework of 
multivariate EOF methods. While it is shown that the introduction of interannual lag-1 
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correlations using an extended PXEOF simulation method (as described in Chapter 2.4.2, 
i.e. the extra-PXEOF model) generally works, further improvements need to be made. 
Given the short record length of 30 years, the use of a different observational dataset to 
perform weather generator simulation on, can be recommended. The creation of a low-
frequency oscillation weather generator, able to reproduce station-specific 
autocorrelations across multiple lags (i.e. perfectly preserving the station gradients) for 
all variables has not been achieved yet. The multivariate weather generator has been 
shown to be able to reproduce annual lag-1 autocorrelations for temperature and 
surface pressure particularly well. However, station-specific gradients in simulated lag-1 
autocorrelations are still underestimated for other variables. The introduction of a 
station-specific quantile mapping procedure could represent a solution to this problem – 
however, this post-processing step may negatively affect several important model 
statistics such as spatial amount correlation. In any case, further model testing will be 
required. 
7.2. The need for parsimonious models with modular structure  
Following an argument by Serinaldi and Kilsby (2014a), the idea of making stochastic 
rainfall and weather generators less rigid in their framework should be promoted. For 
example, avoiding the split between occurrence and amount process does not 
negatively affect performance of the model, overall preserving accuracy and variable 
behaviour. Embedding short-term temporal correlation can prove difficult; however, by 
using an autoregressive model (i.e. within the ARMA-enhanced PXEOF rainfall generator 
framework), it is shown that despite decreasing spatial correlations across highly 
correlated station pairs, all other statistics show no particular worsening. One could 
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alternatively also use bivariate copulas to recreate the temporal short-term dependence 
structure such as presented in Serinaldi (2009). Depending on the focus of the model 
performance, i.e. prioritizing multi-day totals, the suitable model methodology should 
be chosen (see Figure 7-1 for advantages and shortcomings of the models presented in 
this dissertation). While the model framework devised by Serinaldi and Kilsby (2014a) is 
able to reproduce both spatial correlations as well as temporal correlations of daily 
rainfall perfectly, other issues such as overestimation of areal average daily rainfall, 
particularly in the extremes, can arise. During the analysis of the ARMA-enhanced PXEOF 
model, these issues were not encountered.  
In addition, while extending the simulation to ungauged locations was not attempted, 
one should be referred to other simulation methodologies, such as statistical 
downscaling approaches within the generalized linear model (GLM) framework (see e.g. 
Chandler and Wheater 2002; Yang et al. 2005). By interpolating the parameters of at-site 
components such as in Kleiber et al. (2012), attempts can be made to further generalize 
the model framework. Even though adopting a generalized approach, for example 
within the ARMA-enhanced PXEOF rainfall generator during the simulation of AR model 
components and constants, seems reasonable, problems from deriving EOFs on 
interpolated daily observations would evidently pose a problem.  
7.3. Concluding remarks  
Extended EOFs and periodically extended EOFs can provide a powerful tool to represent 
high- to low-frequency oscillations in weather variables – not just on the simulation 
domain-level, but also in terms of station-specific statistics. Their intrinsic assumption 
that spatial patterns that occur at one point in time are linked to spatial patterns that 
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occur at a later point in time proves particularly helpful to represent weather patterns. 
EOFs help explain the variability of spatiotemporal patterns based on ‘physically 
meaningful’ modes – with the caveat that those patterns are domain-dependent and 
assumed to be independent of each other (i.e. orthogonality constraint). The approach 
presented explores the space-time parameter space through simulation of larger-than-
observed values such that the weather generator becomes useful for risk assessments. 
For example, one may be interested in return periods of the size of certain extreme 
rainfall events to determine future population at risk of flash flooding. Regarding impact 
studies, the area of interest may lie in the spatial extent of dry spells, i.e. droughts, with 
varying time lengths and its associated impact on agricultural production. Similarly, the 
spatiotemporal evolution of rainfall cells impacts the duration of floods and intensity of 
river discharge peaks. 
Markov chains, like the orthogonal Markov chain approach first proposed by Baigorria 
and Jones (2010) and extended in its application in this dissertation, are able to 
reproduce general at-site statistics, however, underlying overdispersion problems need 
to be solved. While a number of approaches have been proposed previously to 
overcome this issue, one can choose to utilize multivariate EOFs for the simulation of 
the number of rainy days to increase tail variability, rather than previously suggested 
methods which impart random fluctuations in the distribution parameters. 
To provide an even less rigid simulation framework, the multisite ARMA-enhanced 
PXEOF model and multivariable, multisite PXEOF-EEOF model methodology were 
proposed and model-specific weaknesses and strengths using a large number of 
evaluation statistics were presented. Accurate stochastic, multivariate simulations of 
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propagating (spatiotemporal) features, e.g. rainfall, wind and pressure fields on varying 
height levels, are within reach, however, the representation (and evaluation) of 
observed higher-order spatiotemporal statistics will require further research. 
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Figure 7-1: Advantages and shortcomings of the model methodologies presented in this dissertation.
  
•Introduction of low-frequency 
variability via PXEOF-enhanced 
event generation 
•Preservation of observed 
transition probabilities 
  
•Overdispersion problem 
increasing with number of 
generated stations 
•Spatial correlation bias (spatial 
intermittence) 
•Short-term temporal correlation 
•Computational demands due to 
separation between 
occurrence/amount simulation 
  
•Short-term temporal correlation 
•Observed higher-order statistics 
preservation 
  
•Spatial correlation bias (spatial 
intermittence) 
•Underestimation of event/non-
event spells 
  
•Long-term temporal correlation 
(low-frequency oscillations), i.e. 
interannual not just for area-
averaged precipitation, but all 
variables (with station-specific 
gradient improvement) 
•Suitability for multivariable 
simulations 
•Observed higher-order statistics 
preservation 
•Preservation of observed event 
statistics 
  
•Short-term temporal correlation 
•Underestimation in means of 
highly skewed variables (i.e. 
precipitation) 
Multisite PXEOF-enhanced orthogonal MC model 
Multisite ARMA-enhanced PXEOF model 
Multivariable, multisite PXEOF-EEOF model 
  236  
 
References 
 
 
 
Aghakouchak, A., G. Ciach, and E. Habib, 2010: Estimation of tail dependence coefficient 
in rainfall accumulation fields. Adv. Water Resour., 33, 1142-1149, 
doi:10.1016/j.advwatres.2010.07.003. 
Ailliot, P., V. Monbet, and M. Prevosto, 2006: An autoregressive model with time-varying 
coefficients for wind fields. Environmetrics, 17, 107-117, doi:10.1002/Env.753. 
Ailliot, P., C. Thompson, and P. Thomson, 2009: Space-time modelling of precipitation by 
using a hidden Markov model and censored Gaussian distributions. J. Roy. Stat. Soc. C, 
58, 405-426, doi:10.1111/j.1467-9876.2008.00654.x. 
Allcroft, D. J., and C. A. Glasbey, 2003: A latent Gaussian Markov random-field model for 
spatiotemporal rainfall disaggregation. J. Roy. Stat. Soc. C, 52, 487-498, 
doi:10.1111/1467-9876.00419. 
  237  
 
Apipattanavis, S., G. Podestá, B. Rajagopalan, and R. W. Katz, 2007: A semiparametric 
multivariate and multisite weather generator. Water Resour. Res., 43, W11401, 
doi:10.1029/2006WR005714. 
Baigorria, G. A., 2014: Stochastic models to generate geospatial-, temporal-, and cross-
correlated daily maximum and minimum temperatures. Adv. Meteorol., 14 p., 
doi:10.1155/2014/365362. 
Baigorria, G. A., and J. W. Jones, 2010: GiST: A stochastic model for generating spatially 
and temporally correlated daily rainfall data. J. Climate, 23, 5990-6008, 
doi:10.1175/2010jcli3537.1. 
Baigorria, G. A., J. W. Jones, and J. J. O'Brien, 2007: Understanding rainfall spatial 
variability in southeast USA at different timescales. Int. J. Climatol., 27, 749-760, 
doi:10.1002/Joc.1435. 
Bardossy, A., and E. J. Plate, 1992: Space-time model for daily rainfall using atmospheric 
circulation patterns. Water Resour. Res., 28, 1247-1259, doi:10.1029/91wr02589. 
Bardossy, A., and G. G. S. Pegram, 2009: Copula based multisite model for daily 
precipitation simulation. Hydrol. Earth Syst. Sc., 13, 2299-2314, doi:10.5194/hess-13-
2299-2009. 
Barnston, A. G., 1994: Linear statistical short-term climate predictive skill in the 
Northern Hemisphere. J. Climate, 7, 1513-1564, doi:10.1175/1520-
0442(1994)007<1513:LSSTCP>2.0.CO;2. 
  238  
 
Beersma, J. J., and T. A. Buishand, 2003: Multi-site simulation of daily precipitation and 
temperature conditional on the atmospheric circulation. Climate Res., 25, 121-133, 
doi:10.3354/cr025121. 
Biondini, R., 1976: Cloud motion and rainfall statistics. J. Appl. Meteorol., 15, 205-224, 
doi:10.1175/1520-0450(1976)015<0205:Cmars>2.0.Co;2. 
Black, R. X., D. A. Salstein, and R. D. Rosen, 1996: Interannual modes of variability in 
atmospheric angular momentum. J. Climate, 9, 2834-2849, doi:10.1175/1520-
0442(1996)009<2834:IMOVIA>2.0.CO;2. 
Bogner, K., F. Pappenberger, and H. L. Cloke, 2012: Technical note: The normal quantile 
transformation and its application in a flood forecasting system. Hydrol. Earth Syst. Sc., 
16, 1085-1094, doi:10.5194/hess-16-1085-2012. 
Braesicke, P., O. See Hai, and A. Abu Samah, 2012: Properties of strong off-shore Borneo 
vortices: a composite analysis of flow pattern and composition as captured by ERA-
Interim. Atmos. Sci. Lett., 13, 128-132, doi:10.1002/asl.372. 
Brandsma, T., and T. A. Buishand, 1999: Rainfall generator for the Rhine Basin: Multi-site 
generation of weather variables by nearest-neighbour resampling.  Koninklijk 
Nederlands Meteorologisch Instituut (KNMI). 
Breinl, K., T. Turkington, and M. Stowasser, 2013: Stochastic generation of multi-site 
daily precipitation for applications in risk management. J. Hydrol., 498, 23-35, 
doi:10.1016/j.jhydrol.2013.06.015. 
  239  
 
Breinl, K., T. Turkington, and M. Stowasser, 2014: Simulating daily precipitation and 
temperature: A weather generation framework for assessing hydrometeorological 
hazards. Meteorol. Appl., n/a-n/a, doi:10.1002/met.1459. 
Brissette, F. P., M. Khalili, and R. Leconte, 2007: Efficient stochastic generation of multi-
site synthetic precipitation data. J. Hydrol., 345, 121-133, 
doi:10.1016/j.jhydrol.2007.06.035. 
Buishand, T. A., 1978: Some remarks on the use of daily rainfall models. J. Hydrol., 36, 
295-308, doi:10.1016/0022-1694(78)90150-6. 
Buishand, T. A., and T. Brandsma, 2001: Multisite simulation of daily precipitation and 
temperature in the Rhine Basin by nearest-neighbor resampling. Water Resour. Res., 37, 
2761-2776, doi:10.1029/2001WR000291. 
Burton, A., C. G. Kilsby, H. J. Fowler, P. S. P. Cowpertwait, and P. E. O'Connell, 2008: 
RainSim: A spatial-temporal stochastic rainfall modelling system. Environ. Modell. Softw., 
23, 1356-1369, doi:10.1016/j.envsoft.2008.04.003. 
Camerlengo, A., and M. I. Demmler, 1997: Wind-driven circulation of Peninsular 
Malaysia's eastern continental shelf. Sci. Mar., 61, 203-211. 
Cannon, A. J., 2008: Probabilistic multisite precipitation downscaling by an expanded 
Bernoulli-Gamma density network. J. Hydrometeorol., 9, 1284-1300, 
doi:10.1175/2008jhm960.1. 
  240  
 
Caraway, N. M., J. L. McCreight, and B. Rajagopalan, 2014: Multisite stochastic weather 
generation using cluster analysis and k-nearest neighbor time series resampling. J. 
Hydrol., 508, 197-213, doi:10.1016/j.jhydro1.2013.10.054. 
Caron, A., R. Leconte, and F. Brissette, 2008: An improved stochastic weather generator 
for hydrological impact studies. Can. Water Resour. J., 33, 233-255, 
doi:10.4296/cwrj3303233. 
Chan, N. W., 1995: A contextual analysis of flood hazard management in Peninsular 
Malaysia. PhD thesis at Middlesex University, London, 683 pp. 
Chandler, R. E., and H. S. Wheater, 2002: Analysis of rainfall variability using generalized 
linear models: A case study from the west of Ireland. Water Resour. Res., 38, Artn 1192, 
doi:10.1029/2001wr000906. 
Chang, C. P., P. A. Harr, and H. J. Chen, 2005: Synoptic disturbances over the Equatorial 
South China Sea and Western Maritime Continent during boreal winter. Mon. Wea. Rev., 
133, 489-503, doi:10.1175/MWR-2868.1. 
Chen, J.-M., and P. A. Harr, 1993: Interpretation of extended empirical orthogonal 
function (EEOF) analysis. Mon. Wea. Rev., 121, 2631-2636, doi:10.1175/1520-
0493(1993)121<2631:IOEEOF>2.0.CO;2. 
Chen, J., F. P. Brissette, and R. Leconte, 2010: A daily stochastic weather generator for 
preserving low-frequency of climate variability. J. Hydrol., 388, 480-490, 
doi:10.1016/j.jhydrol.2010.05.032. 
  241  
 
Chen, J., X. C. Zhang, W. Z. Liu, and Z. Li, 2009: Evaluating and extending CLIGEN 
precipitation generation for the Loess Plateau of China. J. Amer. Water Resour. As., 45, 
378-396, doi:10.1111/j.1752-1688.2008.00296.x. 
Chen, T. C., J. D. Tsay, M. C. Yen, and J. Matsumoto, 2013: Interannual variation of the 
winter rainfall in Malaysia caused by the activity of rain-producing disturbances. J. 
Climate, 26, 4630-4648, doi:10.1175/Jcli-D-12-00367.1. 
Cheng, L., and A. Aghakouchak, 2014: Nonstationary precipitation intensity-duration-
frequency curves for infrastructure design in a changing climate. Sci. Rep., 4, 
doi:10.1038/srep07093. 
Clark, M. P., S. Gangopadhyay, D. Brandon, K. Werner, L. Hay, B. Rajagopalan, and D. 
Yates, 2004: A resampling procedure for generating conditioned daily weather 
sequences. Water Resour. Res., 40, W04304, doi:10.1029/2003wr002747. 
Coles, S. G., and J. A. Tawn, 1994: Statistical methods for multivariate extremes: An 
application to structural design. J. Roy. Stat. Soc. C, 43, 1-48, doi:10.2307/2986112. 
Coles, S., 2001: An introduction to statistical modeling of extreme values.  Springer, 208 
p. 
Cowpertwait, P. S. P., and P. E. O'Connell, 2001: A regionalised Neyman-Scott model of 
rainfall with convective and stratiform cells. Hydrol. Earth Syst. Sci., 1, 71-80, 
doi:10.5194/hess-1-71-1997. 
Cressie, N., and C. K. Wikle, 2011: Statistics for spatio-temporal data.  Wiley. 
  242  
 
Davison, A. C., S. A. Padoan, and M. Ribatet, 2012: Statistical modeling of spatial 
extremes. Stat. Sci., 27, 161-186, doi:10.1214/11-STS376. 
Desa, M. N., and P. R. Rakhecha, 2004: Characteristics of short-duration extreme 
rainfalls in Selangor, Malaysia. Weather, 59, 63-66, doi:10.1256/wea.74.03. 
Dubrovský, M., Z. Žalud, and M. Šťastná, 2000: Sensitivity of ceres-maize yields to 
statistical structure of daily weather series. Climatic Change, 46, 447-472, 
doi:10.1023/A:1005681809065. 
Dubrovský, M., J. Buchtele, and Z. Žalud, 2004: High-frequency and low-frequency 
variability in stochastic daily weather generator and its effect on agricultural and 
hydrologic modelling. Climatic Change, 63, 145-179, 
doi:10.1023/B:CLIM.0000018504.99914.60. 
Escalante, R., and M. Raydan, 2011: Alternating projection methods. Vol. 8, Society for 
Industrial and Applied Mathematics, 129 pp. 
Fatichi, S., and V. Y. Ivanov, 2014: Interannual variability of evapotranspiration and 
vegetation productivity. Water Resour. Res., 50, 3275-3294, 
doi:10.1002/2013WR015044. 
Fatichi, S., V. Y. Ivanov, and E. Caporali, 2011: Simulation of future climate scenarios with 
a weather generator. Adv. Water Resour., 34, 448-467, 
doi:10.1016/j.advwatres.2010.12.013. 
  243  
 
Fawcett, L., and D. Walshaw, 2013: Estimating the probability of simultaneous rainfall 
extremes within a region: a spatial approach. J. Appl. Stat., 41, 959-976, 
doi:10.1080/02664763.2013.856872. 
Forsythe, N., and Coauthors, 2014: Application of a stochastic weather generator to 
assess climate change impacts in a semi-arid climate: The Upper Indus Basin. J. Hydrol., 
517, 1019-1034, doi:10.1016/j.jhydrol.2014.06.031. 
Foufoula-Georgiou, E., and K. Georgakakos, 1991: Hydrologic advances in space-time 
precipitation modeling and forecasting. Recent Advances in the Modeling of Hydrologic 
Systems, D. Bowles, and P. E. O’Connell, Eds., Springer Netherlands, 47-65. 
Fowler, H. J., C. G. Kilsby, P. E. O'Connell, and A. Burton, 2005: A weather-type 
conditioned multi-site stochastic rainfall model for the generation of scenarios of 
climatic variability and change. J. Hydrol., 308, 50-66, doi:10.1016/j.jhydrol.2004.10.021. 
Fraedrich, K., J. L. McBride, W. M. Frank, and R. Wang, 1997: Extended EOF analysis of 
tropical disturbances: TOGA COARE. J. Atmos. Sci., 54, 2363-2372, doi:10.1175/1520-
0469(1997)054<2363:EEAOTD>2.0.CO;2. 
Fritsch, F. N., and R. E. Carlson, 1980: Monotone piecewise cubic interpolation. Siam J. 
Numer. Anal., 17, 238-246, doi:10.1137/0717021. 
Fukuoka, A., 1951: A study of 10-day forecast (A synthetic report). The Geophysical 
Magazine, XXII, 177-218. 
Furrer, E. M., and R. W. Katz, 2007: Generalized linear modeling approach to stochastic 
weather generators. Climate Res., 34, 129-144, doi:10.3354/Cr034129. 
  244  
 
Furrer, E. M., and R. W. Katz, 2008: Improving the simulation of extreme precipitation 
events by stochastic weather generators. Water Resour. Res., 44, W12439, 
doi:10.1029/2008WR007316. 
Ghil, M., and R. Vautard, 1991: Interdecadal oscillations and the warming trend in global 
temperature time-series. Nature, 350, 324-327, doi:10.1038/350324a0. 
Ghil, M., and Coauthors, 2002: Advanced spectral methods for climatic time series. Rev. 
Geophys., 40, 3-1–3-41, doi:10.1029/2000RG000092. 
Goovaerts, P., 1997: Geostatistics for natural resources evaluation.  Oxford University 
Press, 489 pp. 
Greenwood, J. A., J. M. Landwehr, N. C. Matalas, and J. R. Wallis, 1979: Probability 
weighted moments: Definition and relation to parameters of several distributions 
expressable in inverse form. Water Resour. Res., 15, 1049-1054, 
doi:10.1029/WR015i005p01049. 
Gregory, J. M., T. M. L. Wigley, and P. D. Jones, 1993: Application of Markov models to 
area-average daily precipitation series and interannual variability in seasonal totals. 
Climate Dynam., 8, 299-310, doi:10.1007/BF00209669. 
Groisman, P. Y., and Coauthors, 1999: Changes in the probability of heavy precipitation: 
Important indicators of climatic change. Climatic Change, 42, 243-283, 
doi:10.1023/A:1005432803188. 
Guillot, G., Lebel, T., 1999: Approximation of Sahelian rainfall fields with meta-Gaussian 
random functions. Stoch. Env. Res. Risk A, 13, 113-130, doi:10.1007/s004770050035. 
  245  
 
Hannachi, A., 2014: Intermittency, autoregression and censoring: A first-order AR model 
for daily precipitation. Meteorol. Appl., 21, 384-397, doi:10.1002/met.1353. 
Hannachi, A., I. T. Jolliffe, and D. B. Stephenson, 2007: Empirical orthogonal functions 
and related techniques in atmospheric science: A review. Int. J. Climatol., 27, 1119-1152, 
doi:10.1002/joc.1499. 
Hansen, J. W., and T. Mavromatis, 2001: Correcting low-frequency variability bias in 
stochastic weather generators. Agr. Forest Meteorol., 109, 297-310, doi:10.1016/S0168-
1923(01)00271-4. 
Hansen, T. M., cited 2014: mGstat - A geostatistical Matlab toolbox. [Available online at 
http://mgstat.sourceforge.net/mGstat.pdf.] 
Harrold, T. I., A. Sharma, and S. J. Sheather, 2003: A nonparametric model for stochastic 
generation of daily rainfall occurrence. Water Resour. Res., 39, 1300, 
doi:10.1029/2003WR002182. 
Hartkamp, A. D., J. W. White, and G. Hoogenboom, 2003: Comparison of three weather 
generators for crop modeling: A case study for subtropical environments. Agr. Syst., 76, 
539-560, doi:10.1016/S0308-521X(01)00108-1. 
Hauser, T., and E. Demirov, 2013: Development of a stochastic weather generator for 
the sub-polar North Atlantic. Stoch. Env. Res. Risk A, 27, 1533-1551, doi:10.1007/s00477-
013-0688-z. 
  246  
 
Heffernan, J. E., and J. A. Tawn, 2004: A conditional approach for multivariate extreme 
values (with discussion). J. Roy. Stat. Soc. B, 66, 497-546, doi:10.1111/j.1467-
9868.2004.02050.x. 
Higham, N. J., 2002: Computing the nearest correlation matrix - a problem from finance. 
Ima J. Numer. Anal., 22, 329-343, doi:10.1093/imanum/22.3.329. 
Hofstra, N., M. Haylock, M. New, P. Jones, and C. Frei, 2008: Comparison of six methods 
for the interpolation of daily, European climate data. J. Geophys. Res.-Atmos., 113, 
D21110, doi:10.1029/2008JD010100. 
Hosking, J. R. M., 1990: L-moments: Analysis and estimation of distributions using linear 
combinations of order statistics. J. Roy. Stat. Soc. B, 52, 105-124, doi:10.2307/2345653. 
Hurst, H. E., 1951: Long-term storage capacity of reservoirs. Trans. Amer. Soc. Civil Eng., 
116, 770-808. 
Huser, R., and A. C. Davison, 2014: Space–time modelling of extreme events. J. Roy. Stat. 
Soc. B, 76, 439-461, doi:10.1111/rssb.12035. 
Hutchinson, M. F., 1995: Stochastic space-time weather models from ground-based 
data. Agr. Forest Meteorol., 73, 237-264, doi:10.1016/0168-1923(94)05077-J. 
Iman, R. L., and W. J. Conover, 1982: A distribution-free approach to inducing rank 
correlation among input variables. Commun. Stat. B, 11, 311-334, 
doi:10.1080/03610918208812265. 
  247  
 
Ivanov, V. Y., R. L. Bras, and D. C. Curtis, 2007: A weather generator for hydrological, 
ecological, and agricultural applications. Water Resour. Res., 43, W10406, 
doi:10.1029/2006WR005364. 
Johnson, G. L., C. L. Hanson, S. P. Hardegree, and E. B. Ballard, 1996: Stochastic weather 
simulation: Overview and analysis of two commonly used models. J. Appl. Meteorol., 35, 
1878-1896, doi:10.1175/1520-0450(1996)035<1878:SWSOAA>2.0.CO;2. 
Juneng, L., and F. T. Tangang, 2010: Long-term trends of winter monsoon synoptic 
circulations over the maritime continent: 1962-2007. Atmos. Sci. Lett., 11, 199-203, doi: 
10.1002/asl.272. 
Kantelhardt, J. W., E. Koscielny-Bunde, D. Rybski, P. Braun, A. Bunde, and S. Havlin, 2006: 
Long-term persistence and multifractality of precipitation and river runoff records. J. 
Geophys. Res.-Atmos., 111, n/a-n/a, doi:10.1029/2005JD005881. 
Katz, R. W., 1981: On some criteria for estimating the order of a Markov-chain. 
Technometrics, 23, 243-249, doi:10.2307/1267787. 
Katz, R. W., and M. B. Parlange, 1993: Effects of an index of atmospheric circulation on 
stochastic properties of precipitation. Water Resour. Res., 29, 2335-2344, 
doi:10.1029/93WR00569. 
——, 1998: Overdispersion phenomenon in stochastic modeling of precipitation. J. 
Climate, 11, 591-601, doi:10.1175/1520-0442(1998)011<0591:OPISMO>2.0.CO;2. 
Katz, R. W., and X. Zheng, 1999: Mixture model for overdispersion of precipitation. J. 
Climate, 12, 2528-2537, doi:10.1175/1520-0442(1999)012<2528:MMFOOP>2.0.CO;2. 
  248  
 
Keef, C., J. Tawn, and C. Svensson, 2009: Spatial risk assessment for extreme river flows. 
J. Roy. Stat. Soc. C, 58, 601-618, doi:10.1111/j.1467-9876.2009.00672.x. 
Keef, C., J. A. Tawn, and R. Lamb, 2013: Estimating the probability of widespread flood 
events. Environmetrics, 24, 13-21, doi:10.1002/env.2190. 
Khalili, M., R. Leconte, and F. Brissette, 2006: Efficient watershed modeling using a 
multi-site weather generator for meteorological data. Geo-Env. Landscape Evol., 89, 
273-281, doi:10.2495/Geo060281. 
——, 2007: Stochastic multisite generation of daily precipitation data using spatial 
autocorrelation. J. Hydrometeorol., 8, 396-412, doi:10.1175/Jhm588.1. 
Khalili, M., F. Brissette, and R. Leconte, 2009: Stochastic multi-site generation of daily 
weather data. Stoch. Env. Res. Risk A, 23, 837-849, doi:10.1007/s00477-008-0275-x. 
——, 2011: Effectiveness of multi-site weather generator for hydrological modeling. J. 
Amer. Water Resour. As., 47, 303-314, doi:10.1111/j.1752-1688.2010.00514.x. 
Kilsby, C. G., and Coauthors, 2007: A daily weather generator for use in climate change 
studies. Environ. Modell. Softw., 22, 1705-1719, doi:10.1016/j.envsoft.2007.02.005. 
Kim, J. W., K. Y. Kim, M. K. Kim, C. H. Cho, Y. Lee, and J. Lee, 2013: Statistical multisite 
simulations of summertime precipitation over South Korea and its future change based 
on observational data. Asia-Pac. J. Atmos. Sci., 49, 687-702, doi:10.1007/s13143-013-
0061-7. 
  249  
 
Kim, K. Y., and Q. G. Wu, 1999: A comparison study of EOF techniques: Analysis of 
nonstationary data with periodic statistics. J. Climate, 12, 185-199, doi:10.1175/1520-
0442-12.1.185. 
Kim, K. Y., G. R. North, and J. Huang, 1996: EOFs of one-dimensional cyclostationary time 
series: Computations, examples, and stochastic modeling. J. Atmos. Sci., 53, 1007-1017, 
doi:10.1175/1520-0469(1996)053<1007:EOODCT>2.0.CO;2. 
Kim, Y., R. W. Katz, B. Rajagopalan, G. P. Podesta, and E. M. Furrer, 2012: Reducing 
overdispersion in stochastic weather generators using a generalized linear modeling 
approach. Climate Res., 53, 13-24, doi:10.3354/Cr01071. 
Kleiber, W., R. W. Katz, and B. Rajagopalan, 2012: Daily spatiotemporal precipitation 
simulation using latent and transformed Gaussian processes. Water Resour. Res., 48, 
W01523, doi:10.1029/2011wr011105. 
Koseki, S., T. Y. Koh, and C. K. Teo, 2014: Borneo vortex and mesoscale convective 
rainfall. Atmos. Chem. Phys., 14, 4539-4562, doi:10.5194/acp-14-4539-2014. 
Lall, U., and A. Sharma, 1996: A nearest neighbor bootstrap for resampling hydrologic 
time series. Water Resour. Res., 32, 679-693, doi:10.1029/95WR02966. 
Lamb, R., and Coauthors, 2010: A new method to assess the risk of local and widespread 
flooding on rivers and coasts. J. Flood Risk Manag., 3, 323-336, doi:10.1111/j.1753-
318X.2010.01081.x. 
  250  
 
Leander, R., and T. A. Buishand, 2007: Resampling of regional climate model output for 
the simulation of extreme river flows. J. Hydrol., 332, 487-496, 
doi:10.1016/j.jhydrol.2006.08.006. 
——, 2009: A daily weather generator based on a two-stage resampling algorithm. J. 
Hydrol., 374, 185-195, doi:10.1016/j.jhydrol.2009.06.010. 
Leander, R., A. Buishand, P. Aalders, and M. De Wit, 2005: Estimation of extreme floods 
of the River Meuse using a stochastic weather generator and a rainfall-runoff model. 
Hydrol. Sci. J., 50, 1089-1103, doi:10.1623/hysj.2005.50.6.1089. 
Leonard, M., M. F. Lambert, A. V. Metcalfe, and P. S. P. Cowpertwait, 2008: A space-time 
Neyman–Scott rainfall model with defined storm extent. Water Resour. Res., 44, 
W09402, doi:10.1029/2007WR006110. 
Li, Z., F. Brissette, and J. Chen, 2013: Finding the most appropriate precipitation 
probability distribution for stochastic weather generation and hydrological modelling in 
Nordic watersheds. Hydrol. Process., 27, 3718-3729, doi:10.1002/Hyp.9499. 
Liu, W., G. Fu, C. Liu, and S. Charles, 2013: A comparison of three multi-site statistical 
downscaling models for daily rainfall in the North China Plain. Theor. Appl. Climatol., 
111, 585-600, doi:10.1007/s00704-012-0692-0. 
Longin, F., and B. Solnik, 2001: Extreme correlation of international equity markets. J. 
Financ., 56, 649-676, doi:10.1111/0022-1082.00340. 
Lorenz, E. N., 1956: Empirical orthogonal functions and statistical weather prediction. 
  251  
 
Low, K. C., 2006: Public weather services workshop on warning of real-time hazards by 
using the nowcasting technology. Paper presented at WMO Workshop on Warnings of 
Real-Time Hazards by Using Nowcasting Technology, Sydney, 9-13 October 2006. 
McCullagh, P., and J. A. Nelder, 1989: Generalized linear models.  Champman and Hall. 
Mearns, L. O., C. Rosenzweig, and R. Goldberg, 1996: The effect of changes in daily and 
interannual climatic variability on CERES-Wheat: A sensitivity study. Climatic Change, 32, 
257-292, doi:10.1007/BF00142465. 
Mehrotra, R., and A. Sharma, 2007a: A semi-parametric model for stochastic generation 
of multi-site daily rainfall exhibiting low-frequency variability. J. Hydrol., 335, 180-193, 
doi:10.1016/j.jhydrol.2006.11.011. 
——, 2007b: Preserving low-frequency variability in generated daily rainfall sequences. J. 
Hydrol., 345, 102-120, doi:10.1016/j.jhydrol.2007.08.003. 
Mehrotra, R., R. Srikanthan, and A. Sharma, 2006: A comparison of three stochastic 
multi-site precipitation occurrence generators. J. Hydrol., 331, 280-292, 
doi:10.1016/j.jhydrol.2006.05.016. 
Meucci, A., 2011: A short, comprehensive, practical guide to copulas. Garp Risk Prof., 24, 
122-126, doi:10.2139/ssrn.1847864. 
Mohd Nor, M. D., and P. R. Rakhecha, 2008: Analysis of a severe tropical urban storm in 
Kuala Lumpur, Malaysia. Paper presented at the 11th International Conference on Urban 
Drainage, Edinburgh, Scotland. 
  252  
 
Monahan, A. H., F. T. Tangang, and W. W. Hsieh, 1999: A potential problem with 
extended EOF analysis of standing wave fields. Atmos.-Ocean, 37, 241-254, 
doi:10.1080/07055900.1999.9649628. 
Mote, P. W., H. L. Clark, T. J. Dunkerton, R. S. Harwood, and H. C. Pumphrey, 2000: 
Intraseasonal variations of water vapor in the tropical upper troposphere and 
tropopause region. J. Geophys. Res.-Atmos., 105, 17457-17470, 
doi:10.1029/2000JD900158. 
Moten, S., F. Yunus, M. Ariffin, N. Burham, D. J. Yik, M. K. M. Adam, and Y. W. Sang, 
2013: Statistics of Northeast monsoon onset, withdrawal and cold surges in Malaysia. 
Malaysian Meteorological Department, 27 p. 
Murakami, T., L.-X. Chen, A. Xie, and M. L. Shrestha, 1986: Eastward propagation of 30-
60 day perturbations as revealed from outgoing longwave radiation data. J. Atmos. Sci., 
43, 961-971, doi:10.1175/1520-0469(1986)043<0961:EPODPA>2.0.CO;2. 
Nagarajan, R., 2010: Drought assessment. Springer, 429 p. 
National Environment Agency, cited 2012: Sumatras. National Environment Agency, 
Singapore. [Available online at http://www.nea.gov.sg/training-knowledge-
hub/weather-climate/sumatras+&cd=5&hl=en&ct=clnk&gl=us.] 
Ooi, S. H., A. A. Samah, and P. Braesicke, 2011: A case study of the Borneo Vortex 
genesis and its interactions with the global circulation. J. Geophys. Res.-Atmos., 116, 
D21116, doi:10.1029/2011JD015991. 
  253  
 
Pakes, A. G., 1969: Some conditions for ergodicity and recurrence of Markov chains. 
Oper. Res., 17, 1058-1061, doi:10.2307/168325. 
Palmer, T. N., 2001: A nonlinear dynamical perspective on model error: A proposal for 
non-local stochastic-dynamic parametrization in weather and climate prediction models. 
Quart. J. Roy. Meteorol. Soc., 127, 279-304, doi:10.1002/qj.49712757202. 
Palutikof, J. P., C. M. Goodess, S. J. Watkins, and T. Holt, 2002: Generating rainfall and 
temperature scenarios at multiple sites: Examples from the Mediterranean. J. Climate, 
15, 3529-3548, doi:10.1175/1520-0442(2002)015<3529:Gratsa>2.0.Co;2. 
Pandey, S., and C. L. Bright, 2008: What are degrees of freedom?. Soc. Work Res., 32, 
119-128, doi:10.1093/swr/32.2.119. 
Papalexiou, S. M., and D. Koutsoyiannis, 2013: Battle of extreme value distributions: A 
global survey on extreme daily rainfall. Water Resour. Res., 49, 187-201, 
doi:10.1029/2012WR012557. 
Papalexiou, S. M., D. Koutsoyiannis, and C. Makropoulos, 2013: How extreme is 
extreme? An assessment of daily rainfall distribution tails. Hydrol. Earth Syst. Sc., 17, 
851-862, doi:10.5194/hess-17-851-2013. 
Peel, M. C., Q. J. Wang, R. M. Vogel, and T. A. McMahon, 2001: The utility of L-moment 
ratio diagrams for selecting a regional probability distribution. Hydrol. Sci. J., 46, 147-
155, doi:10.1080/02626660109492806. 
Podgórski, K., and J. Wegener, 2012: Velocities of a spatial–temporal stochastic field 
with embedded dynamics. Environmetrics, 23, 238-252, doi:10.1002/env.2135. 
  254  
 
Qian, B., R. De Jong, J. Yang, H. Wang, and S. Gameda, 2011: Comparing simulated crop 
yields with observed and synthetic weather data. Agr. Forest Meteorol., 151, 1781-1791, 
doi:10.1016/j.agrformet.2011.07.016. 
Rajagopalan, B., and U. Lall, 1999: A k-nearest-neighbor simulator for daily precipitation 
and other weather variables. Water Resour. Res., 35, 3089-3101, 
doi:10.1029/1999WR900028. 
Rajagopalan, B., U. Lall, and D. Tarboton, 1997: Evaluation of kernel density estimation 
methods for daily precipitation resampling. Stoch. Hydrol. Hydraul., 11, 523-547, 
doi:10.1007/BF02428432. 
Rebonato, R., and P. Jäckel, 2000: The most general methodology to create a valid 
correlation matrix for risk management and option pricing purposes. J. Risk, 2, 17-26, 
doi:10.2139/ssrn.1969689  
Richardson, C. W., 1981: Stochastic simulation of daily precipitation, temperature, and 
solar-radiation. Water Resour. Res., 17, 182-190, doi:10.1029/Wr017i001p00182. 
Riha, S. J., D. S. Wilks, and P. Simoens, 1996: Impact of temperature and precipitation 
variability on crop model predictions. Climatic Change, 32, 293-311, 
doi:10.1007/BF00142466. 
Rodriguez-Iturbe, I., D. R. Cox, and V. Isham, 1987: Some models for rainfall based on 
stochastic point processes. Vol. 410, 269-288 pp. 
Rootzén, H., and R. W. Katz, 2013: Design life level: Quantifying risk in a changing 
climate. Water Resour. Res., 49, 5964-5972, doi:10.1002/wrcr.20425. 
  255  
 
Salas, J., and J. Obeysekera, 2013: Revisiting the concepts of return period and risk for 
nonstationary hydrologic extreme events. J. Hydrol. Eng., 19, 554-568, 
doi:10.1061/(ASCE)HE.1943-5584.0000820. 
Sansó, B., and L. Guenni, 1999: Venezuelan rainfall data analysed by using a Bayesian 
space-time model. J. Roy. Stat. Soc. C, 48, 345, doi:10.1111/1467-9876.00157. 
Sanusi, W., A. Jemain, W. Zin, and M. Zahari, 2015: The drought characteristics using the 
first-order homogeneous Markov chain of monthly rainfall Data in Peninsular Malaysia. 
Water Resour. Manag., 29, 1523-1539, doi:10.1007/s11269-014-0892-8. 
Schaefer, M., and B. Barker, cited 2011: L-moment statistics. [Available online at 
http://www.mgsengr.com/LRAP/Download/LMoments.pdf.] 
Schlather, M., 2002: Models for stationary max-stable random fields. Extremes, 5, 33-44, 
doi:10.1023/A:1020977924878. 
Schlather, M., and J. A. Tawn, 2003: A dependence measure for multivariate and spatial 
extreme values: Properties and inference. Biometrika, 90, 139-156, 
doi:10.1093/biomet/90.1.139. 
Schmidt, R., and U. Stadtmüller, 2006: Non-parametric estimation of tail dependence. 
Scand. J. Stat., 33, 307-335, doi:10.1111/j.1467-9469.2005.00483.x. 
Schwarz, G., 1978: Estimating the dimension of a model. Ann. Stat., 6, 461-464, 
doi:10.1214/aos/1176344136. 
Semenov, M. A., and J. R. Porter, 1995: Climatic variability and the modelling of crop 
yields. Agr. Forest Meteorol., 73, 265-283, doi:10.1016/0168-1923(94)05078-K. 
  256  
 
Serinaldi, F., 2009: A multisite daily rainfall generator driven by bivariate copula-based 
mixed distributions. J. Geophys. Res.-Atmos., 114, D10103, doi:10.1029/2008jd011258. 
Serinaldi, F., and C. G. Kilsby, 2014a: Simulating daily rainfall fields over large areas for 
collective risk estimation. J. Hydrol., 512, 285–302, doi:10.1016/j.jhydrol.2014.02.043. 
——, 2014b: Rainfall extremes: Toward reconciliation after the battle of distributions. 
Water Resour. Res., 50, 336-352, doi:10.1002/2013wr014211. 
Serinaldi, F., A. Bárdossy, and C. G. Kilsby, 2014: Upper tail dependence in rainfall 
extremes: Would we know it if we saw it? Stoch. Env. Res. Risk A, 1-23, 
doi:10.1007/s00477-014-0946-8. 
Shabbar, A., and A. G. Barnston, 1996: Skill of seasonal climate forecasts in Canada using 
canonical correlation analysis. Mon. Wea. Rev., 124, 2370-2385, doi:10.1175/1520-
0493(1996)124<2370:SOSCFI>2.0.CO;2. 
Shepard, D., 1968: A two-dimensional interpolation function for irregularly-spaced data. 
23rd ACM national conference. ACM, New York, 517-524. 
Sibson, R., 1981: A brief description of natural neighbour interpolation. Interpreting 
multivariate data, V. Barnett, Ed., John Wiley & Sons, 21-36. 
Singh, S. V., and R. H. Kripalani, 1986: Application of extended empirical orthogonal 
function analysis to interrelationships and sequential evolution of monsoon fields. Mon. 
Wea. Rev., 114, 1603-1611, doi:10.1175/1520-0493(1986)114<1603:AOEEOF>2.0.CO;2. 
Sklar, A., 1959: Fonctions de répartition à n dimensions et leurs marges. Publications de 
l'Institut de Statistique de Paris, 8, 229-231. 
  257  
 
Soltani, A., N. Latifi, and M. Nasiri, 2000: Evaluation of WGEN for generating long term 
weather data for crop simulations. Agr. Forest Meteorol., 102, 1-12, doi:10.1016/S0168-
1923(00)00100-3. 
Sow, K. S., L. Juneng, F. T. Tangang, A. G. Hussin, and M. Mahmud, 2011: Numerical 
simulation of a severe late afternoon thunderstorm over Peninsular Malaysia. Atmos. 
Res., 99, 248-262, doi:10.1016/j.atmosres.2010.10.014. 
Srikanthan, R., and G. G. S. Pegram, 2009: A nested multisite daily rainfall stochastic 
generation model. J. Hydrol., 371, 142-153, doi:10.1016/j.jhydrol.2009.03.025. 
Srivastav, R., and S. Simonovic, 2014a: Multi-site, multivariate weather generator using 
maximum entropy bootstrap. Climate Dynam., 42, 1-18, doi:10.1007/s00382-014-2157-
x. 
Srivastav, R. K., and S. P. Simonovic, 2014b: An analytical procedure for multi-site, multi-
season streamflow generation using maximum entropy bootstrapping. Environ. Modell. 
Softw., 59, 59-75, doi:10.1016/j.envsoft.2014.05.005. 
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Figure A - 1: First four L-moments describing distributional properties of yearly rainfall. Each segment 
refers to a grid point with bars denoting the range from 333 30-year simulations. Points denote the 
median of all ensemble simulations at each grid point. 
 
Figure A - 2: L-moment ratios describing distributional properties of monthly rainfall. Each segment 
refers to a grid point with bars denoting the range from 333 30-year simulations. Points denote the 
median of all ensemble simulations at each grid point. 
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Figure A - 3: L-moment ratios describing distributional properties of yearly rainfall. Each segment refers 
to a grid point with bars denoting the range from 333 30-year simulations. Points denote the median of 
all ensemble simulations at each grid point. 
 
Figure A - 4: ACF at different lags for yearly rainfall. Bars and points denote range and median of all 
ensemble simulations at each grid point as above. 
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Figure A - 5: Q-Q (quantile-quantile) plots of observed versus generated (via the ARMA-enhanced PXEOF 
methodology) daily rainfall amounts in mm/day for (a) the southwest monsoon dominated west coast 
station SWMS (4.975°N 100.825°E), (b) the central Peninsular Malaysian station CS (3.425°N 102.425°E), 
and (c) the northeast monsoon dominated east coast region station NEMS (5.475°N 102.675°E). Blue 
crosses indicate rainfall amounts of the top 10 percentiles (with 0.01 percentile intervals) across 333 30-
year periods from the 10,000 year simulation. Superimposed on the plot is a line joining the first and 
third quartiles of each distribution which has been linearly extrapolated to help evaluate the linearity of 
the data. 
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Figure A - 6: Statistics describing temporal intermittency in event and non-event spells for surface 
pressure (top panel) and 2-meter air temperature (bottom panel). In each of the four variable 
subpanels, non-event probability (top left), event-event transition probability (top right), non-event-
non-event transition probability (bottom left), and non-event-event probability (bottom right) are 
depicted. Events are arbitrarily defined as days with less than 1000hPA for surface pressure and days 
with less than 25 degrees Celsius for 2-meter air temperature. Each segment refers to a grid point with 
bars denoting the range from 33 30-year simulations. Points denote the median of all ensemble 
simulations at each grid point. 
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Figure A - 7: Statistics describing temporal intermittency in event and non-event spells for specific 
humidity. In each of the four variable subpanels, non-event probability (top left), event-event transition 
probability (top right), non-event-non-event transition probability (bottom left), and non-event-event 
probability (bottom right) are depicted. Events are arbitrarily defined as days with a specific humidity of 
less than 0.0175 kg/kg. Each segment refers to a grid point with bars denoting the range from 33 30-
year simulations. Points denote the median of all ensemble simulations at each grid point. 
 
Figure A - 8: Statistics describing spell length in event and non-event spells for surface pressure. Event-
spell and non-event spell mean (top) as well as event-spell and non-event spell L-scale (bottom) are 
explored. Event definitions and line segments / points as described in the caption of Figure A - 6. 
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Figure A - 9: Monthly statistics describing temporal intermittency in event and non-event spells for daily 
2-meter air temperature (top) and specific humidity (bottom). In both variable subpanels, simulated 
versus observed event-event transition probability (circles), and non-event-event probability (crosses) 
are depicted. Event definitions as described in the caption of Figure 5-1. The simulated time series has 
not been subdivided into 33 ensembles to display the range, with points instead denoting the average 
transition probability across 1,000 years. 
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Figure A - 10: Statistics describing spell length in event and non-event spells for 2-meter air temperature 
(top) and specific humidity (bottom). In both variable subpanels, event-spell and non-event spell mean 
(top) as well as event-spell and non-event spell L-scale (bottom) are explored. Event definitions and line 
segments / points as described in the caption of Figure A - 6 and Figure A - 7.  
 
