Ultrafast charge recombination in hematite (α-Fe 2 O 3 ) severely limits its applications in solar energy conversion and utilization, for instance, in photoelectrochemical water splitting. We report the first time-domain ab initio study of charge relaxation dynamics in α-Fe 2 O 3 with and without the oxygen vacancy (O v ) defect, using non-adiabatic molecular dynamics implemented within time-dependent density functional theory. The simulations show that the hole trapping is the rate-limiting step in the electron−hole recombination process for both neutral and ionized O v systems. The electron trapping is fast, and the trapped electron are relatively long-lived. A similar asymmetry is found for the relaxation of free charge carriers: relaxation of photoholes in the valence band is slower than relaxation of photoelectrons in the conduction band. The slower dynamics of holes offers an advantage to water oxidation at α-Fe 2 O 3 photoanodes. Notably, the neutral O v defect accelerates significantly the charge recombination rate, by about a factor of 30 compared to the ideal lattice, due to the stronger electron-vibrational coupling at the defect. However, the recombination rate in the ionized O v defect is decreased by a factor of 10 with respect to the neutral defect, likely due to expansion of the local iron shell around the O v site. The O v defect ionization in α-Fe 2 O 3 photoanodes is important for increasing both electrical conductivity and charge carrier lifetimes. The simulations reproduce well the time scales for the hot carrier cooling, trapping and recombination available from transient spectroscopy experiments, and suggest two alternative mechanisms for the O v -assisted electron−hole recombination. The study provides a detailed atomistic understanding of carrier dynamics in hematite, and rationalizes the experimentally reported activation of α-Fe 2 O 3 photoanodes by incorporation of O v defects.
INTRODUCTION
As a technique for clean and renewable solar energy conversion and utilization, photoelectrochemical (PEC) water splitting stores solar energy in the chemical bonds of hydrogen and oxygen molecules. 1 Hematite (α-Fe 2 O 3 , hereafter Fe 2 O 3 ), a promising photoanode material, exhibits fascinating properties for the PEC water splitting. It has a suitable band gap (∼2.1 eV) to be a good sunlight absorber, sufficiently positive valence band (VB) for water photo-oxidation, good chemical stability in neutral and alkaline electrolytes to resist self-corrosion, low manufacture cost, natural abundance, and nontoxicity. 2 Much effort has been devoted to design and develop efficient Fe 2 O 3 photoanodes during the past decade, and large progress has been made. 3 However, a large gap still lies between the theoretical limit (12.6 mA/cm 2 ) 4 and the state-of-the-art efficiency (4.32 mA/cm 2 ). 5 A consensus has been reached that the intrinsic limitations in Fe 2 O 3 need be overcome in order to further improve its performance, such as short lifetimes of excited states, small mobility of minority carriers, and large overpotentials for water oxidation. 2a,6 Among these limitations, the short charge carrier lifetimes are responsible for the major energy loss for water oxidation at Fe 2 O 3 photoanodes.
Ultrafast transient experiments have been conducted on Fe 2 O 3 to investigate the photogenerated charge carrier dynamics. The early investigations focused on the photoelectron dynamics and the effect of crystal structure, nanoparticle size and shape, etc. 7 Recently, the photohole dynamics achieved more attention due to the increasing importance of Fe 2 O 3 photoanodes deployed in PEC cells. By applying external biases to spatially separate the charge carriers in in situ experiments, the signatures of hole signals are distinguished. 8 However, the overlap of photoelectron and -hole absorption still makes the signal assignments rather complicated. The difficulty encountered in the experiments requires advanced simulation techniques to resolve the transient absorption signals and correlate these signals to the specific physical processes.
Overall, the charge relaxation and recombination in Fe 2 O 3 are ultrafast, nonradiative, and show multiexponential decays with the time scales ranging from sub-picoseconds to hundreds of picoseconds. Comparing Fe 2 O 3 with TiO 2 , the excited state lifetimes of Fe 2 O 3 are more than three orders shorter. 9 The extremely low fluorescence quantum yields of Fe 2 O 3 demonstrate that the nonradiative electron−hole recombination is significantly more robust than the radiative one. 7a The fastest component was usually assigned to the photoelectron relaxation onto the bottom of conduction band (CB) at subpicoseconds, for instance 150, 7a,b 250, 10 and 300 fs. 7c The electrons trapping was deemed relatively slow, for example 240 fs, 11 ∼ 300 fs 7a and 2.5 ps. 7c The slowest but least component was attributed to trapped states or charge recombination, up to dozens or hundreds of picoseconds. 7a,c,10 Furthermore, asymmetric charge relaxation dynamics were observed for holes and electrons. Huang et al. reported the slower decay of transient photohole absorption signals than the photoelectron signals. 12 Pendlebury et al. reported the time scales ranging from 3 to 20 ps half-times for photohole absorption signal decay depending on the initial excitation intensity. 13 A very small fraction of photoholes have lifetimes even exceeding microseconds. 14 These hole lifetimes are dramatically longer than the electron lifetimes reported in the early studies.
The ultrafast charge relaxation dynamics is expected to be induced by a high density of mid-gap trap states generated by internal or surface defects and the strong electron−phonon coupling. 7a−c It has been reported that oxygen vacancy (O v ) defects accelerate the electron−hole recombination rate in TiO 2 nanotubes and thus decreases the electron mobility. 15 The O v defect in Fe 2 O 3 generates band-gap states which were predicted by a static DFT calculation. 16 On the other hand, experiments reported that the O v defects activated Fe 2 O 3 photoanodes for water oxidation, and the origin was attributed to the increase in the electrical conductivity. 17 To establish a mechanism of rapid energy loss and provide critical insights for design of novel Fe 2 O 3 photoanodes, understanding the charge relaxation dynamics of O v defects is required.
Ab initio non-adiabatic (NA) molecular dynamics (MD) simulations are performed with the code developed in the Prezhdo group 18 to investigate the charge relaxation in Fe 2 O 3 with and without O v defects. The methodology has been validated through applying to a wide range of nanoscale systems in recent years. 19 Comparing the electron−hole recombination dynamics in the ideal, neutral and ionized O v Fe 2 O 3 , the roles of O v defects are identified and the multiexponential transient absorption decays observed in the experiments are rationalized. While the neutral O v defect acts as an efficient charge recombination center, the ionized O v defect merely accelerates the charge recombination rate to a moderate extent. Asymmetric charge relaxation dynamics are observed for the hole and electron trapping in the electron−hole recombination processes mediated by the O v defect, as well as for the hole and electron relaxation in the VB and CB, agreeing with the experimental observations. The simulations highlight the advantage of slower hole relaxation dynamics for water oxidation at Fe 2 O 3 photoanodes, and meanwhile emphasize the necessity of modulating O v defects.
The paper is organized as follows. Theoretical Methodology describes the simulation techniques and computational details. The Results and Discussion section analyzes in detail variations in the geometric and electronic structure of hematite induced by the O v defects in the two charge states, charge carrier relaxation in the VB and CB, and O v -assisted electron−hole recombination. Conclusions summarize the key findings of the paper.
THEORETICAL METHODOLOGY
The ab initio NA-MD simulations employ a mixed quantum-classical framework in which the electronic degrees of freedom are treated quantum mechanically and the nuclear degrees of freedom are treated semiclassically. The nuclear evolutions are driven by the quantum forces exerted by the electronic subsystem, while the electronic subsystem evolves under the influence of the classical external field generated by the nuclear subsystem. The phonon-induced quantum transitions are modeled with the fewest switching surface hopping (FSSH), one of the most popular techniques for implementation of NA-MD. The classic path approximation (CPA) is justified in condensed matter systems, in which the nuclear dynamics is dominated by thermal fluctuations, and a single-electron excitation has little effect on the overall electron density and nuclear geometry. The CPA is introduced into the FSSH scheme to make the computational costs affordable at the ab initio level. Instead of the velocity rescaling and hop rejection step used in the original FSSH scheme and leading to the detailed balance between the electronic transitions upward and downward in energy, the current methodology multiplies the probability for upward hops by the Boltzmann factor, achieving the same goal. The original FSSH method ignores the loss of coherence in the electronic subsystem resulting from the divergence of the nuclear wave-packets. Such an effect is accounted for by the semiclassical decoherence correction, denoted as the decoherence corrected FSSH (DC-FSSH) method.
2.1. Time-Dependent Density Functional Theory. Timedependent density functional theory (TDDFT) 20 describes electronic properties of a system using its electron density as a function of time, which is constructed from single-electron Kohn−Sham (KS) orbitals, Ψ n (r,t),
with the orbitals occupied by N e electrons. Applying the timedependent variational principle to the expectation value of the KS Hamiltonian derives a set of coupled equations of motion for the single-electron KS orbitals,
These equations determine the time evolution of the single-electron KS orbitals. The KS orbitals are further expanded in the adiabatic KS orbital basis, φ k (r;R), for a given nuclear configuration,
The adiabatic KS orbitals are computed with the time-independent DFT code and most computational efforts are taken in this step in the current approach. Substituting the expansion into eq 2 gives the propagation equations for the expansion coefficients, 18a
Here, ε k is the energy of the adiabatic KS state k. The NA coupling,
arises from dependence of the adiabatic KS orbitals on the nuclear motion and is computed numerically as the overlap of the adiabatic orbitals at sequential steps 21 using eq 6.
2.2. Non-adiabatic Dynamics by Surface Hopping. The FSSH method is an algorithm for modeling the electron-vibrational dynamics of mixed quantum-classical systems, combining the deterministic timedependent Schrodinger equations and stochastic sampling of electronic transitions. 21, 22 FSSH prescribes a probability of hopping between adiabatic electronic states computed from the time-dependent coefficients, eq 4. The hopping probability between states j and k within a time interval dt is expressed as
Once the hopping probability is negative, it is set to zero. A hop from state j to k is allowed only when the state population flows from j to k. A uniform random number between 0 and 1 is generated in each time step and compared to the hopping probability to determine whether the hop will happen. The energy exchange between the electronic and nuclear degrees of freedom during the hop is assumed instantaneous. The velocity rescaling and hop rejection rules in the original FSSH scheme are replaced in the current FSSH−CPA by scaling the hopping probability with the Boltzmann factor, which guarantees the detailed balance and quantum-classical thermodynamic equilibrium at the long time limit and meantime saves the computational expenses. FSSH treats the nuclear motions classically, excluding the coherence loss in the electronic subsystem induced by the nuclear motions. 23 Decoherence effect is considered if the decoherence occurs faster than the coherent quantum transition. 24 In the DC-FSSH method, the stochastic collapse of the TDKS state Ψ n (r,t) to adiabatic states φ k (r;R), eq 3, takes place on the decoherence time scale. 25 In the optical response theory, the decoherence time is related to the phonon-induced pure-dephasing time which can be computed from the autocorrelation function (ACF) of the energy gap fluctuation along the nuclear trajectory. 26 The practical procedure to implement DC-FSSH is to reset the expansion coefficient c nk to 0 or 1 after it coherently evolves up to the collapse time. The reset is determined by a sequence of random numbers sampled from the Poisson distribution with the characteristic time given by the pure-dephasing function. 25, 27 This procedure is equivalent to a rapid decay of the off-diagonal elements of the density matrix. 27 In the present study, the FSSH method is applied to the relaxation processes of photoexcited electrons and holes in the VB and CB of Fe 2 O 3 since the fast charge relaxation occurs along the quasi-continuous manifold of electronic states, while the DC-FSSH method is required to study the slower electron−hole recombination across the wide energy gaps.
2.3. Simulation Details. Fe 2 O 3 adopts the antiferromagnetic ground state which is made up of ferromagnetic coupling in one buckled iron bilayer and antiferromagnetic coupling between two adjacent iron bilayers. The simulation is performed in a periodic 2×2×1 hexagonal cell which contains 72 oxygen and 48 iron atoms. An oxygen atom is removed from this cell to introduce an O v defect into the Fe 2 O 3 lattice, denoted as O v :Fe 2 O 3 . By removing two electrons from the cell of O v :Fe 2 O 3 , the O v defect in the charge state of +2 is generated with the excess positive charge neutralized by a homogeneous background charge, and named as O v +2 :Fe 2 O 3 . Figure 1 shows the optimized cells of the ideal and neutral O v -containing lattice, highlighting the local structure of the O v defect. The cell size is sufficiently large to well isolate the O v defect state, as described in Results and Discussion. The crystal structures and charge densities presented in this paper are visualized with the Vesta program. 28 The electronic structure calculations and adiabatic MD simulations are performed with the Vienna Ab initio Simulation Package (VASP) 29 within spin-polarized DFT in the formalism of Perdew−Burke− Ernzerhof (PBE), 30 including the +U term for the d-electrons of Fe atoms. Projector augmented wave (PAW) potentials are used to treat the interactions between core and valence electrons. 31 The strong electronic correlation in Fe 2 O 3 is treated with the on-site Coulomb correction (U = 5 eV and J = 1 eV for iron 3d orbitals). 32 The correction successfully reproduces geometric, electronic and magnetic properties for Fe 2 O 3 . 33 More advanced theories, such as the manybody Green's function 34 and complete active space self-consistent filed, 35 are too computationally expensive to perform long-time NA-MD simulations. The plane wave basis set is truncated with the energy cutoff of 400 eV to expand the electronic wave function. Only Γ-point is used to sample the Brillouin zone in the adiabatic and nonadiabatic MD simulations and the 7×7×7 mesh grid for integrating density of states (DOS).
The systems are brought to 300 K by heating for 2 ps with repeated velocity scaling. Microcanonical trajectories of 5 ps are generated using the Verlet algorithm with 1 fs time step. 400 initial conditions were randomly sampled from the 5 ps trajectories to perform nonequilibrium NA-MD simulations. The simulation durations depend on the specific processes under investigation, i.e., 1 ps for the charge relaxation in the VB and CB, 3 ps for the electron−hole recombination. 5000 stochastic realizations of the SH algorithm guarantee good statistical convergence for computed properties.
The spin-polarized calculations which are required to capture the correct magnetic ordering in Fe 2 O 3 give rise to two sets of spin orbitals. In the NA-MD simulations, the two set of orbitals are treated separately, and the previous methodology developed in the Prezhdo group has been modified accordingly. The resulting static and dynamic properties of the two spin subsystems are very similar. The data for the spin-up subsystem are shown below, and the spin-down data are deposited in Supporting Information.
Compared to the standard GGA functionals, the GGA+U method used here alleviates the self-interaction error. The current GGA+U calculations give geometric, electronic and magnetic properties of Fe 2 O 3 , comparable to those generated by more advanced methods, such as hybrid functionals and many-body Green's function. 34 This method can also reproduce well the photoemission and inverse photoemission spectra of Fe 2 O 3 . 33a Besides, GGA+U is significantly more efficient computationally, and thus offers a practical scheme to perform NA-MD simulations. The electron correlation effects are incorporated implicitly in DFT through the exchange-correlation functional. The Bethe−Salpeter theory allows one to include electron−hole interactions explicitly; however, its computational cost is formidable for long-time simulations on a large supercell.
RESULTS AND DISCUSSION
It is reasonable to assume that electron−hole pairs are generated instantaneously upon photoexcitation of Fe 2 O 3 . Following the photoexcitation, the photogenerated carrier relaxation takes place in both VB and CB. Then, the singlemolecular electron−hole recombination occurs. Figure 2 illustrates three cases for the charge recombination in Fe 2 O 3 , which constitute the main contents under investigation. The bimolecular recombination is negligible 7a,10 unless for non- geminate electron−hole recombination at large excitation densities, 13, 14 and is not taken into account in this paper.
3.1. Geometric and Electronic Structure. The optimized lattice constants of 5.07 and 13.90 Å for Fe 2 O 3 at 0 K, 36 are close to the experimental values of 5.04 and 13.75 Å. 37 The optimized structure is used to construct the 2×2×1 simulation cell, see With the on-site Coulomb correction, the calculated band gap of Fe 2 O 3 , 2.15 eV, falls well within the range of optical absorption edges, 2.0−2.2 eV. 38 Fe 2 O 3 is a charge transfer or intermediate-type insulator, 39 supported by the CB dominated by iron empty d orbitals and the VB of hybridizing oxygen p and iron d orbitals, 33a,34 see Figures 3a and S1a. LUMO and HOMO are used here to represent the CB and VB edges, respectively. Note that the CB has noticeably larger DOS than the VB, a factor in favor of faster charge relaxation in the CB than in the VB. 10 The neutral O v defect creates three levels in the band gap, 16 denoted as S CB-split , S Ov , and S VB-split , see Figures 3b and S1b. S Ov and S VB-split are two occupied states. S CB-split and S VB-split are two shallow states split from the CB and VB of Fe 2 O 3 , respectively, with the typical characters of iron empty d orbitals and hybridization of oxygen p and iron d orbitals. S Ov is a deep donor state and contributed mainly by Fe 2 or Fe 3 , 16 
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Article spectra for the delocalized states exhibit both high and low frequencies but small amplitude. For the more localized states, the lower frequencies with much larger amplitude are observed. Therefore, creation of the O v defect dramatically changes the local coordination environment. The defect-induced charge redistribution produces the localized defect state. The charge localization intensifies both the local atomic vibrations and energy fluctuations of the defect states.
3.2. Charge Relaxation in VB and CB. The photoelectron and -hole relaxation is initialized with the photoexcitation of ∼3.0 eV. The excitation energy is in the most optically active window for Fe 2 O 3 41 and frequently used in the ultrafast transient absorption experiments. 7a,c,12 As a consequence, a photoelectron and -hole are prepared in the CB and VB of Fe 2 O 3 at the largest energy, 0.8 eV relative to LUMO or HOMO in the beginning of the NA-MD simulations. Another median energy, 0.4 eV above LUMO or below HOMO is also considered to see the influence of different excitation energies on the charge relaxation dynamics.
The kinetics of phonon-assisted electron and hole relaxation are shown in Figures 6 and S6 . The figures represent the average electron and hole energies, computed by multiplying the evolving orbital populations by the orbital energies and summating them up. The inserts show the populations of the initial and final states. Two initial excitation energies are considered for both electron and hole. The electron energy and population decays are much faster than those for the holes, at both excitation energies. The energy decay is primarily exponential. The fitted time scales for the electron relaxation are on the order of 100 fs, which is in excellent agreement with the data available from the ultrafast transient experiments. 7a,c,10,12 Also, the time scales of the hole relaxation match well the fastest component with a time constant of 0.5 ± 0.1 ps for the decay of hole signals reported by Huang et al. 12 Interestingly, asymmetric dynamics are observed for the electron and hole relaxation. The hole energy decay in the VB are 5−6 times slower than the electron energy decay in the CB. Similar asymmetric charge relaxation dynamics has been reported for semiconducting carbon nanotubes 42 and quantum dots. 43 Since the Auger-type process is not reported for the hole relaxation in Fe 2 O 3 to our knowledge, the simulated longer photohole lifetimes are favored for water oxidation at photoanodes.
The difference between the electron and hole relaxation arises from the disparities in the DOS of the CB and VB and the strength of NA couplings between respective electronic states. According to the Fermi golden rule, the decay rate is proportional to the DOS and the squares of NA couplings. 27 The average DOS in the CB are larger than in the VB, ∼1.8 times within 0−0.8 eV and ∼1.5 times within 0−0.4 eV, see Figure 3 . The average absolute NA couplings between the pairs of the first, second, and third nearest states are computed using
to estimate the overall strength of NA couplings for the systems with large adiabatic basis, 62 and 35 adiabatic states for the electron and hole relaxation in the present case, respectively. Here, T is the duration of the MD trajectories and N is the number of adiabatic KS states. Tables 1 and S1 summarize the data of these NA couplings. The NA couplings between the CB states are stronger by ∼2 times than those between the VB states. As a consequence, the relative energy decay for electrons and holes simulated with the FSSH method well agrees with the prediction of the Fermi golden rule. The faster relaxation dynamics for electrons than holes are attributed to the stronger electron−phonon interactions in the CB than VB, see Figure  S5a . The average spectral intensity is much larger for LUMO than HOMO. In addition, the slower relaxation dynamics are observed for both electrons and holes at the lower excitation energy. This is due to the smaller average DOS and weaker NA couplings when the electronic energy levels approach the band gap. This result suggests that the photogenerated carriers will accumulate onto the band edge states, consistent with the hole relaxation in a single-wall carbon nanotube 42 but in contrast to that occurring at the interface of GaN and water molecules. 44 Since the decreases in the average DOS and the strength of NA couplings for holes are less than those for electrons, the extent of slowing the hole relaxation is less significant than that for the electron relaxation.
3.3. Decoherence Effects. The decoherence effect randomizes the phases of two electronic wave functions and leads to loss of quantum coherence between them. This effect is taken into implementation of the DC-FSSH method by computing the pure-dephasing function. Fitting the puredephasing function gives the pure-dephasing time which enters the stochastic SH realizations and slows down the electron− hole recombination rate. The pure-dephasing function can be derived by integrating the ACF of energy gap fluctuation. Definitions of the ACF and pure-dephasing functions have been given in our previous publications 45 and also presented in Part A of Supporting Information.
The electron-vibrational interactions result in fluctuations in the energy gaps which are derived from the electronic orbital energies, see Figure 5 . The average energy gaps for the transitions under investigation are summarized in Tables 2 and  S2 , as well as the standard deviations. The computed ACFs are presented in Figures 7 and S7 for the pairs of band-gap states involved in the processes of electron−hole recombination. Generally, the larger initial value, slower and more asymmetric decay of the unnormalized ACF lead to faster dephasing. 25, 26 In particular, the initial value, i.e., the squared standard deviation, characterizes the average fluctuation in the energy gap. This factor determines the dephasing rate in case that the decay rates of electron−nuclear correlation are comparable. 46 Figure 7 
Article than in the other two systems. The two factors contribute to a slower dephasing process for the band-gap transition in the Fe 2 O 3 . Fourier transform of the normalized ACF gives the vibrational modes which contribute to decay of the ACF, known as the phonon influence spectrum, see Figures 8 and S8. Fe 2 O 3 exhibits many phonon modes which are expected to be responsible for its stronger electron-vibrational interaction compared to other metal oxides. These phonon modes include not only the infrared-and Raman-active vibrational modes observed experimentally 47 but also the modes beyond 700 cm −1 which are not reported. The two O v -containing systems show less but much stronger vibrational modes compared to the ideal lattice. The modes are primarily located below 750 cm −1 and have significantly larger spectral density. It illustrates that the O v defects in the two charge states induce much stronger elastic electron−phonon scattering which is responsible for the faster pure-dephasing occurring in the two systems.
Figures 9 and S9 depict the pure-dephasing curves which are fitted by a combined Gaussian and exponential function
A represents the exponential component of pure-dephasing function and 1 − A is for the Gaussian component. The Gaussian represents the short-time decay, in particular, since Table 2. the first derivative of the pure-dephasing function is approximately zero at t = 0. The exponential component is small in amplitude and describes the longer-time decay. The pure-dephasing times are computed with a weighted average, τ = Aτ e + (1 − A)τ g , and the data are summarized in Tables 2 and  S2 . It is clear that the pure-dephasing functions decay much faster for the processes in the O v -containing systems than in ideal Fe 2 O 3 . The average fluctuation of energy gaps is a dominant factor which determines the loss rate of quantum coherence. The greater the energy gap fluctuation is, the faster the pure-dephasing occurs. The roles of defects are quite different for pure-dephasing, depending on the nature of hosts and defects. In carbon nanotubes and graphene nanoribbons the C 2 -bond insertion and rotation defects generate smaller fluctuations in excitation energies compared to the ideal hosts. However, the defects in such two nanostructures exert opposite effects on the pure-dephasing rate. The defects in the carbon nanotubes accelerate the pure-dephasing 45a while in the graphene nanoribbons decelerate the pure-dephasing. 45b Here, the neutral and ionized O v defects generate localized electronic states and vibrational modes. The defect-induced strong electron−phonon interaction, see Figure 8 , greatly speed up the pure-dephasing process.
3.4. Electron−Hole Recombination. Figure 2 outlines the pathways of electron−hole recombination in the three systems. Therein, the mechanism for the electron−hole recombination in the neutral O v system is relatively intricate since five electronic states and more transition processes are involved. To determine the rate-limiting step and reduce the complexity of describing the recombination dynamics involving five states, the whole charge recombination is divided into two processes, i.e., process (2) and (3), the hole and electron trapping with each process involving three electronic states.
Figures 10 and S10 presents the charge relaxation dynamics for the hole and electron trapping by the neutral O v defect. For the two processes, the populations of defect-induced states grow with the decay of HOMO and LUMO populations in the first 300 fs of the MA-MD simulations. Moreover, the populations of semilocalized S VB-split and S CB-split increase noticeably faster than those of localized S Ov during this early stage. Therefore, it can be concluded that the charge transition from HOMO to S VB-split or LUMO to S CB-split is faster than from HOMO or LUMO to S Ov , i.e., process (2−1) proceeding faster than (2−2), and in a similar manner, (3−1) faster than (3−2). In other words, process (2−1) combined with (2−3) is a more efficient hole decay channel than (2−2), and similarly, process (3−1) with (3−3) is preferred to (3−2) for the electron trapping. This conclusion is also supported by the NA couplings between the five band-gap states, see Table S3 . After the early stage, S VB-split and S CB-split start decaying while S Ov keep populating in the period of time under consideration, which is a manifestation of the large disparity in the transition rate between process (2−1) and (2−3) or (3−1) and (3−3), as discussed below.
Additional NA-MD simulations are performed to determine the rate-limiting steps in the preferred decay pathways in O v :Fe 2 O 3 , which only use two band-gap states, i.e., HOMO/ S VB-split and S VB-split /S Ov for the hole trapping and LUMO/ S CB-split and S CB-split / S Ov for the electron trapping. Figure S11 shows the charge relaxation of HOMO/S VB-split and LUMO/ S CB-split , and Figures 11a and S12a for the charge relaxation of S VB-split /S Ov and S CB-split /S Ov , respectively. The charge transitions between the band-edge and semilocalized states are very fast with the time scales of ∼200 fs. These time scales agree well with the photoelectron trapping time estimated experimentally. 11 In contrast, the charge transitions between the semilocalized and localized states proceeds much slower with the time scales reaching ∼1 ps, see Tables 2 and S2 . The much slower transition rates for process (2−3) and (3−3) indicates that the two processes are the key steps in the hole and electron trapping, respectively. Processes (2−1) and (3−1) with very fast transition rates almost come to an end in the first 300 fs but processes (2−3) and (3−3) just start, leading to the different behaviors for the populations of semilocalized and localized states at longer time. Further comparing the transition rates for processes (2−3) and (3−3), it is demonstrated that the slower (2−3) of the hole trapping is the rate-limiting step for the whole charge recombination in the neutral O v system. Figure 11b shows the decoherence effect on the processes of electron−hole recombination. Similar to the neutral O v defect, the ionized O v defect exhibits slower hole trapping than the electron trapping, but to larger extent. This result indicates that the hole trapping is also the rate-limiting step for the electron−hole recombination in the ionized O v system. More importantly, the electron−hole recombination mediated by the neutral O v defect significantly faster than that with the ionized O v defect regardless of the decoherence correction. The population curves are fitted with eq 9 and the time scales are summarized in Tables 2 and S2 . With the decoherence correction, the hole trapping is slower by ∼1.4 times than the electron trapping in the neutral system while ∼4 times in the ionized system; the neutral O v defect greatly accelerates the charge recombination rate up to ∼30 times with respect to the ideal lattice while the ionized O v defect increases the recombination rate merely by ∼3 times.
The differences in the charge relaxation for the ideal, neutral and ionized O v systems can be rationalized by three factors, i.e., energy gap, NA coupling and pure-dephasing, see Tables 2 and  S2 . In general, smaller energy gap, stronger NA coupling and longer pure-dephasing favor faster charge relaxation. The slowest electron−hole recombination in the ideal lattice is attributed to the largest energy gap and considerably weak NA . Furthermore, the pair of bandgap states, i.e., S CB-split /S Ov exhibits the larger average absolute NA coupling and stronger fluctuations in the NA coupling than S VB-split /S Ov , which are responsible for the faster charge relaxation although its energy gap is larger. The origin can be at least in part contributed to the larger overlap between the donor and acceptor state for S CB-split /S Ov than S VB-split /S Ov , see Figures 4c,d photoanodes and the efficiency of water photo-oxidation deteriorated at both high and low partial oxygen pressures. 17 The reason could be ascribed to the limited ionization ability for O v defects which gives rise to the deep charge transition levels. 16 Only ionized O v defects can contribute to the electrical conductivity by increasing the electron concentration and prolong the photogenerated-carrier lifetimes by suppressing the fast charge recombination induced by the neutral O v defect. This study also helps to understand the fact that passivation of surface trapping states at Fe 2 O 3 photoanodes with the isovalent metal oxides generated the cathodic shift in the onset potential of oxygen evolution. 48 The charge recombination at surface trapping states has been identified as an important factor for the large overpotential of oxygen evolution reactions besides the slow kinetics. 48a Passivation with isovalent substitution of Al 3+ and Ga 3+ for Fe 3+ removes the surface Fe dangling bonds and thus suppresses the surface charge recombination. 8c Two possible mechanisms are proposed for the electron− hole recombination processes in the O v -containing systems, depending on the rates of structural transformation between the two charge states and the rates of charge trapping. If the structural transformation is slower than the charge trapping, in the O v -containing systems exist two independent charge recombination channels established by the neutral and ionized O v defects. Otherwise, the charge recombination is accompanied by switching of the neutral and ionized states. The dynamic picture is that the hole trapping starts with the hole transition from S VB-split to S Ov in the neutral O v system but ends with the transition from HOMO to S Ov+2 in the ionized system, and the electron trapping is initiated with the electron transition from LUMO to S Ov+2 in the ionized system but completed with the transition from S CB-split to S Ov in the neutral system. In such a mechanism, the hole trapping is slowed, but the electron trapping is accelerated.
CONCLUSIONS
The ultrafast electron−hole recombination is responsible for the major loss of energy dissipated in water oxidation at Fe 2 O 3 photoanodes. Multiexponential decays of transient absorption signals imply complex physical processes involved in the charge recombination. We have used ab initio NA-MD simulations in order to investigate the charge relaxation dynamics in pristine Fe 2 O 3 , and Fe 2 O 3 containing neutral and ionized O v defects. The simulations show that the hole trapping is the rate-limiting step in the charge recombination process for both neutral and ionized O v systems, demonstrating asymmetric charge relaxation dynamics for the hole and electron trapping. Similar asymmetric trends in the charge decay dynamics are also observed for the hole and electron relaxation in the VB and CB. The slower hole dynamics offers an advantage for water oxidation at Fe 2 O 3 photoanodes and is supported by the experimental observations. Importantly, ionization of the O v defect significantly retards the electron−hole recombination 
