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Abstract
Numerous processes in live cells depend on active, motor-driven transport of
cargo and organelles along the filaments of the cytoskeleton. Understanding
the resulting dynamics and the underlying biophysical and biochemical pro-
cesses critically depends on computational models of intra-cellular transport.
A number of motor–cargo models have hence been developed to reproduce
experimentally observed transport dynamics on various levels of detail. Com-
puter simulations of these models have so far exclusively relied on approx-
imate time-discretization methods. Using a consensus motor–cargo model
that unites several existing models from the literature we demonstrate that
this simulation approach is not correct. The numerical errors do not vanish
even for arbitrarily small time steps, rendering the algorithm inconsistent.
We propose a novel exact simulation algorithm for intra-cellular transport
models that is also computationally more efficient than the approximate one.
Furthermore, we introduce a robust way of analyzing the different time scales
in the model dynamics using velocity autocorrelation functions.
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1. Introduction
Many intra-cellular cargos such as large molecules, vesicles, organelles,
or virus particles are transported along the filaments of the cytoskeleton by
motor proteins. Due to their polarization and highly ordered arrangement in
the cell, microtubules can support directed and targeted transport in order
to, e.g., shuttle cargo between the plasma membrane and the peri-nuclear
region. Complex intra-cellular distributions and motion patterns have been
observed for various cargos, including virus particles, lipid droplets, vesicles,
and small organelles; see for example Refs. [1, 2, 3, 4] and references in
Ref. [5].
In order to quantify and explain these patterns, computational studies
of intra-cellular transport have been invaluable [6]. These simulations re-
quire accurate yet computationally efficient models of single motor–cargo
complexes. A number of such models have been proposed in which a motor
is described by a few discrete chemical states and its discrete location on a
microtubule, rather than its full atomic structure. In these models coarse-
grained motors are mechanically coupled to a cargo that is typically modeled
as a rigid sphere immersed in a highly viscous medium. Elastic motor–cargo
links transmit the forces that drive cargo motion. The chemical state-changes
of the motors — such as binding to, stepping on, and unbinding from micro-
tubules — are described by Poisson processes with rates that depend on the
environment and on the forces exerted on the motor [7, 8, 9, 10, 11].
We combine previous models into a “consensus model” that is formally
described by sets of coupled stochastic chemical reactions where binding,
stepping, and unbinding of different motors are discrete reaction events.
Coupling between different motors is provided through the dynamics of the
cargo. Between individual reaction events this dynamics is governed by a
deterministic law, hence defining a hybrid stochastic–deterministic model.
State-of-the-art studies of intracellular transport simulate such models using
iterative algorithms with discrete time steps of size ∆t [12, 13, 10, 11]. Due
to this time discretization, the probabilities of the reactions and the posi-
tion of the cargo exhibit a truncation error that decreases with some power
of ∆t. This power is called the convergence order of the simulation and it
depends on the specific time-discretization scheme used. The computational
cost of these approximate simulation methods is inversely proportional to the
time step ∆t. The choice of ∆t hence entails a tradeoff between numerical
accuracy and computational performance.
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Analytical [8, 14] and numerical [13, 9, 15, 16, 10, 11] studies of transport
models have revealed a number of non-trivial effects, such as cascades of
correlated unbinding events and fast switching of motion direction, which
are closely related to stochastic barrier crossing. In systems exhibiting such
behavior, tiny errors in the probabilities of the basic state transitions (i.e.,
binding, stepping, unbinding) can be amplified to large errors in the crossing
rates and time correlations. Due to their non-linear nature, these errors may
remain significant even for the smallest feasible time step ∆t.
The stochastic kinetics of chemical reactions coupled to a deterministic
dynamical system can be simulated exactly with a hybrid variant of Gille-
spie’s stochastic simulation algorithm [17, 18, 19]. Unlike approximate time-
discretization algorithms, this exact method does not involve any discretiza-
tion error and hence samples cargo trajectories from the correct probability
distribution as defined by the transport model.
In this paper we describe how the consensus transport model can be simu-
lated exactly using a novel hybrid continuous–discrete simulation algorithm.
The presented exact simulation algorithm does not require choosing a time
step. It is parameter free and does, by construction, not entail any tradeoff
between efficiency and accuracy. Nevertheless, any quantity computed from
Monte Carlo simulations is uncertain due to finite sample size. We compare
the computational performance of the presented exact algorithm to that of
the approximate one and study the convergence properties of the approxi-
mate method. Hereby, the finite-sample Monte Carlo error naturally defines
the scale of an acceptable numerical error for the approximate algorithm. We
find that some transport properties simulated using the approximate method
are systematically wrong, i.e., the error shows no sign of convergence within
feasible bounds for the time step. Moreover, the exact algorithm is typically
between one and two orders of magnitude faster than the approximate one
for biologically relevant motor numbers.
Previous studies have reported high sensitivities of the transport proper-
ties to the model parameters within their physiological bounds. Several mo-
bility regimes with qualitatively different behaviors have been identified in
the parameter space of intra-cellular transport models. Refining this picture
requires screening the parameter space with high resolution, which critically
depends on the availability of computationally efficient and accurate simu-
lation algorithms. The present exact simulation method is computationally
efficient and provides full control over the Monte Carlo error.
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2. A Consensus Motor–Cargo Model
A large number of coarse-grained models of motor–cargo complexes have
been proposed in the literature [8, 9, 10, 11]. We present here a “consen-
sus model” that unites the concepts, state variables, and the laws for their
dynamics that have been used in most related studies.
We consider the situation where a single, rigid cargo is moved by several
motors of possibly opposite movement directions. We only resolve the 1D
position of the cargo along the microtubule filament; models that resolve the
cargo’s orientation and its diffusive motion perpendicular to the filament also
exist [10]. Motor proteins stochastically step on, bind to, and unbind from
microtubules with rates that may depend on the force acting on the motor–
filament bond. The physical properties of the motor–cargo links play a key
role for the cargo dynamics, as they define the magnitude of forces in the
system and their fluctuations in response to stochastic events. Frequently,
the motor–cargo links are modeled as linear elastic springs, parameterized
by their elasticity κ. In response to the forces transmitted by these springs,
the cargo moves in the viscous environment of the cytoplasm. Due to the
low Reynolds number, this movement is governed by Stokes’ law of drag,
parameterized by the drag coefficient γ. Inertial forces and thermal diffusion
of the cargo are neglected. The latter is justified since the mechanical energy
released by a single motor protein is one order of magnitude larger than the
average thermal energy of the cargo [20]. Moreover, thermal fluctuations are
already implicitly accounted for in the reaction model where they provide the
activation energy for the motor protein reactions, leading to stochastic forces
acting on the cargo. Since motors do not directly “see” each other, coupling
between different motors is exclusively due to cargo motion. An overview of
the model state variables, their relations, and the admissible state transitions
is given in Fig. 1.
2.1. Time Scales
Molecular motors transform chemical energy released by ATP hydrolysis
to work in a mechano-chemical cycle [21, 22, 23]. In the motor kinesin, this
is achieved by a conformational change in the protein structure, pulling the
motor forward along the microtubule in discrete steps of 8 nm [24, 7]. The
time required to complete one such “power stroke” is much shorter than
the time between subsequent steps of the same motor and too short for
any significant cargo movement to happen meanwhile [7]. Individual steps
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Figure 1: Illustration of the consensus motor–cargo model. Molecular motors (black) are
attached to a rigid cargo (gray disk) through linear elastic springs (zig-zag lines). Motors
stochastically bind to, unbind from, and step along discrete binding sites (dashed lines)
on a microtubule. The cargo moves in response to the net force Fnet transmitted by the
set of motor–cargo links.
can therefore be modeled as stochastic events that complete instantaneously
at discrete times points. From the perspective of the cargo, these events
instantaneously bring the motor–cargo connection to a new state, i.e., the
motors jump to the next binding site in their movement direction, elongating
the spring. Binding and unbinding of motors are chemical reactions that are
also modeled as instantaneous stochastic state changes.
Depending on the properties of the motors and the cargo, the time be-
tween individual motor steps and the viscous relaxation time of the cargo
position can be of similar order. The cargo dynamics hence has to be explic-
itly resolved and considered in the stochastic unbinding and stepping pro-
cesses. Nevertheless, the separation of time scales into instantaneous stochas-
tic events with small rates and slow continuous movement of the cargo allows
building a mathematical model from well-known and well-characterized com-
ponents.
2.2. Mathematical Model Description
The motion of motors along microtubules is inherently discrete, since the
motor–filament interaction responsible for the stable bond is localized to spe-
cific parts of the motor and the microtubule. The microtobule consists of α-
and β-tubulin dimers, arranged in 13 linear polymer chains called protofila-
ments. Motors rarely switch between protofilaments. Step lengths of motors
are thus integer multiples of the 8 nm distance between two tubulin dimers
on the same protofilament. Kinesin almost exclusively makes steps of 8 nm,
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while cytoplasmic dynein has been observed to also make steps of an integer
multiple of that [25, 26]. This motivates the use of L = 8 nm as the unit of
length.
Each motor i is described by the tuple mi = 〈xi, bi, di〉, where xi ∈ Z
is its position, bi ∈ {bound, unbound} its binding state, and the constant
di ∈ {−1,+1} its movement direction along the filament (x coordinate).
The cargo is described by the position of its center of mass xc ∈ R. N is the
total number of motors bound to the cargo, which is assumed constant (but
not all of them need to be bound to the filament at any given time). This
assumption is equivalent to considering binding of motors from an unlimited
reservoir of freely diffusing motors to be much faster than unbinding of motors
from the cargo [15].
The tension in each motor–cargo link depends on the relative positions of
the bound motors with respect to the cargo. According to the linear spring
model, a force
Fi(t) = κ(xi(t)− xc(t)) (1)
acts on motor i and on the cargo, provided bi(t) = bound. For unbound
motors the force Fi is zero. The dynamic state changes of the motor–cargo
complex crucially depend on these forces.
During the time τ after the latest discrete state change (binding, unbind-
ing, or stepping) of any motor, the cargo position evolves according to a
deterministic ordinary differential equation:
x˙c(τ) =
Fnet
γ
=
∑N
i=1 Fi
γ
, xc(τ = 0) = x
0
c . (2)
This equation describes the dynamic balance of forces in which the forces
exerted on the cargo by the motors are balanced by the viscous drag as
parameterized by the drag coefficient γ. While this yields deterministic cargo
motion between any two reaction events, the net force Fnet acting on the cargo
changes stochastically at the discrete reaction events of the motor proteins
as driven by the thermal fluctuations in the system. The velocity of the
cargo responds instantaneously to changes in motor forces since inertia is
neglected. The cell cytoplasm is a non-Newtonian fluid in which the drag
coefficient γ may depend non-trivially on the radius and the velocity of the
cargo. For simplicity, however, it is often assumed that the viscous drag for
a given cargo–fluid combination can be parameterized by a single constant
γ. Using Eq. (1), the solution of the initial-value problem in Eq. (2) is then
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given by:
xc(τ) =
(
x0c − 〈x〉
)
exp
(
−κNb
γ
· τ
)
+ 〈x〉 , (3)
where Nb denotes the number of motors bound to the filament and 〈x〉 is the
bound motors’ mean position. The force on a single bound motor i is:
Fi(τ) = κ (xi − 〈x〉)− κ
(
x0c − 〈x〉
)
exp
(
−κNb
γ
· τ
)
. (4)
The first term on the right-hand side is the force when the cargo is in its equi-
librium position. The second term is the transient component of the force,
which decays exponentially. Equations (3) and (4) are only valid between
events of binding, unbinding, or stepping of motors, since these events may
change the states of the motors, their average position 〈x〉, or Nb. In the
following, τ is used as the primary time variable, i.e., times are measured
relative to the latest event. The real system time t is the cumulative sum of
the times between past events.
Binding, unbinding, and stepping of motors are modeled as inhomoge-
neous Poisson processes. Each event µ is described by a tuple Rµ = 〈Ψµ, iµ〉,
where the operator Ψµ defines the type of the event. Whenever an event oc-
curs, the state miµ of the corresponding motor iµ is instantaneously changed
by applying the operator Ψµ. The operators are one of {Ψon,Ψoff ,Ψst}:
• For binding events (if Ψµ = Ψon) the associated motor binds to the
filament site closest to the current cargo position, hence Ψµ : biµ ←
bound, xiµ ← ]xc[, where ] · [ rounds to the nearest integer.
• For unbinding events (if Ψµ = Ψoff) the associated motor unbinds
from the filament, hence Ψµ : biµ ← unbound.
• For stepping events (if Ψµ = Ψst) the associated motor moves to
the next binding site on the filament in its movement direction, hence
Ψµ : xiµ ← xiµ + diµ .
The rates kµ at which these events occur generally depend on the forces in
the system, which change continuously over time due to cargo motion.
• Binding events occur at a constant rate that does not depend on the
cargo position, the positions of the other motors, or any force in the
system [8].
kµ = k
0
on. (5)
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This reflects the assumption that a motor that is bound to the cargo,
but not to the filament, rapidly explores a space on the filament that
contains a large number of free binding sites.
• According to Kramer’s law of force-assisted barrier crossing [23, 27] for
chemical reactions, unbinding events occur at higher rates when the
motor–filament bond is under load, hence:
kµ = koff(Fiµ(τ)) = k
0
off exp
( |Fiµ(τ)|
Fd
)
. (6)
This model is well supported by experimental observations [7]. The un-
binding force Fd is a motor-specific parameter that sets the force scale;
it does not define a maximum force that bound motors can sustain.
• Stepping events occur at rates that reflect the force–velocity relation
of a specific motor type. A motor that makes steps of length L at
rate kst moves on average with a velocity v = Lkst. For kinesin, for
example, the velocity (and therefore the rate of stepping) decreases
approximately linearly with external load (see Fig. 16.7 in Ref. [21]),
hence:
kµ = kst(Fiµ(τ)) =

k0st if F ≤ 0
k0st
(
1− Fiµ(τ)/Fs
)
if 0 < F ≤ Fs
0 else.
(7)
The rates k of impossible events (e.g., binding of an already bound motor)
are zero.
3. Exact Simulation of the Consensus Model
We present a hybrid continuous–discrete algorithm to exactly simulate
the dynamics of the above motor–cargo model, i.e., the time trajectories
xc(t) and mi(t) for all motors i. This algorithm is free of discretization errors
and does not require choosing a fixed time step.
The position of the cargo at time τ after the latest reaction event is given
by Eq. (3). Between reaction events, the rates of the events are not constant
since they depend on the dynamic motor forces. These forces, as given by
Eq. (4), however, only vary in function of the cargo position. The rates of
all stochastic events can therefore be evaluated at any τ .
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Formally, the above model of motor–cargo dynamics is a stochastic sys-
tem of coupled chemical reactions, where binding, stepping, and unbinding
events of different motors are different reactions. Simulating the discrete
events in the motor–cargo dynamics thus amounts to finding the next event
and the next event time. The exact stochastic simulation algorithm (SSA) is
the standard algorithm for simulating such systems [28] as governed by the
chemical master equation [29] and driven by the intrinsic thermal fluctua-
tions. In its original formulation, however, SSA requires that rates remain
constant between events, whereas in the present system they are continuous
functions of time. The extensions to SSA that allow simulating such hy-
brid systems [19] are given in Section 3.1 below. The complete step-by-step
simulation algorithm is then presented in Section 3.2.
3.1. Hybrid Stochastic–Deterministic Cargo Dynamics
SSA samples from the joint probability density for the next event µ and
the time τ after the last event at which it will happen. This probability den-
sity is the exact solution of the chemical master equation [29]. Other than the
Monte Carlo sampling error, SSA thus involves no additional discretization
errors, which is why the method is termed “exact”.
Consider the above model with N+ plus-end and N− minus-end di-
rected motors attached to the cargo. In this case, 3N different events kµ,
µ = 1, . . . 3N , are distinguished: N+ + N− = N binding, stepping, and
unbinding events. All events except the binding events depend on the cor-
responding motor forces. The joint probability density for the next event
and the time to the next event is a time-dependent exponential distribu-
tion [30, 19] conditional on the current system state S = {m1, . . . ,mN , xc}:
p(τ, µ|S) = kµ(S, τ) exp
(
−
3N∑
µ=1
∫ τ
0
kµ(S, τ
′)dτ ′
)
. (8)
Without any explicit time dependence of kµ, finding the time of the next
event amounts to sampling from an exponential distribution, while the next
event itself can be selected with a probability proportional to its rate. For
hybrid system with time-dependent rates, sampling the time increment is
less trivial. τ has to be chosen such that
3N∑
µ=1
∫ τ
0
kµ(S, τ
′)dτ ′ = − log(u1) , (9)
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where u1 is a uniform random number in [0, 1]. This can be done in two
ways: The first option is to numerically evaluate the integral from 0 to
increasing τ ’s and to stop integration once the equation is fulfilled. This
requires “dense output” integrators with embedded event detection [31, 32].
The most commonly used solver for this purpose is “lsodar” as available in
the “ODEPACK” software library [33]. The second option is to iteratively
solve the equation for τ , for example using Newton’s root-finding algorithm.
This, however, requires that the integrands and integrals are known in closed
form. If they are, the iterative solution of Eq. (9) should be favored as it is
computationally more efficient. Once the time τ of the next event has been
found, the event itself is selected among all possible events with each event’s
probability proportional to its rate at time τ . This is done in the standard
SSA fashion [28].
For the present model, the linear force–velocity relation and the linear
drag force permit finding the integrals of the propensity functions in closed
form. For impossible events, the rates (and hence the integrals) are zero.
Derivations of the integrals of all others events are given in Appendix B.
3.2. The Exact Simulation Algorithm
The time t, the position xc of the cargo, and the states mi of all motors
need to be tracked. Starting from an initial system state at time t = 0, the
simulation algorithm loops through the following steps:
1. Compute the random time τ to the next event. This requires solving
Eq. (9) for the upper bound τ of the sum of integrals using Newton’s
root-finding algorithm. This algorithm solves problems of the type
f(τ) = 0. This requires the function value f(τn) and its derivative
f ′(τn) at a tentative solution τn. Here, the function value is
f(τn) =
3N∑
µ=1
∫ τn
0
kµ(S, τ
′)dτ ′ + log(u1) . (10)
Recall that u1 is a uniform random number in [0, 1]. The function’s
derivative is
f ′(τn) =
3N∑
µ=1
kµ(S, τn) . (11)
Each iteration of Newton’s algorithm consists of the following steps:
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(a) For all stepping events, check whether the force acting on the
corresponding motor crosses 0 or Fs between 0 and τn. If so,
determine the crossing times τ1 and τ2 using Eqs. (B.8) and (B.9)
in Appendix B.
(b) For each event µ, compute the integrand kµ and evaluate the in-
tegral for the current τn. The integral can consist of up to three
parts (0 to τ1, τ1 to τ2, and τ2 to τn), depending on whether the
force crossed 0, Fs, or both (see Appendix B for details).
(c) Compute the sums over µ in Eqs. (10) and (11).
(d) Do a Newton step to determine the new τn+1:
τn+1 = τn − f(τn)
f ′(τn)
. (12)
(e) If τn+1 is not significantly different from τn (e.g., |τn+1 − τn| <
10−9 seconds) stop Newton’s algorithm and set τ = τn+1; else loop
back to (a). The algorithm is started with τn = 0.
2. Select the next event. This is either a binding, unbinding, or stepping
event for one of the motors:
(a) Compute the rates kµ(S, τ) of all events µ = 1, . . . , 3N using kµ =
k0on for all binding events, kµ = koff(τ) (Eq. (6)) for all unbinding
events, and kµ = kst(τ) (Eq. (7)) for all stepping events.
(b) Use linear search to select the next event as the smallest µ for
which
µ∑
i=1
ki(S, τ) ≥ u2
3N∑
i=1
ki(S, τ) , (13)
where u2 is a uniform random number in [0, 1].
3. Update time: t← t+ τ .
4. Update the cargo position: x0c ← xc(t) ← xc(τ) where xc(τ) is com-
puted from Eq. 3 using the system state prior to the current event.
5. Update the state of motor iµ corresponding to the event µ by applying
the corresponding operator Ψµ.
6. If t ≥ tmax stop; else loop back to Step 1.
Although finding the time to the next event typically requires less than 10
iterations of Newton’s algorithm, Step 1 accounts for the vast majority of the
computational cost of the present algorithm. A further complication arises
11
from the piece-wise linear force–velocity relation, which requires crossing
detection and case distinctions. Relative to Step 1, the computational cost
of selecting the next event is negligible. Using more sophisticated event
selection schemes is thus not expected to provide any speedup. The overhead
introduced by the more complex data structures in these schemes will likely
not be amortized for such small N . Moreover, the present time-varying
propensity functions prohibit the use of partial-propensity methods [34, 35].
4. Benchmarks and Results
We characterize the cargo dynamics described by the above consensus
model and compare the computational efficiency and accuracy of the exact
simulation algorithm with those of the standard approximate algorithm as
used in previous studies [10, 11]. Details of the standard approximate time-
discretization algorithm are described in Appendix A.
4.1. Multi-Scale Dynamics of Cargo Motion
Cargo trajectories generated by exact simulations of the present model
show complex multi-scale behavior. For suitable parameters, long periods of
fast uni-directional motion can develop. Reversal of the motion direction is
frequently, but not always, accompanied by a transient deadlock situation
in which the motors of opposing movement directions neutralize each other.
Figure 2 shows example time series of the cargo position xc(t) and its velocity
x˙c(t). On the time scale of tens of seconds, the most significant feature of
the trajectories is the emergence of bi-directional saltatory motion (Fig. 2A).
Phases during which the cargo moves uni-directionally with an apparently
constant velocity of about 50L/s typically last 1 to 5 seconds (Fig. 2B).
On the time scale of seconds, deadlocks between reversals of the motion
direction become apparent (Fig. 2C and D). Phases of directed motion (light
gray shading in Fig. 2C and D) end abruptly with sharp drops in the velocity,
while fluctuations of the velocity about zero remain during the subsequent
deadlocks (dark gray shading). Such deadlocks, however, are not always
followed by a reversal of the movement direction, as seen for example at
t = 31 s and t = 32 s. Figures 2C and D further reveal that the velocity
during uninterrupted phases of directed motion is not necessarily constant.
Between t = 27.5 s and t = 31 s the step velocities appear to cluster around
−20Ls−1 and −50Ls−1, which is reflected in changes of the slope in Fig. 2C.
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Figure 2: Multi-scale dynamics of a symmetric tug of war variant of the consensus motor–
cargo model. (A and C) Cargo position; (B and D) Cargo velocity. (C) and (D) are
magnifications of the data shown in (A) and (B). The shading separates phases of uni-
directional motion (light gray) and mutual blocking of opposing motors (dark gray). (D)
illustrates the different time scales for changes in the velocity. The values of model pa-
rameters are given in Tables 1 and 2 (“Multi-scale”).
The inset in Figure 2D spans a total of 0.5 s and shows the dynamics of
the velocity on the time scale of tenths of seconds. Between instantaneous
jumps generated by discrete stochastic events, the velocity magnitude de-
cays exponentially. Large jumps originate from unbinding, small jumps from
stepping events. The exponential decay is given by the derivative of Eq. (3).
Both stepping and unbinding events essentially change 〈x〉, but the effect
of unbinding is typically larger (hence the larger jump). Unbinding events
additionally change Nb, thus affecting the time constant of the exponential
decay between events.
In summary, three time scales can be identified in the cargo trajectories.
The slowest time scale is often of highest interest, as it reflects the lengths
of phases of directed motion. In order to quantify the persistence of uni-
directional motion, we first compute the autocorrelation function of the cargo
velocity and then fit it with a mixture of three exponentials and a constant
in order to obtain parameters that describe cargo dynamics on the three
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k0on [s
−1] k0off [s
−1] k0st [s
−1] Fs [pN] Fd [pN]
“Multi-scale”
Plus motors 1.00 0.20 100 6.00 3.00
Minus motors 1.00 0.20 100 6.00 3.00
“Symmetric tug of war” [9, 10, 11]
Plus motors 5.00 1.00 125 6.00 3.00
Minus motors 5.00 1.00 125 6.00 3.00
“Asymmetric tug of war” [9, 11]
Plus motors 1.60 0.26 70 1.10 0.85
Minus motors 1.60 0.78 80 0.45 0.75
Table 1: Parameters of the model motors. Two standard settings (“asymmetric/symmetric
tug of war”) are adopted from previous simulation studies [9, 10, 11].
N+ [-] N− [-] γ [pN sL−1] κ [pN/L]
“Multi-scale” 5 5 0.24 1.438
“Symmetric tug of war” 2 2 0.0015 or 0.15 2.4
“Asymmetric tug of war” 2 2 0.0015 or 0.15 2.4
Table 2: Model system parameters. Note that N+/− is varied for the timing analysis
shown in Figure 4.
different time scales (see Section 6.2 and Appendix C for details).
For the parameter settings used in Fig. 2, the empirical autocorrelation
(circles in Fig. 3A) decays to practically zero, with a decay time constant
on the order of one second. This time constant matches well the typical
duration of uni-directional motion as shown in Fig. 2A. The slowest time
scale is λ3 = 1.09 s, which is in good agreement with visual assessment of the
sample trajectory. Although the exponential corresponding to the slowest
time constant, λ3, dominates, the other two exponentials and the constant
a4 are still necessary for a robust fit. Figure 3B shows how successively
adding time scales corresponding to faster processes increases the quality of
the fit. When all time scales are used, the fit is visually perfect, highlighting
the practical value of the proposed autocorrelation analysis. From such a fit,
the slowest time scale in variations of the cargo velocity, here represented by
λ3, can be used to robustly quantify correlations of the velocity as caused by
persistent uni-directional motion.
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Figure 3: (A) Empirical cargo velocity autocorrelation function (circles) and its fit
(line) with Eq. (15) for the trajectory shown in Fig. 2. The fitted parameters are:
{a1, a2, a3, a4} = {48.2, 123.3, 758.5, 1.3} and {λ1, λ2, λ3} = {0.01 s, 0.08 s, 1.09 s}. (B)
Magnification of the short time-lag region from (A). Upper line: the mixture of all three
exponentials used for fitting; middle line: the fastest time scale is left out; lower line: only
the slowest time scale is shown. Note that while some time scales are not displayed they
were still considered during fitting.
4.2. Comparison of the Exact and the Approximate Simulation Algorithms
We compare the accuracy and computational cost of the exact simulation
algorithm given in Section 3 to those of the standard approximate simulation
algorithm as given in Appendix A. The time step ∆t is a free parameter of
the approximate algorithm, which allows balancing numerical accuracy and
computational efficiency. Time-discretization algorithms for deterministic
systems converge with some power of ∆t, i.e., the numerical error can be
made arbitrarily small by reducing ∆t. For stochastic systems, however, the
numerical error does not vanish for ∆t→ 0 if the magnitude of the intrinsic
fluctuations becomes comparable to the mean [36, 37]. Moreover, the number
of iterations required to simulate a certain amount of real time grows inversely
proportional to ∆t, which imposes a practical lower bound for ∆t and hence
for the numerical error. For the present model, ∆t is furthermore bounded
from above by the condition ∆tkµ  1, for all events µ (see Appendix A).
For physiologically feasible parameters the largest rates are typically on the
order of 100 s−1. Previous studies used ∆t = 10−5 s [10, 11], which makes
simulations very costly.
A single iteration of the exact algorithm is computationally much more
expensive than a single iteration of the approximate algorithm. This is due
to the fact that all propensities and their time-integrals need to be com-
puted multiple times until Newton’s algorithm converges. In the exact algo-
15
Figure 4: Computer time needed to simulate tmax = 10
4 s of the asymmetric tug of war
(see Tables 1 and 2) for different motor numbers on a standard laptop with a 2.66 GHz
Intel Core 2 Duo processor. Blue: exact algorithm; red: approximate algorithm with ∆t =
10−5 s. Crosses: low drag (γ = 0.0015 pN sL−1); circles: high drag (γ = 0.15 pN sL−1).
rithm, however, each iteration yields one event. The approximate algorithm
typically requires many iterations per event, as a result of the condition
kµ∆t 1. For systems containing few motors, the number of distinct events
3(N+ +N−) is small and in most iterations no event happens. The exact al-
gorithm therefore outperforms the approximate one by orders of magnitude,
as shown in Fig. 4. For biologically relevant motor numbers, the exact algo-
rithm is roughly two orders of magnitude faster than the approximate one
with ∆t = 10−5 s. The computational cost of the exact algorithm scales less
favorably with the total number of motors in the system (≈ N2 as opposed to
≈ N ; because the total propensity, and hence the number of reactions firing
per unit time, is proportional to N and the cost of executing a single reac-
tion is also proportional to N .), but the break-even point is at biologically
irrelevant motor numbers. This picture is largely unaffected by the details
of the system, such as the drag coefficient γ (crosses versus circles in Fig. 4)
or the motor types (data not shown).
Increasing ∆t improves the performance of the approximate algorithm at
the expense of reduced accuracy. We perform a convergence analysis in order
to investigate to what extent the approximations of the time-discretization
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algorithm introduce errors in the simulated cargo dynamics and how they
depend on ∆t. We use the exact algorithm, which is free of discretization
errors, to generate reference results. The significance limit of the errors is
given by the Monte Carlo sampling error.
We consider two different systems that have previously been studied [9,
10, 11] (see Tables 1 and 2): (i) In the asymmetric tug of war, equal num-
bers of motors of different type and opposite movement direction compete.
Since the opposing motors are of different types, this leads to a net drift of
the cargo. (ii) In the symmetric tug of war, both the number and type of
motors are identical on both sides, but their movement directions are op-
posite. On long time scales, this causes a random walk of the cargo on the
filament, but yields no net drift. We consider two variants of each system:
one with high (γ = 0.15 pN sL−1) and one with low (γ = 0.0015 pN sL−1)
drag. For all systems, we measure the relative errors of the drift velocity,
(xc(tmax) − xc(0))/tmax, and the slowest time scale of the velocity autocor-
relation, maxi{λi} (see Section 6.2), as a function of ∆t. All experiments –
both for the approximate and the exact algorithm – are repeated M = 10
times. The relative errors are then defined with respect to the two methods’
mean results.
Figure 5 shows the results for the asymmetric tug of war. The relative
error of the drift velocity decreases with ∆t (panel A, solid lines). For ∆t <
10−4 s, however, the error remains practically constant at about 4 · 10−3,
which is well above the Monte Carlo error limit (dashed lines). This picture
depends only weakly on the drag coefficient. Remarkably, the relative error
of the slowest time scale of the velocity autocorrelation shows no sign of
convergence (panel B, solid lines). For high drag forces (γ = 0.15 pN sL−1,
blue lines) it is larger and constant at about 10 % for all ∆t.
Figure 6 shows the results for the symmetric case. Since in this case
the drift velocity should be zero, we report the absolute error. As seen
from Fig. 6A, this error is comparable to the Monte Carlo error for all ∆t
and both γ’s and hence insignificant. The slowest time scale of the velocity
autocorrelation, however, again significantly deviates from the correct value
and the error is largely unaffected by ∆t. As in the asymmetric case, higher
drag forces worsen the accuracy.
We conclude that the approximate algorithm fails to reproduce the cor-
rect cargo dynamics within feasible bounds for the time step ∆t. Neither
the velocity nor its autocorrelation are free of systematic errors. The magni-
tude of the errors, however, depends on the specific system studied and the
17
Figure 5: Relative error versus time step size of the approximate algorithm for the asym-
metric tug of war (see Tables 1 and 2). (A) Relative error of the cargo drift velocity;
(B) relative error of the slowest time scale of the velocity autocorrelation. Blue lines:
γ = 0.15 pN sL−1; red lines: γ = 0.0015 pN sL−1. Dashed lines indicate the level of the
Monte Carlo sampling error, defined as the standard deviation of the mean of the M = 10
reference simulations.
parameters used, such as drag coefficient γ. We furthermore find that the
errors are sensitive also to all other model parameters, in particular to the
number of motors N+ and N− and their binding and unbinding rates k0on
and k0off (data not shown).
5. Discussion and Conclusions
We have introduced an exact hybrid algorithm for simulating the motor-
driven motion of intra-cellular cargo. Unlike previously used schemes, the
present method does not rely on time-discretization approximations. Instead,
it is based on an exact SSA variant for hybrid stochastic–deterministic ki-
netics that draws samples from the correct probability densities as defined
by the transport model.
We have demonstrated the performance of the method on a consensus
model of motor–cargo dynamics. This model unites the concepts and features
of several state-of-the-art models from the literature in a common descrip-
tion. We have used the time autocorrelation function of the cargo velocity to
separate and quantify the three dominant time scales in the model dynamics.
The results have shown that the exact simulation method offers significant
advantages over approximate approaches for two reasons: (i) For biologically
relevant systems with less than a few hundred motors per cargo and physi-
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Figure 6: Error versus time step of the approximate algorithm for the symmetric tug of
war (see Tables 1 and 2). (A) Absolute error of the drift velocity; (B) Relative error of the
slowest time scale of the velocity autocorrelation. Blue lines: γ = 0.15 pN sL−1; Red lines:
γ = 0.0015 pN sL−1. Dashed lines indicate the scale of the Monte Carlo error, defined as
the standard deviation of the mean of the M = 10 reference simulations.
ological parameter values, the exact simulation method is between one and
two orders of magnitude faster than the approximate one. (ii) The numerical
approximations entailed in the time-discretization scheme introduce spuri-
ous cargo dynamics that remain significant even for the smallest tested time
steps. The approximate simulation scheme does not converge. Moreover, the
residual error non-trivially depends on the model parameters and can hence
not be bounded, predicted, or corrected for in practical applications. This in-
dicates that model inference based on fits of experimental observations with
approximate simulations may lead to arbitrarily biased parameter estimates.
Furthermore, the range of possible model behaviors may not be correctly
reproduced, which can lead to spurious rejection of a correct model. For suf-
ficiently well-behaved systems in which the Monte Carlo error is dominating,
the approximate time-discretization scheme may outperform the exact algo-
rithm. Without exact reference results, however, it is virtually impossible to
predict which systems these will be.
The improved computational performance of the exact algorithm opens
new possibilities for detailed parameter screens and compensates for the
higher implementation effort. This is also significant for simulations of whole-
cell transport patterns. Such simulations often require coarse-graining the
dynamics of individual motor–cargo complexes. Calibrating and validating
coarse-grained whole-cell models clearly benefits from efficient and exact sim-
ulations of single motor–cargo complexes.
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Previous studies have reported distributions of run-lengths and velocities
of uni-directional motion segments. This requires segmenting the trajectories
prior to analysis [4]. Trajectory segmentation, however, needs to be regular-
ized by a prior on segment length or cargo velocities. We therefore proposed
a different approach to cargo dynamics analysis that is based on the veloc-
ity autocorrelation function. This approach is robust without any prior and
yields a few simple statistics, rather than whole empirical distributions, that
can easily be interpreted and compared across experiments. In particular, we
emphasize the importance of the slowest time scale of the velocity autocor-
relation in order to quantify phenomena related to, e.g., reversal of motion
direction and cargo unbinding. These processes are of great biological interest
since their properties suggest that many non-trivial physical and bio-chemical
mechanisms are relevant for cargo transport [38, 5, 3, 39, 9, 40, 16, 41].
It has previously been argued that the ability of the model to generate
unintuitive dynamics is related to the non-trivial coupling between motors.
This can, e.g., lead to cascades of unbinding events [9] that often precede
reversals or deadlocks. Such sequences of events are “rare” in the sense
that they represent excursions far from the system’s mean behavior. The
frequency of these events thus critically depends on correct reproduction of
the system’s fluctuations, including higher moments of the intrinsic noise. We
believe that the non-converging errors introduced by the approximate time-
discretization algorithm are due to its failure to correctly produce higher-
order statistics of the model dynamics.
We restricted our analysis to a consensus model of intra-cellular cargo
transport. More specialized models have, however, been proposed in the
literature. These include models that account for the position of the cargo
perpendicular to the filament [10], explicitly include details of the mechano-
chemical cycle of the motor proteins [13, 11], use more realistic represen-
tations of the motor–cargo link, and consider motors that can back-step or
have non-linear force–velocity relations [9, 13, 10, 11]. The exact simulation
method presented here can also be used for those extensions of the consensus
model. Some of the extensions that are straightforward to implement in the
approximate algorithm may, however, require more work in the exact algo-
rithm. Nevertheless, we believe that this effort is justified since the error of
the approximate algorithm is not controllable, significant in many cases, and
depends on the parameters of the model in an unpredictable way.
We have considered the case where the cargo motion between individual
reaction events is governed by a deterministic law. The driving force in this
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law, however, is stochastic since it is created by motor stepping, binding,
and unbinding reactions that are driven by intrinsic thermal fluctuations as
governed by the chemical master equation [29]. It is nonetheless conceivable
that in some applications also the cargo dynamics between reaction events has
to be modeled stochastically. The governing equation for the cargo position
between any two reaction events (Eq. 2) then becomes a stochastic differential
equation, and the propensity functions kµ and their integrals can not be
written in closed form any more. Using exact SSA to sample the next reaction
then requires numerically integrating the stochastic differential equation until
the integral value crosses the given threshold for the first time. This is related
to determining the first passage time of a random walk, and techniques such
as those presented by Buchmann might need to be adopted [42]. This would
result in a fully stochastic, yet still hybrid continuous–discrete simulation
algorithm.
A C++ implementation of the present algorithm is available free of charge
and as open source from the web page of the authors.
6. Materials and Methods
6.1. Simulation Protocols
Simulations are initialized with x0c = 0 and all motors bound at x = 0.
The system is equilibrated in a burn-in phase of 103 s prior to trajectory
recording. Simulations run tmax = 10
6 s and the cargo position is sampled
and written to a file every 10−3 s, except for timing measurement runs, which
do not produce any disk output. Both simulation algorithms are implemented
in C++ and use identical code wherever possible. Simulations were run on
the “brutus” cluster of ETH Zurich, a 10 000-core AMD Opteron system.
Velocity autocorrelations are computed oﬄine using the MATLAB function
xcorr and fitted with the exponential model using the MATLAB function
fmincon.
6.2. Model-Free Analysis of Cargo Dynamics
We use the autocorrelation function of the cargo velocity to describe the
stochastic multi-scale dynamics of the motor–cargo complex. Given a finite
trajectory xc(t), sampled at discrete times ti = i∆ts, the autocorrelation
function Rx˙cx˙c(τ) = E{x˙c(t)x˙c(t + τ)} of the velocity x˙c(t) is approximated
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by the time average:
R̂x˙cx˙c(j) = (x˙c ? x˙c) (j) =
∑
i
x˙c(ti) x˙c(ti+j) , (14)
where the sum is taken over all possible i. j∆ts is the time lag at which
the autocorrelation is evaluated. In order to obtain summary statistics for
entire cargo trajectories we fit the sample autocorrelation function with a
sum of up to three exponential functions plus a constant (see Appendix C
for a justification of this model):
Rm(j) =
3∑
i=1
ai exp
(
−j∆ts
λi
)
+ a4 . (15)
Each exponential captures the dynamics of a different time scale. The three
time scales in the model correspond to the dynamics of motor stepping,
motor unbinding, and reversal of the cargo movement direction. The fitting
can be stabilized by formulating constraints on the parameters based on prior
knowledge.
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Appendix A. Approximate Time-Discretization Algorithm
The deterministic cargo dynamics (described by Eq. (2)) and the stochas-
tic dynamics of individuals motors (described by Eqs. (5) to (7)) can be ap-
proximately simulated using a forward time-integration scheme with fixed
time step ∆t. Starting from an initial system state S = S0 at t = 0 the
algorithm cycles through the following steps:
22
1. For each possible event µ, compute the probability P (µ|S, t) that it
happens between [t; t+ ∆t): With kµ(t+ τ) ≈ kµ(t) for τ ∈ [0; ∆t) and
kµ(t) ∆t 1:
P (µ|S, t) ≈ kµ(t) ∆t , (A.1)
where kµ = k
0
on for all binding events, kµ = koff(τn) (Eq. (6)) for all
unbinding events, and kµ = kst(τn) (Eq. (7)) for all stepping events.
The approximation in Eq. (A.1) follows from a Taylor expansion of
the cumulative distribution function of the exponentially distributed
waiting times to the next event.
2. Update cargo position: xc ← xc + x˙c(t) ∆t, where x˙c(t) is computed
using Eq. (2).
3. Update time: t← t+ ∆t.
4. For each possible event µ, draw a uniform random number uµ ∈ [0; 1].
If uµ ≤ P (µ|S, t), update the system state S by applying operator Ψµ
to motor iµ.
5. If t ≥ tmax stop; else loop back to 1.
Except for model-specific adaptations, this algorithm is identical to the
one used in Refs. [10, 11]. Due to the lack of time-resolution below ∆t, all
events are executed quasi-simultaneously at t + ∆t. The algorithm hence
does not explicitly resolve potential conflicts between events, e.g., if a motor
is found to unbind and step during a single iteration. The time step limit
kµ(t) ∆t 1 is imposed in order to render such situations unlikely.
Appendix B. Integrals of the Propensity Functions
We report below the analytical solutions of the integrals of the propensity
functions of possible events, i.e., events with a non-zero propensity. These
integrals are required to evaluate the left-hand side of Eq. (9).
• Binding event. kon does not depend on the cargo position xc, hence:∫ τ
0
kon(S, τ
′)dτ ′ = k0on τ. (B.1)
• Unbinding event. The absolute value in Eq. (6) requires special
attention. Assume the unbinding event concerns motor i. First, one
has to check whether the force Fi changes sign between 0 and τ . If so,
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let τ1 denote the time of the sign change. If no sign change takes place,
τ1 = τ . The integral is then split as:∫ τ
0
koff(S, τ
′)dτ ′ =
∫ τ1
0
koff(S, τ
′)dτ ′ +
∫ τ
τ1
koff(S, τ
′)dτ ′ . (B.2)
The variable s = sign(Fi(0)) and the movement direction d = di of the
concerned motor i are introduced, and Eqs. (6) and (4) are inserted:∫ τ1
0
koff(S, τ
′)dτ ′ =
k0off
∫ τ1
0
exp
[
κds
Fd
(xi − 〈x〉)− κds
Fd
(x0c − 〈x〉) exp
(
−κNb
γ
τ ′
)]
dτ ′ .
With c1 = k
0
off , c2 =
κds
Fd
(xi − 〈x〉), c3 = κdsFd (x0c − 〈x〉), and c4 =
κNb
γ
,
this can be written more compactly as:∫ τ1
0
koff(S, τ
′)dτ ′ = c1
∫ τ ′1
0
exp [c2 − c3 exp(−c4τ ′)] dτ ′ . (B.3)
If c3 6= 0 (true whenever the cargo is not in its equilibrium position,
i.e., it is still moving), then:∫ τ1
0
koff(S, τ
′)dτ ′ =
c1 exp(c2)
c4
(−Ei (−c3 exp [−c4τ1]) + Ei (−c3)) ,
(B.4)
where Ei(·) denotes the exponential integral function. If c3 = 0, the
integral reduces to the simpler form:∫ τ1
0
koff(S, τ
′)dτ ′ = c1 + exp(c2)τ1 . (B.5)
The second half of the integral (from τ1 to τ) is solved analogously, but
using s = −sign(F (0)) in c2 and c3, leading to:∫ τ
τ1
koff(S, τ
′)dτ ′ =
c1 exp(c2)
c4
(−Ei (−c3 exp [−c4τ ]) + Ei (−c3 exp [−c4τ1]))
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for c3 6= 0. The simpler result for c3 = 0 is:∫ τ
τ1
koff(S, τ
′)dτ ′ = c1 + exp(c2)(τ − τ1) . (B.6)
The function Ei(·) is, e.g., implemented in the “gnu scientific library”
(GSL) [43] and can be conveniently evaluated in a computer program.
Some care must be taken when −c3 exp(−c4τ) is algebraically close to
zero. In these cases, it may evaluate to zero in a computer program,
which is not a valid argument for Ei(·). Furthermore, evaluating Ei(·)
for small arguments is numerically inaccurate. We therefore use a series
expansion of Ei(z), z = −c3 exp(−c4τ):
Ei(z) = log(|z|) + γEM + z + z
2
4
+
z3
18
+O(z4) (B.7)
= log(|c3|)− c4τ + γEM + z + z
2
4
+
z3
18
+O(z4) , z  1 ,
whenever z < 10−10. The constant γEM = 0.577... is the Euler-Mascheroni
number.
• Stepping event. Due to the piece-wise definition of the force–velocity
relation it is necessary to check whether the concerned motor i stalls
(dFi > Fs) or is working at full speed (dFi < 0). Let τ1 denote the
time at which dFi crosses 0 from below and τ2 the time at which dFi
crosses Fs from below. The cases when dFi crosses Fs or 0 from above
are analogous, but the bounds of the integrals have to be exchanged
accordingly. The integral is split into three parts:∫ τ
0
kst(S, τ
′)dτ ′ =
∫ τ1
0
0 dτ ′+∫ τ2
τ1
k0st
[
1− dκ
Fs
(xi − 〈x〉)dκ
Fs
(x0c − 〈x〉) exp
(
−κNb
γ
τ ′
)]
dτ ′+∫ τ
τ2
k0stdτ
′ .
Using c1 = k
0
st, c2 = 1− dκFs (xi − 〈x〉), c3 = dκFs (x0c − 〈x〉), and c4 = κNbγ
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the solution is found as:∫ τ
0
kst(S, τ
′)dτ ′ =
c1
(
c2(τ2 − τ1)− c3
c4
(exp(−c4τ2)− exp(−c4τ1))
)
+ c1(τ2 − τ1).
The times τ1 and τ2 at which the force crosses 0 and Fs, respectively, are
found by solving Eq. (4) as:
τ1 = log
(
(xi − 〈x〉)
(x0c − 〈x〉)
)
γ
κNb
, (B.8)
τ2 = log
(
κ(xi − 〈x〉)− Fs
κ(x0c − 〈x〉)
)
γ
κNb
. (B.9)
Note that the times τ1 and τ2 only exist if the corresponding crossings indeed
take place. Because the forces change monotonically between events, this
can easily be tested by inspecting F (0) and F (τ) from Eq. (4).
The calculations above are only valid for the specific force–velocity re-
lation used here (Eq. (7)). For other force–velocity relations they must be
adapted and it may not always be possible to express all integrals in closed
form, in which case they have to be computed numerically.
Appendix C. Autocorrelation Function of the Cargo Velocity
Unless the cargo undergoes a random walk, the velocities at neighbor-
ing time points are correlated with a correlation time that decays slower the
more persistent the motion is. This motivates the use of the autocorrelation
function of the cargo velocity to quantify the persistence of uni-directional
motion [44]. For the present model, a plot of the autocorrelation versus time
lag shows an exponential decay (see Fig. 3). The time constant of the decay
corresponds to the time scale over which the time-averaged velocity of the
motor–cargo complex significantly changes, e.g., due to reversal of the move-
ment direction. Additional time scales may be present in the autocorrelation
function. These correspond to the unbinding and stepping processes, which
cause sharp jumps in the velocity followed by an exponential decay. The
rate and height of the jumps, and time constant of the subsequent decay, are
reflected in the faster modes of the autocorrelation function.
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The exponential model used here for the velocity autocorrelation directly
derives from the discrete stochastic events in the model. Consider a station-
ary Poisson process with exponentially distributed waiting times τi = ti−ti−1
that triggers exponentially decaying jumps in the velocity for each event, i.e.:
x˙(t) =
∑
i
∆x˙ exp
(
− t
λ
)
H(t− ti) , λ > 0 . (C.1)
H(·) denotes the Heaviside step function. It can be shown that the autocor-
relation function of x˙ is given by:
Rx˙x˙(τ) = λ
2ν2(∆x˙)2 +
ν(λ∆x˙)2
2
exp
(
−|τ |
λ
)
, (C.2)
with ν > 0 the intensity of the Poisson process. Eq. (C.2) admits two obser-
vations: (i) The autocorrelation decays exponentially with a time constant
that is identical to that of the decay of the velocity itself; (ii) The autocor-
relation does not drop to zero.
The autocorrelation of the sum of two (or more) uncorrelated signals
is the sum of the autocorrelations of these signals. This motivates fitting
empirical velocity autocorrelation functions with a sum of exponentials as
discussed in the Materials and Methods section. Also the constant term
is necessary as can be seen from Eq. (C.2). Even though the assumption
that the different types of events (stepping, binding, and unbinding) are
uncorrelated and occur at constant rates does not hold for the present model,
the velocity autocorrelation is still well described by a sum of exponentials.
Interpreting the values of the fitted exponents and pre-factors on the basis
of Eq. (C.2), however, may be misleading.
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