In this announcement, we would like to sketch the proof of the following result, Main Theorem 1 Let M be a p g = 0 Kahler surface. Let L be a sufficiently very ample divisor on M . Let the number n L (δ) denote the number of δ nodal curves , then the number can be expressed as a universal polynomial in terms of
The number n L will be interpreted as the nodal curve invariant discussed below.
The theorem is readily generalized to the case p g = 0 by coupling to a critical family, as was discussed in [LL1] . The condition p g = 0 is imposed to simplify the formulation of the main theorem.
It was the main insight in the paper [L1] that there is a good correspondence between p g = 0 Kahler surfaces and b + 2 = 1 symplectic four-manifolds. Likewise the p g > 0 Kahler surfaces are related to b + 2 > 1 symplectic four-manifolds. The p g = 0 assumption can be removed and the same conclusion still holds. The same scheme can be applied as well to the counting of other types of singular curves, we will discuss this in another note [L4] .
We leave the details of the symplectic version to the forthcoming paper [L4] . Given a cohomology class on a Kahler(symplectic) surface, one can predict its genus through the adjunction equality. The role of the nodal curves in Gromov-Ruan-Tian theory is that the curves counted by Gromov-Ruan-Tian theory [Gr,R-T] are nodal under a generic perturbation. It has been addressed in [P-I] recently.
Even though the statement of the main theorem is completely phrased in term of algebraic geometry, our proof of the theorem involves the new concept of the family Seiberg-Witten invariants and the family Gromov invariants discussed defined and studied in [LL1] .
Even though the Fulton-McPherson space will not be explicitly used in the present paper, we still want to point out the influence of Fulton-McPherson paper upon the scheme we adopt. The observation about symmetry group S n was borrowed from an abandoned idea of the author when the Fulton-McPherson space was chosen to be the base [LL1] .
The organization of the announcement is as following. In the second section, we survey the main tools used in the paper in a brief way. For the details about family Seiberg-Witten theory, one can consult [LL1] .
In the same section, we state without proof the family blow up formula. In the next section, we study the sequence of manifolds M n which will be the base spaces of the fiber bundles. The cohomology ring and several simple structures about the spaces M n will be recalled. The cohomology ring of M n is well known to algebraic geometers. We survey the result here as it will be used in the proof of the main theorem.
In section four we recall(without giving the full detail) the family scheme [L2] about curves counting which was originally studied for the F SW = F Gr [LL1] in the symplectic category. The concept of admissible decompositions of a cohomology class will be introduced in a brief way. Following it, a special stratification of M n will be introduced and studied. The notion of the admissible graphs will be studied in certain detail.
In section five, we combine the tools introduced in the previous sections to study the relationship between the invariants and the counting of nodal curves. A new type of "invariant" F Gr * will be discussed. We also study the relation between the stratifications of M n and the automorphism group G Γ ⊂ S n .
Then we sketch the proof of main theorem in the same section. In section six. we address the question regarding the structure of the universal formula following Göttsche ′ s idea [G] . In the same section. we briefly explain the reason why the condition of twisting to a high power of very ample class is necessary in the Main Theorem.
The appropriated definitions will be given in the following sections. We list here the key ingredients of our proof.
A. The explicit form of the family blow up formula(and the family Wall Crossing Formula [LL1] ) without imposing transversality condition on the appropriated moduli space.
B. The existence of the family curve counting proposal [L2] which helps to compare the expect dimensions of curves. The key concept of the admissible decomposition follows from the scheme.
C. The structure of the spaces M n and the concept of admissible graphs which parameterize a stratification of M n .
D. The vanishing result on the family Seiberg-Witten invariants which guarantees the vanishing of certain type of mixed or pure invariants. E. The cluster decomposition which justifies hinding the type II exceptional curves behind the scene.
F. The explicit construction of the SW (&Gr) obstruction bundle for the multiple covering of type I exceptional(negative square) curves.
The properties A.C.D. will be described and discussed in the present announcement. The property B. and F. will be addressed in [L2] .
The usage of the concept of" invariant" helps us to relax the transversality conditions on the moduli space of curves . Even though the situation may not satisfy the appropriated transversal conditions necessary for the curve counting, one is able to identify the invariant contributions by the obstruction bundle technique.
In principle, one can derive the explicit formula using the scheme we adopt. However, it is beyond a finite calculation to determine the whole universal formula. Instead, we prove the existence of the universal formula by an abstract induction method.
a survey of principal tools
Let us review the principal tools used in the paper.
Recall that on any smooth four manifold with b + > 0, one is able to define the Seiberg-Witten invariants in terms of the data of appropriated moduli spaces. Given a metric g on the four manifold M , let L be a spin c structure on M . The Seiberg-Witten equation +F A = σ(ψ, ψ) + iµ
with A ∈ Conn(L) and ψ ∈ γ(M, L) defines a solution space which forms a smooth manifold of dimension
under the generic perturbation of the self dual two form µ. If one replaces the two form µ by a fixed two form F A0 and a multiple of symplectic two form rω(assuming M to be symplectic), then the solution space as r → ∞ is closely related to the Gromov moduli space of curves in the cohomology class C with K
Given the moduli space M L which collects the solutions (A, ψ) module gauge transformation, one considers the tautological S 1 bundle on M L by replacing [A, ψ] by (A, e iθ ψ). Suppose the Euler class of the S 1 bundle is denoted by e L , then one considers
On the other hand, let C be the cohomology class which is related to the spin c structure by
One considers the pseudo-holomorphic curves passing through generic
points. This number can be proved to be a symplectic invariant and is defined to be Gr(C). Taubes Theorem 1 Let M be a symplectic four-manifold. Over M there are two different invariants, SW and Gr. Given a spin c structure L on M , one can associate
, then one has SW (L) = Gr(C).
In the generic cases, the curves counted by Taubes' scheme are disjoint unions of imbedded smooth pseudo-holomorphic curves, while tori are allowed to form multiple coverings. The picture will be totally different in the family case. It is the main motivation for the author to introduce the concept of admissible decompositions [L2] .
In the special case that M is Kahler, the equivalence of the invariants becomes manifestly clear, [T1,2,3,4] , [FM1, 2] . It is because (A, ψ) can be shown to be equivalent to the information of a holomorphic connection on the line bundle C and ψ can be re-interpreted as the holomorphic section of the line bundle C. Under this identification, ψ −1 (0) gives a holomorphic curve on M Poincare dual to C.
Inspired by a suggestion of G. Tian, T.J. Li and the present author generalized(spring 97') [LL1] the Seiberg-Witten theory to the family case. We [LL1] studied the family Seiberg-Witten invariants in detail. Let X → B be a fiber bundle of smooth four manifold over the base manifold B. Given a family of metrics along the fibers, one considers the family Seiberg-Witten equations
Similar to the ordinary case, one can consider the family moduli space whose expected dimension is equal to
The definition of the invariant can be generalized in a straight forward manner [LL1] . Let us recall the definitions now. Given a homotopical class of sections s : B → X , one considers the principal G bundle of gauge transformations which acts on the space of connections. One has an short exact sequence of principal bundles by considering the subgroup G s ⊂ G consisting of group elements trivial along the chosen section. The quotient G/G s is isomorphic to a principal S 1 bundle over B.
Let us consider the space of solutions of the family Seiberg-Witten equations. Instead of quotient by G, one can quotient the solution space of the SeibergWitten equations by G s . The resulting manifold is the based Family SeibergWitten moduli space. Similar to the ordinary SW theory, the based moduli space has a circle bundle structure over the family moduli space. Let e be the Euler class of the circle bundle.
There are two types of invariants we will consider in this paper. The so-called pure invariant and the mixed invariants.
The pure invariant consists of taking e to the highest power and integrate over M → B, being denoted by F SW (1, L). On the other hand, one can pull back nontrivial classes c from B and consider M π * c·e
. The result is an integer denoted by F SW (c, L). As was defined in [LL1] , the mixed invariant involves the insertion by some cohomology class from the base. We will use the terminology "base class insertion" often. A simple but important remark is that when c is equal to [B] ,the fundamental class of B, the mixed invariant reduces to the ordinary Seiberg-Witten invariants.
In this announcement, the language of differential topology and differential geometry will be used frequently. Let us explain the link between our machinery with the terminology in algebraic geometry briefly. Exactly as the ordinary Seiberg-Witten theory, the Family-Seiberg-Witten moduli spaces are manifestly linked to the moduli spaces of curves. There is a nice correspondence between the language we use and the language used by the algebraic geometers. The terminology (SW or Gromov) moduli space should roughly be associated to the linear system(projective space) of divisors, while the ruler class e of the S 1 bundle should be corresponded to the tautological line bundle on the projective spaces. Keep this in mind, the discussion we do can be more or less translated into the language of algebraic geometry.
Another key insight is the observation made in [L1] that complex dimension of the Gromov moduli space was given by [T1,2,3,4] 
while surface Riemann Roch theorem gives
for simply connected surfaces. Assuming p g = 0 and the vanishing of the higher∂ cohomology, the linear system P (H 0 (M, O C )) is exactly of real 2d(C) dimensional. The link between the Gromov moduli space dimension and the surface Riemann Roch formula was the key motivation for the present author to generalize the Enrique Criterion to the b + 2 = 1 symplectic four-manifolds. It turns out that it also plays a crucial role in this paper.
Suppose the class c is dual to the compact sub-manifold B ′ ⊂ B, then the mixed invariant can be identified with the pure invariants of the new fiber bundle gotten by pulling back X → B by B ′ ⊂ B.
Notice that if we choose a family of Kahler metric, the family Seiberg-Witten invariants are manifestly linked to the curve counting in algebraic geometry. The corresponding Gromov moduli space has the expected dimension 2d(C) + dimB = C 2 − C · K M + dimB. The first principal tool for the curve counting is the family Blowing Up formula of a fiber bundle. The usual blow up formula for SW invariant was derived by essentially all the experts right after its birth [KM,T,SF,FM] .
Let X → B be a smooth fiber bundle whose fibers consist of four manifold M with b + 2 > 0. Suppose s : B → X be a section of the fiber bundle whose tubular neighborhood(identified with a real rank four bundle) is almost complex. Let N denote the associated complex rank two bundle. Then X ♯CP 2 (C ⊕ N * ) be the family fiber sum to a new fiber bundle X ′ . Let F SW (c, L be the family Seiberg-Witten invariant with base class insertion c. Let E be the exceptional class inCP
Theorem 2 (A. Liu, 97) (Family Blowing up Formula). Under the previous assumption, we have
Where V is a complex rank
vector bundle. Let C be the cohomology class on the fibers which corresponds to L, one can pull back C to B by the section B → X , denoted by s * C. Then the obstruction bundle V is given by
where S i represents the ith complex symmetric power.
It is important that we derive the formula without using any transverality condition on the moduli spaces. The family blow up formula was considered by the author to discuss the Mcduff's proposal. It turned out to be a big surprise to us that it has strong implications to enumerative problems. The family blow up formula will be the key tool to enumerate invariants. A certain form of the formula was discussed in the paper [LL1] . There was an wall crossing formula derived in [LL1] by the author. It was shown to be compatible with the family blow up formula in the special case
The so-called switching formula of -n curves will be derived in another paper [LL4] .
A particular symmetry of the family blow up formula is that all the mixed invariants for L + (2k + 1)E and L − (2k + 1)E are the same. Unlike the usual blow up formula which gives equalities among all the different spin c structures(different k), the degeneracy is lifted to a Z 2 symmetry. Another key difference is that the blow up formula depends on the spin c structure chosen. In the following, we rephrase the notation such that we use C to replace L when we consider symplectic or Khaler fiber bundle. We use the notation F Gr(c, C) to replace F SW (c, L) even though what we mean is really the latter object. When X is a Kahler fiber bundle, F SW = F Gr is manifestly clear. There is no difficulty in identifying these two objects.
Phrasing in terms of F Gr, the previous family blow up formula can be written as
The symmetry between L±(2k+1)E becomes an identity between the invariants F Gr of C + (k + 1)E and C − kE. In this paper, we will concentrate ourselves mainly in the classes of the type C − kE. FM1, 2] or its family version [LL1] were formulated with respect to the spin c structures on a manifold or a fiber bundle, it will be more convenient to use and calculate the invariants in terms of the cohomology class C when the manifold is symplectic(Kahler). In the following, We will write F SW (c, 2C − K) as F Gr(c, C) if it doesn't cause any ambiguity.
The space M n
We would like to recall a sequence of fiber bundles which were first introduced by Vainsencher [V] . As the spaces are constructed by secussively blowing ups, the family blow up formula will be used frequently. A different family of spaces M [n], the Fulton McPherson space was introduced in the paper [LL1] to discuss the family invariants of nodal curves.
Let M be an almost complex four-manifold. We would like to define a sequence of spaces M l of complex dimension 2l such that M l+1 → M l forms a fiber bundle whose fibers are diffeomorphic to M ♯ lCP 2 . Inductively one defines M 0 = pt and M 1 = M . Then M 1 → M 0 naturely. Suppose f l : M l → M l−1 is defined and form a nice fiber bundle as described, we consider the fiber product of the map,
One defines M l+1 to be the new manifold formed by blowing up ∆ l (M l ) ⊂ P l . By composing the blowing down map and the second projection map we construct the projection map f l+1 : M l+1 → M l . Inductively, we define the M l for all l ≥ 0. We notice that M l+1 can be constructed from M × M l by blowing up the l canonical sections of the fiber bundle
First we observe that M l can be mapped to
Let π i denote the projection to the i-th factor M . Given a point p ∈ M l , π i (p) defines a point in M . Therefore it defines canonically a section M l −→ M × M l . Blowing up consecutively the i−th section we get the fiber bundle M l+1 → M l . It can be checked by viewing the relative diagonal as a section and by the induction hypothesis.
Let E 1 ,E 2 , · · · E l represent the elements in H 2 (M l+1 , Z) dual to the exceptional divisors of the l consecutive blowing ups. As they show up in constructing M l+1 from M l , we denote them by E i (l). Then we have the following proposition.
Proper transformations of E i (l) are all P 1 bundles over M l . They come from projectifying the normal bundle of these sections. E i (l), i < l are in fact pull back of P 1 bundles over M i by M l → M i , the composition of various f i s. It is not hard to see that the normal bundle of the i-th section is pull back of the relative tangent bundle
Using the property that the total chern classes are multiplicative under short exact sequences, one can relate the chern classes of the relative tangent bundle to those of T M i+1 and T M i . On the other hand M i+1 comes from M × M i by blowing up i different sections, there is a canonical way to relate the chern classes of T M i+1 to T M × T M i . As a result, the chern classes of T M i+1 can be written completely in terms of c 1 (T M ),c 2 (T M ) and the classes E r (i).
The key ingredient to identify F SW and F Gr is the general scheme of characterizing the types of curves contributing to the family invariants generalizing the Mcduff's proposal in the ordinary case. As it is a little bit involved, let us discuss it briefly and leave the details of the proof to the paper [L2] In that paper, one defined the concept of exceptional cone with respect to a class C which collected the exceptional curves which are non-nef with respect to C. Suppose
Remark 2 The curve C ′ is called the good part(free part) of the curve C. It is the portion of C which can move on M . The part m i e i corresponds roughly to the base locus of the linear system |C| in terms of algebraic geometry terminology.
+ dimB is the family expected dimension of the good part. The socalled exceptional cone was proved to be simplicial and has several nice properties [L2] . In particular it was shown in [L2] that the intersection form is negative definite when it is restricted on the exceptional cone.
By attaching an exceptional cone to each point b ∈ B we gain a huge family of cones over the base manifold B which may change from one point to the other.
If one specilizes from a generic point to special point, the cone also degenerates, too.
Over each point there exists a finite number of collections of decompositions of C whose good parts' expected dimensions are higher than the expected dimension of the class d(C) = C 2 − C · K M while the higher multiple of the exceptional curves contribute negatively to the expected dimension. In general we have to perturb the fiber-wise almost complex structures of the fiber bundle X and stratify the base manifold B into stratum S r , B = ∪ r S r such that the exceptional cones are constant over each strata. Moreover we require it to be of right dimension. By this it means that dimB−dimS r is equal to i (e i ·K M −e 2 i ) if C is generated by the extremal edges e i .
A brief description of the curve counting scheme
The next step is to define a partial ordering among the different decompositions by their good parts' expected dimensions and by degenerations.
Definition 1 Suppose there are two different decompositions of the same class C, then we say that the former is bigger than the latter under the partial ordering if
The expected dimension of the good part of the former decomposition is larger to that of the latter decomposition.
Every irreducible component in the former decomposition can be written as effective combinations of the irreducible components of the latter. This condition indicates that the first one can degenerate into the second one homologically.
As a result, we pick the maximum elements of the partial ordering. We also require their expected dimensions to be greater or equal to the corresponding expected dimensions of the family Seiberg Witten invariant. Now one compares the maximum elements among different fibers. Again there will be maximum elements among these. They will be the candidates to count the curves. These maximum elements will be given the name Admissible decompositions later.
Remark 3 Under the generic perturbations of almost complex structures, we describe and partially characterize the possible candidates for the admissible decompositions without going into details. If no multiple covering of exceptional curves show up in the list of irreducible components, the curves are represented as a disjoint union of smooth curves. This is the same decomposition appearing in Taubes' papers [T1,T2,T3,T4,T5,T6] . All the irreducible curves among the components of C are smooth. If some multiple covering of exceptional curves shows up, the different irreducible components might not be disjoint any more. Instead, exceptional curves can intersect each other. Curves with non-negative squares cannot intersect each other. Yet they can intersect with exceptional curves.
Examples 1 We consider some examples of the admissible decompositions other than the one studied by Taubes. Consider B = pt in the content of ordinary Seiberg-Witten theory. Let C = C ′ + m i e i . Then the decomposition (C ′ , m i e i ) is admissible iff e 2 i = −1(e i are -1 curves) and e i ·e j = 0, e i ·C ′ = 0. Under this condition, m i = −C · e i > 0. This corresponds to the decompositions in Mcduff 's proposal. Let B = Σ, a two dimensional surface. Let e, e 2 = −2 be a -2 curve. Consider a two dimensional family. Then C = C ′ +me is admissible only when C ′ · e = 0, 1. If e, e 2 = −n is a -n rational curve which survives on a generic 2n-2 dimensional family. Then 0 ≤ C ′ · e < n. Generalization of this special case leads to the general scheme described above.
Applying the general curve counting scheme to the fiber bundle M l+1 → M l , it suggests us to stratify the space B = M l according to the variations of exceptional cones.
Definition 2 Let Γ be a finite graph with l vertexes. Γ is called to be admissible if it satisfies the following rules.
Axiom 1 There is an one to one correspondence between the vertexes of Γ and the integers between 1 and l. An association of this type is called a marking of the graph.
Axiom 2 The edges are oriented by arrows from the vertex associated with a smaller integer to the vertex associated to a larger integer. E.g. the arrow can go from 1st vertex to any other vertex while the arrow can only go from any other vertex to the lth vertex. Axiom 4 Any vertex can have at most two direct ascendents. The vertex having exactly two direct ascendents forms a triangle(loop) with its direct ascendents.
Axiom 5 Suppose there are two adjacent triangles sharing a commom edge, then the end point of this edge has exactly one direct descendent among the other three vertexes.
Definition 3 Let Γ 1 and Γ 2 be two admissible graphs with l vertexes. Γ 1 is said to be a degeneration of Γ 2 if Γ 1 is constructed from Γ 2 by (1) adding a finite number of edges which preserve the admissibility conditions, (2) a finite sequence of elementary moves preserving the admissibility conditions. By elementary moves we mean replacing an edge from a to c by two edges from a to b, then b to c. We denote it by Γ 1 < Γ 2 if Γ 1 is a degeneration of Γ 2 .
Definition 4 Let Γ be an admissible graph with l vertexes, the complex codimension(or simply the codimension) of Γ is defined to be the number of 1-edges of Γ.
Let Adm(l) be the set of admissible graphs with l vertexes. Then we have
Theorem 3 There exists a finite stratification of M l , parameterized by the set Adm(l). Let the strata corresponding to Γ ∈ Adm(l) be denoted by Y Γ , then we have
Let f l : M l+1 → M l be the fiber-bundle of blowing up M l times. Let C b , b ∈ M l be the cone of exceptional curves of the l different blowing ups. Then C b is a constant cone for all b ∈ Y Γ . Let us denote the constant cone over the strata
Moreover, the stratum are of right dimensional with respect to the cones. In other words, if e j are the basis generating the cone C Γ (later we will see the generators explicitly), then we have dimB
lC P 2 and the equality is true for all Γ ∈ Adm(l).
Proposition 2 Let Y Γ be the strata corresponding to Γ. Then the compactification(closure) of Y Γ in M l is a smooth almost complex sub-manifold of M l whose complex codimension is given by the codimension of the graph Γ. We denote this compactification by Y (Γ). Moreover we have
the smooth stratification by graphs degenerated from Γ.
First we notice that by definition the codimension of a graph is defined by counting the number of edges. If Γ 1 is a degeneration of Γ 2 , then it contains more edges then Γ 2 does, and hence is of higher codimension.
From the propositions, the codimension of a graph is the same as the complex codimension of the strata in M l . This justifies the the usage of its name.
Given the space Y Γ , it forms the top strata of Y (Γ). We consider the cone C(Γ).
Let E i , 1 ≤ i ≤ l be the exceptional classes of the l different blowing ups in X = M ♯ lCP 2 . Let e i be the generators of the cone of exceptional curves C(Γ).
Lemma 1 Given the admissible graph Γ, there exists a bijection between the vertexes of Γ with e i . In particular there are exactly l different e i which generate the cone C(Γ). The cone C(Γ) is simplicial. Let e i be associated with the ith vertex. Let j i be all the direct descendents of the vertex i. Then the class e i is (dual to) equal to
The stratification Y Γ is of "right codimension" with respect to C(Γ). By using the lemma, one figures that the cones along with the stratification satisfy the key property in defining the curve counting in the generalized scheme discussed elsewhere [L2] . Namely, the strataY Γ is of right co-dimension with respect to C(Γ).
where e i are the extremal edges of C Γ . It is a key property of the stratification and the cones that we use to count the curves. Given an n nodal curve in the class C, one blows up the nodal points. The proper transformation of the curve lies in the class C − i≤n 2E i . To count the nodal curves, one should consider the invariant counting the number of curves in C − 2 i≤n E i . Let us consider
Let γ be the trivial graph consisting of n vertexes without edges. Then Y γ parameterizes n distinct points in M . Let us consider the cohomology class
The family invariant F Gr(1, C − i≤n 2E i ) counts the curves in the class. Naively one may expect that it represents up to a certain multiple the number of nodal curves. We notice that the symmetric group of n elements acts on Y γ transitively.
In fact, it is a much general phenomena. Now let us study the relationship between the symmetry breaking and the degenerations of graphs. Unlike the Fulton McPherson space which allows S n action. The group which acts on Γ depends on Γ explicitly.
Given an element Γ ∈ Adm(n), the elements g ∈ S n which permute the marking of Γ while preserving the admissibility condition. It forms a subgroup of S n . Let us denote it by G(Γ).
Definition 5 Let G Γ be the subgroup of G(Γ) which leaves Γ invariant. The symbol σ(Γ) = |G(Γ)/G Γ | is defined to be the cardinality of Γ's orbit.
We say that Γ 1 and Γ 2 are equivalent if one can get Γ 2 by renaming vertexes in Γ 1 while preserving the admissibility condition. Γ 2 is equivalent to Γ 1 iff Γ 2 = gΓ 1 , g ∈ G(Γ 1 ).
Lemma 2 The group action of G Γ on the strata Y Γ is a free action.
We also notice that the group G(Γ) does not act on
Proposition 3 Let Adm(n)
′ be the equivalence classes of graphs under the previous equivalence relationship. Let us pick an representative [Γ] in each class. Then the stratification
The group G Γ acts on the exceptional cone C(Γ) while permuting the extremal rays. The elements in the group g ∈ G(Γ) moves the exceptional cone C(Γ) to C(gΓ) which identifies the exceptional cones from the different stratum related by the group action.
Examples 2 Let γ ∈ Adm(n) be the trivial graph, then G(γ) = S n while G γ = S n , too. Let Γ be the graph by adding 1-edges to i, i + 1, then the group G(Γ) = G Γ = {1}. These are the two extremal cases of biggest and smallest symmetric group. In general, G(Γ) = G Γ lie between S n and {1}.
Remark 4 The space that Vainsencher introduced is different from the Fulton
McPherson space M [n] which admits an S n action. The space M n doesn't admit a symmetric group action permuting which lifts the S n action from M n . . Degenerating from the generic strata Y γ , one faces various patterns of symmetry breaking. No matter how, it will be found that the groups G(Γ) and G Γ play crucial roles later.
Let X = M n+1 be the total space of the fiber bundle. Let us restrict the fiber bundle to the sub-manifold Y γ , then it is easy to see that the S n action on Y γ extends to an action of f
It is manifestly clear that the restriction of the Gromov moduli space of the class C − i 2E i to the various stratum Y Γ are G Γ equivariant. Moreover G(Γ) intertwines the restrictions of the moduli space to any two stratum parameterized by the graphs in the same equivalent class. The equivariance of the moduli space under the groups G Γ will imply certain divisibility conditions on the invariants calculated.
The construction of the induction process
Let us introduce some simple terminology first.
Definition 6 A curve C is said to support over a point b ∈ B iff its image under X → B is the point b. A curve is said to be support over a strata of B if the point b lies in the strata of B.
There are two main OBJECTIONS why the curves counted by F Gr(1, C − i 2E i ) are not necessarily the n-nodal curves on M .
First, the pseudo-holomorphic curves may lie over Y Γ , Γ = γ. We project
The resulting curve will have worser singularities than ordinary nodal singularities.
Moreover a singular curve dual to C containing a component with multiplicity at least two also contributes to the invariant. It can even support over the top strata Y γ . It is because a curve with multiplicity at least two is viewed as a curve with an infinity number of singularities.
It turns out that these two discripencies can be studied by the same point of view. Let C − i 2E i be the cohomology class we discuss. From the general scheme, F Gr(1, C − i 2E i ) counts the number of curves dual to C − i 2E i passing through
generic sections of X → B = M n . The most obvious admissible decomposition of the curves C − 2 i E i is the one which consists of smooth disjoint curves. This is exactly the admissible decomposition in Gromov-Taubes theory. The images under the projection map by the blowing down map give rise to nodal curves in M .
The appearance of multiple covering of exceptional curves can change the expected dimension of the good part(free part). Given an exceptional curve e i . If C − i 2E i · e i < 0, e i shows up with nonzero multiplicity when C − 2E i is represented by pseudo-holomorphic curves. We project the exceptional curves to M by the blowing down map. One can classify the curves into two different categories according to their images under the projection map.
I. The exceptional curve is mapped to a point under the projection map.
II. The exceptional curve in the fibers of X = M n+1 → M n maps to a curve in M under the projection map.
Suppose the type I curve in C − 2E i shows up at z ∈ Y Γ ⊂ M n , then the exceptional curve must be one of the generators of C(Γ).
The type II exceptional curve is the proper transformation of its image under the blowing down map.
If type II exceptional curves show up among the list of irreducible components of C − i 2E i , then the projection of C − i 2E i to M must be a non-reduced singular curve in M . Conversely, a non-reduced singular curve in M may contribute to the counting of F Gr(1, C − 2 i E i ) in the reversed way. Examples of these types will be provided in the section 9.
Therefore both the objections raised before can be summarized as the possibilities of decomposing C − i 2E i into the collections other than the smooth disjoint curves. This is exactly the purpose of introducing the concept of the admissible decompositions.
Using the general scheme proposed in the other paper [L2] , one can determine which kinds of decomposition contribute and the explicit construction of the obstruction bundle (involving Grothendieck -Riemann Roch theorem) tells us the amount that a given type of curve contributes to the invariant.
Let us state without proof(the proof will be given in [L2] ) the Cluster decomposition property of the curve counting.
Theorem 4 (Cluster Decomposition) Let A be a cohomology class in the fiber bundle X → B. Suppose a certain type of decomposition A = A ′ + m i e i contributes to the invariant F Gr(c, A),c ∈ H * (B, Z), then this type of curves contributes to the invariant in the following expression.
c obs is the cohomology class contributed by the appropriated obstruction bundle of m j e j .
To calculate the contribution of the invariant, one has to consider the obstruction bundles from various m j e j . While their chern classes give rise to base classes insertions, the curves we actually count are dual to the good part A ′ . On the other hand, the cluster decomposition property indicates that one is able to "hind" most of the multiple coverings of exceptional curves behind the scene. And the obstruction bundle from m i e i gives rise to the base classes insertion while the curves we are counting are in the class A ′ + j =i m j e j . Also the cluster decomposition allows us to use induction to write the contributions in terms of F Gr(·, A ′ ) eventually. Using the cluster decomposition one separates the type I and type II exceptional curves apart. Let A = C − i 2E i , then we decompose A into A ′ + m i e i where e i are the type I exceptional curves.
One writes (A ′ , m i e i ) as the decomposition. A' denote the good part. The term m i e i represents the components which are fixed. Unlike the type II exceptional curves, the type I exceptional curves are universal, i.e. They are constructed from the fiber bundle M n . There existences are totally independent to the specific manifolds. It is the key property in our scheme which leads to the universality of the nodal curves formula.
Later we would like to discuss the condition under which the type II exceptional curves actually don't show up. Only after certain conditions are imposed, the invariants we introduce here really count the number of nodal curves. This is the content of the realization problem which will be discussed briefly in the latter section.
A decompositions is said to be admissible if it is the maximum element among the elements related by the partial ordering described in ?????. Keep-ing in mind that we ignore the type II curves at this moment, all the type I exceptional curves are in the exceptional cones C(Γ) for various Γ ∈ Adm(n).
Let us denote the set of admissible decompositions by ADM(C − i 2E i ). The dependence upon C − i 2E i can be ignored if there is no ambiguity. We will write ADM as its abbreviation.
From the boundedness of the energy, the set ADM is a finite set. Given any admissible decomposition, it is assigned to an admissible graph Γ ∈ Adm(n) such that e i are in C(Γ). The curves B are expected to support over the strata Y Γ . Therefore it defines a map from ADM to adm(n), denoted by φ.
As we need to sum over all the admissible decompositions, schematically we have the following type of identity
where c are elements in H * (B, Z) which can be explicitly constructed by the obstruction bundles of i m i e i .
Definition 7 The symbol F Gr(c, A
′ ) * represents the mixed family invariant counting the curves in A ′ such that the type I exceptional curves don't show up. It counts the curves which are of the right family Gromov(Seiberg-Witten) dimension.
As (C − i 2E i , 0) ∈ ADM is always an admissible decomposition, its contribution always appears on the right hand side. No multiple covering shows up among the list(again we ignore the type II multiple covering at this moment), therefore the class c is chosen to be 1 ∈ H 0 (B, Z) in this case. Therefore the previous identity can be rearranged into
In each of the terms on the right hand sides, it counts curves which lie above the space Y (Γ), Γ = φ((A ′ , m i e i )). As Y Γ is acted upon by G Γ freely(Lemma?????), the restriction of the family moduli space to Y Γ is equvariant under the free G Γ action. As a result, the family mixed invariant F Gr
Lemma 3 The reduced family invariant associated to Γ is divisible by |G Γ |.
Notice that the G Γ action usually doesn't extend to Y (Γ), the compactification of Y Γ . Therefore the compactification of the family moduli space over Y Γ doesn't allow G Γ action. As F Gr * doesn't include the counting of curves with type I multiple coverings, its moduli space (along with the "partial " compactification) counts curves supporting over Y Γ ⊂ Y (Γ).
On the other hand, the class C − i 2E i is invariant under the action of the symmetric group S n . Given any g ∈ G(Γ),
We can replace the sum (A ′ ,
By considering the special case γ to be the trivial graph, we find that
The next proposition summarizes the geometric meaning of N n .
Proposition 4 Suppose the class C is chosen such that the type II exceptional curves don't show up over Y γ , then the integer N n represents the number of n nodal curves in C.
The reduced invariant F Gr(1, C − i 2E i ) * counts the curves without the appearance of the type I multiple coverings. If the type II multiple coverings do not show up among C − 2 i E i , the smooth representatives are the only representatives the invariant is counting. By the divisibility property and the blowing down map, one finds that N n is exactly the number of nodal curves in C passing through
points. By moving the other terms to the right hand side, one finds that n!N n can be expressed as the combinations of differences of different types of invariants. One is able to show that the scheme we adopt here leads to explicit formulas identical to Vainsencher's formula when n ≤ 6. The scheme also derives recursive formulas for 6 ≤ n ≤ 8 which was known to Kleiman-Piene [KP] .
First we explain in principle how to calculate the various terms in the expression.
First we begin from the leading term F Gr(1, C − 2 i E i ). As it was explained in detail in [LL1] , let us be brief here.
First notice that the fiber bundle M n+1 → M n can be gotten from M × M n by blowing up consecutively n different canonical sections. Applying the family blow up formula to C − 2 i≤n E i → C − 2 i≤n−1 E i → · · · C − 2E 1 → C, we are able to link F Gr(1, C − 2 i E i ) to the mixed invariant F Gr(c, C) , where the first family invariant is defined for the fiber bundle X → M n while the latter one is defined for M × M n → M n . The class c is a combination of cohomology classes in H * (M n , Z) which are the sums of the products of various chern classes from the various obstruction bundles.
Suppose V 1 , V 2 , · · · V n are the obstruction bundles for the n different blowing ups. Then c has the form
This follows from the explicit form of the family blow up formula.
On the other hand, M × M n is a trivial fiber bundle. We have the following vanishing theorem regarding the invariants.
Theorem 5 (Vanishing theorem). Let M × B be a trivial fiber bundle over B. Let C be a cohomology class in H 2 (M, Z) and c be an element in H * (B, Z) of a given degree, then F Gr(c, C) = 0 unless c is proportional to [B] , the fundamental class of the base.
We state the theorem for connected B. For non-connected B a similar conclusion can be made.
Next we would like to discuss the method to calculate the other invariants F Gr * . One is able to get recursive formulas expressing F Gr * in terms of F Gr themselves.
The invariants F Gr * differ from F Gr in that it doesn't count the curves with new type I multiple exceptional coverings.
To calculate F Gr(c, A ′ ) * , we still start with F Gr(c, A ′ ). As we are discussing the class B, we must consider its own admissible decomposition ADM(A ′ ), abbreviated as ADM again if it doesn't cause ambiguity. There is a new φ A ′ map ADM(A ′ ) → adm(n) going from the admissible decompositions of A ′ to the admissible graphs.
Suppose (A ′ , m i e i ) ∈ ADM(C − 2 i E i ) is mapped to Γ under the φ map. The exceptional cone C(Γ) is generated by e i = E i − ji E ji where j i run through the direct descendents of i. By the general scheme of finding maximum elements(admissible conditions, so to speak), we must have A ′ · e i ≥ 0 for all i. On the other hand, we can write A ′ as C − i n i E i . It turns out one can shows that n i ≥ 0 for all i. By using n i = A ′ · E i one finds that (A ′ , 0) is itself an admissible decomposition of A ′ . The corresponding graph under the φ map is again γ, the trivial graph. By writing the mixed invariant F Gr(c, A ′ ) in terms of its own admissible decompositions, we must have
where the remaining terms are the reduced mixed family invariant F Gr * of the other cohomology classes from the other admissible decompositions of A ′ . By moving them to the left hand side we are able to calculate F Gr(c, A ′ ) * again as the differences of the other invariants.
It is possible to define a partial ordering among the admissible decompositions of a fixed class by comparing the energy as pseudo-holomorphic curves. We write
Then we observe that in the following equality
Every D must be strictly smaller than the A ′ in the partial order we define. View D as the new A ′ and apply the formulation repeatly. As a result, one is able to gain recursive formulas of F Gr * in terms of F Gr's. As the energy is bounded above for a fixed class A(as well as the classes A ′ , the process must terminate somewhere and there must be some class D at the end such that F Gr = F Gr * by energy restriction. Therefore all the F Gr * can be expressed as a sum of F Gr over a finite number of classes.
Let A ′ be written as C − n i E i . We can use family blowing up formula to relate F Gr(c, A ′ ) to F Gr(c, A ′ ) on the trivial fiber bundle M × M n . As before it is expressible as SW (2C + K −1 ) and certain integral over M n . By using the recursive formula repeatly, one finds that F Gr(1, C − i 2E i ) can be re-expressed as
where ζ is certain complicated top cohomology class of M n expressed purely in terms of the chern classes of the obstruction bundles of the family Blowing up formula and the type I multiple coverings.
To prove the main theorem in the introduction, we would like to investigate the schematical forms of these obstruction bundles.
The class ζ is built up from two different sources. First, the obstruction bundles of the family blowing up formula contribute to ζ. Recall that in the family blow up formula, the obstruction bundles are the tensor product of the line bundle)associated to the class) with certain symmetric power of C ⊕ N * . In our case N are pulls back of the relative tangent bundle M l+1 → M l . The chern classes of these bundles can be determined explicitly by c 1 (M ), c 2 (M ) and the various E i (l),etc.
The exceptional curves are of the form E i − ji E ji . The obstruction bundles of the multiple covering of these classes can be written down, it involves C, E i (l) and c 1 (M ),c 2 (M ), etc. Even though the explicit computation is complicated in principle, the answer can be written in this form eventually.
Combining these two facts we have the following proposition.
Theorem 6 Let ζ be the top dimensional cohomology class appearing in the integration, then ζ can be expressed as polynomials in E i (l) and π *
As a result, the expression Mn ζ is a polynomial of these variables. By using the previous discussion upon the intersection ring of M n and the fact that M n is related to M n by n(n−1) 2 blowing ups, Mn ζ can be in principle reduced to M n ζ ′ by blowing down divisors E i (l),etc. Using the trivial fiber bundle map M p → M p−1 and push forward repeatly, the final expression only involves c 1 (M ) · C, C · C, c 1 (M ) 2 , c 2 (M ). To discuss the contribution from Gr(C)(or F Gr(1, C) of the critical family) one applies the following theorems which works for symplectic manifolds as well.
[LL1]
Theorem 7 [LL1] The b + 2 = 1 symplectic manifolds are of simple type in the metric chamber.
Moreover, there are only finite number of basic classes in the metric chamber. This provides us the necessary vanishing result. By applying Theorem 8 [LL2] Given a spin c structure L of a smooth four manifold M , then the wall crossing formula between different chambers is given by
where Ω represents the first chern form of the universal Poincare line bundle on M × T b1 .
By considering b 1 = 0 case, the wall crossing formula reduces to the one derived by Kroheimer-Mrowka [KM] . The invariant SW (L) = Gr(C) [T1,T2,T3,T4,T5,T6] is given by ±1. If b 1 = 0, One should use some other type of invariant which counts the curves fixing the holomorphic structure.
A slight generalization of the wall crossing formula was derived in [Liu] and it is again ±1.
Eventually the factor F Gr(1, C) is reduced to ±1 and disappear. This proves the main theorem in the introduction.
By applying a similar discussion to p g = 0 case, one can get similar result, too.
The structure of the nodal invariants
Next we would like to investigate the structure of the invariants after knowing the existence of the universal formula. The next argument is a modification of Gosttche's argument [G] into our framework. framework following his idea.
Let M = M (1) M (2) the disjoint unions of two Kahler(symplectic) manifolds. As M 1 and M 2 are totally disjoint, we have
. Let C 1 and C 2 be two cohomology classes on H * (M (1)) and H * (M (2)) respectively. Then C = C 1 + C 2 defines a degree 2 cohomology class on M .
Let F Gr(1, C) * be the family invariant which counts the nodal curves in the good cases. Notice that F Gr(1, C) * = n! × N n (C). By equating F Gr * on both sides on the space
by clearing out the n!, i 1 !, i 2 ! we get [G] implies that the power series of the curve counting polynomial have the following schematical form.
Our next goal is to study the conditions that the invariant really counts the number of rational curves. It is the realization problem. One can simply follows the foundation in algebraic geometry, the corresponding statements were discussed in [V] [G] already. In the following, we try to discuss the conditions using our formulation.
It turns out that there are two symptoms that the invariants don't count the number of nodal curves automatically. First, in the Kahler category, the complex structure is fixed. It is definitely not the generic situation that the curves we count might have worser singularities than the expected nodal one. The standard way that algebraic geometer remedy this is to raise the (very ample) line bundle C to a very high power. By using the very ampleness, one can find a better linear system in which the curves with worser singularities have lower codimension in the moduli space of C than the nodal curves. By cutting down enough number of points, they don't contribute to the invariants. As mentioned before, it might be that in the linear system, there exists curves with multiple covering showing up in their irreducible components, then they might contribute to the invariant unless they are of higher codimension than the codimensions of the nodal curves we count. Both of these reasons prevent us from claiming that the invariant we discuss count the nodal curves automatically . To avoid curves with worser singularities, one can perturb the almost complex structures to the generic situation. One can choose the almost complex structure such that the curves have the right expected dimension lying in the "boundary" of the moduli space. Therefore, the concept of "number of nodal curves" should be understood for the generic almost complex structure. Therefore, the counting using the integrable complex structure can still be interpreted as an invariant count.
In this sense, it matches up with the Gromov-Ruan-Tian theory [RT] . On the other hand, the second problem is not resolvable simply by perturbing to almost complex structures. Let us understand this in more detail. Let us perturb the almost complex structure to the generic situation first. If in the top strata of the curve moduli space there are curves with multiple covering, then the invariants detect this type of curves,too. To avoid this, C must be nef with respect to all the exceptional curves which persist under the almost complex perturbations. Suppose we are interested in counting n nodal curves. Its complex expected dimension is lower than the expected dimension of the smooth curve by n. Suppose that the curve C is represented by C ′ + m i e i . We assume that C ′ and e i are irreducible smooth p-holomorphic curves, otherwise the expected dimension drop down to a even lower number. The expected dimension for this type of curves is given by
The difference between the latter and the former is given by
As C = C − E + E is a decomposition into pseudo-holomorphic curves, we must have (C − E) · E = C · E − E 2 ≥ 0. Therefore we can rewrite the previous expression as
To find C such that the codimension is bigger or equal to 2n, it is sufficient that
As we have no control on K · E, it is necessary that C · E > 0. Let us introduce the ampleness condition in the p-holomorphic category.
Definition 8 Given an almost complex structure on M , let C denote the cone in H 2 (M, Z) consisting of classes which are represented by pseudo-holomorphic curves. A class C is said to be ample if the linear functional C ∪ · is positive on the cone C.
Remark 5 If the almost complex structure is integrable. Then the cone C reduces to the curve cone in Mori theory while the ampleness condition is equivalent to the classical ampleness condition through the Nakai criterion.
If C is ample in the sense of the previous definition, then the condition is satisfied. To bound
It is crucial that the formula depends on E linearly. Let E ′ = j m j e j where we sum over the e j which has positive expected dimension. E ′ red = e j the reduced E ′ . Then
On the other hand, as e 2 j ≥ 0 and m j ≥ 2, we must have
Using this the previous formula can be replaced by (
Lemma 4 Let C be an ample class defined as above. By replacing C by kC and let k be large enough, then (
can be made to be bigger than any positive number.
Following this lemma, the expected codimension of a curve with certain multiple covering showing among its irreducible components tends to be big in the class kC for large k. It is the p-holomorphic explanation why does the very ampleness condition in the main theorem is necessary. The similar type of condition was called δ very ample by Göttsche [G] . It was remarked in the beginning of this announcement that the dimension formula of a pseudo-holomorphic curves are in fact identical to the surface Riemann-Roch formula when b + 2 (M ) is equal to 1. If we discuss the expected dimensions of the admissible decompositions of the family invariant , it is slightly different from the derivation here. A certain type of vanishing result is needed in comparing the results.
A brief discussion about and 8 nodes cases
The universal formulas of the 7 and 8 nodes were first cited in [G] as the result of Kleiman-Piene [K-P] . Therefore the result in this section is not new. We use it as an illustration to show the way our machinery works.
The n=7 cases
First we consider the graph linking 1 to three of the remainding 6 vertexes and leave the other three untouched. σ(Γ) of this type of graph is 35. On the other hand there is a standard factor 6 appearing in the family invariant by the similar derivation we performed in the previous cases. It turns out that the number 210 = 35 × 6 shows up in front of the net contribution.
Let us consider the graph connecting edges from the first vertex to the second and the third and the 6th. Then one connects edges between the 2th vertex and the vertexes marked 4,5,6. Finally one leaves the 7th vertex untouch. It is the stable version of the fig.6a . The number σ(Γ) is given by 105. On the other hand, there is a standard factor 2 in front of the family invariant after we perform the reduction using family blow up formula. As a result, the coefficient 210 appears in front of the invariant.
Another type of new contribution comes from the graph in fig7a. Let 1,2,3,4,5,6,7 be the 7 vertexes marked by numbers. One connects 1 to 2,4,7. Then one connects 2 to 3,4,6. One also connects the 3th vertex to 5,6,7. The graph has 9 edges and three loops. According to the Proposition regarding the codimension of a graph, the strata corresponding to this graph is of complex codimension 9. First let us calculate σ(Γ).
The first two vertexes 1 and 2 are fixed. The vertex 4 can be replaced by any vertex between 3 and 7 (there are exactly 5 different ways to pick it). Once it is fixed, there are 4 numbers left. Then one picks the smallest number among them to replace 3. We assign the remaining three numbers to vertexes 5, 6,7 according to all possible orders and the resulting graphs are not equivalent to each other. As a result σ(Γ) = 30. It is also easy to see that G(Γ) = Z 5 × |S 3 while G Γ = {1}.
Over the compactification of this strata, the class L = C − 2(E 1 + · · · + E 7 ) has negative pairings with W 1 = E 1 − E 2 − E 3 − E 7 ,W 2 = E 2 − E 3 − E 4 − E 6 and W 3 = E 3 − E 5 − E 6 − E 7 . In other words, if the class L is represented by a pseudo-holomorphic curve, certain multiples of W 1 , W 2 , W 3 must show up. It turns out that
Thus the new admissible decomposition splits L into
. In this way, the invariant contribution should be F SW (1, L ′ ) where the invariant is calculated over Y (Γ).
Similarly we consider the space Y (Γ red ) in M 5 . Γ red is gotten from Γ by removing the vertexes 3 and 5 from the graph( please see fig.7b ). The resulting graph contains 5 vertexes. The new graph has 7 edges and it contains three different loops.
The space Y (Γ) has a P 1 × P 1 bundle structure over the space Y (Γ red ). Applying the family blow up formula reducing the class L ′ to C − 3E 1 − 2E 2 − E 4 , the invariant is then replaced by
Using the fact that the
5 (E 4 ) we find that the mixed invariant can be reduced to
where the invariant is calculated on Y (Γ red ). Y (Γ red ) is a complex three dimensional sub-manifold in M 5 .
From the fact that there are three loops in Γ red it turns out that Y Γ red is isomorphic to the strata corresponding to the graph 1 → 2 in M 2 . From this one can calculate the invariant using either family blow up formula or identifying this invariant with the counting of curves with a triple points. The proper transformation has two branches passing through E 1 , while one of these branches being tangent to E 1 . In the old notation of Vainsencher [V] it was denoted by 3(2) ′ . If one switches the order of the vertexes 3 and 4, then it is illegal to blow down the third exceptional curve without blowing down the fourth one first. Therefore, our blow up formula formalism doesn't link it with the counting of singular curves of type 3(2) ′ directly as in the previous case. If we bear in mind that the new graph is equivalent to the original one, one knows that their contribution should be the same. One can use blow up formula to give an ad hoc proof by blowing down 4 first. Then one degenerates the graph 1 → 2 → 3 by adding an edge linking 1 and 3.
The case n=8
If n is equal to 8, the naive counting of Vainsencher failed. As his argument extensively relies on the transversality of the zeros of the obstruction bundle(or in his terminology, the reduceness and the correctness of the dimension), it breaks down when the assumption doesn't hold.
Let the curve C be a singular curve with a fourth order point. Then a single resolution of the the four manifold at the singular point resolves in a smooth curve which intersects the exceptional curve at four different points. However, as we use the cohomology class C − 2E 1 instead of C − 4E 1 , it is represented as C−4E 1 +2E 1 . Namely, the double covering of E 1 shows up among the irreducible components. As there are an infinite number of singularities now, any further blowing ups at the support of E 1 will detect singularities. In other words, the points in M 8 which gives rise to singular curves become nonisolated. That is why Vainsencher's counting fails. Our key observation is that by applying the family Seiberg-Witten theory, the counting still makes sense in the situation. The tool discussed in section was not originally developed for the nodal curves counting. After applying our tools to nodal curves counting, it resolves the questions immediately. We immediately figure that the admissible decomposition of C − 2E 1 · · · − 2E 8 is C − 4E 1 + 2W = C − 4E 1 + 2(E 1 − E 2 − E 3 − E 4 · · · − E 8 ), W · (C − 4E 1 ) = 4.
We will describe immediately the contribution of this type of curves to the invariant.
In terms of our formulation, the non-isolated locus in Vainsencher's theory can be identified.
given a singular curve in |C| singular at the point p. The locus(it doesn't consist of isolated points any more) in M 8 is the space Y (Γ) ∩ f −1 (p) , where f = f 7 · f 6 · · · f 1 is the projection map M 8 → M 1 . The Γ here is the n=8 version of the graph in fig1a. The space Y Γ is the locus that the −8 curve E 1 − i≥2 E i exists. The space Y (Γ) is the locus(⊂ M 8 ) that the pseudo-holomorphic curve E 1 − i≥2 E i or its various degenerations support upon.
According to the general scheme, the contribution of this type of curves should simply be given by F Gr(c ∪ c ′ , C − 4E 1 ), where c represents P D(Y (Γ)) while the cohomology class c ′ ∈ H * (M 8 ) is the sum of chern classes of V.
where V is a complex rank 7 virtual vector bundle on M 8 . By dimension reason, only the 7th chern class contributes non-trivially. Therefore the net contribution is F Gr(c ∪ c 7 (V), C − 4E 1 ). By applying the family blowing up formula 7 times one reduces the invariant to F Gr(c ∪ c 7 (V), C − 4E 1 ), where the fiber bundle is the pull back of M 2 → M by M 8 → M . As the fiber bundle is pulled back from M , one can push forward along M 8 → M and the invariant is reduced to F Gr((f 7 ) * (c ∪ c 7 (V), C − 4E 1 ) on M . By using c = P D(Y (Γ)) and the fibration structure g : Y (Γ) → M , the invariant is equal to F Gr(g * (c 7 (V)), C − 4E 1 ). Suppose g * (c 7 (V) = r[pt] ∈ H 0 (M, Z), then the final answer will simply be r · F Gr(r, C − 4E 1 ). One learns that F Gr(1, C − 4E 1 ) calculates the number of singular curves with a fourth order point. Using Vainsencher's notation, it would be r · ♯Σ((4); S). The integer r can be calculated by using family index theorem. As we don't plan to enumerate the polynomial explicitly by the direct calculation, we skip the detail calculation here. The key point is that the integer r is derived from the topological information of the obstruction bundle , which is constructed from the curve W = E 1 − E 2 − E 3 − · · · − E 8 and π * 1 C. The number r should be independent to C as it is gotten by integrating c 7 (V) along g : Y (Γ) → M .
Remark 6 By using the concept of admissible decompositions, the recursive formula can be derived through an induction argument. Then each term can be handled using the family blow up formula effectively. Whether one should translate the information back to the counting of other types of singular curves is optional. If we do so, we expect to get formulas similar to the ones gotten by Vainsencher [V] . We also notice that the coefficients in front of Vainsencher type contributions are determined by the cardinalities of the orbits of the admissible graphs and also from the constant derived from the family blow up formula. The conjecture that the coefficients should be related to certain subgroups of symmetric group was first made by the author in a phone call to T.J. Li in March 97. Even though the Fulton-McPherson space is not explicitly used in our new argument, it motivates us to formulate the concept of admissible graphs. Combining the stratification suggested by the family curve counting proposal [L2] , it finally leads to the present formulation. It was observed that the geometric operations we perform have a nice correspondence to the combinatorical operations of the graphs.
Recall the well known theorem in surface theory, Theorem 9 Given a singular holomorphic curve on a complex surface, then there exists a finite sequence of blow up process under which the proper transformation of the singular curve becomes smooth.
The blowing up process used to resolve the singular curve is non-unique in general.
Remark 7 We merely restrict ourselves to the cases of nodal curves in the present announcement. By replacing C − 2 i E i to C − i m i E i one leads to the counting of the other types of singular curves. As usual, the counting of curves other than the disjoint union of smooth curves must be subtracted to get the exact answer. The induction argument works as well. The main difference is that the symmetric group of C − i m i E i is in general a proper subgroup of S n instead of S n itself. One should modify the concept of equivalent graphs. Two different markings are viewed as equivalent iff they are related by elements in this proper subgroup of S n .
The discussion about the non-nodal curves case will appear elsewhere.
