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ABSTRAK 
Saat ini, konsumen dapat menyampaikan keluhan terhadap UPT Puskom UNS 
melalui mentions terhadap akun Twitter. Mentions yang diberikan oleh konsumen 
kemudian diklasifikasikan apakah mentions tersebut termasuk keluhan, berita atau 
spam. Klasifikasi mentions dilakukan menggunakan algoritma Naïve Bayes 
Classifier berdasarkan supervised learning. Peningkatan akurasi untuk algoritma 
Naïve Bayes Classifier dilakukan dengan menggunakan teknik Laplacian 
Smoothing. Algoritma Cosine Similarity digunakan untuk mengelompokkan 
mentions keluhan yang memiliki term yang sama. Dari kelompok mentions 
tersebut, administrator akan memberikan solusi yang relevan terhadap keluhan. 
Hasil penelitian menunjukkan bahwa proses klasifikasi dengan algoritma Naïve 
Bayes Classifier untuk proses pelatihan memiliki tingkat akurasi terendah 86.67% 
dengan data pelatihan sebanyak 30 mentions dan tingkat akurasi tertinggi 100% 
dengan data pelatihan sebanyak 20 mentions. Proses pengujian dilakukan secara 
bertahap dengan tingkat akurasi terendah adalah 60% yang dicapai pada pengujian 
pertama dan kedua, sedangkan tingkat akurasi tertinggi dicapai pada pengujian 
kelima dan keenam yakni 90%. Mentions keluhan tidak dapat terkelompokkan 
dengan algoritma Cosine Similarity karena jumlah data yang sangat terbatas yakni 
29 data dan tidak ada mentions yang memiliki term sama. Namun setelah 
dilakukan self-test, mentions keluhan yang memiliki term sama dapat 
terkelompokkan dengan baik. 
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ABSTRACT 
Nowadays, consumers can submit a complaint to UPT Puskom UNS through 
mentions to Twitter account. Mentions given by consumers will be classified 
whether its complaints, news or spam. Mentions classification are performed by 
using Naive Bayes classifier based on supervised learning. Improved accuracy for 
Naive Bayes classifier algorithm is done by using Laplacian Smoothing 
technique. Cosine Similarity is used to classify complaints mentions that have 
similar term. Administrator will provide solutions that are relevant to the 
complaint based on the group mentions. 
Result showed that classification with Naive Bayes classifier algorithm has 
86.67% as lowest accuracy rate with 30 mentions as the training data, while the 
highest level of accuracy achieved is 100% with 20 mentions as the training data. 
Highest level of accuracy on testing process was achieved on the fifth and sixth 
testing process is 90%, while the lowest accuracy rate is 60% reached in the first 
and second testing process. 
Complaint mentions can't be grouped by Cosine Similarity algorithm due to the 
very limited amount of data, 29 data, and there's no mentions that has similar 
term. However, after the self-test, complaints mentions that has similar term can 
be grouped well. 
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