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2.1
2.1.1
i xi ∈ X yi ∈ Y 1 n
n xn = (x1, x2, · · · , xn) ∈ X n 1 n
n yn = (y1, y2, · · · , yn) ∈ Yn
n (xn, yn) n+ 1 xn+1
xn+1 yn+1 yn+1
yn+1
(xn, yn)
2 7
xi y
i−1
X ,Y X ,Y
X Y
X ,Y X ,Y
X ,Y
yi p(yi|xi, θ) θ ∈ Θ
Θ
θ∗
2.1.2
Loss
yn+1 (x
n, yn)
xn+1 yˆn+1(x
n, yn, xn+1)
Loss(yˆn+1(x
n, yn, xn+1), yn+1) = (yn+1 − yˆn+1(xn, yn, xn+1))2. (2.1)
yn+1 yn+1
(xn, yn
Loss(yˆn+1(x
n, yn, xn+1), θ
∗) =
∫
Y
(yn+1 − yˆn+1(xn, yn, xn+1))2p(yn+1|xn+1, θ∗)dyn+1,
(2.2)
2 8
Y 0-1
Loss(yˆn+1(x
n, yn, xn+1), yn+1) =
 0 yn+1 = yˆn+11 yn+1 6= yˆn+1 . (2.3)
yn+1 pˆ
Loss(pˆ(yn+1|xn+1, xn, yn), θ) = log p(yn+1|xn+1, θ∗)− log pˆ(yn+1|xn+1, xn, yn). (2.4)
yn Pˆ
Loss(Pˆ (yn|xn), θ) = logP (yn|xn, θ∗)− log Pˆ (yn|xn). (2.5)
n (xn, yn)
(2.2)
Risk
Risk(yˆn+1, θ
∗) =
∫
Yn
∫
Xn
Loss(yˆn+1(x
n, yn), θ∗)P (yn|xn, θ∗)P (xn)dyn dxn. (2.6)
v(xn) xn
θ∗
θ∗
2 9
2.1.3
θ w(θ)
1 (2.2)
BR
BR(yˆn+1) =
∫
Θ
Risk(yˆn+1, θ)w(θ)dθ. (2.7)
2.1.4
Θ
pˆ∗(yn+1|xn+1, xn, yn) =
∫
Θ
p(yn+1|xn+1, θ)w(θ|xn, yn)dθ. (2.8)
Θ
pˆ∗(yn+1|xn+1, xn, yn) =
∑
Θ
p(yn+1|xn+1, θ)w(θ|xn, yn). (2.9)
(2.2)
yˆ∗n+1 =
∫
Yn
yn+1
∫
Θ
p(yn+1|xn+1, θ)w(θ|xn, yn)dθdyn+1. (2.10)
1θ w(θ) θ
theta
w(θ)
2 10
Θ
p(yi|xi, θ)
(2.8)
MCMC Θ
(2.9) |Θ| |Θ|
2.1.5
2 11
w(θ)
2.2
2.2.1
i si ∈ S 1 n
sn = (s1, s2, · · · , sn) s ∈ S
θs ∈ Θs 1 n θsn =
(θs1 , θs2 , · · · , θsn) ∈ Θns θs ∈ Θs
2 12
P (yn|xn,θsn , sn) =
n∏
i=1
p(yi|xi, θsi). (2.11)
i (i = 1, 2, · · · ) si i− 1 si−1
v(si|si−1)
2.2.2
S
θsn
θs
P (yn|xn,θsn , sn) = P (yn|xn,θS, sn). (2.12)
θS = {θs|s ∈ S} ∈ ΘS
i.i.d.
Context tree
2 13
S
sn j
ts
n
j Tsn = {tsn0 , tsn1 , · · · , tsnCsn} Csn
sn θtsnj j j+1
θTsn = {θt|t ∈ Tsn}
P (yn|xn,θsn , sn) = P (yn|xn,θTsn , Tsn). (2.13)
i.p.i.d.(independent piecewise-identically-distributed)
2.1
2.1:
i.i.d. i.p.i.d.
Context tree
i.p.i.d.
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2.3
2.3.1
[4, 10, 11]
xn = x1, x2, · · · , xn
p(xn+1) P (x
n)
i.i.d.
X = {0, 1, · · · , k} θ k
P (xN |θ) =
N∏
n=1
p(xn|θ). (2.14)
n xn
pˆ∗(xn+1|xn) =
∫
Θ
p(xn+1|θ)w(θ|xn)dθ, (2.15)
w(θ)
pˆ∗(xn+1|xn) = ν(xn+1|x
n
1 ) + β(xn+1)∑k
a=0(ν(a|xn) + β(a)
, (2.16)
ν(a|xn) 1 n a
β(a)
2 15
p(xn|θ)
Context Tree CT
CT CT
m ∈ M m θm ∈ Θm
P (xn|θm,m) m θm
Pˆ ∗(xN) =
∑
m∈M
∫
θm∈Θm
P (xN |θm,m)w(θm|m)dθmv(m) (2.17)
w(θm|m), v(m) θm,m
Pˆ ∗(xn+1|xn) =
∑
m∈M
∫
θm∈Θm
P (xn+1|xn, θm,m)w(θm|m,xn)dθmv(m|xn) (2.18)
CT
CT m N
(2.17),(2.18) m
Willems CTW w(θm|m), v(m)
[4, 5]
O(N2)
Matsushima CTW
[11] CTW
2 16
w(θm|m), v(m)
CTW
CTW Matsushima
O(N2)
m
[26]
CT
O(N)
[27]
i.i.d. Clark
Clark N
[9]
Risk(Pˆ ∗(xN), θ∗) =
k
2
log
N
2pie
+ log
√
det I(θ∗)
w(θ∗)
+ o(1). (2.19)
CT Gotoh [12]
2.3.2
2 17
S
(2.12) sn
yn+1 sn+1 i 1 ≤ i ≤ n+1
si 1 si−1 v(si|si−1)
n
v(sn)
v(sn) = v(s1)
n∏
i=2
v(si|si−1). (2.20)
v(s1) s1 sn+1
v(sn+1) =
∑
sn∈Sn
v(sn+1, s
n) =
∑
sn∈Sn
v(sn+1). (2.21)
yn+1
p(yn+1|xn+1,θS) =
∑
sn+1∈S
v(sn+1)p(yn+1|xn+1, θsn+1). (2.22)
w(θS) θS
pˆ∗(yn+1|xn+1, xn, yn) =
∫
ΘS
p(yn+1|xn+1,θS)w(θS|xn, yn)dθS. (2.23)
w(θS|xn, yn) θS sn θS
wS(θS|xn, yn, sn) w(θS|xn, yn)
w(θS|xn, yn) =
∑
sn∈Sn
v(sn|xn, yn)wS(θS|xn, yn, sn). (2.24)
2 18
Γs(s
n) = {i|si = s, i = 1, 2, · · · , n} xΓs(sn) yΓs(sn) Γs(sn)
i xi, yi
P (yn|xn,θS, sn) =
n∏
i=1
p(yi|xi, θsi)
=
∏
s∈S
∏
i∈Γs(sn)
p(yi|xi, θs)
=
∏
s∈S
P (yΓs(s
n)|xΓs(sn), θs), (2.25)
w(θS) =
∏
s∈S w(θs) s
n θS
wS(θS|sn) = w(θS)
wS(θS|xn, yn, sn) = wS(θS|s
n)P (yn|xn,θS, sn)∫
ΘS
wS(θS|sn)P (yn|xn,θS, sn)θS
=
∏
s∈S
w(θs)P (y
Γs(sn)|xΓs(sn), θs)∫
Θs
w(θs)P (yΓs(s
n)|xΓs(sn), θs)dθs
=
∏
s∈S
w(θs|xΓs(sn), yΓs(sn)), (2.26)
(2.24),(2.26) (2.23)
pˆ∗(yn+1|xn+1, xn, yn)
=
∫
ΘS
p(yn+1|xn+1,θS)
∑
sn∈Sn
v(sn|xn, yn)
∏
s∈S
w(θs|xΓs(sn), yΓs(sn))dθS.
=
∑
sn∈Sn
v(sn|xn, yn)
×
 ∑
sn+1∈S
v(sn+1)
∫
Θs
p(yn+1|xn+1, θsn+1)w(θsn+1|xΓsn+1 (s
n), yΓsn+1 (s
n))dθsn+1
 .
(2.27)
p(yn+1|xn+1, θs) w(θs)
2 19
∫
Θs
p(yn+1|xn+1, θs)w(θs|xΓs(sn), yΓs(sn))dθs
(2.27)
(2.27) sn ∈ Sn
2 O(|S|n)
(2.27)
MCMC Markov Chain Monte Carlo
[23]
MCMC
2 sn
2 20
[28]
2.4
3
4 5
i.p.i.d. 4
5
21
3
,
3.1
2 (2.27) O(|S|n)
(2.27)
sn Sn
v(sn|xn, yn) sn v(sn|xn, yn)
sn . v(sn|xn, yn)
(2.12) EM
[21] EM
3 22
EM θˆS
EM θˆS v(si|xi, yi, θˆS)
i
si ∈ S
v(sn|xn, yn) sn
v(si|xi, yi, θˆS) EM
step1: EM v(si|xi, yi, θˆS)
step1-1: θ
(0)
S = (θ
(0)
s |s ∈ S)
step1-2: E-step M-step θ
(l)
S
E-step: l
Q(θS|θ(l−1)S ) =
n∑
i=1
∑
si∈S
v(si|xi, yi,θ(l−1)S ) log p(yi|xi,θS, si).
(3.1)
v(si|xi, yi,θ(l−1)S ) =
v(si)p(yi|xi,θ(l−1)S , si)∑
si∈S v(si)p(yi|xi,θ
(l−1)
S , si)
, (3.2)
M-step: v(si|xi, yi,θ(l−1)S )
Q(θS|θ(l−1)S )
θ
(l)
S = arg max
θS∈ΘS
Q(θS|θ(l−1)S ), (3.3)
3 23
step1-3: θ
(l)
S θˆS (3.2) v(si|xi, yi, θˆS) i =
1, 2, · · · , n
step2: sˆi i = 1, 2, · · · , n
sˆi = argmax
si∈S
v(si|xi, yi, θˆS) (3.4)
ri = v(sˆi|xi, yi, θˆS)
step3: i = 1, 2, · · · , n ri η(ri)
ΩA = {i|η(ri) ≤ A, i = 1, 2, · · · , n}
S˜n(A) = {(s˜1, s˜2, · · · , s˜n)|s˜i ∈ S˜i(A), i = 1, 2, · · · , n}. (3.5)
S˜i(A) =
 S i ∈ ΩA,{sˆi} otherwise, (3.6)
step4:
p˜(yn+1|xn+1, xn, yn)
=
∑
sn∈S˜n(A)
v˜(sn|xn, yn)
×
 ∑
sn+1∈S
v(sn+1)
∫
Θs
p(yn+1|xn+1, θsn+1)w(θsn+1|xΓsn+1 (s
n), yΓsn+1 (s
n))dθsn+1
 .
(3.7)
3 24
v˜(s˜n|xn, yn) = v(s˜
n)
∫
Θ
P (yn|xn,θS, s˜n)wS(θS|s˜n)dθS∑
s˜n∈S˜n(A) v(s˜
n)
∫
Θ
P (yn|xn,θS, s˜n)wS(θS|s˜n)dθS , (3.8)
S˜n(A) EM
step3 A si sˆi
si ∈ S
si sˆi (3.7) θˆS
sn
Sn S˜n(A)
|S˜n(A)| = |S|A |S|A sn
A = n
3.2
3.2.1
3 25
[14]
Box
[15]
[16, 17, 18, 19]
3.2.2
i xi = (1, xi1, . . . , xip−1)t yi
t xij, yi ∈ R β0, σ20
p β1, σ
2
1
p
α yi 1 − α N(xtiβ0, σ20)
α N(xtiβ1, σ
2
1)
θ0 = (β0, σ
2
0) ∈ Θ0 θ1 = (β1, σ21) ∈ Θ1
θ = (β0,β1, σ
2
0, σ
2
1) ∈ Θ yi
3 26
p(yi|xi,θ) = (1− α)p0(yi|xi,θ0) + αp1(yi|xi,θ1)
= (1− α) 1√
2piσ20
exp
{
− 1
2σ20
(yi − xtiβ0)2
}
+ α
1√
2piσ21
exp
{
− 1
2σ21
(yi − xtiβ1)2
}
. (3.9)
xn = (x1,x2, · · · ,xn), yn = (y1, y2, · · · , yn)
yn
p(yn|xn,θ) =
n∏
i=1
p(yi|xi,θ). (3.10)
θ
Box β1 = β0, σ
2
1 = k
2σ20 k
[15] Abraham σ21 = σ
2
0
[16]
θ0 θ1
α θ
yn+1
p(yn+1|xn+1,θ) p0(yn+1|xn+1,θ0)
yn+1
3 27
yn+1
Loss(yˆn+1(x
n, yn),θ) =
∫
R
(yn+1 − yˆn+1(xn, yn))2p(yn+1|xn+1,θ)dyn+1. (3.11)
yˆ∗n+1 =
∫
Rn
yn+1
∫
Θ
p(yn+1|xn+1,θ)w(θ|xn, yn)dθdyn+1. (3.12)
si
si =
 0 yi ,1 yi . (3.13)
si
y
p(yi|xi,θ, si) =
 p(yi|xi,θ0) si = 0,p(yi|xi,θ1) si = 1. (3.14)
sn = (s1, s2, · · · , sn) ∈ Sn
P (yn|xn,θ, sn) =
∏
i∈Γ0(sn)
p0(yi|xi,θ0)
∏
j∈Γ1(sn)
p1(yj|xi,θ1)
= p0(y
Γ0(sn)|xΓ0(sn),θ0)p1(yΓ1(sn)|xΓ1(sn),θ1), (3.15)
Γ0(s
n) = {i|si = 0, i = 1, 2, · · · , n} yΓ0(sn) = (yi|i ∈ Γ0(sn))
Γ1(s
n) = {i|si = 1, i = 1, 2, · · · , n} yΓ1(sn) = (yi|i ∈ Γ1(sn))
3 28
si, s
n
v(si) =
 1− α si = 0,α si = 1, (3.16)
v(sn) = (1− α)|Γ0(sn)| α|Γ1(sn)|. (3.17)
w0(θ0), w1(θ1) θ0,θ1
w(θ) = w0(θ0)w1(θ1), (3.18)
(3.12) (2.27)
yˆ∗n+1 =
∑
sn∈Sn
v(sn|xn, yn)
×
{
(1− α)
∫
Rn
yn+1
∫
Θ0
p0(yn+1|xn+1,θ0)w0(θ0|xΓ0(sn), yΓ0(sn))dθ0dyn+1
+ α
∫
Rn
yn+1
∫
Θ1
p1(yn+1|xn+1,θ1)w1(θ1|xΓ1(sn), yΓ1(sn), )dθ1dyn+1
}
. (3.19)
(3.19)
∫
Θ0
p0(yi|xi,θ0)w0(θ|xΓ0(sn), yΓ0(sn))dθ0
w0(θ0)
w0(θ0) ∝ (σ20)−
ν′0
2 exp{−1
2
[λ′0 + (β0 − β′0)tC ′0(β0 − β′0)]}, (3.20)
t [1] t
sn t sn
1
1Box
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yn+1
p(yn+1|xn+1,θ) = p0(yn+1|xn+1,θ0), (3.21)
.
yˆ∗n+1
=
∑
sn∈Sn
v(sn|xn, yn)
×
∫
Rn
yn+1
∫
Θ0
p0(yn+1|xn+1,θ0)w0(θ|xΓ0(sn), yΓ0(sn))dθ0dyn+1, (3.22)
3.2.3
step4
step4’:
y˜n+1
=
∑
s˜n∈S˜n(A)
v˜(s˜n|xn, yn)
×
{
(1− α)
∫
Rn
yn+1
∫
Θ0
p0(yn+1|xn+1,θ0)w0(θ0|xΓ0(s˜n), yΓ0(s˜n))dθ0dyn+1
+ α
∫
Rn
yn+1
∫
Θ1
p1(yn+1|xn+1,θ1)w1(θ1|xΓ1(s˜n), yΓ1(s˜n))dθ1dyn+1
}
.
(3.23)
3 30
yn+1 (3.23)
y˜n+1
=
∑
s˜n∈S˜n(A)
v˜(s˜n|xn, yn)
×
∫
Rn
yn+1
∫
Θ0
p0(yn+1|xn+1,θ0)w0(θ0|xΓ0(s˜n), yΓ0(s˜n))dθ0dyn+1. (3.24)
3.2.4
sn
sn
1 sn
sn
2
1
3
yn+1
1 sn
v(sn|xn, yn)
v(sn|xn, yn) sn
v(sn|xn, yn) sn 1, 2, · · · , 2n
3 31
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3.1: 1: (n = 13, α = 0.1)
A = 0, 1, · · · , n S˜n(A)
n = 13 , 1 1 θ
1 (xn, yn)
(xn+1, yn+1) 30000
3.1,3.2
sn 3.1,3.2
A = 0, 1, · · · , 13 A
213
3.1,3.2
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3.2: 1: (n = 13, α = 0.05)
sn sn
A
A
2 sn
1
1 n = 30, 45, 60
1
3.3,3.4
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3.3: 2: (n = 30, 45, 60, α = 0.1)
3.3,3.4 A
A n n
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