This paper introduces new notions of Fubini independence and Exponential independence of random variables under capacities to fit Ellsberg's model, and finds out the relations between Fubini independence, Exponential independence, MacCheroni and Marinacci's independence and Peng's independence. As an application, we give a weak law of large numbers for capacities under Exponential independence. Simulations show that Ellsberg's model enjoy the weak law of large numbers when there is mean uncertainty with or without variance uncertainty.
Introduction
Traditional philosophical wisdom on the notion INDEPENDENCE comes from the classical probability models with a finite sample space, e.g. draw red balls from different urns in which the propotion of red balls in each urns are known, and it is based on the fact that the probability (comes from the known propotion or the frequency of repeated experiment) is prior. With probability theory, we can measure risk by variance in traditional finance. However, Ellsberg [4] found that there are uncertainty that are not risk, i.e. in the above example we can neither know the propotion of red balls prior nor do experiments to find the exact probability by frequency. This is the famous Ellsberg's Paradox (model) in modern finance and economics which leads us to find the INDEPENDENCE and behavior of the frequency (law of large numbers) under uncertainty. In this paper, we will find a Fubini independence and Exponential independence to fit Ellsberg's model, and a weak law of large numbers under these INDEPENDENCE.
Peng [7] has developed the non-linear expectations theory to model uncertainty (ambiguity) and coherent risk measures. In this theory, Peng has proved a new law of large numbers and a central limit theorem under sublinear expectations with a new INDEPENDENCE condition, which laid the theoretical foundations for the non-linear expectation framework. The strength of non-linear expectation theory is utilizing a kind of nonlinear heat equations to construct G-Brownian Motion (G-normal distribution) and maximal distribution with uncertainty. However, a weakness of the theory is the non-linear expectation can not measure indicative functions, i.e. can not use a non-additive probability (capacity) to measure random events. This leads to failure to fit the Ellsberg's model. Following example shows that we can not use Peng's independence for upper-expectation to model Ellsberg's urns. where P is a set of probabilities, if for each test function φ ∈ C l.Lip (R 2 ) we have
In this paper, we call (1) Peng's independence. We consider a special Ellsberg's urns (two urns) for example. Let Ω i = {R, B}, i = 1, 2 be two urns (i.e. each urn has red balls and black balls). And two r.v.s X and Y , for ω 1 ∈ Ω 1 , ω 2 ∈ Ω 2 X(ω 1 ) = 1, ω 1 = R, 0, ω 1 = B, Y (ω 2 ) = 1, ω 2 = R, 0, ω 2 = B, and a function φ ∈ C l.Lip (R 2 )
P (ω 2 = R) = 0.3 and P := {P is a prob.|P ≤ sup P ∈P P }, which is a core. In this case, it is easy to check that
6, which means that Peng's independent do not fit the Ellsberg's model for all local Lipschitz functions even though ω 1 and ω 2 are from two different urns.
Ghirardato [5] has proved the Fubini theorem for capacities, and the key property is that the test functions are slice-comonotonicity (see Definition 2.2). In this paper, we restrict the test functions φ in Peng's independence (1) to be slice-comonotonic to fit the Ellsberg's model, see section 4, and we called it Fubini independence, see Definition 2.3. And we find out that Fubini independence can implies Exponential independence, see Definition 2.4, which also fits Ellsberg's model. Meanwhile, we prove a weak law of large numbers for capacities under Exponential independence to describe the behavior of frequency.
In capacity theory, MacCheroni and Marinacci [6] gives a strong law of large numbers for capacities under the independence condition as follows. {X n } n≥1 of r.v.s are pairwise independent with respect to capacities ν if, for each n, m ≥ 1 and for all open subsets G n , G m of R,
We call it MacCheroni and Marinacci's independence in our paper. Obviously, this independence fits Ellsberg's model too, but under this condition they should use more condition on X n or ν to prove law of large numbers, i.e. X n are bounded continuous or ν is continuous. We do not use these strong conditions to prove law of large numbers under Exponential independence.
The paper proceeds as follows. In section 2, we give definitions of Fubini independence and Exponential independence under capacities. In section 3, we give the relations between Fubini independence, Exponential independence and MacCheroni and Marinacci's independence. In order to find out that Fubini independence implies Exponential independence, we prove a Fubini Theorem. In section 4, we explain why Fubini independence fit the Ellsberg's model. In section 5, we prove a weak law of large numbers for capacities under Exponential independence as an application. In section 6, we show that Ellsberg's model enjoys the weak law of large numbers by simulations. We put the proof of Theorem 3.2 in appendix.
Preliminaries

Basic concepts and lemmas
Let Ω be a sample space and F be its σ-algebra. A set function V : Ω → [0, 1] is called a capacity if it satisfies the following:
A capacity is called total monotonicity if it satisfies the additional property: (iii)(total monotonicity) ∀n > 0, and every collection
A capacity is called total alternating if it satisfies the additional property: (iv)(total alternating) ∀n > 0, and every collection
We call it 2-alternating, if (iv) holds only for n = 2. Let (R, B) denotes real numbers space R with the set B of all its Borel sets, X 1 , X 2 , · · · , X n are random variables (r.v.) on (Ω, F , V ), i.e. X i : Ω → R, i = 1, 2, · · · , n, are F -measurable. The Choquet integral of a bounded r.v. X with respect to any capacity V is defined by
where the integrals on the right hand are Riemann integrals. In this paper, E V denotes the Choquet integral with capacity V , E P denotes classical expectation with probability P , E V denotes the upper envelop with respect to the core of capacity V := sup
where core means that P = {P is a prob.|P ≤ V }. If V is a 2-alternating capacity, we denote it by V.
We define a product space (R n , B n ), where B n is the product Borel sets on R n , that is, the smallest σ-algebra of subsets of R n which contains all rectangles, and let R be the set of all rectangles on R n . Any capacity σ on (R 2 , B 2 ) will be defined a product capacity, its marginals on R will be respectively the capacities µ and ν as follows, for all A, B ∈ B,
Let U f be the set of all upper intervals in R n of the form {(
Obviously, U f is a chain (a family completely ordered by set inclusion).
Definition 2.1. Let f 1 , f 2 : R 2 → R, we say that f 1 and f 2 are comonotonic, if for every (
2 )] ≥ 0, a class of functions G is said to be comonotonic if for every f 1 , f 2 ∈ G, f 1 and f 2 are comonotonic.
If f both has comonotonic x 1 -and x 2 -sections, then we call it is slice-comonotonic. A set A ∈ R 2 is said to be comonotonic, if its characteristic function has comonotonic x 1 -sections.
Similarly, we can define comonotonic x i -sections in R n , and comonotonic functions in
we have
hence,f (x 1 , x 2 ) has comonotonic x 1 -sections, similarly, it has comonotonic x 2 -sections, i.e.f (
is slice-comonotonic. The following two lemmas will be used to prove the main results of our paper. Lemma 2.1 (Lemma 1 in [5] ). Suppose that G is a comonotonic class of bounded r.v. from Ω into R and V is a capacity on (Ω, F ). Then we can find a probability measure P on (Ω, F ) such that for every X ∈ G,
Lemma 2.2 (Lemma 2 in [5] ). Let f : R 2 → R be a bounded, measurable function with comonotonic x 1 -or x 2 -sections. Then every A ∈ U f is a comonotonic set.
Remark 2.1.f given by (2) are slice-comonotonic, so every A ∈ Uf is a comonotonic set.
Fubini Independence and Exponential Independence
We introduce two new independence in this section to fit Ellsberg's model, the Fubini independence is inspired by Peng's independence in Peng [8] and Fubini Theorem in Ghirardato [5] , and Exponential independence was also introduced to prove a strong law of large number in Chen, Huang and Wu [1] . Definition 2.3 (Fubini Independence for Random Variables). X n is said to be Fubini independent of
Obviously, X 1 and X 2 are Fubini independent for R is equivalent to
for all A, B ∈ B, which is introduced by MacCheroni and Marinacci [6] to prove a strong law of large numbers for capacities, we call (4) MacCheroni and Marinacci's independence. If we consider X n is Fubini independent of X 1 , · · · , X n−1 for Uf , wheref is defined by (2), we have (3) as
Definition 2.4 (Exponential Independence). We called X n is exponential independent of
where ϕ i , i = 1, · · · , n are bounded functions.
Relations between Independences
In classical probability space (Ω, F , P ), where P is a probability measure, and it is easy to have following properties.
Proposition 3.1. The following three are equivalent:
(I) For all Borel set A ∈ B 2 , we have
(II) For all Borel set A, B ∈ B, we have
(III) For any bounded continuous functions ϕ 1 and ϕ 2 , we have
However, the cases is different under (Ω, F , V ), where V is a capacity.
Proposition 3.2. (I)
If random variables X 1 and X 2 are Fubini independent for B 2 , then X 1 and X 2 are Fubini independent for U f and for R; (II) If random variables X 1 and X 2 are Fubini independent for B 2 , then for all A, B ∈ B, we have
, and
Proposition 3.3. If X 1 and X 2 are exponential independent random variables, then for a, b ∈ R, we have
and, for any Borel sets A and B,
are bounded functions, then by Dominated (Bounded) Convergence Theorem (Theorem 8.9 in Denneberg [3] ),
On the other hand,
the proof of the second result is similar as we can let
so we completed the proof.
Corollary 3.1. If X n is exponential independent of X 1 , · · · , X n−1 , for all n ≥ 1, i.e.
then for all Borel sets A i , we have
ϕi(xi) , ϕ i are bounded, then X n is exponential independent of X 1 , · · · , X n−1 . Theorem 3.1 follows Fubini Theorem for capacities. We give Fubini Theorem for n = 2, for n > 2 cases is same.
Theorem 3.2. For functionsf (x 1 , x 2 ) = e ϕ1(x1)+ϕ2(x2) , ∀x 1 , x 2 ∈ R, defined on the product space R 2 , where ϕ i , i = 1, 2 are bounded functions, X 1 and X 2 are Fubini independent random variables for Uf , then we have
The proof of Theorem 3.2 is similar to the proof of Fubini Theorem in [5] , so we put it in Appendix. By Theorem 3.2, we can prove Theorem 3.1.
Proof.
[The proof of Theorem 3.1] Because of Fubini Theorem, we have
Fubini Independence fits Ellsberg's model
If V is a 2-alternating capacity, we denote it by V. By Proposition 3 in [9] , we can restate the Fubini independent for Uf by the upper envelop E as:
for all α ∈ R.
Finite sample case
As an explanatory example for Fubini independence, consider a sequence of Ellsberg's urns. Next example shows that the Ellsberg's model (with finite sample space) satisfies the Fubini independence for Uf under upper envelop E.
Ωi , where Ω i is stand for the i-th urn,
We define a probability P ′ i on F i as:
p ln , and
is between 0 and 1 and we let it to be additive and monotone on F i , i.e.
for A ∈ F i , hence P ′ i is a probability on F i . Consider the upper capacity V on F i as
for A ∈ F i , and upper envelop E[X i ] := max
for X i is F i -measurable, where core(V) := {P additive|P (A) ≤ V(A), A ∈ F }. On one hand, If α > x n , then {X i ≥ α} = ∅, and then
hence, P ′ i ∈ core(V). Similarly, given ϕ i , there is a probability P ′ ϕi such that,
and P ′ ϕi ∈ core(V).
i.e. the Fubini independence holds. 
Infinite sample case
Next example shows that the Ellsberg's model (with infinite sample space) also satisfies the Fubini independence for Uf under upper envelop E. Example 4.2. As considered in example 4.1, for every i ≥ 1, Ω i is stand for the i-th urn.
Step 1:
p lj = 1, and P i := {P l |l = 1, 2, · · · , m}. Then we can get the conclusion by the example 4.1, using the same method.
Step 2: Let X i is an arbitrary r.v. in (Ω i , F i ), we can find a sequence {X r i , r ≥ 1} of increasing step functions in Step 1 to approximate X i .
Given bounded continuous ϕ i , we can get
by Dominated Convergence Theorem (Thm 8.9 in Denneberg), and
by classic monotonic convergence theorem.
Step 1. And we can get the conclusion.
Weak Law of Large Numbers under Exponential Independence
In this section, we let E[X] := sup
where P is a set of probabilities. Strong law of large numbers under Exponential independence can see Chen, Huang, Wu [1] .
Theorem 5.1. Let {X n } n≥1 be a sequence of exponential independent random variables, and
Proof. If
holds, then we consider
combined (8) and (9) we have (7), in fact
Hence we only need to prove (8) .
We first prove that, ∀ǫ > 0 we have
by Chebyshev's inequality we have
e mǫ log(1+n)
e mǫ log(1+n) .
By Lemma 3.1 in [2]
2 we have, sup
∞, hence we have (11). Secondly, we prove ∀ǫ > 0,
By the reason of
By the subadditivity and translation invariance of E[·], we obtain
Applying the Hölder and Chebyshev inequality, we have
By Kronecker Lemma, we have
Hence by (13) and (14) we have
i.e. we get (12). By (10), (11) and (12), we have
Then we have (8) , and then (7).
Simulations
In this section, two different Ellsberg's models are considered to demonstrate how the weak law of large numbers under Exponential Independence works.
X i only has mean uncertainty
First, we consider a sequence of Ellsberg's urns {X i } n i=1 which satisfy normal distributions with −1 ≤ E[X i ] ≤ 1 and determined standard deviation σ = 2. Set sample size n = 5, 10, 20, 30, 40, 50. In every scenario, we repeat simulation 100 times and obtain the sample mean in every times respectively. The six subfigures in Fig 1 show that with the growth of sample size, an increasing number of sample means, represented by blue points in each subfigure, lie between the lower mean and the upper mean. Then, the lower probability v that sample means lie between the lower mean and the upper mean can be calculated as follows. We claim that every P ∈ P are equivalent in this model. Indeed, every Ellsberg's urns
can be characterised by the following stochastic differential equations,
where P ∈ P, B P t is a standard Brownian Motion under P , µ i (t) is an adapted process and σ i ≡ 2 for i = 1, . . . , n. For any fixed Q ∈ P, by Girsanov transformation, we have
where dB
t is a standard Brownian Motion under Q and θ (Q) (t) is an adapted process. This proves our claim, and we also have −1 ≤ µ i (t) − σ i θ (Q) (t) ≤ 1 by the condition that −1 ≤ E[X i ] ≤ 1. Therefore, we can use the frequency at which sample means lie between the lower mean and the upper mean as the approximation of the lower probability v . Fig 2 shows that the lower probability v that sample means lie between the lower mean and the upper mean tends to be one with n → ∞, which satisfies (7) Proof. For p ∈ N and r ∈ R + define the transformation
, as we can find a finite chain of sets {{e
In fact, we can find a finite chain because of the boundness of ϕ i . In this case, U fp = {A 1 , A 2 , · · · , A n , R 2 , ∅}. The set {f p , I A1 , I A2 , · · · , I An } forms a comonotonic class. In fact, every pair I Ai and I Aj are comonotonic because {A 1 , A 2 , · · · , A n } is a chain; to see that f p and I Ai are comonotonic, suppose not, then we can find (x 1 , x 2 ), (x 2 ), a contradiction, so f p and I Ai are comonotonic. Similarly, f p (·, x 2 ) and I Ai (·, x 2 ) are comonotonic for every x 2 ∈ R, for every i = 1, 2, · · · , n, i.e. {f p (·, x 2 ), I A1 (·, x 2 ), · · · , I An (·, x 2 )} forms a comonotonic class, so does {f p (x 1 , ·), I A1 (x 1 , ·), · · · , I An (x 1 , ·)}, ∀x 1 ∈ R. By Lemma 2.1, there are two probabilities P and Q on F such that
i = 1, 2, · · · , n, and by comonotonic additivity, we have
Define a capacity λ on U fp as follows. For every A ∈ U fp = {A 1 , A 2 , · · · , A n , R 2 , ∅},
By comonotonic additivity, we have 
Because X 1 and X 2 are Fubini independent for Uf and A i ∈ Uf , so
for all A ∈ U fp . Hence
