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Abstract
Using eigen-functional bosonization method, we study quantum many-
particle systems, and show that the quantum many-particle problems end
in to solve the differential equation of the phase fields which represent the
particle correlation strength. Thus, the physical properties of these systems
are completely determined by the differential equation of the phase fields. We
mainly focus on the study of D-dimensional electron gas with/without trans-
verse gauge fields, two-dimensional electron gas under an external magnetic
field, D-dimensional boson systems, a D-dimensional Heisenberg model and a
one-band Hubbard model on a square lattice, and give their exact (accurate
for Heisenberg model) functional expressions of the ground state energy and
action, and the eigen-functional wave functions of the fermions/bosons. With
them, we can calculate a variety of correlation functions of the systems, such
as single particle Green’s functions and their ground state wave functions. In
present theoretical framework, we can unifiably represent the Landau Fermi
liquid, non-Fermi liquid (D ≥ 2) and Tomonaga-Luttinger liquid.
Typeset using REVTEX
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I. Introduction
Quantum many-particle systems are the main topics of the condensed matter physics,
in which strongly correlated electron systems are the most interesting and hard problems,
such as heavy fermion systems, high Tc cuprate superconductors, fractional quantum Hall
effects, and some one-dimensional interacting fermion systems. In general, the quantum
many-particle (fermion) systems can be divided into two categories, one is represented by
the Landau Fermi liquid theory [1,2], and may be called as weakly correlated systems, and
another one is represented by non-Fermi liquid theory, such as the Tomonaga-Luttinger
liquid theory [3–5] and marginal Fermi liquid theory [6,7], and may be called as strongly
correlated fermion systems. Thus there explicitly exists a key parameter hidden in the
quantum many-particle systems, which represents the fermion/boson correlation which is
produced by the particle interaction. However, the traditional perturbation theories, such
as Hartree-Fock approximation, mean field theory, random-phase approximation (RPA) and
renormalization group theory, are starting from the bare Green’s function to perturbatively
treat the interaction (potential) terms of the particles by taking some low order Feynman
diagrams, i.e., exactly treating the kinetic energy term and perturbatively treating the par-
ticle interaction. In these methods, there does not exist a parameter used to represent the
particle correlation which completely determines the physical properties of the strongly cor-
related systems. Thus, the previous perturbation methods are successful in treating the
weakly correlated systems, but using them to treat the strongly correlated systems, one can
meet some serious problems, because in these systems it is difficult to find a suitable small
quantity as a perturbation expansion parameter.
It becomes clear that if one wants to unifiably represent the weakly and strongly cor-
related systems, one must find a well-defined parameter which can represent the particle
correlation strength. Due to the particle correlation is produced by the particle interac-
tion, it is natural that we are starting from the interaction (potential) terms to exactly
or perturbatively treat the kinetic energy term of the particles, i.e., we first exactly treat
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the interaction terms, then with them we exactly or perturbatively treat the kinetic energy
term. In this way, the basic ingredient of the systems is particle density field rather than
particle field operators, like usual bosonization method in treating one-dimensional inter-
acting fermion systems. In Ref. [8], we proposed an eigen-functional bosonization method,
in which there naturally appears a key parameter called the phase field, and with it we can
unifiably represent the weakly and strongly correlated electron gases, i.e., the Landau Fermi
liquid theory and the non-Fermi liquid theory can be unified under our eigen-functional
bosonization theory.
According to the Hohenberg-Kohn theorem [9], the ground state energy of the quantum
many-particle systems is uniquely determined by their ground state particle density. This
theorem does not tell us how to construct the ground state energy by the particle density,
but it clearly tells us that the ground state energy can be exactly represented by the particle
density. However, in the Kohn-Sham scheme [10,11], we can only approximately obtain the
expression of the ground state energy as a functional of the ground state particle density,
because in this scheme the exchange correlation energy term is unclear. Only for small ex-
change correlation energy can one use the Kohn-Sham scheme to obtain reliable results, i.e.,
one cannot use it to study the strongly correlated systems, where the exchange correlation
energy is large . Thus it is very desirable to write out an exact expression of the ground
state energy of the quantum many-particle systems as a functional of the particle density.
In fact, in usual bosonization representation of one-dimensional interacting fermion systems
[12,13], we learn how to construct the Hamiltonian by the fermion density operators, where
we use the fermion density field to uniquely represent the kinetic energy and the fermion field
operators. With the eigen-functional bosonization theory, we can treat any quantum many-
particle system by using the fermion/boson density field to represent the kinetic energy and
the eigen-functional wave functions of the fermions/bosons. In Ref. [14], we demonstrated
how to use the particle density field to exactly represent the ground state energy of the
quantum many-particle systems.
In this paper, we shall give a detail description of the eigen-functional bosonization
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method, and apply it to quantum many-particle systems in continuous coordinate space and
some lattice models, such as the electron gases with or without transverse gauge fields, the
two-dimensional electron gas under an external magnetic field, the interacting boson systems,
the Heisenberg model and one-band Hubbard model. We clearly show that the problems of
these systems end in to solve the differential equation of the phase fields which completely
controls the physical properties of the systems, thus the quantum many-particle systems can
be unifiably represented by the eigen-functional bosonization theory. In section II, we give
the exact expressions of the ground state energy as a functional of the particle density field for
different quantum many-particle systems. These expressions are universal, i.e., they are valid
not only for weak fermion/boson interactions, but also for strong fermion/boson interactions.
(1). we give the exact expression of the ground state energy as a functional of the electron
density field for electron gases with and without transverse gauge fields, respectively; (2).
we give the exact functional expression of the ground state energy for interacting boson
systems. (3). we give the exact functional expression of the ground state energy of one-band
Hubbard model on a square lattice, and the approximate functional expression of the ground
state energy for the Heisenberg model. In section III, we focus on to calculate the action
of the quantum many-particle systems. (1). we give the exact functional expression of the
action for the electron gas with the transverse gauge fields, and the eigen-functional wave
functions of the electrons. Under linearization approximation (only keeping the linear terms
in solving the differential equation of the phase fields), we obtain its effective action which
is the same as that obtained by usual random-phase approximation (RPA). (2). we give
the exact functional expression of the action of the one-band Hubbard model on the square
lattice, and the eigen-functional wave functions of the electrons. In section IV, we calculate
the ground state wave function of the interacting boson systems, which is very similar to
the correlated basis functions used in the study of the liquid 4He. We also approximately
calculate the ground state wave function of the two-dimensional electron gas under the
external magnetic field, which has a little similarity with Laughlin’s trial wave-functions
[15,16]. In section V, by calculating the correlation function of the phase fields, we show
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that the imaginary part of the phase fields does represent the particle correlation strength.
We also demonstrate that if the non-Fermi liquid behavior of the systems is derived from
the electron Coulomb interactions, the correlation function of the phase fields has a log-type
expression; If their non-Fermi liquid behavior is derived from the transverse gauge fields, the
correlation function of the phase fields has a power-law form, tα, α < 1. Under our present
theoretical framework, the Landau Fermi liquid, non-Fermi liquid and Tomonaga-Luttinger
liquid can be unifiably represented. We give some discussions and our conclusion in section
VI.
II. Exact functional expression of the ground state energy
In this section, we shall give the exact expression of the ground state energy as
a functional of the particle density field for a variety of quantum many-particle sys-
tems. In general, a quantum many-particle system can be described by the Hamiltonian,
HT = H0 + Hex + Hspin, where H0 presents the kinetic energy and the density-density in-
teractions of the particles, Hex presents the interactions between the system and external
fields, and Hspin presents the spin-spin interactions among the particles, which is usually
written out on lattice sites. In the following we consider the systems with these different
particle interactions.
A. Electron gas
For simplicity, we first consider an electron gas with the Hamiltonian (here omitting the
spin label),
H0 = ψ
†(x)
(
pˆ2
2m
− µ
)
ψ(x) +
1
2
∫
dDyv(x− y)ρ(y)ρ(x) (1)
where pˆ = −i~∇, ρ(x) = ψ†(x)ψ(x) is the electron density operator, andD the dimensions of
the system. In usual perturbation theories, such as Hartree-Fock approximation, Random-
Phase approximation (RPA) and renormalization group theory, one mainly focuses on how to
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perturbatively treat the density-density interaction (four-fermion interaction) term, and how
to get more accurate results by considering some special Feynman diagrams. However, these
methods do not always work for low-dimensional strongly correlated systems. According
to the Hohenberg-Kohn theorem and the bosonization representation of one-dimensional
fermion systems, we know that the ground state energy and/or the Hamiltonian can be
uniquely represented by the ground state particle density, thus we can also study this system
by perturbatively or exactly treating the kinetic energy term of the electrons. In order
to calculate the ground state energy, we introduce a Lagrangian multiplier (or Hubbard-
Stratonovich field) φ(x) which takes ρ(x) = ψ†(x)ψ(x) as a constraint condition, then the
Hamiltonian (1) can be re-written as,
H0[φ, ρ] = ψ
†(x)
(
pˆ2
2m
− µ+ φ(x)
)
ψ(x)
− φ(x)ρ(x) + 1
2
∫
dDyv(x− y)ρ(y)ρ(x) (2)
where φ(x) and ρ(x) are independent boson fields, and the Hamiltonian H0[φ, ρ] only has
the quadratic term of the electron field operator ψ(x). It is clear that the kinetic energy
and potential energy of the electrons are completely separated, and the electrons move
in the ”effective potential” φ(x). Only in this way (four-fermion interaction replaced by
the ”effective potential”), we can exactly treat the kinetic energy term. We would like to
point out that after introducing the boson field φ(x), the Hilbert space of the system is
enlarged, because the electron density field ρ(x) and the electron field operator now become
independent of each other, and some unphysical electron density field ρ(x) 6= ψ†(x)ψ(x) also
appears in the Hamiltonian 2. To only keep the physical electron density field ρ(x), we must
add a constraint condition to the system (see below) δE[φ, ρ]/δφ(x) = 0. In analogy to the
eigen-functional bosonization theory [8], here we solve the eigen-functional equation of the
”propagator” operator (in correspondence with below M̂(x, t) which is a real propagator
operator) M̂(x) = p̂2/(2m)− µ+ φ(x),(
pˆ2
2m
− µ+ φ(x)
)
Ψk(x, [φ]) = Ek[φ]Ψk(x, [φ]) (3)
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where Ψk(x, [φ]) are the eigen-functional wave functions of the electrons for a definite boson
field φ(x). Using the Helmann-Feynman theorem, we have the following expression of the
eigen-values,
Ek[φ] = ε(k) + Σk[φ]
Σk[φ] =
∫ 1
0
dξ
∫
dDxφ(x)|Ψk(x, [ξφ])|2 (4)
where ε(k) = (~k)2/(2m) − µ. The eigen-functionals Ψk(x, [φ]) have the following exact
expression,
Ψk(x, [ξφ]) =
Ak
LD/2
eik·xeQk(x,ξ) (5)
where Ak is the normalization constant, and the phase fields Qk(x, ξ) satisfy usual (static)
Eikonal equation,(
pˆ2
2m
+
~
m
k · pˆ
)
Qk(x, ξ) +
[pˆQk(x, ξ)]
2
2m
+ ξφ(x) = Σk[φ] (6)
It is worthily noted that the eigen-functionals are composed of two parts, one represents
the free electron, and another one represents the contributions from other electrons by the
interaction potential v(x − y), therefore it is clear that the eigen-functionals are the eigen-
functional wave functions of the interacting electrons corresponding to the definite boson
field φ (x). With them, we can construct the ground state wave-function, and calculate a
variety of correlation functions of the system by taking a functional average over the boson
field φ (x).
The electron field operators ψ†(x) and ψ(x) can be represented as, respectively,
ψ†(x) =
∑
k
Ψ∗k(x, [φ])cˆ
†
k
ψ(x) =
∑
k
Ψk(x, [φ])cˆk (7)
where cˆ†k (cˆk) is the electron’s creation ( annihilation) operator with momentum ~k. With
equations. (3) and (7), we can obtain the exact expression of ground state energy as a
functional of the boson field φ(x) and the electron density ρ(x),
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E[φ, ρ] =
∫
dDx < H
0
[φ, ρ] >
=
∑
k
θ(−Ek[φ])Ek[φ]−
∫
dDxφ(x)ρ(x) +
1
2
∫
dDxdDyv(x− y)ρ(x)ρ(y) (8)
where the boson field φ(x) is determined by the condition δE[φ, ρ]/δφ(x) = 0, which leads
to the equation,
∑
k
θ(−Ek[φ])
(
Gk(x) +
∫
dDyφ(y)
δGk(y)
δφ(x)
)
= ρ(x) (9)
where Gk(x) =
∫ 1
0
dξe2Q
R
k (x,ξ)/
∫
dDxe2Q
R
k (x,ξ), and Qk(x, ξ) = Q
R
k (x, ξ) + iQ
I
k(x, ξ). This
equation shows that the boson field φ(x) is the functional of the electron density field ρ(x).
The chemical potential is determined by the constraint equation,
∑
k
θ(−Ek[φ]) = N (10)
where N is the total electron number. With equation (9), the ground state energy can be
represented as another form, in which it is only the functional of the electron density field
(φ(x) is the functional of ρ(x) determined by (9)),
Eg[ρ] = E0 +
1
2
∫
dDxdDy
(
v(x− y)ρ(x)ρ(y)− 2φ(x)φ(y)
∑
k
θ(−Ek[φ])δGk(y)
δφ(x)
)
(11)
where E0 =
∑
k θ(−Ek[φ])ε(k), and the self-energy can be written as a simple form, Σk[φ] =∫
dDxφ(x)Gk(x). The equations (6), (9), (10) and (11) give the exact expression of the
ground state energy as a functional of the electron density, we can numerically calculate
it by taking δEg[ρ]/δρ(x) = 0. These equations have more advantages than that in the
Kohn-Sham scheme, because that, 1). the expression of the ground state energy as the
functional of the electron density is exact, with it we can exactly determine the ground
state energy and the ground state electron density; 2). with these equations, we can easily
estimate the contributions from high order terms, and obtain enough accurate results we
hoped for some special considerations; 3). Using these equations to calculate the ground
state energy and the ground state electron density, we may need much less computer time
than that in the Kohn-Sham scheme, because here we do not need to self-consistently solve
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the eigen-equation of single electron. The ground state wave-function of the system can be
obtained by the eigen-functionals, however, we cannot write it as a simple form, because the
phase field Qk(x, ξ = 1) is the function of the momentum k.
The expression of the ground state energy (11) is valid not only for Landau Fermi liquid
(weak correlation systems), but also for non-Fermi liquid (strongly correlated systems),
because it is universal for weak and strong electron interactions. The phase field Qk(x, ξ) is
a key parameter for unifiably representing the Landau Fermi liquid and non-Fermi liquid.
Its imaginary part represents the electron correlation strength, and its real part (D ≥ 2)
only contributes to the ground state energy and the action of the systems, this can be clearly
seen in the expression of the ground state energy (11).
B. Electron motion under an external magnetic field
We now consider the electron motion under an external magnetic field B = (0, 0, B),
where the response of the system to the magnetic field cannot be written as a simple density
form. It is well-known that for enough strong magnetic field, in low temperature limit a
two-dimensional electron gas shows the fractional quantum Hall effects due to the Coulomb
interaction of the electrons. Here we only give the exact expression of the ground state
energy of this system, and do not compare it with that obtained by Laughlin’s trial wave-
functions [15], because if so it needs more detail numerical calculations. Under the magnetic
field, the Hamiltonian (2) becomes,
H [φ, ρ] = ψ†(x)
(
1
2m
(pˆ+
e
c
A)2 − µ+ φ(x)
)
ψ(x)
− φ(x)ρ(x) + 1
2
∫
d2yv(x− y)ρ(y)ρ(x) (12)
where the gauge field A = (−yB/2, xB/2, 0), and for simplicity we take D = 2. The
eigen-functional equation corresponding to equation (3) reads,(
1
2m
(pˆ+
e
c
A)2 − µ+ φ(x)
)
Ψnl(x, [φ]) = Enl[φ]Ψnl(x, [φ]) (13)
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and the eigen-values are
Enl[φ] = ǫn + Σnl[φ]
Σnl[φ] =
∫ 1
0
dξ
∫
d2xφ(x)|Ψnl(x, [ξφ])|2 (14)
where ǫn = ~ω0(n + 1/2)− µ, n = 0, 1, 2, ..., ω0 = eB/(mc) is the cyclotron frequency, and
Ψnl(x, [φ]) are the eigen-wave functions of the electrons under the external magnetic field B
for a definite boson field φ(x). It is well-known that at φ(x) = 0 the eigen-equation (13) has
exact solutions,
Ψnl(x, [0]) = ψnl(x) = anl
(
z − ∂
∂z∗
)l(
z∗ − ∂
∂z
)n
e−zz
∗
(15)
where l = 0, 1, 2, .., Lmax = Φ/Φ0, Φ = BS is the total flux, Φ0 = 2π~c/e is the flux quantum,
z = (x− iy)/(2lB), z∗ = (x+ iy)/(2lB), lB = (~c/(eB))1/2 is the magnetic length, and anl a
normalization constant. Therefore, the eigen-functionals Ψnl(x, [φ]) have the following exact
form,
Ψnl(x, [ξφ]) = Anlψnl(x)e
Qnl(x,ξ) (16)
where Anl is a normalization constant, and the phase field Qnl(x, ξ) satisfy (static) Eikonal-
type equation,(
pˆ2
2m
+ (
e
mc
A+ anl) · pˆ
)
Qnl(x, ξ) +
[pˆQnl(x, ξ)]
2
2m
+ ξφ(x) = Σnl[φ] (17)
where anl = (1/m)pˆ lnψnl(x).
Following the above same procedures, we have the exact expression of the ground state
energy as the electron density field ρ(x),
Eg[ρ] = E0 +
1
2
∫
d2xd2y
(
v(x− y)ρ(x)ρ(y)− 2φ(x)φ(y)
∑
nl
θ(−Enl[φ])δGnl(y)
δφ(x)
)
(18)
where E0 =
∑
nl θ(−Enl[φ])ǫn, and the boson field φ(x) is the functional of the electron
density ρ(x), and determined by the equation,∑
nl
θ(−Enl[φ])
(
Gnl(x) +
∫
d2yφ(y)
δGnl(y)
δφ(x)
)
= ρ(x) (19)
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where Gnl(x) =
∫ 1
0
dξ|ψnl(x)|2e2QRnl(x,ξ)/
∫
d2x|ψnl(x)|2e2QRnl(x,ξ), and the self-energy can writ-
ten as a simple form, Σnl[φ] =
∫
d2xφ(x)Gnl(x). The chemical potential is determined by
the constraint condition, ∑
nl
θ(−Enl[φ]) = N (20)
where N is the total electron number. The equations (17), (18), (19) and (20) can be used
to exactly determine the ground state energy and the ground state electron density of the
system by taking δEg[ρ]/δρ(x) = 0. However, the expression of the ground state energy
(18) has a great advantages comparing with the Laughlin’s trial wave-functions: 1). it is a
microscopic theory expression. 2). it shows that the odd- and even-denominator’s fractional
quantum Hall states have the same expression of the ground state energy. 3). it can exactly
determine the ground state electron density. 4). it is very simple to study the fractional
quantum Hall effects taken place in higher Landau levels (n ≥ 1).
C. Electron gas with transverse gauge interaction
We consider a two-dimensional electron gas represented by the Hamiltonian with trans-
verse gauge fields A(x) (∇ ·A(x) = 0),
H = ψ†(x)
[
1
2m
(p̂−gA)2 − µ
]
ψ(x)+
1
2
∫
d2yv(x− y)ρ(x)ρ(y) (21)
It is well-known that this system has the following low energy behavior, (1) as v(x− y) = 0,
it shows the non-Fermi liquid behavior; (2) as A(x) = 0 and v(x) ∼ ln |x|, it also shows the
non-Fermi liquid behavior. Thus the system belongs to the non-Fermi liquid. Introducing
the Lagrangian multiplier φ(x), we can re-write it as,
H [φ, ρ] = ψ†(x)
[
1
2m
(p̂−gA)2 − µ+ φ(x)
]
ψ(x)
−φ(x)ρ(x)+1
2
∫
d2yv(x− y)ρ(x)ρ(y) (22)
Then by solving the eigen-functional equation of the ”propagator” operator M̂(x) =
(p̂−gA)2/(2m)− µ+ φ(x),
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(
1
2m
(p̂−gA)2 − µ+ φ(x)
)
Ψk(x, [φ]) = Ek[φ]Ψk(x, [φ]) (23)
we can obtain the exact functional expression of the ground state energy. The solutions of
this equation are that,
Ψk(x, [ξφ]) =
Ak
L
eik·xeQk(x,ξ)
Ek[φ,A] = ǫk + Σk[φ,A] (24)
Σk[φ,A] =
∫ 1
0
dξ
∫
d2xΨ∗k(x, [ξφ])[φ(x)−
g
2m
A·(2p̂−gA)]Ψk(x, [ξφ])
where ǫk = (~k)
2/(2m) − µ, and Ak is a normalization constant. The phase fields Qk(x, ξ)
satisfy the (static) Eikonal-type equation,(
pˆ2
2m
+ (
~
m
k− ξg
m
A(x)) · pˆ
)
Qk(x, ξ) +
[pˆQk(x, ξ)]
2
2m
+
ξ(gA(x))2
2m
− ~ξg
m
k ·A(x) + ξφ(x) = Σk[φ,A] (25)
and are the functional of the boson field φ(x) and the gauge fields A(x). In general, this
equation cannot be analytically solved but a series solution. Using the eigen-functionals
Ψk(x, [φ]) to represent the electron field operators ψ(x) and ψ
†(x), we can obtain the exact
expression of ground state energy as a functional of the boson field φ(x), the gauge field
A(x) and the electron density ρ(x),
E[φ,A, ρ] =
∫
d2x < H [φ, ρ] >
=
∑
k
θ(−Ek[φ,A])Ek[φ,A]−
∫
d2xφ(x)ρ(x) +
1
2
∫
d2xd2yv(x− y)ρ(x)ρ(y) (26)
where the boson field φ(x) is determined by the condition δE[φ,A, ρ]/δφ(x) = 0, which leads
to the equation,
∑
k
θ(−Ek[φ,A])
(
Gk(x) +
∫
d2y[φ(y)
δGk(y)
δφ(x)
− g
2m
Gk(y)A(y)·
δ
(
p̂Qk(y)
)
δφ(x)
]
)
= ρ(x) (27)
where Gk(x) =
∫ 1
0
dξe2Q
R
k (x,ξ)/
∫
d2xe2Q
R
k (x,ξ), and Qk(x, ξ) = Q
R
k (x, ξ) + iQ
I
k(x, ξ). The
gauge fields A(x) are determined by the conditions Ji(x) = δE[φ,A, ρ]/δAi(x) = 0, i = 1, 2,
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which means that the current induced by the gauge fields is zero. The ground state energy
E[φ,A, ρ] (26) has the similar functional expression to that of two-dimensional electron gas
without gauge fields (8). However, they have different phase field dependence, this can be
clearly seen from their self-energy expressionsΣk [φ] and Σk[φ,A], respectively. The gauge
fields produce the term Ψ∗k(x, [ξφ])A(x)·p̂Ψk(x, [ξφ]) = |Ψk(x, [ξφ])|2A(x)·(~k+p̂Qk(x, ξ))
in the self-energy Σk[φ,A], thus in this case the imaginary part of the phase fields may
contribute to the ground state energy. We would like to point that due to the phase fields
Qk(x, ξ) are complex, to keep the eigen-values Ek[φ,A] being real, we must have an additional
constraint condition on the gauge fields A(x)·p̂QRk (x, ξ) = 0. Thus we have three equations
to determine two independent transverse gauge fields. If these equations are independent,
we only have the solution A(x) = 0, i.e., the pure transverse gauge fields do not contribute
to the ground state energy. If they are not independent each other, we may have non-zero
solution, and the transverse gauge fields contribute to the ground state energy.
D. spin coupling systems
Spin coupling systems are strongly correlated systems and generally represented by the
lattice Hamiltonians. For simplicity, we only consider a D-dimensional spin-1/2 Heisenberg
model,
H = J
∑
<ij>
Ŝi · Ŝj (28)
where < ij > indicates the summation over the nearest neighbor sites. This spin-spin
interaction represents the four-fermion/boson interaction, and is difficult to exactly treat it
by usual perturbation theory. Here we only give a way for treating this kind of systems,
which may give more useful and accurate informations than previous perturbation methods.
In general, the spin operator (spin-1/2) Ŝi can be represented by the fermion operators
Ŝi =
1
2
f̂ †iασαβ f̂iβ, and the Hamiltonian can be re-written as [17] −12
∑
<ij>,σ,σ′ f̂
†
iσf̂jσf̂
†
jσ′ f̂iσ′
or
∑
<ij>(f̂
†
i↑f̂
†
j↓− f̂ †i↓f̂ †j↑)(f̂j↓f̂i↑− f̂j↑f̂i↓), thus we can write the Hamiltonian (28) as another
form,
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H = −J
2
∑
<ij>
χ̂†ijχ̂ij + J
∑
<ij>
D̂†ijD̂ij
+J
∑
<ij>
Ŝi · Ŝj +
∑
i
λi · (Ŝi − 1
2
f̂ †iασαβ f̂iβ) (29)
where χ̂†ij = f̂
†
iσf̂jσ, and D̂ij = f̂j↓f̂i↑− f̂j↑f̂i↓. The Lagrangian multiplier λi take the equation
Ŝi =
1
2
f̂ †iασαβ f̂iβ as the constraint condition adding to the Hamiltonian (29), and the fermion
operators f̂iσ and the spin operator Ŝi are independent each other. In order to treat the
four-fermion interactions in the Hamiltonian (29), we can further introduce the Lagrangian
multipliers φ′ij and ∆ij to decouple these interactions, and have the following form,
H = −J
2
∑
<ij>
χ̂†ijχ̂ij + J
∑
<ij>
D̂†ijD̂ij
+J
∑
<ij>
Ŝi · Ŝj +
∑
i
λi · (Ŝi − 1
2
f̂ †iασαβ f̂iβ) (30)
+
∑
<ij>
[φ′ij(χ̂
†
ij − f̂ †iσf̂jσ) + h.c.] +
∑
<ij>
[∆ij(D̂ij − f̂j↓f̂i↑ + f̂j↑f̂i↓) + h.c.]
which is completely equivalent to the Hamiltonian (28). In fact, if we integrate out the
boson fields χ̂ij and D̂ij , the Hamiltonian (30) becomes usual one [17], and the Lagrangian
multipliers φ′ij and ∆ij become usual Hubbard-Stratonovich fields.
Now the Hamiltonian (30) only includes the quadratic terms of the fermion operators,
and in principle, we can exactly calculate the ground state energy. However, in the lattice
sites, it is hard to obtain the eigen-functionals of the fermions and the ground state energy
by present method, we need to mapping this lattice Hamiltonian into a continuous one. To
this end, we take the following approximations,
< χ̂ij > = aχ(
xi + xj
2
), < D̂ij >= aD(
xi + xj
2
)
φ′ij = φ
′(
xi + xj
2
), ∆ij = ∆(
xi + xj
2
) (31)
φ′ij f̂
†
iσf̂jσ = φ
′(
xi + xj
2
)f̂ †iσf̂jσ
∼= γf̂ †iσf̂jσ + φ(
xi + xj
2
)f̂ †iσf̂iσ
where a is the lattice constant, and φ′(
xi+xj
2
) = γ + φ(
xi+xj
2
), and obtain the continuous
Hamiltonian,
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H =
∑
k
ε(k)f̂ †σkf̂σk −
∫
dDx[φ(x) + φ∗(x)]f̂ †σ(x)f̂σ(x) +
1
2
∫
dDxλ(x) · f̂ †α(x)σαβ f̂β(x)
+
∫
dDx{2∆(x)f̂↑(x)f̂↓(x)− 2∆∗(x)f̂ †↑ (x)f̂ †↓(x) + λ(x)(f̂ †σ(x)f̂σ(x)− 1)} (32)
+
∫
dDx[aJ |D(x)|2 − aJ
2
|χ(x)|2] +
∫
dDx[φ′(x)χ(x) + ∆(x)D(x) + h.c.] +HS
where ε(k) = −2γ∑l cos(akl), HS = J∑<ij> Ŝi · Ŝj+∑i λi · Ŝi, f̂iσ = √af̂σ(xi), and λ(x) is
a Lagrangian multiplier which adds the constraint condition at each lattice site f̂ †iσf̂iσ = 1.
The parameter γ can be approximately determined by usual mean field theory as taking
φ(x) = 0, where the parameter ∆(x) = ∆0 can also be determined by its self-consistent
equation. In the continuous limit, the Hamiltonian HS is reduced into one of usual non-
linear σ model under an ”external magnetic field” λ(x).
We can further simplify the Hamiltonian (32) by taking ε(k) = (~k)
2
2m
−µ, where m ∼ 1/γ
and µ is the chemical potential of the system. In general, due to ∆0 6= 0, there appears a
gap in the excitation spectrum of the fermions, the dynamic term of the vector fields λ(x)
produced by the fermions is very small and can be neglected in the low energy (temperature)
region kBT ≪ ∆0, therefore, we can simply take λ(x) = 0. We now briefly consider the
influence of this approximation on the spin field. As J > 0, the system has a long-range
or short-range antiferromagnetic correlation, thus the spin field operator can be written as
Ŝi ∼= (−1)iSΩ(xi) + aL(xi), where Ω(xi) · L(xi) = 0 and |Ω(xi)|2 = 1. In the continuous
limit the coupling term becomes
∑
i λi · Ŝi → SLD/2
∑
q λ(q + π/a) · Ω(q), thus only the
fermion-hole excitations with large momentum (∼ π/a) contribute to this coupling term.
However, due to ∆0 6= 0, these excitations are very small and can be safely neglected in the
low energy limit. Therefore, the Hamiltonian (32) can be approximately separated into two
parts, H = Hf +HS, where Hf mainly represents the high energy (∼ ∆0) behavior, and HS
mainly represents the low energy (≪ ∆0) behavior of the system. Here we only consider the
contribution of the Hamiltonian Hf to the ground state energy, where the Hamiltonian Hf
reads,
H =
∫
dDxf̂ †σ(x){
p̂2
2m
− µ+ λ(x)− [φ(x) + φ∗(x)]}f̂σ(x)
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+2
∫
dDx[∆(x)f̂↑(x)f̂↓(x)−∆∗(x)f̂ †↑(x)f̂ †↓ (x)] (33)
+
∫
dDx[
2
aJ
|φ′(x)|2 − 1
aJ
|∆(x)|2 − λ(x)]
Due to appearing the pairing parameter ∆(x) = −aJ < f̂ †↑(x)f̂ †↓(x) >, the ”propagator”
operator M̂(x) of the fermions is a 2× 2 matrix, and can be written as M̂(x) = M̂0 +Φ(x),
where
M̂0 =
 p̂22m − µ −2∆0
−2∆0 − p̂22m + µ

Φ(x) =
 λ(x)− [φ(x) + φ∗(x)] −2∆∗(x)
−2∆(x) −λ(x) + [φ(x) + φ∗(x)]
 (34)
where µ = µ − λ0, ∆(x) = ∆(x) − ∆0, λ(x) = λ(x) − λ0, and the pairing parameter ∆0
can be determined by its self-consistent equation as taking φ(x) = ∆(x) = λ(x) = 0. The
eigen-functional equation of the ”propagator” operator M̂(x) reads,
M̂(x)Ψ
(i)
k (x, [Φ]) = E
(i)
k [Φ]Ψ
(i)
k (x, [Φ]) (35)
where the eigen-values E
(±)
k [Φ] = ±Ek + Σ(±)k [Φ], Ek =
√
ε2(k) + 4∆20, and the self-energy
Σ
(±)
k [Φ] =
∫ 1
0
dξ
∫
dDxΨ
(±)∗
k (x, [ξΦ])Φ(x)Ψ
(±)
k (x, [ξΦ]). The eigen-functionals Ψ
(±)
k (x, [ξΦ])
can be generally written as,
Ψ
(+)
k (x, [ξΦ]) =
A
(+)
k
LD/2
 ukeQ(+)k (x,ξ)
−vkeQ
(+)
k (x,ξ)
 eik·x
Ψ
(−)
k (x, [ξΦ]) =
A
(−)
k
LD/2
 vkeQ(−)k (x,ξ)
uke
Q
(−)
k (x,ξ)
 eik·x (36)
where uk = (1/
√
2)(1+ε(k)/Ek)
1/2, vk = (1/
√
2)(1−ε(k)/Ek)1/2, andA(±)k are the normaliza-
tion constants. To calculate the ground state energy, we only consider the eigen-functionals
Ψ
(−)
k (x, [ξΦ]) which represent the states occupied by the fermions at zero temperature, and
have the differential equations of the phase fields Q
(−)
k (x, ξ) and Q
(−)
k (x, ξ),
16
(
pˆ2
2m
+
~k · pˆ
m
)
Q
(−)
k +
[pˆQ
(−)
k ]
2
2m
+ ξΦ(x) +
2uk
vk
(∆0 −∆∗(x)eQ
(−)
k −Q
(−)
k ) = Σ
(−)
k [Φ](
− pˆ
2
2m
− ~k · pˆ
m
)
Q
(−)
k −
[pˆQ
(−)
k ]
2
2m
− ξΦ(x) + 2vk
uk
(∆0 −∆(x)eQ
(−)
k −Q
(−)
k ) = Σ
(−)
k [Φ] (37)
where the pairing parameter ∆(x) is determined by its self-consistent equation ∆(x) =
−aJ < f̂ †↑(x)f̂ †↓ (x) >= aJ2LD
∑
k θ(−E(−)k [Φ])∆0|Ak|
2
Ek
eQ
(−)
k (x,ξ)+Q
(−)∗
k (x,ξ). The functional expres-
sion of the ground state energy can be written as a simple form,
E[λ, φ,∆] =
∑
k
θ(−E(−)k [Φ])E(−)k [Φ] +
∫
dDx[
2
aJ
|φ′(x)|2 − 1
aJ
|∆(x)|2 − λ(x)] (38)
If we can exactly solve the differential equations of the phase fields (37), we can exactly
calculate the self-energy Σ
(−)
k [Φ] by its definition, then we obtain the ground state energy
contributed by the fermions by taking the constraint conditions, δ E[λ, φ,∆]/δλ(x) = δ
E[λ, φ,∆]/δφ(x) = δ E[λ, φ,∆]/δ∆(x) = 0.
E. One-band Hubbard model
We now consider the one-band Hubbard model on a square lattice, and give the exact
expression of the ground state energy, which is very similar to that of the two-dimensional
electron gas in the continuous coordinates. The Hamiltonian of the Hubbard model on the
square lattice reads,
H = −t
∑
<ij>,σ
(ĉ†iσĉjσ + ĉ
†
jσĉiσ)−
∑
iσ
µĉ†iσ ĉiσ + U
∑
i
ni↑ni↓ (39)
where < ij > indicates the summation over the nearest neighbor sites, and U is the on-site
Coulomb interaction. To decouple the four-fermion interaction, we introduce the Lagrangian
multipliers φiσ which take niσ = ĉ
†
iσ ĉiσ as the constraints to the system, and re-write the
Hamiltonian (39) as,
H [φ, n] = −t
∑
<ij>,σ
(ĉ†iσ ĉjσ + ĉ
†
jσĉiσ)−
∑
iσ
µĉ†iσ ĉiσ −
∑
iσ
φiσ(niσ − ĉ†iσĉiσ) + U
∑
i
ni↑ni↓ (40)
On the lattice site coordinates, the ”propagator” operator of the electrons now can be written
as a N ×N matrix,
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(
M̂ijσ
)
=
(
M̂
(0)
ij + φiσδij
)
(41)
where M̂
(0)
ij = −t(γij + γji) − µδij, γij = 1 for j = i ± 1, and γij = 0 for other j. The
eigen-functional equation of M̂σ reads,
M̂σΨkσ[φ] = Ekσ[φ]Ψkσ[φ] (42)
where the eigen-values Ekσ[φ] = εk + Σkσ[φ], εk = −2t(cos(akx) + cos(aky)) − µ, the self-
energy Σkσ[φ] =
∫ 1
0
dξΨ†kσ[ξφ]φσΨkσ[ξφ], and φσ = (φiσδij) is a N ×N matrix, in which only
the diagonal terms are non-zero. In general, the eigen-functionals Ψkσ[φ] can be written as
a simple form,
Ψkσ[ξφ] =
Ak
L

eik·x1eQkσ(x1,ξ)
...
eik·xN eQkσ(xN,ξ)
 (43)
where Ak is the normalization constant. With the equation (42), the phase fields Qkσ(xi, ξ)
satisfy the following equation,
γk(1− e−Qkσ(xi,ξ)+Qkσ(xi+1,ξ)) + γ∗k(1− e−Qkσ(xi,ξ)+Qkσ(xi−1,ξ)) + ξφiσ = Σkσ[φ] (44)
where γk = t(e
iakx + eiaky), and the self-energy Σkσ[φ] is self-consistently determined by its
definition. The electron operators ĉiσ can be represented by the eigen-functionals Ψkσ[φ]
which are the eigen-functional wave functions of the electrons for a definite boson field φiσ,
ĉiσ =
1
L
∑
k
Ake
ik·xieQkσ(xi,ξ)ĉkσ (45)
then we obtain the exact expression of the ground state energy as a functional of the boson
fields φiσ and the electron density fields ,
E[φ, n] = < H [φ, n] >
=
∑
kσ
θ(−Ekσ[φ])Ekσ[φ]−
∑
iσ
φiσniσ + U
∑
i
ni↑ni↓ (46)
where the chemical potential of the system is determined by the constraint condition,
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∑
kσ
θ(−Ekσ[φ]) = Ne (47)
where Ne is the total electron number. By taking δE[φ, n]/δφiσ = δE[φ, n]/δniσ = 0, we
can exactly calculate the ground state energy and the ground state electron density of the
one-band Hubbard model by using the equations (44), (46) and (47). We hope that our
present results can provide a powerful and exact method to study the strongly correlated
electron systems represented by the Hubbard model, and can give some important criterions
by numerical calculations for analytical calculations.
F. Boson systems
For a boson system, such as the liquid 4He, at zero temperature it has Bose-Einstein
condensation, and the bosons only occupy the state of the momentum k = 0, thus the
equation (10) is trivial, and the ground state energy can be written as,
Eg[ρ] =
1
2
∫
dDxdDy[v(x− y)ρ(x)ρ(y)− 2δ(x− y)φ(x)ρ(x)] (48)
where we have taken µ = Σ0[φ]. The equation (9) reduces into,
G0(x) +
∫
dDyφ(y)
δG0(y)
δφ(x)
=
1
N
ρ(x) (49)
It is noted that the last term in (48) is the contributions of kinetic energy of the bosons,
and in general it may be non-zero for interacting boson systems. We can also give the exact
functional expression of the ground state energy of some trapped boson systems, where
the procedures are very similar that we study the two-dimensional electron gas under the
external magnetic field: (1). we first solve the eigen-functional equation of the ”propagator”
operator M̂(x) of the bosons under some external field and/or constraints, and obtain its
eigen-values and the differential equations of the phase fields; (2). using the eigen-functionals
to represent the boson field operators, we obtain the exact expression of the ground state
energy as a functional of the Lagrangian multiplier boson field φ(x) and the boson density
field ρ(x).
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III. Exact functional expression of the action
In this section, we mainly focus on to study two kinds of systems, one is a D-dimensional
electron gas with transverse gauge fields, and another one is the one-band Hubbard model on
a square lattice. In these two cases, we shall give the exact functional expression of the action
and the eigen-functional wave functions of the electrons. Under linearization approximation
(only keeping the linear terms in solving the differential equation of the phase fields), we
give the effective action which is equivalent to that obtained by usual RPA method. With
them, we can calculate the excitation spectrum and the variety of correlation functions of
the systems, and study their low energy behavior.
A. Electron gas with transverse gauge field
In general, we consider the system with the Hamiltonian (omitting spin label σ of the
electron operators ck)
H0 = ψ
†(x)
(
1
2m
(pˆ− gA)2−µ
)
ψ(x) +
1
2
∫
dDyv(x− y)ρ(y)ρ(x) (50)
where A(x) (∇ ·A(x) = 0) are the transverse gauge fields. The last term represents
usual electron’s Coulomb interaction (four-fermion interaction). Introducing the Hubbard-
Stratonovich (HS) field φ(x, t) to decouple this four-fermion interaction term, and using the
standard path integral method [18], we have the action of the system,
S[φ,A] =
∫
dt
∫
ddx
{
Ψ†(x, t)
[
i~
∂
∂t
+ µ− 1
2m
(pˆ− gA)2 + φ(x, t)
]
Ψ(x, t)
}
+
1
2TLD
∑
q,Ω
1
v(q)
φ(−q,−Ω)φ(q,Ω) (51)
where Ψ(x, t) is the electron field, and only quadratic term of Ψ(x, t) appears in the action.
Therefore, the integration of the electron field becomes a standard Gaussian form. It is
worthily noted that after introducing the boson field φ(x, t), the Hilbert space of the system
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is enlarged, and the unphysical electron density field ρ(x, t) 6= Ψ†(x, t)Ψ(x, t) appears in
the action 51. To erase the unphysical electron density field, we must take the functional
average over the boson field φ(x, t) in calculating a variety of correlation functions and
response functions of the system to external fields.
After integrating out Ψ(x, t), the contribution of “kinetic” energy of the electrons to the
action is −iT r ln(M̂), where M̂(x, t) = i~∂t+µ− (pˆ−gA)2/(2m)+φ(x, t) is the propagator
operator of the electrons. Using the formula,
Tr ln
(
M̂
)
= Tr ln
(
i~∂t + µ− p̂2/(2m)
)
+
∫ 1
0
dξ
∫
dtdDxφ(x, t)G(x, t; x
′
, t
′
, [ξφ])| t′→t
x′→x
(52)
where M̂(x, t)G(x, t; x
′
, t
′
, [φ]) = δ(x − x′)δ(t − t′), and neglecting the constant term, we
have the following expression of the action,
S[φ,A] = −i
∫ 1
0
dξ
∫
dtdDxφ(x, t)G(x, t; x
′
, t
′
, [ξφ])| t′→t
x′→x
+
1
2TLD
∑
q,Ω
1
v(q)
φ(−q,−Ω)φ(q,Ω) (53)
The eigen-functional equation of the propagator operator M̂(x, t) reads,[
i~
∂
∂t
+ µ− 1
2m
(pˆ− gA)2 + φ(x, t)
]
Ψkω(x, t, [φ]) = Ekω[φ]Ψkω(x, t, [φ]) (54)
where the eigen-values Ekω[φ] = ~ω−ε(k)+Σk[φ], ε(k) = (~k)2/(2m)−µ, and the self-energy
Σk[φ] =
∫ 1
0
dξ
∫
dtdDxΨ∗k(x, [ξφ])[φ(x) +
g
2m
A·(2p̂−gA)]Ψk(x, [ξφ]) is a regular function, and
independent of ω (see below equation 56). Using the orthogonality and completeness of the
eigen-functionals Ψkω(x, t, [φ]), the Green’s functionals G(x, t; x
′
, t
′
, [φ]) can be represented
by these eigen-functionals,
G(x, t; x
′
, t
′
, [ξφ]) =
∑
kω
1
Ekω[φ]
Ψkω(x, t, [ξφ])Ψ
†
kω(x
′
, t
′
, [ξφ]) (55)
The eigen-functionals Ψkω(x, t, [φ]) are the eigen-functional wave functions of the electrons
for a definite HS field φ(x, t), and have the following exact expressions,
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Ψkω(x, t, [ξφ]) = Ak
(
1
TLD
)1/2
eQk(x,t,ξ)eik·x−i(ω+Σk[φ])t (56)
where Ak is the normalization constant, and T → ∞ is the time length of the sys-
tem (for finite T , the Ψkω(x, t, [ξφ]) satisfy the boundary condition Ψkω(x, t + T, [ξφ]) =
−Ψkω(x, t, [ξφ])). These eigen-functionals are composed of two parts, one represents the
free electrons, and another one represents the correlation of the electrons produced by the
electron interaction. Thus we can formally write
Ψkω(x, t, [ξφ]) = ψkω(x, t)Ake
Qk(x,t,ξ)e−iΣk[φ]t (57)
where ψkω(x, t) are the wave-functions of the free electrons. The phase fields Qk(x, t, ξ)
satisfy the usual Eikonal-type equation with the condition Qk(x, t, ξ) = 0 as φ(x, t) = 0 and
A(x, t) = 0, (
i~
∂
∂t
− pˆ
2
2m
− ( ~
m
k− ξg
m
A) · pˆ
)
Qk(x, t, ξ)− [pˆQk(x, t, ξ)]
2
2m
−ξ(gA)
2
2m
+
~ξg
m
k ·A+ ξφ(x, t) = 0 (58)
which can be exactly solved by a series expansion of the HS field φ(x, t) and the transverse
gauge fields A(x, t) and/or by computer calculations [19,20]. It is noted that the φ(x, t)
and A(x, t) dependence of the eigen-functionals Ψ(x, t, [ξφ]) is completely determined by
the phase fields Qk(x, t, ξ).
Substituting equation (56) into equation (55), the Green’s functionals can be written as,
G(x, t; x
′
, t
′
, [ξφ]) =
i
LD
∑
k
θ(Σk[φ]− ε(k))|Ak|2eik·(x−x′)−iε(k)(t−t′)eQk(x,t,ξ)+Q∗k(x′,t′,ξ) (59)
In order to calculate the Green’s functionals G(x, t; x
′
, t
′
, [ξφ])| t′→t
x′→x
, we take the following
regular procedure,
G(x, t; x
′
, t
′
, [ξφ])| t′→t
x′→x
=
1
2
lim
η→0+
(G(x, t; x− η, t, [ξφ]) +G(x, t; x+ η, t, [ξφ])) (60)
then we obtain the following exact functional expression of the action,
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S[φ,A] =
1
2
∫
dtdDx [F (x, x− η, t) + F (x, x+ η, t)]η→0+
+
1
2TLD
∑
q,Ω
1
v(q)
φ(−q,−Ω)φ(q,Ω) (61)
F (x, x′, t) = T
∫ 1
0
dξ
∑
k
θ(Σk[φ]− ε(k))φ(x, t)e
ik·(x−x′)eQk(x,t,ξ)+Q
∗
k(x
′,t,ξ)∫
dtdDxeQk(x,t,ξ)+Q
∗
k(x,t,ξ)
It becomes very clear that this kind of problems end in to solve the differential equation (58)
of the phase fields Qk(x, t, ξ), which can be solved by a series expansion of the boson field
φ(x, t) and the transverse gauge fieldsA(x, t). With this action and the eigen-functionals, we
can calculate a variety of correlation functions, such as the single electron Green’s function,
by taking the functional average on the boson field φ(x, t) and the transverse gauge fields
A(x, t),
G(x− x′, t− t′) = i < G(x, t; x′ , t′ , [φ]) >φ,A
= i
∫ ∏
Dφ
∏
DAG(x, t; x
′
, t
′
, [φ])eiS[φ,A]∫ ∏
Dφ
∏
DAeiS[φ,A]
(62)
In general, it is difficult to exactly calculate the action, in order to study the low energy be-
havior of the system, we can approximately calculate it. After taking some approximations,
we can obtain the following effective action (omitting constant terms),
S[φ,A] =
1
2TLD
∑
q,Ω
φ(−q,−Ω)φ(q,Ω)
v(q)
+
1
2
∫
dtdDxφ(x, t) [F1(x, t, δ) + F2(x, t)]η→0 (63)
where F1(x, t, η) = −(1/(2π)D)
∫
dDkθ(−ε(k)) sin(k · η)η · ∇QIk(x, t), F2(x, t) =
(2/(2πD))
∫
dDkθ(−ε(k))QRk (x, t). We have taken θ(Σk[φ] − ε(k)) ∼= θ(−ε(k)) and
eQk(x,t,ξ)+Q
∗
k(x
′,t,ξ) ∼= 1 +Qk(x, t, ξ) + Q∗k(x′, t, ξ), and written the phase fields as Qk(x, t, ξ =
1) = Qk(x, t) = Q
R
k (x, t) + iQ
I
k(x, t). It is worthily noted that the contribution of the ”ki-
netic” energy of the electrons to the action is composed of two parts, one is from the real
phase field QRk (x, t), and another one is from the imaginary phase field Q
I
k(x, t). Due to the
Fermi surface structure of the system, the momentum integral in F1(x, t, η) can be written as
[21],
∫
dDk = SD−1
∫
d|k||k|D−1 ∫ π
0
dθ(sin θ)D−2, where SD = 2π
D/2/Γ(D/2). As D ≥ 2, the
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integration of sin(k · η) is regular, thus as η → 0 the function F1(x, t, η) = 0, the imaginary
phase field QIk(x, t) does not contribute to the action. Only at D = 1, it has contribution to
the action, where the real phase field QRk (x, t) is zero (see below). This property is indepen-
dent of the electron interaction, it is completely determined by the Fermi surface structure
of the system.
For a 1D interacting electron gas (taking A(x, t) = 0), the electron energy spectrum
near its Fermi level ±kF can be written as, ε(k) = ±vFk, where vF is the Fermi ve-
locity. The branch ε(k) = vFk represents the right-moving electrons, and the branch
ε(k) = −vFk the left-moving electrons. In general, the electron interaction term reads,
(1/L)
∑
q v(q)ρR(q)ρL(−q), where ρR(L)(q) are the right- and left-moving electron densities,
respectively, and v(q) ∼= V , a constant. To decouple this four-fermion interaction, we in-
troduce two HS fields φR(L)(x, t), and have two sets of wave-functions of the right- and
left-moving electrons for the definite φR(L)(x, t), respectively,
ΨR(L)kω(x, t, [ξφ]) =
(
1
TL
)1/2
eQR(L)(x,t,ξ)eikx−i(ω−ΣR(L)[φ])t (64)
where ΣR(L)[φ] is a regular quantity, and independent of k and ω. The phase fields
QR(L)(x, t, ξ) are independent of k, and satisfy the simplified Eikonal equation,(
i
∂
∂t
± ivF ∂
∂x
)
QR(L)(x, t, ξ)− ξφR(L)(x, t) = 0 (65)
These linear differential equations can be easily solved, and the phase fields QR(L)(x, t, ξ =
1) = QR(L)(x, t) are imaginary because the HS fields φR(L)(x, t) are real. The action (61)
becomes the following simple form [22],
S[φ] =
1
TL
∑
q,Ω
[
1
4π
q
q − Ω |φR|
2 +
1
4π
q
q + Ω
|φL|2 + 1
V
φR(−q,−Ω)φL(q,Ω)
]
(66)
where φR(L) = φR(L)(q,Ω). It is worthily noted that the imaginary phase fields QR(L)(x, t)
not only determine the electron correlation, but also contribute to the action. This is
qualitatively different from that in 2D and 3D electron gases, where the imaginary part
of the phase field Qk(x, t) does not contribute to the action due to their Fermi surface
structures.
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As D ≥ 2, for simplicity, we can solve the Eikonal equation by neglecting the quadratic
term (∇Qk)2. This approximation is reasonable because for the long-range Coulomb in-
teraction, only the states near the Fermi surface with momentum q < qc (qc ≪ kF ) are
important in the low energy regime, and for the smooth function Qk(x, t), this quadratic
term is proportional to (qc/kF )
2 ∼ 0. Under this approximation, we can obtain the effective
action,
Seff. =
1
2TLD
∑
q,Ω
[(
1
v(q)
− χ(q,Ω)
)
|φ(q,Ω)|2 +Πij(q,Ω)Ai(−q,−Ω)Aj(q,Ω)
]
(67)
where χ(q,Ω) is usual Lindhard function [23], and Πij(q,Ω) = (iγΩ/q+χq
2)(δij−qiqj/q2) the
propagator of the transverse gauge fields Ai(q,Ω) produced by the electron-hole excitations
[17]. In fact, the above approximation is equivalent to usual random-phase approximation
(RPA). However, at present framework, it gives more useful and important informations
than usual RPA method, because we have the well-defined phase fields, and can use their
imaginary part to determine the electron correlation.
B. One-band Hubbard model on a square lattice
In the above subsection, we have considered the D-dimensional electron gas with the
transverse gauge fields in the continuous coordinate space, now for simplicity we consider
an one-band Hubbard model on a square lattice, but this method can be easily extended to
other lattice models. The one-band Hubbard model on a square lattice is presented by the
Hamiltonian,
H = −t
∑
<ij>σ
(ĉ†iσĉjσ + ĉ
†
jσĉiσ)− µ
∑
iσ
ĉ†iσ ĉiσ + U
∑
i
ni↑ni↓ (68)
Introducing the Lagrangian multiplier fields φiσ(t), we have the following action,
S[φ, n] =
∑
<ij>σ
∫
dtc†iσ(t)Mijσ(t)cjσ(t)−
∑
iσ
∫
dt[niσ(t)φiσ(t) +
1
2
Uni↑(t)ni↓(t)] (69)
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where Mijσ(t) = δij [i∂t + µ + φiσ(t)] + t(γij + γji) is a N × N matrix, where γij = 1 for
j = i± 1, and γij = 0 for other j. After integrating out the electron fields ciσ(t), we obtain
the following action,
S[φ, n] = −iT r ln (Mijσ(t))−
∑
iσ
∫
dt[niσ(t)φiσ(t) +
1
2
Uni↑(t)ni↓(t)] (70)
Using the formula,
−iT r ln (Mijσ(t)) = −iT r ln
(
M
(0)
ij
)
− i∑iσ ∫ 10 dξ ∫ dtφiσ(t)Gσ(xi, t; xj , t′, [ξφ])| t′→txj→xi, where
M
(0)
ij = δij(i∂t+µ)+ t(γij + γji), and Mijσ(t)Gσ(xj , t; xl, t
′, [φ]) = δilδ(t− t′), this action can
be re-written as (neglecting the constant term),
S[φ, n] = −i
∑
iσ
∫ 1
0
dξ
∫
dtφiσ(t)Gσ(xi, t; xj, t
′, [ξφ])| t′→t
xj→xi
−
∑
iσ
∫
dt[niσ(t)φiσ(t) +
1
2
Uni↑(t)ni↓(t)] (71)
The eigen-functional equation of the matrix operator Mijσ(t) reads,
Mσ(t)Ψkωσ(t, [φ]) = Ekωσ[φ]Ψkωσ(t, [φ]) (72)
where the eigen-values Ekωσ[φ] = ω − εk + Σkσ[φ], εk = −2t[cos(akx) + cos(aky)] − µ, and
Σkσ[φ] =
∫ 1
0
dξ
∫
dtΨ†kωσ(t, [φ])φσ(t)Ψkωσ(t, [φ]), where φσ(t) = (φiσ(t)δij) is a N×N matrix.
The eigen-functionals Ψkωσ(t, [φ]) have the following general expression,
Ψkωσ(t, [ξφ]) = Ak
(
1
TL2
)1/2

eik·x1eQkσ(x1,t,ξ)
...
eik·xNeQkσ(xN ,t,ξ)
 e−i(ω+Σkσ [φ])t (73)
where Ak is a normalization constant, and the phase fields Qkσ(xi, t, ξ) satisfy the following
differential equation,
i∂tQkσ(xi, t, ξ)+ξφiσ(t)− γk(1− e−Qkσ(xi,t,ξ)+Qkσ(xi+1,t,ξ))
−γ∗k(1− e−Qkσ(xi,t,ξ)+Qkσ(xi−1,t,ξ)) = 0 (74)
where γk = t(e
iakx+eiaky). Using the orthogonality and completeness of the eigen-functionals
Ψkωσ(t, [ξφ]), the Green’s functionals can be written as,
26
Gσ(xi, t; xj, t
′, [ξφ]) =
i
L2
∑
k
θ(Σk[φ]− ε(k))|Ak|2eik·(xi−xj)−iε(k)(t−t′)
×eQkσ(xi,t,ξ)+Q∗kσ(xj ,t′,ξ) (75)
then the action of the system reads,
S[φ, n] =
1
2
∑
iσ
∫
dt [Fσ(xi, xi − η, t) + Fσ(xi, xi + η, t)]η→0+
−
∑
iσ
∫
dt[niσ(t)φiσ(t) +
1
2
Uni↑(t)ni↓(t)] (76)
Fσ(xi, xj , t) = T
∫ 1
0
dξ
∑
k
θ(Σk[φ]− ε(k))φ(xi, t)e
ik·(xi−xj)eQkσ(xi,t,ξ)+Q
∗
kσ(xj ,t,ξ)∑
i
∫
dteQkσ(xi,t,ξ)+Q
∗
kσ(xi,t,ξ)
It is clear that this action is very similar to that of the electron gas in the continuous coordi-
nate space, the difference between them is that the phase fields Qkσ(xi, t, ξ) and Qk(x, t, ξ)
satisfy different differential equations (74) and (58), respectively. With equations (73), (74)
and (76), we can completely determine the low energy behavior of the one-band Hubbard
model on the square lattice, at least we can do that by numerical calculations, because we
believe that with the help of these equations we may need much less computer time than
previous methods for the large lattice site numbers.
Now there is a common consensus that the physical properties of the high Tc cuprate
superconductivity is determined by the 2D strongly correlated electron gas in their copper-
oxide plane(s) which can be approximately represented by the one-band Hubbard model
[7]. If this is true, our present results can provide enough informations to determine the
physical properties of the high Tc cuprate superconductivity, because using equation (46),
we can exactly determine their ground state energy and ground state electron density field,
and using equations (73) and (76), we can calculate their variety of correlation functions
and response functions to external fields.
IV. Ground state wave function of the systems
In principle, we can calculate the ground state wave function of any systems by using
the eigen-functionals. For boson systems, at zero temperature they have the Bose-Einstein
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condensation, and the bosons occupy the state with the momentum k = 0, and have the
eigen-functional wave function Ψ0(x, [φ]). However, for fermion systems, the phase fields
may depend on the momentum k of the fermions, it becomes very difficult to calculate their
ground state wave functions. In general, the ground state wave function of the fermion
system can be written as,
Ψ(x1, x2, ..., xN) =< ‖Ψki(xj , [φ])‖ >φ (77)
where kN = kF is the Fermi momentum, and the functional average over the HS boson field
φ(x) can be done by taking Qki(xj) ≡ Qki(xj , t) and φ(xi) ≡ φ(xi, t). Here we only consider
the boson systems and the two-dimensional electron gas under an external magnetic field
there appears the fractional quantum Hall effect for enough strong magnetic field.
A. Boson systems
For boson systems, due to the condensation of the bosons, we have the following ground
state wave-function,
Ψ(x1, x2, ..., xN) =
(
A0
LD/2
)N
< Ψ(x1, x2, ..., xN , [φ]) >φ
Ψ(x1, x2, ..., xN , [φ]) = e
∑N
i=1Q0(xi,ξ=1) (78)
where < ... >φ means the functional average over the boson field φ(x). The functional
Ψ(x1, x2, ..., xN , [φ]) is very similar to the generalized London wave-function [24], where
f(xi) = exp{QR0 (xi, ξ = 1)} and S(xi) = QI0(xi, ξ = 1). To calculate this functional average,
we need knowing the action of the systems. Without external fields and constraints, the
phase fields Q0(x, t, ξ) satisfy the simple Eikonal equation with the condition Q0(x, t, ξ) = 0
as φ(x, t) = 0, (
i~
∂
∂t
− pˆ
2
2m
)
Q0(x, t, ξ)− [pˆQ0(x, t, ξ)]
2
2m
+ ξφ(x, t) = 0 (79)
If we only keep the linear terms, we have the following simple solution,
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Q0(x, t, ξ) = − ξ
TLD
∑
q,Ω
φ(q,Ω)
~Ω− ǫq e
iq·x−iΩt (80)
where ǫq = ~
2q2/(2m). Substituting it into (63), we obtain the following effective action
with k = 0,
S0[φ] =
1
TLD
∑
q,Ω
(
− Nǫq
(~Ω)2 − ǫ2q
+
1
2v(q)
)
φ(−q,−Ω)φ(q,Ω) (81)
It is worthily noted that with this action we cannot obtain the correct excitation spectrum
of the systems, because it is obtained by using the phase fields Q0(x, t, ξ). In order to get
the correct excitation spectrum of the bosons, we need knowing the action obtained by the
phase fields Qk(x, t, ξ). However, we can approximately use the action S0[φ] to calculate the
functional average over the boson field φ(x, t) in equation (78) by taking Q0(xi, ξ = 1) ≡
Q0(xi, t, ξ = 1). The detail expression form of the ground state wave function depends on
the interaction potential v(q), but it can be generally written as,
Ψ(x1, x2, ..., xN) ∼ e−
∑
i<j U(xi−xj) (82)
where U(xi−xj) is uniquely determined by the interaction potential v(xi−xj). It is clearly
seen that this ground state wave-function is uniquely determined by single effective potential
function, and has the expression very similar to usual correlated basis functions [?] that are
the type of wave-function most often employed in the study of the ground state properties
of 4He.
B. Two-dimensional electron gas under an external magnetic field
The ground state wave function of this system cannot be written as a simple form even
if for the lowest Landau level (n = 0), because the phase fields Qnl(x, ξ = 1) depend
on the quantum numbers n and l. In the lowest Landau level, if we approximately take
Q0l(x, ξ = 1) ∼ Q00(x), we can obtain the following expression of the ground state wave-
function,
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Ψ(x1, x2, ..., xN) = A
N∏
i=1
zi
∏
i>j
(zi − zj)e
∑N
i=1 |zi|
2
< e
∑N
i=1Q00(xi) >φ (83)
where A is a normalization constant, and the factor
∏
i>j(zi − zj) guarantees the anti-
commutation of the electrons. The last factor < exp{∑Ni=1Q00(xi)} >φ is very similar to
the ground state wave-function of the boson systems (82), and it is very clear that this factor
is the contribution of the electron interactions. Using the procedure as above for the boson
systems, we can obtain an approximate action by only keeping the linear terms in solving
the differential equation of the phase field Q00(x), then with this action we can calculate the
functional average in (83). Only for long range Coulomb interaction v(q) = e2/(4πq2) can
one have < exp{∑Ni=1Q00(xi)} >φ∼ ∏i>j |zi − zj |γ, where γ is a dimensionless constant,
but at present approximation, it is hard to determine the relation between γ and the filling
factor of the lowest Landau level. Thus this ground state wave function is different from
the Laughlin’s trial wave-functions of the odd-denominator fractional quantum Hall states.
However, we believe that with the equations of the ground state energy and the ground state
wave function (18) and (83), we can obtain more important informations of the fractional
quantum Hall effects than that by the Laughlin’s trial wave-functions, because they are
directly derived from the microscopic theory.
V. Unified description of strongly and weakly correlated electron gases
In this section, we show that the strongly and weakly correlated electron gases can be
unifiably represented under present theoretical framework. In fact, as shown in the section II
and /or section III, the problems of the quantum many-particle systems end in to solve the
differential equation of the phase fields Qk(x, t, ξ). Thus the phase fields Qk(x, t, ξ) are the
key parameters hidden in the quantum many-particle systems, and completely determine
their low energy behavior. It is natural that we can unifiably represent the quantum many-
particle systems with the help of the phase fields Qk(x, t, ξ).
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It is simple to prove that the 1D interacting electron gas is a strongly correlated system
even for very weak electron interaction V ∼ 0. With the action (66), by simple calculation
we can obtain the relations,
< ψR(L)kω(x, t)Ψ
†
R(L)kω(x
′, t, [φ]) >φ∼
(
1
L
)α
eik(x−x
′)
< eQR(L)(x,t)e−QR(L)(x
′,t) >φ∼ e−2α ln |x−x′|, |x− x′| → ∞ (84)
where α ∼ (1 − V/(2π~vF ))/2 for V ∼ 0, is the dimensionless coupling strength param-
eter, the ψR(L)kω(x, t) are the wave-functions of the right(left)-moving free electrons, and
< · · · >φ means taking functional average over the HS fields φR(L)(x, t). The first equation
presents the zero overlap between the eigen-functional wave functions ΨR(L)kω(x, t, [φ]) of
the interaction electrons and the wave functions of the free electrons (V = 0) as L → ∞,
thus the states of the interacting electron gas does not have one-to-one correspondence via
adiabatic continuation with those of the free electron gas. The second equation presents
the strong electron correlation, in which the electron correlation length is infinity even for
weak electron interaction. Due to this strong electron correlation, the low energy excitation
modes of the 1D interacting electron gas are those collective excitation modes, such as the
charge and spin density waves, and there are not well-defined quasi-particles (holes) near the
two Fermi levels ±kF . Thus the Tomonaga-Luttinger liquid theory is a strongly correlated
theory, and is universal for 1D interacting electron gases.
For a 3D electron gas with long-range Coulomb interaction v(q) = e2/(4πq2), by simple
calculation, we have the relations,
< ψkω(x, t)Ψ
†
kω(x
′, t, [φ]) >φ ∼ Zkeik·(x−x′)
< eiQ
I
k(x,t)e−iQ
I
k(x
′,t) >φ ∼ ezIk(x−x′) (85)
where Zk is finite, and z
I
k(x) is a smooth function. As |x| → ∞, the function zIk(x) goes
to zero. The first equation presents that the eigen-functionals Ψkω(x, t, [φ]) have large over-
lap with the eigen-functions ψkω(x, t), and the second equation presents that there is only
weak electron correlation even for long-range Coulomb interaction. Thus the fundamental
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assumption of the Landau Fermi liquid theory is satisfied, and the Landau Fermi liquid
theory is universal for 3D interacting electron gases.
For a 2D electron gas with the long-range Coulomb interaction v(q) = e2/(4πq2), the
situation is different from that in the 3D electron gas. By simple calculation, we can obtain
the relations,
< ψkω(x, t)Ψ
†
kω(x
′, t, [φ]) >φ ∼
(
1
qcL
)β
eik·(x−x
′)
< eiQ
I
k(x,t)e−iQ
I
k(x
′,t) >φ ∼ e−2β ln(qc|x−x′|), |x− x′| → ∞ (86)
where β = e2/(2(4π)2ωp) is the dimensionless coupling strength parameter, and ωp is the
plasma frequency. In fact, qcL → ∞, the first equation presents that the eigen-functionals
Ψkω(x, t, [φ]) has no (or infinitesimal) overlap with the eigen-functions ψkω(x, t), and the
second equation presents the strong electron correlation. In this case, the fundamental
assumption of the Landau Fermi liquid theory fails, and the system shows the non-Landau-
Fermi liquid behavior. In the low energy limit, as Ω > q → 0, we have χ(q,Ω) ∼ q2/Ω2, then
we obtain the propagator of the HS field φ(x, t) by the action (67), Gφ(q,Ω) = v(q)/(1 −
ω2p/Ω
2). Using this propagator to calculate the functional average over φ(x, t), we obtain the
results in (86). These results are consistent with that of Ref. [25] obtained by other method.
The higher order terms neglected in solving equation (58) cannot alter these results because
in low energy limit they are proportional to (qc/kF )
2+n → 0, n = 0, 1, 2, ..., and can be safely
neglected. It is worthy noted that for 2D and 3D electron gases with long-range Coulomb
interactions we have the same Gφ(q,Ω) in which the screening effects are denoted by the
factor 1/(1 − ω2p/Ω2). However, the reason they show different low energy behavior is that
the integral
∫
ddqeiq·x/q2 appearing in the functional average of equations (85) and (86) is
divergent (log-type) for d = 2, while it is convergent for d = 3.
Even if the asymptotic behavior of the single electron Green’s function is similar to
that of the 1D interacting electron gas (see, (84) and (86)), they originate from different
physics. However, this difference can also be clearly seen from their effective actions of the
density field. For 1D interacting electron gases, this action can be easily obtained by usual
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bosonization method [13,15], where the density field has well-defined propagator (density
wave). For the 2D electron gas with long-range Coulomb interaction, the effective action
(67) can be written as with the density field (taking A(x, t) = 0),
Seff.[ρ] =
1
2TL2
∑
q,Ω
(
1
χ(q,Ω)
− v(q)
)
|ρ(q,Ω)|2 (87)
There appears a gap in the excitation spectrum of the density field (plasmon excitations).
It was shown [26] that as e2 ≫ 4π the system can be described as a Landau Fermi liquid
formed by chargeless quasi-particles which has vanishing wavefunction overlap with the bare
electrons in the system. For short range and/or weak electron interaction, the 2D interacting
electron gases would show the Landau Fermi liquid behavior in the low energy region.
Based on the above calculations, it becomes clear that if the non-Fermi liquid behavior of
the electron gases is produced by the (long range) Coulomb interaction of the electrons, the
correlation function of the imaginary phase fields QIk(x, t) must be a log-type. However, there
exists another type correlation function of the imaginary phase fields QIk(x, t), which also
induces the non-Fermi liquid behavior of the electron gases. Here we only consider a simple
example of 2D electron gas with transverse gauge fields A(x, t). Solving the differential
equation of the phase fields Qk(x, t) (58) where only keeps the linear terms, and using the
effective action (67), we can obtain single electron Green’s function,
G(x− x′, t− t′) = i < G(x, t; x′, t′, [φ]) >A
= − 1
L2
∑
k
θ(−ε(k))eik·(x−x′ )−iǫ(k)(t−t′)eP Ik (x−x′,t−t′) (88)
where P Ik (x, t) comes from the contribution of the imaginary phase fields Q
I
k(x, t), and the
contribution from the real phase fields QRk (x, t) can be neglected. Near the Fermi surface
k ∼ kF , we have the relation,
P IkF (0, t) ≃ −i1/3ag2t1/3 (89)
where a = kF
4π2m
(χ/γ)1/3
∫
dx(1 − cos(x))x−4/3. This result is basic same as that of Ref.
[27,28]. Due to the power-law time dependence of the phase factor P IkF (0, t), the single
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electron Green’s function shows a singular low energy dependence which violates the quasi-
particle excitation assumption of the Landau Fermi liquid. Thus, the system shows non-
Fermi liquid behavior. In this case, the correlation function of the imaginary phase fields
QIk(x, t) has the power-law form t
α, α < 1, near the Fermi surface. For a 2D electron gas
with long range Coulomb interaction and transverse gauge fields, the correlation function of
the imaginary phase fields QIk(x, t) is composed of two parts, one is a log-type which comes
from the contribution of the HS boson field φ(x, t), and another one has the power-law form
tα, α < 1, near the Fermi surface, which is from the contribution of the transverse gauge
fields A(x, t). Thus this system shows the non-Fermi liquid behavior in the low energy
region.
VI. Discussion and conclusion
Applying previous perturbation methods to study strongly correlated systems, we may
meet many serious problems, because in these systems due to the strong correlation among
fermions/bosons, there does not exist a small quantity to be used as a perturbation ex-
pansion parameter. The most prominent character of the strongly correlated systems is the
strong fermion/boson correlation, which completely controls their low energy behavior. This
strong fermion/boson correlation is produced by the fermion/boson interactions, thus the
key point of this kind problems is how to exactly or accurately treat the particle interac-
tion (potential) terms. However, the traditional treatment of these systems is starting from
a bare particle Green’s function to perturbatively treat the particle interaction (potential)
terms, i.e., exactly treating the kinetic energy term and perturbatively treating the potential
terms. Explicitly, this treatment is unsuccessful for the strongly correlated systems.
It is natural that one uses another way to treat the strongly correlated systems, i.e.,
exactly treating the interaction (potential) terms and exactly or perturbatively treating the
kinetic energy term of the particles, such as usual bosonization method in treating 1D in-
teracting fermion systems. Only in this way can one effectively treat the strong particle
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correlation. However, to realize this idea, we may meet two problems, one is how to de-
couple four-particle interaction (potential) term, and another one is how to represent the
particle correlation strength. The former one can be done by introducing Lagrangian mul-
tiplier or Hubbard-Stratonovich boson fields, and the latter one can be naturally done by
introducing phase fields in solving the eigen-functional equation of the propagator operator
of the particles. It must be mentioned that after introducing the Lagrangian multiplier or
Hubbard-Stratonovich boson fields, the Hilbert space of the system is enlarged, and the
unphysical particle density field also appears in the Hamiltonian and/or action. To delete
these unphysical states or leave the original Hilbert space intact, we can add a constraint
condition to the functional ground state energy, such as δE[φ, ρ]/δφ(x) = 0, or take the
functional average over the Lagrangian multiplier φ(x, t).
Based on the above idea, we have established an unified theory of the quantum many-
particle systems, which is valid not only for weakly correlated fermion/boson systems, but
also for strongly correlated fermion/boson systems. This unified theory of the quantum
many-particle systems has three prominent characters, (1). it is completely founded on
the basic principles of quantum mechanics. (2). it has well-defined phase fields used to
represent the particle correlation strength. (3). it has an explicit and simple exact functional
expression of the ground state energy, the action and the eigen-functional wave functions of
the particles, and one can easily use them to effectively (or exactly) treat general quantum
many-particle problems, and can obtain any accurate result as one hoped by taking high
order corrections. In this unified theory, we have shown that the problems of the quantum
many-particle systems end in solving the differential equation of the phase fields Qk(x, ξ)
and/or Qk(x, t, ξ), and given the exact expression of the ground state energy and action,
and the eigen-functional wave functions of the particles as the functional of the HS boson
fields (and/or transverse gauge fields) and the particle density fields. With them, we can
calculate a variety of correlation functions of the systems. It is surprising but natural that the
physical properties of the many-particle systems is completely controlled by the differential
equation of the phase fields Qk(x, t, ξ). The above results have been easily applied to the
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systems under external fields and/or constraint conditions, such as trapped boson systems
and 2D electron gas under the external magnetic field, and to the lattice models, such as
the Heisenberg model and the one-band Hubbard model on the square lattice.
The key points of this unified theory are that: (1). we introduce the Lagrangian multiplier
(or HS) field φ(x, t) which takes the particle density ρ(x, t) = ψ†(x, t)ψ(x, t) as a constraint
condition, so that the four-particle interaction term is decoupled and the action can only
have the quadratic form of the particle (fermion/boson) fields. (2). by introducing the
phase field Qk(x, t, ξ), which is a functional of the boson field φ(x, t) and determined by
usual Eikonal-type equation, we can use it to completely represent the ”kinetic” energy of
the systems. Thus the problems of the quantum many-particle systems end in to solve the
differential equation of the phase fields Qk(x, t, ξ). (3). the phase field Qk(x, t, ξ) is a key
parameter hidden in the quantum many-particle systems, its imaginary part represents the
particle correlation strength, and its real part only contributes to the ground state energy and
action. (4). we are able to use the particle density field ρ(x) and ρ(x, t) to exactly represent
the ground state energy and action of the quantum many-particle systems, respectively.
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