We study a class of general rewriting system derivations called canonical derivations. For context-free rewriting systems, these derivations are in one-to-one correspondence with the usual structural descriptions.
INTRODUCTION
In Griffiths and Petrick (1965) and Griffiths (1965) , several algorithms are presented for parsing sentences of context-free languages. All of these algorithms are expressed by means of transformations which take a context-free grammar into a semi-Thue system (restricted so that, in effect, it constitutes a program for a single-state, nondeterministic, two-pushdown-tape Turing machine) in which certain derivations are in one-to-one correspondence with sought-after structural descrip-tions in the original context-free grammar. In the present paper, we define and investigate Canonical derivations, structures one might reasonably wish to recover if one were to "parse" sentences of general re~iting systems. We shall see among other things that, in analogy with the context-free case, we can transform a general rewriting: system into a semiThue system in which (in a sense made precise later) only the canonical derivations of the original general rewriting system are preserved.
Essentially, a derivation is canonical if each rewriting rule is applied to the left of all of those rules following it which are not dependent on it. Hibbard (1967) notes that in semi-Thue systems, canonical derivations are in one-to-one correspondence with the derivation graphs he uses to define ambiguity. In context-free grammars, canonical derivations from the designated symbol to a particular sentence are in one-to-one correspondence with the structural descriptions of that sentence. Though this one-to-one correspondence does not hold for context-sensitive grammars, there is a straightforward relationship between the context-sensitive structural descriptions and the context-sensitive canonical derivations. In passing from S to T wa r, we identify the symbol instances C~, -.
• , C~, D1, ... , D~ occurring in S with their counterparts in T; whereas, none of the symbol instances A~, • .-, Am is identified with any of the If m = 0, A~...A~ is, by convention, the null string, denoted byh. It is necessary to distinguish, in some manner, between letters of an alphabet and instances of those letters as they occur in strings. When the intended use is clear from context, we will often refer to a symbol instance as a "letter" or "symbol." Similarly, "rule" will often refer to a rule instance in a derivation. symbol instances B1, -.-, B,, even though several of the A~'s and Bj's may be instances of the same letter.
If we require m >_ 1 and n >--1 in (2.1) of Definition 2.1, G is ~ semiThue system as defined in Davis (1958) . If we require m = I and n -> 0, G is u context-free system, the rewriting system underlying the contextfree grammar as defined in Chomsky (1963) .3 Dnr~ITION 2.2. If G = (V, R) is a GRS, a derivation from string S to string T in G is a sequence S, r1(il), r2 (i~), ... , rt(it) where each re C R, each rj(ij) is applicable to and T = Sr~(i~), ..rt(it) . Srz (i1)"" ry-1 (/y-l) is the jth string in the derivation. 4
For example, let G + = ({A, B, C, D, E}, R +) be a GRS ~dth R + containing the rules:
BC --~ CD

A-~A
h--~ E.
Written with intermediate strings displayed, the following is a derivation from ABCDC to CDEDC in G+:
To eliminate needless repetition, we will take G = ( V, R) as a generic GRS and D = S, r~(il), ... , rt(i,) 3 We differ slightly from Chomsky in that we allow erasing rules. 4 Our definition of a derivation as a string followed by a sequence of rules is at variance with the usual, weaker notion of a derivation as a sequence of strings. The sequence-of-strings definition does not necessarily allow unique reconstruction of the sequence of rules applied in the course of a derivation. 
FIG. 1. Graph of derivation (2.2)
as a generic derivation in G from string S to string T. We ~ill assume that each rj has mj symbols to the left of its arrow and n~ symbols to the right of its arrow. When convenient, D can be represented by a planar, directed graph with t + 2 nodes arranged in a vertical line. The top node represents S; the bottom node, T; and the remaining t nodes, in order, rl, -.., r~. An occurrence of a letter is represented by an edge from the node corresponding to its origin to the node corresponding to its demise (the last node, if it survives to T). The letter occurrence edges are placed so as to preserve the left-to-right orientation of the rules and letters in the derivation. Figure 1 shows the representation of derivation (2.2). Note that the jth string of a derivation can be read from a horizontal cut placed between the jth and j + 1st nodes of the corresponding graph. DEFINITION 2.3. Interchange of thejth pair of adjacent rules in a GRS derivation is permitted if the rules do not interact with each other. Specifically, suppose in D that for some j, ij+l =< is -m~+l. Then we s~y L(j) is applicable to D and set DL(j) = S, rl(i~), ... , r~_l(ij_l) , rj+l(i~'+l), (2.3) r~ (ij + nj+l --m~+l), rj+2(i~-~2), "." , rt(it) .
FIG. 2. Canonical derivation similar to (2.2)
If i~+~ > i t q-nj, we say G(j) is applicable to D and set
In case of a rule interchange via (2.3) or (2.4), we identify rj and ri+~ in the new derivation with ri and r~.+~ in D, even though the associated integers may no longer be the same. Fig. 2 shows the derivation obtained by L-interchanging rules 1 and 2. Graphically, two adjacent rule nodes can be L-interchanged if the lower node can slide past the higher node on the left without crossing or distorting the direction of any edge. They can be G-interchanged if the lower node can slide past the higher node on the right without crossing or distorting the direction of any edge. A permissible interchange is accomplished by performing the corresponding slide.
DE~mITION 2.4. Two GRS derivations are similar if they are identical or one can be obtained from the other by a sequence of L and G-interchanges. DEF~ITION 2.5. A GRS derivation is canonical if no L-interchanges can be applied to it.
The derivation represented in Fig. 2 is a canonical derivation similar to the derivation represented in Fig. 1 .
UNIQUENESS OF CANONICAL DERIVATIONS
In this section, we shall prove that each GRS derivation is similar to at most one canonical derivation.
LEMMA 3.1.
Proof.
(a) If G(j) is applicable to D, we know i~'+1 => i~ + n~.
From this, we obtain
We deduce the following inequalities:
i~+2 =< i~ --mi+2 + ns < i~+1 --mj+2 (3.2) i~+1 + nj+2 --m~+~ _-> i~+ n~+~. --mi+2 + n5 (3.3) i~+1 + n j+2 --m~'+2 + mj --nj (3.4)
By (3.1), L(j) is now applicable, giving rj+2(ii+2), r~ (i~ + n~+~ -mj+2) , r~'+l(ij+l -t-n~+2 -m~-+2).
Finally, by (3.4), G(j) is applicable, giving
is applicable to both sides of (3.5), giving (1) If T~ = L, we apply the induction assumption to DL(I1) and C to obtain a sequence of integers J~, ... , J~-~k-~ such that
(2) If T1 = G, we apply the induction assumption to DG(I~) and C to obtMn a sequence of integers J1, • • • , J~-~+l such that
If p -2k + 2 ~ p, the result is obtained by a second application of the induction assumption. Otherwise k = 1.
In this ease, if/1 = Is, Lemma 3.1(a) gives
If 1 Is -/11 ~ 2, Lemma 3.1(b) gives
which is now ease (1).
The induction assumption i s applied to DL(Is)L(I1)G(I2) and C to obtain a sequence of integers 'K~, ... , K~-3 such that
This is ease (1) 
Proof.
(a) and (b) By the dual of Lemma 3.1(a),
By Definition 2.5 and Theorem 3.1,
pWu-2p=O.
This gives p = u and C1 --C~.
(c) By the dual of Lemma 3.1(a),
We have shown not only that a canonical derivation similar to D is unique, but also that it lies a fixed number of L-interchanges away from D and is the only derivation that far away from D. In the next corollary, we bound the distance between D and a similar canonical derivation, thus obtaining a procedure for deciding whether or not D is similar to a canonical derivation. Proof. No string of more than u -4-x letters can be produced at any point in a derivation similar to D. Consequently, the integer associated with any of rl, -.-, rt can never exceed x A-u -}-1. There are t! permutations of rl, ... , r~ and (u -t-x "t-1) ~ integer assignments for each permutation. Overall, therefore, there are at most B(D) derivations similar to D.
If
DL(I1) ... L(Il~) = C and k >= B(D), then there must be v and w such that
B(D) >= w > v >= 0 and
DL(I1) ... L(I,) = DL(I1) ... L(Lo).
In this case, it follows that
L(I~)L(Iw+I) ... L(I~) = C
and, by Corollary 3.1(a), that C is not canonical. Thus, if C is canonical,
l¢ < B(D).
Q.E.D.
EXISTENCE OF CANONICAL DERIVATIONS
DEF~ITION 4.1. A representative GRS is one in which each derivation s similar to a canonical derivation.
In this section, we shall show that a GRS is representative if it allows no nontrivial derivations from A to A. 5 Though this property is not decidable for GRS's in general, all semi-Thue systems are representative. REMARI~ 4.1. Let rA be the rule
Since any number of L-interchanges can be applied to it, the derivation
A, r (1)
is not similar to any canonical derivation. It follows that were a GRS allowed to have rule r~, it would not be representative. We now consider the graphs associated with GRS derivations. DEFINITION 4.2. If e and v are respectively an edge and a node in a derivation graph, we write: If the contraction operator is applied to the first two rules of derivation (2.2), the resulting derivation is is applicable to D, and
The contracted rule transforms Sn(i~) ... rj_l(ij_~) to Sr~(il) ... rk(i~), but does not rewrite those symbols in
is applicable to D, and
Proof.
(a) Whether contraction is all at once or iterative, the resulting contracted rules are obviously the same: either way, the contracted rules have the same associated integers and leave the same symbol instances in Srl(il These, with (4.1), give
Application of C(j -1, j) gives r(i), rj-dis-~ + us -ms + nj+~ -mj+~).
C(j, j + 1)L(j -1) performs the same transformation, since the difference between the number of symbols added by r and the number of symbols removed by r is n~. + n~.+l -(mj + ms+x).
Since i is the lesser of is and ij+l, it is immediately apparent that
Applying C(j -4-1, j -t-2), we obtain rj~2(ij+2), r(i + nj+~ --m~+~).
(Obviously, the only effect of the position translation of r~. and r~'+l is the identical position translation of their contraction.) Clearly, then, 
r~-~(i,~_l).
To complete the demonstration that r = A --~ A, we need only mention that were this not the case, there would have to be a symbol instance A in Srl(il) .. • r~_l(i~_l) and rules r, and r.~ such that R(A, ry), L(A, r~), and r~ and r~ were interchanged at least twice during the successive applications of L (J~), ..-, L (Jx). This is clearly impossible, since, by Definition 2.3, there could be no L-interchange of r~ and r~ in the case where r~ preceded r~.
Q.E.D. In particular, a semi-Thue system is always representative. It is interesting to note that if G satisfies either (a) or (b) above, then
is an improved bound over (3.6). This is the upper bound on the number of inversions possible with t rules. That it is sufficient to count these foUows from Lemma 4.2. It is easy to show that this is the best upper bound possible for the general class of semi-Thue systems. CO~ROL~RY 4.2; There is no procedure for deciding whether a GRS is representative.
Proof. Consider the set of semi-Thue systems over some fixed alphabet W having at least two letters and not containing " [" or "] Q.E.D. Though we haven't the power to determine whether every derivation in a GRS is "represented" by a similar canonical derivation, we may be sure that derivability is canonically represented, even in a nonrepresentative GRS.
COrOLLArY 4.
The string T is derivable from the string S in G iff there is a canonical derivation from S to T.
Proof. The shortest derivation fl'om S to T in G must be similar to a canonical derivation; for otherwise, as was shown in the proofs of Corollary 3.2 and Theorem 4.1, the derivation would have to be similar to a derivation having a consecutive sequence of rules whose contraction is an instance of rA. Clearly, removal of such a sequence would give a shorter derivation from S to T.
Q.E.D. 
GRS EXTENSIONS DEFmI~XO~ 5.1. Suppose H = (W, Q) is a GRS. H is an extension
. C~).
If H is an extension of G, the derivational structure of G is, in a certain sense, represented in H. In this section, we shall consider two rather interesting classes of extensions. In the first class, marker symbols are introduced to fix the point of application of a rule in a string. These markers are used, essentially, to restrict the original GRS so as to exclude all noncanonical derivations. 
D~I).
Proof. If r E R, let r c be the corresponding rule in R 1 U R ~. Observe that if r'(i) is applicable to a single-marker string, then r(i) is applicable to that string with the marker removed. We have a natural mapping h of derivations on single-marker strings in G ° to derivations in G: remove all instances of rules from R 3 U R4; then remove the c superscript on the remaining rules in the derivation.
We will show that a unique derivation from #S to TI in G ° having D as its image under h can be constructed iff D is canonical. Since all derivations from #S to T I in G ' must be canonical, h will have been shown to be a one-to-one correspondence between canonical derivations fl'om #S to TI in G ' and canonical derivations from S to T in G.
Let us set about the construction. If rx" E R ~, # must be moved ix --1 places by rules from R 3 U R 4. Since ix = 1, this is always possible. If rl c C R 1, # must be converted to I and moved il ~-ml -2 places by rules from R 3 U R 4. Since ii and ml ~ 1, this is possible.
After application of r~C(ij) (1 =< j <-t --1), if r~+l C R 2, t must be converted to # and moved i~'+1-ij places by rules from RaU R 4. This can be accomplished iff ij+l =>ij+ 1 =ij-m~-+l+ 1.
If r~+~ C R 1, I must be moved ij+i -ij + m~'+l -i places by rules from R 3 U R 4. This is possible iff i~+1 _-> ij -mj+l + 1.
The construction is possible iff D is canonical. Q.E.D.
ConoL~av 5.1. Every GRS has a representative extension. Pro@ G ° is a semi-Thue system. It is clear that h maps this derivation into the canonical derivation displayed in Fig. 2 .
In the next class of extensions, right inverses are introduced for the members of V, and each rule in R is decomposed into a sequence of rules whose contraction is the original rule. DEFI~TIO~ 5.3. Let
We will assume here that V n V ~ is empty. If 
Let the resulting derivation be called h(D).
We observe that h(D) is canonical. Certainly, no L-interchange can be applied to one of the (5.1)-type portions of h(D). Furthermore, if 2 _-< j --t, i~_l is the integer associated with the last rule instance in the sequence substituted for r~._ffij_~). By assumption, ij > i3-1 --m~.. If the latter rule is applied before cancellation of A~', A~' will never again appear to the right of I. Hence, the cancellation must occur immediately or not at all. Similar remarks apply for A~_I through AI'.
Since h is clearly one-to-one, it follows that h must be a one-to-one correspondence between canonical derivations from S to T in G and canonical derivations from S to T in G'.
Q.E.D. The primed symbols could have been used as left inverses, as we now show. (e) R" has no rules not specified by (a) and (b). 6. LANGUAGES AND GENERAL REWRITING SYSTEMS D~F~ITION 6.1. V T, the terminal alphabet of G, is the subset of V whose members occur in no left-of-the-arrow strings in rules from R.
If S C V -V r, G(S), the language generated from S in G, is the set of strings (sentences) in (Vr) * derivable from S in G. s The ambiguity of a sentence in G(S) is the cardinality of the set of canonical derivations from S to that sentence. , The class of languages over V r generated by GRS's without insertion rules is the class of reeursively enumerable subsets of (V r)*. The class of languages over V r generated by context-free rewriting systems is the class of context-free languages over V r.
In this section, we shall apply Theorems 5.1 and 5.2 to languages. The first application is to obtain a theorem, analogous to Proposition 2 of Chomsky and Shutzenberger (1963) , showing a rather intimate connection between recursively enumerable sets and context-free languages.
LEMMA 6.1.
Let U = Srl(il) .'. r~(il). Suppose f~(D) and e~(D) are canonical derivations similar to, respectively, S, r1(il), ... , r~(i~) and U, rj+l(i~+l), ... , rt(it). Suppose D p is a derivation, similar to D, in which r~ follows rv if v <-_ j < w. Then, if either f j( D ) is free of insertion rules, or e~(D ) is free of erasing rules; f~(D) = fj(D') ej(D) = ej(D')
and D is similar to a canonical derivation.
Proof. Proof. We consider the derivation of WI from ~U in H °. As stated in the proof of Theorem 5.2, cancellation of a primed symbol must take place immediately when I is moved into place before it; otherwise, I moves on, and the chance to cancel is lost. There can be no choice at any step in the derivation.
Iv-I~>=2
Q.E.D. We are now ready to prove our theorem: a recursively enumerable set of strings can be represented as the homomorphic image of that subset of some context-free language whose member strings can be rightcancelled to A. THEOnE~ 6.1.
Suppose G has no insertion rules, S C V -V r, and ~ V U V' [J (V U V'). ^ Let A be the set of strings overVUV'from which h is derivable by use of rules from R ~ = {AA I-+A:A E V}.
There is a context-free system H over V U V r U {a} U (V U V~) ^ and a homomorphism h from (V U V')* onto (Vr) * such that G(S) = h(H(a) N A), and theambiguityofa string Tin G( S) is equal to the cardinality of the set of canonical derivations from ~ to members of A N h-l( T).
Proof. We define the homomorphism h as follows: if A~.-.A~ is a string over V U V p, The single-marker strings encountered during the course of a derivation from #De""D~S to ] in G a can be thought of as representing the successive configurations of a two-pushdown-tape, nondeterministic "Turing machine." The marker separates the two pushdown tists, each of which is oriented in such a way that its top symbol is adjacent to the marker. In this sense, the ruIes in extension G a constitute a program for a Turing machine which captures canonical derivations in G. Though this program is nondeterministic, leaving open the questior~ of just how its various possible sequences of computations are to be enumerated, it is otherwise explicit as to what algorithm is to be followed to obtain the canonical derivations from S to T. 9
This Turing machine form of algorithm modelling is used in Griffiths and Petrick (1965) , where it is applied soMy to context-free rewriting systems without erasing rules. Each of the parsing algorithms used in that paper is essentially an extension of the grammar with respect to which parsing is to' be performed. As we are about to see, context-sensitive parsing algorithms do not admit of the extension interpretation. D~FrNITm~ 6.3. G is a context-sensitive system if each rule r C R has the form Cx . . . CrA D~ . . . D ~ ----> C~ . . . C ~Bx . . . B~Dx . . . D ~ with n > 1. The integer p (which need not be unique) is called a contextual increment of r. We set r p = A --~ B1...B,.
DEFINITmN 6.4. Suppose G is a context-sensitive system, S C V -V r, and E is a canonical derivation from S to T. Let F be a derivation obtained from E by substituting for each instance r (i) in E, r~(i -F p) where p is a contextual increment of r. (The same increment need not be used in substitutions involving different instances of a ruIe having two or
We do not consider here the decidability problems which arise when the tree of possible sequences of computations is infinite. more contextual increments.) The canonical derivation similar to F is a structural description of T in G(S).
Not only is it possible that a canonical derivation be mapped into more than one structural description when contextual increments for rutes are not unique, but it is also possible that two different canonical derivations from S to T be mapped into the same structural description of T in G (S). ~0 We illustrate with a context-sensitive system having rules:
S---) AB
AB --~ CB
AB --+ AD
CB --~ CD
AD ---~ CD
C--~c
D--~d.
In this context-sensitive system, there is but one structural description of cd, namely S, 1°(1), 2°(1), 6°(1), 41(2), 7°(2) = S, 1°(1), 5°(1), 6°(1), 31(2), 7°(2).
This structural description arises from either of the canonical deriw.tions. S, 1(1), 2(1), 4(1), 6(1), 7(2) S, 1(1), 3(1), 5(1), 6(1), 7(2).
In contrast with the context-free case, the problem of parsing seD.tences in a context-sensitive language certainly is not equivalent to the problem of finding corresponding canonical derivations. Nonetheless, finding those canonical derivations can be the first step. After their discovery, further processing is necessary to convert them to their corresponding sets of structural descriptions and eliminate duplication.
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