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1. Introduction
Let F be an algebraic number ﬁeld of discriminant dF , and let O F be its ring of integers. Set
[F ;Q] = n = r1 + 2r2 with r1 real valuations and r2 complex valuations. Let E be an elliptic curve
over the number ﬁeld F with conductor qE , and let E → Spec O F be a proper regular model of E . The
two-dimensional arithmetic scheme E is often called an arithmetic elliptic surface. The Hasse zeta
function ζE (s) is deﬁned as the product of factors for each valuation of F , and we ﬁnd that
ζE (s) = nE (s)ζE (s), ζE(s) = ζF (s)ζF (s − 1)
L(E, s)
(1.1)
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of E and nE (s) is the function given by the following product consisting of ﬁnitely many, say J ,
factors arising from singular ﬁbers of E :
nE (s) =
∏
1 j J
(
1− q1−sj
)−1
. (1.2)
Here each q j is a power of a prime number. Both nE (s)±1 are meromorphic on C, and are holomor-
phic on (s) > 1.
Fundamental problems of zeta functions ζE (s) are the meromorphic continuation, the functional
equation, the location of poles and its behavior at the central point of the functional equation. A usual
approach is to study zeta functions ζE (s) via L-functions L(E, s) standing on (1.1), and (a part of)
corresponding problems for L-functions are solved if they are understood as automorphic L-functions
of GL(2). It is known that all L-functions of E over Q are automorphic L-functions of GL(2) by the
famous work of Wiles, Taylor–Wiles and Breuil–Conrad–Diamond–Taylor, but it is still open for general
number ﬁelds.
Recently a new approach to ζE (s) was proposed by I. Fesenko in his series of works [2,3,6] (see
also the survey article [5]). His proposal is treating zeta functions ζE (s) directly without through
L-functions by establishing the theory of “two-dimensional” zeta integrals deﬁned for functions on
two-dimensional adelic objects attached to arithmetic elliptic surfaces. The theory of two-dimensional
zeta integrals is a natural extension of the classical theory of Tate and Iwasawa which was extended
to algebraic groups over global ﬁelds by Godement–Jacquet, and is not restricted by characteristic of
base ﬁelds of surfaces.
The main object of the present paper is certain functions associated with two-dimensional zeta
integrals that are called boundary terms. The origin of the name is the fact that they are expressed as
an integral over a boundary of some two-dimensional adelic object. Let S be a set of all ﬁbers and
ﬁnitely many horizontal nonsingular curves on E . Then global zeta integrals ζE,S( f , s) are deﬁned for
test functions f in the Schwartz–Bruhat space on some two-dimensional adelic space attached to E
[6, §3]. Throughout the paper we assume that E → Spec O F has normal crossings, and the reduction
in residual characteristic 2 and 3 is good or multiplicative. In addition, throughout the introduction,
we assume that the set S contains only one horizontal curve: the image of the zero section, as in
Section 3.4 and Section 4.3 of [6] for simplicity.
Calculating the zeta integral ζE,S( f0, s) in two ways for well-chosen test function f0, we obtain
ζE,S( f0, s) = ζˆF (s/2)2 · c1−sE ζE (s)2 = ξE (s) + ξE (2− s) + ωE (s) (1.3)
for (s) > 2 [6, §3.4, §3.7]. Here ζˆF (s) is the completed Dedekind zeta function of F :
|dF |s/2ΓR(s)r1ΓC(s)r2ζF (s),
where we have set
ΓR(s) = π−s/2Γ (s/2), ΓC(s) = (2π)−sΓ (s)
as usual, and cE is the constant which equals
cE = NF/Q(qE)
∏
1 j J
q j (1.4)
for values q j in (1.2). In the middle of (1.3), the factor ζˆF (s/2)2 comes from the horizontal curve and
c1−sE ζE (s)
2 comes from vertical ﬁbers. In the right-hand side of (1.3) the function ξE (s) is an entire
1772 M. Suzuki / Journal of Number Theory 131 (2011) 1770–1796function and ωE (s) is a holomorphic function in the right-half plane (s) > 2. The boundary term
of the zeta integral ζE,S( f0, s) is the third term ωE (s) of (1.3). Equalities (1.1) and (1.3) show that
the study of the meromorphic continuation and the location of poles of boundary terms is essential
for the meromorphic continuation and the location of zeros of L-functions L(E, s). The conjectural
functional equation
ζE,S( f0, s) = ζE,S( f0,2− s) (1.5)
is equivalent to the conjectural functional equation
Lˆ(E, s)
(:= (NF/Q(qE)|dF |2)s/2ΓR(s)r1ΓC(s)r2 L(E, s))= ωE Lˆ(2− s) (1.6)
[15, §3.3] up to the ambiguity of the root number ωE ∈ {±1}.
Analytically, the boundary term ωE (s) has the following integral representation
ωE (s) =
1∫
0
hE (x)xs−2
dx
x
=
∞∫
0
e2thE
(
e−t
)
e−st dt (1.7)
for (s) > 2, where hE (x) is a real-valued function on (0,∞). Hence the meromorphic continuation
and the location of poles of ωE (s) is closely related to the behavior of hE (x) as x tends to zero. By
abuse of language, we often call hE (x) the boundary term. The known behavior of hE (x) for small
x > 0 is that
hE (x) −
(
c0 + c1 log(1/x) + c2 log2(1/x) + c3 log3(1/x)
)→ 0 (1.8)
as x → 0+ for some constants ci (0 i  3) with c3 = 0 [6, §4.3]. Hence the next natural problem is
the study of the function
ZE (x) :=
(
−x d
dx
)4
hE (x) (1.9)
for small x > 0. The behavior of ZE (x) for small x > 0 relates with zeros of L(E, s) as follows.
Theorem 0 (Fesenko). (See [6, Theorem 54], see also [5, Theorem 8.4].) Assume that L(E, s) is continued mero-
morphically to C, and satisﬁes the conjectural functional equation (1.6). In addition, assume that
(F-1) there exists x0 > 0 such that ZE (x) does not change its sign in (0, x0),
(F-2) L(E, s) has no real zeros in (1,2).
Then all poles of
ζF (s/2)
ζF (s)ζF (s − 1)
L(E, s)
in the critical strip 0 < (s) < 2 lie on the line (s) = 1, in other words, they satisfy the Riemann hypothesis.
We generalize this result a little in Section 2 to include cases in which the set of curves S contains
ﬁnitely many horizontal curves.
We call property (F-1) the single sign property of ZE (x) in the rest of the paper. The above Fes-
enko result asserts that the single sign property of ZE (x) is a suﬃcient condition for the Riemann
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we show that it is a necessary condition under some technical but reasonable assumptions for L(E, s).
Theorem 1. Deﬁne L(E, s) := nE (s)−1L(E, s). Assume that L(E, s) is continued to an entire function, and
satisﬁes the conjectural functional equation (1.6). Suppose that ζF (1/2) = 0 and that the Riemann hypothesis
for L(E, s) holds. In addition, suppose that multiplicity of complex zeros of L(E, s) is less than or equal to the
order of L(E, s) at s = 1, and the estimate
∑
ρ=1+iγ
T0<γT
∣∣L(mγ )(E,ρ)∣∣−2 = O (T A) (1.10)
holds for some T0 > 1 and A  0, where the sum runs over all nontrivial zeros ρ = 1+ iγ of L(E, s), and mγ
is its multiplicity.
Then there exists xE > 0 such that ZE (x) is positive for every x ∈ (0, xE ), in other words, ZE (x) satisﬁes
the single sign property (F-1).
This result is stated more precisely and generally in Section 3 such that it contains cases in which
S contains many horizontal curves (Theorem 3).
Now we take F = Q. If the conductor of given concrete elliptic curve E/Q is small, we can check
condition (F-2) by a computational way. In fact it is known that (F-2) holds whenever the conductor
of E/Q is less than 8000 (see Rubinstein [14]). Hence, for such E/Q, the problem of the location of
poles is reduced to the behavior of ZE (x) for small x > 0. As already mentioned in [5, §8.2] or [6,
§4.3], the function ZE (x) has the following explicit description:
ZE (x) =
∞∑
n=1
c(n)Z(x,n), (1.11)
where the coeﬃcients c(n) are nonnegative numbers deﬁned by
DE (s/2) := c1−sE ζE (s)2 =
∞∑
n=1
c(n)
ns/2
, (1.12)
and Z(x,n) has the series expansion
Z(x,n) = 4
(
−x d
dx
)4( ∞∑
N=1
σ0(N)
(
x2K0
(
2πNnx2
)− K0(2πNnx−2))
)
(1.13)
consisting of the divisor function σ0(N) =∑d|N 1 and K -Bessel functions
Kν(z) =
∞∫
0
e−z cosh t cosh(νt)dt (1.14)
((ν) > −1/2, (z) > 0). In (1.11), the coeﬃcients {c(n)} comes from ﬁbers, and Z(x,n) comes from
the horizontal curve on E . By (1.1), (1.4) and (1.12) c(n) = 0 unless n is square.
In Section 4, we study asymptotic behavior of components Z(x,n) of ZE (x) together with the
proof of (1.13), and states other related results. Then we ﬁnd that every Z(x,n) is positive for suﬃ-
ciently small x > 0, and hence the single sign property (F-1) is certainly recognized as the problem
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mula of (1.13) endowed with an explicit error term assuming applications to numerical computations.
The truncation formula suggests that about x−20 many coeﬃcients c(n) of (1.12) are necessary to get
trusted computational results for x > x0. An improvement of such truncation formula may be com-
patible with methods of analytic number theory, for example, some kind of sieve.
However, further study of (F-1) will be conducted in the future. One attractive approach for (F-1)
is to study hE (x) by using properly detailed arithmetic/geometric structures of the boundary of two-
dimensional adelic objects appearing in the (adelic) integral representation of hE (x) and ωE (s) (see
also [6, §4.3] and [5, §6]).
The paper can be read independently of other related works, in particular in two-dimensional
adelic analysis [2,3,5,6], and that the paper is organized as self-contained one as possible.
Notations. For a positive-valued function g(x), we use Landau’s f (x) = O (g(x)) and Vinogradov’s
f (x)  g(x) as the same meaning. More precisely f (x) = O (g(x)) or f (x)  g(x) for x ∈ X means
that | f (x)|  Cg(x) for any x ∈ X and some constant C  0. Any value C for which this holds is
called an implied constant. Since a constant is often a function depending on a variable, the “implied
constant” will sometimes depend on other parameters, which we explicitly mention at important
points. Also we use Landau’s f (x) = o(g(x)) for x → x0 in the meaning that for any ε > 0 there exists
a neighborhood Uε of x0 such that | f (x)| εg(x) for any x ∈ Uε .
2. Generalization of Theorem 0
Suppose that the set of curves S on E contains I (< ∞) many horizontal curves including the
image of zero section. Then we have
ζE,S( f0, s) =
∏
1iI
ζˆFi (s/2)
2 · c1−sE · ζE (s)2 = ξE (s) + ξE (2− s) + ωE (s),
endowed with the boundary term ωE (s) =
∫ 1
0 hE (x)x
s−3 dx, where Fi are ﬁnite extensions of F and
one of them is F itself. In this case the analogue of ZE (x) is (2+2I)-th log derivative of hE (x) not the
fourth log derivative. In this section we extend Fesenko’s theorem (Theorem 0) a little including the
above cases. We carry out it by setting a slight general framework to clarify the arithmetic/geometric
parts of the study of boundary terms hE (x). See also Section 3 and Section 4 of [13].
2.1. Review of the case F = Q and I = 1
Throughout this section we suppose that F = Q and I = 1. Then ζQ(s) is the Riemann zeta func-
tion ζ(s). Using the inverse Mellin transform
κ(x) = 1
2π i
∫
(s)=c
ζˆ (s)2x−s ds (c > 1), (2.1)
we deﬁne functions
V (x, ν) = x2κ(νx2)− κ(νx−2) (2.2)
for ν > 0. Then we ﬁnd that
V (x, ν) =
∞∫
wa,νa−1(x)
da
a
, (2.3)0
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wa,b(x) = x2
(
θ
(
a2x2
)− 1)(θ(b2x2)− 1)− (θ(a2x−2)− 1)(θ(b2x−2)− 1) (2.4)
for positive real numbers a, b with the classical theta function
θ(x) =
∑
k∈Z
e−πk2x.
In fact, if Fi(s) =
∫∞
0 f i(x)x
s−1 dx (i = 1,2) for (s) > δ, we have
1
2π i
∫
(s)=c
F1(s)F2(s)x
−s ds =
∞∫
0
f1(a) f2
(
xa−1
) da
a
(c > δ)
subject to appropriate convergence conditions. Hence we have
κ(x) =
∞∫
0
(
θ
(
a2
)− 1)(θ(x2a−2)− 1) da
a
by ζˆ (s) = ∫∞0 (θ(x2) − 1)xs−1 dx for (s) > 1, and obtain (2.3).
Now the integrand hE (x) of (1.7) is expressed as
hE (x) =
∞∑
n=1
c(n)V (x,n), (2.5)
with coeﬃcients c(n) of (1.12) by (2.3) and formula of hE (x) in [6, §4.3] or [5, §8.1]. (Note differences
of deﬁnitions: our V (x, ν) is −Vν(x) of [5,6], and −Vν(x) is deﬁned by (2.3).) Equality (2.5) is justiﬁed
also by (1.3) and Proposition 1 below avoiding (2.3). Anyway we have (1.11) by deﬁning
Z(x, ν) =
(
−x d
dx
)4
V (x, ν) (2.6)
for ν > 0 because of (2.5).
2.2. General settings and deﬁnitions
Let c = {c(n)} be a sequence of nonnegative real numbers, and let Dc(s) be the Dirichlet series
deﬁned by
Dc(s) =
∞∑
n=1
c(n)
ns
.
For the simplicity of analytic treatment of Dc(s), we suppose the following three conditions for c =
{c(n)} throughout this section, otherwise it is stated.
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∑
nx
c(n) Mεx1+ε.
(c-2) There exists a constant ηc > 0 such that Dc(s) is continued holomorphically to the region
σ  1− ηc
log(3+ |t|) (s = σ + it) (2.7)
except for the pole of order λc  1 at s = 1.
(c-3) There exist constants M > 0 and A > 0 such that
∣∣Dc(σ + it)∣∣ M|t|A, (2.8)
whenever σ  1 and |t| > 1.
The abscissa of convergence Dc(s) is one by (c-1). Thus Dc(s) has a singularity at s = 1 by Landau’s
theorem. The singularity of Dc(s) at s = 1 is constrained to be a pole by (c-2). Condition (c-3) is a
technical one, but it is ordinary satisﬁed by usual L-functions L(s) and its reciprocal 1/L(s).
Let γ (s) be a meromorphic function on C satisfying
(γ -1) γ (s) is holomorphic except for s = 1,
(γ -2) γ (s) has the pole of order λγ  0 at s = 1,
(γ -3) γ (s) satisﬁes the uniform bound
∣∣γ (σ + it)∣∣a,b,t0 |t|−A (a σ  b, |t| t0)
for all real numbers a b and every real number A > 0.
As well as for c = {c(n)}, we suppose the above three conditions for γ (s) throughout this section,
otherwise it is stated.
We denote by κγ (x) the inverse Mellin transform of γ (s):
κγ (x) = 1
2π i
∫
(s)=c
γ (s)x−s ds (c > 1). (2.9)
Then κγ (x) is of rapid decay as x → +∞, namely, κγ (x) = O (x−A) for all A > 0 as x → +∞, and
κγ (x) = O (x−1−δ) as x → 0+ for all δ > 0.
We deﬁne
hc,γ ,ε(x) =
∞∑
n=1
c(n)Vγ ,ε(x,n) (2.10)
for c = {c(n)} by using functions
Vγ ,ε(x, ν) = xκγ (νx) − εκγ
(
νx−1
)
(2.11)
that depend on γ (s), ε ∈ {±1} and ν > 0. Compare (2.10) with (2.5). The series (2.10) converges
absolutely and uniformly on every compact subset of (0,∞), since κγ (x) is of rapid decay as x → +∞.
Using hc,γ ,ε(x) we deﬁne
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1∫
0
hc,γ ,ε(x)x
s−1 dx
x
. (2.12)
Compare this with (1.7).
Proposition 1. Let c be a nonnegative sequence satisfying (c-1). Then
γ (s)Dc(s) = ξ(s) + εξ(1− s) + ωc,γ ,ε(s) (2.13)
for (s) > 1, where ξ(s) is the entire function
ξ(s) =
∞∫
1
( ∞∑
n=1
c(n)κγ (nx)
)
xs
dx
x
.
Proof. See Section 4 of [13], but note the difference of the sign for the deﬁnition of hc,γ ,ε(x). 
Corollary 1. The meromorphic continuation of Dc(s) to the right-half plane (s) > 1 − δ is equivalent to
the meromorphic continuation of ωc,γ ,ε(s) to the right-half plane (s) > 1− δ, and the functional equations
γ (s)Dc(s) = εγ (1− s)Dc(1− s) and ωc,γ ,ε(s) = εωc,γ ,ε(1− s) are equivalent to each other.
2.3. Single sign property of Zc,γ ,ε(s)
As shown in Lemmas 1 and 2 below, we ﬁnd that
hc,γ ,ε(x) =
λc+λγ −1∑
m=0
Cm+1
m!
(
log(1/x)
)m + o(1) (x → 0+). (2.14)
Thus the appropriate analogue of ZE (x) for hc,γ ,ε(x) is
Zc,γ ,ε(x) =
(
−x d
dx
)λc+λγ
hc,γ ,ε(x), (2.15)
where λc (resp. λγ ) is the order of the pole of Dc(s) (resp. γ (s)) at s = 1 (see (1.9)). In fact we have
ωE (s) = 1
2
ωc,γ ,ε(s/2), hE (x) = hc,γ ,ε
(
x2
)
, ZE (x) = 24 Zc,γ ,ε
(
x2
)
for Dc(s) = c1−2sE ζE (2s)2, γ (s) = ζˆ (s)2 and ε = +1. Now Theorem 0 is generalized as follows.
Theorem 2. Suppose that there exists x0 > 0 such that Zc,γ ,ε(s) has a single sign on (0, x0). Then there exists
δ > 0 such that ωc,γ ,ε(s) is continued holomorphically to the right-half plane (s) > 1− δ except for the pole
s = 1.
Further suppose that ωc,γ ,ε(s) is continued meromorphically to the right-half plane (s) > σ0 for some
σ0 < 1 without poles on the open interval (σ0,1). Then ωc,γ ,ε(s) has no poles in the vertical strip σ0 <
(s) < 1.
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curves on E contains only one horizontal curve. If S contains I (< ∞) many horizontal curves, we
deﬁne
ZE (x) =
(
−x d
dx
)2+2I
hE (x).
Then we have
hE (x) = hc,γ ,ε
(
x2
)
, ZE (x) = 22+2I Zc,γ ,ε
(
x2
)
by taking γ (s) =∏1iI ζˆFi (s) with Dc(s) = c1−2sE ζE (2s)2 and ε = +1. Hence Theorem 0 is extended
to these cases if we assume the meromorphic continuation and the functional equation of L(E, s).
This extension is obtained without any analogue of (2.3).
The single sign property of Zc,γ ,ε(s) can be formulated in terms of hc,γ ,ε(x). See Proposition 4.10
and Remark 5.11 of [13].
Theorem 2 holds for general c = {c(n)} and γ as above, and it suggests the natural problem “For
which kind of sequence c, will Zc,γ ,ε(x) keep its sign for suﬃciently small x > 0?” and the additional prob-
lem “How can we prove the single sign property for Zc,γ ,ε(x)?”. It seems hopeless to prove the single sign
property for a general class of c and γ without any additional structure even if it is true for some
classes of c and γ . In contrast it is expected that the single sign property of ZE (x) is proved by using
deep arithmetic/geometric structures hidden behind the 2-dimensional adelic objects attached to the
elliptic surface E . See [5, §8] and [6, §4.3] for more details, in particular, the cases of function ﬁelds.
2.4. Proof of Theorem 2
We prepare two lemmas before the proof of Theorem 2.
Lemma 1. Deﬁne
fc,γ (x) = 1
2π i
∫
(s)=c
γ (s)Dc(s)x
s ds (2.16)
for c > 1. Then
hc,γ ,ε(x) = xfc,γ
(
x−1
)− ε fc,γ (x).
Proof. See Section 4 of [13], but note the difference of the sign for the deﬁnition of hc,γ ,ε(x). 
Lemma 2. Let fc,γ (x) be the function of (2.16). Suppose that
γ (s)Dc(s) =
Cλc+λγ
(s − 1)λc+λγ + · · · +
C1
s − 1 + O (1) (Cλc+λγ = 0) (2.17)
in a neighborhood of s = 1. Then
fc,γ (x) = x
λc+λγ −1∑
m=0
Cm+1
m! (log x)
m + o(x) (x → +∞). (2.18)
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to the region (2.7) except for the pole of order λc + λγ at s = 1 by condition (c-2), and f (x) =
1
2π i
∫
(s)=c F (s)x
s ds (c > 1). We put
P (s) = Cλc+λγ
(s − 1)λc+λγ + · · · +
C2
(s − 1)2 + C1
(
1
s − 1 −
1
s
)
and
p(x) = x
λc+λγ −1∑
m=1
Cm+1
m! (log x)
m + C1(x− 1).
Then F (s) − P (s) is holomorphic for (s) 1. Since
p(x) = x
λc+λγ −1∑
m=0
Cm+1
m! (log x)
m + o(x) (x → +∞),
it suﬃces to show that ( f (x) − p(x))/x = o(1) as x → +∞. Using
x(log x)m
m! =
1
2π i
c+i∞∫
c−i∞
xs
(s − 1)m+1 ds (x > 1, c > 1)
for m = 0,1,2, . . . and
x− 1 = 1
2π i
c+i∞∫
c−i∞
xs
s(s − 1) ds (x > 1, c > 1),
we have
f (x) − p(x) = 1
2π i
c+i∞∫
c−i∞
(
F (s) − P (s))xs ds (x > 1, c > 1).
By (c-3), we can move the path of integration to the line (s) = 1, and get
f (x) − p(x)
x
= 1
2π i
∞∫
−∞
(
F (1+ it) − P (1+ it))eit log x dt (x > 1).
Since F (s) − P (s) is holomorphic on (s) = 1, (c-3) and (γ -3) give
∞∫
−∞
∣∣F (1+ it) − P (1+ it)∣∣dt < ∞.
The Riemann–Lebesgue lemma in the theory of Fourier integrals states that
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x→+∞
∞∫
−∞
f (t)eitx dt = 0
if the integral
∫∞
−∞ | f (t)|dt converges. Thus we obtain
lim
x→+∞
∞∫
−∞
(
F (1+ it) − P (1+ it))eit log x dt = 0.
This implies ( f (x) − p(x))/x = o(1) as x → +∞. 
Proof of Theorem 2. We have (2.14) with numbers Cm of (2.17) by Lemmas 1 and 2. Therefore we
have
ωc,γ ,ε(s + 1) =
1∫
0
hc,γ ,ε(x)x
s dx
x
=
λc+λγ −1∑
m=0
(−x ddx )mhc,γ ,ε(1)
sm+1
+ 1
sλc+λγ
1∫
0
Zc,γ ,ε(x)x
s dx
x
,
for (s) > 0 by integration by parts and deﬁnition (2.15). Thus we obtain
1∫
0
Zc,γ ,ε(x)x
s dx
x
= sλc+λγ
(
ωc,γ ,ε(s + 1) −
λc+λγ∑
m=1
Cm
sm
)
. (2.19)
Deﬁnition (2.17) of constants Cm implies that the right-hand side is regular around s = 0, since
ωc,γ ,ε(s) = γ (s)Dc(s) − ξ(s) − εξ(1− s) and ξ(s) is entire.
Let σc be the abscissa of convergence of the integral
H(s) =
1∫
0
Zc,γ ,ε(x)x
s dx
x
.
Then H(s) has a singularity on the real axis at s = σc , since Zc,γ ,ε(x) is real-valued and does not
change its sign for 0 < x < x0 (see Section 5 of Chapter II in [17]). Thus the abscissa σc must be
negative, namely, σc = −δ for some δ > 0. In particular H(s−1) is regular for (s) > 1− δ. Hence the
function ωc,γ ,ε(s) is continued holomorphically to the right-half plane (s) > 1− δ except for s = 1,
because of
ωc,γ ,ε(s) = −
λc+λγ∑
m=1
Cm
(s − 1)m +
H(s − 1)
(s − 1)λc+λγ . (2.20)
Now we suppose that ωc,γ ,ε(s) is continued meromorphically to (s) > σ0 with no real pole on
(σ0,1). Then H(s) is continued to (s) > σ0 − 1 and has no pole on (σ0 − 1,∞) by (2.19). This
implies σc  σ0 − 1 and that H(s − 1) is regular for (s) > σ0. Hence ωc,γ ,ε(s) has no pole for
(s) > σ0 except for s = 1 by (2.20). 
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In this section, we state Theorem 1 more precisely and generally as in Theorem 3 to include case
I  1, and prove it. The method of proof is a standard way of analysis.
Let E be an elliptic curve of conductor qE over the number ﬁeld F . Throughout this section, we
suppose that L(E, s) is continued to an entire function and satisﬁes the conjectural functional equa-
tion (1.6).
Let ZE (x) be the function deﬁned in (1.11) for 1  I < ∞ and nonnegative coeﬃcients {c(n)}
deﬁned by (1.12). Let nE (s) be the function of (1.2) with J ( 1) many factors. Deﬁne
L(E, s) := nE (s)−1L(E, s). (3.1)
If E has a global minimal Weierstrass equation, the Hasse–Weil zeta function ζE (s) of (1.1) equals
the zeta function ζE0 (s) of the model E0 corresponding to a global minimal Weierstrass equation of E .
In this case we understand that J = 0, nE0(s) ≡ 1, cE0 = NF/Q(qE ) and L(E0, s) = L(E, s).
Theorem 3. Denote by r the order of L(E, s) at s = 1, by ρ = 1+ iγ the nontrivial zeros of L(E, s) and by mγ
its multiplicity.
Suppose that all nontrivial zeros of L(E, s) lie on the line (s) = 1, i.e., all γ ’s are real. Then we have
ZE (x) = O
(
x1−ε
)
(3.2)
for every ε > 0, where the implied constant depends on E and ε.
In addition, suppose that ζFi (1/2) = 0 for every 1 i  I ,
sup
γ =0
mγ =m < ∞,
and that there exists T0 > 1 and A  0 such that the estimate∑
T0<γT
∣∣L(mγ )(E,ρ)∣∣−2 = O (T A) (3.3)
holds for T > T0 . Then we have
ZE (x) = Cx
(
log(1/x)
)2r+2 J+1(
1+ O ((log(1/x))−1))
+ v2m−1(x)x
(
log(1/x)
)2m−1(
1+ O ((log(1/x))−1)), (3.4)
as x → 0+ , where C is the positive constant:
C = (r!)
2
2(2r + 2 J + 1)!
( ∏
1iI
ζˆFi (1/2)
∏
1 j J
1
logq j
ζ ∗F (1)ζF (0)
L(r)(E,1)
)2
, (3.5)
where ζ ∗F (1) is the residue of ζF (s) at s = 1, and v2m−1(x) is the bounded real-valued function on R:
v2m−1(x) = (m!)
2
2(2m − 1)!
×
∑
ρ=1+iγ
γ =0,mγ =m
(cEx)−iγ
∏
1iI
ζˆFi (ρ/2)
2 ζF (ρ)
2ζF (ρ − 1)2
L(m)(E,ρ)2 (ρ − 2)
2+2I . (3.6)
In particular, if m r + J , there exists xE > 0 such that ZE (x) is positive for every x ∈ (0, xE ).
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strass equation of E. In such a case we understand that J = 0, nE0(s) ≡ 1, cE0 = NF/Q(qE ), ζE0 (s) = ζE (s),
L(E0, s) = L(E, s) and∏1 j J (logq j)−1 = 1.
We prove Theorem 3 only for cases of regular models E , since cases of E0 are proved by a similar
way. We start from preparations of notations.
According to (2.2), (2.5) and (1.11), we deﬁne
ZE,i(x) =
∞∑
n=1
c(n)Zi(x,n) (i = 0,1) (3.7)
with
Z0(x,n) =
(
−x d
dx
)2+2I(
x2κ
(
nx2
))
,
Z1(x,n) =
(
−x d
dx
)2+2I(
κ
(
nx−2
))
(3.8)
such that the following equality holds:
ZE (x) = ZE,0(x) − ZE,1(x). (3.9)
Lemma 3. Let A be a given nonnegative number. Then we have
ZE (x) = ZE,0(x) + O
(
xA
)
as x → 0+. (3.10)
Proof. We have
ZE,1(x) =
(
−x d
dx
)2+2I 1
2π i
∫
(s)=c
∏
1iI
ζˆFi (s)
2c1−2sE ζE (2s)
2x2s ds
= 1
2π i
∫
(s)=c
∏
1iI
ζˆFi (s)
2c1−2sE ζE (2s)
2(−2s)2+2I x2s ds (c > 1)
by deﬁnitions (1.12), (3.7), (3.8), and (2.9) for γ (s) =∏1iI ζˆFi (s)2. Moving the path of integration
to the right, we obtain ZE,1(x) = O (xA) as x → 0+ . This implies (3.10) by (3.9). (See also (4.14)
below.) 
Lemma 4. Let E be an elliptic curve over F satisfying the assumption in the beginning of this section. Let H  1
be a real number. Then there exists a real number A and a subset ST of [T , T + 1) such that
∣∣L(E,σ ± it)∣∣−1 = O (t A) (−1/2 σ  5/2, t ∈ ST )
and the Lebesgue measure of [T , T + 1) \ ST is less than or equal to 1/H.
Remark 1. We can obtain more sharp estimate of L(E, s)−1 in a vertical strip under the Riemann
hypothesis for L(E, s), but we do not need such sharp estimate for Theorem 3.
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for L(E, s) (see also [13, Proposition A.2] with [10, §5.1] for details). 
Proof of Theorem 3. It suﬃces to study the function ZE,0(x) of (3.7) to decide the behavior of ZE (x)
for small x > 0 by Lemma 3. We have
ZE,0(x) = 1
2π i
∫
(s)=c
1
2
∏
1iI
ζˆFi (s/2)
2 · c1−sE ζE (s)2 · (2− s)2+2I · x2−s ds (3.11)
for c > 2 by deﬁnitions (1.12), (3.7) and (2.9) for γ (s) =∏1iI ζˆFi (s)2.
We denote by ρ = 1 + iγ the zeros of L(E, s) = nE (s)−1L(E, s) in the vertical strip 0 < (s) < 2.
They satisfy γ ∈ R by assumption.
At ﬁrst we prove that each interval [n,n + 1) contains a value T for which
ZE,0(x) = xP1
(
log(1/x)
)+ x2(C2 log(1/x) + C ′2)
+
∑
0<|γ |T
x1−iγ Pγ
(
log(1/x)
)
+ O (x−δe−(π/4−δ)T )+ O (x2+δ), (3.12)
for any ﬁxed 0 < δ < π/4, where P1 is a polynomial of degree 2r + 2 J + 1, Pγ are polynomials of
degree 2mγ − 1, C2 and C ′2 are constants.
We divide the integral of (3.11) into three parts
∫ c+iT
c−iT ,
∫ c+i∞
c+iT and
∫ c−iT
c−i∞ . We consider the posi-
tively oriented rectangle with vertices at c + iT , c′ + iT , c′ − iT and c − iT with −1 < c′ < 0. In this
rectangle the integrand has poles s = 1 of order 2r + 2 J + 2, s = 0 of order 2, and s = 1 + iγ of
order 2mγ , and has no other poles. Thus the residue theorem gives
1
2π i
c+iT∫
c−iT
ds = xP1
(
log(1/x)
)+ x2(C2 log(1/x) + C ′2)
+
∑
0<|γ |T
x1−iγ Pγ
(
log(1/x)
)
+ 1
2π i
c′+iT∫
c′−iT
ds + 1
2π i
c+iT∫
c′+iT
ds − 1
2π i
c−iT∫
c′−iT
ds, (3.13)
where P1 is the polynomial of degree 2r + 2 J + 1 with real coeﬃcients:
P1
(
log(1/x)
)= x−1 Res
s=1
(
1
2
∏
1iI
ζˆFi (s/2)
2c1−sE ζE (s)
2(s − 2)2+2I x2−s
)
,
and Pγ are polynomials of degree 2mγ − 1:
Pγ
(
log(1/x)
)= x−1+iγ Res
s=1+iγ
(
1
2
∏
1iI
ζˆFi (s/2)
2c1−sE ζE (s)
2(s − 2)2+2I x2−s
)
.
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ζF (0)2
∏
1iI ζˆFi (1/2)
2
2(2r + 2 J + 1)! lims→1
[
(s − 1)ζF (s) · (s − 1)
r+ J
L(E, s)
]2(
log(1/x)
)2r+2 J+1
,
and this implies (3.5). In order to calculate three integrals in the right-hand side of (3.13), we use
Lemma 4, the convexity bounds
ζFi (σ + it) Fi ,ε |t|[Fi :Q](μFi (σ )+ε),
μFi (σ ) =
⎧⎨
⎩
0 if σ > 1,
(1− σ)/2 if 0 σ  1, |t| 2,
1/2− σ if σ < 0, |t| 2
(see [10, Eq. (5.21)]), and Stirling’s formula
Γ (s) = √2π |t|σ−1/2e−(π/2)|t|(1+ O (|t|−1)) (σ1  σ  σ2, |t| 1).
Using these estimates the second and the third integrals in the right-hand side of (3.13) are estimated
as
1
2π i
c+iT∫
c′+iT
ds − 1
2π i
c−iT∫
c′−iT
ds  x2−ce−BT
for T  TB > 1, where B > 0 is some positive real number. Using the functional equation of ζFi (s) and
ζE (s) [5, 47 in §4.2], the ﬁrst integral in the right-hand side of (3.13) is estimated as
1
2π i
c′+iT∫
c′−iT
ds = 1
2π i
2−c′+iT∫
2−c′−iT
∏
1iI
ζˆFi (s/2)
2c1−sE ζE (s)
2s2+2I xs ds
 x2−c′
2−c′+i∞∫
2−c′−i∞
∏
1iI
∣∣ΓR(s/2)ri,1ΓC(s/2)ri,2 ∣∣2∣∣ζFi (s/2)∣∣2∣∣ζE (s)∣∣2|s|2+2I |ds|
 x2−c′ .
The last inequality follows from the fact that the Dirichlet series of
∏
1iI
ζFi (s/2)ζE (s)
converges absolutely for (s) > 2, Lemma 4 and the above estimates for ζFi (s) and Γ (s). Finally we
have
1
2π i
( c+i∞∫
+
c−iT∫ ) ∏
1iI
ζˆFi (s/2)
2c1−sE ζE (s)
2(s − 2)2+2I x2−s ds  x2−ce−B ′T ,
c+iT c−i∞
M. Suzuki / Journal of Number Theory 131 (2011) 1770–1796 1785for some B ′ > 0. Combining the above three estimates and taking c = 2 + δ and c′ = −δ, we obtain
formula (3.12).
Successively we prove that
lim
T→∞
∑
0<|γ |<T
x1−iγ Pγ
(
log(1/x)
)
converges absolutely and uniformly on every compact subset of (0,∞). Put
f (s) = c1−sE
∏
1iI
ζˆFi (s/2)
2ζF (s)
2ζF (s − 1)2(s − 2)2+2I
such that
∏
1iI
ζˆFi (s/2)
2c1−sE ζE (s)
2(s − 2)2+2I x2−s = 1
L(E, s)2 f (s)x
2−s
by (1.1) and (3.1). Deﬁne numbers an(ρ) (n = 0,1,2, . . .) by
1
L(E, s)2 =
1
(s − ρ)2mγ
∞∑
n=0
an(ρ)(s − ρ)n.
Then the coeﬃcient of (log(1/x))k (0 k 2mγ − 1) in Pγ (log(1/x)) is
1
k!(2mγ − k − 1)!
d2mγ −k−1
ds2mγ −k−1
(
(s − ρ)2mγ 1
L(E, s)2 f (s)
)∣∣∣∣
s=ρ
= 1
k!(2mγ − k − 1)!
2mγ −k−1∑
j=0
(2mγ − k − 1)!
(2mγ − k − j − 1)!a j(ρ) f
(2mγ −k− j−1)(ρ).
Note that 0 k 2mγ − 1 2m − 1 by assumption for multiplicity. Therefore we obtain
∑
0<|γ |<T
x1−iγ Pγ
(
log(1/x)
)= x 2m−1∑
k=0
vk(x; T )
(
log(1/x)
)k
with
vk(x; T ) =
∑
0<|γ |<T
k+12mγ
x−iγ 1
k!(2mγ − k − 1)!
×
2mγ −k−1∑
j=0
(2mγ − k − 1)!
(2mγ − k − j − 1)!a j(ρ) f
(2mγ −k− j−1)(ρ). (3.14)
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because of gamma factors of ζˆFi (s/2)
2 in f (s). Therefore, if there exists A j > 0 such that
∣∣a j(ρ)∣∣= O (T A j ) (3.15)
holds for every 0  j  2mγ − k − 1 and zeros ρ = 1 + iγ with T0  |γ |  T , the right-hand side
of (3.14) converges absolutely as T → ∞, the limit function
vk(x) = lim
T→∞ vk(x; T )
is bounded and
lim
T→∞
∑
0<|γ |<T
x1−iγ Pγ
(
log(1/x)
)= x 2m−1∑
k=0
vk(x)
(
log(1/x)
)k
. (3.16)
In order to prove (3.15) we write down a j(ρ) more explicitly. Put
bn(ρ) =
n−mγ∑
k=mγ
1
k!(n − k)! L
(k)(E,ρ)L(n−k)(E,ρ) (3.17)
such that
L(E, s)2 =
∞∑
j=2mγ
b j(ρ)(s − ρ) j .
Then a j(ρ) and b j(ρ) satisfy the recursive relation
k∑
j=0
a j(ρ)b2mγ +k− j(ρ) = 0 (k = 0,1,2, . . .),
and this is solved for a j(ρ) as follows:
a j(ρ) =
j∑
i=1
1
b2mγ (ρ)
1+i
∑
ν=(ν1,ν2,...,ν j)
ν1+2ν2+···+ jν j= j
μi, j(ν)b2mγ +1(ρ)ν1b2mγ +2(ρ)ν2 · · ·b2mγ + j(ρ)ν j , (3.18)
where the second sum runs over all couples ν = (ν1, ν2, . . . , ν j) ∈ Z j0 satisfying ν1+2ν2+· · ·+ jν j =
j, and μi, j(ν) ∈ Z. In particular,
a0(ρ) = (mγ !)
2
L(mγ )(E,ρ)2 . (3.19)
By assumption (3.3), we have
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∣∣∣∣= (mγ !)2|L(mγ )(E,ρ)|2  (mγ !)2
∑
T0|γ |T
1
|L(mγ )(E,ρ)|2 = O
(
T A
)
.
Besides the Cauchy estimate for derivatives and the convexity bound
L(E,σ + it) E,ε |t|(r1+2r2)(μE (σ )+ε),
μE(σ ) =
⎧⎨
⎩
0 if σ > 3/2,
3/2− σ if 1/2 σ  3/2, |t| 2,
2(1− σ) if σ < 1/2, |t| 2
(see [10, Eq. (5.21)]) implies L(k)(E,ρ) ε,k T 1/2+ε for |γ |  T . (Recall the assumption for L(E, s).)
Hence |bn(ρ)| = O (T 1/2+ε) for every n  2mγ by (3.17). Now we obtain (3.15) by (3.18). The lead-
ing term of (3.16) is xv2m−1(x)(log(1/x))2m−1. Hence mγ m, (3.14) and (3.19) imply formula (3.6).
Realness of v2m−1(x) is obvious by formula (3.6), since f (s¯) = f (s) and L(n)(E, s¯) = L(n)(E, s).
Now we obtain
ZE,0(x) = xP1
(
log(1/x)
)+ x 2m−1∑
k=0
vk(x)
(
log(1/x)
)k + O (x2)
as x → 0+ by taking T = 1/x in (3.12) and then tending x to zero. This asymptotic formula im-
plies (3.4) via (3.10).
The ﬁrst assertion (3.2) is derived from (3.11) by moving the path of integration to the vertical
line (s) = 1 + ε. It is justiﬁed by the Riemann hypothesis for L(E, s), the estimate of Lemma 4, the
convexity bound of ζFi (s) and the Stirling formula of Γ (s). The resulting integral (3.11) with c = 1+ ε
is estimated as O (x1−ε) by the same tools. 
Comments on Theorem 3. Traditionally it is expected that all nontrivial zeros of L(E, s) are simple
except for s = 1, i.e. m = 1. Theorem 3 implies the single sign property of ZE (s) = ZE0 (s) if r  1 and
m = 1. On the other hand it says nothing about it if r = 0 and m = 1, since |v1(x)| < C is not obvious.
Computational table of ZE (s) for F = Q and I = 1, and its PARI/GP program can be available at [4]
(for convenience, use it together with the table of elliptic curves in Appendix B.5 of Cohen [1]). In the
table, we observe that
YE(x) := ZE(x)
x(log(1/x))2r+1
is near to the constant C of (3.5) if the rank of E is one and x is small. (Note that the sign of
deﬁnition for ZE is opposite in the table and this paper.) Also table [4] suggests that ZE (x) is positive
for suﬃciently small x > 0 even if the rank of E(Q) is zero. Practically ZE (x) often changes its sign in
the range of table [4] if the rank is zero. In such a case ZE (x)/x log(1/x) oscillates largely, but it looks
like oscillating around the value C of (3.5).
(Rank zero cases):
E : qE = 11, C = 30.68225, YE(0.0001) = 23.99407,
E : qE = 19, C = 9.623476, YE(0.0001) = 10.86582,
E : qE = 35, C = 4.001408, YE(0.0001) = 4.223385;
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E : qE = 43, C = 2.792212, YE(0.0001) = 2.840543,
E : qE = 61, C = 1.396926, YE(0.0001) = 1.535993,
E : qE = 88, C = 0.702435, YE(0.0001) = 0.870141.
Assume that the Riemann hypothesis of L(E, s) and that all nontrivial zeros of L(E, s) are simple
except for possible multiple zero at s = 1. Then estimate (3.3) for L(E, s) with A = 1 is the analogue
of the conjectural estimate
∑
0<γT
∣∣ζ ′(ρ)∣∣−2k = O (T (log T )(k−1)2) (k ∈ R) (3.20)
for the Riemann zeta function under the Riemann hypothesis and the simplicity of zeros. Esti-
mate (3.20) was independently conjectured by Gonek [7] and Hejhal [9] from different points of view.
For k = 1 Gonek conjectured the asymptotic formula ∑0<γT |ζ ′(ρ)|−2 ∼ (3/π3)T . Let f be a nor-
malized Hecke eigenform of weight k > 1 and level q with trivial nebentypus. Murty and Perelli [12]
had shown that almost all zeros of L( f , s) are simple if we assume the Riemann hypothesis for L( f , s)
and the pair correlation conjecture for it. According to the Shimura–Taniyama–Weil conjecture proved
by Wiles et al., almost all zeros of L(E, s) are simple if we assume the Riemann hypothesis of L(E, s)
and its pair correlation conjecture.
4. Explicit description of boundary terms
In this section, we study basic analytic behaviors of ZE (x) for F = Q, I = 1 starting from its
components Z(x, ν). Other related results for Z(x, ν) are also stated. Several results of this section
are already mentioned in [5,6], but we state them again with proofs for the convenience of readers.
Throughout the section we understand that ν is a variable for positive real numbers.
In order to state results for Z(x, ν) simply, we use the (completed) non-holomorphic Eisenstein
series E∗(z, s) for the full modular group PSL(2,Z) which is deﬁned by the series
E∗(z, s) = 1
2
π−sΓ (s)
∑
(m,n)∈Z2
(m,n) =(0,0)
ys
|mz + n|2s (4.1)
for z = x + iy with y > 0 and (s) > 1. It is well known that E∗(z, s) is continued holomorphically
to the whole s-plane except for two simple poles at s = 0 and s = 1 with residues −1/2 and 1/2,
respectively, for every ﬁxed z. As a function of z, E∗(z, s) satisﬁes
E∗
(
az + d
cz + d , s
)
= E∗(z, s) for all γ =
(
a b
c d
)
∈ PSL(2,Z). (4.2)
We use notations
E(y) = E∗(iy,1/2) and Q = (4π)−1eγ , (4.3)
where γ = 0.57721+ is the Euler constant.
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V (x, ν) = 4
∞∑
N=1
σ0(N)
(
x2K0
(
2πNνx2
)− K0(2πNνx−2)) (4.4)
= x2 log(1/x2)− x2 log Q ν + log(1/x2)+ log Q ν
+ x√
ν
[
E
(
νx2
)− E(νx−2)]. (4.5)
Proof. By deﬁnition (2.1), we have
κ(x) =
∞∑
N=1
σ0(N)
1
2π i
∫
(s)=c
Γ (s/2)2(πNx)−s ds (c > 1)
by using the expansion ζ(s)2 =∑∞N=1 σ0(N)N−s for (s) > 1 [16, §1.2]. The interchanging of summa-
tion and integration is justiﬁed by Fubini’s theorem. Using the formula Γ (s/2)2 = 4 ∫∞0 K0(2x)xs−1 dx
(Re(s) > 0) of [11, p. 14] and the Mellin inversion formula, we have
1
2π i
∫
(s)=c
Γ (s/2)2x−s ds = 4K0(2x) (c > 0). (4.6)
Hence we obtain
κ(x) = 4
∞∑
N=1
σ0(N)K0(2πNx) (4.7)
and (4.4) by deﬁnition (2.2). We obtain (4.5) by using the Fourier expansion
E∗(iy,1/2) = √y log y + (γ − log4π)√y + 4√y
∞∑
N=1
σ0(N)K0(2πNy) (4.8)
[10, §15.4] with (4.7). 
We obtain asymptotic behaviors of Z(x, ν) at x = 0+ and +∞ as follows.
Proposition 3.We have
Z(x, ν) = 16x2 log(1/x2)− 16x2 log Q e4ν + R0(x, ν),
R0(x, ν) = 1
2π i
∫
(s)=c
(2s)4
[
ν−1
(
νx2
)s − (ν−1x2)s]ζˆ (s)2 ds (c > 1) (4.9)
and
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ν
x2 log
(
1/x2
)− 16
ν
x2 log
Q e4
ν
+ R∞(x, ν),
R∞(x, ν) = 1
2π i
∫
(s)=c
(2s)4
[
ν−1
(
νx2
)s − (ν−1x2)s]ζˆ (s)2 ds (c < 0). (4.10)
Moving the path of integration to the line (s) = 1+ δ or (s) = −δ (δ > 0), we have
R0(x, ν) = O
((
ν−1−δ + νδ)x2(1+δ))
for 0 < x 1, and
R∞(x, ν) = O
((
ν−1−δ + νδ)x−2δ)
for x 1, respectively. Here the implied constants depend only on δ > 0. In particular, there exists xν > 0 and
x′ν > 0 such that Z(x, ν) is positive for 0 < x < xν and Z(x, ν) is negative for any x > x′ν , respectively.
Proof. Recall equality (4.5) of Proposition 2 and notation (4.3). We use the modular relation E(y) =
E(y−1). Replacing E(νx2) by E(ν−1x−2) in (4.5), we have
V (x, ν) = x2 log(1/x2)− x2 log Q ν + log(1/x2)+ log Q ν
+ x√
ν
[
E
(
1
νx2
)
− E
(
ν
x2
)]
. (4.11)
By deﬁnition (2.6) this derives
Z(x, ν) = 16x2 log(1/x2)− 16x2 log Q e4ν
+
(
x
d
dx
)4[ x√
ν
(
E
(
1
νx2
)
− E
(
ν
x2
))]
. (4.12)
In the third term, we have
x√
ν
[
E
(
1
νx2
)
− E
(
ν
x2
)]
=
(
1− 1
ν
)(
log x2 − log Q )−(1+ 1
ν
)
logν
+ 1
2π i
∫
(s)=c
[
ν−1
(
νx2
)s − (ν−1x2)s]ζˆ (s)2 ds
by using the Fourier expansion (4.8) and (4.7). Therefore
(
x
d
dx
)4( x√
ν
[
E
(
1
νx2
)
− E
(
ν
x2
)])
= 1
2π i
∫
(s)=c
(
x
d
dx
)4[
ν−1
(
νx2
)s − (ν−1x2)s]ζˆ (s)2 ds
= 1
2π i
∫
(s)=c
(2s)4
[
ν−1
(
νx2
)s − (ν−1x2)s]ζˆ (s)2 ds (4.13)
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by replacing E(νx−2) by E(ν−1x2) in (4.5). 
As a consequence of Proposition 3, for given n′  1, there exists x0 = x0(n′) > 0 such that
n′∑
n=1
c(n)Z(x,n) > 0
for every x ∈ (0, x0) if at least one c(n) is positive for 1  n  n′ (recall that c(n)  0 by deﬁnition).
However the inﬁnite sum of the ﬁrst term of the right-hand side of (4.9) diverges for every x > 0.
Therefore we need further considerations to decide the behavior of ZE (x) near the zero. By Lemma 3
the problem is reduced to the behavior of ZE,0(x).
Proposition 4. Let ZE,i(x) (i = 0,1) be functions deﬁned in (3.7). Then we have
ZE,0(x) = 2
π
∞∑
n=1
1
n
(∑
d|n
c(d)σ0(n/d)
)
K(2πnx2),
ZE,1(x) = 4
∞∑
n=1
(∑
d|n
c(d)σ0(n/d)
)
K˜(2πnx−2), (4.14)
where K(x) and K˜(x) are given by
K(x) = (16x5 + 288x3 + 16x)K0(x) − (128x4 + 64x2)K1(x),
K˜(x) = (64x2 + 16x4)K0(x) − 64x3K1(x). (4.15)
Proof. By (3.8) and (4.7) we have
ZE,0(x) =
(
−x d
dx
)4(
4x2
∞∑
n=1
(∑
d|n
c(d)σ0(n/d)
)
K0
(
2πnx2
))
= 2
π
(
−x d
dx
)4( ∞∑
n=1
1
n
(∑
d|n
c(d)σ0(n/d)
)(
2πnx2K0
(
2πnx2
)))
,
ZE,1(x) =
(
−x d
dx
)4(
4
∞∑
n=1
(∑
d|n
c(d)σ0(n/d)
)
K0
(
2πnx−2
))
.
Hence the proof is reduced to the following Lemma 5. 
Lemma 5. Let A be a positive real number. Then we have
(
x
d
dx
)4[
Ax2K0
(
Ax2
)]= (16A5x10 + 288A3x6 + 16Ax2)K0(Ax2)
− (128A4x8 + 64A2x4)K1(Ax2),(
x
d
dx
)4[
K0
(
Ax−2
)]= (64A2
x4
+ 16A
4
x8
)
K0
(
Ax−2
)− 64A3
x6
K1
(
Ax−2
)
. (4.16)
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d
dz
[
zνKν(z)
]= −zνKν−1(z), d
dz
[
z−νKν(z)
]= −z−νKν+1(z)
and K ′0(z) = −K1(z) [8, 8.486 of p. 929], we have
(
x
d
dx
)4[
K0
(
x−2
)]= (64
x4
+ 16
x8
)
K0
(
x−2
)− 64
x6
K1
(
x−2
)
.
This implies the second equality of (4.16), since the multiplication f (x) → f (Ax) and the differential
x ddx are commutative to each other. The proof of the ﬁrst equality of (4.16) is similar. 
It is well known that K -Bessel functions decay exponentially as x → +∞. Hence the second for-
mula of (4.14) prove Lemma 3 again. If we truncate the ﬁrst series of (4.14) at T , the remainder
is
2
π
∑
n>T
a(n)
n
K(2πnx2)= 1
2π i
∫
(s)=c
π−sΓ (s/2)2
∑
n>T
a(n)
ns
x2−2s ds (c > 1)
by formula (4.6) and the proof of Proposition 4, where we have set a(n) =∑d|n c(d)σ0(n/d). By mov-
ing the path of integration to the line (s) = 1+ k (k > 0), we obtain
∣∣∣∣ 12π i
∫
(s)=c
π−sΓ (s/2)2
∑
n>T
a(n)
ns
x2−2s ds
∣∣∣∣k x−2k∑
n>T
a(n)
n1+k
k,ε T ε
(
x2T
)−k
by using
∑
nx a(n) ε x1+ε . The implied constant of the right-hand side is computed explicitly as
follows if we use the well-known asymptotic formula of K -Bessel functions.
Corollary 2. Let T and Q be positive real numbers with T > Q  1. Let ZE,0(x) be the function deﬁned
in (3.7). Then, for given 0 < δ < 1 and positive integer k, we have
ZE,0(x) = 2
π
∑
nT
1
n
(∑
d|n
c(d)σ0(n/d)
)
K(2πnx2)+ R(x, T ) (4.17)
for
√
Q /T 
√
2πx < 1, where K(x) is the function of (4.15) and the error term R(x, T ) satisﬁes
∣∣R(x, T )∣∣
√
2
π
1
(2π)k
(
Ak + BkQ
)
ME,δ · T δ
(
x2T
)−k
, (4.18)
with constants
Ak = 16(k + 4)! + 128(k + 3)! + 288(k + 2)! + 64(k + 1)! + 16k!,
Bk = 2(k + 4)! + 48(k + 3)! + 36(k + 2)! + 24(k + 1)! + 2k!,
ME,δ = c−1−2δE ζ(1+ δ)2ζE (2+ 2δ)2. (4.19)
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plicitness of the implied constant. But we do not consider such improvement here, because usefulness
of such improvement is not clear at present.
Proof. We denote
∑
d|n c(d)σ0(n/d) by a(n) as the above. Note that a(n) are nonnegative. The asymp-
totic formula of Kν(x) for x > 0 and ﬁxed ν ∈ C is given by
Kν(x) =
(
π
2x
)1/2
e−x
(
1+ θ
2x
)
, (4.20)
where |θ | |ν2 − (1/4)| [8, 8.451-6 of p. 920]. Using (4.20) we have
∑
n>T
a(n)
n
K(x2n)√π
2
∑
n>T
a(n)
n
(
16x10n5 + 288x6n3 + 16x2n) e−x2n√
x2n
(
1+ |θ0|
2x2n
)
+
√
π
2
∑
n>T
a(n)
n
(
128x8n4 + 64x4n2) e−x2n√
x2n
(
1+ |θ1|
2x2n
)
.
Since |θ0| 1/4, |θ1| 3/4, and x2n x2T  Q for x√Q /T ,
∑
n>T
a(n)
n
K(x2n)√π
2
∑
n>T
a(n)√
n
(
16x9n4 + 128x7n3 + 288x5n2 + 64x3n + 16x)e−x2n
+ 1
Q
√
π
2
∑
n>T
a(n)√
n
(
2x9n4 + 48x7n3 + 36x5n2 + 24x3n + 2x)e−x2n.
For given positive integer k the inequality
e−x/(k +m − 1)! x−k−m+1  x−k−m+1/2 (1m 5)
holds for 0 < x < 1, since e−x = (∑∞j=0 x j/ j!)−1  j!x− j for every nonnegative integer j and x > 0.
This implies
∑
n>T
a(n)
n
K(x2n)√π
2
(
Ak + BkQ
)
x−2k
∑
n>T
a(n)
n1+k
(4.21)
for
√
Q /T  x < 1 with constants of (4.19). Here we have
∑
n>T
a(n)
n1+k
 T−k+δ
∑
n>T
a(n)
n1+δ
 T−k+δc−1−2δE ζ(1+ δ)2ζE (2+ 2δ)2. (4.22)
Combining (4.21) and (4.22), we obtain (4.18). 
Corollary 3. Let Q  1 and 0 < δ < 1 be positive real numbers, and let N be a positive integer. Then we have
ZE (x) = 2
π
∑
nQ x−2−δ
1
n
(∑
d|n
c(d)σ0(n/d)
)
K(2πnx2)+ O (xN) (4.23)
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√
2πx < 1 with an explicit implied constant depending on E, Q , δ and N which described in the
proof.
Proof. We apply Corollary 2 to T = Q x−2−δ and k = [(N+1)/δ]+3, where [X] = max{m ∈ Z |m X}.
Then T > Q and
√
Q /T 
√
2πx < 1 hold for every 0 < x (2π)1/δ , and
T δ
(
x2T
)−k = Q δ−[(N+1)/δ]−3xδ[(N+1)/δ]+δ(1−δ)  Q −(N/δ)+δxN
for 0 < x < 1, since 0 < δ < 1 and Q  1. Put
M ′E,Q ,N,δ =
√
2
π
1
(2π)k
(
Ak + BkQ
)
Q −(N/δ)+δME,δ,
by using the constants of (4.19). On the other hand, we have
∣∣ZE,1(x)∣∣=
∣∣∣∣∣4
∞∑
n=1
a(n)K˜(2πnx−2)
∣∣∣∣∣
 4(2π) 1−N2
{
36
([
N
2
]
+ 2
)
! + 44
([
N
2
]
+ 3
)
! + 9
([
N
2
]
+ 4
)
!
} ∞∑
n=1
a(n)
nN/2
· xN
for 0 <
√
2πx < 1 by a way similar to the proof of Proposition 2. Put the right-hand side as M ′′E,N · xN .
Note that
∞∑
n=1
a(n)
nN/2
= c1−NE ζ(N/2)2ζE (N)2
is bounded as N → ∞. By taking ME,Q ,N,δ/2 = max{M ′E,Q ,N,δ,M ′′E,N}, we obtain
∣∣∣∣ZE (x) − 2π
∑
nQ x−2−δ
1
n
(∑
d|n
c(d)σ0(n/d)
)
K(2πnx2)∣∣∣∣ ME,Q ,N,δ · xN
for 0 <
√
2πx < 1 by Corollary 2. Now we complete the proof. 
Mostly M ′′E,N is smaller than M
′
E,Q ,N,δ , and we can ignore the contribution of ZE,1(x) for small
x > 0 almost always.
The function K(x) has only four zeros on (0,∞):
x1 = 0.021262 . . . , x2 = 0.458587 . . . , x3 = 2.049810 . . . , x4 = 5.609164 . . . .
The value of K(x) is positive on (0, x1), (x2, x3) and (x4,∞), and is negative on (x1, x2) and (x3, x4),
and decreases quickly and monotonically for x > 7.662120 . . . (this is the zero of K′(x) in the right-
hand side end). In fact we have
K(7.662120) = 16.58552 . . . , K(10) = 9.581820 . . . , K(20) = 1.865453× 10−2,
K(30) = 6.208151× 10−6, K(40) = 1.112035× 10−9 etc.
M. Suzuki / Journal of Number Theory 131 (2011) 1770–1796 1795Fig. 1. The graph of ZE (x)/(x log(1/x)) for 0.0039 x 0.9.
Fig. 2. The graph of ZE (x)/(x log(1/x)) for 0.0021 x 0.0069.
The above data of K(x) is useful to chose a reasonable values of Q and T for numerical computations
using (4.17). The choice of Q and T is important to observe the true behavior of ZE (x) for small x > 0,
since it oscillates highly for small x > 0. See Fig. 1 and Fig. 2 that are graphs of ZE (x)/(x log(1/x)) =
ZE0 (x)/(x log(1/x)) for the rank zero elliptic curve E over Q with conductor 19 in the range 0.004
x  0.9 and 0.0021  x  0.0069, respectively. They are written by using (4.17) with Q = 25, T =
250,000 and Q = 30, T = 1,000,000, respectively. (Note that c(n) = 0 unless n is square as mentioned
in the introduction.) The expected value of ZE (x)/(x log(1/x)) at x = 0 is C = 9.623476 by (3.5).
By (3.11) the order of ZE,0(x) for small x > 0 is at least x1 without the Riemann hypothesis. There-
fore, for given x0 > 0, one reasonable choice of Q and T for numerical computations on (x0,1) is
T = Q x−2−δ0 for 2π Q > x4 with K(2π Q ) < x20, since n > T = Q x−2−δ0 implies 2πnx2 > 2π Q for ev-
ery x0 < x < 1. By a similar reason, for given T > 1, one reasonable choice of Q and a lower bound x0
of x is 2π T x20  Q > x4/(2π) with K(2π Q ) < x20 (recall that K(x) is of rapid decay). Anyway we
need more than x−2 many terms to obtain trusted value of ZE (x) if we use the truncation (4.17).
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