Equation of Study
The classic Wiener space: (Ω, F , P)
• Ω = ω(t) : ω(·) ∈ C 0 (R, R); ω(0) = 0
• F is its Borel σ-algebra, and
• P is the Wiener measure.
• Brownian motion: B t = ω(t).
The classical Wiener shift:
θ t ω(·) = ω(t + ·) − ω(t)
• θ t+s = θ t • θ s .
• P is an ergodic invariant measure for θ t .
A Random Drive
For ∆ > 0, let G : Ω → R be a random variable
G(θ t ω) = 1 ∆ (ω(t + ∆) − ω(t))
• G(θ t ω) is a stationary Gaussian process.
• G(θ t ω) is a discrete White Noise.
• G(θ t ω) is unbounded almost surely.
Unperturbed equation
• α, β > 0; f (x, y), g(x, y) are high order terms.
• (0, 0) is with a homoclinic solution ℓ
Equation driven by a Brownian Motions
• P (x, y), Q(x, y) are high order terms.
• µ is a small parameter.
Statement of Results
We denote the forced equation as EQ ω for ω ∈ Ω. EQ ω is a non-autonomous non-periodic equation.
Main Theorem (Chaos almost surely) Assume that there exists a t ∈ R so that
Then there exist a µ 0 > 0 and a θ t -invariant subsetΩ ⊂ Ω of full measure such that for all 0 < µ < µ 0 and all ω ∈Ω, EQ ω admits a topological horseshoe of infinitely many branches
• This theorem is much easier to apply than Birkhoff-Samle-Melnikov. It only assume that the forcing is not entirely tangential to ℓ.
• We have a uniform µ 0 > 0 for almost all ω ∈ Ω.
Example 1: Duffing Equation
Corollary
A. There exists a µ 0 > 0 such that for almost all ω ∈ Ω and all 0 < µ < µ 0 , the randomly forced Duffing equation
admits a topological horseshoe of infinitely many branches.
Example 2: Non-linear Pendulum Corollary B. There exists a µ 0 > 0 such that for almost all ω ∈ Ω and all 0 < µ < µ 0 , the randomly forced pendulum equation
Main Issues Involved (I) How to describe chaotic dynamics for nonperiodic equations.
This has been a main obstacle in extending Birkhoff-Smale-Melnikov to non-periodic equation.
(II) How to deal with the unboundedness of the forcing.
We can not rely on classical theory on local dynamical structure. Unbounded forcing destroys the classical local hyperbolic structure.
(III) How to prove chaos for almost all sample pathes of the Brownian motion.
Ergodicity of classical Wiener shift; sub-linear growth of Browina motions; a Melnikov-like random variable on Ω: all in play throughout in our construction.
Description of chaotic dynamics
The Separatrix Map:
The time−T map t = 0 t = T R ω is only partially defined on I × R.
The Horseshoe
Geometric terms: Horizontal direction, vertical direction; vertical curves, vertical strips V; fully extended horizontal curve in V ;
Horizontal crossing: F (V 1 ) horizontally cross V 2
Definition (Topological horseshoe) F admits a topological horseshoe of k-branches if there exists a bi-infinite sequence of non-intersecting vertical strips {V n } ∞ n=−∞ lined up monotonically from t = −∞ to t = +∞ in Σ, such that (1) For every m, there exists an n > m, such that F (V m ) crosses V n , V n+1 , · · · V n+k horizontally.
(2) For every m, there existsn < m, such that
A horseshoe of two branches

Implication of a Horseshoe
Claim: In every vertical strip V i , there is a Cantor set Λ i of k branches, so that Λ i ⊂ Λ.
Stable and unstable fragments
• ε: The size of B ε around (0, 0).
• −L − , L + : The respective times ℓ(t) meet
If G(θ t ω) were bounded:
But G(θ t ω) is not bounded:
There remains stable and unstable fragments! Our task: Find these fragments, and match them to create horseshoe.
Precise Statement
Claim: C ω : Ω → R + is a Wiener measurable function well-defined for almost all ω ∈ Ω.
It follows from this claim:
• There exists K 0 > 0, so that
• For P-almost all ω ∈ Ω, there exists {q n } +∞ n=−∞ , such that
Proposition 1 There is a unique unstable curve
Proposition 2 There is a unique stable curve
A Melnikov random variable
ds.
• ℓ(t) = (a(t), b(t)): the homoclinic solution
For almost all ω ∈ Ω (a) W(ω) is well-defined.
On W(t):
Proposition 3 ∃{I n } n∈Z , lined up monotonically in R from −∞ to +∞, s.t. ∃K 0 , K 1 , K 2 and q + n , q − n ∈ I n for all n, s.t.
Intended Claim: W(t) = 0 → w u ∩ w s = ∅
• K i are independent of ε and µ.
• Item (b) assures infinitely many W(t) = 0.
• Item (c) is critical:
-w u and w s fragments are size O(L).
-item (b) would be useless without (c).
-item (c) is the hardest to prove.
Local linearization
• H + , H − ,α,β are functions of (X, Y, ω, µ).
• 
