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We study dephasing of a superconducting qubit due to quasiparticle tunneling through a Joseph-
son junction. While qubit decay due to tunneling processes is well understood within a golden
rule approximation, pure dephasing due to BCS quasiparticles gives rise to a divergent golden rule
rate. We calculate qubit dephasing due to quasiparticle tunneling beyond lowest order approxi-
mation in coupling between qubit and quasiparticles. Summing up a certain class of diagrams we
show that qubit dephasing due to purely longitudinal coupling to quasiparticles leads to a dephas-
ing ∼ exp(−x(t)) where x(t) is not linear in time on short time scales while it tends towards a
selfconsistent calculated dephasing rate for longer times.
PACS numbers: 74.50.+r, 85.25.Cp
I. INTRODUCTION
Superconducting quantum circuits based on the
Josephson effect are promising candidates for the real-
ization of large scale quantum computers1. While early
qubit designs such as the charge2, flux3 and phase qubit4
were relatively sensitive to environmental charge and
phase fluctuations, qubits such as the transmon5 or flux-
onium have overcome these issues. With the 3D im-
plementation of the transmon, decoherence times up to
almost 100µs have been demonstrated6–8 closing in on
quantum error correction thresholds. Even 2D imple-
mentations of transmon qubits at the threshold of quan-
tum error correction have been demonstrated9. With
these decoherence times superconducting qubits have
reached regimes where previously unobservable decoher-
ence channels such as quasiparticle tunneling could be-
come a relevant source of dephasing. Quasiparticles as
a source of decoherence have been confirmed by several
experiments that clearly demonstrate the influence of
non-equilibrium quasiparticles on qubit energy relaxation
either with temperature dependent measurements10 or
with quasiparticles injected on purpose10–13. Quasiparti-
cles as an intrinsic feature of superconducting devices are
of particular interest because they could provide an ulti-
mate limit to qubit coherence times. Besides equilibrium
quasiparticles which, at usual qubit operation tempera-
ture, are exponentially suppressed and contribute little to
the overall quasiparticle density, there always exist non
equilibrium quasiparticles close to the BCS gap. Qubit
decay and frequency shifts due to those non equilibrium
quasiparticles have been studied in several theoretical
papers14–16 with golden rule calculations. Diagonal el-
ements of a qubit’s density matrix decay to their equi-
librium values with a relaxation rate that is proportional
to the quasiparticle spectral density Sqp(ω) evaluated at
the qubit frequency 0 with decay times ranging from sev-
eral micro seconds up to milliseconds depending on the
qubit type15. In addition to energy relaxation with decay
rate Γ1 quasiparticle tunneling induces pure dephasing.
The decay of off-diagonal elements of the density ma-
trix takes the form ρ10 ∼ e−Γ1t/2e−x(t) with the dephas-
ing function x(t) which in general is not linear in time.
Nonetheless for noise with a regular spectral density at
low frequencies and for long times one can define a pure
dephasing rate Γ2∗ and the dephasing function takes the
form x(t) = Γ2∗t. Contrary to relaxation pure dephasing
is proportional to the spectral density at low frequencies
and a golden rule calculation yields Γ2∗ ∼ S(0). Unfortu-
nately, the BCS density of states leads to a spectral den-
sity that diverges logarithmically as ω tends to zero. As
is known from 1/f noise, dephasing due to noise with a di-
vergent spectral density at low frequencies produces non-
linear exponential decay17. For 1/f noise the dephasing
function is quadratic, x(t) ∼ bt2. Since the irregularity
of the quasiparticle spectral density is only logarithmic
we expect a time dependence of dephasing due to quasi-
particles somewhere between the linear golden rule and
the quadratic 1/f-noise result, x(t) ∼ btα with 1 ≤ α ≤ 2.
Single quasiparticle tunneling changes the parity of the
qubit state and recent experimental18 and theoretical19
works suggest that this parity change can be important
for qubit decoherence even for the transmon with large
ratio between Josephson and charge energy. We neglect
these effects in this work which is valid for small energy
splittings between physical states for the same qubit level
but with different parity19.
In this paper we us two different approaches to es-
timate pure dephasing due to quasiparticle tunneling.
First we use a real time diagrammatic technique to find
a selfconsistent pure dephasing rate.The result is similar
to the selfconsistent rate defined by Catelani20. This ap-
proach leads to a linear exponential decay but, as we have
mentioned before, dephasing due to a divergent spectral
density usually is non-exponential at short times. To cal-
culate the non-linear behavior we sum up a certain group
of diagrams for quasiparticle tunneling. With this sum-
mation we recover the results obtained for a bosonic bath
coupled longitudinal to the qubit. Hence we find that
we can describe dephasing due to quasiparticles with re-
lations already established for the treatment of bosonic
noise17.
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2II. THE MODEL
The effective Hamiltonian of a superconducting qubit
coupled to quasiparticle degrees of freedom can be split
into three parts:
H = HS +HR +HT . (1)
Here HS is the effective qubit Hamiltonian that includes
all coherent many-body degrees of freedom that con-
tribute to the effective two level system. HR describes
the free quasiparticles in the superconducting leads of the
system. The last term HT describes quasiparticle tun-
neling across the Josephson junction and couples qubit
and quasiparticle degrees of freedom. This coupling in-
duces decay and dephasing in the time evolution of the
qubit. In general we can distinguish two different kinds
of tunneling processes: tunneling processes with energy
transfer inducing transitions between qubit states and
elastic processes that contribute to pure dephasing only.
We neglect the change in parity due to single quasipar-
ticle tunneling processes. For a transmon qubit, whose
eigenstates are superpositions of states with even and odd
parity, this treatment is valid for small energy splitting
between states with different parity but belonging to the
same qubit eigenstate19.
The distinction between qubit, free quasiparticles and
tunneling may, at first glance, seem artificial as the
Josephson junction, described with the same quasipar-
ticle tunnel Hamiltonian HT , is part of the qubit. In-
deed one has to be careful to avoid double counting of
tunneling processes. We will come back to this issue in
more detail in section (II A) and (II B). In the following
sections we describe the three separate parts of our full
Hamiltonian (1) in more detail.
A. Single junction qubit
In this work we consider superconducting qubits with
a single Josephson junction. In a quite general form the
Hamiltonian for this type of qubit reads
HS = EC(nˆ− ng)2 + 1
2
EL(ϕˆ− ϕe)2 − EJ cos ϕˆ. (2)
Here nˆ is the number operator of electrons tunneled
through the junction, EC is the charging energy, ng is a
tunable charge offset and ϕˆ the phase difference between
the superconducting leads. Phase difference and charge
number operator are conjugate variables with the relation
[ϕˆ, nˆ] = 2i. The inductive energy EL describes a qubit in-
side a superconducting loop with applied external flux ϕe
(e.g. flux- or phase-qubits). Coherent Cooper pair tun-
neling through the junction gives rise to the last term in
the Hamiltonian. EJ is the Josephson energy which de-
pends on the experimental setup. The Josephson energy
is obtained from second order perturbation theory in the
tunnel Hamiltonian HT . The qubits we consider live in
a parameter regime with EJ  EC , where single charge
effects are negligible. In this parameter regime we can
neglect effects due to parity19. The non-linearity of the
Josephson junction plays a crucial role for the supercon-
ducting qubit because it allows to truncate the Hilbert
space of the effective qubit Hamiltonian to the two lowest
energy levels. The effective two level Hamiltonian for the
qubit (2) in its eigenbasis reads
HS =
0
2
σz (3)
with energy splitting 0 and the Pauli matrix σz. We
will use this effective Hamiltonian to describe the qubit
throughout this work, assuming that their occurs no tran-
sition to higher energies and that the detail of the actual
realization of the qubit is not important for what follows.
B. Quasiparticle degrees of freedom
The Hamiltonian HR describes the quasiparticle de-
grees of freedom in the superconducting leads. We treat
both leads as independent BCS superconductors:
HR =
∑
α=l,r
Hα, Hα =
∑
k
Eα,kγ
†
α,kσγα,kσ (4)
γ
(†)
α,kσ are Bogoliubov annihilation (creation) opera-
tors for quasiparticles with momentum k, spin σ and
energyEα,k = (ξ
2
α,k + ∆
2
α)
1/2 in lead α. ξα,k is the cor-
responding electron energy in the normal state measured
from the chemical potential. We assume identical super-
conductors on either side of the junction which describes
the usual experimental setup. Due to the presence of hot
non-equilibrium quasiparticles the quasiparticle distribu-
tion functions
fα(Ek) =
〈
γ†α,kσγα,kσ
〉
, (5)
differ from equilibrium Fermi functions. High energy
quasiparticle excitations decay fast to the gap, e.g. due
to inelastic phonon scattering, and produce a strongly
increased quasiparticle density at Eα,k ' ∆. Hence,
the distribution function differs from a Fermi distribution
only in a very narrow region above the gap. For tempera-
tures well below the gap the distribution function decays
rapidly for higher energies and f(Ek)  1 for Ek & ∆.
We will assume spin independent distributions which is
in general a good approximation. For some calculations
we describe non-equilibrium quasiparticles with a Fermi
or Boltzmann distribution at an effective temperature
T ∗ > T , where T is the base temperature.
Finally we introduce the normalized density of states
n(ω) =
|ω|√
ω2 −∆2 Θ(ω
2 −∆2) (6)
of the BCS superconductors and the quasiparticle density
per spin defined as
nqp = 2N0
∫ ∞
∆
dEn(E)f(E). (7)
3Here N0 = N(0) is the normal state density at the Fermi
energy.
C. Quasiparticle Tunneling
a. Electron tunneling The last term in the effective
Hamiltonian (1) describes electron tunneling through the
junction,
HT = t
∑
kqσ
eiϕˆ/2c†r,qσcl,kσ + h.c. (8)
with electron creation/ annihilation operators c
(†)
α,kσ. The
commutation relation [nˆ, eiϕˆ/2] = 1 implies the represen-
tation eiϕˆ/2 =
∑
n |n + 1〉〈n| for the charge transfer op-
erator Tˆ ≡ eiϕˆ/2. Therefor this operator, which carries
the phase information of the two superconductors, de-
scribes the charge transfer due to tunneling in the qubit’s
Hilbert space for EJ  EC . Here, we assumed a constant
and real tunneling matrix element t which relates to the
Josephson energy as EJ,0 = pi
2t2N20 ∆0. The subscripts
in the Josephson energy and the gap denote equilibrium
quantities at zero temperature.
b. Quasiparticles For use in perturbation theory we
need the tunneling Hamiltonian expressed with free par-
ticle operators. For the BCS superconductors these are
Bogoliubov quasiparticles with the transformation(
ck↑
c†−k↓
)
=
(
uk −vk
vk uk
)(
γk↑
γ†k↓
)
(9)
we find the tunneling Hamiltonian
HT = Hqp +Hp = t
∑
kqσ
(Akqγ
†
qσ,rγkσ,l + h.c.)
+t
∑
kqσ
(σBkqγqσ,rγkσ¯,l + h.c.). (10)
Here u2k = 1 − v2k = 12 (1 + ξk/Ek) are real coefficients
while the phase dependence has already been taken into
account with the charge transfer operator. In the trans-
formed Hamiltonian the first term Hqp with coherence
factor
Akk′ = e
iϕ/2uk,luk′,r − e−iϕ/2vk,lvk′,r (11)
describes single quasiparticle tunneling while the second
term Hp refers to pair tunneling processes with
Bkk′ = e
iϕ/2uk,lvk′,r + e
−iϕ/2vk,luk′,r. (12)
The pair Hamiltonian provides the main contribution to
the Josephson term in the qubit Hamiltonian ∼ EJ cosϕ
but does not contribute to qubit decoherence as long as
relevant energies are small compared to the gap which is
always the case for dephasing. On the other hand Hqp
describes single quasiparticles present in the junction re-
gion which undergo incoherent tunneling processes and
ultimately induce qubit decoherence. In addition to de-
coherence, quasiparticles lead to corrections of the qubit
energies in two ways16. Virtual transitions between qubit
states lead to a change in energy levels. Second, quasipar-
ticles change physical parameters of the junction. Both,
EJ and ∆, change linearly with the ratio between quasi-
particle and Cooper pair density xqp = nqp/(2N0∆0).
The resulting corrections to the qubit energy splitting
have been derived by Catelani et all.16. This work will fo-
cus on decoherence effects and we will assume that energy
corrections to the qubit eigenstates have been included
in the effective qubit Hamiltonian. For the qubits con-
sidered in this work transitions to higher levels of the ef-
fective qubit Hamiltonian are strongly suppressed due to
the large Josephson energy which minimizes single charge
effects. Hence we truncate the tunneling Hamiltonian to
the two dimensional qubit Hilbert space according to14
Tˆ = αI + ~β · ~σ, (13)
where I is the unit operator in qubit space. We find the
coefficients in this expansion
α =
1
2
(〈1|Tˆ |1〉+ 〈0|Tˆ |0〉) (14)
βz =
1
2
(〈1|Tˆ |1〉 − 〈0|Tˆ |0〉) (15)
βx = 〈1|Tˆ |0〉+ 〈0|Tˆ |1〉 (16)
βy = −i〈1|Tˆ |0〉+ i〈0|Tˆ |1〉 (17)
The terms proportional to σx and σy induce state tran-
sitions. They describe inelastic tunneling processes with
energy exchange between qubit and bath producing qubit
energy relaxation. We will focus on pure dephasing tak-
ing only σz into account and neglecting other contribu-
tions from quasiparticle tunneling such that Tˆ → βzσz
and the tunneling Hamiltonian can be written as
HT = σzt
∑
kqσ
[
Azkqγ
†
qσ,rγkσ,l
+ σBzkqγqσ,rγkσ¯,l + h.c.
]
= σz(Rˆqp + Rˆp) ≡ σzRˆ (18)
To avoid double counting of processes that have been
taken into account in EJ already we have to add an ad-
ditional term to HT
14,15:
HT → H ′T = HT + EJ cosϕ. (19)
D. Spectral density
The effect of tunneling quasiparticles on the qubit is
described by their spectral density, S(t) = 〈Rˆ(0)Rˆ(t)〉
and its Fourier transform S(ω). For the quasiparticle
4part Hqp we find the spectral density
Sqp(ω) =
16
pi2
EJ
∆
∞∫
∆
∞∫
∆
dEdE′ n(E)n(E′)|A(E,E′)|2
×f(E) (1− f(E′)) δ(ω + E − E′)
(20)
|A(E,E′)|2 = |βz|2(1− cosϑ ∆
2
EE′
)
(21)
with cosϑ = (Re[βz]
2 − Im[βz]2)/(|βz|2), a interference
factor due to the quasiparticle-qubit interaction15,21 This
interference plays a crucial role because it determines
whether the spectral density diverges or remains finite
as ω → 0. If cosϑ = 1 the singularity due to the BCS
density of states cancels out and the spectral density re-
mains finite. For such a qubit the dephasing rate due to
quasiparticle tunneling usually remains small and plays
only a negligible role. Even for small deviations from
cosϑ = 1 the quasiparticle spectral density is log diver-
gent at zero frequency and it remains open whether this
leads to strongly increased dephasing rates. To conclude
this section we have a look at the pair Hamiltonian. It
yields the spectral density
Sp(ω) =
16
pi2
EJ
∆
∞∫
∆
∞∫
∆
dEdE′ n(E)n(E′)|B(E,E′)|2
×{(1− f(E)) (1− f(E′)) δ(ω − E − E′)
+ f(E)f(E′)δ(ω + E + E′)} . (22)
For the pair spectral density to become finite we need at
least an energy |ω| & 2∆. In a usual QED circuit the
BCS gap is by far the largest energy scale, particularly
the gap exceeds the relevant energy scale defined by the
energy splitting of the qubit, ∆  0. Therefore we can
neglect the pair Hamiltonian from now on and focus on
the single quasiparticle tunneling described by Hqp.
III. QUBIT DECOHERENCE
The effective Hamiltonian (1) describes a small sys-
tem with only a few degrees of freedom (qubit) cou-
pled to large reservoirs (leads). Tracing out quasipar-
ticle degrees of freedom we find the reduced density ma-
trix ρ(t) = Trqp [%(t)] of the qubit. We denote the full
density matrix with %(t) and the reduced density ma-
trix, describing only the qubit, with ρ(t). Assuming that
the full density matrix factorizes at some initial time t0,
%(t0) = ρ(t0)ρqp(t0), we find an exact relation for the
matrix elements ρss′ = 〈s|ρ|s′〉:
ρss′(t) =e
−i(Es−Es′ )(t−t0)
∑
qq′
ρqq′(t0)
× Trqp
{
〈q′|U†I (t, t0)|s′〉〈s|UI(t, t0)|q〉ρR(t0)
}
.
(23)
where Trqp{. . . } denotes a trace with respect to quasi-
particle states, |s〉 are qubit states and UI(t, t′) is the
time evolution operator in the interaction picture
UI(t, t0) = Texp
−i
t∫
t0
HT (t
′)dt′
 . (24)
Expanding the time evolution operators in equation (23)
we find a real time diagrammatic series for the time evo-
lution of the the reduced density matrix. With the time
evolution superoperator Π(t, t0) we can rewrite the ma-
trix time evolution as ρ(t) = Π(t − t0)ρ(t0) where the
time evolution superoperator’s matrix elements satisfy
the master equation
Π˙ss′←qq′(t, t0) = i(Es − Es′)Πss′←qq′(t, t0)
+
∑
q1q′1
t∫
t0
Σss′←q1q′1(t, t
′)Πq1q′1←qq′(t
′, t0). (25)
The first term in the Master equation describes free time
evolution, while the kernel Σ(t, t′) contains all reservoir
effects. In the diagrammatic language we can identify
the kernel with the selfenergy, the sum of all irreducible
diagrams. The diagrammatic approach to the full time
evolution is quite general. However, for pure dephas-
ing with HT = σzRˆ (18) the perturbation is diagonal
in qubit space and we can simplify the problem. In-
stead of dealing with the full superoperator Πdeph we
can separate the free time evolution of the qubit states
from the noise induced incoherent time evolution F (t, t0)
as Πdeph(t, t0) = Π0(t − t0)eΓ1t/2F (t − t0).The incoher-
ent time evolution is no operator but an ordinary func-
tion. Later we will show that for quasiparticle tunneling
F (t) ∼ e−x(t) and will refer to x(t) as dephasing function.
From (23), it follows
ρss′(t) = e
−i(Es−Es′ )(t−t0)ρss′(t0)Fss′(t, t0). (26)
with the incoherent time evolution Fss′ defined as
Fss′(t, t0) = TrR
{
U†I (t, t0, s
′)UI(t, t0, s)ρR(t0)
}
(27)
UI(t, t0, s) = T exp
−is
t∫
t0
Rˆ(t′)dt′
 (28)
where s = ±1 for excited/ ground state respectively. For
s = s′ the two time ordered exponentials are inverse to
each other so that the diagonal elements of the dephasing
function equal to one. This does not come as a surprise
since the diagonal elements of the density matrix do not
feel the longitudinal coupling and evolve free in time.
Using that the trace over odd powers of the tunneling
Hamiltonian vanishes and demanding a physical density
matrix, ρ01(t) = ρ
∗
10(t), we find F01 = F10 ≡ F (t, t0)
where F (t, t0) is a real valued function. In the following
5sections we will use a diagrammatic expansion to calcu-
late F (t). The standard way to obtain dephasing rates
uses lowest order Markov approximation and the corre-
sponding rate is proportional to the quasiparticle spectral
density at zero energy,
Γ2∗ ∼ Sqp(0). (29)
However due to the square root divergent BCS density of
states the quasiparticle spectral density has a logarithmic
divergence at zero frequency and the lowest order Marko-
vian dephasing rate is ill defined. We solve this prob-
lem with the introduction of a selfconsistent dephasing
function producing a selfconsistent rate equation, similar
to14. In the section after we calculate the dephasing func-
tion using equation (27) without diagrammatic expansion
and Markov approximation. Pure dephasing is domi-
nated by quasiparticle energies ω = E−∆ ∼ 0. Equation
(22) clearly shows, that the pair Hamiltonian contributes
to the spectral density only at energies ω & 2∆. There-
fore it does not contribute to pure dephasing and we focus
on Hqp from now on, neglecting pair contributions.
A. Diagrammatic Expansion - Self consistent rate
In this section we use a real time diagrammatic expan-
sion to calculate the dephasing function F (t, t0). This
expansion is well established in the context of open quan-
tum systems and we sketch only some steps that are im-
portant for our specific calculation. The first step on the
way to a diagrammatic description of the problem is to
expand the exponentials in (27) and represent the series
on a Keldysh contour. The dephasing function is the sum
of all diagrams. In order to find the master equation (25)
we define the self energy Σ in the usual way as the sum
of all irreducible diagrams:
Σ = + + + · · ·
Here solid dots represent tunneling vertices, a dashed di-
rected line is a contraction in the right lead while a di-
rected solid line represents a contraction in the left lead
and horizontal lines are free time evolution which, for the
dephasing function F , equals to one. We restrict the se-
ries to diagrams with two vertex fermionic loops. In other
words a left lead contraction between two vertices implies
a right lead contraction between the same vertices. Since
we assume identical superconductors the direction within
each loop is unimportant and we can combine the two
possible directions into one contraction between time t
and time t′. Each of those contractions γ≷(t− t′) yields
the quasiparticle spectral density S(±(t − t′)) where ≷
for t ≷ t′ with respect to the Keldysh contour. With the
selfenergy we find the Dyson equation for the dephasing
function F which we illustrate diagrammatically
F = + F Σ
The time derivate of the Dyson equation shown above
yields the master equation (27) for the dephasing func-
tion. Assuming a memoryless bath we can apply Markov
approximation. For a memoryless bath it holds that the
kernel Σ(t) decays on time scales much shorter then typ-
ical qubit decay times. In this case the integration region
in (25) is effectively reduced to a narrow region around
t = t′. The dephasing function F (t′) is constant in this
region and can be replaced by its value at time t. In
this approximation quasiparticle tunneling produces an
exponential decay with rate
Γ2∗ = lim
η→0
0∫
−∞
dtΣ(t)eηt (30)
where η ensures convergence. In first order four diagrams
contribute to Σ(t):
Σ(1) = + + +
The first two diagrams each yield S(t) while each of the
remaining two yields S(−t). With the Fourier trans-
formed spectral density we find
Γ2∗ = −2 lim
η→0
∫
dωSqp(ω)
∞∫
0
dt e−ηt cosωt
= 2pi lim
η→0
∫
dωSqp(ω)
1
pi
η
ω2 + η2
. (31)
In the given limit the Lorentzian in the latter equation
yields a delta function and we find the dephasing rate
J2∗ ∼ Sqp(0). Unfortunately the spectral density defined
in (20) has a logarithmic divergence for ω = 0. Thus the
first order Markovian rate is ill defined and we need to
reconsider our calculations. We want to notice that there
exists an exception to this statement. A closer look on
the spectral density reveals that the divergence is can-
celed for cosϑ = 1 which is the case for an symmetric
Hamiltonian. A qubit to which this applies in good ap-
proximation is the transmon (EL = 0, EJ  EC). In
this case one finds
Γ2∗ =
32|βz|2
pi
EJ
∆
f(∆). (32)
Even for the transmon the Hamiltonian H ∼ (n − ng)2
is not strictly symmetric due to the gate charge/ offset
charge ng. However since EC  EJ the influence of ng
is exponentially small and as we will show later one can
6regularize the log divergence in the rate. The regular-
ized rate is not large enough to counter the exponentially
small matrix element due to the almost symmetric Hamil-
tonian and (32) remains the dominating contribution to
the transmon dephasing rate.
B. Selfconsistent Born-Markov
Between vertices in the first order selfenergy a free time
evolution occurs which induces no native decay into the
selfenergy. However, it is possible to generate conver-
gence by including the decay of the propagator F (t, t′).
This is achieved within a selfconsistent Born approxima-
tion for the selfenergy and the dephasing function F . We
replace the free propagators in the first oder diagrams
with full propagators:
Σ = F + F
+ F + F
Within this approximation we are able to sum up all di-
agrams that belong to a subclass we call ’boxed’. In this
context ’boxed’ refers to all diagrams where the earliest
and latest vertex (with respect to real time) are con-
tracted, the second and second last are contracted and
so forth. Some diagrams of the boxed type:
Σbox = +
+ + · · ·
We find the self-consistent selfenergy
Σ(t) = 2(Sqp(t) + Sqp(−t))F (t). (33)
In Markov approximation we know the solution of the
master equation (25) for the dephasing function is a sim-
ple exponential decay with rate Γ2∗ , F (t) = exp(−Γ2∗t).
With this ansatz for F (t) and the definition (30) for the
Markovian dephasing rate we find the selfconsistent de-
phasing rate
Γ2∗ = −2
∫
dωSqp(ω)
∞∫
0
dt e−Γ2∗ t cosωt
= 2pi
∫
dωSqp(ω)
1
pi
Γ2∗
ω2 + Γ22∗
. (34)
C. Beyond Markov - Tunneling as bosonic noise
In this section we sum up all diagrams which include
only two-vertex fermionic loops, the class of diagrams we
have been using throughout this paper. We start from
the definition (27) of the incoherent time evolution F (t)
and introduce the contour time ordering TC which orders
operators with respect to the Keldysh contour introduced
in the previous section,
F (t− t0) = Trqp
TC exp
i
t∫
t0
Rˆ(t′)dt′

 . (35)
with Hqp = σzRˆ. The quasiparticle operator Rˆ is defined
as the single particle part in (18). We notice that this
operator is bilinear in fermionic operators (though it is
linear for each lead separately). In the diagrams we in-
clude in our approximation only correlations between full
Rˆ operators occur. Hence the bath behaves similar to a
bath linear in bosonic operators. Therefore we expect to
find the same behavior as for a bosonic bath. To confirm
this suspicion we expand the exponentials and use Wick’s
theorem to calculate the trace over reservoir states:
F (t) =
∞∑
n=0
(−1)n
(2n)!
∫
· · ·
∫
dt1 · · · dt2n〈TC [Rˆ(t1) · · · Rˆ(t2n)]〉
=
∞∑
n=0
(−1)n
(2n)!
∑
P
∏
{ij}∈P
∫∫
dtidtj〈TC [Rˆ(ti)Rˆ(tj)]〉.
(36)
Here P denotes all permutations of time arguments in the
trace. Exchanging two operators does not produce a mi-
nus sign in this case since the bath operator R is bilinear
in fermionic operators. The contour ordered bath corre-
lation function 〈TC [R(ti)R(tj)]〉 is just the first order self
energy and we find
F (t) = exp
−2 ∞∫
−∞
dωSqp(ω)
t∫
t0
dt1
t1∫
t0
dt2 cos(ω(t1 − t2))

(37)
This yields an exponential decay with nonlinear and time
dependent dephasing ’rate’, x2(t), where x2(t) is the
known dephasing function for a Ramsey experiment with
bosonic noise17:
x2(t) = t
2
∫
dωSqp(ω)sinc
2
(
ωt
2
)
(38)
Experiments suggest that dephasing times due to quasi-
particle tunneling are at least in the order of micro sec-
onds while typical quasiparticle energies are of order
∆ ∼ 100GHz. The quadratic sinc function suppresses
the integrand at values ωt ∼ O(1). So the spectral den-
sity is evaluated at energies ω ∼ 106/s which on the scale
of quasiparticle energies implies ω ≈ 0. The largest con-
tribution to the dephasing rate still arises from small fre-
quencies. Since our treatment of quasiparticle tunneling
7is equivalent to a bosonic bath we can not only explain
a Ramsey experiment, which describes off-diagonal ele-
ment decay after initial preparation, with decay function
(38) but any measurement protocol with different pulse
sequences22.
IV. RESULTS
A. Analytical results
In this section we calculate both selfconsistent- and
non Markovian dephasing for a narrow quasi particle dis-
tribution above the gap, f(E) ≈ 0 for E & ∆ such that
the relation
Sqp(ω) =
∞∫
1
J(ω/∆, x)n(x)f(x) = xqpJ(ω/∆, 1) (39)
holds where xqp is the quasiparticle density normalized
to Cooper pair density,
xqp =
1
2∆N0
nqp =
∞∫
1
f(x)n(x) (40)
and x = E/∆ is the normalized quasiparticle energy.
This kind of quasiparticle distribution reflects the ex-
perimental situation quite accurately. While quasipar-
ticles may be generated even at higher energies they de-
cay rapidly to the gap due to inelastic phonon scatter-
ing while quasiparticle recombination is rather slow com-
pared to relaxation. This kind of processes lead to a pro-
nounced density of quasiparticles with energy close to the
gap while for higher energies the distribution is thermal.
For this kind of system we find the quasiparticle spectral
density
Sqp(ω) =
16Ej
pi2
xqp
1 + ω − cosϑ√
2ω
. (41)
This yields the selfconsistent rate equation for the nor-
malized dephasing rate γ ≡ Γ2∗/∆
γ =
32Ej
pi∆
xqp
1 + γ − cosϑ√
γ
. (42)
Experiments suggest that Γ . 1MHz while ∆ ∼ 102GHz
and we expect γ  1. For cosϑ 6= 1 we find:
γ ≈
(
32Ejxqp
pi∆
(1− cosϑ)
)2/3
(43)
while for cosϑ = 1
γ =
(
32Ejxqp
pi∆
)2
. (44)
For the approximated spectral density we find the non-
Markovian dephasing function for boson like noise is
given by
x2(t) =
32Ejxqp
pi∆
1√
pi
[
4
3
(1− cosϑ)(∆t)3/2 + 2(∆t)1/2
]
.
(45)
For the case cosϑ = 1 we can define a rate as x(t) ∼
(γ2∆t)
1/2 with
γ2 =
4
pi
[
32Ejxqp
pi∆
]2
=
4
pi
γ (46)
while for cosϑ 6= 1 we find with x(t) ∼ (γ2∆t)3/2 a rate
γ2 =
(
4
3
√
pi
)2/3 [
32Ejxqp
pi∆
(1− cosϑ)
]2/3
=
(
4
3
√
pi
)2/3
γ.
(47)
We find that the non Markovian ’rates’ as defined above
are proportional to the rates obtained from the self-
consistent Born approximation but with a different time
dependence. It remains the question of applicability
of this approximation. The basic idea behind it is a
very narrow distribution function f(x) with width Λ =
δE/∆  1. To apply the integral approximation (39)
the function Sqp(x) should not change much within the
region 0 ≤ x ≤ Λ. For the quasiparticle spectral density
this holds for ω > Λ so that the approximation works
quite good for qubit decay where ω ∼ 0. Dephasing
on the other hand is dominated by frequencies ω ∼ 0.
Especially in the long time limit the sinc function de-
cays for frequencies in the MHz regime and ω . δE re-
flects this situation more realistically. We can estimate
the time scale on which this approximation is valid for a
Fermi distribution with µ ≈ ∆. In this case the quasi-
particle width Λ above the gap is of order temperature,
Λ ∼ kBT . In this case the approximation is valid for a
time scale up to (kB = ~ = 1) t . T−1 For a temperature
T = 2.3mK = 0.001∆ for aluminum we find that the ap-
proximation should work up to t ≈ 10−2µs. In Fig 1(b)
we can approximately confirm this result for cosϑ 6= 1.
In general for this approximation to be valid an combina-
tion of relative slow dephasing rates and large frequencies
must be fulfilled. This can hold only for short times in
a typical qubit setup. For longer times, e.g. smaller fre-
quencies, we expect that the non Markovian dephasing
becomes linear in time and approaches the selfconsistent
dephasing rates for t → ∞. For short times the ap-
proximation reveals an interesting result since the time
dependence is - as we expected - somewhere between a
linear decay for a regular spectral density and a t2 de-
cay for 1/f noise, in this case ∼ t3/2. For cosϑ = 1 the
spectral density tends to zero as ω approaches zero and
dephasing is even slower than linear decay - ∼ t1/2 for
small times. In the next section we compare the ana-
lytical result with numerical calculations of the full non
Markovian dephasing. We confirm the expected behav-
ior x(t) ∼ tn/2 with n = 2 ± 1 for t  1µs while for
t & O(10−2µs) the dephasing becomes linear.
8(a) (b)
FIG. 1. Normalized non Markovian dephasing function over time (x2(t)/t) versus t for different interference angles ϑ for (a) an
effective Boltzmann distribution with T = 0.1∆ ≈ 230mK and (b) an effective Fermi distribution with T = 10−3∆ ≈ 2.3mK
and µ = 0.992∆. Both distribution functions yield a quasiparticle density xqp ∼ O
(
10−5
)
. Horizontal dashed lines are the
corresponding selfconsistent rates γ while dot-dashed lines are obtained with the analytical approximation (45). For the narrow
Fermi distribution the numerical calculation shows a smooth crossover between the analytical approximation and the constant
dephasing rate while for the smeared out Boltzmann distribution the analytical approximation does not describe the actual
behavior as good as in the first case.
B. Numerical results
In this section we calculate the dephasing function
and selfconsistent rate numerically. For that we as-
sume two different forms for the distribution function.
Starting from an effective Fermi distribution f(x) =
1/(1 + exp(β(x − µ)) we first assume a small chemi-
cal potential and a large effective temperature such that
β = ~∆/kBT ∼ O(1 − 10) and βµ  1. In this case
we can approximate the Fermi distribution with a Boltz-
mann distribution, f(x) ∼ f0 exp(−βx). This distribu-
tion function, due to the large temperature, is smeared
out over a wide range of energies above the gap and the
former approximation for a narrow distribution function
is likely to fail as it gives to much weight to quasipar-
ticles at high energies which are effectively suppressed
due to the sinc-function or the Lorentzian respectively.
The second case we investigate is that of quasiparticles
with a chemical potential close to the gap such that
µ = 1 + Λ with Λ  1 while the effective tempera-
ture remains quite low such that the quasiparticle dis-
tribution decays in a narrow region above the gap. For
such a distribution function we expect the approxima-
tion from previous section to be quite accurate as long as
the quasiparticle width Λ remains small. From the ana-
lytical xqp-approximation we expect that the dephasing
function has a time dependence according to at3/2 +bt1/2
for short times while for long times the non Markovian
dephasing x(t) should become linear and approach the
selfconsistent rates. All numerical results are obtained
for an aluminum transmon with ∆ = 300GHz = 200µeV ,
EC = 2×2piGHz and EJ = 20EC . These parameters are
used to calculate |βz|2 and the spectral density Sqp while
we choose arbitrary interference angles ϑ to demonstrate
its influence on dephasing times. We plot our results in
figure 1 for a Boltzmann and narrow Fermi distribution
respectively. The rates show the expected time behav-
ior. While the dephasing function x2(t)/t decays for the
special case cosϑ = 1 where we expect x2(t)/t ∼ t−1/2
it increases in time for every other value of the interfer-
ence factor. Indeed the xqp approximation is valid for
narrow distribution function and short times while for
longer times we find x(t)/t ∼ Γ2∗ (although it keeps as-
cending) in good agreement with our expectations.
C. Selfconsistent rate - Dependence on interference
angle
The effect of tunneling quasiparticles on qubit de-
phasing is determined by two main factors: the form
of the quasiparticle distribution function and the qubit
matrix element interference factor cosϑ = (Re(β2z ) −
Im(β2z ))/|βz|2. For purely real matrix element βz this
factor equals one and the spectral density tends to zero
as ω approaches zero. In this special case dephasing due
to quasiparticles remains small and can be neglected com-
pared to the T1 time. Any other case offers the possibil-
ity of large pure dephasing due to the log divergence. In
figure 2 we show the selfconsistent dephasing rate for
9FIG. 2. Selfconsistent rate Γ2∗ versus ϑ for an effective Boltz-
mann (blue) and Fermi (red) distribution function. Solid
lines are numerical iterations of the selfconsistent equation
(34) while dashed lines are obtained from the analytical
approximation (42). The approximation overestimates the
rate strongly for the Boltzmann case. This can readily be
explained with due to the small rates Γ  1MHz. The
Lorentzian weighting function in the selfconsistent equation
has a very narrow peak which measures the spectral density
only at small frequencies while for the xqp approximation all
quasiparticles are taken into account within the quasiparticle
density. For the narrow Fermi distribution the approximation
is better because their are no quasiparticles present at higher
energies
the same qubit parameters and quasiparticle distribu-
tion functions as in the previous section. The rate in-
creases with interference ϑ until it reaches a maximum
at ϑ = pi. Nonetheless for the Boltzmann distribution it
remains small compared to Γ1: Γ2∗ ∼ O(0.1MHz) while
Γ1 ∼ 1.4MHz for the parameters used for the dephasing
calculations. On the other hand for the narrow distri-
bution it becomes comparable and must be taken into
account for decoherence if cosϑ 6= 1.
V. CONCLUSION
In this work we analyzed qubit dephasing due to quasi-
particle tunneling. We applied two different techniques
to the problem at hand. First we assumed Markovian
behavior and used a self-consistent Born approximation
to find a selfconsistent equation for the pure dephasing
rate. The rate defined in equation (42) is identical to
the one defined in equation (28) from20 and we want to
recommend this work for a more detailed analysis of the
selfconsistent rate. But as is known from 1/f noise pure
dephasing for a noise with irregular spectral density at
zero frequency does usually not follow a simple exponen-
tial law with linear exponent. We therefore extended our
calculations for non-Markovian behavior and found a de-
phasing function similar to the Ramsey dephasing func-
tions known for bosonic noise17. We showed that pure
dephasing obeys exponential decay with exponent ∼ tα
with exponent α ∼ −1/2 . . . 3/2 for short times while for
longer time scales the dephasing function becomes more
and more linear and similar to the selfconsistently ob-
tained rate. The pure dephasing remains small and does
not limit qubit coherence for the transmon and similar
qubits.
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