ABSTRACT This paper presents a transmission tower tilt angle prognosis method based on solar-powered LoRa sensor node and sliding XGBoost predictor. The proposed LoRa sensor node, which consists of solar panel, LoRa radio frequency chip, super-capacitors, MCU, accelerometer, and gyroscope, can measure the initial tilt angle of the transmission tower and the angular rate of the transmission tower. Then, the measuring signals of transmission tower were wirelessly transmitted to the LoRa gateway and were processed online. First, the noise of the raw angular rate is reduced by using PCA (principal components analysis) method and the tilt angle of the transmission tower can be calculated by integrating the angular rate. Second, a sliding XGBoost predictor is proposed for tilt angle prognosis, which collects the training data and trains the regression model dynamically. Third, a novel parameter optimization algorithm named DCCPSO (double chain chaos particle swarm optimization) and its execution strategy are proposed to determine the values of hyper-parameters. Finally, the experimental system and the corresponding experimental results are demonstrated and discussed in detail, which shows that the proposed method is effective in transmission tower to tilt angel on-line prognosis.
I. INTRODUCTION
Transmission tower is of grea importance for the safe operation of the power grid. Tilting or collapse of the transmission tower will result in large-scale blackouts [1] - [3] . The traditional solution is to apply wired systems to monitor tilt angle of the transmission tower. Due to the transmission tower is usually deployed away from the city, wired systems have many disadvantages, e.g., high cost, difficult to deploy, and being not scalable [4] . With the development of wireless communication technology and ultra-low power sensor, wireless sensor networks (WSNs) which consist of many tiny and inexpensive sensor nodes have been deemed an impactful tool to replace the wired systems. WSNs have plenty of
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advantages, for example, the use of wireless sensor nodes can avoid the cost of a large number of cable, sensor nodes dense deployment can improve system reliability, and fast and efficient deployment can enhance the system scalability. Recently, a new wireless technology called LoRaWAN(LoRa wide area network), due to its long-range communication, low power consumption, large network capacity and strong anti-interference ability, has gained wide interest from the smart grid [5] - [7] . The Smart grid achieves reliable, safe, economical, efficient, environmentally friendly and safe use of the grid through advanced sensing and measurement technology, advanced equipment technology, advanced control methods and advanced decision support system technology.
The tilt angle of transmission tower can be measured by accelerometer or gyroscope [8] , [9] . In quasistationary state, the tilt angle can be accurately measured by the accelerometer. However, the transmission tower is affected by the external environment such as wind, and the accelerometer is sensitivity to external accelerations caused by vibration [10] . In this paper, the gyroscope is utilized to monitor the tilt angle of transmission tower because of its excellent characteristics in the dynamic state. The gyroscope can provide the angular velocity of transmission tower, and the tilt angle can be obtained by integrating the angular velocity. In order to avoid error drift caused by data bias accumulation [11] , [12] , PCA (principle components analysis) [13] is used to reduce the high frequency noise of the gyroscope.
Accurate tilt angle measurement of the transmission tower is the precondition of tilt angle prediction. Machine learning based regression methods are widely used for sensor data prediction. However, many approaches require an iterative training process to obtain an accurate model (listed in Section II) which limits their implementation in online monitoring scenarios. In machine learning based models, there are hyperparameters need to be optimized. In this paper, the sliding XGBoost predictor is introduced to dynamically predict the tilt angle of transmission tower in this paper. DCCPSO (double chain chaos particle swarm optimization) is proposed to quickly find the global optimal values of hyper-parameters. The main contributions are as follows.
1) The solar-powered LoRa sensor node is proposed to measure the angular velocity of transmission tower and the tilt angle can be obtained by integrating the angular velocity. LoRa wireless communication technology has the advantages of low power consumption and long transmission distance. 2) The sliding XGBoost predictor is introduced to dynamically predict the tilt angle of transmission tower. The XGBoost predictor is the tree structure model, it does not need to normalize the training data and has high training efficiency. 3) DCCPSO is proposed to optimized the hyperparameters of the XGBoost predictor, which can find local optimal values and global optimal values simultaneously. The rest of this paper is organized as follows. The related works are introduced in Section II. The experimental background has been introduced in Section III. The relevant theories and methodologies are presented in Section IV. The results and discussion are illustrated in Section V. Finally, Section VI is used to summarize this paper.
II. RELATED WORKS
Sensor data prognostics in monitoring system are made challenging by the need of timeliness and accuracy. Traditionally, sensor data prediction can be carried out off-line strategy and on-line strategy [14] . The off-line strategy is applicable to scenarios where sensor data has a fixed trend. The corresponding predictor can be trained offline and used all the time. However, the on-line strategy is applicable to scenarios where sensor data changes randomly, the corresponding predictor can only dynamically fit local trends.
Machine learning based regression models has been roughly divided into three categories: SVR (support vector regression)-based models [8] , [15] , [16] , NN (neural network)-based models [17] , [18] and DT (decision tree)-based models [19] - [21] . The optimization problem of SVR is accompanied by inequality constraints, the quadratic programming method [22] is used to solve the parameters of SVR model. However, the time consumption caused by the quadratic programming makes the SVR unable to be applied to the online monitoring scenarios. NN needs plenty of historical data to train NN model and the gradient descent method is used to solve the optimization problem. The gradient descent method is an iterative process which also bring large computational consumption. Apart from this, the samples of SVR and NN need to be normalized to speed up the iterative process. In CART [23] (classification and regression tree), the abruption of the DT is mainly based on the Gini coefficient of the sample feature. However, CART is a weak regression model which cannot achieve good predictive effect. GBDT (gradient boosting decision tree) integrates a series of weak CART with low performance to build a strong regression model with high accuracy. In order to prevent over-fitting, XGBoost introduces the regularization term to simplify the complexity of GBDT [24] . The tilt angle of the transmission tower is dynamic. To collect training dataset and train regression models dynamically, the sliding XGBoost predictor is proposed in this paper.
XGBoost two regularization hyper-parameters need to be optimized, there are many parameter optimization methods and they can be divided into two categories: grid search and random search. The grid search will try all the given parameter values and find the optimal combination of parameters [25] . However, the objective function is generally nonconvex, it is possible to miss the global optimal parameters. The random search is to select possible values of parameters within the search range. GA (genetic algorithm) [26] and PSO (particle swarm optimization) [27] are two commonly used ransom search algorithms, but they are easy to fall into local optimum. In order to quickly find the global optimal values of parameters, DCCPSO (double chain chaos particle swarm optimization) is proposed. In DCCPSO, there are two particle chains, one is updated by using PSO algorithm for local search and another is updated by using chaos operation to global search.
III. BACKGROUND A. TRANSMISSION TOWER CHARACTERISTICS
Transmission tower are usually placed away from the city and are susceptible to natural disasters such as windy weather or geological changes. From a long time perspective, the attitude of the transmission tower shows random changes accompanying the vibration. However, the attitude change of the transmission tower has inertia, and it is impossible to be abrupt from one state to another. The attitude change of the transmission tower is stable in a short time, which makes it VOLUME 7, 2019 is possible to predict the trend of the tower's attitude in the short term.
B. LoRa WIRELESS COMMUNICATION TECHNOLOGY
In this paper, LoRa wireless communication technology is used to transmit the sensor data from the transmission tower to the network server. Different from many existing wireless sensor networks adopt a mesh network architecture, LoRaWAN network utilizes long range star architecture. LoRaWAN consists of getaways retransmitting messages between LoRa sensor nodes and a network server. Gateways connect to network server via standard IP link while LoRa sensor nodes communicate to one or many gateways by using single-hop type [28] . Without regard to the specific environment, the communication distance depends on the link budget (typically given in decibels). LoRaWAN has a greater link budget than any other wireless communication technology, because LoRa demodulation technology can improve the receiving sensitivity to a great extent [5] . LoRa signal can be received successfully even if the signal power is 25dB lower than the average noise power. In other words, the LoRa device can receive the LoRa signal submerged in the noise [29] .
C. PROPOSED LoRa SENSOR NODE
Due to the limitation of the deployment environment, the LoRa nodes used to monitor the transmission tower are not easy to replace the battery. As a sustainable source of energy, solar energy can be used to power the LoRa node. Solar-powered LoRa sensor node has been designed and manufactured in our lab. As seen from Fig.1 , our solar-powered LoRa sensor node includes solar panel, power manage module, power storage unit, accelerometer, gyroscope, MCU and LoRa chip. The red connecting line indicates the energy direction, and the black connecting line indicates the data trend. Fig.2 shows the prototype of the proposed LoRa sensor node.
The power manage module is ADI LTC3105 chip, it is a low voltage start-up DC/DC converter. LTC3105 converts the low-voltage DC current output from the solar panel into 5V DC, which is used to charge two super-capacitors. As the power storage unit, two series connected supercapacitors are used to power the MCU, LoRa chip and accelerometer and gyroscope. In the LoRa sensor node, MCU (MSP430FR5847) is used to capture the sensing data and monitor the working status of LoRa chip. ADXL345, as a low power 3-axis accelerometer, is employed to measure the initial tilt angle of the transmission tower. FXAS21002C, as a low power gyroscope is used to measure the angular rate of the transmission tower. This node utilizes a low power LoRa chip SX1278, which employs LoRa modem, 168 dB maximum link budget and -148dB maximum sensitivity. SX1278 greatly increases the transmission distance compared to RF (radio frequency) chips with FSK (frequency shift keying) or modulation OOK (on-off keying) modulation. The proposed LoRa node is powered by the solar energy. Two super-capacitors become alternative source of energy at night or in rainy weather. When the operating cycle is 1 minute, the average current consumption is 0.1794 mA. The super-capacitors can continue to supply power for more than three days.
IV. THEORY AND METHODOLOGY

A. TILT ANGLE MEASUREMENT BASED ON GYROSCOPE
The gyroscope is an angular speed measuring chip which can provide the angular velocity of transmission tower, and the tilt angle can be obtained by integrating the angular velocity. However, the output of the gyroscope is accompanied by noise, the noise will be accumulated during the integration process. The principle of measuring the tilt angle by the gyroscope is as follows [31] .
ω gyro and ω actual represent the angular velocity of the transmission tower measured by the gyroscope and the true angular velocity of the transmission tower,e is the output noise of the gyroscope. T t2 and T t1 represent the tilt angle of tilt angle at time t 2 and time t 1 . The tilt angle measured by the gyroscope is accompanied by drift error. In order to obtain accurate tilt angle of transmission tower, the output error of the gyroscope must be reduced, the block diagram of tilt angle measurement process of the transmission tower is illustrated in Figure 3 . As seen in Figure 3 , the initial tilt angle T 0 is measured by the accelerometer. 
B. SIGNAL DENOISING BASED ON PCA
The principle components analysis (PCA), as a classic high dimensional data dimensionality reduction method, is adopted to reduce the high frequency noise of the gyroscope. The raw gyroscope output data {ω 1 , ω 2 , · · · , ω N } is formed as a matrix
where
The specific steps of PCA are as follows:
Step 1: Calculate the mean of the matrix W and remove it to form the new matrix W * . Remove the mean of W is the prerequisite for analyzing the projection of the raw data W on each eigenvectors. The matrix W * is shown as:
Step 2: Compute the covariance matrix C of W * . The covariance matrix C is an square matrix, the variance of the decentralized data W * projection is the eigenvalue of the covariance matrix C.
where cov w i , w j is the covariance of vector w i and vector w j .
Step 3: Find the eigenvalues and eigenvectors of the covariance matrix C.
Step 4: Sort the eigenvalues from the largest to smallest, and select the top N eigenvalues and the corresponding eigenvectors as the principle components.
Step 5: Reconstruct the data based on the selected eigenvalues and the corresponding eigenvectors.
The angular velocity noise of the transmission tower can be reduced by PCA method. By adopting this method, the angular velocity after noise reduction can be used to obtain accurate tilt angle of the transmission tower by integrating operation.
C. TILT ANGLE PROGNOSIS BASED ON SLIDING XGBoost PREDICTOR
Accurate tilt angle measurement of the transmission tower is the precondition of tilt angle prediction. XGboost, as an excellent scalable machine learning, is used to predict the tilt angle of transmission tower in this paper. The gradient boosting technology integrates a series of weak machines with low performance to build a strong machine with high accuracy [32] . XGboost is a regularized extension version of gradient boosting method.
1) XGBoost MODEL
Given that the training dataset has N training samples
where L is the training loss function which measures the difference between the prediction values and the labels of the training samples. A common choice of L is the mean squared error, which is given by
Different from the conventional machine learning, the gradient boosting technology integrates a series of weak machines with low performance to build a strong machine with high accuracy and the prediction values of each weak machines are summed up to get the final prediction value. The whole gradient boosting model is shown as:
where F m+1 (X ) is the prediction value of the first m + 1 weak models and h (X ) is used to fit the residual between the sample label and the prediction value of the first m weak models. At each iteration of the gradient boosting model, the residual between the sample label and the previous predictors will be corrected by a new weak model to optimize the loss function and CART (classification and regression tree) is a commonly used weak model in the gradient boosting technology. As an improvement, the objective function of XGboost consists of the training loss and the regularization term, the regularization term is used to control the complexity of the model and avoid overfitting, which is given by
where L is the loss function and is the regularization term, θ is the model parameters which need to be trained. A tree f (x) can be defined as [32] f
where w is the vector of scores on leaves, T is the number of leaves and q is the function which maps each sample data to the corresponding leaf. The regularization term can be defined as follows:
where γ is a hyper-parameter, the larger γ is, the more conservative the XGboost will be. λ is the coefficient of L2 regularization term, the larger λ is, the more conservative the XGboost will be.
2) SLIDING XGBoost PREDICTOR
Transmission tower tilt angle is dynamic, so the data driven predictor is appropriate to monitor the tilt angle of the transmission tower on-line. The data driven predictor collects the training data and trains the regression model dynamically. In this paper, the sliding XGboost is proposed as a data driven predictor to forecast the tilt angle value of the transmission tower, the sliding XGboost predictor is shown in Figure 4 . The training dataset is collected dynamically in the sliding XGboost predictor. The pattern of tilt angle training dataset is shown in table 1. The length of the sliding window is n, the number of training sample for each XGboost predictor is a. When the training dataset is {(T i , y i )} i+a−1 i=1,2,··· , where T i = {t i , t i+1 , · · · , t i+n−1 } and y i = t i+n . The prediction value of i-th XGboost predictor is expressed as:
where F (·) is the i-th sliding XGboost model.
3) TILT ANGLE PREDICTION BY USING SLIDING XGBoost PREDICTOR
The proposed predict process is shown in Figure 5 , the specific steps are as follows. Step1: Measure the raw angular speed of the transmission tower by using gyroscope.
Step2: Reduce the angular velocity noise of the transmission tower by using PCA.
Step3: Obtain accurate tilt angle of the transmission tower by integrating the angular speed.
Step4: Collect the training dataset for the sliding XGboost.
Step5: Train XGboost model. Step6: Predict the tilt angle of the transmission tower at the next time step by using the trained XGboost model.
Step7: Is the prediction process over? If the prediction process is over, jump to step 9.
Step8: Update the training dataset by using the sliding window and jump to step 5.
Step9: End.
D. PARAMETER OPTIMIZATION BASED ON DCCPSO
There are two regularization hyper-parameters γ and λ need to be optimized before training XGboost model. PSO algorithm is a parameter optimization algorithm for simulating predator-prey behavior of birds. In PSO, the optimal position and direction in the previous iteration process will remain and act on the update of the particle swarm.
In the t-th iteration procedure, the direction of the particle i is updated by
86172 VOLUME 7, 2019 where v i (t) is the direction of the particle i in the t-th iteration procedure,ω is the inertia factor, c 1 is the local learning factor represents the weight of each particle's motion acceleration to that particle's optimal position so far, c 2 is the global learning factor represents the weight of each particle's motion acceleration to the global optimal position so far, r is a random number between 0 and 1, pbest i is the best location of the particle i and gbest is the best location of all particles, x i (t − 1) is the location of the particle i in (t-1)-th iteration. The location of the particle i in t-th iteration can be updated by
However, PSO may fall into local optimization and cannot guarantee convergence to the global optimal solution. In order to avoid the local optimal problem, DCCPSO (double chain chaos particle swarm optimization) algorithm is proposed to determine the values of hyper-parameters. In DCCPSO, there are two particle chains, one is updated by using PSO algorithm for local search and another is updated by using chaos operation to global search. The chaos chain is updated through chaos function:
where τ chaos coefficient. In this paper, the root mean square error (RMSE) between training labels and prediction values is employed as the fitness function:
where y j is the j-th sample label in training dataset andŷ j is the prediction value of j-th sample. The specific algorithm steps of DCCPSO are suggested as follows.
Step1: Initialize the size of particle swarm. The value of c 1 ,c 2 and ω are set to 2, 2 and 0.8. The chaos coefficient τ is set to 0.8. The positions of all the particles are limited between [0.01, 50].
Step2: Initialize the location of the particles through random uniform distribution.
Step3: Update the PSO chain by using PSO algorithm and the chaos chain according to equation (16) .
Step4: Repeat step 3 until the end of the iterative process.
V. EXPERIMENTAL RESULTS AND ANALYSIS
In this section, the experimental system is introduced and the experimental results are analyzed to demonstrate the effectiveness of the proposed methods.
A. EXPERIMENTAL SYSTEM
The experimental data is collected from a transmission tower in Anhui Fanchang. As seen in Figure 6 (a), the LoRa sensor node is fixed at the top of the transmission tower. In order to avoid the influence of the external electromagnetic environment on the LoRa sensor node, it has been packaged in a metal shell and the inner side of the metal cage is coated with epoxy resin. As shown in Figure 6 (b), the solar panel is attached to the outer side of the metal cage to ensure contact with sunlight. The LoRa sensor node is used to measure the angular velocity of the transmission tower and the initial tilt angle, the measurement data will be transferred to the backend database via LoRaWAN and processed in real time to predict the tilt angle of the transmission tower.
B. TRANSMISSION TOWER TILT ANGLE MEASUREMENT EXPERIMENT
The tilt angle measurement is the basis of transmission tower attitude monitoring. The angle speed of transmission tower can be measured by the gyroscope and the tilt can be obtained by integrating the angular velocity. However, the high frequency noise accompanies the output signal of gyroscope in the dynamic scene. In order to improve the accuracy of the measured tilt angles, the PCA method is used to denoise the raw output data of gyroscope. Figure 7 shows the raw angular rate measured by gyroscope and the signal noise reduction effect based on PCA. It is obvious that the raw angular rate derived from gyroscope contains a lot of high frequency noise, which is hard to use such signal to calculate the tilt angle of transmission tower. However, the PCA de-noising method can efficiently reduce the high frequency noise of the raw angular rate. Accurate tilt angle measurement of transmission tower is the precondition of tilt angle prognosis. Figure 8 shows the tilt angles which is calculated by integrating the raw angular velocity and the denosing angular rate. In this section, the gradient integration method is used to calculate the tilt angle of transmission tower. We can see from Figure 8 , the high frequency noise of the raw signal will be accumulated over time and the tilt angle which is calculated by integrating the de-nosing signal is much more stable and with less drift.
C. DCCPSO PERFORMANCE FOR XGBoost PREDICTOR PARAMETERS SELECTION
To estimate the effect of DCCPSO, we select a set of training data, the number of training sample n is 5, the length of training sampleais 10, the Equation (17) is utilized as the fitness function. The iteration situations of PSO, QPSO and DCCPSO is shown in Figure 9 . As seen in this Figure, PSO reaches the convergence situation in the 12 th iteration and the best value of the fitness function is 0.24, QPSO reaches the convergence situation in the 7 th iteration and the best value of the fitness function is 0.20, DCCPSO reaches the convergence situation in the 5 th iteration and the best value of the fitness function is 0.15. DCCPSO has faster iteration speed and better measurement accuracy than PSO and QPSO. Because DCCPSO use two chains to select the local optimal parameter and global optimal parameter, synchronously.
D. TRANSMISSION TOWER TILT ANGLE PROGNOSIS EXPERIMENT
In this section, the effects of sliding XGBoost, CART, Lasso regression method to predict the transmission tower tilt angle are investigated.
The length of the sliding window n is set to 5 and the length of training sample a is 5, the tilt angle prediction results by using sliding XGBoose predictor, sliding CART predictor and silding Lasso regression predictor and the prediction errors of different sliding predictors are described in Figure 10 (a)-(c) . Three different sliding predictors can predict the trend of the tilt angle of transmission tower. From figure 10 (d) , we can know that the average prediction error of sliding XGBoost is much less than sliding CART predictor and sliding Lasso regression predictor. Keep the sliding window length unchanged, the mean absolute percent errors (MAPE) and the average training time of sliding XGBoost predictor, sliding CART predictor, sliding Lasso regression predictor are depicted in table 1. As the evaluation index of regression model, MAPE has better robustness than RMSE, MAPE is defined as:
where m is the number of testing sample. Compare to RMSE, MAPE is equivalent to normalizing the error of each prediction point, reducing the effect of absolute error caused by individual outliers. From table 2, the sliding XGBoost predictor has min MAPE and the average training time is 0.0213s, so the sliding XGBoost predictor is effective in transmission tower tilt angel on-line prognosis.
VI. CONCLUSION
In this paper, the LoRa sensor node is used to monitor the transmission tower attitude, and the multipath propagation model of LoRa wireless signal is proposed. The sliding XGBoost is proposed for tilt angle prediction of transmission tower. Which can collect training data and train prediction model dynamically. XGBoost predictor is the tree structure model, which does not need to normalize the training data and is faster than traditional machine learning algorithm. The regularization term makes the prediction accuracy is improved and avoids over-fitting. For select optimal values of hyperparameters, DCCPSO is proposed, which can quickly reach convergence condition without falling into local optimum.
In the future research, we can improve our online prognosis method from the following aspects: 1) Bayesian optimization algorithm can be introduced in the XGBoost model to search the hyper-parameter values that improve the fitness function to the global optimal. 2) Dynamically controlling the length of the sliding window can better learn the local trend of the change of the transmission tower tilt angle. 
