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In this paper, we prove that via an operation “reducing”, every
3-connected representable matroid M with at least nine elements
can be decomposed into a set of sequentially 4-connected ma-
troids and three special matroids which we call freely-placed-line
matroids, spike-like matroids and swirl-like matroids; more con-
cretely, there is a labeled tree that gives a precise description of
the way that M built from its pieces.
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1. Introduction
Throughout this paper, suppose M is an arbitrary simple matroid and E is its ground set; and the
matroid terminologies used follow from Oxley [5].
It is well known that 1-separations of a matroid M induce a decomposition of M into 2-connected
components. For a 2-connected matroid M , Cunningham and Edmonds [2] showed it can be decom-
posed into a set of 3-connected matroids via a canonical operation known as 2-sum; more concretely,
there is a labeled tree that gives a precise description of the way that M is built from the 3-connected
pieces. Hence, often, we can restrict attention to only 3-connected matroids; however, it is not enough
sometimes. For example, Kahn’s Conjecture [4] that for every prime power q, there is an integer μ(q)
such that every 3-connected matroid has at most μ(q) inequivalent GF(q)-representations does not
hold [6].
The counterexamples given in [6] to show Kahn’s conjecture is false for all ﬁelds with at least
seven elements have many mutually interacting 3-separations. This motivates a study of the structure
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continues the study further.
To describe our main result, ﬁrst we need deﬁne three special matroids. Suppose
E = L1 ∪ L2 ∪ · · · ∪ Ln and Li is a line of M for every i ∈ [n] = {1,2, . . . ,n}.
If {L1, L2, . . . , Ln} are placed as freely as possible in rank-2(n− 1), then M is called a freely-placed-line
matroid. If {L1, L2, . . . , Ln} are copunctual lines placed as freely as possible in rank-n, then M is called
a spike-like matroid. If there exists a rank-preserving extension N of M with a basis {p1, p2, . . . , pn}
such that Li is contained in the line spanned by {pi, pi+1}, where i ∈ [n] and subscripts are interpreted
modular n, then M is called a swirl-like matroid.
Let M1 and M2 be two matroids with ground sets E1 and E2 respectively, and cl1 be the closure
operator of M1. Assume
(i) M1|T = M2|T where T = E1 ∩ E2,
(ii) cl1(T ) is a modular ﬂat of M1, and
(iii) each element of cl1(T ) − T is either a loop or parallel to an element of T .
Set N = M1|T . The generalized parallel connection PN (M1,M2) of M1 and M2 is the matroid on E1 ∪ E2
whose ﬂats are the subsets F of E1 ∪ E2 with F ∩ E1 ∈ F(M1) and F ∩ E2 ∈ F(M2). For more details
about generalized parallel connection see [1,5]. The case used in this paper is the generalized parallel
connection across a line.
In [7, Theorem 9.1] it is shown that the 3-separations of a matroid can be displayed in a tree-like
way. In this paper we use this theorem as a tool to obtain a decomposition of a representable ma-
troid across its 3-separations. Specially we show that via an operation “reducing”, every 3-connected
representable matroid M with at least nine elements can be decomposed into a set of sequentially
4-connected matroids, freely-placed-line matroids, spike-like matroids, or swirl-like matroids; more
concretely, there is a labeled tree that gives a precise description of the way that M is built from its
pieces. The following result gives an explicit description of the structure.
Theorem 1.1. Let M be a 3-connected matroid with ground set E represented over a projective geometry P
and |E| 9. Then for some positive integer k, there exist
(a) a collection N = {N1,N2, . . . ,Nk} of sequentially 4-connected matroids, freely-placed-line matroids,
spike-like matroids, or swirl-like matroids; and
(b) a k-vertex tree T with E(T ) = {e1, e2, . . . , ek−1}, vertices labeled N1,N2, . . . ,Nk and edges labeled
{(ei, Lei , L+ei ) | i ∈ [k − 1]}, where Lei is a rank-2 set of P and L+ei = Lei − E;
satisfying the following two properties:
(c)
⋃k
i=1 E(Ni) = E ∪
⋃k−1
i=1 L+ei .
(d) Let e = uv be an arbitrary edge of T . Then Le is a modular line of the two matroids which label u and v
respectively.
Suppose for any integer i ∈ [k− 1], ei is a leaf edge of T /e1, e2, . . . , ei−1 . Then M = M+\⋃k−1i=1 L+ei , where
M+ is the matroid that labels the single vertex of the tree T /e1, e2, . . . , ek−1 at the conclusion of the following
processes:
(e) Contract the edges e1, e2, . . . , ek−1 of T one by one in this order.
(f) Suppose ei = uv, and v is a leaf vertex of T /e1, e2, . . . , ei−1 , and u and v are labeled by Mu and Mv
respectively. Then, Lei is a modular line of both Mu and Mv ; and when ei = uv is contracted, its ends are
identiﬁed and the vertex obtained from this identiﬁcation is labeled by P Lei (Mu,Mv).
The paper is structured as follows. In Section 2, we present some preliminaries; and in Section 3,
we recall maximal partial 3-trees. Then in Section 4, we prove Theorem 1.1.
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The connectivity function λ of M is deﬁned, for all subsets X of E , by
λM(X) = λM(X, E − X) = rM(X) + rM(E − X) − r(M).
A subset X of E is 3-separating if λM(X)  2. The partition (X, Y ) of E is 3-separating if X is
3-separating. Furthermore, (X, Y ) is a 3-separation if it is 3-separating and |X |, |Y | 3. A 3-separating
set X , or a 3-separating partition (X, Y ), or a 3-separation (X, Y ) is exact if λM(X) = 2. M is
3-connected if M has no 1- or 2-separations.
Let X be an exact 3-separating set of M . If there is an ordering (x1, x2, . . . , xn) of X such that for
all i ∈ [n], the set {x1, x2, . . . , xi} is 3-separating, then X is sequential. An exact 3-separating partition
(X, Y ) of M is sequential if either X or Y is sequential; otherwise, (X, Y ) is non-sequential. M is
sequentially 4-connected if it is 3-connected and any its 3-separation is sequential.
Let (X, Y ) be an exact 3-separating partition of a matroid M . The guts of (X, Y ) is clM(X)∩ clM(Y )
and dually the coguts of (X, Y ) is cl∗M(X)∩cl∗M(Y ). It is easy to show that if M is 3-connected then the
guts of (X, Y ) is the set of elements e of E such that e ∈ clM(X − e) ∩ clM(Y − e). Dually, the coguts
of (X, Y ) is the set of elements e of E with e ∈ cl∗M(X − e) ∩ cl∗M(Y − e). Say e ∈ cl(∗)M (X) if either
e ∈ clM(X) or e ∈ cl∗M(X). The following two results, whose proofs are obviously, will be frequently
used without reference.
Lemma 2.1. Suppose M is a matroid and (X, e, Y ) is a partition of E. Then
e ∈ clM(X) if and only if e /∈ cl∗M(Y ).
Lemma 2.2. Let (X, Y ) be exactly 3-separating of a matroid M. Then the following hold.
(i) For e ∈ Y , the partition (X ∪ e, Y − e) is 3-separating if and only if e ∈ cl(∗)M (X).
(ii) For e ∈ Y , the partition (X ∪ e, Y − e) is exactly 3-separating if and only if e is in exactly one of clM(X)∩
clM(Y − e) and cl∗M(X) ∩ cl∗M(Y − e).
(iii) The elements of fclM(X) − X can be ordered as (x1, x2, . . . , xn) so that
X ∪ {x1, x2, . . . , xi} is 3-separating for all i ∈ [n].
Lemma 2.3. Let (X, Y ) be an exact 3-separation of a 3-connected representable matroid M and L the guts of
(X, Y ) with |L|  2. If C is a circuit of M and x ∈ C − Y , then there is a circuit C ′ of M satisfying x ∈ C ′ ⊆
(C − Y ) ∪ L.
Proof. When C ∩ Y ⊆ L, the result is trivial. Hence, suppose C ∩ Y  L. Consider M as a restriction of
a projective geometry P . Set
CX = C ∩ X, CY = C ∩ Y .
So rM(CX ) + rM(CY ) − rM(CX ∪ CY ) = 1, and consequently there is an element e in P such that both
CX ∪ e and CY ∪ e are circuits of P . Obviously, e ∈ clP (L). If e ∈ L, then let C ′ = CX ∪ e ⊆ (C − CY ) ∪ L.
Hence assume e /∈ L. Arbitrarily choose two elements f , g ∈ L. Obviously, {e, f , g} is also a circuit
of P . By the Circuits Elimination Axiom of the two circuits {e, f , g} and CX ∪ e, there is a circuit C ′
of P satisfying
x ∈ C ′ ⊆ CX ∪ { f , g} ⊆ (C − CY ) ∪ L. 
Lemma 2.4. Let (X, Y ) be an exact 3-separation of a 3-connected matroid M and L the guts of (X, Y ). If
rM(X) 3, then L ⊆ clM(X − L) and |X − L| 3.
Proof. The result is trivial when rM(Y ) = 2. So, we can assume rM(Y ) 3. Since L ⊆ clM(X)∩ clM(Y ),
rM(Y ∪ L) = rM(Y ), and consequently,
λM(X − L, Y ∪ L) λM(X, Y ) = 2.
650 R. Chen, K.N. Xiang / Journal of Combinatorial Theory, Series B 102 (2012) 647–670We claim |X − L| 2. Assume conversely X − L = x. Then |X ∩ L| 2 and rM(X) = 3, consequently,
there exists a cocircuit C∗ ⊆ X of M by λM(X, Y ) = 2. Evidently, C∗ ∩ (X ∩ L) = ∅. Arbitrarily choose
 ∈ C∗ ∩ (X ∩ L). Since  ∈ clM(Y ), there is a circuit C of M satisfying  ∈ C ⊆ Y ∪ . Clearly, C ∩ C∗ = ,
a contradiction.
Since M is 3-connected and |X− L| 2, λM(X− L, Y ∪ L) = 2, and consequently, rM(X− L) = rM(X).
Thus, L ⊆ clM(X) = clM(X − L). Combining with rM(X) 3, we have |X − L| 3. 
Lemma 2.5. Let (X, Y ) be an exact 3-separation of a 3-connected matroid M, L the guts of (X, Y ) and C∗
a cocircuit of M intersecting L. If rM(X) 3, then C∗ ∩ (X − L) = ∅.
Proof. By Lemma 2.4, L ⊆ clM(X − L), and consequently, for any  ∈ C∗ ∩ L, there is a circuit C of M
satisfying  ∈ C ⊆ (X − L) ∪ . Since |C ∩ C∗| = 1, C∗ ∩ (X − L) = ∅. 
Lemma 2.6. Let (X, Y ) be an exact 3-separation of a 3-connected matroid M, L the guts of (X, Y ) with e ∈ L.
Suppose rM(Y ) 3 and A is the set of all coloops of the matroid M\(Y ∪ L − e). If rM(X) 3, then there does
not exist any cocircuit C∗ of M such that e ∈ C∗ ⊆ A ∪ L ∪ Y .
Proof. If A = ∅, by Lemma 2.5, there does not exist such cocircuits C∗ of M . Suppose A = ∅ and there
is some cocircuit C∗ of M such that e ∈ C∗ ⊆ A ∪ L ∪ Y . Without loss of generality, we can further
suppose C∗ is chosen with |C∗ ∩ A| minimum. By Lemma 2.5, neither C∗ ∩ A nor C∗ ∩ Y is empty.
Arbitrarily choose f ∈ C∗ ∩ A. Then there exists a cocircuit C∗f of M with f ∈ C∗f ⊆ f ∪ (Y ∪ L − e).
Therefore, there is a cocircuit of C∗1 of M satisfying e ∈ C∗1 ⊆ C∗ ∪C∗f − f ⊆ A∪ L∪Y . Clearly, |C∗1 ∩ A|
|C∗ ∩ A| − 1. This contradicts to the choice of C∗ . 
The following is an immediate consequence of Lemma 2.6.
Corollary 2.7. Let (X, Y ) be an exact 3-separation of a 3-connected matroid M, Y1 ⊆ Y and L the guts of
(X, Y ) with e ∈ L. Suppose rM(Y )  3 and A is the set of all coloops of the matroid M\(Y1 ∪ L − e) with
A ⊆ X. If rM(X) 3, then there does not exist any cocircuit C∗ of M such that e ∈ C∗ ⊆ A ∪ L ∪ Y .
For a set X of M , say X is fully closed if it is closed in both M and M∗ , i.e., clM(X) = X and
cl∗M(X) = X . The full closure of X , denoted by fclM(X), is the intersection of all fully closed sets that
contain X . One way to obtain fclM(X) is to take clM(X), and then cl
∗
M(clM(X)) and so on until neither
the closure nor the coclosure operator adds elements of M . Two exact 3-separating partitions (X1, Y1)
and (X2, Y2) are equivalent if{
fclM(X1), fclM(Y1)
}= {fclM(X2), fclM(Y2)}.
The following two results are obvious and the ﬁrst one will be used in Section 4 without reference.
Lemma 2.8. Suppose (X, Y ) is an exact 3-separation of a 3-connected matroid M. Then
(i) (fclM(X), Y − fclM(X)) is also an exact 3-separation if fclM(X) E;
(ii) (X, Y ) is sequential if and only if either fclM(X) = E or fclM(Y ) = E;
(iii) (X, Y ) is non-sequential if and only if both fclM(X) E and fclM(Y ) E.
Lemma 2.9. Suppose (X1, Y1) and (X2, Y2) are two equivalent separations of a matroid M with fclM(X1) =
fclM(X2) and fclM(Y1) = fclM(Y2). Then
Xi − fclM(Y j) = X j − fclM(Yi) and Yi − fclM(X j) = Y j − fclM(Xi),
where {i, j} = {1,2}.
Remark 2.10. Let X and S be two sets of E . Obviously, by the deﬁnition of full closure, the following
two results hold.
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(a) X ⊆ S .
(b) Suppose F ⊆ fclM(X) ∩ S . Then clM(F ) ⊆ S .
(c) Suppose F ⊆ fclM(X) ∩ S . Then cl∗M(F ) ⊆ S .
(ii) Suppose N is a restriction of M . Then fclN(X) ⊆ fclM(S) is true if the following three conditions
hold.
(a) X ⊆ S .
(b) Suppose F ⊆ fclN (X). Then clN (F ) ⊆ clM(F ).
(c) Suppose F ⊆ fclN (X). Then cl∗N (F ) ⊆ cl∗M(F ).
Lemma 2.11. Let (X, Y ) be a non-sequential 3-separation of a 3-connectedmatroid M and L the guts of (X, Y )
with |L| 2. If A is the set of all coloops of the matroid M\(Y ∪ L), then clM(A) ∩ L = ∅.
Proof. The result is trivial for A = ∅. So assume A = ∅. Set M1 = M|(X ∪ L). Assume to the contrary
that clM(A) ∩ L = ∅. Then
rM1(A ∪ L) = rM(A ∪ L) |A| + 1.
On the other hand, notice that (A ∪ L, X − (A ∪ L)) is a partition of E(M1) and
r∗M1(A ∪ L) |L|
by the deﬁnition of A. Therefore,
λM1
(
A ∪ L, X − (A ∪ L))= rM1(A ∪ L) + r∗M1(A ∪ L) − |A ∪ L| 1.
Combining with the facts that (X, Y ) is a 3-separation of M and r(X) = r(M1), we have
λM
(
A ∪ L ∪ Y , X − (A ∪ L))
= rM(A ∪ L ∪ Y ) + rM
(
X − (A ∪ L))− r(M)
= rM(A ∪ L) + rM(Y ) − 2+ rM
(
X − (A ∪ L))− (r(M1) + rM(Y ) − 2) 1,
and consequently, |X−(A∪ L)| 1 due to M is 3-connected. Therefore, fclM(Y ) = E , which contradicts
that (X, Y ) is a non-sequential 3-separation of M . 
The next follows immediately from Lemma 2.11.
Corollary 2.12. Let (X, Y ) be a non-sequential 3-separation of a 3-connected matroid M, Y1 ⊆ Y and L the
guts of (X, Y ) with |L| 2. If A is the set of all coloops of the matroid M\(Y1 ∪ L) with A ⊆ X, then clM(A)∩
L = ∅.
For subsets X , Y in M , the local connectivity 
M(X, Y ) between X and Y is deﬁned by

M(X, Y ) = rM(X) + rM(Y ) − rM(X ∪ Y ).
Evidently, 
M(Y , X) = 
M(X, Y ); and 
M(X, Y ) = λM(X, Y ) if (X, Y ) is a partition of E . If M is a rep-
resentable matroid and we view it as a restriction of a projective geometry P , then the modularity
of P means that 
M(X, Y ) is the rank of the intersection of the closures of X and Y in P . The next
elementary lemma is well known.
Lemma 2.13. Let X1 , X2 , Y1 and Y2 be subsets of the ground set E of a matroid M. If X1 ⊇ X2 and Y1 ⊇ Y2 ,
then 
M(X1, Y1) 
M(X2, Y2).
Lemma 2.14. Let (X, Y ) be an exact 3-separation of amatroid M and L the guts of (X, Y )with |L| 3. Assume
C∗ is a cocircuit of M intersecting both X and Y . Then C∗ ∩ L = ∅ and |C∗ ∩ L| |L| − 1.
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|L|  3, we can suppose |X ∩ L|  2. Thus, 
M(X − (C∗ ∩ X), Y )  2. On the other hand, notice that

M(X − (C∗ ∩ X), Y ) 
M(X, Y ) = 2. So

M
(
X − (C∗ ∩ X), Y )= 2.
Since C∗ ∩ X contains at least one cocircuit of M|X ,
rM
(
X − (C∗ ∩ X))= r((M|X)\(C∗ ∩ X)) r(M|X) − 1 = rM(X) − 1.
By the facts that C∗ ∩ X ⊂ C∗ and C∗ is a cocircuit of M , we have
rM
(
E − (C∗ ∩ X))= r(M).
Therefore,
2 = 
M
(
X − (C∗ ∩ X), Y )
= rM
(
X − (C∗ ∩ X))+ rM(Y ) − rM(E − (C∗ ∩ X))
 rM(X) − 1+ rM(Y ) − r(M) = 1.
A contradiction. 
A pair (F1, F2) of ﬂats of a matroid M is a modular pair if r(F1) + r(F2) = r(F1 ∪ F2) + r(F1 ∩ F2).
A ﬂat F of M is modular if (F , F ′) is a modular pair for all F ′ ∈ F(M).
Lemma 2.15. Suppose L is a modular line of a matroid M, and C is a circuit of M with |C ∩ L| = 2. Then, there
is an element e ∈ L − C satisfying C − L + e ∈ C(M).
Proof. Obviously, rM(C ∪ L) = |C | − 1 and 
M(C − L, L) = 1. Since L is a modular line of M , there are
an element e ∈ L − C and a circuit C1 ∈ C(M) satisfying e ∈ C1 ⊆ C − L + e. Assume C1 = I1 ∪ e, where
I1  C − L. Obviously, rM(I1 ∪ L) |I1| + 1. Therefore,
rM(C ∪ L) rM(I1 ∪ L) + |C − L − I1| − 1 |C | − 2,
which contradicts to rM(C ∪ L) = |C | − 1. 
Suppose (X, Y ) is an exact 3-separating partition of a 3-connected matroid M represented over
a projective geometry P . Let LX be the set of points in P that are in the closure of X and spanned
by a set Y1 ⊆ Y , where 
M(X, Y1) = 1. In other words, LX is the set of points in the ﬂat spanned
by X onto which we can contract elements of Y . Call LX the set of points obtained by reducing Y
of (X, Y ). Likewise, we can deﬁne LY . Note an element in LX ∪ LY is not necessarily in E . It follows
easily from M is 3-connected that |LX | 2. Call LX ∪ LY the segment in P reduced by (X, Y ), which is
used in Section 4.
Lemma 2.16. Assume (X, Y ) is an exact 3-separation of a 3-connected matroid M which is represented over
a projective geometry P , and LX is the set of points in P obtained by reducing Y of (X, Y ). Then |LX | 3.
Proof. Consider M as a restriction of P . Obviously, LX ⊆ clM(Y ) and |LX |  2. Assume |LX | = 2 and
LX = {x1, x2}. By the deﬁnition of LX , there exist two sets I1, I2 ⊆ Y such that
(a) both C1 = I1 ∪ x1 and C2 = I2 ∪ x2 are two circuits of P ;
(b) 
P (X, Ii) = 1, i = 1,2.
First consider the case that I1 ∩ I2 = ∅. Further we can suppose I1 and I2 are chosen with |C1 ∪C2|
minimum. We claim I1 ∪ I2 is independent. Otherwise, there exists a circuit C ⊆ I1 ∪ I2 of M inter-
secting both I1 − I2 and I2 − I1. Suppose y2 ∈ (I2 − I1)∩ C . By the Circuit Elimination Axiom, there is
a circuit C ′2 of M satisfying x2 ∈ C ′2 ⊆ (C2 ∪ C)− y2. Obviously, C1 ∩ C ′2 = ∅ and C1 ∪ C ′2 ⊆ C1 ∪ C2 − y2,
which contradicts to |C1 ∪ C2| minimum.
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N = (P |(I1 ∪ I2 ∪ {x1, x2}))/(I1 ∪ I2 − {y, y1, y2}).
Obviously, N is a matroid with two copunctual lines {y, y1, x1} and {y, y2, x2}. Henceforth, there exist
an element x12 ∈ clP ({x1, x2}) − {x1, x2} and a set I ⊆ I1 ∪ I2 − {y, y1, y2} such that I ∪ {x12, y1, y2}
is a circuit of P and 
P (X, I ∪ {x12, y1, y2}) = 1, that is, {x12, y1, y2} is constructed to be a line.
Therefore, x12 ∈ LX , which contradicts LX = {x1, x2}.
Secondly, consider the case that I1 ∩ I2 = ∅. Let Yi be the set of points y ∈ Y such that there exists
a circuit C of P with {y, xi} ⊂ C ⊆ Y ∪ xi , where i = 1,2. Clearly, |Y1|, |Y2| 2 and Y1 ∩ Y2 = ∅. Since
M is 3-connected, (Y1, Y2) is a partition of Y .
We claim 
M(Y1, Y2) = 0. Otherwise, there is a circuit C of M satisfying C ⊆ Y1 ∪ Y2 = Y . Arbi-
trarily choose y1 ∈ Y1 ∩ C , y2 ∈ Y2 ∩ C and let C ′1 be a circuit of P with {x1, y1} ⊂ C ′1 ⊆ Y1 ∪ x1. Thus,
there exists a circuit C ′ with
{x1, y2} ⊂ C ′ ⊆ C ∪ C ′1 ⊆ Y1 ∪ Y2 ∪ x1 = Y ∪ x1.
A contradiction. So rM(Y ) = rM(Y1) + rM(Y2), and consequently,
λM(Y1, X ∪ Y2) = rM(Y1) + rM(X) + rM(Y2) − 1−
(
rM(Y1) + rM(Y2) + rM(X) − 2
)
= 1.
This contradicts that M is 3-connected. 
Recall the deﬁnition of the generalized parallel connection in the introduction. The following result
follows easily from the deﬁnition, which will be used in Section 4 to prove Theorem 1.1.
Lemma 2.17. Let T be a tree of order at least 3 and with every vertex u is labeled by a matroid Mu and every
edge e = uv labeled by Le that is a modular line of both Mu and Mv . Suppose e = uv is a leaf edge of T ,
and u is the leaf vertex, and Tv = T\u is labeled as T except v is labeled by PLe (Mu,Mv). Then for any edge
f = xy in Tv , L f is also a modular line of the two matroids labeled x and y in Tv .
3. Maximal partial 3-tree
This section covers some deﬁnitions and results from [7], and the exposition given here is essen-
tially that given in [7].
Flowers. Let n be a natural number and M a 3-connected matroid. The partition (P1, P2, . . . , Pn) of E
is a ﬂower Φ in M with petals P1, P2, . . . , Pn if for any i ∈ [n], |Pi|  2, both Pi and Pi ∪ Pi+1 are
3-separating, where all subscripts are interpreted modular n. Say Φ displays a 3-separating partition
(X, Y ) of E if X is a union of petals of Φ . By [7, Theorem 4.1], every ﬂower in a 3-connected matroid
is either an anemone or a daisy. In the ﬁrst case, all unions of petals are 3-separating; in the second
case, a union of petals is 3-separating if and only if the petals are consecutive in the cyclic ordering
(P1, P2, . . . , Pn). Note the concepts of an anemone and a daisy coincide for n 3, but a ﬂower cannot
be both an anemone and a daisy for n 4.
Equivalent ﬂowers and tight and loose petals. Let Φ1 and Φ2 be ﬂowers of a 3-connected matroid M .
A natural quasi-ordering on the collection of ﬂowers of M is obtained by setting Φ1 Φ2 whenever
every non-sequential 3-separation displayed by Φ1 is equivalent to one displayed by Φ2. If Φ1 Φ2
and Φ2  Φ1, then say Φ1 and Φ2 are equivalent ﬂowers of M . Hence, equivalent ﬂowers display,
up to equivalence of 3-separations of M . A ﬂower Φ is maximal if Φ is equivalent to Φ ′ whenever
Φ Φ ′ . The order of a ﬂower Φ is the minimum number of petals in a ﬂower equivalent to Φ .
Let Φ be a ﬂower of M . An element of e of M is loose in Φ if e ∈ fclM(Pi) − Pi for some petal Pi
of Φ; otherwise, e is tight. Say a petal Pi is loose if all its elements are loose; otherwise say Pi is
tight. When Φ has order at least three, say Φ is tight if all its petals are tight; when Φ has order
t ∈ {1,2}, say Φ is tight if it has exactly t petals.
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(i) a paddle if 
M(Pi, P j) = 2 for any 1 i = j  n;
(ii) a copaddle if 
M(Pi, P j) = 0 for any 1 i = j  n;
(iii) spike-like if n 4, and 
M(Pi, P j) = 1 for any 1 i = j  n.
Similarly, a daisy (P1, P2, . . . , Pn) is called
(i) swirl-like if n  4, and 
M(Pi, P j) = 1 for all consecutive i and j, while 
M(Pi, P j) = 0 for all
non-consecutive i and j; and
(ii) Vámos-like if n = 4 and 
M(Pi, P j) = 1 for all consecutive i and j, while {
M(P1, P3),
M(P2,
P4)} = {0,1}.
If (P1, P2, P3) is a ﬂower Φ and 
M(Pi, P j) = 1 for all consecutive i and j, we call Φ ambiguous if
it has no loose elements, spike-like if there is an element in clM(P1)∩ clM(P2)∩ clM(P3) or cl∗M(P1)∩
cl∗M(P2) ∩ cl∗M(P3), and swirl-like otherwise. By Theorem 4.1 and the paragraph following the proof
of Lemma 6.3 of [7], every ﬂower with at least 3 petals is one of these six different types: a paddle,
a copaddle, spike-like, swirl-like, Vámos-like or ambiguous.
Roughly speaking, a paddle is obtained by gluing the petals along a single common line; a co-
paddle, a spike-like ﬂower, a swirl-like ﬂower are obtained by gluing each petal Pi to Li of a freely-
placed-line matroid, a spike-like matroid, a swirl-like matroid respectively; and a Vámos-like ﬂower
is obtained by attaching Pi to Li of a Vámos matroid N whose ground set can be partitioned into
four lines L1, L2, L3, L4 such that (L1, L2, L3, L4) is a Vámos-like ﬂower and 
N(L1, L3) = 
M(P1, P3),

N (L2, L4) = 
M(P2, P4).
Maximal partial 3-tree. Let π be a partition of E . If T is a tree such that every member of π labels
a vertex of T , some vertex may be unlabeled but no vertex is multiply labeled; then we say T is a
π -labeled tree. For any vertex v ∈ T , if v is labeled, then call v a bag vertex and let Ev denote the
member of π labeling v; else call v a ﬂower vertex and let Ev = ∅. Let T1 be a subtree of T . The
union of these bags that label vertices of T1 is the subset of E displayed by T1. For any edge e of T ,
the partition of E displayed by e is the partition displayed by the components of T\e. In addition, for
any vertex v of T , the partition of E − Ev displayed by v is the partition displayed by the components
of T − v . Obviously, if v is a ﬂower vertex of T , then the partition displayed by v is a partition of E .
The edges incident with v are in natural one-to-one correspondence with the components of T − v ,
and hence with the members of the partition displayed by v . In what follows, if a cyclic ordering
(e1, e2, . . . , en) is imposed on the edges incident with v , this cyclic ordering is taken to represent the
corresponding cyclic ordering on the members of the partition displayed by v .
An almost partial 3-tree T for M is a π -labeled tree satisfying the following conditions:
(i) For any edge e of T , the partition (X, Y ) of E displayed by e is 3-separating; and (X, Y ) is
a non-sequential 3-separation if e is incident with two bag vertices.
(ii) Every ﬂower vertex v is labeled either D or A. Moreover, there is a cyclic ordering on the edges
incident with v when v is labeled D .
(iii) If a vertex v is labeled A, then the partition of E displayed by v is a tight maximal anemone of
order at least 3.
(iv) If a vertex v is labeled D , then the partition of E displayed by v , with the cyclic order induced
by the cyclic ordering on the edges incident with v , is a tight maximal daisy of order at least 3.
By conditions (iii) and (iv), a vertex v labeled D or A corresponds to a ﬂower of M . The 3-sepa-
rations displayed by this ﬂower are the 3-separations displayed by v. A ﬂower vertex of a maximal
partial 3-tree is referred to as a daisy vertex or an anemone vertex if it is labeled by D or A respectively.
A 3-separation is displayed by an almost partial 3-tree T if it is displayed by some edge or some ﬂower
vertex of T .
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to a 3-separation that is displayed by a ﬂower vertex or an edge of T , or (X, Y ) is equivalent to a
3-separation (X1, Y1) with the property that either X1 or Y1 is contained in a bag vertex of T .
An almost partial 3-tree for M is a partial 3-tree if
(v) every non-sequential 3-separation of M conforms with T .
Introduce a quasi-order  on the set of partial 3-trees for M . Let T1 and T2 be two partial 3-trees
for M . Then T1  T2 if every non-sequential 3-separation displayed by T1 is equivalent to one dis-
played by T2. If T1  T2 and T2  T1, then T1 is equivalent to T2. A partial 3-tree is maximal if it is
maximal with respect to this quasi-order.
Evidently, for any maximal partial 3-tree T , we can assume every leaf vertex v is a bag vertex and
|Ev | 2.
Theorem 3.1. (See [7, Theorem 9.1].) Let M be a 3-connected matroid with |E|  9. Then M has a maximal
partial 3-tree T , and every non-sequential 3-separation of M is equivalent to a 3-separation displayed by T .
4. Proof of Theorem 1.1
Consider M as a restriction of P . By Theorem 3.1, there exists a maximal partial 3-tree T with the
following proposition:
4.1. (i) Every partition of E displayed by an edge in T is an exact 3-separating partition.
(ii) Every non-sequential 3-separation of M is equivalent to a 3-separation displayed by T .
Let v be an arbitrary vertex of T . Suppose
n = dT (v), NT (v) = {v1, v2, . . . , vn},
{T1, T2, . . . , Tn} are the components of T − v and vi ∈ Ti for any i, where NT (v) is the neighbor set
of all vertices in T adjacent to v and dT (v) = |NT (v)|. Clearly, if v is a leaf vertex of T , then n = 1
and T1 = T − v . Assume E1, E2, . . . , En are the subsets of E displayed by T1, T2, . . . , Tn respectively.
Evidently, E1, E2, . . . , En are disjoint and by 4.1(i), we have
4.2. For any i ∈ [n], (Ei, E − Ei) is an exact 3-separating partition of M.
Let Li denote the segment in P reduced by (Ei, E − Ei) and L+i = Li − E; and π be the partition
of E corresponding to T . Recall that Ev is the member of π labeling v when v is a bag vertex, and
Ev = ∅ when v is a ﬂower vertex. Deﬁne
Nv = P
∣∣∣
(
Ev ∪
n⋃
i=1
Li
)
, M+(v) = P
∣∣∣
(
E ∪
n⋃
i=1
Li
)
.
4.3 and 4.4 are obvious.
4.3. (i) M and Nv are restrictions of M+(v) and r(M) = r(M+(v)).
(ii) M+(v) is 3-connected.
4.4. For any i ∈ [n], Li ⊆ clM+(v)(Ei) ∩ clM+(v)(E − Ei).
The following result follows easily from Lemma 2.16.
4.5. For any i ∈ [n], |Li | 3.
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or Li ⊆ clNv (Y ).
For T , relabel the vertex v by Nv and the edge vvi by (vvi, Li, L
+
i ) for any i ∈ [n]. Likewise, we
can label all other vertices and edges in T . Evidently, by 4.2 and the deﬁnitions of Li and L
+
i , the
relabeling of T is well deﬁned.
4.6. For any i ∈ [n], Li is a modular line of Nv .
Proof. It suﬃces to prove Ln is a modular line of Nv . Assume the result is not true. Then there exists
an independent set I ⊆ E(Nv ) − Ln in Nv such that there exists exact one element  ∈ clP (Ln) − Ln
satisfying I ∪  is a circuit of the projective geometry P . Obviously, I ∩⋃n−1i=1 L+i = ∅, since, otherwise,
contradict the deﬁnition of Ln . Without loss of generality, suppose 
+
1 ∈ I ∩ L+1 . Then by Lemma 2.4,
there exists an independent set I1 ⊆ E1 of M such that I1∪+1 is a circuit of M+(v), and consequently,
there is a circuit C of P satisfying  ∈ C ⊆ I1 ∪ I ∪  − +1 . Evidently,∣∣∣∣∣C ∩
n−1⋃
i=1
L+i
∣∣∣∣∣
∣∣∣∣∣(I ∪ ) ∩
n−1⋃
i=1
L+i
∣∣∣∣∣− 1.
So by using the similar method several times if necessary, ﬁnally we can obtain a circuit containing 
and disjoint with
⋃n−1
i=1 L
+
i , which contradicts the deﬁnition of Ln . 
Assume e = xy is an arbitrary edge of T . Evidently, by the deﬁnition of Le and 4.6, Le is a mod-
ular line of both Nx and Ny . Therefore, Theorem 1.1 is an easy consequence of Lemma 2.17 and the
following result.
4.7. (i) If v is a ﬂower vertex of T , then Nv is a rank-2 uniformmatroid, a freely-placed-linematroid, a spike-like
matroid or a swirl-like matroid.
(ii) If v is a bag vertex of T , then Nv is a sequentially 4-connected matroid.
The remainder of this paper is devoted to proving 4.7. Part (i) of 4.7 is a consequence of the next
lemma and the fact that Vámos-like ﬂowers are not representable over any ﬁeld [7, Corollary 6.2].
4.8. Suppose v is a ﬂower vertex of T . Then
(i) if v is labeled by A and the ﬂower displayed by v is a paddle, then
L1 = L2 = · · · = Ln and Nv = Li ∼= U2,|L1|;
(ii) if v is labeled by A and the ﬂower displayed by v is a copaddle, then Nv is a freely-placed-line matroid;
(iii) if v is labeled by A and the ﬂower displayed by v is a spike, then Nv is a spike-like matroid;
(iv) if v is labeled by D and the ﬂower displayed by v is a swirl, then Nv is a swirl-like matroid.
Henceforth, to prove Theorem 1.1, it suﬃces to prove Nv is sequentially 4-connected for any bag
vertex v , namely, 4.7(ii). The aim of 4.9–4.24 is to prove the result. For convenience, in the rest of
this section, assume v is a bag vertex of T .
4.9. For any i ∈ [n], rM(Ei) 3, |Ei | 3; and when n 2, (Ei, E − Ei) is a non-sequential 3-separation of M.
Proof. It suﬃces to consider the case i = 1. If v1 is a bag vertex, then (E1, E − E1) is a non-sequential
3-separation of M , and consequently, rM(E1)  3 and |E1|  3. So assume v1 is a ﬂower vertex.
That is, the partition of E displayed by v1 is a tight maximal anemone or daisy of order at least 3.
Therefore, rM(E1) 3, and |E1| 3 and fclM(E − E1) E . So, to prove the result, it suﬃces to show
when v1 is a ﬂower vertex and n 2, (Ei, E − Ei) is a non-sequential 3-separation of M .
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fclM(E1)  E . So, we may assume Tv does not have any ﬂower vertex. Since n  2, Tv has at least
two adjacent bag vertices. Therefore, by the deﬁnition of T , we have also fclM(E1)  E . Combined
with fclM(E − E1) E , we have (E1, E − E1) is a non-sequential 3-separation when n 2. 
In what follows, let m be an integer with 0m n, and assume
0⋃
i=1
Si =
n⋃
i=n+1
Si = ∅,
where Si = Li or L+i .
4.10. If X ⊆ E(Nv) and⋃mi=1 Li ⊆ clNv (X), then
rM+(v)
(
X ∪
m⋃
i=1
Ei
)
= rNv (X) +
m∑
i=1
rM(Ei) − 2m.
Proof. Clearly, it is equivalent to prove
rM+(v)
(
X ∪
m⋃
i=1
Ei
)
= rM+(v)(X) +
m∑
i=1
rM+(v)(Ei) − 2m, (4.1)
by the fact that both M and Nv are restrictions of M+(v). On one hand, obviously, we have
rM+(v)
(
X ∪
m⋃
i=1
Ei
)
 rM+(v)(X) +
m∑
i=1
rM+(v)(Ei) − 2m. (4.2)
We prove equality (4.1) inductively on m. The result is trivial for m = 0.
Let m 1 and suppose equality (4.1) holds for m − 1. Since
(E − Em) ∪ X = (E − Em) ∪ (X ∩ Lm) ∪
(
X ∩
n⋃
i=1
L+i
)
,
by 4.4, we have rM+(v)((E − Em) ∪ X) = rM+(v)(E − Em). Therefore, by Lemma 2.13,

M+(v)(E − Em, Em) = 
M+(v)
(
(E − Em) ∪ X, Em
)
 
M+(v)
(
X ∪
m−1⋃
i=1
Ei, Em
)
.
Therefore,
rM+(v)
(
X ∪
m⋃
i=1
Ei
)
= rM+(v)
(
X ∪
m−1⋃
i=1
Ei
)
+ rM+(v)(Em) − 
M+(v)
(
X ∪
m−1⋃
i=1
Ei, Em
)
 rM+(v)
(
X ∪
m−1⋃
i=1
Ei
)
+ rM+(v)(Em) − 
M+(v)(E − Em, Em)
= rM+(v)(X) +
m∑
i=1
rM+(v)(Ei) − 2m.
Combining with inequality (4.2), equality (4.1) holds for m. 
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4.11. r(M) = r(Nv) +∑ni=1 rM(Ei) − 2n.
Proof. By 4.3(i) and 4.10,
r(M) = r(M+(v))= rM+(v)
(
E(Nv) ∪
n⋃
i=1
Ei
)
= r(Nv) +
n∑
i=1
rM(Ei) − 2n. 
4.12. Let (X, Y ) be a partition of Nv . Suppose
m⋃
i=1
Li ⊆ clNv (X),
n⋃
i=m+1
Li ⊆ clNv (Y ).
Set
X ′ =
(
X −
n⋃
i=1
L+i
)
∪
m⋃
i=1
Ei, Y
′ =
(
Y −
n⋃
i=1
L+i
)
∪
n⋃
i=m+1
Ei .
Then λM(X ′, Y ′) λNv (X, Y ).
Proof. Clearly, (X ′, Y ′) is a partition of M and
rM
(
X ′
)
 rM+(v)
(
X ∪
m⋃
i=1
Ei
)
, rM
(
Y ′
)
 rM+(v)
(
Y ∪
n⋃
i=m+1
Ei
)
.
Henceforth, combining with 4.10–4.11, we get
λM
(
X ′, Y ′
)= rM(X ′)+ rM(Y ′)− r(M)
 rM+(v)
(
X ∪
m⋃
i=1
Ei
)
+ rM+(v)
(
Y ∪
n⋃
i=m+1
Ei
)
− r(M+(v))
= rNv (X) + rNv (Y ) − r(Nv)
= λNv (X, Y ). 
4.13.When n 2, Nv is 3-connected.
Proof. Assume conversely Nv is not 3-connected, and (X, Y ) is an arbitrary 2-separation of Nv . With-
out loss of generality, we suppose L1 ⊆ clNv (X). Evidently, by reordering {L1, L2, . . . , Ln} if necessary,
we can further suppose
⋃t
i=1 Li ⊆ clNv (X) and
⋃n
i=t+1 Li ⊆ clNv (Y ) for some 1 t  n. If t < n, then
let m = t; if t = n and there is some k ∈ [n] satisfying Lk ⊆ clNv (Y ), then reorder {L1, L2, . . . , Ln} if
necessary satisfying Ln ⊆ clNv (Y ) and let m = n − 1; otherwise, let m = n. Evidently, no matter what
case is, m 1.
Set
X ′ =
(
X −
n⋃
i=1
L+i
)
∪
m⋃
i=1
Ei, Y
′ =
(
Y −
n⋃
i=1
L+i
)
∪
n⋃
i=m+1
Ei .
Thus, by 4.12,
λM
(
X ′, Y ′
)
 λNv (X, Y ) 1.
So, since M is 3-connected, |X ′|  1 or |Y ′|  1. Since m  1, by 4.9, |X ′|  3, and consequently,
|Y ′| 1. Then the following facts hold by the deﬁnition of m:
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(b) for any i ∈ [n], |Y ∩ Li | 1;
(c) by |Y | 2, |Y ∩ (⋃ni=1 L+i )| 1.
Note (b) holding must demand n  2. By (c), there exist a k ∈ [n] and an element e ∈ Y ∩ L+k .
Since e ∈ clNv (X), 
Nv (X, Y ) 1, namely, λNv (X, Y ) = 1. If |Y ∩ (
⋃n
i=1 L
+
i )| 2, then it follows from
the fact every element in Y ∩ L+i is also in clNv (X) that λNv (X, Y )  2, which is a contradiction.
So |Y ∩ (⋃ni=1 L+i )| = |{e}| = 1, consequently, |Y ′| = |Y −⋃ni=1 L+i | = 1 by |Y |  2. Suppose y = Y −⋃n
i=1 L
+
i . Then Y = {e, y} must be a series pair or parallel pair of Nv . By the deﬁnition of Nv , Nv is
simple, consequently, {e, y} is a series pair of Nv . Since e ∈ L+k and |Y ∩ Lk|  1, y /∈ Lk , namely,|Lk ∩ {e, y}| = 1. This contradicts the fact that the intersection of any circuit and cocircuit does not
have exact one element. 
4.14.When n = 1 (namely, v is a leaf vertex), Nv is 3-connected.
Proof. The result is trivial if Ev ⊆ L1. So assume Ev − L1 = ∅. By Lemma 2.4, |Ev − L1| 3. Assume to
the contrary that Nv is not 3-connected. Let (X, Y ) be an arbitrary 2-separation of Nv . Without loss
of generality, suppose |L1 ∩ X | 2. By 4.12,
λM
((
X − L+1
)∪ E1, Y − L+1 ) λNv (X, Y ) 1.
Thus, by M is 3-connected, |Y − L+1 |  1, consequently, |Y ∩ L+1 |  1. Since |Ev − L1|  3, either
|X − L1| 2 or |Y − L1| 2. So by |Y − L+1 | 1,∣∣X − L+1 ∣∣ |X − L1| 2.
If |Y ∩ L1| 2, then by 4.12,
λM
(
X − L+1 ,
(
Y − L+1
)∪ E1) λNv (X, Y ) 1,
which contradicts that M is 3-connected. So |Y ∩ L1| = 1, namely, |Y | = 2. Suppose y = Y − L+1 and
c = Y ∩ L+1 . Then Y = {c, y} is a series pair of Nv and Y ∩ L1 = c. A contradiction. 
By 4.13 and 4.14, we have
4.15. Nv is 3-connected.
Hence, to prove Nv is sequentially 4-connected, we only need to show every 3-separation of Nv is
sequential which is the main aim of 4.16–4.24.
4.16. Suppose X ⊆ E(Nv ) and⋃mi=1 Li ⊆ fclNv (X). Then(
fclNv (X) −
n⋃
i=1
L+i
)
∪
m⋃
i=1
Ei
is closed in M.
Proof. It suﬃces to show fclNv (X) ∪
⋃m
i=1 Ei is closed in M+(v). Assume this is not true. Then there
exists some element
f ∈ clM+(v)
(
fclNv (X) ∪
m⋃
Ei
)
−
(
fclNv (X) ∪
m⋃
Ei
)
,i=1 i=1
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⋃m
i=1 Ei) ∪ f . It is an easy
consequence of Lemma 2.3 that f ∈ E(Nv). Without loss of generality, we can assume that C(v) is
chosen such that∣∣∣∣∣C(v) ∩
m⋃
i=1
(Ei − Li)
∣∣∣∣∣
is minimum. Obviously, there must exist some k ∈ [m] satisfying C(v)∩ (Ek − Lk) = ∅, since, otherwise,
f ∈ fclNv (X), which contradicts to the choice of f . Since f /∈ Ek , by Lemma 2.3, there is a circuit C ′(v)
of M+(v) satisfying
f ∈ C ′(v) ⊆ Lk ∪
(
C(v) − Ek
)⊆ (fclNv (X) ∪ ⋃
1i =km
Ei
)
∪ f .
Clearly,∣∣∣∣∣C ′(v) ∩
(
m⋃
i=1
(Ei − Li)
)∣∣∣∣∣
∣∣∣∣∣C(v) ∩
(
m⋃
i=1
(Ei − Li)
)∣∣∣∣∣− 1.
This contradicts the choice of C f . 
4.17. Suppose X ⊆ E(Nv) and⋃ni=1 Li ⊆ fclNv (X). Then(
fclNv (X) −
n⋃
i=1
L+i
)
∪
n⋃
i=1
Ei ⊆ fclM
((
X −
n⋃
i=1
L+i
)
∪
n⋃
i=1
Ei
)
.
Proof. Clearly, it suﬃces to prove
fclNv (X) −
n⋃
i=1
L+i ⊆ fclM
((
X −
n⋃
i=1
L+i
)
∪
n⋃
i=1
Ei
)
.
By Remark 2.10(ii), this is an easy consequence of 4.17.1 and 4.17.2 below.
4.17.1. Suppose F ⊆ fclNv (X). Then
clNv (F ) −
n⋃
i=1
L+i ⊆ clM
((
F −
n⋃
i=1
L+i
)
∪
n⋃
i=1
Ei
)
.
Subproof. Arbitrarily choose f ∈ clNv (F ) − (F ∪
⋃n
i=1 L
+
i ). It suﬃces to show
f ∈ clM
((
F −
n⋃
i=1
L+i
)
∪
n⋃
i=1
Ei
)
.
Obviously, there is a circuit Cv of Nv satisfying f ∈ Cv ⊆ F ∪ f . If Cv ∩⋃ni=1 L+i = ∅, then the result
is trivial. So assume Cv ∩⋃ni=1 L+i = ∅, say  ∈ Cv ∩ L+k for some k ∈ [n]. By the deﬁnition of Lk , there
is an independent set I ⊆ Ek such that I ∪  is a circuit of M+(v). Hence, there is a circuit C(v)
of M+(v) such that
f ∈ C(v) ⊆ Cv ∪ I −  ⊆ (F − ) ∪ Ek ∪ f .
Using similar methods several times if necessary, ﬁnally we can obtain a circuit C of M+(v) such that
f ∈ C ⊆
(
F −
n⋃
i=1
L+i
)
∪
n⋃
i=1
Ei ∪ f .
Clearly, C is also a circuit of M . So f ∈ clM((F −⋃ni=1 L+i ) ∪⋃ni=1 Ei). 
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cl∗Nv (F ) −
n⋃
i=1
L+i ⊆ cl∗M
((
F −
n⋃
i=1
L+i
)
∪
n⋃
i=1
Ei
)
.
Subproof. Arbitrarily choose f ∈ cl∗Nv (F ) − (F ∪
⋃n
i=1 L
+
i ). Then it suﬃces to show
f ∈ cl∗M
((
F −
n⋃
i=1
L+i
)
∪
n⋃
i=1
Ei
)
.
Clearly, there is a cocircuit C∗v of Nv satisfying f ∈ C∗v ⊆ F ∪ f , consequently, there is a cocircuit of
C∗(v) of M+(v) such that
f ∈ C∗(v) ⊆ C∗v ∪
n⋃
i=1
Ei ⊆ F ∪ f ∪
n⋃
i=1
Ei .
Therefore, there is a cocircuit C∗ of M such that
f ∈ C∗ ⊆ C∗(v) −
n⋃
i=1
L+i ⊆
(
F −
n⋃
i=1
L+i
)
∪
n⋃
i=1
Ei ∪ f ,
and consequently, f ∈ cl∗M((F −
⋃n
i=1 L
+
i ) ∪
⋃n
i=1 Ei). 
4.18. Suppose X ⊆ E(Nv) and⋃mi=1 Li ⊆ fclNv (X), where m = n − 1 or n. Further assume when m = n − 1,
Ln  fclNv (X) and there is no cocircuit C
∗(v) of M+(v) such that
C∗(v) ⊆ fclNv (X) ∪
n⋃
i=1
Ei ∪ L+n and
∣∣C∗(v) ∩ (En − Ln)∣∣= 1.
Then
fclM
((
X −
n⋃
i=1
L+i
)
∪
m⋃
i=1
Ei
)
⊆
(
fclNv (X) −
n⋃
i=1
L+i
)
∪
m⋃
i=1
Ei .
Proof. Since (X −⋃ni=1 L+i ) ∪⋃mi=1 Ei ⊆ (fclNv (X) −⋃ni=1 L+i ) ∪⋃mi=1 Ei , by Remark 2.10(i), the result
follows easily from 4.18.1 and 4.18.2 below.
By 4.16, (fclNv (X) −
⋃n
i=1 L
+
i ) ∪
⋃m
i=1 Ei is closed in M , and consequently, the following result is
trivial.
4.18.1. Suppose
F ⊆ fclM
((
X −
n⋃
i=1
L+i
)
∪
m⋃
i=1
Ei
)
∩
((
fclNv (X) −
n⋃
i=1
L+i
)
∪
m⋃
i=1
Ei
)
.
Then
clM(F ) ⊆
(
fclNv (X) −
n⋃
i=1
L+i
)
∪
m⋃
i=1
Ei .
4.18.2. Suppose
F ⊆ fclM
((
X −
n⋃
L+i
)
∪
m⋃
Ei
)
∩
((
fclNv (X) −
n⋃
L+i
)
∪
m⋃
Ei
)
.i=1 i=1 i=1 i=1
662 R. Chen, K.N. Xiang / Journal of Combinatorial Theory, Series B 102 (2012) 647–670Then
cl∗M(F ) ⊆
(
fclNv (X) −
n⋃
i=1
L+i
)
∪
m⋃
i=1
Ei .
Subproof. Let f be an arbitrary element in cl∗M(F ) − F . It suﬃces to show
f ∈
(
fclNv (X) −
n⋃
i=1
L+i
)
∪
m⋃
i=1
Ei .
Assume this is not true. Clearly, f /∈⋃mi=1 Ei .
Let C∗ be a cocircuit of M with f ∈ C∗ ⊆ F ∪ f . Obviously, there is a cocircuit C∗(v) of M+(v)
satisfying
f ∈ C∗(v) ⊆ C∗ ∪
n⋃
i=1
L+i ⊆ fclNv (X) ∪
m⋃
i=1
Ei ∪ L+n ∪ f .
If f ∈ Ev and C∗(v) ∩ (L+n − fclNv (X)) = ∅, then there is a cocircuit C∗v of Nv with
f ∈ C∗v ⊆ C∗(v) −
m⋃
i=1
(Ei − Li) ⊆ fclNv (X) ∪ f .
Hence, f ∈ fclNv (X), and consequently, f ∈ fclNv (X) −
⋃n
i=1 L
+
i .
Next we prove f ∈ Ev and C∗(v)∩(L+n −fclNv (X)) = ∅. When m = n, the result is trivial. So suppose
m = n − 1. Since there is no cocircuit C∗1(v) of M+(v) satisfying C∗1(v) ⊆ fclNv (X) ∪
⋃n
i=1 Ei ∪ L+n and|C∗1(v) ∩ (En − Ln)| = 1, we get f /∈ En − Ln , consequently, f ∈ Ev . Furthermore, by Lemma 2.5, we
have C∗(v) ∩ Ln = ∅. 
By 4.17 and 4.18, easily we can obtain that:
4.19. Suppose X ⊆ E(Nv ) and⋃ni=1 Li ⊆ fclNv (X). Then
fclM
((
X −
n⋃
i=1
L+i
)
∪
n⋃
i=1
Ei
)
=
(
fclNv (X) −
n⋃
i=1
L+i
)
∪
n⋃
i=1
Ei .
4.20. Let (X, Y ) be a non-sequential 3-separation of Nv . Suppose m 1 and
m⋃
i=1
Li ⊆ clNv (X),
n⋃
i=m+1
Li ⊆ clNv (Y ).
Set
X ′ =
(
X −
n⋃
i=1
L+i
)
∪
m⋃
i=1
Ei, Y
′ =
(
Y −
n⋃
i=1
L+i
)
∪
n⋃
i=m+1
Ei .
Then (X ′, Y ′) is a non-sequential 3-separation of M.
Proof. First, we show (X ′, Y ′) is a 3-separation of M . By 4.9, for any integer i ∈ [n], |Ei | 3. Hence,
|X ′| 3; and when 1m n− 1, |Y ′| 3. Consider the case m = n, namely, ⋃ni=1 Li ⊆ clNv (X). Since
(X, Y ) is a non-sequential 3-separation of Nv , |Y − fclNv (X)| 3, and consequently, |Y ′| 3. On the
other hand, according to 4.12, λM(X ′, Y ′)  λNv (X, Y ) = 2. Since |X ′|, |Y ′|  3, combining with M is
3-connected, we have λM(X ′, Y ′) = 2, that is, (X ′, Y ′) is a 3-separation of M .
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By 4.9, (Ei, E − Ei) is a non-sequential 3-separation of M for any integer i ∈ [n]. Therefore, (X ′, Y ′) is
obviously non-sequential. Secondly consider the case m = n 1. Clearly, fclM(Y ′) = E . Hence, to prove
(X ′, Y ′) is non-sequential, it suﬃces to prove fclM(X ′) = E . By 4.19, Ev  fclM(X ′), and consequently,
fclM(X ′) = E . 
4.21. Let (X, Y ) be a non-sequential 3-separation of Nv . Suppose n 2, m 1 and
m⋃
i=1
Li ⊆ clNv (X),
n⋃
i=m+1
Li ⊆ clNv (Y ).
Then m = 1 or n − 1.
Proof. Set
X ′ =
(
X −
n⋃
i=1
L+i
)
∪
m⋃
i=1
Ei, Y
′ =
(
Y −
n⋃
i=1
L+i
)
∪
n⋃
i=m+1
Ei .
According to 4.20, (X ′, Y ′) is a non-sequential 3-separation of M . Therefore, by the deﬁnition of max-
imal partial 3-tree, there is a 3-separation (XM , YM) of M equivalent to (X ′, Y ′) and displayed by T
with
fclM(XM) = fclM
(
X ′
)
, fclM(YM) = fclM
(
Y ′
)
.
Clearly, by 4.9, for any integers i ∈ [m] and j ∈ [n] − [m],
Ei ∩
(
X ′ − fclM
(
Y ′
)) = ∅, E j ∩ (Y ′ − fclM(X ′)) = ∅.
By Lemma 2.9, we have
X ′ − fclM
(
Y ′
)⊆ XM , Y ′ − fclM(X ′)⊆ YM .
Henceforth, when 2  m  n − 2, clearly, (XM , YM) cannot be displayed by T . On the other hand,
notice that when m = n 2, (XM , YM) also cannot be displayed by T . Thus, m = 1 or n − 1. 
The following result is an immediate consequence of 4.21.
4.22. Suppose n 2 and (X, Y ) is a non-sequential 3-separation of Nv . Then,
n⋃
i=1
Li  fclNv (X),
n⋃
i=1
Li  fclNv (Y ).
4.23. Suppose (X, Y ) is a non-sequential 3-separation of Nv with
⋃n−1
i=1 Li ⊆ fclNv (X); and when n = 1,
L1  fclNv (X). Then
Ev  fclM
((
X −
n⋃
i=1
L+i
)
∪
n−1⋃
i=1
Ei
)
.
Proof. When n  2, by 4.22, Ln  fclNv (X), namely, |Ln ∩ fclNv (X)|  1. If |L+n ∪ (fclNv (X) ∩ Ln)| |Ln| − 2, then by Lemma 2.14, there does not exist any cocircuit C∗(v) of M+(v) such that
C∗(v) ⊆ fclNv (X) ∪
n⋃
Ei ∪ L+n and
∣∣C∗(v) ∩ (En − Ln)∣∣= 1.i=1
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fclM
((
X −
n⋃
i=1
L+i
)
∪
n−1⋃
i=1
Ei
)
⊆
(
fclNv (X) −
n⋃
i=1
L+i
)
∪
n−1⋃
i=1
Ei .
On the other hand, since
⋃n−1
i=1 Li ⊆ fclNv (X) and (X, Y ) is a non-sequential 3-separation of Nv ,
fclNv (X) ∪ Ln  Ev .
Therefore, Ev  fclM((X −⋃ni=1 L+i ) ∪⋃n−1i=1 Ei). So, assume∣∣L+n ∪ (fclNv (X) ∩ Ln)∣∣ |Ln| − 1
and there is some cocircuit C∗(v) of M+(v) such that
C∗(v) ⊆ fclNv (X) ∪
n⋃
i=1
Ei ∪ L+n and
∣∣C∗(v) ∩ (En − Ln)∣∣= 1.
Set
Y1 = Y − fclNv (X).
Obviously,
λNv
(
fclNv (X), Y1
)= λNv (X, Y ) = 2,
and
4.23.1. ∅ = Y1 ∩ C∗(v) ⊆ L+n .
4.23.2. |Y1 − Ln| 2.
Subproof. Since fclNv (X) ∪ Ln  Ev , Y1 − Ln = ∅. Suppose Y1 − Ln = y. Then y ∈ cl∗Nv (fclNv (X)) −
fclNv (X), which contradicts that fclNv (X) is fully closed. 
4.23.3. rM+(v)(Y1 − Ln) rM+(v)(Y1) − 1.
Subproof. By 4.23.1, Y1 ∩ C∗(v) = ∅. Since every element in Y1 ∩ C∗(v) (⊆ L+n ) does not contained
in clM+(v)(Y1 − C∗(v)), rM+(v)(Y1)  rM+(v)(Y1 − C∗(v)) + 1, and consequently, rM+(v)(Y1) − 1 
rM+(v)(Y1 − Ln). 
By |fclNv (X) ∩ Ln| 1, there are two cases to consider.
Case 1. fclNv (X) ∩ Ln = ∅.
Claim 1.1. 
Nv (fclNv (X), Ln) = 
M+(v)(fclNv (X) ∪
⋃n−1
i=1 Ei, En ∪ Ln) = 0.
Subproof. By 4.6, Ln is a modular line of Nv . So it follows from the fact fclNv (X) is closed in Nv
that 
Nv (fclNv (X), Ln) = 0. Furthermore, combining with 4.10, we have 
M+(v)(fclNv (X) ∪
⋃n−1
i=1 Ei,
En ∪ Ln) = 0. 
Claim 1.2. When Y1 − Ln is skew to Ln (namely, rM+(v)(Y1 − Ln) = rM+(v)(Y1) − 2), cl∗Nv (fclNv (X) ∪ Ln) =
fclNv (X) ∪ Ln.
R. Chen, K.N. Xiang / Journal of Combinatorial Theory, Series B 102 (2012) 647–670 665Subproof. Suppose there is some element e ∈ cl∗Nv (fclNv (X)∪ Ln)− (fclNv (X)∪ Ln). Clearly, e ∈ Y1 − Ln
and e /∈ clNv (Y1 − Ln −e). Since 
Nv (Ln, Y1 − Ln) = 0, e /∈ clNv (Y1 −e), consequently, e ∈ cl∗Nv (fclNv (X)),
a contradiction. 
It follows from 4.23.3 that |Ln ∩ clP (Y1 − Ln)| 1. Therefore, set Z = Ln ∩ clP (Y1 − Ln) with Z = z
when Z = ∅. Evidently, Z = ∅ when rM+(v)(Y1 − Ln) = rM+(v)(Y1) − 2; and such an element z exists
when rM+(v)(Y1 − Ln) = rM+(v)(Y1)−1, since Ln is a modular line of Nv . Let N = P |(En ∪ (E ∩ Ln)∪ Z).
Suppose A is the set of all coloops of N . Then, it follows from Ln ⊆ clM+(v)(En − Ln) that A ⊆ En − Ln .
Claim 1.3. Suppose Y1 − Ln is not skew to Ln. If there is a cocircuit C∗(v) of M+(v) with C∗(v) ⊆ fclNv (X) ∪⋃n−1
i=1 Ei ∪ A ∪ L+n ∪ f and with f = C∗(v) ∩ (Y1 − Ln), then z ∈ C∗(v).
Subproof. Since Y1 − Ln is not skew to Ln , we have
rM+(v)(Y1 − Ln) = rM+(v)(Y1) − 1. (4.1)
On the other hand, since Nv is 3-connected,
rNv
(
fclNv (X) ∪ (Y1 − Ln)
)= r(Nv).
Henceforth, it follows from equality (4.1) and the fact (fclNv (X), Y1) is an exact 3-separation of Nv
that

Nv
(
fclNv (X), Y1 − Ln
)= 1. (4.2)
Therefore, combined with Claim 1.1, we have
λNv
(
fclNv (X) ∪ Ln, Y1 − Ln
)= 3. (4.3)
Certainly, f /∈ clNv (Y1 − Ln − f ), and hence rNv (Y1 − Ln − f ) = rNv (Y1 − Ln)− 1. Since rNv (E(Nv )−
f ) = r(Nv), combined with equality (4.3), we have

Nv
(
fclNv (X) ∪ Ln, Y1 − Ln − f
)= 2,
that is, clP (fclNv (X) ∪ Ln) ∩ clP (Y1 − Ln − f ) is a line, say L. If z ∈ L, then f ∈ cl∗Nv (fclNv (X)), a con-
tradiction. Hence we may assume z /∈ L. Since z ∈ Ln ∩ clP (Y1 − Ln), z /∈ clP (Y1 − Ln − f ). Therefore,
f ∈ clNv ((Y1 − Ln − f ) ∪ z), and consequently, f ∈ clM+(v)((Y1 − Ln − f ) ∪ z). Thus, z ∈ C∗(v). 
Claim 1.4. Suppose Y1 − Ln is not skew to Ln and z ∈ L+n . Then either Ln = L+n or A = ∅.
Subproof. Assume L+n  Ln . Then |L+n − z|  |Ln| − 2. We claim that A = ∅. For otherwise, let a be
an arbitrary element in A. Recall that A is the set of all coloops of N = P |(En ∪ (E ∩ Ln) ∪ Z) and
A ⊆ En − Ln . Then there is a cocircuit C∗(v) of M+(v) with
a ∈ C∗ ⊆ a ∪ (L+n − z)∪ (E − En).
Therefore, |C∗ ∩ Ln| |L+n − z| |Ln| − 2, which contradicts to Lemma 2.14. 
Evidently, to prove 4.23 holds for Case 1, it suﬃces to prove Claim 1.5.
Claim 1.5. fclM((X −⋃ni=1 L+i ) ∪⋃n−1i=1 Ei) ⊆ (fclNv (X) −⋃ni=1 L+i ) ∪⋃n−1i=1 Ei ∪ A.
Subproof. Obviously, by Remark 2.10(i), the claim is an immediate consequence of Claim 1.5.1 and
Claim 1.5.2.
Claim 1.5.1. If
F ⊆ fclM
((
X −
n⋃
L+i
)
∪
n−1⋃
Ei
)
∩
((
fclNv (X) −
n⋃
L+i
)
∪
n−1⋃
Ei ∪ A
)
,i=1 i=1 i=1 i=1
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clM(F ) ⊆
(
fclNv (X) −
n⋃
i=1
L+i
)
∪
n−1⋃
i=1
Ei ∪ A.
Sub-subproof. Let f be an arbitrary element in clM(F ) − F . It suﬃces to show
f ∈
(
fclNv (X) −
n⋃
i=1
L+i
)
∪
n−1⋃
i=1
Ei ∪ A.
Assume this is not true. Then either f ∈ Ev − fclNv (X) or f ∈ En − A.
Let C be a circuit of M with f ∈ C ⊆ F ∪ f . If C ∩ A = ∅, then by 4.16, we have f ∈ (fclNv (X) −⋃n
i=1 L
+
i ) ∪
⋃n−1
i=1 Ei , a contradiction. So assume C ∩ A = ∅.
First consider the case f ∈ Ev − fclNv (X). Thus, 
M+(v)(C ∩ A, Ln) = 1. By the deﬁnition of Ln ,|clM(C ∩ A) ∩ Ln| = 1, which contradicts to Corollary 2.12. Secondly, consider the case f ∈ En − A.
Thus, by Lemma 2.13 and Claim 1.1, we have
1 = 
M+(v)
(
C ∩ (E − En), Ln
)
 
M+(v)
(
fclNv (X) ∪
n−1⋃
i=1
Ei, En ∪ Ln
)
= 0,
a contradiction. 
Claim 1.5.2. If
F ⊆ fclM
((
X −
n⋃
i=1
L+i
)
∪
n−1⋃
i=1
Ei
)
∩
((
fclNv (X) −
n⋃
i=1
L+i
)
∪
n−1⋃
i=1
Ei ∪ A
)
,
then
cl∗M(F ) ⊆
(
fclNv (X) −
n⋃
i=1
L+i
)
∪
n−1⋃
i=1
Ei ∪ A.
Sub-subproof. Let f be an arbitrary element in cl∗M(F ) − F . It suﬃces to show
f ∈
(
fclNv (X) −
n⋃
i=1
L+i
)
∪
n−1⋃
i=1
Ei ∪ A.
Assume it is not true. Then either f ∈ Ev − fclNv (X) or f ∈ En − A.
Let C∗ be a cocircuit of M with f ∈ C∗ ⊆ F ∪ f . So there is a cocircuit C∗(v) of M+(v) such that
f ∈ C∗(v) ⊆ C∗ ∪
n⋃
i=1
L+i ⊆ fclNv (X) ∪
n−1⋃
i=1
Ei ∪ A ∪ L+n ∪ f .
First consider the case C∗(v)∩ L+n = ∅. Then by Lemma 2.14, either C∗(v)∩ En = ∅ or C∗(v) ⊆ A∪ f .
Since A is the set of all coloops of N = P |(En ∪ (E ∩ Ln) ∪ Z) and A ⊆ En − Ln , we see C∗(v) ⊆ A ∪ f
is not possible, and hence, C∗(v) ∩ En = ∅. That is,
f ∈ Ev − fclNv (X) and C∗(v) ⊆ fclNv (X) ∪
n−1⋃
i=1
Ei ∪ f .
Therefore, there exists a cocircuit C∗v of Nv such that
f ∈ C∗v ⊆ C∗(v) −
n−1⋃
i=1
(Ei − Li) ⊆ fclNv (X) ∪ f ,
consequently, f ∈ fclNv (X). A contradiction.
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By the deﬁnition of A and the fact f /∈ A, f ∈ Ev − fclNv (X). Assume Y1 − Ln is not skew to Ln . Since
A = ∅, by Claim 1.4, either z ∈ E or L+n = Ln . No matter which case z is, by Corollary 2.7, there is no
cocircuit C∗1(v) of M+(v) such that z ∈ C∗1(v) ⊆ A ∪ Ln ∪ (E − En). Therefore, by Claim 1.3, such C∗(v)
does not exist. So we may assume Y1 − Ln is skew to Ln , consequently, Z = ∅.
We claim that f /∈ Ln . When L+n = Ln , the result is trivial. So we may assume L+n = Ln . By the facts|L+n ∪ (fclNv (X) ∩ Ln)| |Ln| − 1 and fclNv (X) ∩ Ln = ∅, we may assume Ln = L+n ∪ g for some g ∈ E .
By Lemma 2.6, f = g , and hence, f /∈ Ln . Let C∗v be a cocircuit of Nv such that
f ∈ C∗v ⊆ C∗(v) −
n−1⋃
i=1
(Ei − Li) − A ⊆ fclNv (X) ∪ L+n ∪ f .
Since f /∈ Ln , by Claim 1.2, f ∈ fclNv (X). A contradiction. 
Case 2. fclNv (X) ∩ Ln = ∅, namely, |fclNv (X) ∩ Ln| = 1.
Obviously, rNv (fclNv (X) ∪ Ln) = rNv (fclNv (X)) + 1.
Claim 2.1. rNv (Y1) = rNv (Y1 − Ln) + 1.
Subproof. Assume rNv (Y1) = rNv (Y1 − Ln)+2. Then λNv (fclNv (X)∪ Ln, Y1 − Ln) = 1, which contradicts
that Nv is 3-connected. 
The following results are obvious.
(a) 
Nv (fclNv (X), Y1 − Ln) = 1.
(b) (fclNv (X) ∪ Ln, Y1 − Ln) is an exact 3-separation of Nv .
Recall M is considered as a restriction of the projective geometry P . Set
LX = clP
(
fclNv (X)
)∩ clP (Y1),
LY = clP
(
fclNv (X) ∪ Ln
)∩ clP (Y1 − Ln).
Obviously, by the facts that Claim 2.1, |fclNv (X) ∩ Ln| = 1 and Ln is a modular line of Nv (by 4.6), we
have
|LX ∩ Ln| = |LY ∩ Ln| = 1,
LX ∩ Ln = fclNv (X) ∩ Ln, LY ∩ Ln = clP (Y1 − Ln) ∩ Ln.
Set
x = LX ∩ Ln = fclNv (X) ∩ Ln, y = LY ∩ Ln = clP (Y1 − Ln) ∩ Ln.
Claim 2.2. If x = y , then fclM(En) = En ∪ (Ln − L+n ).
Subproof. Obviously, En ∪ (Ln − L+n ) is closed in M . Hence, to prove the result, it suﬃces to show
cl∗M(En ∪ (Ln − L+n )) = En ∪ (Ln − L+n ).
Assume to the contrary that there exists an element
f ∈ cl∗M
(
En ∪
(
Ln − L+n
))− (En ∪ (Ln − L+n )).
Let C∗ be a cocircuit of M satisfying f ∈ C∗ ⊆ En ∪ (Ln − L+n ) ∪ f , and consequently, there exists a
cocircuit C∗(v) of M+(v) satisfying f ∈ C∗(v) ⊆ En ∪⋃n−1i=1 L+i ∪ Ln ∪ f . Then either f ∈ Ev or f ∈⋃n−1
i=1 (Ei − Li). When f ∈ Ev , by Lemma 2.5, C∗(v) ∩
⋃n−1
i=1 L
+
i = ∅. When f ∈
⋃n−1
i=1 (Ei − Li), without
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is, there exists a cocircuit C∗v ⊆ Ln ∪ B of Nv , where B = f when f ∈ Ev , and B ⊆ L+1 ∪ (L1 ∩ x)
when f ∈ E1 − L1. Since Nv is 3-connected, neither C∗v ∩ Ln nor B is empty. Evidently, the following
hold.
(c) |C∗v ∩ Ln| |Ln| − 1.
(d) If f ∈ E1 − L1, then B = ∅ and Ln − y ⊆ C∗v .
(e) If f ∈ Ev ∩ fclNv (X), then C∗v = (Ln − y) ∪ f .
(f) If f ∈ Y1 − Ln , then C∗v = (Ln − x) ∪ f .
First assume either (d) or (e) holds. Let L′n be the set of points obtained by reducing E − En of
the 3-separation (E − En, En) of M . Clearly, L′n ⊆ Ln . And by Lemma 2.16, |L′n| 3, consequently, there
exist an element g ∈ Ln − x − y and an independent set I ⊆ E(Nv)− Ln such that Cg = I ∪ g ∈ C(Nv )
and 
Nv (Cg , Ln) = 1; furthermore, we can assume I is chosen satisfying |I| minimum. Obviously,
by the number of the intersection of a circuit and a cocircuit cannot be one, |I ∩ B|  1 since g ∈
Cg ∩ C∗v .
We claim that |I ∩ B| = 1. When (e) holds, the result is trivial. So, assume (d) holds. Then B ⊆
L+1 ∪ (L1 ∩ x). Assume |I ∩ B| 2. Clearly, |I ∩ B| = 2. By the facts L1 is a modular line of Nv (by 4.6)
and Lemma 2.15, there exists an element 1 ∈ L1 − (I ∩ B) satisfying I − B + 1 ∈ C(Nv). Evidently,
g ∈ I − B + 1 and clNv (I − B + 1) ⊆ clNv (Cg). Therefore,
1 
Nv (I − B + 1, Ln) 
Nv (Cg, Ln) = 1,
and consequently, 
Nv (I − B + 1, Ln) = 1. A contradiction to that I is chosen with |I| minimum.
Set f ′ = I ∩ B . Obviously,{
f ′, g
}⊂ Cg ⊆ (fclNv (X) − B)∪ (Y1 − Ln) ∪ { f ′, g}.
By the deﬁnition of a cocircuit, f ′ ∈ clNv (E(Nv ) − C∗v + x). Hence, there is a circuit Cx of Nv with{ f ′, x} ⊂ Cx ⊆ (E(Nv ) − C∗v ) ∪ { f ′, x}. Combining with (a), we have Cx ⊆ (fclNv (X) − B) ∪ { f ′, x}. So,
there is a circuit Cv of Nv satisfying x ∈ Cv ⊆ Cx ∪ Cg − f ′ . Since |Cv ∩ C∗v | = 1 and x ∈ Cv ∩ C∗v ,
g must be in Cv . It follows from the fact Ln is a modular line of Nv (by 4.6) and Lemma 2.15 that
there is an element e ∈ Ln − {x, g} satisfying (Cv − {y, g}) ∪ e ∈ C(Nv). Let A = Cv − {y, g}. Clearly,
|(A ∪ e) ∩ C∗v |  1, and consequently, e = y , namely, A ∪ y ∈ C(Nv). Therefore, A ⊆ Cg ∩ (Y1 − Ln),
consequently, {g, y} ⊆ clNv (Cg), which contradicts to the assumption 
Nv (Cg , Ln) = 1.
The remaining case is (f). With the similar way to show the case C∗v ∩ (Y1 − Ln) = ∅, we can show
(f) does not hold. 
Claim 2.3. If x = y , then fclM(En) ∩ (Y1 − Ln) = ∅.
Subproof. Evidently, clM(En) = En ∪ (Ln − L+n ). Set
A = cl∗M
(
En ∪
(
Ln − L+n
))− (En ∪ (Ln − L+n )).
When A = ∅, the result is trivial. So assume A = ∅. Let f ∈ A and C∗ be a cocircuit of M with f ∈
C∗ ⊆ En ∪ (Ln − L+n )∪ f . Then, there is a cocircuit C∗(v) of M+(v) satisfying f ∈ C∗(v) ⊆ C∗ ∪
⋃n
i=1 L
+
i .
Evidently, when f ∈ Ev , by Lemma 2.5, C∗(v) ∩⋃n−1i=1 L+i = ∅.
We claim that A ∩ (Y1 − Ln) = ∅. Otherwise, suppose f ∈ A ∩ (Y1 − Ln). Then, there exists a cocir-
cuit C∗v of Nv satisfying f ∈ C∗v ⊆ C∗(v)−(En− Ln) ⊆ Ln∪ f . On one hand, by Lemma 2.4, we have x ∈
clNv (fclNv (X)− LX ), and consequently, x /∈ C∗v . Since f /∈ clNv (E(Nv )−C∗v ), f /∈ clNv ((Y1− Ln)∪x− f ).
On the other hand, note that x = clP (Y1 − Ln) ∩ Ln . Therefore, by Claim 2.1, f /∈ clNv (Y1 − f ), and
consequently, f ∈ cl∗Nv (fclNv (X)). A contradiction.
Set
Mn = M+(v)|(Ln ∪ En),
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∣∣∣
(
fclNv (X) ∪
n−1⋃
i=1
Ei
)
,
M ′ = M+(v)
∣∣∣
(
fclNv (X) ∪ Ln ∪
n⋃
i=1
Ei
)
.
By 4.10,

M+(v)
(
fclNv (X) ∪
n−1⋃
i=1
Ei, Ln ∪ En
)
= 1,
and consequently, M ′ = Px(Mx,Mn).
Since x ∈ clP (Y1 − Ln), x /∈ C∗(v). Therefore, by the fact that no circuit can intersect a cocircuit in
exactly one element, we have clM+(v)(A ∪ x) = A ∪ x , and consequently, clM(A ∪ x) = A ∪ x . Since
M ′ = Px(Mx,Mn),
clM
(
cl∗M
(
En ∪
(
Ln − L+n
)))= cl∗M(En ∪ (Ln − L+n )).
Therefore, fclM(En) = En ∪ (Ln − L+n ) ∪ A, consequently, fclM(En) ∩ (Y1 − Ln) = ∅. 
Let(
X ′M , Y ′M
)= (E − fclM(En ∪ (Y1 − Ln)), fclM(En ∪ (Y1 − Ln))).
By 4.20, (X ′M , Y ′M) is a non-sequential 3-separation of M . Therefore, there exists a 3-separation
(XM , YM) of M equivalent to (X ′M , Y ′M) and displayed by T with
fclM(XM) = fclM
(
X ′M
)
and fclM(YM) = fclM
(
Y ′M
)
.
By Claims 2.2–2.3, fclM(En) fclM(Y ′M). So Ev ⊂ YM . Evidently, when n = 1 or n  3, (XM , YM) can-
not be displayed by T . A contradiction. So, assume n = 2. Replace fclNv (X) by fclNv (Y ), and Y1 by
X − fclNv (Y ). By 4.22,
⋃2
i=1 Li  fclNv (Y ). Hence, L1  fclNv (Y ), consequently, there are two cases to
consider:
(g) |fclNv (Y ) ∩ L1| = 1.
(h) fclNv (Y ) ∩ L1 = ∅.
When (g) is true, similarly, we can show Ev ⊂ XM . Therefore, (XM , YM) cannot be displayed by T .
A contradiction. So assume (h) holds. With the similar way to prove Case 1, we have
Ev  fclM
(
E2 ∪
(
Y − L+2
))= fclM(YM),
which contradicts Ev ⊂ YM . 
4.24. Nv is sequentially 4-connected.
Proof. By 4.15, Nv is 3-connected. Hence, it suﬃces to show any 3-separation of Nv is sequential.
Assume to the contrary that there is a non-sequential 3-separation (X, Y ) of Nv . Then,
X − fclNv (Y ) = ∅, Y − fclNv (X) = ∅.
By reordering Li (1 i  n) if necessary, we can assume
(a) X = fclNv (X),
⋃m
i=1 Li ⊆ X , where 1m n;
(b) |Li ∩ X | 1 for any integer m + 1 i  n; and
(c) the number of Li (1  i  n) in X is larger than or equal to the number of Li (1  i  n)
in fclNv (Y ).
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X ′ =
(
X −
n⋃
i=1
L+i
)
∪
m⋃
i=1
Ei, Y
′ =
(
Y −
n⋃
i=1
L+i
)
∪
n⋃
i=m+1
Ei .
By 4.20, (X ′, Y ′) is a non-sequential 3-separation of M . Let (XM , YM) be the 3-separation equivalent
to (X ′, Y ′) and displayed by T with
fclM(XM) = fclM
(
X ′
)
, fclM(YM) = fclM
(
Y ′
)
.
First consider the case n 2. By 4.21 and (c), we have m = n − 1. Then,
X ′ =
(
X −
n⋃
i=1
L+i
)
∪
n−1⋃
i=1
Ei, Y
′ =
(
Y −
n⋃
i=1
L+i
)
∪ En.
By 4.23, Ev  fclM(X ′), and consequently, Ev ⊆ YM . Thus, when n 3, (XM , YM) cannot be displayed
by T . A contradiction. So suppose n = 2. By 4.22, L1  fclNv (Y ). Consider (Y , X). Similarly, by 4.23,
Ev  fclM(Y ′). Then Ev ⊆ XM , which contradicts to Ev ⊆ YM .
Secondly, consider the case m = n = 1, namely, v is a leaf vertex of T . Then
X ′ = (X − L+1 )∪ E1, Y ′ = Y − L+1 = Y .
Obviously, (X ′ − fclM(Y ′)) ∩ E1 = ∅. If (X ′ − fclM(Y ′)) ∩ Ev = ∅, then (XM , YM) cannot be displayed
by T . A contradiction.
Following we prove (X ′ − fclM(Y ′)) ∩ Ev = ∅. If L1  fclNv (Y ), then by 4.23, Ev  fclM(Y ′), con-
sequently, (X ′ − fclM(Y ′)) ∩ Ev = ∅. Else if L1 ⊆ fclNv (Y ), then by 4.19, we have fclM(Y ′ ∪ E1) =
(fclNv (Y ) − L+1 ) ∪ E1, and consequently,
fclM
(
Y ′
)∩ Ev ⊆ fclM(Y ′ ∪ E1)∩ Ev = fclNv (Y ) − L+1 .
Henceforth,(
X ′ − fclM
(
Y ′
))∩ Ev ⊇ (X − L+1 )− (fclNv (Y ) − L+1 )= X − fclNv (Y ) − L+1 = ∅. 
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