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Abstract
The input to the stochastic orienteering problem [13] consists of a budget B and metric (V, d) where
each vertex v ∈ V has a job with a deterministic reward and a random processing time (drawn from a
known distribution). The processing times are independent across vertices. The goal is to obtain a non-
anticipatory policy (originating from a given root vertex) to run jobs at different vertices, that maximizes
expected reward, subject to the total distance traveled plus processing times being at mostB. An adaptive
policy is one that can choose the next vertex to visit based on observed random instantiations. Whereas,
a non-adaptive policy is just given by a fixed ordering of vertices. The adaptivity gap is the worst-case
ratio of the expected rewards of the optimal adaptive and non-adaptive policies.
We prove an Ω
(
(log logB)1/2
)
lower bound on the adaptivity gap of stochastic orienteering. This
provides a negative answer to the O(1)-adaptivity gap conjectured in [13], and comes close to the
O(log logB) upper bound proved there. This result holds even on a line metric.
We also show an O(log logB) upper bound on the adaptivity gap for the correlated stochastic ori-
enteering problem, where the reward of each job is random and possibly correlated to its processing
time. Using this, we obtain an improved quasi-polynomial time min{log n, logB} · O˜(log2 logB)-
approximation algorithm for correlated stochastic orienteering.
1 Introduction
In the orienteering problem [10], we are given a metric (V, d) with a starting vertex ρ ∈ V and a budget B
on length. The objective is to compute a path originating from ρ having length at most B, that maximizes
the number of vertices visited. This is a basic vehicle routing problem (VRP) that arises as a subroutine
in algorithms for a number of more complex variants, such as VRP with time-windows, discounted reward
TSP and distance constrained VRP.
The stochastic variants of orienteering and related problems such as traveling salesperson and vehicle rout-
ing have also been extensively studied. In particular, several dozen variants have been considered depending
on which parameters are stochastic, the choice of the objective function, the probability distributions, and
optimization models such as a priori optimization, stochastic optimization with recourse, probabilistic set-
tings and so on. For more details we refer to a recent survey [18] and references therein.
Here, we consider the following stochastic version of the orienteering problem defined by [13]. Each ver-
tex contains a job with a deterministic reward and random processing time (also referred to as size); these
processing times are independent across vertices. The processing times model the random delays encoun-
tered at the node, say due to long queues or activities such as filling out a form, before the reward can be
collected. The distances in the metric correspond to travel times between vertices, which are deterministic.
The goal is to compute a policy, which describes a path originating from the root ρ that visits vertices and
runs the respective jobs, so as to maximize the total expected reward subject to the total time (for travel plus
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processing) being at most B. Stochastic orienteering also generalizes the well-studied stochastic knapsack
problem [8, 4, 3] (when all distances are zero). We also consider a further generalization, where the reward
at each vertex is also random and possibly correlated to its processing time.
A feasible solution (policy) for the stochastic orienteering problem is represented by a decision tree, where
nodes encode the “state” of the solution (previously visited vertices and the residual budget), and branches
denote random instantiations. Such solutions are called adaptive policies, to emphasize the fact that their
actions may depend on previously observed random outcomes. Often, adaptive policies can be very complex
and hard to reason about. For example, even for the stochastic knapsack problem an optimal adaptive
strategy may have exponential size (and several related problems are PSPACE-hard) [8].
Thus a natural approach for designing algorithms in the stochastic setting is to: (i) restrict the solution
space to the simpler class of non adaptive policies (eg. in our stochastic orienteering setting, such a policy
is described by a fixed permutation to visit vertices in, until the budget B is exhausted), and (ii) design an
efficient algorithm to find a (close to) optimum non-adaptive policy.
While non-adaptive policies are often easier to optimize over, the drawback is that they could be much worse
than the optimum adaptive policy. Thus, a key issue is to bound the adaptivity gap, introduced by [8] in
their seminal paper, which is the worst-case ratio (over all problem instances) of the optimal adaptive value
to the optimal non-adaptive value.
In recent years, increasingly sophisticated techniques have been developed for designing good non-adaptive
policies and for proving small adaptivity gaps [8, 11, 7, 2, 12, 13]. For stochastic orienteering, [13] gave
an O(log logB) bound on the adaptivity gap, using an elegant probabilistic argument (previous approaches
only gave a Θ(logB) bound). More precisely, they considered certain O(logB) correlated probabilistic
events and used martingale tails bounds on suitably defined stopping times to bound the probability that
none of these events happen. In fact, [13] conjectured that the adaptivity gap for stochastic orienteering was
O(1), suggesting that the O(log logB) factor was an artifact of their analysis.
1.1 Our Results and Techniques
Adaptivity gap for stochastic orienteering: Our main result is the following lower bound.
Theorem 1.1 The adaptivity gap of stochastic orienteering is Ω
(
(log logB)1/2
)
, even on a line metric.
This answers negatively the O(1)-adaptivity gap conjectured in [13], and comes close to the O(log logB)
upper bound proved there. To the best of our knowledge, this gives the first non-trivial ω(1) adaptivity gap
for a natural problem.
The lower bound proceeds in three steps and is based on a somewhat intricate construction. We begin with a
basic instance described by a directed binary tree of height log logB that essentially represents the optimal
adaptive policy. Each processing time is a Bernoulli random variable: it is either zero, in which case the
optimal policy goes to its left child, or a carefully set positive value, in which case the optimal policy goes to
its right child. The edge distances and processing times are chosen so that when a non-zero size instantiates,
it is always possible to take a right edge, while the left edges can only be taken a few times. On the other
hand, if the non-adaptive policy chooses a path with mostly right edges, then it cannot collect too much
reward.
In the first step of the proof, we show that this directed tree instance has an Ω((log logB)1/2) adaptivity gap.
The main technical difficulty here is to show that every fixed path (which may possibly skip vertices, and
gain advantage over the adaptive policy) either runs out of budget B or collects low expected reward. In the
second step, we drop the directions on the edges and show that the adaptivity gap continues to hold (up to
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constant factors). The optimum adaptive policy that we compare against remains the same as in the directed
case, and the key issue here is to show that the non-adaptive policy cannot gain too much by backtracking
along the edges. To this end, we use some properties of the distances on edges in our instance. In the final
step, we embed the undirected tree onto a line at the expense of losing another O(1) factor in the adaptivity
gap. The problem here is that pairs of nodes that are far apart on the tree may be very close on the line. To
get around this, we exploit the asymmetry of the tree distances and some other structural properties to show
that this has limited effect.
Correlated Stochastic Orienteering: Next, we consider the correlated stochastic orienteering problem,
where the reward at each vertex is also random and possibly correlated with its processing time (the distri-
butions are still independent across vertices). In this setting, we prove the following.
Theorem 1.2 The adaptivity gap of correlated stochastic orienteering is O(log logB).
This improves upon the O(logB)-factor adaptivity gap that is implicit in [13], and matches the adaptivity
gap upper bound known for uncorrelated stochastic orienteering. The proof makes use of a martingale
concentration inequality [16] (as [13] did for the uncorrelated problem), but dealing with the reward-size
correlations requires a different definition of the stopping time. For the uncorrelated case, the stopping
time [13] used a single “truncation threshold” (equal to B minus the travel time) to compare the instantiated
sizes and their expectation. In the correlated setting, we use logB different truncation thresholds (all powers
of 2), irrespective of the travel time, to determine the stopping criteria.
Algorithm for Correlated Stochastic Orienteering: Using some structural properties in the proof of the
adaptivity gap upper bound above, we obtain an improved quasi-polynomial1 time algorithm for correlated
stochastic orienteering.
Theorem 1.3 There is anO
(
α · log2 logB/ log log logB)-approximation algorithm for correlated stochas-
tic orienteering, running in time (n+ logB)O(logB). Here α ≤ min{O(log n), O(logB)} denotes the best
approximation ratio for the orienteering with deadlines problem.
The orienteering with deadlines problem is defined formally in Section 1.3. Previously, [13] gave a polyno-
mial time O(α · logB)-approximation algorithm for correlated stochastic orienteering. They also showed
that this problem is at least as hard to approximate as the deadline orienteering problem, i.e. an Ω(α)-
hardness of approximation (this result also holds for quasi-polynomial time algorithms). Our algorithm
improves the approximation ratio to O(α · log2 logB), but at the expense of quasi-polynomial running time.
We note that the running time in Theorem 1.3 is quasi-polynomial for general inputs where probability
distributions are described explicitly, since the input size is n · B. If probability distributions are specified
implicitly, the runtime is quasi-polynomial only for B ≤ 2poly(logn).
The algorithm in Theorem 1.3 is based on finding an approximate non-adaptive policy, and losing an
O(log logB)-factor on top by Theorem 1.2. There are three main steps in the algorithm: (i) we enumerate
over logB many “portal” vertices (suitably defined) on the optimal policy; (ii) using these portal vertices,
we solve (approximately) a configuration LP relaxation for paths between portal vertices; (iii) we randomly
round the LP solution. The quasi-polynomial running time is only due to the enumeration. In formulat-
ing and solving the configuration LP relaxation, we also use some ideas from the earlier O(α · logB)-
approximation algorithm [13]. Solving the configuration LP requires an algorithm for deadline orienteering
(as the dual separation oracle), and incurs an α-factor loss in the approximation ratio. This configuration
LP is a “packing linear program”, for which we can use fast combinatorial algorithms [15, 9]. The final
rounding step involves randomized rounding with alteration, and loses an extra O( log logBlog log logB ) factor.
1A quasi-polynomial time algorithm runs in 2log
c N time on inputs of size N , where c is some constant.
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1.2 Related Work
The deterministic orienteering problem was introduced by Golden et al. [10]. It has several applications,
and many exact approaches and heuristics have been applied to this problem, see eg. the survey [17]. The
first constant-factor approximation algorithm was due to Blum et al. [5]. The approximation ratio has been
improved [1, 6] to the current best 2 + .
Dean et al. [8] were the first to consider stochastic packing problems in this adaptive optimization frame-
work: they introduced the stochastic knapsack problem (where items have random sizes), and obtained a
constant-factor approximation algorithm and adaptivity gap. The approximation ratio has subsequently been
improved to 2 + , due to [4, 3]. The stochastic orienteering problem [13] is a common generalization of
both deterministic orienteering and stochastic knapsack.
Gupta et al. [12] studied a generalization of the stochastic knapsack problem, to the setting where the reward
and size of each item may be correlated, and gave an O(1)-approximation algorithm and adaptivity gap for
this problem. Recently, Ma [14] improved the approximation ratio to 2 + .
The correlated stochastic orienteering problem was studied in [13], where the authors obtained an O(log n ·
logB)-approximation algorithm and an O(logB) adaptivity gap. They also showed the problem to be at
least as hard to approximate as the deadline orienteering problem, for which the best approximation ratio
known is O(log n) [1].
A related problem to stochastic orienteering was considered by Guha and Munagala [11] in the context of
the multi-armed bandit problem. As observed in [13], the approach in [11] yields an O(1)-approximation
algorithm (and adaptivity gap) for the variant of stochastic orienteering with two separate budgets for the
travel and processing times. In contrast, our result shows that stochastic orienteering (with a single budget)
has super-constant adaptivity gap.
1.3 Problem Definition
An instance of stochastic orienteering (StocOrient) consists of a metric space (V, d) with vertex-set |V | = n
and symmetric integer distances d : V × V → Z+ (satisfying the triangle inequality) that represent travel
times. Each vertex v ∈ V is associated with a stochastic job, with a deterministic reward rv ≥ 0 and a
random processing time (also called size) Sv ∈ Z+ distributed according to a known probability distribution.
The processing times are independent across vertices. We are also given a starting “root” vertex ρ ∈ V , and
a budget B ∈ Z+ on the total time available. A solution (policy) must start from ρ, and visit a sequence of
vertices (possibly adaptively). Each job is executed non-preemptively, and the solution knows the precise
processing time only upon completion of the job. The objective is to maximize the expected reward from
jobs that are completed before the horizon B; note that there is no reward for partially completing a job.
The approximation ratio of an algorithm is the ratio of the expected reward of an optimal policy to that of
the algorithm’s policy.
We assume that all times (travel and processing) are integer valued and lie in {0, 1, · · · , B}. In the correlated
stochastic orienteering problem (CorrOrient), the job sizes and rewards are both random, and correlated with
each other. The distributions across different vertices are still independent. For each vertex v ∈ V , we use
Sv and Rv to denote its random size and reward, respectively. We assume an explicit representation of the
distribution of each job v ∈ V : for each s ∈ {0, 1, · · · , B}, job v has size Sv = s and reward rv(s) with
probability Pr[Sv = s] = piv(s). Note that the input size is nB.
An adaptive policy is a decision tree where each node is labeled by a job/vertex of V , with the outgoing arcs
from a node labeled by u corresponding to the possible sizes in the support of Su. A non-adaptive policy
is simply given by a path P starting at ρ: we just traverse this path, processing the jobs that we encounter,
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until the total (random) size of the jobs plus the distance traveled reaches B. A randomized non-adaptive
policy may pick a path P at random from some distribution before it knows any of the size instantiations,
and then follows this path as above. Note that in a non-adaptive policy, the order in which jobs are processed
is independent of their processing time instantiations.
In our algorithm for CorrOrient, we use the deadline orienteering problem as a subroutine. The input to this
problem is a metric (U, d) denoting travel times, a reward and deadline at each vertex, start (s) and end (t)
vertices, and length bound D. The objective is to compute an s− t path of length at most D that maximizes
the reward from vertices visited before their deadlines. The best approximation ratio for this problem is
α = min{O(log n), O(logB)} due to [1, 6].
1.4 Organization
The adaptivity gap lower bound appears in Section 2, where we prove Theorem 1.1. In Section 3, we con-
sider the correlated stochastic orienteering problem and prove the upper bound on its adaptivity gap (The-
orem 1.2). Finally, the improved quasi-polynomial time algorithm (Theorem 1.3) for correlated stochastic
orienteering appears in Section 4
2 Lower Bound on the Adaptivity Gap
Here we describe our lower bound instance which shows that the adaptivity gap is Ω(
√
log logB) even for
an undirected line metric. The proof and the description of the instance is divided into three steps. First
we describe an instance where the underlying graph is a directed complete binary tree, and prove the lower
bound for it. The directedness ensures that all policies follow a path from root to a leaf (possibly with some
nodes skipped) without any backtracking. Second, we show that the directed assumption can be removed at
the expense of an additional O(1) factor in the adaptivity gap. In particular this means that the nodes on the
tree can be visited in any order starting from the root. Finally, we “embed” the undirected tree into a line
metric, and show that the adaptivity gap stays the same up to a constant factor.
2.1 Directed Binary Tree
Let L ≥ 2 be an integer and p := 1/√L. We define a complete binary tree T of height L with root ρ. All
the edges are directed from the root towards the leaves. The level `(v) of any node v is the number of nodes
on the shortest path from v to any leaf. So all the leaves are at level one and the root ρ is at level L. We refer
to the two children of each internal node as the left and right child, respectively. Each node v of the tree has
a job with some deterministic reward rv and a random size Sv. Each random variable Sv is Bernoulli, taking
value zero with probability 1 − p and some positive value sv with the remaining probability p. The budget
for the instance is B = 22
L+1
.
To complete the description of the instance, we need to define the values of the rewards rv, the job sizes Sv,
and the distances d(u, v) on edges e = (u, v).
Defining rewards. For any node v, let τ(v) denote the number of right-branches taken on the path from the
root to v. We define the reward of each node v to be rv := (1− p)τ(v).
Defining sizes. Let e (x) := 2x for any x ∈ R. The size at the root, sρ := e
(
2L
)
= 22
L
. The rest of the
sizes are defined recursively. For any non-root node v at level `(v) with u denoting its parent, the size is:
sv :=
{
su · e
(
2`(v)
)
if v is the right child of u
su · e
(−2`(v)) if v is the left child of u
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In other words, for a node v at level `, consider the path P = (ρ = uL, uL−1, . . . , u`+1, u` = v) from ρ to
v. Let k =
∑`
j=L(−1)i(uj)2j where i(uj) = 1 if uj is the left child of its parent uj+1, and 0 otherwise (we
assume i(ρ) = 0). Then sv = e (k).
Observe that for a node v, each node u in its left (resp. right) subtree has su < sv (resp. su > sv).
It remains to define distances on the edges. This will be done in an indirect way, and it is instructive to first
consider the adaptive policy that we will work with. In particular, the distances will be defined in such a
way that the adaptive policy can always continue till it reaches a leaf node.
Adaptive policy A. Consider the policy A that goes left at node u whenever it observes size zero at u, and
goes right otherwise.
Clearly, the residual budget b(v) at node v under A will satisfy the following: b(ρ) = B = e (2L+1) =
22
L+1
, and
b(v) :=
{
b(u)− su − d(u, v) if v is the right child of u
b(u)− d(u, v) if v is the left child of u
Defining distances. We will define the distances so that the residual budgets b(·) under A satisfy the
following: b(ρ) = B, and for any node v with parent u,
b(v) :=
{
b(u)− su if v is the right child of u
su if v is the left child of u
In particular, this implies the following lengths on edges. For any node v with parent u,
d(u, v) :=
{
0 if v is the right child of u
b(u)− su = b(u)− b(v) if v is the left child of u
In Claim 2.3 below we will show that the distances are non-negative, and hence well-defined.
Figure 1 gives a pictorial view of the instance.
ρ
0
22
L
, 1
22
L+2L−1 , (1− p)
22
L+2L−1+2L−2 , (1− p)2
22
L−2L−1 , 1
22
L+2L−1−2L−2 , (1− p)
22
L+2L−1+2L−2−2L−3 , (1− p)2
0
22
L+1 − 22L
22
L+1 − 22L − 21.5·2L
The sizes sv and rewards rv are shown next to the nodes.
The distances are shown (in bold) on the edges.
Figure 1: The binary tree T .
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Basic properties of the instance Let Ad(v) denote the distance traveled by the adaptive strategy A to
reach v, and let As(v) denote the total size instantiation before reaching v. By the definition of the budgets,
and as A takes the right branch at u iff the size at u instantiates, we have the following.
Claim 2.1 For any node v, the budget b(v) satisfies b(v) = B −Ad(v)−As(v).
Claim 2.2 If a node w is a left child of its parent, then b(w) = sw · e
(
2`(w)
)
.
Proof: Let u be the parent ofw. By definition of sizes, sw = su ·e
(−2`(w)). As b(w) = su by the definition
of residual budgets, the claim follows. 
Claim 2.3 For any node u, we have 3 · su ≤ b(u). This implies that all the residual budgets and distances
are non-negative.
Proof: Let w denote the lowest level node on the path from ρ to u that is the left child of its parent (if u is
the left child of its parent, then w = u); if there is no such node, set w = ρ. Note that by Claim 2.2 and the
definition of sρ and b(ρ), in either case it holds that b(w) = sw · e
(
2`(w)
)
.
Let pi denote the path from w to u (including w but not u; so pi = ∅ if w = u). Since pi contains only
right-branches, b(u) = b(w)−∑y∈pi sy and hence b(u) ≥ b(w)− 3∑y∈pi sy. Thus to prove 3 · su ≤ b(u)
it suffices to show 3(su +
∑
y∈pi sy) ≤ b(w). For brevity, let s := sw and ` = `(w). Using the definition of
sizes,
su +
∑
y∈pi
sy ≤
∑`
i=1
s · e
(
2`−1 + 2`−2 + · · · 2i
)
= s ·
∑`
i=1
e
(
2` − 2i
)
= s ·
∑`
i=1
e
(
2`
)
· e (−2i) ≤ s · e(2`) ·∑
i≥1
4−i
≤ 1
3
· s · e
(
2`
)
=
b(w)
3
,
as desired. Here the right hand side of the first inequality is simply the total size of nodes in the w to leaf
path using all right branches. The inequality in the second line follows as e
(−2i) = 2−2i ≤ 2−2i = 4−i for
all i ≥ 1.
Thus we always have 3 · su ≤ b(u).
As b(v) = b(u) − su if v is the right child of u, or b(v) = su otherwise, this implies that all the residual-
budgets are non-negative.
Similarly, as d(u, v) is either 0 or b(u) − su (and hence at least 2/3b(u)), this implies that all edge lengths
are non-negative. 
This claim shows that the above instance is well defined, and thatA is a feasible adaptive policy that always
continues for L steps until it reaches a leaf. Next, we show that A obtains large expected reward.
Lemma 2.4 The expected reward of policy A is Ω(L).
Proof: Notice that A accrues reward as follows: it keeps getting reward 1 (and going left) until the first
positive size instantiation, then it goes right for a single step and keeps going left and getting reward (1− p)
till the next positive size instantiation and so on. This continues for a total of L steps. In particular, at any
time t it collects reward (1− p)i, if exactly i nodes have positive sizes among the t nodes seen.
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LetXi denote the Bernoulli random variable that is 1 if the ith node inA has a positive size instantiation, and
0 otherwise. So E[Xi] = p, and E[X1 + . . . + XL] = Lp =
√
L. By Markov’s inequality, the probability
that more than 2
√
L nodes in A have positive sizes is at most half. Hence, with probability at least 12 the
reward collected in the last node of A is at least (1 − p)2
√
L. That is, the total expected reward of A is at
least 12 · L · (1− p)2
√
L ≈ L/2 · e−2 = Ω(L). 
2.2 Bounding Directed Non-adaptive Policies
We will first show that any non-adaptive policyN that is constrained to visit vertices according to the partial
order given by the tree T gets reward at mostO(√L). Notice that these correspond precisely to non-adaptive
policies on the directed tree T .
The key property we need from the size construction is the following.
Lemma 2.5 For any node v, the total size instantiation observed under the adaptive policy A before v is
strictly less than sv.
Proof: Consider the path pi from the root to v, and let k1 < k2 < · · · < kt denote the levels at which pi
“turns left”. That is, for each i, the node ui at level ki in path pi satisfies (a) ui is the right child of its parent,
and (b) pi contains the left child of ui if it goes below level ki. (If v is the right child of its parent then u1 = v
and k1 = `(v).) Let si denote the size of ui, the level ki node in pi. Also, set kt+1 = L corresponding to the
root. Below we use [t] := {1, 2, · · · , t}.
ρ
ut
u2
u1
v
Level
kt+1 = L
kt
k2
k1
Path pi from ρ to v, with “left turning” nodes u1, · · · , ut.
The thick lines denote right-branches (where positive sizes are seen).
Figure 2: The path pi in proof of Lemma 2.5.
We first bounds the size instantiation between levels ki+1 and ki in terms of si. Observe that a positive size
instantiation is seen in A only along right branches. So for any i ∈ [t], the total size instantiation seen in pi
between levels ki and ki+1 is at most:
si ·
[
e
(
−2ki
)
+ e
(
−2ki − 2ki+1
)
+ e
(
−2ki − 2ki+1 − 2ki+2
)
· · ·
]
≤ si · e
(
−2ki
)
· (1 + 1/2 + 1/4 + · · · ) ≤ 2 si · e
(
−2ki
)
(1)
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Now, note that for any i ∈ [t], the sizes si+1 and si are related as follows:
si+1 ≤ si · e
(
−2ki + 2ki+1 + 2ki+2 + · · ·+ 2ki+1−1
)
= si · e
(
−2ki − 2ki+1 + 2ki+1
)
≤ si
4
· e
(
−2ki + 2ki+1
)
(2)
The first inequality uses the fact that the path from ui+1 to ui is a sequence of (at least one) left-branches
followed by a sequence of (at least one) right-branches. As the size decreases along left-branches and
increases along right branches, it follows that conditional on the values of ki and ki+1, the ratio si+1/si is
maximized for the path with a sequence of left branches followed by a single right branch (at level ki).
Using (2), we obtain inductively that:
si+1 · e
(
−2ki+1
)
≤ 1
4
· si · e
(
−2ki
)
≤ 1
4i
· s1 · e
(
−2k1
)
, ∀i ∈ [t]. (3)
Using (1) and (3), the total size instantiation seen in pi (this does not include the size at v) is at most:
t∑
i=1
2 si · e
(
−2ki
)
≤ 2
t∑
i=1
1
4i−1
· s1 · e
(
−2k1
)
< 4 s1 · e
(
−2k1
)
. (4)
Finally, observe that the size at the level k1 node s1 ≤ sv · e
(
2k1−1 + 2k1−2 + · · ·+ 21) = sv · e (2k1 − 2),
since k1 is the lowest level at which pi turns left (i.e. pi keeps going left below level k1 until v). Together
with (4), it follows that the total size instantiation seen before v is strictly less than
4 s1 · e
(
−2k1
)
≤ 4 e
(
−2k1
)
· sv · e
(
2k1 − 2
)
= 4 e (−2) sv = sv.
This completes the proof of Lemma 2.5. 
We now show that any non-adaptive policy on the directed tree T achieves reward O(√L). Note that any
such solution N is just a root-leaf path in T that skips some subset of vertices. A node v in N is an
L-branching node if the path N goes left after v. R-branching nodes are defined similarly.
Claim 2.6 The total reward from R-branching nodes is at most
√
L.
Proof: As the reward of a node decreases by a factor of (1− p) upon taking a right branch, the total reward
of such nodes is at most
∑L
i=0(1− p)i ≤ 1p =
√
L. 
Claim 2.7 N can not get any reward after two L-branching nodes instantiate to positive sizes.
Proof: For any node v in tree T , letAd(v) (resp. As(v)) denote the distance traveled (resp. size instantiated)
in the adaptive policy A until v; here As(v) does not include the size of v. Observe that Lemma 2.5 implies
that As(v) < sv for all nodes v.
In the non-adaptive solutionN , let u and v be any two L-branching nodes that instantiate to positive sizes su
and sv; say u appears before v. Under this outcome, we will show that N exhausts its budget after v. Note
that the distance traveled to node v in N is exactly Ad(v), the same as that under A. So the total distance
plus size instantiated in N is at least Ad(v) + sv + su, which (as we show next) is more than the budget B.
By Claim 2.1, b(v) = B − Ad(v) − As(v). Moreover, the residual budget b(u′) at the left child u′ of u
equals su. Since the residual budgets are non-increasing down the tree T , we have B − Ad(v) − As(v) =
b(v) ≤ b(u′) = su, i.e. Ad(v) ≥ B −As(v)− su. Hence, the total distance plus size in N is at least
Ad(v) + sv + su ≥ B −As(v) + sv > B,
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where the last inequality follows from Lemma 2.5. So N can not obtain reward from any node after v. 
Combining the above two claims, we obtain:
Claim 2.8 The expected reward of any directed non-adaptive policy is at most 3
√
L.
Proof: Using Claim 2.7, the expected reward from L-branching nodes is at most the expected number of
L-branching nodes until two positive sizes instantiate, i.e. at most 2p = 2
√
L. Claim 2.6 implies that the
expected reward from R-branching nodes is at most
√
L. Adding the two types of rewards, we obtain the
claim. 
This proves an Ω(
√
log logB) adaptivity gap for stochastic orienteering on directed metrics. We remark
that the O(log logB) upper bound in [13] also holds for directed metrics.
2.3 Adaptivity Gap for Undirected Tree
We now show that the adaptivity gap does not change much even if we make the edges of the tree undirected.
In particular, this has the effect of allowing the non-adaptive policy N to backtrack along the (previously
directed) edges, and visit any collection of nodes in the tree. Recall that in the directed instance of the pre-
vious subsection, the non-adaptive policy could not try too many L-branching nodes (Claim 2.7) and hence
was forced to choose mostly R-branching nodes, in which case the rewards decreased rapidly. However, in
the undirected case, the non-adaptive policy can move along some right edges to collect rewards and then
backtrack to high-reward nodes.
The main idea of the analysis below will be to show that non-adaptive policies cannot gain much more from
backtracking (Claims 2.9 and 2.10).
The adaptive policy we compare against is the same as in the directed case. Let N ′ denote some fixed
non-adaptive policy. Using the definition of edge-lengths,
Claim 2.9 N ′ can not backtrack over any left-branching edge.
Proof: As in the proof of Claim 2.7, for any v ∈ T , let Ad(v) (resp. As(v)) denote the distance traveled
(resp. size instantiated) in the adaptive policy A until node v; recall As(v) does not include the size of v. If
N ′ backtracks over the left-edge (u, v) out of some node u then the distance traveled is at least:
Ad(v) + d(u, v) = Ad(v) + b(u)− b(v) = B − 2 · b(v)−As(v) + b(u)
> B − 2 · b(v)− sv + b(u) = B − 2 · su − sv + b(u)
≥ B − 3 · su + b(u) ≥ B
The first equality follows as d(u, v) = b(u)−b(v) and the second equality follows asAd(v) = B−As(v)−
b(v) by Claim 2.1. The first inequality follows asAs(v) < sv, by Lemma 2.5. The second inequality follows
as sv < su by the definition of sizes. Finally, the last inequality follows by Claim 2.3. Since the distance
traveled by N ’ is more than B, the claim follows. 
We now focus on bounding the contribution due to backtracking on the right edges.
Let {ei}ki=1 be the left-edges traversed by N ′; we denote ei = (ui, vi) where vi is the left child of ui. We
now partition the nodes visited in N ′ as follows. For each i ∈ [k] := {1, 2, · · · k}, group Gi consists of
nodes visited after traversing ei−1 and before traversing ei; and Gk+1 is the set of nodes visited after ek.
Note that the nodes in Gi are visited contiguously using only right edges (they need not be visited in the
order given by tree T , as the algorithm may bactrack). See Figure 3 for a pictorial view.
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For each i ∈ [k], let Xi ⊆ Gi denote the nodes at level more than ui (the parent node of left-edge ei); and
let Yi = Gi \Xi \ {ui}. We also set Xk+1 = Gk+1.
By using exactly the argument in Claim 2.6, the total reward in {Xi}k+1i=1 is at most
∑L
j=0(1− p)j ≤
√
L.
Let us modify N ′ by dropping all nodes in {Xi}k+1i=1 . Each remaining node w of N ′ is either (i) an L-
branching node, where N ′ goes left after w (these are the end-points uis of left-edges), or (ii) a “backtrack
node” where N ′ backtracks on the edge from w to its parent (these are nodes in Yis). By Claim 2.7, the
expected reward from L-branching nodes is at most 2
√
L. In order to bound the total expected reward, it
now suffices to bound the reward from the backtrack nodes.
Claim 2.10 The expected reward of N ′ from the backtrack nodes is at most 2√L
Proof: Consider the partition (defined above) of backtrack nodes of N ′ into groups Y1, Y2, · · · , Yk. Recall
that N ′ visits each group Yi contiguously (perhaps not in the order given by T ) and then traverses left-edge
ei to go to the next group Yi+1. Moreover, ui (the parent end-point of left-edge ei) is an ancestor of all
Yi-nodes. See also Figure 3.
Note also that the walk visiting each group Yi consists only of right-edges: so the total reward in any single
group Yi is at most min{|Yi|,
√
L} (see Claim 2.6). Define hi := min{|Yi|,
√
L} for each i ∈ [k].
ρ
Dotted lines represent groups G1, · · · , Gk, Gk+1.
ui
vi
Yi
Xi
Solid lines denote left-edges e1, · · · , ek.
Gk+1
ek
G1
ei
e1
ρ
Yi
ek
Y1
ei
e1
ui
Dashed lines denote groups Y1, · · · , Yk.
Modified policy N ′ : skips nodes in X1, · · · , Xk+1.
Figure 3: The walk corresponding to non-adaptive policy N ′ in Claim 2.10.
Let I denote the (random) index of the first group where a positive size is instantiated. We now show thatN ′
can not visit any group indexed more than I . Let u = uI and v = vI denote the end-points of the left-edge
eI . Note thatN ′ must traverse the left edge eI = (u, v) out of u to reach groups YI+1, · · · , Yk. If w ∈ YI is
the node with positive size instantiation and ` its level, then sw ≥ su · e
(
2`
) ≥ 4 su (since u is an ancestor
of all YI -nodes). The distance traveled by N ’ till v is
Ad(v) = B − b(v)−As(v) = B − su −As(v) > B − 2 · su
where the last inequality follows by Lemma 2.5. Thus the total distance plus size seen in N ′ (till v) is at
least B − 2su + sw, which is at least ≥ B + 2su and hence > B. ThusN ′ can not visit any higher indexed
group.
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Using the above observation, the expected reward from backtrack nodes is at most:
E
[
I∑
i=1
hi
]
=
k∑
i=1
hi · Pr[I ≥ i] ≤ kmax
i=1
hi +
k∑
i=1
hi · Pr[I ≥ i+ 1]
≤
√
L +
k∑
i=1
hi · (1− p)
∑i
j=1 |Yj | ≤
√
L +
k∑
i=1
hi · (1− p)
∑i
j=1 hj
≤
√
L +
∑
x≥0
(1− p)x = 2
√
L.
Above we used the fact that Pr[I ≥ i+ 1] = (1− p)
∑i
j=1 |Yj | ≤ (1− p)
∑i
j=1 hj . 
Altogether, it follows that any non-adaptive policy N ′ has expected reward at most √L + 2√L + 2√L =
5
√
L. Finally, using Lemma 2.4, we obtain an Ω(
√
L) = Ω
(√
log logB
)
adaptivity gap.
2.4 Adaptivity Gap on Line Metric
We now show that the previous instance on a tree metric can also be embedded into a line metric such
that the adaptivity gap does not change much. This gives an Ω
(√
log logB
)
adaptivity gap for stochastic
orienteering even on line metrics.
The line metric L is defined as follows. Each node v of the tree T is mapped (on the real line) to the
coordinate d(ρ, v) which is the distance in T from the root ρ to v. Since all distances in our construction are
integers, each node lies at a non-negative integer coordinate. Note that multiple nodes may be at the same
coordinate (for example, as all right-edges in T have zero length). Below, d(·) will denote distances in the
tree metric T , and dL(·) denotes distances in the line metric L.
Note that dL(ρ, v) = d(ρ, v) for all nodes v ∈ T . Moreover, the distance dL(u, v) between two nodes u
and v in the line metric is |d(ρ, v)− d(ρ, u)|, which is at most the distance dT (u, v) in the tree metric. Thus
the adaptive policy A for the tree T is also valid for the line, which (by Lemma 2.4) has expected reward
Ω(L). However, the distances dL(u, v) on the line could be arbitrarily smaller than dT (u, v), and thus the
key issue is to show that non-adaptive policies cannot do much better. To this end, we begin by observing
some more properties of the distances d(ρ, v) and the embedding on the line.
Lemma 2.11 For any internal node u ∈ T , let Lu (resp. Ru) denote the subtree rooted at the left (resp.
right) child of u. Then, for any node v ∈ Lu, d(ρ, v) > B−2su and for any node v ∈ Ru, d(ρ, v) ≤ B−4su.
Proof: For any node v, recall that its residual budget b(v) = B − d(ρ, v)−As(v), where As(v) is the total
size instantiated in the adaptive policy A before node v. Suppose v ∈ Lu, and let u′ be the left child of u.
Then
d(ρ, v) ≥ d(ρ, u′) = B − b(u′)−As(u′) = B − su −As(u′) = B − su −As(u) > B − 2su,
where we use that b(u′) = su, As(u′) = As(u) and the last inequality follows from Lemma 2.5.
Now consider v ∈ Ru. We have As(v) ≥ su, as v lies in the right subtree under u and so u must have
instantiated to a positive size before reaching v. By Claim 2.3, b(v) ≥ 3sv which is at least 3su since
sv > su for each v ∈ Ru. Thus d(ρ, v) = B − b(v)−As(v) ≤ B − 4su. 
This implies the following useful fact.
Corollary 2.12 In the line embedding, for any node u ∈ T , all nodes in the left-subtree Lu appear after all
nodes in the right-subtree Ru.
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We will now show that any non-adaptive policy has reward at mostO(
√
L). This requires more work than in
the tree metric case, but the high level idea is quite similar: we restrict how any non-adaptive policy can look
like by using the properties of distances, and show that such policies cannot obtain too much profit. Observe
that a non-adaptive policy N ′′ is just a walk on L, originating from ρ and visiting a subset of vertices.
Lemma 2.13 Any non-adaptive policy on L must visit vertices ordered by non-decreasing distance from ρ.
Proof: We will show that if vertex v is visited before w and d(ρ, v) > d(ρ, w) then the walk to w has length
more than B; this would prove the lemma.
Let u denote the least common ancestor of v and w. There are two cases depending on whether u = w or
u /∈ {v, w}; note that the ancestor u cannot be v as d(ρ, v) > d(ρ, w).
If u /∈ {v, w}, since d(ρ, v) > d(ρ, w), it must be that v ∈ Lu and w ∈ Ru by Corollary 2.12. Moreover,
the total distance traveled by the path is at least
dL(ρ, v) + dL(v, w) ≥ d(ρ, v) + d(ρ, v)− d(ρ, w) = 2d(ρ, v)− d(ρ, w) > 2(B − 2su)− (B − 4su) = B,
where the second inequality is by Lemma 2.11.
If u = w, since d(ρ, v) > d(ρ, w), there must be at least one left edge e = (x, y) on the path from
w to v in the tree (as the length of the right edges is 0). Then, the distance traveled by the path is at least
dL(ρ, v)+dL(v, w) ≥ d(ρ, y)+d(x, y) = d(ρ, x)+2d(x, y). As d(ρ, x) = B−b(x)−As(x) > B−b(x)−sx
by Lemma 2.5, and as d(x, y) = b(x)− sx (by definition of distances on left edges), we have
d(ρ, x) + 2d(x, y) ≥ (B − b(x)− sx) + 2(b(x)− sx) = B + b(x)− 3sx > B
where the last inequality follows from Claim 2.3. 
By Lemma 2.13, any non-adaptive policyN ′′ visits vertices in non-decreasing coordinate order. For vertices
at the same coordinate, we can break ties and assume that these nodes are visited in decreasing order of their
level in T . This does not decrease the expected reward due to the following exchange argument.
Claim 2.14 If N ′′ visits two vertices {u, v} consecutively that have the same coordinate in L and have
levels `(u) > `(v), then u must be visited before v.
Proof: Since u and v have the same coordinate in L, by Lemma 2.11 it must be that one is an ancestor of
the other, and the u− v path in T consists only of right-edges. Since `(u) > `(v), node u is an ancestor of
v in T . Suppose that N ′′ chooses to visit v before u. We will show that the alternate solution N that visits
u before v has larger expected reward. This is intuitively clear since u stochastically dominates v in our
setting: the probabilities are identical, size of u is less than v, and reward of u is more than v. The formal
proof also requires independence of u and v, and is by a case analysis.
Let us condition on all instantiations other than u and v: we will show thatN has larger conditional expected
reward than N ′′. This would also show that the (unconditional) expected reward of N is more than N ′′.
Let X denote the total distance plus size in N ′′ (resp. N ) when it reaches v (resp. u). Irrespective of the
outcomes at u and v, the residual budgets in N ′′ and N before/after visiting {u, v} will be identical. So
the only difference in (conditional) expected reward is at u and v. The following table lists the different
possibilities for rewards from u and v, as X varies (recall that B is the budget).
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Cases Reward (N ′′) Reward (N )
X + su + sv ≤ B ru + rv ru + rv
X + sv ≤ B < X + su + sv (1− p2)ru + rv ru + (1− p2)rv
X + su ≤ B < X + sv (1− p)(ru + rv) ru + (1− p)rv
X ≤ B < X + su (1− p)2ru + (1− p)rv (1− p)ru + (1− p)2rv
B < X 0 0
In each case, N gets at least as much reward as N ′′ since ru > rv. This completes the proof. 
For any node v in N ′′, let Ev denote the set of nodes u satisfying (i) u appears before v in N ′′, and (ii) u
is not an ancestor of v in tree T . We refer to Ev as the “blocking set” for node v. We first prove a useful
property of the {Ev} sets.
Claim 2.15 For any v ∈ N ′′ and u ∈ Ev, we must have u ∈ right-subtree(a) and v ∈ left-subtree(a) at the
lowest common ancestor a of v and u. Moreover N ′′ can not get reward from v if any vertex in its blocking
set Ev instantiates to a positive size.
Proof: Observe that u and v are incomparable in T because:
• u is not an ancestor of v by definition of Ev.
• u is not a descendant of v. Suppose (for a contradiction) that u is a descendant of v. Note that u and
v are not co-located in L: if it were, then by Claim 2.14 and the fact thatN ′′ visits u before v, u must
be an ancestor of v, which contradicts the definition of Ev. So the only remaining case is that u is
located further from ρ than v: but this contradicts Lemma 2.13 as N ′′ visits u before v.
So the lowest common ancestor a of v and u is distinct from both v, u. Since d(ρ, u) ≤ d(ρ, v), we must
have u ∈ Ra and v ∈ La. This proves the first part of the claim.
Since u ∈ Ra, its size su ≥ sa · e
(
2`(a)−1 − 2`(a)−2 − · · · − 21) = 4 · sa. As v ∈ La, by Lemma 2.11
d(ρ, v) > B − 2 · sa and hence if u has non-zero size, the total distance plus size until v is more than
4sa +B − 2sa > B, i.e. N ′′ can not get reward from v. 
The next key claim shows that the sets Ev are increasing along N ′′.
Claim 2.16 If node v appears before w in N ′′ then Ev ⊆ Ew.
Proof: Consider nodes v and w as in the claim, and suppose (for contradiction) that there is some u ∈
Ev \ Ew. Since u ∈ Ev, by Claim 2.15, u ∈ right-subtree(a) and v ∈ left-subtree(a), where a is the lowest
common ancestor of u and v. Clearly u appears before w inN ′′ (u is before v which is before w). And since
u 6∈ Ew, u must be an ancestor of w. Hence w is also in the right-subtree(a), and d(ρ, w) < d(ρ, v); recall
that v ∈ left-subtree(a). This contradicts with Lemma 2.13 since v is visited before w. Thus Ev ⊆ Ew. 
Based on Claim 2.16, the blocking sets in N ′′ form an increasing sequence. So we can partition N ′′ into
contiguous segments {Ni}ki=1 with ui (resp. vi) denoting the first (resp. last) vertex of Ni, so that the
following hold for each i ∈ [k] := {1, 2, · · · , k}.
• The first vertex ui of Ni has |Eui | ≥ (i− 1)
√
L, and
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• the increase in the blocking set |Evi \ Eui | = |Evi | − |Eui | <
√
L.
Defining directed non-adaptive policies from N ′′. For each i ∈ [k] consider the non-adaptive policy Ni
that traverses segment Ni and visits only vertices in Ni \ Evi ; note that Ni \ Evi = Ni \ (Evi \ Eui) since
Eui ∩ Ni = ∅. Notice that the blocking set is always empty in Ni: this means that nodes in Ni are visited
in the order of some root-leaf path in tree T , i.e. Ni is a directed non-adaptive policy (as considered in
Section 2.2). So by Claim 2.8, the expected reward in each Ni is at most 3
√
L. That is,
k
max
i=1
E [reward Ni] ≤ 3
√
L (5)
Now we can upper bound the reward in the original non-adaptive policy N ′′.
E
[
reward N ′′] = k∑
i=1
Pr
[N ′′ reaches ui] · E [reward in Ni | N ′′ reaches ui] (6)
≤
k∑
i=1
e−i+1 · E [reward in Ni | N ′′ reaches ui] (7)
≤
k∑
i=1
e−i+1 · (E [reward Ni] + |Evi \ Eui |) (8)
≤
k∑
i=1
e−i+1 · 4
√
L ≤ 4e
e− 1
√
L. (9)
Inequality (7) uses |Eui | ≥ (i−1)
√
L and the second part of Claim 2.15 which implies Pr[N ′′ reaches ui] ≤
(1−p)|Eui | ≤ e−i+1. Inequality (8) uses the definition ofNi which is obtained by skipping nodes Evi \Eui
in Ni, and also the independence of the sizes (which allows us to drop the conditioning). Finally, (9) uses
the property |Evi \ Eui | <
√
L and (5). This completes the proof of Theorem 1.1.
3 Adaptivity Gap Upper Bound for Correlated Orienteering
Here we show that the adaptivity gap of stochastic orienteering is O(log logB) even in the setting of corre-
lated sizes and rewards. This is an extension of the result proved in [13] for the uncorrelated case.
The correlated stochastic orienteering problem again consists of a budget B and metric (V, d) with each
vertex v ∈ V denoting a random job. Each vertex has a joint distribution over its reward and processing time
(size); so the reward and size at any vertex are correlated. These distributions are still independent across
vertices. The basic stochastic orienteering problem is the special case when vertex rewards are deterministic.
We prove Theorem 1.2 in this section.
Notation. Recall that for each vertex v ∈ V , Sv and Rv denote its (random) size and reward. As before,
all sizes are integers in the range [B] := {0, 1, · · · , B}. We assume an explicit representation of each job’s
distribution: the job at vertex v ∈ V has size s ∈ [B] and reward rv(s) with probability Pr[Sv = s] = piv(s).
We represent the optimal adaptive policy naturally as a decision tree T . Nodes in T are labeled by vertices
in V and branches correspond to size (and reward) instantiations. Note that the same vertex of V may appear
at multiple nodes of T (note the distinction between nodes and vertices). However, any root-leaf path in T
contains each vertex at most once. For nodes u, u′, we use u ≺ u′ to denote u being an ancestor of u′ in T ,
where u 6= u′. For any node u ∈ T , let du (resp. iu) denote the total distance traveled (resp. size observed)
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in T before u. For node u ∈ T , we overload notation and use Su, Ru etc to denote the respective term for
the vertex labeling u.
Note that at any node u ∈ T , only size instantiations Su ≤ B − du − iu contribute reward (any larger size
violates the budget). Define the expected reward at node u as ru :=
∑B−du−iu
s=0 Pr[Su = s] · ru(s). Observe
that the optimal adaptive reward is Opt =
∑
u∈T Pr[T reaches u] · ru.
For each integer j = 0, 1, · · · , dlog2Be and node u ∈ T , define Xju := min{Su, 2j}.
Let K := Θ(log logB) be a parameter that will be fixed later.
We are now ready to prove Theorem 1.2. It is along similar lines as the proof for uncorrelated stochastic
orienteering in [13], and also makes use of the following concentration inequality.
Theorem 3.1 (Theorem 1 in [16]) Let I1, I2, . . . be a sequence of possibly dependent random variables;
for each k ≥ 1 variable Ik depends only on Ik−1, . . . , I1. Consider also a sequence of random functionals
ξk(I1, . . . , Ik) that lie in [0, 1]. Let EIk [ξk(I1, . . . , Ik)] denote the expectation of ξk with respect to Ik,
conditional on I1, . . . , Ik−1. Furthermore, let τ denote any stopping time. Then,
Pr
[
τ∑
k=1
EIk [ξk(I1, . . . , Ik)] ≥
e
e− 1 ·
(
τ∑
k=1
ξk + δ
)]
≤ exp(−δ), ∀δ ≥ 0.
This result is used in proving the following important property.
Lemma 3.2 Assume K ≥ 12, and fix any j ∈ {0, 1, · · · , dlogBe}. Then, the probability of reaching a
node u ∈ T with:
• ∑vuXjv ≤ 2 · 2j , and
• ∑vu Ev [Xjv] > K · 2j
is at most e−K/3.
Proof: For each k = 1, 2, · · · , set Ik to be the kth node seen in T , and
ξk(I1, . . . , Ik) :=
XjIk
2j
= min
{
SIk
2j
, 1
}
.
Observe that this sequence satisfies the condition in Theorem 3.1, since the identity of the kth node in T
depends only on the outcomes of the previous k − 1 nodes. Moreover, each ξk(·) has a value in the range
[0, 1]. Note that the conditional expectation EIk [ξk(I1, . . . , Ik)] = EIk
[
XjIk
]
/2j . Define stopping time τ
to be the first node Ik = u (if one exists) at which the following two conditions hold:
k∑
h=1
ξh(I1, . . . , Ih) ≤ 2, i.e.
∑
vu
Xjv ≤ 2 · 2j ; and
k∑
h=1
EIh [ξh(I1, . . . , Ih)] > K, i.e.
∑
vu
Ev
[
Xjv
]
> K · 2j .
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If there is no such node, then τ stops when T ends (i.e. after a leaf-node of T ). Clearly, if τ stops before T
ends, then
τ∑
k=1
EIk [ξk(I1, . . . , Ik)] > K >
e
e− 1 ·
(
τ∑
k=1
ξk(I1, . . . , Ik) +
K
2
− 2
)
Now, setting δ = K2 − 2 in Theorem 3.1, the probability that τ stops before T ends (i.e. we reach a node u
satisfying the two conditions stated in the lemma) is at most e−K/2+2 ≤ e−K/3 using K ≥ 12. 
Lemma 3.3 Assume K ≥ 3 · log(6 logB) + 12. There is some node s ∈ T such that the path σ from the
root to s satisfies:
• Total reward: ∑v∈σ rv = ∑vs rv ≥ Opt/2.
• Prefix size: For each v ∈ σ and j, either∑wvXjw > 2 · 2j or∑wv Ew [Xjw] ≤ K · 2j .
Proof: For each j = 0, 1, · · · , dlog2Be, define band j “star nodes” to be those u ∈ T that satisfy the
two conditions in Lemma 3.2. Using Lemma 3.2 and a union bound over 1 + dlog2Be values of j, the
probability of reaching any star node is at most 3 log2B
eK/3
≤ 12 since K ≥ 3 · log(6 logB).
Observe that for any node u ∈ T , the conditional expected reward from the subtree of T under u is at most
Opt: otherwise, the alternate policy that visits u directly from the root and follows the subtree below u
would be a feasible policy of value more than Opt, contradicting the optimality of T .
Consider tree T truncated just before all the star nodes. By the above two properties, the expected reward
lost is at most Opt·Pr[reach a star node] ≤ Opt/2. So the remaining reward is at least Opt/2. By averaging,
there is some leaf node s in truncated T , at which∑vs rv ≥ Opt/2; this proves the “total reward” property.
Let σ denote the path from root to s in T . Since σ does not contain a star node (of any band), every v ∈ σ
violates one of the conditions in Lemma 3.2 for each value of j. This proves the “prefix size” property. 
The non-adaptive policy. We now complete the proof of Theorem 1.2 by implementing the path σ from
Lemma 3.3 as a non-adaptive solution N . The policy N simply involves visiting the vertices on σ (in that
order) and attempting each job independently with probability 14K . Observe that the distance traveled by N
until any v ∈ σ is exactly dv.
We will show that the expected reward of policy N is at least 18K
∑
v∈σ rv.
Claim 3.4 For any v ∈ σ, Pr [N has seen total size ≤ iv until v] ≥ 34 .
Proof: Let j ∈ {0, 1, · · · , dlog2Be} be the value for which 2j − 1 ≤ iv < 2j+1 − 1. So,∑
w≺v
Xjw =
∑
w≺v
min{Sw, 2j} ≤
∑
w≺v
Sw = iv < 2 · 2j .
Note that the claim is trivially true for v being the root. For any other v ∈ σ, let v′ denote the node in σ (and
T ) immediately preceding v. Using the “prefix size” property (with v′ and j) in Lemma 3.3, it follows that∑
w≺v Ew
[
Xjw
]
≤ K · 2j . Since policyN tries each job only with probability 14K , by Markov’s inequality,
Pr
[N has seen total size ≥ 2j until v] ≤ 1
4
.
Since iv ≥ 2j − 1 and sizes are integral, the claim follows. 
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We can now bound the reward in N .
E[reward of N ] ≥
∑
v∈σ
Pr[N tries v] · Pr[N has seen total size ≤ iv until v] ·
B−dv−iv∑
s=0
Pr[Sv = s] · rv(s)
≥
∑
v∈σ
1
4K
· 3
4
· rv > 1
6K
∑
v∈σ
rv ≥ Opt
12K
.
The first inequality uses independence across vertices. The second inequality uses the sampling probability
of jobs in N , Claim 3.4 and the definition of r. The last inequality uses the “total reward” property from
Lemma 3.3. This completes the proof of Theorem 1.2.
Defining portals on non-adaptive policy We now define some special nodes on the path σ from Lemma 3.3,
which will be useful in the approximation algorithm given in the next section. First, some notation.
Definition 3.5 (Capped sizes and rewards) For any vertex v and integer j ≥ 0, let µjv := E[Xjv ] =
E
[
min{Sv, 2j}
]
be the mean size of v capped at 2j . For any vertex v and integer d ≥ 0, let ηv(d) :=∑d
s=0 piv(s) · rv(s) be the expected reward from v under size instantiation at most d.
Note that the expected reward of any v ∈ σ in T is rv = ηv(B − dv − iv).
Also, capped sizes satisfy the following property which will play a crucial role in our algorithm:
µj+1v
2j+1
≤ µ
j
v
2j
, ∀v ∈ V and j ≥ 0. (10)
This inequality follows from the fact that E
[
min{Sv, 2j+1}
] ≤ 2 · E [min{Sv, 2j}].
Let L := dlog2Be, and [L] := {0, 1, · · · , L}.
Set portal vj to be the first vertex u ∈ σ with iu ≥ 2j+1 − 1, ∀ j ∈ [L]. (11)
Recall that σ starts at the root ρ; for notational convenience set v−1 = ρ. Clearly, v0 ≺ v1 ≺ · · · ≺ vL.
For any j ∈ [L], define segment Oj to consist of the vertices vj−1  u ≺ vj in path σ. The following
lemma shows that we can round size instantiations in σ to powers of two, and still retain the two properties
in Lemma 3.3.
Lemma 3.6 Given any instance of correlated stochastic orienteering, there exist “portal vertices” {vj}Lj=0
and path σ originating from ρ and visiting the portals in that order, such that:
• Reward: ∑j∈[L] ∑u∈Oj ηu(B−du−2j +1) ≥ Opt/2. For each j ∈ [L], Oj consists of the vertices
in σ between vj−1 and vj . For any u ∈ σ, du is the distance to vertex u along σ.
• Prefix mean size: ∑j`=0 ∑u∈O` µju ≤ (K + 1) · 2j , for all j ∈ [L]. Here K = Θ(log logB).
Proof: The path σ is from Lemma 3.3, and portals {vj}Lj=0 are as in (11). For the first property, consider
any segment Oj and vertex u ∈ Oj . By the definition of portals, we have iu ≥ ivj−1 ≥ 2j − 1; so
ru = ηu(B − du − iu) ≤ ηu(B − du − 2j + 1). Using the “total reward” property in Lemma 3.3, we have:∑
j∈[L]
∑
u∈Oj
ηu(B − du − 2j + 1) ≥
∑
v∈σ
rv ≥ Opt/2.
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We used the fact that for any vertex w ∈ σ with vL ≺ w, rw = 0 since the total size observed before w is at
least ivL > B.
To see the second property consider any j ∈ [L]. Let w ∈ σ be the vertex immediately preceding vj , and
let w′ be the immediate predecessor of w. By definition of portal vj , we have iw < 2j+1; i.e.
∑
uw′ X
j
u ≤
iw < 2
j+1. Using the “prefix size” property in Lemma 3.3 with w′ and j, we obtain that
∑
u≺w µ
j
u ≤ K ·2j .
So
∑j
`=0
∑
u∈O` µ
j
u =
∑
u≺w µ
j
u + µ
j
w ≤ (K + 1) · 2j . 
4 New Approximation Algorithm for Correlated Orienteering
In this section, we present an improved quasi-polynomial time approximation algorithm for correlated
stochastic orienteering, and prove Theorem 1.3.
An important subroutine in our algorithm is the deadline orienteering problem [1]. The input to deadline-
orienteering is a metric (U, d) denoting travel times, rewards {rv}v∈U and deadlines {∆v}v∈U at all vertices,
start (s) and end (t) vertices, and length boundD. The objective is to compute an s−t path of length at most
D that maximizes the reward from vertices visited before their deadlines. The best approximation ratio for
this problem is α = min{O(log n), O(logB)} due to Bansal et al. [1]; see also Chekuri et al. [6]. (Strictly
speaking, this definition is slightly more general than the usual one where there is no end-vertex or length
bound; but all known approximation algorithms also work for the version we use here.) We actually need
an algorithm for a generalization of this problem, in the presence of an additional knapsack constraint. The
input to knapsack deadline orienteering (KDO) is the same as deadline-orienteering, along with a knapsack
constraint given by sizes {av : v ∈ U} and capacity A. The objective is an s − t path of length at most D,
having total knapsack size at mostA, that maximizes the reward from vertices visited before their deadlines.
We will use the following known result for KDO.
Theorem 4.1 ([13]) There is an O(α)-approximation algorithm for knapsack deadline orienteering, where
α denotes the best approximation ratio for the deadline orienteering problem.
Previously, a polynomial time O(α · logB)-approximation algorithm and Ω(α)-hardness of approximation
were known for correlated stochastic orienteering [13], where α is the best approximation ratio for deadline
orienteering. Our result improves the approximation ratio to O(α · log2 logB), at the expense of quasi-
polynomial running time.
Outline: The algorithm involves three main steps. First, it guesses (by enumeration) logB many “portal
vertices” corresponding to the near-optimal structure in Lemma 3.6, as well as the distances traveled between
consecutive portal vertices. (This is the only step that requires quasi-polynomial time.) Next, based on this
information, the algorithm solves a configuration LP-relaxation for paths between the portal vertices. This
step also makes use of some results/ideas from the previous algorithm [13]. Finally, the algorithm uses
randomized rounding with alterations to compute the non-adaptive policy from the LP solution.
Portals. The simple enumeration algorithm guesses the L + 1 portal vertices {vj}Lj=0 as in Lemma 3.6;
recall that L = dlog2Be. It also guesses the lengths {Dj}Lj=0 of the segments Ojs in Lemma 3.6. This
requires running time (nB)L+1.
We can reduce the enumeration of lengths using a somewhat stronger property than in Lemma 3.6.
Lemma 4.2 Given any instance of correlated stochastic orienteering, there exist portal vertices {vj}Lj=0,
auxiliary vertices {mj}Lj=0, integers {ej ∈ [L]}Lj=0, and for each j ∈ [L] a vj−1-vj path Pj , such that:
• Path length: for any j ∈ [L], path Pj has length at most Dj := d(vj−1,mj) + d(mj , vj) + 2ej − 1.
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• Reward: ∑j∈[L] ∑u∈Pj ηu(B−∑j−1i=0 Di− tu−2j + 1) ≥ Opt/4. Here, tu is the distance to vertex
u ∈ Pj from vj−1 along path Pj .
• Prefix mean size: ∑j`=0 ∑u∈P` µju ≤ (K + 1) · 2j , for all j ∈ [L]. Here K = Θ(log logB).
Proof: Consider the path σ and portal vertices {vj}Lj=0 satisfying the properties in Lemma 3.6; recall that
v−1 = ρ. For each j ∈ [L], let Oj denote the subpath of σ from vertex vj−1 to vj . Recall that for any u ∈ σ,
du = distance from ρ to u along path σ.
For each j ∈ [L], let D′j denote the length of subpath Oj . Also define for each j ∈ [L] and vertex u ∈ Oj ,
tu = distance to vertex u from vj−1 along path Oj ; note that du =
∑j−1
i=0 D
′
i + tu.
We now modify each subpath Oj to obtain a new vj−1-vj subpath Pj as follows. For each vertex u ∈ Oj
define its profit qu := ηu(B − du − 2j + 1), and let q(Oj) denote the total profit of vertices in Oj \ {vj−1}.
Let mj denote any vertex on Oj such that:∑
vj−1≺umj
qu ≥ q(Oj)
2
and
∑
mjuvj
qu ≥ q(Oj)
2
. (12)
Here ≺ denotes the order in which vertices appear on Oj . So mj can be viewed as a “mid point” of Oj ,
containing half the total profit on either side of it.
Let `1 = length of Oj from vj−1 to mj , and b1 = d(vj−1,mj). Similarly, let `2 = length of Oj from mj to
vj , and b2 = d(mj , vj). Also, let 1 = `1 − b1, 2 = `2 − b2 and  = 1 + 2; clearly 1, 2 ≥ 0. Note that
the length of Oj is D′j = b1 + b2 + . Let O
′
j denote the subpath vj−1  mj → vj of Oj that shortcuts over
vertices between mj and vj . Similarly, O′′j denotes the subpath vj−1 → mj  vj of Oj that shortcuts over
vertices between vj−1 and mj . By (12) the total profit on each of O′j and O
′′
j is at least q(Oj)/2. The length
of subpath O′j (resp. O
′′
j ) is `1 + b2 (resp. b1 + `2). We have:
min{`1 + b2, b1 + `2} = min{b1 + b2 + 1, b1 + b2 + 2} ≤ b1 + b2 + 1 + 2
2
= b1 + b2 +

2
.
Let ej denote the unique integer such that 2ej − 1 ≤  < 2ej+1 − 1; note that ej ∈ [L] since  is an integer
between 0 andB. Based on the above inequality, the shorter ofO′j andO
′′
j has length at most b1+b2+2
ej−1.
We set subpath Pj to be the shorter one among O′j and O
′′
j . This choice ensures that:
length of Pj ≤ d(vj−1,mj)+d(mj , vj)+2ej−1 =: Dj , and
∑
u∈Pj
ηu(B−du−2j+1) ≥ q(Oj)
2
. (13)
Note also that D′j = b1 + b2 +  ≥ b1 + b2 + 2ej − 1 = Dj .
We set the portal vertices {vj}Lj=0, auxiliary vertices {mj}Lj=0, integers {ej ∈ [L]}Lj=0, and path {Pj}Lj=0
as defined above. The path length property follows from the first condition in (13) and the definition of Dj .
The prefix size property is immediate from that in Lemma 3.6 since each Pj ⊆ Oj . We now show the reward
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property:
L∑
j=0
∑
u∈Pj
ηu(B −
j−1∑
i=0
Di − tu − 2j + 1) ≥
L∑
j=0
∑
u∈Pj
ηu(B −
j−1∑
i=0
D′i − tu − 2j + 1) (14)
=
L∑
j=0
∑
u∈Pj
ηu(B − du − 2j + 1) (15)
=
L∑
j=0
∑
u∈Pj
qu ≥ 1
2
L∑
j=0
∑
u∈Oj
qu (16)
=
1
2
L∑
j=0
∑
u∈Oj
ηu(B − du − 2j + 1) ≥ Opt
4
. (17)
Inequality (14) uses the fact that Di ≤ D′i for all i ∈ [L]. The equality (15) uses du =
∑j−1
i=0 D
′
i + tu for
any u ∈ Pj ⊆ Oj and j ∈ [L]. Inequality (16) is by the definition of qu and the second condition from (13).
Inequality (17) uses the reward property in Lemma 3.6. 
Based on Lemma 4.2, our enumeration algorithm guesses the L + 1 portals {vj}Lj=0 and segment lengths
{Dj}Lj=0 in time n2L+2 · LL+1 = (n logB)O(logB) (by (13) there are at most nL choices for Dj , as it is
determined by ej ∈ [L] and mj ∈ V ).
Knapsack Deadline Orienteering Instances. Our goal is to find a vj−1 − vj path Pj for each j ∈ [L],
that have properties similar to the segments in Lemma 4.2. To this end, we define a knapsack-deadline-
orienteering instance Ij for each j ∈ [L].
Instance Ij is defined on metric (V, d) with start vertex vj−1, end vertex vj and length bound Dj . The
rewards, sizes and deadlines will be defined shortly. As in [13], we will introduce a suitable set of copies of
each vertex u ∈ V , with deadlines that correspond to visiting u at different possible times.
For each v ∈ V and distance d ∈ [B], define f jv (d) := ηv(B −
∑j−1
i=0 Di − d− 2j + 1), (18)
the expected reward from v under instantiation at most B −∑j−1i=0 Di − d− 2j + 1. Intuitively, f jv (d) is the
expected reward obtained by visiting vertex v in segment j at distance d along Pj (so the total distance to v
is
∑j−1
i=0 Di + d) and having observed total size 2
j − 1 until v.
In the KDO instance Ij , we would like to introduce a copy of vertex v for each distance d ∈ [B], in order to
permit all possibilities for visiting v in segment j. However, solutions to such an instance may obtain a large
reward just by visiting multiple copies of the same vertex. In order to control the total reward obtainable
from multiple copies of a vertex, we introduce copies of each vertex corresponding only to a suitable subset
of [B]. This relies on the following construction.
Claim 4.3 ([13]) For each j ∈ [L] and v ∈ V , we can compute in polynomial time, a subset Ijv ⊆ [B] s.t.
1
3
·
∑
y∈Ijv :y≥d
f jv (y) ≤ f jv (d) ≤ 2 · max
y∈Ijv :y≥d
f jv (y), ∀d ∈ [B].
Roughly speaking, the copies Ijv of vertex v are those times t at which its expected reward f
j
v (t) doubles.
We now formally define the entire instance Ij .
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Definition 4.4 (KDO instance Ij) The metric is (V, d), start-vertex vj−1, end-vertex vj , length bound Dj
and knapsack capacity (K + 1) · 2j . For each v ∈ V and t ∈ Ijv , a job 〈v, j, t〉 with reward f jv (t), deadline
t and knapsack-size µjv is located at vertex v.
To reduce notation, when it is clear from context, we will use u, v etc. to refer to jobs as well. A feasible
solution τ to Ij is a vj−1−vj path of length d(τ) ≤ Dj and total size
∑
u∈τ µ
j
u ≤ (K+1) ·2j ; the objective
value is the total reward of jobs visited by τ before their deadlines. We will also use Ij to denote the set of
all feasible solutions to this KDO instance.
Remark: A solution τ to this instance Ij corresponds to the jth segment in the correlated orienteering
solution (between portal vj−1 and vj). Note that Ij imposes no upper bound on τ ’s mean size capped at
2h (i.e. µh(τ)) for any h 6= j, which however will be required in the the expected reward analysis (this
corresponds to the “prefix mean size” property in Lemma 4.2). Although there is no explicit bound on
µh(τ) for h 6= j, we can infer this using the capped mean properties, as follows.
• For any h < j, we do not need a bound on µh(τ) since τ does not affect segment h.
• For any h > j, we can use (10) to obtain∑
v∈τ µ
h
v
2h
≤
∑
v∈τ µ
j
v
2j
≤ K + 1.
So the knapsack constraint in Ij corresponding to µj(τ) also implicitly bounds µh(τ).
The fact that we introduce only a single knapsack constraint in Ij turns out to be important since the best
algorithm (that we are aware of) for deadline-orienteering with multiple knapsack constraints has an approx-
imation factor that grows linearly with the number of knapsacks.
Configuration LP relaxation. We now give an LP relaxation to the near-optimal structure in Lemma 4.2.
We make use of the guessed portals {vj}Lj=0 and lengths {Dj}Lj=0. The segments Pjs in Lemma 4.2 will
correspond to solutions of KDO instances Ijs. The LP relaxation is given below:
max
L∑
j=0
∑
v∈V
∑
t∈Ijv
f jv (t) · yjv,t (LP)
s.t.
∑
τ∈Ij
xjτ ≤ 1 ∀ j ∈ [L] (19)
yjv,t ≤
∑
τ3〈v,j,t〉
xjτ ∀ j ∈ [L], v ∈ V, t ∈ Ijv (20)
L∑
j=0
∑
t∈Ijv
yjv,t ≤ 1 ∀ v ∈ V (21)
∑
v∈V
µjv ·
j∑
`=0
∑
t∈I`v
y`v,t ≤ (K + 1) · 2j ∀ j ∈ [L] (22)
x, y ≥ 0. (23)
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Above, {xjτ : τ ∈ Ij} is intended to be the indicator variable that chooses a solution path for the KDO
instance Ij . Variables yjv,t indicate whether/not job 〈v, j, t〉 is selected in Ij . These are enforced by con-
straints (19) and (20). Constraint (21) requires at most one copy of each vertex to be chosen, over all
segments. And constraint (22) bounds the “prefix mean size” as in Lemma 4.2. The objective corresponds
to the reward in Lemma 4.2.
First, observe that we can ensure equality in (20).
Claim 4.5 Any LP solution (x, y) can be modified to another solution that satisfies (20) with equality and
has the same objective value.
Proof: This follows immediately from the fact that each solution-set Ij is “down monotone”, i.e. I ∈ Ij
and I ′ ⊆ I implies I ′ ∈ Ij . Formally, consider the constraints (20) in any order. For each 〈v, j, t〉, order
arbitrarily the xjτ variables with τ 3 〈v, j, t〉 as xjτ(1), xjτ(2), · · · , xjτ(a). Let b denote the unique index with∑b−1
k=1 x
j
τ(k) < y
j
v,t ≤
∑b
k=1 x
j
τ(k). Now perform the following modification:
• For each index k > b, drop 〈v, j, t〉 from the solution τ(k).
• For index b, consider the solutions σ = τ(b) and σ′ = τ(b) \ 〈v, j, t〉. Set xjσ′ =
∑b
k=1 x
j
τ(k) − yjv,t
and xjσ = y
j
v,t −
∑b−1
k=1 x
j
τ(k).
After this change, it is clear that we have equality for 〈v, j, t〉 in constraint (20). Also, constraint (19)
remains feasible. Finally, since the y variables remain unchanged, constraints (21)-(22) remain feasible and
the objective value stays the same. 
Claim 4.6 The optimal value of LP is at least Opt/8.
Proof: We will show that the subpaths {Pj}Lj=0 in Lemma 4.2 correspond to a feasible integral solution to
LP. Let σ denote the concatenated path P0, P1, · · · , PL. Based on our guess of the portals and distances,
we have d(Pj) ≤ Dj . For any vertex u ∈ Pj let tu denote the distance to u along Pj (this also appears
in Lemma 4.2); note that the distance to u along σ is then du =
∑j−1
i=0 Di + tu. For each u ∈ Pj let
t′u := min{t ∈ Iju : t ≥ tu} be the deadline of the earliest copy of u that path Pj can visit in the KDO
instance Ij . Consider Pj as a solution to Ij which visits jobs {〈u, j, t′u〉 : u ∈ Pj}; in order to verify
feasibility, we only need to check that
∑
u∈Pj µ
j
u ≤ (K + 1) · 2j , which follows from the third property in
Lemma 4.2.
Consider now the solution to LP with xjPj = 1 for all j ∈ [L]; y
j
u,t′u
= 1 for each u ∈ Pj , j ∈ [L]; and
all other variables set to zero. Constraints (19), (20), (21) and (23) are clearly satisfied. Observe that the
left-hand-side of (22) is exactly
∑j
`=0
∑
u∈P` µ
j
u which is at most (K + 1) · 2j by the third property in
Lemma 4.2. So (x,y) is a feasible (integral) solution to LP. We now bound the objective value:
L∑
j=0
∑
u∈Pj
f ju(t
′
u) ≥
1
2
·
L∑
j=0
∑
u∈Pj
f ju(tu)
=
1
2
·
L∑
j=0
∑
u∈Pj
ηu
(
B −
j−1∑
i=0
Di − tu − 2j + 1
)
=
1
2
·
L∑
j=0
∑
u∈Pj
ηu
(
B − du − 2j + 1
) ≥ Opt
8
.
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The first inequality is by definition of t′u and Claim 4.3; the next two equalities use the definitions f
j
u(·) and
du; and the final inequality is by the first property in Lemma 4.2. 
Solving the configuration LP. We show that LP can be solved approximately using an approximation
algorithm for KDO. This is based on applying the Ellipsoid algorithm to the dual of LP, which is given
below:
min
L∑
j=0
βj +
∑
v∈V
δv + (K + 1) ·
L∑
j=0
2j · zj (DLP)
s.t. γjv,t + δv +
∑
`≥j
µ`v · z` ≥ f jv (t) ∀ j ∈ [L], v ∈ V, t ∈ Ijv (24)
−
∑
〈v,j,t〉∈τ
γjv,t + βj ≥ 0 ∀ j ∈ [L], τ ∈ Ij (25)
β, γ, δ, z ≥ 0. (26)
In order to solve DLP using the Ellipsoid method, we need to provide a separation oracle that tests feasibility.
Observe that constraints (24) are polynomial in number, and can be checked explicitly. Constraint (25) for
any j ∈ [L] is equivalent to asking whether the optimal value of KDO instance Ij with rewards {γjv,t : v ∈
V, t ∈ Ijv} is at most βj . Using an O(α)-approximate separation oracle (the knapsack deadline orienteering
algorithm from Theorem 4.1) within the Ellipsoid algorithm, we obtain an O(α)-approximation algorithm
for DLP and hence LP.
Remark: Alternatively, we can solve LP using a faster combinatorial algorithm that is based on multiplica-
tive weight updates. Note that we can eliminate y-variables in LP by setting constraints (20) to equality
(Claim 4.5). This results in a packing LP, consisting of non-negative variables with each constraint of the
form aTx ≤ b where all entries in a and b are non-negative. So we can solve LP using faster approximation
algorithms [15, 9] for packing LPs, that also require only an approximate dual separation oracle (which is
KDO in our setting).
Rounding the LP solution. Let (x, y) denote the O(α)-approximate solution to LP. By Claim 4.6 the
objective value is Ω(Opt/α). The rounding algorithm below describes a (randomized) non-adaptive policy.
1. For each j ∈ [L], independently select solution τj ∈ Ij as:
τj ←
{
T with probability x
j
T
2 , for each T ∈ Ij
〈vj−1, vj〉 with the remaining probability 1− 12
∑
T∈Ij x
j
T
2. If any vertex v ∈ V appears in more than one solution {τj}Lj=0, then drop v from all of them.
3. If solution {τj}Lj=0 exceeds any constraint (22) by a factor more than logLlog logL then return an empty
solution.
4. For each j ∈ [L], if τj contains multiple copies of any vertex v ∈ V then retain only the copy with
earliest deadline (i.e. highest reward).
5. Return the non-adaptive policy that traverses the path τ0 · τ1 · · · τL and attempts each vertex indepen-
dently with probability log logL4K·logL .
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Analysis. We now show that the expected reward of this non-adaptive policy is Ω( log logLαK·logL) · Opt, which
would prove Theorem 1.3; recall that K = Θ(log logB) and L = Θ(logB).
Lemma 4.7 For any j ∈ [L], v ∈ V and t ∈ Ijv , Pr[〈v, j, t〉 ∈ τj after Step 3] ≥ yjv,t/8.
Proof: Let τ1j , τ2j and τ3j denote the solution τj after Step 1, 2 and 3 respectively. Clearly,
Pr
[〈v, j, t〉 ∈ τ1j ] = ∑
T3〈v,j,t〉
xjT
2
=
yjv,t
2
. (27)
The last equality uses Claim 4.5. Note that 〈v, j, t〉 gets dropped in Step 2 exactly when there is some other
solution {τ1` : ` ∈ [L] \ j} that contains a copy of v. By union bound, (27) and (21),
Pr
[〈v, j, t〉 6∈ τ2j | 〈v, j, t〉 ∈ τ1j ] ≤ ∑
`∈[L]\j
∑
t∈I`v
yjv,t
2
≤ 1
2
. (28)
In Step 3, the entire solution is declared empty if any constraint (22) is violated by more than a factor of
logL
log logL ; otherwise, τ
3
j = τ
2
j . Consider the constraint (22) with index h ∈ [L]. This reads
∑h
`=0 µ
h(τ`) ≤
(K + 1) · 2h, where µh(τ`) :=
∑
〈v,`,t〉∈τ` µ
h
v . The key observation is the following:
For any ` ≤ h and τ` ∈ I`, we have µh(τ`) ≤ (K + 1) · 2h. (29)
This uses the fact that τ` satisfies the knapsack constraint µ`(τ`) ≤ (K + 1) · 2` in KDO instance I`; and by
the observation (10) on capped sizes, µ
h(τ`)
2h
≤ µ`(τ`)
2`
since h ≥ `.
Using (29) it follows that Zh :=
∑h
`=0
µh(τ`)
(K+1)·2h is the sum of independent [0, 1] bounded random variables.
Using (27), and LP constraint (22) we have:
E[Zh] ≤ 1
(K + 1) · 2h
h∑
`=0
∑
v∈V
∑
t∈I`v
µhv ·
yjv,t
2
≤ 1
2
.
Hence, by a Chernoff bound, Pr
[
Zh >
logL
log logL
]
≤ 12L .
Taking a union bound over all L constraints (22), it follows that with probability at least half, none of them
is violated by a factor more than logLlog logL . That is, Pr
[
〈v, j, t〉 ∈ τ3j | 〈v, j, t〉 ∈ τ2j
]
≥ 12 .
Combined with (27) and (28), we obtain the lemma. 
Claim 4.8 The expected LP objective value of solution {τj}Lj=0 after Step 4 is Ω(Opt/α).
Proof: By Lemma 4.7 it follows that expected LP objective value of solution {τj}Lj=0 after Step 3 is at least:
L∑
j=0
∑
v∈V
∑
t∈Ijv
f jv (t) ·
yjv,t
8
≥ Ω
(
Opt
α
)
.
The last inequality uses Claim 4.6 and the fact that we have an O(α)-approximately optimal LP solution.
In Step 4, we retain only one copy of each vertex in each τj . Using Claim 4.3, since we retain the most
profitable copy of each vertex, this decreases the total reward of each τj by at most a factor of 3. 
25
Consider now the non-adaptive policy in Step 5 and condition on any solution {τj}Lj=0. Fix any j ∈ [L]
and 〈v, j, t〉 ∈ τj . The distance traveled until v is at most
∑j−1
i=0 Di + t. By Step 4 and LP constraint (22),
the total µj-size of vertices in {τi}ji=0 is at most (K+1) logLlog logL · 2j . Since each vertex is attempted only with
probability log logL4K·logL , we have
Pr
[∑
u≺v
min{Su, 2j} ≥ 2j
]
≤ 1
2
,
where the summation ranges over all vertices visited before v. Thus with probability at least half, vertex v
is visited by time
∑j−1
i=0 Di + t+ 2
j − 1.
So the expected reward from vertex v is Ω
(
log logL
K·logL
)
·ηv(B−
∑j−1
i=0 Di− t−2j +1) = Ω
(
log logL
K·logL
)
·f jv (t).
Adding this contribution over all vertices, the total reward is Ω
(
log logL
K·logL
)
times the LP objective of solution
{τj}Lj=0 after Step 4. Taking expectations over Steps 1-4, and using Claim 4.8, it follows that our non-
adaptive policy has expected reward Ω
(
log logL
αK·logL
)
· Opt. This completes the proof of Theorem 1.3.
5 Conclusion
In this paper, we proved an Ω(
√
log logB) lower bound on the adaptivity gap of stochastic orienteering. The
best known upper bound is O(log logB) [13]. Closing this gap is an interesting open question. For the cor-
related stochastic orienteering problem, we gave a quasi-polynomial time O(α · log2 logB)-approximation
algorithm, where α denotes the best approximation ratio for the deadline-orienteering problem. It is known
that correlated stochastic orienteering can not be approximated to a factor better than Ω(α) [13]. Finding an
O(α) approximation algorithm for correlated stochastic orienteering is another interesting direction.
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