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S U M M A R Y
The frequency-domain version of waveform tomography enables the use of distinct frequency
components to adequately reconstruct the subsurface velocity field, and thereby dramatically
reduces the input data quantity required for the inversion process. It makes waveform tomog-
raphy a computationally tractable problem for production uses, but its applicability to real
seismic data particularly in the petroleum exploration and development scale needs to be ex-
amined. As real data are often band limited with missing low frequencies, a good starting
model is necessary for waveform tomography, to fill in the gap of low frequencies before the
inversion of available frequencies. In the inversion stage, a group of frequencies should be
used simultaneously at each iteration, to suppress the effect of data noise in the frequency
domain. Meanwhile, a smoothness constraint on the model must be used in the inversion, to
cope the effect of data noise, the effect of non-linearity of the problem, and the effect of strong
sensitivities of short wavelength model variations. In this paper we use frequency-domain
waveform tomography to provide quantitative velocity images of a crosshole target between
boreholes 300 m apart. Due to the complexity of the local geology the velocity variations were
extreme (between 3000 and 5500 m s−1), making the inversion problem highly non-linear.
Nevertheless, the waveform tomography results correlate well with borehole logs, and provide
realistic geological information that can be tracked between the boreholes with confidence.
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1 I N T RO D U C T I O N
Seismic waveform tomography especially when using transmission
data is able to provide a quantitative image of physical properties in
the subsurface, not only a structural image as in conventional seismic
migration. It has the potential to image the velocity field with signif-
icantly improved resolution, useful for time-lapse, high-resolution
imaging of the reservoir. In crosshole seismic tomography, trav-
eltime inversion uses first arrival times to reconstruct a velocity
distribution of the survey region (Lytle & Dines 1980; McMechan
1983; Beydoun et al. 1989; Bregman et al. 1989; Washbourne et al.
2002; Bergman et al. 2004; Rao & Wang 2005). However, recorded
seismic data contain not only first arrival time information but also
scattered energy waveforms, not utilized in traveltime inversion.
Waveform inversion attempts to use these waveforms for velocity
model reconstruction (Pratt & Worthington 1990; Song et al. 1995;
Pratt et al. 1998; Pratt 1999; Charara et al. 2000; Zhou & Greenhalgh
2003; Ravaut et al. 2004; Sirgue & Pratt 2004; Pratt et al. 2005).
The process generally starts with an initial model and then updates
it iteratively by minimizing the differences between the observed
data wavefield and the theoretical data wavefield. This requests an
efficient imaging tool, capable of being used on a production basis
for practical problems.
For waveform inversion, the frequency-domain version enables
the use of distinct frequency components and thereby reduces the
quantity of data required for processing (Pratt & Worthington 1990;
Sirgue & Pratt 2004). Although in principle all frequencies may
be modelled to fit the observations (equivalent to ‘time domain’
waveform inversion), in practice adequate reconstructions may be
obtained with a reduced set of frequencies (‘frequency-domain’
waveform inversion). Marfurt (1984) pointed out that the frequency
domain could be the method of choice for finite-difference/finite-
element modelling if a significant number of source locations were
involved. Pratt & Worthington (1990) pointed out that large aperture
seismic surveys could be inverted effectively using only a limited
number of frequency components. Recently Sirgue & Pratt (2004)
further showed that frequency-domain inversion of reflection data
using only a few frequencies could yield a result that is comparable
to full time-domain inversion.
To demonstrate this point, we set up a synthetic example, as shown
in Fig. 1(a). The synthetic model we designed contains some real-
istic geological features: channels, a fault, and a dipping layer. For
crosshole traveltime tomography, it is almost impossible to recover
a vertical structure with a sharp velocity change between the left
and right (Bregman et al. 1989). We set up this extreme feature
as an attempt to test the limits of waveform inversion. Traveltime
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Figure 1. (a) A synthetic model consisting of vertical and dipping features for testing the waveform tomography approach. (b) Traveltime tomography result
which is used as the initial model for waveform tomography. (c) Reconstruction of the velocity image after using only the 200 Hz component in the tomographic
inversion. (d) The final reconstructed model after using eight selected frequencies between 200 and 900 Hz with 100 Hz interval.
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inversion, with proper handling of data errors, model constraints
etc., is capable to produce a smooth approximation of the velocity
structure, that is, the low-wavenumber background of the actual ve-
locity variation, as shown in Fig. 1(b), but couldn’t reconstruct ver-
tical and dipping structures. What we are expecting from waveform
inversion is that it should be able to reconstruct those geological fea-
tures clearly and accurately. In the waveform inversion, we use the
traveltime tomographic image as the initial model, for an iterative
procedure.
Taking advantage of the frequency-domain waveform inversion,
we selected only eight frequencies between 200 and 900 Hz with
increment of 100 Hz in the inversion. After tomographic inversion
of only the 200 Hz data component, we see that the blurred fault
and dipping layer starts to appear, as shown in Fig. 1(c). After to-
mographic inversion by using all of the eight selected frequencies
recursively, we see that the reconstructed velocity image shows clear
interfaces between different velocity blocks, as shown in Fig. 1(d). It
has essentially the same structure characteristics and velocity values
as the true model we designed.
When dealing with real seismic data, there are three problems
at least that affect waveform tomography: (1) limited bandwidth,
especially missing low-frequency data components; (2) poor signal-
to-noise ratio and (3) limited unevenly distributed ray coverage. For
successful application of waveform tomography on real crosshole
seismic data, based on our experience, against the three problems
above, there are three critical issues as follows. All of these three
issues are equally important.
First, a good starting model is critical for waveform tomography.
The lowest frequency available in real crosshole seismic data is for
instance around 190 Hz in this case. For waveform inversion, there
is a gap between 0 and 190 Hz, and we have to rely on an accurate
traveltime tomography to generate an initial model for waveform
tomography. For an accurate traveltime tomography dealing with
real crosshole seismic data, readers may refer to Rao & Wang (2005),
in which we have discussed some working solutions to the issues
related to real data traveltime inversion.
Second, for real data application, a group of frequencies is neces-
sarily used for each individual iteration of the inversion procedure,
following Pratt & Shipp (1999). Although we have used a single
frequency component of the data for each iteration and produced
an adequately good image in the synthetic example of Fig. 1, to
combat the noise in real seismic data, we do need to use a group of
frequencies simultaneously in the inversion. Simultaneously using
neighbouring frequencies from the same spatial imaging position
may have an averaging effect that suppresses the data noise to the
input of the inversion. For a fixed number of model parameters to
invert for, using many more data samples in the inversion means that
the inverse problem becomes much better determined. Pratt & Shipp
(1999) argued that this strategy might mitigate the non-linearity of
the problem: for lower frequencies the method is more tolerant of
velocity errors, as these are less likely to lead to errors of more than
a half-cycle in the waveforms.
Third, a model smoothness constraint must be used in waveform
tomography in order to produce a reasonable image from real cross-
hole seismic data. As ray coverage is not evenly distributed, the data
residual may attribute more to some cells of the model and less
to others. Using a smoothness constraint, we force the inversion
to update the model evenly in space. However, use of a smooth-
ness constraint may slow down the convergence of the inversion.
We will discuss this issue in an accompanying paper (Rao et al.
2006), where we set up a series of resolution analysis tests using
checkerboard waveform tomography.
In addition, there have been several publications showing other
critical problems with real data waveform tomography, particularly
that of anisotropy (Pratt & Shipp 1999) as well as that of attenuation
(Pratt et al. 2005), which are not covered in this paper.
2 T H E I N V E R S E P RO B L E M
In this section, we summarize the inverse theory for frequency-
domain waveform tomography, for the sake of completeness. For
a detailed theoretical background, readers may refer to Taran-
tola (1984). But for the frequency-domain treatments, see Pratt &
Worthington (1990) and Pratt et al. (1998).
In the inverse problem, the objective function is defined as
J (m) = 1
2
{
[P(m) − Pobs]HC−1D [P(m) − Pobs]
+μ[m − m0]HC−1M [m − m0]
}
, (1)
where Pobs is an observed data set, m is the model to invert for,
P (m) is a modelled data set, CD is the covariance operator in the data
space with units of (data)2, defining the uncertainties in the data set,
m0 is a reference model, CM is called the model covariance matrix
with units of (model parameter)2, and μ is a scalar that controls the
relative weights of the data contribution and the model constraint
in the objective function. In eq. (1), the superscript H denotes the
complex conjugate transpose.
For minimizing the objective function (1), we use a gradient
method (Tarantola 1984, 2005), starting with the differentiation of
the objective function with respect to the model parameters:
∂ J
∂m
= LHC−1D δP + μC−1M δm, (2)
where δm = m − m0 is the model perturbation, δP = P (m) − Pobs
is the data residual, and L is a matrix of the Fre´chet derivative of
P (m) at the point m. The first term in eq. (2) is the gradient direction
of the data misfit:
γˆ = LHC−1D δP = LHδPˆ, (3)
where δPˆ = C−1D δP is a weighted data residual. Set ∂ J/∂m = 0 in
eq. (2), we obtain the following equation
δm = −αCMγˆ , (4)
where α is a update step length that needs to be determined.
In order to evaluate the gradient γˆ using eq. (3), we need to know
the Fre´chet matrix L, which is obtained from the following linear
formula,
δP = Lδm. (5)
This is the first term in a Taylor’s series for δP and relates the data
perturbation δP to the model perturbation δm. However, the direct
computation of [L]i j = ∂ Pi/∂mj is a formidable task when Pi are
seismic waveforms. Instead, Tarantola (1984) showed that the action
of matrix LH on the weighted data residual vector δPˆ (eq. 3) can be
computed by a series of forward modelling steps, summarized as
follows.
The frequency-domain acoustic wave equation for a constant den-
sity medium with velocity c0(r) is
(
∇2 + ω
2
c20(r)
)
P0(r) = −S(ω)δ(r − r0), (6)
where r is the position vector, r0 locates the source position, S(ω)
is the source signature of frequency ω, and P 0(r) is the (pressure)
wavefield of this frequency. If the velocity is perturbed by a small
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amount δc(r)  c0(r), that is, c0(r) → c(r) = c0(r) + δc(r), then
the total wavefield is correspondingly perturbed to P 0(r) → P(r) =
P 0(r) + δP(r). Following wave eq. (6), δP approximately satisfies
(
∇2 + ω
2
c20(r)
)
δP(r) = 2ω2 P0(r) δc(r)
c30(r)
. (7)
Considering 2ω2 P 0(r)δc(r)/c30 (r) as a series of ‘virtual sources’
over r, the integral solution for δP(r) can be expressed as
δP(r) = −
∫
M
δc(r′)
2ω2
c30(r′)
P0(r
′)G(r, r′)dr′, (8)
where G(r,r′) is the Green’s function for the response at r to a point
source at r′ for the original velocity field. Note that in the acoustic
case where we assume density to be constant, and define the model
by the velocity field only, m ≡ c. Then comparing eq. (8) against
the matrix-vector form of eq. (5), we see that the Fre´chet matrix
is defined with element L(r, r′) = −[2ω2/c30 (r′)]P 0(r′)G(r, r′).
Substituting this Fre´chet kernel into eq. (3), we obtain
γˆ (r) =
(
2ω2
c30(r)
)∗ ∫
D
P∗0 (r
′)G∗(r, r′)δ Pˆ(r′). (9)
Replacing the integral over the data space with a summation over
source and receiver pairs, denoted by s and g respectively, as the
source and receiver position are inherently discrete and finite in
number, we can obtain
γˆ (r) =
(
2ω2
c30(r)
)∗
∑
s,g
(
P∗0 (r; r
′)G∗(r, r′)δ Pˆ(r′)
)
=
(
2ω2
c30(r)
)∗
∑
s
(
P∗0 (r; rs)
∑
g
G∗(r, rg)δ Pˆ(rg; rs)
)
=
(
2ω2
c30(r)
)∗
∑
s
(
P∗0 (r; rs)P
∗
b (r; rs)
)
, (10)
where
Pb(r; rs) =
∑
g
G(r, rg)δ Pˆ
∗(rg; rs), (11)
representing the wavefield generated by a series of virtual sources
δ Pˆ∗(rg), corresponding to a single source rs . Note that wavefield
Pb(r; rs) is not calculated directly from eq. (11), but is computed
using the same forward modelling scheme as used for the wave
eq. (6) with the virtual sources δ Pˆ∗(rg), a procedure often referred
to as data residual back-propagation. In this paper, we solve the
frequency-domain wave equation using a finite-difference scheme
(Alford et al. 1974; Kelly et al. 1976; Virieux 1986; Pratt 1990;
Song et al. 1995; Sˇtekl & Pratt 1998; Pratt 1999; Min et al. 2000).
In summary, frequency-domain waveform tomography is per-
formed iteratively and, for each iteration, the inversion procedure
may be divided into three steps:
Step 1—calculating the synthetic wavefield P (m) for given initial
model.
Step 2—back-propagating the weighted data residual δPˆ =
C−1D δP, to get the gradient direction γˆ .
Step 3—estimating the model update δm = −αCMγˆ , where the
optimal step length α can be found by using the linear approxima-
tion or simply line search for a minimum of the objective function
(Tarantola 2005).
3 T H E R E A L DATA E X A M P L E
The real seismic data set was acquired from two parallel bore-
holes 300 m apart. The penetrating rocks consist of alternating
mudstone and sandstone, which are horizontally layered thin-sheet
lake-environment sedimentary, and igneous rock at bottom. A string
of 58 hydrophone receivers at 1.52 m spacing was placed in one
borehole. Small explosive charges were fired successively in the
other borehole at 0.38 m intervals. Coverage was then extended by
repositioning the hydrophone string in the receiver borehole, with
one receiver position overlap for tying, and repeating the shot se-
quence. The triggering signal for the seismograph was obtained
by wrapping a wire around the end of the detonator. This blows
open-circuit when the shot was fired, providing an accurate time
break.
Fig. 2(a) displays an example common-receiver gather at 2600
m depth, with the shot depth ranging from 2497 to 2950 m. The
data contain clear and coherent first arrivals, and the tube waves
generated in the shot borehole. The tube waves appear to have a
linear moveout in the common-receiver gather, with velocity of
about 1460 m s−1. The common-receiver gather after tube wave
attenuation using an f − k filter is shown in Fig. 2(b), which
also allows us to access the repeatability of the source (Pratt et al.
2005).
The common-receiver gathers then are re-sorted into common-
shot gathers. Fig. 2(c) displays a common-shot gather at 2600 m
depth, which contains much stronger tube waves. The strong tube
waves are generated by the interaction of the direct body waves with
discontinuities in the receiver borehole. Fig. 2(d) is the result after
tube wave attenuation using an f − k filter. In the shot gather, the
receiver spacing is 1.52 m and the Nyquest wavenumber is kNyq =
0.329 (1/m). For the tube waves with dz/dt = 1470 (m s−1), any
frequency component f > kNyq(dz/dt) ≈ 485 Hz is severely aliased.
Thus, we simply filter out the frequencies higher than 485 Hz.
Data noise has been eliminated by a form of forward-backward
linear prediction filtering in the frequency–space domain (Wang
1999).
Fig. 3(a) displays the frequency spectra of all traces within the
example common-shot gather at 2600 m depth. Based on the fre-
quency spectrum on which there is no energy for frequency lower
than 190 Hz, we choose the frequency band between 190 Hz and
485 Hz for the inversion. Note here that we use a real-valued
frequency in waveform inversion. When considering wave atten-
uation effect, one may use a complex-valued frequency, see for
example Pratt et al. (2005). Fig. 3(b) is the source wavelet that
we used in waveform inversion. It is estimated directly from first
arrives.
After tube wave suppression, we apply windowing to the data to
mute any energy arriving later than a few cycles following the direct
arrivals (Pratt & Shipp 1999; Pratt et al. 2005). After muting only
the first arrival and transmission waveforms are in the crosshole
seismic data. Windowing also serves to exclude remaining shear
wave energy from the data. This pre-processing step is primarily
required to precondition the data in order to force the inversion to
fit the direct arrivals, which contain the critical information on the
low and intermediate wavenumbers in the model. At a later stage,
the window size can always be increased in time to include more of
the data.
Fig. 4(a) shows an example shot gather (at depth 2758 m)
after data windowing. The window length is selected to be as
short as possible to enhance the signal-to-noise ratio and to elim-
inate shear waves, but still to include the visible diffractions and
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Figure 2. (a) An example common-receiver gather at depth 2600 m that shows weak tube waves. (b) The common-receiver gather after f − k filtering for tube
wave attenuation. (c) An example common-shot gather at depth 2600 m which evidently shows strong tube waves. (d) The shot gather after f − k filtering for
tube wave attenuation.
transmission associated with the direct arrival. For comparison,
Fig. 4(b) shows modelled shot gather generated based on the fi-
nal tomography model. Although a frequency-domain waveform
inversion approach uses only a number of selected frequencies, the
data comparison reveals that the inversion model indeed is a good
representation of the subsurface earth model.
Fig. 5(a) is an example frequency slice (at 260 Hz) of the am-
plitudes of the real data set and, for comparison, Fig. 5(b) shows
C© 2006 The Authors, GJI, 166, 1224–1236
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Figure 3. (a) The amplitude spectrum of a typical shot gather at 2600 m (Fig. 2d). It has frequency bandwidth between 190 and 485 Hz. (b) Source wavelet
estimated from real data. It is used in waveform inversion.
Figure 4. (a) An example shot gather of the real data set after data windowing. (b) Modelled shot gather generated from the waveform inversion model. The
red curve is the first arrive time line picked from real data.
the corresponding frequency slice of the amplitudes of modelled
data set from waveform tomography. In the inversion, we start from
lower frequencies. For low frequencies the inversion method is more
tolerant of velocity errors, as these are less likely to lead to errors of
more than a half-cycle in the waveforms. As the inversion proceeds,
we move progressively to higher frequencies.
4 WAV E F O R M I N V E R S I O N
O F R E A L DATA
For the inversion of this real data set, we make the velocity model
discrete in cells with cell size 3 m to satisfy the criterion of four
cells per wavelength for the highest frequency (485 Hz) that we use
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Figure 5. (a) A frequency slice of the amplitudes of the observed crosshole seismic data. (b) The frequency slice of modelled data, at the same frequency (260
Hz), generated from the final velocity model of waveform tomography.
in the inversion. The depth range that we choose to invert for is from
2497 to 3022 m. Therefore, there are altogether 101 rows and 176
columns in the grid.
To the beginning of waveform inversion scheme, an adequate
good starting model is necessary. This model should be capable of
describing the time domain data to within a half of the dominant
period, in order to avoid fitting the wrong cycle of the waveforms
(Pratt et al. 2005). The lower the frequency, the less accurate the
starting model needs be. However, all real data are band limited,
and thus a certain accuracy is required for the starting model. As
we have seen from Fig. 3, this real data set has a frequency gap
between 0 and 190 Hz. The lack of low-frequency information makes
the waveform inversion strongly depending on the initial model.
For waveform tomography we use the traveltime inversion result
as an initial model and proceed with waveform inversion using the
different frequencies.
Fig. 6(a) displays the initial model, the result of traveltime tomog-
raphy reported in Rao & Wang (2005). Fig. 6(b) is the ray density, the
(normalized) total length of ray segments across each single cell, a
direct indicator of the confidence in the traveltime inversion solution,
where a curved ray path is re-traced iteratively along with velocity
updating. This measurement of certainty, being proportional to the
ray density, can also be used in waveform tomography to build a
diagonal matrix C−1M , the inverse of model covariance matrix. The
latter is applied to the gradient vector γˆ before model updating (see
step 3 above).
In waveform tomography when dealing with real data, a model
smoothness constraint is a necessity. A number of real data exper-
iments we conducted indicate that, if we did not use smoothness
constraint in the inversion, waveform tomography would have not
converged at all, although we do not need such a constraint in syn-
thetic data examples (Fig. 1). Therefore, the primary cause is the
effect of data noise, which is not necessarily white in the frequency
domain. Strong outliers might have strong and biased influence on
the model update. As the frequency-domain data samples are com-
plex valued, it is not easy to mitigate the data noise in a way similar
to our method for winnowing traveltimes and amplitudes (Wang
et al. 2000). Waveform inversion is a highly non-linear problem but
if, in a linearized procedure, strong outliers are transferred linearly
to strong model updates, this causes the problem to be unstable and
divergent.
A second effect is the unevenly distributed ray density. As shown
in Fig. 5(b), the ray density distribution appears to be in short wave-
length variation. An uneven distribution of ray density will cause
a biased distribution of model update, as a model update is (in-
versely) proportional to the ray density through data residual back-
propagation. When constructing the model covariance matrix CM,
we could smooth the ray density distribution so as to change the
weight of model update. This approach might reduce the roughness
of model update for any single iteration and slow down the conver-
gence of the iterative procedure, but may not mitigate the problem in
the final solution. Ray density distribution is a measurement of the
illumination in the physical experiment, and thus reflects directly
the resolving power distribution.
The third effect is due to the model sensitivity. Investigation
in Wang & Pratt (1997) revealed that in traveltime inversion long
wavelength components of the velocity field are more sensitive than
the short wavelengths, and that in amplitude inversion short wave-
length components of the velocity field are much more sensitive
than the long wavelength components. Therefore, in waveform in-
version where amplitude information dominates, the data residual
tends to attribute to shortest wavelength components of the model
update first. This is contradictory to the philosophy of iterative lin-
ear inversion. In an iterative inversion, we must get the background
right first, so that linearization can be used for the inverse problem.
Some research groups have advocated amplitude-normalized wave-
form tomography, at least in the initial stages (Zhou & Greenhalgh
2003; Pratt et al. 2005).
This analysis suggests that we could use a smooth operator of
different size at each iteration, starting with a large smooth size and
then reducing the size gradually as iterations proceed. This approach
is sometimes referred to as a ‘multiscale’ approach. Pratt et al.
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Figure 6. (a) The initial velocity model for waveform inversion, generated by traveltime inversion. (b) Ray density of the real seismic data set.
(1998) has given a complete treatment of a ‘reduced parametriza-
tion’ approach which incorporates all possible such multi-scale ap-
proaches. It is also worthwhile to mention that Wang & Houseman
(1994, 1995) used a Fourier series to parametrize the velocity model
(and interface geometry) with different wavenumbers and then par-
titioned them into different subspaces so that they could be inverted
simultaneously. In the following waveform inversion, we use a fixed
3 × 3 smoothing operator. That is, any model update δmi is an av-
erage value of neighbouring 9 points, centred at the ith cell, with
equal weights.
With a fixed 3 × 3 smoothing operator used in waveform to-
mography, we now design two experiments to further combat the
noise in real data. In the first experiment, we use all selected fre-
quencies consecutively (190, 195, 200, 205, . . ., 485 Hz), as we did
for the synthetic data test. We start with the initial model generated
from traveltime inversion, and invert the 190 Hz data component
first. Then, we switch to a higher frequency component (195 Hz)
of the data as the inversion progresses. The result from each lower
frequency is used as the starting model for the next higher fre-
quency inversion. At each frequency stage, three iterations are car-
ried out. Fig. 7(a) shows the reconstructed image after using five
frequency components between 190 and 210 Hz, and Fig. 7(b) is
the result after using all 60 selected frequencies between 190 and
480 Hz.
In the second experiment, we use a group of five neighbouring
frequencies simultaneously in the inversion (Pratt & Shipp 1999).
The 60 selected frequencies are assigned into 12 groups with in-
creasing frequency contents. The result from each lower frequency
group is used as the starting model for the inversion of the next
higher frequency group. For each group, three iterations are carried
out, proceeding through all groups. For each iteration, the gradient
of each frequency group is computed using all five frequencies si-
multaneously. Fig. 8(a) shows the tomographic image after using the
first frequency group (190, 195, 200, 205, 210 Hz), and Fig. 8(b) is
the final result after using all of 12 frequency groups consecutively.
Comparing the inversion results of those two experiments, we
see that Fig. 7(b) is marked by the presence of some X-shaped arte-
facts that crosses the image. Such artefacts are quite often obtained
in crosshole tomography, especially when waveform inversion is
attempted. It is due to the non-uniform coverage of the object spec-
trum and the lack of information about the object spectrum in certain
directions (Wu & Tokso¨z 1987). When using multiple frequencies
simultaneously, the inherent filtering (smoothing) effect might have
an extrapolation effect of the object spectrum to the blind area. The
final result of the second experiment has much fewer artefacts, and
the image is smoother and more continuous than that of experiment
one, especially at the 2800–2950 m portions. We recommend use
the strategy of the second experiment in practice, so that we can
also mitigate the data noise effectively in the input of waveform
tomography.
Comparing the final result of waveform inversion (Fig. 8b) with
the traveltime inversion result (Fig. 6a), we can see that the results of
waveform inversion appear to be a significantly better representation
of the geological layering than the original traveltime inversion result
which is used as a starting model. The most striking features of the
final waveform inversion results are high-velocity layers. At the
section from 2500 to 2900 m, the layer appears laterally continuous
across the section, and the vertical resolution is clearly much better.
Deeper layers are discontinuous and faulted. In addition, a number
of low-velocity layers are evident on the image.
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Figure 7. Waveform tomography experiment 1—the inversion is executed by each frequency consecutively. (a) The image after using five frequency components
between 190 and 210 Hz (with 5 Hz interval). (b) The result after using all 60 selected frequencies between 190 and 480 Hz. The image has strong X shaped
artefacts.
5 W E L L - L O G C O N S T R A I N E D
WAV E F O R M I N V E R S I O N
In this section, we use well-log information as a geological constraint
in the waveform inversion to test the dependence of the inversion
result on the initial model.
We design an initial model by combining sonic logging velocities
and the velocity field obtained from the traveltime tomography. The
velocity in the jth column of the initial model, v(init)j , is given by
v
(init)
j = w jv(log)j + (1 − w j )v(tt)j , (12)
where v(log)j is the logging velocity, v
(tt)
j is the velocity obtained from
travel time tomography, and wj is the weighting coefficient. The
weight coefficient wj, as shown in Fig. 9, is set according to the
horizontal distance (Rao & Wang 2005).
We generate the well-log constrained initial model shown in
Fig. 10(a), where the logging velocity v(log)j for the initial model
building has been low-pass filtered. Then, using exactly the same
running parameters as those used in the experiment two above, we
obtain the well-log constrained velocity images, shown in Fig. 10(b).
In these images, the distinct layered structure with high/low veloc-
ities corresponds to the high- and low-velocity intervals in the well
logs.
Comparing the inversion result with and without well-log con-
straint (Figs 10b and 8b), we see that the inversion procedure that
we implemented has very weak dependency the well-logging con-
straint but depends strongly on the inversion strategy. The similarity
of two results in fact reveals the importance of the three issues we
discussed in the previous section for generating reliable inversion
results from real seismic data, and the importance of correctly set
up the initial model and the inversion strategy (using a group of
frequencies simultaneously and a model smoothness constraint).
In Fig. 11, we compare the traveltime inversion result (blue lines)
and waveform tomography result (red lines) both against velocity
curves from sonic logging in the boreholes (thin solid lines). We can
see clearly that the traveltime inversion result is the long wavelength
background velocity of the sonic logging and the waveform inver-
sion result. It indicates that the traveltime inversion result is indeed
a good initial model we use for waveform inversion.
6 C O N C L U S I O N S
In this paper we have discussed several practical issues in the ap-
plication of crosshole seismic waveform tomography when dealing
with real data. As real crosshole seismic data in most cases do not
contain low-frequency components (<190 Hz in the example pre-
sented), a good starting model is essential for the success of wave-
form tomography. At each inversion stage, it is also necessary to
invert a group of frequencies simultaneously to combat the effect
of data noise. We have demonstrated that the tomographic image
would be much better, in terms of interpretability, than that using
single frequency in sequence. In addition, a smoothness constraint
must be used in waveform tomography of real seismic data, to fur-
ther mitigate the effect of data noise and to combat the effect of
uneven distribution of ray density, the effect of the strong sensitivity
of short wavelength of velocity model, and the non-linearity of the
problem.
We have applied the frequency-domain waveform tomography
method to a real crosshole seismic data set acquired from two parallel
boreholes 300 m apart. After successful waveform tomography with
C© 2006 The Authors, GJI, 166, 1224–1236
Journal compilation C© 2006 RAS
Crosshole seismic waveform tomography – I 1233
Figure 8. Waveform tomography experiment 2—inversion executed one group by one group in sequence. (a) The velocity image after using the first frequency
group (190, 195, . . . , 210 Hz). (b) The inversion result after using all 12 frequency groups; it is regarded as the final result of waveform tomography.
Figure 9. The diagrammatic curve of the relation between the weight coef-
ficient and the horizontal distance.
consideration of above three critical issues, we have also brought in
the sonic log information as a geological constraint in the inversion.
The result is similar to the inversion without the well-log constraint.
The reliability of waveform inversion without well-log constraint in
fact indicates the importance of the three issues in the waveform
inversion when we deal with the application of real seismic data.
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