Future wireless video transmission systems will consider orthogonal frequency division multiplexing (OFDM) as the basic modulation technique due to its robustness and low complexity implementation in the presence of frequency-selective channels. Recently, adaptive bit loading techniques have been applied to OFDM showing good performance gains in cable transmission systems. In this paper a multilayer bit loading technique, based on the so called "ordered subcarrier selection algorithm," is proposed and applied to a Hiperlan2-like wireless system at 5 GHz for efficient layered multimedia transmission. Different schemes realizing unequal error protection both at coding and modulation levels are compared. The strong impact of this technique in terms of video quality is evaluated for MPEG-4 video transmission.
INTRODUCTION
One of the main goals in the near future of communication systems is the development of multimedia efficient data coding, compression, and transmission techniques that permit real-time mobile communications. In this context, the major challenge is the integration of different categories of networks and wireless local area networks (WLAN). Systems have to be adaptive, that is, they have to react to changing quality conditions, like varying channel capacity.
In high-speed wireless data applications, the orthogonal frequency division multiplexing (OFDM) modulation scheme has been considered due to its relatively simple receiver structure compared to single-carrier transmission in frequency-selective fading channels. OFDM modulation is adopted by IEEE for the extension of the 802.11 wireless LAN standard to the 5 GHz band (IEEE802.11a), providing data rates up to 54 Mbps [1] . ETSI adopted the OFDM scheme for the high performance LAN physical layer standard (Hiperlan2) As well [2] .
Conventional OFDM modems use fixed constellation size and power level allocation of all subchannels. In more recent standards (i.e., IEEE802.11a), the adaptation of the constellation size (the same for all subchannels) according to the global channel-state time-variation is admitted. Due to multipath fading, some subchannels could experience severe degradation in the signal-to-noise ratio (SNR), resulting in high overall bit error rates. Channel coding is a common technique to mitigate this effect. If the channel is static (e.g., in digital subscribers lines (DSL)) or slowly time varying, the receiver can provide the transmitter with detailed channel state information (CSI) using a robust feedback channel. Based on the CSI, more sophisticated adaptive transmission techniques have the possibility to dynamically modify the parameters of the modulator in order to improve the performance [3] . Thanks to the characteristic of multicarrier modulations, it is also possible to dynamically change the transmitting power and bit rate of each subchannel according to channel selectivity variations (adaptive bit loading).
The first applications of bit loading algorithms appeared in DSL systems [4, 5] . It is a well-known fact that the theoretical channel capacity can be approached by distributing the total transmitted energy according to the water-filling principle [6] . In the realistic case where a finite granularity in constellation size is required, the rounded bit distribution obtained starting from the water-filling solution could still not be the optimum. Some suboptimum algorithms to reduce the complexity have been proposed in the ADSL context [7, 8] . Campello [9] gives the theoretically sufficient conditions for a discrete bit allocation to be optimal. Based on his conditions, a "greedy" algorithm can be used to achieve the optimal discrete bit/power loading distribution.
Recently, some studies regarding the application of adaptive bit loading algorithms to wireless channels appeared [10, 11, 12, 13] . In this case, particular attention must be paid to channel estimation and CSI update rate effects on the performance [14, 15, 16] . However, water-filling-based techniques require a large overhead for CSI feedback, making them suitable only for static or very slow time varying channels. Moreover, the modem must be able to continually change the modulation format and power on subcarrier basis (high complexity if high data rates are requested). Hence, simple suboptimal algorithms should be investigated in order to reduce complexity and CSI overhead.
The adaptation of the modulation segment also to the source data structure and significance may provide good results by realizing unequal error protection (UEP) in the modulation domain. UEP has proven to provide good performance in the case of transmission of compressed sources, where the bits produced have a different significance. Providing a lower bit error rate for the bits with higher significance and leaving the less significant bits with less protection makes it possible to increase the perceived quality. UEP has been applied for audio transmission [17, 18] , for progressive image transmission [19] , and for subband coded audio and video transmission, as some kinds of sources lend themselves to be partitioned into differently sensitive groups of bits. Also UEP for block-based video coded sources has been proposed as in [20, 21, 22] .
UEP is classically performed at channel coding level, through convolutional and, more recently, turbo codes. Multiresolution constellations allows a nonuniform data protection in the modulation domain [23] . Some recent studies have proposed to perform UEP in the modulation domain, exploiting the characteristics of multicarrier modulations [13, 24] . In this case, the fact that a nonuniform bit and power allocation among the subcarriers is required implies a significant modem complexity and a high CSI signaling overhead between the transmitter and the receiver with respect to the uniform case. This may cause a higher sensitivity to signaling errors.
In this paper, a simple bit loading algorithm, where the constellation size and power levels are constrained to be uniform for all used subcarriers, is proposed and extended to the multilayer case to perform UEP of layered video sources at the modulation level. This technique is compared with UEP realized at channel coding level and with an equal error protection (EEP) scheme based on classic bit loading techniques. The performance evaluation in terms of peak signal-to-noise ratio (PSNR) for MPEG-4 video transmission for wireless data service is addressed, showing the large gain that can be obtained, especially at low SNRs. Figure 1 illustrates the considered transmission system. The transmitter section is basically made up of a channel coder followed by a bit loading unit that distributes the data bit, according to the algorithm implemented, among the subchannels (more details about its functions will be given further) and a conventional OFDM modulator. The OFDM scheme allows the transmission of N parallel complex symbols A n (n = 1, 2, . . . , N), that belong to an M n points constellation set {±1, ±3, . . . , ±( M n − 1)} for both real and imaginary dimensions, into N parallel subchannels (or subcarriers). The symbol (or frame) duration is denoted with T s . Generally, only a limited, and constant over the subcarriers, set of values for M n = M is adopted in practical modems (e.g., M = 2, 4, 16, 64) [1] . In order to grant the orthogonality between subchannels in ideal channel conditions, the subchannel subdivision is obtained by means of an inverse fast Fourier transform (IFFT) of order N FFT (N < N FFT to accommodate virtual subcarriers). Samples at the output of the IFFT block are converted from parallel to serial and transmitted every T c seconds (chip time). In practice, due to propagation effects, subchannels still do not remain orthogonal, so a cyclic prefix (guard interval) is added to the OFDM symbol (the IFFT output) in order to remove the intersymbol interference (ISI) among subchannels [25] . Its duration is a multiple D of the chip time T c , that is, T g = D · T c . At the receiver side, the reverse process is performed. The cyclic prefix represents a redundancy, in fact, only the time T u = N FFT · T c is dedicated to the transmission of useful data, whereas the total OFDM symbol time is
REFERENCE TRANSMISSION SYSTEM
The power efficiency (less than 1) due to the guard interval is
If the maximum multipath delay T d is less than the guard interval T g , no ISI is present and the complex received signal at the nth output of the FFT block can be written, in a normalized form, as [26] 
where H n is the channel transfer function gain related to the nth subchannel, and w n is a weight coefficient which allows nonuniform power level allocation on the transmitter side as required by common bit loading algorithms. In not adapted schemes, w n = 1 for all n. Following the same normalization done in [26] , the random variable x n represents the zeromean complex Gaussian thermal noise component at the nth FFT output with power
where N 0 is the single-side power noise density. Recalling that symbol A n belongs to an M n -QAM constellation, the average power P n dedicated to the nth subchannel is
leading to a total average transmitted power P T :
N u is the actual number of subchannels used by the bit loading algorithm. We have neglected the presence of pilot subcarriers allocated for channel estimation purposes.
In the case where an M n -QAM signaling is adopted, assuming ideal phase offset compensation, perfect carrier recovery and synchronization, the bit error probability related to the nth subchannel can be approximated as follows [27] :
Considering (3), (4), and (5), we obtain
where
denotes the transmitted (OFDM) radio frequency symbol energy-to-noise ratio, and ε n = P n /P T indicates the fraction of the power dedicated to the nth subchannel. Obviously, it is Nu n=1 ε n = 1. Once the code rate, R c , and the actual number of bit transmitted per frame, b T , are fixed, E s /N 0 can be expressed as a function of the received average bit energy-tonoise ratio E b /N 0 :
As can be noted, the performance at each subchannel depends on |H n |, so severely attenuated subchannels could compromise the performance. In general, a suitable channel coding is necessary to improve the overall performance (coded OFDM) [26] as done in the numerical results.
MULTILAYER ADAPTIVE BIT LOADING

Ordered subcarrier selection algorithm
Current WLAN standards [1, 2] consider a fixed bit loading scheme where, once the decision on the constellation size M based on overall propagation conditions has been made, all subchannels (N u = N) utilize the same size M (M n = M) and the same power fraction (ε n = 1/N), independently by the single subchannel condition. In the following, this case is referred to as the reference scheme (conventional OFDM scheme with no adaptation). The total number of bits transmitted by every OFDM symbol time T s is b T = N log 2 (M). The basic principle of adaptive modulation techniques is the opportunity of dynamically modifying the modulation parameters (M n , ε n , and N u ) according to the time-variant channel conditions [3] . This can be accomplished efficiently if the transmitter knows the channel state. A feedback channel should thus be available, as shown in Figure 1 , in order to pass the CSI to the transmitter. The rate of CSI depends on the channel variability, in particular on the channel coherence time. Common adaptive schemes require that each subchannel be loaded using a particular constellation size M n and fractional power level ε n , different from that allocated in the other subchannels [7] . The optimal set for ε n and M n , that maximizes the power margin, is given by the Campello's conditions [9] . In those cases, all source bits are assumed to have the same importance (EEP).
These algorithms lead to a high level of modem complexity and the necessity to provide a large signaling overhead in time-varying wireless channels, especially in high-speed systems. To partially overcome this problem, some techniques appeared in the Literature; Grunheid et al. [28] propose a simplified scheme where the optimization is performed with a blockwise allocation of modulation levels. In [29] , it is shown that a constant power allocation scheme has a negligible performance loss compared to the optimal solution.
In order to obtain low complexity modems, we herein propose a modified scheme transmitting the same amount of bits b T as in the reference scheme, but where only a subset N u ≤ N of the available N subchannels is effectively used. Now, the actual constellation size has to be suitably increased in order to allocate all the b T bits, that is,
Obviously, only a limited number of values for N u is allowed if we want the constellation size M to result in a practical integer value. The total transmitted power is uniformly distributed among the N u used subchannels as a consequence
The basic idea of the ordered subcarrier selection algorithm that we propose herein is to select only the strongest N u subchannels (i.e., the subchannels characterized by a higher value for |H n | 2 ) and to use higher constellation sizes by keeping the total bit rate and transmitted power unchanged. In our approach, both the power level and the constellation size are kept constant over the selected set of subchannels. The receiver's task is to estimate the channel gain H n , select the N u strongest (most reliable) subchannels and, through the feedback channel, inform the transmitter which to use in the next packet transmission. It is to be pointed out that the feedback throughput required is very limited compared to that required by common bit loading algorithms [5] .
To find which choice for N u gives good results, we analyze the average bit error probability, obtained by the algorithm proposed, in the case where all subchannels are affected by independent Rayleigh fading. This means that λ = |H n | 2 is an exponentially distributed random variable [27] . The functions
are the probability density function (pdf) and the cumulative distribution function (cdf), respectively, of λ. The fading process has been normalized so that
denotes the statistical expectation over the random variable x. According to the new algorithm, prior to data assignment, subchannels are ordered so that
The index ordering is taken into account by the function n = o(k). Referring to the order statistic theory results [30] , the pdf for λ k can be expressed as follows:
Looking at (12), we may observe that ordered fading statistics depend on the subchannel index k. The average bit error probability on the kth (ordered) subchannel is defined as follows:
where the E λk [P bk ] is obtained by averaging (7) over the statistics given by (12) . Considering that only the N u strongest subchannels are used, the final average bit error probability expression becomes
In [31] , it has been verified analytically that the average bit error probability in (14) is minimized for N u = N/2 if M = 4 (i.e., when only half subchannels and quadruplicated constellation size are used) and N u = 2N/3 if M = 16. This result shows that the optimum choice of the number of active subchannels N u does not depend on the actual instantaneous SNR but only on the long-term overall channel statistics (in this case, Rayleigh fading). The same minimum has been obtained by simulation in particular practical cases, that is, considering the 5 GHz ETSI channel models [32] and block and convolutional channel coding [31] . The performance gain obtained is induced by the selection of the more reliable subcarriers.
Extension to the multilayer case
We now extend the considered bit loading algorithm to the multilayer case, where several data streams must be transmitted simultaneously with different performance requirements (UEP) as typical in multimedia applications. In this case, the total number of subchannels is divided into L sets (the number of layers), each one, denoted with C(l), is associated to a different layer. The bit stream, with bit rate B rl , associated to each layer is required to have a specific target bit error probability P bl . The problem is to find the optimal set of pa-
given P bl , B rl , and the channel state H n that minimizes the total transmitted power P T . The optimization problem is NPhard [33] and some suboptimal algorithms are present in the literature [13, 24, 33] . They require the knowledge of the relationship between the video quality, in terms of PSNR (see below) or subjective measures, and the correspondent bit error probability P bl required for each layer. However, this relationship is not easy to find as it requires extensive simulation or, alternatively, a model valid in general conditions. In the paper herein, we investigate a more simple suboptimal scheme capable of realizing UEP at modulation level. It is based on the above-mentioned adaptive ordered subcarrier selection algorithm, where UEP is simply achieved by assigning the bits, belonging to each layer, to subchannels starting from the most reliable down to the least reliable. It must be highlighted that the ordered subcarrier selection algorithm minimizes the overall average bit error probability in (14) . However, the layered bit assignment described above leads to an unbalanced average bit error probability between different layers data streams, since bits belonging to more important layers are more protected due to the ordering process.
MPEG-4 CODING
In order to evaluate the performance of video transmission with the proposed technique, we focused on MPEG-4 [34] , the latest MPEG ISO/IEC standard for video compression. The MPEG-4 standard utilizes the concept of object-based coding, allowing interactivity, and layered coding.
The MPEG-4 bitstream is basically structured in video objects (VO's), video object layers (VOL's), that is, the information related to an object in a scalability layer, video object planes (VOP's), that is, the instance of an object in a frame and, optionally, groups of video object planes (GOV's) and packets. Just like most video compression standards, it extensively relies on prediction and entropy coding and it is consequently very sensitive to channel errors.
With the goal of transmission over error prone channels, some error resilience tools have been added to the MPEG-4 standard: reversible variable length codes (RVLC), header extension codes (HEC), resync markers, and data partitioning help in adding robustness to the MPEG-4 bitstream. With the use of resync markers, the MPEG-4 bitstream is composed of packets which are of almost the same length, separated by start codes, unique words recognizable from any sequence of I frames Header DC-DCT coefficients Marker AC-DCT coefficients
Figure 2: Data partitioning of the MPEG-4 packet.
variable length codewords, but not robust to channel errors. The data partitioning tool allows the separation of data with different significances within the packet. Regardless of these tools, MPEG-4 video transmission over wireless channels is still critical: for this reason, studies aimed at efficiently transmitting MPEG-4 video over wireless channels are currently being performed. If properly exploited, error resilience tools can produce a further improvement of the received video quality. In particular, the data partitioning tool can be usefully exploited with the purpose of performing UEP: information bits contained in each packet are split into three partitions, each of which has a different sensitivity to channel errors.
As shown in Figure 2 , for intra (I) frames-reference frames for predictive coding-partitions consist of a header, DC discrete cosine transform (DCT) coefficients, and AC-DCT coefficients, separated by a marker. As far as predicted (P) frames are concerned, partitions consist of a header, a motion partition, containing data for the motion compensation, thus very sensitive to channel errors, and a texture partition, separated by a marker. The data partitioning tool may thus be exploited to perform UEP, both at channel coding and at modulation level.
SYSTEM PARAMETERS
Source coding parameters
In this work, as in [22] , we coded according to the MPEG-4 standard the first 13 frames of a video sequence (the "Foreman" test sequence in CIF format) at a bit rate of 644 kbps.
The MoMuSys MPEG-4 codec [35] has been used, with some modifications in the decoder, in order to improve the robustness to errors. Additional standard-compatible error resilience techniques have also been adopted. In particular, the lack of robustness in packet/VOP/GOV headers has been afforded with the technique presented in [36] , allowing error detection in these critical portions of the bitstream through transparent cyclic redundancy check (CRC); the technique described in [37] has been considered for the reorganization of the bitstream in packets with fixed length and made of fixed length partitions (Figure 3) , and for increasing the start codes robustness through substitution with more robust synchronization words. 
MPEG-4 coder
To channel encoder L bits Fixed length packet In this work, we have organized the bitstream in packets made of 432 bits, with 27 bits for the first portion of the packet, containing start codes and headers, 108 bits for the second portion of the packet, containing data relevant to the first data partitions, and 297 bits for the last portion, containing data relevant to the second data partitions. Consequently, the unequal protection schemes considered in the paper, both through modulation and through channel codes, refer to a fixed packet structure.
When the UEP is realized at channel coding level, the following coding rates are used for each layer: R c1 = 1/3, R c2 = 8/21, R c3 = 8/13, for an average code rate of R c 1/2. For a fair comparison, when EEP is adopted or UEP is implemented at modulation level, the coding rate is kept constant for all layers to R c = 1/2 as well. Rate compatible punctured recursive systematic convolutional (RCPRSC) codes with rational systematic generator matrix
, and puncturing period P = 8 are used [18] .
We assume in the following that the first frame is received error free in order to conceal the subsequent frames; we may in fact retransmit the frame if any errors occur since a small delay may be tolerated at the beginning of the bitstream.
Transmission system parameters
Without loss in generality, system parameters are taken from the IEEE802.11a physical layer specifications (or Hiperlan2) [1, 2] : T s = 4 microseconds, N FFT = 64, N = 48, T g = 800 nanoseconds, subcarrier spacing ∆ f = 312.5 KHz. In this case, η D = 0.8.
The total system capacity is kept constant at b T /T s = 24 Mbps. Since the average code rate is R c = 1/2, the final useful bit rate becomes B r = 12 Mbps. The transmission of one packet requires 10 OFDM frames. As the fixed total bit rate is here 12 Mbps, we supposed to send a packet every 678 microseconds, considering others multimedia streams to be transmitted in the remaining time.
As far as the channel model is concerned, we refer to the 5 GHz "E" ETSI channel model [32] (outdoor in non line-ofsight condition) characterized by 18 Rayleigh fading paths. The channel is assumed invariant during the transmission of each packet.
The optimization (bit loading) is performed, according to the temporal evolution of the channel, every T csi seconds, supposing that the CSI is sent with the same rate. It is advisable that T csi < T ch , where T ch is the channel correlation time. In [31] , it has been shown that no significant performance degradation is present if T csi < 7 − 10 milliseconds, in the case the user moves with a maximum speed of 3 Km/h.
NUMERICAL RESULTS
The comparison among the different UEP techniques has been performed for MPEG-4 video transmission over wireless systems, in terms of PSNR. The PSNR is a measure of the video quality defined, in dB, as follows:
where RMSE is the square root of the mean square error
f (i, j) and F(i, j) being the luminance of the pixel (i, j) in the source and the reconstructed images, containing M × N pixels each. We evaluate the PSNR on the luminance component (Y) of the frame. The PSNR is averaged over the nine P frames of the first GOV and the first four frames of the second GOV. Results of thirty simulations, performed with different noise seeds, have been averaged in order to obtain more reliable results. The average PSNR is thus
where N s is the number of simulations performed, N f the number of frames considered in the average, and s and f are the simulation index and the frame index. In the case considered, N s = 22. In the following, we consider the bit loading schemes A, B, C, and D with reference to Table 1 .
It is worth noticing that scheme C (Campello) is the optimal bit loading solution but it does not offer the possibility to perform UEP since the bit error rate is the same for all subchannels. On the contrary, the proposed schemes B and D are suboptimal but they allow the possibility to perform UEP at modulation level due to the subchannel ordering process. Scheme A (no adaptation) is considered for comparison. Also in this case, UEP cannot be performed at modulation level. The different schemes considered are reported for better clarity in Table 1 .
In Figures 4 and 5 , the evolution of the PSNR as a function of the frame number is shown for schemes A, B, C, and D. The case E b /N 0 = 11 dB is reported in Figure 4 where, comparing curves A and C, it is possible to have an idea of the large gain (up to 18 dB) obtainable by the introduction of adaptive loading algorithms. The same gain is achieved with the simpler scheme D, proposed herein, that employs the UEP at modulation level. The benefit of UEP becomes more evident at lower SNR, as shown in Figure 5 for E b /N 0 = 7 dB, where both schemes B and D, that implement UEP at modulation level, overcome scheme C. In any case, the gain with respect to the reference scheme (scheme A) remains still remarkable (about 7 dB).
The PSNR against E b /N 0 , related to I frames only, is shown in Figure 6 . It is interesting to highlight the crossing point between curves C and D referring to Campello's (EEP) and the ordered subcarrier selection algorithms, respectively; at low SNR values, the UEP makes scheme D more robust than scheme C, even though scheme D is simpler and it is suboptimal in single-layer systems. In fact, the gain due to UEP of scheme D at low SNR values is able to compensate for the loss due the suboptimality of bit loading. For better channel conditions (high SNR values), the UEP benefits decreases and cannot compensate for the suboptimality loss of the bit loading algorithm. A similar behavior can be seen in Figure 7 regarding P frames. The impact of UEP realized through channel coding is illustrated in Figures 8 and 9 for E b /N 0 = 11 dB and E b /N 0 = 7 dB, respectively. Schemes E and F are the same as A and C but with UEP realized at channel coding level. Schemes A-D are reported for comparison. At high SNR levels (Figure 8 ), the impact of UEP is significant only when applied to the reference scheme (curve E), but does not give any significant improvement to scheme C (curve F). On the contrary, at lower values for SNR (Figure 9 ), the performance obtained with scheme F becomes comparable to the performance of scheme D, where the UEP is realized at modulation level. It should be remarked that scheme D is much less complex that scheme C.
The visual quality improves too with the adaptive loading technique considered, as shown in Figure 10 , where the received frame number 9 of the Foreman sequence is reported for schemes A, C, D, E, and F in the case of E b /N 0 = 7 dB. The quality improvement is evident above all for schemes D and F.
CONCLUSIONS
In this paper, adaptive loading techniques for multicarrier modulation, applied to Hiperlan2 physical layer system, have been analyzed and compared. A simple multilayer bit loading algorithm has been considered, in order to perform UEP at modulation level, and compared with other bit-loading and UEP schemes. The technique has been applied to MPEG-4 video transmission with good performance gain results over no adapted schemes, allowing an acceptable video reception also at low SNR values. It has been shown that for high values of SNR, the performance improvement is due mainly to the adaptation of bit loading algorithms to channel impairments, whereas at low SNR values, the advantage introduced by the UEP becomes more significant both at modulation and coding levels.
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The aim of this special issue is to focus on recent developments in this expanding research area.
The special issue will focus on one hand on theoretical approaches for single-and multichannel BSS, evolving from information theory, and especially on nonlinear blind source separation methods, and on the other hand or their currently ever-widening range of applications such as brain imaging, image coding and processing, dereverberation in noisy environments, and so forth.
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Special Issue on
Tracking in Video Sequences of Crowded Scenes Call for Papers
Object tracking in live video is an enabling technology that is in strong demand by large application sectors, such as video surveillance for security and behavior analysis, traffic monitoring, sports analysis for enhanced TV broadcasting and coaching, and human body tracking for human-computer interaction and movie special effects. Many techniques and systems have been developed and demonstrated for tracking objects in video sequences. The specific goal of this special issue is to provide a status report regarding the state of the art in object tracking in crowded scenes based on the video stream(s) of one or more cameras. The objects can be people, animals, cars, and so forth. The cameras can be fixed or moving. Moving cameras may pan, tilt, and zoom in ways that may or may not be communicated to the tracking system.
All papers submitted must address at least the following two issues:
• Processing of live video feeds For many applications in surveillance/security and TV sports broadcasting, the results of processing have value only if they can be provided to the end user within an applicationdefined delay. The submitted papers should present algorithms that are plausibly applicable to such incremental ("causal") processing of live video feeds, given suitable hardware.
• Handling of crowded scenes Crowded-scene situations range from relatively simple (e.g., players on a planar field in a soccer match) to very difficult (e.g., crowds on stairs in an airport or a train station). The central difficulties in crowded scenes arise from the constantly changing occlusions of any number of objects by any number of other objects.
Occlusions can be resolved to some degree using a single video stream. However, many situations of occlusion are more readily resolved by the simultaneous use of several cameras separated by wide baselines. In addition to resolving ambiguities, multiple cameras also ease the exploitation of 3D structure, which can be important for trajectory estimation or event detection.
Topics of interest include principles and evaluation of relevant end-to-end systems or important components thereof, including (but not limited to):
• Handling of occlusions in the image plane in singlecamera scenarios • Handling of occlusions in a world coordinate system (3D, possibly degenerated to 2D) in single-or multicamera scenarios • Fusion of information from multiple cameras and construction of integrated spatiotemporal models of dynamic scenes • 3D trajectory estimation • Tracking of multiple rigid, articulated, or nonrigid objects • Automatic recovery of camera pose from track data • Detection and recognition of events involving multiple objects (e.g., offside in soccer)
Papers must present a thorough evaluation of the performance of the system or method(s) proposed in one or more application areas such as video surveillance, security, sports analysis, behavior analysis, or traffic monitoring. Authors should follow the EURASIP JASP manuscript format described at http://www.hindawi.com/journals/asp/. Prospective authors should submit an electronic copy of their complete manuscript through the EURASIP JASP manuscript tracking system at http://www.mstracking.com/asp/, according to the following timetable: 
Call for Papers
Subspace-based techniques have been studied extensively over the past two decades and have proven to be very powerful for estimation and detection tasks in many signal processing and communications applications. Such techniques were initially investigated in the context of super-resolution parametric spectral analysis and the related problem of direction finding. During the past decade or so, new potential applications have emerged, and subspace methods have been proposed in several diverse fields such as smart antennas, sensor arrays, system identification, time delay estimation, blind channel estimation, image segmentation, speech enhancement, learning systems, and so forth. Subspace-based methods not only provide new insight into the problem under investigation but they also offer a good trade-off between achieved performance and computational complexity. In most cases they can be considered as low cost alternatives to computationally intensive maximum likelihood approaches.
The interest of the signal processing community in subspace-based schemes remains strong as is evident from the numerous articles and reports published in this area each year. Research efforts are currently focusing on the development of low-complexity adaptive implementations and their efficient use in applications, numerical stability, convergence analysis, and so forth.
The goal of this special issue is to present state-of-the-art subspace techniques for modern applications and to address theoretical and implementation issues concerning this useful methodology.
Topics of interest include (but are not limited to):
• Efficient and stable subspace estimation and tracking methods • Subspace-based detection techniques 
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Special Issue on Image Perception Call for Papers
Perception is a complex process that involves brain activities at different levels. The availability of models for the representation and interpretation of the sensory information opens up new research avenues that cut across neuroscience, imaging, information engineering, and modern robotics. The goal of the multidisciplinary field of perceptual signal processing is to identify the features of the stimuli that determine their "perception," namely "a single unified awareness derived from sensory processes while a stimulus is present," and to derive associated computational models that can be generalized.
In the case of vision, the stimuli go through a complex analysis chain along the so-called "visual pathway," starting with the encoding by the photoreceptors in the retina (low-level processing) and ending with cognitive mechanisms (high-level processes) that depend on the task being performed.
Accordingly, low-level models are concerned with image "representation" and aim at emulating the way the visual stimulus is encoded by the early stages of the visual system as well as capturing the varying sensitivity to the features of the input stimuli; high-level models are related to image "interpretation" and allow to predict the performance of a human observer in a given predefined task.
A global model, accounting for both such bottom-up and top-down approaches, would enable the automatic interpretation of the visual stimuli based on both their low-level features and their semantic content.
Among the main image processing fields that would take advantage of such models are feature extraction, contentbased image description and retrieval, model-based coding, and the emergent domain of medical image perception.
The goal of this special issue is to provide original contributions in the field of image perception and modeling.
• Perceptually plausible mathematical bases for the representation of visual information (static and dynamic) • Modeling nonlinear processes (masking, facilitation) and their exploitation in the imaging field (compression, enhancement, and restoration)
• Beyond early vision: investigating the pertinence and potential of cognitive models (feature extraction, image quality) 
Call for Papers
The main focus of this special issue is on the application of digital signal processing techniques for music information retrieval (MIR). MIR is an emerging and exciting area of research that seeks to solve a wide variety of problems dealing with preserving, analyzing, indexing, searching, and accessing large collections of digitized music. There are also strong interests in this field of research from music libraries and the recording industry as they move towards digital music distribution. The demands from the general public for easy access to these music libraries challenge researchers to create tools and algorithms that are robust, small, and fast. Music is represented in either encoded audio waveforms (CD audio, MP3, etc.) or symbolic forms (musical score, MIDI, etc.). Audio representations, in particular, require robust signal processing techniques for many applications of MIR since meaningful descriptions need to be extracted from audio signals in which sounds from multiple instruments and vocals are often mixed together. Researchers in MIR are therefore developing a wide range of new methods based on statistical pattern recognition, classification, and machine learning techniques such as the Hidden Markov Model (HMM), maximum likelihood estimation, and Bayes estimation as well as digital signal processing techniques such as Fourier and Wavelet transforms, adaptive filtering, and source-filter models. New music interface and query systems leveraging such methods are also important for end users to benefit from MIR research.
Although research contributions on MIR have been published at various conferences in 1990s, the members of the MIR research community meet annually at the International Conference on Music Information Retrieval (ISMIR) since 2000.
Topics of interest include (but are not limited to): 
Research into the design, development, and deployment of networked sensing devices for high-level inference and surveillance of the physical environment has grown tremendously in the last few years.
This trend has been motivated, in part, by recent technological advances in electronics, communication networking, and signal processing.
Sensor networks are commonly comprised of lightweight distributed sensor nodes such as low-cost video cameras. There is inherent redundancy in the number of nodes deployed and corresponding networking topology. Operation of the network requires autonomous peer-based collaboration amongst the nodes and intermediate data-centric processing amongst local sensors. The intermediate processing known as in-network processing is application-specific. Often, the sensors are untethered so that they must communicate wirelessly and be battery-powered. Initial focus was placed on the design of sensor networks in which scalar phenomena such as temperature, pressure, or humidity were measured.
It is envisioned that much societal use of sensor networks will also be based on employing content-rich vision-based sensors. The volume of data collected as well as the sophistication of the necessary in-network stream content processing provide a diverse set of challenges in comparison with generic scalar sensor network research.
Applications that will be facilitated through the development of visual sensor networking technology include automatic tracking, monitoring and signaling of intruders within a physical area, assisted living for the elderly or physically disabled, environmental monitoring, and command and control of unmanned vehicles.
Many current video-based surveillance systems have centralized architectures that collect all visual data at a central location for storage or real-time interpretation by a human operator. The use of distributed processing for automated event detection would significantly alleviate mundane or time-critical activities performed by human operators, and provide better network scalability. Thus, it is expected that video surveillance solutions of the future will successfully utilize visual sensor networking technologies.
Given that the field of visual sensor networking is still in its infancy, it is critical that researchers from the diverse disciplines including signal processing, communications, and electronics address the many challenges of this emerging field. This special issue aims to bring together a diverse set of research results that are essential for the development of robust and practical visual sensor networks.
Filter banks for the application of subband coding of speech were introduced in the 1970s. Since then, filter banks and multirate systems have been studied extensively. There has been great success in applying multirate systems to many applications. The most notable of these applications include subband coding for audio, image, and video, signal analysis and representation using wavelets, subband denoising, and so forth. Different applications also call for different filter bank designs and the topic of designing one-dimensional and multidimentional filter banks for specific applications has been of great interest.
Recently there has been growing interest in applying multirate theories to the area of communication systems such as, transmultiplexers, filter bank transceivers, blind deconvolution, and precoded systems. There are strikingly many dualities and similarities between multirate systems and multicarrier communication systems. Many problems in multicarrier transmission can be solved by extending results from multirate systems and filter banks. This exciting research area is one that is of increasing importance.
The aim of this special issue is to bring forward recent developments on filter banks and the ever-expanding area of applications of multirate systems.
Source signal extraction from heterogeneous measurements has a wide range of applications in many scientific and technological fields, for example, telecommunications, speech and acoustic signal processing, and biomedical pattern analysis. Multiple signal reception through multisensor systems has become an effective means for signal extraction due to its superior performance over the monosensor mode. Despite the rapid progress made in multisensor-based techniques in the past few decades, they continue to evolve as key technologies in modern wireless communications and biomedical signal processing. This has led to an increased focus by the signal processing community on the advanced multisensorbased techniques which can offer robust high-quality signal extraction under realistic assumptions and with minimal computational complexity. However, many challenging tasks remain unresolved and merit further rigorous studies. Major efforts in developing advanced multisensor-based techniques may include high-quality signal extraction, realistic theoretical modeling of real-world problems, algorithm complexity reduction, and efficient real-time implementation.
The purpose of this special issue aims to present state-ofthe-art multisensor signal extraction techniques and applications. Contributions in theoretical study, performance analysis, complexity reduction, computational advances, and realworld applications are strongly encouraged.
• Multiantenna processing for radio signal extraction • Multimicrophone speech recognition and enhancement • Multisensor radar, sonar, navigation, and biomedical signal processing • Blind techniques for multisensor signal extraction • Computational advances in multisensor processing
With the general availability of 3D digitizers, scanners, and the technology innovation in 3D graphics and computational equipment, large collections of 3D graphical models can be readily built up for different applications (e.g., in CAD/CAM, games design, computer animations, manufacturing and molecular biology). For such large databases, the method whereby 3D models are sought merits careful consideration. The simple and efficient query-by-content approach has, up to now, been almost universally adopted in the literature. Any such method, however, must first deal with the proper positioning of the 3D models. The two prevalent-in-the-literature methods for the solution to this problem seek either
• Pose Normalization: Models are first placed into a canonical coordinate frame (normalizing for translation, scaling, and rotation). Then, the best measure of similarity is found by comparing the extracted feature vectors, or • Descriptor Invariance: Models are described in a transformation invariant manner, so that any transformation of a model will be described in the same way, and the best measure of similarity is obtained at any transformation.
The existing 3D retrieval systems allow the user to perform queries by example. The queried 3D model is then processed, low-level geometrical features are extracted, and similar objects are retrieved from a local database. A shortcoming of the methods that have been proposed so far regarding the 3D object retrieval, is that neither is the semantic information (high-level features) attached to the (low-level) geometric features of the 3D content, nor are the personalization options taken into account, which would significantly improve the retrieved results. Moreover, few systems exist so far to take into account annotation and relevance feedback techniques, which are very popular among the corresponding content-based image retrieval systems (CBIR). Most existing CBIR systems using knowledge either annotate all the objects in the database (full annotation) or annotate a subset of the database manually selected (partial annotation). As the database becomes larger, full annotation is increasingly difficult because of the manual effort needed. Partial annotation is relatively affordable and trims down the heavy manual labor. Once the database is partially annotated, traditional image analysis methods are used to derive semantics of the objects not yet annotated. However, it is not clear "how much" annotation is sufficient for a specific database and what the best subset of objects to annotate is. In other words how the knowledge will be propagated. Such techniques have not been presented so far regarding the 3D case.
Relevance feedback was first proposed as an interactive tool in text-based retrieval. Since then it has been proven to be a powerful tool and has become a major focus of research in the area of content-based search and retrieval. In the traditional computer centric approaches, which have been proposed so far, the "best" representations and weights are fixed and they cannot effectively model high-level concepts and user's perception subjectivity. In order to overcome these limitations of the computer centric approach, techniques based on relevant feedback, in which the human and computer interact to refine high-level queries to representations based on low-level features, should be developed.
The aim of this special issue is to focus on recent developments in this expanding research area. The special issue will focus on novel approaches in 3D object retrieval, transforms and methods for efficient geometric feature extraction, annotation and relevance feedback techniques, knowledge propagation (e.g., using Bayesian networks), and their combinations so as to produce a single, powerful, and dominant solution.
• 3D content-based search and retrieval methods (volume/surface-based) • Partial matching of 3D objects • Rotation invariant feature extraction methods for 3D objects
• Graph-based and topology-based methods • 3D data and knowledge representation • Semantic and knowledge propagation over heterogeneous metadata types • Annotation and relevance feedback techniques for 3D objects
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Some modern applications require an extraordinary large amount of complexity in signal processing algorithms. For example, the 3rd generation of wireless cellular systems is expected to require 1000 times more complexity when compared to its 2nd generation predecessors, and future 3GPP standards will aim for even more number-crunching applications. Video and multimedia applications do not only drive the complexity to new peaks in wired and wireless systems but also in personal and home devices. Also in acoustics, modern hearing aids or algorithms for de-reverberation of rooms, blind source separation, and multichannel echo cancelation are complexity hungry. At the same time, the anticipated products also put on additional constraints like size and power consumption when mobile and thus battery powered. Furthermore, due to new developments in electroacoustic transducer design, it is possible to design very small and effective loudspeakers. Unfortunately, the linearity assumption does not hold any more for this kind of loudspeakers, leading to computationally demanding nonlinear cancelation and equalization algorithms. Since standard design techniques would either consume too much time or do not result in solutions satisfying all constraints, more efficient development techniques are required to speed up this crucial phase. In general, such developments are rather expensive due to the required extraordinary high complexity. Thus, de-risking of a future product based on rapid prototyping is often an alternative approach. However, since prototyping would delay the development, it often makes only sense when it is well embedded in the product design process. Rapid prototyping has thus evolved by applying new design techniques more suitable to support a quick time to market requirement.
This special issue focuses on new development methods for applications with high complexity in signal processing and on showing the improved design obtained by such methods. Examples of such methods are virtual prototyping, HW/SW partitioning, automatic design flows, float to fix conversions, automatic testing and verification, and power aware designs.
