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Abstract
Service robotics is a fast expanding market. Inside households, domestic robots can now
accomplish numerous tasks, such as floor cleaning, surveillance, or remote presence. Their
sales have considerably increased over the past years. Whereas 1.05 million domestic service
robots were reportedly sold in 2009, at least 2.7 million units were sold in 2013. Consequently,
this growth gives rise to an increase of the energy needs to power such a large and growing
fleet of robots. However, the unique properties of mobile robots open some new fields of
research. We must find technologies that are suitable for decreasing the energy requirements
and thus further advance towards a sustainable development.
This thesis tackles two fundamental goals based on a holistic approach of the global
problem. The first goal is to reduce the energy needs by identifying key technologies in making
energy-efficient robots. The second goal is to leverage innovative indoor energy sources to
increase the ratio of renewable energies scavenged from the environment.
To achieve our first goal, new energy-wise metrics are applied to real robotic hardware.
This gives us the means to assess the impact of some technologies on the overall energy
balance. First, we analysed seven robotic vacuum cleaners from a representative sample of
the market that encompasses a wide variety of technologies. Simultaneous Localisation and
Mapping (SLAM) was identified as a key technology to reduce energy needs when carrying
out such tasks. Even if the instantaneous power is slightly increased, the completion time of
the task is greatly reduced. We also analysed the needed sensors to achieve SLAM, as they
are largely diversified. This work tested three sensors using three different technologies. We
identified several important metrics.
As of our second goal, potential energy sources are compared to the needs of an indoor
robot. The sunshine coming through a building’s apertures is identified as a promising source
of renewable power. Numerical simulations showed how a mobile robot is mandatory to take
full advantage of this previously unseen situation, as well as the influence of the geometric
parameters on the yearly energy income under ideal sunny conditions. When considering a
real system, the major difficulty to overcome is the tracking of the sunbeam along the day. The
proposed algorithm uses a hybrid method. A high-level cognitive approach is responsible for
the initial placement. Following realignments during the day are performed by a low-level
reactive behaviour. A solar harvesting module was developed for our research robot. The tests
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conducted inside a controlled environment demonstrate the feasibility of this concept and
the good performances of the aforementioned algorithm. Based on a realistic scenario and
weather conditions, we computed that between 1 and 14 days of recharge could be necessary
for a single cleaning task.
In the future, our innovative technology could greatly lower the energy needs of service
robots. However, it is not completely possible to abandon the recharge station due to oc-
casional bad weather. The acceptance of this technology inside the user’s home ecosystem
remains to be studied.
Keywords: Domestic service robots, Energy-efficient robotics, Indoor energy scavenging,
Solar energy harvesting
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Résumé
Le marché de la robotique de service est en pleine expansion. Les robots domestiques sont
désormais capables d’accomplir un grand nombre de tâches, telles que le nettoyage des sols,
la surveillance ou la téléprésence. Leur vente s’est considérablement accrue au fil des ans.
Passant d’un volume de 1.05 millions d’exemplaires vendus en 2009, les robots domestiques
ont atteints 2.7 millions d’unités vendues en 2013. Cette croissance a engendré un surcroît
d’énergie nécessaire à leur fonctionnement. Néanmoins, les robots mobiles ont des propriétés
uniques qui permettent d’ouvrir de nouveaux champs de recherche. Il nous incombe de trou-
ver les technologies permettant de diminuer les besoins énergétiques, et ainsi de progresser
en direction d’un développement plus durable.
En nous basant sur une approche holistique du problème, cette thèse a deux principaux
objectifs. Il s’agit en premier lieu de réduire les besoins énergétiques, et ce grâce à l’identi-
fication de technologies clés permettant une robotique plus efficiente. En deuxième lieu, il
nous faut exploiter des sources d’énergies innovantes, afin d’accroître le ratio d’utilisation des
énergies renouvelables récupérées dans un environnement intérieur.
Concernant le premier objectif, nous avons défini de nouvelles métriques tenant compte
de l’énergie. L’application de ces métriques aux composants robotiques actuels nous ont
permis d’évaluer l’impact de certaines technologies dans la balance énergétique totale. Nous
avons tout d’abord analysé sept robots aspirateur. Ceux-ci sont issus d’un panel représentatif
du marché, et ils englobent un vaste ensemble de technologies. Ainsi, la Cartographie et
Localisation Simultanées (CLS) a été identifiée comme une technologie clé dans la réduction
des besoins énergétiques durant de telles tâches. En effet, le temps nécessaire à l’accomplisse-
ment du travail est grandement réduit, malgré une légère augmentation de la consommation
instantanée. Nous avons également analysé les capteurs nécessaires à la CLS, une grande
diversité de technologies existant dans ce domaine. Trois capteurs, issus de trois technologies
différentes, ont été examinés au cours de ce travail. Nous avons ainsi pu identifier plusieurs
métriques importantes.
Par la suite, nous avons comparé de potentielles sources d’énergie avec les besoins d’un
robot d’intérieur, et ce afin de tendre vers notre second objectif. La lumière du soleil passant à
travers les ouvertures d’un immeuble a été identifiée comme une source d’énergie renouve-
lable prometteuse. Les simulations numériques ont montré l’importance d’une base mobile
v
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afin de tirer pleinement parti de cette disposition inédite, ainsi que l’influence des paramètres
géométriques sur les revenus énergétiques annuels, et ce dans des conditions idéalement
ensoleillées. La difficulté majeure de mise en pratique vient de la poursuite du faisceau lu-
mineux au cours de la journée. Pour ce faire, l’algorithme proposé utilise une méthode hybride.
L’approche cognitive haut-niveau effectue le placement initial. Les réalignements suivants
au cours de la journée sont réalisés par un comportement réactif bas-niveau. Un module de
collecte d’énergie solaire a été développé pour notre robot de recherche. Les tests conduit à
l’intérieur d’un environnement contrôlé démontrent la faisabilité de ce concept et les bonnes
performances de l’algorithme susmentionné. Toutefois, nous avons calculé qu’au sein d’un
scénario utilisant des conditions météorologiques réalistes, il serait nécessaire d’attendre
entre 1 et 14 jours afin d’obtenir la recharge nécessaire à l’accomplissement d’une tâche de
nettoyage.
Dans le futur, cette innovation technologique pourrait permettre de grandement diminuer
les besoins énergétiques des robots de service. Cependant, la suppression complète de la sta-
tion de recharge n’est pas envisageable en raison des conditions météorologiques ponctuelle-
ment défavorables. L’acceptation de cette technologie dans l’écosystème de l’utilisateur reste
encore à étudier.
Mots clés : Robot domestique, Robotique efficiente en énergie, Récupération d’énergie en
intérieur, Collecte d’énergie solaire
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1 Introduction
Robots are increasingly used by our society. Industrial robotic arms have been used for several
decades inside factories worldwide to build cars, assemble electronic appliances, or work in
harsh and difficult environments [2]. The demand for such robots has experienced a rapid
growth, as their sales increased by 12% to 178,132 units sold in 2013 [3]. This expansion is
linked to the perceived benefits that they offer: reduced labour costs, the suppression of
exhausting or repetitive labour, or increased flexibility [4].
More recently, the market of service robots began to grow due to progresses in several enabling
technologies, such as vision systems, navigation algorithms, and versatile mobile platforms.
Such robots can be classified into two antagonistic categories. On one hand, service robots
for professional use are a specialised market, with few units sold but a high unit value. This
includes defence applications, medical robots, and logistic chains. According to the statistics
given by the International Federation of Robotics (IFR), approximately 21,000 units were sold
in 2013 for a total value of $3.57 billion [5]. The average price is thus valued at about $170,000
per unit. On the other hand, domestic robots are mass-marketed with a low unit value. Still
according to the IFR, more than 4 million units were sold in 2013 for a total value of $1.7 billion.
This places the average price at only $425 per unit.
These mass-marketed domestic robots can be further divided between entertainment systems
(toy robots, educational devices, etc.) and other domestic service robots, such as floor cleaners
and lawn-mowing robots. Figure 1.1 shows the evolution of sold units per year for both
these categories between 2009 and 2013. These robots have encountered a strong and steady
increase of their sales over the years. The number of sold domestic service robots has more
than doubled in five years from 1.05 million to 2.7 million units in 2013. It is hard to know the
population currently in use, however, as such robots may be short-lived or used for several
years depending on the users [6].
On the millions of domestic service robots sold each year, around 95% are robotic vacuum
cleaners [10]. This is, by far, the main application inside households. But in the years to
come, other applications have the potential to make a breakthrough inside this market and
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Figure 1.1 – Estimated number of service and entertainment robots for personal use sold
between 2009 and 2013. Data source: International Federation of Robotics [5, 7, 8, 9, 10].
consequently further increase sales. Along with telepresence and surveillance robots, there
are also numerous possible applications linked to the Internet of Things (IoT). This raises a
number of anthropological questions, as this is usually the first encounter with a real robot for
most people. A number of interaction paradigms are changed, and new ones are created with
a mix of expectations and disillusions [6]. This also raises a number of important technical
questions. The sustained growth of the number of robots operating inside our households
challenges the sustainable development of our society. This work aims at shedding light on
some of the energy-related topics introduced by these new devices.
1.1 Main Motivations
Let us begin with a simple and concrete scenario. If we imagine that the 4.66 million domestic
service robots sold in 2012 and 2013 are still regularly operated, what are their energy require-
ments? We have to make a number of educated guesses first. We saw that most of these robots
are robotic vacuum cleaners. Usage patterns can be very different from one user to the other,
but, on average, such a robot is probably used a few hours per week. Let us settle for two hours
per week, which is a conservative estimate. This workforce will provide a total of 480 million
hours of yearly labour. With an average power consumption of 20 watts1, we would need at
least 9.7 GWh or 830 Tonnes of Oil Equivalent (TOEs)2. This does not take into account other
energy losses, such as idle power consumption. Even with a small idle power of 1 W, this figure
can be multiplied several times.
1 This hypothesis will be validated in Chap. 2.
2 One TOE is the energy released by burning one tonne of crude oil. It equals 41.868 GJ or 11.63 MWh. This does
not take into account the efficiency of the power plant. As a consequence, the necessary quantity would be higher
in the case of electricity generation.
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The sustainment of this fleet represents a lot of energy, and this trend will only get worse in
the coming years. Notwithstanding, a lot of other home appliances draw more energy inside
households, so why should we focus on robotic vacuum cleaners? Compared to a television
or a refrigerator, these robots have some unique and exciting properties that have to be
studied. Their ability to move by themselves inside the environment brings some unparalleled
opportunities to scavenge for sources of renewable energy. Even if the harvesting of energy
is already used by a number of outdoor mobile robots, the indoor environment is a novel
challenge.
Energy is also a daily problem for the users of domestic robots. The robot’s energy must by
transitorily stored inside a battery, but only a limited amount can be taken each time due to
the small size and weight that can be embedded on-board. If the robot does not make an
efficient use of its energy, it will need to prematurely abort its task to go back to its recharge
station. This will cause an increased annoyance to the user, who will probably have to start
the operation again after the robot is recharged. It is time to consider the energy as a quantity
to be optimised in robotics. The losses should be minimised to the greatest extent possible,
while trying to gain energy by using unconventional sources.
1.2 Goals of Our Study
The first goal of our study is to investigate the energy usage inside existing robots. This is
a necessary step to grasp a deep understanding of the current issues and find technologies
to make these robots more energy-efficient in the future. The robots have to carry out more
and better work with fewer resources. Towards the accomplishment of this objective, we
need to define energy-aware metrics to find the best trade-off among raw performances,
functionalities, and a rational use of the resources at hand. We also need to develop simple
tools and experimental methodologies, as existing robots often lack the on-board monitoring
tools that are available inside research robots.
Our second goal is to increase the ratio of renewable energies used by domestic robots. Cur-
rently, robots operating inside households exclusively use energy from the main electricity
source. With the foreseen increase of their number, it is time to search for new and uncon-
ventional sources for their supply. We have to systematically assess the adequacy between
potential energies indoors and a realistic user scenario. Because these renewable energies
are often intermittent and subject to some spatial and temporal patterns, it is also necessary
to develop a theoretical framework regarding their harvesting by such a mobile robot. It is
likewise necessary to perform an experimental validation with a real robot to account for
unmodeled factors.
This work focuses on domestic robots because they are by number the most important pop-
ulation of service robots. But the scope of this work is in essence not limited to domestic
robots, as findings may have an impact for other robots operating indoors, such as those used
for professional tasks. An important difference, however, is the usage pattern within such
3
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applications. The time dedicated to the recharge may be considerably lower, compared to a
robotic vacuum cleaner used a few times per week. On the contrary, they can embed more
costly technologies due to their higher retail price. For mass-marketed robots, we must come
up with inexpensive solutions and leverage existing components as much as possible.
1.3 Outline of Our Work
We propose to take a holistic approach within this work, by beginning with a systemic analysis
of seven robotic vacuum cleaners available on the market. This study, conducted in Chap. 2, is
fulfilled according to our first goal: by performing the partition of the energy used inside actual
domestic robots, we aim at creating energy-wise metrics and highlight useful technologies to
reduce the energy requirements. In particular, the role of localisation technologies for such
applications is studied. Chapter 3 introduces the marXbot robot, which is the experimental
platform used throughout this work. Chapter 4 provides an in-depth analysis of the extension
modules used for mapping purposes. Chapter 5 reviews the ways to achieve our second
goal, with a survey of the possible energy sources and their suitability within our scenario. A
theoretical framework is built around the best candidate, and Chap. 6 reports the results of the
experimental validation. Finally, Chap. 7 concludes this work.
4
2 Energy Efficiency of Domestic Robots
Domestic service and entertainment robots have encountered a constant growth in their sales,
as discussed in Chap. 1. Between 2009 and 2013, the sales have progressed by more than 150%,
from 1.05 million to 2.7 million units. The iRobot Corporation, one of the main players in this
market, claims to have sold more than 10 million units of its flagship Roomba robot between
2002 (its first release) and 2013 [11]. The forecast for the period 2014 – 2017 calls for 23.9
million units to be sold worldwide [5]. In 2012, on the 1.96 million service robots that were
reportedly sold, 1.9 million were vacuum and floor cleaners [10]. De facto, robotic vacuum
cleaners are the main application in most households, as they represent more than 95% of the
domestic service robots, and more than 60% of all domestic robots sold in 2012. As sales will
continue to progress, there is a clear need to study the energetic impact of such robots1.
The study of current domestic robots is also crucial for the global objectives of our work. The
first interesting question to answer is the following. How much energy does a regular domestic
service robot consume? The answer will directly help us to size the energy harvester in Chaps. 5
and 6. Another important aspect is the design of energy-efficient robots. Current mobile robots
have a battery to store the energy required to perform the task. This inherently limits the
autonomy, due to the limited size and weight. For a vacuum cleaner, this translates into a
limited surface that can be covered at one time. Energy is the prime resource when designing
a mobile robot, and we should not waste it. There is a clear need to identify technologies that
can help us design efficient domestic robots.
This work analyses the current state of the art and level of achievement in domestic robotics,
with a focus on robotic vacuum cleaners and energy-related topics. Some research results
and design choices for the various functions will impact the energy consumption of the
mobile system and thus affect its autonomy. With our work, we aim to highlight the influence
of these choices on the energy consumption in order to design energy-wise agents that are
compatible with a sustainable growth of the number of robots. For example, with the evolution
of technologies, domestic robots shifted from the simple “random walk” approach towards
1 Parts of this chapter were previously published in [12] and [13].
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more evolved navigation schemes, involving a localisation technology at an affordable price.
Up to now, no scientific study has analysed the potential impact of these newer robots in
terms of energy consumption.
In this chapter, we present an analysis of the performance of several existing robots, assessing
the impact of the embedded technologies on the system’s fulfilments. We present the results
from a three-month experiment performed on a sample of seven robots. The related work
is first discussed in Sec. 2.1. The methodology and the main hypothesis are described in
Sec. 2.2. We present the robots, the tools, and the experimental setup in Sec. 2.3. The results
are carefully analysed in Sec. 2.4, with a focus on several metrics used to compare the vacuum
cleaners and assess the impact of several parameters on power and energy consumptions.
Finally, a concluding discussion is provided in Sec. 2.5.
2.1 Related Work
Currently in the domestic environment, only a few types of mobile robots have been mass-
produced. The first successful product, and now the most widespread, is the robotic vacuum
cleaner. The first research related to the design of a robotic vacuum cleaner dates back to
the 1980s [14], while the first prototype for domestic use was created in 1991 [15]. In this
field, researchers mainly focused on technical aspects. Major research topics include the
path planning algorithms used to efficiently cover a given surface [16, 17, 18], the higher level
human-aware task planning [19], or an enhanced interactivity to easily control the task to be
achieved [20, 21]. As domestic robots share the physical space with people, numerous studies
have also addressed the various interactions that can take place, as well as how domestic
robots get adopted or rejected [6, 22, 23].
Some comparative studies were also conducted. But up to now, they have addressed mobile
domestic robots only from a historical or purely technical point of view [24, 25]. They do not
take into account the most recent trends, such as the use of low-cost mapping technologies,
nor do they address the energetic aspects.
Other commercial applications of robotics to date have included lawn-mowing, telepresence,
pool and gutter cleaning [26]. In the literature, other examples such as assistive [27] or
rehabilitation robotics [28] can also be found. Most of the research has focused on key aspects
such as the navigation in dynamic environments [29], or more broadly, the Simultaneous
Localisation and Mapping (SLAM) problem [30, 31, 32]. Some researchers have studied
performance metrics, such as the coverage of several domestic mobile robots performing
a random walk [33]. Again, this does not reflect the capabilities of the latest technologies
currently available. The question of energy efficiency for these kinds of appliances was only
considered recently and only to point out the lack of regulations and standards compared to
other home appliances [34].
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Our work proposes to fill in the current gap in the state of the art by studying a sample of the
latest domestic robots, with a special focus on the energy efficiency of the overall system.
2.2 Methodology
First, we formulate a supporting equation to help in our reasoning around the analysis of
domestic service robots. For a specific robot, let probot (t ) be the instantaneous power drawn
from the battery, and Ttask be the time needed to complete the considered task. The total
energy consumed to achieve the task is Etotal =
∫ Ttask
0 probot (t )d t . To represent the set of
possible configurations, let −→α be a set of generalized design parameters, such as the type of
localisation algorithm. These parameters will influence both probot (t ) and Ttask. In addition, if
we take into account the efficiency of the charging electronics, ηcharger, the parametric total
energy Etotal becomes
Etotal
(−→α )= 1
ηcharger
∫ Ttask(−→α )
0
probot
(
t ,−→α ) d t . (2.1)
One goal of our work is to help design more energy-aware devices; that is, we explore the
design space −→α in order to minimise Etotal
(−→α ). In Eq. (2.1), two functions can be minimised
by varying the design parameters: probot and Ttask. As we will show, neither is independent,
which makes the analysis of the problem non-orthogonal.
The instantaneous power probot (t ) comes from the “useful” power on one hand and from the
losses on the other hand. The required power is minimised by removing useless functions or
fusing together several functions, leading, for instance, to a decrease in the number of motors
used. Losses are minimised by increasing the robot’s efficiency, for example, by reducing the
numerous electrical and magnetic losses inside the motors, as well as by reducing the Joule
and switching losses inside the electronics. For a mobile robot, the energy lost when braking
also accounts for a part of the total losses, and it can be partially recovered by the addition
of appropriate electronics [35]. The overall control, such as obstacle avoidance, is equally
important, in order for the robot to follow a smooth trajectory and avoid unnecessary braking.
A modified trajectory will, in most cases, influence the completion time.
The other function to be minimised is the completion time Ttask. In this case, increasing the
robot’s speed is often useless because it will increase the instantaneous power accordingly.
Better planning and navigation are the keys for this strategy to succeed. When systematic
coverage is desired or required, as in cleaning, patrolling, or lawn-mowing tasks, a path
planning coupled with a localisation strategy will cut down the coverage time compared to
a random walk approach. Recent developments in the semiconductor industry for mobile
applications, coupled with algorithmic and mechatronics advances such as low-cost laser
scanners [36], have made the SLAM affordable for the mass market. This benefit comes at the
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price of extra sensors and computational power needed to achieve an efficient localisation,
which conflicts with the reduction of the instantaneous power.
The concern is thus to choose the best technology to reach the better trade-off. Our work will
assess, among other factors, the effect of the navigation strategy on the total energy based on
measures performed with real mobile domestic robots.
2.3 Experimental Setup
We took a representative sample of the robotic vacuum cleaners currently available on the
market. The sample consists of seven robot models, ranging from the low-cost derivatives
of the Roomba robot to recent products embedding more complex sensors and algorithms.
A summary of some of the technical specifications is shown in Table 2.1. These products
target the mass market with an affordable price (between $250 and $600). We classified them
according to their navigation strategy:
• Robots 1 to 3 (Figs. 2.1a – 2.1c) follow a random walk using some predefined behaviours
(wall following, spirals, and obstacle avoidance for the majority).
• Robots 4 to 6 (Figs. 2.1d – 2.1f) perform Ceiling Visual SLAM (CV-SLAM), implementing
an algorithm similar to the one described by [37].
• Robot 7 (Fig. 2.1g) is fitted with a low-cost laser range scanner performing 2D Laser
SLAM [36].
During this experiment, we explore several performance metrics related to power consump-
tion, navigation strategy, and cleaning efficiency of the robots.
Concerning the figures for the energy consumption used throughout this work, both the
global and the intrinsic instantaneous powers were measured. For the instantaneous power, a
wireless power datalogger working at 1 kHz was hooked to the battery and used to measure
the robot’s in situ power probot (t ) during operation (Fig. 2.2a). This module records the power
consumed during the entire experiment. It gives a good, but somewhat indirect, insight into
the system. This method is simple to put into practice, as the battery is easily removable most
of the time. A power analysis bench (Fig. 2.2b) was used to measure the overall energy drawn
by the charging station during a complete recharge of the battery. This enables us to take into
account the losses of the complete system, including the recharge process.
The navigation is tested in the setup depicted in Fig. 2.2c. It reproduces a two-room apartment
with a total internal surface area of 15.5 m2 made of a concrete floor. Robots are started from
their base station located in the upper-right corner. The evolution of the coverage as a function
of time is measured using the overhead camera (Fig. 2.2d) and custom tracking software. The
8
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Random Navigation
(a) Robot 1
(Trisa Robo Clean)
(b) Robot 2
(Primotecq Mambo)
(c) Robot 3
(iRobot Roomba 770)
Ceiling Visual SLAM
(d) Robot 4
(Samsung Navibot SR8855)
(e) Robot 5
(LG Hom-Bot VR5902)
(f) Robot 6
(Philips HomeRun FC9910)
Laser SLAM
(g) Robot 7
(Neato XV-11)
Figure 2.1 – Robots used during our experiments, sorted by their localisation technology.
Picture credits: (a) – (f) courtesy of RTS/ABE; (g) ©Neato Robotics.
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(a) Robot 7 during the in situ power analysis. The
visible electronics is the custom power datalogger,
connected between the battery and the robot.
(b) Power bench used during the global power anal-
ysis (Alciom PowerSpy).
(c) Arena reproducing an apartment, side view. (d) Arena reproducing an apartment, from the over-
head camera. The white ellipse marks an area of
difficult access.
(e) Simple arena for cleaning tests. (f) Robot 4 during the crack cleaning test.
Figure 2.2 – The experimental setups.
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experiment is stopped when the robot returns to its base station or when it runs out of battery
power.
A simple setup (Fig. 2.2e) is used to measure the cleaning capabilities. It consists of a square
surface (2 x 2 m2). Several surfaces were used: 1) smooth concrete; 2) short-pile carpet; and
3) a crack with a cross-section measuring 14 x 6 mm2 (Fig. 2.2f). Dust was simulated using
a mixture exhibiting a broad granularity range: 5 g of wheat flour, 5 g of fine sand, and 5 g of
wood shavings. This was randomly spread by hand over the central square (1 m2) to avoid
interference with the edges. The experiment was stopped when the robot returned to its base
station or when the elapsed time reached 7 minutes 30 seconds. The collected material was
weighed using a laboratory scale with a resolution of 10−3 g. The cleaning efficiency is defined
as the ratio between the collected material and the spread material (15 g). Three trials were
done for each combination.
2.4 Results
Our results cover several distinct topics but with the same final goal: designing better and
more efficient service robots. We will first present the low-level details and show the power
patterns that one can encounter in such applications. We will then go to a higher level and
analyse the navigation algorithms and the coverage metrics. We will link both aspects together,
thanks to a new metric that we call the specific energy. The cleaning efficiency, along with its
relation to the power consumed by the robot, is finally analysed on a number of surfaces.
2.4.1 Power Analysis
Efficient analysis of the energy issues related to a robotic system requires that one first knows
the relative impact of each subsystem inside the total budget. We want to understand where
the power is being used from a systemic point of view. Simple yet informative analysis methods
are used to reveal which subsystems correlate with specific power usage.
In Situ Analysis
We can measure the instantaneous power by placing the power datalogger between the robots
and their battery. The detailed statistics are given in Table 2.2. Two informative plots are
drawn in Fig. 2.3. In Fig. 2.3a, the start-up sequence of the cleaning process for Robot 7 (Laser
SLAM) is clearly visible. Starting from the idle state, the following phases can be identified: 1)
the laser’s spinning motor starts and stabilises; 2) the powerful suction fan starts; 3) the main
brush starts to rotate (no side brush); and 4) finally, the robot starts the driving motors and
begins to clean. It can be deduced that the Laser SLAM itself consumes only 1.9 W (6.3 % of the
total cleaning power) compared to the cleaning subsystem, which takes 23.8 W (78.8 %). The
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Chapter 2. Energy Efficiency of Domestic Robots
(a) Robot 7: Carpet cleaning start-up processes. 1:
laser, 2: suction, 3: brushes, 4: driving motors.
(b) Robot 5: Cleaning on concrete. The black circle
pinpoints the start-up of the CV-SLAM process, just
before the robot starts moving and cleaning.
Figure 2.3 – Two plots from the in situ power measures.
mobility accounts for 2.5 W (8.3 %). For this specific robot, the power used for the navigation
functions is a marginal addition compared to the cleaning device.
Such a clear breakdown, however, is not always possible with our simple method. For example,
in the case of Robot 5 (Fig. 2.3b), the first small increase in power (black circle) is due to the
Visual SLAM subsystem (camera and algorithm). It takes about 1.1 W of extra power, or 8.4 %,
of the total power. This is consistent with the power typically consumed by an embedded
processor. All the motors start together and thus cannot be evaluated separately.
The influence of the navigation subsystem on the power budget can be further studied. Fig-
ure 2.4a plots the distribution of the in situ power consumption of each robot in two working
cases. Let us first consider the idle case, when the robot is turned on but not moving. The
three robots performing CV-SLAM are, not surprisingly, among the top consumers, as the
additional embedded processor will need between 0.5 to 1 W of extra power, even when not
processing any data.
When considering the cleaning case, things are completely different. The previous increase,
due to the extra processing power, is largely overwhelmed by the difference due to the driving
and cleaning motors. Thus, the addition of the SLAM represents only a small part of the total
consumption when compared to the energy required for moving and cleaning. As we will see
during the analysis of the navigation, SLAM-enabled robots benefit from the acceleration of
coverage, saving energy during the overall process.
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2.4. Results
(a) Task-related in situ power measured for each
robot.
(b) Surface-related in situ power measured for each
robot.
Figure 2.4 – Box plots of the in situ power for each robot under several workloads (N = 1000).
Figure 2.4b shows the averaged in situ power measured for the robots when cleaning two
types of surfaces, namely concrete and short-pile carpet2. The power distribution clearly shifts
upward for all the robots when cleaning the carpet. This is explained by the increased current
due to the additional frictional resistance on the cleaning brushes. Cleaning a rough surface
requires more power.
Global Analysis
A power analysis was also performed directly at the plug of the recharge station. Detailed
results are given in Table 2.3 (p. 13). One initial observation is the high idle power of the
sole base station, with the worst result noted in the case of Robot 2 (up to 3.5 W). When the
charged robot is left connected to its base station, the result further deteriorates, as power
consumption increases to between 3.2 and 8.1 W depending on the robot. Unfortunately,
this type of appliance is not, at present, bound by any regulations similar to the European
regulation 1275/2008 [38], which limits the standby mode to 2 W. This represents a serious
concern for these types of mass-produced electrical appliances.
The efficiency of the recharge station ηcharger was computed as the ratio between the energy
entirely consumed by the robot, and the amount of energy injected into the system during a
recharge cycle. For a given robot (fixed set −→α of parameters), Eq. (2.1) can be reorganized to
ηcharger =
1
Etotal
∫ Ttask
0
probot (t ) d t , (2.2)
2 All robots were unable to clean a long-pile carpet due to the small distance between the ground and the robot’s
frame.
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where Etotal is the energy consumed at the plug to recharge the robot, and probot (t ) is the in
situ power measured on the robot during the whole process.
This efficiency figure varies between 0.33 and 0.84 in our study and includes the intrinsic
quality of the charger as well as the storage efficiency of the battery subsystem. The best two
robots are the ones that use Li-ion batteries, while the others use the Ni-MH technology. In the
case of the two worst robots, more than 50 % of the recharge power is already lost at the plug.
An efficient design must take into account the whole system, and not only the domestic robot.
2.4.2 Navigation Analysis
The trajectories were recorded using an overhead video tracking system when the robot was
engaged in cleaning the apartment space shown in Fig. 2.2c (p. 11). The samples of each
trajectory in Fig. 2.5 clearly show distinct strategies for each robot. For example, Robot 1 is
performing a random walk by using a mixture of straight lines and spirals (Fig. 2.5a), and it
stops the spiral when it encounters an obstacle. This strategy is efficient to cover large empty
spaces, but it fails in more complicated environments, and some areas can be left uncovered.
The superiority of systematic navigation becomes clear by looking at Figs. 2.5d to 2.5g, even if
the SLAM-enabled robots all take very different approaches from each other.
To estimate the surface covered, the image analysis integrates over time the surface hidden by
the robot’s shape. For this purpose, the Gaussian mixture-based background segmentation of
[39] is applied to the calibrated pictures. This estimation does not take into account the side
brushes used by most robots or the width of the main brush under the robot. In the results,
hidden areas (such as under the sofa) are not taken into account. Detailed statistics are given
in Table 2.4.
The evolution of the coverage, as a function of time and averaged between all the trials, is
plotted in Fig. 2.6a (p. 19). The SLAM-enabled robots seem much faster than the others. This
is confirmed by the computed completion times shown in Fig. 2.6b (p. 19). Localisation-less
robots have no robust way to compute the achieved coverage. Consequently, they do not
return to their base stations when the coverage reaches a steady state, and most of the time,
they dock to their stations after an extended period of time. On the contrary, Robot 6, which
is the slowest among the robots performing SLAM, is three times faster on average than the
random walk robots.
Regarding the achieved coverage, random walk robots take time but achieve a robust coverage.
On the other hand, Robot 4 and, to a lesser degree, Robot 5 (both relying on vision), underper-
form compared to the others. Looking back at the image analysis, it appears that some places
are harder to reach for them. One of these places is between the sofa, the intermediate wall,
and the bin (white ellipse in Fig. 2.2d on p. 11). In half of the runs, Robots 4 and 5 were unable
to reach this place, thereby losing part of the coverage. On the contrary, Robot 6 was successful
on all of its 11 runs because its path planning uses thinner bands, as shown in Fig. 2.5f. While
16
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Random Navigation
(a) Robot 1 (b) Robot 2 (c) Robot 3
Ceiling Visual SLAM
(d) Robot 4 (e) Robot 5 (f) Robot 6
Laser SLAM
(g) Robot 7
Figure 2.5 – Sample of the trajectories for each robot, grouped by localisation strategy.
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2.4. Results
(a) Evolution of the mean coverage over one hour. (b) Completion time of the cleaning task for each
robot.
Figure 2.6 – Analysis of navigation performance for the seven robots.
some time is lost by this strategy, it gains greatly in robustness and coverage. There is clearly a
trade-off to be found here, as trying to lower the required energy by all means could result in
poor adaptability and robustness with respect to complex environments.
2.4.3 Specific Energy
One of our key questions is the influence of design parameters on the energy consumption,
and especially the navigation strategy. To answer this question, we now compare the coverage
strategy with respect to the energy. For this, we define the specific energy, which is the energy
needed to cover 1 m2 of floor. This metric makes sense for robots where a systematic coverage
is required, and it can be used to make a rough estimate on the energy required for a given
environment. Of course, in addition to the area, other elements can play a role. Obstacles,
transitions between rooms, or dead ends will potentially require more energy to be overcome.
But the covered area remains the driving factor for vacuum cleaning robots and other similar
service robots.
From Eq. (2.1), we know that the energy totally consumed by the robot can be expressed as∫ Ttask
0 probot (t ) d t , therefore, we have
Especific =
1
Aeffective
∫ Ttask
0
probot (t ) d t , (2.3)
where Aeffective is the surface effectively covered, as deduced from the previous coverage
analysis.
Figure 2.7 shows the specific energy for the robots of our sample. Detailed statistics are also
given in Table 2.4. With this metric, we can demonstrate the effectiveness of the SLAM-enabled
19
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Figure 2.7 – The specific energy, in J/m2, for each robot.
robots over those using random-walk methods, counterbalancing the increase of power by a
drastically reduced Ttask. However, no clear conclusion can be drawn between CV-SLAM and
Laser SLAM robots, even if Robot 5 (CV-SLAM) is consistently two times more energy efficient
than the other robots.
2.4.4 Cleaning Efficiency
From the user’s perspective, cleaning efficiency is one of the most important factors that
determines the usefulness of a robotic vacuum cleaner. Efficiency figures were measured on
three different surfaces and averaged on three trials. These figures were then compared to the
averaged in situ power previously measured. Plots are given as a function of the surface’s type
in Figs. 2.8a to 2.8c.
For the concrete surface (Fig. 2.8a), no relationship between the cleaning efficiency and the
robot’s power can be seen (using a linear fit, goodness of fit R2 is only 0.018). Most robots
scored about 90 % with respect to the amount of material collected during cleaning. For
comparison, the same test conducted with a manual vacuum cleaner (Dyson DC05) showed
an efficiency above 98 %.
In the case of the carpet (Fig. 2.8b), cleaning efficiency ηcleaning,carpet exhibits a moderate
dependency on the robot’s power, as shown by the linear regression
ηcleaning,carpet = 0.007 ·probot−0.092 (R2 = 0.56) ,
where probot is the averaged in situ power. The overall efficiency remains poor (below 35 %) in
all cases.
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(a) Cleaning on concrete. (b) Cleaning on carpet.
(c) Cleaning a 6-mm-deep crack.
Figure 2.8 – Analysis of the cleaning task. The plots show the cleaning efficiency on a variety of
surfaces as a function of the robot’s averaged in situ power. The green line shows the linear
regression performed on the data (N = 3).
Finally, for the cleaning of the 14 x 6 mm2 crack (Fig. 2.8c), data are moderately explained by a
linear regression
ηcleaning,crack = 0.041 ·probot−0.47 (R2 = 0.74) .
Robot 7 had a good score, but it is also the one with the highest instantaneous power.
In conclusion, the suction power does not really help when dealing with a flat and smooth
surface. The design of the brushes is the primary concern in this case. However, suction
power does become the main tool on a hard and uneven surface. Current robots do not adapt
themselves with respect to the surface they are on, but it would be conceivable to modulate
the suction power as a function of the actual ruggedness. This would spare energy on the
vast majority of the cases, while keeping the possibility to clean rough surfaces with a decent
efficiency.
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2.5 Discussion
Based on in situ and global power measurements of existing products, the influence of some
technologies could be determined. From this analysis, it is established that robots required to
fully cover an area have a clear advantage, from the energy point of view, if they can rely on an
embedded SLAM system. Ceiling Visual SLAM and Laser SLAM are clearly advantageous for
energy consumption in that they reduce the coverage time, and they have a relatively small
impact on the instantaneous power. However, no conclusion could be drawn between the two
SLAM systems.
If we take a systemic approach, the entire energy chain has to be considered, starting from the
charging up to its final usage. As noticed during the experiments, the efficiency of commercial
charging stations is rather low, with important losses in the electronics. Li-ion batteries, when
properly used, also benefit from the efficiency of the energy storage. However, because they
are more expensive compared to Ni-MH technology and need dedicated recharge electronics,
their adoption is for now limited in such devices.
Regarding the total coverage, some of the SLAM-enabled robots underperformed compared
to the others. This results from the path planning strategy, as some locations can be missed
if only a coarse displacement is performed. It is believed that such problems are a matter of
fine-tuning the system. To add a Visual SLAM-based navigation into a product, the price is
mainly driven by the cost of the processor and camera boards. As the smartphone market
expands, the cost of such components rapidly decreased during the past years.
Finally, we have the necessary elements to answer this question: Compared to a manual
vacuum cleaner, does a robot perform better in terms of energy? We will focus on the setup of
Fig. 2.2c (p. 11). With a robot consuming roughly 20 W (Robots 1 to 5 on a concrete floor), it
will take around 15 minutes for the fastest one, equaling an amount of 18 kJ. On the contrary, a
human will take about 5 minutes with a vacuum cleaner, consuming usually 1000 W or more,
equaling an amount of at least 300 kJ. The robot consumes roughly 15 times less energy per
cleaning. If the robot completely replaced the traditional vacuum cleaner, its usage every day
of the week would spare about half of the energy consumed by a weekly manual vacuuming.
In reality, the robot will usually never completely replace the manual vacuum cleaner, as it
cleans less efficiently. For most users, the robot will engender a decreased usage of the manual
vacuum cleaner for spot cleanings, and it will help to keep an overall cleaned state by doing
frequent cleanings. However, actual figures depend on the considered group of users.
2.6 People Who Contributed to This Work
This work was made possible thanks to David Hamel, who performed all the trials and the
measures. Part of the robots were lent by Télévision Suisse Romande (TSR).
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3 Robotic Platform
In the previous chapter, we showed the significance of the energy considerations for the
efficient design of domestic robots, as well as how the use of a localisation technology can help
reduce energy requirements. However, to push our analysis further, we need a more modular
and versatile robotic platform to experiment with various concepts, ideas, and algorithms. This
chapter presents the robotic platform that will be used throughout this work. We introduce
the existing modules, explain the major features and summarize the main characteristics.
3.1 The Standard MarXbot Robot
The marXbot is a small form factor, modular robot developed between 2007 and 2010 by the
Laboratoire de Systèmes Robotiques (LSRO) at the École Polytechnique Fédérale de Lausanne
(EPFL). During the development, the main focus was on collective robotics, but it can be also
used in a variety of research fields, thanks to the standardized interface between the modules.
For example, modules were developed for the collective attachment of swarm robots [40], the
handling of magnetic building blocks [41, 42], the structured deposition of thermoplastic, and
even imprinting experiments between a robot and young chicken [43].
The standard version of the marXbot is shown in Fig. 3.1b. It includes, from bottom to top:
the mobile base, the attachment module, the range and bearing module, the infrared rotating
scanner, and the main computer. We will not use the attachment module, nor the range and
bearing module. A complete overview of these modules, and the robot itself, can be found in
[44, 45].
In this section, we will summarize the main design decisions concerning the subsystems that
play a key role in the remaining chapters of this thesis. We will focus on the mobile base, the
low-level and high-level controls, and the power management. The long-range sensors will be
covered in Sec. 3.2.
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(a) The mobile base. (b) The complete robot. Picture credits:
M. Bonani, et al. [45] ©2010 IEEE.
Figure 3.1 – The marXbot robot.
3.1.1 Mobility
The marXbot is propelled by its mobile base, shown in Fig. 3.1a, which is a self-contained
module. It has an outer diameter of 17 centimetres, which is rather small compared to other
robots with similar capabilities. The motion is produced by two geared DC motors, arranged in
a differential configuration. The output of each gearbox drives a treel, which is a combination
of a wheel and a track. The wheel offers good precision during the dead reckoning localisation,
while the track offers versatile mobility in a wide variety of terrains. In reality, the contact point
between the treel and the ground is not always well defined, leading to an increased error on
the odometry compared to a wheeled robot.
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Each motor is driven separately by its own microcontroller. The control is achieved at the
software level by three nested Proportional-Integral-Derivative (PID) controllers controlling
the current, the velocity, and the position1. The controller runs at 1 kHz, and the motor’s
state is computed based on the measured current, as well as the digital position encoder. The
control at the electrical level is achieved by generating a Pulse-Width Modulation (PWM) to
drive the power electronics.
3.1.2 Short-Range Sensing
When using the standard configuration of the marXbot, the environment close to the robot is
sensed by 24 short-range sensors mounted on the mobile base. They are working based on the
reflected intensity of a pulsed infrared beam. They have a usable range of 5 centimetres, which
is enough to detect and avoid obstacles but is too short-sighted for mapping applications.
Other sensors are also available, even if they are not used in the scope of this work. We have,
for example, ground infrared sensors, an Inertial Measurement Unit (IMU), a Radio-Frequency
Identification (RFID) tag reader, or a set of microphones. The interested reader can refer to
[44] for more details.
3.1.3 Low-Level Design of the Modules
Each module is completely independent from the others inside the robot. The control at the
level of the module is done by one or more microcontroller(s). All the microcontrollers used on
the marXbot are from the Microchip dsPIC33 family. They are versatile 16-bit microcontrollers,
with an integrated Digital Signal Processor (DSP) core to perform advanced computations.
These microcontrollers are networked together using a Controller Area Network (CAN) bus.
This allows the easy exchange of messages between modules, as well as with the high-level
control if present. The CAN bus is a multi-master self-arbitrated differential bus [46], en-
abling each module to communicate with its neighbours without a centralized authority. The
microcontrollers are also networked using an Inter-Integrated Circuit (I2C) bus, which is a
master-slave synchronous bus [47]. This bus is used for some specific purposes, such as
waking up microcontrollers from their hibernation state.
A new technology was necessary to ease the development of the embedded programs inside
such a network of microcontrollers. Aseba was developed with such a goal in mind. It allows
the modular development of complex behaviours by relying on the execution of bytecode
inside a lightweight virtual machine executing on each microcontroller [48]. The code is easily
developed with the provided Integrated Development Environment (IDE) and loaded inside
the microcontrollers’ Random Access Memory (RAM) with a one-click step.
1 More details can be found inside “Rétornaz P., Magnenat S., Vaussard F.: MarXbot User Manual, (2012)”,
available online (last accessed: 5th September 2014):
http://mobots.epfl.ch/data/robots/marxbot-user-manual.pdf.
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(a) LSRO original computer board, based on a
Freescale i.MX31 processor.
(b) LSRO new computer board, based on a TI
OMAP3 processor.
(c) Gumstix Overo Computers-on-Module.
Figure 3.2 – Overview of the processing units.
3.1.4 High-Level Control
The high-level control is achieved by an embedded ARM processor located on a dedicated
module. The first version of the marXbot is using a Freescale i.MX31 (ARM1136v6k) running at
532 MHz. This processor is assembled on a small processor board, alongside 128 MB of RAM
and 32 MB of NOR Flash memory to store the bootloader and the Linux kernel. This processor
board is then connected on a motherboard, which is providing the necessary expansion
connectors such as the Universal Serial Bus (USB) and electrical connections with the rest of
the robot. The electronics is shown in Fig. 3.2a.
A new version of the processor board was designed for this work in order to expand the
capabilities by using newer hardware. A special focus was also placed on better low-power
performances by means of revised electronics and enhanced Linux support for low-power
states, Dynamic Voltage and Frequency Scaling (DVFS), and similar features.
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Table 3.1 – Specifications of the two Computers-on-Module used during this work. Both are
manufactured by Gumstix, and they are compatible with the motherboard designed during
this work.
Model Processor Memory Wireless Price
Name Frequency RAM NAND
(MHz) (MB) (MB) (US $)
EarthSTORM TI
AM3703
800 MHz 512 512 – 109.00
FireSTORM TI
DM3730
800 MHz 512 512
WiFi 802.11b/g
BT 2.0+EDR
189.00
The core of the new version is architectured around a commercially available Computer-on-
Module (COM) called Overo, which is sold by Gumstix Incorporated2. The advantage of this
solution is the flexibility offered by the large choice of compatible modules (17 as of this
writing), offering various processors’ variants, memory options, or wireless communications.
For the present work, two variants were selected. They are shown in Fig. 3.2c, and the principal
characteristics are detailed in Table 3.1. The main difference is the availability of the wireless
communication electronics, enabling the IEEE 802.11 WiFi and Bluetooth 2.0 Enhanced Data
Rate (BT 2.0+EDR) wireless channels in the case of the Overo FireSTORM. At the level of the
System on Chip (SoC), both are very similar and based on an ARM Cortex-A8 core with the
following on-chip cache architecture: 32 kB L1i, 32 kB L1d, and 256 kB L2. The AM3703 found
in the Overo EarthSTORM is lacking the TMS320C64x+ DSP core, as well as the POWERVR SGX
hardware graphics accelerator, but both are unused in the scope of this work. These on-chip
hardware blocks are not powered, and the corresponding clocks are disabled. As a result, the
power drawn by both processors’ variants is expected to be almost identical.
This COM is embedded on a new motherboard (Fig. 3.2b), which is similar in appearance
to the first design, as most of the external peripherals were kept. A major difference is the
addition of an on-board USB hub in order to provide up to four USB ports to interface common
robotics hardware (vision camera, Microsoft Kinect, etc.). Other differences include a reworked
CAN interface for better performance, and a reworked voltage regulators hierarchy to further
decrease the consumption when entering low-power modes.
The processor is running with a mainline Linux kernel3 (version 3.16 as of this writing), and a
customized user space root filesystem based on an ARM port of Ubuntu 14.044.
2 More information: http://www.gumstix.com.
3 Most of the patches developed during this work were successfully merged upstream.
4 More information: https://wiki.linaro.org/Platform/DevPlatform/Rootfs.
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(a) Assembled battery pack. (b) Opened battery pack.
Figure 3.3 – Overview of the battery pack.
3.1.5 Energy Management
The energy is at the core of our work, and it cannot be wasted. But within such a complex
system, with microcontrollers and power consumers distributed all around the robot, the
energy must be intelligently managed at all of the robot’s levels.
This endeavour begins with the battery pack, which embeds a high-precision Lithium battery
monitoring electronics, based on the Maxim DS2764 integrated circuit5. The current measure-
ment has a resolution of 3.125 mA, with a dynamic range of ± 12.8 A and a sampling frequency
of 1456 Hz. The voltage measurement has a resolution of 4.88 mV. The available energy with a
new battery pack is 37 Wh (or 135 ·103 J), with a rated current of 10.4 A. The assembled battery
pack is shown in Fig. 3.3a, and the inner details are shown in Fig. 3.3b.
The form factor of the battery, coupled with sliding contacts, allows the battery to be easily
exchanged. It was shown that a continuous operation is possible, 24 hours per day, when used
in conjunction with a custom automatic battery charger [49]. This can be advantageous for
certain type of robotic experiments, but in the present work, we are trying to achieve zero-
replacement through the use of harvested energies. This exchange feature is thus unused.
Now let us consider the global picture. The relation between the power providers and power
consumers can be summarized inside a power tree to show the hierarchy and the dependencies
between the modules and the components. Figure 3.4 shows such a power tree for a marXbot
robot constituted by the mobile base, some generic modules, and finally the processor board
on top. These three parts have specific behaviours with respect to low-power operations.
5 We describe here the voltage and current measurement capabilities of this integrated circuit, but this feature
is unused within the scope of our work. Indeed, a measurement at high frequency could cause itself an increased
power consumption, thus biasing the results. An external datalogger is used instead, as described in Appendix A.
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Figure 3.4 – Simplified diagram of the power distribution network for a marXbot robot con-
stituted by the mobile base (lower part), a generic kind of module (middle part), and the
processor board (upper part).
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Mobile Base
The mobile base hosts the battery pack, which is providing the power at a voltage varying
between 3.6 V (nominal voltage) and 4.2 V (maximum rated voltage). The power flows from
the battery by going through the first motor module, then the proximity sensors module, and
finally the second motor module.
The numerous Low-DropOut (LDOs) regulators along the way are powered by the battery, but
they may not be enabled (thus in low-power state). The LDO powering the microcontroller
on each module is disabled by default and can be enabled only by an I2C access to the I2C
General Purpose Input Output (GPIO) expander located on the proximity sensors module. The
user has the choice to make such an access from the main processor, from any microcontroller
on another expansion module, or from both. For practical reasons, the I2C GPIO expander is
always powered on, but the MCP23008 Integrated Chip (IC) has a maximum supply current of
1µA in idle state. The remaining LDOs are directly controlled by the corresponding microcon-
trollers, and they will be kept in low-power state as long as the controlled functionality remains
unneeded. The LDOs used in the mobile base (TI LP2992) have a typical idle consumption of
50 nA.
Apart from the GPIO expander, another component is always powered on by design: the power
electronics of each motor. This component (SI9986) has an idle consumption of 55µA at 4 V,
resulting in a power loss of 230µW. With a total of 6 ICs, this gives a total of 1.38 mW for the
typical losses.
To summarize, when the mobile base is in low-power mode, it will at least consume 1.4 mW,
the driving factor being the power electronics of the motors. As a comparison, this is what is
dissipated by a 10 kΩ resistor connected to a 4 V supply.
Intermediate Modules
Figure 3.4 depicts a generic extension module on top of the mobile base. As can be seen, there
is also a generic mechanism to turn off the LDO powering the microcontroller. The designer
of the module is free to use it or not. In both cases, it is also possible to use software to ask
the microcontroller to enter into a deep sleep mode by sending it a special CAN packet. Once
in this state, it can be woken up only by sending an I2C command to the microcontroller6.
On the marXbot’s modules, the most common family of microcontrollers is the Microchip
dsPIC33FJxxxMCxxx, with a typical sleep current of 211µA for the core. One should also take
into account the consumption of the I2C peripheral, as well as the power dissipated by the
LDO. In overall, the expected power consumption should be less than 4 mW in deep sleep.
6 Another implementation-specific interrupt would be also possible if no I2C bus is available.
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If the module has other functionalities, the corresponding LDO or DC/DC converters should
be controlled by the on-board microcontroller to turn off the features when unused. In any
case, the regulator should be turned off when the microcontroller enters the sleep state.
Processor Board
The processor board is constituted by the Gumstix Overo COM mounted on top of the moth-
erboard. The processor in itself is powered by its own set of regulators, known as the Power
Management Integrated Chip (PMIC). This is a complex piece of hardware that provides,
among other features, one boost converter, three buck converters, and ten LDOs7. It interacts
with the processor through a dedicated high-speed I2C bus and a few control signals to provide
the correct power sequence when switching power states.
The processor is even more complex. The ARM Cortex-A8 core shares the silicon die with
dozens of other peripherals inside the SoC. The Microprocessor Unit (MPU) inside the TI
AM/DM37xx SoC has five power domains with associated clocks8. Considering that each
power domain has four possible states (active, inactive, retention, and off), the MPU alone has
14 valid operating modes9. This does not even take into account the other major peripherals,
such as the interconnect buses, the memory subsystem, or the Memory Management Unit
(MMU). The SoC has a total of 16 voltage domains, 18 power domains, and numerous clock
sources. The kernel of the operating system — Linux in our case — is in charge of enabling
and disabling the resources when it deems necessary. The detailed analysis of such a system
is beyond the scope of this work, but we will strive to extract power figures for well-defined
operating conditions.
The motherboard has five LDOs and one boost converter, as shown in Fig. 3.4 (p. 29). Most of
them are always turned on, as the processor relies on them to communicate with the rest of
the robot, as well as with the outside world. However, the three LDOs controlling the camera
power domain can be controlled by the processor. The processor also controls two individual
power-hungry components: the CAN PHysical Interface (PHY) and the sound amplifier.
3.2 Extension Modules for Mapping
The basic version of the marXbot robot is severely short-sighted. Its proximity sensors can
only sense within 5 centimetres. To overcome this limitation, several scanning modules were
developed by numerous people within the scope of several other projects. In this section, we
will describe three extension modules targeting mapping applications. They all have radically
different designs, and they all embody the current state of the art in their respective category.
7 More information on the TI TPS65950 PMIC can be found inside the Technical Reference Manual (TRM) at
http://www.ti.com/product/tps65950.
8 They are ARM Core Logic, ARM L2 RAM, NEON Engine, MPU Interrupt Controller, and Debug Logic.
9 More details can be found inside the AM/DM37xx TRM at http://www.ti.com/product/dm3730, and inside
the ARM Cortex-A8 TRM at http://infocenter.arm.com/help/topic/com.arm.doc.subset.cortexa.a8.
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Figure 3.5 – The infrared rotating scanner module.
3.2.1 Infrared Rotating Scanner
The infrared rotating scanner was initially developed for the Swarmanoid project [40] and it
is described in details in [44, 50]. Figure 3.5a presents a simplified diagram of the module,
focusing on the power distribution chain inside the module. A picture of the module is shown
in Fig. 3.5b.
This module is split in two parts. The primary assembly is fixed to the robot and hosts the main
microcontroller. The secondary assembly is supported by the first one, and a motor actuates
its rotation along a vertical axis. A slip ring is usually used in such cases to transmit power
and data between the stationary and the rotating parts. But in order to reduce the cost and
increase the lifetime of the module, an air-core transformer is used instead to transfer energy
from the primary part to the secondary part. It uses a resonant inductive coupling at 228 kHz
and achieves an overall efficiency of 69%. The bidirectional half-duplex communication is
achieved with infrared Data Association (irDA) transceivers on both the fixed and the rotating
parts.
32
3.2. Extension Modules for Mapping
The infrared range sensors are embedded into the rotating assembly. Two sets of sensors are
used: short-range sensors (40 – 300 mm) and long-range sensors (200 – 1500 mm). The two
sensors inside the same set are placed back to back, while the two sets are shifted by 90◦. It is
thus possible to cover the whole range between 40 and 1500 mm by combining the readings
from both sets. This only works if the robot moves at low speed,however, due to the time shift
caused by the angle of 90◦ between the two sets of sensors. Each sensor is sampled at 60 Hz,
leading to a total bandwidth of 240 Hz. The rotation speed can be adjusted, therefore changing
the angular resolution.
The air-core transformer is an interesting idea. But its low efficiency, combined with the
multiplicity of infrared sensors, makes a potentially high power usage. This will have to be
validated in practice. We can finally note that this is not the only rotating module with infrared
sensors, but this is the most advanced one. The work of [51] achieved a low-cost module
(under $100), but with a bandwidth of only 30 samples per second.
3.2.2 Neato Laser Range Scanner
Neato Robotics is an American company that developed a family of robotic vacuum clean-
ers. Neato’s robots feature an innovative laser range scanner, coupled with a particle-based
Simultaneous Localisation and Mapping (SLAM) algorithm [36, 52, 53]. The Neato XV-11 has
already been tested in Chap. 2, and it was among the fastest robotic vacuum cleaners. An
extension module for the marXbot was developed based on the sensor extracted from one
of the Neato robotic vacuum cleaners and a reverse-engineered communication protocol.
Figure 3.6a presents a simplified diagram of the module, and Fig. 3.6b shows a picture of the
module mounted on top of the processor board. Compared to other laser sensors with similar
characteristics, this sensor is cheaper by an order of magnitude: its fabrication costs $30 [36],
and the robot is sold for less than $400.
This laser sensor computes the distance based on the triangulation of a 650 nm-infrared laser
beam. The emitting laser, the Complementary Metal–Oxide–Semiconductor (CMOS) camera
and the DSP are all embedded into the rotating part, while the power and data are transmitted
through a slip ring. The sensor is able to take scans with a field of view of 360◦ and an angular
resolution of 1◦.
The extension module is an interface between the marXbot and the sensor. The data coming
from the sensor are read by the microcontroller through a serial link, and the rotation speed
is controlled by the microcontroller. The power is shared between the microcontroller and
the sensor. Like other extension modules, the LDO supply can be disabled. But unlike other
modules, it is not designed to be stacked onto the mobile base but to be mounted on top of
the processor board. As a consequence, the enable signal is directly provided by one of the
GPIOs of the processor.
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Figure 3.6 – The Neato scanner module.
3.2.3 Hokuyo Laser Range Scanner
The laser range sensors manufactured by the Japanese company Hokuyo Automatic Co. have
been successfully used for several years by the robotics community. They are compact,
lightweight, and offer a good precision with a high bandwidth. A three-dimensional scanning
module was made for the marXbot with a Hokuyo URG-04LX mounted on a horizontal rotation
axis. Figure 3.7a presents a simplified diagram of the module, and Fig. 3.7b shows a picture of
the module mounted on top of the mobile base.
This laser sensor computes the distance based on the phase difference between the emitted
and received 785 nm-infrared laser beam. It uses two waves, modulated at 46.55 and 53.2 MHz
[54]. The scanning device uses a lightweight rotating mirror, while the rest of the optics is fixed
inside the housing. This makes scanning at a high frequency (10 Hz) possible. The sensor
provides scans with a field of view limited to 240◦ but a high angular resolution of 0.36◦.
The developed module acts as a simple interface between the marXbot and the Hokuyo sensor.
Due to the high bandwidth of the sensor, the data are not read by the microcontroller but
sent directly over a USB link to the processor. Like other extension modules, the power can
be disabled in order to save energy. This also cuts the power of the sensor by shutting down
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Figure 3.7 – The Hokuyo scanner module.
the DC/DC supply. The horizontal rotation axis is actuated by a DC motor, which is directly
controlled by the microcontroller of the module.
3.3 People Who Contributed to This Work
The marXbot was developed by a team of people at the LSRO laboratory. Michal Bonani
designed the mechanics, in collaboration with Tarek Baaboura. He also designed some of the
electronics, in collaboration with Daniel Burnier, Philippe Rétornaz and Simon Fivat. The
embedded software is the work of Philippe Rétornaz, with some help from Stéphane Magnenat
for the control framework. I designed the first version of the mobile base’s electronics, as well
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as the second version of the processor board. The first version of the processor board was
designed by Daniel Burnier and Valentin Longchamp. I also performed the Linux support for
the second version.
The infrared rotating scanner was developed by Michael Bonani, Philippe Rétornaz, and Tarek
Baaboura. The air-core transformer was done with the help of Paolo Germano. The Neato
module was engineered by Michael Bonani, and the embedded software by Philippe Rétornaz.
The Hokuyo was designed by Daniel Burnier (electronics) and Philippe Rétornaz (embedded
software), in collaboration with ETH Zürich (mechanics).
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Energy-Efficient Mapping
In Chap. 2, we performed a coarse power analysis of robotic vacuum cleaners with the aid of a
datalogger between the battery and the robot. We were able to gain a better understanding
of the situation with the analysis of energy-related metrics. We also proved how the addition
of a localisation technology can reduce the energy needs in the long run. This chapter will
specifically focus on the sensing capabilities that are required for mapping applications.
Chapter 3 presented the robotic platform that will be used throughout this work. Three
mapping modules were developed for the marXbot robot. All three modules use a rotating
scanner, but each one has some unique specificities and performance. In this chapter, we
will characterise these sensors and determine the influence of several external factors on the
quality of the measures.
We will also perform a detailed power analysis of each sensor to advance towards energy-
efficient robots. This analysis will be useful to compare the sensors between them and find
their advantages. A good sensor should consume the least energy possible, however, a low-
power sensor may have poor performance. Thus we need to define metrics that take into
account not only the raw performance but also the energy required to reach this result. A
tradeoff must be found.
We will first discuss the related work in Sec. 4.1, and describe our methodology in Sec. 4.2. Two
sets of experiments are performed. First, the characterisation of the sensors is conducted in
Sec. 4.3. We will of course analyse important attributes, such as the accuracy, but the impact
of several external factors is also studied. A power analysis is then done for each sensor in
Sec. 4.4. These two experiments are linked together in Sec. 4.5, principally by defining new
metrics to take into account both the performance and the power consumption. We will finish
with the discussion in Sec. 4.6.
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4.1 Related Work
Our first concern is the characterisation of mapping sensors. A number of metrics can be
used to assess the quality and usefulness of a sensor for such applications. The range and the
accuracy are of course two important aspects to evaluate. It is important to be aware that a
number of environmental parameters have an influence on the accuracy. For example, the
angle with respect to the object, the object’s material, or the sensor’s thermal drift can all play
important roles.
Not all the sensors under consideration received the same amount of attention from the
robotics community. As the infrared rotating scanner has a limited user base, it is not surprising
that the literature is very limited [50].
Even if the Neato laser scanner is mass-produced and more widely available, it has received
comparatively no attention. Its unavailability as a standalone component is a possible expla-
nation. Up to now, a full robot must be bought to get access to this sensor. The only available
characterisation data are from its seminal article [36], which describes the calibration proce-
dure used by the integrated electronics.
The Hokuyo URG-04LX laser scanner is currently the one with the most scientific coverage.
Like some other scanners before it (the Sick LSM200, for example), it has been widely adopted
by the robotics community and was used in numerous applications. Several scholars charac-
terised this sensor and considered its suitability for a variety of domain. For a good summary
of these publications, refer to [55]. If we focus on mapping applications, the characterisations
performed in [56, 57] are of interest, but the most complete and up to date one can be found
in [58]. The authors investigate the effects of a broad range of parameters on the accuracy.
An informative comparison of the Sick LMS200, the Neato laser scanner, and the Hokuyo
URG-04LX is performed by Rockey [59], targeting autonomous wheelchair applications. The
authors provide mainly qualitative data, unfortunately, as they are primarily interested in the
detection range of various objects. No rigorous comparisons are made regarding the other
metrics.
When we considered the corpus of all published work on mapping sensors, we were unable
to find publications related to power considerations. Up to now, this topic has been of little
interest for the robotics community, as researchers using these sensors were principally
focused on the high-level algorithms and applications. Likewise, we were unable to find some
metrics relating the performance of the sensor with the energy required to get these data.
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Figure 4.1 – Picture of the simple setup used to characterise the mapping sensors. The nominal
distance dn between the target and the sensor is measured with respect to the robot’s main
axle tree. The target makes a right angle with the robot.
4.2 Methodology
The core of Sec. 4.3 uses the measure of the distance between each sensor and a fixed target un-
der a variety of conditions. These measurements are performed inside our arena (see Sec. 2.3)
under controlled conditions. The target is a 50 x 50 cm2 square made of Medium Density
Fibreboard (MDF) wood. While most authors use a white target to perform characterisation,
this is not very representative of a real environment, especially when the sensor operates near
the limits of its sensing range. Note that some authors have compared measures while using
several types of targets [58].
The measures of Secs. 4.3.1 to 4.3.3 are performed with the setup pictured in Fig. 4.1. The
target is placed at a known distance in front of the robot, at a right angle with respect to the
centre line. The nominal distance dn between the target and the sensor is measured with
respect to the robot’s main axle tree. The nominal distance was independently measured with
a laser rangefinder (Bosch DLE40), which has a typical measurement accuracy of ±1.5 mm.
The measures of Sec. 4.3.4 are performed with the target placed at a known angle with respect
to the centre line. The angle is measured with a steel protractor that has a resolution of 1◦. The
overall angular accuracy with such a setup is not expected to be optimal, probably between 2◦
(at best) and 5◦ (at worst).
We wrote a simple acquisition software in C++ for these experiments. The principal interest
was to have customised software triggers at our disposal. With such a tool, it is possible to
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reduce the amount of useless captured data and consequently reduce the post-processing
time.
For the power analysis of Sec. 4.4, a custom four-channel power datalogger (see Appendix A) is
used. With this tool, it is possible to record the power consumed by various parts of the system
at the same time. The placement of the channels depends on the sensor under consideration,
which is further explained in the course of Sec. 4.4.
4.3 Characterisation
The complete characterisation of a range sensor is a broad topic. In this work, we focus on
the external factors that have an impact for an all-purpose mapping application. We will first
analyse the possible thermal drift that may affect the sensors and explore the downsides of
such an effect. The distribution of the noise on the data is also considered and compared
with a Gaussian model. Then, the principal analysis focuses on the relationship between
the distance to the target and the sensor’s output. A calibration model is also researched to
improve the accuracy of the sensors. Finally, the sensitivity of the sensor’s output with respect
to the angle made with the target is inspected.
4.3.1 Thermal Drift
Several authors reported a thermal drift with the Hokuyo scanner, due to the self-heating
process [56, 57, 58]. This thermal drift is best seen when cold-starting the sensor. A waiting
time of up to 90 minutes has been reported before observing stable data. Such behaviour was
also previously reported for the older Sick LMS200 [60], with a waiting time up to three hours.
We tested our mapping sensors to see if they are subject to this effect. The test is conducted by
placing the target at a fixed distance from the sensor (inside the known working range) and
taking measurements at a constant time interval since the sensor’s start-up.
Figure 4.2 shows the results for the three sensors. The infrared rotating scanner (Fig. 4.2a) does
not exhibit any correlation between the time and the measured distance. The same can be
said for the Neato scanner (Fig. 4.2b). The measured distance oscillates between three values
during the first 15 minutes, but the amplitude of this oscillation is only 0.2% of the total value.
This is interpreted as a small noise on the discretized measures.
As expected, the Hokuyo scanner has a rather strong dependency between the measured
distance and the run time (Fig. 4.2c). The measures stabilise after about 45 minutes, which is
faster than reported by some authors [57] but comparable to others [56, 58]. This difference in
the repeatability may be due to a variation of the sensor’s thermal conductivity, for example,
caused by a different mounting frame on the test bench. Thermal images of Fig. 4.3 show the
self-heating process. After 45 minutes, the sensor has heated by about 10 degrees. This heat is
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(a) Infrared rotating scanner — dn = 150 mm, ∆t = 60 s.
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(b) Neato scanner — dn = 500 mm, ∆t = 60 s.
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(c) Hokuyo scanner — dn = 500 mm, ∆t = 120 s.
Figure 4.2 – Results for the thermal drift test. The measured distance is plotted as a function of
the time. The horizontal axis is not identical between plots (N = 10 for each time bin).
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(a) After 10 minutes. (b) After 45 minutes.
Figure 4.3 – Thermal images showing the self-heating process of the Hokuyo scanner.
mainly concentrated in the lower part, where the spindle motor is located [54]. Afterwards, we
always waited for at least 60 minutes before starting the measures.
This thermal drift has two major consequences. First, it is a big constraint imposed to the final
user, who will have to wait for a long time before getting reliable measures. This also means
a bigger sensitivity to changes in the room’s temperature. Finally, from an energy point of
view, this leads to a waste of energy during the warm-up time. The effect of this loss will be
comparatively bigger if the user wants to use the sensor only for a short period of time. Both
the infrared rotating scanner and the Neato scanner have a clear advantage here.
4.3.2 Gaussian Noise Hypothesis
All the sensors have noise on the measures. The overwhelming majority of Simultaneous
Localisation and Mapping (SLAM) algorithms have explicit or implicit hypotheses regarding
the probability distribution of both the robot’s motion model and the sensor’s observation
model. Models with a zero mean uncorrelated Gaussian noise are used in most of the cases,
which result in algorithms that are computationally less expensive [30]. Only a few authors
have investigated the use of non-Gaussian noise for the motion model [61] or the observation
model [62, 63]. It is of interest to examine the noise distribution of the sensors at hand and
validate if this noise can be the result of a Gaussian process. Normal probability plots are
drawn in Fig. 4.4. On each plot, the dashed line shows the ideal distribution of the measures
according to a normal distribution. We repeated the measurement for each sensor with a
target placed at two different distances inside the working range. For each measurement, 1000
samples were collected.
The infrared rotating scanner consists of two short-range sensors and two long-range sensors
(Sec. 3.2.1). We tested both ranges by using a close target (Fig. 4.4a) and a distant one (Fig. 4.4b).
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(a) Infrared rotating scanner — dn = 200 mm.
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(b) Infrared rotating scanner — dn = 500 mm.
499 499.2 499.4 499.6 499.8 500 500.2
0.0001
0.00050.001
0.005
0.01
0.05
0.1
0.25
0.5
0.75
0.9
0.95
0.99
0.995
0.9990.9995
0.9999
Measured distance dm [mm]
Pr
ob
ab
ilit
y
(c) Neato scanner — dn = 500 mm.
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(d) Neato scanner — dn = 2000 mm.
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(e) Hokuyo scanner — dn = 500 mm.
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(f) Hokuyo scanner — dn = 2000 mm.
Figure 4.4 – Normal probability plots for the three sensors. For each sensor, two different
nominal distances dn are tested (N = 1000 for each distance).
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We can observe that this scanner is the one with the highest deviation from a normal distribu-
tion, compared to the two others. The noise distribution is not even symmetrical with respect
to the median.
The Neato scanner has a low level of noise when dealing with close targets (Fig. 4.4c). It
is consequently hard to analyse the distribution of such noise. With more distant targets
(Fig. 4.4d), the noise around the central tendency is close to a normal distribution, but values
are then underrepresented when moving away. If we draw a qualitative representation, the
noise follows a bell-shaped curve, but it is more densely packed around the central tendency
compared to a normal distribution.
Finally, when considering the short range, the Hokuyo scanner has a noise distribution that
is closest to a Gaussian process (Fig. 4.4e). The tail of its distribution slightly deviates from
normality though. When considering the long range (Fig. 4.4f), things are getting worse. The
tendency is inverted compared to the Neato scanner, and the curve is more spread out on
both sides of the central tendency compared to a normal distribution.
To confirm our visual conclusions, we can apply a statistical normality test. In all the cases, the
goodness of fit estimated using the χ2 test rejects our null hypothesis (the data comes from a
normal distribution) with the standard 5% significance level. In conclusion, statistically no
sensor has a normal distribution of its noise. Some are far from it, like the infrared rotating
scanner. The Hokuyo scanner is the closest one to a Gaussian process, but it also has more
noise compared to the Neato.
But at the end, does strict normality really matter? Both the Neato and Hokuyo scanners are
close realisations of a normally distributed noise, even if they statistically deviate from this
ideal model. In practice, mapping algorithms will be probably more affected if the distribution
is not zero mean, which relates to the accuracy of the sensor (see Sec. 4.3.4). Due to the non-
normal distribution of the noise, some statistical estimators, such as the standard deviation,
will be slightly biased. But all these sensors were already used in the past within SLAM
frameworks with some success, as these algorithms can cope with some imperfections on
the model’s parameters. However, it would be interesting to compare standard approaches
against the aforementioned methods proposed to handle non-Gaussian noise [62, 63].
4.3.3 Impact of the Target’s Distance
The principal characteristic of any distance sensor is its output with respect to its distance
with an object. Several metrics are of interest, such as the accuracy, the linearity, and the
noise on the readings. We will first qualitatively investigate the absolute error ∆d = dm −dn
on the measured distance for each sensor. The next section will investigate the feasibility
of a calibration model and its consequence on the accuracy. We placed the MDF target at
various distances with an increasing interval and then took 50 readings for each target to have
a representative amount of noise. As we are dealing with rotating scanners, we consider only
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(a) Infrared rotating scanner.
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(b) Neato scanner.
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(c) Hokuyo scanner.
Figure 4.5 – Absolute error ∆d as a function of the nominal distance dn . The horizontal axis
uses a logarithmic scale, and it is not identical between plots (N = 50 for each distance).
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the readings that are on the centre line. A calibration procedure was first carried out before
any measures to guarantee the sensor’s alignment with the target. The results are shown in
Fig. 4.5.
The infrared rotating scanner is a bit exotic, as it embeds two short-range (40 – 300 mm) and
two long-range sensors (200 – 1500 mm). We merged together the data from the short-range
sensors and likewise for the long-range sensors. This gives two series of data (Fig. 4.5a). The
short-range series outputs meaningful data between 100 and 300 mm. The sensors can take
closer measures, but we are limited by the volume of the robot. Beyond 300 mm, the error
starts to grow linearly with the distance as the sensor saturates. Regarding the long-range
series, no reliable data can be taken below the distance of 450 mm, and the error starts to
be significant after 1000 mm. If we superimpose the two series, we have a dead zone, as it is
almost impossible to get reliable data between 300 and 450 mm.
The Neato scanner has a linear response between 200 and 1000 mm (Fig. 4.5b). We can discern
a constant bias, which is possibly due to a discrepancy between the origin of the sensor and
the robot’s centre. Regardless, this can be easily corrected afterwards with a calibration model.
Between 1000 and 4000 mm, we notice an increase of the error but with a rate inferior to the
saturation level. A calibration model may be possible, which is investigated in the next section.
The Hokuyo scanner is the sensor with the smallest error on the working range out of the
box (Fig. 4.5c). The error below 300 mm is a bit unsteady, with some high values and no
clear tendency. Above 300 mm, the error apparently follows a third-order model as previously
noticed by [58]. This will be investigated in the next section.
4.3.4 Calibration Model
As noted in the previous section, some more work is necessary to get accurate measures with
these sensors. We have to fuse together both data series for the infrared rotating scanner.
The Neato scanner has a growing error for ranges beyond 1 metre. And the Hokuyo scanner,
while the best among the others, is not yet perfect. We will attempt to devise good calibration
models and assess the resulting accuracy.
Infrared Rotating Scanner
The major challenge with the infrared rotating scanner is the fusion of the two ranges into a
consistent output. Figure 4.6a shows a close-up on the two series, with the saturated values
removed. The dead zone between 300 mm and 450 mm becomes evident. A simple algorithm
can be used to fuse both series together: we use the short-range sensor if the long-range sensor
gives no readings. Otherwise, we use the long-range reading. The resulting relative error is
plotted in Fig. 4.6b. The accuracy and the noise are both not very satisfactory.
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(a) Absolute error as a function of the nominal distance dn (N = 50 for each distance).
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(b) Relative error on the filtered sensor as a function of the nominal distance dn
(N = 50 for each distance).
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Figure 4.6 – Calibration steps for the infrared rotating scanner.
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To better show the problems, the test environment of Fig. 4.6c is used. The sensor is placed on
the central axis of the arena with walls on both sides at 2 metres apart. The wood target is at 1
metre on the front and another wall behind at 33 centimetres. The corresponding scans are
plotted in Fig. 4.6d. We can notice the saturation of the sensor at around 1 metre when there
is no obstacle. We could get rid of these spurious data, but this would imply an aggressive
filtering and shorten the usable range even more.
There are some phantom points around the edges of the target. This behaviour is not symmet-
ric with respect to the target. This asymmetry is probably caused by the direction of rotation
(clockwise) and some spurious reflections on the side of the target. Overall, the quality of this
scanner is low, and it is difficult to make it usable inside a spacious environment.
Neato Scanner
We noted earlier two distinct error models. Before 1000 mm, the sensor experiences a constant
bias. By performing a linear least squares analysis, this bias is estimated to -14 mm. The
resulting linear error model is shown in Fig. 4.7a.
Above 1000 mm, a quadratic error model is fitted onto the data, as shown in Fig. 4.7a. The
estimated error ∆̂d , as a function of the measured distance dm , is
∆̂d =
= dm − dˆn = 2.35 ·10−5 ·d 2m −0.0196 ·dm −21 . (4.1)
As a consequence, the model for the estimated distance dˆn , as a function of the measured
distance dm , is
dˆn =
dm +14, if dm ≤ 1000−2.35 ·10−5 ·d 2m +1.02 ·dm +21, otherwise . (4.2)
The absolute error between the estimated distance dˆn and the nominal distance dn is shown
in Fig. 4.7b, and the relative error is given in Fig. 4.7c. With our model, we can bound the error
to ±1% of the nominal distance on the whole range (200 – 4000 mm). The precision and the
noise are especially good below 3000 mm.
Hokuyo Scanner
With the Hokuyo scanner, we noticed a trend on the error for larger ranges. As with the
Neato scanner, we can fit a third-order model by using least squares minimisation. We used
data above 600 mm, as the error appears less predictive below. The fitted model is shown in
Fig. 4.8a.
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(b) Absolute error dˆn −dn on the filtered data as a function of the nominal distance.
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(c) Relative error (dˆn−dn )/dn on the filtered data as a function of the nominal distance.
Figure 4.7 – Calibration steps for the Neato scanner (N = 50 for each distance).
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(a) Absolute error on the raw data as a function of the nominal distance and the
corresponding error model (above 600 mm).
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(b) Absolute error dˆn −dn on the filtered data as a function of the nominal distance.
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(c) Relative error (dˆn−dn )/dn on the filtered data as a function of the nominal distance.
Figure 4.8 – Calibration steps for the Hokuyo scanner (N = 50 for each distance).
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Figure 4.9 – Polar plot of the data accumulated during 50 scans by the Hokuyo scanner with
the target at a nominal distance of 150 mm. We can see how the plane of the target is distorted
by the high error occurring between 125 mm and 150 mm.
The estimated error ∆̂d , as a function of the measured distance dm , is
∆̂d =
= dm − dˆn =−3.23 ·10−9 ·d 3m +2.66 ·10−5 ·d 2m −0.0563 ·dm +24 . (4.3)
The first polynomial root is at dm = 592 mm. As a consequence, the model for the estimated
distance dˆn , as a function of the measured distance dm , is
dˆn =
dm , if dm ≤ 5923.23 ·10−9 ·d 3m −2.66 ·10−5 ·d 2m +1.06 ·dm −24, otherwise . (4.4)
The absolute error between the estimated distance dˆn and the nominal distance dn is shown
in Fig. 4.8b, and the relative error is given in Fig. 4.8c. The error on the filtered data is better
compared to the raw data. The absolute error above 400 mm is bounded to ±10 mm, and
the relative error above 800 mm is better than 1%. The error on the short-range data (below
300 mm) is quite important with the Hokuyo scanner. We have an area between 125 mm and
150 mm where the error is even unexpectedly high (up to 20%). This can be visualised in
Fig. 4.9. The plane of the target is strongly distorted. Such behaviour was not observed by
other authors, but they used a coarser resolution for their measures at low range [57, 58] or did
not performed measures at low range [56]. The cause of this behaviour should be investigated
further.
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In summary, this scanner has a slightly better range compared to the Neato scanner, but data
between 125 mm and 150 mm are unusable. The behaviour of this scanner’s error is opposite
to the Neato scanner, as the Neato has good accuracy below 2500 mm, but is getting worse
above. In addition, data have more noise on most of the range compared to the Neato scanner.
4.3.5 Sensitivity to the Target’s Angle
Finally, we analyse the sensitivity of the sensor’s output with respect to the incident angle
with the target. Ideally, the sensor should be insensitive to the target’s angle; otherwise, the
perceived distance would be biased. As the angle of the target is usually unknown a priori, it is
difficult to correct this effect with a post-processing step. Results are shown in Fig. 4.10 with
the calibration models of the previous section applied on all the data.
The infrared rotating scanner has two series of data (Fig. 4.10a). The median of the long-range
sensors is little influenced by the angle, but the dispersion of the data significantly increases
with the angle. The dispersion of the short-range sensors is less impacted by the incident angle,
but the median suffers from a deviation. This deviation may be due to a small misalignment
of these sensors with respect to the central line. The higher increase of the dispersion for
the long-range series might be due to the higher distance from the target (500 mm instead
of 200 mm for the short-range series), resulting in a bigger cross-section of the beam. These
sensors are indeed less focused compared to a laser beam. In both cases, the readings are no
longer reliable above 70◦.
The Neato scanner is also visibly impacted by the incident angle (Fig. 4.10b). As the incident
angle increases, the median of the error shifts from -10 mm to +10 mm. Thanks to the low
noise of this sensor (at dn = 2000 mm), the absolute error stays bounded between -15 mm and
+15 mm. Just like the infrared rotating scanner, the readings are no longer reliable above 70◦.
The Hokuyo scanner seems less perturbed by the incident angle (Fig. 4.10c). The median of
the error is almost constant between 0◦ and 60◦. But due to the higher amount of noise on
the readings, the absolute error is bounded only between -25 mm and +10 mm. This is, in any
case, not better than the Neato scanner.
In summary, triangulation sensors (infrared rotating scanner and Neato scanner) are likely
more impacted by the target’s angle, compared to sensors using a measure of the phase shift
like the Hokuyo scanner. But the Neato scanner stays competitive with the Hokuyo scanner
when comparing the bounds of the absolute error, thanks to its lower noise.
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(a) Infrared rotating scanner — dn = 200 mm (short range) and dn = 500 mm (long
range).
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(b) Neato scanner — dn = 2000 mm.
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(c) Hokuyo scanner — dn = 2000 mm.
Figure 4.10 – Sensitivity to the target’s angle for each sensor (N = 50 for each angle).
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Figure 4.11 – Instantaneous power (in milliwatts) consumed by the processor and the infrared
rotating scanner during the boot sequence. The Low-DropOut (LDO) supply of the sensor
is then manually turned off (at t = 72 s), before being turned on again (at t = 82 s). Finally, a
power off sequence is initiated at t = 92 s.
4.4 Power Analysis
A detailed analysis of the power consumption is now performed for each sensor. As discussed
in Sec. 4.2, we use the four-channel power datalogger described in Appendix A. As an example,
Fig. 4.11 shows the instantaneous power consumed by the processor and the infrared rotating
scanner during a complete power on/power off cycle.
For our calculations, however, let us first define a few conventions. The datalogger samples
the signals with a sampling frequency fs or, conversely, a sampling period Ts . The measured
power is a discrete-time signal p[k]. Computing the energy under the discrete curve between
time t1 and t2 is easily achieved by using the piecewise constant interpolation
E =
k2∑
k=k1
p[k] ·Ts = Ts ·
k2∑
k=k1
p[k] , (4.5)
with k1 = t1/Ts and k2 = t2/Ts . It is often more convenient to compute the average power, as
it can be used to predict the energy required during a given amount of time. Likewise, the
average power between time t1 and t2 is computed as
Pav g = 1
k2−k1
k2∑
k=k1
p[k] . (4.6)
We also used this average power to perform a filtering of the signals plotted in Figs. 4.12 to 4.14.
In this case, the average is performed on a moving window, where the size of the averaging
window is defined by ∆tw = t2− t1 = Ts(k2−k1).
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4.4.1 Infrared Rotating Scanner
The power analysis of the infrared rotating scanner is shown in Fig. 4.12. A few interesting
points are worthy of interest. When looking at the overall view (Fig. 4.12a), the life cycle of the
sensor can be divided into four consecutive states.
At the beginning, the LDO supply of the sensor is turned off. During this state, the sensor
consumes around 20 mW. The supply is then turned on. During a short period of time, the
microcontroller is booting and consumes around 350 mW (Fig. 4.12b). The energy required
during this transitional state equals 0.23 J. The sensor is then ready to work and consumes
215 mW on average. This idle state requires about ten times more energy compared to the off
state.
The most interesting state happens when the sensor is performing a scan. On average, the
power needed for this phase is 2.25 W. If we look at the details (Fig. 4.12c), the instantaneous
power experiences short pulses at 7 W, followed by moments of low consumption. During the
pulses, the energy is transferred to the secondary stage, while in-between data are exchanged
using the infrared Data Association (irDA) transceivers (Sec. 3.2.1). This inductive coupling
generates a lot of noise on the power supply of the robot, especially if this supply has a high
internal resistance.
4.4.2 Neato Scanner
From an overall view, the power analysis for the Neato scanner (Fig. 4.13) is very similar to
the one of the infrared rotating scanner. The powered off Neato scanner consumes around
21 mW and 314 mW when in idle state (Fig. 4.13a). During the scanning process, and after the
stabilisation of the system, the sensor consumes around 1.07 W. This is about two times less
compared to the previous sensor. Likewise, this sensor also needs some time and energy to
initialise (Fig. 4.13b).
With some soldering work, we were able to record separately the power used by the motor
from the power used by the rest of the logics. A two-second close-up on the scanning phase is
shown in Fig. 4.13c. The brushed DC motor is not the principal consumer inside the sensor.
Indeed, with 350 mW on average, it consumes just two times less compared to the rest of
the electronics (710 mW). The power of the motor strongly oscillates, with a peak-to-peak
variation of 55% compared to the average value. A Fast Fourier Transform (FFT) analysis
shows a principal frequency at 8.21 Hz, which is exactly two times the measured rotating speed
of the scanner (4.17 Hz). This is logical because the power inside a load is twice its supply’s
frequency1.
1 Proof: if the supply voltage is v(t )=Vp sin(ωt ), then the current inside the load is i (t )= v(t )ZL . Consequently,
the power is p(t )= v(t ) · i (t )= V
2
p
ZL
sin2(ωt )= V
2
p
ZL
1
2 (1−cos(2ωt )).
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(a) Overview of the whole sequence: power off, idle, scanning, idle, power off.
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(c) Zoom-in of one second during the scanning sequence.
Figure 4.12 – Power analysis of the infrared rotating scanner (averaging window: 0.2 s).
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(a) Overview of the whole sequence: power off, idle, scanning, idle, power off.
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(b) Zoom-in on the start-up sequence with the computation of the start-up latency
and energy.
35 35.2 35.4 35.6 35.8 36 36.2 36.4 36.6 36.8 37
0
200
400
600
800
1000
1200
1400
Time [s]
P
o
w
er
[m
W
]
 
 
Sensor p(t)
Sensor P
avg
Sensor logic p(t)
Sensor motor p(t)
(c) Zoom-in of two seconds during the scanning sequence.
Figure 4.13 – Power analysis of the Neato scanner (averaging window: 0.2 s).
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4.4.3 Hokuyo Scanner
Similarly to the other two sensors, we can measure the power required by the different states
of the Hokuyo scanner (Fig. 4.14). The powered off Hokuyo scanner consumes around 11 mW
and 206 mW when in idle state (Fig. 4.14a). During the first few seconds of the scanning state,
the power is momentarily higher, before reaching an average value around 2.52 W. When
looking at the details (Fig. 4.14c), the power is much steadier, with a peak-to-peak variation of
only 4% compared to the mean value. Indeed, this device is using a brushless DC motor with
regulation electronics.
From an energy point of view, one of the main concern of this scanner is the amount of energy
required for the start-up and the warm-up sequences. The initialisation of the electronics
does not require a lot of energy (Fig. 4.14b). On the contrary, there is a delay of 22 s between
the start of the scanning sequence and the first data, which represents 56 J of lost energy. But
worse, we saw in Sec. 4.3.1 that this sensor needs a consequent warm-up time. If we have to
wait 45 minutes before getting reliable measures, we need around 6800 J just for doing nothing.
If we plan to use this sensor during several consecutive days, this expense might not be too
tremendous. Otherwise, this is a serious handicap for any energy-wise robot.
4.5 Concluding Analysis
We have characterised the performance of the three sensors when measuring the distance to
a target (Sec. 4.3), including the negative influence of several external factors. We have also
performed a power analysis during different activation states (Sec. 4.4). Would it be possible
to define a metrics to link both fields together? In such a case, which sensor is the most
energy-efficient?
As we saw, our sensors can be set in three different operational modes: powered off, idle, or
scanning. We have summarized the power required by each mode in Table 4.1. Each mode
consumes roughly ten times more power compared to the preceding one. The weight of
each mode inside the total energy budget depends on the exact user scenario, and it cannot
be anticipated. The idle mode might be negligible, for instance, or used 99.9% of the time
depending on the activation profile. So for the efficiency metrics, let us focus on the scanning
mode, where most of the power is consumed.
While scanning, the sensors have a number of interesting characteristics. We already discussed
the accuracy and noise. We also tested the maximum range. Another important characteristic
is the data bandwidth BW , which is the number of points measured per second. We have
experimentally estimated this bandwidth, and the results are also shown in Table 4.1. Con-
cerning the infrared rotating scanner, the raw bandwidth is actually twice the reported value
(four sensors at 60 Hz), but we have to fuse the short-range and long-range sensors together.
This effectively divides the practical bandwidth by two.
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(c) Zoom-in of two seconds during the scanning sequence.
Figure 4.14 – Power analysis of the Hokuyo scanner (averaging window: 0.2 s).
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Table 4.1 – Summary table for the power analysis of the three sensors. The upper part of the
table reports the average power measured for the three operation modes. The middle part
reports data related to the performance of each sensor, such as its data bandwidth. Finally,
the lower part presents a number of computed metrics to assess the energy efficiency of each
sensor.
Infrared Scanner Neato Scanner Hokuyo Scanner
Average power
– Powered off [W] 23 ·10−3 21 ·10−3 11 ·10−3
– Idle [W] 0.22 0.31 0.21
– Scanning [W] 2.27 1.07 2.52
Data bandwidth
[1
s
]
120 1500 6820
Range
– Maximum range [mm] 1000 4000 5000
– Bits per point [bit] 10 12 13
Efficiency metrics
– Energy per point [J] 18.9 ·10−3 713 ·10−6 370 ·10−6
– Energy per bit
[ J
bit
]
1.89 ·10−3 59.4 ·10−6 28.4 ·10−6
Energy losses
– Start-up energy [J] 228 ·10−3 38 ·10−3 211 ·10−3
– Warm-up energy [J] 0 0 6800
We can already define the first energy-efficiency metrics. Dividing the scanning power by the
data bandwidth informs us about the energy necessary to acquire one data point. This metrics
does not take into account the quality of each measure, but it is used to scale the power with
the amount of measures produced each second. Results are shown in Table 4.1. Even if the
power consumed by the three sensors is inside the same order of magnitude, we have a big
disparity on the data bandwidth. At the end, the energy needed to acquire a measure is highly
uneven. The infrared rotating scanner is the worst of all, as it requires 26 times more energy
for a single point compared to the Neato scanner. And the Neato scanner requires itself two
times more energy compared to the Hokuyo scanner. Even if the Neato scanner is the one
with the smallest power requirement, it only comes second due to its lower bandwidth.
This first metrics does not take into account the intrinsic nature of each data point, but only
their number per second. For the second metrics, we can easily integrate the range of each
sensor inside the calculation. Taking into account that all the sensors provide a measure
x in millimetres, we can estimate the number of bits necessary to encode the information
with
⌈
log(max(x))/ log(2)
⌉
if all the measures inside the range are equiprobable and uniformly
distributed. If we divide the first metrics by this number, we get the necessary energy per bit
of information (see Table 4.1). In this case, the difference previously noticed with the first
metrics is even bigger, due to the small range of the infrared rotating scanner and the longest
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range hold by the Hokuyo scanner. Now there is a difference of more than 60 between both
ends of the scale.
This second metrics is still not perfect. It does not take into account a number of important
pieces of information, such as the noise or the accuracy of each sensor. But integrating such
information inside the metrics is harder, partly due to the correlation between these quantities
and the nominal distance of the object. To alleviate some of these problems, we could use
the entropy. With such a measure, we can take into account a more complex probability
distribution of the data points inside the range of the sensor. But this is still a very synthetic
metrics, as it will not be possible to take into account all of the possible effects on the sensor.
A good solution is to define the metrics inside a real, well-defined environment. By placing the
sensor at a known fixed location, we can build a static map of the environment as seen by the
sensor. If we can compute the disparity between this map and the ground truth, for example,
by using the Hausdorff distance [64, 65] or the Mahalanobis distance [66, 67], we can get an
overall assessment of the sensor’s quality. This figure can then be used to define a better energy-
efficiency metrics. Some work is of course necessary to design an informative environment
around the sensor. This was not carried out in the present work because we judged the
previous energy-efficiency metrics to be satisfactory enough as a first approximation.
A last question remains, however. We have not taken into account the transition energy
between the operational modes. As we saw in Sec. 4.4, some energy is lost when powering
on the sensors due to the start-up latency. In addition, we saw in Sec. 4.3.1 that the Hokuyo
scanner has a substantial thermal drift, which forces the user to wait for at least 45 minutes
before getting stable data. To account for these effects, the start-up and warm-up energies
are computed and shown in Table 4.1. The start-up energy is probably insignificant for most
users. On the contrary, the warm-up energy required by the Hokuyo scanner can be a major
problem for most service robotic applications.
4.6 Discussion
The three sensors considered in this chapter are all very different, based on the working
principle, the level of performance, and the power necessary during the entire life cycle. To
this end, the choice of a particular sensor depends on the application. Some users might focus
solely on the performance. In such a case, if a low level of noise is required, the Neato scanner
is a good candidate. If the accuracy above 3 m or a high bandwidth are important criteria, the
Hokyuo scanner should be used.
But for a mobile robot, the energy required for the operation of the sensor is also an important
piece of data. It is not easy to give a one-size-fits-all metrics, as several considerations should
be taken into account inside the global energy balance. This heavily depends on the usage
profile over time. In our case, we are planning to use the sensor for maybe one hour per day
and then shut it down for the rest of the time. The warm-up cost of the Hokuyo scanner, both
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in time and energy, becomes prohibitive under such circumstances. This is why we have
decided to use the Neato scanner during the final experiments of Chap. 6.
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5 Theoretical Framework for an Indoor
Harvesting Robot
In Chap. 2, we introduced the importance of the energy for indoor service robots. Energy
is a scarce resource, and a mobile robot has to store it inside a battery. A frequent recharge
is needed due to the limited capacity of current technologies. Chapters 3 and 4 presented
the features of the marXbot robot and summarized the strategies used to spare energy, while
providing a highly modular robotic platform. The present chapter will dig into the topic of
energy harvesting, and we will try to find a suitable energy source for indoor service robots.
Our overall goal is to find innovative energy supplies in indoor environments with enough
power to fulfil the needs of common mobile robots. We saw examples of such robots in Chap. 2,
but our work is not limited to robotic vacuum cleaners. For example, we can think about
applications such as floor scrubbing, patrolling, or remote presence robots. Robotic vacuum
cleaners are nice examples, because they set a high bound on the required energy. Our study
is split in two halves. The present chapter will explore the available energy sources, set up a
reasonable scenario, and provide a framework to compute the theoretical upper bound on the
available energy. The next chapter will use a physical robot to evaluate the feasibility and get a
practical upper bound.
We have divided the work into several steps. A survey of the possible sources of indoor
energy is conducted in Sec. 5.1, with a focus on the renewable energies and on the achievable
performances regarding our application1. The envisioned scenario is then detailed in Sec. 5.2,
including a look at the related work from other scholars and the definition of the hypotheses
used throughout this work. Our theoretical framework is developed in Sec. 5.3 and Sec. 5.4,
and a concluding analysis is performed in Sec. 5.5.
1 Parts of Secs. 5.1 and 5.2 were previously published in [68].
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5.1 Indoor Energy Harvesting for Service Robots
Wasted energy is environmentally ubiquitous and represents a potentially cheap source of
power. We will present a short survey of available power technologies with an emphasis
on renewable energies in indoor environments. Comprehensive books and state-of-the-art
reviews already exist [69, 70, 71, 72] but usually focus on energies that are unavailable in our
indoor setting.
In previous works, authors have often considered the use of scavenged energy in order to move
robots around, but at present, only a few people have actually managed to do so, especially
indoors. This is mostly due to either the small power density of the source or the difficulty
in predicting the spatial and temporal distribution in a reliable way. For example, mobile
harvesting is addressed in theory with outdoor unmanned vehicles by [73]. They conclude
with the possibility of using solar and kinetic flow energies to power devices in the range of 1∼
10 W. Solar power is also commonly used in outer space exploration robots with some success
[74]. The EcoBot-II is quite original, in the sense that it embeds a microbial fuel cell converting
unrefined insect biomass into electricity [75]. However, this gives just enough energy to allow
it to travel a few centimetres.
Most of the service robots will have to move around for their mission, implying higher ener-
getic needs. But self-mobility is not always mandatory. By exploiting the interactions already
in place between the humans and those specific objects, the humans can be used as a trans-
portation vector, thus lowering the requirements. This concept is called parasitic mobility
[76]. For example, the robotic glasses designed by [77] are used like normal glasses most of the
time, except when they are empty and autonomously go back to get refilled. But unfortunately,
this concept is hard to apply to most kinds of service robots, as the human is expecting it to
perform its task autonomously, without any human support in the loop.
5.1.1 Heat
Heat is a universal source of energy around us, which is part of the wasted power generated by
thermal engines and exhausts, by poorly insulated buildings, and even by the human body.
Thermal energy scavenging devices are primarily ruled by the laws of thermodynamics. Their
efficiency η is inherently limited by the Carnot cycle
ηC = TH −TC
TH
= ∆T
TH
, (5.1)
where TH and TC are the temperatures of the hot and cold sides, respectively [78]. The tem-
perature gradient ∆T should be maximized, favouring applications such as in the automotive
industry [79] or power dissipation in electronic devices [80]. Making use of thermal gradients
is, however, not well suited for obtaining energy under ambient conditions. For example,
when applied to scavenging energy between the human body (TH =309 K) and the ambient air
(TL=293 K), the maximum achievable efficiency is a mere 5.2%.
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The total efficiency will moreover be lowered by the non-ideal nature of the transducer. The
conversion of the heat into electricity is the most widely used solid-state technology at low
temperature. As presented by Min in [69, Chap. 5], Thermoelectric Generators(TEGs) are
mainly based on the Seebeck effect. A temperature gradient ∆T applied to a junction will
generate a voltage Vab , following
Vab =αab∆T , (5.2)
where αab is the Seebeck coefficient of the considered junction. Optimizing a TEG is first a
matter of material engineering. For ambient temperatures, with Bi2Te3 used in the case of the
human body, the expected overall efficiency falls around 0.91%.
Seiko was the first company to release a watch powered by human body heat [81]. Using this
strategy, it is also feasible to power wearable sensor nodes, providing about 100µW when
placed on the wrist [82]. A TEG half-buried in the soil can provide up-to 1 W/m2 (peak) to
an outdoor sensor node, by exploiting the temperature difference between the buried side
and the side exposed to the ambient air [78]. Low-cost materials are also foreseen [83], but no
major progress regarding efficiency is expected.
5.1.2 Light
The sun is a huge source of energy, which can be easily exploited by solar cells, at least during
daylight. Indoor, room lighting is another ubiquitous source of energy2. The first calculators to
rely solely on this source were already designed in the 1980s [84]. There are some discrepancies
in the literature regarding the peak power levels available from the visible electromagnetic
spectrum. The most widely accepted values are presented in Table 5.1 based on [69, 72, 85].
The efficiency of photovoltaic cells is rather low, compared to solar heating systems. Most
industrial cells will have at most 20% efficiency, and this figure heavily depends on a number
of factors. For example, one should take care to note the angle between the panel and the
incoming beam, the current illumination level [86], or the spectral sensitivity of the cell with
respect to the light source. The optimal technology thus depends on the considered light
source. Single crystal silicon is usually used for outdoor conditions, with an efficiency between
15 and 20% [87]. Thin film amorphous silicon or cadmium telluride cells are proposed for
indoor conditions [72]. In this case, the efficiency often drop down to a mere 10% due to
the low-lighting conditions [88]. The expected power densities at the output of the cells is
computed in Table 5.1 based on these values.
Other technologies exist, such as the dye sensitized cells [89] and the multi-gap cells [90]. This
latter technology is promising, but currently very costly because efficiency is increased by
the use of multiple band gaps inside the semiconductor material. This allows the capture of
2Strictly speaking, this is not a renewable source of energy like the sun, as it depends on human-supplied
electricity. But this is a universal source of wasted energy that one can take advantage of.
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Table 5.1 – Summary of the commonly admitted power densities in photovoltaic applications,
based on the type of light source and the atmospheric conditions. Based on the simplified
efficiency of most photovoltaic cells, the conceivable power production is computed. One has
to keep in mind that this view remains simplistic. For example, the solar power depends on
a number of parameters, such as the latitude, time of the year, atmospheric pollution level,
and so on. The indoor lighting also has a wide range of specific light types, each one with its
unique spectral density.
Light Source Conditions Raw Power Cell Efficiency Scavenged Power
W
m2
W
m2
Sun Clear Sky 500 – 1000 20% 100 – 200
Sun Cloudy 100 15% 15
Artificial Indoors 1 – 5 10% 0.1 – 0.5
photons from a wider range of wavelengths, consequently improving the harvesting of the
entire solar spectrum. For example, most of the spatial exploration robots use the solar power
by embedding multiple band gaps panels3.
5.1.3 Ambient Radio Frequencies
Nowadays, wireless transmissions and electromagnetic waves belonging to the Radio Fre-
quency (RF) band are everywhere: television, radio, and cell phones among others. It would
be tempting to exploit part of this radiated power.
The Friis equation can be used to compute the received power Pr in an antenna with gain Gr ,
assuming a wave of wavelength λ emitted at a distance d by an isotropic source of gain Gt and
propagating in free space, far enough from the emitter (far field condition)
Pr =Gr Gt P0
(
λ
4pid
)2
=Gr (Eλ)
2
4piZ0
, (5.3)
where the radiation impedance of free space, Z0, equals 377 ohms [91]. P0 is the emitted power,
while E is the field strength. When considering indoor conditions, the received power is closer
to Pr ∼ d−4. Assuming a unity gain and a field strength of 1 V/m at 2.4 GHz, the scavenged
power is around 3.3µW.
While the scavenged power is far too low for our use case, this is enough for wireless sensor
nodes [92] or Radio-Frequency Identification (RFID) tags, even at a distance of a few metres
[93].
3Radioisotope Thermoelectric Generator (RTG) is another common power source, used, for example, on the
Viking 1, Viking 2, and Mars Science Laboratory missions. The principle is based on a thermoelectric generator
powered with the heat produced by the decay of a radioactive element.
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5.1.4 Pressure and Temperature Variations
The daily atmospheric changes could also power devices. This technology has been in use
since the early 1900s, providing power to clocks [94], and more recently to watches [95], based
on a closed dilating volume. However, apart from the watch industry, no other device has been
powered by this kind of energy.
In fact, according to [96], a variation of 1 K or 400 Pa provides 3.5 ·10−3 J of energy. This would
be enough to power a small device with a consumption of 50µW for only 70 seconds. This is,
however, enough to power the “Atmos” clock for 2 days[97], which implies that this device has
an impressive power consumption of only 20 nW.
5.1.5 Gas and Liquid Flows
The fluid mechanics has long been exploited to scavenge energy in windmills and watermills.
This energy is also available inside houses, hidden in small air breezes generated by air-
conditioning or heating systems, as well as inside water and sewage pipes. This principle is,
for example, exploited by the self-powered shower handle [98], but at the expense of a reduced
pressure at the output.
According to the Betz law, for a flow of speed v considered over a surface A, only 59.3% of the
total power can be scavenged
Pmax =CP ·Pflow =Cp ·
1
2
ρAv3 where Cp = 16
27
≈ 0.59 . (5.4)
The power is proportional to the flow density ρ. Air and water have respective densities of 1.2
and 1000 kg/m3. This makes a theoretical power of 0.35 and 290 W/m2, respectively, when
considering a cross-section perpendicular to the current and for a flow speed of 1 m/s. Water
is undoubtedly more powerful.
Even if big mills tend to have an efficiency close to the Betz limit, small devices operating at low
speeds suffer from the increased mechanical and viscous frictions, reducing their efficiency
to about 1/6 of the Betz limit [99]. To scavenge energy from the air flow, most researchers
are using a custom rotor coupled with a standard DC motor operating in generator mode
[100, 101]. This can be enough to power sensor nodes [102, 103], but the available power
remains low under normal living conditions.
5.1.6 Mechanical
Mechanical scavenging is a broad topic, with numerous applications [104, 105]. However, to
the best of our knowledge, no real robot has been powered solely based on the mechanical
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work. Low-power sensor nodes are better suited, for example, to monitor the stress of life-
critical materials [106].
Several technologies are currently being studied [70]. Electromagnetic generators are simple
and widely used in the industry [107, 108]. Piezoelectric scavengers convert a stress into a
voltage, often using a lead zirconium titanate (PZT) ceramic [109, 110, 111]. Finally, electro-
static devices are based on a variable capacitor, operated either at fixed voltage or fixed charge
[112, 113, 114].
In the home environment, possible mechanical energy sources include machine vibrations
such as clothes dryers and microwave ovens, as well as low-amplitude vibrations such as
structural vibrations of the windows and walls [115]. The available power is low, however,
when compared to some industrial applications (engines, machine tools), something below
1 mW/cm3.
For some kind of service robots, scavenging human power could be an interesting solution.
Scavenging the power of the human gait could produce up to a few watts [116], but scavenging
too much energy would result in a disturbance for the user. The first research focused on
shoes, producing up to 230 mW [117]. Piezoelectric scavengers implemented in floors and
pavements are another option. A prototype [118] is said to produce 3.8 W with a walking
person.
5.2 Scenario
Now we have to determine the best scavenging technology for our indoor service robot, in
light of the scavenging options discussed in the previous section. Table 5.2 summarizes, in
its middle column, the theoretic upper bound power density that can be estimated for each
technology. This calculation takes into account the expected operating conditions, as well as
ideal energy transducers. The column on the right of Table 5.2 shows the achievable power
densities, given the current state of the art.
As an illustration, let us assume a 30 W service robot operating for 2 hours per week, resulting
in a weekly energy need of 60 Wh. Table 5.3 shows the computed feasibility boundary, based
on the figures of Table 5.2 and the estimated charging time slot per day. Several technologies,
such as the energy scavenged from the variations in air temperature, were already discarded
beforehand due to the extremely small attainable power density.
It can be noted how water and solar are powerful energy sources. Watermills have been used
for more than two millenniums4 to harvest the power of the rivers. Scavenging a water flow
could be really interesting, but a free flow is not a common phenomenon inside a house. The
sewage system would be a good candidate, but a service robot could be able to access this
4The earliest known written reference to the engineering of watermills dates back at least to the 3rd century BC
[119].
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Table 5.2 – Summary of the considered scavenging technologies for indoor service robots.
The first column shows the theoretic upper bound for the power density, under the given
conditions. The second column gives the achievable power density, based on the current state
of the art. Base units are mW and cm for an easier comparison at the robotic scale.
Source Upper Bound Power Practical Power
Solar Light 100 mW
cm2
Outdoors; Clear sky 20 mW
cm2
[87]
Artificial Light 0.1 mW
cm2
Indoors 0.01 mW
cm2
[88]
Radio Frequencies 0.003 mW f = 2.4 GHz; E =1 V m−1; Gr =1
Acoustic 0.96 ·10−3 mW
cm3
100dB
Thermoelectric 0.1 mW
cm2
On the body 0.02 mW
cm2
[82] a
Pressure Variation 7.8 ·10−6 mW
cm3
[72] ∆p =677 Pa
Temperature Variation 0.017 mW
cm3
[72] ∆T =10 K 20 ·10−6 mW [96]
Shoe Impact 8400 mW [116] 230 mW [117]
Vibrations 0.3 mW
cm3
[72] 0.10 mW
cm3
[105]
Air Flow 0.58 mW
cm2
2.54 m/s at Betz limit 0.10 mW
cm2
[100] b
Water Flow 480 mW
cm2
2.54 m/s at Betz limit 80.7 mW
cm2
Hyp.c
aOn the wrist
b2.54 m/s
c2.54 m/s; 1/6 of Betz limit.
Table 5.3 – Calculation of the feasibility boundary for several scavenging technologies, given
a fictive service robot consuming 60 Wh per week. Power densities are taken from Table 5.2.
The charge duration is estimated on a daily basis under optimum conditions. The estimated
boundary shows the minimum size for the considered transducer in order to reach the weekly
energy goal.
Source Power Charge Duration Scavenged Energy Feasibility
Density per Day per Week Boundary
Solar Light 20 mW
cm2
4 h 560 mWh
cm2
1 dm2
Artificial Light 0.010 mW
cm2
4 h 0.28 mWh
cm2
> 20 m2
Thermoelectric 0.020 mW
cm2
24 h 3.4 mWh
cm2
2 m2
Shoe Impact 230 mW 2 h 3.2 W h Several humans
Vibrations 0.10 mW
cm3
24 h 17 mWh
cm3
0.35 m3
Air Flow 0.10 mW
cm2
24 h 17 mWh
cm2
35 m2
Water Flow 80 mW
cm2
1 h 560 mWh
cm2
1 dm2
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(a) Mock-up view of a bedroom, with a robot wait-
ing for the child to come back from school. The win-
dow could maybe offer enough daylight to recharge
its batteries?
P(x,y,t)
MobileBase
Localisation
Control
Harvesting
(b) The solar harvesting robot, searching for the best
location. The intensity of the sun is not uniform,
due to the aperture in the wall, and its distribution
varies along the day.
Figure 5.1 – Schematic overview of the proposed scenario.
source of energy only with great difficulties. This would also increase the risk of flooding due
to the improper flow management.
Scavenging shoe impacts is interesting only in crowded locations, such as what was already
done on dance floors [120]. Other gathering places could be equally interesting, such as fitness
clubs or shopping malls. But no lightweight solution exists up to now, like a magic piezoelectric
carpet, and this requires an entire infrastructure to be installed into the floor of the buildings.
In such a case, photovoltaic cells on the rooftop could be a better and cheaper solution.
Let us finally come to the various lighting sources. Indoor lighting is common but would
require a huge photovoltaic panel to reach the weekly goal of 60 Wh. This leaves us with solar
radiations. It is true that the buildings protect people from most of the direct sunlight to
maintain comfortable living conditions. But sunlight can enter through apertures, such as
windows and dormers. Today, architects even tend to maximize the natural lighting in our
living spaces. This represents both a huge amount of free energy lurking on the floor of the
rooms. and also a considerable challenge.
Figure 5.1a shows a simplified view of a small bedroom, where an entertaining robotic box is
waiting for the children to come back from school. This application is a good candidate for
our scenario because this robot is expected to operate only a few hours per week. For the rest
of the time, it can wander around in search of a source of energy to recharge its batteries. And
most of the bedrooms have at least one window. If this window is oriented toward the south,
odds are that we can perform a significant part of the recharge process based on the incoming
sun during the day. But as depicted in Fig. 5.1b, the bright spot’s location on the ground varies
along the day and across the year. The robot will probably need to move in order to stay inside
the beam, but moving will cost some energy. A trade-off will have to be found.
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5.2.1 Related Work
No previous state of the art exists regarding the objective of scavenging the solar energy
coming inside a room through apertures made into the walls. There is, however, a good track
of sun-powered robots and related developments. We will first cover the few documented
examples of indoor photovoltaic robots, before covering the relevant state of the art for solar
robotics, with a focus on mobile robots.
Indoor Photovoltaic Robots
The robot of [121] seems to be the first attempt to power a micro-robot using a photovoltaic
cell (Fig. 5.2a). It is made of a miniature legged inchworm, with an integrated solar panel and
electronics, enclosed in an area of 3.6 x 1.8 mm2. One prototype was able to move 3 mm in 30
minutes, under the light coming from a fibre optic.
Other researchers have fitted the miniature robot Alice with solar panels [122] (Fig. 5.2b). They
used a 3000 ANSI lumens beamer as a power source, and achieved power densities of 7.1
and 27.8 µW/mm2 with crystalline silicon and thin film amorphous silicon photovoltaic cells,
respectively. The achieved power balance is unknown.
The work of [126] has achieved to increase the autonomy of the Boe-Bot robot by 15%, under
a light bulb of 20 W. They used four crystalline silicon cells, for a total area of 4.8 cm2. No more
details are known.
Another recent trend is the use of “solar engines”, mainly among the hobbyist community
[127, 128, 129]. The principle is very simple: a capacitor is used to store the energy from the
photovoltaic panel and restores it when the voltage reaches a certain threshold. Albeit very
cheap, this system can only drive a motor by burst, when exposed directly to the sun. It is used
in solar-enabled toys.
Outdoor Robots
We can list several reasons that motivate the installation of a solar cell onto an outdoor
robot: increase the longevity, access remote places far from the power network (deserts, other
planets), or maintain operations even during power outages.
Regarding exploration robotics, the “Cool Robot” is one of the most achieved designs [123,
130, 131] (Fig. 5.2c). It is a 160 W rover aimed at autonomously exploring the Antarctic. The
robot has been carefully designed, taking into account the light reflected on the snow, which
provides up to 40% of the total power. Although several tests were done in real conditions, no
tests were performed on the long run, as initially planned.
The study of [125] tries to assess the theoretic feasibility of powering a robot (Tribot) using
solar light in different configurations (Fig. 5.2e). With conditions of 4 to 5 kWh per day, it
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(a) Solar-powered, milligram robot. Picture credits:
S. Hollar [121]. All rights reserved.
(b) The solar “Alice” microrobot. Picture cred-
its: A. Boletis, et al. [122] ©2006 IEEE.
(c) The Cool Robot. Picture credits: J.H. Lever, et al.
[123] ©2007 Elsevier B.V.
(d) Indoor surveillance security robot using a solar
panel. Picture credits: H.T. Lee, et al. [124].
(e) Different solar designs to supply a mobile robot.
Picture credits: T. Marco, et al. [125] ©2010 IEEE.
(f) The Sojourner Mars rover. Picture credits:
NASA/JPL.
Figure 5.2 – Pictures of some state-of-the-art photovoltaic robots. This includes indoor robots
(a)–(b), outdoor robots (c)–(e), and space robots (f).
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concludes to the possibility of powering only the electronics, not the mechatronics. This robot
is, however, not designed to be energy-efficient, with a heavy locomotion and an electronics
drawing 2 W in idle state.
Regarding the possible applications, Lee [124] is aiming at building a patrolling robot (Fig. 5.2d).
Other researchers are investigating the use of solar energy for a power line monitoring robot
[132]. In the case of both preliminary works, no details are given related to the solar harvester,
nor the achieved performances. On the market, one can find a solar-enabled robotic lawn-
mower [133]. It is not designed to be powered solely using the sun, however, as its main power
source is a recharge outlet.
The integration of a solar-enabled mobile node has also been studied for wireless sensor
networks. The Robomote of [134] has a solar panel producing up to 54 mW of useful power,
which is not enough to sustain the platform but does enhance its lifespan. Rahimi [135] studies
the feasibility of cooperation between mobile and still nodes to power the whole network.
Using a small test bed of static nodes and Robomotes, it concludes the feasibility of using 40%
of mobile nodes, but no details are given on the experimental conditions.
Up to now, only a few people have investigated the sun tracking problem on a mobile robot.
The first work seems to be [136], where a tracked robot is fitted with a tilted solar panel and
four small photodiodes at each corner. The primary focus was the survival strategy, using
a set of neuronal networks to switch between several behaviours. The robot has randomly
navigated for 33 hours with success, putting itself in idle state when necessary. The robot
of [137] uses two light-dependent resistors to track the sun following the horizontal plane.
Results are inconclusive, however.
Outdoor Space Robots
Two of the three NASA robotic missions targeting Mars have used solar panels to power
the rovers. The design of space robots tends to be very conservative, using well-known
components to guarantee safe operation. The cost is not the main concern, however.
The Sojourner rover [138] (Pathfinder mission) was fitted with 0.22 m2 of GaAs/Ge solar panels,
providing up to 16 W of peak power at noon (Fig. 5.2f). The normal driving consumption was
about 10 W. Solar panels were designed to be the primary source of energy, as the primary
backup battery was used only to provide peak power. Regarding the power management, the
available power is roughly estimated using a temperature sensor, a short-circuited cell, and
an open cell. Actions are planned using a priori information. It has successfully operated for
three months.
Spirit and Opportunity robots (Mars Exploration Rover mission) use triple-junction cells,
arranged into one fixed and five deployable panels [139]. Rechargeable lithium batteries are
used to absorb the excess energy [140]. The predicted output power was 480 W, but the output
is more around 190 W (150 W/m2) when operating under good conditions [74]. The robots
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harvested up to 900 Wh per Martian day during the first days, a value which decreased down
to 600 Wh due to the dust covering the panels. The robots achieved an unexpected lifetime of
6 and 10 years respectively, and the Opportunity rover is still operating as of 2014.
5.2.2 Research Hypotheses
We will first set out a number of hypotheses that will be used throughout this work. This is
necessary because the research field is extensive and needs to be restricted first in order to
reach concluding results. It would be desirable to relax most of these constraints in a future
work.
South-oriented wall We will begin our considerations by using the ideal case of a south-
oriented wall without any obstacles on the outside (trees, etc.) that may cast a shadow
on our aperture and lower the incoming light.
Fixed latitude The latitude for most of the simulations, and later the experiments, is fixed to
Φ= 46.5◦, which corresponds to the latitude of the city of Lausanne in Switzerland.
Direct radiations Only direct radiations are considered, and thus diffuse illumination is
neglected. The validity of this hypothesis varies a lot depending on the room’s material,
but even with white walls, the amount of reflected energy will be at least an order
of magnitude lower compared to direct beams. Inside the experimental arena, the
measured diffuse illumination when both the artificial sun and the artificial lighting
were switched on never exceeded 10 W/m2. The same observation was repeated inside
several real rooms experiencing sunny conditions and reached the same conclusion.
Standard Test Conditions We are trying to stick to the Standard Test Conditions (STC), as de-
fined by IEC 61853-1, which are used to test the performances of solar panels worldwide.
The standardized input irradiance is fixed at Gn = 1000W/m2 with a light spectrum
as defined by the American Society for Testing and Materials (ASTM) G173 standard
[141]. This simplification has an important consequence. The variation of the incoming
irradiance, due to a longer or shorter path through the upper layers of the atmosphere,
is not taken into account. In place, the standardized irradiance is used, which means
that, in reality, the average incoming irradiance may be higher during the summer and
lower during the winter. Several models exist that predict the transmission ratio of the
atmosphere as a function of the incident angle. For a comparison example, see [142].
Clear atmosphere For this exploratory study, we are interested in the upper bound that one
can get with such a scenario. As a consequence, we are not introducing any atmospheric
disturbances, such as clouds or pollution. In reality, this would reduce the peak power
and thus the energy along the day. Knowing that a cloudy day will get only a fraction
of the usual illumination, this can be a serious limitation in reality. We will relax this
hypothesis in Sec. 6.5 by using statistics for the yearly sunshine duration.
74
5.3. Solar Mechanics
NS
Zenith Meridian
Equinox
June solstice
Decem
ber solstice
M
arch, Septem
ber
E
23.
45°
23
.4
5°
W
(a) Apparent motion of the sun with respect to a
fixed observer on Earth6. The position of the solar
plane depends on the day of year.
x
y
z
N
W
x'
S
ω
γ
α
(b) Reference frame used to describe the motion
of the sun (S) with respect to an observer placed at
the origin. The position of the sun is given by the
altitude α and the azimuth γ.
Figure 5.3 – Schematic views of the apparent solar motion.
Ideal window For this work, the window’s material is set to be ideal. Thus, the light trans-
mittance factor, as well as the refraction index, are neglected. In reality, only a part of
the incoming radiations will be transmitted, the rest being reflected or dissipated by
the glass material. The behaviour will depend on the rays’ incident angle and even on
the wavelength of the incoming light. Observed light transmittance ratios for standard
double glazing vary from about 0.5 to 0.8. Like the atmospheric conditions, this can
greatly impact the efficiency of the overall system.
Mobility on the ground We restrict the movement to the ground plane (z = 0), whereas the
aperture’s centre is located at z =Hw above the ground. This considerably simplifies the
simulations, without loss of generality.
5.3 Solar Mechanics
The trajectory of the sun in our sky has been studied since ancient times and used, for example,
in sundials. In our scenario, the shadow of the sundial’s needle is substituted by the bright
spot of the window on the ground. Let us first formulate the basic equations that describe the
movement of the sun in the sky with respect to an observer placed at a location with latitude
Φ on the Earth5. The reference frame is established as shown in Fig. 5.3b.
5Most of the equations in this section are from [143, Appendix B], excepted Eqs. (5.8) and (5.9).
6Adapted from http://physics.weber.edu/schroeder/ua/default.html. Original author: Daniel V. Schroeder.
Licensed under a Creative Commons Attribution-NonCommercial 3.0 Unported License (CC BY-NC 3.0).
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The apparent motion of the sun in the sky varies with the season. It travels high in the sky
during the summer (for the northern hemisphere) and stays low during the winter, as shown
in Fig. 5.3a. This seasonal variation is called declination and equals
δ= ² · sin
(
360◦
365
(d −81)
)
≈ 23.45◦ sin
(
360◦
365
(d −81)
)
, (5.5)
where d is the considered day of year. If we choose the day such as
{
k ∈N : d = 81+k · 3652
}
, an
equinox will happen (the length of the day will equal the length of the night). The summer
solstice (longest day) happens for d = 81+ 14 365, whereas the winter solstice (shortest day) is
for d = 81+ 34 365. ² is the axial tilt (or obliquity) of the Earth’s rotation axis and is at the origin
of the seasonal variations. Its value is approximately 23.45◦, but the obliquity is subject to slow
variations over the centuries7, as well as small periodic oscillations (called nutation) caused
by the tidal forces from the sun and the moon principally. Considering the precision required
by this work, these variations can be safely neglected.
The position of the sun on its circular trajectory, as a function of the current time, is called the
hour angle ω. By convention, ω= 0◦ when the sun is at the solar noon, which corresponds to
its highest point during the day. The hour angle equals
ω= 15◦(h−12) , (5.6)
with h being the current solar hour. The relation between the solar hour and the wall-clock
time is complex, as it depends on the current time zone, possible use of daylight savings time,
or the longitude. For simplification and generality reasons, we will stick to solar hours.
With δ andω in hand, it is now possible to deduce the apparent position of the sun as seen from
the observer. First, the solar altitude α is the angular height of the sun, relative to horizontal
plane
α= arcsin(sin(δ)sin(Φ)+cos(δ)cos(Φ)cos(ω)) . (5.7)
An important special case occurs at solar noon, when the sun reaches its higher altitude. In
this case, the solar altitude at noon (hereafter noted αn) equals
αn = arcsin(sin(δ)sin(Φ)+cos(δ)cos(Φ))= arcsin(cos(Φ−δ)) . (5.8)
If we restrict to latitudes such thatΦ−δ ∈ [0;180] (which impliesΦ> ² if we consider the whole
year, a condition always true for any points north of the Tropic of Cancer), this can be further
simplified to
αn = 90◦− (Φ−δ) . (5.9)
7 A good approximation for the obliquity over several centuries can be found in the Astronomical Almanac
published by the U.S. Naval Observatory [144].
76
5.4. Theoretical Framework
Secondly, the solar azimuth γ is the angle between the geographic north and the sun’s heading
(north-clockwise by convention):
γ′ = arccos
(
cos(Φ)sin(δ)−cos(δ)sin(Φ)cos(ω)
cos(α)
)
γ=
γ′, for ω< 0360◦−γ′, for ω> 0 . (5.10)
An important derived quantity for our scenario is the angle of incidence θ of a direct beam
relative to the normal vector for a south-facing surface, inclined by β relative to the horizontal
θ = arccos(sin(α)cos(β)+cos(α)sin(β)cos(ω)) . (5.11)
Indeed, if the incoming beam has a power density given by Gn , the power density projected
onto the tilted surface is given by G =Gn cos(θ).
5.4 Theoretical Framework
A simulation framework was built using Matlab in order to clear out a number of important
questions regarding our novel scenario. For example, what is the expected energy gain between
a motionless solar panel and a mobile object tracking the sun (for now, we will neglect the
energy required to move)? When can we expect a maximum energy income, and what is the
ratio with the worst period of the year? Or what is the influence of the principal geometric
parameters?
5.4.1 Case Studies
To explore the numerous possibilities and combinations offered by our scenario, we will define
a number of case studies. The aim is to get an upper bound of the energy received by a unitary
surface along the year. This also allows us to explore the relation between the received energy
and the system’s complexity. After all, a complex mobile robot may not be significantly better
when compared to a motionless flower pot.
If we consider the system as a whole, we can isolate several components with their own
Degrees of Freedom (DoFs). This breakdown helps to orthogonality analyse the system, and it
will be always possible to combine components together at a latter stage of the design.
To begin with, the base can be one of the following: a) fixed for the whole year, b) fixed during
the course of the day, or c) moving with the sun. The energy required to perform this kind of
tracking is expected to be linked to the frequency of the displacements, as well as the amount
of distance to be overcome. Thus, solution a) will be the less costly, but it will also provide
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Figure 5.4 – Reference frame of the solar panel inside the global reference frame (x, y, z) of the
room. The panel is located at ~p, with azimuth γp (north-clockwise) and inclination β (with
respect to the horizontal plane). The beam ~S is coming from the sun, and makes an angle θ
with respect to the panel’s normal vector. The centre of the aperture is located at (0,0, Hw ).
less energy along the year. Solution c) is the extreme opposite on the complexity scale. The
position of the base inside the global reference frame is set to ~p = (x, y). The origin (0,0) of the
frame is at the vertical of the aperture’s centre, with the x axis oriented towards the north, as
shown in Fig. 5.4.
Then, the solar panel can have up to two DoFs. Several sun tracking configurations are possible,
depending on the position of the rotating axes [145]. This usually has no dramatic influence
on the collected energy. For this work, we set the first axis to be vertical — i.e. collinear with
the robot’s axis of rotation — with a rotation angle γP (north-clockwise). The second axis is
horizontal, with an inclination angle β. Figure 5.4 shows this configuration inside the global
reference frame. This configuration has the significant advantage of possibly using the mobile
base to perform the tracking along the vertical axis. For our case studies, each axis can be fixed
at a given angle or can actively change its angle to track the sun.
We can define seven interesting cases, based on the combination of the above-mentioned
configurations. For each case study, we are interested in the yearly average energy received by
the considered location. Let us first define G(h,d ,β, x, y) as the instantaneous illumination on
a surface inclined by β at any given location (x, y), at time h (expressed in solar hours) during
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the day d . This function equals
G(h,d ,β, x, y)=
Gn cos
(
θ(h,d ,β)
)
, if (x, y) is in direct sunlight,
0, otherwise,
(5.12)
where θ(h,d ,β) is given by Eq. (5.11).
Case 1: The Lonely Flower Pot The object has no DoF; it stays at its fixed location for the
whole year. In this case the best location (x, y) to put this flower pot inside the room and
the inclination angle β of the solar panel can be optimised. For simplification reasons,
we will set the vertical rotation angle to 180◦ in order to have a south facing solar panel.
As we are expecting the optimal placement to be in the direct alignment of the window,
this is a reasonable guess. Although this case has no direct implication for a mobile
robot, it is useful in order to establish a lower bound on the available energy at any point
inside the room.
The map of the yearly average energy for a panel with a fixed inclination angle β is
expressed in Jm2·day and is computed as
Ec1,β(x, y)=
1
365
∑
d
∫
h
Gβ(h,d , x, y)d t . (5.13)
We can then search for the optimum location by using a global maximum search on the
entire map. By repeating this operation on the search space β ∈ [0◦;90◦], we can also
find the optimum inclination angle. The maximum energy is thus given by
Ec1,opt =max
β
(
max
x,y
(
Ec1,β(x, y)
))
. (5.14)
Case 2: The Optimized Flower Pot Compared to case 1, this object is placed at the beginning
of each day at location (x, y), where it will get the best illumination for the whole day.
This could be a human taking care of the flower pot or a service robot stopping its nightly
labour at the right location every day. We establish the yearly average energy as
Ec2,β =
1
365
∑
d
max
x,y
∫
h
Gβ(h,d , x, y)d t
 . (5.15)
As in case 1, we can search for the best inclination angle β by performing a global
maximum search, and the resulting energy is
Ec2,opt =max
β
(
Ec2,β
)
. (5.16)
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Case 3: The Sunflower Pot Compared to case 2, we add a tracking along the vertical axis.
The expected effect should be an improved energy accumulation along the day. Equa-
tions (5.15) and (5.16) remain valid, but we have to adapt the expression of θ(h,d ,β). In
this case, as the panel is always vertically aligned with the sun, cos(ω) is always equal to
1, and Eq. (5.11) simplifies to
θc3(h,d ,β)= arccos
(
sin(α)cos(β)+cos(α)sin(β))= arccos(sin(α+β))
= 90◦−arcsin(sin(α+β)) .
(5.17)
If we further restrict to small angles such that α+β ∈ [−90◦;90◦], this can be simplified
to
θc3(h,d ,β)= 90◦− (α+β) . (5.18)
In our simulation, we will use the general formulation given by Eq. (5.17).
Case 4 Compared to case 2, and opposite to case 3, we add a tracking along the horizontal
axis. This should also improve the energy accumulation along the day. In this case,
Eq. (5.11) simplifies to
θc4(h,d ,β)= θc4(h)=ω(h) . (5.19)
Case 5: The Evolved Sunflower Pot In this case, we combine case 3 and case 4 in order to
have a tracking along both axes. As the panel is always aligned with the sun, θc5 is always
null. Consequently, G(h,d ,β, x, y)=Gn when (x, y) is in direct sunlight.
Case 6: The Simple Robot We now have a mobile robot that is tracking the location of the
sun spot on the floor. As the robot can spin on itself, the tracking along the vertical axis
is a natural consequence. For this case, we fix the panel’s horizontal axis to an angle β.
If the global illumination map Gβ(h,d , x, y) is known, which is always the case in our
simulation, the path of the robot is unequivocally defined by
~p(h,d)= argmax
x,y
Gβ(h,d , x, y) . (5.20)
The yearly average energy in this case is computed by
Ec6,β =
1
365
∑
d
∫
h
max
x,y
(
Gβ(h,d , x, y)
)
d t , (5.21)
and the optimized inclination angle is found by performing a global maximum search,
as in Eq. (5.16).
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Figure 5.5 – Results of the simulated sun trajectories (blue curves, on the left of the masking
wall). The three trajectories show extreme periods of the year: the winter solstice (lowest sun),
the spring/autumn equinox, and the summer solstice (highest sun). The crosses mark the
position of the sun for each solar hour, with the corresponding projections inside the room
through the aperture (green patches). The solar noon is aligned with the aperture.
Case 7: The Complex Robot We add a second tracking axis to the panel. Our robot now has
all the tracking capabilities: both regarding the position inside the room and the angle
of the panel with respect to the incident sunbeam. Regarding the simulation, this is a
combination of case 5 (two-dimensional tracking panel) and case 6 (mobile robot).
5.4.2 Results
All the simulations are run with a number of predefined parameters. First, the size of the room
is fixed to 4 x 4 m2, as it corresponds to our experimental arena (see Sec. 6.1). The aperture has
a size of 0.3 x 0.3 m2, and its centre is 1 metre above the ground. This is again to match our
experimental setup. The computed illumination and energy maps have a spacial resolution of
5 cm, the search space for the optimum β is done with a resolution of 1◦, and the simulation is
run with a temporal resolution of 1 minute. For readability, all energies are given in watt-hours
(Wh).
The simulated environment is shown in Fig. 5.5 with the sun’s trajectory drawn for three
important days of the year: the winter solstice (shortest day), the spring/autumn equinox (day
and night are the same length), and the summer solstice (longest day). The position of the
projected aperture is shown on the ground (green patches) for each solar hour. Figure 5.6
shows the maps for the illumination time during those three days (Fig. 5.6a) and the resulting
accumulated energy by an horizontal surface (Fig. 5.6b). Both maps looks very similar, but
they are not exactly identical.
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(a) Room’s map of the accumulated illumination time
in minutes.
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(b) Room’s map of the accumulated energy, considering
a horizontal panel (β= 0◦).
Figure 5.6 – Simulated illumination for three select days during the year: the winter solstice
(on the right side of each figure), the equinox, and the summer solstice (on the left side). The
aperture is at (0,0), and the x axis is oriented towards the north.
We can already draw a number of interesting conclusions. First of all, two elements limit the
daily illumination inside the room. In winter or before the equinox, when the sun is low on the
horizon, the projected spot moves rapidly inside the room. Consequently, when the sun has
an elevation near the horizon (α≈ 0) early in the morning or before sunset, the sun illuminates
exclusively the side walls. This case is rejected by the simulation, as we only consider the
beam when it illuminates the ground. The size of the room will have a small influence on
this boundary condition. When we are approaching the summer, the sun is higher above
the horizon. In this case, around the sunrise and the sunset, the sun azimuth is behind the
south wall (thus directly illuminating the outside east and west walls, respectively), which
corresponds to γ< 90◦ or γ> 270◦. This can be seen in Figs. 5.6a and 5.6b, as the illuminated
surface does not extend to the side walls.
It is also clear from Fig. 5.6 that the sun stays longer near the zenith during the summer. The
surface on the ground near the aperture rapidly accumulates energy. But due to the high
elevation, the projected shape is relatively small. The resulting hotspot, which corresponds
to a long illumination time and a high accumulated energy, is consequently spatially con-
densed. During the winter, the sun rapidly sweeps a large area on the back of the room. The
illumination time is smaller, but the covered area is wider.
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Case Study 1: The Lonely Flower Pot
The results for this first case study are shown in Fig. 5.7. This case is interesting in many
regards. Figures 5.7a and 5.7b show the average on a whole year for the daily illumination time
T light(x, y) at any point of the room. While most locations inside the room see the light less
than 15 minutes per day on average, there is one place close to the aperture (at ~popt = (0.47,0))
that receives the light up to 30 minutes per day. But one should keep in mind that this is a
value averaged on the whole year. As we will soon see, this position has no direct sunlight for
most of the year.
We can remark a strong correlation between the position of ~popt and the trajectory of the
sunbeam during the summer solstice. This is during this period that one can accumulate the
most energy by standing at the same place, as the sunbeam’s velocity on the ground is the
slowest (see Fig. 5.5b on p. 81). We can thus devise an analytic approximation for ~popt. At the
summer solstice (we will use the “ss” subscript in this case), αn equals
αn,ss = 113.45◦−Φ , (5.22)
or αn,ss = 66.95◦ with our reference latitude. Given the height of the aperture’s centre Hw , its
projection on the ground at the summer solstice is
~̂popt,ss =
(
Hw
tan(αn,ss)
,0
)
= (0.425,0) . (5.23)
In our case, this estimator gives an error of 45 mm (9%). The real ~popt is located slightly more
at the back of the room to accumulate energy during the biggest number of days.
By placing a south-facing panel at ~popt with a varying inclination angle β, we can perform a
maximization of the accumulated energy, as explained with Eq. (5.14). The plot in Fig. 5.7c
shows the average received energy per day E d as a function of β. The maximum is found at
βopt,c1 = 26◦, with an average energy of 501 Whm2·day . With such a fixed panel, Fig. 5.7e and 5.7f
show the map E d ,opt(x, y). We can also devise an estimator for the optimal inclination by
placing the panel perpendicularly to the summer solstice’s beam
β̂opt,c1 = 90◦−αn,ss . (5.24)
This estimator gives β̂opt,c1 = 23.05◦ in our case, which corresponds to an error of 3◦. Again,
this is due to the optimal location being slightly more in the back of the room compared to the
position at the summer solstice.
Finally, Fig. 5.7d shows how a fixed light-sensitive object (be a plant or a photovoltaic gadget)
placed at ~popt might behave along the year. For most of the year (280 days of 365), this spot
has no direct sunlight. The first ray of light comes on the 10th of May, the energy reaches a
maximum of 2300 Whm2·day during June, and the 3rd of August marks the last sunny day. Apart
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(a) Room’s map of the average illumination time per
day, considering the simulation of an entire year.
The aperture is at (0,0), the x axis is oriented along
a south-north axis.
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(b) Same as (a), top view.
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(c) Average received energy at the best location
(0.47,0), as a function of the panel’s inclination an-
gle β, and considering the simulation of an entire
year. The maximum is reached for βopt = 26◦.
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(d) Received energy per day at the best location
(0.47,0) and for an optimally inclined panel, as a
function of the day of year.
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(e) Room’s map of the average received energy, con-
sidering the simulation of an entire year and for an
optimally inclined panel at βopt = 26◦.
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(f) Same as (e), top view.
Figure 5.7 – Results for case study 1.
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from a plant, most power-hungry objects would have trouble surviving with such lighting
conditions during most of the year.
Case Studies 2, 3, 4, and 5
If one takes care of the plant, or if our light-sensitive object is able to move by itself before
sunrise, we can chase the sun along the year and try to find an optimum position on a daily
basis. This is a form of low-cost mobility, and it is the foundation of case studies 2 through
5. They differ from each other by the combination of sun tracking axes (horizontal or/and
vertical) in use. Results are shown in Fig. 5.8.
When using a panel with a fixed inclination angle β (cases 2 and 3), we first need to perform
a maximization step to find out the best inclination angle, as shown in Figs. 5.8a and 5.8c,
respectively. Both cases have an optimum for βopt,c23 = 39◦. In this case, case 2 can collect
an average of 1290 Whm2·day , which is an improvement by 2.5 times compared to case 1. Case
3 slightly improves this figure by adding a tracking along the vertical axis, with an average
of 1294 Whm2·day . This is a small gain of 4
Wh
m2·day (0.3%), which is probably not worth the added
complexity.
We can analyse what is happening on a day-to-day basis. As with case 1, the object should
remain centred with the aperture (y = 0). Figures 5.8b and 5.8d present the daily received
energy and the optimum position along the x axis, as a function of the day of year, for cases
2 and 3, respectively. The only difference between both figures is the absolute value of the
received energy. Both cases reach a minimum of 414 Whm2·day around the 21st of December,
but case 3 performs slightly better with a maximum of 2323 Whm2·day around the 17th of June,
compared to 2312 Whm2·day for case 2.
We can see that the optimum trajectory is identical in both cases, which is not surprising, as
the illumination conditions are identical. The optimum position during the summer solstice
is (0.425,0), which corresponds exactly to our estimator given in Eq. (5.23). Conversely, we can
formulate an estimator for the farthest point from the window, during the winter solstice (“w s”
subscript thereafter). In this case, αn equals
αn,w s = 66.55◦−Φ , (5.25)
orαn,ss = 20.05◦ with our reference latitude. Thus, we have an estimator for the winter solstice
~̂popt,w s =
(
Hw
tan(αn,w s)
,0
)
= (2.74,0) . (5.26)
This is not exactly what is shown by our simulations ~popt = (2.375,0). This can be explained
by looking at Fig. 5.6b (p. 82). In winter, the illuminated area has a relatively uniform density
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(a) Case study 2: Average on one year of the re-
ceived energy, as a function of the panel’s inclina-
tion angle β. The optimum angle is for βopt = 39◦.
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(b) Case study 2: Received energy per day (solid
blue), and optimal position along the x axis (dashed
green), as a function of the day of year. The panel is
fixed at βopt.
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(c) Case study 3: Average on one year of the received
energy, as a function of the panel’s inclination angle
β. The optimum angle is for βopt = 39◦.
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(d) Case study 3: Received energy per day (solid
blue), and optimal position along the x axis (dashed
green), as a function of the day of year. The panel is
fixed at βopt, with a tracking along the vertical axis.
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(e) Case study 4: Received energy per day (solid
blue), and optimal position along the x axis (dashed
green), as a function of the day of year. The panel is
south-oriented, with a tracking along the horizontal
axis.
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(f) Case study 5: Received energy per day (solid
blue), and optimal position along the x axis (dashed
green), as a function of the day of year. The panel
performs a tracking on both axes.
Figure 5.8 – Results for case studies 2, 3, 4 and 5.
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of energy. Thus a large interval of points can be promoted as the optimum position, and our
simulation has a bias toward the point closest to the aperture. If we use Eq. (5.26) to compute
the projected position of the aperture’s lower edge (by subtracting half of the aperture’s height
from Hw ), we get (2.33,0), which is very close to the point chosen by the simulation (and with
a spatial resolution limited to 0.05 m, the difference becomes insignificant). More generally, a
good guess for the optimum position at any day of the year is
~̂popt(d)=
(
Hw
tan(αn(d))
)
=
(
Hw
tan(arcsin(cos(Φ−δ(d)))) ,0
)
. (5.27)
Case 4 explores the use of a tracking along the horizontal axis, and case 5 enables the tracking
on both axes. Again, the optimum trajectory remains the same because the optimum location
depends only on the base’s mobility and not on the panel’s mobility. Case 4 gets a yearly
average energy of 1322 Whm2·day (a gain of 32
Wh
m2·day , or 2.5%, compared to case 2), whereas case 5
gets 1335 Whm2·day (a gain of 45
Wh
m2·day , or 3.5%, compared to case 2).
Case Studies 6 and 7: The Mobile Robot
The last two cases enable a full mobility of the base, for example, by using a mobile robot. Both
cases have a tracking along the vertical axis because most mobile service robots can usually
rotate on themselves. In addition, the last case enables a tracking along the horizontal axis.
Results are shown in Fig. 5.9.
The optimum inclination of the panel in case 6 equals βopt,c6 = 53◦, as shown in Fig. 5.9a. This
scenario leads to a yearly average energy of 7412 Whm2·day , which is an improvement of about 5
folds compared to the previous cases. The full sun tracking solution, as brought by the last
case study, even leads to an average of 7651 Whm2·day . Of course, these figures are impressive, but
one has to keep in mind that the simulation does not take into account the energy required to
continuously move and track the sun. This has a cost that could hinder — or even negate —
the benefits offered by these solutions. This will be sorted out during the experimental study
of Sec. 6.4.
Let us analyse what is happening on a day-to-day basis. Figures 5.9b and 5.9c show, for case
6 and 7, respectively, the daily energy received by the robot, as well as the number of hours
where the light enters the room. Both curves are closely related because the robot is now able
to make use of every ray of light inside the room. It can also be seen how the efficiency is
slightly better during the summer, when the sun is high in the sky, especially for case 7 where
the inclination of the panel can be adjusted in relation to the sun’s altitude.
The number of workable hours of sun per day needs a small explanation. We can see in
Figs. 5.9b and 5.9c that the maximum is reached two times per year, on the 1st of May and the
12th of August, with just above 10 hours of sun per day. It may seems counterintuitive that the
summer solstice produces fewer hours of sun per day (around 8 hours and 43 minutes). Al-
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(a) Case study 6: Average on one year of the re-
ceived energy, as a function of the panel’s inclina-
tion angle β. The optimum angle is for βopt = 53◦.
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(b) Case study 6: Received energy per day (solid
blue), and total illumination time per day (dashed
green), as a function of the day of year. The panel is
fixed at βopt, with a tracking along the vertical axis.
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(c) Case study 7: Received energy per day (solid
blue), and total illumination time per day (dashed
green), as a function of the day of year. The panel
performs a tracking on both axes.
Figure 5.9 – Results for the case studies 6 and 7.
though it is true that the summer solstice is the longest day in the year outside, the constraints
on our indoor environment change the behaviour of the problem. Between the 1st of May
and the 12th of August, the limiting factor is not the elapsed time between the sunrise and
the sunset but the geometry of the sun path with respect to the south-facing wall. Indeed,
when the summer reaches its peak, the light begins to enter by the aperture of the south wall
about one hour after sunrise and conversely disappears about one hour before sunset. Indeed
the sun’s azimuth must satisfy the condition γ ∈ [90◦;270◦] to shine inside the room. Early
in the morning, the sun shines only on the outside of the east wall as its azimuth is below
90◦. Conversely, the sun shines only on the outside of the west wall late in the afternoon at its
azimuth goes past 270◦.
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An analytical expression for the ideal robot’s trajectory can be derived. If one knows the height
of the aperture’s centre Hw , the time of day h, and day of year d , the optimal robot’s state
(~p,β,γp ) is
~popt(h,d)=
(
Hw
tan(α(h,d))
cos(ω(h)),
Hw
tan(α(h,d))
sin(ω(h))
)
, (5.28)
βopt(h,d)= 90◦−α(h,d) , (5.29)
γp,opt(h,d)= γ(h,d) . (5.30)
The robot’s position ~p is set to follow the projection on the ground of the aperture’s centre.
This can be somehow relaxed by taking into account the size of the aperture, and thus the size
of the beam on the ground, minus the size of the robot’s panel. If the panel is small enough
compared to the light beam on the ground, the robot does not need to move continuously. It
can wait until it reaches the edge of the bright spot before moving again to its optimal position.
This leads to a temporally discontinued displacement and a reduced use of energy.
5.5 Concluding Analysis
The cases that we studied in this section cover a large range of scenarios and produced some
interesting results. To better see the big picture, a summary of the important statistics for each
case study is shown in Table 5.4.
The yearly average illumination time T light is shown to depend directly on the base’s mobility.
With a higher mobility, we can increase the number of hours where the sun shines directly on
the panel. A motionless object will not see the sun for most of the year, whereas a mobile robot
could get up to seven and a half hours of sun on average. As a logical consequence, the daily
accumulated energy is also directly related to the base’s mobility, as it can be seen with the
yearly average E d , as well as mind (Ed ) and maxd (Ed ). This is thus the single most influential
design choice and the reason why a mobile robot could outperform other simpler solutions.
On the contrary, the sun tracking performed by the panel has much less influence on the
resulting gain. As an example, the gain between case 2 (no tracking) and case 5 (tracking on
both axes) is only 45 Whm2·day (3.5%) on average. This is slightly more interesting in the case of a
mobile robot, with a gain of 239 Whm2·day on average, but this represents only 3.2% compared to
the total energy. The usefulness of this addition can only be evaluated with the knowledge of
the energy required to move the panel.
In the case of a panel with a fixed horizontal axis, the optimal inclination angle βopt can be
computed. This parameter is also directly related to the mobility of the base. As it was shown
with Eq. (5.24), the yearly optimum angle for a fixed object is close to the optimum angle at
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Figure 5.10 – Amplitude between the two most distant positions reached by the robot, along
the x axis and for a whole year, as a function of the place’s latitude Φ. The red dash-dotted
lines mark the position of the two polar circles atΦ=±66.55◦.
the summer solstice. When increasing the mobility, the optimization will gradually choose
steeper angles to maximize the harvesting along the whole year.
A remaining question is the influence of some of the problem’s geometric parameters, such
as the placement and size of the aperture or the room’s dimensions. Let us begin with the
aperture. We already saw with Eqs. (5.23), (5.26), and (5.27) that the optimal placement at noon
is along a south-north axis passing by the aperture’s centre, and that the distance along the x
axis from the wall is geometrically related to the height of the aperture’s centre. The yearly
amplitude ∆x along the x axis can be analysed based on the difference between Eq. (5.23)
and (5.26)
∆x =Hw
(
1
tan
(
αn,w s
) − 1
tan
(
αn,ss
))=Hw 2 · sin(αn,ss −αn,w s)
cos
(
αn,w s −αn,ss
)−cos(αn,w s +αn,ss)
=Hw 2 · sin(2²)
cos(2²)+cos(2Φ) . (5.31)
The result depends only on the height of the aperture’s centre Hw , the Earth axial tilt angle
², and the considered latitude Φ. Figure 5.10 shows ∆x as a function of the latitude, using a
unitary height Hw .
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The asymptote is located at
cos(2ΦA)=−cos(2²)
ΦA =±1
2
arccos(−cos(2²))=±(90◦−²)=±66.55◦ . (5.32)
This value corresponds to the location of the polar circles, where no light shines for a part of
the year. The values of ∆x beyond this latitude are not valid anymore due to this restriction.
Figure 5.10 clearly shows the feasibility area for an indoor robot that needs to operate all year
round solely based on the solar power, i.e. places with a latitudeΦ ∈ [−60◦;60◦]. The feasibility
further decreases if we limit the allowable amplitude inside the room. The minimum required
amplitude corresponds to locations on the Earth’s equator (Φ= 0). In this case,
min(∆x(Φ)) =
Φ=0
2 ·Hw sin(2²)
cos(2²)
= 2 ·Hw tan(2²)≈ 2.14 ·Hw . (5.33)
The size of the aperture will of course change the size of the beam on the ground. This has
two benefits. First, a bigger aperture will increase the feasible exposition time (the width
will increase the daily exposition time, whereas the height will compensate for the change in
altitude of the sun along the year). This will be of notable help for fixed objects, but a mobile
robot will not gain a lot, as this will change only the boundary conditions when reaching the
edge of the room. Secondly, in the case of a mobile robot, a bigger beam will induce fewer
wake-up events in order to move the robot back inside the beam, thus sparing energy in the
long run. The total amount of path to travel remains the same, however. On a design note,
the size of the aperture will also limit the size of the usable photovoltaic panel, thus the total
amount that one can harvest.
The size of the room will influence the boundary conditions. A larger room will slightly
increase the hours of light per day, when this dimension is the limiting factor (for example, the
period before the 1st of May or after the 12 of August in Fig. 5.9b on p. 88). A room that is not
deep enough will also limit the possibility of solar charging during the winter, when the sun is
possibly hitting exclusively the back wall during the winter’s peak, leaving the robot starving
on the floor.
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6 Experimental Validation of an Indoor
Harvesting Robot
Chapter 5 explored the possible sources of indoor energy, showed how the sun coming through
the apertures of the building can be a promising supply, and set a theoretical upper bound on
the available energy along the year with respect to the mobility of the system. This theoretical
framework used a number of hypotheses, including a null power consumption of the system.
In reality, this is of course not the case, especially when tracking the sun’s location along the
day. The goal of the present chapter is to get a practical upper bound on the available energy
by using a real system, inside a controlled environment.
We need three important pieces of hardware to experimentally challenge the results of our
simulations:
1. A controlled environment: In any scientific work, it is necessary to have repeatable
conditions and reproducible results. This implies the development of a controlled
environment and the ability to set representative conditions with respect to the expected
conditions on a whole year. A controlled environment is also important in order to get a
consistent behaviour when comparing the performance of different solutions. For this
reason, an artificial mobile lighting system was developed to fit inside our experimental
arena to reproduce the sun’s trajectory. The main design keys and the characterisation
process are presented in Sec. 6.1. Of course, further developments would need to assess
the performance of various algorithms inside a real setting. But such a setup is difficult
to work with and time-consuming during the early development phase, especially when
fine-tuning the algorithms.
2. A solar-harvesting module for our robotic platform: This is the final piece of hardware
that will enable the marXbot robot to autonomously harvest some energy from its
environment. The design of this module is crucial, as it will heavily influence the overall
efficiency of the harvesting process. The important design considerations are reported
in Sec. 6.21.
1 Parts of Sec. 6.2 were previously published in [146].
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3. A versatile energy logging tool: This tool must meet a number of requirements. First,
it should provide a good insight of the inner workings of the subsystems constituting
the robot. Then, its precision must be good enough to allow a precise assessment of the
overall energy balance. Finally, it must not influence the measured system. Such a tool
was already developed for the measurements of Sec. 4.4 and is presented in Appendix A.
Once the required hardware is available, the experiment can take place. The experimental
methodology and the algorithms are presented in Sec. 6.3. The experiment is divided into
three phases: the building of the environment’s map, the systematic coverage of the surface,
and finally the autonomous tracking of the solar beam to recharge the robot. Results are
described and analysed in Sec. 6.4 and Sec. 6.5. The final discussion is performed in Sec. 6.6.
6.1 The Solar Arena
Our controlled environment is made of two parts. The first piece of hardware is the experimen-
tal arena already used in Sec. 2.3. This arena has a controlled artificial lighting system, and a
well-defined shape. The second piece of hardware is the solar simulation system. The aim is to
faithfully simulate the sun’s trajectory, with respect to the aperture made in the separation wall.
The power density of the beam should also match the one of the sun as closely as possible.
We will describe in this section the mechanical design and the experimental validation of the
system’s conformity compared to the real sun.
6.1.1 Design
The main challenge, within the solar arena, is the design of the mobile solar simulation system.
Current solar simulators are motionless, and they are used to characterise the performance of
solar panels. In our scenario, this system has to move along the day, according to the solar
mechanics developed in Sec. 5.3. In order to provide our scenario with a realistic simulation
tool, a number of characteristics must be met. Let us set out the main design requirements
and the retained solutions.
Mechanical Trajectory The trajectory of the system, with respect to the aperture, should
match the one of the sun as close as possible. This is the primary requirement. Exact
kinematics is, however, hard to achieve with a simple system. Figure 6.1a visually shows
the difference between the trajectory of the sun and the achievable trajectory obtained
by spatially shifting a circle of constant radius. More specifically, Fig. 6.1b looks at the
difference for the altitude angle α between both trajectories, as a function of the solar
hour and the day of year. It can be observed that the ideal circle deviates from the sun’s
trajectory by a few degrees, especially when approaching the solstices. The difference
remains small, however, and this solution is retained for its simplicity.
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both trajectories for seven different days along the
year, between the summer solstice (d = 172) and
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Figure 6.1 – Comparison of the trajectory achieved by the proposed solution of a circle with a
fixed radius, and the actual solar trajectory (as seen by an observer located at the aperture).
Figure 6.2 shows the mechanical design of the solar simulation system and its integration
inside the arena. The mechanical schema is detailed in Fig. 6.2a, while the corresponding
hardware is depicted in Fig. 6.2b. The working principle is fairly simple: when the system
is vertical (i.e. comprised inside the (x− z) plane), the angle made by rod 2 with the
vertical defines the considered latitudeΦ. This joint is thus fixed during the experiment,
unless one wants to experiment with different latitudes. The angle made by the light
emitting device 3 with the vertical defines the incident angle of rays at noon αn , and
therefore relates to the simulated day of year, following Eq. (5.8) on p. 76.
Along the day, the system rotates around the axis defined by rod 1 , following the
relationω(h) defined by Eq. (5.6) on p. 76. This is achieved by using a stepper motor and
dedicated electronics. As the joint between rods 1 and 2 is fixed for a given latitude,
the radius of the circle described by this system is fixed irrespective of the day of year, as
designed for the retained solution.
There is an additional geometric constraint on the system. Because the light emitting
device has a limited size, comparable to the size of the aperture, it must remain aligned
with the aperture during the whole experiment. This is achieved by aligning the axis
of rod 1 and the normal to the light emitting device 3 with the aperture’s centre, as
shown in Fig. 6.2a. By doing so, the light rays will be always aligned with the aperture
for any angle ω. As a consequence, when changing the simulated day (by adjusting the
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(a) Mechanical schema of the solar simula-
tion system.
(b) Hardware realisation of the solar
simulation system.
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(c) Top view schema of the solar arena. (d) Overview of the solar arena.
(e) Lighting test through the aperture.
Figure 6.2 – Mechanical overview of the solar arena. The solar simulation system is on the
left side of the wall (x < 0); the arena is on the right side (x > 0). The system is depicted when
located inside the (x− z) plane, i.e. when w(h)= 0. Along the day, the system rotates along its
main axis, leading to a displacement of the projected spot inside the arena. Φ is the simulated
latitude; αn(d) corresponds to the incident angle at solar noon, and thus to a specific day of
year.
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angle αn), the height of the support under the system must be adjusted in order to keep
this geometric constraint satisfied.
Light Power Density The light emitting device is another critical piece of hardware. The light
rays coming out of the device should have parallel trajectories, with a uniform power
density across the beam, in order to match the conditions experienced by an observer
on Earth. In our system, this device is made of two pieces: a light bulb, and a 380 mm off-
the-shelf parabolic reflector fixed on the back. The chosen halogen bulb is designed for
a professional lighting system, with six independent filaments in order to homogenise
the power density over a large area. The parabolic reflector on the back gathers and
focuses the backward rays, thus enhancing the overall efficiency of the system. This
system is considerably lighter compared to an optical system made of Fresnel lenses (as
used inside lighthouses), which is an advantage given the substantial lever effect caused
onto the mechanical actuator.
Light Spectrum It is desirable to have a light source with a spectrum close to the sun. Indeed,
solar panels have a quantum efficiency that dependants on the incoming wavelength. If
we want to have results that are transposable to the real world, the spectrum of the light
bulb should be close to the American Society for Testing and Materials (ASTM) G173
standard [141].
Several options exist. Static solar simulators generally use plasma or metal-halide
(xenon) lamps. They have a baseline spectrum similar to the sun, usually with some
additional peaks (around 900 nm for metal-halide lamps). Combined with filters, they
are used to characterise solar panels in laboratories.
For our solar simulator, we have decided to use halogen lamps. Although their spectrum
is shifted towards infrared wavelengths, they are more affordable. Figure 6.3 compares
the reference ASTM E490 [147] (extraterrestrial irradiance) and ASTM G173 (irradiance at
sea level) spectral power densities with the computed black body model of our halogen
lamp2 (colour temperature of 3200 K). The power density of the black body model was
normalized to 1000 W/m2 to match ASTM G173. Crystalline silicon has a bandgap of
1.11 eV at 302 K [148], and consequently the upper limit for the quantum efficiency
is around 1100 nm (thick dashed line in Fig. 6.3). Light with a higher wavelength will
not be converted into an electron-hole pair. The excess of infrared light principally
happens beyond the working limit of silicon panels. This will probably result in an
increased heating of the solar panel. Below 1000 nm, the halogen lamp has a lower
spectral power density, resulting in less harvested power. The overall effect should be a
lower photovoltaic efficiency with our simulation system, compared to a usage in the
real sun.
2Model: Ushio HPL+ 575/230V.
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Figure 6.3 – Comparison of the spectral power density of the two reference models (extrater-
restrial irradiance ASTM E490, and irradiance at sea level ASTM G173), with the black body
emission of a halogen lamp (colour temperature of 3200 K). The spectral bands are given
according to ISO 20473. The thick dashed line shows the equivalent wavelength for the
bandgap energy of crystalline silicon (1100 nm), which is the upper limit for the photovoltaic
conversion.
The integration of the simulation system inside the arena is done as shown in Fig. 6.2c. The
reference coordinate frame is set exactly like the one of the simulation performed in Sec. 5.4,
and the free space between the four walls is likewise a square surface of 4 x 4 m2. The size of
the aperture made in the separation wall is likewise 0.3 x 0.3 m2, with its centre located 1 m
above ground. The physical realisation is shown in Fig. 6.2d, and an illumination test is done
in Fig. 6.2e. It is important to note that the size of the aperture should be smaller than the
diameter of the beam to have a satisfying occultation.
For the duration of our experiments, we have fixed the latitude angleΦ to 46.5◦ and the inci-
dent angle at noon αn to 30◦. This incident angle corresponds to the conditions experienced
during both the 14th of February (d = 45) and the 26th of October (d = 299). If we consider the
whole year, 70% of the days will experience better solar conditions (refer to Fig. 5.9c on p. 88),
and we are close in amplitude to the worst conditions experienced during the winter solstice.
This setting thus offers representative experimental conditions and enables us to extrapolate
our results to the real world with confidence.
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6.1.2 Experimental Validation
We have undertaken several validation steps, according to the requirements set in the previous
section. The mechanical design is validated by comparing the resulting light spot on the
ground with the software simulated counterpart for every solar hour from 9am to 3pm. The
results are shown in Fig. 6.4a. They are obtained by blending together several images taken by
the overhead camera. The results of the software simulation were reported by hand on the
ground. The experimental solar simulator matches pretty well the results predicted by the
software simulation. The spot on the ground is slightly bigger, however, by about 10 to 20% in
each direction. Indeed, the rays coming from the light source are not perfectly parallel. But
the reflector added on the back of the light is still effective, and the light source is far from
being omnidirectional. This can be verified by comparing the software simulations for a light
source with perfectly parallel rays (Fig. 6.4b) and a perfectly punctual source (Fig. 6.4c). The
results of Fig. 6.4a are clearly closer to an ideal solar source than a simple light bulb.
The characterisation of the power density over a cross-section of the beam is shown in Fig. 6.5.
These measures are done by systematically placing a solarimeter3 on the grid of a target. The
target is inclined by β= 90◦−αn = 60◦ in order to be perpendicular to the incoming beam,
and it is placed at 2.25 m from the light source, as shown in Fig. 6.5c. The grid has a fine spatial
resolution of 0.05 m, resulting in 20 by 20 measurement points over an area of 1 m2. For the
first measurement, the power density is measured over the whole beam, without any aperture,
whereas the second measurement is done with the square aperture in place. Results are found
in Fig. 6.5a and 6.5b, respectively. The shape of the beam is well defined in both cases, with
sharp edges. The projected square of Fig. 6.5b measures 400 mm x 350 mm (width x height),
which is slightly bigger than the aperture. If we take the points inside the square beam, the
box plot of the power density is shown in Fig. 6.5d. The power density is not perfectly uniform
inside the beam, and it has a few outliers with a higher value. They are most likely the image of
the bulb’s filaments. The median of the values equals 515 W/m2, which is below the standard
power density of 1000 W/m2. This is not a big issue because real-world conditions are usually
below the standard conditions due to clouds and other atmospheric perturbations. We can
always scale the results of our simulations to match the experimental conditions.
The light spectrum of the halogen source is hard to validate, as we do not have the necessary
hardware to perform such measurements. It is not critical, however, as we are not interested in
the detailed spectral power density but only in the total power density that can be potentially
converted by our solar panel. This measure was already carried out when measuring the power
density in Fig. 6.5, with a sensor using the same silicon technology. Thus the integral of the
spectral power density should give similar results with our solar panel.
3 Model: Kimo SAM20. The accuracy is 5% over the measurement range [1;1300] W/m2. The sensor is made of
polycrystalline silicon with a spectral response between 400 nm and 1100 nm.
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(a) Fused images as seen from the overhead camera when the light source moves
from one hour to the next. Green rectangles: Position given by the software
simulation. White line: Room’s boundaries.
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(b) Simulation of the light’s location on the ground
every hour, in the case of an ideally far sunlight with
parallel rays.
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(c) Simulation of the light’s location on the ground
every hour, in the case of an omnidirectional light
source, such as a light bulb without any focusing
device.
Figure 6.4 – Experimental validation of the mechanical design of the solar simulator. The
green patches are based on the software simulations. Simulation parameter: d = 45 (αn = 30◦),
Φ= 46.5◦.
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(a) Characterisation of the power density over the
whole beam, without the square aperture. The
power density is given using a logarithmic scale.
Spatial resolution of the measurements: 0.05 m.
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(b) Characterisation of the power density over the
whole beam, with the square aperture. The power
density is given using a logarithmic scale. Spatial
resolution of the measurements: 0.05 m.
(c) Experimental setup used for the characterisa-
tion of the power density. They are the light source
(right), the aperture (middle), and the target (left).
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(d) Box plot showing the distribution of the power
density inside the beam, in the case of the square
aperture.
Figure 6.5 – Characterisation of the beam’s power density. Distance of the target from the light
source: 2.25 m.
6.2 The Solar Harvesting Module
Our scenario requires the robot to be able to harvest energy from the incoming sunlight. For
this purpose, we need a versatile solar harvesting module to put on top of the marXbot robot.
This section presents the design and the experimental validation of this module. The final
hardware is shown in Fig. 6.6.
6.2.1 Design
We have a number of requirements for this module. It must be low-power to minimise the
losses and efficiently accumulate the energy provided by the solar panel, while being able
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(a) Rear view of the photovoltaic
panel mounted with the harvesting
electronics. The interface electron-
ics is not shown.
(b) The solar harvesting marXbot inside the solar arena during
an experiment. The active area of the solar panel is 155 x
155 mm2.
Figure 6.6 – Pictures of the solar harvesting module. The harvesting electronics sits on top
of the laser scanner, while the interface electronics sits in-between the mobile base and the
processor board.
to interface with the robot through the Controller Area Network (CAN) bus. It should also
have an access to the main Inter-Integrated Circuit (I2C) bus to manage the robot’s resources
and replace the main Central Processing Unit (CPU) if we decide to sleep or shut down the
processor board. This requirement is fulfilled by dividing the module into two dedicated
electronics. The first low-power electronics is in charge of controlling the harvesting process
by measuring the panel’s states and performing an optimisation of its operating point. This
part of the module is always switched on. The second electronics serves as an interface with
the robot by hooking into the CAN and I2C busses, and it can control the robot when the CPU
is not available. This part can be switched off on demand, and it can also enter a low-power
sleep state for a quantified amount of time.
The module must also optimise the placement of the solar panel with respect to the incoming
light. We have seen in Sec. 5.4 that a mobile differential robot is able to orient itself along
the vertical axis as a part of its displacement process (case study 6). Our solar module will
add a tracking angle along the horizontal axis to build the system studied by case 7. We are
expecting a gain of a few percentage points with such tracking, but moving the solar panel has
a cost. This cost should be minimised and put in balance with the achieved gain during the
experiment.
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Figure 6.7 – Diagram of the electronics inside the solar harvesting module. The electronics is
split in two distinct boards, connected through wires. The lower part is the interface electronics
with the marXbot robot, while the upper part is the low-power harvesting electronics.
Electronics
The diagram of the module’s electronics is shown in Fig. 6.7. The interface electronics is
similar to most modules shown in Fig. 3.4 (p. 29). The 16-bit microcontroller can be turned
off by acting on the Low-DropOut (LDO), but the firmware also allows the microcontroller to
enter a deep sleep state. The electronics of the photovoltaic harvester uses a low-power 8-bit
microcontroller.
The principal element of our system is the photovoltaic cell. We have characterised and
compared four different photovoltaic cells. Two cells were made of monocrystalline silicon,
while the two others were made of amorphous silicon. During the characterisation process,
the current/voltage curve was recorded using a variable resistive load. We considered two
lighting conditions: the sunlight, as received behind a south-oriented window, and an artificial
halogen light similar to our solar arena. One of the monocrystalline cell4 then outperformed
4Sunways AH508480G.
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the others. It has an active area of 190 cm2 with a rated efficiency of 18.6%, which is enough to
produce 3.5 W under standard conditions.
This single cell is providing a high current (8 A under standard conditions) at low voltage
(Vopen circuit = 0.63 V). Due to space constraints, only one cell fits on top of the marXbot, thus
we cannot reach a higher voltage by chaining them in serial. A boost DC/DC converter is
mandatory to increase the voltage up to the one provided by the battery. But no off-the-shelf
DC/DC converter could work at such an operating point, so we had to make one ourselves
using discrete components. As shown in Fig. 6.7, the 8-bit microcontroller senses the voltage
and the current at the output of the solar panel, and then controls the DC/DC converter with
a Pulse-Width Modulation (PWM) signal.
The elements of the harvesting electronics were optimised to reduce the power losses. This
includes the Joule losses, the switching losses, and the leakage currents. It is hard to find the
real optimum due to the huge number of discrete components and technologies available on
the market, making a tremendous number of possible combinations. An iterative approach
was used to solve this problem: at each iteration, the losses for each component are computed,
the dominant losses are identified, and the corresponding components are changed for the
next iteration. Results are further discussed in [1]. Despite this optimisation, losses are
inevitable. When the photovoltaic panel operates at low power, the dominant losses come
from the power consumed by the microcontroller and the reverse leakage current of the
DC/DC’s diode. When the power increases, and consequently increases the current going
through the system, the Joules losses inside the transistors and the inductor prevail.
Solar panels have a power at the output following a bell-shaped curve. The maximum-power
point is reached only at a specific load. The Maximum Power Point Tracking (MPPT) is done
by the microcontroller. The impedance of the DC/DC converter is controlled by changing the
duty cycle of the applied PWM. Numerous MPPT algorithms exist and have been studied in the
literature [149]. The study in [150] compares the energetic performance of 10 widely adopted
algorithms and their associated cost. Based on their findings, we chose to use the Perturb and
Observe algorithm for its versatility, performance, and ease of use. The main disadvantage is
a constant oscillation around the maximum-power point, giving rise to some ripples on the
output current and voltage.
The electronics includes several other components with the goal of increasing the collected
energy. A photodiode is placed at each corner of the photovoltaic panel to easily perform a
gradient ascent and find the location of the sun spot on the ground. These photodiodes are
connected to the Analog Digital Converter (ADC) of the main microcontroller. The stepper
motor, used to actuate the mechanics, is also driven by the main controller.
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(a) Concept 1. (b) Concept 2. (c) Concept 3. (d) Concept 4.
Figure 6.8 – Mechanical concepts envisioned for the solar harvester. Concepts 1 to 3 use a
leadscrew (black rectangle) to convert the motor’s rotary motion into a linear speed. Concept
4 uses the motor in direct drive. Images credits: Master thesis of M. Liniger [1].
Mechanics
Several mechanical concepts were studied for the rotation of the panel around the horizontal
axis. Figure 6.8 shows the four retained candidates. Three concepts use a leadscrew to convert
the motor’s rotary motion into a linear speed that will then actuate the panel around its rotation
axis. They offer a very good transmission ratio, allowing us to use a low-power actuator. The
last concept directly actuates the pivot joint with the geared motor.
We studied the energy required by each concept to move the panel between the two extreme
angles. Concept 4 requires less energy. The main disadvantage of concepts 1 to 3 is the low
efficiency of most leadscrews compared to gearboxes. Concept 4 is also the simplest one.
Figure 6.6a (p. 102) shows the final system. It uses a geared stepper motor in direct drive with
the rotation axis. The printed circuit board of the harvesting electronics serves as a mechanical
support for one of the two roll bearings.
6.2.2 Experimental Validation
A simple model of the harvester is shown in Fig. 6.9. The efficiency of the harvester ηharvester is
limited by the efficiency of the two constitutive elements. The first element is the photovoltaic
cell, which is converting the incoming illumination into electricity, with an efficiency ηcell.
The second element is the boost DC/DC converter, which has an efficiency ηDC/DC. Finally,
the output power of the harvesting module flows to the robot. If the consumption of the robot
is lower than the harvested power, the excess goes into the battery.
The efficiency of the photovoltaic cell is experimentally measured under halogen lighting
conditions with a power between 100 and 400 W/m2 (Fig. 6.10a). The median of the efficiency
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Figure 6.9 – Simple model of the harvesting module.
is at 12.6%, which is below the nominal efficiency of the cell (18.6%). Two causes are the likely
reason for this low efficiency. First, the measures were done under halogen lighting. As we
saw in Sec. 6.1.1, and especially in Fig. 6.3 (p. 98), the spectrum power density of such lights is
shifted towards infrared compared to the natural sunlight. As our solar cell cannot harvest
electromagnetic waves above 1200 nm, part of this power is lost. Second, our test conditions
have a lower illumination level compared to standard test conditions (1000 W/m2). It is known
that photovoltaic cells have a lower efficiency under low light conditions [151].
The efficiency of the DC/DC converter depends on the current flowing through it. Figure 6.10b
plots the measured efficiency as a function of the illumination on the photovoltaic panel.
It also shows the computed efficiency based on the model that we used to optimise the
electronics and reduce the losses inside the system. The measures match well the model at low
illumination (G < 100 W/m2). At higher illumination, some unmodeled Joules losses further
decrease the practical efficiency of our converter.
The efficiency of the overall harvesting module is plotted in Fig. 6.10c. The achieved efficiency
is especially good at low illumination. The harvester’s efficiency is above 10% in the range
between 30 and 110 W/m2. At higher illuminations, the high current delivered by the cell
increases the Joule losses inside the inductor and the high-side transistor of the DC/DC
converter, reducing the system’s efficiency.
6.3 Methodology and Algorithms
We have designed our experiment in order to simulate the conditions experienced by indoor
service robots. The robotic vacuum cleaners of Chap. 2 are good models because they have a
high energy requirement to cover the whole surface. Such an application is very demanding
and offers a good point of comparison for the viability of our approach. The experiment is
divided into three different phases, each one with its own task and set of algorithms. The
configuration of the solar arena for this experiment is shown in Fig. 6.11.
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(a) Conversion’s efficiency of the lighting power into
electricity by the photovoltaic cell, under halogen
lighting and at illumination levels between 100 and
400 W/m2 (N = 60).
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(b) Efficiency of the DC/DC converter, as a function of the illumination on
the photovoltaic panel. Both the mathematical model (blue crosses) and the
measures (green dots) are shown (N = 5).
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(c) Overall efficiency of the harvesting module, as a function of the illumina-
tion on the photovoltaic panel (N = 5).
Figure 6.10 – Measured performances of the photovoltaic harvesting module. Data credits:
Master thesis of M. Liniger [1].
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Figure 6.11 – Picture of the features inside the solar arena during the final experiment. The
aperture and the solar simulation system are in the lower-right corner.
Phase 1: Map building We have seen in Chap. 2 that a robot which relies on a localisation
device can perform its task better, faster, and with less energy compared to a robot
relying on a random navigation. When entering an unknown environment, the first task
is thus to build a map of the environment.
On the solar marXbot robot, this is achieved by combining the Neato laser scanner of
Chap. 4 with a Simultaneous Localisation and Mapping (SLAM) algorithm. To this end,
the ROS framework5 is used with the “hector mapping” stack. This SLAM algorithm is
fast, gives good results, and does not need a lot of computing power and resources [152].
We are using a simple displacement strategy to build the map. Starting from one corner,
the robot follows the enclosing wall until it comes back to its initial position. The very
same strategy was used by Robot 7 in Chap. 2, as it can be seen in Fig. 2.5g (p. 17). Inside
a static environment, this mapping phase can be done only once, and the result can
be reused many times by the following phases. However, this hypothesis might not be
true in reality. This is the reason why we will always count this phase inside the energy
balance.
Phase 2: Systematic coverage The map built by the previous phase is leveraged to perform
the robot’s mission. In our case, we will perform a systematic coverage of the surface, as
performed by a robotic vacuum cleaner or a floor scrubbing robot. This gives an upper
bound on the required energy, as robots performing other tasks have less stringent
requirements, for example, during a patrolling mission.
This is achieved by combining a localisation device with a higher level planner. The
localisation is performed by using ROS with its Adaptive Monte Carlo Localisation
(ACML) algorithm [153]. On top of this, we have made a simplistic planning strategy in
order to move the robot following a boustrophedon path.
5Currently maintained by the Open Source Robotics Foundation. More information at http://www.ros.org/.
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Figure 6.12 – Low-level state machine for the third phase of the experiment. The states in red
require at least one active actuator and more power as a consequence. State transitions with a
dashed arrow are not implemented in our experiment but should be planned in reality.
During this phase, the actual power delivered by the photovoltaic panel is recorded. It is
combined with the current location to build a map of the available solar power inside
the room. The displacement of the robot is expected to be fast enough, compared to the
relative motion of the sun, to minimise the distortions on the actual beam’s location. An
important detail for this mapping is the inclination of the photovoltaic panel: It must be
flat in order to be symmetric with respect to the robot’s rotation axis. Failing to do so
would result in an anisotropic mapping of the available photovoltaic power, depending
on the robot’s heading.
Phase 3: Sun tracking and recharge This phase is where the robot will actually recharge itself.
The goal is thus to minimise the energy expenses and to maximise the solar yield at
the same time. These two objectives are contradictory, but both are necessary. In a
mobile robot, most of the energy is spent by two items: the mobility and the high-level
control. The mobility is mandatory to stay aligned with the light along the day, and a
good high-level control can minimise the failures to localise and track the best charging
places. An effective trade-off must be found.
We decided to use a mix of reflective and reactive control. The reflective control is used
at the beginning of the phase to efficiently reach the beam’s location independently
from the current robot’s location. This step uses the light map built during phase 2,
and effectively minimises the kinematic energy needed to begin the recharge process.
The high-level control, namely the CPU and the laser scanner of the robot in our case,
can then be switched off. Indeed, the rest of the process is performed using a purely
reactive approach, only driven by the microcontroller of the solar harvesting module.
This effectively minimises the energy required by the control logic.
The state machine used by the microcontroller during the recharge procedure is shown
in Fig. 6.12. When entering the state machine for the first time, an initialisation step is
carried out to turn off all unused resources. The following steps are used to optimise
the placement of the photovoltaic panel with respect to the geometry of the beam. A
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gradient ascent is first performed by the mobile base to find the brightest spot. For
this purpose, the four photodiodes on the corner of the panel are used to compute
the displacement vector. The panel is then inclined to a predetermined angle (36◦ in
our case, but this is unimportant) to break the symmetry of the panel with respect to
the robot’s rotation axis. By doing so, the robot can spin on itself to find the rotation
angle with the highest outcome. The inclination of the panel is finally fine-tuned by
performing a gradient ascent on this axis.
The last optimisation step is important. The robot is moved forward, until the harvested
power drops below a given threshold (80% of the maximum power in our case). This
enables the robot to reach the forward edge of the moving sun spot. It is expected that
the robot can stay longer inside the beam with such a strategy, consequently minimising
the number of costly realignments that are necessary to move the robot back inside the
beam.
Once the photovoltaic is correctly placed, the robot can enter a deep-sleep state. Motors
are put into hibernation, and the main microcontroller of the solar harvesting module
enters power-saving mode. The microcontroller periodically leaves this hibernation
state, once every few minutes, to decide if the robot needs to move again. This decision
is based on the actual power on the photovoltaic panel in our simple scenario. But
this strategy may not be robust enough in reality, for example, to cope with periodic
clouds. In this case, other criteria could be used in conjunction, such as the expected
displacement speed of the sun spot or the daily weather forecast. An external sensor
could also be placed onto the external wall. If the robot is still correctly placed, the
microcontroller enters back into its hibernation; otherwise, the state of the robot is
restored, the inclination of the panel is zeroed, and the state machine begins a new
realignment.
This recharge phase ends when a stop condition is met. This can be a trigger on the
duration, the recharge level of the battery, or some kind of user input (when a button
is pressed, or when the robot is kicked). This user interface is also important in reality
to wake up the robot when it is in hibernation state, as the user may want the robot to
move out of his way. This behaviour is not implemented in the present work, however.
6.4 Experimental Results
This section will analyse the results of the experiment conducted inside the solar arena, using
the marXbot robot equipped with the laser scanner, the solar harvesting module, and the
four-channel power logger. The four channels were placed as follow: 1) on the battery; 2) at
the exit of the mobile base; 3) on the way to the photovoltaic harvester; and 4) on the way to
the CPU. The power consumed or provided by most of the subsystems can then be computed
by performing some simple arithmetic. Each phase of our scenario was performed five times.
We will present the results phase by phase.
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(a) Point cloud generated by the laser scan-
ner after two revolutions around the room.
Red arrows show the trajectory of the robot,
based solely on the odometry. Points inside
the arena are due to the experimenter walking
around.
(b) Occupancy grid map built by the SLAM al-
gorithm after a complete revolution of the robot
around the room, starting from the top-right cor-
ner. Red arrows show the estimated trajectory of
the robot. Resolution of the map: 0.05 m.
Figure 6.13 – Qualitative results for the first phase (map building).
6.4.1 Phase 1: Map Building
During the first phase, the robot follows the wall and builds a map of its environment at the
same time. The phase ends after a complete revolution around the room, and the map is stored
for later use. The quality of the result depends on both the quality of the robot’s odometry and
the precision of the laser scanner. The precision of the laser scanner was already studied in
Chap. 4. Figure 6.13a shows the resulting point cloud and odometry, when the SLAM algorithm
is disabled. On the other side, Fig. 6.13b shows the map produced by the SLAM mapping, as
well as the estimated robot’s trajectory.
The quality of the (calibrated) odometry on the marXbot is good enough, even if it has treels.
The dominant error is on the self-rotation because the contact point between the tracks and
the ground is loosely defined and can even vary over time. The SLAM algorithm successfully
copes with such errors and produces a usable estimate of the robot’s trajectory.
Figure 6.14a shows an example of the recorded instantaneous power for the different sub-
systems during the course of the mapping phase. The data were post-processed with an
averaging window of 0.2 s to remove the high-frequency harmonics and ease the visualisation.
The average filter was designed to conserve the energy and the average power. The sum of the
power consumed by the four subsystems is the power drawn from the battery. The numerical
integration of the curves gives the energy used by each subsystem during the experiment. The
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(a) Power consumed by the subsystems during the fourth run. Data are averaged on a window of 0.2 s
to remove harmonics, but the average energy is conserved. The power at the battery equals the sum of
the four other subsystems.
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(b) Box plot of the consumed energy per subsystem,
based on the numeric integration of the power (N =
5).
0
20
40
60
80
100
120
140
160
180
200
Phase 1
Co
m
pl
et
io
n 
tim
e 
[s]
(c) Box plot of the completion time for the first
phase (N = 5).
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(d) Box plot of the power per subsystem, averaged
on the whole duration of the run (N = 5).
Figure 6.14 – Quantitative results for the first phase (map building).
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resulting statistics are shown in Fig. 6.14b, while the box plot for the completion time is in
Fig. 6.14c. The median of the completion time is at 173 s, just below 3 minutes.
The average power of Fig. 6.14d is found by dividing the energy by the completion time. The
median of the total power drawn from the battery is 5.6 W. This value is broken down as follows
between the subsystems: the mobile base consumes the most with 2.4 W (43%), followed by
the processor board with 1.9 W (34%), and finally the rest of the robot with 1.3 W (23%). Inside
this last group, we find the laser scanner. From Sec. 4.4, we know that the Neato scanner
consumes on average 1.1 W (20%). The remaining 0.2 W are mainly consumed by the main
microcontroller of the solar harvesting module. The harvested solar power is null, as the robot
never enters the sun spot and the ambient lighting is negligible.
The mapping capability, corresponding to the laser sensor and part of the CPU, is the major
power consumer with an average of 3 W (54%). From the pre-run data, we can find that the
power consumption of the motionless base is 0.78 W. Hence, the motors come second with
2.4−0.78= 1.6 W (29%). The remaining consumers, led by the numerous microcontrollers
disseminated inside the marXbot, represent just below 1 W of power (17%). This is the price to
pay for the great modularity of this robot; the functionalities are physically split into different
modules, where a single microcontroller could suffice inside a monolithic design. The CAN
bus used to link the controllers between them is also a major consumer.
We can note on Fig. 6.14a that the instantaneous power of the mobile base depends on the
velocity. When moving forward at around 10 cm/s, the power of the mobile base is around
2.5 W. When turning on spot at lower speed, the power decreases to 1.9 W. The relation between
the displacement speed of the marXbot and the power of the mobile base was already studied
by Bonani et al. in [45].
6.4.2 Phase 2: Systematic Coverage
During the second phase, the robot systematically navigates inside the environment by relying
on the map produced during the first phase and combing with a Monte Carlo localisation.
Figure 6.15 shows the accomplishment of two distinct runs. For the first one (Fig. 6.15a), the
sun is just before 10:00am. While for the second one (Fig. 6.15b), the sun is around solar noon.
For each run, we show a picture from the overhead camera (top), the trajectory estimated
based on the Monte Carlo localisation (middle), and the resulting light map generated by the
robot. The trajectory during both runs is very similar, which shows the repeatability of the
Monte Carlo localisation.
The map of the solar power inside the room is interesting in many regards. First of all, the
location of the sun spot is clearly visible and detaches from the background. The shape of the
spot on the map matches well the shape of the beam as seen from the overhead camera. The
possible distortions due to the motion of the sun are kept low by the comparable high speed
of the robot. Outside the solar spot, the background power level is really low, as expected.
113
Chapter 6. Experimental Validation of an Indoor Harvesting Robot
0 0.5 1 1.5 2 2.5 3 3.5 4
−1.5
−1
−0.5
0
0.5
1
1.5
 
x [m]
 
y 
[m
]
M
ea
su
re
d 
ph
ot
ov
ol
ta
ic 
po
we
r [r
aw
 un
its
]
0
1000
2000
3000
4000
5000
6000
7000
(a) Top view, estimated trajectory, and measured pho-
tovoltaic power when the sun is just before 10:00am.
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(b) Top view, trajectory and measured photovoltaic
power when the sun is around solar noon.
Figure 6.15 – Qualitative results for the second phase (systematic coverage).
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(a) Power consumed by the subsystems during the third run. Data are averaged on a window of 0.2 s to
remove harmonics, but the average energy is conserved. The power at the battery equals the sum of
the four other subsystems.
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(b) Box plot of the consumed energy per subsystem,
based on the numeric integration of the power (N =
5).
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(c) Box plot of the completion time for the second
phase (N = 5).
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(d) Box plot of the power per subsystem, averaged
on the whole duration of the run (N = 5).
Figure 6.16 – Quantitative results for the second phase (systematic coverage).
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We can note a few differences. If we compare the location of the spot on the map with the
reality, there is a spatial offset. This is especially well seen in Fig. 6.15a, if we take the dust
bin as a reference point. This is easy to explain though. The power is measured on the
photovoltaic panel, whose plane is shifted in height from the ground by about hPV = 34 cm.
But the location on the map is reported with respect to the mobile base. Due to the incident
angle of the beam, when the photovoltaic panel is inside the light, the base is already outside.
The horizontal difference is thus ‖∆~x‖ = hPV /tan(α). The edges of the spot are also not as
sharp as in reality (refer to Fig. 6.5b on p. 101 for a comparison with the measurement realised
using a photometer). This is due to the physical dimension of the photovoltaic panel, which
acts as a physically moving average filter.
Figure 6.16a shows an example of the recorded instantaneous power for the different subsys-
tems during the course of the systematic coverage phase. Similarly to the mapping phase, the
data were post-processed with an averaging window of 0.2 s to remove the high-frequency
harmonics and ease the visualisation. The photovoltaic curve clearly shows peaks of produced
energy (negative values) when the robot steps inside the sun spot. This is not enough to
recharge the battery, however, as too much power is used by the rest of the robot.
The numerical integration of the instantaneous power curves gives the energy used by each
subsystem during the experiment. The resulting statistics are shown in Fig. 6.16b, while the
box plot for the completion time is in Fig. 6.16c. The median of the completion time is at
1229 s, just above 20 minutes. This is comparable to the coverage time of the SLAM-enabled
robotic vacuum cleaners of Chap. 2 (see Fig. 2.6b on p. 19) for an arena of about the same size.
The energy required for this phase is higher than the mapping phase, but this is explained
by the longer completion time. To prove this, the average power is computed in Fig. 6.16d.
The figures are very similar to the mapping phase, and the same conclusions can be drawn
regarding the power usage inside the robot. Even if the robot crosses the solar beam several
times, this is still negligible compared to the energy required to move the robot around the
room.
6.4.3 Phase 3: Sun Tracking and Recharge
During the last phase, the robot first goes to the brightest point recorded on the map built
during the previous phase. Then it begins the optimisation of its placement, before switching
off unnecessary resources and entering a deep sleep. The robot wakes up about every five
minutes to check the amount of harvested power and possibly realign again with the beam.
An important step of this phase is the (re)alignment of the robot with the beam. We first
measure the sensitivity of the photovoltaic power as a function of the misalignment of the robot
with the beam. The robot needs to successfully align several degrees of freedom. Figure 6.17a
shows the dependency of the power on the vertical rotation angle γp of the robot. The
measure is performed when the robot is north-aligned with the aperture. The optimal angle is
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(a) Power at the output of the solar panel (in raw
ADC units), as a function of the vertical orientation
angle γp . The red dash-dotted line shows the theo-
retical optimum angle (180◦).
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(b) Power at the output of the solar panel (in raw
ADC units), as a function of the inclination angle
β. The red dash-dotted line shows the theoretical
optimum angle (60◦).
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(c) Power at the output of the solar panel (in raw
ADC units), as a function of the solar hour. The
robot is motionless on the axis of the aperture. The
black dashed line is the threshold at 80% of the max-
imum power.
(d) Example of a trajectory during the recharge
phase, as estimated by the laser scans and the
Monte Carlo localisation. The robot starts from the
upper-right corner.
Figure 6.17 – Measurement of the photovoltaic power, with respect to the (mis)alignment of
the panel with the beam. An example of the resulting trajectory is shown in (d).
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consequently when the robot faces the south. The power is relatively constant on the range
γp = 180±20◦, and the location of the real maxima is hard to find due to some ripples on the
power caused by the MPPT. During the experiments, our algorithm performed well, but a
constant error between 5◦ and 15◦ was systematically observed. This has no real consequence,
due to the low sensitivity of the power around the maxima.
The dependency of the power on the panel’s inclination angle β is shown in Fig. 6.17b. Like
with γp , the derivative of the power around the optimal angle (60◦ in this case) is close to
zero. And for the same reasons, our algorithm repeatedly stops around 45◦ with only minor
consequences on the produced power.
Finally, the dependency between the power and the robot’s location inside the beam can be
seen in Fig. 6.17c. The robot is kept motionless on the centre line, while the beam is moved at
the sun’s speed. The power is high, as long as the entire panel is inside the beam, for roughly
40 minutes between 11:40am and 12:20pm. When the panel reaches the edge of the spot, the
power starts to rapidly decrease. We found that a threshold at 80% of the maximum power
(black dashed line on the figure) is a reasonable choice to initiate a realignment procedure.
Waiting longer does not bring any more useful power. With such a threshold, the elapsed
time between two realignments should be around one hour. Figure 6.17d shows the example
of a trajectory during the course of a complete 5-hour run. After the initial placement, five
successive realignments were necessary in order to track the moving spot.
The power consumed by each subsystem during an entire run is shown in Fig. 6.18a, while the
corresponding composite image taken with the overhead camera is depicted in Fig. 6.18b. After
the initial placement (numbered 0), five successive realignments were necessary (numbered 1
to 5). The power of the battery and the solar harvester are negative between two alignments,
demonstrating the recharge process. The smaller spikes at regular interval correspond to
the wake-up states of the harvester’s main microcontroller. It checks the current recharge
power to see if it is necessary to move, which takes about 200 ms. During each realignment,
the base consumes a significant amount of power but for a very short time at the scale of
the experiment. Considering the losses due to the realignments, where is the balance of the
recharge process? We will answer this question soon, but let us first zoom in on the important
steps of the recharge process.
The power consumed by each subsystem during the initial placement is shown in Fig. 6.19a.
The sequence 1 corresponds to the displacement of the robot between its initial location
and the estimated beam’s location. The robot performs the gradient ascent 2 , followed by
the initial inclination of the solar panel to a predetermined angle 3 . During this step, the
power coming out of the photovoltaic harvester is reduced by about 700 mW. This is the power
consumed by the stepper motor to actuate the inclination axis. The robot spins on itself during
step 4 to align the panel with the beam, and the final inclination is adjusted during step
5 . Finally, the robot moves toward the edge of the beam 6 and shuts down unnecessary
resources (CPU, etc.) 7 .
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(a) Overview of the power usage during the five hours of the second run.
(b) Fused images, as seen from the overhead camera, after the first
placement and each successive robot’s realignment during the sec-
ond run. The location of the robot is shown by the red dots.
Figure 6.18 – Proceedings of the second run. The robot realigned itself five times (numbered 1
to 5), after the initial placement (0).
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(a) Power usage during the initial placement of the second run.
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(b) Power usage during the first recharge slot of the second run.
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(c) Power usage during the first realignment procedure of the second run.
Figure 6.19 – Zoom on the power usage during key moments of the second run. Data are
averaged on a window of 0.2 s.
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The recharge phase (Fig. 6.19b) is quite calm. The main microcontroller wakes up at regular
intervals, about every five minutes in our case, and checks if the harvested power is below
80% of the maximum power. The microcontroller stays awake for about 200 ms, before going
back to sleep. This awakening consumes about 40 mJ, while between two awakenings the
module harvests roughly 180 J. These awakenings have only a very small cost, at least when
the module is fully exposed to the sun. During the period outlined by I , the harvested power
decreases. This is observed only during the first recharge period (see Fig. 6.18a). This is caused
by the heating up of the panel, decreasing the efficiency of the photovoltaic conversion due to
changes in the semiconductor’s properties. At the end of the recharge phase II , the harvested
power decreases as the cell reaches the edge of the beam, and eventually the microcontroller
decides to begin a realignment procedure.
The realignment procedure is detailed in Fig. 6.19c. This is similar in many regards to the
procedure followed during the initial placement. The major difference is the first step A ,
where the panel is inclined back to the horizontal to perform the anisotropic gradient ascent
B . The panel is then inclined again C , followed by the robot’s spin D and the fine-
tuning of the inclination E . The final step moves the robot toward the edge of the beam F .
Compared to the initial placement, the overall power is also lower because some resources,
such as the processor, are not used. This realignment procedure is purely reactive, which
consumes less energy compared to a reflective strategy.
The statistical assessment of the efficiency of the recharge phase is presented in Fig. 6.20.
The first important metric is the overall balance, as seen in Fig. 6.20a. During the five-hour
trials, the median of the harvested energy is 11000 J, while the battery recharged by an amount
of 8000 J (2.2 Wh). Put the other way round, on the total of the harvested energy, 73% was
effectively used to recharge the system. The rest was lost during the initial placement, the
realignments steps, and the recharge cycles. The median of the average recharge power
(Fig. 6.20b) reached 440 mW inside the battery, while at the same time the harvester delivered
610 mW. The losses inside the other part of the robot represented an average of 170 mW.
It is interesting to go into the details of the process. A single run can be broken up into a
succession a three steps: 1) the initial placement, which happens only once at the beginning,
2) a recharge period, and 3) a realignment procedure. The robot alternates between the
recharge and the realignment steps, until the end of each trial. The detailed statistics for each
of these steps can be computed. During the initial placement (Fig. 6.20c), the mobile base, the
processor, and the laser sensor are all part of the energy expenses. Some energy is harvested at
the end of the run (E˜ = 43 J), but far from enough to compensate for the energy going out of
the battery (E˜ = 418 J).
During a single realignment step (Fig. 6.20d), the situation is similar, but with a few important
differences. Now, the base (thus the mobility of the robot ) represents almost the totality of the
energy budget. This is due to the reactive strategy, as no high-level control is involved. The
energy required for a single realignment (E˜ = 63 J) represents only 15% of the energy required
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(a) Energy consumed by each subsystem during
the totality of phase 3 (N = 5).
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(b) Average power consumed by each subsystem
during the totality of phase 3 (N = 5).
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(c) Energy consumed by each subsystem during the
initial placement step (N = 5).
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(d) Energy consumed by each subsystem during a
single realignment step (N = 21).
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(e) Energy consumed by each subsystem during a
single recharge slot (N = 21).
Figure 6.20 – Box plots of the energy-related metrics for each subsystem, when considering
the totality ((a) and (b)) or parts ((c) to (e)) of the third phase (solar recharge).
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for the initial placement. Even if we consider the multiple realignment steps required on a
whole run (E˜ = 286 J), the energy used is still 30% lower. The reactive approach proves to be
energy efficient, while enabling a simple and successful tracking of the sun.
Finally, the recharge step (Fig. 6.20e) is the longest of all, but it is also where energy is the most
efficiently harvested. The median time of a recharge, before proceeding to a realignment,
is 3862 s (64 minutes and 22 seconds) on 21 single recharge steps performed during the 5
trials. This corresponds to the 3600 s that were predicted earlier when choosing the activation
threshold. The median of the energy injected into the battery is 1865 J per recharge step,
but there is a substantial variance. This variance is chiefly explained by the variance on the
recharge duration between two realignments (see Fig. 6.18a on p. 119 as an example of the
variability) and by some small random misalignments between the photovoltaic panel and
the incoming beam.
6.5 Concluding Analysis
6.5.1 Summary of the Results
Figure 6.21 summarizes the energy balance among the three phases of our experiment when
considering several important subsystems. If we take a look at the battery (Fig. 6.21a), phase 1
(map building) requires 1000 J, and phase 2 (systematic coverage) requires 5400 J. On the other
hand, during the last phase, we are able to recharge the battery by almost 8000 J. So, at the
end of the day, we have a net gain of about 1600 J (0.45 Wh). This is a small amount of energy,
but it represents a good and valuable achievement. If we had such sunny conditions for every
day of the year, the robot would be able to map the room early in the morning, perform a
complete coverage of the room, and then spend the rest of the day tracking the sun, while still
accumulating more and more energy.
If we focus on the sole mobility (Fig. 6.21b), the most intensive task is the systematic coverage
of the floor. The recharge phase comes second, due to the frequent realignments required
to track the position of the beam. Finally, when it comes to the harvested energy (Fig. 6.21c),
only the third phase gives any consequent amount of energy. During the two other phases,
the occasional entry of the robot inside the solar beam is not enough to bring us any useful
energy.
Earlier, we raised the question regarding the solar tracking on the horizontal axis of the
photovoltaic panel. Is the gain worth the energy lost by the motor? In our scenario, the
inclination angle β of the panel is not continuously adjusted, which is contrary to what is
done in some outdoor photovoltaic plants. The adjustment is performed once during each
realignment procedure, in which case, we are forced to put the panel back to the horizontal
first in order to start the gradient ascent6. We can estimate the energy lost by this back-and-
6 For the final design, the photodiodes should not be fixed to the mobile panel to avoid this back-and-forth.
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(c) Energy consumed by the solar harvester.
Figure 6.21 – Summary of the energy consumed by several subsystems, during the three phases
of the experiment.
forth movement. We already concluded in Sec. 6.4.3 that our stepper motor was using 700 mW
of power. The total time for the inclination procedure can be estimated from Fig. 6.19c (p. 120)
by summing up steps A , C , and E . This equals to 13 s. Thus a single adjustment costs
9.1 J. On the whole experience, we performed up to five realignments, which gives a total cost
of 46 J. Compared to the 11000 J that we harvested, this is a loss of at most 0.4%. On the other
side, we predicted with our theoretical framework (Sec. 5.5) a possible gain of up to 3.2% with
the addition of a tracking axis, compared to a fixed system. Thus our tracking system could be
worth the gain.
From another point of view, the tracking axis adds a significant complexity to the system. This
could be a disadvantage when considering the use of this technology inside a real product.
The system will cost more, without mentioning the fragility and the possible breakage. A gain
of a few percentage points might be not enough to be worth this complexity. If we push this
reasoning further, a panel inclined at a fixed angle also has some drawbacks. One advantage
of the robotic vacuum cleaners of Chap. 2 is their ability to go under the pieces of furniture. A
bulky device fixed on their top would severally limit this ability. So what would happen with a
fixed horizontal panel? From Fig. 6.19c (p. 120), we see a gain of about 200 mW when tilting
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the panel (between the end of B and the end of E ). A fixed horizontal panel would mean a
loss of about 30%, or 3300 J less inside the battery at the end of the day. This is a big loss in
our energy balance but a gain on the usefulness of the robot in everyday life. Both arguments
should be weighted when designing a real robot, but a horizontal panel will probably win in
most cases, at the expense of a greater charging time.
6.5.2 From Simulation to Experiment
We can compare our experimental results with the results of the simulation performed in
Sec. 5.4.2, and compute the global efficiency when moving from the simulation to the reality.
We set our solar arena to reproduce the conditions experienced during the 14th of February
(d = 45). If we refer to the simulated results for case 7 (Fig. 5.9c on p. 88), the daily energy
income reaches 6367 Whm2·day when d = 45, for a total of 6 hours and 21 minutes of sunshine.
The energy received by our photovoltaic harvester is deduced by scaling down this value
to the 5 hours of our experiment, taking into account the area of the panel (190 cm2) and
correcting for the lower power density of our light bulb (515 W/m2 instead of 1000 W/m2). At
the end, the predicted amount of energy on the panel is 49 Wh. During the third phase of our
experiment, we harvested an amount of 11000 J (Fig. 6.20a), or 3.1 Wh. The overall efficiency
of the harvester, based on this predicted illumination, equals 6.3%. This is very close to the
experimental efficiency that we characterised in Fig. 6.10c on p. 107 (7.8% at 354 W/m2).
This demonstrates two major points. First, there is a good match between the theoretical
framework developed in Chap. 5 and the experimental results conducted inside our solar
arena. This validates the experimental conditions with respect to the solar mechanics defined
in Sec. 5.3. This also reveals the good performance of our embedded control to track the
solar spot. The overall efficiency is limited by the efficiency of the harvester and not by a
suboptimal tracking. Thus, future efforts to increase the efficiency should focus in priority on
the harvester.
6.5.3 From Experiment to Reality
Up to now, we have considered only ideal sunshine conditions. This hypothesis was used all
along the theoretic framework of Chap. 5, as well as during the experiments conducted in the
present chapter. How big is the step between these idealized conditions and reality? Figure 6.22
shows the statistical yearly relative sunshine duration in Switzerland for two distinctive years.
During year 2010 (Fig. 6.22a), the amount of sunshine was particularly low relative to the past
decade. On the contrary, year 2011 (Fig. 6.22b) was especially good. This gives us the two
possible extremes when considering the statistical data of the past decade. For the worst, some
places saw only 30% of sunshine in 2010. For the best, this values can rise up to 65% during a
good year. If we transpose this to the experimental results of phase 3, the realistic harvested
energy could be comprised between 3300 and 7150 J (instead of 11000 J). This linearly reduces
the energy injected into the battery, as the losses inside the rest of the system remains. At the
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(a) 2010 (b) 2011
Figure 6.22 – Comparison of the statistical yearly relative sunshine duration in Switzerland (in
% of the theoretic maximum), when considering the worst and the best year of the past decade.
Year 2010 saw a low amount of sunshine, while 2011 saw a high amount. Sunshine is taken into
account when the direct solar irradiance exceeds 200 W/m2. Picture credits: ©MeteoSwiss.
(a) February 2010 (b) February 2012
Figure 6.23 – Comparison of the statistical monthly relative sunshine duration in Switzerland
during February for two distinctive years. Picture credits: ©MeteoSwiss.
end, the battery could be recharged by 300 to 4150 J, respectively (instead of 8000 J). While a
few thousands Joules are still interesting, we are on a sharp edge.
If we consider the statistical monthly relative sunshine duration for February (Fig. 6.23), the
situation can be even worse. During February 2010 (Fig. 6.23a), some places saw less than
20% of relative sunshine for the whole month. Under such conditions, the equilibrium is
broken, and we can no longer recharge the battery. On the contrary, some places saw more
than 70% of relative sunshine during February 2012 (Fig. 6.23b). Our harvesting process is
thus highly unpredictable, with respect to the variability of the weather from one year to the
other. Our recharge process cannot be the only source of energy. It is still necessary to use
a recharge station connected to a wall socket. Otherwise, our robot could potentially starve
for complete months when experiencing harsh conditions. A large battery could smooth out
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(b) Yearly relative sunshine: 65%.
Figure 6.24 – Simulated daily energy gained by the solar robot for two distinctive cases of
yearly amount of sunshine. The dashed line is our energy needs (20 kJ) for one cleaning task.
If the energy gained by the battery is below this target, the robot will have to perform several
consecutive days of recharge before being able to clean again.
these statistical variations, but with current battery technologies it is impossible to store the
energy needed for multiple consecutive tasks in such a limited volume. As a consequence,
energy shortages are still possible.
6.5.4 A Concrete Case
What happens if we transpose these results to a real service robot? If we adapt our harvesting
technology to robotic vacuum cleaners, for example, how many days of recharge would be
necessary after completing a cleaning cycle? Let us first estimate the needs of such a robot.
If we go back to the robotic vacuum cleaners of Chap. 2, and particularly Fig. 2.7 (p. 20), we
measured the specific energy used by these robots. Robots with a navigation technology had a
specific energy between 500 and 2000 J/m2. Scaled to the area of our arena (16 m2), this means
a need in energy between 8 and 32 kJ. Let us settle on the average value: 20 kJ per cleaning
task. As a point of comparison, the specific energy of the marXbot robot during phase 2 was
340 J/m2. This lower value is coherent for two reasons. First, the marXbot has no cleaning
functionalities, which means no additional motors. Then, we used high-end components
with a higher efficiency, compared to the low-cost components used on commercial products,
most notably for the motors.
Now, we have to compute the achievable recharge of energy. We derive this information from
the results of case 7 (Fig. 5.9c on p. 88) and by applying a number of constraints. We take
the same photovoltaic panel (190 cm2, η= 6.3%) with the same algorithms under standard
conditions (G = 1000 W/m2) and with one hour of sunshine less per day (this hour is used for
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cleaning). The unknown here is the relative amount of sunshine per day. Figure 6.24 plots
the harvested energy and the energy used to recharge the battery for two different values
of sunshine. Figure 6.24a uses a pessimistic value of 30% (but keep in mind that worse is
occasionally possible), and Fig. 6.24b uses an optimistic value of 65%. On both figures, the
bold dashed line shows our need of 20 kJ.
During a good year (Fig. 6.24b), we can have up to 22 kJ of recharge per day. We would be able
to use our robot every day, for about 150 days in the year. In winter, the energy would be lower
but still enough to use our robot once every two or three days. However, during bad years
(Fig. 6.24a), the situation is less perfect. With a relative sunshine of only 30%, the recharge
energy reaches its limit around 8.7 kJ per day in summer and goes down to 1.8 kJ in winter. We
can thus use the robot once every 2.3 days in summer and only once every 11 days in winter.
Finally, the plots of Fig. 6.24 can be used to compute the economical worthiness of our
approach. How much money do we save with this harvester, compared to a recharge station
connected to the wall socket? Let us take a price for the electricity of 0.13 $/kWh7. A yearly
relative sunshine of 30% would result in a total recharge of 570 Wh on the whole year, or $0.07
worth of electricity at the current price. A good year, with 65% of yearly relative sunshine,
would give 1.6 kWh of energy, or save us $0.21. At an industrial scale, this harvester would
probably cost at least $5. For the best case, it would take us 23 years to make our investment
profitable or more than 70 years if we are out of luck. From an economic point of view, this
project is not worth the investment due to several factors: we have a lower amount of sunshine
compared to outdoors, the maximum size of the panel is small, and the actual electricity price
is low.
6.6 Discussion
In this chapter, we presented the requirements and the experimental validation of the hard-
ware used to challenge the results of Chap. 5. The final experiment was divided into three
phases to duplicate the usage pattern of a robotic vacuum cleaner. This application was
chosen due to its high requirement in energy and its broad adoption by people. The results
for each phase showed the energy used by each major subsystem and how simple algorithms
were able to achieve an autonomous harvesting of the solar power indoors.
Most importantly, our final analysis showed how the results of our theoretical framework
closely matches the experimental results and how these results can be transferred to a real
robotic vacuum cleaner. We cannot completely drop the recharge station, due to the daily
variability of the weather conditions. But years with a high sunshine ratio can bring us an
interesting amount of energy for such applications.
7 Source: U.S. Energy Information Administration (EIA) for residential consumers (August 2014):
http://www.eia.gov/electricity/.
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The configuration of the building will play a key role in the feasibility of such an approach.
An aperture oriented towards the equator is an absolute requirement, and it will not always
be satisfied. It should also be free of any obstacle that may cast a shadow. We have a higher
probability of satisfying such conditions inside modern buildings, especially if they follow
a passive design. Such designs try to maximize the passive solar gain, especially in winter,
which implies large south-facing windows. The location of the building is equally important.
A residential house is a better candidate compared to a densely packed building bloc. In the
latter case, a photovoltaic installation on the roof is the best option.
Another essential aspect of our approach is the adoption by users. The adoption of a regular
robotic vacuum cleaner inside the home ecosystem is not always ensured [12, 154]. With
our approach, a robot will have to spend most of its time by the window, where most of the
natural light is. The first problem is the potential presence of pieces of furniture, such as a
dining-room table. People are like solar robots, they try to make a good use of the outside
lighting. The robot can walk around obstacles, but this will increase the energy needs and
probably decrease the amount of daily sunshine.
The second problem is the higher footprint of the robot inside the home ecosystem. The robot
may hinder the habits of people inside the building and, consequently, decrease the adoption
ratio of this technology by people. More study is needed to understand the real impact and the
possible issues. Unfortunately, it seems that little can be done to minimise this inconvenience
from a technical point of view.
6.7 People Who Contributed to This Work
The experimental solar simulator (Sec. 6.1) was designed and assembled by Alain Vuille, with
the help of Norbert Crot and under my supervision. The electronics, the mechanics, and the
MPPT controller of the solar harvester (Sec. 6.2) were done by Martin Liniger during his Master
thesis, under the supervision of Philippe Rétornaz and myself. The firmware for the 16-bit
microcontroller was done by Philippe Rétornaz.
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7 Conclusion
Energy resources at our disposal are abundantly used by an increasing number of electrical
appliances inside our households. Sales of domestic robots are likewise increasing from
one year to the next. Domestic robots offer a number of appreciated services to working
single people and busy families but at the cost of increased stress on our limited resources.
Energy is generally not considered as a design parameter by manufacturers, unless they are
constrained by legal means. The robotics community is similarly little concerned by this topic
and consequently few researches are done.
At the beginning of this work, we set two major goals. Our first goal was to find metrics and
technologies to design more energy-efficient domestic robots. By studying actual robotic
vacuum cleaners in Chap. 2, we were able to prove that the addition of a localisation technology
is beneficial for the overall energy balance. We introduced the concept of specific energy to
measure the energy efficiency of robots performing a complete coverage of the floor. With the
addition of a localisation device, the specific energy can be lowered by 2 to 12 times compared
to robots relying on a pseudo-random navigation. At the end, a robotic vacuum cleaner can
even consume less energy compared to a hand-operated one. On the other hand, due to the
lower cleaning efficiency of robots on some surfaces, most people will probably use both
devices in conjunction but reduce the amount of manual vacuuming in counterpart.
The choice of the mapping sensor is also crucial, as noted in Chap. 4. The performance of
scanner sensors can be linked to the energy with simple metrics, such as the energy per bit of
information. These metrics can be useful when selecting a sensor for a specific application,
but the designer should also take into account other metrics, including the start-up and warm-
up energies. Even if the exact choice depends on the final scenario, this work provides the
necessary toolbox.
Another major goal was to increase the ratio of renewable energies used by domestic robots.
We evaluated a number of energy sources in Chap. 5. We also assessed the feasibility boundary
with respect to a realistic scenario based on the vacuum cleaners of Chap. 2. Indoor envi-
ronments offer few powerful supplies as most physical phenomenons are attenuated by the
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building envelope. One energy stands out, however: the sunshine that naturally comes inside
through the apertures of the buildings with an intensity that is only slightly diminished by the
windows. Within a south-oriented room, this can offer enough energy for most applications
as demonstrated by the upper bound (7651 Whm2·day ) settled by numerical simulations. Based
on seven case studies, we established the critical influence of the mobility of the base. A
motionless object has no way to profit from the sun, whereas a mobile robot can take full
advantage of this source due to the changing spatial locality as the day progresses and around
the year. It was established that active tracking on the panel’s inclination has less impact on
the overall balance, but it can increase the energy income by a few percentage points.
The experimental validation of Chap. 6 was performed under controlled conditions inside
the solar arena designed for this occasion. A solar harvesting module was developed for the
marXbot robot and thoroughly characterised. The marXbot was programmed to accurately
reproduce the behaviour of a robotic vacuum cleaner by using a localisation technology. The
last phase was devolved to the solar recharge with a mapping-assisted initial placement. The
successive realignment procedures used a low-level reactive behaviour to consume the least
energy possible. The success of this approach was proved through a number of results:
1. At the end of the three-phase experiment, we have a net gain inside the battery of 1600 J,
on average, under ideal sunny conditions.
2. Using the theoretic energy income, the closed-loop efficiency of the harvester is es-
timated to be 6.3%. This closely matches the experimental characterisation of the
harvesting module (7.8%). It shows the good performance of our sun-tracking algo-
rithm.
3. With a realistic scenario based on the robotic vacuum cleaners of Chap. 2 (20 kJ per
cleaning task), we estimated the number of consecutive days needed to recharge the
battery between two tasks. Depending on the statistical sunshine conditions and the
day of year, a recharge could be fulfilled in 1 to 14 days.
This technology is deemed feasible, even if the recharge station cannot be completely aban-
doned due to sporadic weather conditions below the statistical conditions. The integration
of this technology with a recharge station is yet to be studied. Acceptance by the user is also
a key factor for the success of this robotic advance, as the robot will have to share the sunny
places with the user’s plants and other pieces of furniture. Finally, the configuration of the
building is another crucial aspect that will inherently limit the utility of our technology. Ideal
households have a single-family detached home without any outside obstacle on the south
side. In the case of an apartment building inside a densely packed district, the best option
remains photovoltaic panels on the rooftop.
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7.1 Contributions
This work provides the following contributions to the state of the art:
• We introduced new energy-wise metrics to assess the impact of technologies on the
energetic balance of robots. The specific energy metrics is useful when comparing robots
that perform the complete coverage of an area, while the energy per bit of information
metrics can be used for a variety of sensors, including mapping sensors.
• We proved the benefit of localisation technologies with respect to the energy required to
accomplish a spatially bound task. The supplementary energy required for such devices
is largely compensated for by the faster completion time.
• We provided a systematic assessment of the suitability of renewable energy sources
applied to indoor robots. By comparing the feasibility boundary conditions, the sun-
shine coming through a building’s aperture is shown to be a promising, yet challenging,
energy source.
• We performed extensive simulations for several hypothetical solar harvesting systems
and proved the major impact of the base’s mobility on the daily energy income. Impor-
tant design parameters were likewise studied.
• We demonstrated a successful implementation on a real robot evolving inside a con-
trolled environment. A mixed strategy is proposed with an initial placement performed
by a cognitive control, while the realignment steps as the day progresses are executed by
a low-level reactive behaviour.
• Based on a comparison between the theoretical framework and the experimental val-
idation, we provided a method to predict the feasibility of this innovative technology
within the scope of a real application.
7.2 Outlook
This work logically focused on robotic vacuum cleaners, as they are by far the main applica-
tion as measured by sales. It is straightforward to extend the findings of Chap. 2 to similar
robots performing a complete coverage. However, more work is needed in the case of other
applications, such as patrolling tasks. It would be interesting to broaden the scope of this work
by analysing different appliances. As pointed out in Chap. 4, the proposed metrics do not
account for the full complexity of sensors. The extension of these metrics could be likewise
studied.
In Chap. 5, we focused on the most promising source of energy, but combinations can also
be envisioned. For example, a decreased photovoltaic conversion’s efficiency was noted in
Sec. 6.4.3 due to the heating of the solar cell. Authors have already proposed to combine
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photovoltaic panels with thermoelectric generators to increase the system’s efficiency [155,
156]. The implications of such hybrid technology should be studied within our theoretical
framework.
A solar-enhanced service robot will have to compete for the sunny places inside the house.
As outlined in Chap. 6, the adoption by the final user will be critical to the success of our
technology. This should be studied, for example, by extending the adoption patterns found
by [154]. Such a work can bring solutions to reduce the major causes of friction between
the robot’s behaviour and the user’s habits. Before introducing such types of robots inside
households, however, the prototype of Chap. 6 should first be converted into a real product.
This implies considerations regarding the inclination of the panel (fixed or actuated), the
useful user interactions, or the fine-tuning of the tracking algorithms. This is, however, mostly
engineering work, and our study provides the necessary tools to evaluate the consequences of
these choices on the final energy outcome.
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A Four-Channel Power Datalogger
The hardware of the power datalogger was developed during this work1. The principle char-
acteristics are shown in Table A.1. This chapter presents the design requirements in Sec. A.1.
The calibration procedure, as well as the achieved accuracy, are discussed in Sec. A.2.
A.1 Hardware
The module has the following design requirements:
• Four identical channels, each channel measuring both the voltage and the current.
• A high input impedance when measuring the voltage and a low input impedance when
measuring the current.
• A measurement frequency of at least 1 kHz.
• Autonomous in energy. The module must not be connected to the supply of the mea-
sured system.
• All calculations should be performed on-board.
The simplified block diagram of the designed system is shown in Fig. A.1a. For each channel,
the current is measured with a shunt resistor and amplified with a instrumentation amplifier.
The voltage is measured through a buffering electronics to guarantee a high input impedance.
Both the voltage and current are sampled by the Analog Digital Converter (ADC) of the mi-
crocontroller. Analog low-pass filters are used to avoid aliasing effects due to the sampling
process.
The microcontroller communicates with the outside world through a Controller Area Network
(CAN) bus. A Universal Asynchronous Receiver/Transmitter (UART) interface is also available.
1 The measurement electronics is based on a previous design by Daniel Burnier. This electronics had only one
channel, a lower voltage input impedance and a lower bandwidth limit.
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(a) Simplified block diagram of the power datalogger.
(b) Assembled power datalogger. (c) Hardware interface to connect the datalogger
between modules of the marXbot.
Figure A.1 – Overview of the electronics.
It is possible to use Bluetooth and Universal Serial Bus (USB) interfaces with the help of
dedicated communication modules developed by the Laboratoire de Systèmes Robotiques
(LSRO) laboratory.
The final hardware is pictured in Fig. A.1b. The wires on the right side of the module are the
inputs of the four channels. The power supply is performed separately, for example, with a
Li-ion battery. The piece of hardware shown in Fig. A.1c is a small module dedicated to the
easy connection of the datalogger between modules of the marXbot robot.
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Table A.1 – Summary of the principle characteristics of the power datalogger.
Typical Unit
Sampling frequency 1.5 kHz
Voltage measure
– Absolute maximum voltage 26 V
– Maximum voltage 6.5 V
– Input impedance 5 GΩ
– Resolution 1.6 mV
Current measure
– Maximum current 11 A
– Maximum continuous current 5 A
– Input impedance 6 mΩ
– Resolution 2.7 mA
A.2 Calibration
For each channel, the voltage and current measured by the microcontroller (vm , im) linearly
depend on the input voltage and current (vn , in). Based on the k-th sample, we can estimate
the voltage and current (vˆn , iˆn) using
vˆn[k]= gainv · vm[k]−offsetv (A.1)
iˆn[k]= gaini · im[k]−offseti . (A.2)
With some care, this calculation can be performed on the microcontroller in real-time. The
theoretic gains in voltage and current equal 1.6 mV and 2.7 mA, respectively. However, it is
necessary to proceed to a calibration in order to increase the precision of the conversion.
Points were collected inside the working range, the true value was measured with a precision
multimeter, and the resulting error was minimised by performing a least square optimisation.
The error on the estimated current ∆i [k] = iˆn[k]− In is shown in Fig. A.2a in the case of
channel 1. The error is bounded in any case between -8 and +8 mA on all channels. If we
consider the median of the samples, the error is even bounded between -4 and +4 mA.
The error on the estimated voltage ∆v[k] = vˆn[k]−Vn is shown in Fig. A.2b in the case of
channel 1. Unlike the current, the measure of the voltage is not perfectly linear and a small
quadratic component can be observed. But we know that this datalogger will be used only with
electronics powered by a Li-ion battery. Consequently, we can limit the range of the measure
between 3.5 and 4.2 V. We optimised the offset around 3.9 V. The relative error is shown in Fig.
A.2c. The error is bounded between +0.2% and -0.2% inside this working range.
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(a) Absolute error on the current when considering the full range (0 – 3 A).
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(b) Absolute error on the voltage when considering the full range (0 – 4.2 V).
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(c) Relative error on the voltage when zooming in the working range (3.5 – 4.2 V) and
after the adjustment of the offset around the working point (3.9 V).
Figure A.2 – Box plots showing the accuracy on the voltage and current after calibration for
channel 1 (N = 15000 for each bin). The other channels have a similar response.
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