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Abstract
In this paper we propose a dimension reduction method for estimating the directions in a multiple-index
regression based on information extraction. This extends the recent work of Yin and Cook [X. Yin, R.D.
Cook, Direction estimation in single-index regression, Biometrika 92 (2005) 371–384] who introduced
the method and used it to estimate the direction in a single-index regression. While a formal extension
seems conceptually straightforward, there is a fundamentally new aspect of our extension: We are able to
show that, under the assumption of elliptical predictors, the estimation of multiple-index regressions can be
decomposed into successive single-index estimation problems. This significantly reduces the computational
complexity, because the nonparametric procedure involves only a one-dimensional search at each stage.
In addition, we developed a permutation test to assist in estimating the dimension of a multiple-index
regression.
c© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
In simple regression a 2D plot of the response Y versus the predictor X displays all the
sample information, and can be quite helpful for gaining insights about the data and for guiding
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the choice of a first model. Such straightforward graphical displays of all the data are not
generally possible with many predictors, but informative displays are still possible in situations
where we can find low-dimensional views, the only ones that are possible in practice, that
provide “sufficient” information about the regression. In regression graphics we seek to facilitate
visualization of the data by reducing the dimension of the p×1 predictor vectorXwithout loss of
information on the regression and without requiring a pre-specified parametric model. We called
this sufficient dimension reduction, borrowing terminology from classical statistics. Sufficient
dimension reduction leads naturally to the idea of a sufficient summary plot that contains all of
the information on the regression that is available from the sample.
In Section 2, we extend the information extraction method suggested by Yin and Cook [30] to
multiple-index regressions. In Section 3, we demonstrate that for a regression with elliptical
predictors the multiple-index optimization can be decomposed into successive single-index
optimizations without loss of information. A permutation test is suggested in Section 4 to assist
in estimating the minimal number of indices. In Section 5, we establish the consistency of the
proposed estimator. Finally we present examples in Section 6 and further discussion in Section 7.
Proofs are in the Appendix. In the rest of this section we review the concept of sufficient
dimension reduction, and set the context for the subsequent results.
We assume throughout that the scalar response Y and the p × 1 vector of predictors X
are defined on a common probability space, and that the data (Yi , Xi ), i = 1, . . . , n, are iid
observations on (Y , X) with Var(X) > 0. The notation U y V|Z means that the random vectors
U and V are independent given any value for the random vector Z. Subspaces will be denoted by
S and, for a t × u matrix B, S(B) means the subspace of Rt spanned by the columns of B. PB
denotes the projection operator for S(B)with respect to the usual inner product and QB = I−PB.
1.1. Sufficient dimension reduction
Let B denote a fixed p × q , q ≤ p, matrix so that
Y y X|BTX. (1)
Statement (1) holds when B is replaced with any matrix whose columns form a basis for S(B).
Thus, (1) is appropriately viewed as a statement about S(B), which is called a dimension
reduction subspace (DRS) for the regression of Y on X. Let SY |X denote the intersection of
all DRS’s. While SY |X is always a subspace, it is not necessarily a DRS. However, under various
reasonable conditions SY |X is a DRS [4–6], and it is then called the central subspace (CS), which
is assumed to exist throughout this article. The dimension d of SY |X is called the structural
dimension of the regression, and we use a p × d matrix γ to denote a basis in SY |X.
The CS represents the minimal subspace that preserves the original information relating to
the regression, in the sense that the conditional distribution of Y |PγX is the same as that of Y |X.
The CS has several useful properties, among which is predictable change under full rank affine
transformations of the predictor: if a ∈ R p, and A : R p → R p is a full rank linear operator, then
SY |AX+a = (AT)−1SY |X.
Consequently, the dimensions of these two subspaces are the same and one can be obtained from
the other. For additional background on these ideas, see Cook [6], Cook and Weisberg [13], and
Chiaromonte and Cook [2].
The central mean subspace [8] is a subspace of the CS designed to characterize just the mean
function E(Y |X). In this article we are concerned only with the CS and thus estimation methods
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like pHd [24], IHT [9], OPG and MAVE [27], as well as derivative methods [18,25], single-index
models [21,20], and adaptive methods [19] that target the central mean subspace are not a focus
of this article.
1.2. CS estimation methods and their conditions
CS estimation methods like IRE [11] and its ancestor SIR [23] require that E(X|γ TX = ν)
be a linear function of ν. Partitioning the range of a continuous response into intervals Hs ,
s = 1, . . . , h, this linearity condition implies that ξ s ≡ Var(X)−1{E(X|Y ∈ Hs)−E(X)} ∈ SY |X.
With ξ = (ξ1, . . . , ξh), we then have S(ξ) ⊆ SY |X, which is the basis for the methodology. In
addition to the linearity condition, the coverage condition – S(ξ) = SY |X – is often imposed to
insure that the CS can be estimated fully.
The linearity condition is typically easier than the coverage condition to address in practice. It
holds for elliptically contoured predictors, to a good approximation when p is large relative
to d [17], and can often be induced to an adequate approximation by re-weighting [10] or
transforming the predictors. There are no such methods or diagnostics for the coverage condition,
and consequently it is often dismissed by assumption, although it is known to fail in simple
symmetric models like Y = X21 + ε, where X1 and ε are independent standard normal random
variables [12]. Models in which the coverage condition fails must be carefully crafted and
therefore might be judged to be rare in practice, but methods relying on the coverage condition
will have low power for “nearby” models like Y = (µ+X1)2+ε when |µ| is small. SAVE [12] is
a second-order method that mitigates the coverage condition, but it requires additional constraints
on the marginal distribution of the predictors, and a relatively large number of observations in
each Hs .
Ai [1] considered a model with less restrictive distributions on the predictor vector, which
is in fact equivalent to the CS in (1). However, Ai’s method involves high-dimensional density
estimation. Zhu and Zeng [31] proposed a method that targets the central mean subspace of the
characteristic function of the conditional density of Y |X. Their method recovers the CS, but they
reported results only for normal predictors. A recent work of Xia [28], which combines the kernel
conditional density estimation with OPG and MAVE, also recovers the CS. Xia’s method differs
from ours in that it treats the predictor X jointly, and therefore involves a multivariate kernel
estimate for the density ofX. In comparison, a key feature of our method is treating one predictor
at a time, thus avoiding multivariate kernel estimation of the predictor density altogether.
1.3. A new proposal for estimating the CS
The new method developed in this article is based on extending to multiple-index regressions
(d > 1) the information theory approach developed by Yin and Cook [30] for single-index
regressions (d = 1). A theoretical extension of this approach is conceptually straightforward,
requiring neither linearity nor coverage, similarly to Ai’s method [1]. However, Ai [1] uses high-
dimensional kernel density estimation. Because the convergence rate of a kernel density estimator
decreases exponentially with the dimension of the kernel, whenever possible it is always
preferable to use a lower-dimensional kernel to a higher-dimensional kernel. For this reason
we break down estimation of the CS into successive single-index estimation problems. This
fundamentally new aspect of our extension significantly reduces the computational complexity
and, because the nonparametric procedure involves only a one-dimensional search at each stage,
our method involves kernel density estimator of dimension at most 2, thus avoiding the sparsity
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caused by high-dimensional kernel smoothing. These gains come at a price: We still require
elliptical predictors to insure the linearity condition, but the coverage condition is replaced with
a relatively weak condition called directional identifiability that should typically hold in practice.
Additionally, a continuous response does not need to be partitioned. On balance, we view the
proposed method as a viable alternative to existing methods that, in effect, may require only the
linearity condition in practice.
2. The principle of information extraction
Unless explicitly indicated otherwise, we assume that Y has a density with respect to some
(σ -finite) measure µ on R, and X has a density with respect to the Lebesgue measure λ, and
(X, Y ) has a joint density with respect to µ × λ. For convenience, we denote the densities of
X, Y , Y |X by p(X), p(Y ), and p(Y |X), and so on, keeping in mind that the symbol p in each
case indicates a different function. Because densities p will always appear together with their
arguments in our exposition, this abbreviation should cause no ambiguity.
Let h ∈ Rp×k , k ≤ p. We define the information index I(h) for dimension reduction as any
of the following equivalent forms:
I(h) ≡ E
[
log
p(hTX|Y )
p(hTX)
]
= E
[
log
p(hTX, Y )
p(Y )p(hTX)
]
= E
[
log
p(Y |hTX)
p(Y )
]
.
These forms correspond to different interpretations: the first reflects inverse regression; the
second is the informational correlation; and the third, ignoring a constant, is the expected log-
likelihood for forward regression. The basic idea behind our proposal is to maximize sample
versions of I in an effort to estimate a basis for the CS, using density estimates in place of the
densities. In short, we seek estimates of the CS of the form S{argmax Iˆ(h)}, where Iˆ indicates
an estimator of I, which replaces the expectations in I with sample averages and replaces the
densities with their nonparametric estimators.
The information index I is an adaptation of the Kullback–Leibler information to the
dimension reduction context. As such it is connected nicely to various notions in dimension
reduction, such as sufficient and maximal reduction, echoing the relation between the
Kullback–Leibler information and such classical notions as sufficient and minimal sufficient
statistics. The following properties are direct extensions of the single-index case (d = 1) given
by Yin and Cook [30].
Proposition 1. Let h j be a p × k j matrix, j = 1, 2, and let h be a p × k matrix.
1. If S(h) ⊆ S(h1), then I(h) ≤ I(h1). If S(h) = S(h1), then I(h) = I(h1).
2. I(h) = I(Ip) if and only if Y y X|hTX.
3. I(h) ≥ 0 for all h, and I(h) = 0 if and only if Y y hTX.
4. I(γ ) ≥ I(h), with equality if and only if S(γ ) = S(h).
5. If k1 < k2 < d, then I(I ) = I(γ ) > max I(hk2) > max I(hk1).
Part (1) confirms that I increases as the subspace becomes larger, and that it depends on h
only through the subspace that it spans. Part (2) means that any dimension reduction subspace
maximizes I, and part (3) says that Y y X if and only if max I(h) = 0. Part (4) implies that
searching through p × d matrices will yield a basis for the CS. Part (5) suggests that if one
searches through successively larger subspaces then the first time the maximum is reached yields
a basis for the CS. Thus we can always find the CS in the population by doing multi-dimensional
X. Yin et al. / Journal of Multivariate Analysis 99 (2008) 1733–1757 1737
searches. However, this is very difficult in practice since multi-dimensional density estimation
can be quite problematic.
An alternative procedure that avoids high-dimensional density estimation is based on a
sequence of orthogonal 1D searches. Letting a denote a length 1 vector, find a first direction
a1 by maximizing I(a) over Rp. The next vector, a2, will then be found by maximizing I(a)
subject to the constraint aTa1 = 0. Similarly, ak , k = 3, . . . , d, are defined as
ak = argmax{I(a) : a ⊥ S(a1, . . . , ak−1)}.
This procedure is like determining the eigenvectors of a square matrix A by doing orthogonal
1D searches to maximize the quadratic form aTAa. Thus we always search one dimension at a
time with the number of estimated parameters in the kth direction being p − k + 1, avoiding
multi-dimensional search at any time. Moreover, under conditions given in the next section, the
successive maximization of I(a) is in fact equivalent to the joint maximization of I(a1, . . . , ak),
in the sense that it still recovers the CS fully, without loss of any regression information. For
convenience of exposition and without loss of generality we work in the scale of the standardized
predictor Z = Var(X)−1/2(X− E(X)), and let the columns of the p × d matrix β be a basis for
SY |Z, the CS in the Z scale. Recall that γ is a basis for the CS in the X scale.
3. Successive direction extraction
Let a1, . . . , ad be the d successive maximizers of the information I described in the last
section. We will say that the successive maximization is Fisher consistent (see, for example, [15])
if these vectors span the CS. If d = 0 nomaximization is required and we say that the procedure is
Fisher consistent by definition. As previously demonstrated by Yin and Cook [30], the procedure
is Fisher consistent when d = 1. If d = p the procedure is also Fisher consistent because
(a1, . . . , ap) must span SY |X = Rp. Thus an issue arises only when 2 ≤ d < p. Following
the foundations set in Sections 3.1 and 3.2, we establish Fisher consistency in Section 3.3. The
significance of this is two-fold: it substantially reduces the computation cost and it avoids the
use of high-dimensional kernels. At the sample level, we maximize the estimated version of I
to estimate the CS. This is analogous to maximizing a likelihood to estimate a parameter in
a parametric setting (maximum likelihood estimation). But there are important differences —
the “parameter” in our context is a direction, or more generally a subspace, rather than a point,
and the “likelihood” itself is non-parametrically estimated. Maximum likelihood estimation is
based on a fundamental assumption, the identifiability of the parameter, which guarantees the
uniqueness of the maximizer of the expected log-likelihood. Here, we need a similar assumption.
However, because the objective of estimation here is a subspace, the classical definition of
identifiability no longer suits our purpose. So we first adapt it to the new estimation problem
of dimension reduction.
3.1. Directional identifiability
The classical concept of identifiability can be stated as follows. Let N = {νθ : θ ∈ Θ} be a
parametric family of probability measures. We say that N is identifiable if, for any θ1, θ2 ∈ Θ ,
θ1 6= θ2, we have νθ1 6= νθ2 . Equivalently, we can define identifiability via the following scheme.
We say that a point θ in the parameter space Θ is identifiable if, for any θ ′ 6= θ , θ ′ ∈ Θ ,
νθ 6= νθ ′ . We say that the parametric family N is identifiable if every point in Θ is identifiable.
Our definition of directional identifiability will resemble the second statement.
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To understand the need for, and the meaning of, this new concept we start with a special case.
Note that the very possibility of dimension reduction implies that some directions are irrelevant.
Naturally, we do not expect these directions to be identifiable. In the next definition S is a one-
dimensional subspace, which we call a direction in Rp.
Definition 1. When 0 < d < p, a direction S in Rp is an identifiable direction if, for any other
direction S ′, with S ′ 6= S, we have
Pr {p(Y |PSZ) 6= p(Y |PS ′Z)} > 0.
The conditional density p(Y |Z) is directionally identifiable to the first order if every direction in
the CS is an identifiable direction.
This definition differs from the classical identifiability in two aspects: only subspaces,
or directions, are relevant in the definition, and, for the conditional density p(Y |Z) to be
directionally identifiable, we require only those directions in the CS to be identifiable. In fact
we will see later that directions outside the CS may well be unidentifiable. Roughly, this
definition states that each direction in SY |Z determines a unique conditional density. Associating
a conditional density p(Y |PSZ) with a 2D plot of Y versus aTZ, where a is a vector that spans
S, the directional identifiability of p(Y |Z) in Definition 1 can also be interpreted informally
as requiring that all 2D plots for directions S ⊆ SY |X must be stochastically distinct. We now
generalize this definition to kth-order directional identifiability. Although we will be searching
for one direction at a time, we may still “pass through” subspaces of various dimensions while
building up to the CS. For this reason the notion of kth-order identifiability is relevant.
Definition 2. Assume 0 < k ≤ d < p. A k-dimensional subspace S in Rp is identifiable if, for
any other k-dimensional subspace S ′ with S 6= S ′, we have
Pr {p(Y |PSZ) 6= p(Y |PS ′Z)} > 0.
If every k-dimensional subspace of SY |Z is identifiable then we say that p(Y |Z) is directionally
identifiable to the kth order.
To further understand directional identifiability let us examine some special subspaces that
are not identifiable. Suppose 0 < d < k ≤ p. Then every two subspaces in Rp containing the
CS give identical conditional distributions. So every subspace of dimension larger than d that
contains SY |Z is unidentifiable. The CS is defined as the intersection of all dimension reduction
subspaces and consequently it must be an identifiable subspace. This is because, otherwise, there
is a different dimension reduction subspace of the same dimension, and the CS cannot be the
intersection of all dimension reduction subspaces. Finally, sometimes every subspace of the
orthogonal complement of the CS is unidentifiable. By Proposition 8 (stated later), if Q is the
orthogonal projection onto S⊥Y |Z, and if Z or Z|Y is normal, then Y y QZ. In this case every
subspace in S(Q) gives rise to the same conditional distribution, which is the unconditional
density of Y . Hence, in this case, no subspace in S(Q) is identifiable. We summarize these
properties in the next proposition.
Proposition 2. Assume 0 < d < p. The following hold regarding directional identifiability:
1. No subspace of Rp with dimension larger than d that contains the CS is identifiable.
2. The CS is an identifiable subspace of Rp.
3. If Y y QZ, then no proper subspace of S⊥Y |Z is identifiable.
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These properties further indicate that, to define the directional identifiability of p(Y |Z), we
should require only the subspaces in the CS to be identifiable, and should define it only up to
the order d:
Definition 3. We say that p(Y |Z) is directionally identifiable if any of the following three
conditions holds: (a) d = 0, (b) d = 1 or (c) 2 ≤ d ≤ p and p(Y |Z) is directionally identifiable
to orders 1, 2, . . . , d − 1.
Regressions with d = 0 are defined to be directionally identifiable just to include the trivial case.
Regressions with d = 1 are defined to be so based on point 2 of Proposition 2. For the same
reason we require directionally identifiability only up to order d − 1 when d ≥ 2.
3.2. Sufficient conditions for directional identifiability
Definition 3 indicates that to establish directional identifiability of p(Y |Z) we may have to
establish kth-order identifiability for several values of k. In this subsection we will demonstrate
that directional identifiability of p(Y |Z) is in fact equivalent to the simpler condition of the first-
order directional identifiability of p(Y |Z) if a mild condition is satisfied. This mild condition
has to do with what we call “M-sets” (M for “matching”), which, together with its implications
Proposition 3 and Corollary 1, will also play an important role in establishing Fisher consistency
in the next few subsections.
Definition 4. A set A in Rs × Rt is called an M-set if, for every two pairs (x1, x2) and (x′1, x′2)
in A, there is a set of pairs (x(1)1 , x
(1)
2 ), . . . , (x
(m)
1 , x
(m)
2 ) with (x
(1)
1 , x
(1)
2 ) denoting (x1, x2)
and (x(m)1 , x
(m)
2 ) denoting (x
′
1, x
′
2) such that (1) (x
(i)
1 , x
(i)
2 ) ∈ A, i = 1, . . . ,m; (2) for each
i = 1, . . . ,m − 1, at least one of the following is true: x(i)1 = x(i+1)1 or x(i)2 = x(i+1)2 .
Intuitively, a set inR×R is an M-set if every two points in it can be connected by a “stairway”,
each of whose corner points belong to the set. The stairs are allowed to have different sizes and to
head in different directions. Moreover, only the corners – not the whole stairway – are required
to be in the set. This is a very general condition. For example, it is easy to see that any set in
Rs × Rt that is connected and open is an M-set, so any convex and open set in Rs × Rt is an
M-set. In fact, it is easy to construct an M-set that is not even connected. The next proposition
and its corollary do not require densities and so are stated in terms of distribution functions F(·).
Proposition 3. Let Y , U1, U2, and U3 be random elements. Let Ω be the sample space of
(U1,U2,U3) and, for each fixed u3, let Ω12(u3) = {(u1,u2) : (u1,u2,u3) ∈ Ω}. Suppose
1. FY |U1U3 = FY |U2U3 .
2. For each u3, Ω12(u3) is an M-set.
Then Y y U1|U3 and Y y U2|U3.
An important special case of this proposition is when U3 is a constant, which will also be useful
for our exposition. We record it below as a corollary.
Corollary 1. Let Y , U1, U2 be random elements. Let Ω be the sample space of (U1,U2).
Suppose that FY |U1 = FY |U2 and that Ω is an M-set. Then Y y U1 and Y y U2.
1740 X. Yin et al. / Journal of Multivariate Analysis 99 (2008) 1733–1757
Returning to the main theme and again assuming densities, consider characteristics of
regressions in which p(Y |Z) is not directionally identifiable so that we must have d ≥ 2. Assume
that p(Y |Z) is not identifiable to first order and thus it is not directionally identifiable. Then
there are two distinct directions S ⊂ SY |X and S ′ ⊂ Rp such that p(Y |PSZ) = p(Y |PS ′Z).
Assuming that the sample space of (PSZ, PS ′Z) is an M-set, it follows from Corollary 1 that
Y y PSZ and that Y y PS ′Z. Thus, while p(Y |Z) = p(Y |PSY |XZ) represents the unique
minimal reduction, the response must be independent of at least one projected direction within
the CS for first-order identifiability to fail, p(Y |PS PSY |XZ) = p(Y |PSZ) = p(Y ). As a specific
instance of this failure, let (X1, X2) be uniformly distributed on the unit disk, X21 + X22 < 1,
and let (Y, X3)|(X1, X2) follow a bivariate normal distribution with means 0, variances 1 and
covariance X21 . Then E(Y |X) = X21X3 and so d = 2. However, Y y (X1, X2) and thus p(Y |X)
is not directionally identifiable.
The next proposition, which gives sufficient conditions for first-order directional identifiability
to imply directional identifiability, is a logical consequence of our discussion:
Proposition 4. If d ≥ 3, assume that the sample space of (AT1Z,AT2Z) is an M-set for any
A1,A2 ∈ Rp×k , k = 1, . . . , d − 1. Then p(Y |Z) is directionally identifiable if (a) d = 0,
if (b) d = 1 or if (c) d ≥ 2 and p(Y |Z) is first-order directionally identifiable.
Remark. To conclude this section, it is worth mentioning that the concept of an M-set
crystallizes the sufficient conditions for the existence of the CS, though this has no direct bearing
on the main result of this article. Indeed, as can be seen from Proposition 6.4 of Cook [6], the
M-set assumption is sufficient for the proof of this existence, though much stronger conditions
were assumed there. The proof of the following proposition is similar to that of Proposition 6.4
of Cook [6], and is omitted.
Proposition 5. Suppose that β i , i = 1, 2, are p × qi matrices with qi ≤ p such that S(β1) and
S(β2) are both dimension reduction subspaces. Let β3 be a p × q3-dimensional matrix whose
columns span the subspace S(β1)∩S(β2). Suppose, in addition, that for each u ∈ Rq3 such that
βT3 z = u for some z ∈ ΩZ, the set{(
βT1 z,β
T
2 z
)
: βT3 z = u, z ∈ ΩZ
}
(2)
is an M-set in Rq1 × Rq2 . Then S(β1) ∩ S(β2) is a also dimension reduction subspace.
Consequently, under the assumptions of this proposition, the CS exists.
3.3. Sufficient conditions for Fisher consistency
In this subsection we establish Fisher consistency of successive maximization of I under a set
of sufficient conditions, which are to be verified under three different circumstances in the next
few subsections.
Let S be a proper subspace of SY |Z. Then S⊥Y |Z is a proper subset of S⊥, and the latter has the
decomposition
S⊥ =
(
S⊥ ∩ SY |Z
)
⊕
(
S⊥ ∩ S⊥Y |Z
)
.
It is evident that the successive maximization of I will be Fisher consistent if, for any proper
subspace S of SY |Z, the maximizer of I in S⊥ belongs to S⊥ ∩ SY |Z. If this is true, then, in the
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first step, we can take S to be ∅, and a1 must be in SY |Z; and if a1, . . . , ak−1 are in SY |Z, then, in
the kth step, we can take S to be the subspace spanned by a1, . . . , ak−1, and ak must be in SY |Z.
Thus a1, . . . , ad must all belong to SY |Z.
Let P be the orthogonal projection onto SY |Z and Q = Ip − P be its orthogonal complement
in Rp. Similarly, let P1 be the orthogonal projection onto S⊥ ∩ SY |Z and Q1 be the projection
onto S⊥ ∩S⊥Y |Z. Note that, because S is a proper subset of SY |Z, we have S⊥ ∩S⊥Y |Z = S⊥Y |Z and
hence Q1 = Q.
Proposition 6. Suppose S and P1 are as defined in the last two paragraphs. Suppose,
furthermore, that
1. The density p(Y |Z) is directionally identifiable to the first order,
2. For any a ∈ S⊥, we have
Y y aTZ|(P1a)TZ. (3)
Then, for any vector a that is in S⊥ but not in S⊥∩SY |Z, there is a nonzero vector b in S⊥∩SY |Z
such that I(b) > I(a).
Proposition 6 has no content when d = 0 or d = p because in those cases it is not possible to
satisfy its premise. When d = 1 the only case that satisfies the proposition’s premise is S⊥ = Rp,
and then it reduces to essentially a restatement of point 4 of Proposition 1. This proposition then
becomes important when 2 ≤ d < p, which covers exactly the cases needed from the discussion
at the opening of Section 3.
Proposition 6 implies that the maximizer of I in S⊥ must be in S⊥ ∩ SY |Z which, combined
with the argument preceding Proposition 6, implies that the vectors a1, . . . , ad must all belong
to SY |Z. We record this conclusion along with the discussion at the opening of Section 3 in the
next corollary.
Corollary 2. The successive maxima {a1, . . . , ad} of I are Fisher consistent if d = 0, 1 or p,
and are otherwise so under the assumptions of Proposition 6.
3.4. Predictors with elliptical distributions
The key assumption for Proposition 6, and hence the Fisher consistency of successive
maximization of I, is the conditional independence condition (3). This condition holds in any
one of three situations: (a) Z has an elliptical density and p − d ≥ 2, plus a very mild additional
assumption, (b) Z is normal, and (c) Z|Y is normal. Among these, (a) is the most generally
applicable, because essentially it requires only ellipticity of the density of Z (p − d ≥ 2 is met
in most applications); (b) and (c) do not require p − d ≥ 2 but impose more restrictive structure
on Z.
Using M-sets, we now establish the conditional independence (3) under the first set of
assumptions (a). In establishing (3), the random variables with which we will be concerned are of
the form aTZ. The next lemma specializesM-sets to this context. For simplicity we have made the
assumptions stronger than needed, but even so the result is sufficiently general for our purpose.
Lemma 1. Suppose that C is an open and convex set in Rp, and that a1, a2, a3 are linearly
independent vectors in Rp. Then the following assertions hold:
1. The set {(aT1 z, aT2 z) : z ∈ C} is an M-set in R× R.
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2. For each u ∈ R such that aT3 z = u for some z ∈ C, the set {(aT1 z, aT2 z) : aT3 z = u, z ∈ C} is
an M-set in R× R.
The proof of this lemma is straightforward and omitted. But it may be intuitively clear that
the sets in both parts of the lemma are open and connected, and hence are M-sets.
We now establish the conditional independence (3) using Proposition 3 and its corollary. Let
(u1, . . . ,ud) be an orthonormal basis of SY |Z and (w1, . . . ,wp−d) be an orthonormal basis in
S⊥Y |Z. Let U denote the matrix (u1, . . . ,ud) and letW denote the matrix (w1, . . . ,wp−d). Let A
be a (p − d)× (p − d) orthogonal matrix, and let
B = UUT +WAWT. (4)
This matrix rotates the Q-component of a vector while leaving the P-component of the vector
intact. The next two lemmas concern the properties of A and B. The proof of Lemma 2 is
straightforward and omitted.
Lemma 2. The matrix B is a p× p orthogonal matrix. Moreover, if S, P1 and Q1 are as defined
in Section 3.3, then
PB = BP = P, P1B = BP1 = P1, Q1B = BQ1 =WAWT.
In the following S, P1 and Q1 are as defined in Section 3.3.
Lemma 3. Suppose that p − d ≥ 2, and that a is a vector in Rp but not in S⊥ ∩ SY |Z.
1. If a 6∈ S⊥ ∩ S⊥Y |Z then there is a (p− d)× (p− d) orthogonal matrix A such thatWAWTa,
P1a, and Q1a are linearly independent.
2. If a ∈ S⊥ ∩ S⊥Y |Z then there is a (p − d)× (p − d) orthogonal matrix A such that WAWTa
and a are linearly independent.
We are now ready to present our result.
Proposition 7. Suppose that p − d ≥ 2 and that Z has an elliptical density. Suppose that the
support ΩZ of Z is convex and satisfies Pr(Z ∈ Ω0Z) = 1, where Ω0Z is the interior of ΩZ. Then
(3) holds for any a ∈ S⊥.
3.5. Predictors with normal or conditional normal distributions
In this section we establish the conditional independence (3) under the assumption that either
Z or Z|Y is normally distributed. Proposition 7 established (3) for normal Z when p−d ≥ 2, but
here we do not impose this condition. The development builds upon some population properties
of the SIR [23] and SAVE [12] estimators. Still working with the standardized predictor Z, let
MSIR = Var [E(Z|Y )] , and MSAVE = E
[
Ip − Var(Z|Y )
]2
.
Recall that ΩY is the sample space of Y .
Lemma 4. The following properties hold for MSAVE and MSIR :
1. There is a set A ⊆ ΩY with Pr(Y ∈ A) = 1, such that
S(MSAVE ) = span{Ip − Var(Z|Y = y) : y ∈ A}
and (consequently),MSIR ⊆MSAVE .
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2. If Z|Y follows a multivariate normal distribution, then E(Z|PZ) = PZ and Var(Z|PZ) = Q.
3. If Z|Y follows a multivariate normal distribution, then S(MSAVE ) = SY |Z. If, moreover,
Var(Z|Y ) is nonrandom matrix, thenMSIR =MSAVE = SY |Z.
Part 2 of the lemma extends a similar result of Cook and Lee [7], and part 3 is an extension
of some results in Cook and Lee [7] and Cook and Yin [14]. The proof of this lemma will be
omitted. We are now ready to state our result.
Proposition 8. Suppose that either Z or Z|Y follows a p-dimensional multivariate normal
distribution. Then
QZ y (Y, PZ). (5)
And consequently, (3) holds.
Thus, we have established the Fisher consistency of successive maximization of information
under any one of the three sets of conditions. For clarity, we summarize the results in
Sections 3.3–3.5 into the next corollary.
Corollary 3. Suppose that the conditional density p(Y |Z) is directionally identifiable to the first
order. Suppose any one of the following conditions holds:
1. the standardized predictor Z has an elliptical density, and has a convex support ΩZ with
Pr(Z ∈ Ω0Z) = 1; moreover p − d ≥ 2;
2. Z follows a p-dimensional multivariate normal distribution;
3. Z|Y follows a p-dimensional multivariate normal distribution.
Then the set of successive 1 D maximizers of I, {a1, . . . , ad} (as defined in Section 3.3), is Fisher
consistent.
3.6. Algorithm
The Fisher consistency of successive maximization means that we can always search one
direction at a time for a multiple-index regression, essentially reducing it to a single-index
regression. Thus we can use the algorithm suggested by Yin and Cook [30] for single-index
regressions. To summarize, we describe the algorithm at the population level. The sample version
is obtained straightforwardly by substituting estimates.
1. Let a1 = argmaxa∈Rp E[log p(Y |aTZ)] be the first direction obtained by our search using Yin
and Cook’s [11] algorithm; that is, aT1Z is our first variable. Letting (a1,Γ 1) be an orthogonal
matrix, our second search is on ΓT1Z ∈ Rp−1.
2. Let a∗1 ∈ Rp−1 be the direction for our second single-index search with ΓT1Z ∈ Rp−1 as the
current predictor vector; that is
a∗1 = argmax
{
E[log p(Y |a∗TΓT1Z)] : a∗ ∈ Rp−1
}
.
Then our second direction in the original Z scale is a2 = Γ 1a∗1.
3. Let the p × 1 vectors a1, . . . , ak−1 be the first k − 1 directions of our search, and let
(a1, . . . , ak−1,Γ k−1) form an orthogonal matrix. Our next search is over the (p− k + 1)× 1
vector ΓTk−1Z. If the solution for our single-index search is a∗k−1, then our kth direction in the
original Z scale is ak = Γ k−1a∗k−1.
4. Finally, (a1, . . . , ad) forms a basis for SY |Z. This can be linearly transformed to a basis for
SY |X as indicated previously.
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4. Estimating d
In this section, we suggest a method for estimating d = dim(SY |X). While one can in principle
determine the dimension d by carrying out a sequential asymptotic test based on the asymptotic
distribution of the estimator of SY |Z, along the lines of Li [23,24], Schott [26], and Cook and
Li [9], the full asymptotic development is beyond the scope of this paper. We will leave the
development of the asymptotic distribution to future research.
Here we suggest an alternative permutation test. A permutation test can be used to test the
independence between two random vectors. However, we are concerned with testing conditional
independence, to which a permutation test cannot be directly applied. Thus we first need
to convert the problem of testing conditional independence to that of testing unconditional
independence. LetAk be the p by k matrix (a1, . . . , ak) and letAp−k be a p by p−k matrix such
that the columns of (Ak,Ap−k) form an orthonormal basis for Rp. At each step of the successive
maximization of the information index I, we would like to decide whether further maximization
is needed. In other words, we would like to test the hypothesis that Y y ATp−kZ|ATkZ. The
following proposition gives the sufficient conditions under which this conditional independence
is equivalent to the unconditional independence Y y ATp−kZ.
Proposition 9. Suppose that either Z or Z|Y is normally distributed. Then,
Y y ATp−kZ|ATkZ (6)
is equivalent to ATp−kZ y (Y,ATkZ). Suppose, moreover, that p − d ≥ 1 and that p(Y |Z) is
first-order directionally identifiable; then (6) is equivalent to Y y ATp−kZ.
Under normality or conditional normality for Z or Z|Y , respectively, the ideal hypothesis is
equivalent to ATp−kZ y (Y,ATkZ). Neglecting bivariate deviations from this hypothesis, we
propose to test the marginal implication that Y y ATp−kZ by performing a permutation test
for a single direction in the regression of Y on ATp−kZ. Furthermore if p − d ≥ 1, and the
directional identifiability assumption holds, then the test is an exact test. Otherwise, this gives
us only a lower bound on d in general, but it does avoid high-dimensional density estimation
which is our goal. Testing Y y ATp−kZ can then proceed based on part (3) of Proposition 1.
The effect of any bias in estimating a density should be negligible since we use the same density
estimation procedure with the same kernel and bandwidth for each permutation. Our simulations
in Section 6 show that this procedure is quite effective, even for non-normal data.
The algorithm for the proposed permutation test is as follows:
1. Determine the first estimated direction a1, and calculate nIˆ(a1). Permute the observed
predictor vectors {Xi , 1 = 1, . . . , n}, B times, each time searching for the best direction,
ab1, for b = 1, . . . , B and calculating nIˆ(ab1). If nIˆ(a1) is less than the 5% of the cut-off point
of {nIˆ(ab1), b = 1, . . . , B} then we infer d = 0; otherwise, the first estimated direction is a1.
2. Assume that the first estimated k directions are Ak = (a1, . . . , ak), and again let (Ak,Ap−k)
form an orthonormal basis for Rp. Search for the (k + 1)th direction, ak+1, by using data
{(Yi ,ATp−kZi ) : i = 1, . . . , n}. Permute {ATp−kZi , 1 = 1, . . . , n}, B times, each time
determining the best direction and calculating nIˆ(abk+1). If nIˆ(ak+1) is less than the 5% of
the cut-off point of nIˆ(abk+1) for b = 1, . . . , B, then we infer d = k; otherwise, the (k + 1)th
estimated direction is ak+1.
3. Update step 2, until it stops.
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In practice, we take B = 1000.
The bootstrap test [29] should also work well in this context. The main difference – apart from
the difference in the re-sampling mechanisms – is that in the bootstrap test the difference between
Ak and Abk (the bootstrap solution) is measured by their angle, whereas in the permutation test
this difference is measured by the difference of their information (similar to the Kullback–Leibler
difference), a natural outcome of our algorithm.
5. Consistency of estimators
In this section we demonstrate the consistency of the successive estimators. Note that
I(a) and E[log p(Y |aTX)] differ only by E log p(Y ), which does not depend on a. So for
maximization over a these two quantities are equivalent. In this section we will use I(a) to
denote E[log p(Y |aTX)].
Once the first vector aˆ1 = argmax{Iˆ(a) : a ∈ Rp} is obtained, the next vector, aˆ2, is obtained
by maximizing Iˆ(a) over the set {a ∈ Rp : a ⊥ aˆ1}, which is a random set depending on aˆ1.
Hence, unlike in a single-index model, here we are no longer maximizing an objective function
over a fixed space. The same can be said of the subsequent vectors aˆ3, . . . , aˆd . It is this aspect
that we must tackle when drawing asymptotic conclusions for the multiple-index model from the
known asymptotic facts for the single-index models.
Let a ∈ Rp. Because I(a) = I(ca) for any c 6= 0, whatever the constraints are on a it
does not change the essence of the estimation, but a constraint such as ‖a‖ = 1 in Section 3.1
does complicate the procedure in developing a consistent result due to the related derivatives. To
simplify the procedure we use a different constraint. Since a1, . . . , ad are nonzero, each of them
has at least one nonzero component, and we can assume that component to be 1. For convenience,
we consider only the special cases where the pth components of a1, . . . , ad are nonzero, and take
them to be 1. The general case can be treated using essentially the same argument.
To focus on the sequential nature of the result, we will derive the consistency by assuming at
the outset that there is a uniformly convergent estimator Iˆ(a) of I(a), that is,
sup
a
‖Iˆ(a)− I(a)‖ p→ 0. (7)
Here, the supremum is taken over a subset of Rp to be specified shortly. By assuming (7) we
omit the step that shows that Iˆ(a) constructed from certain kernel density estimators is uniformly
convergent.
We must point out, however, that the proof of (7) itself may be technically involved depending
on the distribution of the predictorX. If the densityX is bounded away from zero and is supported
by a pre-compact set, then Iˆ(a) can be constructed from kernel density estimators, and the proof
of (7) follows from [16, Section 2]. In general, one may be able to prove (7) by working with an
expanding sequence of subsets in the support of X, as was done in Ai [1]. The demonstration of
(7) under different scenarios exceeds the scope of the present paper, however, and will be left for
further research.
Now let Θ be a compact set in Rp, which serves as the space to be searched for the a’s. Let
Θ1 = {a ∈ Θ : ap = 1}, and a1 = argmax{I(a) : a ∈ Θ1},
where ap is the pth component of a. For k = 2, . . . , d, define Θk and ak recursively as
Θk = {a ∈ Θk−1 : a ⊥ ak−1}, and ak = argmax{I(a) : a ∈ Θk}.
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Note that if a1, . . . , ad are finite, we can always choose Θ large enough to include all of them.
Let
aˆ1 = argmax{Iˆ(a) : a ∈ Θ1},
Θ̂2 = {a ∈ Θ1 : a ⊥ aˆ1}, aˆ2 = argmax{Iˆ(a) : a ∈ Θ̂2}, and
Θ̂k = {a ∈ Θ̂k−1 : a ⊥ aˆk−1}, aˆk = argmax{Iˆ(a) : a ∈ Θ̂k}, k = 3, . . . , d.
Thus we have population maximizers and sequential domains a1, . . . , ak , Θ1,Θ2, . . . ,Θk of
I(a) and their sample counterparts aˆ1, . . . , aˆk , Θ1, Θ̂2, . . . , Θ̂k of Iˆ(a). Let us stress that in
the two sequences of domains, the first domains in both sequences are the same, but the latter
domains in the two sequences differ, with Θ2, . . . ,Θd being fixed domains and Θ̂2, . . . , Θ̂d
being random domains. We now state the results for consistency.
Proposition 10. Suppose:
1. Θ is a compact set, and I(a) is continuous on Θ .
2. sup{|Iˆ(a)− I(a)| : a ∈ Θ1} p−→ 0.
3. The distribution p(Y |Z) is directionally identifiable to the first order.
Then aˆk
p−→ ak , for k = 1, . . . , d.
To estimate I(a), we adopt the “leave-one-out” kernel density estimators used in Delecroix,
Ha¨rdle and Hristache [16]. Let K denote a univariate kernel. Construct one- and two-dimensional
density estimates as follows:
fˆi (u) = 1
(n − 1)h11
n∑
j=1, j 6=i
K
(
u − u j
h11
)
,
fˆi (u1, u2) = 1
(n − 1)h21h22
n∑
j=1, j 6=i
K
(
u1 − u j1
h21
)
K
(
u2 − u j2
h22
)
,
where hi j = ci jn−δi j with generic constants ci j > 0 and δi j > 0. In this paper the leave-
one-out procedure will be used only for the theoretical purpose of ensuring that the argument
of Delecroix, Ha¨rdle and Hristache [16] is applicable, so that the uniform convergence of Iˆ(a)
is justified. Leaving out one observation in constructing a kernel density estimator is not very
important in practice, and it is convenient and may be beneficial to use a full sample procedure,
which is indeed how we implement our algorithm.
If the density of X is indeed bounded away from 0 and supported by a compact (or pre-
compact) set, then we estimate I(a) by
1
n
n∑
i=1
log
[
fˆi (yi , aTxi )
fˆi (aTxi )
]
.
In general we use the truncated version
1
n
n∑
i=1
log
[
fˆi (yi , aTxi )
fˆi (aTxi )
I{xi∈S}
]
,
where S a large, compact, elliptical set in the support of X (or spherically shaped in the space
of Z). When we use the truncated estimator, treating S as fixed, we are estimating the CS SY |XS ,
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where XS is X restricted to S, with distribution defined by
Pr(XS ∈ A) = Pr(X ∈ A ∩ S)/Pr(X ∈ S).
It can be shown that SY |XS ⊆ SY |X for all S and SY |XS = SY |X for sufficiently large S. We state
and prove this as Proposition 11 in the Appendix.
6. Examples
In this section, we present the results of a small simulation study and the analysis of a real
data set, adding further results to the ones of Yin and Cook [30].
6.1. Simulation results
Here we present results based on simulated data from three models, each analysis being based
on one data set.
Model 1. Consider the model
Y = βTX+ 0.5,
where X is a random vector in R5 having a N (0, I5) distribution, β is the vector (1, 2, 0, 0, 0)T.
The sample size n is taken to be 100. This is a single-index regression with a linear mean function.
The coefficient of correlation between the true predictor and predictor found by our method
was .9987. The permutation test gave a p-value of 0, indicating a clear first direction. In the
orthogonal search for a second direction, the permutation test yielded a p-value of .981, correctly
indicating that d = 1.
To see how the non-normality of the predictors might affect the result, we re-ran the above
regression model with the predictors replaced by the independent random variables
X1 ∼ t(5), X2 ∼ χ2(3), X3 ∼ F(1, 4), X4 ∼ N (0, 1), X5 ∼ t(7).
In this case, the coefficient of correlation between the true predictor and estimated one was .9987
(It’s a coincidence that this is the same as the value observed with normal predictors.) The
permutation test p-values for the first and the second directions were 0 and .676, respectively.
The non-normality of the predictors did not seem to have any notable impact on the results.
Model 2. Next, consider the model
Y = 0.5(βTX)2,
where X is a five-dimensional random vector with distribution N (0, I5), β is the vector
(2, 3, 0, 0, 0)T, and  ∼ N (0, 1). The sample size is taken to be n = 200. This is a single-
index regression with constant mean function but a variable variance function. The coefficient of
correlation between the true predictor and our estimated one was .9975. With a permutation test
p-value of 0, the method again finds the true direction. The permutation test from the orthogonal
search for a second direction gave a p-value of .835. Again, we inferred the correct dimension
and found a very good estimate of the CS.
Model 3. Now consider the “monkey saddle” model of Li [24]
Y = X31/3− X1X22,
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where X1 and X2 are the first two components of a five-dimensional random vector X, which is
distributed as N (0, I5). The sample size is taken to be n = 200. This is 2D regression, with both
directions being in the mean function.
The coefficient of multiple correlation between our first estimate and the two true predictors
(X1 and X2) was .9966, with a permutation test p-value of 0. The first orthogonal search
produced a second direction with a multiple-correlation coefficient of .9981, and again gave
a permutation test p-value of 0. The second orthogonal search resulted in a p-value of .531.
Overall, we ended up with the inference that d = 2, and a good estimate of the CS.
To see how the non-normality of the predictors affects our result, we replaced the predictors
by the independent random variables
X1 ∼ N (0, 1), X2 ∼ t(2), X3 ∼ χ2(3), X4 ∼ F(1, 4),
X5 ∼ Gamma(1, 4).
The results were very similar to those from the normal-predictor case. We again inferred that
d = 2 and ended up with a very good estimate of the CS.
Model 4. Finally, consider a model used by Xia et al. [27, eq. (4.1)]:
Y = βT1X(βT2X+ 1)+ 0.5,
where X is a ten-dimensional random vector with distribution N (0, I10), β1 = (1, 0, . . . , 0)T,
β2 = (1, 1, 0, .., 0)T, and  ∼ N (0, 1). The sample size is taken to be n = 200. With
B0 = (b1,b2), where b1 = (1, 0, . . . , 0)T and b2 = (0, 1, 0, . . . , 0)T, we used the criteria
m2(βˆ1,B0) and m
2(βˆ2,B0) from Section 2.1.1 of Xia et al. [27] to summarize 100 replicates by
our method. The resulting sample means of m2(βˆ1,B0) and m
2(βˆ2,B0) were .0048 and .1049.
Though our method is not particularly targeting the mean function, the results are similar to those
in Figure 1(a) of Xia et al. [27] where the mean function is the sole concern.
6.2. Automobile collision data
This is an automobile collision study data which consist of observations from 58 simulated
side impact collisions as described in Kallieris, Mattern and Ha¨rdle [22]. Of interest is whether
the accidents were judged to result in a fatality, so the response is Y = 1 if fatal, Y = 0 if
not fatal. The three predictor variables are the maximal acceleration measured on the subject’s
abdomen (X1), age of the subject (X2), and velocity of the automobile (X3). The data also was
studied by Ha¨rdle and Stoker [18], and Yin and Cook [30]. Both of these studies assumed one-
dimensional structure. We continue the work of Yin and Cook [30] by our successive search
using the permutation test. The first p-value is 0.000, while the second p-value is.797. Thus
one-dimensional structure is confirmed.
7. Discussion
The fundamental message that we would like to deliver is that the information extraction
method for multiple-index regressions, as a generalization of the work of Yin and Cook [30]
for single-index regressions, can be carried out one vector at a time if the predictor X has
an elliptical distribution. It is the symmetry in X that enables us to deduce the fundamental
conditional independence relation (3), which is the key to the Fisher consistency of the successive
information extraction. Extracting information one vector at a time requires kernels of dimension
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no more than 2 in density estimation, thereby mitigating the local sparsity caused by high-
dimensional kernel smoothing. This seems to further justify efforts to pre-process the predictors
toward having an elliptical distribution by transformation or re-weighting [10].
Comparing with classical global methods such as OLS, SIR [23], PHD [24], and SAVE [12],
our method for exhaustive estimation of the CS requires only that the distribution of X be
elliptically contoured. Classical methods typically require additional conditions for exhaustive
estimation. Another (potential) advantage is that our method is in essence the semi-nonparametric
maximum likelihood estimator for dimension reduction carried out one direction at a time,
and thus, following Ai [1], it may be possible to show that it is semiparametrically efficient
under some conditions. As a trade off, because it uses a two-dimensional kernel smoother, it
likely requires larger sample sizes than the classical methods for its population and asymptotic
advantages to take effect. In comparison, the classical methods only require slicing over a one-
dimensional variable, and the slice width need not shrink as the sample size increases. This makes
them unique among existing dimension reducing mechanisms.
Comparing with the more recent local methods such as MAVE [27] and structural adaptive
estimation (SAE) [19], the present method recovers the CS, whereas MAVE and SAE recover
the central mean subspace, which is a subset of the CS. Furthermore, our method uses a
two-dimensional kernel, whereas MAVE and SAE employ higher-dimensional kernels, thus
increasing the extent of local sparsity in kernel smoothing.
Ai [1] is a fundamental paper in the study of multiple-index models. The present paper is
a natural continuation in this direction, but there are important differences. The parameters
(a1, . . . , ad) are estimated simultaneously in Ai’s method, by solving a nonparametric score
equation over a space of p×d matrices. In comparison, our method decomposes a multiple-index
model into a sequence of single-index models, which, we believe, has important ramifications in
the study of multiple-index models.
First, the optimization procedure is simplified considerably: instead of solving a pd-
dimensional score equation over a space of matrices in Rp×d , we need only carry out a
sequence of d maximizations, each having dimension no more than p. Besides dimensionality,
simultaneous estimation of a1, . . . , ad (by solving a score equation) is further complicated by
the fact that, in the context considered in this paper, only the column space of (a1, . . . , ak) is
identifiable. That is, the (true) score for a1, . . . , ad is constant over the set
{(a1, . . . , ad)B : B is any nonsingular matrix in Rd×d}.
Consequently, the gradient matrix of the true score is singular and its rank is much less than its
dimension, which is pd × pd . Standardizing the a’s does not help in this regard. The numerical
behavior of the nonparametric score in Ai [1], since it converges to the true score, would mimic
the above singularity. Our sequential procedure avoids this problem.
Second, successive maximization provides us a natural ranking of the importance of the
directions, which allowed us to develop a test procedure for determining d. To our knowledge
such a procedure is not available for Ai’s method.
Third, as mentioned before, the dimension of the kernel density estimator required by our
method is at most 2; whereas that required by Ai’s method is d + 1. Without further asymptotic
analysis we do not yet know how this difference will affect the two procedures asymptotically,
but our intuition is that a lower-dimensional kernel is better than a higher-dimensional kernel for
finite samples.
Our approach also leads to two fundamental concepts that help streamline the current
theoretical structure of dimension reduction: directional identifiability and M-sets. Directional
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identifiability, combined with information and the sufficiency of the CS, echoes the theoretical
structure of classical statistical inference and allows us to adapt ideas therefrom, but at the same
time takes into consideration the features special to the dimension reduction problem — that
is, statistical inference depends only on the column space of the parameter matrix. The notion
of M-sets, besides serving the purpose for which it was introduced, captures the essence of the
existence of the CS, which lies at the foundation of sufficient dimension reduction.
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Appendix. Technical details
The following equivalence, which can be found in Proposition 6.4 of Cook [6], will be
frequently used in various places: If U1,U2,U3 are random elements, then
U1 y U2|U3, U1 y U3 if and only if U1 y (U2,U3). (8)
Proof of Proposition 3. Fix a u3; let
f (y,u1) = FY |U1U3(y|u1,u3) and g(y,u2) = FY |U2U3(y|u2,u3).
The proposition will hold if, for any (u1,u2), (u′1,u′2) ∈ Ω12(u3), we have
f (y,u1) = f (y,u′1), g(y,u2) = g(y,u′2). (9)
Because Ω12(u3) is an M-set, there is a set of pairs in Ω12(u3),(
u(1)1 ,u
(1)
2
)
, . . . ,
(
u(m)1 ,u
(m)
2
)
,
with (u(1)1 ,u
(1)
2 ) denoting (u1,u2) and (u
(m)
1 ,u
(m)
2 ) denoting (u
′
1,u
′
2), such that, for i =
1, . . . ,m − 1, either u(i)1 = u(i+1)1 or u(i)2 = u(i+1)2 . Hence one of the following is true:
f (y,u(i)1 ) = f (y,u(i+1)1 ), g(y,u(i)2 ) = g(y,u(i+1)2 ). (10)
Eq. (9) will be proved if both of the above equalities hold. Because (u(i)1 ,u
(i)
2 ) ∈ Ω12(u3) and
(u(i+1)1 ,u
(i+1)
2 ) ∈ Ω12(u3), we have, by assumption 1,
f (y,u(i)1 ) = g(y,u(i)2 ) and f (y,u(i+1)1 ) = g(y,u(i+1)2 ).
If the first equality in (10) holds, then the second equality in (10) also holds, because
g(y,u(i)2 ) = f (y,u(i)1 ) = f (y,u(i+1)1 ) = g(y,u(i+1)2 ).
Similarly, if the second equality in (10) holds then the first equality in (10) also holds. This
completes the proof. 
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Proof of Proposition 4. Cases (a) and (b) follow from Definition 3. By the same definition, if
d = 2 and p(Y |Z) is first-order directionally identifiable then it must be directionally identifiable.
For d = 3 we demonstrate by contradiction that if p(Y |Z) is first-order directionally identifiable
then p(Y |Z) must be second-order directionally identifiable. The general case follows by
induction using the same logic.
Assume then that p(Y |Z) is first-order directionally identifiable but not second-order
directionally identifiable. It follows from the definition of second-order directional identifiability
and Corollary 1 that there are two distinct two-dimensional subspaces S2 ⊂ SY |X and S ′2 ⊂ Rp
such that Y y PS2Z and Y y PS ′2Z. Consequently, we can construct two one-dimensional
subspaces S1 ⊂ SY |X and S ′1 ⊂ Rp so that Y y PS1Z and Y y PS ′1Z. But this contradicts
first-order identifiability and consequently the conclusion follows. 
Proof of Proposition 6. Let a be a vector in S⊥ \ (S⊥ ∩ SY |Z). Note that this excludes the
possibility that a = 0.
First, suppose that a is not perpendicular to S⊥ ∩ SY |Z, so that P1a 6= 0. Because a does not
belong to S⊥ ∩ SY |Z, it is linearly independent of P1a. Therefore, by the first-order directional
identifiability, the ratio p(Y |aTZ)/p(Y |(P1a)TZ) is a non-degenerate random variable. By
Jensen’s inequality,
E log
[
p(Y |aTZ)
p(Y |(P1a)TZ)
]
< log E
[
p(Y |aTZ)
p(Y |(P1a)TZ)
]
.
Let U = aTZ, V = (P1a)TZ. Let µ denote the measure on the sample space ΩY of Y , with
respect to which the density of Y is defined. Then the expectation in the expression on the right
hand side is the integral∫
p(y|u)
p(y|v) p(u, v, y)dudvdµ(y) =
∫
p(y|u)p(u|y, v)p(v)dudvdµ(y).
By (3), p(u|y, v) = p(u|v), and so the right hand side of the above equation becomes∫
p(y|u)p(u|v)p(v)dudvdµ(y) =
∫
p(y|u)
(∫
p(u|v)p(v)dv
)
dudµ(y)
=
∫
p(y|u)p(u)dudµ(y) = 1.
Thus we have proved that I(b) > I(a) with b = P1a 6= 0 and b ∈ S⊥ ∩ SY |Z for this case.
Next, suppose a ⊥ (S⊥ ∩SY |Z). Let h be any nonzero vector in S⊥ ∩SY |Z. Let U = aTZ and
V = hTZ. By (3), Y and U are independent. Hence
E
[
p(Y |U)
p(Y |V)
]
= E
[
p(Y )
p(Y |V)
]
= E
[
p(Y )p(V)
p(Y,V)
]
= 1. (11)
Now apply Jensen’s inequality and directional identifiability to complete the proof. 
Proof of Lemma 3. 1. Here, we note that a 6∈ S⊥ ∩ SY |Z or a 6∈ S⊥ ∩ S⊥Y |Z implies that a 6= 0.
Because a 6∈ S⊥ ∩ SY |Z and a 6∈ S⊥ ∩ S⊥Y |Z, we have Q1a 6= 0 and P1a 6= 0. Since p − d ≥ 2
and Q1 = Q, there is a vector v in S(Q1) such that v ⊥ Q1a and ‖v‖ = ‖Q1a‖. Because
v and Q1a are both in S(Q1) they can be represented as v = Wc1 and Qa = Wc2, and by
construction ‖c1‖ = ‖v‖ = ‖Q1a‖ = ‖c2‖. Let A be a (p − d) × (p − d) orthogonal matrix
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such that c1 = Ac2. This is possible because the orbit of c2, {Ac2 : A is an orthogonal matrix},
is the sphere {x ∈ Rd : ‖x‖ = ‖c2‖}. It follows that
Wc2 =WAWTWc1, that is, v =WAWTQ1a =WAWTa.
It is now easy to see that {WAWTa, Q1a, P1a} is an orthogonal set of vectors in Rp−d . Hence
they are linearly independent.
2. The proof is similar to that of part (1). 
Proof of Proposition 7. Since none of the following arguments will be affected by a probability
0 set, we assume, without loss of generality, that ΩZ is itself open, so that it satisfies all the
requirements for the set C in Lemma 1.
If a ∈ S⊥ ∩ SY |Z then a = P1a and (3) holds trivially. So for the rest of the proof assume
a 6∈ S⊥ ∩ SY |Z. Because P1 + Q1 is the projection onto S⊥ and a ∈ S⊥, (3) is implied by
Y y (Q1a)TZ|(P1a)TZ. (12)
We now prove (12) in two cases.
CASE I: a 6∈ S⊥ ∩ SY |Z and a 6∈ S⊥ ∩ S⊥Y |Z. Let A be as defined in Lemma 3, part 1. Then
WAWTa, Q1a, P1a are linearly independent. By Lemma 1, for any u ∈ R such that (P1a)Tz = u
for some z ∈ ΩZ, the set{(
(WAWTa)Tz, (Q1a)Tz
)
: (P1a)Tz = u, z ∈ ΩZ
}
is an M-set. Hence, by Proposition 3, (12) will hold if
p
(
Y |(WAWTa)TZ, (P1a)TZ
)
= p
(
Y |(Q1a)TZ, (P1a)TZ
)
.
In other words, we need to show that, for any measurable set C in the sample space ΩY of Y , we
have
E[IC (Y )|(WAWTa)TZ, (P1a)TZ] = E[IC (Y )|(Q1a)TZ, (P1a)TZ]. (13)
We can replace IC (Y ) by E(IC (Y )|Z) in the above equality. However, because P is the projection
onto the CS, we have E(IC (Y )|Z) = E(IC (Y )|PZ). In other words, Eq. (13) is equivalent to
E[h(PZ)|(WAWTa)TZ, (P1a)TZ] = E[h(PZ)|(Q1a)TZ, (P1a)TZ],
where h(PZ) = E(IC (Y )|PZ). This equation will hold if(
h(PZ), (WAWTa)TZ, (P1a)TZ
)
d=
(
h(PZ), (Q1a)TZ, (P1a)TZ
)
, (14)
where, for two random vectors V1 and V2, V1
d= V2 means that they have the same distribution.
Let B be as defined in (4) and Z∗ = BZ. Because Z has a spherical distribution and B is an
orthogonal matrix (Lemma 2), we have Z∗ d= Z. Hence(
h(PZ), (WAWTa)TZ, (P1a)TZ
)
d=
(
h(PZ∗), (WAWTa)TZ∗, (P1a)TZ∗
)
=
(
h(PBZ), (B−1WAWTa)TZ, (B−1P1a)TZ
)
.
(15)
However, by Lemma 2, PB = P , B−1WAWT = Q1, and B−1P1 = P1. So the right hand sides
of (14) and (15) are identical, which proves (14).
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CASE II: a 6∈ S⊥∩SY |Z and a ∈ S⊥∩S⊥Y |Z. In this case P1a = 0, Q1a = a, and (12) reduces
to
Y y aTZ. (16)
Let A be as defined in Lemma 3, part 2. Then WAWTa and a are linearly independent. Hence,
by Lemma 1, the set{(
(WAWTa)Tz, aTz
)
: z ∈ ΩZ
}
is an M-set. By Corollary 1 it suffices to show that
p(Y |(WAWTa)TZ) = p(Y |aTZ).
The rest of the proof is parallel to that of CASE I and will be omitted. 
Proof of Proposition 8. Let S, P , Q, P1, and Q1 be as defined in Section 3.3, and recall that
Q = Q1. Let ΣY denote the conditional variance Var(Z|Y ). Let A be as defined in Lemma 4.
We will first show (5). Recall that β is a p × d matrix whose columns form a basis of SY |Z. Let
β1 denote a p × (p − d) matrix such that S(β1) = S⊥Y |Z.
Suppose Z is normal. Then, by our convention Z is distributed as N (0, Ip). We have
PZ y QZ. Moreover, we know that Y y Z|PZ, and hence Y y QZ|PZ. Then, by equivalence
(8), relation (5) holds.
If Z|Y is normal, then by parts 1 and 3 of Lemma 4, span{Ip −Σ y : y ∈ A} = SY |Z, which
implies Q(Ip − Σ y) = 0 for y ∈ A. Multiply both sides of this equation from the right by P
and Q, respectively, to obtain
QΣ yP = QP = 0 and QΣ yQ = Q for y ∈ A.
The first equality implies PZ y QZ|{Y = y} for all y ∈ A which, because P(Y ∈ A) = 1,
implies that PZ y QZ|Y . The second equality implies Var(QZ|Y = y) = Q for y ∈ A.
Meanwhile, note that
Ip = E(ΣY )+ Var(E(Z|Y )), or equivalently, E(Ip −ΣY ) = Var(E(Z|Y )).
Multiply the second equation from both sides by Q to obtain Var(E(QZ|Y )) = 0. Hence
E(QZ|Y = y) = 0 on a set A1 ∈ ΩY with P(Y ∈ A1) = 1. Thus we have shown that
QZ|{Y = y} is distributed as N (0, Q) for y ∈ A ∩ A1. Because the conditional distribution of
QZ|{Y = y} is constant on y ∈ A ∩ A1, which has probability 1, we see that QZ y Y . This,
combined with PZ y QZ|Y , implies (5) by the equivalence relation (8).
Now let a be a vector in S⊥. Because S⊥∩SY |Z is a subspace of SY |Z, (P1a)TZ is measurable
with respect to PZ. Because Q1 = Q, (Q1a)TZ is measurable with respect to QZ. Consequently
(Q1a)TZ y (Y, (P1a)TZ), from which it follows that
Y y (Q1a)TZ|(P1a)TZ.
Because, conditioning on (P1a)TZ, (P1a)TZ is a constant, the above implies
Y y ((P1a)TZ, (Q1a)TZ)|(P1a)TZ. (17)
However, because a ∈ S⊥ and P1 + Q1 is the orthogonal projection onto S⊥, we have
aTZ = (P1a)TZ+ (Q1a)TZ. Thus (3) follows from (17). 
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Proof of Proposition 9. Write Var(Z|Y ) as ΣY and E(Z|Y ) as µY . By (8),
ATp−kZ y (Y,ATkZ) (18)
implies (6). We now show that (6) implies (18). Suppose Z is normal. Then it is distributed
as N (0, Ip). Because ATp−kAk = 0, we have ATp−kZ y ATkZ. Hence (18) follows from (8).
Now suppose Z|Y is normal. By (6) we have SY |Z ⊆ S(Ak). Hence, by Lemma 4, part 3,
S(I −ΣY ) ⊆ S(Ak), which implies ATp−k(I −ΣY ) = 0. It follows that
ATp−kΣYAp−k = ATp−kAp−k = Ip−k and ATp−kΣYAk = ATp−kAk = 0. (19)
In the meantime, by Lemma 4, part 1, µY belongs to S(I −ΣY ), a subspace of S(Ak). Hence
ATp−kµY = 0. (20)
From the second equality of (19), we see that ATp−kZ y ATkZ|Y . By (20) and the first equality of
(19), ATp−kZ|Y is distributed as N (0, Ip−k) and is therefore independent of Y . Now (18) follows
from (8).
Next, suppose that p− d ≥ 1 and p(Y |Z) is directionally identifiable. By the first part of this
proposition it is easy to see that (6) implies
Y y ATp−kZ. (21)
We now show that (21) implies (6). It suffices to show that a` belongs to S⊥Y |Z for all ` =
k + 1, . . . , p. By construction, a` belongs to either SY |Z or its orthogonal complement S⊥Y |Z.
Suppose a` ∈ SY |Z. Let b be any nonzero vector in S⊥Y |Z. We know, by Proposition 8, that
Y y bTZ. Hence
p(Y |aT`Z) = p(Y ) = p(Y |bTZ),
contradicting to the assumption of directional identifiability. 
Proof of Proposition 10. First, we show that aˆ1
p−→ a1. Let  > 0. By directional identifiability
of p(Y |Z), I(a) has a unique maximizer in Θ1. Moreover, because Θ1 is compact, there is a
number δ > 0 such that
sup{I(a) : ‖a− a1‖ > , a ∈ Θ1} < I(a1)− δ. (22)
By assumption 2, we have, with probability tending to 1,
|Iˆ(a1)− I(a1)| < δ/4 and |Iˆ(aˆ1)− I(aˆ1)| < δ/4.
By construction, Iˆ(aˆ1) ≥ Iˆ(a1), which, combined with the first of the above inequalities, implies
that, with probability tending to 1, Iˆ(aˆ1) > I(a1)− δ/4. Using the second of the inequalities we
see that, with probability tending to 1,
I(aˆ1) > I(a1)− δ/2.
By (22),
P
(‖aˆ1 − a1‖ > ) ≤ P (I(aˆ1) < I(a1)− δ) .
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Recall that if An and Bn are two sequences of events with P(An) → 1, then lim sup P(Bn) =
lim sup P(Bn ∩ An). Hence lim sup P
(‖aˆ1 − a1‖ > ) is no more than
lim sup
n→∞
P
(I(aˆ1) < I(a1)− δ)
= lim sup
n→∞
P
(I(aˆ1) < I(a1)− δ, I(aˆ1) > I(a1)− δ/2) = 0.
Thus we have proved aˆ1
p−→ a1.
Next, we consider the proof of aˆk
p−→ ak for k = 2, . . . , d. For simplicity we will only prove
aˆ2
p−→ a2, because this will reveal the full logic pattern needed for a general proof. Fix an  > 0.
We need to show that
lim sup
n→∞
P
(‖aˆ2 − a2‖ > ) = 0.
For a vector a ∈ Θ1, let Θ2(a) be the set {a′ ∈ Θ1 : a′ ⊥ a}. In this notation Θ̂2 = Θ2(aˆ1)
and Θ2 = Θ2(a1). By the continuity of the inner product, the set {a′ ∈ Rp : a′ ⊥ a1} is closed.
Consequently Θ2 is compact. By directional identifiability I has a unique maximizer over Θ2,
which, combined with the compactness of Θ2, implies that for some δ > 0,
sup{I(a′) : ‖a′ − a2‖ > , a′ ∈ Θ2} < I(a2)− δ.
Because I is continuous on Θ1 and Θ1 is compact, it is uniformly continuous on Θ1. Hence, for
all a sufficiently close to a1, say ‖a− a1‖ < 1, we have
sup{I(a′) : ‖a′ − a2‖ > , a′ ∈ Θ2(a)} < I(a2)− δ/2.
Now, we know, with probability tending to 1, ‖aˆ1 − a1‖ < 1. Hence
lim sup
n→∞
P
(‖aˆ2 − a2‖ > ) = lim sup
n→∞
P
(‖aˆ2 − a2‖ > , ‖aˆ1 − a1‖ < 1)
≤ lim sup
n→∞
P
(I(aˆ2) < I(a2)− δ/2) . (23)
Let a∗(a) be the closest point in the set Θ2(a) to a2. Then lima→a1 ‖a∗(a)− a2‖ = 0. Thus, with
probability tending to 1,
‖I(a∗(aˆ1))− I(a2)‖ < δ/8.
By assumption 2, we also know that
‖Iˆ(a∗(aˆ1))− I(a∗(aˆ1))‖ < δ/8 and ‖Iˆ(aˆ2)− I(aˆ2)‖ < δ/8.
However, by construction, Iˆ(aˆ2) ≥ Iˆ(a∗(aˆ1)). Hence, with probability tending to 1,
I(aˆ2) > Iˆ(aˆ2)− δ/8 > Iˆ(a∗(aˆ1))− δ/8 > I(a∗(aˆ1))− 2δ/8 > I(a2)− 3δ/8. (24)
Combine (23) and (24) to obtain
lim sup
n→∞
P
(‖aˆ2 − a2‖ > ) ≤ lim sup
n→∞
P
(I(aˆ2) < I(a2)− δ/2)
≤ lim sup
n→∞
P
(I(aˆ2) < I(a2)− δ/2, I(aˆ2) > I(a2)− 3δ/8)
= 0,
which completes the proof. 
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Proposition 11. The following assertions hold:
1. If S is any (Borel) set in Rp, then SY |XS ⊆ SY |X.
2. There is a compact set S of Rp, which can be taken as an ellipsoid, such that SY |XS = SY |X,
and for any (Borel) set S′ containing S, SY |XS′ = SY |X.
Proof. 1. We will prove the stronger result: if S ⊆ S′ are two Borel sets in Rp, then SY |XS ⊆
SY |XS′ , which implies assertion 1 if we take S′ = ΩX. We need this general result for proving
assertion 2. Let W be the indicator that takes value 1 if XS′ ∈ S and 0 if XS′ ∈ S′ \ S. Because
W is a function of XS′ , we have Y y W |XS′ . By Propositions 3.2 and 3.3 of Chiaromonte, Cook
and Li [3], we have SY |XS ⊆ SY |XS′ .
2. Any random vector is tight. That is, for any  > 0, there is a compact set K such that
Pr(X 6∈ K ) < . So there is a sequence of compact sets S1, S2, . . ., with S1 ⊆ S2 ⊆ · · ·, such
that Pr(X 6∈ Sk) → 0 as k →∞. Let φ(t, τ ) = E(eitTX+iτY ) and φk(t, τ ) = E(eitTXSk+iτY ) be
the characteristic functions of (X, Y ) and (XSk , Y ), respectively. Then
|φk(t, τ )− φ(t, τ )| ≤ E |eitTXSk+iτY − eitTX+iτY |
≤
∫
|eitTXSk − eitTX|dP ≤
∫
ΩX\Sk
|1− eitTX|dP ≤ 2Pr(X 6∈ Sk)→ 0.
Thus (XSk , Y ) converges in distribution to (X, Y ), and hence the conditional distribution of
Y |XSk converges (almost surely) to that of Y |X. This implies that SY |XSk converges to SY |X.
That is, if Pk and P are the projections onto SY |XSk and SY |X, respectively, then ‖Pk − P‖ → 0,
where ‖ · ‖ is, say, the Frobenius matrix norm.
We now show that, for sufficiently large k, Pk = P . If not, then, for any k, there is a k′ ≥ k
such that Pk′ 6= P . However, this implies, by assertion 1, that SY |XSk is a subspace of SY |X for
each k. In other words the rank of Pk must be smaller than that of P for each k, contradicting the
fact that ‖Pk − P‖ → 0.
Now take S in assertion 2 to be any Sk for which SY |XSk = SY |X. Then, by assertion 1,
SY |XS′ = SY |X whenever S′ contains S. The set S can be taken as an ellipsoid because any
compact set in Rp is bounded, and is therefore contained in an ellipsoid. 
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