Gaussian processes are powerful, yet analytically tractable models for supervised learning. A Gaussian process is characterized by a mean function and a covariance function (kernel), which are determined by a model selection criterion. The functions to be compared do not just differ in their parametrization but in their fundamental structure. It is often not clear which function structure to choose, for instance to decide between a squared exponential and a rational quadratic kernel. Based on the principle of approximation set coding, we develop a framework for model selection to rank kernels for Gaussian process regression. In our experiments approximation set coding shows promise to become a model selection criterion competitive with maximum evidence (also called marginal likelihood) and leave-one-out cross-validation.
Introduction
A Gaussian process generalizes the multivariate Gaussian distribution to a distribution over functions. Model selection aims to adapt this distribution to a given set of data points, finding a trade-off between underfitting and overfitting. For Gaussian processes, we wish to select a mean function and a covariance function (also known as a kernel). Selecting a function is a hard problem because the possibilities are virtually unlimited. Typically, one considers a handful of function structures parametrized by hyperparameters, which are determined during model selection. Table 1 gives examples of kernels. In domains such as systems biology (Zhu et al., 2012) , there is often no prior knowledge for selecting a certain function structure. A model selection criterion that is good at both hyperparameter optimization and function structure selection is thus extremely desirable. Table 1 : Examples of kernel structures with their hyperparameters (Rasmussen and Williams, 2006) . * . The first two authors contributed equally to this work
Our contribution
Approximation set coding (ASC) determines an optimal trade-off between the expressiveness of a model and the reproducibility of its inference (Buhmann, 2010 (Buhmann, , 2013 . A first contribution of our work is to extend approximation set coding to any models that define a parameter prior and a likelihood, as is the case for Bayesian linear regression. This gives birth to a family of model selection algorithms. Second, the developed framework is applied to Gaussian process regression, which naturally comes with a prior and a likelihood. The resulting model selection criterion is then compared to the classics of maximum evidence and leave-one-out (LOO) cross-validation on the two distinct subproblems of hyperparameter optimization and function structure selection. Although approximation set coding does not clearly perform best in our experiments, there are cases where it competes with the classics. In an experiment for kernel structure selection based on real-world data, it is interesting to see how maximum evidence and leave-one-out cross-validation disagree on which kernel structure should model the data best. This demonstrates the difficulty of model selection, but also raises the question about how to combine multiple criteria into a unifying one.
Approximation set coding for Gaussian process regression
In this section we first introduce the general model selection framework, then explain how to apply it to model selection for Gaussian process regression.
General model selection framework using approximation set coding
At the core of approximation set coding (Buhmann, 2010) is the idea to map the problem of model selection to an imaginary communication scenario. The principle is then to minimize an upper bound on the communication error with respect to the hyperparameters θ. Approximation set coding has been used for a variety of applications, for example, selecting the number of clusters in K-means clustering (Chehreghani et al., 2012) , selecting the rank for a truncated singular value decomposition (Frank and Buhmann, 2011) , and determining the optimal early stopping time (Gronskiy and Buhmann, 2014; Bian et al., 2015) in the algorithmic regularization framework.
More specifically, the algorithm for model selection randomly partitions a given data set D into two subsets D 1 and D 2 . Let α ∈ R M denote a parameter vector in our model -in linear regression, these would be the coefficients. Assuming that we have a likelihood p θ ( D | α ) and a prior p θ (α), approximation set coding optimizes the hyperparameters by θ ∈ arg max θ η θ where (1)
The expression η θ is called posterior agreement since it measures how much the posteriors
The prior p θ (α) gives more weight to the agreement corresponding to parameters that are a priori more plausible. An example is illustrated by Figure 1 . One can consider J partitions of the data into subsets D i , averaging their η θ to improve the estimate for the error bound.
over the parameters α for various hyperparameters θ. Approximation set coding basically maximizes the posterior agreement η θ of Equation (1), so that in this example it would select a model with θ = 2.
There are several variants to infer a posterior. The first one is via Bayes' theorem, that is,
. We refer to the corresponding model selection criterion as Bayesian approximation set coding. The maximum entropy principle (Jaynes, 1957a,b) is a second variant rooted in the original formulation of approximation set coding (Buhmann, 2013 ) that determines a posterior which requires the least a priori commitment to any particular hypothesis. Using the negative log-likelihood − log p θ ( D | α ) as the cost function , the maximum entropy posterior is given by,
where β is the inverse temperature that controls the width of the distribution. The precision β is to be optimized alongside the hyperparameters θ. Since β controls the noise level alongside parameters of the likelihood σ n , we fix β = 1 (called β-noise approximation set coding), thereby assigning σ n the (inverse) role of β.
Application to Gaussian process regression
Given N inputs arranged as columns of a matrix X ∈ R D×N , a Gaussian process defines a joint distribution over the corresponding N function values arranged as a vector f ∈ R N . The distribution over f is an N -dimensional Gaussian f | X ∼ N (m (X) , k (X, X)), where the mean function m (·) and the kernel k (·, ·) characterize the Gaussian process. In Gaussian process regression, the outputs y ∈ R N are modeled by the latent f affected by noise: the likelihood is y | f ∼ N f , σ 2 n I for the noise level σ n . To apply approximation set coding, the parameters α are given by random subvectors of f with M ≤ N entries. The hyperparameters θ are those of the mean function and the kernel as well as σ n . The resulting posterior agreements η θ for Bayesian and β-noise approximation set coding can be calculated analytically. The time complexity to all the criteria is Θ N 3 , asymptotically on a par with the objectives of maximum evidence and leave-one-out cross-validation.
For an M -dimensional posterior agreement, let X ∈ R D×M be made of M distinct columns of X, with the corresponding latent function values being f ∈ R M . The data is randomly partitioned into two subsets denoted by (X 1 , y 1 ) and (X 2 , y 2 ). For notational convenience we further define
The predictive distribution is given by
For this Gaussian distribution to be non-degenerate, K needs to be symmetric positive-definite. Hence, we constrain the choice of X such that K is invertible. The derivations for the variants of the posterior agreement η θ will need propositions about Gaussian distributions, which are deferred to Appendix A for ease of reading.
Bayesian ASC. To derive the formula, let
Applying Proposition 1 to Equation (2), the posterior evaluated at X is
Since f ∼ N m, K , and according to Equation (1), the posterior agreement of Bayesian approximation set coding is thus
Using Proposition 3, it amounts to
Even though it is in closed form, it is generally non-convex.
β-noise approximation set coding Let
Again applying Proposition 1 to Equation (2),
The corresponding density can be rewritten as
We now to derive a maximum entropy density over f which yields a new posterior distribution
where we use Proposition 6 to normalize the distribution. We further assume that A i has full row rank and we set β = 1. Substituting the maximum entropy density into Equation (1) yields
which by Proposition 3 is
which is generally non-convex.
Experimental results
In our experiments, we assess Bayesian and β-noise approximation set coding for J = 256 data partitions with a posterior agreement of dimension M = 2. Any Gaussian process uses the zero mean function for simplicity. The error measure is the mean standardized log loss according to Rasmussen and Williams (2006) , which considers both the predictive mean and covariance. To numerically optimize objective functions, the algorithm of limited-memory BFGS (Nocedal, 1980 ) is applied.
Experiment for hyperparameter optimization on synthetic data. First, we compare the model selection criteria on hyperparameter optimization for a fixed kernel structure. From a one-dimensional Gaussian process, we randomly draw 128 data sets, each with N = 64 training and 2048 test points. Every criterion is then applied to the training set to optimize the hyperparameters of a Gaussian process with the same kernel structure.
Mean standardized log loss Figure 2 shows the test errors for the popular squared exponential kernel structure with various noise levels σ n (definition in Table 1 ). Maximum evidence generally has the best test error, which is to be expected since the kernel structure is known. It is closely followed by leave-one-out crossvalidation. Both variants of approximation set coding have a worse median and a wider spread. While their outliers make them unstable, they seem to compete with the classic criteria at times.
Experiment for kernel ranking on synthetic data. The model selection criteria rank kernels relatively consistently for synthetic data as shown in Figure 3 . Hyperparameters in the top two rows were estimated by maximum evidence whereas for the bottom two rows they were estimated by leave-one-out cross-validation. The kernel to generate the data is depicted on the right (teacher) and we fitted the squared exponential, the rational quadratic, the exponential and the periodic kernels to the data (students). In most cases the criteria selected the correct kernel that was used to generate the data. The mean rank is visualized with a 95% confidence interval. Independent of the choice for hyperparameter optimization, evidence, cross-validation and both approximation set coding based methods select the correct kernels in all four scenarios. In addition, even the confidence intervals are very similar. Overall, the periodic kernel seems to be slightly easier to learn, while the squared exponential and the rational quadratic kernel are often assigned equal ranks by all methods. Finally, all methods clearly separate the exponential kernel as a student from both the periodic and the squared exponential as teachers. Thus for kernel selection the approximation set coding based methods seem to be consistent and equally good as both evidence and cross-validation for kernel selection.
Experiments for kernel ranking on real-world data. Next, we compare the criteria on kernel structure selection on two public datasets for different applications.
Berkeley Earth As a first real-world data set, we use Earth's land temperature averaged per day of the year from 1880 until 2014 1 . It has 365 data points, which we randomly partition 256 times into N = 64 training and 301 test points. Given a training set, the hyperparameters are optimized by 
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Figure 3: Ranking of kernels for synthetic data with rank 1 being the best. The top two rows estimate hyperparameters by maximum evidence and the bottom two rows by leave-one-out cross-validation. Rank 1 means the best. The mean rank is visualized with a 95% confidence interval.
leave-one-out cross-validation for each kernel structure of Table 1 . The resulting Gaussian process models are then ranked by the various criteria objectives. An additional ranking according to the test error serves as a guide for the assessment. Figure 4 shows the rankings averaged over the data partitions. According to the average test error, the exponential kernel structure seems the most suitable, followed by the rational quadratic kernel structure. Maximum evidence would select an exponential, leave-one-out cross-validation a rational quadratic, and both variants of approximation set coding a squared exponential kernel structure. It is interesting to see this clear disagreement between the criteria. An example for the learned Gaussian processes is visualized in Figure 5 . The test set of this example is representative in the sense that the rankings according to the criteria and the test error are the same as on average. The exponential kernel fits a lot to the data, similar to a linear interpolation, which raises doubts about maximum evidence. Despite its unfavorable test error, the squared exponential kernel appears to be a valid choice based on this manual assessment. We conclude that approximation set coding selects a good trade-off.
Combined Cycle Power Plant The dataset contains 9568 data points collected from a Combined Cycle Power Plant over 6 years (2006) (2007) (2008) (2009) (2010) (2011) , when the power plant was set to work with full load 2 . Features consist of hourly average ambient variables Temperature, Ambient Pressure, Relative Humidity and Exhaust Vacuum to predict the net hourly electrical energy output of the plant. Bayesian and β-noise ASC both prefer the squared exponential kernel whereas maximum evidence prefers the periodic kernel as shown in Figure 7 . The predictive means associated with the squared exponential and periodic kernels are plotted in Figure 6 . For a simplified visualization, we only plotted the two most important dimensions. Given smaller variations in the other two dimensions, we conclude again that both choices, from maximum evidence or β-noise ASC seem to be valid choices.
Discussion and conclusion
In this work we developed a framework to rank kernels for Gaussian process regression and compared it to state-of-the-art methods such as maximum evidence and leave-one-out cross-validation. All Ambient temperature (°C) Exhaust vacuum (cm Hg) Figure 6 : Test data for the net hourly electrical energy output is plotted against the ambient temperature and the exhaust vacuum. The other two dimensions, namely the ambient pressure and relative humidity are less decisive and were omitted for a simplified visualization. Bayesian and β-noise ASC both prefer the squared exponential kernel whose predictive means (red lines) is shown in the top two plots. Maximum evidence on the other hand selects the periodic kernel whose predictive means (red line) is shown in the bottom two plots.
of the objectives (Maximum evidence, Bayesian ASC and β-noise ASC) are highly non-convex functions, for which there is no efficient optimization algorithm so far to guarantee the approximation quality. This may cause some randomness in the experiments and requires future work to develop better optimization methods for these non-convex objectives. Figure 7 : Ranking of kernels for the power plant data set. As before, Bayesian and β-noise consistently rank the kernels and choose the squared exponential kernel as the optimum whereas maximum evidence prefers the periodic kernel. The test error prefers the exponential kernel.
one open issue with approximation set coding. It often happens that the Cholesky decomposition of certain covariance matrices numerically fails, so that the objective cannot be evaluated. This can occur because the eigenvalues of a covariance matrix "can decay very rapidly." (Rasmussen and Williams, 2006, p. 201) .
If the function structure of a Gaussian process is known, so that only its hyperparameters need to be optimized, the criterion of maximum evidence seems to perform best. However, in the usual case where the function structure is also subject to model selection, approximation set coding is a potentially better alternative according to manual examinations. We are unable to formally define what function structure should be recovered since this may possibly solve the model selection problem itself. Even though the experiments are only for Gaussian process regression, the framework is general enough to serve as a promising scheme for general model selection, e.g., GP classification and deep GP (Damianou and Lawrence, 2013) .
where r = Proof We shorten γ = K k=1 N ( µ k | 0, Σ k ) to move this factor γ independent of x out of the integral as in
The remaining integral can be calculated by Proposition 2.
Proposition 4 If Σ is symmetric positive-definite, then Σ is invertible and Σ −1 is symmetric positivedefinite (Horn and Johnson, 2012, 430) .
Proposition 5 If Σ is symmetric positive-definite and A has full row rank, then AΣA is symmetric positive-definite (Horn and Johnson, 2012, Observation 7.1.8.(b) ).
Proposition 6 For A ∈ R D×N of full row rank, the density
has the equivalent form as p (x) = N x Λ −1 r, Λ −1 , where r = AΣ −1 µ and Λ = AΣ −1 A .
Proof First, we separate a factor independent of x in
Therefore,
We now calculate the integral. From Proposition 4 and Proposition 5, one can see that Λ is symmetric positive-definite, so that Proposition 2 can be applied to find
. 
