ABSTRACT Internet Engineering Task Force (IETF) has proposed an extension based on Mobile IPv6 (MIPv6), named as network mobility basic support protocol (NEMO-BSP), to support NEMO in IPv6 networks. However, NEMO-BSP inherits all the drawbacks of MIPv6, such as inefficient routing path, high handover latency, and packet encapsulation overhead. To address these drawbacks of NEMO-BSP, this paper proposes an NEMO supporting scheme based on a novel Locator/ID Separation (LIDS) architecture, namely LIDS-NEMO. In LIDS-NEMO, Multiple Virtual Mapping (MVM) scheme is proposed to differentiate the intra-NEMO and inter-NEMO mobility. Besides, packets are transmitted through the most optimized route in LIDS-NEMO. The simulation results show that LIDS-NEMO reduces the signaling cost significantly when compared with NEMO-BSP and it will be a promising scheme to provide NEMO support in the LIDS context.
I. INTRODUCTION
There is a growing interest in deploying high-speed wireless LANs (WLANs) on public transport vehicles to allow travelers to connect their devices to the Internet. Such an onboard mobile network typically consists with a high-speed mobile LAN and a Mobile Router (MR) which provides connectivity to the Internet through wireless links (e.g. WLAN, WiNAX or 5G). There are two types of interfaces in MR: the interfaces which connect to the Internet are called egress interfaces; the interfaces which connect to its own mobile network are called ingress interfaces. A mobile network may attach inside another one and the aggregated hierarchy of mobile networks is called Nested Mobile Network (NMN). The nodes inside the mobile network are called Mobile Network Nodes (MNNs). The MR manages the movement of the entire mobile network and provides continuous and uninterrupted Internet access to the MNN.
Based on Mobile IPv6 (MIPv6) [1] , the Network Mobility basic support protocol (NEMO-BSP) [2] was proposed to provide the network mobility support in the IPv6 environment. In NEMO-BSP, the MR combines MIPv6 Mobile Node (MN) functionality with basic router functionality and manages the delivery of packets to and from the mobile network. Home Agent (HA) is a mobility anchor point which assists MR by keeping track of its current location, also known as Care-of Address (CoA) of MR. A bidirectional tunnel between MR and HA is used for the packet transmission for the entire mobile network. When a packet is sent through this tunnel from the HA, it is encapsulated in another IP packet with the CoA of the MR as destination address. The MR then decapsulates this packet and forwards it to the corresponding MNN. Similarly, the packet is encapsulated at the MR and decapsulated by the HA when it is originated from a MNN.
Although NEMO-BSP solves the network mobility through the simple extension of MIPv6, it has the same problem as MIPv6 and IPv6: mobile entities are identified by IP addresses that depend on their actual topological location. IP addresses thus become overloaded in the sense that they are both identifiers and locators simultaneously. This dual-role of IP addresses limits the flexibility of the mobile network and discounts the mobility performance [3] .
In addition, recent discussions in the internet engineering task force (IETF) and IRTF [4] suggest that scaling benefits could be realized by separating the current IP address space into separate spaces for terminals' identifiers and routing locators. Despite some divergences, the community seems to agree that the Locator/ID separation is a basic component of the future Internet architecture [5] - [8] . Although the issues of mobility and multihoming are concerned by these efforts, the network mobility support in the Locator/ID separation context is still less considered. So in this paper, our aim is to propose an efficient network mobility supporting scheme in our next generation Internet platform based on Locator/ID architecture.
The remainder of this article is organized as follows: Firstly, we present our Location/ID separation architecture. Secondly, the network mobility support scheme in this architecture is proposed. After the signaling cost analysis, the simulation study is executed. And then the concluding remarks are given as the final part.
II. LIDS ARCHITECTURE A. SYSTEM ARCHITECTURE
The architecture of our proposed Locator/ID Separation (LIDS) illustrated in Figure 1 has three hierarchies: access layer, routing layer and management layer [9] . Access layer consists of topological physical network links between the end hosts. The Access Switching Router (ASR) in this layer bridges the access network and the core network. ASR includes the functionalities such as authenticating the accessed terminal, assigning the locator for the terminal and mapping the locator to the terminal's identifier (ID) for the incoming and outgoing packets. The routing layer is made up of Core Switching Routers (CSRs) which use the locators to transmit packets. The management layer consists of Authentication Server (AS) and Locator/ID Mapping Server (IDMS) which manages the mapping information between IDs and locators. Signaling links between access layer and management layer are used to authenticate the terminal and manage Locator/ID mapping pairs. In order to limit the cache size of Locator/ID mapping pairs, this architecture can be managed as domains but we will not detail it in this paper.
B. MAPPING BETWEEN LOCATOR AND ID
In the LIDS architecture, the routing layer can adopt current IP based routing mechanisms (although it can adopt any new routing schemes in the future). The ID should be assigned by the network manager, which denotes the identification of the terminal and be used by the upper layer application when the communication is established. As shown in Figure 1 , ASR allocates the locator for the terminal and reports the mapping between locator and ID to IDMS. ASR is used to separate the ID-based access network and locator-based core network. In this way, the upper layer application of the terminal uses the ID and the location information is transparent to the upper layer.
C. PACKET TRANSMISSION
The packet transmission in the LIDS is based on the Locator/ID rewriting scheme as illustrated in Figure 2 . For the packet sent from a source node (Src) to a destination node (Dst), it is sent out using the IDs of Src and Dst as source and destination separately. When the packet arrives at Src's ASR, the ASR rewrites the IDs with their corresponding locators and sends the reconstructed packet to the core network. When the packet arrives at Dst's ASR, Dst's ASR has to rewrite the locators with corresponding IDs and send the packet to Dst.
D. MOBILITY SUPPORT
According to the principles in the LIDS architecture, the mobility process is illustrated in Figure 3 [10] .
MN_ID is the ID of a MN. MN_olocator and MN_nlocator are the locators allocated to MN before and after its handover. CN_locator and CN_ID are the locator and ID of a Corresponding Node (CN). If CN is communicating with MN and MN moves to a new ASR (nASR) from the old ASR (oASR), the nASR will allocate a new locator (MN_nlocator) for the MN. Then nASR will send a Mapping report message to IDMS to update the locator/ID mapping of the MN. So the ASRs of other CNs can find the correct location of the MN through IDMS. After IDMS updates the mapping for the MN, it sends a Mapping report message to oASR of the MN. In this way, oASR who buffers the packets after the MN's detachment can reroute the buffered and in-flight packets to the new location of the MN. At the same time, oASR will send a Mapping report message to the ASR of the CN (CN_ASR) to update the mapping of the MN cached at the CN_ASR. When the CN_ASR receives this report message, it will update the cache information of the MN's locator/ID mapping and transmit the following packets according to the new mapping.
We herein only introduce the parts of LIDS architecture related to our NEMO supporting proposal. The efficiency of the whole architecture has been demonstrated and its largescale test and deployment are underway as a solution of next generation Internet design [11] .
III. LIDS-NEMO
In this section, we present our NEMO supporting scheme in the LIDS architecture called as LIDS-NEMO. The scenarios of LIDS-NEMO can be separated into two types: in the intra-NEMO scenario, the MR moves under the same root MR; while in the inter-NEMO scenario, the MR moves to the subnet domain managed by a different root MR.
A. MVM SCHEME
The proposed LIDS-NEMO is based on the Multiple Virtual Mapping (MVM) scheme. With the MVM scheme, the locator/ID mapping information of the MNNs is checked and processed by all the MRs in the path from MNN to the ASR. The intermediate MRs maintain the relationship between all the MNNs in the lower layers and their corresponding onelayer-lower MR. In this way, packets are transmitted to the next lower MRs one by one until its arrival at the MNN's direct attaching MR, and then the packets are transmitted to the MNN finally. In other words, an upper layer MR sets the MNN's locator as its one-layer-lower MR's ID, which is the next hop to reach the MNN. For the mapping update in IDMS, the root MR's locator is set to be the MNN's locator. The MVM scheme is illustrated in Table 1 .
For every intermediate MR, a mapping between the lower MNN and its outgoing MR is established after the process of MVM scheme. In the intra-NEMO scenario, when the Mapping report message arrives at the MR, which is the branching node of the old upper layer MR and the new upper layer MR, only the mapping at the branching MR has to be refreshed. In other words, the mapping of MNN in IDMS will not be changed until it accesses to a different root MR.
The scenarios of LIDS-NEMO is illustrated in Figure 4 . MR3 is the MR in a mobile network and MNN1 is a terminal in this subnet. When MR3 hands over from MR2 to MR5, it is the intra-NEMO scenario because the root MR (MR1) does not changes. However, when the MR3 hands over from MR5 to MR4, it is the inter-NEMO scenario because the root MR changes from MR1 to MR4. We in the following illustrate the LIDS-NEMO scheme and the MVM procedure in the inter-NEMO scenario because the intra-NEMO scenario is simpler which only needs the mapping update within the mobile network.
When the MR3 attaches to the MR4, the MR3 sends a Mapping report message to MR4. When MR4 receives this message, it sets the locator of MNN1 as MR3. Then another Mapping report message is sent from MR4 to the ASR3. In the sight of ASR3, the locator of MNN1 is MR4, and then a Mapping report message is sent from ASR3 to the IDMS. Finally, the mapping entries in ASR3 and MR4 are shown in Figure 5 .
For the mapping information managed by IDMS, we extend the 'Information of locator' [9] and add the 'EX' information to store the ID of root MR, as shown in Figure 6 . The 'EX' information has the highest priority for the locator/ID response. When the MNN's locator is required, the IDMS should reply with the locator corresponding to MNN's EX information if it is not 'null'. In this way, the packets destinated to MNN1 can be routed to the MR4. And then the packets are transmitted hop by hop in the optimized route until its arrival at MNN1. However, the MNN's ID is carried in the extension header of the packets as an index.
B. MOBILITY MANAGEMENT
According to the above schemes, the mobility management process of LIDS-NEMO is illustrated in Figure 7 .
As the initiation, two end hosts under MR and CN_ASR separately are communicating. And then the end host under MR moves with the MR who attaches to a new access router (nMR). For the inter-NEMO mobility, the root MR changes, so the Mapping report message reaches the ASR, which may be a new ASR (nASR). Then the nASR treats the nMR (it is the new root MR in this case) as the locator of the MNN and sends a Mapping report message to IDMS. Because IDMS receives a different mapping for the MNN, it sends another Mapping report message to the old ASR (oASR) corresponding to the MNN. Then the buffered packets for the MNN can be rerouted by the oASR to its correct location which is nMR. On the other hand, the oASR sends a Mapping report message to the CN's ASR (CN_ASR), and then the following packets can be transmitted in the optimized route to the new location of MNN.
For the intra-NEMO mobility, the MR moves to a different access router but still under the same root MR. Then only the branching router (we here illustrated it as nMR) has to update the location of MNN. 
C. PACKETS TRANSMISSION
The packets to and from MNN are transmitted hop-by-hop by the MRs in the access layer network. We still illustrate the packets transmission scheme according to the example of inter-NEMO scenario in Figure 4 . Then the packet transmission between CN and MNN1 is processed as shown in Figure 8 . For the packet transmission from CN to MNN1, the source and destination are CN_ID and MNN1_ID. When the packet arrives at ASR3, ASR3 queries the mapping information of CN from IDMS and then the CN_ID is replaced by the CN_locator and the MNN1_ID is replaced by MR4_ID (according to the mapping information as shown in Figure 5 ) but the MNN1_ID is still carried in the extension header of the packet. When MR4 receives this packet, it extracts the MNN1_ID information. Same as the procedure of ASR3, the destination of the packet is replaced by the MR3_ID. Then the packet is transmitted to the MR3 accordingly. Because the MR3 extracts MNN1_ID and finds that the MNN1 is a node within its subnet, MR3 replaces the MR3_ID with the MNN1_ID and removes the extension header. Then the packet is sent to MNN finally.
As illustrated above, for the inner MRs, they do not maintain the locator/ID mapping information of CN. When they receive the packet sent from MNN1 to CN, they transmit the packet upwards hop by hop until its arrival at ASR3. Then the ASR3 sets the source address as MR4_locator and add the MNN1_ID into the extension header according to the information from the IDMS. Besides, the destination address is set as CN_locator which is also according to the mapping information from the IDMS. Then the packet is transmitted to the ASR4 according to the routing protocol in the core layer network. For ASR4, it gets the MNN1_ID from the extension header and replaces the destination address with the MNN1_ID. Besides, the CN_locator is replaced by the CN_ID according to the mapping information at ASR4. Then the packet is sent to the CN, and it also seems that the packet is transmitted using the ID information of MNN1 and CN from the sight of CN.
IV. SIGNALING COST ANALYSIS
Signaling cost of a network mobility has two major components: (i) signaling cost related to the packet transmission, and (ii) signaling cost related to location update.
In this section, we analyze the signaling cost of NEMO-BSP and LIDS-NEMO for both the above components (considering that different LIDS schemes have different mobility and NEMO solutions under different assumptions and scenarios, we here only evaluate our solution compared with the NEMO-BSP).
During the analyzing and the following simulation, the variables in Table 2 are used.
A. SIGNALING COST RELATED TO THE PACKET TRANSMISSION
When a mobile network is nested, the number of encapsulation in NEMO-BSP simply increases as the nest level becomes higher. In the intra-NEMO scenario shown in Figure 4 , the nest depth with 3 would require 4 IPv6 headers, including the original IPv6 header before encapsulation.
As shown in Figure 9 , multiple encapsulations will cause severe overhead where additional bits consumed over the link effect the overall performance. Without loss of generality, we assume that in the intra-NEMO communication scenario, the CN attaches at another MR with the depth of m and shares the same root MR with MNN. 
1) INTRA-NEMO COMMUNICATION
Although the CN is served by the same root MR with the MNN, multiple tunnels are still needed for NEMO-BSP and the packet transmission cost within each second is
where [m + (m − 1) + . . . + 1 + mh] denotes the hops for the encapsulated packets transmission from CN to the MR's HA.
[n+(n−1)+. . .+1+nh] denotes the hops for the encapsulated packets transmission from MR's HA to the MNN.
For LIDS-NEMO, the packets can be transferred within the local subnet if the CN and MNN are served by the same branching MR (maybe the root MR). In this case, the packets need no extra header and incur no cost for the transmission.
2) INTER-NEMO COMMUNICATION
In NEMO-BSP, if the CN is not located in the same mobile network with the MNN, the packets are transmitted firstly to VOLUME 5, 2017 MR's HA and then encapsulated through multiple tunnels. So the packet transmission cost within each second is
The locator/ID separation in LIDS-NEMO supports the packet transmission in an optimized route. However, in order to identify the correct MNN and find the attached MR, the ID information of MNN is carried in the packets. We assume that the size of this extension header equals to the tunneling header. Then the packet transmission cost of LIDS-NEMO within each second is
where h and n denote the hops between CN's ASR and MNN's ASR and the hops between the MNN's ASR and MNN's MR, separately. Than the total packet transmission cost is
B. SIGNALING COST RELATED TO LOCATION UPDATE
For NEMO-BSP, the intra-NEMO mobility and inter-NEMO mobility cannot be differentiated. Once the MR changes its access router, the MR has to initiate the binding process to update its new location. In this way, the mobility related signaling cost of NEMO-BSP is
where, (n + h) is the total hops from the MR to its HA. However, in LIDS-NEMO, the intra-NEMO mobility and inter-NEMO mobility can be distinguished. When the MR moves to a new access router, it sends the Mapping report message to the access router for the mapping update. Then the mobility related signaling cost is
where (n−x) denotes the hops from MR to the branching node before and after the handover. In the inter-NEMO scenario, x is zero and the Mapping report message has to be sent to the IDMS. 2h is the hops for the route optimization process, and it is the sum of the hops from IDMS to the old ASR and the hops from the old ASR to the CN's ASR.
C. TOTAL SIGNALING COST
Then the total signaling cost corresponding to a mobile network is the sum of the signaling cost related to the mobility management and packet transmission.
FIGURE 10. Network model in the simulation.
V. SIMULATIONS A. NETWORK MODEL
We assume that the service domain of an ASR is sub-netted as shown in Figure 10 . We assume that the total number of MRs within an ASR is N and these MRs are located in the binary tree architecture with nested level as log 2 (N + 1). For example, let's assume that there are 15 MRs, and then the hierarchy level is determined as 4. We assume that a MR carrying a MNN resides in a lowest level MR for a period and moves to one of its two neighbors with equal probability. The residence time of MR in a subnet has Gamma distribution with mean E(T r ) = 1/λ p and variance ν [12] . During the mobility, MNN communicates with CN1 and CN2 as the intra-NEMO communication and inter-NEMO communication respectively. We run each simulation for 500 times by MATLAB and average the results. Table 3 lists the values of the used parameters [12] - [15] . 
B. SIGNALING COST RELATED TO THE PACKET TRANSMISSION
The signaling cost related to the packet transmission is shown in Figure 11 .
As shown in Figure 11 , the signaling cost related to the packet transmission increases with the increasing of the packet arrival rate (ptr) due to the increased packets to be processed. However, the value of LIDS-NEMO is much smaller than that of NEMO-BSP. On one hand, that is because the intra-NEMO communication p incurs no cost in LIDS-NEMO for the packet transmission, on the other hand, that is because the LIDS-NEMO supports the optimized route for the packet transmission and shortens the packet transmission path. So, with the increase of the intra-NEMO communication, the LIDS-NEMO saves more signaling cost.
C. SIGNALING COST RELATED TO LOCATION UPDATEY
The signaling cost related to location update is shown in Figure 12 .
With the increasing of the residence time T r , the signaling cost decreases due to the decreased handover times. For NEMO-BSP, the deeper nested level n of the NEMO incurs higher signaling cost with longer signaling transmission path. Although the increased nested level also prolongs the signaling transmission path of LIDS-NEMO, it increases the intra-NEMO mobility of LIDS-NEMO and these two aspects are nearly balanced with each other. So, the signaling cost of LIDS-NEMO does not increase significantly when increasing the nested level.
D. TOTAL SIGNALING COST
The total signaling cost is shown in Figure 13 . With the increasing of the packet arrival rate (ptr), both of NEMO- BSP and LIDS-NEMO have increased signaling cost due to the larger number of processed packets. However, for NEMO-BSP, the increased intra-NEMO probability p increases the total signaling cost. That is because the packets should be encapsulated by multiple tunnels and sent from CN to HA, and then they are re-encapsulated by the HAs and sent to MNN finally. So the intra-NEMO communication has higher cost than inter-NEMO communication for NEMO-BSP. However, the intra-NEMO communication incurs no signaling cost and the mobility related signaling is transmitted through the shortest path for LIDS-NEMO, then the total cost decreases with the increasing of the intra-NEMO communication probability. By and large, LIDS-NEMO has predominant performance with optimized packet transmission path and mobility management process compared with IPv6 based NEMO solution.
VI. CONCLUSIONS
In this paper we introduce a complete network mobility supporting framework, namely LIDS-NEMO, in the novel LIDS context. An approach called MVM is used to support efficient network mobility even in the nested scenario. As a result of the analyzing and the performance simulation, we conclude the main advantages of LIDS-NEMO, which are also our leading design goals:
• Every MNN can be reachable to every possible CN, independent of the actual location of the mobile subnet. LIDS-NEMO can provide uninterrupted Internet access for the MNN through the hop-by-hop location management.
• In NEMO-BSP, the routing path is highly dependent on the level of nesting which will result in sub-optimized routes by reason of the subservient nation of the HA-MR liaisons and the encapsulation/tunneling procedures. However, the route in LIDS-NEMO is optimized and the encapsulating is unnecessary based on the LIDS principle. Then the proposal scales well with large and complex mobile networks. Although the inter-NEMO data needs to be transmitted with an additional extension header, which introduces additional overhead, the packet header keeps constant when the level of nesting increases.
• Our scheme provides a micro mobility-like service for nested mobile networks. If a nested subnet moves inside a mobile network, it is enough to update the location at the branching point between the previously and the currently attached MRs. This reduces signaling overhead in certain complex NEMO scenarios.
• The packet redirection and transmission of the whole network in LIDS-NEMO is not managed by a single functional entity, which can improve the fault-tolerance. One ASR is responsible for MNNs within its subnet. And the IDMS has only one piece of information about a whole nested subnet, which indicates that the IDMS/ASR will not be overloaded by huge signaling and process management cost. As the future work, we plan to go ahead in making LIDS-NEMO a fully functional network mobility protocol, to reduce the signaling overhead of our proposal by using bulk registrations. Besides, we will extend the simulation evaluation and comparison study of LIDS-NEMO in more complex NEMO scenarios (e.g., multihoming) to get more performance results of our proposal. 
