Abstract-We consider the partitioning of a problem on a domain with unequal work estimates in different subdomains in a way that balances the workload across multiple processors. Such a problem arises for example in solving partial differential equations using an adaptive method that places extra grid points in certain subregions of the domain. We use a binary decomposition of the domain to partition it into rectangles requiring equal computational effort. We then study the communication costs of mapping this partitioning onto different multiprocessors: a meshconnected array, a tree machine, and a hypercube. The communication cost expressions can be used to determine the optimal depth of the above partitioning.
I. INTRODUCTION
W ,7E consider the partitioning of a problem on a domain with unequal computational work estimates in different subdomains, in a way that balances the workload across multiple processors. Such a problem arises, for example, in solving hyperbolic partial differential equations using an adaptive method that places extra grid points in certain subregions of the domain (see, e.g., ([3] , [4] , [6] , [7] , [14] , [17] ). At a given instant of time a typical computational mesh for this problem might look like Fig. 1 .
Hence, any simple partitioning scheme must account for the unequal amount of work to be done in the left half versus the right half of the domain. If Fig. 1 In addition to the above static domains, we are interested in investigating the possibilities of solving adaptive mesh refinement problems on a multiprocessor system. A major difficulty is that, no matter how portions of the mesh are -initially assigned to processors, a change in the mesh refinement will ultimately cause the computational load on the processors to become unbalanced. Attempts at rebalancing are complicated by the need to keep the interprocessor communication overhead at a minimum. Since the adaptive mesh refinement strategy in [7] is already based on a partitioning of the domain into rectangular grid patches, we can derive an approach presented here which is simple and tractable. Other approaches are given in [10] , [19] .
Most partitioning strategies use some type of domain decomposition to balance the workload over many processors. Typically, these uniform mesh problems can be divided into boxes [ Fig. 2(a) ] or strips [ Fig. 2(b) ]. The decomposition to be described is currently being tested by Baden to solve pde's using a vortex method, where the computational load in a subregion depends on how many vortices lie in the region [2] . Gropp has studied a different kind of partitioning for the same problem of solving pde's using local grid refinement [12] . This paper is organized as follows. We describe the binary decomposition used to partition the workload in Section II, and discuss some of its properties in Section III. In Sections IV-VI we study the communication costs of mapping this partitioning onto different types of multiprocessors: a nearest neighbor array, a tree machine, and a hypercube. We derive expressions for the communication versus computation costs which can be used to determine an optimal depth for the above partitioning. Section VII summarizes the results.
II. BINARY DECOMPOSITION OF THE DOMAIN
In this section we describe the strategy used to partition a domain into subunits requiring equal computational effort. In this presentation we will assume that the number of available processors is a power of 2, although many-of our results generalize. Another underlying assumption is that the number of grid points N > p, the number of processors. We will consider the static case, and only say a few words about adaptively rebalancing the decomposition later in the section.
Suppose that work estimates on a given domain have already been obtained, through a priori kriowledge, or from an initial computation on a uniform mesh using a partitioning as in Fig. 2 . Given these work estimates, We can now make a vertical cut through the domain so that the left and right segments each contain half the work (or as near as possible given the constraint that the line is vertical, and the number of grid points in each segment increases by a finite amount on shifting the location of the cut by one column). If there are four processors available, the two segments can each be partitioned using two horizontal line segments for a total of four equally balanced workloads. This procedure continues by recursively partitioning using first vertical then horizontal cut line segments, so that the length of the longest side of any subregion is reduced every other step. A typical decomposition for the grids in Fig. 1 using 16 processors is shown schematically in Fig. 3 . The idea for this decomposition was inspired by the similar looking rectangular regions used by Bentley [5] in answering two-dimensional point domination questions.
We emphasize that the computational work of an iteration on any rectangular region in Fig. 3 
A. Definitions
The depth of a partitioning is the number of times the domain has been partitioned. This equals the depth of the corresponding binary tree, with root node corresponding to the entire domain, and leaf nodes corresponding to each rectangle in the final partitioning.
Each partition line is divided into a number of segments by the incidence of other partition lines.
The total number of segments of a partitioning is the sum of all such segments. The depth of a segment is the depth of the partition line to which it belongs.. For example, Fig. 5 shows a partitioning of depth 2. The depth 1 partition line a-b is divided into three segments by the incidence of the two depth 2 partition lines c-d and e-f. The total number of segments in this partitioning is five.
We observe that if two adjacent regiong of a partitioning are assigned to different processors, then the segment between them represents a communication requirement between the processors. The following definition makes this easier to appreciate.
The graph of a partitioning is the dual graph obtained in the usual way [9] by representing each region by a node and connecting two nodes if and only if the corresponding regions share a segment on their perimeter. Each edge in the graph of a partitioning represents a communication requirement between the two regions. Fig. 6 shows a partitioning of depth 4 along with its graph. The assignment of regions of a partitioning to the processors of a multiple computer system is now equivalent to the mapping of the graph of a partitioning onto the graph of a multiple computer system [8] .
B. Properties
Clearly, the total number of segments of a partitioning is an important number in our analysis, since it represents the total number of different communication paths, required. A lower bound on this number occurs when the domain has uniform computational density in which case the partitioning is made up of continuous horizontal and vertical lines extending from one side of the region to the other. It is easy to show that in this case the total number of segments TL is with maximum total segments is made up o -partitionings with maximum total segments following recurrence for maximum total nu (3.5)
A node with this maximum degree must border on the depth 1 partitioning line (see Fig. 7 ). In fact, a simple counting procedure shows the following. Using the fact that 2i 'line segments make up the jth cut line, the expressions in (3.6) can be summed to provide an alternate derivation of (3.4) for the maximum number of edges in the dual graph.
A. Cardinality of Natural Mappings
One way to measure the quality of a mapping is to compute its cardinality [8] , defined as the number of edges of the problem graph that fall on edges of the processor graph divided by the total number of edges in the problem graph. Mappings with a cardinality of one have minimum interprocessor communication overhead since all processes that need to communicate lie on processors that are adjacent to each other. One such extreme case occurs when the domain being partitioned is uniform (as described in Section III-B), and the graph of the partitioning matches the graph of a 4nn array perfectly.
At the other extreme, decompositions of the type illustrated in Fig. 7 have graphs in which some nodes have exponential degree. We could not possibly accommodate the edges incident on such nodes using any fixed degree nearest neighbor array. The question then is how low the cardinality can be over all possible decompositions.
A simple but important observation towards this goal is the following. In a natural mapping of the graph of a partitioning onto a 4nn array, the edges on the perimeter of any subdomain are all mapped on the corresponding edges of the mesh. This can be seen in Fig. 3 , where the 12 edges on the perimeter of the complete domain fall on the perimeter edges of the array. At the same time, the eight perimeter edges in the left-and right-hand subdomains also fall on perimeter edges of the two halves of the array and so on.
It follows that the edges of the partitioning graph that fail to fall on edges of the array graph cannot exceed the number of edges that extend across partitions and are not perimeter edges. The number of such "misses" that extend across the depth 1 partition is precisely the number of depth 1 segments [(see (3.2)] less 2 (the perimeter edges), giving the following recurrences,
It is important to appreciate that for k = 1, M(k) = 0.
Restricting to the case of k even, these recurrences can be solved to yield
Combining (4.2) with the expression for the total number of edges yields the cardinality By definition all processors have equal amounts of computation. It for a problem with N points on a side niapped on to a square mesh with 2k/2 processors on a side. In the case of nonuniform regions, the degree of distortion of a partitioning determines the time required during the second phase of a communication step. This time is slight for mildly distorted partitions but can be a major factor in partitions with large distortion. 1) Skewness of a Partitioning: To quantify the amount of distortion in a partitioning, we introduce the following concept.
The x skewness (Sr) of a given partitioning of N2 points and depth k is the ratio of the length of the longest horizontal side of any subdomain in that partitioning to the length of the side of the square in the corresponding uniform. partitioning.
The y skewness (Sy) is similarly defined for vertical sides. For example in Fig. 7 To more accurately describe this mismatch we define the dilation of an edge in a dual graph that has been naturally mapped onto a 4nn mesh to be the number of edges that data pass through between two communicating processors during the second phase of communications.
The x dilation, dx(y dilation dy) of a partitioning is the maximum dilation over all edges in the x(y) direction.
In uniform partitionings (with Sx = Sy = 1), the maximum dilation is zero. As skewness increases, the maximum possible dilation also increases. The 6) The Pipelining Strategy: Instead of viewing phase 2 as a sequence of permutations, we can think of it as a sequence of data transfers in which each processor transmits all of its data points to all processors to which it needs to transmit in a pipelined fashion. That is, if processor 3 needs to send data to processors 5, 6, and 7, it pipelines this transfer so that as soon as it finishes sending off data intended for processor 7, it starts sending data for processor 6, etc. In this case it is impossible for, say, processor 5 to send data to processor 8 (should it need to do so) until processor 3 has finished. Similarly, all processors that transmit to the same processor can be pipelined. If processors 3, 4 , and 5 all send to 6, everybody can transmit in lockstep fashion to the final node. This situation can arise from the partitioning in Fig. 8(a) , where the configuration gives rise to two separate, overlapping chains of communication. A chain is a contiguous sequence of processors in a column (row) that all receive data from a single processor in an adjacent column (row), or a contiguous sequence of processors that all transmit to the same processor. Fig. 8(b) shows the chains from the column in Fig. 8(a) .
Thus, there exists the problem of congestion which we define to be the number of overlapping chains of communication in a given row or column. As might be expected, congestion varies with dilation. The form of this relationship is In the extreme case of maximum dilation, the maximum possible congestion does not drop to 1 but stays at 2. The amount of time required to complete phase II using the pipelined strategy is the maximum time for one region to send out its data (or receive its data) multiplied by the maximum congestion.
An upper bound on the time required is thus Comparison of (4.5) and (4.7) shows that the permutation strategy is always preferable for partitions with low skewness, when S _ 2. For S > 2 and low to moderate depth of partitioning, pipelining is better, since in this case the congestion G is small. Fig. 9 shows graphically the ratio of the respective costs of these communication strategies, for a problem where N = 4096 is the number of points on a side. We emphasize that these are upper bounds for two methods of analyzing the communication costs. An actual implementation would have a worst case performance within the envelope defined by the smaller of the two predicted costs.
V. MAPPING ONTO TREES In this section we consider the costs of mapping the partitions onto binary trees. At first sight, tree structured multiprocessors would appear unsuitable for grid problems, because of potential traffic bottlenecks at the root. However, they are natural to consider in this case since we use a binary decomposition of the domain. Our results show that in the worst case, with 2k processors, the performance of binary trees is within a factor of a constant times k of the mesh performance.
In our model, the leaf nodes do all the computation, and the rest of the nodes are used only for communication. Fig. 10 indicates how the partitions are matched with the leaf nodes. Regions that are separated by the last depth k partitioning cut are mapped to adjacent leaf nodes. Regions separated by the first partitioning cut are in different halves of the tree.
The solution algorithm starts with all leaf nodes computing on their respective subdomains. The communication step can be thought of as having k phases. In the first phase, the leaf nodes send up all data that must pass through the root node. This includes all nodes that border the first, depth 1 partition cut, and takes time proportional to the length of that line. In the second phase, it sends data that rise no higher than the two children of the root node. This communication is between nodes sharing one of the two depth 2 boundary segments, and takes time proportional to the length of the depth 2 segment. In the kth and last phase, leaf nodes sharing a depth k boundary segment swap data. If each phase proceeds to completion before the next phase starts, the communication time for phase j is proportional to the length of the maximum depth j segment. The total communication time is then proportional to the sum of these, and has latency k2 through the tree. Instead, a leaf node can start the next phase of communication as soon as it is ready. This pipelining gives both a smaller communication time and a smaller latency through the tree of 2k -1. We define a hyperperimeter (in analogy with the perimeter estimates for the meshes), as H(k) = E kIIj, where Ij = any one line segment of depth j. Fig. 11 shows the maximum length hyperperimeter in the given partitioning. Notice that the latency is essentially irrelevant. In comparison with (4.7) for nearest neighbor meshes, where the leading term is 4N, the trees are a factor 3k/2 worse. However, a naive analysis of trees gives a worst case bound of 6k2N, which is avoided here by using the extremely ordered properties of the binary decomposition.
These communication estimates can be used to determine the optimal number of partitions to use to solve a given sized problem, for a given efficiency. We do a sample calculation for the uniformly partitioned case. For an N by N square grid, the amount of computation,to be done using 1 We further evaluated the performance by analyzing the traffic through these networks. The performance of trees was found to be better than a naive analysis would suggest. The performance of hypercubes is not substantially better than that of meshes, at the cost of increased program complexity and greater hardware costs. While this binary partitioning is likely to be of use in applications, a better approach may be to partition using a weighted sum of computational effort and communication costs. In addition, the more difficult problem of adaptive load balancing will have to confront the problems of modifying data structures within each processor. It will clearly be more efficient to tolerate small amounts of load imbalance than to change partitions with every perturbation.
We believe the decomposition technique presented here would be beneficial even on shared memory machines such as the ultracomputer [11] or the IBM RP3 [16] . Our partitionings allow efficient load balancing across processors, without the overhead of a fine grained queueing mechanism that would otherwise be necessary. They would also reduce memory traffic and increase the cache hit rate.
