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Abstract
We present a closed form solution for the upscaled diffusion coefficient and derive a first-order homogenized approximation
to linear flow equations with periodic and rapidly oscillating coefficients. The coefficients are defined as step functions describing
inclusions of various shapes in a main matrix. This constitutes the n-dimensional upscaled version of Darcy’s law for linear flow
in such systems. We consider the two-scale asymptotic expansion of the solution of the flow equation, and develop a corrector to
an analytical approximation for the solution of the periodic cell-problem. We demonstrate that the proposed analytical form for
the effective coefficient satisfies the generalized Voigt–Reiss’ inequality and is in agreement with other known theoretical results,
including the geometric average for the checkerboard geometry, and with some published numerical results. The zeroth-order
approximation in H1(Ω) is readily obtained and the first-order approximation in L2(Ω) is derived from the proposed analytical
approximation to the basis functions. The analytical basis functions are also used to define a correction function that incorporates the
heterogeneous features into the zeroth-order approximation to the gradient and flux, which considerably improves the convergence
results. We illustrate the procedure with coefficients describing square inclusions with contrast ratios between the inclusion and the
matrix as 10:1, 100:1, 1000:1 and 1:10, respectively. We demonstrate numerically that the convergence properties of the proposed
approximations agree with the classical theoretical results in homogenization theory.
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1. Introduction
A major problem in modeling natural porous media is to obtain an accurate description of their flow and transport
behavior, in spite of the intrinsic heterogeneity of geological formations. The modeling equations are characterized
by coefficients that vary on scales that are small compared with the overall size of the domain of interest. Any
accurate numerical solution of these models requires a very finely divided computational mesh, something that is
frequently infeasible to consider. Consequently, if one is interested in analyzing the system from a macrostructure
point of view, it is desirable to simplify it in such a way that the phenomena of interest remain adequately described.
The simplified equations are called homogenized equations, and the procedure of replacing the original system is
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called homogenization. The effective coefficient plays a crucial role in the process as it represents the heterogeneous
medium in a simplified way. Many homogenization procedures have been proposed — see for example, Renard and
De Marsily [1] and Milton [2].
The homogenization approach, which is the subject of this paper, considers a separation of scales and performs a
two-scale asymptotic expansion of the original equation, following work by Tartar [3], Bensoussan et al. [4], Sanchez-
Palencia [5] and Keller [6], among others. The usefulness of this approach, however, is limited, as one needs to solve
numerically the cell-problem for the auxiliary variable [1]. Because this must be done in each numerical grid cell,
obtaining the macroscopic behavior of a given system can become computationally expensive, even with modern
supercomputers.
By using the main idea of scale separation, many numerical methods have been proposed; a few examples are: the
variational multiscale method [7], the generalized finite element method [8], the multiscale finite element method
(MsFEM) [9,10], the black box multigrid homogenization (BBM) [11] and the two-scale conservative subgrid
approach [12]. All of these developments in multiscale analysis are efforts to obtain a computationally accurate
procedure that captures the macroscopic dynamics and incorporates to it the small scale features. Our proposed
approach differs from the previous ones, by simplifying considerably the numerics involved in such approximations,
and has the enormous advantage of portability, as it can be used with any existing elliptic solvers.
We consider an approximation for the solution, in H10 (Ω), of the boundary value problem (BVP):
∇ · (K ε(x)∇uε(x)) = f (x) x ∈ Ω (1)
where K ε(x) defined over Ω = ∪Ωε, so that at each Ωε, it has the step function form:
K ε(x) =
{
ξ1 if x ∈ Ωεc
ξ2 if x ∈ Ωε \ Ωεc (2)
with ξ1 being the value on the inclusion Ωεc , centered symmetrically at each Ω
ε, and ξ1:ξ2 is the inclusion ratio. In
this paper, we solve for the first two terms of the two-scale approximation:
uε(x) = u0(x, ε−1x)+ εu1(x, ε−1x)+ ε2u2(x, ε−1x)+ · · · . (3)
The velocity, qε(x), is related to the pressure field uε(x) through Darcy’s law:
qε(x) = −K ε(x)∇uε(x). (4)
Even though we emphasize the application to Darcy’s law, where K ε(x) is the hydraulic conductivity, the procedure
is general and can be applied to any analogous systems such as: Fourier’s law where K ε(x) is the thermal conductivity,
Ohm’s law where K ε(x) is the electrical conductivity, and Fick’s law where K ε(x) is the diffusion coefficient.
This paper achieves three goals:
• It provides an analytical way of obtaining the homogenized coefficient K 0, and an upscaled version of (4), which
incorporates heterogeneity features, if K ε(x) is given as (2).
• It presents an analytical form for a first-order approximation, in L2(Ω) for (1) and (4).
• It numerically demonstrates the convergence rates for the proposed approximations, as had been theoretically
proved in classical homogenization literature, [3–6].
The approach uses an analytical approximation, proposed in Sviercoski et al. [13], for the well known periodic
cell-problem, defined on each ei coordinate direction, as:
∇ · (K ε(x)∇wεi (x)) = −∇ · (K ε(x)ei ) . (5)
The approximation leads to the lower bound of the generalized Voigt–Reiss’ inequality proposed by Jikov
et al. [14], by using variational principle argument. Our approximation is also a minimizer, different from the
minimizer proposed in the reference. The advantage of using such an approximation is that one can construct a
corrector and obtain the effective coefficient as in Sviercoski and Travis [15]. In this paper, we further explore the
properties of these corrections to obtain a first-order approximation to (1), as well as to propose an analytical corrector
to the gradient and flux sequences.
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By finding an effective coefficient, one can obtain numerically a zeroth-order approximation, u0(x) in H10 (Ω) for
(1) and the upscaled version of (4), when the scale parameter ε → 0. This approximation provides the macroscopic
dynamics of the fine-scale solution. By using this information and the approximation to (5), one can obtain a first-order
approximation to (1) and (4), which provides a more accurate description of the fine scale solution.
Typically the approximation is carried out in three steps:
(S1) Solve numerically the cell-problem (5) to obtain the effective coefficient K 0.
(S2) Use this information to compute numerically the upscaled approximation u0(x), the gradients and fluxes.
(S3) Use the solutions from (S1) and (S2) to construct the first-order approximation.
Our proposed procedure simplifies the numerical computation by eliminating the first step, since we propose an
analytical form for K 0 for geometries defined as step functions, as in Eq. (2). Step (S3) is also considerably simplified,
since the first-order approximation is a computationally inexpensive way of finding the fine scale approximation, and
gives an accurate estimate for the upper bound of the error (UBE) implied by using the zeroth-order solution. Because
the coefficient is given in the form of step functions, it has a strong potential of being extended to a wide range of
geometries by using the superposition of step functions to approximate a given medium. The application to random
media is another consequence that follows directly from the periodicity [14,16].
Among the proposed numerical methods to obtain the macroscopic solution of a given flow by taking into
account small scale features, two of them are closely related to this analytical one. The first is the BBM Numerical
Homogenization Algorithm, Moulton et al. [11], where multiple length scales are captured by a multilevel iterative
solver. It also provides a numerical algorithm to obtain the upscaled coefficient (see Section 3.3). Our present method
can be combined with BBM to provide the initial coarse scale solution, which is crucial in determining the accuracy
and number of iterations of the solver. We also demonstrate below that our analytical form gives a good approximation
to the geometric average for the checkerboard structure, whereas BBM does not.
The other closely related numerical method is the Multiscale Finite Element Method (MsFEM) initially proposed
by Hou and Wu [9], which provides a way of obtaining macroscopic solutions without resolving the small scale
features. The main idea of this approach is to construct a finite element basis function, by solving numerically Eq.
(5) to capture small scale information, and then to input this information to the large scale through the coupling
of the global stiffness matrix. This numerical approach has been widely used and extended to many applications,
including the nonlinear elliptic case, random media and hyperbolic systems (see Efendiev et al. [10,17–19]). Our
proposed procedure can be considered as the analytical version of MsFEM, when this is applied to the particular
case of piecewise constant coefficients, since our approach analytically solves for basis functions to obtain the fine
scale approximation. The basis functions are defined on the whole domain; therefore it is a local–global upscaling
procedure, and it can be used to simplify the MsFEM formulation by avoiding the numerical computation of the
cell-problem and also the need for the oversampling [9].
The paper is organized as follows: In Section 2, we briefly review homogenization theory. In Section 3, we construct
the corrector, the effective coefficient and the first-order approximations. We also compare our analytical upscaled
value to known theoretical results and to numerical values published in the literature. In Section 4, we demonstrate
the algorithm’s convergence properties by applying the results to the BVP (1) with an oscillating coefficient given
by square inclusions (in 2-D) in a primary matrix. The contrast ratios between the inclusion and the matrix are 10:1,
100:1, 1000:1 and 1:10, respectively.
2. Diffusion in periodic media
Our method is built on procedures developed in the theoretical homogenization literature. Among many papers and
books reviewing the method, the reader is referred to Cioranescu and Donato [20] for an introductory analysis, Jikov
et al. [14] for a more advanced treatment with general types of application, and to Hornung [21] for applications in
porous media.
We start by considering composite materials as media with microstructures on scales much smaller than the
macroscopic scale of interest. The macroscopic length scale, denoted by L , is the dimension of a reservoir or a typical
wavelength. The characteristic length of the small structure is denoted by l and the ratio between l and L is denoted
by ε = lL , the heterogeneity period. In the study of physical processes in media with microstructure, known and
unknown quantities are assumed to be dependent on ε, and an asymptotic analysis is used to determine the unknown
field quantities.
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By considering the family, indexed by ε, of the BVP as in (1), where K ε(x) = K (ε−1x) = K (y), we make the
assumption that the medium varies rapidly on the small scale l and may also vary slowly on the large scale L . In order
to obtain an approximation to (1), one supposes that the solution uε(x), can be given by the two-scale asymptotic
expansion:
uε(x) = u0(x, y)+ εu1(x, y)+ ε2u2 (x, y)+ · · · (6)
x = (x1, x2 . . . xn) is a vector in Rn called the global variable and y = ε−1x = (y1, y2, . . . yn) is the local variable
and ui (x, y) are periodic in y. The two-scale process introduced by the substitution of the expansion (6) into (1)
leads to a rigorous deductive procedure for obtaining the macroscopic equation (in x) based upon solutions of local
equations (in y) such as (5). Adding higher order terms to (6) allows one to get more accurate approximations to
(1). The homogenization must both determine what equation u0(x) satisfies, where u0(x) = limε→0 uε(x), and must
determine in what sense this limit has to be considered.
Because our goal emphasizes the numerical convergence, we constrain ourselves to the function space L p(Ω) for
p = 2, the Hilbert Space [22,14]. If a function in L2 has its derivative also in L2, then this function belongs to the
space H1(Ω). Functions in H1 have a higher degree of smoothness compared to the ones belonging only to L2. An
illustration of the difference between functions on each of these spaces is presented in Fig. 1.
We review two types of convergence taking place in the function spaces considered. The first one is strong
convergence, or convergence with respect to the L2-norm, which will be denoted by the symbol →. The second
is weak convergence, denoted by the symbol ⇀. As an example that illustrates the difference: consider f (ε−1x) =
sin(2piε−1x) defined on Ω = [0, 1]. First, it is a bounded function, and by Definition 2 in the Appendix, it is easy to
show that for any [a, b] ⊂ [0, 1], limε→0
∫ b
a f (ε
−1x)dx = 0 implying that f (ε−1x) ⇀ 0; but the convergence is not
strong in L2-norm for example, since limε→0
∫ b
a f
2(ε−1x)dx 6= 0. The Appendix contains more details on the formal
definition of strong and weak convergence.
We now state the definition of convergence obtained by the homogenization procedure, as in [14]:
Definition 1 (H-Convergence). A constant matrix K 0 is said to be the homogenized limit of K ε if and only if, for any
bounded domain Ω ⊂ Rn and for any source function f (x), the solutions uε ∈ H10 (Ω) of (1) possess the properties:
uε → u0 in L2(Ω). (7)
And,
K ε(x)∇uε(x) ⇀ K 0∇u0(x) in (L2(Ω))n (8)
as ε → 0, where u0 ∈ H10 (Ω) is the solution of the BVP:
∇ · (K 0∇u0(x))− f (x) = 0. (9)
These approximations hold when considering test functions that are rapidly oscillating, (see Tartar [3], Bensoussan,
et al. [4], Keller [6], and Allaire [27]).
By determining K 0, u0(x) gives the macroscopic behavior of the solution. The procedure to obtain K 0 starts with
the backward substitution of (6) into (1). By equating the ε-like powers of the resulting expansion, one can solve for
each term of (6). The reader is referred to Sviercoski [23], for example, for a very detailed discussion of the derivation.
Through this process, the homogenized coefficient K 0 is defined as
K 0i j =
∫
Y
K (y)
(
δi j + ∂yiwi (y)
)
dy (10)
where δi j is the Kronecker delta, and wi (y) ∈ H1(Y ) is the solution of the periodic cell-problem (5), (with each Ωε
from (2) normalized by ε to give Y = [0, 1]n).
To obtain microscopic features of the fine scale solution uε(x), one adds the next term εu1(x, y) in the expansion
(6), which is found to be
εu1(x, y) =
n∑
i=1
wi (y) ∂xi u0(x). (11)
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The multiscale methods that use fine scale features differ, in general, in the way they obtain (10) from local solutions
of the basis functions wi (y), and in how they apply it to obtain the next term of the expansion, εu1(x, y).
Finding the zeroth-order approximation of the solution for BVP (1), for the oscillating functions (2), has been
proposed in Sviercoski and Travis [15], where we demonstrated, by numerical means, the convergence (7) — but
there was need for improvement in order to obtain the convergence (8).
What is desirable is to find a way of correcting the gradient sequence, in order to have a modified version of (8),
which incorporates heterogeneous features into the gradient and flux sequences. To accomplish that, in the following
section, we present a correction to the gradient and flux sequences, by relying on the analytical approximation to the
cell-problem and its properties. We then prove that the sequence is weakly convergent by showing that it is bounded
in the L2-norm, (Prop. 1.46 [20]).
3. Analytical approach
In this section, we review the classical results on obtaining the effective coefficient and show how our proposed
value fits in that theory.
In the 1-D case, the solution to (5) is known and the upscaled coefficient (10) is given as the harmonic average. An
example of how one incorporates the first-order term in the 1-D case is presented in the Appendix.
In n-dimensions, the cases for which the solutions to (5) are known include K (y) as a layered medium and K (y)
as a separable function, i.e K (y) = 5ni=1ki (yi ). The layered media leads to a definition of K 0 as the diagonal tensor
with the harmonic average in the directions perpendicular to the layers and the arithmetic average otherwise, whereas
in the separable case, K 0 becomes a diagonal tensor with components being the arithmetic average of the harmonic
average in each direction. In a third case, the geometry describes a checkerboard structure, for which K 0 becomes a
diagonal tensor with entries given by the geometric average of the eigenvalues (see [14] p. 37).
One concludes that the form of the effective coefficient is, to some extent, dependent on the geometry built on the
fine-scale cell. However, there are established upper and lower bounds for the effective number. These are given by
the Voigt–Reiss Inequality ([14], Eq. 1.63):(∫ 1
0
dy
K (y)
)−1
≤ K 0 ≤
∫
Y
K (y)dy. (12)
3.1. A generalized Voigt–Reiss’ inequality
In [13], we showed that if K ε(x) = K (y) as (2) with rectangular inclusions, then the solution wi (y) ∈ H10 (Y ) to
(5):
∇ · (K (y)∇wi (y)) = −∇ · (K (y)∇ei ) y ∈ Y (13)
can be approximated by w˜i (y) ∈ L2(Y ), given as:
w˜i (y) =
∫ yi
0
dyi
K (y)
(∫ 1
0
dyi
K (y)
)−1
− yi
 = (Fi (y)− yi ) (14)
One can verify that w˜i (y) satisfies the Eq. (13) almost everywhere (a.e.) in Y . This follows by the direct substitution
of w˜i (y) into (13) and from the fact that
∂Fi
∂y j
= 0 (a.e.) in Y , since K (y) is a step function. Observe that (14) can be
written as:
w˜i (y) =
[∫ yi
0
dτ
K (y1, ., τ, ., yn)
− yi
∫ 1
0
dτ
K (y1, ., τ, ., yn)
](∫ 1
0
dτ
K (y1, ., τ, ., yn)
)−1
= fi (y)gi (y) (15)
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Fig. 1. Solutions w˜i (y) and wi (y) with square inclusion and ratio 10:1. Top: w˜i (0.25−1x) (left) and numerical wi (0.25−1x) (right). Bottom:
w˜i (0.125−1x) (left) and numerical wi (0.125−1x) (right). The left graphs agree with the right ones on most of their features, but they differ on the
smoothness.
where fi (y) is a function linear in yi and gi (y) is a function of all the variables except yi . Note that w˜i (y) is the
n-dimensional form of the 1-dimensional solution. Next, we present results taken from [13], showing that w˜i (y) has
the desired properties of a basis function.
Proposition 1. Let K (y) on Y = [0, 1]n be periodic, defined as (2) (with center of mass at half of the period) and
w˜i (y) as (15). Then the following relationships are true:
(i) limε→0 w˜i (y) = 0 in L2(Y )
(ii)
∫
Y w˜i (y)dy = 0
(iii)
∫
Y K (y)
∂w˜i
∂y j
dy = 0 for j 6= i.
(iv)
∫
Y w˜i (y) w˜ j (y) = 0 i 6= j.
Proof. (i) follows from (15) and by the fact that ‖Fi (y) − yi‖2 ≤ 2. (ii) follows from the definition of fi (y) and
gi (y); the first is an odd function with respect to (w.r.t) yi and even in y j , whereas the second function is even in
y j . (iii) The respective derivatives of w˜i (y) are odd functions w.r.t y j ; therefore the result follows by multiplying an
odd function by the even function, K (y). It implies that the off-diagonal terms in (10) are zero. (iv) follows from the
orthogonality between the even and odd functions fi (y), gi (y). 
Fig. 1 illustrates the results from the proposition and also shows the common geometric properties between the
basis function w˜i (y) ∈ L2(Y ) and its numerical counterpart wi (y) ∈ H10 (Y ).
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The reader is referred to [13] for the integration procedure of (13) and further properties of the approximation
w˜i (y).
By using (14) and (iii) one computes the approximation of K 0 into (10) as:
K˜ 0 = diag
∫
Y
(R1, . . . , Ri , . . . , Rn) dY and Ri =
(∫ 1
0
dyi
K (y)
)−1
(16)
which is the arithmetic average of the harmonic average in each direction. The following result holds:
Corollary 1. Let K ε(x) be given as (2); then K˜ 0, defined in (16), is the lower bound of the Generalized Voigt–Reiss
Inequality (Jikov et al. [14], Eq. (1.74)):
K˜ 0 ≤ K 0 ≤ K u (17)
where K u =
(∫
Y
dy j∫
Y K (y)dyi
)−1
, with j 6= i .
Proof. w˜i (y) turns out to be a minimizer of the variational functional presented in the cited literature leading to
(17). We note, however, that their result does not follow from using the approximation (14), but from another set of
functions. 
This last result shows how w˜i (y) and K˜ 0 fit into the classical results of homogenization theory. It is easy to show
that the known 1-D, layered and separable cases are particular cases of K˜ 0. As will be seen in Section 3.3 ahead, K˜ 0
always underestimates the numerical values for K 0 and, for completeness we have also computed K u .
It is surprising that (16) is an approximation, within 10% on average, for geometries such as (2) with various shape
of inclusions (see Sviercoski, et al. [13,24]). The advantage of K˜ 0 being derived from an approximation to the cell-
problem is that one can now look further into such approximations in order to obtain K 0 and also derive the other
terms of the asymptotic (6).
The difference between K˜ 0 and K 0 can be explained by the fact that the main difference between w˜i (y) ∈ L2(Y )
and wi (y) ∈ H10 (Y ) is the lack of smoothness of the approximation w˜i (y). We point out in [13] that one possible way
to address this problem is to identify a Green’s function ρ(y) = ρ(K (y)) ∈ C∞(Y ) such that ∫Y ρ(y)dy = 1 and
define the convolution:
whi (y) = h−n
∫
Y
ρh(K (y − ζ ))w˜i (ζ )dζ (18)
with h < dist(y, ∂Y ). Then w˜i converges to whi ∈ H10 (Y ) in the sense of L2(Y ) (see Lemma 7.2 [22]).
Instead of obtaining ρ(y) and proving (18), we choose a corrector, from the homogenization literature, that
preserves the properties described in Proposition 1, and at the same time gives the right limit.
3.2. An analytical form for the effective coefficient
We use w˜i (y) to carry out the computation of the corrector matrix Cεi i (x) = Ci i (y), adapted from [20] and defined
by:
Ci i (y) = δi j + ∂w˜i
∂yi
= diag(c11(y), . . . , ci i (y), . . . , cnn(y)) a.e. on Y (19)
where ci i (y) = 1K (y)
(∫ 1
0
dyi
K (y)
)−1 = RiK (y) , 1 ≤ i ≤ n. Some properties of this matrix follow:
Theorem 1. Let Ci i (y) = Cεi i (x) be defined in (19) and I the identity matrix in Rn×n . Then
(i) Cεi i (x) ⇀ I weakly in (L
2(Ω))n×n
(ii) Cεi i (x)K
ε(x) ⇀ K˜ 0 weakly in (L2(Ω))n×n . (20)
R.F. Sviercoski et al. / Computers and Mathematics with Applications 55 (2008) 2118–2133 2125
Proof. It follows by the substitution of the above equations. 
Cεi i (x) follows from the expansion of ∇uε(x):
∇uε(x) = ∇u˜0(x)+ ε∇u˜1(x, y)+ · · ·
=
[
δi j +
n∑
i=1
∇yw˜i (y)
]
∂ u˜0
∂xi
+ ε
n∑
i=1
w˜i (y)∇
(
∂ u˜0
∂xi
)
+ · · ·
= Cεi i (x)∇u˜0(x)+ ε
n∑
i=1
w˜i (y)∇
(
∂ u˜0
∂xi
)
+ · · · (21)
where u˜0(x), u˜1(x), . . . are computed using K˜ 0. These equations provide an insight into looking for a constant matrix
that corrects K˜ 0. We observe that the natural choice comes in defining it as the diagonal matrix C = ‖Cεi i (x)‖2 I .
Indeed, since this matrix acts as a corrector to ∇u˜0(x), it can also be built into K˜ 0 to improve our estimate of the true
∇u0(x).
By doing so, the effective coefficient (10) is defined as:
K 0 = ‖Ci i (y)‖2 K˜ 0 = CK˜ 0 where C = diag(c1, c2, . . . , cn). (22)
Each entry ci = ‖ci i (y)‖2 ≥ 1 corrects the respective w˜i (y).
That is, we have improved the approximation (14) by correcting it with a multiplicative constant. By doing so, the
geometric agreement between the approximation and the true solution of the cell-problem is preserved. This correction
accounts for the smooth part of wi (y) that is not present in w˜i (y).
Corollary 2. K 0 from (22) satisfies the Generalized Voigt–Reiss’ Inequality (17) with K˜ 0 = K 0 for the 1-D, layered
and separable cases.
Proof. It follows since ci ≥ 1. 
Some observations follow:
(C1) Note that the function ci w˜i (y) satisfies all the same properties from Proposition 1.
(C2) ci , for the ratio ξ1:ξ2, is the same (up to some numerical error) as for the ratio ξ2:ξ1 (see Tables 1–3).
(C3) By computing u0(x), with K 0 from (22), u1(x, y) is obtained from (11) as:
εu1(x, y) =
n∑
i=1
ci w˜i (y)∂xi u0(x). (23)
And, the first-order approximation is defined as:
uε(x) ≈ u0(x)+ εu1(x, y) = u0(x)+
n∑
i=1
ci w˜i (y)
∂u0
∂xi
. (24)
This last equation gives an estimate of the error implied by using the u0(x) approximation:
Error = ‖uε(x)− u0(x)‖2 ≤
∥∥∥∥∥ n∑
i=1
ci w˜i
∂u0(x)
∂xi
∥∥∥∥∥
2
(25)
The expression on the right hand side is the estimate for the upper bound of the error (UBE), since higher order
terms on the asymptotic have being disregarded.
(C4) Eq. (21) is now rewritten, by computing u0(x) with (22), to give:
∇uε(x) =
[
δi j +
n∑
i=1
ci∇yw˜i (y)
](
∂u0
∂xi
)
+ · · ·
= [δi j − C+ CCεi i (x)]∇u0(x)+ n∑
i=1
w˜i (y)∇
(
∂u0
∂xi
)
+ · · ·
= Pε(x)∇u0(x)+
n∑
i=1
w˜i (y)∇
(
∂u0
∂xi
)
+ · · · . (26)
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The definition of the corrector function, Pε(x), was obtained by substitution of ∇yw˜i (y) from (19) above.
The error for the gradient is:
‖∇uε(x)− Pε(x)∇u0(x)‖2 → 0. (27)
The approximation for the flux is now:
K ε(x)∇uε(x) ⇀ K 0Pε(x)∇u0(x) as ε → 0. (28)
This last equation is a modified version of (8). The function Pε(x) is as highly oscillating as K ε(x) and
incorporates the heterogeneous features into the homogenized gradient sequences. This function plays a crucial
role in the numerical results presented ahead. An illustration of it is given in Fig. 8 for the particular case of the
solution to (1) with 4 square inclusions.
3.3. Comparing K 0 with known results
By using (22), we compute the effective coefficient for the checkerboard’s basic unit cell to demonstrate its
agreement with theoretical results. We also perform a comparison with some published numerical results from
Amaziane et al. [25], Bourgat [26] and the BBM fromMoulton et al. [11], where results were obtained for the cases of
a unit cell with inclusion centered at the half of the period. In Tables 1–3 we also added the value of K a , the arithmetic
average, and K u defined in (17) to make sure that this last inequality is being satisfied. Note that in the first reference,
the above procedure has been applied to a nonlinear two-phase flow equation. In the tables, C× K˜ 0 is meant to be the
product between the matrices C and K˜ 0.
Table 1
Comparison between (22) and the geometric average, K g
ξ1:ξ2 K g C× K˜ 0 = K 0 K u K a
5:20 10 1.0725 × 9.31 = 9.98 10.79 12.56
1:10 3.16 1.1732 × 2.60 = 3.05 3.94 5.53
2:8 4 1.0725 × 3.722 = 3.99 4.35 5.02
4:16 8 1.0725 × 7.4451 = 7.985 8.69 10.05
16:4 8 1.0725 × 7.38 = 7.91 8.64 10.00
C indeed corrects K˜ 0. The discrepancy may be due to numerical error.
Table 2
Comparison between (22) and numerical values from [25]
K h K # C× K˜ 0 = K 0 K u K a R˜D (%) RD (%)
Test 1 3.09 6.52 1.093 × 5.91 = 6.459 7.09 7.75 10.3 1.0
Test 2 3.09 6.52 1.093 × 5.91 = 6.459 7.09 7.75 10.3 1.0
Test 3 3.89 59.2 1.1378 × 51 = 58.03 67 76.0 16 2.0
Test 4 1.48 3.106 1.0663 × 2.98 = 3.177 3.27 4.24 4 2.0
Note how C accounts for the error in R˜D. R˜D = |K # − K˜ 0|/K˜ 0 and RD = |K # − K 0|/K 0.
Table 3
Comparison between (22) and numerical values from [26,11]
Shape K num K bb C× K˜ 0 = K 0 K u K a R˜D (%) RD (%)
Square 1.548 1.598 1.0937 × 1.4091 = 1.5411 1.695 3.2952 9.5 0.4
Circle 1.516 1.563 1.08 × 1.403 = 1.5156 1.791 3.2511 8 0.02
Lozenge 1.573 1.608 1.069 × 1.417 = 1.5148 1.936 3.2361 10.5 3.7
Note how C accounts for the error in R˜D. R˜D = |K # − K˜ 0|/K˜ 0 and RD = |K # − K 0|/K 0.
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Fig. 2. K (y) as the unit cell for the checkerboard structure.
Fig. 3. (Left) K (y) used in Test 1, Test 2 and Test 3; (Right) K (y) used in Test 4.
3.3.1. Case 1
Consider K (y) illustrated in Fig. 2. Table 1 shows some examples of our approach compared with the theoretical
result K g = √ξ1ξ2, from [14]. Unlike the BBM procedure, we obtained a good agreement with this theoretical result.
3.3.2. Case 2
In [25], the effective value K # was obtained by numerically solving the cell-problem (5), with Y ⊂ R2 and K (y)
defined as (2) with ratios 1:10, 1:100. Note that here the value on the inclusion is less than the value for the matrix.
Test 1. K (y) is illustrated in Fig. 3 (left) and can be defined as ξ1 = 1 and ξ2 = 10 in (2).
Test 2. The same K (y) as in in Test 1. The difference is in the viscosity ratio when considering a two-phase flow
simulation.
Test 3. K (y) also as in Fig. 3 (left), and ξ1 = 1 and ξ2 = 100 in (2).
Test 4. K (y) is illustrated in Fig. 3 (right) and ξ1 = 1 and ξ2 = 10 in (2).
The results are presented in Table 2, with K h as the harmonic average, K # as obtained in [25], and K 0 as obtained
from (22). The relative differences are defined as R˜D = |K # − K˜ 0|/K˜ 0 and RD = |K # − K 0|/K 0. R˜D has been
computed in order to demonstrate that the corrector C makes a significant improvement. The values satisfy inequality
(17). Observe that in Test 4, the error R˜D is smaller compared to the others; therefore the correction is smaller, whereas
in Test 3, where the error R˜D was the largest, the corrector was also the largest.
3.3.3. Case 3
Table 3 shows the comparison between K 0 and K bb, obtained by the Black Box Multigrid, from [11], and the
numerical asymptotic value, K num, computed in [26]. Three types of inclusions are presented with an area equal of 14 ,
as in Fig. 4, where K (y) is defined with ξ1 = 10 and ξ2 = 1 in (2), where R˜D = |K num− K˜ 0|/K˜ 0 and RD = |K num−
K 0|/K 0. Note that the corrector C is about 10% on average; therefore it accounts for the relative difference R˜D. The
corrector greatly reduces the error for the square and circles, and significantly reduces the error for the lozenge.
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Fig. 4. Different shapes of inclusions with an equal area of 14 .
Fig. 5. K ε(x) for square inclusion for ε = (0.5)3, (0.5)4, (0.5)5, respectively.
4. Numerical convergence for square inclusions and various contrast ratios
In this section, we demonstrate numerically the convergence properties of the approximations for the coefficient
functions defined in (2) with ratios as 10:1, 100:1, 1000:1 and 1:10.
The first goal is to validate to what extent we can obtain the homogenized convergence described in Definition 1
by using K 0, and what improvements in terms of accuracy and convergence can be achieved by using the corrector
function Pε(x). Next, we show how the first-order approximation gives a better approximation and captures the fine-
scale details of the solution (1).
In the definition of (2), Ωεc represents square inclusions occupying
1
4 of the area of an unit cell. We construct the
sequence K ε(x) by considering K 0.5(x) with one square inclusion over the unit domain Ω having an area of (0.25);
K 0.25(x) has four square inclusions in the unit domain and the same total area of (0.25), until K (0.5)
5
(x) with 16× 16
square inclusions, the total area of the inclusions being kept equal (0.25). Note that the degree of heterogeneity of the
coefficient is decreasing at the ratio r = 0.5. An illustration of the K ε(x)-sequence for ε = (0.5)3, (0.5)4, (0.5)5 is
given in Fig. 5.
4.1. Zeroth-order approximation
Table 4 shows the comparison between the numerical heterogeneous solution, uε(x) of the BVP (1) and its
numerical zeroth-order approximation, u0(x) ∈ H10 (Ω), as the solution of the BVP:
∇ · (K 0∇u0(x)) = f (x) x ∈ Ω . (29)
In the following simulations we considered Ω = [0, 1]2 and forcing f (x) = 1, without loss of generality. This
ensures a better estimate for the error. The procedure for obtaining Table 4 is outlined:
(Z1) Compute K 0 using (22).
(Z2) Compute numerically uε(x), ∇uε(x) and K ε∇uε(x) on a given mesh.
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Table 4
Results for ratios (a) 10:1, (b) 100:1, (c) 1000:1 and (d) 1:10 on [0, 1]2 with K 0 = 1.0937× 1.4091 = 1.5411, K 0 = 1.139× 1.4901 = 1.6972,
K 0 = 1.1441× 1.5 = 1.7161, and K 0 = 1.093× 5.91 = 6.459, respectively
ε ‖uε − u0‖2 UBE ‖∇uε − Pε∇u0‖2 ‖K ε∇uε − PεK 0∇u0‖2 Grid
(0.5)1 1.10e−2 1.61e−2 4.67e−2 1.99e−1 130 × 130
(0.5)2 4.92e−3 7.48e−3 4.31e−2 1.99e−1 130 × 130
(0.5)3 2.13e−3 3.74e−3 3.62e−2 1.98e−1 130 × 130
(0.5)4 9.48e−4 1.80e−3 3.11e−2 1.93e−1 130 × 130
(0.5)5 5.13e−4 9.33e−4 3.31e−2 2.01e−1 402 × 402
(0.5)1 1.293e−2 1.82e−2 5.86e−2 2.63e−1 130 × 130
(0.5)2 5.736e−3 8.47e−3 5.45e−2 2.64e−1 130 × 130
(0.5)3 2.441e−3 4.23e−3 4.41e−2 2.61e−1 130 × 130
(0.5)4 1.223e−3 2.05e−3 3.68e−2 2.54e−1 130 × 130
(0.5)5 6.995e−4 1.06e−3 3.90e−2 2.63e−1 402 × 402
(0.5)1 1.32e−2 1.85e−2 6.00e−2 2.90e−1 182 × 182
(0.5)2 5.84e−3 8.65e−3 5.61e−2 2.90e−1 182 × 182
(0.5)3 2.51e−3 4.36e−3 4.73e−2 2.80e−1 230 × 230
(0.5)4 1.14−3 2.16e−3 4.16e−2 2.72e−1 230 × 230
(0.5)5 6.90e−4 1.09e−3 4.07e−2 2.69e−1 230 × 230
(0.5)1 3.35e−3 3.83e−3 6.69e−2 3.00e−1 130 × 130
(0.5)2 8.81e−4 1.78e−3 4.37e−2 2.80e−1 130 × 130
(0.5)3 3.16e−4 8.9e−4 3.85e−2 2.78e−1 130 × 130
(0.5)4 1.69e−4 4.31e−4 3.75e−3 2.79e−1 130 × 130
(0.5)5 9.06e−5 2.22e−4 3.75e−3 2.77e−1 402 × 402
Note how the error is decaying linearly in the first column, and also that UBE is a reliable upper bound. The errors do not increase significantly as
the ratio increases.
(Z3) Compute u0(x) from (29) and ∇u0(x) on the same mesh as in the heterogeneous case. For practical purposes,
computing u0(x) once suffices; we compute it on the same mesh as uε(x) in order to avoid errors due to
interpolation.
(Z4) Compute the error for the gradient from (27);
(Z5) Compute the error for the flux as (28);
(Z6) Analytically obtain w˜εi (x) and C
ε(x) on the same mesh as uε(x).
(Z7) Compute the error and UBE as in (25).
We observe that the discretization was done by finite elements, using triangle elements that conformed to the
inclusions. However, the mesh was not always symmetrical and there were no extra boundary conditions between the
main matrix and inclusion. The only condition assumed was the continuity of the flux. (Z6) and (Z7) are analytical
computations that will be used on the first-order approximation. As demonstrated in the tables, the mesh sizes were
about constant. It was refined only when the media was highly oscillating.
Some observations on the results presented in Table 4:
(T4-i) In all the tables, the results are consistent for increasing contrast ratios, and increasing the contrast ratio does
not, necessarily, increase the error.
(T4-ii) In all cases, uε(x) is converging strongly to u0 (in L2), with rate of convergence r = 0.5 as expected, since
this is the rate at which the ε-sequence is going to zero. The strong convergence agrees with the Definition 1
of H−convergence. Fig. 6 depicts some results from Table 4(a).
(T4-iii) One of the main features of this approach is demonstrated in column 3 of each table, corresponding
to the analytical estimation of the upper bound of the error. The results are consistent throughout the
simulations.
(T4-iv) The error in the sequence of gradients, defined in (27), may also be going to zero, although at a rate much
slower than r = 0.5; it may be the case that this error can be improved by using a different numerical scheme,
or by ensuring that the mesh is symmetric with respect to the inclusions. If Pε were not used, the gradient
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Fig. 6. Quarter zone of the fine scale (solid) and homogenized u0(x) (dashed) for ε = (0.5)3, (0.5)4, (0.5)5, respectively, taken from Table 4(a).
Observe how the homogenized solution averages the oscillations of the fine scale solution and the error drops linearly as ε → 0.
Table 5
First-order approximation, on [0, 1]2, for the ratios (a) 10:1, (b) 100:1, (c) 1000:1 and (d) 1:10, respectively
ε ‖uε − u f o‖2 ‖∇uε −∇u f o‖2 ‖K ε∇uε − K 0∇u f o‖2 Grid
(0.5)1 4.43e−3 3.62e−2 2.35e−1 130 × 130
(0.5)2 2.31e−3 4.12e−2 2.11e−1 130 × 130
(0.5)3 1.05e−3 3.59e−2 2.01e−1 130 × 130
(0.5)4 4.80e−4 3.11e−2 1.95e−1 180 × 180
(0.5)5 2.54e−4 3.20e−2 2.01e−1 180 × 180
(0.5)1 5.13e−3 5.30e−2 2.83e−1 130 × 130
(0.5)2 2.75e−3 5.33e−2 2.67e−1 130 × 130
(0.5)3 1.24e−3 4.38e−2 2.61e−1 130 × 130
(0.5)4 6.61e−3 3.68e−2 2.54e−1 182 × 182
(0.5)5 3.98e−3 3.90e−2 2.63e−1 182 × 182
(0.5)1 5.18e−3 5.98e−2 2.91e−1 182 × 182
(0.5)2 2.80e−3 5.40e−2 2.93e−1 182 × 182
(0.5)3 1.28e−3 4.68e−2 2.80e−1 230 × 230
(0.5)4 5.86e−4 4.15e−2 2.72e−1 230 × 230
(0.5)5 3.77e−4 4.07e−2 2.69e−1 230 × 230
(0.5)1 3.48e−3 6.41e−2 3.06e−1 130 × 130
(0.5)2 7.80e−4 4.32e−2 2.80e−1 130 × 130
(0.5)3 1.81e−4 3.84e−2 2.78e−1 130 × 130
(0.5)4 1.01e−4 3.75e−3 2.78e−1 130 × 130
(0.5)5 5.47e−5 3.75e−3 2.77e−1 402 × 402
Note how the first column is going linearly to zero and how it is less than half of UBE from Table 4. The first order allowed a slightly smaller error
for the gradient and flux sequences, compared to Table 4.
sequence would be only weakly convergent (see [15]). Another observation is that the error decreases at a
smaller rate, leading to a constant error, as the media become highly oscillating. This may happen because of
accumulation of numerical errors preventing strong convergence (27). In some cases, the error increased in
the last line.
(T4-v) The boundedness of the flux sequences implies the weak convergence (28). If Pε(x) were not used, the
sequence would be nearly bounded in the L2-norm, (see [15]). Just as for the gradient sequence, the
accumulation of numerical errors may also prevent a better convergence rate, which could even be strong.
(T4-vi) C is about the same for Table 4(a) and (d), which confirms (C2) above. The same happens with Table 4(b)
and Test 3 from Table 2.
(T4-vii) Although there was not a significant mesh refinement used for the various inclusion ratios; nevertheless the
magnitudes of the resulting errors demonstrate the robustness of the solver and the approximation procedure.
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Fig. 7. Quarter zone of the fine scale (solid) and first-order (dashed) u f o(x) for ε = (0.5)3, (0.5)4, (0.5)5, respectively, from Table 5(a). Observe
how the dashed lines capture the oscillations of the solid line. The error drops linearly as ε → 0 and is about half of the corresponding values from
Fig. 6.
Coarser meshes were used (but not reported). For those, we noticed a larger error in the gradient and flux, but
about the same for the zeroth and first-order solutions.
4.2. First-order approximation
We now seek an approximation that also accounts for the fine scale details of the medium. This is obtained by
adding the first-order term εu1(x, y) as in (24). By doing so, we expect that the error between the fine scale and
first-order approximations should be about half of the zeroth-order error. Or perhaps, it can be estimated by direct
inspection to be about half of the UBE values from the tables above. It is also expected that the gradient and flux will
have a better approximation. The results are reported on Table 5 and were obtained as follows:
(F1) Use u0 and ∇u0 and (Z6) above, to obtain from (24), u f o(x) = u0 + εu1(x, y);
(F2) Approximate the gradient from (27) and (Z6) above on each gradient component as:
∂uε
∂xi
≈ Pε(x)∂u0
∂xi
+ ci w˜i ∂
2u0
∂x2i
= ∂u
f o
∂xi
. (30)
(F3) Use (F2) to approximate the flux, component-wise by:
K ε
∂uε
∂xi
≈ K 0
(
Pε(x)
∂u0
∂xi
+ ci w˜i ∂
2u0
∂x2i
)
. (31)
Some observations on the results presented in Table 5:
(T5-i) The error of the first-order approximation is about half that of the zeroth-order one, and less than half of the
UBE (column 3 in Table 4). The first-order approximation, computed by using (24), is converging at a faster
rate than the expected rate of
√
ε, which is found in theoretical results (see [14]). One illustration of how
the first-order solution captures the fine scale features is given in Fig. 7, where the values were taken from
Table 5(a). We note, however, that Table 5(d) was obtained by u f o(x) = u0(x) + 0.5∑ni=1 ci w˜i (ε−1x) ∂u0∂xi .
It may be because the zeroth-order is already a good approximation compared with the others; thus adding
a term to the approximation increases the error instead of decreasing it; that is why the 0.5 was introduced.
There might be other ways of addressing this problem, and it has been left as future work.
(T5-ii) The error of the gradient sequence, in general, demonstrates a better approximation, whereas the fluxes are
about the same or sometimes higher than in the zeroth-order. The rate of error decrease is very slow and there
is stagnation of the error. These errors may be improved by ensuring that the mesh is symmetric, or by using
another discretization scheme.
(T5-iii) The upper bound estimate for the error is accurate not only for the zeroth-order, but also in estimating the
error of the first-order.
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Fig. 8. First component of the gradients: (Left) ∇uε(x), (center) ∇u0(x), (right) Pε(x)∇u0(x). Observe how the graph on the right is a much
better approximation than the graph in the center.
5. Conclusion and future work
This work represents one step towards obtaining the effective coefficient and the first-order approximation, by
analytical means, for more general geometries. Some further work needs to be done to obtain a better convergence
in the gradient and the flux approximation. A continuation of these results applied for particular cases of nonlinear
equations is in progress, as well as a comparison of this formulation with experimental results. Future work includes
applying these results to random media. Another future application is to use the zeroth-order approximation as
an initial guess for iterative methods for solving linear and nonlinear systems, thereby improving accuracy and
convergence rates for iterative schemes. The ultimate goal is to apply the method to multiphase systems to cases
where diffusion is the driving process.
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Appendix
Definition 2. The function space L2 (Ω) is the set of all functions defined in Ω that are square integrable,
i.e., L2 (Ω) = { f | f : Ω → R, with ∫Ω | f (x) |2dx < +∞}. The norm in such space is ‖ f ‖L2 = [∫Ω | f (x)|2 dx] 12 .
Definition 3. A sequence uε(x) is said to converge strongly to u0(x) if limε→0 uε(x) = u0(x), that is if ‖uε(x) −
u0(x)‖2 → 0 as ε → 0. A sequence uε is said to converge weakly to u0 if
lim
ε→0
∫
Ω
uεφ(x)dx =
∫
Ω
u0φ(x)dx ∀φ(x) ∈ H1. (32)
Example 1. Consider the following BVP:
d
dx
(
K ε(x)
d
dx
uε (x)
)
= f (x) in 0 < x < 1
uε(x) = 0 at x = 0
uε(x) = 0 at x = 1
(33)
with K ε(x) = 2 + sin(2piε−1x) and f (x) = ε2pi cos(2piε−1x) − ex . Fig. 9 illustrates the two approximations for
the fine-scale solution uε(x) with ε = 1/16. The left hand side shows the u0(x) (solid) approximation to fine-
scale solution uε(x) (dashed), whereas the right hand side shows how the first order u0(x) + u1(x, ε−1x) (solid)
approximates uε(x) (dashed). These approximations are possible since the solution to the 1-D version (13) is known;
therefore (10) can be computed to yield K 0 =
√
3
3 (the harmonic average of K
ε(x)).
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Fig. 9. Left: uε(x) is dashed and u0(x) is the solid line. Right: u
ε(x) is dashed and u0(x)+ u1(x, ε−1(x)) is the solid line.
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