Abstract-For a given family of spatially coupled codes, we prove that the linear programming (LP) threshold on the binarysymmetric channel (BSC) of the tail-biting graph cover ensemble is the same as the LP threshold on the BSC of the derived spatially coupled ensemble. This result is in contrast with the fact that spatial coupling significantly increases the belief propagation threshold. To prove this, we establish some properties related to the dual witness for LP decoding. More precisely, we prove that the existence of a dual witness, which was previously known to be sufficient for LP decoding success, is also necessary and is equivalent to the existence of certain acyclic hyperflows. We also derive a sublinear (in the block length) upper bound on the weight of any edge in such hyperflows, both for regular low-density parity-check (LPDC) codes and spatially coupled codes and we prove that the bound is asymptotically tight for regular LDPC codes. Moreover, we show how to trade crossover probability for LP excess on all the variable nodes, for any binary linear code.
I. INTRODUCTION

I
N RECENT years, Linear Programming (LP) decoding has been extensively studied as a potential approach to decoding an arbitrary binary linear code when transmitting over a noisy communication channel. Following its introduction in [11] , it has been shown to have a good performance in different setups. For instance, LP decoding corrects a constant fraction of errors on certain codes [9] and achieves capacity on a wide range of probabilistic channels [10] . In parallel, spatial coupling emerged as a successful method for designing capacity-achieving channel-coding schemes since its introduction by [14] . In particular, recent work by [17] and [18] showed that spatially coupled codes significantly improve the performance of BP decoding on any binary-input memoryless output-symmetric channel. However, the performance of LP decoding on spatially coupled codes has remained elusive. In this work, we initiate this study by proving that for a given family of spatially coupled codes, the LP threshold on the BSC of the tail-biting graph cover ensemble is the same as the LP threshold on the BSC of the derived spatially coupled ensemble. (Roughly speaking, a tail-biting graph cover code is a "circular version" of a spatially coupled code. See Section II for the formal definition of the tail-biting graph cover ensemble and for some illustrating figures.) This result is in contrast with the fact that spatial coupling significantly increases the Belief Propagation (BP) threshold as shown in [17] and [18] .
In the remainder of this introductory section, we give some background on binary linear codes, LP decoding and spatially coupled codes. We then state our technical contributions and outline the remaining parts of the paper.
A. Binary Linear Codes
A binary linear code ζ of block length n is a subspace of the F 2 -vector space F n 2 . The -BSC (Binary Symmetric Channel) with input X ∈ F n 2 and output Y ∈ F n 2 flips each input bit independently with probability . Let γ be the log-likelihood ratio vector which is given by γ i = log
= (−1) y i log 1− for any i ∈ {1, . . . , n}. The optimal decoder is the Maximum Likelihood (ML) decoder which is given bŷ
where the second equality follows from the fact that the channel is memoryless. Since the objective function is linear 0018-9448 © 2014 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
in x, replacing ζ by the convex hull conv(ζ ) of ζ does not change the value of the minimal solution. Hence, we get
ML decoding is known to be NP-hard for general binary linear codes [3] . This motivates the study of suboptimal decoding algorithms that have small running times.
B. Linear Programming Decoding
LP decoding was introduced by [11] , [8] and is based on the idea of replacing conv(ζ ) in (1) with a larger subset of R n , with the goal of reducing the running time while maintaining a good error correction performance. First, note that conv(ζ ) = conv( j ∈C ζ j ) where ζ j = {z ∈ {0, 1} n : wt (z| N( j ) ) is even} 1 for all j in the set C of check nodes corresponding to a fixed Tanner graph of ζ and where N( j ) is the set of all neighbors of check node j . Then, LP decoding is given by relaxing conv( j ∈C ζ j ) to j ∈C conv(ζ j ):
where P = j ∈C conv(ζ j ) is the so-called "fundamental polytope" that will be carefully considered in the proof of Theorem 3.2. A central property of P is that, in the case of LDPC codes, it can be described by a number of inequalities that is linear in n, which implies that the linear program (2) can be solved in time polynomial in n using the ellipsoid algorithm or interior point methods.
When analyzing the operation of LP decoding, one can assume that the all-zeros codeword was transmitted [11] . Then, by normalizing the expression for the log-likelihood ratio γ given in Section I-A by the positive constant log( 1− ), we can assume that the log-likelihood ratio is given by γ i = 1 if y i = 0 and γ i = −1 if y i = 1 for all i ∈ {1, . . . , n}. As in previous work, we make the conservative assumption that LP decoding fails whenever there are multiple optimal solutions to the linear program (2) . In other words, under the all-zeros codeword assumption, LP decoding succeeds if and only if the zero codeword is the unique optimal solution to the linear program (2) . In order to show that LP decoding corrects a constant fraction of errors when the Tanner graph has sufficient expansion, [9] introduced the concept of a dual witness, which is a dual feasible solution with zero cost and with a given set of constraints having a positive slack. By complementary slackness, it follows that the existence of a dual witness implies LP decoding success [9] . A simplified (but equivalent) version of this dual witness, called a hyperflow, was introduced in [6] (and later generalized in [13] ) and used to prove that LP decoding can correct a larger fraction of errors in a probabilistic setting. This hyperflow will be described in Section III. However, it was unkown whether the existence of a hyperflow (or equivalently that of a dual witness) is necessary for LP decoding success. We will show, by careful consideration of the fundamental polytope P, that this is indeed the case.
C. Spatially Coupled Codes
The idea of spatial coupling has been recently used in coding theory, compressive sensing and other fields. Spatially coupled codes (or convolutional LDPC codes) were introduced in [14] . Recently, [17] showed that the BP threshold of spatially coupled codes is the same as the MAP (Maximum A posteriori Probability) threshold of the base LDPC code in the case of the Binary Erasure Channel (BEC). Moreover, [18] showed that spatially coupled codes achieve capacity under belief propagation. In compressive sensing, [7] , [15] , [16] showed that spatial coupling can be used to design dense sensing matrices that achieve, under an approximate message passing algorithm, the same peformance as the optimal l 0 -norm minimizing compressive sensing decoder. In coding theory, the intuition behind the improvement in performance due to spatial coupling is that the check nodes located at the boundaries have low degrees which enables the BP algorithm to initially recover the transmitted bits at the boundaries. Then, the other transmitted bits are progressively recovered from the boundaries to the center of the code. A similar intuition is behind the good performance of spatial coupling in compressive sensing [7] .
D. Contributions
We prove that the LP threshold of the spatially coupled ensemble on the BSC is the same as that of the tail-biting graph cover ensemble (Theorem 9.1). To do so, we prove some general results about LP decoding of LDPC codes that may be of independent interest: 1) We prove that the existence of a dual witness which was previously known to be sufficient for LP decoding success is also necessary and is equivalent to the existence of certain acyclic hyperflows (Theorem 3.2). 2) We derive a sublinear (in the block length) upper bound on the weight of any edge in the hyperflow, for regular LDPC codes (Theorem 5.1) and spatially coupled codes (Theorem 6.1). In the regular case, we show that our bound is asymptotically tight (Theorem 5.11). 3) We show how to trade crossover probability for "LP excess" on all the variable nodes, for any binary linear code (Theorem 8.1).
E. Outline
The paper is organized as follows. In Section II, we formally state the main result of the paper and give a high-level sketch of the proof. In Section III, we prove that the existence of a dual witness which was previously known to be sufficient for LP decoding success is also necessary and is equivalent to the existence of certain weighted directed acyclic graphs. In Section IV, we show how to transform those weighted directed acyclic graphs into weighted directed forests while preserving their central properties. In Section V, we prove, using the result of Section IV, a sublinear (in the block length) upper bound on the weight of any edge in such graphs, for regular codes. An analogous upper bound is proved in Section VI for spatially coupled codes. In Section VII, we relate LP decoding on a tail-biting graph cover code and on a spatially coupled code. In Section VIII, we show how to trade crossover probability for "LP excess" on all the variable nodes, for any binary linear code. The results of Sections VI, VII and VIII are finally used in Section IX, where we prove the main result of the paper.
F. Notation and Terminology
We denote the set of all non-negative integers by N. An example of a spatially-coupled code is given in Figure 1 . With the exception of the non-degeneracy condition 5, Definition 2.1 above is the same as that given in Section II-A of [17] . We next define the tail-biting graph cover codes under consideration which are similar to the tail-biting LDPC convolutional codes introduced by [22] . 
Definition 2.2 (Tail-Biting Graph Cover Code
): A (d v , d c = kd v , L, M) tail-+ i ) mod [−L : L] for all i ∈ [−d v :d v ].
3) No two check nodes at the same position are connected
to the same variable node. 4 Figure 2 shows the construction of a tail-biting graph cover code with L layers. Note that "cutting" a tail-biting graph cover code at any position i ∈ [−L : L] yields a spatially coupled code. This motivates the following definition. [LP decoding error on ζ ] = o(1)}. 5 We are now ready to state the main result of this paper. 
Definition 2.3 (Derived Spatially Coupled Codes
): Let ζ be a (d v , d c = kd v , L, M) tail-biting graph cover code. For each i ∈ [−L : L], the (d v , d c = kd v , L −d v , M) spatially coupled code ζ i
is obtained from ζ by removing all M variable nodes and their adjacent edges at each position
then, ξ GC = ξ SC . Note that for M = ω(log L), condition (3) above is expected to hold for the spatially coupled ensemble SC since under iterative decoding algorithms, the error probability on the (ξ SC − )-BSC is expected to decay to zero as O(Le −c× 2 ×M ) for some constant c > 0. Moreover, note that in the regime M = (L δ ) (for any positive constant δ), spatial coupling provides empirical improvements under iterative decoding and in fact, the improvement is expected to take place as long as L is subexponential in M [20] .
A. High Level Sketch of the Proof
The main part of the proof is to show that ξ GC ≥ ξ SC . We need to show that, for any ≤ ξ SC , the LP decoder succeeds with high probability on the tail-biting graph cover code when we transmit on the -BSC. Since ≤ ξ SC , when transmitting on a random spatially-coupled code over the -BSC, the LP decoder succeeds with high probability. First, 6 Here, D(ζ ) refers to Definition 2.3. we show that this LP decoding success implies the existence of a dual witness (Theorem 3.2). Then, we prove that the maximum weight of an edge in an acyclic version of this dual witness is sublinear in the block length (Theorem 6.1). We next show that if we instead transmit on a derived spatiallycoupled code over the ( −δ)-BSC, then with high probability, there exists a dual witness with slack at least δ/2 in all the variable node inequalities (Theorem 8.1). We finally use this slack along with the sublinear upper bound on the edge weight in order to prove that the average of the dual witnesses for each of the 2L + 1 derived spatially coupled codes forms a dual witness for the tail-biting graph cover code (Proof of Theorem 9.1). Thus, we conclude that, with high probability, there is LP decoding success on the tail-biting graph cover code.
On a high level, the reason why LP decoding does not benefit from spatial coupling is the sublinear (in the block length) upper bound on the edge weight in an acyclic dual witness. This sublinear upper bound prevents the correction that might be taking place at the boundaries of the code from significantly propagating toward the center of the code. Such a propagation was at the basis of the improvement in the performance of BP due to spatial coupling.
III. LP DECODING, DUAL WITNESSES, HYPERFLOWS AND WDAGS
The dual of the LP decoder was first examined in [9] (and further studied in [4] , [23] and [24] ). The following definition is based on Definition 1 of [9] . 
The following theorem relates the existence of a dual witness to LP decoding success. The fact that the existence of a dual witness implies LP decoding success was shown in [9] . We prove that the converse of this statement is also true. This converse will be used in the proof of Theorem 8. The following theorem shows that whenever there exists a WDG corresponding to a hyperflow or a dual witness, there also exists a WDAG corresponding to a hyperflow. 
Algorithm 1 Transforming the Dual Witness WDG
and can thus be removed. 2) There is a dual witness for η on T .
3) There is a hyperflow for η on T .
4) There is a WDAG for η on T .
In order to prove Theorem 3.7, we give an algorithm that transforms a WDG G satisfying Equations (4) and (5) into an acyclic WDG G satisfying Equations (4) and (6) . The description of this algorithm is given in Algorithm 1.
The output of Algorithm 1 on a particular input is given in Figure 4 .
The next lemma is used to complete the proof of Theorem 3.7. (4) and (5). Proof of Lemma 3.9: (I) follows from the fact that cycle c is being broken in every iteration of the while loop and no new cycle is added by reducing the absolute weights of some edges of the WDG. (II) follows from the fact that during any iteration of the while loop, we are possibly repeatedly reducing the absolute weights of one ingoing and one outgoing edge of a variable or check node by the same amount, which maintains the original LP constraints (4) and (5) .
Proof of Theorem 3.7: First, note that the while loop of Algorithm 1 will be executed a number of times no larger than the number of cycles of G, which is finite. By Lemma 3.9, after the last iteration of the while loop, G is an acyclic WDG that satisfies (4) and (5) . The for loop of Algorithm 1 decreases the weights of edges that are directed away from variable nodes; thus, it maintains (4) and G inherits the acyclic property of G . Moreover, G satsifies (6) we will use the terms "hyperflow", "dual witness" and "WDAG" interchangeably in the rest of this paper.
IV. TRANSFORMING A WDAG INTO A DIRECTED WEIGHTED FOREST
The WDAG corresponding to a hyperflow has no directed cycles but it possibly has cycles when viewed as an undirected graph. In this section, we show how to transform the WDAG corresponding to a hyperflow into a directed weighted forest (which is by definition a directed graph that is acyclic even when viewed as an undirected graph). This forest has possibly a larger number of variable and check nodes than the original WDAG but it still satisfies Equations (4) and (6) . Each variable node v of the forest will correspond to one variable node v of the original WDAG. Similarly, each check node c of the forest will correspond to one check node c of the original WDAG. Moreover, the set of variable nodes of the forest corresponding to a particular variable node v of the original WDAG will have their weights sum up to the original weight of v. 7 Furthermore, the directed paths of the forest will be in a bijective correspondence with the directed paths of the original WDAG. This transformation will be used when we derive an upper bound on the weight of an edge in a WDAG of a (d v , d c )-regular LDPC code in Section V and of a spatially coupled code in Section VI. (4) and (6) .
Theorem 4.1 (Transforming a WDAG Into a Directed Weighted Forest): Let G = (V, C, E, w, γ ) be a WDAG. Then, G can be transformed into a directed weighted forest T = (V , C , E , w , γ ) that has the following properties:
1) V = v∈V V v where V x ∩ V y = ∅ for all x, y ∈ V s.t. x = y. For every v ∈ V , each variable node in V v is called a "replicate" of v. 2) C = c∈C C c where C x ∩ C y = ∅ for all x, y ∈ C s.t. x = y. For every c ∈ C, each check node in C c is called a "replicate" of c. 3) For all v ∈ V, v ∈V v γ (v ) = γ (v). 4) For all v ∈ V and all v ∈ V v , γ
(v ) has the same sign as γ (v).
5) The forest T satisfies the hyperflow equations
6) The directed paths of G are in a bijective correspondence with the directed paths of T . Moreover, if the directed path h of T corresponds to the directed path h of G, then the variable and check nodes of h are replicates of the corresponding variable and check nodes of h. For instance, if
where V v i and C c i are given in 1. and in 2. above respectively. 7) If G has a single sink node with a single incoming edge that has weight α, then T has a single sink node with a single incoming edge and that has the same weight α. The proof of Theorem 4.1 (given in Appendix -B) is based on the following algorithm which transforms the WDAG G into the directed weighted forest T .
Note that the notion of "ancestors" in Algorithm 2 is with respect to the directions of the arrows of the WDAG. A sample execution of this algorithm is shown in Figure 5 and Figure 6 .
The analysis of Algorithm 2 and the proof of Theorem 4.1 are given in Appendix -B.
Algorithm 2 Transforming the WDAG
Create p replicates of the subtree rooted at v Contains all ancestors of v in the current WDAG for each l ∈ [p] do Scale the lth subtree by e
The weights of all variable nodes and edges are scaled Connect the lth subtree to the lth outgoing edge of v end for end for 
V. MAXIMUM WEIGHT OF AN EDGE IN A WDAG OF A REGULAR CODE ON THE BSC
In this section, we present a sublinear (in the block length n) upper bound on the weight of an edge in a WDAG of a regular code. On a high level, the reason why such an upper bound will be useful to us in later sections is that the larger the edge weight can be, the easier it is for variables received correctly to help correct variables in error that are located far away in the graph. The main idea of the proof of the sublinear upper bound on the edge weight in a WDAG of a regular code is the following. Consider a WDAG G of a (d v , d c )-regular LDPC code. Note that each variable node has a log-likelihood ratio of ±1. Thus, the total amount of flow available in the WDAG is most n. Moreover, for a substantial weight to get "concentrated" on an edge in the WDAG, the +1's should "move" from variable nodes across the WDAG toward that edge. By the hyperflow equation (6) , each check node cuts its incoming flow by a factor of d c − 1. Thus, it can be seen that the maximum weight that can get concentrated on an edge is asymptotically smaller than n. Then,
Theorem 5.1 (Maximum Weight of an Edge in the WDAG of a Regular Code on the BSC): Let
for some constant c > 0 depending only on d v .
We now state and prove a series of lemmas that leads to the proof of Theorem 5.1. Figure 7 .
Definition 5.2 (Root-Oriented Tree): A root-oriented tree is defined in the same way as the WDAG in Definition 3.4 and Theorem 3.7 but with the further constraints that T has a single sink node (which is a variable node) and that T is a tree when viewed as an undirected graph. Note that the name "root-oriented" is due to the fact that the edges are oriented toward the root of the tree, as shown in
Remark 5.3: Algorithm 2 can also be used to generate the directed weighted forest corresponding to the subset of the WDAG consisting of all variable and check nodes that are ancestors 9 of a given variable node v. In this case, the output is a root-oriented tree with its single sink node being the unique replicate of v. 
For any variable node v in T , the depth of v in T is defined to be the number of check nodes on the unique directed path from
Proof of Lemma 5.7 : For any S ⊆ V , let (S) be the set of all v ∈ V for which there exist s ∈ S and a directed path from v to s in T containing exactly one check node. We proceed by induction on m. Base Case: m = 1. We note that S 1 = ({v max }) and that v max is the only variable node in T having depth equal to 0 in T . Hence, for the hyperflow to satisfy (6), we should have 12 :
Note that the last equality follows from the facts that
is also true. Assuming that (P m ) is true, S m satisfies Equation (8) . Since T is a rootoriented tree, S m+1 = (S m ). Hence, for the hyperflow to satisfy (6), we should have: 13 Then,
where:
and W is the set of all tuples (T 0 , . . . , T g max ) ∈ N g max +1 satisfying the following three equations:
Proof of Corollary 5.9: Setting m = d max in Lemma 5.7 and noting that the leaves of T have no entering flow, we get:
Thus,
Part 6 of Theorem 4.1 implies that for all v ∈ V max , the depth of v in G max is equal to the minimum depth in T of a replicate of v. By parts 3 and 4 of Theorem 4.1, we also have that for all j ∈ [n max ], 
where the last equality follows from the fact that
with T i being the number of variable nodes with depth equal to i in G max for every i ∈ [d max ]. Note that the notion of depth used here is the one given in Definition 5.8 since G max is a WDAG with a single sink node v max . Since T i = 0 for all g max < i ≤ d max , we get:
Equations (10), (11) and (12) follow from the definitions of T i and g max .
Lemma 5.10: The RHS of Equation (9) 
by the hyperflow equation (6) . We now show that the bound given in Theorem 5.1 is asymptotically tight in the case of (d v , d c ) 
for some constant c > 0 depending only on d v and where
ln(q) < 1. We now state and prove a series of lemmas that leads to the proof of Theorem 6.1. Note that a central idea in the proof of Section V is that all check nodes being d c -regular in that case, the flow at every check node is "cut" by a factor of d c − 1. On the other hand, a (d v = 3, d c = 6, L, M) spatially coupled code has 2M check nodes with degree 2 and the flow is preserved at such check nodes. To show that even in this case, the maximum weight of an edge is sublinear in the block length, we argue that a check node that is not d c -regular should have a d c -regular check node that is "close by" in the WDAG. To simplify the argument, we first "clean" the WDAG of the spatially coupled code to obtain a "reduced WDAG" with all check nodes having either degree d c or degree 2. We also use a notion of "regular check depth" which is the same as the notion of depth of Section 6.1 except that only d c -regular check nodes are now counted. 
Proof of Lemma 6.5: For any S ⊆ V r , let (S) be the set of all v ∈ V r for which there exist s ∈ S and a directed path from v to s in T with the child of v on this path being the unique d c -regular check node on the path. 16 We proceed by induction on m. Base Case: m = 1. Let U 1 = ({v max }). Note that the ancestors of v max (inlcuding v max ) that are proper descendants of nodes in U 1 are exactly those variable nodes having regular check depth equal to 0 in T . Hence, for the hyperflow to satisfy Equation (6), we should have: 
. Moreover, 
where V r is the set of all variable nodes of G r . We now show that for every v ∈ V r , | (v)| ≤ q. Fix v ∈ V r . We claim that for all u ∈ (v), there exists a directed path from u to v in G r containing a single d c -regular check node which is the parent of v on this path and at most (d v − 1) 2-regular check nodes. To show this, let P be a directed path from u to v in G r containing no d c -regular check nodes other than the parent of v on this path. If P does not contain any 2-regular check nodes, then the needed property holds. If P contains at least one 2-regular check node, then,
where l is a positive integer, c 1 
, let n i be the number of variable nodes u in G r for which the smallest integer l for which Equation (15) holds is l = i . Also, let n 0 be the number of variable nodes u in G r for which there exists a path P of the form
where c * is a d c -regular check node of G r . Since in Equation (16) 
To show that T 0 ≤ q 0 , note that u ∈ W 0 if and only if there exists a directed path from u to v max in G r containing only 2-regular check nodes. An analogous argument to the above implies that
Corollary 6.8: Let G r be the WDAG (with a single sink node) given in Lemma 6.5 and z max be the maximum regular check depth of a variable node in G r . 17 Then,
and W is the set of all tuples (T 0 , ..., T z max ) ∈ N z max +1 satisfying the following three equations:
For all i ∈ {0, . . . , z max − 1}, T i+1 ≤ qT i (20) where
Proof of Corollary 6.8:
The proof is similar to that of Corollary 5.9. Setting m = r max in Lemma 6.5 and noting 17 Note that in general z max ≤ r max but the two quantities need not be equal.
that the leaves of T have no entering flow, we get:
Thus, 
where for every i ∈ {0, . . . , r max }, T i is the number of variable nodes with regular check depth equal to i in G r . Since T i = 0 for all z max < i ≤ r max , we get that: . If n r ≥ q 0 , the claim follows from Theorem A.8 in Appendix -C with λ = q 0 , β = q and m = n r . If n r < q 0 , then the RHS of (17) is at most n r < q 0 < c, so the claim is also true.
Proof of Theorem 6.1: Theorem 6.1 follows from Corollary 6.8 and Lemma 6.9 by noting that |V r | ≤ |V | since V r ⊆ V and that max e∈E |w(e)| = (max (v,c) :
by the hyperflow equation (6 
exception that for every special variable node v, Equation 4 is replaced by c∈N(v):w(v,c)>0
where γ is the log-likelihood ratio corresponding to η. Proof of Lemma 7.2: First, we prove the forward direction of the equivalence. Assume that there exists a dual witness for η on ζ . Then, there exists a dual witness for η on ζ and with maximum edge weight < α(n). This implies the existence of a dual witness for η on ζ with the special variable nodes being source nodes and having an extra flow of d v α(n) + 1. The reverse direction follows from the fact that given a dual witness for η on ζ , we can get a dual witness for η on ζ by repeatedly removing the special variable nodes. The WDAG satisfies the LP constraints after each step since every check node in ζ has degree ≥ 2. Proof of Corollary 7.3: By Theorem 6.1, the existence of a dual witness for η on ζ is equivalent to the existence of a dual witness for η on ζ and with maximum edge weight < cn 1− for some c > 0. Plugging this expression in Lemma 7.2, we get the statement of Corollary 7.3.
VIII. INTERPLAY BETWEEN CROSSOVER PROBABILITY AND LP EXCESS
In this section, we show that if the probability of LP decoding success is large on some BSC, then if we slightly decrease the crossover probability of the BSC, we can find a dual witness with a non-negligible "gap" in the inequalities (4) with high probability. 
for all i ∈ [n]. Then, for x ∼ Ber( , n), we have:
In other words, if we let γ (v i ) − f i (w) be the "LP excess" on variable node i , then the probability (over the -BSC) that there exists a dual witness with LP excess at least δ/2 on all the variable nodes is at least
1 − 2q δ .
Proof of Theorem 8.1:
Decompose the -BSC into the bitwise OR of the -BSC and the δ-BSC as follows. Let x ∼ Ber( , n), e ∼ Ber(δ, n) and e = x ∨ e . Hence, e ∼ Ber( , n). For every x ∈ {0, 1} n , we will construct a dual witness w x with excess δ/2 on all variable nodes by averaging and scaling the dual witnesses of x ∨ e where e ∼ Ber(δ, n). More precisely, for every x ∈ {0, 1} n , let
E e ∼Ber(δ,n) {v x∨e } where v x is an arbitrary dual witness for x if x has one and v x is the zero vector otherwise. Note that w x always satisfies the check node constraints, i.e. for any x ∈ {0, 1} n , any c ∈ C and any v, v ∈ V , we have w x (v, c) + w x (v , c) ≥ 0. We now show that, with probability at least 1 − 2q δ over x ∼ Ber( , n), w x satisfies (4) with LP excess at least δ/2 on all variable nodes. For any weight function w : V × C → R on the Tanner graph (V, C, E), we define f (w) by Equation (22) . For every x ∈ {0, 1} n , define the event L x = {x has a dual witness} and definex byx i = (−1) x i for all i ∈ [n]. We have that:
where (a) follows from E e ∼Ber(δ,n) { f (w x∨e )|L x∨e } = 0, (b) follows from Equation (4) and φ x := Pr e ∼Ber(δ,n) L x∨e .
Note
Moreover, E e ∼Ber(δ,n) { x ∨ e |L x∨e } ≥ −1 since every coordinate of x ∨ e is ≥ −1. Therefore,
We now find an upper bound on φ x . Note that φ x is a nonnegative random variable with mean
By Markov's inequality,
Thus, the probability over
δ . So we conclude that for x ∼ Ber( , n), we have
In this section, we use the results of Sections VI, VII and VIII to prove the main result of the paper which is restated below.
Theorem 9.1 (Main Result: 
M) tail-biting graph cover ensemble with d v an odd integer and M divisible by k. Let SC be the
(d v , d c = kd v , L −d v , M)Pr ζ ∼ SC (ξ SC − )-BSC [LP decoding error on ζ ] = o( 1 L 2 ) (23) then, ξ GC = ξ SC . Lemma1) Pr (ξ GC + 2 )-B SC [LP decoding success on ζ ] ≤ α. 2) For all i ∈ [−L : L], Pr (ξ SC − 1 )-B SC [LP decoding error on ζ i ] ≤ β/(2L + 1).
Proof of Lemma 9.2:
Note that a random code ζ ∼ GC satisfies the 2 properties above with high probability:
Note that the inequality above follows from Markov's inequality and the union bound. We conclude that there exists a tailbiting graph cover code ζ ∈ GC satisfying the 2 properties above. Lemma 9.3: ξ GC ≥ ξ SC Proof of Lemma 9.3: We proceed by contradiction. Assume that ξ GC < ξ SC . Let:
Note that η > λ + (1 − λ)δ/2. Let ζ be one of the tailbiting graph cover codes whose existence is guaranteed by Lemma 9.2 with 1 = δ, 2 = δ/2 and α, β > 0 with α < 1 − 2β/δ and let ζ −L , . . . , ζ L be the spatially coupled codes that are derived from ζ . Let μ be an error pattern on ζ and let μ i be the restriction of μ to ζ i for every i ∈ [−L : L]. Define the event:
with excess δ/2 on all variable nodes 19 Here, D(ζ ) refers to Definition 2.3.
Then,
with excess δ/2 on all variable nodes Thus,
where (a) follows from Theorem 8. . Then, we can construct a dual witness for μ on the tail-biting graph cover code ζ (with no extra flows) by averaging the above 2L + 1 dual witnesses as follows. For every i ∈ V and every j ∈ C, let:
We claim that {τ 
Moreover, for all i ∈ V , we have that:
where the last inequality
Pr λ-B SC {LP decoding success on ζ } ≥ 1 − 2β δ which contradicts the fact that: Lemma 9.4 : Let ζ be a tail-biting graph cover code and D(ζ ) be the set of all derived spatially coupled codes of ζ . Let μ be an error pattern on ζ and μ be the restriction of μ to ζ for some ζ ∈ D(ζ ). Given a dual witness for μ on ζ , we can get a dual witness for μ on ζ by repeatedly removing the special variable nodes of ζ . Note that the dual witness is maintained after each step since every check node in ζ has degree ≥ 2. So if there is LP decoding success for η on ζ , then for every ζ ∈ D(ζ ), there is LP decoding success for η on ζ , where η is the restriction of η to ζ . Therefore, for every > 0 and every ζ ∈ D(ζ ), we have that:
This implies that for every > 0, we have that:
So we conclude that ξ GC ≤ ξ SC .
Proof of Theorem 9.1: Theorem 9.1 follows from Lemma 9.3 and Lemma 9.4.
X. OPEN QUESTIONS
It was reported by [5] that, based on numerical simulations, spatial coupling does not seem to improve the performance of LP decoding. This lead to the belief that the LP threshold of a spatially coupled ensemble on the BSC is the same as that of the base ensemble, which was the original motivation behind this work. One possible approach to prove this claim is twofold: 1) Show that the LP threshold of the spatially coupled ensemble on the BSC is the same as that of the tailbiting graph cover ensemble. 2) Show that the LP threshold of the tail-biting graph cover ensemble on the BSC is the same as that of the base ensemble. In this paper, we proved Part 1 of this approach. We leave Part 2 open. While the analogous statement of Part 2 for BP decoding follows from the fact that the base ensemble and the tailbiting graph-cover ensemble have the same local-tree structure, such an argument would fail for the LP decoder which is a global decoder. Since the performance of min-sum is believed to be generally similar to that of LP decoding, an interesting related question is whether there is an improvement in the performance of min-sum under spatial coupling on the BSC, and if not why do min-sum and BP differ so significantly?
APPENDIX
A. Proof of Theorem 3.2
The goal of this section is to prove Theorem 3.2 which is restated below. Note that the "if" part of the statement was proved in [9] . The argument below establishes both directions. We first state some definitions and prove some facts from convex geometry that will be central to the proof of Theorem 3.2.
Definition A.1: Let S be a subset of R n . The convex hull of S is defined to be conv(S) = {αx +(1−α)y | x, y ∈ S and α ∈ [0, 1]}. The conic hull of S is defined to be cone(S) = {αx + βy | x, y ∈ S and α, β ∈ R ≥0 }. The set S is said to be convex if S = conv(S) and S is said to be a cone if S = cone(S). Also, S is said to be a convex polyhedron if S = {x ∈ R n | Ax ≥ b} for some matrix A ∈ R m×n and some b ∈ R n and S is said to be a
polyhedral cone if S is both a convex polyhedron and a cone. The interior of S is denoted by int(S) and the closure of S is denoted by cl(S).
Let K be a polyhedral cone of the form K = {x ∈ R n | Ax ≥ 0} for some matrix A ∈ R m×n . For any x ∈ K s.t. x = 0, the ray of K in the direction of x is defined to be the set R(x) = {λx | λ ≥ 0}. A ray R(x) of K is said to be an extreme ray of K if for any y, z ∈ R n and any α, β ≥ 0,
Proof of Lemma A.2: For all α ∈ (R >0 ) n + S, α = r + s where r ∈ (R >0 ) n and s ∈ S. Thus, the ball centered at α and of radius min i∈ [n] 
Conversely, for all α ∈ int (R ≥0 ) n + S , α = r + s where r ∈ (R ≥0 ) n and s ∈ S. Moreover, since α ∈ int (R ≥0 ) n + S , there exists u ∈ (R >0 ) n s.t. α + u ∈ (R ≥0 ) n + S and α − u ∈ (R ≥0 ) n + S . Note that α + u = r + u + s and that α − u = r + s for some r ∈ (R ≥0 ) n and s ∈ S. Thus, α = 
Lemma A.3: Let S 1 , .., S p be finite subsets of R n each containing the zero vector. Then,
Proof of Lemma A.3: Clearly, cone
To prove the other direction, we first note The following lemma has been used in previous work on LP decoding. We provide a proof for completeness.
Lemma A.5: For all m ≥ 2, we have that
and X m = cone{z ∈ {0, 1} m | wt (z) = 2}. 20 Clearly, X m ⊆ K m . We now prove that K m ⊆ X m . Note that K m can be written in the following form: Without loss of generality, we can assume that y i = 0 for all i ∈ {3, . . . , m}. Moreover, since y ∈ K m , we have that y 1 − y 2 ≥ 0 and y 2 − y 1 ≥ 0, which implies that y 1 = y 2 . Therefore, we conclude that y = y 1 (1 1 0 . . . 0) T ∈ X m . 20 Here, wt (z) denotes the Hamming weight of z ∈ {0, 1} n , i.e., the number of non-zero coordinates of z. Proof of Theorem 3.2: The "fundamental polytope" P considered by the LP decoder was introduced by [19] and is defined by P = j ∈C conv(C j ) where C j = {z ∈ {0, 1} n : wt (z| N( j ) ) is even} for any j ∈ C. For any error pattern η ∈ {0, 1} n , let η ∈ {−1, 1} n be given by η i = (−1) η i for all i ∈ [n]. Also, for any x, y ∈ R n , let their inner product be x, y = n i=1 x i y i . Then, under the all-zeros codeword assumption, there is LP decoding success for η on ζ if and only if the zero vector is the unique optimal solution to the LP in (2), i.e., if and only if η, 0 < η, y for every non-zero y ∈ P, which is equivalent to η ∈ int(P * ) = int(K * ) where K = cone{P} is the "fundamental cone" and for any S ⊆ R n , the dual S * of S is given by S * = {z ∈ R n | z, x ≥ 0 ∀x ∈ S}. By Lemmas A.3 and A.5, we have
where v i 0 , j ∈ {−1, 0, 1} n is defined as follows: For all i ∈ [n],
Note that if L ⊆ R n is a cone, then its dual L * is also a cone. We will use below the following basic properties of dual cones:
Therefore, there is LP decoding success for η on K if and only if η ∈ D where:
and where the third equality follows from the fact that (R ≥0 ) n is a self-dual cone and the last equality follows from property (i) above. Note that for any j ∈ C, D j is a cone. Moreover, since (R ≥0 ) n is a cone and the sum of any two cones is also a cone, it follows that (R ≥0 ) n + j ∈C D j is also a cone. Furthermore, by property (ii) above, we get that
For any convex set S ⊆ R n , we have that int(cl(S)) = int(S) (See Lemma 5.28 of [1] ). Therefore,
where (a) follows from Lemma A.2 and the fact that j ∈C D j is a convex subset of R n . Thus, there is LP decoding success for η on ζ if and only if there exist
We conclude that LP decoding success for η on ζ is equivalent to the existence of a dual witness for η on ζ .
B. Analysis of Algorithm 2 and Proof of Theorem 4.1
In this section, we prove the correctness of Algorithm 2 and conclude the proof of Theorem 4.1. We start by stating and proving an algorithm loop invariant that constitutes the main part of the proof of Theorem 4. C, E, γ, w) .
Lemma A.7: For any i ≥ 0, after the i th iteration of Algorithm 2, we have 21 (I) For all j ∈ [n], 
Thus, (I) and (II) are initially true. (III) and (IV) are initially true because the original WDAG G satisfies the hyperflow equations (4) and (6) . Moreover, (V) is initially true since G 0 = G.
Inductive
Step: We show that, for every i ≥ 1, if (I), (III), (IV) and (V) are true after iteration i − 1 of Algorithm 2, then they are also true after iteration i .
Let i ≥ 1. In iteration i , a variable node v with loglikelihood ratio γ i−1 (v) is (possibly) replaced by a number p of replicates {v 1 , . . . , v p } with log-likelihood ratios
. Therefore, the total sum of the added replicates is p l=1
By the induction assumption and since e l /e (v) T > 0, it follows that (II) is also true.
To show that (III) is true, we first note that if v ∈ V i was not created during the i th iteration, then v will satisfy (III) after the i th iteration. If v was created during the i th iteration, we distinguish two cases:
In the first case, v is not a replicate of v (which is the variable node considered in the i th iteration). Then, v is a replicate of v i−1 ∈ V i−1 . By the induction assumption, Therefore, v will satisfy (III) after the i th iteration. Equation (IV) follows from the induction assumption and from the fact that we are either uniformly scaling the neighborhood of a check node or leaving it unchanged.
To prove that (V) is true after the i th iteration, let v be the variable node under consideration in the i th iteration and consider the function that maps the directed path h of G i−1 to the directed path h of G i as follows: This map is a bijection from the set of all directed paths of G i−1 to the set of all directed paths of G i . Moreover, if the directed path h of G i−1 is mapped to the directed path h of G i , then the variable and check nodes of h are replicates of the corresponding variable and check nodes of h. Proof of Theorem 4.1: Note that 1 and 2 in Theorem 4.1 follow from the operation of Algorithm 2. Moreover, 3, 4, 5 and 6 follow from Lemma A.7 with γ = γ n . To prove 7, note that if G has a single sink node v, then v will be the last vertex in any topological ordering of the vertices of G. Furthermore, if v has a single incoming edge with weight α, then it will have only one replicate in T , with a single incoming edge having the same weight α. . The Tanner graph {(V n , C n , E n )} n is constructed using a root check node, one B block, many A blocks and some auxiliary variable and 22 The depth of a variable node v is the number of check nodes on the unique path from the root to v. − 1) y n ). Since β y n = (n) and b n = o(n), we get that l n = b n + a n = (n). Lemma A.16 (Existence of a Hyperflow for {γ n } n on {(V n , C n , E n )} n ): Let {(V n , C n , E n )} n be the Tanner graph given in Definition A.13 and let γ n be the error pattern given in Definition A.14. Then, for every positive integer n, there exists a hyperflow for γ n on (V n , C n , E n ).
Proof of Lemma A.16: Let > 0. We will further specify at the end of the proof. Consider the following assignment of weigths to edges of E n : 1) In every A block, the edges are directed toward the root of the block. The edges outgoing from the leaves have weight 1 − . For every check node, the weight of the outgoing edge is equal to the common weight of its incoming edges. For each variable node, the sum of the weights of the outgoing edges is equal to the sum
