We study integration over functions on superspaces. These functions are invariant under a transformation which maps the whole superspace onto the part of the superspace which only comprises purely commuting variables. We get a compact expression for the differential operator with respect to the commuting variables which results from Berezin integration over all Grassmann variables. Also, we derive Cauchy-like integral theorems for invariant functions on supervectors and symmetric supermatrices. This extends theorems partly derived by other authors. As a physical application, we calculate the generating function of the one-point correlation function in random matrix theory. Furthermore, we give another derivation of supermatrix Bessel functions for U (k 1 /k 2 ).
I. INTRODUCTION
In random matrix theory and in the theory of disordered systems, the supersymmetry method is an indispensable tool to study correlation functions and other quantities. Various integral theorems exist in superanalysis which have no counterpart in ordinary analysis. Parisi and Sourlas 1 were the first to give such a theorem as a dimensional reduction 1) where the integration of the complex Grassmann variables η, η * is defined by
They related this feature to an invariance of the integrand with respect to a super-rotation, which preserves the length of a supervector (x 2 + η * η). Here x is an invertible commuting variable which may have nilpotent terms. Efetov 2 also obtained such a theorem for functions on the set of self adjoint complex (1/1)-supermatrices which are invariant under the supergroup U(1/1) and which have zero boundary condition at infinity. He discussed that these integral theorems are also true for an integration over superfunctions which are invariant under the action of more general groups and applied these theorems for his calculations. 3 The equivalence of a Grassmann integration with the action of a differential operator is well known. If the superfunction is expanded in a Taylor series, any symmetry must be reflected in the coefficients of this series. Rothstein 4 found that a change of variables when integrating over a superspace leads to differential operators, which are incorporated into the invariant measure.
These differential operators are exponential functions of vector fields. For an integration over a rotation-invariant superfunction on symmetric supermatrices, one can change from Cartesian integration variables to eigenvalue-angle coordinates. Then, the superfunction is independent of the angles. Thus, only differential operators remain which stem from the transformation in the sense of Rothstein. However, as the vector fields of such a coordinate transformation are very difficult to calculate, we do not pursue this route here.
Another approach is due to Wegner 5 (worked out in Refs. 6 and 7), who generalized Efetov's result to the case of an integration over functions on sets of supermatrices which are invariant under the action of a discrete subgroup of a classical Lie supergroup. In their studies, the integration of the Grassmann variables gives a differential operator with respect to the ordinary variables similar to Eq. (1.1). The integration over these commuting variables is performed in Ref. 7 and leads to a Cauchy-like integral theorem.
Our approach extends and generalizes the work of Wegner. 5 We employ rather general projection properties of functions f (x, η) on superspaces to derive compact expressions for integrals over Grassmann variables. These expressions only involve derivatives with respect to the commuting variables x of f (x, 0).
The article is organized as follows. In Sec. II, we map the integration over all Grassmann variables of a function f (x, η) onto the action of a differential operator with respect to the commuting variables. This differential operator is uniquely defined by the invariance class of the function. The derivation of this differential operator is rather general and applies to a wide class of functions.
Our result leads to integral theorems for supervectors and for supermatrices, as explained in Sec. III and Sec. IV, respectively. We also extend results obtained for the supergroup U (k/k) in Ref. 7 to the supergroups U (k 1 /k 2 ) and UOSp (k 1 /k 2 ), respectively. In Sec. V, we apply our method on two examples. First we work out the generating function for the one-point correlation function 8, 9 in random matrix theory for the cases of Gaussian real orthogonally and unitarily invariant ensembles. Thereby, we rederive the supermatrix Bessel function for U (1/1)(Refs. 8,10, and 11) and for UOSp (2/2). 9 As a second example we present a new derivation of the supersymmetric
Itzykson-Zuber integral with respect to U (k 1 /k 2 ). 8, 11 There, we omit the boundary terms referred to the literature 8,10,12,13 as Efetov-Wegner terms. In Appendix A, we show that for superfunctions invariant under UOSp (1/2) no Cauchy-like integral theorem exists.
II. INTEGRATION OF GRASSMANN VARIABLES OVER INVARIANT FUNCTIONS
Following Berezin, 14 we consider a complex Grassmann algebra Λ = 
with values in Λ can be represented as a finite power series in the generators of Λ
where j 1 and j 2 are multiple indices in the set I = {0, 1} L and
product. We call functions, which have the representation (2.1), superfunctions.
Let L(p, 2L) be a Riemannian superspace with metric g. This metric is assumed to be diagonal and constant. The inner product of two elements in L(p, 2L) is
Lower case Latin letters such as a, b, . . . denote elements in Λ 0 and lower case Greek letters such as α, β, . . . denote odd elements in Λ 1 . Lower case Latin letters such as x, y denote real numbers.
The idea of Wegner 5 (worked out in Ref. 7 ) is the following. Consider the superfunction f which is invariant under a discrete subgroup of a Lie group acting on L(p, 2L), or equivalently, which is invariant under all transformations connecting the commuting with the anticommuting variables. Then all f j 1 j 2 are functionally dependend on the body f 0,0 (x) = f (x, 0) = f (x). In this spirit, we assume that there exists a differentiable map φ : L(p, 2L) → L(p, 2L) with the properties φ(a, α) = (r(a, α), 0) and f (x, η) = f (r(x, η), 0) = f (r(x, η)) ,where {r j } 1≤j≤p are
subsupermanifold of (Λ 0 (p, 2L)) p . The dimension of this image tells us how many independent variables are needed to describe the resulting supermanifold in terms of commuting variables.
These variables are referred to as radial variables. The remaining variables which parametrize the complement of this submanifold with respect to L(p, 2L) are referred to as angular variables. , η) ). Define the integral of f with respect to all Grassmann variables contained in f by f (x, η)d [η] , with the measure
Then there exists a differential operator D C,S with respect to the real variables such that
holds. The differential operator D C,S is explicitly given by
4)
where
are the Laplace-Beltrami operators of the pure commuting part and the whole superspace, respectively. Thus, the index C refers to a differential operator acting only on the space (Λ 0 (p, 2L)) p and the index S denotes differential operators acting on the whole space L(p, 2L). ∆ S,r (r) is the radial part of the differential operator ∆ S and is described in the proof below.
Proof:
One can project f onto all f j 1 j 2 with a projector P j 1 j 2 in the following way. The operator identity
holds for every Grassmann generator η n and also for its complex conjugate η * n . The first term on the right hand side projects onto the function f (x, η 1 , . . . , η n−1 , 0, η n+1 , . . .) and the second term projects, up to a sign, onto η n (df /dz)(x, η 1 , . . . , η n−1 , z, η n+1 , . . .)| z=0 . Thus, the generalization of Eq. (2.6) to all generators is
The action of this operator onto the left hand side of (2.1) gives an expression for f which can be compared term by term with the right hand side of (2.1). This yields
We define the projector onto the body f 0,0 of such a superfunction,
(2.10)
An application of P 0,0 on f j 1 j 2 (x) is the identity because f j 1 j 2 does not depend on any Grassmann variable. However, the action of P 1,...,1 onto f j 1 j 2 is zero. When we analyze the projector P 1,...,1 ,
i. e. the first part on the left hand side of Eq. (2.10), we must take into account the commutating variables. We obtain
We plug Eq. (2.11) into (2.9) and act with the operator P 0,0 from the left. We use that P 0,0 commutes with ∆ C and obtain
(2.12)
We now choose the metric g such that the Laplacian ∆ S can be written in radial and angular coordinates. Then it splits into a sum of two differential operators ∆ S,r + ∆ S,ϕ . The radial part ∆ S,r contains only radial coordinates and partial derivatives thereof. The angular part ∆ S,ϕ only contains partial derivatives with respect to the angular coordinates. The action of ∆ S,ϕ onto an invariant function is zero. The radial part fulfills
We summarize these results and apply them onto the integral over an invariant function,
(2.14)
This formula will be applied to special cases in the ensuing sections. We will thereby also rederive some results of Refs. 5,6,7. However, in particular in the matrix case, to be discussed in Sec. IV, the operator D C,S (r) becomes very complex and a handier expression is thus highly desirable. We therefore first rewrite it, using a transformation akin to the Baker-Campbell-Hausdorff formula.
Lemma II.2
The operator D C,S (r) is a differential operator of order L and can be written as
where 
Proof:
Consider two noncommuting finite dimensional real matrices A and B, then
Using φ(s) = e Ats e (B−A)ts we obtain
Consequently, we find
Since this formula is a finite polynomial in the operators A and B, Eq. (2.20) holds for any linear
operator. This means that we can perform this rearrangement for the Laplacians in the operator
The operator (∆ C − ∆ S,r ) = P 0,0 (∆ C − ∆ S + ∆ S,φ ) is a differential operator of order 1 because the Grassmann variables can be viewed as a perturbative term in the pure commutative part
The flat operator (∆ S − ∆ C ) contains only second derivatives with respect to the Grassmann variables. The derivative of a Grassmann variable reads in radial-angle coordinates
∂r m /∂η n is anticommuting and satisfies P 0,0 ∂r m /∂η n = 0. Thus, D C,S (r) is a differential operator of order L.
III. INTEGRAL THEOREMS FOR INVARIANT FUNCTIONS ON SUPERVECTORS
As a first example for Theorem II.1, we consider functions on a space of supervectors which are invariant under the action of UOSp The invariance condition on a supervector
for all U ∈ UOSp (+) (p/2L). In this case the metric (2.2) is given by g n = h m = 1. The function f only depends on the invariant length r = √ v † v. Equation (2.3) takes the form
The differential operator on the right hand side of (3.2) is independent of p due to the invariance of f with respect to the orthogonal group O(p) in the commuting part. Hence, the commuting variables on the left hand side of (3.2) can be written in terms of the radial coordinates only. We calculate the integral over f on an effective superspace Λ 0 (1, L) and obtain
In particular, we obtain for small dimension L Theorem III.1 (Real supervectors)
T and of its adjoint v † . Let f be invariant under the action of UOSp (+) (p/2L) and have zero boundary condition at infinity. Then, we have
dx n andx refers to the canonical embedding of the lower dimensional integration set in L(p, 2L).
Proof:
The differential operator in Eq. (3.3) can be written as
This follows from the commutation relation
and from Eq. (2.15). One can also expand f r 2 + 2 L n=1 η * n η n in a Taylor expansion in r 2 and take into account only the highest term of the power series in the Grassmann variables. For p = 2L one finds
This proves the third equation in Eq. (3.6). To prove the first equation in Eq. (3.6), we expand the superfunction f in a power series in p pairs of Grassmann variables. We integrate over all real variables and over these pairs and apply the third equation of Eq. (3.6). We can then expand the rest of the Grassmann variables since we know that f only depends on the length of the remaining supervector. This proves the first equation in Eq. (3.6).
The second equation in Eq. (3.6) can be treated similarly, however, now there is an additional real variable which can not be integrated. We consider p = 1 and L = 2. Then, we have to
We need an r in the numerator for cancellation with the singular term r −1 . Such a contribution is guaranteed if we have to every pair of Grassmann variables a pair of real variables. 
α * m α m of the supervector. The metric g, Eq. (2.2), is defined by g n = 1 and h m = 1/2. We find
An integration theorem follows right away.
Theorem III.2 (Complex supervectors)
Let f be a differentiable function on supervectors v = (a 1 + ıb 1 , . . . , a p + ıb p , α 1 , . . . , α L ) T and of its adjoint v † , which is invariant under the action of U (p/L) and which has zero boundary condition at infinity, then
dRe z n dIm z n andz refers to the canonical embedding of the lower dimensional integration set in L(2p, 2L). We now turn to functions
We assume these function to be invariant under UOSp (−) (2p/2L). Hence, these functions only depend on the quaternionic matrix v † v which is diagonal and self-adjoint. The corresponding metric is defined by g n = 2 and h m = 1.
This leads to the differential operator is invariant under the action of UOSp (−) (2p/2L) and has zero boundary condition at infinity.
Then, we have
where The three theorems given here are crucial for the proof of the ensuing integral theorems for invariant functions on supermatrix spaces.
IV. INTEGRAL THEOREMS FOR INVARIANT FUNCTIONS ON SUPERMATRICES
To begin with, we consider functions of (k 1 /k 2 )-supermatrices invariant under the action of
. In this case the integral theorem is equivalent to the one obtained in Refs. 5 and 7.
However, there the authors did not derive the differential operator we will present here. Furthermore, we will study U ( We introduce a generalized Wick rotation for two reasons. First, we will need a complex phase for the Wick rotation, which differs from the choice ±1 in the derivation of integral theorems.
Second, in random matrix theory such phases guarantee convergence of integrals over superfunctions which are extensions of characteristic functions in superspace. The choice e ıψ = ı has been Now let f be an invariant function on the space of U (k 1 /k 2 )-symmetric supermatrices,
We identify the radial part of the space of U (k 1 /k 2 )-symmetric supermatrices as the space of diagonal matrices s = diag (s 1,1 , . . . , s k 1 ,1 , e ıψ s 1,2 , . . . , e ıψ s k 2 ,2 ). Therefore, we can apply Theorem II.1 and find
is the radial part of the Laplace operator on the space of ordinary Hermitian matrices. Here, 
we find 
Let f be a differentiable function of U (k 1 /k 2 )-symmetric supermatrices of the form (4.1), which is invariant under the action of U (k 1 /k 2 ) and which has zero boundary condition at infinity, then
dσ nnj 1≤n<m≤k j dRe σ nmj dIm σ nmj and Herm (2, N ) denotes the space of ordinary
Hermitian N × N -matrices.σ 1 refers to the canonical embedding in the boson-boson matrix block andσ 2 refers to the canonical embedding in the fermion-fermion matrix block.
Proof:
First we prove the case k 1 = k 2 = 1. We define the complex number z = s 1 − e ıψ s 2 . Setting
For arbitrary k = k 1 = k 2 we rearrange and split the matrix σ in the following way 
is invariant under the action of U (1/1). Therefore, we can use Eq. (4.13) and have to calculate
We integrate over the remaining variables except over one pair of the (1/1)-supervectors (u,
fulfills the requirements of Theorem III.2. We perform the integration over all pairs (v j , v † j ) and (w j , w † j ) accordingly. We are left with an integration over f (σ). Sinceσ has the same symmetry as σ with lower matrix dimension, we can proceed by induction. This proves the second equation of Eq. (4.12). In order to prove the first and the third equation of Eq. (4.12), we define the U (k/k)-symmetric supermatrix σ k , where k = min(k 1 , k 2 ), and the ∆k × ∆k-Hermitian matrix σ ∆k in the boson-boson (k = k 2 ) or in the fermion-fermion (k = k 1 ) block, where ∆k = |k 1 − k 2 |. We define the function where the body of Σ 1 is a k 1 × k 1 -real symmetric matrix, the body of Σ 21 is a k 2 × k 2 -Hermitian matrix, and the body of Σ 22 is a k 2 × k 2 -complex antisymmetric matrix. Therefore, the body of the fermion-fermion block is a 2k 2 × 2k 2 -quaternionic self-adjoint matrix. α is a k 1 × k 2 -matrix with independent anticommuting entries. The generalized Wick rotation is introduced for the same reason as before.
Let f be an invariant function on the space of supermatrices of the form (4.19)
The radial part of the space of supermatrices of the form (4.19) is the space of diagonal matrices s = diag (s 1 , e ıψ s 2 ) and
The metric is and h m = 2ı. Applying Theorem II.1 yields for the integration over the Grassmann variables of an
Here, we used the radial parts of the Laplacians in the space of symmetric matrices ∆ (1;k) s and in the space of quaternionic self-adjoint matrices ∆
The radial part of the Laplacian in the superspace of UOSp
where we introduced the operators . We hope that we can calculate an explicit formula for supermatrix Bessel functions depending on matrix Bessel functions in the ordinary space. The representation above might be useful for this purpose. In Sec. V, we will show that this is indeed a very helpful tool to calculate the supermatrix Bessel function for the U (k 1 /k 2 ) case.
One obtains
(4.32)
We give the two simplest examples for k 2 = 1 for illustrative purposes. For k 1 = 1, we have The second example is needed to prove the following integral theorem.
Let f be a differentiable function on UOSp (+) (k 1 /2k 2 )-symmetric supermatrices of the form (4.19), which is invariant under the action of UOSp (+) (k 1 /2k 2 ) and which has zero boundary condition at infinity. In addition it fulfills the condition
for all pairs of eigenvalues of the UOSp (+) (k 1 /2k 2 )-symmetric supermatrices, then
and where Herm (1, N ) is the space of real symmetric N × N -matrices and Herm (4, N ) is the space of quaternionic self-adjoint 2N × 2N -matrices.σ 1 refers to the canonical embedding in the bosonboson matrix block,σ 2 refers to the canonical embedding in the fermion-fermion matrix block and η refers to the canonical embedding in the boson-fermion matrix block.
The idea of the proof is to apply the recursive method of Wegner 5,7 using the operator D
(1,4;k 1 k 2 ) s .
As in Theorem IV.1, we first prove the simplest nontrivial case k 1 = 2k 2 = 2 . We use (4.34) and obtain after an integration over eigenvalue and angular coordinates Herm (1,2) Herm (4,1) 
where C ψ = e 2ıψ /2πı sin(ψ). The second equality (2) holds because the integral over the complex plane with the derivative with respect to z * is up to a constant equal to The third equality (3) holds because of the symmetry f (s 11 , s 21 , s 2 ) = f (s 21 , s 11 , s 2 ) and accordingly we getf (r, z, z * ) =f (−r, z, z * ) and ∂f /∂r(r, z, z * )| r=0 = 0 .
For arbitrary k = k 1 = k 2 /2 we proceed as in the proof of Theorem IV.1. We split off a We remark that the property (4.35) is not a strong restriction on the set of functions. For example, the class of functions which is C ∞ -differentiable in their supertraces satisfies this condition.
Furthermore, we remark here that there is no such integral theorem for UOSp (1/2)-symmetric supermatrices and thus there is no integral reduction as above for UOSp (1/2k 2 ), see Appendix A.
The extension of these results to invariant functions of UOSp (−) (2k 1 /k 2 )-symmetric supermatrices is straightforward. The metric is 
wheres is related to s bys = diag (−e ıψ s 2 , −s 1 ). The corresponding theorem follows directly from Theorem IV.2.
Let the measures be the same as in Theorem IV.2. Let f be a differentiable function on UOSp (−) (k 1 /2k 2 )-symmetric supermatrices, which is invariant under the action of UOSp (−) (k 1 /2k 2 ) and which has zero boundary condition at infinity. In addition it fulfills the condition ∂ ∂s n1 + 2e −ıψ ∂ ∂s m2 f (s)
for all pairs of eigenvalues of the UOSp (−) (2k 1 /k 2 )-symmetric matrices, then 
Here, γ(β) is unity for β ∈ {1, 2} and 2 for β = 4 case. We now introduce a set of operators
We notice that 
V. APPLICATIONS
In this section we give two examples for the usefulness of the formalism developed previously. It is well known in random matrix theory that the energy density ρ(x) of a Gaussian random matrix In our first example we show how these supermatrix integrals are efficiently evaluated within the present formalism.
The second example concerns the calculation of the supermatrix Bessel function, defined as the supersymmetric group integral, 9,19
e Str (sU xU † ) dµ(U ), (5.3) where dµ(U ) is the Haar-measure of the group U (k 1 /k 2 ) and s and x are two diagonal (k 1 /k 2 )-supermatrices. We rederive within the present formalism the result, derived in Refs. 8 and 11.
A. One-point correlation functions and supermatrix Bessel functions
We start with a GUE. We consider the integral The integrand in the second term of I(x) is a product of the invariant function f , the Berezinian 
