The time of concentration is a primary parameter for a variety of modern hydrological models adopted in professional and scientific communities. Nevertheless, a universally accepted working definition of this parameter is currently lacking and several definitions can be found in the technical literature along with related estimation procedures. This study brings to light the inherent variability of these definitions through the empirical analysis of four small basins. These case studies demonstrate that available approaches for the estimation of the time of concentration may yield numerical predictions that differ from each other by up to 500%.
INTRODUCTION
Hydrograph design for assigned return periods is a crucial aspect of hydrological analyses for its practical implications. Government institutions' guidelines (that is, in Italy: PAI 2006; in the US: FEMA 2010) and traditionally used handbooks of hydrology (see for example Chow et al. 1988 , Seybert 2006 report several hydrograph design procedures that are based on the time of concentration (T c ). This parameter is especially relevant for ungauged basins and continues to find application in recent hydrological models (USACE 2001 , SWAT: Neitsch et al. 2005 , Aronica and Candela 2007 , Koutroulis and Tsanis 2010 . In spite of the diffuse use of the time of concentration, a unique working definition is currently not available. However, a variety of "computational" and "theoretical" definitions is methodologically proposed and practically adopted in the literature.
Indeed, when both rainfall and runoff observations are available, six computational definitions for the time of concentration are reported in McCuen (2009) and references therein: (i) the time from the end of rainfall excess to the inflection point on the total storm hydrograph; (ii) the time from the centre of mass of rainfall excess to the centre of mass of direct runoff; (iii) the time from the maximum rainfall intensity to the time of the peak discharge; (iv) the time from the centre of mass of rainfall excess to the time of the peak of direct runoff; (v) the time from the centre of mass of rainfall excess to the time of the peak of total runoff; and (vi) the time from the start of the total runoff to the time of the peak discharge of the total runoff. Note that definition (ii) coincides with the traditional concept of "lag time". However, this parameter reflects the storage properties of watersheds, that are fundamentally different from the time of concentration.
In addition to the above six computational definitions, the following theoretical definitions are also used in the technical literature (McCuen 2009 ): (a) the time that a drop of rainwater spends to arrive to the basin outlet section starting from the most hydraulically distant point of the basin and (b) the time from the end of rainfall excess to the time of the end of direct runoff.
The simultaneous use of these eight different definitions for the time of concentration, along with the sparseness of available direct measurements, sets a further practical challenge for establishing a unique and unbiased estimation procedure for this parameter. To the best of the authors' knowledge, direct observations are restricted to the work of Holecek and Vocel (1965) , Calkins and Dunne (1970) , and Pilgrim (1975) , where radioactive and chemical tracers are employed. Unfortunately, coarse space and time resolutions of such data have limited their potential of shedding light on the physical meaning of the time of concentration.
In practice, T c is generally estimated by using empirical formulas at the basin scale. Giandotti's formula (Giandotti 1934 ) is extensively used in Italy, while the Kirpich (Kirpich 1940) and NRCS (National Research Conservation Service; Mockus 1961 unpublished report, Folmar et al. 2007) formulas are widely adopted in the USA. Although these formulas are very well accepted in the applied hydrology community, information on their technical foundations is limited. While it is known that they are based on the computational definition (i), the nature and number of observed flood events used in their calibration are not fully understood. The selection of rainfall-runoff events for calibrating these formulas is very important since T c depends on the peak flow. Indeed, the linear hypothesis that allows for considering T c to be quasi-invariant with respect to the rainfall intensity can only be approximately verified for flood events with a high return period (Dooge 1973) . Consequently, empirical approaches generally overestimate T c when all the available flood events are considered in the calibration phase, irrespective of their magnitude.
In addition to these three widely used formulas and similar empirical relations available in the technical literature (see for example Wong 2005) , an alternative approach, with conceptual and practical promise, is proposed by NRCS (1997) . This strategy consists of estimating the flow velocity in the drainage network according to the previously mentioned theoretical definition (i). This approach, although more physically-based, is affected by several uncertainties. These are mainly attributed to the selection and implementation of the flow velocity formulas as well as to the drainage path identification. Results obtained with this methodology are also not very consistent (Fang et al. 2007 , Pavlovic and Moglen 2008 , McCuen 2009 .
In this paper, selected definitions and related estimation procedures are specialized to the analysis of four case studies with the two-fold aim of drawing a critical comparison among available methodologies and providing a practical insight of a paradox of modern hydrology, that is, the definition and the estimation of T c .
The specific objectives of this paper are:
-to elucidate the considerable variability of T c estimations stemming from computational definition implemented on observed data; -to ascertain the inherent limitations of empirical formulas in estimating T c ; and -to comment on the excessively large number of hypotheses required in the NRCS approach, that, in turn, determines an unexpected variability in the estimation of T c .
The four case studies are presented in the next section, the adopted methods are then introduced in the following section, and then results and comments are reported.
CASE STUDIES DESCRIPTION
Four small USA basins are selected to benchmark the available definitions and understand their limitations, similarities and differences. These drainage areas are limited and their extent varies in the range 13-120 km 2 . This allows us to retain the so-called linear hypothesis and adopt T c models for small basin hydrological analysis.
The selected watersheds are:
( (Asquith et al. 2004) , in which they are classified as "small ruralsheds database", being characterized by limited human activity. Table 1 shows the main morphometric properties of the four selected watersheds, while the topography and drainage network are displayed in Fig. 1 .
The whole set of rainfall-runoff events considered in this study is listed in the Appendix (Table A1) .
TIME OF CONCENTRATION ESTIMATION PROCEDURES
The time of concentration is estimated using the following methodologies: (a) direct estimation based on the observed rainfall-runoff data set through computational definitions; (b) estimation through empirical formulas; and (c) estimation based on the NRCS formula that includes flow velocity. Method (a) could be assumed as a direct "measurement" of T c , while (b) and (c) are indirect estimation methods.
Direct estimation based on the observed rainfall-runoff data set
The time of concentration can be estimated using definition (i) presented in the Introduction from a selected rainfall-runoff observed flood event.
The procedure is apparently simple to implement; nevertheless, the estimation of the direct runoff, the inflection point and the rainfall excess are generally very challenging. Moreover, the subjectivity in their identification can limit the practical application and reliability of the procedure.
A recursive filter may be used to isolate the direct runoff (Lyne and Hollick 1979, Nathan and McMahon 1990) , that is: Here, Q(t) and Q(t -1) are the gross runoff at time t and t -1, Q d (t) and Q d (t -1) are the direct runoff at time t and t -1 (when t = 0 the runoff is equal to zero), and β is the recursive filter parameter. The parameter values used in this analysis are given in the Appendix and their selection guarantees that the resulting inflection point is in line with the gross runoff recession curve. The recursive filter is used three times (forward-backward-forward) to minimize phase distortion effects on the peak values (Nathan and McMahon 1990, Serinaldi and Grimaldi 2011) . The rainfall excess is obtained by using the widely used Soil Conservation Service curve number (SCS-CN) method (USDA 1986 , Chow et al. 1988 where the CN parameter is selected so that the total excess rainfall is equal to the total direct runoff volume.
Estimation using empirical formulas
Selected formulas find ample application in the technical literature due to the limited amount of information they require in estimating the time of concentration at basin scale in ungauged conditions. Here, such formulas are reported:
- Johnstone and Cross (1949) :
where T c is the time of concentration (min), L the maximum distance (miles) between the watershed divide and the outlet and S the basin slope (ft/mi). This formula is calibrated for drainage areas between 64 and 4200 km 2 ; -Department of Public Works (1995):
where T c is the time of concentration (min), L the maximum distance (mi) between the watershed divide and the outlet and H the maximum elevation difference (ft) between the watershed divide and the outlet. This formula was originally developed for small mountain basins in California; -NRCS (1997):
where T c is the time of concentration (min), L the maximum distance (ft) between the watershed divide and the outlet, CN the curve number basin parameter (-), and S the basin mean slope (%). This formula was developed for small rural basins; - Giandotti (1934) :
where T c is the time of concentration (h), A the watershed area (km 2 ), L the length of the main channel (km) and H the difference between the mean basin elevation and the outlet elevation (m). This formula was calibrated on 12 basins with drainage areas between 170 and 70 000 km 2 . It is not specified how many and which flood events were used in the calibration procedure; - Kirpich (1940) :
where T c is the time of concentration (min), L the length of the main channel (ft) and S the mean basin slope (-). This formula was developed for small basins in Tennessee and Pennsylvania, USA; and - Viparelli (1961 Viparelli ( , 1963 :
where T c is the time of concentration (min), L the maximum distance (m) between the watershed divide and the outlet and V the mean flow channel velocity (m/s) with suggested values between 1 and 1.5 m/s (in the four case studies flow channel velocity is fixed to 1.5 m/s).
Estimation using NRCS flow velocity method
This method is based on the theoretical definition (i) mentioned in the Introduction. The flow velocities in the longest path to the outlet, required by the method, are quantified from the DEM watershed drainage network. A specific DEM cell can be classified either as "hillslope" or "channel" (see Grimaldi et al. 2010 and references therein). The flow velocity in these two classes is respectively computed using the following formulas (NRCS 1972 (NRCS , 1986 :
where ν is the flow velocity (m/s) in the single DEM cell, S is the cell slope (-), a is a coefficient (m/s) related to the soil use (Haan et al. 1994 , McCuen 1998 , n is the Manning roughness coefficient (s/m 1/3 ) and R the hydraulic radius (m). For S > 0.04, the cell slope in equation (8) is adjusted to:
in order to avoid flow velocity overestimation. The use of equation (9) is the main cause of uncertainties for this method. Indeed, several geometrical hypotheses are required to define the hydraulic radius of the channel section. It is not perfectly clear whether the analyst has to implement the method cell by cell or by discretizing the whole drainage network in segments and then applying an average geometrical hypothesis on the channel section. After selecting a section shape, either the water depth or the velocity should be defined in each cell or segment. This step can also induce relevant uncertainties. In conclusion, the time of concentration is estimated from the velocities cell by cell in the longest flow path.
While this approach is considered to be the most physically sound, it still suffers from a few major drawbacks, that is:
-the geometrical hypotheses underlying the use of Manning's formula (9) have a prominent influence on the final estimation. Fang et al. (2007) report an interesting application of this method that is particularly relevant to this specific challenge. The NRCS velocity method is used by three distinct research groups to estimate the time of concentration of 96 watersheds in Texas. These teams independently estimated the geometrical input parameters for T c , including geometrical section and water depth and flow velocity. As a result, the average relative difference among the estimations of the time of concentration by them was 50% with peaks of 90% (Fang et al. 2007) ; -the automatic extraction of the drainage network from DEM may significantly affect the time of concentration estimation process. A major problem is the blue line definition that is not univocally defined in literature (Nardi et al. 2008) . Further uncertainties are also due to DEM resolution, indeed Pavlovic and Moglen (2008) show that higher time of concentration are obtained for high resolution DEMs; and -the selection of the hydraulically longest path from the most distant point in the watershed to the outlet. Within this approach the estimation of basin scale parameters, such as T c , is restrained to single cell identification.
Here, the NRCS flow velocity method is applied to the aforementioned case studies by adopting the following implementation:
-DEM pre-processing using the PEM4PIT procedure (Grimaldi et al. 2004 , Santini et al. 2009 );
-drainage network identification using the procedure described in Grimaldi et al. (2010) . Therein, the estimation of the flow directions is performed by using the single flow D8-LTD algorithm and the stream network automatic extraction is obtained via the curvature-based scheme in conjunction with the automated constant drop analysis algorithm for the identification of the channel initiation threshold; -flow velocity estimation in hillslope cells using formulas (8) and (10); a range is fixed for minimum and maximum velocity values: 0.02-2 m/s; -discharge estimation for a specific return period in each channel cell using the regression formulas described in Asquith and Slade (1997) ; such formulas involve only the contributing area and return period and they are calibrated for the case studies undertaken in this work; and -velocity estimation for a specific return period in each channel cell assuming for each one the following attributes: a trapezoidal shape channel section with lateral slope equal to 2:1 (Fang et al. 2007 : USGS and LU methods), a roughness coefficient equal to 0.04 (Fang et al. 2007 : USGS method), and a channel width equal to 8.6 m (Fang et al. 2007 , p. 316: Table 1 ). As a result, the channel average velocity is determined.
In the following, changes in T c are ascertained as the DEM resolution, the most distant point of the flow path selection, and the return period related to the discharge and channel velocity, are varied. Figure 2 shows T c values estimated from the observed rainfall-runoff flood events data with the direct estimation procedure. For the Cow Bayou and North Creek basins, a slight asymptotic behaviour is visible. Increasing the discharge, similar T c values are obtained. In practical terms, a reasonable T c value for extreme hydrological analyses and for the calibration of empirical formulas should be the convergence value. These values correspond to approximately 1 and 3 hours for Cow Bayou and North Creek, respectively.
RESULTS AND COMMENTS
The remarkable data scatter in Fig. 2 demonstrates the inherent variability in T c . Therefore, its estimation can vary up to 500% if only a partial event set is available. Table 2 reports T c values estimated using the empirical formulas (2)-(7). Consistently with the evidence in Fig. 2 , the mere application of such empirical formulas yields prediction within a 500% range. Table 3 lists the NRCS method results obtained by varying the DEM resolution from 5 to 30 m and using a 10-year return period discharge. The four DEMs are built using a cubic resampling starting from the original resolution of 30 m. As expected, increasing the resolution, that is, reducing the cell dimension, the flow path length and T c values increase. These differences are moderate when compared to those obtained by varying other factors. Table 4 displays the results of the NRCS method obtained by varying the return period discharge from 2 to 100 years using the original 30 m DEM resolution. An appreciable decrease of T c is observed as the return period is increased in the studied range. Since T c is largely used in extreme value analyses, results in Table 4 encourage the use of higher return period to avoid potential overestimation. Table 5 reports NCRS method results obtained by varying the "most hydraulically distant" source point used for identifying the flow path. The first 10, 20, and 50 points are identified in terms of the hydraulic distance from the outlet. The source points share a similar flow path length to the outlet; nevertheless, the difference in slope distribution may be responsible for considerably different values of T c . Figure 3 displays aggregated data from Tables 1-5 in box plots to better highlight the dramatic variability in the T c estimation; such variability is amplified by watershed dimension and can reach up to 500%.
CONCLUSIONS
In this paper, inherent uncertainties in the estimation of the time of concentration are demonstrated through an empirical analysis. A direct procedure on observed rainfall-runoff flood events, several empirical formulas, and the NRCS flow velocity method are implemented on four selected watersheds.
Obtained results are in line with the diffuse recognition of T c variability. Nevertheless, they are somehow surprising, as they demonstrate dramatic variations in T c estimation that can be as high as 500%. Furthermore, upper and lower bounds of T c can not be a priori predicted and this variability is indeed due to discrepancies in the definitions and estimation procedures. Finally, a significant, and less expected, T c variability as a function of the return periods and peak flows has been observed in the case study results. These findings support and motivate the title of this paper. Indeed, it is a paradox that advanced hydraulic models, such as 2-D flood propagation models for hydraulic risk mapping based on very expensive topographic and remote sensing data, are actually limited by design hydrographs based on anachronistic parameters, such as T c . Building upon the critical assessment of available definition and estimation procedure, possible amelioration and research values can be identified. For instance, presented results suggest that the estimation of NRCS method can be improved through proper selection of the most hydraulically-distant point and the channel discharge values. It is also expected that technological advancement in the field of direct flow measurements in hillslope and small channels will fundamentally contribute to alleviate this paradox.
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