The general linear supergroup and its Hopf superalgebra of regular functions  by Scheunert, M. & Zhang, R.B.
Journal of Algebra 254 (2002) 44–83
www.academicpress.com
The general linear supergroup
and its Hopf superalgebra of regular functions
M. Scheunert a and R.B. Zhang b,∗
a Physikalisches Institut der Universität Bonn, Nussallee 12, D-53115 Bonn, Germany
b School of Mathematics and Statistics, University of Sydney, Sydney, NSW 2006, Australia
Received 28 September 2001
Communicated by Susan Montgomery
Abstract
The structure of the Hopf superalgebra B of regular functions on the general linear
supergroup is developed, and applied to study the representation theory of the supergroup.
It is shown that the general linear supergroup can be reconstructed from B in a way
reminiscent of the Tannaka–Krein theory. A Borel–Weil type realization is also obtained
for the irreducible integrable representations. As a side result on the structure of B, Schur
superalgebras are introduced and are shown to be semi-simple over the complex field, with
the simple ideals determined explicitly.
 2002 Elsevier Science (USA). All rights reserved.
1. Introduction
We study the general linear supergroup from a Hopf algebraic point of view
[16,17,24]. Our main motivation is from quantum supergroups, where the prime
object of interest is the Hopf superalgebra of functions on a quantum supergroup.
However, such a Hopf superalgebra is not supercommutative, and is much more
difficult to study compared to its classical counterpart. A good understanding
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of the corresponding classical objects should provide a useful guidance for
developing the theory of quantum supergroups.
By the general linear supergroup GL(m|n,R) over a supercommutative
algebra R, we mean the group formed by the invertible (m|n)× (m|n)-matrices
over R. (The exact definition is given in Appendix A.) There are various versions
of Lie supergroups [7,13]. The general linear supergroup defined as above forms
a G-Lie supergroup in the sense of [1], although its G-supermanifold structure
will not play any role in this paper.
Our starting point is the universal enveloping algebra U(gl(m|n)) of the general
linear superalgebra gl(m|n) [11,19] defined over the complex number field.
U(gl(m|n)) has the structure of a supercocommutative Hopf superalgebra [16,24].
Thus its dual superspace, U(gl(m|n))∗, forms a supercommutative associative
superalgebra. The sub-superalgebra B ⊂ U(gl(m|n))∗ generated by the matrix
elements of the contravariant and covariant vector representations of gl(m|n)
forms a Hopf superalgebra, which separates points of U(gl(m|n)). From the
supercommutative Hopf superalgebra B, the general linear supergroup can be
reconstructed in a way reminiscent of the Tannaka–Krein duality in the context
of compact Lie groups. Therefore, all problems on the general linear supergroup
translate into problems about the Hopf superalgebra B, which can be addressed
within a purely algebraic framework, thus circumventing some of the difficulties
associated with supermanifold theory [13–15]. (For a review and a comparison of
the various versions of supermanifolds, see [1].)
Let us briefly describe the content of the paper. The Hopf superalgebra B
contains a sub-bisuperalgebra B , which is generated by the matrix elements
of the contravariant vector representation alone. A Peter–Weyl theory for B is
developed. It is also shown that B is isomorphic to the tensor product of the
polynomial algebra in m2 + n2 ordinary variables with the Grassmann algebra on
2mn generators. The underlying associative superalgebra of B is isomorphic to
a localization of B . We shall also describe B in terms of generators and relations.
An infinite series of finite-dimensional associative superalgebras S(m|n,d),
d ∈ Z+ are introduced, which are super analogues of the Schur algebras [9].
The relationship between these Schur superalgebras and the symmetric group is
investigated. The Schur superalgebras are shown to be semi-simple over C, and
their simple ideals are determined explicitly by using the Peter–Weyl theory of B .
The subspaceA ofB invariant with respect to a reductive sub-Lie-superalgebra
k ⊂ gl(m|n) under the differential of the right translation forms a sub-super-
algebra. Following the general philosophy of non-commutative geometry [6],
we may regard A as (the superalgebra of functions on) a homogeneous
superspace [15], and finite type projectiveA-modules as supervector bundles [15]
over the homogeneous superspace. A natural class of homogeneous supervector
bundles interesting for the study of the representation theory of the general linear
supergroup is given in Theorem 4.1. In particular, the irreducible integrable
representations (see Section 3.5 for detail) can be realized on appropriate
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subspaces of the spaces of global sections of these supervector bundles. This is
shown in Theorem 4.2. These results should be closely related to the geometric
representation theory of Lie supergroups developed by Penkov [18]. It will be
very interesting to develop an analogous theory within the algebraic framework
studied here and to compare the results with those of [18].
Following a similar line of reasoning as in the Tannaka–Krein theory for
compact Lie groups, and also the theory of affine algebraic groups [10], we
reconstruct the general linear supergroup from the Hopf superalgebra B. We also
show that the finite-dimensional integrable representations of the general linear
superalgebra all lift to representations of the supergroup.
At this point we should refer to the work of Boseck [3–5] from the late 1980s
studying Lie superalgebras and supergroups from a Hopf algebraic point of view.
Reference [3] examined the Hopf superalgebra structure of the finite dual of
the universal enveloping algebra of a finite-dimensional Lie superalgebra, and
[4,5] developed a structure theory of the so-called affine algebraic supergroups.
(An affine algebraic supergroup is a pair (G0,P ), where G0 is an ordinary
algebraic group and P a Hopf superalgebra, both subject to suitable conditions.
An appropriate even Hopf subalgebra of P together with G0 forms an affine
algebraic group in the sense of [10].) The present paper is closely related to
Boseck’s work, thus there is some overlap between our results and those of [3–5].
However, we believe that the overlap is minimal, and we shall make more detailed
comments in the main text whenever our results are related to Boseck’s.
The arrangement of the paper is as follows. Section 2 provides some
background material on the general linear superalgebra needed for the rest of the
paper. Section 3 studies the Hopf superalgebra of regular functions on the general
linear supergroup. Section 4 investigates induced representations, and Section 5
explores an algebraic version of Tannaka–Krein duality for the general linear
supergroup. Appendix A collects some elementary facts about algebraic structures
over supercommutative superalgebras, and it also contains the construction of
a Hopf superalgebra structure which was only mentioned in Remark 3.2.
We close this introduction by stressing that all algebraic notions and
constructions are to be understood in the super sense, i.e., they are supposed to
be consistent with the Z2-gradations and to include the appropriate sign factors.
2. Preliminaries
This section presents some results on the general linear Lie superalgebra,
which will be used later. We shall work on the complex number field C for
simplicity. Most of the results presented can be extended to arbitrary fields of
characteristic 0 in a straightforward manner.
LetW be a superspace, i.e., a Z2-graded vector spaceW =W0¯⊕W1¯, whereW0¯
and W1¯ are the even and odd subspaces, respectively. The elements of W0¯ ∪W1¯
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will be called homogeneous. Define a map [ ] :W0¯ ∪ W1¯ → Z2 by [w] = α if
w ∈ Wα . (Quite generally, whenever a symbol like [w] appears in the sequel,
it is tacitly assumed that the element w is homogeneous.) The dual superspace
(Z2-graded dual vector space) of W will be denoted by W∗, and the dual space
pairing W∗ ⊗W →C by 〈 , 〉.
Denote by g the Lie superalgebra gl(m|n). A standard basis for g is {Eab |
a, b ∈ I }, where I = {1,2, . . . ,m + n}. The element Eab belongs to g1¯ if a 
m < b, or b  m < a, and belongs to g0¯ otherwise. For convenience, we define
the map
[ ] : I → Z2 by [a] =
{
0¯, if a m,
1¯, if a >m.
Then [Eab] = [a] + [b]. The supercommutation relations of the Lie superalgebra
are given for the basis elements by
[Eab,Ecd ] =Eadδbc − (−1)([a]−[b])([c]−[d])Ecbδad .
As usual [12], we choose the Cartan subalgebra h=⊕a CEaa . Let {a | a ∈ I }
be the basis of h∗ such that a(Ebb) = δab. The space h∗ is equipped with
a bilinear form ( , ) :h∗ × h∗ → C such that (a, b) = (−1)[a]δab. The roots of
g are a − b , a = b, where a − b is even if [a]+ [b]= 0¯ and odd otherwise. We
choose as positive roots the elements of {a − b | a < b}, and as simple roots the
elements of {a − a+1 | a <m+ n}.
The enveloping algebra U(gl(m|n)) of gl(m|n) will be denoted by U(g). Then
g is naturally embedded in U(g). As is well known, U(g) forms a supercocommu-
tative Hopf superalgebra, with comultiplication (X) = X ⊗ 1 + 1 ⊗X, counit
(X)= 0, and antipode S(X)=−X, X ∈ g. In particular, this Hopf superalgebra
structure allows us to introduce a natural left U(g)-module structure on the dual
superspace W∗ of any left U(g)-module W , with the U(g)-action given by
U(g)⊗W∗ →W∗, x ⊗w → xw,
〈xw,v〉 = (−1)[x][w]〈w,S(x)v〉, ∀v ∈W.
As it stands, the last equation only makes sense for homogeneous w ∈W∗ and
homogeneous x ∈ U(g), but it can be extended to all elements of W∗ and U(g)
linearly.
We shall denote by Lλ the irreducible left U(g)-module with highest weight
λ ∈ h∗. The module Lλ is finite-dimensional if and only if λ is integral dominant
[12], i.e.,
2(λ, a − a+1)/(a − a+1, a − a+1) ∈ Z+, ∀a =m.
Let λ¯ be the lowest weight of the finite-dimensional U(g)-module Lλ, and denote
λ† =−λ¯. Then the dual superspace L∗λ of Lλ forms an irreducible U(g)-module
with highest weight λ†.
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Remark 2.1. The attentive reader will notice that our terminology is a little
sloppy. In order to specify the irreducible U(g)-moduleLλ completely, we should
also fix its gradation, which amounts to giving the degree of a (non-zero) highest
weight vector. Normally, we ignore this fact, be it that a result holds for both
gradations, or be it that the reader can easily fill in the details. However, in all
cases where this fact is relevant we shall be more precise or, at least, remind the
reader of this problem.
Of particular importance for us is the class of irreducible representations
with highest weights described in the following way. Define the set of restricted
partitions of d ∈ Z+
Pd :=
{
p = (p1,p2, . . . , pa, . . .)
∣∣∣ pa ∈ Z+, pa  pa+1, pm+1  n,
∑
a
pa = d
}
.
Note that pa = 0 if a > d . Set P :=⋃∞d=0Pd . We associate with each p ∈ P an
element λ(p)=∑m+na=1 λaa of h∗ defined by
λa = pa, a m,
n∑
µ=1
λm+µm+µ =
∑
ν1
pm+ν∑
µ=1
m+µ. (2.1)
Introduce the following subsets of h∗, which will be frequently used in the
remainder of the paper:
Λ
(1)
d =
{
λ(p)
∣∣ p ∈ Pd}, Λ(1) =⋃
d
Λ
(1)
d . (2.2)
We also define
Λ
(2)
d =
{
λ†
∣∣ λ ∈Λ(1)d }, Λ(2) =⋃
d
Λ
(2)
d . (2.3)
Lemma 2.1 [25]. We have Λ(1) ∩Λ(2) = {0}.
The contravariant vector module V = L1 of g has the standard basis {va |
a ∈ I } such that Eabvc = δbcva . The dual module V ∗ of V is the covariant vector
module with highest weight −m+n. Clearly 1 ∈Λ(1) and −m+n ∈Λ(2).
Proposition 2.1 [2,23,25]. For every d ∈ Z+, the U(g)-modules V ⊗d and (V ∗)⊗d
are completely reducible. Furthermore,
V ⊗d =
⊕
λ∈Λ(1)d
mp(λ)Lλ, (V
∗)⊗d =
⊕
λ∈Λ(2)d
mp(λ†)Lλ, (2.4)
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where mp(λ), λ ∈ Λ(1)d , is the dimension of the irreducible representation of the
symmetric group Sd associated with the partition p(λ) determined by λ through
(2.1) (and where we assume that the gradations of the modules Lλ are chosen
appropriately, see Remark 2.1).
An irreducible submodule Lλ of V ⊗d will be called an irreducible contravari-
ant tensor module of rank d , and Lλ ⊂ (V ∗)⊗d will be called an irreducible co-
variant tensor module of rank d .
Remark 2.2. The irreducible contravariant and covariant tensor modules are
the finite-dimensional irreducible g-modules of type I-∗ and type II-∗, respec-
tively [25].
3. The Hopf superalgebra of regular functions
Let U(g)◦ := {f ∈ U(g)∗ | kerf contains a cofinite ideal of U(g)} be the
finite dual [17,24] of the universal enveloping algebra U(g) of g. Standard Hopf
algebra theory asserts that the Hopf superalgebra structure of U(g) induces a Hopf
superalgebra structure on U(g)◦. Denote by m◦, ◦, ◦, and S◦ the multiplication,
comultiplication, counit, and antipode of U(g)◦, respectively. The maps are
defined for all f,g ∈ U(g)◦, a, b ∈ U(g), by〈
m◦(f ⊗ g), a
〉= 〈f ⊗ g,(a)〉, 〈◦(f ), a⊗ b〉= 〈f,ab〉,〈
S◦(f ), a
〉= 〈f,S(a)〉, 1U(g)◦ = , ◦ = 1U(g).
Because U(g) is supercocommutative, U(g)◦ is supercommutative. Recall that
S2 = id and hence also S2◦ = id. For convenience, we shall drop the subscript ◦
from the notations for the multiplication, comultiplication, and antipode of U(g)◦.
Let π be a finite-dimensional U(g)-representation. We define (with respect to
some basis)
πij ∈ U(g)∗, i, j = 1,2, . . . ,dimC π, by π(x)=
(
πij (x)
)dimC π
i,j=1 ,
which will be called the matrix elements of π . It is known that the matrix elements
of every finite-dimensional representation of U(g) belong to U(g)◦, and U(g)◦
is spanned by the matrix elements of all the finite-dimensional representations
of U(g).
3.1. Regular functions associated with the contravariant vector representation
We denote by t the U(g)-representation associated with the contravariant
vector module V = L1 in the standard basis, and denote its matrix elements by
tab ∈ U(g)◦, a, b ∈ I , where tab is even if [a] + [b] = 0¯, and odd otherwise.
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Definition 3.1. Let B be the sub-superalgebra of U(g)◦ generated by the tab,
a, b ∈ I .
Remark 3.1. Elements of B and of the superalgebras B and B to be introduced
later are all referred to as regular functions on the general linear supergroup. The
justification for this terminology is given in Section 5.
The superalgebra B is supercommutative, thus the square of every f ∈ B1¯ is
zero. In particular,
(tiµ)
2 = (tµi)2 = 0, i m, µ >m.
Introduce an order > for the pairs (a, b), a, b ∈ I , such that (a, b) > (a+k, c),
(a, b + k) > (a, b), for every positive integer k. Let T (k) =∏>a,b(tab)kab , where
the product is arranged according to the order > of the indices of t’s in such
a way that tab is positioned in front of tcd if (a, b) > (c, d). The letter k appearing
in the superscript of T (k) denotes the square matrix (kab)m+na,b=1, where kab ∈ Z+
if [a] + [b] = 0¯, and kab ∈ {0,1} if [a] + [b] = 1¯. Set |k| =∑ kab.
Theorem 3.1. The monomials T (k) form a basis of B .
We need some preparations for the proof of the theorem. Let yab = tab − δab.
Consider
ζ (k) =
>∏
a,b
(yab)
kab .
Let ζ (k)⊗ be the element of (
⊕
Cyab)
⊗|k| with the factors ordered in the same
way as for ζ (k) such that under the multiplication map of B , ζ (k)⊗ yields ζ (k). For
example, (xy3z2w)⊗ = x ⊗ y ⊗ y ⊗ y ⊗ z⊗ z⊗w.
Let
X(k) =
>∏
a,b
(Eab)
kab ∈ U(g),
where again the order is the same as that for ζ (k). We should point out that the
order of the factors in X(k) is crucial, as the Eab do not supercommute. Note that
〈yab,1〉 = 0, 〈yab,Ecd〉 = δacδbd .
Using these relations, we can show the following statements.
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Lemma 3.1.
If |k|> |k′|, 〈ζ (k),X(k′)〉= 0;
if |k| = |k′|, 〈ζ (k),X(k′)〉= (−1) 12 /(/−1)∏ kab!,
with /=
∑
[a]+[b]=1¯
kab. (3.1)
Proof. Consider〈
ζ (k),X(k
′)〉= 〈ζ (k)⊗ ,(|k|−1)(X(k′))〉.
If |k| > |k′|, then (|k|−1)(X(k′)) can be expressed as a linear combination of
terms of the form Xp⊗1⊗Yq , Xp ∈ U(g)⊗p , Yq ∈ U(g)⊗q , with p+q+1= |k|.
Clearly 〈ζ (k)⊗ ,Xp ⊗ 1⊗ Yq〉 = 0.
When |k| = |k′|, only elements of g⊗|k| contained in (|k|−1)(X(k)) contribute
to 〈ζ (k)⊗ ,(|k|−1)(X(k))〉. Out of all basis elements Ea1b1 ⊗· · ·⊗Ea|k|b|k| of g⊗|k|,
only the one with exactly the same ordering as that of ζ (k)⊗ gives a non-zero
contribution. The numerical coefficient of this term is ±∏kab!. ✷
Proof of Theorem 3.1. Assume that
∑
k ckζ
(k) = 0. If the ck are not all
equal to zero, let kmin be the smallest |k| with ck = 0. Then by evaluating
〈∑k ckζ (k),X(k′)〉 with |k′| = kmin, we immediately see that ck = 0 for all k such
that |k| = kmin. This contradicts the definition of kmin. Thus the monomials in yab
are indeed linearly independent, and this implies the linear independence of the
monomials in tab . ✷
Let t(λ) be an arbitrary irreducible contravariant tensor representation of
U(g), where λ ∈ Λ(1). We consider its matrix elements t(λ)ij ∈ U(g)◦, i, j =
1,2, . . . ,dimC t(λ). It is an immediate consequence of Proposition 2.1 that
t
(λ)
ij ∈B , for all i, j , and every f ∈B can be expressed as a linear combination of
these elements. Furthermore, the t(λ)ij for all i, j and λ are linearly independent.
This implies the following proposition.
Proposition 3.1. The set {t(λ)ij | 1 i, j  dimC t(λ), λ ∈Λ(1)} forms a basis of B .
We shall refer to it as the Peter–Weyl basis of B .
Under the comultiplication  of U(g)◦,

(
t
(λ)
ij
)=∑
k
(−1)
[
t
(λ)
ik
][
t
(λ)
kj
]
t
(λ)
ik ⊗ t(λ)kj . (3.2)
Proposition 3.2. B is a sub-bisuperalgebra of U(g)◦.
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However, B does not admit an antipode. Let S be the antipode of U(g)◦. Then
S
(
t
(λ)
ij
)
(x)= t(λ)ij
(
S(x)
)
, ∀x ∈ U(g).
That is, S(t(λ)ij ) are the matrix elements of the dual representation of t(λ), the
highest weight of which is not contained in Λ(1) unless t(λ) is trivial. Therefore,
S(t
(λ)
ij ) /∈B unless λ= 0.
Consider the action dRZ of Z =∑a Eaa on B defined by (4.1). Explicitly, for
any f ∈B , 〈dRZ(f ), x〉 = 〈f,xZ〉, ∀x ∈ U(g). Let
Br :=
{
f ∈B ∣∣ dRZ(f )= rf }.
We also define
B(λ) :=
⊕
i,j
Ct
(λ)
ij , λ ∈Λ(1).
Proposition 3.3. (1) Each B(λ), λ ∈Λ(1), is a simple sub-cosuperalgebra of B .
(2) Each Bd is a sub-cosuperalgebra of B , and Bd =⊕λ∈Λ(1)d B(λ).
(3) dimCBd =∑dr=0
(
m2 + n2 + r − 1
r
)(
2mn
d − r
)
.
3.2. Schur superalgebras
Let us denote by S(m|n,d) the dual superspaceB∗d ofBd . It is a standard fact in
coalgebra theory that S(m|n,d) has the structure of an associative superalgebra.
The multiplication is defined for any two elements x and y in S(m|n,d) by
〈xy,f 〉 = 〈x ⊗ y,(f )〉, ∀f ∈ Bd.
The unit is ◦|Bd , the restriction of the counit ◦ of U(g)◦ to Bd .
Definition 3.2. Call S(m|n,d) with the given multiplication and unit a Schur
superalgebra.
The following proposition is an immediate consequence of (1) and (2) of
Proposition 3.3.
Proposition 3.4. S(m|n,d) is semi-simple, S(m|n,d) =⊕
λ∈Λ(1)d (B
(λ))∗, where
each (B(λ))∗, λ ∈Λ(1)d , is a simple ideal of S(m|n,d).
We can give a more explicit description of the structure of S(m|n,d). Introduce
the basis {S(λ)ij | i, j = 1,2, . . . , dimC t(λ), λ ∈ Λ(1)d } of S(m|n,d) dual to the
Peter–Weyl basis of Bd in the sense that 〈S(λ)ij , t(µ)k/ 〉 = δλµδikδj/. Then
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Lemma 3.2. We have S(λ)ij S
(µ)
k/ = δλµδjkS(λ)i/ , λ,µ ∈Λ(1)d .
It is well known that the group algebra of the symmetric group Sd of degree d
has a natural representation σ in V ⊗d : For s = (k, k + 1), k < d , we have
σ(s)(va1 ⊗ · · · ⊗ vak ⊗ vak+1 ⊗ · · · ⊗ vad )
= (−1)[ak][ak+1]va1 ⊗ · · · ⊗ vak+1 ⊗ vak ⊗ · · · ⊗ vad .
Theorem 3.2. Let πd be the representation of U(g) in V⊗d . Then the superalge-
bras S(m|n,d) and πd(U(g)) are canonically isomorphic, and the latter superal-
gebra is equal to EndSd (V ⊗d ).
Proof. The proof is based on the following general observation. Let A be an
associative superalgebra (with a unit element), let W be a finite-dimensional
graded left A-module, and let π :A → End(W) be the graded representation
afforded by π . Then the cosuperalgebra C spanned by the matrix elements
of π can be canonically identified with the cosuperalgebra dual to the finite-
dimensional superalgebra π(A). Let S = C∗ be the associative superalgebra dual
to C. Then it is well known and easy to see that the canonical isomorphism
ν :π(A)→ (π(A))∗∗ = S of graded vector spaces (in the super sense) is, in fact,
an isomorphism of superalgebras.
In the case of present interest, we conclude that S(m|n,d) is canonically
isomorphic (as a superalgebra) to πd(U(g)), and by the generalized Schur duality
[2,23] first established by Sergeev πd(U(g)) is equal to EndSd (V⊗d ). ✷
3.3. Regular functions associated with the covariant vector representation
Let {v¯a | a ∈ I } be the basis of V ∗ dual to the standard basis of V , i.e.,
v¯a(vb)= δab.
Denote by t¯ the covariant vector representation relative to this basis. Let t¯ab,
a, b ∈ I , be the matrix elements of t¯ , i.e., t¯ab ∈ U(g)◦ satisfying
t¯ (x)= (t¯ab(x)), ∀x ∈ U(g).
Note that t¯ab is even if [a]+ [b] = 0¯, and odd otherwise. These elements generate
a sub-bisuperalgebra B of U(g)◦, with the comultiplication

(
t¯ab
)=∑
c∈I
(−1)([c]−[a])([c]−[b])t¯ac ⊗ t¯cb.
Recall the definition of the dual module (V⊗d )∗ ∼= (V ∗)⊗d of V ⊗d . For every
x ∈ U(g),
〈xv¯,w〉 = (−1)[x][v¯]〈v¯, S(x)w〉, v¯ ∈ (V ∗)⊗d, w ∈ V⊗d ,
where S is the antipode of U(g).
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Proposition 3.5. If S is the antipode of U(g)◦, we have
S(tab)= (−1)[a][b]+[a]t¯ba, S
(
t¯ab
)= (−1)[a][b]+[b]tba. (3.3)
Consequently, S induces bijective linear maps ofB onto B and of B onto B which
are both superalgebra and cosuperalgebra anti-isomorphisms.
All the discussions about B can be repeated verbatim for B . In particular, let
T (k) =∏>a,b(tab)kab , where, as before, kab ∈ Z+ if [a] + [b] = 0¯, and kab ∈ {0,1}
if [a] + [b] = 1¯. Then
Proposition 3.6. The monomials T (k) form a basis of B .
3.4. The Hopf superalgebra of regular functions
Definition 3.3 [21]. Let B be the sub-superalgebra of U(g)◦ generated by
{tab, t¯ab | a, b ∈ I }.
The following relations hold in B∑
c
tact¯bc(−1)[c][a]+[b] = δab,
∑
c
t¯catcb(−1)[b][c]+[c] = δab, (3.4)
because t and t¯ are dual representations of U(g). More precisely, the first relation
states that the canonical tensor
∑
c vc ⊗ v¯c ∈ V ⊗ V ∗ is U(g)-invariant, while
the second relation means that the dual pairing 〈 , 〉 :V ∗ ⊗ V → C is a U(g)-
module homomorphism.B inherits a bisuperalgebra structure from B and B , and
the antipode of U(g)◦ induces an antipode of B. It was shown in [21,26] that B is
dense in U(g)∗, namely, for every non-zero element x ∈ U(g), there exists some
f ∈ B such that 〈f,x〉 = 0. To summarize, we have the following proposition.
Proposition 3.7 [21]. B forms a sub-Hopf-superalgebra of U(g)◦, and it is dense
in U(g)∗.
In Ref. [21] we also explicitly constructed a left (and right) integral on B and
proved its uniqueness.
We shall call B the Hopf superalgebra of regular functions on the general linear
supergroup. The justification for this terminology will be given in Section 5.
Let us now investigate the structure of B in greater detail. For this we shall need
material from Appendix A.1. Notations and terminologies used below, which are
not defined in the main body of the paper, are all explained there.
Consider the matrix
t˜ = (t˜ab)m+na,b=1, defined by t˜ab = (−1)[b][a]+[b]tab.
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Obviously, it belongs to the even subspace of M(m|n,B), and it is easy to check
that

(
t˜ab
)=∑
c∈I
t˜ac ⊗ t˜cb.
By the definition of an antipode, this implies that the matrix S(t˜) (with S acting
element wise) is the inverse of t˜ . (Using the first of Eqs. (3.3), this is exactly the
meaning of the Eqs. (3.4).)
Now set
α = det(tij )mi,j=1, β = det(tµν)m+nµ,ν=m+1, (3.5)
and observe that t˜ab = tab whenever a and b are both even or both odd. Then the
next lemma follows from Lemma A.4.
Lemma 3.3. Both α and β are invertible in B.
Let D denote the set of the monomials in α and β . From Lemma 3.3 we see
that D does not contain zero divisors of B . Construct the localization BD−1 of B
at D. Then the canonical map ϕ :B → BD−1 is injective (see Lemma A.1). Let
 :B → B be the natural injection, and denote by ˜ :BD−1 → B the canonical
extension of  . According to Corollary A.1, ˜ is injective as well.
On the other hand, the matrix ϕ(t˜) is invertible in M(m|n,BD−1) (see
Lemma A.4), and ˜ maps ϕ(t˜)−1 to an inverse of t˜ in M(m|n,B). Since the latter
inverse is equal to S(t˜), it follows that ˜ (BD−1) contains all the elements t¯ab,
a, b ∈ I . Hence ˜ (BD−1)= B. As ˜ is injective, we have the following theorem.
Theorem 3.3. The map ˜ :BD−1 → B is a superalgebra isomorphism.
Remark 3.2. Obviously, Theorem 3.3 implies that the Hopf superalgebra
structure of B can be transported to BD−1 by means of ˜ . However, one should
be able to do better, namely, one should introduce a natural Hopf superalgebra
structure on BD−1 and then prove that ˜ is a Hopf superalgebra isomorphism.
This is not quite as obvious as it might seem, since α and β are not well-behaved
under the comultiplication (in particular, they are not group-like). Nevertheless,
our goal can be achieved. The details are sketched in Appendix A.5.
Remark 3.3. The Theorems 3.1 and 3.3 immediately yield a description of
BD−1 in terms of generators and relations, i.e., a presentation. This is how this
superalgebra is defined by Boseck in Refs. [4,5]. He then claims without proof
that by means of formulas like those presented here this superalgebra can be
endowed with a Hopf superalgebra structure. Actually, Boseck uses generators
which correspond to the t˜ab.
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Let C[{xab, x¯ab | a, b ∈ I }] denote the associative superalgebra generated by
xab, x¯ab, a, b ∈ I , with the relations
xabxcd = (−1)([b]−[a])([d]−[c])xcdxab,
xabx¯cd = (−1)([b]−[a])([c]−[d])x¯cdxab,
x¯abx¯cd = (−1)([a]−[b])([c]−[d])x¯cd x¯ab.
The generators xab and x¯ab are even if [a] + [b] = 0¯, and odd otherwise. Stated
differently, the 2(m2 + n2) even generators generate a polynomial algebra, the
4mn odd generators generate a Grassmann algebra with the standard grading, and
C[{xab, x¯ab | a, b ∈ I }] is the tensor product of the two. Let J be the (graded)
ideal of C[{xab, x¯ab | a, b ∈ I }] generated by the following elements:∑
c
xacx¯bc(−1)[c][a]+[b] − δab,
∑
c
x¯caxcb(−1)[b][c]+[c] − δab, a, b ∈ I .
Now Theorems 3.3 and 3.1 imply the following theorem.
Theorem 3.4. The assignments
xab → tab, x¯ab → t¯ab, a, b ∈ I ,
specify a well-defined superalgebra isomorphism of C[{xab, x¯ab | a, b ∈ I }]/J
onto B.
The theorem gives another description of B in terms of generators and
relations.
3.5. Integrable U(g)-modules
In the rest of the present work we shall only be interested in those U(g)-
modules all of whose matrix elements belong to B. Accordingly, we introduce
the following definition.
Definition 3.4. A U(g)-module is said to be integrable if it is finite-dimensional,
and if all of its matrix elements belong to B.
The integrable modules form a rather special class of U(g)-modules, but they
are sufficiently general to suit our purposes. It should also be clear that the Hopf
superalgebra B is tailor-made to investigate just these modules.
Of course, the contravariant vector module V and the covariant vector module
V ∗ are integrable. Every subquotient of an integrable U(g)-module is integrable.
If a U(g)-module is the (not necessarily direct) sum of finitely many integrable
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submodules, then it is integrable itself. The tensor product of finitely many
integrable U(g)-modules is integrable, and the dual of an integrable U(g)-module
is integrable. Moreover, we would like to draw the reader’s attention to the
following fact.
Suppose that W and U are finite-dimensional U(g)-modules, and let f :W →
U be a homogeneous bijective U(g)-superlinear map. Then the matrix elements
of W and the matrix elements of U span the same sub-cosuperalgebra of U(g)◦. If
f is even and hence a U(g)-module isomorphism, this it obvious. However, this is
also true for f odd. In particular, let U =W ′ be the U(g)-moduleW , but endowed
with the opposite (shifted) gradation, i.e., W ′α =Wα+1¯ for both α ∈ Z2 . Then
the linear map f :W →W ′, defined by f (w) = (−1)[w]w for all homogeneous
elementsw ∈W , satisfies the conditions above. Hence ifW is integrable, so isW ′.
We stress that according to the usual definition, W and W ′ are not isomorphic, in
general. Note also that if W1 and W2 are two U(g)-modules, and if fi :Wi →W ′i ,
i ∈ {1,2} are defined as above, then f1 ⊗ f2 :W1 ⊗W2 →W ′1 ⊗W ′2 is even and
hence a U(g)-module isomorphism.
According to the definition of B and the remarks made above, if a U(g)-
module is isomorphic to a subquotient of a finite direct sum of modules of the
type V ⊗k ⊗ (V ∗)⊗/ or (V⊗k ⊗ (V ∗)⊗/)′, then it is integrable. Conversely, it can
be shown that every integrable U(g)-module is isomorphic to a subquotient of the
type described above. We do not want to go into details here but only mention
that maps analogous to the maps φ(λ) introduced at the beginning of the proof
of Theorem 4.2 are used. It is also important to recall that the vector space B is
spanned by the matrix elements of the modules V⊗k ⊗ (V ∗)⊗/.
The preceding result implies that every integrable U(g)-module is a weight
module, i.e., it is the direct sum of its weight subspaces, and that all its weights
belong to
∑
a Za .
Conversely, let W be a finite-dimensional irreducible U(g)-module, whose
highest weight λ belongs to
∑
a Za . We are going to show that W is integrable.
By assumption, we have
λ=
∑
a
λaa,
where λa ∈ Z for all a and where
λ1  λ2  · · · λm and λm+1  λm+2  · · · λm+n.
Let us suppose first that
λa  0 for 1 a m and λa  0 for m+ 1 a m+ n,
and let us set
λ+ =
m∑
a=1
λaa, k =
m∑
a=1
λa;
58 M. Scheunert, R.B. Zhang / Journal of Algebra 254 (2002) 44–83
λ− =
m+n∑
a=m+1
λaa, /=−
m+n∑
a=m+1
λa.
According to Proposition 2.1, there exists an irreducible submodule U+ of V⊗k
with highest weight λ+ . Similarly, there exists an irreducible submodule U−
of (V ∗)⊗/ with highest weight λ−. Let u+ and u− be (non-zero) highest weight
vectors ofU+ andU−, respectively, and letU be the U(g)-submodule ofU+⊗U−
generated by u+ ⊗ u−. Note that u+ ⊗ u− is a highest weight vector of U .
Obviously, there exists a unique maximal submodule M of U (namely, the sum
of all submodules of U not containing u+ ⊗ u−). Then U/M is an irreducible
U(g)-module with highest weight λ+ + λ− = λ. Since, by construction, U/M is
integrable, so is W .
Let us consider the special case where
λa = 1 for 1 a m and λa =−1 for m+ 1 a m+ n.
The corresponding integrable irreducible U(g)-modules are easily described:
They are one-dimensional, hence purely even or purely odd, and the correspond-
ing representation of g is the supertrace Str.
To be more specific, let us define CStr to be the U(g)-module which, regarded
as a graded vector space, is equal to C, but with the U(g)-action defined by
X · c= Str(X)c, ∀X ∈ g, c ∈C.
Note that the dual C∗Str of CStr is equal to C, endowed with the representation−Str, note also that CStr ⊗ C∗Str is canonically isomorphic to the trivial U(g)-
module C.
It is now easy to settle the general case. For r ∈ Z+, consider the U(g)-module
W ⊗C⊗rStr . Note that(
W ⊗C⊗rStr
)⊗ (C∗Str)⊗r ∼=W, (3.6)
hence since W is irreducible, so is W ⊗C⊗rStr . Moreover, if r is chosen sufficiently
large, this module will be one of those for which our claim has already been
proved. But then Eq. (3.6) shows that W is integrable as well.
Summarizing, we have proved the following proposition.
Proposition 3.8. A finite-dimensional irreducible U(g)-module is integrable if
and only if its highest weight belongs to ∑a Z a .
The set of all dominant weights in
∑
a Z a will be denoted by Λ.
We close this subsection by recalling the following well-known fact. If W is
an integrable (left) U(g)-module, then it has a canonical structure of a right B-
comodule, whose structure map
δ :W →W ⊗B
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is defined as follows. Using Sweedler’s notation, we write
δ(w)=
∑
(w)
w(0)⊗w(1), w ∈W.
Then we have∑
(w)
w(0)〈w(1), x〉 = (−1)[w][x]xw, ∀x ∈ U(g). (3.7)
Thus the comodule structure induces the original module structure in the
canonical way.
3.6. Application: The superdeterminant
As an application of Section 3.5, let us present a representation theoretical
interpretation of the superdeterminant of t = (tab). This should be compared with
the homological interpretation of the Berezinian in [15, Chapter 3], which is
applicable to a more general context.
Recall that in Section 3.5 we have seen that the one-dimensional U(g)-module
CStr given by the supertrace is integrable. It follows that CStr has a natural right
B-comodule structure:
δ :CStr →CStr ⊗ B.
Definition 3.5. Let Sdet ∈ B be defined by δ(1)= 1⊗ Sdet.
Lemma 3.4. The superdeterminant Sdet satisfies the following relations:
(1) Sdet = αβ¯, with α := det(tij )mi,j=1, β¯ := det
(
t¯µν
)m+n
µ,ν=m+1.
(2) (Sdet)= Sdet⊗ Sdet, S(Sdet)= Sdet−1.
Proof. (1) follows from the explicit form of u+ ⊗ u− (we are using the notation
of Section 3.5). The first equation of (2) is a consequence of the B-comodule
structure of CStr, and the second equation follows from the first. ✷
We may express β¯ in terms of t by using Eq. (6.7). This casts Sdet into the
familiar form of the Berezinian superdeterminant of t .
4. Induced representations
As is well known, the representation theory of Lie supergroups and Lie super-
algebras is an extremely difficult and rich subject. Only recently it became pos-
sible to compute the characters of finite-dimensional irreducible representations
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thanks to the seminal work of Serganova [22]. We also mention that the enormous
complexity of the representation theory of U(g) (at least for m,n 2) is clearly
displayed in Ref. [8]. In this section we take some exploratory steps in studying
the representation theory of the general linear supergroup by adopting the strat-
egy of non-commutative geometry [6], where geometric spaces are replaced by
algebras, and bundles by projective modules. An advantage of such an approach
is that while the geometric significance of various objects largely remains, diffi-
culties associated with complications in supermanifold theory [1] do not seem to
cause problems.
4.1. Homogeneous superspaces and supervector bundles
We introduce some algebraic structures which may be considered as a replace-
ment of the geometric notions of homogeneous superspaces and supervector bun-
dles [15]. These structures suit very well our purpose of developing the represen-
tation theory of the general linear supergroup within the Hopf algebraic frame-
work. Let us start by defining two left actions dR and dL of U(g) on B. For all
x ∈ U(g), f ∈ B,
dRx(f ) =
∑
(f )
(−1)[x][f ]f(1)〈f(2), x〉,
dLx(f ) =
∑
(f )
(−1)[x]〈f(1), S(x)〉f(2), (4.1)
where we have used Sweedler’s notation expressing the comultiplication (f ) of
any f ∈ B by ∑(f ) f(1) ⊗ f(2). Equivalently, Eqs. (4.1) can be rewritten in the
form 〈
dRx(f ), y
〉= (−1)[x]([f ]+[y])〈f,yx〉,〈
dLx(f ), y
〉= (−1)[x][f ]〈f,S(x)y〉, (4.2)
for all x, y ∈ U(g) and f ∈ B. Straightforward calculations show that both
of these actions convert B into a left U(g)-module superalgebra, that is to
say: Each of these actions converts B into a (graded) left U(g)-module, and
with respect to this module structure the product map of B is a U(g)-module
homomorphism and the unit element of B is U(g)-invariant. Also, the two
actions supercommute. Qualitatively speaking, the fact that the product map in
B is a module homomorphism means that the operators dRx and dLx behave
as some sort of generalized superderivations. In particular, if x ∈ g, they are
superderivations. This conforms with the fact that in the next section we are
going to see that these actions are the differentials of the left and right translations
extended to the entire universal enveloping superalgebra (see also Eqs. (4.2)).
Let k be the sub-superalgebra of g generated by Eaa , a ∈ I , and Ec,c+1, Ec+1,c
with c belonging to some subset of I\{m + n}. Let p be the parabolic sub-
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superalgebra of g containing k and all elements Eab with a < b. Then p = k⊕ n
(as graded vector spaces), with some nilpotent ideal n of p.
Definition 4.1.
A := {f ∈ B ∣∣ dRk(f )= (k)f, ∀k ∈ U(k)}. (4.3)
That is, A consists of all elements of B which are invariant with respect to
U(k) under the action dR. Since U(k) is a Hopf sub-superalgebra of U(g), we
have (k)=∑(k) k(1)⊗ k(2) ∈ U(k)⊗ U(k) for all k ∈ U(k). Hence, if a, b ∈A,
dRk(ab)=
∑
(k)
(−1)[k(2)][a] dRk(1) (a)dRk(2)(b)= (k)ab, ∀k ∈ U(k).
Therefore, A is a sub-superalgebra of B. Morally, we may think of A as the
algebra of functions on some homogeneous superspace [15], which defines the
homogeneous superspace itself.
Definition 4.2. Given any finite-dimensional k-module Ξ , we define
Γ (Ξ) := {ζ ∈Ξ ⊗C B ∣∣ (id⊗ dRk)ζ = (S(k)⊗ id)ζ, ∀k ∈ U(k)}. (4.4)
To be precise, in Eq. (4.4) S(k) is understood to be the representative of the
element S(k) ∈ U(k) under the representation of U(k) in Ξ .
Let us next remark that for every graded vector space W , the tensor product
W ⊗C B admits both a right and a left B-module structure, which are defined by
(w⊗ b)b′ =w⊗ bb′ and b′(w⊗ b)= (−1)[b′][w]w⊗ b′b,
respectively, for all w ∈W and b, b′ ∈ B. However, each of these structures can
be derived from the other in the canonical way described in Appendix A; i.e., we
have
b′(w⊗ b)= (−1)[b′]([w]+[b])(w⊗ b)b′.
This shows that it is sufficient to consider only one of these structures, and we
prefer to work with the right one. Needless to say, a similar remark applies with
B replaced by A.
Proposition 4.1. The right B-module structure of Ξ ⊗ B induces a right
A-module structure of Γ (Ξ).
Proof. We have to show that the right action of A maps Γ (Ξ) into itself. This
can be confirmed by a straightforward calculation. For k ∈ U(k), ζ ∈ Γ (Ξ), and
a ∈A we have
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(id⊗ dRk)(ζ a) =
∑
(k)
(−1)[k(2)][ζ ]{(id⊗ dRk(1))ζ}{dRk(2) a}
= {(id⊗ dRk)ζ}a = (S(k)⊗ id)(ζ a). ✷
When Ξ is actually an integrable U(g)-module, the A-module structure of
Γ (Ξ) becomes particularly simple.
Proposition 4.2. Let W be an integrable left U(g)-module, which naturally
restricts to a left U(k)-module. Then the right A-modules Γ (W) and W ⊗C A
are isomorphic.
Proof. Being an integrable left U(g)-module, W carries a natural right B-
comodule structure with structure map δ :W → W ⊗ B given in Section 3.5.
Define η :W ⊗B→W ⊗ B by the composition of maps
W ⊗ B δ⊗ id−−−→W ⊗ B⊗ B id⊗m−−−→W ⊗B,
where m :B ⊗ B → B is the multiplication of B. Then η is a right B-module
isomorphism, with the inverse map η−1 given by the composition
W ⊗ B δ⊗ id−−−→W ⊗ B⊗ B id⊗S⊗ id−−−−−−→W ⊗ B⊗ B id⊗m−−−→W ⊗B.
One checks that η(Γ (W)) ⊂W ⊗A and η−1(W ⊗A) ⊂ Γ (W). Consequently,
the restriction of η to Γ (W) provides the desired right A-module isomor-
phism. ✷
The proposition implies the following corollary.
Corollary 4.1. If Ξ and Ξ ′ are finite-dimensional U(k)-modules such that on
Ξ ⊕Ξ ′ there exists an integrable U(g)-module structure which induces the given
U(k)-module structures on Ξ and Ξ ′, then Γ (Ξ) and Γ (Ξ ′) are finite type
projective right A-modules.
Recall that in classical differential geometry, the Serre–Swan theorem states
that there is a one-to-one correspondence between the spaces of the continuous
sections of vectors bundles over a compact manifold and the finite type projective
modules of the algebra of continuous functions on the manifold. This result
is taken as the starting point for studying vector bundles in non-commutative
geometry [6]. Here we shall also interpret a finite type projective Γ (Ξ) as the
space of sections of an algebraic analogue of a supervector bundle [15] over the
homogeneous superspace associated with A.
We now show that the conditions of Corollary 4.1 are easy to meet. We need
the following technical lemma.
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Lemma 4.1. Let W be an irreducible U(g)-module cyclically generated by the
lowest weight vector w−. Then U(k)w− is a U(k)-irreducible direct summand in
the natural restriction of W to a U(k)-module.
Proof. There exists a C-basis of W consisting of elements of the form
w(a) = Ea1 a1+1Ea2 a2+1 · · ·Eak ak+1w−, k = 0,1, . . . .
Let S be the set consisting of the basis elements w(a) such that for every ai in
(a) = (a1, a2, . . . , ak), Eai ai+1 ∈ U(k). Denote by Ξ the vector space spanned
by S , and by Ξ ′ that spanned by the basis elements not contained in S . Then as
a vector space
W =Ξ ⊕Ξ ′.
This in fact is also a U(k)-module direct sum. To see this, we note that
Ξ = U(k)w−, and is obviously a U(k)-submodule of W . By recalling that
[Ea+1a,Eb b+1] = 0 if Ea+1a ∈ U(k), Ebb+1 /∈ U(k), we can easily see that Ξ ′
forms a U(k)-submodule.
If Ξ were not an irreducible U(k)-submodule, then it would contain a proper
non-zero U(k)-submodule Ξ1 such that the weight of any weight vector in Ξ1 is
higher than that of w−. Since Ξ1 is annihilated by all Eb+1b /∈ U(k), it follows
that U(g)Ξ1 is a proper U(g)-submodule of W , contradicting the irreducibility of
W as a U(g)-module. ✷
Remark 4.1. In general, an irreducible U(g)-module W does not restrict to
a semi-simple U(k)-module even when it is finite-dimensional. Thus the lemma is
somewhat counter-intuitive, even though its proof is simple.
Combining Corollary 4.1 and Lemma 4.1 we obtain the following theorem.
Theorem 4.1. Let Ξ be a finite-dimensional irreducible U(k)-module with lowest
weight µ˜ such that −µ˜ ∈ Λ. Then Γ (Ξ) is a finite type projective A-module.
It follows that Γ (V ) is finitely generated and projective over A if V is a
finite-dimensional semi-simple U(k)-module such that the lowest weight of each
irreducible submodule belongs to −Λ.
4.2. Induced representations
The following observation explains the relevance of Γ (Ξ) to the representa-
tion theory of U(g).
Proposition 4.3. Γ (Ξ) is a left U(g)-module under the action
U(g)⊗ Γ (Ξ)→ Γ (Ξ), x ⊗ ζ → (id⊗ dLx)ζ.
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Proof. For k ∈ U(k), x ∈ U(g), and ζ ∈ Γ (Ξ), we have
(id⊗ dRk)(id⊗ dLx)(ζ ) = (−1)[k][x](id⊗ dLx)(id⊗ dRk)(ζ )
= (S(k)⊗ id)(id⊗ dLx)(ζ ).
Thus Γ (Ξ) is invariant under the action of id⊗ dLx . ✷
Recall that the notion of an integrable U(g)-module has been defined in
Section 3.5. If A is any associative superalgebra, and if V and W are two graded
(left) A-modules, we denote by HomA(V,W) the graded vector space consisting
of all maps g :V →W which are A-superlinear. If g is homogeneous, this is to
say that
g(av)= (−1)[g][a]ag(v), ∀a ∈A, v ∈ V.
Using this terminology, we have the following standard result.
Proposition 4.4. Let W be an integrable U(g)-module. Then there is a canonical
isomorphism
HomU(g)
(
W,Γ (Ξ)
)∼= HomU(k)(W,Ξ). (4.5)
Proof. The isomorphism is given by
HomU(g)
(
W,Γ (Ξ)
) → HomU(k)(W,Ξ),
ψ → (id⊗ B) ◦ψ,
where B is the counit of B (equal to the evaluation at 1U(g)). In order to prove the
proposition, one starts by identifying HomU(g)(W,Γ (Ξ)) with a suitable space
of C-bilinear maps of W ×U(g) into Ξ . ✷
In the case of ordinary semi-simple Lie algebras, a non-trivialΓ (Ξ) associated
with an irreducible Ξ is in general infinite-dimensional, but its subspace of the
‘holomorphic sections’ forms a finite-dimensional irreducible module as follows
from the Borel–Weil theorem. In the Lie superalgebra case, the analogue of the
space of the holomorphic sections is
O(Ξ) := {ζ ∈ Γ (Ξ) ∣∣ (id⊗ dRp)ζ = (S(p)⊗ id)ζ, ∀p ∈ U(p)}. (4.6)
It turns out that even O(Ξ) associated with an irreducible U(k)-module Ξ is
reducible in general.
In order to extract an irreducible submodule from O(Ξ) in a natural manner,
we proceed as follows. Let BD be the coradical of the cosuperalgebra B, i.e., the
(necessarily direct) sum of all simple sub-cosuperalgebras of B. Equivalently,
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let Λ be the set of the highest weights of the irreducible integrable U(g)-
modules (recall Proposition 3.8). For every λ ∈Λ, let B(λ) be the (simple) sub-
cosuperalgebra of B that is spanned by the matrix elements of Lλ (this generalizes
the definition given in Section 3.1). Then it is not difficult to show that
BD =
⊕
λ∈Λ
B(λ). (4.7)
Using this notation, we introduce
Γ D(Ξ)= (Ξ ⊗ BD)∩ Γ (Ξ).
The k-module structure of Ξ can be extended to a p-module structure with a trivial
n-action:
p×Ξ → Ξ,
(k + h,w) → kw, k ∈ k, h ∈ n.
This in turn gives a unique U(p)-module structure to Ξ .
Definition 4.3.
OD(Ξ) := {ζ ∈ Γ D(Ξ) ∣∣ (id⊗ dRp)ζ = (S(p)⊗ id)ζ, ∀p ∈ U(p)}. (4.8)
Because of the supercommutativity of dR and dL,OD(Ξ) forms a U(g)-module
under the action dL.
Theorem 4.2. Let Ξµ be a finite-dimensional irreducible U(p)-module, with
highest weight µ and lowest weight µ˜. Then there exists the following U(g)-
module isomorphism:
OD(Ξµ)∼=
{
L(−µ˜)† or L′(−µ˜)†, if − µ˜ ∈Λ,
{0}, otherwise, (4.9)
where L′
(−µ˜)† is the U(g)-module L(−µ˜)† , endowed with the opposite gradation
(see Section 3.5).
Proof. To begin with we note that n acts trivially on Ξµ, i.e., we are in the
situation described on the lines preceding Definition 4.3.
In order to prove the theorem, we use another description of regular functions
on the general linear supergroup. For every λ ∈Λ, we introduce the linear map
φ(λ) :L∗λ ⊗Lλ → B(λ
†),
w⊗ v → φ(λ)(w⊗ v),
φ(λ)(w⊗ v)(x) = (−1)([w]+[v])[x]〈xw,v〉, ∀x ∈ U(g).
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It is known that for every finite-dimensional irreducible representation π of U(g)
in a superspace W the image π(U(g)) is equal to the full endomorphism algebra
of W , i.e., Burnside’s theorem holds in its classical form. This implies that φ(λ) is
a superspace isomorphism.
The superspace L∗λ ⊗Lλ admits two natural actions / and r of U(g):
rx(w⊗ v) = (x ⊗ id)(w⊗ v),
/x(w⊗ v) = (id⊗ x)(w⊗ v).
Since
φ(λ) ◦ /x = dLx ◦ φ(λ), φ(λ) ◦ rx = dRx ◦ φ(λ), ∀x ∈ U(g),
we have the following lemma.
Lemma 4.2. The map φ(λ) defines U(g)-module isomorphisms
(r,L∗λ ⊗Lλ)∼=
(
dR,B(λ
†)) and (/,L∗λ⊗Lλ)∼= (dL,B(λ†)).
We now turn to the theorem. The U(g)-module OD(Ξµ) can be decomposed
into the direct sum of submodules
OD(Ξµ)=
⊕
λ∈Λ
O(λ)(Ξµ), O(λ)(Ξµ)=
(
Ξµ ⊗B(λ)
)∩OD(Ξµ),
where some (or even all) of the O(λ)(Ξµ) may vanish.
For a fixed λ ∈ Λ, we consider O(λ†)(Ξµ). Under the U(g)-module isomor-
phism (id⊗ φ(λ))−1, the defining property of O(λ†)(Ξµ) yields
(id⊗ p⊗ id)(id⊗ φ(λ))−1(ζ )= (S(p)⊗ id⊗ id)(id⊗ φ(λ))−1(ζ ),
(4.10)
for all ζ ∈O(λ†)(Ξµ) and all p ∈ U(p). We identifyΞµ⊗L∗λ with HomC(Lλ,Ξµ).
Then Eq. (4.10) is equivalent to(
id⊗ φ(λ))−1O(λ†)(Ξµ)= HomU(p)(Lλ,Ξµ)⊗Lλ. (4.11)
Consider now the Z2-graded vector space HomU(p)(Lλ,Ξµ), whose elements
supercommute with the action of U(p). Because of the irreducibility of Ξµ, every
homogeneous non-zero map φ ∈ HomU(p)(Lλ,Ξµ) must be surjective, and thus
Ξµ ∼= Lλ/kerφ. As a U(p)-module,Lλ is indecomposable, and contains a unique
maximal proper submodule M , namely, the sum of all submodules that do not
contain the lowest weight vector w− of the U(g)-module Lλ. This implies that
kerφ = M , and that φ(w−) is a (non-zero) lowest weight vector of the U(p)-
module Ξµ. It follows that the lowest weight λ¯ of Lλ is equal to µ˜, and that all
homogeneous elements of HomU(p)(Lλ,Ξµ) are scalar multiples of one another.
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Moreover, if λ¯ = µ˜, i.e., if λ† = −µ˜, the foregoing shows that a homogeneous
non-zero φ does exist. Thus we have proved that
dim HomU(p)(Lλ,Ξµ)= δλ†,−µ˜.
Finally, when λ† =−µ˜, the right-hand side of (4.11), regarded as a U(g)-module
under the action /, is isomorphic to Lλ or to L′λ, depending on whether the
elements of HomU(p)(Lλ,Ξµ) are even or odd. This immediately leads to the
theorem. ✷
Remark 4.2. According to Theorem 4.1, Γ (Ξµ) is a finite type projective
A-module and thus may be interpreted as the space of the sections of a homo-
geneous supervector bundle in our algebraic setting. Theorem 4.2 realizes every
irreducible integrable representation of the general linear supergroup on the sub-
space OD of the space of the sections of such a bundle, in a way similar to the
Borel–Weil theorem for compact Lie groups. A geometric Bott–Borel–Weil the-
ory for Lie supergroups was studied extensively by Penkov in [18], but it is still
rather incomplete. Results of this section appear to provide a framework for de-
veloping an analogous theory in a Hopf superalgebraic setting, and it will be very
interesting to carry out this program.
Remark 4.3. For every subset Λ′ of Λ, Theorem 4.2 and its proof remain valid
if Λ is replaced by Λ′, provided this replacement is also made in the definition
(4.7) of BD. A quantum analogue of the special case Λ′ =Λ(1) ∪Λ(2), and hence
BD = B +B , of this result was proven in [26].
5. The general linear supergroup
In the present section we are going to show how to reconstruct the general
linear supergroup from the supercommutative Hopf superalgebra B. The main
result proved is an algebraic version of Tannaka–Krein duality for the general
linear supergroup.
Throughout this section, R = R0¯ ⊕ R1¯ denotes a non-zero supercommutative
associative superalgebra over C with a unit element. The assumption R = {0}
ensures that C can be canonically embedded into R. The algebraic structures of
interest in this section are assumed to be overR. In Appendix A we have collected
some of the pertinent definitions and results, and we shall use this material without
further explanation.
Let U(g) and B be defined as before, and let Û(g)= U(g)⊗R and B̂ = B⊗R
be the Hopf superalgebras over R obtained from them by extending the domain
of scalars from C to R (see Appendix A.3).
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Definition 5.1. The set of all R-superalgebra homomorphisms of B̂ into R will be
denoted by G.
That is, every element of G belongs to HomR(B̂,R)0¯, preserves the multipli-
cation and sends 1 to 1.
Theorem 5.1. With the multiplication inherited from HomR(B̂,R), the set G
forms a group.
Proof. It follows from Lemma A.3 that HomR(B̂,R) is an R-superalgebra with
the multiplication induced by the cosuperalgebraic structure of B̂. Accordingly, if
g1, g2 ∈G, their product is defined by
(g1g2)(b)=
∑
(b)
g1(b(1))g2(b(2)), ∀b ∈ B̂,
where we have used the standard Sweedler notation for the coproduct of b.
We first observe that G is closed under the associative (!) multiplication: For
all a, b ∈ B̂, we have
(g1g2)(ab) =
∑
(a),(b)
(−1)[a(2)][b(1)]g1(a(1)b(1))g2(a(2)b(2))
=
∑
(a)
g1(a(1))g2(a(2))
∑
(b)
g1(b(1))g2(b(2))
= (g1g2)(a)(g1g2)(b);
that is, (g1g2)(ab)= (g1g2)(a)(g1g2)(b).
Also, for each g ∈ G, there exists a (necessarily unique) element g′ in G,
defined by
g′(b)= g(S(b)), ∀b ∈ B̂,
which is the two-sided inverse of g:
(gg′)(b) =
∑
(b)
g
(
b(1)S(b(2))
)= ◦(b),
(g′g)(b) =
∑
(b)
g
(
S(b(1))b(2)
)= ◦(b), ∀b ∈ B̂. ✷
Remark 5.1. Let g :B ⊗ R→ R be an element of G, and let g0 :B→ R be the
map defined by
g0(b)= g(b⊗ 1), ∀b ∈ B.
Then g0 is an element of G0, the group of all C-superalgebra homomorphisms of
B into R. Conversely, if g0 ∈G0, its canonical extension g :B⊗R→ R, defined
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by g(b ⊗ r) = g0(b)r for all b ∈ B and r ∈ R, is the unique R-superalgebra
homomorphism B⊗R→R that extends g0. It is easy to see that the assignment
g → g0 defines a group isomorphism of G onto G0. This shows that our group G
is isomorphic to a group introduced by Boseck in Ref. [4].
Let π be an integrable matrix representation of U(g) of superdimension
(d0¯|d1¯). Then the matrix elements πij , i, j = 1,2, . . . , d0¯ + d1¯, of π belong
to B. According to Appendix A.3 π has a unique canonical extension to an R-
superalgebra homomorphism
πˆ : Û(g)→ M(d0¯|d1¯,C)⊗R,
which can be described as follows: If Eij are the canonical basis elements of
M(d0¯|d1¯,C), and if πˆij : Û(g)→ R is the R-superlinear extension of the linear
form πij , i.e., πˆij (x ⊗ r)= πij (x)r for all x ∈ U(g) and r ∈ R, then we have
πˆ(x ⊗ r)=
∑
ij
Eij ⊗ πˆij (x ⊗ r),
again for all x ∈ U(g) and r ∈ R. By a slight abuse of language, we call πˆ an
integrable matrix representation of Û(g) and also of gˆ := g⊗R.
Remark 5.2. The reason for working with M(d0¯|d1¯,C)⊗R instead of M(d0¯|d1¯,R)
is explained in Remark A.1 (see also the calculation in the proof of the subsequent
proposition). Quite generally, the R-superlinear extension bˆ of an element b ∈ B
can and occasionally will be identified with its canonical image b⊗ 1R ∈ B̂.
Proposition 5.1. Every integrable representation of gˆ lifts to a representation πˆ
of the group G:
πˆ :G → (M(d0¯|d1¯,C)⊗R)0¯,
g →
∑
ij
Eij ⊗ g(πˆij ).
Proof. This is easy. For the identity ◦ of G, we have ◦(πij ) = δij , thus πˆ(◦)
gives the unit matrix. If g1, g2 ∈G, we calculate
πˆ(g1)πˆ(g2) =
(∑
ij
Eij ⊗ g1(πˆij )
)(∑
k/
Ek/⊗ g2(πˆk/)
)
=
∑
ijk/
(−1)([j ]−[i])([k]−[/])EijEk/⊗ g1(πˆij )g2(πˆk/)
=
∑
ik/
(−1)([k]−[i])([k]−[/])Ei/ ⊗ g1(πˆik)g2(πˆk/)
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=
∑
ijk
(−1)([k]−[i])([k]−[j ])Eij ⊗ 〈g1 ⊗ g2, πˆik ⊗ πˆkj 〉
=
∑
ij
Eij ⊗
〈
g1 ⊗ g2,(πˆij )
〉=∑
ij
Eij ⊗ 〈g1g2, πˆij 〉
= πˆ(g1g2). ✷
In particular, the contravariant vector representation t of g lifts to the group
representation
tˆ :G→ (M(m|n,C)⊗R)0¯.
Theorem 5.2. The map tˆ induces an isomorphism of the group G onto the group
of all invertible elements of (M(m|n,C)⊗R)0¯. We recall that the latter group is
naturally isomorphic with GL(m|n,R) (see Eq. (A.5)).
Proof. Proposition 5.1 implies that tˆ (g) is invertible, for all g ∈G. Conversely,
let
M =
∑
a,b∈I
Eab ⊗mab
be an invertible element of (M(m|n,C)⊗R)0¯. Then it follows from Theorem 3.1
that there exists a unique C-superalgebra homomorphism f :B → R such that
f (tab) = mab for all a, b ∈ I . Using the isomorphism (A.5), the invertibility
of M , and Lemma A.4, we immediately conclude that the elements α,β ∈
B introduced in Eq. (3.5) are mapped by f to invertible elements of R. In
view of Proposition A.1 and of Theorem 3.3, this implies that f has a unique
extension to a C-superalgebra homomorphism of B into R. For convenience,
this homomorphism will also be denoted by f . Let g : B̂ → R be the unique
R-superalgebra homomorphism that extends f (see Remark 5.1). Then we have
g ∈G and tˆ (g)=M , moreover, the uniqueness statements in the preceding proof
show that g is the sole element of G with the latter property. This proves the
theorem.
The reader may have noticed that in essence the preceding proof is an
application of the presentation of B that we have alluded to in Remark 3.3. We
could also use the presentation of B provided by Theorem 3.4. ✷
In order to prepare the formulation of the next proposition, we recall that
gˆ= g⊗ R is a Lie superalgebra over R and is canonically embedded in Û(g). It
follows that gˆ0¯ is a Lie algebra overR0¯. On the other hand, let 〈 , 〉 : B̂× Û(g)→R
be the R-superbilinear extension of the canonical pairing of B with U(g). Then
〈 , 〉 is a pairing of Hopf superalgebras over R in the obvious sense, and since B
separates the points of U(g), this pairing is non-degenerate. Define the C-linear
map
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ı : Û(g) → HomR
(B̂,R),〈
ı(x), b
〉 = (−1)[x][b]〈b, x〉, x ∈ Û(g), b ∈ B̂.
Then the foregoing implies that ı is an injective homomorphism of R-superalge-
bras.
Proposition 5.2. Suppose that the algebra R is finite-dimensional. Then the
following holds true:
(a) For every X ∈ g0¯ and every b ∈ B̂, the family (〈b,Xk〉/k!)k0 is summable
in R, and its sum will be denoted by (exp(X))(b).
(b) For every X ∈ g0¯, the map exp(X) : B̂→ R, defined by b → (exp(X))(b) for
all b ∈ B̂, is an R-superalgebra homomorphism and hence belongs to G.
(c) It follows that we have got a well-defined ‘exponential map’ exp :g0¯ →G.
Remark 5.3. Using the notation of the proposition, we have〈
ı(X)k, b
〉= 〈ı(Xk), b〉= 〈b,Xk 〉.
From a strictly systematic point of view, it might be more natural to formulate the
proposition in terms of ı(X), rather than with X itself, but we prefer not to use
this more complicated notation.
Proof of Proposition 5.2. To begin with, we recall that on every finite-
dimensional vector space over C there exists a unique Hausdorff topology which
converts it into a topological vector space. Of course, in part (a) of the proposition
and also everywhere in the sequel we are using this topology.
Let us next collect some well-known facts referring to the topology of finite-
dimensional vector spaces.
(1) All linear, bilinear, . . . , multilinear maps between finite-dimensional vector
spaces are continuous.
(2) In particular, if A is a finite-dimensional algebra of any type, then it is
a topological algebra.
(3) Let (ak)k0 and (b/)/0 be two summable families in A. Then the family
(akb/)k,/0 is summable, and we have∑
k,/0
akb/ =
(∑
k0
ak
)(∑
/0
b/
)
.
(4) Suppose that A is associative and has a unit element. Then, for every
element a ∈ A, the family (ak/k!)k0 is summable, and its sum is called
the exponential exp(a) of a.
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Let us now proceed to the proof of the proposition. Consider an arbitrary
integrable matrix representation π of U(g). We are going to use the notation
introduced before Remark 5.2. Choosing b = πˆij and calculating as in the proof
of Proposition 5.1, we obtain
∑
ij
Eij ⊗
〈
πˆij ,X
k
〉= (∑
ij
Eij ⊗ 〈πˆij ,X〉
)k
.
Dividing by k!, we know from (4) that the right-hand side and hence the left-
hand side is summable over k. But then (1) implies that, for all i, j , the families
(〈πˆij ,Xk〉/k!)k0 are summable as well, which proves (a) for b = πˆij . Next we
note that for all elements r ∈ R, we have〈
πˆij r,X
k
〉= 〈πˆij ,Xk 〉r.
Using (2), this proves (a) for elements b ∈ B̂ of the form πˆij r . But every element
of B̂ can be written as a finite sum of elements of this latter type, and hence (a) is
proved.
In order to prove (b) (and hence the proposition) we have to show that the map
exp(X) is an R-superalgebra homomorphism. Obviously, it is R-superlinear and
homogeneous of degree 0¯. The unit element of B̂ is the R-superlinear extension
ˆ of the counit  of U(g). Since the latter vanishes on g, exp(X) maps ˆ onto 1R .
Finally, we prove that exp(X) is multiplicative: If a, b ∈ B̂ and X ∈ gˆ0¯, we have〈
ab,Xk
〉= 〈a ⊗ b, (X⊗ 1+ 1⊗X)k 〉= ∑
p+q=k
k!
p!q!
〈
a,Xp
〉〈
b,Xq
〉
.
But then (3) implies that
exp(X)(ab)= exp(X)(a) exp(X)(b),
and the proposition is proved. ✷
Till the end of the present section, the superalgebra R is assumed to be finite-
dimensional.
As an intermediate result of the preceding proof, we note that∑
ij
Eij ⊗ exp(X)(πˆij )= exp
(∑
ij
Eij ⊗ 〈πˆij ,X〉
)
,
for every integrable matrix representation π of U(g). One obvious property of the
exponential map is that ifX,Y ∈ g0¯ commute, then exp(X) exp(Y )= exp(X+Y ).
Every element b ∈ B̂ defines a function b˜ :G→R by setting b˜(g)= 〈g,b〉 for
all g ∈ G, and every such function is a polynomial over R in the functions t˜ac
and ˜¯tac. However, some care must be exercised, since under our assumptions the
assignment b → b˜ is not injective, independent of how the (finite-dimensional (!))
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superalgebra R has been chosen. The proof is easy. Choose a homogeneous
non-zero element s ∈ R such that rs = 0 for all r ∈ R1¯, and also a non-zero
element b ∈ B1¯. Since the elements of G are even, we have g(b) ∈ R1¯ and hence
g(bs)= g(b)s = 0, for all g ∈G.
Let F(G,R) be the R-superalgebra of all maps of G into R. (Addition,
multiplication, and left and right multiplication by an element of R are defined
in the obvious way, while the gradation is defined as follows: An element f ∈
F(G,R) is homogeneous of degree γ ∈ Z2 if f (g) ∈ Rγ for all g ∈G.) Consider
the map B̂→F(G,R) defined by b → b˜ for all b ∈ B̂. Obviously, this map is an
R-superalgebra homomorphism, let K be its kernel and B˜ be its image. Then B˜ is
an R-superalgebra which is isomorphic to B̂/K. We call B˜ the R-superalgebra of
regular R-valued functions on the general linear supergroup.
The situation improves if we restrict our attention to B and hence consider
the C-superalgebra homomorphism B→ F(G,R), again defined by b → b˜. Of
course, the kernel of this homomorphism is equal to K ∩ B. Evaluating Eq. (5.3)
at the unit element of G we see that from b ∈K it follows that
〈b,X1X2 . . .Xp〉 = 0,
for all integers p  1 and all elements X1,X2, . . . ,Xp ∈ gˆ0¯. But if in addition
b ∈ B, and if R is a Grassmann algebra with N  dimg1¯ = 2mn generators, then
this is sufficient to show that b = 0. Thus under these assumptions the elements of
B can be identified with functions on G.
Next we define the right translation Rh and the left translation Lh, h ∈G, on
the functions b˜, with b ∈ B̂, by
Rh
(
b˜
)
(g)= b˜(gh), Lh
(
b˜
)
(g)= b˜(h−1g).
The differentials of these actions are given by
dRX
(
b˜
)
(g) := d
dσ
b˜
(
g exp(σX)
)∣∣∣∣
σ=0
=
∑
(b)
b˜(1)(g)
d
dσ
b˜(2)
(
exp(σX)
)∣∣∣∣
σ=0
=
∑
(b)
b˜(1)(g)〈b(2),X〉, (5.1)
dLX
(
b˜
)
(g) := d
dσ
b˜
(
exp(−σX)g)∣∣∣∣
σ=0
=
∑
(b)
〈b(1),−X〉b˜(2)(g), (5.2)
where X ∈ gˆ0¯ and where σ is a complex parameter. By iteration of Eq. (5.1), we
derive the following formula:
dRX1 dRX2 . . .dRXp
(
b˜
)=∑
(b)
b˜(1)〈b(2),X1X2 . . .Xp〉, (5.3)
which holds for all integers p  1, all Xi ∈ gˆ0¯, and all b ∈ B̂. Of course, a similar
formula holds for dL.
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Eqs. (5.1)–(5.3) are not quite as harmless as they look like at first sight: The
right-most sides seem to depend on b and not only on b˜, as they should. Stated
differently, it is not obvious that these terms vanish if b ∈ K. Nevertheless, the
derivation of these expressions shows that this must be the case.
Define LieL := {dLX | X ∈ gˆ0¯} and LieR := {dRX | X ∈ gˆ0¯}. Both are R0¯-
modules of derivations of B˜.
Proposition 5.3. Under the R0¯-bilinear brackets
[dLX,dLY ] := dLX dLY −dLY dLX,
[dRX,dRY ] := dRX dRY −dRY dRX,
the maps dL : gˆ0¯ → LieL and dR : gˆ0¯ → LieR are isomorphisms of Lie algebras
over R0¯.
Proof. We only consider dR, the case of dL is treated similarly. Let us first show
that the map X → dRX is injective. Suppose that dRX = 0 for some element
X ∈ gˆ0¯. Then Eq. (5.3) with p = 2 implies that
〈b,YX〉 = 0, ∀b ∈ B̂, Y ∈ gˆ0¯.
Choose a homogeneous basis (rq) of R overC and write X =∑q Xq⊗rq , where
the elements Xq ∈ U(g) are uniquely determined and homogeneous. Suppose that
X = 0, and let p be an index such thatXp = 0. Choose an element Y ∈ U(g)0¯ such
that YXp = 0. Since B separates the elements of U(g), there exists an element
b ∈ B such that 〈b,YXp〉 = 0, and it follows that 〈b,YX〉 = 0, a contradiction.
The fact that dR is a Lie algebra homomorphism immediately follows from
Eq. (5.3) with p= 2. ✷
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Appendix A
For convenience of reference we collect here some notions on algebraic
structures over supercommutative superalgebras. Moreover, we construct the
Hopf superalgebra structure of the superalgebra BD−1 defined in Section 3.4.
Throughout the appendix, R =R0¯ ⊕R1¯ denotes a non-zero supercommutative
associative superalgebra over C with a unit element. The assumption R = {0}
ensures that C can be canonically embedded into R. If θ, θ ′ ∈ R1¯, then θθ ′ =−θ ′θ . In particular, θ2 = 0.
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A.1. Localization
Let S be a non-empty subset of R0¯, which is closed under multiplication and
does not contain zero divisors of R. We now construct the localization RS−1 of R
at S, which is a C-superalgebra containingR and the ‘inverses’ of all the elements
of S. Define
RS−1 =R× S/∼,
with the equivalence relation ∼ defined in the following way: (r, s) ∼ (r ′, s′)
if and only if rs′ = r ′s. The equivalence class of (r, s) will be denoted by r/s.
Introduce in RS−1 an addition, multiplication, multiplication by scalars as if r/s
were fractions. This turnsRS−1 into an associative superalgebra (with the obvious
Z2-gradation). The unit element is the equivalence class containing (s, s), s ∈ S,
and the zero element is that containing (0, s), s ∈ S.
Denote by ϕ ∈ HomC(R,RS−1) the canonical map which associates to an
element r ∈R the equivalence class of (rs, s), s ∈ S. This is a superalgebra map,
with the image ϕ(s) of every element s ∈ S invertible in RS−1.
Lemma A.1. The canonical map ϕ is injective.
One can also easily show that the pair consisting of RS−1 and ϕ has the
following universal property.
Proposition A.1. Let R′ be an associative superalgebra with a unit element, and
let f :R → R′ be an algebra homomorphism (mapping 1 to 1) such that the
elements f (s), s ∈ S, are all invertible in R′. Then there exists a unique algebra
homomorphism
f˜ :RS−1 →R′,
mapping 1 to 1, such that f = f˜ ϕ.
We call f˜ the canonical extension of f .
For any two subspaces X and Y of an algebra, we denote by XY the subspace
consisting of finite sums of elements of the form xy , x ∈X, y ∈ Y .
Lemma A.2. Let J˜ be a graded ideal of RS−1 . Then
J˜ = (J˜ ∩ ϕ(R))RS−1.
Proof. Set J = J˜ ∩ϕ(R). Clearly (J˜ ∩ϕ(R))RS−1 ⊂ J˜ . Conversely, every a ∈ J˜
can be expressed as a = ϕ(r)ϕ(s)−1, for some r ∈ R, s ∈ S. Since J˜ is an ideal,
ϕ(r)= aϕ(s) ∈ J , hence the claim of the lemma. ✷
76 M. Scheunert, R.B. Zhang / Journal of Algebra 254 (2002) 44–83
Corollary A.1. Let R′ be an associative superalgebra over C, and let f :R→ R′
be a C-algebra homomorphism mapping all elements of S to invertible elements
of R′. If f is injective, then so is the canonical extension f˜ of f .
A.2. Algebraic structures over R
In the present subsection we are going to remind the reader of some well-
known definitions and facts from the theory of algebraic structures over R. For
more details, we refer the reader to Ref. [14] and to the appendix of Ref. [20],
where this material is discussed under more general assumptions.
To begin with, we note that the supercommutativity ofR enables one to convert
every Z2-graded left R-module V into a Z2-graded right R-module by defining
vr = (−1)[v][r]rv for all v ∈ V and r ∈ R. In the same way, every Z2-graded
right R-module gives rise to a left module. Moreover, the left and right module
structures commute, so that V is a Z2-graded R-bimodule. In the sequel, we
assume that all the R-modules studied here are Z2-graded, and that they are
endowed with an R-bimodule structure as described above. Accordingly, we
simplify our terminology and just call these objects R-modules.
Let V be an R-module, and let (ei)i∈I be a family of homogeneous elements
of V . Then (ei)i∈I is a basis of the left R-module V if and only if it is a basis of
the right R-module V . If this is the case, we call (ei)i∈I a homogeneous basis of
the R-module V .
Consider two R-modules V and W . A C-linear map g :V →W is said to be
R-superlinear if it supercommutes with the action of R. If g is homogeneous, this
is to say that
g(rv)= (−1)[g][r]rg(v), ∀r ∈R, v ∈ V.
In terms of the right module structures, this condition takes the form
g(vr)= g(v)r, ∀r ∈R, v ∈ V.
Thus the R-superlinear maps are exactly the usual R-linear maps of V into W ,
regarded as right R-modules. The space of all these maps will be denoted by
HomR(V,W), it is a graded subspace of HomC(V ,W). Actually, it is an R-
module: The left module structure is defined by
(rg)(v)= rg(v), ∀g ∈ HomR(V,W), r ∈R, v ∈ V,
and the corresponding right module structure is given by
(gr)(v)= g(rv), ∀g ∈ HomR(V,W), r ∈R, v ∈ V.
For later use, we note that these equations can be written in the form
rg = (rid) ◦ g, respectively, gr = g ◦ (rid). (A.1)
M. Scheunert, R.B. Zhang / Journal of Algebra 254 (2002) 44–83 77
Let U be a third R-module. A homogeneous C-linear map b :U × V →W is
said to be R-superbilinear if the following equations are satisfied for all r ∈ R,
u ∈U , v ∈ V :
rb(u, v)= (−1)[r][b]b(ru, v), b(ur, v)= b(u, rv),
b(u, vr)= b(u, v)r.
Actually, if two of these conditions are satisfied, then so is the third. If b is not
necessarily homogeneous, then it is said to be R-superbilinear if its homogeneous
components are.
Exactly as in the non-super case, the tensor product of R-modules can be used
to describe R-superbilinear maps in terms of R-superlinear ones. In fact, since U
and V are R-bimodules (in the non-super sense), the tensor product U ⊗R V is
defined (and Z2-graded), and the left R-module structure induced from that of U
and the right R-module structure induced from that of V are related as described
at the beginning of this subsection. It follows that the R-superbilinear maps of
U ×V into W and the R-superlinear maps of U ⊗R V into W correspond to each
other exactly as in the non-super case. Needless to say, a similar result holds with
more than two tensorial factors.
Let U ′ and V ′ be two more R-modules, and let f :U → U ′ and g :V → V ′
be R-superlinear maps. Then the tensor product f ⊗ g :U ⊗V → U ′ ⊗ V ′ in the
super sense is well-defined and R-superlinear.
This being said, it should be clear how the usual algebraic structures,
defined on complex superspaces (or, more generally, on Z2-graded modules over
a commutative ring), can be generalized to be structures defined on R-modules:
The structure maps should be R-superbilinear or R-superlinear, they should
be homogeneous of degree 0¯, and they should satisfy the standard conditions
like associativity, super Jacobi identity, and so on. In this way, we obtain
associative R-superalgebras, Lie superalgebras over R, R-cosuperalgebras, Hopf
superalgebras over R, and supermodules, respectively, cosupermodules over such
objects. In all these cases, the homomorphisms of the structures are assumed to
be homogeneous of degree 0¯.
An important example of an associative R-superalgebra is HomR(V,V ) =:
EndR(V ), endowed with the composition of maps as the product.
Consider an associative R-superalgebra A (always assumed to have a unit
element). A representation of A in an R-module V is a homomorphism π :A→
EndR(V ) of R-superalgebras (this includes that π is homogeneous of degree 0¯
and that π(1)= id). On the other hand, a left A-module overR is an R-module V ,
endowed with an R-superbilinear map ρ :A×V → V , which is homogeneous of
degree 0¯ (hence ρ is R-bilinear) and makes V into a left A-module in the usual
sense. It is easy to see that the concepts of a representation of A and of a left
A-module over R are equivalent, exactly as in the non-super case.
Let us next make a few comments on coalgebraic structures over R.
A cosuperalgebra (C,, ) over R is an R-module C, together with the maps
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 ∈ HomR(C,C ⊗R C)0¯ and  ∈ HomR(C,R)0¯ which obey coassociativity and
unitarity in the usual sense. The following result still holds in the present context.
Lemma A.3. If C is a cosuperalgebra over R and A is an associative
superalgebra over R, then HomR(C,A) is an associative superalgebra over R.
The multiplication (called convolution) is defined in the usual way. For any
two elements f,g ∈ HomR(C,A), the product fg is given by
fg =m ◦ (f ⊗ g) ◦,
where m :A⊗A→A is the product map of A. More explicitly, we have
(fg)(c)=
∑
(c)
(−1)[g][c(1)]f (c(1))g(c(2)), ∀c ∈C.
The counit of C, multiplied by the unit element of A, is the unit of HomR(C,A).
Bisuperalgebras and Hopf superalgebras over R can be similarly defined. As
usual, the antipode S of a Hopf superalgebra H over R is the inverse of idH in
the convolution superalgebra HomR(H,H). Consequently, S is even, and it can
be shown that S is an anti-endomorphism both of the R-superalgebra and of the
R-cosuperalgebra H .
A.3. Extension of the domain of scalars from C to R
In the present work we are mainly interested in a special class of superalgebras,
Hopf superalgebras, . . . over R, namely those which are obtained from the
analogous complex objects by an extension of the domain of scalars. The latter
is a well-known process, and some special features of the super case have been
discussed in the appendix of Ref. [20]. Thus it should be sufficient to recall a few
basic facts.
Let V be a complex superspace. Then on the tensor product V ⊗R there exists
a natural structure of a Z2-graded right R-module: The gradation is the usual one,
and the module structure is fixed by
(v⊗ r)s = v⊗ (rs), ∀v ∈ V, r, s ∈R.
The corresponding left R-module structure (in the sense of the preceding
subsection) is given by
s(v⊗ r)= (−1)[s][v]v⊗ sr.
Thus V ⊗ R is an R-module in the sense discussed earlier. It is called the
R-module obtained from V by an extension of the domain of scalars (from C
to R) and will mostly be denoted by V̂ . Obviously, the assignment v → v ⊗ 1
defines an injection from V into V̂ . This enables us to identify V with a (complex)
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subspace of V̂ , a fact which is frequently used in the sequel, and also in the main
body of the present work.
If (ei)i∈I is a homogeneous basis of the complex vector space V , then, with the
identification just mentioned, (ei)i∈I is a homogeneous basis of the R-module V̂ .
Conversely, if (ei)i∈I is a homogeneous basis of any R-module V̂ , and if V is
the complex subspace spanned by this basis, then the C-linear map V ⊗R→ V̂ ,
given by v⊗ r → vr for all v ∈ V and r ∈ R, is an R-module isomorphism.
If W is a second complex superspace, and if g :V → W is a C-linear
map, there exists a unique canonical extension of g to an R-superlinear map
gˆ : V̂ → Ŵ , namely gˆ = g ⊗ id. We can use this fact to construct a canonical
R-module homomorphism
HomC(V ,W)⊗R→ HomR
(
V̂ , Ŵ
)
, (A.2)
it is given by
g⊗ r → gˆr, ∀g ∈ HomC(V ,W), r ∈ R,
and easily shown to be injective. For V = W , this is also a superalgebra
homomorphism.
A basic fact is the following. Let U be another complex superspace. Then there
exists a unique additive map
(U ⊗C R)⊗R (V ⊗C R)→ (U ⊗C V )⊗C R (A.3)
such that
(u⊗ r)⊗ (v⊗ s) → (−1)[r][v](u⊗ v)⊗ rs,
for all u ∈ U , v ∈ V , r, s ∈ R, and this map is a canonicalR-module isomorphism.
Needless to say, an analogous isomorphism exists in the case of more than two
tensorial factors.
Using this isomorphism and the description of bilinear maps in terms of linear
ones, we immediately see that every bilinear map b :U × V →W has a unique
canonical extension to an R-superbilinear map bˆ : Û × V̂ → Ŵ .
It should now be obvious how the usual complex graded algebraic structures
can be extended to analogous structures over R: One simply uses the canonical
extensions of the structure maps and (in the case of coalgebraic structures)
the isomorphism (A.3). For example, if A is a complex associative or Lie
superalgebra, the canonical extension of the product map converts Â into an
associative, respectively, Lie superalgebra over R. If C is a complex cosuper-
algebra with coproduct  and counit , the inverse of the isomorphism (A.3),
composed with the canonical extension of , is a coassociative coproduct on Ĉ,
which converts Ĉ into an R-cosuperalgebra, whose counit is the canonical
extension of . In the same way, a complex Hopf superalgebra is extended to
a Hopf superalgebra over R.
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The case of representations and modules is similar. Let A be a complex
associative superalgebra, let V be a complex superspace, and let Â and V̂
be their canonical extensions. Suppose that V is an A-module with structure
map ρ :A × V → V , and let π be the representation afforded by it. Then the
canonical extension ρˆ of ρ converts V̂ into an Â-module over R. On the other
hand, in the case V = W , the canonical map (A.2) is a homomorphism of R-
superalgebras. Consequently, this map, composed with the canonical extension
of π , is a representation of the R-superalgebra Â in V̂ . This representation is
exactly the one afforded by the Â-module structure over R constructed earlier.
A.4. Matrix algebras over R
Let V̂ be an R-module, and let (ei)i∈I be a finite homogeneous basis of the
R-module V̂ . We define a map [ ] : I → Z2 by [i] = [ei] for all i ∈ I . For every
element g ∈ EndR(V ), letM(g) be the matrix of g with respect to the basis (ei)i∈I
of the right R-module V . Thus we have M(g) = (M(g)i,j∈I ), where the matrix
elements M(g)i,j ∈R are defined by
g(ej )=
∑
i∈I
eiM(g)ij , ∀j ∈ I .
Obviously, the assignment g → M(g) is a bijection of EndR(V̂ ) onto the set
M(I ,R) of all I × I -matrices with elements in R. We use this bijection to
transport the algebraic structure of EndR(V̂ ) to M(I ,R). Since the final structure
depends on the degrees [ei], i.e., on the map [ ], we use a refined notation and
write M(I , [ ],R) instead of M(I ,R). Obviously, addition, multiplication, and
multiplication by complex numbers in EndR(V ) are mapped to the standard
operations of M(I , [ ],R). Furthermore, a matrix M = (mij ) ∈ M(I , [ ],R) is
homogeneous of degree α ∈ Z2 if and only if
[mij ] + [i] − [j ] = α, ∀i, j ∈ I .
Finally, we have to find the R-module structure of M(I , [ ],R). Let $ and % denote
the left, respectively right, actions of R on M(I , [ ],R). Since we have
(r id)ij = (−1)[r][i]δij r, ∀r ∈R, i, j ∈ I ,
Eq. (A.1) implies that
(M % r)ij = (−1)[r][j ]mij r, (r $M)ij = (−1)[r][i]rmij , (A.4)
for all r ∈ R and M = (mij ) ∈ M(I , [ ],R).
Let Eij , i, j ∈ I , be the matrices in M(I , [ ],R), defined by
(Eij )k/ = δikδj/, ∀i, j, k, / ∈ I .
The preceding formulas show that these matrices form a homogeneous basis of
the R-module M(I , [ ],R). This in turn implies that the C-linear maps
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M(I , [ ],C)×R → M(I , [ ],R), M ⊗ r →M % r, (A.5)
R⊗ M(I , [ ],C) → M(I , [ ],R), r ⊗M → r $M, (A.6)
are R-superalgebra isomorphisms. The reader will notice that under the assump-
tions of the present subsection the map (A.5) is nothing but the injection (A.2) in
the case V =W , written in matrix notation.
Remark A.1. The sign factors in the Eqs. (A.4) are somewhat annoying.
For example, if u → M(u) is an R-superlinear map of some R-module U
into M(I , [ ],R), the matrix elements mij (u) of M(u) are not R-superlinear
functions of U into R, in general. Accordingly, we mostly prefer to work with
M(I , [ ],C)⊗R rather than with M(I , [ ],R) itself. The reader who wants to use
M(I , [ ],R) may simply apply the isomorphism (A.5).
Usually, the basis (ei)i∈I is chosen such that I = {1,2, . . . ,m+ n}, and such
that the ei with i m are even, while those with i m+ 1 are odd (this was our
choice at the beginning of Section 2). In this case, the R-superalgebra M(I , [ ],R)
will be denoted by M(m|n,R). Then the gradation of M(m|n,R) can be described
as follows. If an element M of M(m|n,R) is expressed in the standard block form(
a b
c d
)
, then M belongs to the even subspace M(m|n,R)0¯ if the entries of a and d
are inR0¯, and the entries of c and d are in R1¯. On the other hand,M ∈ M(m|n,R)1¯
if the entries of a and d are in R1¯ and entries of c and d are in R0¯. We have the
following result.
Lemma A.4. A matrix M = ( a b
c d
) ∈ M(m|n,R)0¯ is invertible if and only if deta
and detd are invertible in R0¯.
The inverse of M is
(
a′ b′
c′ d′
)
, with
a′ = (a − bd−1c)−1, b′ = −a−1b(d − ca−1b)−1,
c′ = −d−1c(a − bd−1c)−1, d ′ = (d − ca−1b)−1, (A.7)
where we have used the fact that the matrices a−1bd−1c and d−1ca−1b are
nilpotent.
Definition A.1. The general linear supergroup GL(m|n,R) over R consists of all
the invertible matrices in M(m|n,R)0¯.
A.5. The Hopf superalgebra structure of BD−1
In the present subsection we want to show, without using Theorem 3.3, that the
superalgebra BD−1 has a natural Hopf superalgebra structure (see Remark 3.2).
We use the notation introduced in Section 3.
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The main task is to show that the coproduct B of B has a canonical
extension to a superalgebra homomorphism ˜B :BD−1 → BD−1 ⊗ BD−1. To
prove this we have to show that the elements B(α) and B(β) are invertible in
BD−1 ⊗BD−1 (see Proposition A.1). To be specific, let us consider α.
If 1 i, j m, we can write
B(tij )=
m∑
k=1
tik ⊗ tkj −
m+n∑
µ=m+1
tiµ⊗ tµj =:B(tij )e −B(tij )o.
Let J denote the ideal of B spanned by those monomials in the tab at least one of
whose factors is odd. Then we have
B(α)= det
((
B(tij )
)m
i,j=1
)= det((B(tij )e)mi,j=1)+ P, (A.8)
where the rest P belongs to J ⊗ J .
It is well known that
det
((
B(tij )e
)m
i,j=1
)= α⊗ α. (A.9)
Of course, α⊗ α is invertible in BD−1 ⊗BD−1. It follows that
B(α)= α⊗ α
(
1⊗ 1+ (α−1 ⊗ α−1)P). (A.10)
Now it is easy to see that all elements of J ⊗J are nilpotent, hence (α−1 ⊗α−1)P
is nilpotent as well, and this shows that B(α) is invertible.
For β we can argue similarly, hence the extension of B to an algebra
homomorphism ˜B :BD−1 →BD−1 ⊗BD−1 exists and is unique.
Since B(α) = B(β) = 1, the canonical extension ˜B of B exists as well.
It is then easy to see that the superalgebra BD−1, endowed with the additional
structure maps ˜B and ˜B , is a bisuperalgebra, and that ˜ is a bisuperalgebra
homomorphism. The main tool in the proof is the uniqueness statement of
Proposition A.1.
Finally, we have to show that BD−1 is a Hopf superalgebra, i.e., that it has an
antipode. Then ˜ is automatically a Hopf superalgebra isomorphism.
To prove this we note that the antipode, if it exists, must be a superalgebra
homomorphism, because BD−1 is supercommutative. Obviously, there exists
a unique superalgebra homomorphism S :B → BD−1 such that S(t˜) = t˜−1. In
order to show that S has a canonical extension to a superalgebra homomorphism
S˜ :BD−1 →BD−1, we have to show that S(α) and S(β) are invertible. This can
easily be seen by using the explicit formulas (A.7) for the inverse of a supermatrix
and, once again, the nilpotency argument. Then it follows immediately that S˜ is
an antipode for BD−1.
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