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3Abstract
When a high-energy (MeV) atom or neutron collides with an atom in a solid, a region
of radiation damage is formed. The intruding atom may cause a large number of atoms
to leave their lattice sites with low energies (keV) in a collision cascade. Alternatively, it
may cause a single lattice atom to be removed from its crystal lattice site and travel large
distances without undergoing any further atomic collisions/scatterings in a process known
as channelling. Any moving atom may lose energy via collisions with other atoms or by the
excitation of electrons. The microstructural evolution of the irradiated material depends on
the rate at which the damaged region cools, which in turn depends on the rate at which
electrons are excited and carry energy away.
Since silicon is a semiconductor with a band gap of 1.1 eV, it is normally assumed that the rate
of excitation of electrons by atoms with low kinetic energies (< 100 eV) is negligible. However,
the atomic kinetic energy threshold required for electronic excitation is not understood. This
thesis uses large-scale quantum mechanical simulations to investigate how a moving atom
loses energy to the electrons in a crystal of silicon.
It is possible to calculate the energy transfer from a channelling atom to the host mater-
ial’s electrons using time-dependent density functional theory (TDDFT) and we have done
so. However, these highly accurate calculations are computationally expensive and cannot
be used to study very large systems. Hence, we also use a less accurate method called
time-dependent tight binding (TDTB). We show that TDTB and TDDFT simulations of
channelling in small silicon systems are in good qualitative agreement and use the cheaper
TDTB method to investigate finite-size effects. We also investigate how an atom oscillating
around its lattice site transfers energy to the crystal’s electrons. To understand the complex
behaviour of the electronic energy transfer, we utilise non-adiabatic perturbation theory.
Our simulations and the perturbative analysis both show that the presence of a gap state
with a time-dependent energy eigenvalue allows electronic excitations for very low energy
(eV) channelling atoms.
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Chapter 1
Introduction
It is well documented that defects can be used to manipulate a material’s properties, however
when a material is exposed to radiation additional defects are introduced to the material and
will therefore alter the material’s properties. This is of a particular concern to the nuclear and
space industries, because the devices that are used for monitoring the environment/taking
measurements are exposed to large amounts of radiation. It is therefore vital that these
devices do not have a significant change in their properties during the operational lifetime of
the reactor/experiment. In response to the need for devices that are able to operate in high
radiation environments, a large amount of research has been focused on the development
of radiation-hardened devices [1], however the development of radiation-hardened devices is
slow and expensive. The experiments can be split into two different types; the first is to
simulate the high radiation environment in a laboratory and the second is to place a test
device within the real high radiation environment. These difficulties prevent the space and
nuclear industries from using the latest technology in their devices [1].
We would like to use large-scale molecular dynamics (MD) simulations to predict the beha-
viour of the devices when they are exposed to radiation. However, MD simulations do not
explicitly include electrons and require assumptions to be made about the role of electrons
when a material is irradiated [2].
A high-energy atom can lose energy to the electrons by exciting the electrons to high-energy
states. As the moving atom slows down the energy transferred to the electrons is reduced.
For a metal a very slow moving atom can still excite electrons to unoccupied states because
there is no separation between the conduction and valence bands (see Fig. 1.1). However,
if the density of states (DOS) contains a band gap, then a slow moving atom will not have
a sufficient amount of energy to excite an electron across the gap, hence one would expect
a minimum velocity below which electronic excitations do not take place. This minimum
velocity is called the threshold velocity.
Unfortunately, the simulated evolution of defects in irradiated materials is dependent on the
choice of threshold velocity [3, 4]. In the two-temperature MD (2TMD) model the electrons
are represented by a heat diffusion equation and the energy transfer to the electrons is directly
proportional to the velocity of the moving atom, for atoms faster than the threshold velocity.
More details of the 2TMD model are given in Ref. [2]. By placing the velocity threshold
at infinity (no electronic excitations) Phillips et al. [3] showed that the total number of
12
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Figure 1.1: Top is a simple 2D density of states (DOS) for a metal and the bottom
panel contains a simple 2D DOS for an insulator. Slow moving atoms will create low
energy excitations; these excitations are possible for a metal as there is no separation
between the occupied (blue) and unoccupied (red) states. In an insulator there is no
low-energy excitation because there is no empty state for the electron to occupy.
defects produced by irradiating silicon dioxide (SiO2) is significantly higher than with a
finite threshold velocity. Phillips et al. also demonstrate that the degree of localisation of
the electrons has an impact on the number of defects produced. Chaun et al. [4] also studied
SiO2 and found that the maximum rate of energy transfer from the moving atoms to the
electrons has a noticeable difference on the final distribution of defects.
So far studies have focused on the energy transfer from a moving atom to the electrons
at high-energies. This is because slow moving atoms lose the majority of their energy to
other atoms by collisions and scatterings, hence it is difficult to extract the rate of energy
transfer from the atom to the electrons. As indicated by [3, 4] the final distribution of
defects in an irradiated material is influenced by the rate of energy transfer to the electrons.
In this thesis we will consider if a velocity threshold exists in insulators, by using simulations
(time dependent density function theory and time dependent tight binding) and perturbation
theory, to determine if a threshold velocity should be used in large-scale simulations (such
as 2TMD).
1.1 Radiation Damage
In this section we will describe the initial moments of a radiation damage event and define
the terminology that will be relevant to the remainder of this work.
When a material is irradiated, high-energy particles (e.g. neutrons) will enter the material.
These high-energy particles will collide with lattice atoms, resulting in a lattice atom being
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ejected from its equilibrium position. A lattice atom that has been displaced by a radiation
particle is known as a primary knock on atom (PKA). The PKA may than either undergo
channelling or it may create a collision cascade.
If an atom travels a large distance without undergoing ionic scattering or collision, then it
is called a channelling ion. It is important to note that a channelling ion is not necessarily
charged and may be a neutral atom, and we will use the term ion to describe the atom
centres. An ion is able to undergo channelling at high velocities because the cross section,
which is a measure of the probability of a collision or scattering, is small and it decreases as
the ion’s velocity increases. Once the channelling ion has lost a large amount of energy, its
cross section increases and it will create a collision cascade.
A collision cascade, sometimes referred to as a cascade, can be caused by any moving ion
with enough energy. A collision cascade is produced when the moving ion causes other lattice
ions to be displaced from their equilibrium lattice sites, creating a localised region of damage.
Collision cascades often create amorphous regions within the material, which are missing the
long-range order of crystalline solids [5].
It is possible for channelling ions and collision cascades to pass between material interfaces,
introducing new types of defects into both of the materials.
It is desirable for us to be able to quantify the rate of energy transfer from the moving ion.
It is conventional to use the following definition
ST (v) = −dEdz , (1.1)
where E is the kinetic energy change of an atom moving with a velocity v and z is the
distance travelled by the moving atom. The quantity ST is traditionally referred to as the
stopping power, but has units of force and it is arguably less misleading to call ST the total
stopping force. However, we will keep with the convention used in the radiation damage
community and we will refer to it as the stopping power.
It is possible to split the total stopping power into ionic (SI) and electronic (S) components
ST (v) = SI(v) + S(v) (1.2)
and this separation of the total stopping power is depicted in Fig. 1.2. We have chosen
not to use a subscript for the electronic contribution to the stopping power as a shorthand
and it will be the focus of this thesis. The ionic stopping power is due to collisions and
scatterings of lattice ions, while the electronic stopping power is due to the promotion of
electrons to higher energy states. There is ambiguity in the form of lattice ions creating
electronic excitations via phonons. If the lattice ions are displaced by a small amount, due
to a fast moving channelling ion, then the lattice ions will oscillate around their lattice sites
with more energy than before the radiation damage event. The increase in lattice vibrations
is an increase in the number of phonons; however this would be a secondary effect, as the
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Figure 1.2: The total (ST ), ionic (SI) and electronic (S) stopping powers as a function
of the channelling ion’s kinetic energy. The data presented here is for silicon (Si) in Si
and has been calculated using SRIM.
initial energy loss was not used to explicitly excite the electrons. A simple way to remove
the ambiguity of how to include phonons is to consider simulations with a single moving
ion. Therefore, there are no lattice vibrations in our simulations and as a direct consequence
there are no phonons.
When experimentally determining the amount of damage caused by a radiation damage
event, we will want to use a ‘pure’ sample with a minimal number of defects. We will often
use the terms stopping medium and host material to refer to the ‘pure’ material.
1.2 The Velocity Threshold
As discussed earlier in this chapter, it is common to add a threshold to the electronic stopping
power in MD simulations, however there is no consensus about what value the threshold
should take or if such a threshold exists. The following arguments are for a channelling ion
in the 〈001〉 (along the z direction) of silicon (Si) but can be applied to other channels and
materials.
The energy losses to the electrons by a channelling ion are sufficiently small for us to ap-
proximate the channelling ion as having a constant velocity v. The channelling ion will have
equivalent positions along the lattice that lie in the channel and are separated by a distance
λ, therefore we have an atom passing frequency of vλ , which is equivalent to an excitation
energy (Ex) of
Ex =
hv
λ
, (1.3)
where h is Plank’s constant. If we set the excitation energy to be equal to the band gap
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(Eg), we can estimate the threshold velocity (Vth) to be given by
Vth =
Egλ
h
. (1.4)
An alternative threshold comes from dielectric response theory [6]. The largest possible
momentum transfer, with a minimal energy transfer, is when an electron is excited from one
side of a Fermi sphere to the other and is equal to 2!kf , where kf is the radius of the Fermi
sphere and the threshold is obtained when this momentum transfer occurs with minimal
energy change. The smallest possible energy transfer is given by the band gap (Eg) and is
related to the momentum transfer via
Eg = 2!kfvth, (1.5)
where vth is the threshold velocity for dielectric stopping. By rearranging and using kf
(= 3pi2n 13 ), where n
(
= 32a3
)
is the number density and a (= 4λ) is the cubic lattice parameter,
we obtain a possible threshold which is given by
vth =
(2pi
3
) 1
3 Egλ
h
, (1.6)
which is approximately 1.3 times larger than Eq. (1.4).
There has been a considerable amount of debate about the presence of a threshold velocity
[7, 8, 9] and in Ch. 2 we will discuss the evidence for a threshold velocity. The remainder of
Ch. 2 wil discuss simulations and theories of the electronic stopping power at low velocities.
Chapter 2
Literature Review
In this chapter we will discuss the previously published literature (experiments, simulations
and theory) that is most relevant to this work, allowing us to put our research into the
context of the wider community.
2.1 Theory
We will give a brief introduction to the most common theoretical models used for calculating
the electronic stopping power in this section.
2.1.1 Lindhard Stopping
The Lindhard stopping theory [6], sometimes called dielectric stopping theory, uses classical
arguments to construct an equation for the electronic stopping power due to an ion moving
through a uniform electron gas. The projectile will excite electrons by creating a time
dependent electric field, the form of which depends on the wave vector and angular frequency
dependence of the dielectric function.
The electric field of a projectile will influence the charge density of the host material and
they are related to each other via Gauss’s law
∇ ·D(r, t) = ρ(r, t), (2.1)
where D(r, t) is the electric displacement field at the position r at the time t and ρ is the
external charge density due to an atom of charge effective charge Z1 moving at a velocity v
is given by
ρ(r, t) = Z1e δ(r − vt). (2.2)
In Fourier space we can write Gauss’ law as
ρ(k,ω) =
ˆ ˆ
exp[−i(k · r − ωt)]∇ ·D(r, t)dr dt, (2.3)
which simplifies to
ρ(k,ω) = ik ·D(k,ω). (2.4)
The electric displacement field is related to the electric field (E) via
D(k,ω) =
ˆ ˆ
exp[−i(k · r − ωt)]dr dt
ˆ ˆ
&0 &(r − r′, t− t′)E(r′, t′) dr′ dt′, (2.5)
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where & is the dielectric function and is for a particular material. The above equation can be
simplified by assuming a homogeneous material, and by utilising the substitutions R = r−r′
and τ = t− t′ to obtain
D(k,ω) = &0
ˆ ˆ
&(R, τ) exp[−i(k ·R− ωτ)]dR dτ
ˆ ˆ
exp[−i(k · r′ − ωt′)] E(r′, t′) dr′ dt′
= &0 &(k,ω) E(k,ω). (2.6)
Therefore, Eq. (2.4) becomes
ρ(k,ω) = i&0 &(k,ω) k ·E(k,ω). (2.7)
The corresponding charge density to Eq. (2.2) in Fourier spaces is
ρ(k,ω) = 2piZ1e δ(ω − k · v). (2.8)
Substituting Eq. (2.8) into Eq. (2.7) and rearranging yields
E(k,ω) = − 2ipiZ1e(2pi)3 k2 &0 &(k,ω)δ(ω − k · v) k, (2.9)
where we have used k = |k| and in real-space the electric field is given by
E(r, t) = − iZ1e(2pi)3&0
ˆ ˆ
exp[i(k · r − ωt)] δ(ω − k · v) k
k2 &(k,ω)dk dω. (2.10)
After evaluating the integration in ω we obtain the expression
E(r, t) = − iZ1e(2pi)3&0
ˆ
exp[i(k · r − k · vt)] k
k2 &(k,k · v)dk, (2.11)
where the position of the charge is given by r = vt, hence the exponential is equal to one.
In MD simulations the electronic stopping power is often represented as an electronic drag
force (F )
F = −βv(t), (2.12)
where β is the electronic drag and v is the (vector) velocity of the projectile. The electronic
damping is the derivative of the electronic stopping power (S) with respect to the projectile’s
scalar velocity (given by v), hence from the definition of the electronic stopping power
β = dS
dv
= d
dv
(
dEe
dz
)
, (2.13)
where Ee is the electronic energy transfer and z is the distance travelled. The electronic
stopping power is given by,
S = −Z1e
v
v ·E, (2.14)
where the electric field is evaluated at the point of the projectile.
Substituting Eq. (2.11) into Eq. (2.14) yields
S = − iZ
2
1e
2
(2pi)3v&0
ˆ dk
k2
v · k
&(k,k · v) . (2.15)
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The simplest way to evaluate the integral is to change to spherical polar coordinates, with
the polar angle (θ) defined by the equation
k · v = kv cos θ = ω. (2.16)
Hence, ˆ
dk =
ˆ ∞
0
dkk2
ˆ 2pi
0
dφ
ˆ kv
−kv
dω 1
kv
, (2.17)
where φ is the azimuthal angle. With the change of coordinate system Eq. (2.15) simplifies
to
S = − iZ
2
1e
2
(2pi)3v&0
ˆ ∞
0
dk
ˆ 2pi
0
dφ
ˆ kv
−kv
dω ω
kv &(k,ω) , (2.18)
= − iZ
2
1e
2
4pi2v2&0
ˆ ∞
0
dk
k
ˆ kv
−kv
dω ω
&(k,ω) . (2.19)
To proceed we use the relation
ˆ ω0
−ω0
dωω
&
= 2i
ˆ ω0
0
dω ω I
(1
&
)
, (2.20)
where I signifies taking the imaginary part of a complex number and the relation is derived
in Sec. A.1. Substituting Eq. (2.20) into Eq. (2.19) yields the final result
S = Z
2
1e
2
2pi2v2&0
ˆ ∞
0
dk
k
ˆ kv
0
dω ω I
[ 1
&(k,ω)
]
, (2.21)
where Eq. (2.21) is in SI units. Much of the literature uses Gaussian units, in which a
different pre-factor is obtained.
The Lindhard stopping formula has been very successful at describing the electronic stopping
power of metallic systems [10], however for band gap materials there is some ambiguity in
how to treat the relative permittivity. For an insulator, Levine and Louie [11] suggested
that the dielectric functions is different if there is not enough energy to excite an electron
across the band gap (see Sec. 1.2). This approach produces an electronic stopping power
that increases smoothly above the threshold velocity and then becomes linear with respect to
the projectile’s velocity. Lindhard stopping, when applied to an insulator or semi-conductor,
produces the same electronic stopping power as a metal except it becomes zero at a non-zero
velocity. It remains unclear if the threshold should exist in a real system and how the crystal
will alter the electronic stopping power.
2.1.2 Analytic Models for the Electronic Stopping Power
Here we will discuss some of the simple analytic equations that have been developed for
calculating the electronic stopping power of a material. We will start with the relativistic
version of the Bethe-Bloch formula [12], which is used in the SRIM code and we will compare
our results to data obtained from SRIM.
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To derive the Bethe-Bloch formula, we start from the Mott differential cross section ( dσdΩ) of
ions scattering with electrons [13]. Choosing a system with units in which c = ! = 1, the
Mott differential cross section is
dσ
dΩ =
Z21α
2
4β2p2 sin4
(
θ
2
) [1− β2 sin2 (θ2
)]
(2.22)
and can be derived from quantum field theory or classical relativistic theory, where β = vc ,
Z1 is the charge of the projectile, α is the fine structure constant, θ is the scattering angle
and p is the magnitude of the momentum of the electron. The derivative in Eq. (2.22) is
with respect to the solid angle (Ω), but it is convenient to decompose it into the scattering
angle and the rotation (φ) such that dΩ = dφ sin(θ)dθ. Substituting this into Eq. (2.22) and
integrating over φ yields
1
sin(θ)
dσ
dθ
= 2piZ
2
1α
2
4β2p2 sin4
(
θ
2
) [1− β2 sin2 (θ2
)]
. (2.23)
If we consider the interaction between a massive atom and an electron, then the momentum
transfer (q) between the two will be equal to
q2 = 4p2 sin2
(
θ
2
)
. (2.24)
Hence, by substituting Eq. (2.24) into Eq. (2.23), we obtain a more concise expression for
the cross section
dσ
dq2
= 4piZ
2
1α
2
β2q4
[
1− β
2q2
4p2
]
. (2.25)
The final change of variables is to the energy gained by the electron E = q22m (where m is
the mass of the electron). The probability of exciting an electron by an amount E is given
by the expression
dσ
dE
= 2piZ
2
1α
2
mβ2E2
[
1− mβ
2E
2p2
]
(2.26)
and by substituting in for the relativistic momentum of the electron (p = mγv and γ2 = 11−β )
we obtain
dσ
dE
= 2piZ
2
1α
2
mβ2E2
[
1− E2γ2m
]
, (2.27)
where we have used that β = v when c = 1. The electronic stopping power of a target
material with ZH electrons per atom is given by
S = nZH
ˆ Emax
Emin
dE E dσ
dE
, (2.28)
where n is the number of atoms per unit volume of the target material. The maximum
possible energy transfer (Emax) occurs when the electron’s momentum (direction) is reversed
by the collision, in which case energy transfer is Emax = 2γ2β2m. The minimum energy
transfer (Emin) is the energy needed to remove an electron from the host atom and is
denoted by I. Eq. (2.28) therefore simplifies to
S = 2pinZHZ
2
1α
2
mβ2
ˆ 2γ2β2m
I
dE
[ 1
E
− 12γ2m
]
. (2.29)
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Evaluating the integral and assuming Emax $ Emin we obtain
S = 2pinZHZ
2
1α
2
mβ2
[
ln
(
2γ2β2m
I
)
− β2
]
(2.30)
and in SI units, the Bethe-Bloch formula take the form
S = 4pi nZHZ
2
1e
4
(4pi&0)2mv2
[
1
2 ln
(
2γ2β2mc2
I
)
− β2
]
. (2.31)
We can simplify the appearance of Eq. (2.31) by defining the stopping number (L) such that
the stopping power is now given by
S = 4pi nZHZ
2
1e
4
(4pi&0)2mv2
L, (2.32)
where
L = 12 ln
(
2γ2β2mc2
I
)
− β2 (2.33)
and different models for L produce unique stopping numbers.
If we assume a non-relativistic scattering between the moving ion and a stationary electron
then Eq. (2.31) simplifies to the Bethe formula and the stopping number is given by
L = 12 ln
(
2mv2
I
)
. (2.34)
It is also possible to apply Eq. (2.34) to a collision between a pair of ions and the factor m
in Eq. (2.32) becomes the mass of the target ion. Hence, the 1m factor will cause the ionic
contribution to the stopping power to decrease before the electronic contribution.
Both Thomson [14] and Darwin [15] derived a stopping number of the form
L = 12 ln
(
Tmax
Tmin
)
, (2.35)
where T is the kinetic energy transfer from the ion to the electron. The maximum kinetic
energy transfer (Tmax) is obtained by assuming a direct collision
Tmax =
2m2Imev2
(mI +me)2
, (2.36)
where mI and me are the masses of the colliding ion and electron respectively. The difficulty
with this approach is how to define the minimum energy transfer (Tmin), because a value
of zero would lead to a divergence in the electronic stopping power due to the long range
interactions of the Coulomb potential. We must therefore enforce a minimum value for the
energy transfer. One possible value was given by Darwin [15] as the energy transfer due to
a glancing collision, where the impact parameter is equal to the atomic radius.
Tilinin [16] considered the electronic stopping power due to the scattering of a target’s elec-
trons due to a projectile with a screened electric field. If we assume that the electron’s obey
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a Thomas-Fermi distribution then the electronic stopping power reduces to the Lindhard
Scharff expression [17];
S = 8pine
2z1z2a0(
z
2
3
1 + z
2
3
2
)− 32
ζv,
(2.37)
where ζ is a constant and a0 is the Bohr radius. For this derivation we must assume quasi-
elastic collisions between the electrons and ions.
2.1.3 Stopping and Ranges of Ions in Matter (SRIM)
The stopping and ranges of ions in matter (SRIM) [18] is a computer package designed
to calculate the stopping power or penetration depth of any intruding ion into any target
material. The SRIM package uses a combination of theory and semi-empirical fitting to
produce agreement with experiments for a wide range of materials and uses the Bethe-
Bloch formula to calculate the electronic stopping power of a material. SRIM utilises several
corrections which can be made to Eq. (2.31) to improve the agreement with experiment. The
details of the corrections are well documented (e.g. [18]) and we will therefore limit ourselves
to a brief discussion.
First we will consider the density correction [19] to the electronic stopping power (Sδ), which
has the form
Sδ = 4pi
nZHZ21e
2
(4pi&0)2mv2
[
−δ2
]
, (2.38)
where δ is a constant. This correction to the electronic stopping power originates from the
effect of the polarization of the target material on the projectile. The electro-magnetic field
of the projectile is shielded by the host, hence the electric field of the projectile is not long
range resulting in a reduction in the electronic stopping power.
The shell correction [20] to the electronic stopping power (Ss) is given by
Ss = 4pi
nZHZ21e
2
(4pi&0)2mv2
[
− C
ZH
]
, (2.39)
where C is an adjustable constant. The shell correction is to compensate for the assumption
that the electron’s velocity is smaller than the projectile velocity. This can be a sizable affect
with a value of up to 6% of the unaltered electronic stopping power.
The final correction is the Barkas effect [21], which accounts for the difference in the elec-
tronic stopping power between moving ions of opposite charge. This originates from the
polarization of the target by the projectile, leading to different electron densities for posit-
ively and negatively charged ions.
SRIM [18] uses the Bethe-Bloch formula to calculate the electronic stopping power of a
material plus several corrections that are added to Eq. (2.31) to improve agreement with
experiments. Depending on their speeds, atoms moving through materials lose some or all of
their electrons and thus have an effective charge (Z). In SRIM the effective charge is treated
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as an adjustable parameter. The ionization energy (I) is also chosen to give good agreement
with experiments. It would be very tedious and time consuming to calculate the adjustable
parameters for every atom in every target, therefore SRIM uses simple scaling relationships
to map all of the available experimental data on to a universal stopping curve.
Experiments measure the electronic stopping power in terms of the kinetic energy of the
channelling ion, hence it is common to plot the electronic stopping power as a function of
the projectile’s initial kinetic energy. The atomic kinetic energy at which the electronic
stopping power is largest depends on the mass of the projectile. The peaks of the electronic
stopping power curves for different projectiles can, however, be aligned by dividing the
projectile kinetic energy by the atomic mass. Now all that remains is to align the values of
the electronic stopping power. From Eq. (2.31) it is apparent that the electronic stopping
power is directly proportional to the projectile’s effective charge, hence by dividing the
electronic stopping power by the effective charge then the resulting stopping powers will be
aligned if we only consider a single target material. If we wish to consider different targets
with different electronic number densities, we must also divide the electronic stopping power
by the number density in the target. With these simple transforms, the electronic stopping
power data for all projectiles and all materials can be approximated by a single curve and
SRIM can perform a single fit and then rescale the data to give the specific case the user
desires.
The strength of SRIM is its ability to produce good electronic stopping power calculations
at a very low computational cost for a variety of systems, but it has been reported exper-
imentally that SRIM does not always get the electronic stopping power correct [22]. The
other drawback of SRIM is that it uses an idealised version of electronic stopping with no
intricate dependence on the kinetic energy of the projectile.
2.1.4 ZBL Potential
The ZBL potential [18], which is sometimes called the universal screening potential, was
designed to reproduce the experimental and theoretical ionic potentials when a pair of ions
collide/scatter at close range. The form of the ZBL potential (Z) is
Z(r) = Z1Z2e
2
4pi&0 r
θ(r), (2.40)
where Z1 and Z2 are the charges of the colliding/scattering ions. The function θ(r) was
fitted to the inter-atomic potential, for a variety of different ions, and was calculated using
DFT. The final form of θ(r) is
θ(r) = 0.182 exp
(
−3.2r
aL
)
+ 0.51 exp
(
−0.94r
aL
)
+0.28 exp
(
−0.4r
aL
)
+ 0.028 exp
(
−0.2r
aL
)
, (2.41)
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where r is the atomic separation and aL is the screening length. There have been multiple
suggestions of the form for the screening length [23, 24, 25] used in Eq. (2.41). The first is
the Firsov screening length (aF ) [23]
aF =
(
9pi2
128
) 1
3 a0(√
Z1 +
√
Z2
) 2
3
, (2.42)
where a0 is the Bohr radius. Second is the Zeigler screening length (aZ) [24]
aZ =
(
9pi2
128
) 1
3 a0(
Z0.231 + Z0.232
) , (2.43)
and the last possibility is the Lindhard screening length (aLi) [25]
aLi =
(
9pi2
128
) 1
3 a0√
Z
2
3
1 + Z
2
3
2
. (2.44)
The ZBL potential has been very successful in reproducing the interactions between collid-
ing/scattering ions at close range [18].
2.2 Experiments
We will discuss the experimentally determined values of the electronic stopping power in this
section. In order to evaluate the quality of the measurements we must have an appreciation
for the experimental techniques, the most common of which is time of flight (TOF) elastic
recoil detection analysis. However, other techniques do exist and will not be discussed in
detail here.
2.2.1 Time of Flight (TOF)
A detailed discussion of TOF measurements is provided by Refs. [26, 27]. Here we will give
a brief introduction to the methodology. The method outlined here is a particular TOF
technique as described by Ref. [27]; however the main difference between different TOF
methods is in the calibration, an alternative calibration is outlined in Ref. [26].
In order to measure the electronic stopping power of a particular ion in a specific host, we
must first create the ion of interest. This is achieved by using a high-energy laser to eject
lattice ions from a target material. The choice of target material allows us to select the
intruding ion. However, this procedure will produce ions with a range of kinetic energies and
trajectories.
The kinetic energy of the ejected ion is determined by using a pair of light gates separated
by a known distance (L). A light gate is a detector that records a measurement if a beam
of light, which passes across the light gate, is interrupted. The ion will pass through the
first light gate at a time t1 and some later time (t2) it will pass through the second light
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gate. The light gates generate high precision time measurements (t1 and t2) from which the
time it took for the ion to travel between them can be calculated (t2 − t1). The subtraction
removes any systematic bias. The initial velocity (v0) of the ion is given by
v0 =
t2 − t1
L
(2.45)
and the error in the velocity measurement is dominated by the error in the measurement of
L.
The final part of the basic setup is an ion detector. The intruding ion will enter the detector
and scatter with the ions forming the detector. When the ions scatter they will undergo
a change in energy and during elastic recoils none of the energy from the incident ion is
transferred to the electrons. The detector determines the mass, angle and the energy of the
elastic recoil caused by the ion. From the velocity measurement we can associate the energy
of the elastic recoil (also called the signal response, denoted by E) with the true kinetic
energy of the ion (calculated from the velocity measurement). This provides a calibration
for the energy measurements produced by the detector.
We want to know the electronic stopping power due to some material, which we call the
stopping medium. To make a measurement of the electronic stopping power a thin foil of
the stopping medium is added between the final light detector and the ion detector. The
stopping medium will slow down any ions that pass through it. When we measure the signal
response of the ion detector we need to ensure that we are measuring the same ion as we
started with. The simplest method is to measure the mass of the ion in the ion detector.
If the measured mass does not match the mass of the initial ion then it is not included in
the calculation of the electronic stopping power. If the ion is also present in the stopping
medium, then additional information is required to determine if the signal response is due
to the initial ion, or if it is an ion that has been ejected from the stopping medium. The
electronic stopping power is traditionally measured by utilising a channelling ion; hence the
initial ion will not have a significant deviation from its initial angle. Therefore, by measuring
the angle of the ion at the detector we can determine if it is likely to be a channelling ion
or an ejected lattice ion. If the detected ion has the correct mass and is within the range of
accepted angles then the signal response is recorded.
The signal response of an ion that has passed through the stopping medium can be converted
to a final kinetic energy via the calibration (see Fig. 2.1). Since we also know the initial kinetic
energy from the light gates, we can calculate the energy loss due to the stopping medium.
Although this technique produces electronic stopping power measurements with small errors,
there is the possibility of TOF overestimating the electronic stopping power when the stop-
ping medium contains the same element as the channelling ion. In this special case we refer
to the channelling ion as a self interstitial. The channelling ion may create a collision cascade
within the stopping medium, producing several additional moving ions with the same mass
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Figure 2.1: A cartoon of the analysis used in TOF measurements. A channelling ion
is measured by the light gates to have an initial kinetic energy of Ek and after passing
through the foil it produces a signal response of E in the detector. By finding the kinetic
energy of the ion which produced the same signal response without passing through the
foil (E′k), we can determine the kinetic energy of the ion after passing through the foil.
as the channelling ion. It is possible, although it is very unlikely, for one of the ions from
the cascade to be ejected from the stopping medium with an angle within the acceptance
range of the detector. This ejected ion will have a considerably lower kinetic energy than a
successful channelling ion, so it is possible to overestimate the energy loss to the electrons
due to a self interstitial.
2.2.2 Experimental Measurements
For this work we are interested in the electronic stopping power of materials with a small
band gap, particularly silicon (Si).
Zhang et al. [22] measured the electronic stopping power caused by several different channel-
ling ions in a Si poly-crystal using TOF measurements. It is possible to obtain channelling in
a polycrystal by using a thin film, which is a single crystal thick, and we can therefore pass
through the crystal without crossing a grain boundary. In general, Zhang et al. reported
that SRIM (2003) overestimated the electronic stopping power of channelling ions in Si. For
example, the electronic stopping power of a low velocity self-interstitial channelling ion was
overestimated by SRIM by about 7%. For low velocity copper (Cu) channelling ions in Si,
SRIM overestimated the electronic stopping power by about 12%.
The work of Keinonen et al. [28] used inverted Doppler-shift-attenuation analysis (IDSAA)
to study the electronic stopping power of phosphorus (P) and Si atoms in Si and Germanium
(Ge) crystals. In these experiments the electronic stopping power was estimated by meas-
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uring the count rate of γ and x-rays that had been emitted by decelerating atoms. In the
experiments the stopping medium was intentionally orientated to prevent the intruding atom
from channelling. The experiments therefore measure the sum of the electronic and nuclear
stopping powers and Keinonen et al. used the ZBL potential [18] to estimate the nuclear
contribution, which they subtracted from the total stopping power. In all of the cases con-
sidered, Keinonen et al. reported a non-linear electronic stopping power at low velocities,
with the form
(
v
v0
) 3
4 where v0 is the Bohr velocity and v is the initial velocity of the intruding
atom.
Ultimately, experimental measurements of the electronic stopping power for materials with
small band gaps cannot provide significant evidence for a threshold velocity. This is because
the threshold velocity is significantly lower than the slowest possible channelling ion. The
work of Keinonen et al. [28] was able to probe these low velocities by considering collision
cascades, however it was assumed that the electronic stopping power was negligible at very
low velocities. Therefore, Keinonen et al. have artificially forced the electronic stopping
power to go to zero at low velocities, but measurements of a threshold are possible for
large band gap materials. For materials with large band gaps, the channelling ion travels
quickly enough to remain in the crystal’s channel and have a velocity less than the theoretical
threshold.
One of the most popular materials of study is Lithium Fluoride (LiF) [7, 8, 9], which has a
perfect crystal band gap of about 14 eV, making measurements of the threshold accessible
via channelling experiments.
Auth et al. [7] used a combination of TOF measurements, surface scattering and an electro-
static energy analyser to determine the electronic stopping power of neutral and negatively
charged hydrogen (H) atoms in LiF. Auth et al. reported a linear relationship between the
electronic stopping power and the intruding ion’s velocity. However, this relationship broke
down at lower velocities (with projectile kinetic energies less than 1.3 keV) and the electronic
energy transfer became approximately constant, resulting in a minimum projectile velocity
below which the electronic stopping power does not increase linearly with velocity. Auth et
al. also observed that low velocity H− ions had a larger electronic energy transfer than the
neutral case, although the difference was reduced as the velocity increased. The discrepancy
between the charged and uncharged measurements was credited to charge transfer playing
an important role for the promotion of electrons, because the negative ion introduced an ad-
ditional defect states near to the valence band edge, leading to an increase in the measured
electronic stopping power.
Markin et al. [8] calculated the electronic stopping power by using a combination of TOF
measurements of the initial kinetic energy and of the spectra of backscattered ions. These
measurements included the nuclear stopping power, which was estimated by Monte Carlo
simulations and subtracted to find the electronic contribution to the stopping power. For
Literature Review 28
both H and helium (He) projectiles, Markin et al. said that there was an effective threshold for
ions with a velocity less than 0.1 atomic units, and that below this threshold the electronic
stopping power was less than 0.3 eV per monolayer. Since the electronic energy transfer
is much smaller than the energy needed to create a defect they argue that the electronic
stopping power is negligible. It should be noted that Markin et al. reported a band gap of
10 eV, the low value of the gap was due to the presence of defect states with energies so close
to the band edges of LiF that they were experimentally indistinguishable from the extended
states.
Eder et al. [9] measured the electronic stopping power of H in LiF by utilising the TOF
method. Unlike previous studies [7, 8], Eder et al. [9] claimed to observe pre-threshold
stopping and hypothesised that this is possible due to molecular orbital promotion. To
demonstrate molecular orbital promotion, Eder et al. considered a simulation of a F− ion
surrounded by eight positive charges, arranged to produce the correct Madelung potential.
Eder et al. then moved a H atom closer to the F− ion and calculated the energy eigenvalues.
As the separation was reduced the highest occupied molecular orbital increased in energy,
effectively reducing the gap between occupied and unoccupied states. However, it was a very
simple model and there has been no discussion on how representative it is of the real system
(H atom in a LiF crystal).
Other experiments have been performed on H channelling in potassium chloride (KCl) [8],
silicon dioxide (SiO2) [8, 9] and aluminium oxide (Al2O3) [9] crystals. Thresholds in the elec-
tronic stopping power were observed for Al2O3 but measurements of silica were inconclusive
and the measurements on KCl did not extend to sufficiently low velocities.
Experimentally it has been difficult to determine if a threshold exists in band gap materials.
If a direct measurement of the electronic stopping power is made using a channelling ion, the
crystal structure of the stopping medium dictates the lowest velocity that can be considered
[26, 27]. Otherwise the intruding ion will create a collision cascade. Alternatively, by inten-
tionally creating a collision cascade and subtracting the nuclear part it is possible to estimate
the electronic stopping power [7, 28]. However, it is necessary to make assumptions about
the presence of a threshold in order to determine the proportion of the total stopping due
to ionic collisions, hence creating an artificial threshold. These difficulties have meant that
experiments have struggled to conclusively prove or disprove the presence of a threshold.
2.3 Simulations
In this section we will discuss quantum mechanical calculations of the electronic stopping
power using time-dependent tight binding (TDTB) and time-dependent density functional
theory (TDDFT) (see Ch. 3 for a discussion of these methods). Particular emphasis will
be placed on addressing the question of the existence of a threshold velocity for electronic
excitations and calculations of the electronic stopping power using TDTB. However, we will
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first give a brief introduction to two alternative simulation techniques; the binary collision
approximation (BCA) [29] and two-temperature molecular dynamics (2T-MD) [2].
2.3.1 Binary Collision Approximation (BCA)
The simplest model for a radiation damage event is the binary collision approximation (BCA)
[29]. In the BCA we assume that all of the ions have a constant velocity, unless the distance
that separates two ions is less than the collision radius. If the two ions collide we calculate
the energy transfer between them using simple scattering formulas, which are embedded
within a potential. Depending on the distribution of the energy transfer and collision site
one of the following will occur:
• Both of the ions will move away from the collision site with a new velocity.
• The moving ion replaces a stationary ion and the ejected ion leaves the collision site.
• A moving ion is scattered by a stationary ion.
• A moving ion becomes an interstitial and a stationary ion remains at the same position.
These four possible outcomes are determined by comparing the energies of the two ion, after
the collision, with two reference values (Ed and Ec). If a stationary ion has more energy than
the displacement energy (Ed) then it will be ejected from its current equilibrium position.
If the energy of a moving ion is less than the cut off energy (Ec) then the moving ion will
become stationary.
After radiation damage events there is a recombination period, where pairs of defects and
vacancies recombine. This reduces the total number of defects in the irradiated material.
A simple way to include this within a BCA is to add a recombination time after the main
simulation [30]. If a vacancy and defect are close together, within some recombination radius,
then they will recombine. Alternatively, we could implement a diffusive defect motion after
the main cascade to allow for recombination.
The BCA does not allow for any electronic effects, but simple models for the electronic
stopping power have been added to BCA codes (e.g. Bethe-Bohr formula in the SRIM code).
2.3.2 Two-Temperature Molecular Dynamics (2T-MD)
The 2T-MD model, developed by Duffy et al. [2], allows for electrons to be represented as a
heat diffusion equation coupled to a traditional molecular dynamics (MD) simulation. The
2T-MD model allows for energy to be deposited from the electrons into the atoms via a
random stochastic force term and for a moving atom to transfer energy to electrons via an
electronic drag force, which is related to the electronic stopping power. Splitting the MD
simulation into electronic cells, containing a few 100 atoms each, and integrating across the
grid facilitates calculation of the evolution of the electronic energy flow. Energetic electrons
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may be transported away from regions of damage by this process. The underlying assumption
is that the electrons are excited over much shorter time scales than the atoms. Hence, the
electrons will have a higher temperature than the atoms, allowing energy to be exchanged
between the atomic and electronic systems until they reach equilibrium. The equilibrium
temperature will depend on the energy of both the ions and electrons. The free parameters
of the 2T-MD model, such as the electronic specific heat and electron heat conductivity, are
calculated using DFT.
2.3.3 Time-Dependent Tight Binding (TDTB)
In this subsection we will discuss previous investigations into the electronic stopping power
using TDTB. All of the work in this subsection is described in detail in Ref. [31]. The work
discussed in this subsection utilised the TDTB code spICED (sparse parallel Imperial College
Ehrenfest Dynamics), which has been used by the present author in chapters 6 and 7.
For the TDTB investigations a simple copper like material [32] was considered; the material
had some of the physical characteristics of real copper but it only contained one s orbital
per atom.
Mason et al. [33] considered a self interstitial ion channelling along the 〈100〉 direction of their
metal like material and found that the charge of the channelling ion was velocity dependent.
At intermediate velocities (between about 5 and 15 Å fs−1), the charge of the channelling
ion was reduced, because delocalised electrons from the valence band edge were excited to
localised states that were centred on the channelling ion. At high velocities (greater than 15
Å fs−1) the localised valence electrons were excited to the delocalised defect states, hence the
charge of the channelling ion increased with velocity. This process is similar to the resonant
excitation of electrons due to swift heavy ions [34, 35].
The work of Le Page et al. [36] considered the total electronic energy transfer due to a
collision cascade (2016 atoms) using three different MD models for the electronic excitations.
Traditionally, within MD simulations, the electronic stopping power is represented by a drag
force (F )
F = −βv, (2.46)
where β is the electronic drag coefficient and v is the velocity of the moving ion. The
three models considered by Le Page et al. were: a constant electronic damping [37] with no
threshold, a constant electronic damping with a velocity threshold [38], and the model of
Caro and Victoria [39] that depends on the local atomic environment. The three models
were tested by comparison with the results of TDTB collision cascades. These simulations
are believed to be capable of capturing most of the physical processes taking place in real
cascades. Le Page et al. found that the Caro and Victoria model produced the best match
to the TDTB data, emphasising the importance of the local atomic environment. However,
the simplest model of a constant electronic damping with no threshold velcoity performed
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surprisingly well.
Mason et al. [40] considered a perfect crystal of Cu but forced a single ion to vibrate about
its equilibrium position (R0) as follows:
R(t) = R0 +A sin(Ωt), (2.47)
where R(t) is the position of the ion at a time t and A is the amplitude of the oscillation of
angular frequency Ω. Mason et al. were able to show that if the magnitude of A is constant,
but the direction of the oscillations are a variable, then for a given angular frequency the
electronic damping was dependent on the direction of the oscillations. Furthermore, placing
the oscillating ion at a position that is not a lattice site resulted in the electronic damping
having a stronger dependence on the direction of the oscillation. Therefore, the electronic
damping depends on both the initial position and direction of motion of the vibrating atom.
Unfortunately, the Caro and Victoria model [39] of electronic damping does not capture the
dependence on the direction of motion [41]. This led, to the development of a new model for
the electronic force felt by an atom a (F a) [41, 42]
F a =
∑
b∈Na
∇RaU(Rab)− α
∑
b∈Na
[ 1√
Φa
+ 1√Φb
]
Hab∇RaHab, (2.48)
where
√
Φa and
√
Φb are the second moment of the local density of states (LDOS) of atoms
a and b respectively. The instantaneous electronic Hamiltonian matrix element between the
orbitals on atoms a and b is Hab, Na is the set of atoms within the range of the potential,
and U(Rab) is the ionic repulsion due to the separation of atoms a and b. The form of
Eq. (2.48) is convenient because the inter-atomic Hamiltonian matrix elements are simple
functions of the inter-atomic separation (for an s orbital TB model) and the form of the ionic
pair potential is analytic. Therefore, the computational cost associated with calculating the
forces with Eq. (2.48) is not significant. Mason et al. found that their new force equation
produced very good agreement with their oscillating ion data (from [40]). It was also shown
that the direction of the electronic drag force is not necessarily opposed to the ion’s motion
[42]. The simple electronic drag models [37, 38, 39] work well for collision cascades only
because the electronic drag force opposes the ionic motion of the ions on average. During
a channelling simulation, however, the direction of the electronic drag force may not always
be opposed to the ion’s motion.
2.3.4 Time Dependent Density Functional Theory (TDDFT)
One of the first TDDFT calculations of the electronic stopping power was by Pruneda et
al. [43] and utilised an atomic orbital basis set as implemented in SIESTA [44]. Pruneda
et al. studied a LiF crystal with a proton channelling in the 〈110〉 channel. In this early
implementation of TDDFT within SIESTA, it was not possible to propagate the molecular
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orbitals with the atoms. Therefore, a series of orbitals were placed along the channelling
ion’s trajectory for the atom to occupy. At present there has not been a detailed study on
whether the use of a series of molecular orbitals influences the electronic stopping power. The
TDDFT stopping power calculated by Pruneda et al. was about a factor two smaller than the
experimental measurements. The factor of two can be attributed to the difference between
the electronic stopping power calculated by channelling versus the electronic stopping power
calculated via a collision cascade as shown by Dorado [45].
Channelling of H and He in gold (Au) was studied by Zeb et al. [46], again using the SIESTA
TDDFT code [44]. They reported excellent agreement with experimental values of the elec-
tronic stopping power, including the non-linear behaviour for channelling ions with a low
kinetic energy. Zeb et al. reported that the d electrons of Au could explain the non-linear be-
haviour in the electronic stopping power, in addition to the high level of agreement between
TDDFT and experiment. For low velocity channelling ions Zeb et al. calculated the density
of occupied and unoccupied states for energies either side of the Fermi energy, and found
that the d electrons would be excited for low velocity channelling ions, hence for low velocity
channelling ions the electronic stopping power is not just dependent on the s orbital, and
this results in a non-linear increase in the excitation rate as the velocity of the channelling
ion rises. At higher velocities the gradient of the electronic stopping power increases as a
significant number of high-energy excitations from the d orbitals occur as the channelling
ion passes through the crystal.
Correa et al. [47] used the SIESTA code [44] to calculate the electronic stopping power of
a channelling H ion in an aluminium (Al) crystal. They utilized a double-zeta polarization
basis set, which was centred on each individual atom, and placed additional H orbitals
along the channelling ion’s trajectory. Correa et al. considered two different channelling
conditions: the first was perfect channelling along the centre of the 〈100〉 channel of Al and
the second was a trajectory halfway between the central channel and the nearest row of atoms.
Throughout the simulations the Al atoms were held stationary and the H atom travelled at
a constant velocity. The perfect channelling results produced a maximum in the electronic
stopping power that was about a factor two smaller than the SRIM [18] data. However,
by considering off-centre channelling, the resultant electronic stopping power was in rough
agreement with SRIM, suggesting that perfect channelling does not occur in experiments.
Mao et al. [48] used TDDFT to study whether there is a velocity threshold for the electronic
stopping power of protons and alpha particles channelling along the 〈110〉 direction in silicon
dioxide (SiO2) and LiF. Mao et al. reported the same threshold of about 0.1 atomic units
of velocity for both materials; however their calculated electronic stopping powers were a
factor six and five smaller than experimental results for LiF and SiO2 respectively. One
of the suggested sources of error was that perfect channelling produces a smaller electronic
stopping power than a collision cascade, however Dorado [45] showed that the difference
between channelling and cascade data should be about a factor two. It should also be noted
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that earlier studies [43] of the LiF system produced results in better agreement with the
experimental data. For LiF, Mao et al. [48] used 64+ 1 atoms with Γ point sampling versus
the 128 + 1 atoms of Pruneda et al. [43], hence the discrepancy in the electronic stopping
power calculations of Mao et al. may be a finite size effect.
2.4 Artacho’s Simple Perturbation Theory
Here we will give a brief discussion of Artacho’s [49] simple perturbation theory for band
gap materials. Artacho considered a dispersionless (k independent) valence and conduction
band that are seperated by an energy gap Eg. It is then assumed that the bands are in the
ground state; so the states contained within the valence band are initially occupied and the
states contained within the conduction band are initially unoccupied. The main assumption
made by Artacho was that the sum of the overlaps between a particular valence state and
the conduction band is dominated by a single conduction state. Artacho was then able to
represent his conduction and valence band as a sum over pairs of states. Each one of these
states can therefore be represented by a non-interacting electronic wavefunction.
Artacho [49] represented a moving atom by a perturbation to the dispersionless system,
yielding a two by two Hamiltonian matrix for which the corresponding time-dependent
Schrödinger equation could be solved, yielding the occupations of the states as a function of
time. The Hamiltonian matrix was defined by the potential of the system, which was chosen
to be periodic to represent a perfect crystal with a particular lattice vector (parallel to the
direction of travel of the channelling ion). If the expression for the occupation was non-
analytic with respect to time than a Crank-Nicolson method was employed to numerically
solve the equation.
Artacho [49] showed that a weak perturbation corresponds to a velocity threshold for elec-
tronic stopping given by the equation
Eg = !nv · q, (2.49)
where v is the velocity of the applied perturbation, n is an integer and q is the reciprocal
lattice vector. It was then argued that a pair of parabolic bands would have below threshold
stopping, because an electron could be excited by an integer number of reciprocal lattice
vectors to compensate for the low velocity. In other words the excitation would be from the
valence band maximum in the first Brillouin zone to the conduction band minimum in a
different Brillouin zone.
Artacho [49] showed that a Gaussian perturbation in time leads to a soft threshold in the
electronic stopping power. A soft threshold occurs when the electronic stopping power
rises rapidly with velocity, but not rapidly enough to allow for a sharp threshold to be
found. Artacho observed a self-repeating structure in the electronic stopping power with
a decreasing amplitude and frequency as the velocity of the perturbation decreased. This
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behaviour originates from the Hamiltonian, which contains a convolution of the single particle
states with the applied perturbation, leading to a Fourier decomposition of the perturbation
with non-zero contributions at low velocities.
Chapter 3
Theoretical Background
In this chapter we will discuss the theory behind the simulation techniques we will use in
Chapters 4, 7 and 9. We will start by discussing the ground-state theories of density func-
tional theory (Sec. 3.1) and tight binding (Sec. 3.2). In Sec. 3.3.1 we will discuss Ehrenfest
dynamics and how it describes the evolution of electrons in dynamical systems. We will
finally generalise density functional theory and tight binding to their time-dependent coun-
terparts in Secs. 3.4 and 3.5 respectively.
3.1 Density Functional Theory (DFT)
The many-body Schrödinger equation is too complicated to solve even for the most rudiment-
ary systems, hence simplifications are required. For a given stationary ionic configuration we
would like to calculate the electronic ground-state energy, which will include a term repres-
enting the interactions between the electrons and the nuclei. If the ionic system undergoes a
slow change in its configuration then the energy of the electrons will also change. Since the
electrons are much less massive than the nuclei, then the electrons are more mobile than the
nuclei, and the electrons are able to relax into their new ground-state configuration during
the timescales of the ionic motion. This assumption is called the Born Oppenheimer approx-
imation. Calculating the total energy due to the interactions between pairs of nuclei and the
kinetic energies of the nuclei is relatively easy and we will therefore focus on the electronic
energy of our system. The total electronic energy (ET ) can be written as
ET = Uee + Te + Un, (3.1)
where the kinetic energy of the electrons is given by Te, the total potential energy due to
electron-electron interactions is Uee and the total potential energy felt by the electrons due to
the nuclei is Un. In a periodic system we would also include the nuclear nuclear interaction
to prevent the total energy from becoming divergent, however to keep the mathematics as
simple as possible it is neglected here. Unfortunately, even with the Born Oppenheimer ap-
proximation, the many-body Schrödinger equation remains too complicated to solve exactly
and we therefore use density functional theory (DFT) to create a tractable solution to the
problem.
There are two fundamental theorems, derived by Hohenberg and Kohn [50], which underpin
DFT. The first of Hohenburg and Kohn theorems [50], states that the potential felt by
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a system of electrons is uniquely defined by the electron density. The second is that the
ground-state energy of any electronic system can be expressed as a functional (function of
a function) of the electron density (although they did not present the explicit form of the
functional).
In DFT we want to represent Eq. (3.1) as a sum of functionals of the electron density n(r).
The ground-state of the electronic system is described by the many-body electronic state
(|Ψ〉) and is related to the electron density via the equation,
n(r) = 〈Ψ|∑
i
δ(r − rˆi) |Ψ〉 , (3.2)
where ri is the operator for the position of the ith electron.
The potential felt by the electrons due to the nuclei can therefore be written as
Un =
ˆ
dr n(r)un(r), (3.3)
where un is the potential felt by an electron at a position r due to the nuclei. The kinetic
energy of the electrons (Te) and the electronic potential energy (Uee) are interlinked and we
would like to calculate
Te[n] + Uee[n] = min
Ψ→Ψ[n]
〈
Ψ
∣∣∣(Uˆee + Tˆe)∣∣∣Ψ〉 , (3.4)
where the corresponding kinetic energy and electronic potential energy operators are rep-
resented by Tˆe and Uˆee respectively. However, Eq. (3.4) is difficult to compute because we
need to calculate the minimum of the summation. We therefore define the many-body state
|Ψ[n]〉 such that
Te[n] + Uee[n] ≈ 〈Ψ[n]| Tˆe |Ψ[n]〉+ 〈Ψ[n]| Uˆee |Ψ[n]〉 , (3.5)
where
Te[n] = 〈Ψ[n]| Tˆe |Ψ[n]〉 (3.6)
and
Uee[n] = 〈Ψ[n]| Uˆee |Ψ[n]〉 . (3.7)
Allowing us to calculate the sum of the minimised kinetic and electronic potential energies.
Hence, Eq. (3.1) becomes
ET [n] = Uee[n] + Te[n] + Un[n], (3.8)
where the kinetic and electron-electron potential energies remain too complicated to evaluate
explicitly.
Kohn and Sham [51] postulated that there exists a system of non-interacting electrons in an
effective (modified) potential, that produces the same electron density and total energy as
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the fully interacting system. The Schrödinger equation of the non-interacting system can be
written as
Hˆ(1) |ψi〉 = &i |ψi〉 , (3.9)
where Hˆ(1) is the single-electron Hamiltonian, &i is the energy eigenvalue of a single particle
orbital (|ψi〉) and Eq. (3.9) is known as the Kohn-Sham equation. We will represent the
non-interacting electronic kinetic energy by ke, and the non-interacting effective potential
energy is represented by Eeff . Therefore, our non-interacting total electronic energy (Ee) is
given by
Ee[n] = ke[n] + Eeff , (3.10)
where the kinetic energy is given by
ke[n] =
∑
i∈occ
〈ψi[n]| kˆe |ψi[n]〉 (3.11)
and kˆe is the one electron kinetic energy operator and |ψi[n]〉 is the the single particle orbital
at a given electron density n. The effective potential energy is defined to be
Eeff =
ˆ
dr n(r)Veff (r), (3.12)
where Veff is the effective potential and we will later find that this is related to the electron-
nucleus, Hartree and exchange-correlation terms.
To relate Eqs. (3.8) and (3.10) we must consider the electron density that minimises the
energy, we obtain this by taking the functional derivative,
δ
δn
[
Te[n] + Uee[n] + Un[n]− µ1
(ˆ
dr n(r)−Ne
)]∣∣∣∣
n=n0
= 0 (3.13)
and
δ
δn
[
ke[n] + Eeff [n]− µ2
(ˆ
dr n(r)−Ne
)]∣∣∣∣
n=n0
= 0, (3.14)
where n0 is the ground-state electron density. The Lagrange multiplies µ1 and µ2 have been
introduced to ensure that the total number of electrons is Ne. Since both the interacting and
non-interacting systems have an identical electron density we know that µ1 = µ2. Subtracting
Eq. (3.14) from Eq. (3.13) we get
δ
δn
{Te[n] + Uee[n] + Un[n]− ke[n]− Eeff [n]}|n=n0 = 0. (3.15)
The electron-electron interaction will be dominated by the non-interacting Hartree energy
(EH)
EH [n] =
ˆ
dr
ˆ
dr′ n(r)n(r
′)
2|r − r′| (3.16)
allowing us to write
δ
δn
({Te + Uee − ke − EH}+ Un − Eeff + EH)|n=n0 = 0. (3.17)
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The term in curly brackets is called the exchange-correlation energy (Exc) and is the correc-
tion required to go from a non-interacting to an interacting system. We find that
δUn
δn
= Vn(r), (3.18)
δEH
δn
=
ˆ
dr′ n(r)|r − r′| = VH [n](r), (3.19)
δExc
δn
= Vxc[n](r), (3.20)
and are; the potential due to the interaction between the nuclei and the electrons, the
Hartree potential and exchange-correlation potential respectively. We can therefore identify
the effective potential to be equal to
Veff [n0](r) = Vn(r) + VH [n0](r) + Vxc[n0](r) (3.21)
allowing us to solve the non-interacting problem in Eq. (3.9) and (3.10) to produce the same
ground-state electron density (n0) and properties as the interacting system.
It is important to note that all of the difficulties in calculating the ground-state electron
density are contained within the exchange correlation energy. If the exact form of the
exchange-correlation energy were known then DFT would be exact. Since the exchange-
correlation energy is beyond our current understanding, approximations have to be made
and as a result it is said that ‘DFT is, in principle, exact’.
It has been stated that DFT is for calculating the ground-state energy and electron density.
Since we do not know the exact value of the ground-state electron density at the beginning,
we must solve the Kohn-Sham equations self-consistently. In practice, we make an initial
guess of the ground-state electron density and calculate the electronic states that solve the
Kohn-Sham equations. These electronic states will have a slightly different electron density
(the new electron density is calculated via n(r) =∑i 〈ψi |δ(r − rˆi)|ψi〉). If we use a weighted
average of the new and old electron densities as the input to the Kohn-Sham equations, it is
possible to systematically converge the total energy to the ground-state.
The simplest approximation used for calculating the exchange-correlation energy is the local
density approximation (LDA) [51]. The exchange-correlation potential can be written as
Vxc[n](r) = &xc(n) + n(r)
d&xc
dn
∣∣∣∣
n=n(r)
, (3.22)
where &xc is the exchange correlation energy per electron in a homogenous electron gas.
Within the LDA we can assume that the electron density varies very slowly, allowing us to
approximate the exchange-correlation potential with just &xc[n]. The exchange-correlation
energy is therefore given by [51]
Exc =
ˆ
dr &xc(n(r)) n(r), (3.23)
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and can be seperated into exchange (EX) and correlation (Ec) energies [52]
Exc = EX + Ec (3.24)
where
EX =
ˆ
dr &x(n(r)) n(r) = −34
( 3
pi
) 1
3
ˆ
dr n 43 (r) (3.25)
and the correlation energy is calculated using an analytic fit to quantum Monte Carlo results
[53].
The LDA is a very crude approximation but it produces surprisingly accurate results and this
can be explained by the exchange-correlation hole, which is the region around an electron
where we do not find a second electron due to the Coulomb interaction (correlation) and the
symmetry of the wavefunction (exchange). If we have an electron at a position r1 and we
want to know the probability (Pxc(r1, r2)) of finding a second electron at a position r2 then
the exact exchange-correlation would normalise to exactly one electronˆ
dr Pxc(r1, r2) = −1. (3.26)
Although the LDA satisfies Eq. (3.26), it does not have the correct form for Pxc. It is possible
to rewrite the energy due to the electron-electron interaction in terms of Pxc and we find that
it is the spherical average of the exchange-correlation hole that is important. This spherical
average of the LDA exchange-correlation hole is very similar to exact result allowing us to
produce accurate results with the LDA.
3.2 Tight Binding (TB)
Tight binding (TB) is significantly computationally less expensive than DFT. However, TB
is considered to be less accurate (except for a few special cases such as graphene [54]). In
this section we will discuss the basic theory behind TB.
Until very recently computational power has not been adequate for large-scale (hundreds
of atoms) DFT calculations. Therefore, simpler methods (e.g. TB) were developed for
calculating the electronic structure of a material. In TB we simplify the matrix elements
and we will now proceed to show how we can justify the TB approach of Slater and Koster
[55].
In TB we utilise a minimal orbital basis set of one-electron atomic orbitals ( |φα〉), which do
not necessarily have to be orthogonal (in the original Slater-Koster [55] paper the orbitals
were not orthogonal) to each other. However, it is possible to rewrite any basis set as an
equivalent orthogonal basis set, as shown by Lowdin [56], and for our purposes we will assume
Lowdin (orthogonal) orbitals.
We can write the total energy (in atomic units) as
ET = 2
∑
n∈occ
&n − Ed +
∑
i&=j
Z1Z2
2|Ri −Rj | , (3.27)
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where &n is the electronic eigenvalues, Ed is a double term counting term, Zi and Ri are
the charge and position of the the ith atom respectively. The final term in Eq. (3.27) is the
Coulomb energy and is clearly pairwise, while the double counting term is a sum of pairs
of atoms plus a self interacting term. The pair-wise contributions of the last two terms
in Eq. (3.27) are combined into the TB inter-atomic potential. Haydock and Foulkes [57]
showed that the exchange-correlation energy can be written as a sum over pairs of ions if the
overlap of the electron densities between three or more atoms is small and this is often the
case. As a result the exchange-correlation energy is often included as part of the inter-atomic
potential and the electronic Hamiltonian.
We will now focus on calculating the eigenvalues of the non-interacting electronic Hamilto-
nian (Hˆ(1)e ). In DFT we have
&′ =
〈
φDFT
∣∣∣Hˆ(1)e ∣∣∣φDFT〉 (3.28)
where |φDFT〉 are the DFT molecular orbitals and &′ is the energy eigenvalue, however in
TB we rewrite the molecular orbitals as a linear combination of one-electron atomic orbitals
(|φiα〉)
|φDFT〉 =∑
i
∑
α
ciα |φiα〉 , (3.29)
where ciα are expansion coefficients and |φiα〉 corresponds to the orbital α on the ith atom.
The energy eigenvalues in TB are therefore given by
& cjβ =
∑
i
∑
α
ciα c
∗
jβ
〈
φjβ
∣∣∣Hˆ(1)e ∣∣∣φiα〉 (3.30)
=
∑
i
∑
α
ciα c
∗
jβH
(1)
jβiα (3.31)
=
∑
i
∑
α
ciα c
∗
jβ
〈
φjβ
∣∣∣∣∣Tˆ (1)e +∑
k
u(Rk)
∣∣∣∣∣φiα
〉
, (3.32)
where in the final line the electronic Hamiltonian has been split up into two operators:
the kinetic energy of a non-interacting electron (Tˆ (1)e ) and a sum of atomic potentials that
are centered on the position Rk (u(Rk)). We are using the non-interacting kinetic energy
like in DFT by including the exchange-correlation term in the sum of atomic potentials,
the remaining contributions to the sum of atomic potentials are the electron-ion (Un) and
Hartree (EH) energies. The electron-ion energy is Coulombic, which is clearly pair-wise. For
the Hartree energy we need to consider the electron density, which we assume can be written
as a sum of electron densities that are centered on an individual ions (nI(r)) such that
n(r) =
N∑
I=1
nI(r). (3.33)
The Hartree energy can therefore be written in the following pair-wise form
EH =
1
2
N∑
I=1
N∑
J=1
ˆ ˆ
drdr′nI(r)nJ(r
′)
|r − r′| (3.34)
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and contains a self interaction term when J = I.
To understand the Hamiltonian matrix element from Eq. (3.32) we will consider both i '= j
and i = j. The Hamiltonian matrix element due to two orbitals centered on the same atom
is given by
H(1)iβiα =
〈
φiβ
∣∣∣Tˆ (1)e + uˆ(Ri)∣∣∣φiα〉 δα,β +∑
k &=i
〈φiβ |uˆ(Rk)|φiα〉 , (3.35)
where the first term is the onsite energy, the second term is contribution due to the electron
tunnelling from one orbital to another in the potential field of a different atom and is called
the crystal-field term, we usually include this term as part of the inter-atomic potential. If
the orbitals are on different atoms then
H(1)jβiα =
〈
φjβ
∣∣∣Tˆ (1)e + uˆ(Ri) + uˆ(Rj)∣∣∣φiα〉+ ∑
k &=i,j
〈φjβ |uˆ(Rk)|φiα〉 (3.36)
and we will consider each term in turn. The first term is the contribution to the matrix
element due to an electron moving from orbital α on atom i to orbital β on atom j. Slater
and Koster [55] replaced the first term in Eq. (3.36) by a sum of orbital overlap functions (if
the bond is along the z axis then only a single function is required), each one of the orbital
overlap functions only depend on the types of orbitals involved and the separation of the
two atoms. Since there are a finite number of orbitals (e.g. s, p, d), then there is a finite
number of possible functions. Table 3.1 shows the orbital overlap functions relevant to this
work. These orbital overlap functions are achieved from simple geometric arguments and
can be represented as a sum of direction cosines ( lˆ is the cosine of the angle between the x
axis and the bond, mˆ is the cosine of the angle between the bond and the y axis and nˆ is
the cosine of the angle between the bond and the z axis) multiplied by one of the hopping
parameters. Each of the hopping parameters is a single number and represents the strength
of the orbital overlap. For example in silicon we have one s and three p orbitals, which is
often described as an sp3 system. The sp3 system consists of an overlap between
• a pair of s orbitals (ssσ),
• an s and p orbital (spσ),
• an overlap between a pair of p orbitals whose orbital lobes are parallel to each other
and normal to the bond (ppσ),
• a pair of p orbitals that have their orbital lobes along the bond (pppi).
Since the atoms must be close together in order to overlap then the interactions can be
limited to just nearest neighbours, dramatically decreasing the computational cost. The
second term in Eq. (3.36) is a three-center interaction and the two-center approximation of
Slater and Koster [55] assumes that this term is negligible.
For silicon including a simple 1r2 scaling, as proposed by Harrison [58], between orbital
overlaps it is possible to calculate a wide range of useful material properties, such as defect
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Orbital pair Orbital symmetry Overlap (Energy integral)
S-S S, S ssσ
S-P S, Px lˆ spσ
P-P Px, Px lˆ
2
ppσ + (1− lˆ2) pppi
P-P Px, Py lˆmˆ ppσ − lˆmˆ pppi
P-P Px, Pz lˆnˆ ppσ − lˆnˆ pppi
Table 3.1: The Slater-Koster table for S and P orbital overlaps. The direction co-
sines are in a Cartesian coordinate system and are represented by lˆ,mˆ, and nˆ, while
ssσ, spσ, ppσ and pppi represent the magnitude of the first term in Eq. (3.36).
formation energies and the bulk modulus of the material, at relatively low computational
cost.
In semi-empirical TB (for this work TB is always assumed to be semi-empirical) the hopping
parameters and onsite energies are fitted to reproduce DFT band structures and more recent
work has also fitted to physical properties [59, 60] (e.g. lattice constants and defect formation
energies).
The simple Harrison [58] scaling and ionic pair potential have been very successful at reprodu-
cing physical properties of materials. However, it does over-simplify the relationship between
the total energy and the separation of the atoms. Hence, more sophisticated methods have
been developed (for example the GSP [59] and Kwon [60] models) to produce transferable
TB models. These transferable TB models are able to reproduce several properties such as
the bulk moduli and cohesive energies for different phases of a material, elastic constants,
and defect formation energies. These more sophisticated models allow for dynamical TB
simulations to reproduce the physics observed in experiments, such as phase changes and
melting.
3.3 Dynamics of Electronic Systems
So far we have discussed how to calculate the energy of a static system. In this section we
will introduce the two main methods for coupling a molecular dynamics simulation to a time
dependent electronic system. Surface hopping [61], simulates the dynamics of the electrons
explicitly but it has a very high computational expense. A more detailed discussion of surface
hopping is presented in appendix B. Next we will discuss Ehrnfest dynamics, which is our
chosen method for representing the dynamics of the electrons.
3.3.1 Ehrenfest Dynamics
In this subsection we derive the Ehrenfest equations. In Ehrenfest dynamics the nuclei are
assumed to be well described as classical point particles each with a position and momentum
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and their equations of motion are given by Newton’s second law. The electrons are treated as
quantum mechanical particles, which are described by wavefunctions that evolve according to
the time-dependent Schrödinger equation. Ehrenfest dynamics is computationally efficient;
however, it does have unwelcome consequences for the evolution of the dynamical electronic
eigenvalues. This is because Ehrenfest dynamics is a mean field approach in which the time
evolving electronic wavefunctions (assumed to be many-body here) corresponds to a weighted
average of a series of wavefunctions. That is, instead of the electron occupying one state,
they instead partially occupy states simultaneously and will produce an energy surface that
is a weighted average of the energies of the states.
Any system can be split up into Nn nuclei and Ne electrons. The complete set of positions
for the nuclei and electrons is given by {RI}NnI=1 and {ri}Nei=1 respectively. Similarly the
momenta of the nuclei and electrons are {P I}NnI=1 and {pi}Nei=1 respectively. In a fully quantum
mechanical description, the expectation values of the positions and momenta are calculated
using the respective operators (e.g. the position of a nucleus is R and its operator is Rˆ) as
given by 〈
RˆI
〉
=
〈
Ψ(t)
∣∣∣RˆI ∣∣∣Ψ(t)〉 , (3.37)〈
Pˆ I
〉
=
〈
Ψ(t)
∣∣∣Pˆ I ∣∣∣Ψ(t)〉 , (3.38)
where |Ψ(t)〉 is the time-dependent many-body state. The time-dependent Schrödinger equa-
tion is (in atomic units, hence ! = 1)
i ∂
∂t
|Ψ〉 = Hˆ |Ψ〉 , (3.39)
where Hˆ is the Hamiltonian for the complete system (ionic and electronic). The Hermitian
conjugate of this equation is
− i ∂
∂t
〈Ψ| = 〈Ψ| Hˆ. (3.40)
If we consider the time evolution of the expectation value of a time-independent operator Oˆ
then
d
dt
〈
Ψ
∣∣∣Oˆ∣∣∣Ψ〉 = ( ∂
∂t
〈Ψ|
)
Oˆ |Ψ〉+ 〈Ψ| Oˆ
(
∂
∂t
|Ψ〉
)
. (3.41)
Substituting Eq. (3.39) and Eq. (3.40) into the above yields
d
dt
〈
Ψ
∣∣∣Oˆ∣∣∣Ψ〉 = −1i 〈Ψ| HˆOˆ |Ψ〉+ 1i 〈Ψ| OˆHˆ |Ψ〉 , (3.42)
which in turn yields the result
i d
dt
〈
Ψ
∣∣∣Oˆ∣∣∣Ψ〉 = 〈Ψ| [Oˆ, Hˆ] |Ψ〉 . (3.43)
This is more concisely written as
i d
dt
〈
Oˆ
〉
=
〈[
Oˆ, Hˆ
]〉
. (3.44)
Hence, the evolution of the expectation value of the positions of nuclei is given by
d
dt
〈
RˆI
〉
= 1i
〈[
RˆI , Hˆ
]〉
(3.45)
Theoretical Background 44
and the Hamiltonian can be written as
Hˆ = − 12MI∇
2
RˆI
+ Vˆ (3.46)
where ∇RˆI is the derivative with respect to positions of the nuclei, MI is the mass of the
nuclei and Vˆ is the potential. Substituting Eq. (3.46) into Eq. (3.45) yields
d
dt
〈
RˆI
〉
= i2MI
〈[
RˆI ,∇2Rˆ
]〉
(3.47)
= − i
MI
〈
Ψ(t)
∣∣∣∇RˆI ∣∣∣Ψ(t)〉 , (3.48)
which simplifies to the classical relation between velocity and momentum
d
dt
〈
RˆI
〉
= 1
MI
〈
Pˆ I
〉
. (3.49)
Similarly
d
dt
〈
Pˆ I
〉
= 1i
〈[
Pˆ I , Hˆ
]〉
(3.50)
and simplifies to
d
dt
〈
Pˆ I
〉
= −
〈
∇RˆI Vˆ
〉
. (3.51)
The above equation is the force felt by the nuclei, and replaces Newton’s second law, and we
will find that it has the usual classical part plus a force due to the excited electrons.
In order to progress we must make the Ehrenfest approximation, where we assume that
the uncertainty in the momenta and positions of the nuclei is small so that the expectation
values of the function RˆI and Pˆ I can be approximated by the classical function of relevant
operators. Hence, Eq. (3.49) becomes
d
dt
RI =
1
MI
P I (3.52)
and the potential in Eq. (3.51) only contains two terms containing the positions of nuclei: the
classical nuclear-nuclear potential (Vˆnn) and the operator for the electron-nuclear potential
(Vˆn). The expectation value of the operator for the electron-nuclear potential is given by〈
Vˆn
〉
= −
Nn∑
I=1
ˆ
dr
〈
nˆ(r) ZI|r − RˆI |
〉
(3.53)
where ZI is the charge of the Ith nucleus. In order to continue we assume that the initial
many-body states may be decomposed into a many-body electronic state ( |Ψe〉) and a many-
body nuclear state (|χ〉) such that
|Ψ(t0)〉 = |Ψe(t0)〉 ⊗ |χ(t0)〉 (3.54)
where t0 is the initial time and produces a mean-field description of the coupled nuclei
and electrons. Given the decomposition in Eq. (3.54) it follows that for a purely electronic
operator (such as nˆ) the expectation value obeys〈
Ψ
∣∣∣Oˆe∣∣∣Ψ〉 = 〈Ψe ∣∣∣Oˆe∣∣∣Ψe〉 , (3.55)
Theoretical Background 45
where Oˆe is any purely electronic operator. Hence, by utilising the result from Eq. (3.55)
and applying the Ehrenfest approximation to Eq. (3.53) we obtain
〈
Vˆn
〉
= −
Nn∑
I=1
ˆ
dr n(r) ZI|r −RI | , (3.56)
where we have used 〈nˆ(r)〉 = n(r), therefore Eq. (3.51) becomes
d
dt
P I = −∇RIVnn ({RJ}) +
ˆ
dr ZI∇RI
n(r)
|r −RI | . (3.57)
The second term in Eq. (3.57) is the force on the atoms due to the electrons and is known
as the Hellmann-Feynman force. Finally we note that the only information we need from
the time evolving electronic wavefunction is the electronic charge density. Thus we can use
time-dependent DFT (TDDFT) for the electronic part of the problem.
3.4 Time-Dependent Density Functional Theory (TDDFT)
In Sec. 3.1 we considered the ground-state energy for a static system. However, for a system
that changes with time, the electronic Hamiltonian from Sec. 3.1 needs to be generalised to
become time dependent. In practice we replace the electron density with the time-dependent
version (n(r, t)) and allow for the positions of the nuclei to change (we replace R with R(t)).
For DFT we can identify the minimum energy with the ground-state energy; however, in
a time dependent problem, the electronic energy is not a conserved quantity. Instead we
choose to find the stationary point of the action of the Hamiltonian (A),
A[Ψ] =
ˆ t1
t0
dt
〈
Ψ(t)
∣∣∣∣i ∂∂t − Hˆe
∣∣∣∣Ψ(t)〉 , (3.58)
where Hˆe is the many-body Hamiltonian of the electronic system. The stationary points of
the action produce the time-dependent Schrödinger equation. The above equation is a first
order differential equation with respect to time and is therefore an initial value problem.
To show that the dynamics of the electrons is unique for a given potential we need to consider
the current density (j(r))
j(r) = 12i
∑
k
{∇kδ(r − rk) + δ(r − rk)∇k} (3.59)
and it has the expectation value 〈
jˆ
〉
= j. (3.60)
From Eq. (3.44) the evolution of the expectation value of the current density is given by
i ∂
∂t
j(r, t) =
〈
Ψ(t)
∣∣∣[jˆ, Hˆe]∣∣∣Ψ(t)〉 . (3.61)
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A second current which evolves in response to a different potential has an expectation value
given by
i ∂
∂t
j′(r, t) =
〈
Ψ′(t)
∣∣∣[jˆ, Hˆ ′e]∣∣∣Ψ′(t)〉 , (3.62)
where we have used a prime to indicate the second system.
The time-dependent Schrödinger equation is an initial value problem (as opposed to the
boundary problem for the time-independent Schrödinger equation), so the initial state is
fixed and we can say that
|Ψ(t0)〉 = |Ψ′(t0)〉 = |Ψ0〉 . (3.63)
Similarly,
n(r, t0) = n′(r, t0) = n0(r), (3.64)
j(r, t0) = j′(r, t0) = j0(r). (3.65)
We notice that the electron density and current density operators only depend on the elec-
tronic positions, whereas their expectation values also depend on time. By utilising the
equivalence of the initial state and subtracting Eq. (3.62) from Eq. (3.61), we obtain
i ∂
∂t
{
j(r, t)− j′(r, t)}∣∣t=t0 = 〈Ψ0 ∣∣∣[jˆ, Hˆe − Hˆ ′e]∣∣∣Ψ0〉∣∣∣t=t0 . (3.66)
Since the potential is the only part of the electronic Hamiltonians which is different then
i ∂
∂t
{
j(r, t)− j′(r, t)}∣∣t=t0 = 〈Ψ0 ∣∣∣[jˆ, Vˆ (r, t)− Vˆ ′(r, t)]∣∣∣Ψ0〉∣∣∣t=t0 , (3.67)
= i n0(r)∇
(
Vˆ (r, t)− Vˆ ′(r, t)
)∣∣∣
t=t0
. (3.68)
Finally by taking the kth derivative of Eq. (3.68) we obtain
i ∂
k+1
∂tk+1
{
j(r, t)− j′(r, t)}∣∣t=t0 = i n0(r)∇ ∂k∂tk (Vˆ (r, t)− Vˆ ′(r, t))
∣∣∣∣∣
t=t0
. (3.69)
Let us consider the implications of Eqs. (3.68) and (3.69): the only interesting case is when
the potentials differ by a position dependent function. Therefore, Eq. (3.68) is non-zero and
the current densities must have unique evolutions i.e. j(r, t) '= j′(r, t).
A similar argument can be applied to the derivatives via Eq. (3.69). Thus, we have demon-
strated that each potential defines a unique current density. The current density can be
related to the electron density via the continuity equation
∂
∂t
n(r, t) = −∇ · j(r, t), (3.70)
therefore, the difference between two different continuity equations is given by
∂
∂t
{
n(r, t)− n′(r, t)}∣∣∣∣
t=t0
= −∇ · {j(r, t)− j′(r, t)}∣∣t=t0 (3.71)
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and any arbitrary derivative can be written as
∂k+2
∂tk+2
{
n(r, t)− n′(r, t)}∣∣∣∣∣
t=t0
= −∇ · ∂
k+1
∂tk+1
{
j(r, t)− j′(r, t)}∣∣∣∣∣
t=t0
, (3.72)
substituting Eq. (3.69) into the above yields
∂k+2
∂tk+2
{
n(r, t)− n′(r, t)}∣∣∣∣∣
t=t0
= −∇ · n0(r)∇ ∂
k
∂tk
{
Vˆ (r, t)− Vˆ ′(r, t)
}∣∣∣∣∣
t=t0
. (3.73)
From Eq. (3.73) we can infer the Runge-Gross theorem. If the potentials differ by anything
other than a constant then the right hand side will be non-zero, implying that the electron
densities must have unique evolutions (i.e. if V '= V ′ then n '= n′).
We now are able to identify a unique time-dependent electron density for each possible time-
varying potential. We initially calculate the ground-state using DFT and then evolve the
Kohn-Sham equations according to (in atomic units)
i∂ψi(r, t)
∂t
=
{
−∇
2
2 + Veff (r, t)
}
ψi(r, t) (3.74)
where the electron density is given by
n(r, t) =
∑
i∈occ
|ψi(r, t)|2 . (3.75)
In practice we allow the position of the nuclei to depend on time and for the potentials
to change in time, when adding time dependence. The evolution of the wave function is
calculated by using an integrator as discussed in [62].
Just like DFT, ‘TDDFT is, in principle, exact’. The source of approximation is again the
exchange-correlation functional. We now need to approximate both the dependence on elec-
tronic positions and how it evolves in time. In DFT, the exchange-correlation potential (Vxc)
is given by
Vxc[n(r)] =
δExc
δn(r) (3.76)
and the analogous time-dependent version is [63]
Vxc[n(r, t)] =
δAxc
δn(r, τ)
∣∣∣∣
n=n(r,t)
(3.77)
where Axc is the exchange correlation part of the action and τ is the Keldish pseudo-time
[63].
The simplest form of Eq. (3.77) is called the adiabatic local density approximation (ALDA),
in which we assume that the exchange-correlation potential only depends on the instantan-
eous electron density
Vxc[n(r, t)] = Vxc[n(r)]|n(r)=n(r,t) , (3.78)
in other words the exchange-correlation potential only depends on the current time and there
is no history dependence. Hence, we just use the same exchange-correlation potential as in
ground-state DFT and evaluate it with a time-evolving electron density.
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3.5 Time-Dependent Tight Binding (TDTB)
Within the TB formalism we can relate the band structure energy (EBS = oi
∑
i &i) to the
total energy (ET ) via
ET = EBS + V (R)− E0, (3.79)
where V (R) is the repulsive potential, E0 is a constant used to define the zero of energy.
The bandstructure energy can be expressed as
EBS =
∑
i
oi
〈
ψi
∣∣∣Hˆ(1)e ∣∣∣ψi〉 , (3.80)
where, oi is the occupation of the ith eigenstate ( |ψi〉) and Hˆ(1)e is the electronic Hamiltonian
for a single particle. In TB we write the eigenstate as a sum of one electron orbitals
|ψi〉 =
∑
I
∑
γ
aiIγ |φIγ〉 , (3.81)
where aiIγ are the time dependent expansion coefficient and |φIγ〉 represents the orbital γ
on an atom I at a position RI . Throughout this section we will use separate summations
for atoms (Roman letters) and orbitals (Greek letters).
Later it will be more convenient to write the total energy as a function of the density matrix
(ρˆ),
ρˆ =
∑
i
oi |ψi〉 〈ψi| , (3.82)
or, equivalently, in terms of the orbitals
ρˆ =
∑
i
∑
I,J
∑
α,γ
oi aiIαa
∗
iJγ |φIα〉 〈φJγ | . (3.83)
We can therefore write Eqs. (3.79) as
ET = Tr
{
Hˆ(1)e (ρˆ− ρˆ0)
}
+ V (R), (3.84)
where ρ0 is the density matrix for an isolated atom and is used as a definition of zero energy
E0 = Tr
{
Hˆ(1)e ρˆ
0
}
, (3.85)
where the pair potential term V (R) is zero for an isolated atom. In the remainder of this
section we will derive the equations of motion for time dependent tight binding (TDTB).
The derivation presented here will follow the same methodology as the work of Race [31]
although the results were originally derived by Todorov [64]. The Lagrangian (L) of the
TDTB system is given by
L = 2i
∑
i
oi〈ψi
∣∣∣ψ˙i〉+ Tn(R˙)− EBS(ρ)− V (R), (3.86)
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where Tn is the kinetic energy of the ionic system. We can write the Lagrangian as
L = 2i
∑
i
∑
α
∑
I
oia
∗
iIαa˙iIα +
∑
I
1
2MI
(
R˙
)2
− 2∑
i
oi
∑
I,J
∑
α,γ
aiIαa
∗
iJγ
〈
φJγ
∣∣∣Hˆ(1)e ∣∣∣φIα〉+ E0, (3.87)
where the first term is the kinetic energy of the state orbitals. We will now use each of
Lagrange’s equations in turn. The first equation is
∂L
∂aiIα
= d
dt
∂L
∂a˙iIα
, (3.88)
which yields
− 2∑
J
∑
α
oia
∗
iJγ
〈
φJγ
∣∣∣Hˆ(1)e ∣∣∣φIα〉 = 2ioi ddta∗iIα. (3.89)
The second Lagrange equation is
∂L
∂a∗iIα
= d
dt
∂L
∂a˙∗iIα
. (3.90)
Substituting Eq. (3.87) into this produces
2ioia˙iIα − 2
∑
J
∑
γ
oiaiJγ
〈
φIα
∣∣∣Hˆ(1)e ∣∣∣φJγ〉 = 0. (3.91)
The final Lagrange equation is
∂L
∂RI
= d
dt
∂L
∂R˙I
, (3.92)
which yields
− 2∑
I,J
∑
α,γ
oiaiIαa
∗
iJγ
〈
φIα
∣∣∣∇RI Hˆ(1)e ∣∣∣φJγ〉− 2∇RIV = 2MIR¨. (3.93)
The evolution of the eigenstate is given by the time-dependent Schrödinger equation
i d
dt
|ψi(t)〉 = i
∑
I
∑
α
a˙iIα |φIα〉 . (3.94)
We know the form of a˙iIα from Eq. (3.91), by making the appropriate rearrangement and
substituting the result into the above yields
i d
dt
|ψi(t)〉 =
∑
I,J
∑
α,γ
aiJγ
〈
φIα
∣∣∣Hˆ(1)e ∣∣∣φJγ〉 |φIα〉 = Hˆ(1)e |ψi(t)〉 (3.95)
hence, using the orthogonality of the bases set, ∑I∑α |φIα〉 〈φIα| = 1, it can be shown that
i d
dt
|ψi〉 =
∑
J
∑
γ
aiJγHˆ
(1)
e |φiJγ〉 = Hˆ(1)e |ψi〉 . (3.96)
It is then trivial to show that the evolution of the density matrix is given by
idρˆ
dt
= [Hˆ(1)e , ρˆ] (3.97)
and is used in our TDTB code spICED to propagate the system.
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3.6 Theory and Simulation
In the remainder of this thesis we will be investigating the electronic stopping power of an ion
as it moves through a crystal lattice, using simulations. We will therefore want to calculate
the evolution of the electrons during our simulations and we will use Ehrenfest dynamics as
described in Sec. 3.3.1. In Ch. 7 we will use TDTB, as described in Sec. 3.5, to calculate the
electronic stopping power with our own TB model (see Ch. 6), which is based on the Kwon
[60] TB model and will be discussed along with other TB models in Ch. 5. In chapters 4
and 9 we will use TDDFT to calculate the electronic stopping power of a channelling ion in
silicon.
Chapter 4
Time-Dependent Density Functional Theory:
A Silicon Ion Channelling in a Silicon Crystal
In this Chapter we are going to investigate the low velocity behaviour of a silicon (Si) ion
channelling in a Si crystal using time dependent density functional theory (TDDFT). We
will compare our results to tight binding in Ch. 7 and we will parameterise a perturbation
theory model with our results in Ch. 9.
The work presented in this chapter has been done using a modified version of qbox, a time-
dependent density functional theory (TDDFT) code [62, 65] and the computing resources
were provided by Lawrence Livermore National Laboratory (LLNL). The simulations have
been carried out by the present author with guidance from Dr A. Correa and Dr E. Draeger.
The TDDFT code qbox [62, 65] has been used to calculate the electronic stopping power of
a self interstitial channelling in the 〈001〉 direction of Silicon (Si).
4.1 Simulation Method
For the electronic stopping power calculations a perfect crystal of Si, represented by a sim-
ulation cell of 216 atoms subject to periodic boundary conditions, with an additional atom
in the 〈001〉 channel has been considered. We have used Γ point sampling throughout this
work, unless stated otherwise. Γ point sampling of a supercell was chosen, instead of a
smaller supercell with k-point sampling, so that the distance between periodic images of the
channelling ion is maximised, reducing the influence of the ion interacting with itself. For
simplicity we have built the simulation cell by repeating the cubic conventional cell, which
consists of eight Si atoms.
4.1.1 Convergence
For these simulations we considered a total of 217 Si atoms with a plane wave energy cut of
680.285 eV and the self-consistent field iterations continued until the change in total energy
was less than 27 neV. As shown by Table 4.1 the ground state energy is converged for our
choice of cut-off energy.
The cubic lattice parameter is given by the minimum of Fig. 4.1 and the bulk modulus is
51
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Energy cut-off (Ry) Total Energy (Ha)
30 −23428.69
40 −23428.81
45 −23428.85
50 −23428.85
60 −23428.85
Table 4.1: The cut-off energies and their respective ground-state energies for a 216 atom
Si crystal with an additional 217th atom in the 〈001〉 channel with an initial position of
a(0.25, 0, 0.5).
Formation Energy 64 atoms (eV) 217 atoms (eV) Reference (eV) DFT (eV)
Vacancy 3.24 3.98 ≈ 4 [69] 4.05 [67]
Tetrahedral interstitial 2.57 3.43 5.40 [70] 3.562 [68]
Hexagonal interstitial 2.54 3.56 4.82 [70] 3.424 [68]
Table 4.2: The unrelaxed formation energies of three different types of Si defect calcu-
lated using DFT (64 and 216 atoms), experimental results and comparable calculations.
proportional to the curvature. We obtain a lattice parameter and bulk modulus of 5.413 Å
and 93.16 GPa respectively, compared to 5.378 Å and 96.5 GPa as calculated by Fiolhais
et al. [66]. The small difference in the values of the lattice parameter and bulk modulus
are small and can be explained by the more sophisticated fitting procedure implemented by
Fiolhais et al. Our calculated defect formation energies are comparable to those obtained in
other DFT studies [67, 68] as shown by Table 4.2 and are obtained using the equations
Ed = EN±1 −
(
N ± 1
N
)
EN , (4.1)
where Ed is the defect formation energy, N is the number of atoms in the perfect crystal,
and Ei is the energy of a system with i atoms.
Our TDDFT simulations used the ‘impulsive’ model developed by Pruneda et al. [43]. In
the impulsive model, the channelling ion travels at a constant velocity through a perfect
crystal and the 216 atoms forming the perfect crystal are held stationary throughout the
simulation. As a consequence of the impulsive model, our simulations have well defined velo-
cities throughout the simulation but at the cost of energy conservation. Ehrenfest dynamics
reduces to the impulsive approximation if dPdt is set to zero in Eq. (3.57).
Normally, a microcanonical quantum molecular dynamics simulation with no thermostat or
barostat is said to be converged with respect to time step, dt, when the total energy drift is
negligible. However, the impulsive model does not conserve energy and a different criterion
for the convergence with respect to dt is required. To test convergence the same simulation
is performed using two different time steps, dt1 and dt2, such that dt2 = dt12 . If the resultant
dynamics from the two time steps is indistinguishable, then convergence with respect to dt1
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Figure 4.1: The variation in the binding energy per atom (Ea) as a function of cubic
lattice parameter (a). The bulk modulus is given by the second derivative and is in close
agreement to experiment. The factor of eight in the bulk modulus calculation is because
there are eight atoms in the cubic unit cell.
Reference System size
Correa et al. [47] 64 + 1
Pruneda et al. [43] 128 + 1
Zeb et al. [46] 64 + 1
This work 216 + 1
Table 4.3: A comparison of different size channelling simulations with periodic bound-
ary conditions. This work has used more atoms than any other published channelling
simulation to date (there are larger systems that have been calculated but the results
have not published).
has been achieved. For a self-interstitial in Si, the largest time step used in our simulations
was 0.00242 fs.
4.1.2 Channelling set up
All of the channelling simulations consisted of a 216 atom perfect crystal plus one channelling
ion. This is one of the largest channelling simulations to date, as shown by Table 4.3.
Throughout the simulation the perfect crystal was held stationary and the channelling ion
travelled along the 〈001〉 direction with a constant velocity (see Fig. 4.2), therefore the
channelling ion does not impart energy to the crystal lattice or create phonons, resulting in
a pure electronic stopping power.
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Figure 4.2: The yellow atoms represent the frozen crystal lattice containing 216 atoms,
while the pink atom is the channelling ion. The x and y axes are parallel to the white
box, while the zaxis is perpendicular to the page. The channelling ion travels at a
constant velocity in the 〈001〉 direction (straight out of the page).
4.2 Analysis Technique
The impulsive model causes the kinetic energy, Ek, of the channelling ion to remain constant
throughout the simulation. As the channelling ion propagates along the channel, energy
will be transferred from the channelling ion to the electrons (Ee). The total energy will also
oscillate due to the interaction between the channelling ion and the crystal lattice, producing
a periodic energy variation (EL). The total energy (ET ) of the system is given by
ET = Ek + Ee + EL. (4.2)
If we differentiate with respect to the distance travelled (z) the above becomes
dET
dz
= dEe
dz
+ dEL
dz
(4.3)
and rearranging to obtain the electronic stopping power (S = dEedz ) gives
S = dET
dz
− dEL
dz
= d(ET − EL)
dz
, (4.4)
hence by subtracting the energy fluctuations due to the lattice from the total energy it is
possible to calculate the electronic stopping power directly. The energy fluctuations due to
the channelling ion passing through the crystal are approximately equal to the Born Op-
penheimer energy, because there are additional electrons that are excited to the conduction
band and then return to the valence band due to the dynamics of the energy eigenvalues.
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In theory subtracting the Born Oppenheimer energy from the total energy will reproduce
the rate of electronic energy transfer. However, there are still small oscillations present as
shown by Fig. 4.3. Therefore, the function
f(z) = 0.088332
{
1− cos
(2piz
λ
)}
(4.5)
is also subtracted from the total energy, where λ is the distance between equivalent positions
in the channel. We are able to approximate the pre-factor to Eq. (4.5) as a constant, because
at low velocities the residual oscillations do not significantly change with the velocity of the
channelling ion. High velocity channelling ions have an electronic energy transfer that is
much greater than the energy oscillations, hence subtracting Eq. (4.5) from the total energy
has a negligible effect on the calculated value of the electronic stopping power. The form
of Eq. (4.5) can be justified by Eq. (8.107) from the perturbation theory, which includes
additional oscillations in the total energy due to the position dependent energy eigenvalue
of the channelling ion. The dynamical motion of the position dependent eigenvalue creates
additional electronic excitations, which then return to the groundstate, hence the amplitude
of the TDDFT energy oscillations is greater than the Born Oppenheimer case.
There is a transient region at small times, where a large amount of energy is initially trans-
ferred to the electrons, after which the average energy transferred per unit length settles
down to a steady state. To avoid overestimating the electronic stopping power we have re-
moved the transient from our analysis by excluding all of the data for the first one Å travelled
by the channelling ion. We than fit a linear function (g(z)) of the form g(z) = mz+ c, where
m and c are constants, to the data.
4.3 Results
In Fig. 4.4 the TDDFT results are presented along with the lowest velocity experimental
data point (from Zhang et al. [22]) and the stopping powers as calculated by SRIM [18].
The experimental data point is about a factor two larger than the corresponding TDDFT
data. This can be accounted for as follows.
In the simulation a perfect crystal has been used, whereas the experiments use a polycrystal
[22]. In an experiment the channelling ion will not always be in the exact center of the chan-
nel and will thus sample, on average, slightly higher electron densities than our simulations
that have used the exact centre of the channel. The effect of off-centre channelling in simu-
lations has been investigated by Correa et al. [47], who reported improved agreement with
experiment when the channelling ion was off-centre. It has recently been shown by Correa
et al. [71] that the electronic stopping power is increased at high velocity by including core
electrons in off-center channelling trajectories, so another reason for our underestimation of
the electronic stopping power may be our use of a pseudopotential.
Dorado [45] showed that the electronic stopping power from a channel is approximately a
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Figure 4.3: The raw TDDFT data (blue) minus the Born Oppenheimer data (green)
produces the red curve. To produce a flatter line we then subtract Eq. (4.5) from the
red curve to get the black line. By fitting a straight line to the black line we obtain the
magenta line. The stopping power is given by the gradient of the magenta line.
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Figure 4.4: The electronic stopping power calculated using TDDFT is about a factor
two smaller than experiment. This can be accounted for because the simulations, unlike
experiments, consider perfect channelling and neglect core excitations. We observe non-
zero electronic stopping below the expected threshold of about 60 eV. The insert shows
the TDDFT electronic stopping power (S) minus the metallic electronic stopping power
(Sm as defined in Sec. 4.3.1) as a function of velocity and the resultant structure is due
to pre-threshold electronic excitations.
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factor two smaller than the average electronic stopping power for ions travelling in random
directions. These papers [45, 47, 71] help to account for the discrepancy between the cal-
culated electronic stopping power and the experiments and provide indirect evidence for
off-centre channelling during experiments.
The results from SRIM [18] and the experimental data point are in rough agreement (the
two differ by about seven percent [22]). We have chosen for the SRIM results to end abruptly
(SRIM extrapolates the electronic stopping power to zero) at low velocity to demonstrate the
expected threshold velocity, as the channelling ion is believed to have insufficient energy to
excite electrons across the band gap. The threshold can be estimated from dielectric theory
[6] to be
vth =
(2pi
3
) 1
3 Egλ
h
, (4.6)
where Eg is the band gap energy, vth is the threshold velocity and λ is the distance between
equivalent lattice positions. It is clear from Fig. 4.4 that the electronic stopping power
calculated using TDDFT does not have the threshold predicted by SRIM. The mechanisms
that allow for a non-zero electronic stopping power due to a low velocity channelling ion are
discussed in Sec. 4.4.1 and Ch. 9.
4.3.1 Metallic Regime
The linear dependence of the electronic stopping power on velocity has been well documented
for metals [33, 43]. The most important consequence of the linear dependence is its use in
molecular dynamics (MD). It is often assumed that the force (F ) felt by a moving atom due
to the electronic stopping power (S(v)) is given by [37]
F = −βv, (4.7)
where v is the velocity vector, β is the electronic damping coefficient and is related to the
electronic stopping power via
β = dS(v)
dv
(4.8)
where v is the magnitude of the velocity. In Eqs. (4.7) and (4.8) it is assumed that the force
and electronic stopping power are linear with respect to the velocity of the channelling ion.
Our simulations suggest that the above approximation is only valid for fast moving ions,
otherwise a more complicated model is required.
Compared to a metal, an insulator has no electronic states in the energy range spanned
by the band gap. The electronic energy transfer due to a fast moving ion in an insulator
is very similar to the electronic energy transfer in a metal. This is because the electronic
energy transfer is dominated by high-energy transitions to empty states far above the band
gap, hence we would expect a metallic behaviour for fast-moving channelling ions. In our
simulation we find that the linear dependence on velocity starts at about 1.45 Åfs−1. In
Fig. 4.5 we see that there are two distinct linear gradients. The change in gradient occurs
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Figure 4.5: The electronic stopping power as a function of the channelling ion’s velocity.
There are two distinct linear gradients, the change in gradient may be due to a localised
state on the channelling ion.
at 13.97 Åfs−1, which corresponds to an excitation energy of about 36.7 eV (calculated with
Eq. (1.4)) and may be due to localised states on the channelling ion.
Care should be taken when applying our electronic damping coefficient to MD simulations.
The value we have calculated is only valid for the channelling of a self interstitial in the
〈001〉 direction of Si and will produce the average force felt by the channelling ion. It was
shown by Mason et al. [41] that the force experienced by a moving atom varies according to
its position and direction of motion. A position dependent model should be employed (see
Caro and Victoria [39]) to capture the dynamics more accurately.
4.3.2 Band Edge Regime
In Fig. 4.4 there is a significant increase in the electronic stopping power for channelling ions
as their velocity increases from 0.2 to 1.45 Åfs−1 (kinetic energies between 60 and 3000 eV).
The lower limit corresponds to when the channelling ion just has enough energy to create
a direct excitation from the valence to the conduction band (as calculated by Eq. (1.4)).
This can be easily understood by considering a simple model for an insulator consisting of
two parabolic bands separated by a gap of Eg. The joint density of states (JDOS), which is
directly proportional to the electronic stopping power (see Sec. 9.2.5), is given by
J(E) =
ˆ 0
Eg−E
dx Dv(x)Dc(x+ E), (4.9)
where E is the energy of the excitation and obeys E > Eg, we have defined zero to correspond
to the valence band maximum. If we use a simple parabolic model for the densities of states
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(DOS), such that Dv(x) =
√−x and Dc(x) = √x− Eg we obtain
J(E) =
ˆ E
Eg
dy
√
E − y
√
y − Eg = pi8 (E − Eg)
2. (4.10)
where y = x+ E.
Close to the band gap (E ≈ Eg) the change in the JDOS is quadratic, leading to a rapid rise
in the electronic stopping power. Physically the electronic stopping power rapidly increases
because there is a sharp rise in the number of states available for transition (both valence
and conduction). This results in a dramatic rise in the number of excited electrons, hence
an increase in the electronic stopping power.
4.4 Pre-threshold Regime
This section discusses the underlying mechanism for the non-zero electronic stopping power
observed for channelling ion velocities less than the threshold as seen in Fig. 4.4.
4.4.1 The Electron Elevator
Below threshold stopping is observed in Fig. 4.4 for channelling ions with a kinetic energy
less than 60 eV. Ground-state DFT calculations of the evolution of the adiabatic energy
eigenvalues as the channelling ion passes through the channel are presented in Fig. 4.6.
The most important feature of Fig. 4.6 is the oscillating gap state. At a position of about
0.125 (in fractional coordinates and at zero the channelling ion lies on a face of the cubic
cell) a 0.2 eV electron may be excited from the valence band to the gap state. As the
channelling ion continues to move through the cell, the electron occupying the gap state is
carried adiabatically up towards the conduction band. It can reach the conduction band by
making a second jump of 0.2 eV near to a position of 0.25.
It is possible to test if the electrons are using the gap state to make two low energy excitations
by examining the occupations of the states during a dynamical simulation. The population
of any arbitrary state y (ny) can be represented as a function of position via
ny(v, t) =
∑
i∈occ
〈
Φi(vt) | φksy (v, t)
〉
, (4.11)
where |Φi〉 are the instantaneous eigenstates of the Kohn Sham equations, |φksy 〉 are the
time-dependent Kohn Sham orbitals of the state y and we include a sum over all occupied
states. Fig. 4.7 shows that the occupation of the gap state oscillates, with maxima near to
the energy minima. This represents the picking up of an electron from the valence band.
Similarly the electron is promoted from the gap state to the conduction band when the gap
state’s energy is near to its maximum value. Since the gap state shuttles electrons between
the valence and conduction band we have decided to call it the electron elevator.
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Figure 4.6: The evolution of the electronic eigenvalues as the channelling ion passes
between equivalent lattice sites. The bulk states are relatively time independent (flat)
while the elevator state, shown in red, undergoes an oscillation in energy. The existence
of the elevator state allows electrons to be excited across the gap via two low-energy
excitations instead of one high-energy excitation.
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Figure 4.7: The change in occupation as a function of the channelling ion’s position
for a channelling ion with a velocity of 0.164 Åfs−1. This is approximately an excitation
energy of 0.49 eV, hence we expect the occupation of the elevator state to decrease just
after the elevator state reaches its maximum energy (top). There are increases in the
occupation of the conduction state, while the elevator state empties, for example between
0.25 and 0.5 as well as between 1.25 and 1.5. The markers represent the TDDFT data
and the dashed lines are from rate equations (see Sec. 4.4.2).
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The transfer of electrons between the elevator state and the bands is difficult to observe. If
the channelling ion’s velocity is too high then the promotion of electrons is dominated by
direct transitions from the valence to the conduction band. If the channelling ion’s velocity
is too low then there are few transitions to the elevator state. This can be understood via
the Landau-Zener formula [72], which calculates the probability (P ) of a transition between
a pair of states with a position dependent energy difference. For a pair of states with a
position dependent energy difference (∆E(z)), the probability of a transition is given by
P (t) = exp
− 2piα2
!
∣∣∣v d∆Edz ∣∣∣
 , (4.12)
where α is calculated from the off-diagonal matrix elements of the electronic Hamiltonian
and v is the velocity of the channelling ion. In our simulations ∆E ≈ &12 + &0 cos
(
2pivt
λ
)
,
where &12 is the time-averaged energy difference between the two states, &0 is the amplitude
of the oscillation in the energy difference and λ is the distance between equivalent lattice
sites. The Landau-Zener formula therefore becomes
P (t) ≈ exp
− α′∣∣∣v sin (2pivtλ )∣∣∣
 , (4.13)
where α′ is a constant. From the above equation it is clear that the probability of a trans-
ition reduces exponentially fast as the velocity decreases, hence there is a minimum velocity
required in order to clearly observe the fluctuations in the occupation of the elevator state.
The elevator state effectively reduces the band gap from 0.5 eV to about 0.2 eV, corresponding
to a threshold velocity of about 0.07 Åfs−1 (a kinetic energy of about 7 eV), however in Fig.
4.4 we still observe non-zero electronic stopping below this threshold. This due to harmonic
excitations and is explained using perturbation theory in Ch. 9.
4.4.2 Rate Equations
To understand the importance of the elevator state we constructed a set of rate equations
to represent the occupations of the valence band (Nv), elevator/defect (Nd) state and con-
duction band (N c). Assuming that the valence band is initially fully occupied and all other
states are initially empty leads to the following rate equations
dN c
dt
= −(Gv −Nv)ΓcvN c − (Gd −Nd)ΓcdN c + (Gc −N c)ΓcvNv + (Gc −N c)ΓcdNd (4.14)
and
dNd
dt
= −(Gc−N c)ΓcdNd− (Gv−Nv)ΓvdNd+(Gd−Nd)ΓcdN c+(Gd−Nd)ΓvdNv, (4.15)
where Γab represents the time-independent transition rate between the states a and b, while
Ga is the degeneracy of the state a. The defect states are labelled as d, the conduction band
as c and the valence band as v. It should also be noted that Γab = Γba. Assuming that
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the degeneracies of the conduction and valence bands are much larger than their change in
occupation and that Gv ≈ Nv the rate equations reduce to
dN c
dt
≈ −(Gd −Nd)ΓcdN c +GcΓcvGv +GcΓcdNd (4.16)
and
dNd
dt
≈ −GcΓcdNd + (Gd −Nd)ΓcdN c + (Gd −Nd)ΓvdGv. (4.17)
If we neglect the relaxation of the electrons from the conduction band back into the defect
state, we obtain the equations
dN c
dt
≈ GcΓcvGv +GcΓcdNd (4.18)
dNd
dt
≈ −GcΓcdNd + (Gd −Nd)ΓvdGv. (4.19)
For simplicity we define the total rate between the states as
Rcv = GcΓcvGv, (4.20)
Rvd = ΓvdGv, (4.21)
Rcd = GcΓcd, (4.22)
which yields the following rate equations
dN c
dt
≈ Rcv +RcdNd (4.23)
and
dNd
dt
≈ −RcdNd + (Gd −Nd)Rvd. (4.24)
It is possible to solve Eq. (4.24) by using the integrating factor exp([Rcd +Rcv]t) to get
Nd(t)−Nd(0) ≈ G
dRvd(1− exp{−[Rcd +Rvd]t})
Rcd +Rvd , (4.25)
where Nd(0) is the initial occupation of the defect state and is set to zero to match the
TDDFT simulations. By substituting Eq. (4.25) into Eq. (4.23) we obtain the expression
N c(t) ≈
(
Rcv + G
dRcdRvd
Rcd +Rvd
)
t+ G
dRcdRvd(exp{−[Rcd +Rvd]t}− 1)
(Rcd +Rvd)2 . (4.26)
For simplicity we introduce the parameters
τ = 1
Rcd +Rvd , (4.27)
A = Rcvτ, (4.28)
B = Rvdτ. (4.29)
Eq. (4.25) then takes the much simpler form
Nd ≈ GdB
(
1− exp
[
− t
τ
])
(4.30)
and Eq. (4.26) becomes
N c ≈ [A+GdB(1−B)] t
τ
+GdB(1−B)
(
1− exp
[
− t
τ
])
. (4.31)
It is important to note that Nd and N c do not include spin. Spin is included in Eqs. (4.26)
and (4.31) by multiplying by the spin degeneracy.
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Figure 4.8: The top panel shows the energy of the elevator state as a function of the
position of the channelling ion. The red and green markers in the lower three panels
show the elevator state and conduction band occupations as obtained from our TDDFT
simulations at three different channelling velocities: 0.274, 0.109, and 0.055 Åfs−1 in
descending order (the bottom panel is the slowest velocity). The dashed lines are fits to
expressions obtained from the rate equations. The values of the constants appearing in
the rate expressions are shown in Fig. 4.9.
4.4.3 Rate Equations and The Electron Elevator
For each channelling ion velocity the parameters of the rate equations are fitted to the
corresponding TDDFT data (see Fig. 4.7 and Fig. 4.8). The rate equations do not contain
any information about the position dependence of the energy of the elevator/defect state;
hence they neglect the oscillations in the state occupations created as the electron elevator
accepts electrons from the valence band and deposits them into the conduction band. The
rate equations show only the average behaviour of the occupations of the states. Subtracting
the average occupations obtained using the rate-equation fit from the TDDFT data makes
the peaks and troughs in the state occupations very clear.
Rearranging Eqs. (4.27) to (4.29) allows us to calculate the rates of excitation from the fit
parameters; the results are presented in Fig. 4.9. The ratio of direct excitations to excitations
via the elevator/defect state, Rcv
(
1
Rdv
+ 1
Rcd
)
, decreases as the velocity of the channelling
ion is reduced. Therefore, excitations via the elevator state are dominant at low velocities.
Excitations via the elevator state are limited by Rdv, because we need the electron from
the valence band in order to excite it to the conduction band. In theory the excitation of
electrons via the elevator state may also be limited by Rcd, as there would not be enough
unoccupied states for all of the excited electrons to populate.
It is expected that Rcv will rise sharply at high velocities as direct excitations dominate,
Time-Dependent Density Functional Theory: A Silicon Ion Channelling in a Silicon Crystal 65
0.05 0.10 0.15 0.20 0.25
Velocity (A˚fs−1)
0.0
0.2
0.4
0.6
0.8
R
at
e
(fs
−1
)
Rcv
Rdv
Rcd
0.00
0.05
0.10
0.15
R
cv
￿ 1 Rdv+
1 R
cd
￿
Figure 4.9: The top panel shows the ratio of the rate of direct excitations to the rate
of excitations via the defect state. The bottom panel shows the three rates as a function
of the channelling ion’s velocity. Indirect excitations are dominant at low velocities.
reproducing established theories of electronic excitations.
The rate-equations have allowed us to show importance of the elevator state. Figs. 4.7 and 4.8
show a good level of agreement between the rate-equations and TDDFT data, indicating that
our model for two-stage excitations via the elevator state is reasonable. From the parameters
of the rate-equations we have been able to extract the rate of electronic excitation via the
elevator state and the rate of excitation from the valence to the conduction band, these have
shown that excitations via the elevator state are dominant at low velocities. We have also
been able to observe the the shuttling of electrons across the band gap due to the periodic
energy oscillations of the electron elevator, by comparing the rate-equations and TDDFT
occupations during the steady state.
4.5 Below Threshold Stopping
In this chapter we have calculated the electronic stopping power of a Si channelling ion in
the 〈001〉 direction of a Si crystal using TDDFT. In Ch. 7 we will discuss how finite size
effects may alter these results. In our data we have found that the electronic stopping power
is non-zero below the threshold velocity, even if we calculate the threshold velocity using
the smallest gap between the elevator state and the valence band. Therefore, there must
be another mechanism for the excitation of electrons and this is explored in Ch. 9 using
perturbation theory.
Chapter 5
Tight Binding Models of Silicon
In this chapter we will review previously developed tight binding (TB) models for silicon
[59, 60, 73]. This will include highlighting the strengths and weaknesses of each model. In
Ch. 6 we will describe the alterations we have made to the Kwon [60] TB model to make it
suitable for studying the electronic stopping power and the results are presented in Ch. 7.
5.1 Vogl Tight Binding Model
The Vogl [73] tight binding (TB) model was developed to reproduce the LDA band structure
for a variety of different band gap materials with a minimum number of parameters. Vogl
did not use complex forms for the matrix elements as a function of the the atomic separation
as employed by other models [59, 60]. Instead Vogl [73] accounts for variations in the atomic
separation, of band gap materials, by including Harrison’s 1r2 scaling law [58] of the matrix
elements. Therefore, with Vogl’s approach an sp3 TB model would have a total of six free
parameters, consisting of the four hopping parameters and two onsite energies, to reproduce
the band structure of the material.
The band structure of semi-conductors is difficult to reproduce near to the conduction band
edge, even with numerous fitting parameters. Vogl [73] noted that the high energy states in
LDA calculations influence the energies of the conduction band edge, therefore he added an
excited s orbital (denoted by s∗) to the system to produce the sp3s∗ model. The addition
of the s∗ orbitals causes the energy of the conduction band to be reduced, by lowering the
dispersion (k dependence of the energy) of the conduction band. The inclusion of an s∗
orbital will add the following free parameters; one extra onsite energy (Es∗), a hopping
parameter between the s and s∗ orbitals (hs∗sσ) and a hopping parameter between the p
and s∗ orbitals (hs∗pσ). To determine the nine free parameters, Vogl fitted seven of them to
the electronic eigenvalues at the Γ and X points. The remaining two free parameters were
calculated by constraining the energy difference of the onsite matrix elements to give the
s− p energy splitting.
The sp3s∗ model produces good agreement with the LDA band structures for a wide variety
of materials. Vogl argues that by reproducing the band structure, his model would also
contain the correct physical characteristics of the material. If this argument is correct, the
model ought to be able to reproduce other physical properties (e.g. excitations within the
bulk [74]) without any additional parameters.
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Parameter value (eV)
Es −4.200
Ep 1.715
Es∗ 6.685
hssσ −8.300
hspσ 9.923
hppσ 10.865
hpppi −2.860
hs∗sσ 0.000
hs∗pσ 9.310
Table 5.1: The Vogl TB parameters for Si in the Slater and Koster notation. The
onsite matrix element for the orbital x is represented by Ex.
Although the Vogl [73] TB model has been very successful, it does suffer from the fatal flaw of
TB. Ultimately any TB model (within the context of this work) is semi-empirical; requiring
the fitting of undetermined parameters. As a result a TB model will reproduce a series
of experimental/theoretical results exactly, but it will not necessarily reproduce a physical
property it has not been directly fitted to. For example, the Vogl model can reproduce the
band structure [73] of Si to a high level of accuracy, but the simple Harrison scaling is not
sufficient to describe large deviations from the perfect crystal structure of Si.
For this work we are interested in Si and present the relevant TB parameters in Table 5.1.
It should be noted that in Vogl’s original paper he presented the parameters in terms of the
Hamiltonian matrix elements and for consistency we have resolved the Hamiltonian matrix
elements into the Slater and Koster hopping parameters.
5.2 Goodwin, Skinner and Pettifor (GSP) Tight Binding Model
Goodwin, Skinner and Petifor (GSP) [59] demonstrated that Harrison scaling [58] can be
improved upon by replacing the 1r2 form with a function f
( r0
r
)n, where n is a constant that
defines the decay of the matrix element, r is the separation of the atoms, r0 is the equilibrium
separation and the normalisation is given by f(1). Therefore, any hopping parameter (h)
can be expressed as a function of separation via the equation,
h(r) = h(r0)
(
f
( r0
r
)
f(1)
)n
, (5.1)
where h(r0) is the matrix element at equilibrium and n determines how rapidly the matrix
element changes with separation. It is clear that the function f should be smooth and tend
to zero at large separations. The same argument may also be applied to the pair potential
(φ).
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Parameter value (eV)
Es −6.535
Ep 1.760
hssσ −1.820
hspσ 1.960
hppσ 3.060
hpppi −0.870
Table 5.2: The electronic GSP TB parameters. The onsite matrix element for the
orbital x is represented by Ex and all of the quantities are for the equilibrium separation
in diamond (i.e. hssσ = hssσ(r0)).
Parameter value
n 2.0000
m 4.5400
nc 6.4800
rc 3.6700 Å
r0 2.360352 Å
φ(r0) 3.4581 eV
Table 5.3: The GSP TB parameters for scaling and the inter-atomic potential.
GSP decided to use hopping parameters of the form
hα(r) = hα(r0)
(
r0
r
)n
exp
{
n
[
−
(
r
rc
)nc
+
(
r0
rc
)nc]}
(5.2)
and the inter-atomic potential is given by
φ(r) = φ(r0)
(
r0
r
)m
exp
{
m
[
−
(
r
rc
)nc
+
(
r0
rc
)nc]}
(5.3)
where α describes which orbitals are involved, n is the hopping exponent and m is the ex-
ponent of the inter-atomic potential. The parameters rc and nc are used to determine the
scaling of the hopping parameter and inter-atomic potential. The equilibrium hopping para-
meters (h(r0)) and hopping exponent are from Harrison [75]. The onsite energy difference
was chosen to yield the correct diamond and FCC (face-centred cubic) energies and the re-
maining parameters were determined by fitting to the bulk moduli (diamond and FCC) and
the FCC equilibrium volume. The full list of parameters is presented in Tables 5.2 and 5.3.
The GSP [59] model yields approximately the same equilibrium lattice parameters and bind-
ing energies for the different phases of Si as DFT calculations, however the GSP and LDA
band-structures differ noticeably. The GSP model has a direct gap at the Γ point and the
eigenvalues at the bottom of the conduction band are too low between the Γ and L points.
Similarly, the bottom of the conduction band is too high near to the X and K points when
calculated with the GSP model. These differences in the band structure may have a dra-
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matic affect on the electronic stopping power. Hence, a different TB model is required for
channelling simulations.
5.3 The Kwon TB Model
The shortfalls of the GSP TB model led to the development of the Kwon [60] TB model. The
GSP model is a first nearest neighbour model, requiring the cut-off distance to be altered
depending on the crystal structure. Kwon addressed this issue by developing a second nearest
neighbour model with a universal cut-off for each of the matrix elements (including different
orbitals) as a function of the separation between atoms. The Kwon model made two sets
of changes to the GSP equations. The first was to generalise Eq. (5.2) to have an orbital
dependent radial cut-off (rcα) and hopping exponent (nα), yielding
hα(rij) = hα(r0)
(
r0
rij
)n
exp
{
n
[
−
(
rij
rcα
)ncα
+
(
r0
rcα
)ncα]}
. (5.4)
The second set of changes was to the pair potential,
φ(rij) =
(
r0
rij
)n
exp
{
m
[
−
(
rij
dc
)mc
+
(
r0
dc
)mc]}
, (5.5)
which is then placed into an embedding function of the form
f(xi) = C1xi + C2x2i + C3x3i + C4x4i , (5.6)
where xi =
∑
j &=i φ(rij) and the sum is over atoms that are neighbours to the atom i and the
inter-atomic potential energy is given by V =∑i f(xi). The parameters were chosen to yield
agreement with a range of experimental and theoretical results, the parameters are presented
in Tables 5.4 and 5.5. The Kwon model reproduces the correct ordering, equilibrium lattice
parameters and binding energies for various different Si crystal structures, as shown in Fig.
5.1.
The Kwon [60] model successfully reproduces several of the physical properties of Si, without
directly fitting those parameters. For example, Kwon reports that the elastic constants are
within 12% agreement of the experimental values and the relaxed defect formation energies
are shown to be in reasonable agreement with the equivalent LDA calculation. It is also
α hα (eV) rcα (Å) ncα
ssσ −2.038 3.40 9.5
spσ 1.745 3.55 8.5
ppσ 2.750 3.70 7.5
pppi −1.075 3.70 7.5
Table 5.4: The electronic Kwon TB parameters. The onsite matrix elements are
Es = −5.25 eV and Ep = 1.2 eV.
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Figure 5.1: The binding energy curves for different phases of Si calculated with the
Kwon TB model. The numbers in the legend correspond to the number of atoms in the
Γ point calculation. The results are in good agreement with density functional theory
calculations. An energy of 8.74 eV per atom is added to ensure that the binding energy
of a free atom is zero.
Parameter value
m 6.8755
mc 13.017
rc 3.669950 Å
r0 2.360352 Å
n 2.0000
C1 2.1604385 eV
C2 −0.1384393 eV
C3 5.8398423× 10−3 eV
C4 −8.0263577× 10−3 eV
Table 5.5: The Kwon TB parameters for scaling and the inter-atomic potential.
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Figure 5.2: The band-structure of Si using the Kown and Vogl TB models (Vogl is
used as an approximation to the LDA).
possible to generate good estimates of the coordination number, bond angle distribution and
radial distribution function of liquid Si (compared to DFT) [60].
The Kwon model overestimates the phonon frequencies compared to experiments, by about
35 to 45% [60]. This overestimate is a direct consequence of the high value of m and it has
been shown that a lower values of m (e.g. GSP) produce better agreement with experimental
results.
Another shortcoming of the Kwon [60] model is the quality of the band-structure of Si,
although it should be noted that the Kwon model does produce a better band structure than
the GSP model. One of the important characteristics of the Si (LDA) band structure is
that it has an indirect gap, with the valence band maximum at Γ and the conduction band
minimum about 70% of the way to the X point. The Kwon model also has an indirect gap,
but between the Γ and L points (see Fig. 5.2). The smallest energy gap in the Kwon model
is 0.78 eV, compared to 0.6 eV of LDA calculations.
The main issue of the Kwon [60] model is that the force felt by a pair of atoms becomes
attractive as their separation tends to zero, which is un-physical. This result is derived in
Sec. C.1
5.3.1 Sampling of Kwon Model
For this subsection we are discussing symmetry points within k-space for a perfect crystal
system. Channelling simulations break the crystal symmetry and are not considered here.
For this work we are interested in the effect of the band gap of Si on the electronic stopping
power. It is, therefore, important to sample the indirect band gap of the Kwon model. Our
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TB simulations will use a supercell and work at the Γ point of the supercell Brillouin zone.
This means that the k vectors of the one-electron eigenstates are reciprocal lattice vectors of
the supercell Brillouin zone. For the Kwon [60] TB model the valence band maximum is at
the Γ point of the primitive unit cell and is always included in the set of allowed k vectors.
In order to sample the conduction band minimum (for the Kwon TB model) at L, one of
the supercell reciprocal lattice vectors must lie close to the L point of the primitive Brillouin
zone. We would like to ensure that the band gap, from Γ to L, is always sampled.
For a single cubic unit cell, with a lattice parameter a, the Brillouin zone is defined by the
following reciprocal lattice vectors
b1 =
2pi
a
(1, 0, 0), (5.7)
b2 =
2pi
a
(0, 1, 0) (5.8)
and
b3 =
2pi
a
(0, 0, 1). (5.9)
Let us consider a supercell that is constructed from cubic unit cells. The corners of the cubic
unit cells within the supercell occur at points
a1 = a(nx, ny, nz), (5.10)
where nx, ny and nz are integers such that 0 ≤ ni < Ni, and Ni is the maximum number of
unit cells spanning the supercell in the i direction, with i = x, y or z.
Any k point can be reduced into the primitive Brilouin zone of the supercell by subtraction
of a reciprocal supercell lattice vector (gnxnynz) of the form
gnxnynz =
2pi
a
(
nx
Nx
,
ny
Ny
,
nz
Nz
)
. (5.11)
The supercell reciprocal lattice vectors, which are all sampled at the Γ point, are related to
the primitive Brillouin zone lattice vector (knxnynz) by the equation
kxyz = gxyz. (5.12)
To ensure that our simulation sees the right band gap, we want one of these points to
correspond to the conduction band minimum,
kxyz =
pi
a
(1, 1, 1). (5.13)
Substituting Eq. (5.13) into Eq. (5.12) gives
(1, 1, 1) = 2
(
nx
Nx
,
ny
Ny
,
nz
Nz
)
. (5.14)
For Eq. (5.14) to be true we require ni = Ni2 and as a consequence the number of cubic cells
in each direction must be even.
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If we have an odd number of cubic cells, then Eq. (5.14) will not be satisfied exactly; however,
if the number of cubic cells is large then we can get arbitrary close to the L point (e.g.
Nx = Ny = Nz = 101).
5.4 Tight Binding and The Electronic Stopping Power
In this chapter we have seen three different TB models, each with their own strengths
and weaknesses. On balance, the Kwon [60] TB model is the best starting place for our
simulations. The Kwon TB model has a reasonable band-structure, with an indirect gap,
and is able to produce the general behaviour of Si. In Ch. 6 we will discuss a few changes
that we have made to the Kwon TB model for the purpose of simulating channelling ions.
Chapter 6
Modification of Tight Binding Model
In this chapter we will discuss our additions to the pre-existing tight binding model of Kwon
[60]. The modifications discussed in this chapter can be applied to any tight binding model
and have been developed by the present author and Dr D. Mason.
6.1 Modifications to Tight Binding
For this work we are interested in the channelling of a self interstitial silicon (Si) atom,
therefore it is imperative for our orthogonal tight binding (TB) model to produce physically
reasonable behaviour for small atomic separations. This led to the development of the Finite
Electronic Bands (FEB) and Linear Approximation of Pair Potentials (LAPP) methods,
which are discussed in Sec. 6.3 and 6.4 respectively. These modifications result in a non-
divergent electronic energy and a ZBL form for the inter-atomic potential, respectively, as
the separation between a pair of atoms tends to zero. We first need to discuss our method
of switching between two different functions (Sec. 6.2).
6.2 The Smooth Switch Function
Within the context of this work, a “smooth switch” is a function that changes gradually from
one to zero and is continuous in its first eight derivatives. The smooth switch is required to
be continuous to avoid difficulties in the numerical integration (here we use the fourth order
Runge-Kutta method) of the Ehrenfest equations.
The smooth switch used in this work was developed by Dr. D. Mason and it is a ninth order
polynomial defined between a lower limit, called the “taper”, below which it equals one and
an upper limit, called the “cut-off”, above which it equals zero. An example of the smooth
switch function is shown in Fig. 6.1 and has the form
S(x(r)) = {126 + x[−420 + x(540 + x{−315 + 70x})]}x5 (6.1)
where,
x(r) = rc − r
rc − rt (6.2)
and r is the separation between two atoms, rc is the cut-off distance while rt is the taper
distance.
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Figure 6.1: An example of the smooth switch function. It has a value of one below
the taper (1.5) and a value of zero above the cut-off (2.5).
6.3 Finite Electronic Bands (FEB)
We will start with the simplest change to the Kwon [60] model. The Kown hopping para-
meters, see Eq. (5.4), become divergent as the separation between a pair of atoms tends to
zero. However, this divergence of the electronic energy is not physical.
The finite electronic bands (FEB) method provides a relatively simple technique for replacing
the separation dependence of any TB hopping parameter with a non-divergent form. For this
work, we use a simple quadratic function (gα) to represent the scaling for small separations,
gα(rij) = µαr2ij + χα (6.3)
where, α is the type of hopping parameter, while µα and χα are adjustable constants. The
switch over from hα(r0)gα(rij) to hα(rij) (see Eq. (5.4)) occurs between the taper separation
(rt = 1.6 Å) and a cut-off separation (rc = 1.8 Å). The switch is performed using the smooth
switch function described in Sec. 6.2, which will be denoted S. Therefore, our new hopping
parameter (h′(rij)) can be written as
h′α(rij) = gα(rij)hα(r0)S(rij) + {1− S(rij)}hα(rij) (6.4)
where hα(rij) is given by Eq. (5.4). Hence, our new hopping parameters reproduce the Kwon
results for typical separations (e.g. the nearest-neighbour distance in diamond Si which is
about 2.3 Å), but are replaced with a non-divergent form for small separations.
The adjustable constants are determined by ensuring continuity of the numerical value of
the hopping parameter at the centre of the switch
gα
(
rt +
rc − rt
2
)
hα(r0) = hα
(
rt +
rc − rt
2
)
. (6.5)
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α µα (Å−2) χα
ssσ 1.462 -8.395
spσ −1.254 7.191
ppσ 1.996 11.414
pppi 0.780 −4.462
Table 6.1: The adjustable constants used in Eq. (6.4) to three decimal places.
Continuity of the first derivative is also required at that point. The parameters used for this
work are presented in Table 6.1 and our new hopping parameters are shown in Fig. 6.2.
The choice of taper and cut-off separation alters the bonding properties of the material,
therefore we can choose the position of the first minimum in the electronic energy during a
channelling simulation. To maintain a physically sensible system the cut-off and taper are
adjusted to produce the same position for the electronic energy minima, as a function of the
channelling ion’s position, as TDDFT for a self-interstital in the 〈001〉 channel of equilibrium
Si lattice.
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Figure 6.2: The separation dependence of the new hopping parameters (solid lines
calculated using Eq. (6.4)) versus the original Kwon hopping parameters (dashed lines
calculated using Eq. (5.4)). The new hopping parameters are calculated using the FEB
method and produce a finite electronic energy at zero separation.
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6.4 Linear Approximation of Pair Potentials (LAPP)
For small atomic separations we desire a realistic representation of the ion-ion interaction.
The universal screening potential, also more commonly called the ZBL potential [18], has
been shown to reproduce experimental and theoretical ionic potentials for a wide range of
atoms. As shown in Fig. 6.3 the Lindhard screening length yields the best match to the
Kwon pair potential and has therefore been selected for this work. The sum of pair potential
(xi) in the Kwon model is replaced by
Yi =
∑
j
{Z(rij)Sv(rij) + [1− Sv(rij)]φ(rij)} , (6.6)
where Sv is the smooth switch function for the pair potential and φ(rij) is given by Eq. (5.5).
The smooth switch uses 1.8 and 2.2 Å as the taper and cut-off separations respectively.
Now we have a method for achieving a ZBL potential for small separations without changing
the original (Kwon) potential at equilibrium distances. However, the Kwon method uses
the pair potential in a polynomial embedding function (f see Eq. (5.6)) that we need to
replace with a linear form for small separations (and hence large values of the argument of
the embedding function). Our new embedding function (b) is given by
b(Yi) = [f(Yi)− Yi]Se(Yi) + Yi, (6.7)
where Se is a smooth switch function. The smooth switch function is chosen to have a taper
of 20 and a cut-off of 40 as shown by Fig. 6.4. This choice of taper and cut-off exploit the
approximately linear behaviour of the Kwon embedding function for arguments less than 40.
For crystal structures at equilibrium Eq. (6.7) reduces to the Kwon embedding function.
The final part of the LAPP method is to calculate the force on an atom at a position rk due
to the other atoms in the system (Fk),
Fk = − dVdrk , (6.8)
where the LAPP effective potential is given by
V =
∑
i
b(Yi) =
∑
i
{[f(Yi)− Yi]Se(Yi) + Yi }. (6.9)
When deriving the force due to the LAPP method it will be convenient to define the matrix
of vectors
Rmn =
rm − rn
rmn
(6.10)
and it is important to note that it is anti-symmetric in the indices m and n.
The force on an atom k due to a cluster of atoms centered on i is given by the following
equation
− d
drk
b(Yi) = −
∑
j
db
dYi
dYi
drij
drij
drk
, (6.11)
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Figure 6.3: The ZBL potential for the three possible screening lengths, the Kwon pair
potential and the LAPP pair potential. The LAPP pair potential uses the Lindhard
screening length and produces a smooth transition between the Kwon and ZBL poten-
tials. We have also included the ZBL potential for the Firsov and Zeigler screening
lengths.
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Figure 6.4: The original Kwon embedding function and the LAPP replacement func-
tion (see Eq. (6.7)). Unlike the Kwon embedding function, the LAPP replacement
becomes linear for large arguments. This ensures that the atoms repeal each other at
small separations.
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where b(Yi) is the repulsive potential energy due to the atom i interacting with the rest of
the crystal and the sum over j is contained within the Yi terms. The rate of change in the
separation of atoms i and j with respect to the position of atom k is given by
drij
drk
= δkiRkj − δkjRik, (6.12)
where δmn is a kronecker delta between atoms m and n. To simplify the notation we will
introduce the notation
Yi =
∑
j
χ(rij), (6.13)
where the sum is over the atoms j that are in range of atom i and
χ(rij) = Z(rij)Sv(rij) + [1− Sv(rij)]φ(rij). (6.14)
We will now calculate
dYi
drk
=
∑
j
dYi
drij
drij
drk
, (6.15)
substituting Eqs. (6.12) and (6.13) into the above yields
dYi
drk
=
∑
j
χ′(rkj)Rkjδik − χ′(rik)Rik, (6.16)
where χ′(rmn) signifies the derivative of χ(rij) with respect to rij evaluated at rij = rmn.
The force on atom k due to a cluster of atoms centered on i is therefore given by
− db
drk
= −b′(Yi)
[∑
n
χ′(rkn)Rknδik − χ′(rik)Rik
]
, (6.17)
where b′(Yi) is the derivative of the function b evaluated at Yi.
The total force due on an atom k is given by summing over all possible atoms i, hence
F k = − dVdrk = −
∑
i
b′(Yi)
[∑
n
χ′(rkn)Rknδik − χ′(rik)Rik
]
, (6.18)
which simplifies to
F k = −
[∑
n
b′(Yk)χ′(rkn)Rkn −
∑
i
b′(Yi)χ′(rik)Rik
]
. (6.19)
We simplify Eq. (6.19) by using the fact that Rij is anti-symmetric in its indices and rela-
belling the indices in the second term from i to n we obtain the expression
F k = −
∑
n
[
χ′(rkn)Rkn
{
b′(Yk) + b′(Yn)
}]
. (6.20)
In the limit of rkn tends to zero, we find that
lim
rnk→0
Sv(rnk) = 1 (6.21)
hence, Eq. (6.14) simplifies to
lim
rnk→0
χ(rnk) = Z(rnk) (6.22)
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and will be large. Therefore, Eq. (6.13) will be large and as a result
lim
rnk→0
Se(Yi) = 0. (6.23)
Substituting Eq. (6.23) into Eq. (6.7) produces the result
lim
rnk→0
b(Yi) = Yi. (6.24)
Therefore, by substituting Eqs. (6.22) and (6.24) into Eq. (6.20) we obtain the result
lim
rnk→0
Fk =
∑
n
2 dZ
drij
∣∣∣∣∣
rnk
Rnk, (6.25)
since dZdrij is negative the force is also negative (if rk<rn) corresponding to a repulsive force.
6.5 Dynamical Simulations
In this section we have discussed our modifications to the Kwon [60] TB model. First we
discussed the FEB method that ensures a finite electronic energy at small separations. We
then discussed the LAPP method which reduces to the ZBL form at short separations and
is not altered for moderate separations. In Ch. 7 we will use the Kwon model with the FEB
and LAPP methods applied to it to calculate the electronic stopping power. We will exploit
the cheap computational cost of TDTB to investigate finite size effects and how this will
alter the time-dependent density functional theory results of chapters 4 and 9.
Chapter 7
Time-Dependent Tight Binding Results
This chapter begins with a description of the analysis methods used: they were originally
developed by Dr. D. Mason and the results were calculated using spICED. The framework
of spICED was written by Dr. D. Mason, while the current author wrote the code for the
Kwon [60] TB model (so it could be incorporated into spICED), linear approximation of
pair potentials and finite electronic bands methods. The simulations were conducted by the
current author.
7.1 The Gradient Extraction Method (GEM)
In channelling simulations the electronic energy transfer has an underlying periodic depend-
ence on position, due to the crystal lattice, plus a linear contribution that corresponds to
the electronic stopping power. We could fit a line to the raw data, but the resultant gradient
could potentially be susceptible to bias due to an incomplete number of periods and/or “ran-
dom noise”, which we are defining to be anything that causes the raw data to deviate from
the ideal case (periodic function plus a straight line) such as finite size effects and rounding
errors. The Gradient Extraction Method (GEM) has been developed to overcome this issue.
The Gradient Extraction Method (GEM) calculates the linear gradient of any function of
the form
A sin(kz) + Sz +R(z), (7.1)
where A is the amplitude of the periodic function, S is the linear gradient (in this case the
electronic stopping power), k defines the periodicity and R represents the random noise. We
assume that the random noise is small; hence the linear gradient is only obtainable if we can
remove the periodic function.
At the local minima, the periodic function will yield the same result (Ak cos(kz) + S = 0),
hence all of the electronic energies will be shifted by the same constant. A linear fit to the
minima will therefore produce an approximation to the gradient S, as shown by Fig. 7.1.
If a data set has a series of data points with an increment of exactly one period, then
we call them equivalent data points. This terminology originates from the A sin(kz) term
reproducing the same value when z is increased by a single period. For example the maxima
are a series of equivalent data points. Since we use a series of equivalent data points the
analysis is performed over an integer number of periods.
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Figure 7.1: Top: The GEM applied to the maxima and minima of an idealised (R(z) =
0) data set. Both estimates of the gradient are the same. Bottom: The transform used
by the G-GEM. Each of the maxima is shifted in position and energy by a constant
amount, such that the transformed data set has the first data point at the origin. By
repeating the transform for different sets of equivalent points (e.g. the maxima) the
gradient can be estimated by using a single fit
We find that the GEM can be used for any set of equivalent data points, however in practice
we use the minima. This choice is because we use a minimization algorithm to find the initial
minimum.
7.2 The Generalised Gradient Extraction Method (G-GEM)
The GEM does not utilise the full range of data available. The generalised GEM (G-GEM)
is designed to use the full range of available data.
The GEM can easily be extended to a simple G-GEM, by taking an average of the linear
gradients calculated using GEM for a range of different initial data points. This simple
extension will vastly improve the accuracy of the gradient.
The uncertainty in the gradient due to the random noise scales as 1√
N
, where N is the number
of data points. If we consider a data set consisting of m periods and each period contains n
equally spaced data points. Then the GEM will produce single linear fit to a fraction of the
data and we would have an error which scales as 1√
m
. A G-GEM uses a single calculation of
the gradient using all of the available data points, hence the uncertainty is proportional to
1√
mn
.
For any set of equivalent data points (e.g. the maxima), we can redefine the positions (z)
and electronic energy (Ee) such that the first data point (e.g. the first maximum) is at the
origin. This is equivalent to shifting the set of equivalent data points by a constant as shown
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in Fig. 7.1. This simple transform does not alter the linear gradient of the data set; hence,
by repeating the transform on multiple sets of equivalent data points, all the data will lie in
a single straight line and we can then calculate a single gradient. This repeated shifting of
equivalent data points is the G-GEM.
7.3 Ion Channelling
In this section we will consider the electronic stopping power due to a Si channelling ion in
the 〈001〉 direction of Si, as calculated by TDTB, with the data analysis performed using
the G-GEM. The following discussion will predominantly focus on the differences between
the TDTB and TDDFT (see Ch. 4) results.
For the TDTB simulations a variety of system sizes are considered (see Table 7.1) each
with Γ point sampling. The perfect crystal is held stationary throughout the simulation
and the channelling ion is forced to travel in a straight line and obey Ehrenfest dynamics.
Therefore, the channelling ion loses kinetic energy to the electrons during the simulation.
Since we require the channelling ion to continue moving throughout the simulation, there is
a minimum velocity that we can consider, preventing us from simulating the lowest possible
electronic excitations (c.f. Ch. 4).
The results presented in Fig. 7.2 show that the TDDFT (squares) and TDTB (circles) obey
the same general behaviour: A linear part at high kinetic energies, a sudden increase in the
electronic stopping power over intermediate energies and a non-zero pre-threshold regime.
Since these behaviours have already been discussed in Ch. 4 we will focus on finite size effects.
However, we first have to address why TDTB produces a larger electronic stopping power
than TDDFT and why the TDTB metallic regime is achieved at lower kinetic energies.
A comparison between the TDTB and TDDFT joint density of states (JDOS) is presented
in Fig. 7.3. The TDTB JDOS is larger than the TDDFT JDOS for excitations with an
excitation energy between 5 and 9 eV (kinetic energies of between 4 and 13 keV). Hence, in
the TDTB simulation there are more electronic excitations for channelling ions with kinetic
energies between 4 and 13 keV leading to a larger electronic stopping power when compared
to the TDDFT data.
Number of atoms Super cell configuration
64 + 1 2× 2× 2
216 + 1 3× 3× 3
512 + 1 4× 4× 4
4096 + 1 8× 8× 8
Table 7.1: The total number of atoms in a supercell and the corresponding supercell
configuration (in cubic unit cells).
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Figure 7.2: The electronic stopping power for an ion channelling in the 〈001〉 direction
in Si. The TDDFT (squares) results from Fig. 4.4 are presented along with the TDTB
results. The TDTB results converge rapidly with system size.
For channelling ions with lower kinetic energies the difference can be explained by the dif-
ferences in the elevator state. Fig. 7.4 shows that the TDTB elevator state has very large
oscillations in its energy (spanning about 49% of the band gap) when compared to TDDFT
elevator state (which spans about 20% of the energy gap). The larger oscillations in energy
result in a more efficient electron elevator as shown by Fig. 7.5. In Fig. 7.5 we can see the
electron elevator collects electrons from the valence band and deposits them into the conduc-
tion band. The occupation of the conduction band has sudden jumps as the elevator state
loses electrons to the unoccupied conduction states. It should also be noted that the initial
occupation of the elevator state is two, but it loses some of the initial occupation during the
transient. In both TDDFT and TDTB there is a second time-dependent state that under-
goes a small change in its energy eigenvalue. In TDDFT this second time-dependent state is
coupled to the bottom of the conduction band; in TDTB, however, it is coupled to the top
of the valence band. This difference shows the approximate nature of the TB description of
the electronic structures of complex materials.
The TDTB electronic stopping power converges very quickly at high kinetic energies with
respect to system size as shown by Fig. 7.2. The electronic stopping power will increase as
the energy of the excitation increases and the number of electrons that we can excite rises;
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Figure 7.3: The JDOS calculated from TB and DFT. Although the TDDFT JDOS is
larger near to the conduction band edge, the TB elevator state creates more low energy
excitations.
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Figure 7.4: The evolution of the electronic eigenvalues as the channelling ion propag-
ates along the 〈001〉 direction of Si for TDTB and TDDFT. The TDTB elevator state
undergoes larger fluctuations in its energy.
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Figure 7.5: The evolution of the occupations of the conduction band and the elevator
state during a TDTB simulation of a 100 eV channelling ion. There are jumps in the
conduction band’s occupation when the occupation of the elevator state is reduced.
this phenomenon can be represented by the JDOS. The number of electronic eigenvalues
(energy levels) is determined by the system size and the DOS is calculated by a Gaussian
smearing of the electronic eigenvalues, hence the DOS and JDOS are susceptible to finite
size effects. If we consider a reduction in the size of a supercell, e.g. from 4097 to 513 atoms,
then we will have fewer electronic eigenvalues and as a consequence a poor resolution of the
JDOS. At high kinetic energies a small reduction in the number of electronic eigenstates is
not significant, because their will still be a large number of electrons being excited and the
energy removed is insignificant in comparison to the remaining electronic energy transfer.
At low kinetic energies all of the electronic excitations will be close to the band edges, where
there are only a small number of electronic eigenstates, hence there are few electrons available
for excitation. The removal of any electronic eigenstates, by reducing the system size, will
therefore have a significant impact on the number of possible electronic transitions caused by
low velocity channelling ions. We suspect that for channelling ions with low kinetic energies,
that reducing the system size removes a greater proportion of the electronic energy transfer
when compared to high kinetic energy channelling ions, hence the electronic stopping power
converges more rapidly at high kinetic energies with respect to system size. It should be
noted that 216 + 1 atoms is reasonably well converged and demonstrates the same physical
principles as the large simulations, showing that the analysis in Ch. 4 is not dominated by
finite size effects.
The electronic stopping power (S) can be written as (see Sec. 9.2.5 for a formal derivation)
S(v) = λ4 |ν|
2 J(Ex), (7.2)
where λ is distance between equivalent lattice positions, Ex is the energy of an excitation
due to a channelling ion with a velocity v and ν is a constant representing the magnitude
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of the off-diagonal matrix elements of the force operator due to the coupling between the
valence and conduction band states. The JDOS, J(Ex), represents the number of electrons
that are excited by an energy Ex. The distance travelled is directly proportional to velocity
and is related to the excitation energy via the atom passing frequency,
Ex =
hv
λ
(7.3)
then the electronic stopping power must be directly proportional to the JDOS. The TDTB
JDOS is approximately linear in the excitation energy (hence, velocity) from about 3 eV up
to about 6 eV. This excitation energy range corresponds to kinetic energies of about 1.4 to
5.7 keV and a linear electronic stopping power with respect to velocity is observed within
this kinetic energy range. From Fig. 7.3 we can see that the metallic regime occurs at lower
kinetic energies in the TDTB simulations than the TDDFT, because the linear relationship
between the excitation energy and JDOS is observed in the TDTB JDOS at lower excitation
energies.
7.4 The Oscillating Atom
In this section we will consider a perfect Si (diamond) crystal with a single atom oscillating
around its lattice site while all of the other atoms remain fixed. The oscillating atom will
have a z position given by
z(t) = z0 +A sin(ωt), (7.4)
where A is the amplitude of the oscillation, z0 is the equilibrium position and ω is the driving
frequency. An atom oscillating around its lattice site will not alter the electronic structure
of the bulk material if the amplitude of the oscillation is small, allowing us to study the
electronic stopping power of Si with no elevator state.
The work of Mason et al. [40] considered a single atom oscillating in a Cu-like metal. From
the simulation data and perturbation theory they constructed a molecular dynamics (MD)
force field to describe the directional dependence of the electronic stopping power in a face-
centered cubic metal. In this section we will use the techniques developed by Mason et al.
to examine the electronic stopping power for a single atom oscillating in the z direction in
Si.
In MD simulations the electronic stopping power due to an atom moving with a velocity v
is often represented by a drag force (F) of the form [37]
F(t) = −βv, (7.5)
where β is the electronic damping. The electronic energy transfer (Ee) at a time t is given
by [40]
Ee(t) = −
ˆ tn
t0
dt F(t) · v(t) (7.6)
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and substituting Eq. (7.5) into the above yields
Ee(t) =
ˆ tn
t0
dt β(t) |v(t)|2 , (7.7)
where we have allowed the electronic damping to be time dependent. We are interested in
the energy transfer due to an oscillating ion (Eq. (7.4)) during the mth period, but Mason
et al. [40] showed that the electronic damping is independent of the number of oscillations
and can be treated as a constant, hence Eq. (7.7) becomes
Ep =
ˆ (m+1)τ
mτ
dt β |A|2 ω2 cos2(ωt) = 12β |A|
2 ω2τ, (7.8)
where we have introduced τ = 2piω and Ep is the electronic energy transfer for a single period.
The total electronic energy transfer for m complete oscillations is given by
Epm =
1
2β |A|
2 ω2mτ, (7.9)
and mτ can be interpreted as the time elapsed during m complete periods. Hence, by
differentiating with respect to time and rearranging
β = 2|A|2 ω2
dEe
dt
, (7.10)
where Ep(mτ) =
Ee
∆t ≈ dEedt is measured over an integer number of periods.
7.4.1 Perturbation Theory
For an atom oscillating in a perfect crystal with an angular frequency ω, the probability (P)
of a transition between a pair of states separated by an energy gap of & within a time t is
given by [40]
P(&, t) = |V |
2 pit
2! {δ(&− !ω) + δ(&+ !ω)} , (7.11)
where V is the matrix element between the states and is assumed to be a constant. The
electronic energy transfer between the pair of states is given by
∆Ee(&, t) = &P(&, t). (7.12)
Eq. (7.12) cannot be applied to our simulation results in its current form because it does not
take into account the density of states (DOS) of the Si crystal. Including the valence (Dv)
and conduction (Dc) band DOS in Eq. (7.12) gives
∆Ee(t) =
ˆ
v
dx
ˆ
c
dy (y − x)Dv(x) Dc(y) P(y − x, t), (7.13)
where the integrals are over all of the states in the valence and conduction bands, and we
have assumed that the valence band is initially occupied and the conduction band is initially
unoccupied. By applying a change of variables from the conduction band energy (y) to the
energy difference (& = y − x), Eq. (7.13) simplifies to
∆Ee(t) =
ˆ
v
dx
ˆ Ec−x
Eg−x
d& &P(&, t)Dv(x) Dc(&), (7.14)
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Figure 7.6: The DOS for 6144 atoms with Γ point sampling and a Gaussian smearing
of 0.02 eV. The DOS was calculated using the Kwon TB model in spICED.
where Eg and Ec are the bottom and top of the conduction band respectively and we have
chosen for the top of the valence band to be at zero eV. The total electronic energy transfer
is obtained by substitution of Eq. (7.11) into Eq. (7.14) and produces the result
∆Ee(t) =
|V |2 piωt
2
ˆ
v
dx Dv(x)Dc(x+ !ω), (7.15)
where we have used the delta functions to evaluate the integral over &. The electronic
damping (Eq. (7.10)) is therefore given by
β = |V |
2 pi
|A|2 ω
ˆ
v
dx Dv(x)Dc(x+ !ω) (7.16)
allowing for a direct comparison to our simulation results. We use the DOS calculated by
spICED for 6144 atoms, with Γ point sampling and a Gaussian smearing of 0.02 eV as shown
by Fig. 7.6.
7.4.2 Results
In this subsection we examine the results for a perfect crystal of Si with a single atom
oscillating around its lattice site with a frequency ω and amplitude A = 0.1 Å in the z
direction. The results were calculated using the Kwon [60] TB model for systems containing
4096 and 6144 atoms. The analysis uses the GEM (see Sec. 7.1). The perturbation theory
expression Eq. (7.16) was fitted to the simulation data by adjusting the matrix element. A
value of V = 1.509 eV produces exceptional agreement to the simulation data, as shown
by Fig. 7.7. We find that the simulation results for the two different cell sizes are almost
identical, demonstrating that the 4096 atom simulation cell is converged with respect to the
system size.
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Figure 7.7: The electronic damping due to an atom oscillating in a perfect crystal for
simulations using 4096 and 60144 atoms. The perturbation theory is given by Eq. (7.16)
where the DOS is from Fig. 7.6 and V = 1.509 eV.
The data in Fig. 7.7 shows a clear threshold frequency in the electronic drag. The threshold
frequency is approximately equal to 0.74 eV, which is the band gap of the Kwon [60] TB
model. The hard threshold appears contradictory to the channelling results (see Sec. 7.3,
chapters 4 and 9), however this is not the case. A perfect crystal has extended states,
which are time-independent. The addition of a channelling ion creates a time-dependent
elevator state within the band gap, which allows for low energy excitations by the directly
transporting electrons across the gap (see Ch. 4) and by harmonic excitations (see Ch. 9 for
details). Let us consider a perfect crystal with a single atom that oscillates with a small
amplitude (fractions of an Å) then, to first order, there will be no significant change to
the perfect crystal energy eigenvalues, hence all of the states remain time-independent. If
we then allowed for the oscillating atom to have a large amplitude, then we would expect
the electronic eigenvalues to depend on the atom’s position, hence we would create a time-
dependent state and allow for pre-threshold excitations.
The maximum in the electronic damping, as shown by Fig. 7.7, is an artificial feature due
to the finite size of the Kwon [60] conduction band DOS. The maximum in the electronic
damping corresponds to an excitation of about seven eV and is equal to the conduction band
width, see Fig. 7.6. For excitations of energy greater than seven eV there are no empty states
in the conduction band for electrons from the top of the valence band to occupy. Thus, there
are fewer electrons excited. As the frequency of the oscillator increases more valence band
electrons want to be excited to energies higher than the top of the conduction band DOS,
resulting in the steady decrease in electronic damping. The largest possible excitation is
from the bottom of the valence band (−15 eV) to the top of the conduction band (five eV),
hence, as shown by Fig. 7.7, the electronic damping reduces to zero when !Ω ! 20 eV.
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7.5 Below Threshold Stopping In Large Systems
In this chapter we have used TDTB to study the impact of finite-size effects on electronic
stopping power calculations. For all of the system sizes we have considered, there have been
three distinct regions: a metallic regime, a band edge regime and a pre-threshold regime.
Demonstrating that the conclusions from Ch. 4, which were calculated using time-dependent
density functional theory, are not altered by finite-size effects. We then considered a perfect
crystal containing a single oscillating ion to show that a hard threshold does exist in the
electronic damping, when the oscillations of the ion are small. The small oscillations prevent
any significant changes to the electronic structure and therefore create a hard threshold
that is equal to the band gap of the material. We can conclude that pre-threshold stopping
requires a significant departure from the electronic structure of the perfect crystal.
Chapter 8
Perturbation theory
In this chapter we derive an expression for the electronic energy transfer and electronic
stopping power using perturbation theory. In Ch. 9 we will use some of the expressions
derived in this chapter to calculate the electronic stopping power of a channelling ion in a Si
crystal.
In Ch. 4 we found that the electronic stopping power was non-zero for excitation energies
that are less than the smallest energy gap. Our current understanding does not allow us to
explain how an electron can be excited when it gains less energy than the gap it traverses,
even when the gap is between the elevator state and a band edge. In this chapter we will
develop the tools needed to address this problem. The perturbation theory we devise is
then applied to the case of a channelling ion in Ch. 9 to explain the pre-threshold electronic
stopping power.
The original derivation of the electronic energy transfer, Eq. (8.25) below, was done by
Dr. A. Horsfield using a physical argument, as apposed to the mathematical derivations of
Messiah [76]. The remainder of this chapter was the work of the present author, Prof. M. Foulkes
and Dr. A. Horsfield.
8.1 Non-Adiabatic Perturbation Theory
Perturbation theories calculate properties of a physical system by expanding them as power
series in a small parameter, which is often an electron-electron or electron-photon interaction.
In the approach presented in this chapter we derive an expansion that uses the non-adiabatic
coupling as the small quantity.
The time-independent Schrödinger equation for a stationary atom with a position R within
a crystal is given by
Hˆ(R) Φn(R) = En(R) Φn(R), (8.1)
where Hˆ is the many-body Hamiltonain and En is the energy of the many-body eigenstate
Φn. If the atom moves with a constant velocity v = R˙, then the subsequent motion of the
electrons is given by
Hˆ(Rt) Ψ(Rt) = i!
∂Ψ(Rt)
∂t
, (8.2)
where Ψ is the many-body wavefunction and the atomic positions at a time t are given by
Rt = R(t). The many-body wavefunction can be represented in terms of the many-body
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eigenstates
Ψ(t) =
∑
n
Cn(t) exp
{
1
i!
ˆ t
0
( En(Rτ ) + !γn(τ) ) dτ
}
Φn(Rt), (8.3)
where Cn are the expansion coefficients and γn is given by
γn(t) = −i
ˆ
Φ∗n(Rt) v(t) ·∇ Φn(Rt) dr, (8.4)
where dr represents an integration over all electronic degrees of freedom. If the system
is finite, the wavefunctions are real and the eigenstates are normalised then γn is zero.
Substituting Eq. (8.3) into Eq. (8.2) yields
0 =
∑
n
exp
(
1
i!
ˆ t
0
{En(Rτ ) + !γn(τ) }dτ
)
×
(
C˙n(t)− iγn(t)Cn(t) + Cn(t)v(t) ·∇R
)
Φn(Rt) (8.5)
pre-multiplying by Φ∗n and after some rearranging
C˙n(t) = −v ·
∑
m&=n
Cm(t) exp
(
1
i!
ˆ t
0
([Em(Rτ )− En(Rτ ) + ! {γm(τ)− γn(τ)}) dτ
)
×
ˆ
Φ∗n(Rt)∇RΦm(Rt) dr
= −v · ∑
m&=n
eiφnm(t)Cm(t)
ˆ
Φ∗n(Rt)∇RΦm(Rt) dr, (8.6)
where
φnm(t) =
1
!
ˆ t
0
(En(Rτ )− Em(Rτ ) + ! {γn(τ)− γm(τ)}) dτ (8.7)
and the matrix element between the pair of states m and n (V˜nm) is given by
V˜nm(Rt) = i!v ·
ˆ
Φ∗n(Rt)∇RΦm(Rt) dr. (8.8)
Substituting Eq. (8.8) into Eq. (8.6) yields
i!C˙n(t) =
∑
m&=n
eiφnm(t)Cm(t)V˜nm(Rt) =
∑
m&=n
Cm(t)Wnm(Rt), (8.9)
where
Wnm(Rt) = eiφnm(t)V˜nm(Rt) (8.10)
and it will be convenient to define the dimensionless quantity
Mnm(t) =
1
v¯
W˜nm. (8.11)
We choose an power series expansion in terms of our small quantity the non-adiabatic coup-
ling strength
Cn(t) =
∞∑
j=0
v¯jC(j)n (t), (8.12)
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which we substitute into Eq. (8.9) to produce
i!
∞∑
j=0
v¯jC˙(j)n =
∑
m&=n
∞∑
j=0
Mnm(t)v¯j+1C(j)m (8.13)
comparing the coefficients of the powers of v¯ we get
C˙(0)n = 0 (8.14)
and for j > 0
i!C˙(j)n =
∑
m&=n
Mnm(t)C(j−1)m . (8.15)
The solution to Eq. (8.14) is
C(0)n (t) = C(0)n (t = 0) = Cn(0) (8.16)
while the t = 0 case for Eq. (8.12) is given by
Cn(0) =
∞∑
j=0
v¯jC(j)n (0). (8.17)
Hence, by examining the coefficients for different powers of v¯ we get
C(j)n (0) = 0 ∀j > 0 (8.18)
and Eq. (8.15) becomes
i!C˙(1)n (t) =
∑
m&=n
Mnm(t)Cm(0), (8.19)
which integrates to
i!C(1)n (t) =
∑
m&=n
Cm(0)
ˆ t
0
dt Mnm(t). (8.20)
The ground state of the system is represented by a subscript 0 and assuming that the system
starts in the ground state then Cn(0) = δn,0. Therefore, the lowest order expansion is given
by
i!Cn(t) = δn,0 + (1− δn,0)v¯
ˆ t
0
Mn0(τ) dτ +O(v¯2) (8.21)
by substituting Eqs. (8.10) and (8.11) into the above expression we get
i!Cn(t) = δn,0 + (1− δn,0)
ˆ t
0
exp{iφn0(τ)} V˜n0(Rτ ) dτi! +O(v¯
2). (8.22)
At a time t the electronic energy transfer, ∆E, is given by
∆E(t) = 〈Ψ(t)| Hˆ(Rt) |Ψ(t)〉 − E0(Rt) (8.23)
=
∑
n>0
|Cn|2 {En(Rt)− E0(Rt)}, (8.24)
where E0(t) is the energy of the many particle ground state. By substitution of Eq. (8.22)
into Eq. (8.24)
∆E(t) =
∑
n>0
∣∣∣∣∣
ˆ t
0
exp{iφn0(τ)} V˜n0(Rτ ) dτi!
∣∣∣∣∣
2
{En(Rt)− E0(Rt)}, (8.25)
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which is the total electronic energy transfer in the many-body picture.
The small quantity is the non-adiabatic coupling eiφn0 V˜n0 and represents the rate of excitation
from the ground state to the excited state n. It is also important to note that we have
assumed real wave functions.
8.2 The Matrix Element
The exact form of the matrix element is not apparent from Eq. (8.8). In this section we will
derive a simple form for the matrix element that is in terms of intuitive quantities. When
the electron is excited it must change state (m '= n), therefore at any instantaneous time t
the many-body states obey
〈Φm(R) | Φn(R)〉 = δnm (8.26)
〈Φm(R)| Hˆ(R) |Φn(R)〉 = Enδnm (8.27)
and by differentiating Eq. (8.26) with respect to R
0 = 〈Φm(R) |∇Φn(R)〉+ 〈∇Φm(R) | Φn(R)〉 (8.28)
〈Φm(R) |∇Φn(R)〉 = −〈∇Φm(R) | Φn(R)〉 . (8.29)
Similarly, by differentiating Eq. (8.27) we get
〈∇Φm(R)| Hˆ(R) |Φn(R)〉+ 〈Φm(R)|∇Hˆ(R) |Φn(R)〉
+ 〈Φm(R)| Hˆ(R) |∇Φn(R)〉 = 0 (8.30)
hence,
En(R) 〈∇Φm(R) | Φn(R)〉+ 〈Φm(R)|∇Hˆ(R) |Φn(R)〉
+ Em(R) 〈Φm(R) |∇Φn(R)〉 = 0. (8.31)
Substitution Eq. (8.29) into Eq. (8.31) yields,
{Em(R)− En(R)} 〈Φm(R) |∇Φn(R)〉 = −〈Φm(R)|∇Hˆ(R) |Φn(R)〉 (8.32)
and after rearranging and using the definition of the force operator, F˜ = −∇Hˆ(R),
〈Φm(R) |∇Φn(R)〉 = 〈Φm(R)| F˜ |Φn(R)〉
Em(R)− En(R) (8.33)
= F˜ nm(R)
Em(R)− En(R) . (8.34)
Combining the above with Eq. (8.8) and allowing the position to be a function of time
V˜nm = i!
v · F˜ nm(Rt)
Em(Rt)− En(Rt) , (8.35)
where the only quantity that has a behaviour that we cannot explicitly quantify from our
simulations is the force.
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8.3 Verifying Eq. (8.25)
In this section we will show that Eq. (8.25) provides an accurate description of the energy
transferred to the electrons in a simple two level system.
8.3.1 Deriving The Energy Transfer
We would like to compare the electronic energy transfer calculated using perturbation theory,
Eq. (8.25), and from solving Schrödinger equation directly. We will start with the latter.
The matrix element between the pair of states m and n (V˜nm) is given by
V˜nm(Rt) = i!v ·
ˆ
Φ∗n(Rt)∇RΦm(Rt) dr (8.36)
and in Sec. 8.2 we showed that the above equation can be written in terms of the off-diagonal
force between the states n and m and has the form
V˜nm(Rt) = i!
v · F˜ nm(Rt)
Em(Rt)− En(Rt) . (8.37)
From Eq. (8.10) we can rewrite Eq. (8.25) as
∆E =
∑
m
∣∣∣∣∣
ˆ t
0
Wm0(Rτ )
dτ
i!
∣∣∣∣∣
2
[Em(Rt)− E0(Rt)], (8.38)
where Em is the energy of the state m. For the remainder of this section we will only consider
a two-level system, hence m = 1. For the two level system we can write Eq. (8.9) as the
following two simultaneous equations
C˙0 =WC1
1
i! (8.39a)
and
C˙1 =W ∗C0
1
i! , (8.39b)
where W = W01 and W ∗ = W ∗10. By differentiating Eq. (8.39b) with respect to time, then
using Eqs. (8.39a) and (8.39b), we get the result
C¨1 =
W˙ ∗
W ∗
C˙1 − C1!2 |W |
2. (8.40)
To solve Eq. (8.40) we need to define W and the most simple example is to assume that
W = A exp
[ i
!Egt
]
, (8.41)
where Eg is the energy gap between the two states and A is a constant. Substituting
Eq. (8.41) into Eq. (8.38) yields
∆E =
∣∣∣∣∣−
ˆ t
0
A exp
[ i
!Egτ
] dτ
i!
∣∣∣∣∣
2
Eg =
4|A|2
Eg
sin2
(
ωt
2
)
. (8.42)
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The exact solution is acquired by substituting W into Eq. (8.40)
C¨1 = −iEg! C˙1 − C1
|A|2
!2 . (8.43)
Let us substitute the trial solution c1 = B exp(iωt) into Eq. (8.43), which yields
− ω2 = Eg! ω −
|A|2
!2 (8.44)
and hence,
ω =
−Eg! ±
√
E2g
!2 +
4|A|2
!2
2 = −
Eg
2! ±Θ (8.45)
where
Θ =
√
E2g
!2 +
4|A|2
!2
2 . (8.46)
Imposing the initial conditions C1(0) = 0 and C0(0) = 1 we obtain:
C1(t) = B exp
(
−iEgt2!
)
sin
(
Egt
2!
√
1 + 4|A|
2
E2g
)
, (8.47)
where the constant B is determined by considering Eq. (8.39b) at t = 0. Hence,
BΘ = −A
∗i
! , (8.48)
which simplifies to
B = − 2A
∗i
Eg
√
1 + 4|A|2E2g
. (8.49)
The total energy transfer is therefore given by
∆E = 4|A|
2
E2g + 4|A|2
Eg sin2
(
Egt
2!
√
1 + 4|A|
2
E2g
)
. (8.50)
If we assume A is small compared to the energy gap we get the expression
lim
4A)Eg
∆E ≈ 4|A|
2
Eg
sin2
(
Egt
2!
)
. (8.51)
The result of Eq. (8.51) is therefore in agreement with Eq. (8.42) when the magnitude of
the non-adiabatic coupling (A) is small.
8.4 The Weak Coupling Limit
In this section the standard dielectric function result [6] is derived, by assuming the inter-
action between the projectile and the crystal is weak. The position of the channelling ion is
given by R = vt, while the Hamiltonian for the system is
Hˆ(t) = Hˆ0 + Wˆ (t), (8.52)
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where Wˆ is the interaction between the projectile and the crystal. The many-body eigen-
states of the unperturbed system are given by
Hˆ0 Φn = EnΦn, (8.53)
and the electrons obey the time-dependent Schrödinger equation{
Hˆ0 + ζWˆ (t)
}
Ψ(t) = i!∂Ψ(t)
∂t
, (8.54)
where the parameter ζ, which will eventually be set to one, has been introduced to help
identify terms in an expansion in powers of W . The many-body wavefunction can be ex-
pressed in terms of the eigenfunctions
Ψ(t) =
∑
n
Cn(t) exp
(
Ent
i!
)
Φn (8.55)
substitution into Eq. (8.54) and pre-multiplying by Φ∗m yields
∂Cm(t)
∂t
= 1i!
∑
n
exp
({En − Em}t
i!
)
ζWmn(t)Cn(t), (8.56)
whereWmn = 〈Φm| Wˆ |Φn〉. The small parameter in the problem is ζ and this allows a power
series expansion to be made for Cn:
Cn(t) =
∞∑
j=0
ζjC(j)n (t). (8.57)
At t = 0
Cn(0) =
∞∑
j=0
ζjC(j)n (0) = δn,0 (8.58)
and hence, by comparing powers of ζ we get
C(0)n (0) = δn,0, (8.59)
and
C(j)n (0) = 0 ∀j > 0, (8.60)
Eqs. (8.59) and (8.60) are a choice of boundary conditions and corresponds to the system
initially being in the ground-state. Via the substitution of Eq. (8.57) into Eq. (8.56) and
equating powers of ζ we obtain
∂C(0)m (t)
∂t
= 0 (8.61)
and
∂C(j)m (t)
∂t
= 1i!
∑
n
exp
({En − Em}t
i!
)
Wmn(t)C(j−1)n (t) (8.62)
for all j > 0. Substituting Eq. (8.59) into Eq. (8.62) produces the result
C(1)m (t) =
ˆ t
0
exp
(
i{Em − E0}! τ
)
Wm0(τ)
dτ
i! . (8.63)
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The electronic energy transfer is therefore given by
∆E(t) =
∑
n
∣∣∣∣∣
ˆ t
0
exp
(
i{En − E0}! τ
)
Wn0(τ)
dτ
i!
∣∣∣∣∣
2
(En − E0), (8.64)
which is equivalent to Eq. (8.25) in the case of a time independent gap and the matrix
element Vn0 is replaced by the simpler quantity Wn0. The potential, W, can be expressed in
terms of a Fourier representation, w˜(q). Explicitly we have
W ({rj}, t) =
∑
j
ˆ dq
(2pi)3 w˜(q) exp{iq · (rˆj − vt)} (8.65)
and the matrix element therefore becomes
Wn0(t) =
ˆ dq
(2pi)3 w˜(q) exp{−iq · vt}
〈
Φn
∣∣∣∣∣∣
∑
j
exp{iq · rˆj}
∣∣∣∣∣∣Φ0
〉
. (8.66)
We now define
!ωn0 = En − E0, (8.67)
and
Sn0(q) =
〈
Φn
∣∣∣∣∣∣
∑
j
exp{iq · rˆj}
∣∣∣∣∣∣Φ0
〉
. (8.68)
Substituting Eqs. (8.66), (8.67) and (8.68) into Eq. (8.64) yields
∆E(t) =
∑
n
∣∣∣∣∣
ˆ dq
(2pi)3 w˜(q)Sn0(q)
ˆ t
0
dτ
i! exp (i{ωn0 − q · v}τ)
∣∣∣∣∣
2
!ωn0 (8.69)
=
∑
n
∣∣∣∣ˆ dq(2pi)3 w˜(q)Sn0(q)
{exp (i{ωn0 − q · v}t)− 1
!ωn0 − !q · v
}∣∣∣∣2 !ωn0. (8.70)
We express Eq. (8.70) in terms of single-particle states in Sec. 8.5.2.
8.5 Independent Particle Approximation
To continue we use second quantisation to express our many-particle states in terms of single
electron orbitals (|φα〉), define the vacuum state to be |0〉 and we can create a single electron
in the orbital α by using the creation operator c†α
c†α |0〉 = |0, 0, ...φα, ..0〉 . (8.71)
The corresponding annihilation operator is cβ and it removes an electron from the orbital β
cβ |0, 0, ...φβ , ..0〉 = |0〉 . (8.72)
The excited many-body eigenstate (|Φn〉) corresponds to a single electron being removed
from a filled state γ and placed in an excited state η, hence it is related to the relaxed
(ground-state) many-body eigenstate (|Φ0〉) via
|Φn〉 = c†ηcγ |Φ0〉 . (8.73)
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A many-body electronic operator (Oˆ) may be expressed in terms of a single particle operator
(oˆ), the creation and annihilation operators by the equation
Oˆ =
∑
α,β
oβαc
†
βcα, (8.74)
where
oβα = 〈φβ |oˆ|φα〉 . (8.75)
Therefore the many-body expectation value (Xn0) may be written as
Xn0 =
〈
Φn
∣∣∣Oˆ∣∣∣Φ0〉 , (8.76)
which we rewrite as
Xn0 →
∑
α,β
〈φα |oˆ|φβ〉
〈
Φn
∣∣∣c†βcα∣∣∣Φ0〉 . (8.77)
The quantity
〈
Φn
∣∣∣c†βcα∣∣∣Φ0〉 is zero unless the many-body eigenfunctions differ by a single
orbital. If fα is the population of the state φα, it follows that
Xn0 →
∑
α,β
(1− fα)fβ 〈φα |oˆ|φβ〉 . (8.78)
The energy difference between the two many-body eigenfunctions|Φn〉 and |Φ0〉 is given by
En − E0. Since we know that the eigenfunctions only differ by a single orbital and that
energy is additive, it follows that
En − E0 = &η − &γ , (8.79)
where &γ is the energy of the single particle state |φγ〉.
8.5.1 The Electronic Energy Transfer
It is more useful to represent Eq. (8.25) in terms of independent particles. The many-
body eigenfunctions can be decomposed into to a linear combination of Slater determinants,
constructed from molecular orbitals φi. Rewriting Eq. (8.25) in terms of single particle
states, by utilising Eqs. (8.78) and (8.79), yields
∆E(t) =
∑
n,m
∣∣∣∣∣
ˆ t
0
exp{iφnm(τ)} Vnm(Rτ ) dτi!
∣∣∣∣∣
2
{&n(Rt)− &m(Rt)}, (8.80)
where it has been assumed that the single particle states &n and &m are initially occupied
and unoccupied respectively and the definition of φnm is given by
φnm(t) =
1
!
ˆ t
0
(&n(Rτ )− &m(Rτ ) + ! {γn(τ)− γm(τ)}) dτ. (8.81)
Similarly the matrix element between the single particle states n and m (Vmn) becomes,
Vnm = i!
v · F nm(Rt)
&m(Rt)− &n(Rt) , (8.82)
where the off-diagonal force between the states n and m due to the one-particle Hamiltonian
H(1) is given by
F nm = −
〈
φm
∣∣∣∇Hˆ(1)∣∣∣φn〉 . (8.83)
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8.5.2 The Weak Coupling Limit and Independent Particle Approximation
The weak coupling limit, as discussed in Sec. 8.4, has to be expressed in terms of single
particles in order for us to proceed. We can rewrite the many-particle matrix element from
Eq. (8.68) in terms of a single particle operator, via Eq. (8.78), to obtain
Sn0 →
∑
α,β
(1− fα)fβ 〈φα |exp[iq · rˆ]|φβ〉
〈
Φn
∣∣∣c†βcα∣∣∣Φ0〉 . (8.84)
We can therefore write the matrix element between the unoccupied orbital η with the occu-
pied orbital γ (Sηγ) as
Sηγ = (1− fη)fγ
∑
j
〈φη |exp[iq · rj ]|φγ〉 . (8.85)
For an atom in jellium we then express the single electron orbitals in terms of plane-waves
(|ki〉) by using the equation
|φη〉 = 1√Ω |kη〉 , (8.86)
where Ω is the volume, to obtain
Sαβ = fγ(1− fα)(2pi)
3
Ω δ(kγ + q − kη). (8.87)
If we relabel the indices in Eq. (8.87) such that η → i and γ → j we obtain the expression,
Sij = fi(1− fj)(2pi)
3
Ω δ(ki + q − kj), (8.88)
where the plane wave ki has a corresponding energy &i. Substituting the above into Eq. (8.70)
yields
∆E(t) =
∑
i∈occ
∑
j∈unocc
∣∣∣∣∣ 1Ω
ˆ
dq w˜(q)δ(ki + q − kj)
{
exp (i{ωji − q · v}t)− 1
!ωji − !q · v
}∣∣∣∣∣
2
!ωji,
(8.89)
where we have assumed that i is occupied and j is unoccupied and
!ωij = &i − &j . (8.90)
Hence,
∆E(t) =
∑
i∈occ
∑
j∈unocc
∣∣∣∣∣ 1Ω w˜(kj − ki)
{
exp (i{ωji − (kj − ki) · v}t)− 1
!ωji − !(kj − ki) · v
}∣∣∣∣∣
2
!ωji (8.91)
= 1!2
∑
i∈occ
∑
j∈unocc
∣∣∣∣ 1Ω w˜(kj − ki)
∣∣∣∣2
×
∣∣∣∣t exp( i2{ωji − (kj − ki) · v}t
)
sinc
(1
2{ωji − (kj − ki) · v}t
)∣∣∣∣2 !ωji. (8.92)
After some simplification, we find that in the long-time limit the electronic energy transfer
per unit time is given by
lim
t→∞
∆E(t)
t
= 1!2
∑
i∈occ
∑
j∈unocc
|〈ki |wˆ|kj〉|2 2piδ ({ωji − (kj − ki) · v}t) !ωji, (8.93)
Perturbation theory 103
where wˆ is interaction between the projectile and a specific electron, since wˆ is related to Wˆ
via the equation
Wˆ =
∑
i
wˆ(ri − vt). (8.94)
If we multiply by the fraction (kj−ki)·vωji in Eq. (8.93) we find that the fraction is equal to one
because of the delta function, hence we can write
lim
t→∞
∆E(t)
t
=
2pi
!2
∑
i∈occ
∑
j∈unocc
∣∣∣∣∣(kj − ki) · vωji 〈ki |wˆ|kj〉
∣∣∣∣∣
2
δ ({ωji − (kj − ki) · v}t) !ωji, (8.95)
which simplifies to
lim
t→∞
∆E(t)
t
= 2pi!
∑
i∈occ
∑
j∈unocc
∣∣∣∣∣〈ki |v ·∇wˆ|kj〉ωji
∣∣∣∣∣
2
δ (!ωji − !{kj − ki} · v) !ωji (8.96)
and the delta function provides the standard dielectric result [6, 49].
8.6 Conditions On The Form of W
In Ch. 9 we will be interested in a W of the form
W (t) = exp
[ i
!
{
Egt+
&
ω
sin(ωt)
}]{
b1 + b2 sin (ωt)
Eg + & cos(ωt)
}
, (8.97)
where & is the amplitude of an oscillating excited state with an angular frequency of ω.
We have also introduced two adjustable constants b1 and b2, as well as assuming that the
ground-state is time-independent. The exact solution for the electronic energy transfer can
be calculated by solving Eq. (8.40), however if W˙W diverges then there will be no solutions to
the equation. To determine if our chosen forms for W are valid we will therefore examine
the conditions needed to prevent the divergence in Eq. (8.40). If we differentiate Eq. (8.97)
with respect to time, we obtain
W˙ (t) =W (t) ω& sin(ωt)
Eg + & cos(ωt)
+W (t) i! [Eg + & cos(ωt)] +W (t)
b2ω cos(ωt)
b1 + b2 sin(ωt)
, (8.98)
and substituting this into W˙W gives
W˙
W
= ω& sin(ωt)
Eg + & cos(ωt)
+ i! [Eg + & cos(ωt)] +
b2ω cos(ωt)
b1 + b2 sin(ωt)
. (8.99)
There are two conditions that must be met in order to prevent Eq. (8.99) from becoming
divergent and in both cases we obtain the condition by considering the denominator of the
terms in Eq. (8.99). The first condition is that the constants in the matrix element obey
|b1| > |b2| (8.100)
and the second condition states that the size of the energy oscillations is less than the size
of the gap.
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8.7 Rewriting the Electronic Energy Transfer
For an atom moving through a perfect crystal the atomic environment will be periodic, and
the energy levels, &m and &n, will be periodic in time
&m(t)− &n(t) = &mn + θmn(t), (8.101)
where &mn is the time averaged energy difference and θmn represents a periodic fluctuation
with a period of 2piω . The angular-frequency will be 2pi times the atom-passing frequency
introduced in Ch. 1. The matrix element is also assumed to be periodic and with the same
period. Therefore, the quantity φmn is given by
φmn(τ) =
1
!
ˆ τ
0
&m(y)− &n(y) dy
= 1!
ˆ τ
0
&mn + θmn(ω, y) dy
= 1! [&mnτ +Θmn(ω, τ )] , (8.102)
where ˆ s
0
θmn(ω, y) dy = Θmn(ω, s). (8.103)
Substituting Eq. (8.102) into Eq. (8.80) yields
∆E =
∑
m
∑
n( &=m)
(1− fm)fn
×
∣∣∣∣∣
ˆ t
0
exp
(
i&mnτ!
){
exp
(
iΘmn(ω, τ )!
)
Vmn(Rτ )
} dτ
i!
∣∣∣∣2 [&m(t)− &n(t)].
(8.104)
The term in the curly brackets is a periodic function of τ with a period of 2piω and can be
represented as a complex Fourier series expansion
∆E =
∑
m
∑
n( &=m)
(1− fm)fn
∣∣∣∣∣∣
∞∑
-=−∞
ˆ t
0
exp
[
i&mnτ!
]
exp [−ilωτ ] clmn dτi!
∣∣∣∣∣∣
2
[&m(t)− &n(t)],
(8.105)
where the Fourier coefficients (clmn) are given by
clmn =
ω
2pi
ˆ pi
ω
− piω
exp
[ i
!(Θmn(ω, τ ) + l!ωτ)
]
Vmn(Rτ ) dτ (8.106)
and must be calculated numerically. Since the electronic energy levels and matrix elements
are expected to be smooth functions of projectile position along the channel, the Fourier
series is expected to converge rapidly. From now on, we assume that the Fourier coefficients
c-mn are known.
It is possible to rewrite Eq. (8.105) as
∆E =
∑
m
∑
n( &=m)
(1− fm)fn
∣∣∣∣∣∣
∞∑
-=−∞
c-mn
ˆ t
0
exp
[ iτ
! (&mn − 4!ω)
] dτ
i!
∣∣∣∣∣∣
2
[&m(t)− &n(t)] (8.107)
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and by integrating the expression we obtain
∆E =
∑
m
∑
n( &=m)
(1− fm)fn
×
∣∣∣∣∣∣
∞∑
-=−∞
c-mn
i! t exp
[ it
2!(&mn − 4!ω)
]
sinc
[
t
2!(&mn − 4!ω
] ∣∣∣∣∣∣
2
[&m(t)− &n(t)]. (8.108)
The cross terms (e.g. c1c2 ) are zero within the long time limit since the sinc functions have
different central maxima. In the long-time limit, the electronic energy transfer is therefore
given by
lim
t→∞
∆E
t
=
∑
m
∑
n( &=m)
(1− fm)fn
∞∑
-=−∞
|c-mn|2
!2 2!piδ(&mn − 4!ω)[&m − &n], (8.109)
where we have used limt→∞ tsinc2(u t) = piδ(u).
8.8 The Electronic Stopping Power
Eq. (8.109) gives the electronic energy transfer within the long time limit. Since the stopping
power is the rate of change of the electronic energy with respect to the distance travelled, it
is possible to calculate the stopping power from Eq. (8.109) by dividing by the velocity (v).
We define the stopping power, S, to be the linear part of Eq. (8.109) divided by the velocity
and by re-writing the result in terms of the velocity (ω = 2pivλ ), we obtain the equation
S(v) =
∑
m
∑
n( &=m)
(1− fm)fn
∞∑
-=−∞
2pi|c-mn|2
! δ
(
&mn − 4hv
λ
)
&mn
v
(8.110)
and the harmonic amplitudes (Fourier coefficents) are given by
c-mn =
v
λ
ˆ λ
v
0
dt exp
[
i
!
(
4hv
λ
t+
ˆ t
0
ds θ(vs)
)]
Vmn(vt). (8.111)
8.9 The Electronic Stopping Power and Perturbation Theory
In this chapter we have used perturbation theory to derive expressions for the matrix element,
electronic stopping power and the harmonic amplitude (Eqs. (8.82), (8.110) and (8.111)
respectively) and in Ch. 9 we will use these expressions to describe the electronic stopping
power as a function of the channelling ion’s velocity . The resultant expressions will be used
to explain the pre-threshold electronic stopping power observed in our TDDFT data for a
Si channelling ion (see Ch. 4) and we will also consider a hydrogen channelling ion in a Si
crystal (TDDFT and perturbation theory).
Chapter 9
Perturbative Analysis of Channelling Ions in
Silicon
In this section we will discuss how the type of channelling ion alters the electronic stopping
power and the mechanism for pre-threshold electronic excitations, using time dependent
density functional theory (TDDFT) and perturbation theory. To do this we will utilise the
perturbation theory from Ch. 8 and the TDDFT results from Ch. 4.
9.1 Time Dependent Density Functional Theory (TDDFT)
9.1.1 Simulation Set Up
For these simulations we have used 216 atoms of silicon (Si) that have been arranged into
a perfect crystal structure. We then add a channelling ion (phosphorus or hydrogen) to the
〈001〉 channel of the Si crystal. We used TDDFT with Γ point sampling with plane-wave
cut-off of 748.3 eV and 952.4 eV for phosphorus (P) and hydrogen (H), respectively. Table 9.1
shows the convergence of the ground-state with plane-wave cut-off.
The electronic stopping powers of H and P in Si are calculated using the impulsive method
(see Sec. 4.2) as implemented in a modified version of qbox [62, 65]. During these simulations
the channelling ion travels at constant velocity and the lattice ions are held stationary.
The TDDFT time steps are chosen to have the largest value which produces an electronic
energy transfer that differs by less than 8.0 meVÅ−1 when compared to a time step that was
twice as big. The time step depends on the choice of the channelling ion: for H and P it is
0.024 atto seconds and 0.19 atto seconds, respectively. The H time step is smaller than P,
because the electronic energy transfer due to a H channelling ion is smaller. As a result we
must use a smaller time step to capture the small electronic energy transfers, however the
percentage error in the electronic energy transfer remains small (about 0.3 × 10−3 percent
over a distance of 0.618 Å).
The electronic stopping power is extracted from the electronic energy transfer by using the
Born Oppenheimer energy of a Si channelling ion in a Si crystal and then subtracting an
adjustable periodic function ( f(z) ) to remove periodic fluctuations in the non-adiabatic
energy. The Born Oppenheimer energy removes the majority of the energy oscillations and
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Ec (eV) EPgs (eV) EHgs (eV)
408.17 -23501.52 x
476.20 -23502.29 x
544.23 -23502.66 x
612.26 -23502.79 x
680.28 -23502.83 -23356.99
748.31 -23502.84 -23357.02
816.34 -23502.84 -23357.03
884.37 -23502.84 -23357.04
952.40 -23502.84 -23357.04
Table 9.1: The convergence of the ground state energy for H (EHgs) and P (EPgs) chan-
nelling ions as a function off the plane-wave cut-off (Ec)
the adjustable function is then used to remove the small oscillations due to the specific
channelling ion used. The periodic function allows us to compensate for the difference
between the Born Oppenheimer energy of the Si channelling ion and the H/P channelling ion.
This makes it unnecessary to calculate the computationally expensive Born Oppenheimer
energies along the channel. The adjustable periodic function takes the form
f(z) = µ
{
1− cos
(2piz
λ
)}
, (9.1)
where µ is −0.3 eV for P and 0.59 eV for H, λ is the repeat distance and z is the position of the
channelling ion within the channel. The values of µ have been chosen to minimise the periodic
fluctuations in the energy gain of the electrons after subtracting the Born Oppenheimer
energy and adjustable periodic function.
9.1.2 Simulation Results
The electronic stopping power of P in Si is presented in Fig. 9.1 and demonstrates similar
behaviour to the electronic stopping power of Si in Si (Fig. 4.4). The pre-threshold stopping
has a much larger magnitude for a P channelling ion than a Si channelling ion. As it is
determined by the elevator state (see Sec. 4.4) we calculated the electronic eigenvalues for
the P ion as it passed along the Si channel. For P in Si, Fig. 9.2, we see two prominent
elevator states, where the first elevator state is initially occupied and the second state is
initially unoccupied. The second elevator state is also present in the Si in Si case. However,
it lies very close to the conduction band edge and its energy changes very little as the
channelling ion moves, so it can be treated as an additional conduction band state.
For P in Si the addition of the second oscillating elevator state allows for more electrons
to be excited by low-velocity channelling ions. The first elevator state will receive electrons
from within the valence band and deposit them near to the conduction band edge. The
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Figure 9.1: The electronic stopping power due to a P channelling ion in a Si crystal.
The factor two discrepancy with experiments is due to the neglect of core electrons in our
simulations, and the difference between perfect channelling and off-centre channelling.
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Figure 9.2: A comparison between the instantaneous electronic eigenvalues of a P and
Si channelling ion in the 〈001〉 direction of Si. The P ion creates a second oscillating
state allowing for more low energy excitations.
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Figure 9.3: The electronic stopping power of a H channelling ion in the 〈001〉 direction
of Si. The reference system for the experimental data points corresponds to the reference
from SRIM and we obtain good agreement with the experiments. The pre-threshold
electronic stopping power is small compared to the electronic stopping power of P and
Si channelling ions.
second elevator state will receive electrons from the top of the valence band and deposit
the electrons into states within the conduction band. Hence, twice as many electrons can
be excited, accounting for the larger electronic stopping power observed in Fig. 9.1. In this
simple picture, and after a long period of time, we expect the threshold to be reduced to
the velocity corresponding to the size of the gap between the minimum of the elevator state
and the valence band edge. Just above this threshold velocity we are able to excite electrons
from the valence band to the conduction band via the elevator states. In the case of P in Si,
electrons can also transfer from first elevator state to the second elevator state. Any electrons
in the second elevator state have a high probability of being excited to the conduction band,
as the second elevator state’s maximum is very close in energy to the conduction band edge.
The H channelling ion has a significantly smaller pre-threshold electronic stopping power as
shown by Fig. 9.3, and the TDDFT results are in remarkable agreement with the experi-
mental results [18]. The spread in the experimentally measured electronic stopping powers
originates from the development of more accurate techniques improving the quality of the
experimental data. As the kinetic energy gets smaller there is a significant reduction in the
electronic stopping power followed by a small magnitude pre-threshold regime. The pre-
threshold regime has a low electronic stopping power due to the relatively flat elevator state
(see Fig. 9.4). The threshold velocity corresponds to the energy gap between the valence
band edge and and the elevator state.
The electronic stopping power drops below the threshold velocity deduced from the largest
energy gap between the elevator state and a band edge, but is non-zero below this velocity in
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Figure 9.4: The instantaneous electronic eigenvalues of H and Si channelling ions in
the 〈001〉 direction of Si. The flatness of the H elevator state significantly reduces its
contribution to the electronic stopping power.
any of the cases we have considered. Therefore, there must be another mechanism allowing
for pre-threshold stopping at very low velocities. We explore this in the next section.
9.2 Perturbation Theory
In this section we will use the perturbation theory from Ch. 8 to derive an expression for the
electronic stopping power in a system with a single elevator state, valence and conduction
bands.
9.2.1 Excitations From the Valence Band to The Elevator State.
The electronic stopping power (S) due to a channelling ion with a velocity v is given by (see
Eq. (8.110))
S(v) =
∑
m
∑
n
fm(1− fn)2pi!
∑
-
|c-mn(v)|2δ
(
&mn − 4hv
λ
)
&mn
v
, (9.2)
where &mn is the energy difference between the states m and n, fi is the Fermi factor for the
state i, λ is the distance between equivalent lattice sites. The harmonic amplitude between
a pair of states m and n is given by (see Eq. (8.111))
c-mn(v) =
v
λ
ˆ λ
v
0
dt exp
[
i
!
(
4hv
λ
t+
ˆ t
0
ds θmn(vs)
)]
Vmn(vt), (9.3)
where Vmn is the matrix element between the states and θmn is the time-dependent part of
the energy difference between states m and n, which is an oscillatory function of the position
(z = vs, where s is a dummy variable which represents time) of the channelling ion.
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In order to consider the electronic stopping power due to an occupied valence band coupled
to a single unoccupied elevator state (Sve), we must first introduce the valence band density
of states (DOS) (Dv) to our expression
Sve(v) =
2pi
!
∑
-
ˆ
v
dx Dv(x)|c-(v, &(x))|2δ
(
&(x)− 4hv
λ
)
&(x)
v
, (9.4)
where & = Ee − x, Ee is the energy of the empty elevator state, and x is the energy of an
occupied state in the valence band. We have assumed that the harmonic amplitude c-mn(v)
depends on the energy difference &m − &n = &(x), but not on any other details of the two
states involved in the transition, hence we can rewrite the harmonic amplitude as c-(v, &(x)).
We have assumed that the energy dependence between the states m and n of the harmonic
amplitude is described by &(x). After substituting in for & we obtain the expression
Sve(v) =
2pi
!
∑
-
ˆ
v
dx Dv(x)|c-(v,Ee − x)|2δ
(
Ee − x− 4hv
λ
)
Ee − x
v
(9.5)
and evaluating the integral yields
Sve(v) =
2pi
!
∑
-
Dv
(
Ee − 4hv
λ
)
|c-(v)|2 4hλ , (9.6)
note how the delta integration has introduced a link between the energy difference to the
velocity: Ee − x = -hvλ . We have already assumed that the harmonic amplitude clmn(v) =
cl(v,Ee − x) depends on &mn = Ee − x but not on other details of the states m and n. The
same assumption applies to the matrix element Vmn(z) = V (v, t). Using the relationships
between position and velocity, z = vt, and energy difference and velocity, Ee − x = -hvλ , we
can rewrite the harmonic amplitude as
c-(v) =
v
λ
ˆ λ
v
0
dt exp
[
i
!
(
4hv
λ
t+
ˆ t
0
ds θ(vs)
)]
V (v, t), (9.7)
where V (v, t) = V (vt, -hvλ ).
The final expression for the electronic stopping power due to excitations from the valence
band to the elevator state is
Sve(v) =
4pi2
λ
∑
-
Dv
(
Ee − 4hv
λ
)
4|c-(v)|2. (9.8)
9.2.2 Excitations From the Elevator State To The Conduction Band
The electronic stopping power due to a single occupied elevator state coupled to an unoccu-
pied conduction band (Sec) is derived in a similar way as Eq. (9.8). Therefore, we will only
highlight the differences. The conduction band DOS (Dc) is added to Eq. (9.2) to produce
the expression
Sec(v) =
2pi
!
∑
-
ˆ
c
dx Dc(x)|c-(v, &(x))|2δ
(
&(x)− 4hv
λ
)
&(x)
v
, (9.9)
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where the energy difference is & = x − Ee. We are assuming here that the elevator state is
fully occupied; we will account for its real, partial, occupation by hand when we calculate
the total electronic stopping power later on. After some algebra the final result is
Sec(v) =
4pi2
λ
∑
-
Dc
(
4hv
λ
− Ee
)
4|c-(v)|2. (9.10)
9.2.3 Simplifying The Harmonic Amplitude
In our simple model we will assume that the elevator state has a time dependent energy (Ee)
given by
Ee(t) = Ed + &0 cos
(2pivt
λ
)
, (9.11)
where the amplitude of the energy oscillations is given by &0. Hence,ˆ t
0
ds θ(vs) = &0λ2piv sin
(2pivt
λ
)
. (9.12)
The final part of Eq. (9.7) that we need to determine is the matrix element. From Eq. (8.82)
we know that the form of the matrix element between a pair of states m and n is given by
Vnm = i!
v · F nm(Rt)
Em(Rt)− En(Rt) , (9.13)
where bold indicates a vector, Fmn is an off-diagonal matrix element of the operator for
the force on the channelling ion, Ei is the energy of the state i and Rt = R(t) is the time-
dependent position of the moving ion. For a channelling ion travelling at a constant velocity
the force depends on the time elapsed and the velocity of the channelling ion. In Eq. (9.13)
the energy difference (Em(Rt)−En(Rt)) is -hvλ + &0 cos
(
2pivt
λ
)
. Assuming as above that the
matrix element is a function of v and t only and that the force and velocity are parallel, we
obtain
V (v, t) = i! vF (v, t)
-hv
λ + &0 cos
(
2pivt
λ
) . (9.14)
The force felt by the channelling ion should be periodic as it passes through the periodic
crystal. We choose to approximate the off-diagonal force as a sin function of amplitude ν
plus a constant ν + δν (where 0 < δν . 1), where ν is an adjustable parameter. To ensure
that the matrix element does not create a divergence when we calculate the exact solution
(see Sec. 8.6) we must also include this constant term ν + δν.
Combining Eqs. (9.7), (9.12) and (9.14) produces the final expression for the harmonic amp-
litude
c-(v) =
νv2i!
λ
ˆ λ
v
0
dt
{
sin
(
2pivt
λ
)
+ 1 + δν
}
exp
{
i
! [ -hvtλ +
.0λ
2piv sin
(
2pivt
λ
)]}
-hv
λ + &0 cos
(
2pivt
λ
) . (9.15)
It should be noted that the sign of &0 in the above equation is appropriate for transitions
from the valence band to an oscillating elevator state. For transitions from an oscillating
elevator state to the conduction band, the sign of &0 should be reversed, because the elevator
state has changed from the high energy state to the low energy state.
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9.2.4 The steady state
During steady state evolution there is no significant change in the time-averaged occupation
of the elevator state (Ne) and we therefore assume that it is a constant. The contribution
to the stopping power due to excitations from the occupied valence band to the partially
occupied elevator state is (1−Ne)Sve. The energy absorbed by the electrons per unit time
(rather than per unit length) is thus v(1−Ne)Sve, where v is the channelling ion’s velocity.
Since every electron excited gains energy Ee − x, where x is the energy of the valence band
state from which the excitation took place, the number of electrons excited per unit time is
v(1−Ne)Sve
(Ee − x) . (9.16)
The delta function in Eq. (9.5) ensures that Ee−x = -hvλ , so the ratio v(Ee−x) is independent
of velocity. The electron excitation rate is therefore proportional to the stopping power
(1 − Ne)Sve. Similarly, the rate at which electrons are excited from the partially occupied
elevator state to the empty conduction band is proportional to NeSec. In the steady state,
when the occupation Ne of the elevator state is constant, the rates of excitation in to and out
of the elevator must be equal, so (1−Ne)Sve = NeSec. The steady state electronic stopping
power due to excitations via the elevator state (Se) is given by the sum of the electronic
stopping powers due to excitations from the valence band to the elevator state and from the
elevator state to the conduction band, hence we can write
Se(v) = {1−Ne}Sve +NeSce = 2Sve{1−Ne} = 2NeSec. (9.17)
The occupation of the elevator state depends on the velocity of the channelling ion and can
be related to the stopping powers via Eq. (9.17)
Ne(v) =
Sve
Sve + Sec
. (9.18)
9.2.5 Excitations From Valence to Conduction Band
So far we have neglected the possibility of excitations directly from the valence band to the
conduction band, because the process is well understood via dielectric theory [6]. In this
subsection we will describe how to add excitations from the valence to the conduction band
to the perturbation theory.
We start with the general equation for the electronic stopping power (S) due to a channelling
ion travelling at a velocity v
S(v) =
∑
m
∑
n
fm(1− fn)2pi!
∑
-
|c-mn(v)|2δ
(
&mn − 4hv
λ
)
&mn
v
. (9.19)
We are interested in the electronic stopping power due to an occupied valence band coupled to
an unoccupied conduction band (Svc), so we rewrite the summations over states as integrals
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over the valence and conduction band DOS:
Svc(v) =
2pi
!
∑
-
ˆ
v
dx Dv(x)
ˆ
c
dy Dc(y)|c-(v, y − x)|2δ
(
y − x− 4hv
λ
)
y − x
v
. (9.20)
As previous we have assumed that the harmonic number depends on the energy difference
between the states m and n. We use the substitution & = y − x to obtain the expression
Svc(v) =
2pi
!
∑
-
ˆ
v
dx Dv(x)
ˆ ∞
Eg−x
d& Dc(&+ x)|c-(v, &)|2δ
(
&− 4hv
λ
)
&
v
. (9.21)
After evaluating the & integral we get
Svc(v) =
4pi2
λ
∑
-
4|c-(v)|2
ˆ
v
dx Dv(x) Dc
(
4hv
λ
+ x
)
. (9.22)
The integral on the right-hand side of Eq. (9.23) yields the Joint Density of States (JDOS),
J(E), evaluated at the velocity dependent excitation energy E = -hvλ . Therefore, Eq. (9.22)
becomes
Svc(v) =
4pi2
λ
∑
-
4|c-(v)|2J
(
4hv
λ
)
. (9.23)
Since the energies of the extended eigenstates in the bands are independent of the position
of the channelling ion and thus independent of time, the harmonic amplitude, Eq. (9.15),
reduces to
c-(v) =
νvcv2i!
λ
ˆ λ
v
0
dt
[
sin
(
2pivt
λ
)
+ ν0
]
exp
{
i2pi-vtλ
}
-hv
λ
, (9.24)
where we have relabelled the constant term (ν0 = 1 + δν). Evaluating the integral and
rearranging yields,
c-(v) =
νvcλ
2pi4
[exp(ipi{4+ 1})
2 sinc (pi{4+ 1})
− exp(ipi{4− 1})2 sinc (pi{4− 1}) + ν0 exp(ipi4)sinc(pi4)
]
. (9.25)
Since sinc(pin) is equal to one when n = 0 but is zero for all other integral values of n, we
can replace the sinc functions by Kronecker delta functions
c-(v) =
νvcλ
2pi4
[exp(ipi{4+ 1})
2 δ-,−1 −
exp(ipi{4− 1})
2 δ-,1 + ν0 exp(ipi4)δ-,0
]
. (9.26)
The JDOS , J(E), is zero for E < Eg, so the J( -hvλ ) term in Eq. (9.23) vanishes unless
-hv
λ ≥ Eg. Since v is a positive scalar (the channelling speed), it follows that only harmonic
amplitudes with 4 > 0 contribute to the electronic stopping. According to Eq. (9.26), the
only non-zero harmonic amplitudes are c1, c0 and c−1. Of these, only
c1 = −νvcλ4pi . (9.27)
contributes to the stopping. Substituting Eq. (9.27) into Eq. (9.23) produces the result
Svc(v) =
|νvc|2 λ
4 J
(
hv
λ
)
. (9.28)
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It is important to note that the velocity dependence of the electronic stopping power in
Eq. (9.28) is determined by the JDOS.
For simplicity we will use the functional form of the JDOS calculated from our model DOS.
The electronic stopping power due to excitations from the valence to the conduction band is
zero if the excitation energy is below Eg and will not alter the pre-threshold behaviour due
to excitations via the elevator state.
9.2.6 Determining ν
For the case of a channelling ion with a moderate velocity (&0 < Ed < hvλ < Eg) there
will be significantly more electronic excitations from the valence band to the defect state
(4 = 1) than harmonic excitations (4 > 1). Hence, the harmonic excitations are negligible
in comparison to the direct excitations between the valence band to the elevator state and
similarly for excitations from the elevator state to the conduction band. We can therefore
write Eq. (9.8) as
Sve =
λ
4Dv
(
Ee − hv
λ
)
|νv|2, (9.29)
where νve is the amplitude of the off-diagonal force due to the coupling between the elevator
state and the valence band, and we have also used Eq. (9.27). To determine the value of νve
we use Eq. (9.17) and equate the result to a known stopping power (Stot(v)). Rearranging
the equation yields
νve =
√
2Stot(v)
λ Dv(Ee − -hvλ )[1−Ne]
. (9.30)
Therefore, for a given velocity, occupation of the elevator state and electronic stopping
power, we can determine νve. We also require the value for the amplitude of the off-diagonal
force due to the coupling between the elevator state and the conduction band (νec). From
Eq. (9.17) we can relate Sve and Sec via the equation
Sec =
Sve(1−Ne)
Ne
(9.31)
and since we are only considering moderate velocities (only 4 = 1) we can rewrite Eq. (9.10)
as
Sec(v) =
λ
4 Dc
(
hv
λ
− Ee
)
|νec|2 . (9.32)
Substituting the above and Eq. (9.29) into Eq. (9.31) produces the result
νec = νve
√
Dv(v)[1−Ne]
NeDc(v)
. (9.33)
Alternatively, if the elevator state’s occupation is not known, we can find the amplitude of
the off-diagonal forces by considering the total electronic stopping power at two different
velocities (v1 and v2). From Eqs. (9.17), (9.18) and (9.29) we can write
|νec|2 =
Stot(v)Dv
(
Ee − hvλ
)
|νve|2
λ
2Dc
(
hv
λ − Ee
)
Dv
(
Ee − hvλ
)
|νve|2 − Stot(v)Dc
(
hv
λ − Ee
) , (9.34)
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which is true for any velocity v. Therefore, we can equate Eq. (9.34) at two different velocities
in order to determine the value of |νve|2. After some algebra we obtain the expression
|νve|2 =
2Stot(v1)Stot(v2)
{
Dv
(
Ee − hv1λ
)
Dc
(
hv2
λ − Ee
)
−Dv
(
Ee − hv2λ
)
Dc
(
hv1
λ − Ee
)}
λDv
(
Ee − hv1λ
)
Dv
(
Ee − hv2λ
){
Stot(v1)Dc
(
hv2
λ − Ee
)
− Stot(v2)Dc
(
hv1
λ − Ee
)} . (9.35)
This result can be substituted into Eq. (9.34) and used to determine the value of |νec|2.
If we choose a high velocity, we can approximate the total electronic stopping power as
having no contribution from excitations via the elevator state. Therefore, the off-diagonal
force for excitations between the valence band and the conduction band is given by
νvc =
√√√√ 4Stot(v)
λJ
(
hv
λ
) . (9.36)
9.2.7 The Parameters
In this subsection we will discuss the choice of parameters used in the model.
First we will recap the equations we will use for the calculations of the electronic stopping
power. The electronic stopping power via the elevator state is given by
Se(v) = 2Sve
{
1− Sve
Sve + Sec
}
= 2Sve
Sec
Sve + Sec
, (9.37)
where the electronic stopping power due an occupied valence band and unoccupied elevator
state is given by
Sve(v) =
4pi2
λ
∑
-
Dv
(
Ee − 4hv
λ
)
4|c(+)- (v)|2 (9.38)
and similarly for an occupied elevator state with an unoccupied conduction band we have
Sec(v) =
4pi2
λ
∑
-
Dc
(
4hv
λ
− Ee
)
4|c(−)- (v)|2. (9.39)
In the above equations we have introduced a superscript to indicate the sign of the energy
oscillations in the harmonic amplitude, such that
c(±)- (v) =
ν(±)v2i!
λ
ˆ λ
t
0
dt
{
sin
(
2pivt
λ
)
+ ν0
}
exp
{
i
! [ -hvtλ ± .0λ2piv sin
(
2pivt
λ
)]}
-hv
λ ± &0 cos
(
2pivt
λ
) , (9.40)
where ν0 = 1 + δν, ν(+) = νve and ν(−) = νec. The final equation is the contribution to
the electronic stopping power due to electrons being promoted from the valence band to the
conduction band
Svc(v) =
|νvc|2 λ
4 J
(
hv
λ
)
. (9.41)
There is a choice in how we approximate the DOS. For simplicity we will first consider a
parabolic DOS for the conduction and valence band. This will provide a simple picture for
how the electronic stopping power changes with the velocity of the channelling ion.
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Figure 9.5: The DOS for a Si perfect crystal using 182 k points and the DOS used in
the parabolic model of the perturbation theory.
The valence band DOS is assumed to be of the form
Dv(x) = ΩdvS(|x|)
√−x, (9.42)
where Ω is the dimensionless volume measured in cubic unit cells cubed, S(|x|) is a smooth
switch function as defined in Sec. 6.2 and dv is the magnitude of the valence band DOS and
is fitted to DFT data (see Fig. 9.5). The cut-off energy (Ec) of the smooth switch is chosen
to give the DFT valence band width and the taper energy (Et) is chosen to reproduce the
correct number of electrons for the system. Similarly, the conduction band DOS is given by,
Dc(x) = Ωdc
√
x− Eg, (9.43)
where Eg is the band gap and dc is a constant.
The time-averaged energy of the elevator state is Ee above the valence band maxima, which
we take as the zero of energy. The amplitude of the energy oscillations of the elevator state
is given by &0. The values chosen for Ee, &0 and Eg are all determined by fitting to DFT
data as shown by Fig. 9.6.
The repeat distance for channelling along the 〈001〉 direction in a diamond lattice is λ = a4 ,
where a is the cubic lattice parameter as calculated with DFT.
The parameters used in our calculations are presented in Table 9.2.
9.2.8 Harmonic Excitations
If the elevator state’s energy oscillates as the channelling ion propagates through the crystal
then a non-zero electronic energy transfer will occur even at very low velocities. Fig. 9.7
shows the perturbation theory results compared to the TDDFT data and demonstrates that
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Figure 9.6: The evolution of the elevator state for H (left) and Si (right) channelling
ions in a Si crystal. The green and blue lines show our sinusoidal approximation to the
elevator state energy in each case.
Parameter (units) Si H
dv (eV −
3
2 per cubic unit cell) 1.84 1.84
dc(eV −
3
2 per cubic unit cell) 1.60 1.60
Ω (cubic unit cells) 27 27
νv (eVÅ−1) 0.190 1.71× 10−2
νc (eVÅ−1) 0.119 7.99× 10−2
νvc (eVÅ−1) 3.805× 10−4 2.30× 10−4
δν 1× 10−3 1× 10−3
Et (Åfs−1) 5.53771 5.53771
&0 (eV) 0.1 0.007
Ee (eV) 0.26 0.372
Eg (eV) 0.5 0.58
λ (Å) 1.353225 1.353225
Table 9.2: The parameters used in the perturbation theory for a Si/H channelling ion
in a Si crystal. All of the values are fitted to DFT data except for the amplitudes of the
off-diagonal forces (νvc, νv and νc). The cut-off energy for the smooth switch function
(12 eV) is chosen to match the band width of the valence band DFT DOS.
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Figure 9.7: The electronic stopping power calculated using perturbation theory in-
cluding excitations between valence and conduction band for a Si channelling ion in a
Si crystal. There are bumps at low velocities corresponding to harmonic excitations.
the theory successfully reproduces the behaviour of the electronic stopping power below the
threshold velocity for a Si channelling ion in a Si crystal. These low energy excitations are
a direct consequence of the non-zero harmonic number (see Eq. (9.15)) when the amplitude
of the elevator state’s energy oscillation is comparable to the band gap energy, otherwise
the harmonic excitations are small. Harmonic excitations occur at integer multiples of the
atom passing frequency ( hvλ ) and are reduced greatly as the harmonic number (4) is in-
creased. Within the electronic stopping power data the harmonics manifest themselves as a
self repeating pattern, as also predicted by Artacho [49] even though it is based on different
physics.
At low velocities the electronic stopping power calculated using perturbation theory has an
increase in value followed by a reduction and then a sharp increase. When -hvλ is considerably
larger than the band gap, the valence band DOS is evaluated at approximately − -hvλ . If the
velocity is large enough, this energy lies beyond the taper and the valence band DOS begins
to decrease in value, reducing the contribution to the electronic stopping power from the 4th
harmonic. This is the origin of the bumps in Fig. 9.7. At still larger values of the velocity,
the electronic stopping power increases again as the contribution from the (4−1)th harmonic
begins to dominate.
The contribution to the electronic stopping power due to the lth harmonic (S-) is given by
(c.f. Eq. (9.37))
S-(v) = (1−N-)4pi
2
λ
Dv
(
Ee − 4hv
λ
)
4|c(+)- (v)|2, (9.44)
where the harmonic amplitude is given by Eq. (9.40) and the occupation of the elevator state
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Figure 9.8: The electronic stopping power due to specific harmonic excitations. Each
harmonic contribution increases and then decreases due to the energy dependence of the
valence band DOS. We have not included cross harmonic excitations.
due to the 4th harmonic (N-) is given by
N- =
Dv
(
Ee − -hvλ
)
4|c(+)- (v)|2
Dv
(
Ee − -hvλ
)
4|c(+)- (v)|2 +Dc
(
-hv
λ − Ee
)
4|c(−)- (v)|2
. (9.45)
Fig. 9.8 shows the electronic stopping power due to the first three harmonics as a function
of velocity and it follows the behaviour described in the previous paragraph. However,
by comparing Figs. 9.7 and 9.8 we can see that there are additional spikes in the total
electronic stopping power, which are due to cross harmonic excitations. In our simulations
the elevator state is initially unoccupied and we must therefore excite electrons into the
elevator state before we can excite the electrons from the elevator state into the conduction
band. However, the elevator state resides closer to the conduction band and as a result
excitations would occur, before the valence band could excite electrons into the elevator
state, if the elevator state had a non-zero occupation. So there exists a small region where
the elevator to conduction band excitations are possible, but the valence band to elevator
state excitations are not. We are therefore able to excite electrons from the elevator state
to the conduction band in this region via the 4th harmonic by using the electrons that have
been excited from the valence band to the elevator state via the 4 + 1th harmonic. Hence,
we can excite electrons via the elevator state by utilising two different harmonics and we call
this a cross harmonic excitation. A cross harmonic excitation requires the elevator state to
be initially unoccupied and the time-averaged energy of the elevator state cannot be equal
to Eg2 . The cross harmonic excitations are not present in Fig. 9.8 because we only consider
excitations via the same harmonic number 4.
If the amplitude of the energy oscillations of the elevator state is reduced, as is the case for a
H channelling ion, then the harmonic excitations are suppressed as shown by Fig. 9.9. This
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Figure 9.9: The electronic stopping power of a H channelling ion in a Si crystal
calculated using TDDFT and perturbation theory. There is good agreement between
TDDFT and perturbation theory.
creates the appearance of a threshold velocity as the contributions to the electronic stopping
power from higher harmonics are too small to measure in experiments.
A relatively flat elevator state would account for the reduced threshold velocity observed by
Markin et al. [8]. The velocity threshold depends upon two characteristics: the energy of the
elevator state relative to the band edges and the amplitude of the elevator state’s oscillations.
A relatively flat elevator state near to the band edge would create the appearance of a velocity
threshold corresponding to the perfect crystal band gap. However, if the elevator state was
in the band gap a reduced velocity threshold would be observed. It is only by introducing
the oscillations in the energy of the elevator state that we are able to create excitations
with energies that correspond to less than the largest energy gap. Therefore, it is energy
oscillations that create the pre-threshold electronic excitations.
In Figs. 9.7 and 9.9 the perturbation theory does not capture the complex fluctuations in
the electronic stopping power. This is because the assumption of a parabolic DOS yields
only a rough approximation to the electronic stopping power.
9.2.9 Linear Electronic Stopping Power
In Fig. 9.7 and Fig. 9.9 the agreement between the TDDFT data and perturbation theory is
limited to the range over which we have calculated the JDOS. In Fig. 9.10 we can see that
the channelling ion creates an additional state with an energy of about −14.5 eV and it is
localised on the channelling ion. This localised state would in reality have a larger coupling,
when compared to the coupling of a delocalised valence band state with a conduction band
state, and a more sophisticated model would account for this by allowing the off-diagonal
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Figure 9.10: The DOS calculated with DFT atoms 216 atoms arranged in a perfect
crystal structure with Γ point sampling. The additional atom is in the 〈001〉 channel of
Si and introduces an extra state at about −14.5 eV.
force to depend on the channelling ion’s velocity. As a result, our simple model for the
off-diagonal force underestimates the electronic stopping power for a transition from the
localised state. Hence, at high energies the perturbation theory and TDDFT results diverge
because we neglect the increased coupling due to the localised state.
The main difference between the two densities of states, presented in Fig. 9.10, is the localised
valence band state. Therefore, by using the perfect crystal DOS we are able to utilise k point
sampling to achieve a fully converged DOS and we only lose a small peak at the bottom of the
valence band. Neglecting this state has a small effect on our calculations because it should
couple to other states very strongly and we are not considering a state-dependent coupling
strength. At the velocities we have considered here the number of electrons that are excited
from the localised state are negligible, as the channelling ion does not have enough energy
to create an excitation from the localised state to the elevator state.
9.2.10 Defining The Pre-threshold Electronic Stopping Power
We are interested in the pre-threshold electronic stopping power and as a result an un-
ambiguous definition of the pre-threshold electronic stopping power is required. It is well
documented that at high velocities there is a linear relationship between the metallic elec-
tronic stopping power (Sm) and velocity (v),
Sm = βv + c, (9.46)
where β is the electronic damping and c is a constant that determines the velocity intercept.
The electronic damping and constant are fitted to the TDDFT data and are presented in
Table 9.3 for each channelling ion. Since we are only interested in the metallic electronic
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Channelling ion β (eV fsÅ−2) c (eVÅ−1)
Si 1.47 −0.324
H 0.6133 −0.496796
Table 9.3: The values used for the metallic electronic stopping power, as defined by
Eq. (9.46), for H and Si channelling ions.
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Figure 9.11: The electronic stopping power for Si in Si calculated using TDDFT,
minus the metallic electronic stopping power. The perturbation theory gives a good
description of the behaviour of the electronic stopping power. The agreement between
TDDFT and perturbation theory improves as the DOS becomes more realistic.
stopping power at low velocities, we only consider the first of the two metallic regimes for
Si in Si. It is useful to subtract the metallic electronic stopping power from the TDDFT
electronic stopping power to produce a clear pre-threshold value for the electronic stopping
power.
9.2.11 Improving The DOS
To demonstrate the shortcomings of the perturbation theory we will examine the pre-
threshold behaviour by subtracting the metallic electronic stopping power from our results,
as shown by Fig. 9.11 and Fig. 9.12. It is clear that a parabolic DOS does not capture the
fine structure of the TDDFT results. The assumption of parabolic bands suppresses the
fine structure in the electronic stopping power. To demonstrate this we will, consider two
additional models for the DOS.
The next level of sophistication is to represent the valence band DOS as a sum of semi-
ellipses as shown by Fig. 9.13. We will continue to use the parabolic DOS to represent the
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Figure 9.12: The difference between the TDDFT electronic stopping power and the
metallic electronic stopping power for a H channelling ion in Si. The fine structure of
the TDDFT results is achieved with perturbation theory when the DFT DOS is used.
conduction band and the valence band DOS will be given by
Dv(E) =
1
Ω
4∑
i=1
ai
√
c2i − (E − b2i ). (9.47)
The parameters for the model are given in Table 9.4. It should be noted that we recalculate
the JDOS and this model does not include a smooth switch. This produces a dramatic
improvement in the fine structure of the perturbation theory as the elliptical model of the
valence band’s DOS captures some of the complex behaviour of the DFT DOS.
If we use the DFT DOS for both the conduction and valence band, there is a considerable
improvement to the perturbation theory results for both H and Si channelling ions. This
is because the fine structure of the electronic stopping power is a result of the complex
structures of the DOS and JDOS. The remaining disagreement between the perturbation
theory and TDDFT results can be attributed to the approximations of the form of the
matrix element and finite-size effects in the TDDFT calculation. Since increasing the realism
of our model DOS drastically improves our perturbation theory results, the main source of
disagreement must be from finite-size effects. We consider a large number of states in the
perturbation theory DOS, whereas the TDDFT DOS has a poorer sampling of the DOS.
Therefore, the TDDFT will have less electronic excitations as some of the states are not
present. Hence, it is possible to use the perturbation theory as a rough estimate for finite-
size effects. The parameters we have used are presented in Table 9.5 and this model does
not include a smooth switch.
Perturbative Analysis of Channelling Ions in Silicon 125
Parameter (units) Si
a1 (eV −1 ) 46.727
a2 (eV −1 ) 600.000
a3 (eV −1 ) 32.525
a4 (eV −1 ) 50.00
b1 (eV) −2.808
b2 (eV) −6.700
b3 (eV) −9.800
b4 (eV) −6.700
c1 (eV) −2.808
c2 (eV) −0.25
c3 (eV) −2.136
c4 (eV) −1.000
dc(eV −
3
2 per cubic unit cell) 1.60
Ω (cubic unit cells) 27
νv (eVÅ−1) 0.168
νc (eVÅ−1) 0.119
νvc (eVÅ−1) 3.998× 10−4
δν 1× 10−3
&0 (eV) 0.1
Ee (eV) 0.26
Eg (eV) 0.5
λ (Å) 1.353225
Table 9.4: The parameters used in the perturbation theory for a Si channelling ion in
a Si crystal with a valence band DOS that is represented by a sum of semi-ellipses. The
semi-ellipses are fitted directly to the valence band DOS and then adjusted by hand to
capture the general shape of the DFT DOS.
Perturbative Analysis of Channelling Ions in Silicon 126
−12 −10 −8 −6 −4 −2 0
Energy (eV)
0
50
100
150
200
250
Ω
D
O
S
(e
V
−1
)
Parabolic Ellipses valence
Figure 9.13: The different models for the DOS that we have used in the perturbation
theory. The cell volume is given by Ω.
Parameter (units) Si H
Ω (cubic unit cells) 27 27
νv (eVÅ−1) 0.254 3.43× 10−2
νc (eVÅ−1) 0.114 2.09× 10−2
νvc (eVÅ−1) 4.404× 10−4 2.70× 10−4
δν 1× 10−3 1× 10−3
&0 (eV) 0.1 0.007
Ee (eV) 0.26 0.372
Eg (eV) 0.5 0.58
λ (Å) 1.353225 1.353225
Table 9.5: The parameters used in the perturbation theory for a Si/H channelling ion
in a Si crystal. All of the values are fitted to DFT data except for the amplitudes of the
off-diagonal forces (νvc, νv and νc).
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9.2.12 Extending The Perturbation Theory
The pre-threshold electronic stopping power due to a P channelling ion in a Si crystal is
due to a pair of elevator states. Therefore, we would need new rate equations to describe
the steady-state electronic excitations involving a pair of elevator states and the two bands.
This would increase the number of free parameters from three to six as we would need to add
couplings between the second elevator state and the two bands and a coupling to describe
the excitations between the two elevator states. Hence, the complexity of the problem would
increase drastically and contribute little to our knowledge.
However, in the future extending the perturbation theory would be desirable as it is consider-
ably less expensive than TDDFT, but still produces a reasonable estimate for the electronic
stopping power.
Chapter 10
Summary and Further Work
The creation and evolution of defects is important to the nuclear and space industries,
because the defects contained within a material will determine its properties and irradiation
will introduce new defects into the material. Therefore, a lot of research is focused on
creating radiation hardened devices that are less susceptible to defect formation when the
device is irradiated [1]. Computer simulations, e.g. two temperature molecular dynamics
(2TMD) [2], can be used to predict the effects of radiation on devices. However, the 2TMD
simulations do not explicitly include electrons and they are added in via a parameterised
diffusion equation. As a result there is some freedom in the choice of parameters.
It is intuitive to assume that the excitation of electrons across a band gap would require the
electron to have a minimum amount of energy before it can be excited. Since the electrons
gain energy from a moving ion, one would therefore expect the moving ion to require a
minimum velocity below which it is unable to excite electrons. Hence, a velocity threshold
is often added to the 2TMD simulations and is related to the band gap of the material. The
work of Phillips et al. [3] and Chaun et al. [4] has demonstrated that the choice of velocity
threshold and the maximum value of the electronic stopping power alters the evolution of
defects in irradiated silicon dioxide. The choice of parameters in the 2TMDmodel is therefore
of vital importance if we want to make accurate predictions about irradiated materials.
In this thesis we have used quantum mechanical simulations and perturbation theory to
investigate if the threshold velocity exists in band gap materials.
The relevant background and theory was discussed in chapters 2 and 3 respectively. In
Ch. 4 we used time-dependent density functional theory (TDDFT) to study the electronic
stopping power of a self interstitial channelling ion in the 〈001〉 direction of silicon (Si)
and we found that there was a pre-threshold electronic stopping power. The low energy
electronic excitations were made possible by an extra state, called the elevator state, which
resided within the band gap. The elevator state would oscillate in energy as the channelling
ion passed through the crystal, allowing for a low energy excitation into the elevator state
from the valence band and at some later time a second low energy excitation from the
elevator state to the conduction band would occur. The excitation process was only possible
because of the elevator state’s change in energy, meaning that the energy gap between the
elevator state and the band edges would be reduced periodically. In Ch. 7 we used the
Kwon [60] tight binding (TB) model, with some additional alterations as discussed in Ch. 6,
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to calculate the electronic stopping power of a Si channelling ion in the 〈001〉 direction of
Si using time-dependent tight binding (TDTB). The results were in qualitative agreement
with TDDFT, providing further evidence for our physical interpretation of the pre-threshold
electronic stopping power. We also found that increasing the system size did not alter the
underlying mechanism for low energy excitations and only the magnitude of the electronic
stopping power was altered.
We have also used perturbation theory, see Ch. 9, to demonstrate that the electronic stop-
ping power due to very low velocity channelling ions are due to harmonic excitations. These
harmonic excitations allow integer multiples of the atom passing frequency times Plank’s con-
stant to promote electrons to higher energy states. By considering a hydrogen (H) channelling
ion in a Si crystal we showed that harmonic excitations are dependent on the magnitude of
the elevator state’s energy oscillations. We also considered a phosphorus (P) channelling ion
in a Si crystal and showed that two elevator states were in the band gap. The additional
elevator state then gave rise to an increase in the electronic stopping power.
When we studied a single ion oscillating about its lattice site in Ch. 7 we found that there
was a threshold frequency that corresponded to the band gap. Therefore, below threshold
stopping was due to a defect creating changes in the electronic band structure and as a
result lowering the threshold velocity of the electronic stopping power. Since pre-threshold
electronic stopping power is due to defects altering the electronic band structure of the
material, one would expect that a cascade would have a lower threshold velocity for the
electronic stopping power when compared to the perfect crystal.
The concept of a velocity threshold is important to large-scale 2TMD models, however we
have shown that this concept may not be suitable. The threshold velocity is only well defined
for an undisturbed perfect crystal with extended states, which prevents the harmonic excita-
tions that we have discussed in Ch. 9. In our channelling simulations we have observed that
the introduction of the defect (channelling ion) produces time dependent electronic eigenval-
ues allowing for low energy excitations via the elevator state and by harmonic excitations.
The magnitude of the pre-threshold electronic stopping power is dependent on the type of
defect (if it is H, P or Si etc.), because the defect will determine how the electronic eigenval-
ues will evolve in time due to the interaction between the defect and the perfect crystal (e.g.
defect states). Therefore, the presence of a threshold velocity is dependent on the motion of
interstitial defects in the crystal during radiation damage events.
10.1 Further Work
This work has provided insight into the relationship between defects and the threshold velo-
city. It is the evolution of the electronic structure that determines when electronic excitations
are no longer permitted. By introducing a time-independent defect state the threshold is
reduced, but an oscillating defect state (aka the elevator state) would allow for very low
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energy electronic excitations.
Throughout this thesis we have assumed that Ehrenfest dynamics is a good approximation for
low velocity channelling ions. However, Ehrenfest dynamics uses the average energy surface
of the electrons and how this would influence the simulation results is not obvious. A simple
way to test the quality of Ehrenfest dynamics would be to use surface hopping [61] to calculate
the explicit dynamics of the electrons. Unfortunately current computational resources are
not sufficient to study a channelling ion with surface hopping. A single surface hopping
simulation is computationally intense, but the computational cost is further increased by the
need to perform the same simulation multiple times to get an average value for the electronic
stopping power. One possible way to reduce the computational cost is to use the approach of
Sholl and Tully [77], in which they compensate for the finite eigenfunction expansion of the
state vector by adding an extra state that represents the mean field states. The approach
of Sholl and Tully does not significantly alter the surface hopping technique, however this
technique allows us to simulate the valence band and low energy excited states explicitly
with surface hopping. For large electronic excitations Sholl and Tully’s method reduces to
Ehrenfest dynamics, which produces a good approximation to the electronic energy transfer.
As a result the Sholl and Tully approach uses a minimum basis set of eigenfunctions, saving
computational time when compared to other surface hopping calculations.
We have shown that for channelling ions in Si the electronic stopping power does not have
a threshold velocity and we can capture the velocity dependence of the electronic stopping
power using perturbation theory. By using a combination of TDDFT and perturbation
theory we are able to predict the electronic stopping power of a channelling ion for a wide
range of materials. For each combination of host material, intruding ion and channelling
direction we would need to calculate the following:
• The instantaneous energy eigenvalues as a function of the channelling ion’s position
and from that we can determine a simple analytical form for the elevator state (if one
is present) as a function of the channelling ion’s position in the channel. We would also
acquire a value for the effective band gap (may appear reduced due to a defect state).
• The density of states (DOS) and joint DOS (JDOS) of a perfect crystal, these can be
approximate (parabolic or estimated with semi-ellipses) or the DFT DOS. The choice
would be dependent on the level of detail required in the electronic stopping power
calculation.
• The repeat distance is calculated from DFT.
• The free parameters of the perturbation theory are the magnitudes of the off-diagonal
forces. We have three of these for a single elevator state. To obtain these parameters
we would need to calculate three TDDFT data points (two at pre-threshold velocities
and one above the threshold) from which we can calculate the free parameters found
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in the perturbation theory.
By repeating this process for a range of different materials we could produce a database of
how the electronic stopping power depends on velocity during channelling simulations.
The present form of the perturbation theory assumes a channelling ion. It can be extended
to any system by replacing the expression in curly brackets in Eq. (8.104) by a Fourier
transform, instead of a Fourier series. However, the majority of the work would be focused
on calculating/estimating the evolution of the electronic structure of the material as the
atoms move away from their perfect crystal lattice sites.
Implementing our perturbation theory results in a 2TMD [2] code would allow for improved
simulations of ion channelling. However, the low velocity behaviour will be more complicated
as the moving ion will create a cascade.
During cascades a confined region of damage is created as a large number of atoms are
displaced from their lattice sites. This will alter the electronic structure of the material and
as a result the threshold velocity would be reduced. A simple improvement to the 2TMD
model would be to make the velocity threshold for the electronic stopping power dependent
on the atomic environment, such that a departure from a perfect crystal structure would
lower the threshold velocity to zero. How the electronic stopping power should behave in the
pre-threshold region during a cascade is not clear, at the present time, and would require
further investigation utilising TDDFT/TDTB simulations.
With present computational resources TDTB would have to be used to simulate cascades
that are not prone to finite size effects. The interesting question would be ‘how does the
energy transferred to the electrons change as the velocity of the moving ions decreases?’ This
may give insight into how the velocity threshold should be implemented in 2TMD.
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Appendix A
Literature Review
A.1 Deriving Eq. (2.20)
The dielectric function (&) can be written in Fourier space as
1
&(k,ω) =
ˆ
dt
ˆ
d3r exp[i(ωt− k · r] 1
&(r, t) , (A.1)
however we know that the real-space dielectric function (&(r, t)) is real and as a consequence
1
&∗(k,ω) =
1
&(−k,−ω) (A.2)
and the spherical symmetry of the dielectric function allows us to write
1
&∗(k,ω) =
1
&(k,−ω) , (A.3)
where k = |k|.
We are interested of an integral of the form
ˆ ω0
−ω0
dω ω 1
&(k,ω) =
ˆ ω0
0
dω ω 1
&(k,ω) +
ˆ 0
−ω0
dω ω 1
&(k,ω) (A.4)
and we change variable in the second term ω = −ω′ to obtain
ˆ ω0
−ω0
dω ω 1
&(k,ω) =
ˆ ω0
0
dω ω 1
&(k,ω) −
ˆ ω′0
0
dω′ ω′ 1
&(k,−ω′) . (A.5)
Substituting Eq. (A.3) into Eq. (A.5) yields
ˆ ω0
−ω0
dω ω 1
&(k,ω) =
ˆ ω0
0
dω ω 1
&(k,ω) −
ˆ ω′0
0
dω′ ω′ 1
&∗(k,ω′) . (A.6)
and by allowing ω = ω′ we obtain the desired result
ˆ ω0
−ω0
dω ω 1
&(k,ω) =
ˆ ω0
0
dω ω
[ 1
&(k,ω) −
1
&∗(k,ω)
]
= 2i
ˆ ω0
0
dω ωI
[ 1
&(k,ω)
]
, (A.7)
where I signifies taking the imaginary part.
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Appendix B
Theoretical Background
B.1 Surface Hopping
The first method we will consider is called surface hopping [61] and explicitly represents
electrons as occupying specific energy eigenvalues.
The main drawbacks of surface hopping are; the computational expense, as it requires us to
calculate a large number of orthonormal single particle eigenfunctions for each ionic config-
uration that have to be repeated multiple times to calculate the average behaviour of the
electrons and there is no unique way to conserve the energy and momentum of the whole
system.
To derive surface hopping we will follow the derivation in [78]. We start with the time-
independent Schrödinger equation (in atomic units)
− i d
dt
|Ψ〉 = Hˆ |Ψ〉 , (B.1)
where |Ψ〉 is the many-body state vector. In surface hopping we choose to expand the state
vector as a set of orthonormal instantaneous eigenfunctions of single particle states ( |ψj〉),
therefore we can write
|Ψ〉 =
N∑
j=1
cj |ψk〉 , (B.2)
where we have only considered the first N eigenfunctions and the expansion coefficients are
given by cj . Substituting Eq. (B.2) into Eq. (B.1) yields the following expression for the
evolution of the expansion coefficients
dcj
dt
=
N∑
k=1
ck
{
−i
〈
ψj
∣∣∣Hˆ∣∣∣ψk〉+ 〈ψj |R ·∇|ψk〉} , (B.3)
where R is the ionic position. It is useful to define the quantity
ajk = cjc∗k, (B.4)
where ajj represent the probability of the instantaneous eigenstate j being occupied and ajk
is the phase coherence between the states j and k for j '= k. Taking the time derivative of
ajj produces the result
dajj
dt
= 2
N∑
k=1 &=j
{
I
(
akj
〈
ψj
∣∣∣Hˆ∣∣∣ψk〉)−R (akj 〈ψj ∣∣∣R˙ ·∇∣∣∣ψk〉)} , (B.5)
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where I(x) and R(x) represent taking the imaginary and parts of x respectively. To simplify
the notation we introduce the quantity
bjk = 2
{
I
(
akj
〈
ψj
∣∣∣Hˆ∣∣∣ψk〉)−R (akj 〈ψj ∣∣∣R˙ ·∇∣∣∣ψk〉)} , (B.6)
hence Eq. (B.5) can be written as
dajj
dt
=
N∑
k=1 &=j
bjk. (B.7)
The fractional change in the probability of the occupation of a state j between a time t and
a infinitesimally small time later t+ δt is given by
ajj(t+ δt)− ajj(t)
ajj(t)
≈ δt
ajj
N∑
k=1 &=j
bjk. (B.8)
The Tully [61] least switches probability (Pj,k) between the states j and k is
Pj,k = max
(
0, bkj(t)δt
ajj(t)
)
(B.9)
and will determine if the electron changes state.
In Eq. (B.6) we consider the coupling between the states j and k and the probability of a
transition from the state j to a state k is given by Pj,k. We will consider the case were j is
an excited state and k is a ground state. The first term of Eq. (B.6) represents the natural
coupling between the states j and k, while the second term is the coupling between the states
due to the driving force. If bkj is negative then the driving force dominates the coupling,
hence the probability of a transition is zero as the driving force will prevent the electron
from returning to a lower energy state. If bkj is positive than there will be some probability
of a transition between the states and the transition is successful if a random number ζ has
a value which obeys
Pj,k < ζ ≤ Pj,k+1, (B.10)
therefore the natural coupling between the states allows for the electron return to a lower
energy state. We notice that reversing the states j and k will reverse the sign of bjk.
Sholl and Tully [77] introduced an additional term in the expansion of the state vector
(Eq. (B.2)) to represent the eigenfunctions that are not captured by the surface hopping
expansion and this may reduce the computational cost of surface hopping method. The
additional term is not orthonormal to the eigenfunctions and is described by a mean field
approach (Ehrenfest dynamics). This can be thought of as an electron dynamics equivalent
of QM/MM (quantum mechanics/molecular mechanics) as it can represent the eigenstates
of interest explicitly with surface hopping and the rest is treated with the computationally
cheaper mean field approach.
Appendix C
The Kwon Force
C.1 The Original Kwon Force
In this section we will derive the force felt by the kth atom (Fk)due to the ionic interactions
of the Kwon [60] TB model (as given by Eqs. (5.5) and (5.6)). The force on atom k is given
by
Fk = − ∂V∂rk (C.1)
where rk is the position of kth atom and V describes the energy due to inter-atomic potential.
The inter-atomic potential energy is given by
V =
∑
i
f
∑
j
φ(rij)
 , (C.2)
where f is the embedding function ( Eq. (5.6)) and φ is the pair potential (Eq. (5.5)). To
simplify the notation we will write the pair potentail as
φij = φ(rij) (C.3)
and the sum of pair potentials will be represented by
xi =
∑
j
φ(rij). (C.4)
Taking the partial derivative and using the chain rule on Eq. (C.2) yields
∂V
∂rk
=
∑
i
∑
j
∂f
∂xi
∂xi
∂rij
∂rij
∂rk
(C.5)
and we will calculate each partial derivative in turn.
First we start with the ∂rij∂rk term. We define the positions of atoms i and j to be ri and rj
respectively, hence their separation is given by (rij)
rij = {(ri − rj) · (ri − rj)}
1
2 (C.6)
and differentiating the above respect to rk yeidls
∂rij
∂rk
= ri − rj
rij
(δik − δjk). (C.7)
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Next, we will calculate ∂xi∂rij term, where xi is given by
xi =
∑
j
φij =
∑
j
(
r0
rij
)m
exp
[
m
{
−
(
rij
rc
)mc
+
(
r0
rc
)mc}]
(C.8)
and differentiating with respect to rij produces
∂xi
∂rij
= −∑
j
mφij
rij
−∑
j
mφijmc
rij
(
rij
rc
)mc
, (C.9)
which simplifies to
∂xi
∂rij
=
∑
j
mφij
rij
{
1 +mc
(
rij
rc
)mc}
. (C.10)
The final term of Eq. (C.5) is ∂f∂xi . The embedding function (f) is an analytic expression
(see Eq. (5.6)), we will assume that it has a known derivative and can be expressed as
∂f
∂xi
= f ′(xi) (C.11)
where the derivative is evaluated at xi.
The force on atom k is therefore given by
Fk =
∑
i,j
f ′
∑
j
φij
 mφij
rij
{
1 +mc
(
rij
rc
)mc} ri − rj
rij
(δik − δjk) (C.12)
where, we have substituted Eqs. (C.4), (C.5), (C.7), (C.10) and (C.11) into Eq. (C.1). By
using the summation to evaluate the delta functions, the force becomes
Fk =
∑
j f
′
(∑
j φkj
)
mφkj
rkj
{
1 +mc
(
rkj
rc
)mc} rk−rj
rkj
−∑i f ′ (∑j φij) mφikrik {1 +mc ( rikrc )mc} ri−rkrik , (C.13)
which simplifies to (relabelling the second term i→ j)
Fk = −
∑
j
mφkj
(rkj)2
(rj − rk)
{
1 +mc
(
rkj
rc
)mc}{
f ′
(∑
i
φki
)
+ f ′
(∑
i
φij
)}
. (C.14)
When rkj → 0, the derivative of the embedding function is a negative number. For a
large positive number x, the derivative of the embedding function is dominated by −C4(x)3.
Therefore, the force is positive (if rk < rj) as the atoms approach each other, corresponding
to an attractive force.
