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Abstract

The motivation of this thesis is to present new lower bounds for important computational
problems on strings and graphs, conditioned on plausible conjectures in theoretical computer
science. These lower bounds, called conditional lower bounds, are a topic of immense interest in the field of fine-grained complexity, which aims to develop a better understanding of
the hardness of problems that can be solved in polynomial time. In this thesis, we give new
conditional lower bounds for four interesting computational problems: the median and center
string edit distance problems, the pattern matching on labeled graphs problem, and the subtree
isomorphism problem. These problems are of interest in the applied topics of computational
biology and information retrieval, as well as in theoretical computer science more broadly.
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1

Introduction

Recent progress in the field of fine-grained complexity has given us conditional hardness results
for many popular problems. The list of problems includes those related to graphs, computational
geometry, and strings (1; 4; 5; 7; 8; 9; 12; 13; 14; 18; 21; 24; 22; 30; 31). These hardness results
are conditioned on popular hardness conjectures in theoretical computer science, such as SETH
(the Strong Exponential Time Hypothesis), and the conjectures on the hardness of the All-Pairs
Shortest Paths and 3SUM problems. In this paper, we will make use of SETH in order to achieve
the conditional lower bounds in Chapter 2, and we will make use of new conjectures given in
(3) on the Formula-SAT problem, an important problem in circuit complexity, in order prove the
conditional lower bounds in Chapter 3. Altogether, this thesis outlines the proofs of conditional
hardness results for several new problems on strings and graphs.
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2

Lower Bounds for Edit Distance on k
Strings

Problem 1 (k-Median-Edit-Distance). Given a set S of k strings, each of length at most n, find
a string s∗ (called a median string) that minimizes the sum of edit distances from the strings in
S to s∗ . This sum is called the median edit distance.
When k = 2 this problem is equivalent to the well-known edit distance problem, whose
famous dynamic programming solution was first given in 1965 by Vintsyuk (48). An algorithm
for solving this problem on k strings in time O(nk ) was then given by Sankoff in 1975 (42)
in the more general context of tree alignment (mutation trees). Since Sankoff’s solution, no
algorithms with significantly better time complexity have been developed. This is despite the
problem being of practical importance as well as the subject of extensive study (27; 28; 32; 36).
Compelling reasons for this were finally given 25 years later by Higuera and Casacuberta in
2000 who showed the NP-completeness of the problem over unbounded alphabets (20). This
result was later strengthened to finite alphabets in (45) and then even to binary alphabets in (38).
In (38) it was also shown that the problem is W[1]-hard in k. This last result implies it is highly
unlikely to find an algorithm with time complexity of the form f (k)·N O(1) , where N is the sum
of the lengths of the k strings. None of these hardness results, however, rule out the possibility
of algorithms where the time complexity is of the form O(nk−ε ). Nearly five decades after
its creation, this paper gives a convincing argument as to why a significant improvement over
Sankoff’s algorithm is unlikely. Specifically, we show that an O(nk−ε ) time algorithm for any
ε > 0 would refute SETH. We also prove that the same lower bound holds for a related problem
known as the k-Center-Edit-Distance.
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Problem 2 (k-Center-Edit-Distance). Given a set S of k strings, each of length at most n, find a
string s∗ (called a center string) that minimizes the maximum of edit distances from the strings
in S to s∗ . The maximum edit distance from s∗ to any string in S is called the center edit
distance.
Like k-Median-Edit-Distance, the k-Center-Edit-Distance problem is known to be NPcomplete and W[1]-hard in k (38). Additionally, k-Center-Edit-Distance has been shown to
have an O(n2k ) time solution (38). However, ours are the first fine-grained complexity results for both these problems. Finally, we note that our results imply similar conditional lower
bounds for two classic tree alignment problems from phylogenetics called k-Tree-Alignment
and k-Bottleneck-Tree-Alignment (16; 26; 46; 49). The k-Tree-Alignment (resp. k-BottleneckTree-Alignment) problem is defined as follows: given a tree T with k leaves where each leaf
is labeled with a string of length n, find an assignment of strings to all internal vertices of T
such that the sum (resp. max) of edit distances between adjacent strings/vertices over all edges
is minimal. Note that the median (resp. center) edit distance problem on k strings is a special
case of the k-Tree-Alignment (resp. k-Bottleneck-Tree-Alignment) problem, specifically when
the tree has only one internal vertex.

2.1

Median Edit Distance

Our reduction to Median Edit Distance is from the k-Most-Orthogonal-Vectors problem, which
was first introduced in (2). It was shown that if it could be solved in O(nk−ε ) time for some
constant ε > 0, it would imply new upper bounds for MAX-CNF-SAT that would violate SETH.
Problem 3 (k-Most-Orthogonal-Vectors). Given k ≥ 2 sets S1 , S2 , . . . , Sk each containing
n binary vectors v ∈ {0, 1}d , and an integer r < d, are there k vectors v1 , v2 , . . . , vk with
P
Q
vi ∈ Si such that their inner product, defined as dh=1 t∈[1,k] vt [h], is at most r? A collection
of vectors that satisfies this property will be called r-far, and otherwise called r-close.
Modifying the Vectors: In our reduction we apply a modification to the vectors in our
input sets S1 , S2 , . . . , Sk . We prepend (r + 1) 0’s to each vector v ∈ S1 and (r + 1) 1’s to
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each vector v ∈ Si where i > 1. Every vector is now of dimension d + r + 1 ≤ 2d and the
k-Most-Orthogonal-Vectors problem is identical on the original and modified sets.

2.1.1

Technical Overview

Given sets S1 , S2 , . . . , Sk of binary vectors, we will design strings T1 , T2 , . . . , Tk such that if
there exists a collection of r-far vectors in the input, then their median edit distance will be at
most a constant E − . Otherwise, if there does not exist any collection of r-far vectors in the
input, their median edit distance will be equal to E + , where E − < E + . Our strings will be
constructed in three levels of increasing scope: coordinate level, vector level, and set level. We
use EDIT(x1 , x2 , . . . , xk ) to denote the median edit distance of k strings x1 , x2 , . . . , xk .
• Coordinate Level: Given k bits b1 , b2 , . . . , bk , we construct coordinate gadget strings
CGi (bi ) that can distinguish between the case when b1 b2 · · · bk = 0 and b1 b2 · · · bk = 1.
Specifically, we will show that there exist constants C − and C + with C − < C + such
that if b1 b2 · · · bk = 0, then EDIT(CG1 (b1 ), CG2 (b2 ), . . . , CGk (bk )) = C − , and else if
b1 b2 · · · bk = 1, then EDIT(CG1 (b1 ), CG2 (b2 ), . . . , CGk (bk )) = C + .
• Vector Level: Given vectors v1 , v2 , . . . , vk ∈ {0, 1}d+r+1 , we construct vector gadget
strings VGi (vi ) for i ∈ [2, k] and a slightly more complicated decision gadget string
DG1 (v1 ) out of our coordinate gadgets. Together these gadgets can determine if the k
vectors are r-far or not. Specifically, we will show that if v1 , v2 , . . . , vk are r-far, then
EDIT(DG1 (v1 ), VG2 (v2 ), . . . , VGk (vk )) ≤ D− and else if v1 , v2 , . . . , vk are r-close,
then EDIT(DG1 (v1 ), VG2 (v2 ), . . . , VGk (vk )) = D+ , where D+ and D− < D+ are
constants. Our construction here is a generalization of the work in (12) to k strings.
• Set Level: In the set level step of the reduction, we will build our final strings
T1 , T2 , . . . , Tk by concatenating our vector level gadgets and adding special $i
symbols.

Our final strings will be designed so that if there is an r-far col-

lection of vectors v1 , v2 , . . . , vk with vi ∈ Si , then the corresponding gadgets
DG1 (v1 ), VG2 (v2 ), VG3 (v3 ), . . . , VGk (vk ) will align in an optimal edit sequence of
our strings. These vector gadgets will have a lower median edit distance, resulting
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in EDIT(T1 , T2 , . . . , Tk ) ≤ E − . Otherwise, EDIT(T1 , T2 , . . . , Tk ) = E + , where
E− < E+.

As a result of this construction, we obtain the following theorem on the hardness of the median
edit distance problem on k strings.
Theorem 1. If there is an ε > 0, an integer k ≥ 2, and an algorithm that can solve k-MedianEdit-Distance on strings, each of length at most n, over an alphabet of size Ω(k) in O(nk−ε )
time, then SETH is false.

2.2

Center Edit Distance

We now provide a simple, yet previously unknown reduction from k-Median-Edit-Distance to
k-Center-Edit-Distance. Given a set of strings X = {x1 , x2 , . . . , xk }, each of length at most
n over an alphabet Σ, we define another set of strings Y = {y1 , y2 , . . . , yk } over an alphabet
Σ0 = Σ ∪ {$} (where $ 6∈ Σ) as follows (fix ` = k 2 n):
y1 = x1 ◦ $` ◦ x2 ◦ $` ◦ · · · ◦ $` ◦ xk−1 ◦ $` ◦ xk
y2 = x2 ◦ $` ◦ x3 ◦ $` ◦ · · · ◦ $` ◦ xk ◦ $` ◦ x1
..
.
yk = xk ◦ $` ◦ x1 ◦ $` ◦ · · · ◦ $` ◦ xk−2 ◦ $` ◦ xk−1
Let CENTER-EDIT(y1 , y2 , . . . , yk ) denote the center edit distance of strings
y1 , y2 , . . . , yk . We will prove the following, which will complete the reduction.
Lemma 1. EDIT(x1 , x2 , . . . , xk ) = CENTER-EDIT(y1 , y2 , . . . , yk )
Proof. Suppose that EDIT(x1 , x2 , . . . , xk ) = E, and there is an optimal edit sequence on
x1 , x2 , . . . , xk that performs Ei edits on xi for i ∈ [1, k]. It follows that E1 +E2 +· · ·+Ek = E.
Claim 1. EDIT(y1 , y2 , . . . , yk ) = kE
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Subproof. It can be seen that EDIT(y1 , y2 , . . . , yk ) ≤ kE since we may align all $ symbols in
the yi in zero edits, and then we have k alignments of x1 , x2 , . . . , xk substrings, each incurring
E edits, for a total of kE edits.
Now note that no optimal edit sequence of y1 , y2 , . . . , yk will delete an entire series of $
symbols because it would incur cost ` greater than kE, our upper bound. It follows that for
all i 6= j the hth leftmost series of $ symbols in yi is aligned with the hth leftmost series of
$ symbols in yj for h ∈ {1, . . . , k − 1}. Then the $ alignments ‘lock’ the xi substrings into
place so that we have k alignments of x1 , x2 , . . . , xk substrings, and because no xi contains the
$ symbol, it follows that each alignment of the xi incurs cost greater than or equal to E. Then
EDIT(y1 , y2 , . . . , yk ) ≥ kE.
We now have that EDIT(y1 , y2 , . . . , yk ) = kE. Furthermore, there is an optimal edit
sequence that performs exactly E edits on every string in y1 , y2 , . . . , yk . This can be seen
because in every alignment of substrings x1 , x2 , . . . , xk in our edit sequence of y1 , y2 , . . . , yk ,
we may choose to perform Ei edits on each xi . Then there exists an optimal edit sequence where
for every string yi with i ∈ [1, k], we perform Ei +Ei+1 +· · ·+Ek +E1 +E2 +· · ·+Ei−1 = E
edits on yi .
It follows that CENTER-EDIT(y1 , y2 , . . . , yk ) ≤ E. Furthermore, suppose that
CENTER-EDIT(y1 , y2 , . . . , yk ) < E. Then EDIT(y1 , y2 , . . . , yk ) < kE, a contradiction.
We conclude that CENTER-EDIT(y1 , y2 , . . . , yk ) = E and our reduction is complete. Note
that for all i ∈ [1, k], |yi | = (k − 1)k 2 n + kn = O(n).
Lemma 1 directly implies the following result.
Theorem 2. If there is an ε > 0, a constant k ≥ 2, and an algorithm that can solve k-CenterEdit-Distance on strings, each of length at most n, over an alphabet of size O(k) in O(nk−ε )
time, then SETH is false.
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3

Lower Bounds for Problems on Graphs

The Strong Exponential Time Hypothesis (SETH) has proven to be a powerful tool in establishing conditional lower bounds for many problems with known polynomial-time solutions.
However, recent work by Abboud, Hansen, Vassilevska W., and Williams (6), as well as Abboud and Bringmann (3) has sought to use the hardness of general Formula-SAT problems
as the basis for fine-grained conditional lower bounds, rather than CNF-SAT and SETH. Since
general Formula-SAT contains within it all CNF-SAT instances, Formula-SAT is at least as hard
as CNF-SAT. Additionally, when basing conditional lower bounds on Formula-SAT rather than
CNF-SAT, the same algorithmic breakthroughs that previously would have violated SETH, now
have far more remarkable consequences. This makes it plausible that conjectures based on the
hardness of Formula-SAT are more likely to hold than those based on the hardness of CNF-SAT.
Aside from a plausible increase in the robustness of the conjectures, using Formula-SAT
as a starting point has the advantage of allowing for tighter hardness results. Previous lower
bounds based on SETH have been effective in establishing results of the form: an algorithm
running in time O(nc−ε ) for some ε > 0, where the best-known solution has time complexity
e c ) would violate SETH. Despite this success, SETH has proven less effective at establishO(n
ing tighter fine-grained hardness results regarding how many logarithmic-factors can be shaved.
In fact, the impossibility of proving such a hardness result via fine-grained reductions from
CNF-SAT was proven in (3). Overcoming this by using Formula-SAT as a starting point, in
(6) conditional lower bounds of this form were established for Edit Distance and Longest Common Subsequence (LCS). In (3), the results on LCS were further extended to show that an
O(n2 / log7+ε n) time solution for LCS would imply major breakthroughs in circuit complex-
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ity. As a final example, work in (43) uses reductions from Formula-SAT to analyze which
regular expression matching problems can have super-polylog factors shaved from their time
complexity, and which cannot.
In this work, we will use Formula-SAT to establish hardness results similar to those listed
above, but for two additional fundamental problems, Pattern Matching on Labeled Graphs
(PMLG) and Subtree Isomorphism. We describe these problems next.

3.1

Subtree Isomorphism

Given two trees T1 and T2 , is T1 contained in T2 ? This problem has been the subject of extensive study (17; 33; 34; 41; 44; 47), much of this research dating back several decades. For
general trees, both with at most n vertices, the currently best known solution has a time bound
that is O(nω ), where ω is the exponent on fast-matrix multiplication (44); for rooted, constant
maximum degree trees it is O(n2 / log n) (33); and, for ordered trees it is O(n log n) (19). Here
we will be considering rooted trees with constant maximum degree. In terms of lower bounds,
SETH based quadratic lower bounds for this version of the problem have been established in
(1), even for binary rooted trees.

3.2

Pattern Matching on Labeled Graphs

Given an alphabet Σ, a labeled graph G is a triplet (V, E, L), where (V, E) corresponds to the
vertices and edges of a graph, and L : V → Σ+ is a function that defines a nonempty string
(i.e., label) over Σ to each vertex in G. For any string S, we use S[..`] to denote its prefix ending
at ` and S[`..] to denote its suffix starting at `. We say that a pattern P occurs in G if there is
a path v1 , v2 , . . . , vm in G such that L(v1 )[`..] ◦ L(v2 ) ◦ · · · ◦ L(vm )[..`0 ] equals P for some
`, `0 . Given a labeled graph G and a pattern P , the PMLG problem is to decide if there exists
an occurrence of P in G.
The PMLG problem began being intensely studied roughly thirty years ago in the context
of alignment of strings (equivalent to approximate matching under edits, mismatches, etc.) in
hypertext. This was initiated by Manber and Wu (35) and underwent several improvements
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(10; 11; 37; 39). In the case where changes are allowed in the pattern, but not in the graph,
the best-known algorithm runs in time O(|V | + |E||P |), matching the time complexity of the
dynamic programming solution of the exact problem, and is by Rautiainen and Marschall (40).
In the case where changes are allowed in the graph as well, the problem is NP-complete (11),
even for binary alphabet (25). The work by Equi et al. in (23) established the SETH based
lower bounds for exact matching.

3.3

Our Results

Our reduction will create an instance of PMLG (or Subtree Isomorphism) from a given instance
of Formula-SAT. In doing so, we make explicit the roles that the size of the circuit s and the
number of inputs n play in determining the size of the resulting instance.
Theorem 3. A Formula-SAT instance of size s on n inputs can be reduced to an instance of
PMLG over a binary alphabet with a graph G = (V, E) and pattern P such that |P | is of size
O(2n/2 · s) and |E| is of size O(2n/2 · s2 ) in O(|E|) time, where G is a DAG with maximum
total degree1 three.
Similarly, for Subtree Isomorphism we have the following theorem.
Theorem 4. A Formula-SAT instance of size s on n inputs can be reduced to an instance of
Subtree Isomorphism on two binary trees T1 and T2 , where the size of T1 is O(2n/2 · s), and the
size of T2 is O(2n/2 · s2 ) in O(|T2 |) time.
Combining Theorems 3 and 4 with observations made by Abboud et al. in (6), we obtain
the following ‘breakthrough’ implications of a strongly subquadratic time algorithm for PMLG
or Subtree Isomorphism.
Corollary 1. The existence of a strongly subquadratic time algorithm for PMLG (or Subtree
Isomorphism) would imply the class (1) does not have non-uniform 2o(n) -size Boolean formulas
and (2) does not have non-uniform o(n)-depth circuits of bounded fan-in. It also implies that
[2O(n) ] is not in non-uniform .
1

Total degree is in-degree plus out-degree.
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The second corollary gives the consequences of being able to shave arbitrarily many logarithmic factors from the quadratic time complexity.
|E||P |
|E||P |
Corollary 2. If PMLG (or Subtree Isomorphism) can be solved in time O( log
c
|E| ) or O( logc |P | )
|T1 ||T2 |
|T1 ||T2 |
O(n) ] does not have non-uniform
(O( log
c
|T1 | ) or O( logc |T2 | ) resp.) for all c = Θ(1), then [2

polynomial-size log-depth circuits.
In fact, we can give a particular constant c for which shaving a logc n factor would yield
surprising new results in complexity theory. The following log-sensitive lower bounds leave a
huge gap from the best known upper bounds; we present these corollaries purely for instructive
purposes.
Hardness of Shaving Log Factors. We work under the Word-RAM model and limit the
set of constant-time primitive operations to those operations which are robust to change in word
size. Specifically, suppose we are given a word size of w = Θ(log n) and an operation that
can be performed in O(1) time. We stipulate that we must be able to simulate this operation on
words of size W = Θ(2w ) in time n1+o(1) . This is a reasonable assumption that is satisfied by
many constant time operations such as addition, subtraction, multiplication, and division with
remainder. See (3) for a detailed discussion.
The following hypothesis was suggested by Abboud and Bringmann in (3). It reflects the
fact that the best known algorithmic solutions to Formula-SAT2 fail to provide a time complexity
better than the naı̈ve solution on formulas of size s = n3+Ω(1) .
Hypothesis 1 ((3)). There is no algorithm that can solve SAT on deMorgan formulas of size
n

s = n3+Ω(1) in O( 2nε ) time for some ε > 0 in the Word-RAM model.
Corollary 3. Hypothesis 1 is false if PMLG (respectively Subtree Isomorphism) can be solved








|
|E||P |
|T1 ||T2 |
|T1 ||T2 |
in time O log|E||P
or
O
,
(respectively
O
or
O
) for
10+ε
10+ε
10+ε
10+ε
|E|
log
|P |
log
|T |
log
|T |
1

2

any ε > 0.
Proof. We show the proof for PMLG; the proof for Subtree Isomorphism is identical. By Theo|
rem 3, an O( log|E||P
) algorithm for PMLG can be converted to yield an algorithm running in
10+ε
|E|
2

Ω(1)

As observed by Williams in (50), for deMorgan formulas of size n3−o(1) there exists a randomized 2n−n

time, zero error algorithm which can be obtained by applying results from (15) and (29).
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n/2

2

n/2

(2
·s )(2
s)
n1+o(1) · log
10+ε n/2 2 = O
(2
·s )



2n ·s3
n9+ε



time for Formula-SAT (note the n1+o(1) factor introduced

when moving from a word size of Θ(log n) to Θ(n)). If we choose s = n3+ε/6 then this yields
n

an algorithm for Formula-SAT of time O( n2ε/2 ), and Hypothesis 1 is false.
Thanks to results highlighted by Abboud et al. in (6), we can also say the following about
shaving a constant number of logarithmic factors from the quadratic time complexity.
Corollary 4. cannot be computed by non-uniform formulas of cubic size if PMLG (respectively




|
|E||P |
Subtree Isomorphism) can be solved in time O log|E||P
or
O
(respectively
20+ε
|E|
log20+ε |P |




1 ||T2 |
1 ||T2 |
O log|T20+ε
or O log|T20+ε
) for any ε > 0.
|T |
|T |
1

2

The same hardness results for PMLG apply for several more specific types of graphs (these
details are presented in the full version of this paper). These include when the graph G is a
deterministic DAG (at most one edge leaves a vertex with the same leading character on an
edge label) of total degree at most 3, and the case when G is a directed or undirected planar
graph of degree at most 3.

3.4

Technical Overview of our Reductions from Formula-SAT to
PMLG and Subtree Isomorphism

Our reductions from Formula-SAT to PMLG and Subtree Isomorphism uses an intermediate
problem called Formula-Pair.
Definition 1 (Formula-Pair). Given a deMorgan Formula F = F (x1 , . . . , xm , y1 , . . . , ym ) of
size 2m where each input is used exactly once, and two sets A, B ⊆ {0, 1}m each of size N ,
does there exist a ∈ A and b ∈ B such that F (a, b) = F (a1 , . . . , am , b1 , . . . , bm ) = 1?
The role Formula-Pair plays in our reductions is analogous to the role of the Orthogonal
Vectors Problem in many SETH reductions. It was proven in (3) that an instance of FormulaSAT on a formula of size s over n inputs can be reduced to an instance of Formula-Pair on two
sets of size N = O(2n/2 ) and a formula of size O(s) in linear time (in particular, they reduce
from a harder problem they call F1 -Formula-SAT). Note that we may assume that F contains
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no input gates with negated binary variables, since if variable xi is negated in F , we can flip bit
ai for all a ∈ A.
We begin our reduction from Formula-Pair to PMLG by considering a formula F and some
input bit assignments a ∈ A and b ∈ B. We then construct a pattern P and labeled graph G
such that P occurs in G if and only if together a and b satisfy F . In this step, we must ensure
that our construction of P only relies on the input bit assignments of a, and our construction of
G only relies on the input bit assignments of b. This allows us to create patterns P1 , P2 , . . . , PN
corresponding to the N bit assignments in A, and graphs G1 , G2 , . . . , GN corresponding to the
N bit assignments in B. Then we will have that Pi occurs in Gj if and only if F (a, b) = 1,
where a ∈ A is the bit assignment corresponding to Pi , and b ∈ B is the bit assignment
corresponding to Gj . Finally, we combine these patterns and graphs into a product pattern P
and a product graph G such that P occurs in G if and only if some Pi occurs in some Gj . This
will complete the reduction. Our reduction to Subtree Isomorphism has a similar structure.
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