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Abstract In this work, it is described a gait multiobjective optimization system
that allows to obtain fast but stable robot quadruped crawl gaits. We combine bio-
inspired Central Patterns Generators (CPGs) and Genetic Algorithms (GA). A mo-
tion architecture based on CPGs oscillators is used to model the locomotion of the
robot dog and a GA is used to search parameterizations of the CPGs parameters
which minimize the body vibration, maximize the velocity and maximize the wide
stability margin. In this problem, there are several conflicting objectives that leads to
a multiobjective formulation that is solved using the Weighted Tchebycheff scalar-
ization method. Several experimental results show the effectiveness of this proposed
approach.
1 Introduction
Robot locomotion is a challenging task that involves the control of a large number
of degrees of freedom (DOF’s). Several previous works, [9, 12] proposed biologic
approaches to generate and modulate gait locomotion of quadruped robots, combin-
ing biometric sensory information with motion oscillators such as Central Pattern
Generators (CPGs).
There are still many open questions in the quadruped locomotion, considering
learning gaits or gait optimization. The problem of finding the best possible loco-
motion is a problem currently addressed in the literature. In [2] it is presented a
Genetic Algorithm (GA) robust to the noise in the parameters evolution and that
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also avoids premature local optima. The evaluation criterion is to maximize robot
velocity. A comparison between several gait learning algorithms, including Genetic
and Policy Gradient algorithms, is presented in [11]. The optimization goal is to
determine the best 12 parameters of an elliptical locus scheme of locomotion, such
that the robot takes less time to walk a certain distance.
In [6] it is presented an evolutionary algorithm based on a GA, in which genetic
operators are chosen by an adaptation mechanism. Locomotion is implemented in
real time and is evaluated by analysing the forward-backward, side-walk and rota-
tion motion as well as the vibration. In [8] it is presented an evolutionary algorithm
to optimize a vector of parameters for locomotion of an ERS110 robot. In [10] it
is presented an optimization system for the locomotion of an ERS110 based on the
Powell’s method. It online optimizes 12 parameters of a locus locomotion scheme.
In this work, we propose a multiobjective approach to optimize a quadruped slow
crawl gait, using Central Pattern Generators (CPGs) and a GA. CPGs are neural
networks located in the spine of vertebrates, that generate coordinated rhythmic
movements, namely locomotion [7]. In this work, a locomotion controller, based on
CPGs, generates trajectories for hip robot joints [12]. Speed, vibration and stability
are the evaluated criterions used to explore the parameter space of the network of
CPGs to identify the best crawl pattern.
In order to achieve the desired crawl gait, it is necessary to appropriately tune
these parameters by means of a optimization procedure. The resulting optimiza-
tion problem has multiobjective nature since there are several conflicting objectives.
This multiobjective problem was solved by a GA [5] applied to the corresponding
Weighted Tchebycheff scalarized formulation [3]. Optimization is done online in a
simulated ers-7 AIBO robot using Webots [13].
We have already addressed a slightly different but related problem in a prelim-
inary experience using a genetic algorithm [16] and the electromagnetism-like al-
gorithm [17]. In these works, we noticed that solving this problem requires a con-
siderable computational effort. Notably because several constraints are imposed in
this optimization problem. Thus, alternative techniques for handling constraints can
make the search more efficient.
This article is structured as follows. In Sect. 2, we introduce several multiobjec-
tive optimization concepts. In Sect. 3 the optimization problem is formulated. Sect.
4 presents the optimization system details. Simulated results are presented in Sect.
5. The paper ends with a discussion and conclusions in Sect. 6.
2 Multiobjective Optimization
Mathematically, a multiobjective optimization problem with s objectives and n de-
cision variables can be formulated as, without loss of generality:
min f(x) = ( f1(x), . . . , fs(x))
subject to g(x)≥ 0 and h(x) = 0
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where x∈Xn, g(x) and h(x) are the inequality and equality constraints, respectively.
Solving multiobjective problems is a very difficult task due to, in general, for
this class of problems, the objectives conflict across a high-dimensional problem
space and the computational complexity of the problem (NP-hardness). Thus, the
interaction between the multiple objectives gives rise to a set of efficient solutions,
known as Pareto-optimal solutions.
For a multiobjective minimization problem, a solution a is said to dominate a
solution b, if and only if, ∀i ∈ {1, ...,s} : fi(a)≤ fi(b) and ∃ j ∈ {1, ...,s} : f j(a)<
f j(b). A solution a is said to be non-dominated regarding a set Yn ⊆ Xn if and only
if, there is no solution in Yn which dominates a. The solution a is Pareto-optimal if
and only if a is non-dominated regarding Xn.
The main goal of a multiobjective algorithm is to find a good and balanced ap-
proximation to the Pareto-optimal set. Multiobjective problems can be addressed by
scalarization methods such as the Weighted Tchebycheff function [3]:
min f (x) = max{Wi
s
∑
i=1
|Fi− fi(x)|} (1)
where Wi ≥ 0 and ∑si=1 Wi = 1. The weighted distance is measured to an utopian
objective vector F with components Fi. Different combinations of the weights Wi
can produce different (weakly) Pareto optimal solutions. The problem defined in
(1) is non differentiable and must be solved by a derivative free algorithm such as
genetic algorithms [3].
3 Problem Formulation
The proposed network of CPGs generates trajectories for the robot limbs. Different
combinations of these trajectories for each joint in terms of amplitude, offset and
frequency, result in different gait patterns.
The proposed CPGs are based on Hopf oscillators and one intrinsic property is
the possibility to smoothly modulate the generated trajectories according to explicit
changes in the CPG parameters: amplitude, offset and the stance knee value. There-
fore, in order to tune the CPG parameters, we use a GA to search for an optimal
combination of these parameters. Speed, vibration and stability are the objectives to
optimize in order to define different walking pattern solutions.
Robot trajectories are generated and modulated by the proposed network of
CPGs, by explicitly changing the CPG parameters: amplitude (A), Offset(O), and
the stance knee value (K), for each limb. Further, the parameter swing frequency
(ωsw) is common for the overall network. This means a total of 13 parameters we
need to tune to modulate trajectories. However, left and right fore and left and right
hind limb trajectories have the same amplitude, offset and frequency but a relative
phase of pi among them. These considerations enable us to reduce the number of
CPG parameters required to optimize, as follows: amplitude of the fore and hind
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limbs (AFL, AHL); fore and hind limbs knee stance angle (KFL, KHL); fore and hind
limbs offset (OFL, OHL) and swing frequency (ωsw). Thus, the problem has 7 deci-
sion variables corresponding to the 7 CPG free parameters.
The goal is the minimization of the body vibration and maximization the veloc-
ity and wide stability margin. We have used a scalarization method based on the
minimization of the Weighted Tchebycheff function:
min f (x) = max{Wa|Fa− fa(x)|,Wv|Fv− fv(x)|,WWSM|FWSM− fWSM(x)|} (2)
where Wa,Wv,WWSM are weights satisfying Wa,Wv,WWSM ≥ 0 and Wa +Wv +
WWSM = 1, and x = (AFL,AHL,KFL,KHL,OFL,OHL,ωsw) is the vector of decision
variables.
The weighted distance is measured to a reference point, e.g., an utopian objective
vector with components Fa, Fv and FWSM. Different combinations of the weights Wa,
Wv and WWSM can produce different (weakly) Pareto optimal solutions that represent
different locomotion compromises.
In (2), fa(x), fv(x) and fWSM(x) are, respectively, the robot body vibration, robot
forward velocity and wide stability margin (WSM) computed for CPG parameteri-
zation given by x. We consider that a good gait should have less vibration, because
the robot is subjected to less strain.
In order to calculate the total vibration we sum the standard deviation of the
measures of the (ax,ay,az) accelerometers built-in onto the robot, i.e., std(ax) +
std(ay)+ std(az), similarly to [14, 6, 15].
We calculate forward velocity using the traveled distance of the robot during 12
seconds. A gait is considered better if it achieves higher velocities.
For stability, we calculate the wide stability margin [18]. This is a measure of the
locomotion stability that provides the shortest distance between the projection of the
center of mass in the ground and the polygon formed by the vertical projection in
the ground of robot feet contact points. A gait is considered better for higher WSM
values.
The search range of the CPG network parameters directly depend on the Aibo
Ers-7 robot. The values of AFL and AHL are limited by the maximum range that the
AIBO Hip joints may have. Offset values OFL and OHL for the hips are limited by
the same ranges and the calculated amplitude values, AFL and AHL, respectively.
Maximum and minimum values for each knee stance angle are calculated in or-
der to avoid leg collision during locomotion. Thus, the problem has several simple
boundary constraints (for AFL, AHL, OFL, OHL and ωsw), as follows
0.01≤ AHL,AFL ≤ 60
−40≤ OFL ≤ 20
−20≤ OHL ≤ 40
1 ≤ ωsw ≤ 12
(3)
Moreover, several inequality constraints were imposed (for OFL,OHL,KFL and KHL),
given by
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4 Optimization System
A scheme of the optimization system is depicted in fig 1. In order to tune the CPG
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Fig. 1 Optimization Locomotion System
parameters, we use a GA to search the optimal combination of the CPG parameters.
GAs are population based algorithms that use techniques inspired by evolutionary
biology such as inheritance, mutation, selection, and crossover [5]. GAs work with a
population of points that represent potential optimal solutions to the problem being
solved, usually referred to as chromosomes.
In this work, real representation of the variables was considered. So, each vector
consists of a vector of 7 real values representing the decision variables of the prob-
lem. In our optimization system, we begin the GA search by randomly generating
an initial population of chromosomes. The chromosomes were evaluated according
to the fitness function defined in (2), in terms of robot body vibration, robot forward
velocity and stability.
In order to handle the simple boundary constraints, each new generated point is
projected component by component in order to satisfy boundary constraints (for all
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components of x, see (3)) as follows:
xi =


li if xi < li
xi if li ≤ xi ≤ ui
ui if xi > ui
(5)
where li, ui are the lower and upper limit of i component, respectively. A repair-
ing mechanism is implemented to handle the inequality constraints. Therefore, any
infeasible solution is repaired exploring the relations among variables expressed
by the inequality constraints (see (4)), i.e., the values OFL,OHL,KFL and KHL are
repaired in order to satisfy the constraints. The application of this repairing mech-
anism to all infeasible solutions in the population, guarantees that all solutions be-
come feasible.
We implement a tournament selection that guarantees that better chromosomes
are more likely to be selected. Although selection assures that in the next generation
the best chromosomes will be present with a higher probability, it does not search the
space, because it just copies the previous chromosomes. The search results from the
creation of new chromosomes from old ones by the application of genetic operators.
The crossover operator takes two randomly selected chromosomes; one point
along their common length is randomly selected, and the characters of the two parent
strings are swapped, thus generating two new chromosomes.
The mutation operator, randomly selects a position in the chromosome and, with
a given probability, changes the corresponding value. This operator introduces di-
versity in the population since selection and crossover, exclusively, could not assure
the exploration of new regions in the search space.
In order to recombine and mutate chromosomes, the Simulated Binary Crossover
(SBX) and Polynomial Mutation were considered, respectively. These operators
simulate the working of the traditional binary operators [4].
5 Simulation Results
In this section, we describe the experiment done in a simulated ers-7 AIBO robot
using Webots [13]. Webots is a software for the physic simulation of robots based
on ODE, an open source physics engine for simulating 3D rigid body dynamics.
The ers-7 AIBO dog robot is a 18 DOFs quadruped robot made by Sony. The
locomotion controller generates trajectories for the hip and knee joint angles, that is
8 DOFs of the robot, 2 DOFs in each leg.
At each sensorial cycle (30 ms), sensory information is acquired. For each chro-
mosome, the evaluation time for locomotion was 12s. We apply the Euler method
with 1ms fixed integration step, to integrate the system of equations. At the end
of each chromosome evaluation the robot is set to its initial position and rotation,
such that initial conditions are equal for the evaluation of all chromosomes of all
populations.
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In all experiments, the optimization system ends when the number of generations
exceeds 50 generations. We depict results when a population was established with
30 chromosomes. The SBX crossover and polynomial mutation probabilities were,
respectively, 0.9 and 1/7. An elite size of 3 chromosomes was implemented.
Table 5 presents the results obtained for several combinations of weights in the
scalar function. As reference point considered has the following components: Fa =
0, Fv = −150 and FWSM = −65. Combinations of weights defining multiobjective
problems with different number of objectives were considered:
• T1 to T 3 correspond to the optimization of each one of the objectives;
• T3 to T 15 are different combinations of weights of two objectives being simul-
taneously optimized;
• finally, T 16 to T 19 are combinations of weights in which the three objectives are
simultaneously optimized.
In this table, the solutions obtained for each weights combinations are also pre-
sented, in terms of fa, fv and fWSM. In the last column, the value of the scalar
function is also presented ( f (x)).
Table 1 Multiobjective results for different combinations of weights.
Wa Wv WWSM fa fv fWSM f (x)
T 1 1 0 0 0.0135 21.0471 14.6093 0.0136
T 2 0 1 0 0.1213 138.5492 6.0067 11.4508
T 3 0 0 1 0.0384 4.9457 64.6248 0.3752
T 4 0.2 0.8 0 0.1058 125.1315 6.1785 19.8948
T 5 0.4 0.6 0 0.1215 127.7335 7.2684 7.3599
T 6 0.6 0.4 0 0.1181 134.967 6.3661 4.0242
T 7 0.8 0.2 0 0.1118 129.3525 4.5230 4.1295
T 8 0 0.8 0.2 0.1210 135.7304 7.6250 11.4750
T 9 0 0.6 0.4 0.1125 114.7752 11.0080 21.5968
T10 0 0.4 0.6 0.1292 89.3642 19.1294 27.5223
T11 0 0.2 0.8 0.0307 17.9153 63.8483 26.4169
T12 0.8 0 0.2 0.0206 29.8379 54.8389 2.0322
T13 0.6 0 0.4 0.0144 3.3254 50.2399 5.9040
T14 0.4 0 0.6 0.0340 2.9505 63.7906 0.7256
T15 0.2 0 0.8 0.0249 0.5827 63.7955 0.9635
T16 1/3 1/3 1/3 0.1013 103.5880 11.3905 17.8680
T17 1/2 1/4 1/4 0.0698 95.7004 11.5376 27.1498
T18 1/4 1/2 1/4 0.1081 121.8231 9.1177 27.1498
T19 1/4 1/4 1/2 0.1259 66.8218 19.2712 22.8644
These solutions are also depicted in Figures 2a)-c). As expected, it can be ob-
served that solutions T 1, T 2 and T 3 are the extreme solutions of the Pareto front in
Figures 2a), 2b) and 2c). The other solutions of the front represent different com-
promises of the objectives. Taking into account the information provided by these
graphs, it is possible to choose a compromise solution that represent a different loco-
motion gait of the robot. Moreover, it possible to inspect the relationships between
objectives.
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(a)
(b)
(c)
Fig. 2 Representation of the solutions in objective space. a) velocity versus vibration (T 1, T2 and
T4 to T 7 combinations of weights). b) vibration versus WSM (T 1, T3 and T 12 to T15 combina-
tions of weights). c) velocity versus WSM (T 2, T 3 and T8 to T11 combinations of weights).
In Figure 3, the 2D projections of 3D objective space is presented. Since the 3
objectives are conflicting, these solutions define a 3D Pareto surface. This multi-
objective approach allows to select solutions that achieve the highest velocity for a
slow, crawl gait and perceive the tradeoff in terms of vibration and WSM.
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Fig. 3 Representation of the solutions in objective space: velocity, vibration and WSM (T 16 to
T19 combinations of weights).
6 Conclusions and Future Work
In this article, we have addressed the locomotion optimization of a quadruped robot.
A locomotion controller based on dynamical systems to model CPGs, generates
quadruped locomotion. These CPG parameters are tuned by an optimization system.
This optimization system combines CPGs and a genetic algorithm which solves a
multiobjective formulation of the problem. The goal is to optimize simultaneously,
three conflicting objectives, namely the vibration, velocity and WSM.
Experiments were performed in the Webots robotics simulator. The multiobjec-
tive optimization was formulated considering a scalarization function based on the
Weighted Tchebycheff method for different combinations of weights. The solutions
obtained represent locomotion strategies that are different compromises of the ob-
jectives.
We also plan to use multi-objective optimization algorithms such as MEES [1]
or NSGAII [3]. We will extend this optimization work to address other locomotion
related problems, such as: the generation and switch among different gaits according
to the sensorial information and the control of locomotion direction.
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