A standard correspondence on epicentral words  by de Luca, Aldo
European Journal of Combinatorics 33 (2012) 1514–1536
Contents lists available at SciVerse ScienceDirect
European Journal of Combinatorics
journal homepage: www.elsevier.com/locate/ejc
A standard correspondence on epicentral words
Aldo de Luca
Dipartimento di Matematica e Applicazioni ‘‘R. Caccioppoli’’, Università degli Studi di Napoli Federico II. Via Cintia, Monte S. Angelo,
I-80126 Napoli, Italy
a r t i c l e i n f o
Article history:
Available online 27 March 2012
Dedicated to Toni Machì in occasion of his
seventieth birthday.
a b s t r a c t
Centralwords are the palindromic prefixes of all standard Sturmian
words. In 1997, the author introduced two different methods
to generate central words. The first is based on the iteration of
the right-palindromic closure operator and the second on the
iteration of two standard morphisms, i.e., the Fibonacci morphism
F and F ◦ E, where E is the interchange morphism. Moreover,
it was proved that there exists a basic relation, called standard
correspondence, between these two constructions. In this paper,
we give an extension of the standard correspondence to the case
of epicentral words, i.e., the palindromic prefixes of the standard
episturmian words, introduced by Droubay et al. in 2001. Several
interesting combinatorial properties of this correspondence and of
some bijective operators associated to it are proved. Finally, some
relations existing between the representations of epicentral words
by Parikh vectors, period vectors, and trees are shown.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
Sturmian words are infinite sequences of letters over a binary alphabet of great interest in
combinatorics on words for the many applications in various fields such as Algebra, Number theory,
Physics, and Computer Science. Several different but equivalent definitions of Sturmian words exist
(see, for instance, [23, Chap. 2]).
A Sturmian word can be defined in a purely combinatorial way as an infinite sequence of letters
such that for any integer n ≥ 0, the number of its distinct factors of length n is n+1. This is equivalent
to say that an infinite word is Sturmian if and only if it is aperiodic and for any n it has the minimal
possible number of distinct factors of length n.
A geometric definition is the following: a Sturmian word is an infinite word associated to the
sequence of the cuts (cutting sequence) in a squared-lattice made by a semi-line having a slope which
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is an irrational number. A horizontal cut is denoted by the letter b, a vertical cut by a and a cut with
a corner by ab or ba. Sturmian words represented by a semi-line starting from the origin are usually
called standard. For any Sturmian word there exists a standard Sturmian word having the same set of
factors.
A classicmethod to construct standard Sturmianwords is due to Rauzy [24]. A simple construction,
due to the author, was introduced in [12]. It is based on an operator definable in any free monoid A∗
and called right-palindromic closure, which associates to each wordw ∈ A∗ the shortest palindrome
of A∗ having w as a prefix. Any given word v ∈ A∗ can suitably ‘direct’ subsequent iterations of the
preceding operator according to the sequence of letters in v. Thus starting with any directive word v
one generates a palindrome ψ(v). The map ψ , called palindromization map, is injective; the word v
is called the directive word of ψ(v).
Since for any u, v ∈ A∗, ψ(uv) has ψ(u) as a prefix, one can extend the map ψ to right-infinite
words x ∈ Aω producing an infinite word ψ(x). It has been proved in [12] that standard Sturmian
words are exactly the words ψ(x)where x ∈ Aω, A = {a, b} is a binary alphabet, and both the letters
a and b occur infinitely often in x.
In [11] a different palindromization map ϕ has been introduced in the case of a binary alphabet.
This map is obtained by a suitable iteration, according to a given directive word v, of two morphisms
namely the Fibonacci morphism F and F ◦E, where E is the interchangemorphism (the automorphism
interchanging the letter a with b). It has been proved in [10] that the palindromization maps ψ and
ϕ, even though conceptually very different, are related by an inner bijection T of A∗, called standard
correspondence, mapping their directive words, i.e., ϕ(v) = ψ(Tv).
The palindromization map ψ has been extended to infinite words over an arbitrary alphabet A by
Droubay et al. in [18], where the family of standard episturmian words over A has been introduced.
In the case that each letter of A occurs infinitely often in the directive word, one obtains the class
of standard Arnoux–Rauzy words [1,24]. A standard Arnoux–Rauzy word over a binary alphabet is a
standard Sturmian word. An infinite word is called episturmian if there exists a standard episturmian
word having the same set of factors.
Passing from Sturmian to episturmian words some properties are lost and other are preserved. In
any case episturmian words satisfy very interesting combinatorial and structural properties, so that
several papers have been written on the subject (see, for instance, the overview papers [3,19]).
The set ψ(A∗) of the palindromic prefixes of all standard episturmian words over the d-letter
alphabet A are called d-central, or without making reference to d, epicentral words.
The main aim of this paper is to extend the palindromization map ϕ to the case of arbitrary
alphabets, and, moreover, to extend to the case of epicentral words the standard correspondence
existing between central words. This goal is achieved in Section 5 where the map ϕ is defined in
an inductive way which generalizes the definition given in the binary case. By using an important
formula due to Justin [20], we prove that for any v ∈ A∗, ϕ(v) = ψ(Tv), where T is a suitable inner
bijection of A∗. Moreover, the correspondence existing between epicentral words can be extended to
the finite epistandard words considered in Section 4.
In Section 6 some further inner bijections of A∗, denoted by T1, T2, and T3, are introduced. The
operator T3, called antipode map, associates to any word aw with a ∈ A and w ∈ A∗, the word aw∼,
where w∼ is the mirror image of w. The operator T1 is defined by T1 = TT3 and T2 by T2 = T1T3T−11 .
Both the operators T3 and T2 are involutory, i.e., T 23 = T 22 = id. Therefore, one has that T = T1T3 =
T2T1. Some noteworthy properties of these operators are investigated generalizing results obtained
in [9] in the case of a binary alphabet. In particular, one has that T1 and T−11 are sequential rational
bijections, so that they can be computed by rational transducers. Another important involution in A∗
is the bar-operator which associates to any word v ∈ A∗ the word v¯ obtained by making first the
reversal v∼ of v and then reordering the letters of v∼ according to the order of their occurrences in v.
In Section 7 we consider the fixed points of some involutions in the set of epicentral words which
are induced by the palindromization maps and the reversal operator, the bar-operator, the T2 map,
and the antipode map.
As is well known [17] epicentral words can have several different faithful representations. In
Section 8 we consider the Parikh and the period vectors of the epicentral words generated by the
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palindromization maps ψ and ϕ. Some noteworthy relations existing between these representations
and the Raney, Stern–Brocot, and Parikh trees are investigated.
2. Preliminaries
2.1. Notation and preliminary definitions
In the following Ad, or simply A, will denote a finite alphabet of cardinality d > 0 and A∗ the free
monoid generated by A. The elements a1, a2, . . . , ad of A are usually called letters and those of A∗ words.
We suppose that A is totally ordered by setting a1 < a2 < · · · < ad. The identity element of A∗ is called
empty word and denoted by ε. We set A+ = A∗ \ {ε}.
A word w ∈ A+ can be written uniquely as a sequence of letters as w = w1w2 · · ·wn, with
wi ∈ A, 1 ≤ i ≤ n, n > 0. The integer n is called the length of w and denoted |w|. The length of
ε is 0. For anyw ∈ A∗ and a ∈ A, |w|a denotes the number of occurrences of the letter a inw. For any
w ∈ A∗, alphw will denote the set of all distinct letters of A occurring in w. For any w ∈ A+, the first
letter ofw will be denoted bywf .
The Parikh vector Ω(w) of a word w ∈ A∗ is the d × 1 vector whose components Ωx(w) are for
any x ∈ A,
Ωx(w) = |w|x.
One has:
x∈A
Ωx(w) = |w|.
Let w ∈ A∗. The word u is a factor of w if there exist words r and s such that w = rus. A factor u
of w is called proper if u ≠ w. If w = us, for some word s (resp., w = ru, for some word r), then u is
called a prefix (resp., a suffix) of w. The factor u of w is called median if |r| = |s|. A word w is called
primitive ifw ≠ vn, for all v ∈ A∗ and n > 1.
Let p be a positive integer. A word w = w1 · · ·wn, wi ∈ A, 1 ≤ i ≤ n, has period p if the following
condition is satisfied: for any integers i and j such that 1 ≤ i, j ≤ n,
if i ≡ j(mod p), thenwi = wj.
Let us observe that if a word w has a period p, then any non-empty factor of w has also the period p.
A period p ofw will be called proper if p ≤ |w|.
We shall denote by π(w) the minimal period of w. Conventionally, we set π(ε) = 1. If w ≠
ε, π(w) is a proper period.
For future purposes it is convenient to introduce for any w ∈ A∗ the d × 1 vector Π(w), called
period vector ofw, whose componentsΠx(w) are defined for any x ∈ A as:
Πx(w) = π(wx).
Note that all components of the period vector ofw are periods ofw. Moreover, for any x ∈ A,Πx(w) ≤
|w| + 1 and, as one easily verifies, π(w) = minx∈AΠx(w). In general not all proper periods of w
are components of the period vector of w. For instance, if w = aaabaaa one has Πa(w) = 5 and
Πb(w) = 4, whereas all proper periods ofw are 4, 5, 6, and 7.
Let w = w1 · · ·wn, wi ∈ A, 1 ≤ i ≤ n. The reversal, or mirror image, of w is the word
w∼ = wn · · ·w1. One defines also ε∼ = ε. A word is called palindrome if it is equal to its reversal.
We shall denote by PAL(A), or simply PAL, the set of all palindromes on the alphabet A.
A right-infinite word x, or simply infinite word, over the alphabet A is just an infinite sequence of
letters:
x = x1x2 · · · xn · · · where xi ∈ A, for all i ≥ 1.
For any integer n ≥ 0, x[n] will denote the prefix x1x2 · · · xn of x of length n. A factor of x is either the
empty word or any sequence xi · · · xj with i ≤ j. The set of all infinite words over A is denoted by Aω .
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We also set A∞ = A∗ ∪ Aω . For any w ∈ A∞ we denote by Factw the set of all distinct factors of the
wordw.
A morphism (resp. antimorphism) α : A∗ → B∗ is a map such that for all u, v ∈ A∗, α(uv) =
α(u)α(v) (resp. α(uv) = α(v)α(u)). The reversal operator (∼) is a basic example of antimorphism.
If B = A and α(A) = A, the morphism α is called a permutation. In this case, by a classic result of
Algebra, α can be expressed as a suitable composition, in general not unique, of the automorphisms
of A∗, called transpositions, σx,y : A∗ → A∗, x, y ∈ A, defined by:
σx,y(x) = y, σx,y(y) = x, σx,y(z) = z, for z ∈ A \ {x, y}.
A morphism α : A∗ → B∗ can be extended to a map from Aω to Bω by setting for any x =
x1x2 · · · xn · · ·, with xi ∈ A, i ≥ 1,
α(x) = α(x1)α(x2) · · ·α(xn) · · · .
2.2. The occurrence ordering
Let v = v1 · · · vn, vi ∈ A, i = 1, . . . , n, be a non-empty word over A. For any x ∈ alph v we denote
by jx the first occurrence of x in v, i.e., the least integer i such that x = vi. We totally order alph v by
setting for x, y ∈ alph v:
x ≺ y if jx < jy.
We call the order≺, which depends on v, the occurrence order in v. It is useful to defineword order of
v, the word
ord v = α1 · · ·αr ,
where r = card(alph v), αi ∈ alph v, i = 1, . . . , r , and αi ≺ αj for i < j. One can also set ord ε = ε.
The notion of word order of v can be similarly extended to the case of an infinite word v. For instance,
the word order of v = babcabbc is ord v = bac and the word order of v = (ab)ω is ord v = ab. Note
that, in general, for v ∈ A∗, ord v∼ ≠ (ord v)∼.
The word v can be uniquely factorized in a canonical way as:
v = α1u1α2u2 · · ·αrur , (1)
where for any 1 ≤ i ≤ r, ui ∈ {α1, . . . , αi}∗.
Letw be a fixedword over A and ordw = α′1α′2 · · ·α′s. We introduce a partial map, called reordering
map,
τordw : A∗ → A∗
defined only on the words v ∈ A∗ such that card(alph v) = r ≤ s = card(alphw). If w = ε,
then ordw = ε and r = s = 0, i.e., v = ε. In this case we set τord ε(ε) = ε. Let us suppose
w ≠ ε. The reordering map τordw applied to v reorders the letters of v according to the occurrence
order of w. More precisely, if r > 0 and ord v = α1α2 · · ·αr , we consider the alphabetic morphism
γv : (alph v)∗ → (alphw)∗ defined by:
γv(αi) = α′i , i = 1, . . . , r. (2)
Then we define τordw(v), that we simply write τordw v when there is no ambiguity, as
τordw v = γv(v) = γv(v1) · · · γv(vn). (3)
If v = ε, then τordwε = γε(ε) = ε. Hence, in any case τordw(ord v) is a prefix of ordw. Moreover, as it
is readily verified, the canonical factorization of τordw v is:
τordw v = α′1u′1α′2u′2 · · ·α′ru′r ,
with u′i = γv(ui), 1 ≤ i ≤ r .
For instance, let v = babcabbc and w = cbbdbdba. One has ord v = bac, ordw = cbda. Thus
γv(b) = c, γv(a) = b, γv(c) = d, and τcbda(v) = cbcdbccd.
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For any v such that alph v = alphw, the reordering map is defined by a permutation of the set
alphw.
Let us now introduce in A∗ the map ( ¯ ) : A∗ → A∗, that we call bar-operator, defined as: for any
word v ∈ A∗ first one makes the reversal v∼ of v and then one reorders the letters of v∼ according to
the order of their occurrences in v, i.e.,
v¯ = τord v v∼. (4)
For instance, if v = abacc , then ord v = abc, v∼ = ccaba, and v¯ = aabcb. Note that ε¯ = ε.
It is readily verified that the bar-operator is involutory (cf. [16]). Moreover, if v ∈ PAL, then v = v¯,
whereas the converse is not in general true. For instance, ab = ab.
3. The palindromization map
We introduce in A∗ the function (+) : A∗ → PAL which maps any word w ∈ A∗ to the palin-
drome w(+) defined as the shortest palindrome having the prefix w (cf. [12]). We call w(+) the right
palindromic closure of w. If Q is the longest palindromic suffix ofw = uQ , then one has
w(+) = uQu∼.
Let us now define the map
ψ : A∗ → PAL,
called right iterated palindromic closure, or simply palindromizationmap,1 over A∗, as follows:ψ(ε) = ε
and for all u ∈ A∗, x ∈ A,
ψ(ux) = (ψ(u)x)(+).
For instance, let A = {a, b, c} and v = abac. One has ψ(a) = a, ψ(ab) = (ab)(+) = aba, ψ(aba) =
(abaa)(+) = abaaba, and ψ(abac) = (abaabac)(+) = abaabacabaaba.
The following proposition summarizes some simple but noteworthy properties of palindromiza-
tion map, which can be easily derived from the definition (cf., for instance [18,12]).
Proposition 3.1. The palindromization map ψ over A∗ satisfies the following properties:
1. If u is a prefix of v, then ψ(u) is a palindromic prefix (and suffix) of ψ(v).
2. Every palindromic prefix of ψ(v) is of the form ψ(u) for some prefix u of v.
3. The palindromization map is injective.
For any w ∈ ψ(A∗) the unique word u such that ψ(u) = w is called the directive word of w. The
directive word u of w = ψ(u) can be read from w just by taking the subsequence of w formed by all
letters immediately following all proper palindromic prefixes ofw.
One can extend ψ to Aω as follows: let x ∈ Aω be an infinite word
x = x1x2 · · · xn · · · , xi ∈ A, i ≥ 1.
Since for all n, ψ(x[n]) is a prefix of ψ(x[n+1]), we can define the infinite word ψ(x) as:
ψ(x) = lim
n→∞ψ(x[n]).
The extended map ψ : Aω → Aω is injective. The word x is called the directive word of ψ(x).
The family of infinite wordsψ(Aω) is the class of the standard episturmian words over A introduced
in [18] (see also [21]). In the case that each letter of A occurs infinitely often in the directive word,
one has the class of the standard Arnoux–Rauzy words [1,24]. A standard Arnoux–Rauzy word over a
binary alphabet is usually called standard Sturmian word.
Similarly to the Sturmian case, an infiniteword s ∈ Aω is called episturmian if there exists a standard
episturmian word t ∈ Aω such that Fact(s) = Fact(t).
1 We use for the palindromization map the notation ψ as in [12], where this operator was introduced. Since the paper
of Justin [20] the palindromization map is often denoted by Pal or P . A recent survey on palindromization map and some
generalizations of it is in [14].
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Example 3.2. Let A = {a, b}. If x = (ab)ω , then the standard Sturmian word f = ψ((ab)ω) having the
directive word x is the famous Fibonacci word
f = abaababaabaab · · · .
In the case of a three letter alphabet A = {a, b, c} the standard Arnoux–Rauzy word having the
directive word x = (abc)ω is the so-called Tribonacci word
τ = abacabaabacaba · · · .
In what follows, PERd denotes the set ψ(A∗) of all palindromic prefixes of all standard episturmian
words over the d-letter alphabet A. These words will be also called d-central, or, without making
reference to d, epicentral words. Usually, the set PER2 is denoted by PER and the 2-central words are
called central [23].
The following lemma is readily verified from the definition of palindromization map:
Lemma 3.3. The palindromization map ψ satisfies the following properties:
1. For anyw ∈ A∞, ordw = ordψ(w).
2. For any transposition σx,y, with x, y ∈ A, one has
ψ ◦ σx,y = σx,y ◦ ψ.
From this it follows that for any permutation p of the alphabet A one has ψ ◦ p = p ◦ ψ .
4. Epistandard morphisms
For any x ∈ A, µx denotes the injective endomorphism of A∗,
µx : A∗ → A∗
defined by:
µx(x) = x, µx(y) = xy, for y ∈ A \ {x}.
The morphisms µx, with x ∈ A, will be called elementary epistandard morphisms. If v = x1x2 · · · xn,
with xi ∈ A, i = 1, . . . , n, we set:
µv = µx1 ◦ · · · ◦ µxn;
moreover, if v = ε, µε = id, where id is the identity map on A∗. In this way there exists a natural
morphism χ : A∗ → End(A∗) defined by
χ(x) = µx, for any x ∈ A.
Any morphism µv , with v ∈ A∗, is called a pure epistandard morphism [21].
The following two lemmas, whose proof is a straightforward consequence of the definitions, hold
(see, for instance, [18]):
Lemma 4.1. For any x, y ∈ A one has:
µx ◦ σx,y = σx,y ◦ µy.
Lemma 4.2. For any x, y ∈ A, x ≠ y, and v ∈ A∗ one has:
|µx(v)|x = |v|, |µx(v)|y = |v|y,
and then
|µx(v)| = 2|v| − |v|x.
The submonoid Sd of End(A∗) generated by the morphisms µx, with x ∈ A, and the transpositions
σx,y, x, y ∈ A, is called the monoid of epistandard morphisms over A. By Lemma 4.1 one easily derives
that any epistandard morphism α can be uniquely expressed as a composition α = µ ◦ p = p ◦ µ′,
where µ and µ′ are pure epistandard morphisms and p is a permutation.
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Any epistandard morphism preserves epistandard words, i.e., the image of an epistandard word
is an epistandard word, and, conversely, any injective morphism preserving epistandard words is an
epistandard morphism [18,21].
Let A = {a1, . . . , ad} be totally ordered by setting a1 < · · · < ad. We consider the d-bonacci
morphism Fd defined as:
Fd(ai) = a1ai+1, i = 1, . . . , d− 1, Fd(ad) = a1.
In the case d = 2, i.e., A = {a, b}, with a < b, F2, simply denoted by F , is the Fibonacci morphism
defined by F(a) = ab and F(b) = a. As is well known (cf. [23,11,5]) in the case of a two-letter alphabet
the monoid of standard Sturmian morphisms is generated by F and the transposition morphism σa,b
which is usually denoted by E and called interchange morphism. Moreover, one easily verifies that:
F = E ◦ µb = µa ◦ E, E ◦ F = µb, µa = F ◦ E. (5)
In a similar way one can prove that the monoid Sd of epistandard morphisms over A is generated
by Fd and the transpositions σx,y, with x, y ∈ A. This is a consequence of the following lemma whose
proof is straightforward.
Lemma 4.3. For any d ≥ 2 and j ∈ {1, . . . , d} the following holds:
µaj = σa1,aj ◦ µa1 ◦ σa1,aj ,
µa1 = σad,ad−1 ◦ σad−1,ad−2 ◦ · · · ◦ σa3,a2 ◦ Fd ◦ σad,a1 ,
and
Fd = σa3,a2 ◦ σa4,a3 ◦ · · · σad,ad−1 ◦ µa1 ◦ σad,a1 .
The following interesting theorem and corollary, due to Justin [20], relate the palindromization
map to pure epistandard morphisms.
Theorem 4.4. For all u, v ∈ A∗,
ψ(uv) = µu(ψ(v))ψ(u). (6)
Corollary 4.5. For all x ∈ A and u ∈ A∗,
ψ(xu) = µx(ψ(u))x, ψ(ux) = µu(x)ψ(u).
Example 4.6. ψ(aba) = µa(ψ(ba))a = µa(µb(ψ(a))b)a = µa(bab)a = abaaba = µab(a)ψ(ab) =
µab(a)µa(b)a.
A remarkable consequence of Justin’s formula and Lemma 4.3, is that all epicentral words over a
d-letter alphabet can be computed by using only the morphisms Fd and the transpositions σx,y, x, y ∈
A. This result in the case d = 2, was firstly proved in [11] with a different technique (see, Section 5).
For any w ∈ A∗ and x ∈ A, the word µw(x) is called a finite epistandard word and simply finite
standard word in the case of a two-letter alphabet. We shall denote by Epistand(A), or simply Epistand,
the set of all finite epistandard words over A. The set of finite standard words is usually denoted by
Stand.
From Corollary 4.5,µw(x) is prefix of any epistandard word whose directive word begins withwx.
The following proposition collects some properties of finite epistandard words [21] (see also [16]):
Proposition 4.7. For anyw ∈ A∗ and x, y ∈ A,
1. µw(x) is a primitive word and product of two palindromes.
2. µw(x) is a prefix of µwx(y). The prefix is proper if and only if x ≠ y.
3. |µw(x)| equals the component Πx(ψ(w)) of the period vector of ψ(w).
The following proposition is an immediate consequence of Justin’s formula and of the preceding
proposition. We report a proof for the sake of completeness.
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Proposition 4.8. Let s = ψ(x) be a standard Arnoux–Rauzy word. Then
s = lim
n→∞µx[n](xn+1).
Proof. From Corollary 4.5, one has ψ(x[n+1]) = µx[n](xn+1)ψ(x[n]) for any n ≥ 0, so that µx[n](xn+1)
is a prefix of s. From the definition of standard Arnoux–Rauzy word, there must exist infinitely many
n, such that xn ≠ xn+1, so that from the preceding proposition for infinitely many integers n, one has
that µx[n](xn+1) is a proper prefix of µx[n+1](xn+2). From this the assertion follows. 
Proposition 4.9. Any finite epistandard word different from a single letter can be uniquely represented as
µw(xy) withw ∈ A∗, x, y ∈ A and x ≠ y.
Proof. Let s = µv(y), v ∈ A∗, y ∈ A, be a finite standard episturmian word different from a single
letter. This implies v ≠ ε and that in v there must occur at least one letter different from y. We can
then write v = wxyj with x a letter different from y and j ≥ 0. Hence, µv(y) = µwx(y) = µw(xy).
Let us now suppose that µw(xy) = µu(x′y′) with x′, y′ ∈ A, x′ ≠ y′, and w = a1a2 · · · ak, u =
a′1a
′
2 · · · a′h, with ai, a′j ∈ A, 1 ≤ i ≤ k, 1 ≤ j ≤ h. We wish to prove that w = u, x = x′, and y = y′.
The proof is by induction on the integer m = h + k. The result is trivial if m = 0. Let us suppose the
result true for all integers less thanm. We can write:
µw(xy) = µa1(µw′(xy)) = µa′1(µu′(x′y′)) = µu(x′y′),
where w = a1w′ and u = a′1u′. Since for any z ∈ A and ξ ∈ A∗, µz(ξ) ∈ zA∗ it follows from the
preceding equation that a1 = a′1. Since the map µa1 is injective, one has that µw′(xy) = µu′(x′y′). By
the induction hypothesis it followsw′ = u′, x = x′, and y = y′, from which the assertion follows. 
Proposition 4.10. Let A be a binary alphabet. For anyw ∈ A∗, x, y ∈ A, x ≠ y, one has:
µw(xy) = ψ(w)xy. (7)
Proof. The proof is by induction on the length ofw. The result is trivial if |w| ≤ 1. Let us suppose the
result true for all words shorter than |w| and prove it for w. We can write w = vz with z ∈ A. Let us
suppose first that z = x. One has by using the induction hypothesis and Justin’s formula:
µvx(xy) = µv(xxy) = µv(x)µv(xy) = µv(x)ψ(v)xy = ψ(w)xy.
In a similar way one reaches the result if z = y. 
From the preceding proposition one derives the following result proved firstly in [15]:
Stand = {a, b} ∪ PER{ab, ba}.
Proposition 4.11. Any epistandard morphism preserves finite epistandard words.
Proof. It is sufficient to prove that if s ∈ Epistand, then for any elementary morphism µa, a ∈ A, and
transposition σa,b, a, b ∈ A, one has µa(s), σa,b(s) ∈ Epistand. Since s ∈ Epistand there exists w ∈ A∗
and x ∈ A such that s = µw(x). Hence, µa(s) = µa(µw(x)) = µaw(x) ∈ Epistand and, by using
Lemma 4.1, one derives σa,b(µw(x)) = µσa,b(w)(σa,b(x)) ∈ Epistand. 
The following corollary was proved in [11] in the case of d = 2.
Corollary 4.12. Epistand is the smallest subset of A∗ containing A and closed under the d-bonacci
morphism and the transpositions morphisms.
Proof. LetC be the smallest subset ofA∗ containingA and closed under Fd and transpositions. Trivially,
Epistand contains all letters of A. Moreover, since Fd and transpositions are epistandardmorphisms, by
the preceding proposition Epistand is certainly closed under Fd and transpositions, so that Epistand ⊇
C. Conversely, any element s of Epistand can be written as s = µw(x), i.e., either is a letter or it can be
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obtained from the letters by applying a finite number of times the elementary morphisms, and then
by Lemma 4.3 a finite number of times the morphism Fd and transpositions. From this easily follows
that Epistand ⊆ C, which concludes the proof. 
Let us observe that any epistandardmorphism α : A∗ → A∗ induces an automorphism αˆ : F(A)→
F(A) of the free-group F(A) generated by A, such that its restriction to A∗ reduces to α. By (7) one can
naturally extend themapψ to amap ψˆ : F({a, b})→ F({a, b}), where F({a, b}) is the free group over
a binary alphabet, by setting2 [22] for anyw ∈ F({a, b})
ψˆ(w) = µw(ab)b−1a−1. (8)
From (7), ψˆ(w) = ψ(w) for any w ∈ {a, b}∗. Several interesting properties of the map ψˆ have been
proved in [22]. We mention here that for any w ∈ F({a, b}), ψˆ(w) is a palindrome. However, the
palindromization map ψˆ is not more injective and, moreover, ψˆ(w) cannot be, in general, obtained
as a right iterated palindromic closure as in the case of a wordw of {a, b}∗. Finally, we remark that ψˆ
satisfies for any u, v ∈ F({a, b}) an equation perfectly similar to Justin’s formula (6).
5. The standard correspondence
Let U : A∗ → A∗ be any inner bijection over the d-letter alphabet A (for instance an automorphism
or an antiautomorphism of A∗). For anyw ∈ A∗ we shall denote U(w) simply by Uw when there is no
ambiguity. One can introduce a map ψU : A∗ → PAL defined as: for anyw ∈ A∗,
ψU(w) = ψ(Uw).
Lemma 5.1. The map ψU is injective and ψU(A∗) = ψ(A∗) = PERd.
Proof. Since U and ψ are both injective, one has that ψU is injective. Moreover, since U is a bijection
of A∗ onto A∗ and ψ(A∗) = PERd, the result follows. 
The map ψU , similarly to map ψ , associates to any word v ∈ A∗ a palindromew = ψU(v) ∈ PERd.
Since ψU is injective, the unique word v such that w = ψU(v)will be called the ψU -directive word of
w.
Thus any inner bijection U of A∗ induces a bijective correspondence between epicentral words
which associates to the epicentral word w = ψ(v) ∈ PERd, v ∈ A∗, the epicentral word w′ =
ψ(Uv) = ψU(v) ∈ PERd.
In this section we shall introduce a special correspondence between epicentral words that we
call standard since it extends to arbitrary alphabets the standard correspondence of central words
considered in [11,10].
Let us introduce in A∗ the operator
T : A∗ → A∗
defined inductively as: Tε = ε, and for any x ∈ A, andw ∈ A+,
Tx = x and T (wx) = wf σwf ,x(Tw), (9)
wherewf denotes the first letter ofw. The preceding formula can be also rewritten in amore compact
way as: for any x ∈ A andw ∈ A∗,
T (wx) = (wx)f σ(wx)f ,x(Tw). (10)
From the definition one trivially has that the map T is length preserving, i.e., for any w ∈ A∗, |Tw| =
|w|. Thus the restriction of T to An is a map from An into An.
2 Actually, the extension of the palindromization map in [22] is defined in an equivalent way starting with a similar but
different formula in which appears the automorphism Rw which is related to µw by the relation Rw = ω ◦ µw ◦ ω, where ω is
the antiautomorphism of F({a, b}) extending to F({a, b}) the reversal operator of {a, b}∗ .
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Example 5.2. Let A = {a, b, c} and w = abca. One has T (abca) = aT (abc) = aaσa,c(T (ab)). Now
T (ab) = aσa,b(Ta) = aσa,b(a) = ab. Hence, T (abca) = aacb.
Proposition 5.3. The map T is an inner bijection of A∗.
Proof. Since T is length preserving, it is sufficient to prove that for any integer n ≥ 0 the restriction
of themap T to An is injective. The proof is obtained by induction on n. The result is trivially true, from
the definition of T , for n = 0 and n = 1. Let us suppose the result true up to n − 1, n ≥ 2, and show
that it is true for n. Let Tw1 = Tw2 withw1, w2 ∈ An and prove thatw1 = w2. Let us write:
w1 = a1a2 · · · an and w2 = b1b2 · · · bn,
with ai, bi ∈ A, 1 ≤ i ≤ n. From the definition of T one has:
Tw1 = a1σa1,an(T (a1 · · · an−1)), Tw2 = b1σb1,bn(T (b1 · · · bn−1)).
Since Tw1 = Tw2, it follows a1 = b1 and
σa1,an(T (a1 · · · an−1)) = σa1,bn(T (a1b2 · · · bn−1)). (11)
Moreover, from (10)
σa1,an(T (a1 · · · an−1)) = σa1,an(a1σa1,an−1(T (a1 · · · an−2)))
= anσa1,an(σa1,an−1(T (a1 · · · an−2))).
In a similar way one has:
σa1,bn(T (a1b2 · · · bn−1)) = bnσa1,bn(σa1,bn−1(T (a1b2 · · · bn−2))).
From (11) it follows an = bn, so that we can rewrite (11) as:
σa1,an(T (a1 · · · an−1)) = σa1,an(T (a1b2 · · · bn−1)).
Since the morphism σa1,an is injective, one has:
T (a1 · · · an−1) = T (a1b2 · · · bn−1).
By the inductive hypothesis one has:
a1 · · · an−1 = a1b2 · · · bn−1
and, as an = bn, it followsw1 = w2. 
The operator T is then an inner bijection of A∗ that will be called the standard correspondence. A
different, but equivalent, definition of T for a binary alphabet is in [10] (see also [9]).
Let us now introduce a map ϕ : A∗ → A∗ defined inductively as: ϕ(ε) = ε and for any x ∈ A and
w ∈ A+,
ϕ(x) = x and ϕ(wx) = (σwf ,x ◦ µx)(ϕ(w))wf . (12)
Theorem 5.4. For anyw ∈ A∗ one has
ϕ(w) = ψ(Tw) = ψT (w).
Proof. The proof is obtained by induction on the length of w. The result is trivial if |w| ≤ 1. By (9)
and Corollary 4.5, we can write for all x ∈ A,
ψ(T (wx)) = ψ(wf σwf ,x(Tw)) = µwf (ψ(σwf ,x(Tw)))wf .
By Lemma 3.3 and the inductive hypothesis, one derives:
µwf (ψ(σwf ,x(Tw)))w
f = (µwf ◦ σwf ,x)(ψ(Tw))wf = (µwf ◦ σwf ,x)(ϕ(w))wf .
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Finally, by Lemma 4.1 and (12), one obtains
(µwf ◦ σwf ,x)(ϕ(w))wf = (σwf ,x ◦ µx)(ϕ(w))wf = ϕ(wx),
which proves the assertion. 
Example 5.5. Let A = {a, b, c} and w = abc. One has ϕ(ab) = σa,b(µb(a))a = σa,b(ba)a = aba.
Hence, ϕ(abc) = σa,c(µc(aba))a = σa,c(cacbca)a = acabaca. Moreover, T (abc) = aσa,c(T (ab)) and
T (ab) = aσa.b(Ta) = ab, so that T (abc) = acb and ψ(acb) = acabaca.
By Proposition 5.3 and Lemma 5.1, the map ϕ is injective and ϕ(A∗) = PERd. In the following we
call ϕ the ϕ-palindromization map. In the Sturmian case the map ϕ was first considered in [11] and a
different proof of Theorem 5.4 was given in [10].
The standard correspondence T = ψ−1 ◦ϕ induces an inner bijection in PERd that we call standard.
The map T induces also an inner bijection of the set Epistand of finite epistandard words. Indeed, as
we have seen in Proposition 4.9, any finite epistandard word, different from a single letter, can be
uniquely represented as µw(xy) with w ∈ A∗ and x, y ∈ A, x ≠ y. Now one can associate without
ambiguity and in a bijective way to any finite epistandard word µw(xy) the finite epistandard word
µTw(xy).
Let us now consider the case of a binary alphabet A = {a, b}. The map ϕ can be simply expressed
by (5) as: ϕ(ε) = ε, ϕ(a) = a, ϕ(b) = b, and
ϕ(wa) = (F ◦ E)(ϕ(w))a, ϕ(wb) = F(ϕ(w))a ifw ∈ aA∗,
ϕ(wa) = (E ◦ F ◦ E)(ϕ(w))b, ϕ(wb) = (E ◦ F)(ϕ(w))b ifw ∈ bA∗.
Since ϕ({a, b}∗) = PER, one has that all central words can be computed by using only the Fibonacci
and the interchange morphisms. This result was firstly proved in [11]. Let us moreover observe that
in the case of a two-letter alphabet one derives from (7) the following noteworthy formula:
µTw(xy) = ϕ(w)xy.
In the following table we report for n = 4 and A = {a, b} the standard correspondence T : aA3 →
aA3.
v T (v) ϕ(v) = ψ(Tv)
aaaa aaaa aaaa
aaab abbb abababa
aaba aabb aabaabaa
aabb abaa abaabaaba
abaa aaab aaabaaa
abab abba ababaababa
abba aaba aabaaabaa
abbb abab abaababaaba.
Let us finally remark that, differently from ψ , if u, v ∈ A∗ and u is a prefix of v, ϕ(u) is not, in
general, a prefix of ϕ(v), so that ϕ cannot be extended to infinite words of Aω .
6. Some inner bijections of a free monoid
In this section we introduce in the case of any finitely generated free monoid A∗ some operators
T1, T2, and T3, inner bijections of A∗, which are closely related to the standard correspondence T . These
operators satisfy interesting combinatorial properties which generalize some results obtained in [9]
in the special case of a binary alphabet. In the next the composition of the preceding operators and of
their inverses will be denoted with the product notation instead of ◦ notation.
Let us first introduce in A∗ the operator, denoted by T3 according to the notation in [9], defined as:
T3 ε = ε and for any x ∈ A, w ∈ A∗,
T3(xw) = xw∼.
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We call T3 antipode map. The following properties of the antipode map are readily verified: (1) T3 is a
length preserving inner bijection of A∗, (2) T3 is involutory, i.e., T 23 = id, (3) a non-empty word v is a
fixed point of T3 if and only if v = apwith a ∈ A and p ∈ PAL, (4) for any v ∈ A∗, alph T3v = alph v.
Another important bijection in A∗ is the map T1 = TT3. Since T3 is involutory, one has that
T = T1T3. (13)
Ifw = a1 · · · an, ai ∈ A, i = 1, . . . , n, we shall denote by σ[a1,ai] the permutation
σ[a1,ai] = σa1,a2 ◦ σa1,a3 ◦ · · · ◦ σa1,ai . (14)
Proposition 6.1. For any wordw = a1a2 · · · an, ai ∈ A, i = 1, . . . , n, n > 0, one has
T1(a1a2 · · · an) = b1b2 · · · bn,
where b1 = a1 and bi = σ[a1,ai](a1), for all 1 < i ≤ n.
Proof. The proof is by induction on the integer n. The result is trivial if n = 1. Suppose now the
statement true for all words of length less than n and prove it for n. Since T1 = TT3, we can write:
T1(a1 · · · an) = T (a1an · · · a2).
By (9) and (13), one has:
T (a1an · · · a2) = a1σa1,a2(T (a1an · · · a3)) = a1σa1,a2(T1(a1a3 · · · an)). (15)
By induction
T1(a1a3 · · · an) = a1σa1,a3(a1)(σa1,a3 ◦ σa1,a4)(a1) · · · (σa1,a3 ◦ · · · ◦ σa1,an)(a1).
From (15) it follows:
T1(a1a2 · · · an) = a1σ[a1,a2](a1)σ[a1,a3](a1) · · · σ[a1,an](a1),
which proves our assertion. 
The following proposition shows that the above definition of the operator T1 is a natural extension
to larger alphabets of the definition given in [9] for a binary alphabet.
Proposition 6.2. Let A = {a, b} be a binary alphabet. For any word w = a1a2 · · · an, ai ∈ A, i =
1, . . . , n, n > 0, one has T1(a1a2 · · · an) = b1b2 · · · bn, with b1 = a1 and for 1 < i ≤ n,
bi =

bi−1 if ai = a1,
E(bi−1) if ai = E(a1).
Proof. For any 1 < i ≤ n one has that σa1,ai ∈ {E, id}, so that from (14) and Proposition 6.1, one has
for any 1 < i ≤ n
bi−1 = Ek(a1),
with k = 0 or k = 1. Hence,
bi = (Ek ◦ σa1,ai)(a1).
If ai = a1, then σa1,ai = id, so that bi = bi−1. On the contrary, if ai ≠ a1, i.e., ai = E(a1), one has
bi = Ek+1(a1) = E(Ek(a1)) = E(bi−1). 
Also in the case of an alphabet of arbitrary cardinality there exists a combinatorial characterization
of the operator T1, which gives a simple procedure to compute T1(w), and then T (w) for anyw ∈ A∗.
We need the following definition. Let w = a1 · · · an be a word. We define the map δw as: for
any 1 < i ≤ n, δw(i) = max{j < i | aj = ai} if the letter aj occurs in the prefix of w of length
i− 1, δw(i) = 0, otherwise. In the following we simply denote δw by δ when there is no ambiguity.
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Proposition 6.3. For any word w = a1a2 · · · an, ai ∈ A, i = 1, . . . , n, n > 0, one has T1(w) =
b1b2 · · · bn, with b1 = a1 and for 1 < i ≤ n,
bi =

bi−1 if ai = a1,
ai if δw(i) = 0,
bδw(i)−1 if δw(i) > 1.
Proof. Let us recall that from Proposition 6.1 and (14), for 1 < i ≤ n
bi = (σa1,a2 ◦ σa1,a3 ◦ · · · ◦ σa1,ai)(a1).
If ai = a1, then σa1,ai = id and bi = bi−1. Let us then suppose ai ≠ a1. One has σa1,ai(a1) = ai. If ai does
not occur in a1 · · · ai−1, i.e., δ(i) = 0, then one has σa1,ak(ai) = ai for all 1 ≤ k ≤ i − 1. This implies
that bi = ai. Let us suppose δ(i) > 0. Since ai ≠ a1, one has δ(i) > 1, so that ai occurs in a1a2 · · · ai−1
in the position δ(i), i.e., aδ(i) = ai and ai does not occur in aδ(i)+1 · · · ai−1. Therefore, we can write:
bi = (σa1,a2 ◦ σa1,a3 ◦ · · · ◦ σa1,aδ(i)−1 ◦ σa1,aδ(i) ◦ · · · ◦ σa1,ai−1)(ai).
Since σa1,aj(ai) = ai for δ(i+ 1) ≤ j ≤ i− 1 and σa1,aδ(i)(ai) = a1, one obtains
bi = (σa1,a2 ◦ · · · ◦ σa1,aδ(i)−1)(a1) = bδ(i)−1,
which concludes the proof. 
Example 6.4. Let w = a1 · · · a8 = abcbbaab and T1w = b1 · · · b8. One has b1 = a1 and, as
δ(2) = δ(3) = 0, b2 = a2 = b, b3 = a3 = c. Since δ(4) = 2 and δ(5) = 4, it follows b4 = b1 = a and
b5 = b3 = c. Since a6 = a7 = a, one obtains b6 = b5 = c and b7 = b6 = c. Finally, δ(8) = 5, so that
b8 = b4 = a. Hence, T1w = abcaccca = T (abaabbcb).
The following proposition allows one to compute the inversemapping T−11 of T1. We omit the proof
since it is a direct consequence of Proposition 6.3.
Proposition 6.5. For any word w = b1b2 · · · bn, bi ∈ A, i = 1, . . . , n, n > 0, one has T−11 (w) =
a1a2 · · · an, with a1 = b1 and for 1 < i ≤ n,
ai =

a1 if bi = bi−1,
bi if δw(i) = 0,
aδw(i)+1 if 0 < δw(i) < i− 1.
Example 6.6. Let w = b1 · · · b9 = abbbcbcaa and T−11 w = a1 · · · a9. One has a1 = b1 = a and
a2 = b2 = b as δ(2) = 0. Since b2 = b3 = b4 = b, one derives a3 = a4 = a. Moreover, a5 = b5 = c
as δ(5) = 0 and a6 = a5 = c as δ(6) = 4. Since δ(7) = 5 and δ(8) = 1 one has a7 = a6 = c and
a8 = b2 = b. Finally, a9 = a as b8 = b9. Hence, T−11 w = abaacccba.
It holds the following lemma whose proof is an immediate consequence of Proposition 6.3.
Lemma 6.7. Let v ∈ A+, ord v = α1 · · ·αr , and v = α1u1 · · ·αrur be its canonical decomposition (cf.
Section 2.2), then ord T1v = ord v and T1v has the canonical decomposition:
T1v = α1u′′1α2u′′2 · · ·αru′′r ,
with |u′′i | = |ui|, 1 ≤ i ≤ r.
From the preceding lemma one has also that ord T−11 v = ord T1(T−11 v) = ord v. Moreover,
alph Tv = alph T1T3v = alph T3v = alph v.
Example 6.8. Let v = babcabbc. One has T1v = baacbbba and T−11 v = baacacba, so that ord v =
ord T1v = ord T−11 v = bac.
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The following theorem shows that for any wordw, T1w can be computed from Tw, bymaking first
the mirror image of Tw and then reordering (Tw)∼ according to the occurrence order inw.
Theorem 6.9. For anyw ∈ A∗, one has:
T1w = τordw(Tw)∼.
Proof. The result is trivial if card(alphw) ≤ 1. Let us then write w = a1a2 · · · an, with ai ∈ A, 1 ≤
i ≤ n, and n > 1. From Proposition 6.1 one has T1(a1 · · · an) = b1 · · · bn, with b1 = a1 and for any
k = 2, . . . , n,
bk = (σa1,a2 ◦ σa1,a3 ◦ · · · ◦ σa1,ak)(a1).
One easily derives from Proposition 6.1 and (13), that
(Tw)∼ = (T1(a1an · · · a2))∼ = c1c2 · · · cn,
where cn = a1 and for 1 ≤ k ≤ n− 1,
ck = (σa1,an ◦ σa1,an−1 ◦ · · · ◦ σa1,ak+1)(a1). (16)
Let τordw be the reordering map (see Section 2.2), v = c1 · · · cn, and denote the alphabetic morphism
γv : (alph v)∗ → (alphw)∗ simply by γ . The morphism γ is a permutation since alph v = alphw.
We shall prove that
γ (cj) = bj, 1 ≤ j ≤ n. (17)
From this the result will follow as, in view of (3),
τordw(c1 · · · cn) = γ (c1) · · · γ (cn) = b1 · · · bn.
Since the first letter of ord(a1 · · · an) is a1, one trivially hasγ (c1) = a1 = b1. Now suppose by induction
that we have proved (17) up to k− 1 < n and prove it for k. We have to consider three cases:
Case 1. The letter ak does not occur in a1 · · · ak−1. This implies, by Proposition 6.3, bk = ak. Thus in
view of Lemma 6.7, bk does not occur in b1 · · · bk−1. From the inductive hypothesis γ (cj) =
bj, 1 ≤ j ≤ k − 1, it follows that ck does not occur in c1 · · · ck−1. Since v is reordered by the
occurrence order ofw, it follows that γ (ck) = ak = bk.
Case 2. The letter ak is equal to a1. In this case from the definition of T1, one has bk = bk−1. Moreover,
since σa1,ak = id, it follows from (16) that ck = ck−1. Therefore, γ (ck) = γ (ck−1) = bk−1 = bk.
Case 3. The letter ak ≠ a1 occurs in a1 · · · ak−1 and δ(k) > 1 is the largest integer < k such
that ak = aδ(k). From Proposition 6.3, one has bk = bδ(k)−1. By the induction hypothesis
γ (cδ(k)−1) = bδ(k)−1 = bk. Now from (16),
cδ(k)−1 = (σa1,an ◦ σa1,an−1 ◦ · · · ◦ σa1,ak ◦ · · · ◦ σa1,aδ(k))(a1).
Since ak = aδ(k), one has σa1,aδ(k)(a1) = ak. Moreover, as ak does not occur in the positions
δ(k)+ 1, . . . , k− 1, one has:
(σa1,ak ◦ σa1,ak−1 ◦ · · · ◦ σa1,aδ(k+1))(ak) = σa1,ak(ak) = a1.
Thus
cδ(k)−1 = (σa1,an ◦ σa1,an−1 ◦ · · · ◦ σa1,ak+1)(a1) = ck.
Therefore,
γ (cδ(k)−1) = γ (ck) = bδ(k)−1 = bk,
which concludes the proof. 
Example 6.10. Letw = acabdca, so that T1w = accbdaa, and Tw = T1T3w = T1(aacdbac) = aacdbba.
One has (Tw)∼ = abbdcaa. Since ordw = acbd, one obtains τacbd(abbdcaa) = accbdaa.
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A partial converse of Theorem 6.9 is given by the following:
Corollary 6.11. For anyw ∈ A∗, one has:
Tw = τord T3w(T1w)∼.
Proof. One has Tw = T1T3w. From the preceding proposition and the fact that TT3 = T1, one derives:
T1T3w = τord T3w(TT3w)∼ = τord T3w(T1w)∼. 
The following proposition will be useful in the sequel:
Proposition 6.12. If v ∈ PAL, then
T3T−11 v = T−11 v.
Proof. The result is trivial if v = ε or v is a single letter. Let us then suppose |v| > 1. It is sufficient
to prove that if v ∈ PAL, then T−11 v is a fixed point of T3, i.e., is equal to the product of a letter and a
non-empty palindrome. Let v = b1 · · · bn, with n ≥ 2, bi ∈ A, i = 1, . . . , n, and T−11 v = a1 · · · an with
ai ∈ A, i = 1, . . . , n. Since v is a palindrome one has that for 1 ≤ i ≤ n, bi = bn−i+1. Wewish to prove
that for 2 ≤ k ≤ n one has that ak = an−k+2, i.e., the word u1 = a2 · · · an is a palindrome. The proof is
obtained, using Proposition 6.5, by induction on the length of the median factor of u1.
Let us first prove the base of the induction. If n is even, i.e., n = 2h one has bh = bh+1. This
implies, by Proposition 6.5, that ah+1 = a1 ∈ PAL, i.e., the median factor of u1 of minimal length is a
palindrome. If n is odd, i.e., n = 2h+ 1, one bh = bh+2. By Proposition 6.5, if bh = bh+1 = bh+2, then
ah+1 = ah+2 = a1, so that ah+1ah+2 ∈ PAL. If bh ≠ bh+1, then δv(h+ 2) = h, so that ah+2 = ah+1 and
ah+1ah+2 ∈ PAL. Thus the non-empty median factor of u1 of minimal length is a palindrome.
Now suppose that we have proved that for a certain k > 2 the word
uk = ak+1 · · · an−k+1
is a palindrome. We wish to prove that
uk−1 = akak+1 · · · an−k+1an−k+2
is a palindrome, i.e., ak = an−k+2. Consider the palindrome, median factor of v,
bk−1bkbk+1 · · · bn−k+1bn−k+2.
By Proposition 6.5, if bn−k+2 = bn−k+1, then an−k+2 = a1. Moreover, bk−1 = bk, so that ak = a1. Hence,
ak = an−k+2 and we are done. Let us the suppose bn−k+2 ≠ bn−k+1. If δv(n− k+ 2) = k− 1, i.e., the
last previous occurrence of bn−k+2 in v is k− 1, one has that an−k+2 = ak and we are done.
Let then j be the first occurrence of bn−k+2 in the word
w = bkbk+1 · · · bn−k+1.
One has k < j < n − k + 1; moreover, since w is a palindrome, bn−k+2 = bj = bn−j+1, i.e.,
δv(n − k + 2) = n − j + 1. Therefore, an−k+2 = an−j+2. Since by the inductive hypothesis uk
is a palindrome, one has that an−j+2 = aj. Since bk−1 = bn−k+2 = bj, one has that k − 1 is the
last occurrence of bj in v before j, i.e., δv(j) = k − 1. It follows that aj = ak. Hence, one obtains
ak = aj = an−j+2 = an−k+2, which concludes the proof. 
We observe that the converse of the preceding proposition is not in general true. For instance,
the word v = abca is not a palindrome but T−11 (abca) = abcb = T3(abcb), so that T3T−11 (abca) =
T−11 (abca).
The maps T1 : A∗ → A∗ and T−11 are sequential rational bijections, i.e., they can be computed by a
generalized sequential machine, or sequential transducer (see, for instance, [2]). We report here a proof
in the case of a binary alphabet, even though, as proved by De Luca [13], the result is true in general.
Moreover, the transducer has a number of states equal to 1+ dd!, where d = card(A).
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Fig. 1. The sequential transducer computing T1 over a binary alphabet.
Proposition 6.13. Let A = {a, b} be a binary alphabet. The maps T1 and T−11 are sequential rational
bijections.
Proof. Let A = (S, A, λ, δ, s0) be a sequential transducer where A = {a, b} is the set of inputs,
S = {1, 2, 3, 4, 5} is the set of states, s0 = 1 is the initial state, and the transition functionλ : S×A → S
and the output function δ : S × A → A are defined by the labeled graph of Fig. 1; an arrow labeled
x/y, x, y ∈ A, from the state s to the state t corresponds to λ(s, x) = t and δ(s, x) = y. As usual for any
s ∈ S and x ∈ A, λ(s, x) is denoted by sx and δ(s, x) by s ∗ x.
The maps λ and δ can be extended inductively to S × A∗ by setting for any s ∈ S, w ∈ A∗, x ∈ A:
sε = s, s ∗ ε = ε,
s(wx) = (sw)x and s ∗ (wx) = (s ∗ w)((sw) ∗ x).
The function computed byA is the map |A| : A∗ → A∗ defined for anyw ∈ A∗ as:
|A|(w) = 1 ∗ w.
We shall prove that the map |A| is equal to T1. Let w = a1 · · · an with ai ∈ A, 1 ≤ i ≤ n and
|A|(w) = b1 · · · bn with bi ∈ A, 1 ≤ i ≤ n. In view of Proposition 6.2, it is sufficient to prove that for
1 < i ≤ n, if ai = a1 then bi = bi−1 and if ai ≠ a1 then bi = E(bi−1). Without loss of generality we
can suppose that a1 = a so that, since 1 ∗ a = a, one has b1 = a1 = a.
Let 1 < i ≤ n and suppose first that bi−1 = a. Since a1 = a the output bi−1 = a can be produced
only ifA is in the state 1with the input ai−1 = a or in the state 2with the input ai−1 = a, or in the state
3with the input ai−1 = b. Since 1a = 2, 2a = 2, and 3b = 2, if ai = a one has bi = 2∗ai = 2∗a = bi−1.
If, on the contrary, ai = b, one has bi = 2 ∗ ai = 2 ∗ b = b = E(bi−1).
Let us now suppose that bi−1 = b. Since a1 = a, the output bi−1 = b can be produced only if A
is in the state 2 with the input ai−1 = b or in the state 3 with the input ai−1 = a. Since 2b = 3 and
3a = 3, one has if ai = a, bi = 3 ∗ ai = 3 ∗ a = b = bi−1. On the contrary, if ai = b one has
bi = 3 ∗ ai = 3 ∗ b = a = E(bi−1).
Thus T1 is a sequential rational function. Also T−11 is a sequential rational function. One can easily
verify that T−11 can be computed by a transducer obtained from that of Fig. 1 by replacing each label
x/y, x, y ∈ {a, b}, with y/x, i.e., inverting the input with the output symbol. 
The map T1 can be extended to infinite words. Indeed, for any w ∈ A∗ and x ∈ A one has from
Proposition 6.3 that
T1(wx) = T1(w)α,
where α is a suitable letter depending on wx. Hence, if x = x1 · · · xn · · · ∈ Aω one has that for any
n ≥ 1, T1x[n] is a proper prefix of T1x[n+1] so that there exists
lim
n→∞ T1x[n],
which is an infinite word that we denote by T1x. Thus T1 is extended to a map from Aω to Aω still
denoted by T1. In a similar way, by Proposition 6.5, also T−11 can be extended to infinite words. For
instance, one has T1(abω) = (ab)ω and T−11 (abω) = abaω .
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Proposition 6.14. The map T1 : Aω → Aω is injective.
Proof. Let x, y ∈ Aω with x ≠ y. We can write x = vαζ and y = vβζ ′ with v ∈ A∗, α, β ∈ A, α ≠ β ,
and ζ , ζ ′ ∈ Aω . Thus one has:
T1x = T1(vα)ξ, T1y = T1(vβ)ξ ′,
with ξ, ξ ′ ∈ Aω . Now T1(vα) = T1(v)z, z ∈ A and T1(vβ) = T1(v)z ′, z ′ ∈ A. Since the map
T1 : A∗ → A∗ is injective, it follows T1(vα) ≠ T1(vβ) and, therefore, z ≠ z ′. From this one obtains
T1x ≠ T1y. 
In a similar way one can prove that themap T−11 : Aω → Aω is injective. From this one derives that:
Proposition 6.15. The map T1 : Aω → Aω is a bijection.
Let us observe that from Lemma 5.1 and Theorem 5.4, the map
ψT1 = ψ ◦ T1 = ϕ ◦ T3
generates all epicentralwords over A. Moreover, fromProposition 6.15,ψT1 can be extended to infinite
words of Aω and generates all standard episturmian words.
Let us now introduce the map T2 : A∗ → A∗ defined by:
T2 = T1T3T−11 . (18)
Thus
T2T1 = T1T3 = T . (19)
Lemma 6.16. The map T2 is involutory.
Proof. Since T3 is involutory, one has:
T 22 = T1T3T−11 T1T3T−11 = T1T 23 T−11 = T1T−11 = id. 
The following proposition shows that for any word v, T2v can be obtained from the reversal v∼ of
v by a suitable permutation of its letters.
Proposition 6.17. For any v ∈ A∗ one has:
T2v = τord T3T−11 v (v
∼).
Proof. Let v ∈ A∗ andw = T−11 v. From (19) and Corollary 6.11, one has:
T2v = T2T1w = Tw = τord T3w (T1w)∼ = τord T3T−11 v (v
∼), (20)
which proves our assertion. 
Lemma 6.18. For any v ∈ A∗,
v = τord v (T2v)∼.
Proof. From (18), as T3 = T−13 , one derives T−11 = T3T−11 T2. Since T2 is involutory and ord T3T−11 T2v =
ord T−11 v = ord v, it follows from the preceding proposition
T2T2v = v = τord v (T2v)∼. 
The following three propositions show some interesting relations existing between T2 and the bar-
operator introduced in Section 2.2.
Proposition 6.19. For any v ∈ A∗, if v = T2v, then v = v¯.
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Proof. If v = T2v, then by the preceding lemma, one has:
v = τord v v∼ = v¯. 
The converse of the preceding proposition is not in general true. For instance, if v = abcab, then
v¯ = v but T2v = acbac. A partial converse is given by the following:
Proposition 6.20. For any v ∈ A∗, if v = v∼, then v = T2v.
Proof. If v is a palindrome, then by Proposition 6.12 one has ord T3T−11 v = ord T−11 v = ord v, so that
from Proposition 6.17 the result follows. 
In the case of a two-letter alphabet it holds the following result proved in [9]:
Proposition 6.21. Let A be a two-letter alphabet A = {a, b}. For any v ∈ A∗ one has T2v = v¯ or,
equivalently,
T2v =

E(v∼) if v ∈ aA∗b ∪ bA∗a,
v∼ otherwise.
Proof. The result is trivial if card(alph v) ≤ 1. Then let alph v = {a, b}, so that ord v is either ab
or ba. The word T−11 v, as well as T3T
−1
1 v, begins with the first letter of v. Therefore, one derives that
ord T3T−11 v = ord v. From Proposition 6.17 one has
T2v = τord v v∼ = v¯.
Now, T2v = v¯ = v∼ if and only if ord v = ord v∼, i.e., if and only if v begins and terminates with the
same letter. On the contrary, T2v = v¯ = E(v∼) if and only if ord v ≠ ord v∼, i.e., if and only if v begins
and terminates with different letters, which concludes the proof. 
Corollary 6.22. Let A be a two-letter alphabet A = {a, b}. For any v ∈ A∗ one has:
v = T2v ⇐⇒ v = v¯.
Proof. From the preceding proposition in a two-letter alphabet T2v = v¯, so that the result trivially
follows. 
7. Involutions and their fixed points
In the preceding sections we have considered some involutory inner bijections of A∗, namely the
reversal operator, the bar-operator, the antipode map T3, and the operator T2. These maps induce
via the palindromization maps some involutions in the set PERd of the epicentral words over A. It is
interesting to consider the fixed points of these latter involutions.
The involutions of central words and their fixed points have been studied in detail in [10,6,8,9];
some extensions of these involutions to epicentral words are in [16].
Let us recall that if w = ψ(v) is an epicentral word over A, then the word w∗ = ψ(v∼) is called
the dual word ofw. Since the reversal operator is involutory, one has that (w∗)∗ = w, i.e., the operator
(∗) defines an involution on the epicentral words, called the natural involution [16].
Since, as proved in [20], for any v ∈ A∗,
|ψ(v)| = |ψ(v∼)|, (21)
one has3 that |w∗| = |w|. A fixed point of the operator (∗), i.e., an epicentral word w = ψ(v) such
thatw = w∗, is called self-dual. Since ψ is injectivew is self-dual if and only if its directive word v is
a palindrome.
3 In the case of a two-letter alphabet the preceding equality is a trivial consequence of the developments in continued
fractions of the rate and of the ratio of periods of a central word [9].
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Another basic involution is obtained by using the bar-operator. Indeed, for any v ∈ A∗ one can
consider for any w = ψ(v), v ∈ A∗, the epicentral word w = ψ(v¯), where (−) is the bar-operator
defined by (4), called in [16] the special dual word of w. Since the bar-operator is an involution in A∗,
one has that  is an involution on epicentral words. By Lemma 3.3, one immediately derives:
w = ψ(v¯) = ψ(τord vv∼) = τord vψ(v∼),
so that by (21) one has |w| = |w∗| = |w|. Moreover, ordw = ordw.
Any fixed point of () was called harmonic since these words generalize in the case of arbitrary
alphabets the harmonic centralwords introduced in [8]. Sinceψ is injective, one has that an epicentral
word is harmonic if and only if v = v¯. Any self-dual epicentralword is harmonic,whereas the converse
is not in general true (see, Example 7.1).
A further new involution on PERd can be introduced by means of the operator T2. One can define
for anyw = ψ(v), v ∈ A∗, the epicentral word
wˆ = ψ(T2v).
Since T2 is an involution, one has that ( ˆ ) is an involution on PERd. Moreover, also in this case by
Proposition 6.17, Lemma 3.3, and (21), one derives |w| = |wˆ|.
An epicentral word w, such that w = wˆ will be called weakly self-dual. From the injectivity of ψ
one has that an epicentral word is weakly self-dual if and only if v = T2v.
From Proposition 6.19 one has that a self-dual epicentral word is weakly self-dual. Moreover, from
Proposition 6.20 one has that aweakly self-dual epicentral word is harmonic. In view of Corollary 6.22
in the case of a two-letter alphabet an epicentral word is weakly self-dual if and only if it is harmonic.
One can also consider the involution on PERd induced by the antipode map, defined for any
w = ψ(v), v ∈ A∗, asw◦ = ψ(T3v). This involution is not length preserving. For instance, if v = abca
one has |ψ(v)| = 14, whereas |ψ(T3v)| = 11. An epicentral word is a fixed point of this involution if
and only if v = T3v and this occurs if and only if v = apwhere a is a letter and p is a palindrome.
Example 7.1. Let v = abcab. The epicentral word w = ψ(v) is harmonic since v = v¯. Moreover,
v∼ = bacba ≠ v and T2v = acbac so thatw is not self-dual and also is not weakly self-dual. The word
ψ(v)with v = abca is weakly self-dual since T2v = v, but it is not self-dual as v is not a palindrome.
Let us observe that one can define further involutions on PERd starting with different involutions
in A∗ or with the previously considered involutions but via palindromization maps different from ψ .
For instance, in the case of the ϕ-palindromization map, these involutions are given by:
ϕ(v∼), ϕ(T2v), ϕ(v¯), and ϕ(T3v).
These maps are not in general length preserving. For instance, let v = abb one has ϕ(v) = abaaba,
ϕ(v∼) = babab, and ϕ(v¯) = ababa.
The epicentral words fixed by the preceding involutions can be called ϕ-self-dual, ϕ-weakly
self-dual, and ϕ-harmonic. In general, an epicentral word which is a fixed point of any of the
preceding involutions is not a fixed point with respect to the corresponding involutions defined by
the palindromization map ψ . For instance, ϕ(aba) = ψ(aab) = aabaa is ϕ-self-dual but it is not
ψ-self-dual.
8. Parikh and period vectors
Let us now introduce the following two maps:
η, ζ : PERd → V ,
with d = card(A), A totally ordered, and V the set of all d× 1 vectors with components in N, defined
for anyw ∈ PERd as:
η(w) = Ω(w), ζ (w) = Π(w),
i.e., η and ζ are respectively the restrictions to PERd of the Parikh and period vectors maps Ω and
Π introduced in Section 2.1. As is well known [17,16] the maps η and ζ are injective. Moreover, an
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effective procedure allowing to construct an epicentral word from the knowledge of its period vector
is in [17].
For any vector u ∈ V we denote by |u| the sum of its components. Thus for anyw ∈ PERd one has:
|η(w)| = |Ω(w)| = |w|.
Moreover, one has (see, for instance, [17])
|ζ (w)| = |Π(w)| = d+ (d− 1)|w|.
By considering the palindromization maps ψ and ϕ and their directive words, one can introduce the
following injective maps ω, ωˆ, p, and pˆ from A∗ to V defined as:
ω = η ◦ ψ = Ω ◦ ψ, p = ζ ◦ ψ = Π ◦ ψ
and
ωˆ = η ◦ ϕ = Ω ◦ ϕ, pˆ = ζ ◦ ϕ = Π ◦ ϕ.
From Theorem 5.4 one has for any v ∈ A∗,
pˆ(v) = p(Tv), ωˆ(v) = ω(Tv). (22)
In [16] we gave two tree representations of the period vectors p of epicentral words called the Raney
tree and the Stern–Brocot tree. They are a natural extension to the case d > 2 of similar trees introduced
for binary alphabets in [4] to represent irreducible fractions. The vectors Ra(v) and SB(v) labeling in
the Raney tree and in the Stern–Brocot tree the node represented by theword v are equal respectively
to p(v) and to p(v∼).
The values of Ra(v) and SB(v) can be easily computed by using a matrix representation of the free
monoid A∗. More precisely, for each i = 1, . . . , dwe consider the d× dmatrixMai whose entries are
the integers 1 and 0, defined as follows:
(Mai)x,y =

1 if y = x or y = i,
0 otherwise.
The matrices Mai , i = 1, . . . , d, are modular as detMai = 1. LetMd denote the submonoid of the
monoid of all d×dmodularmatrices with entries inN generated by thematricesMai , i = 1, . . . , d. As
is well known (see, for instance, [17]), themap γ : A →Md defined by γ (ai) = Mai , i = 1, . . . , d, can
be extended to a unique injectivemorphismγ : A∗ →Md. If v = x1x2 · · · xn, with xi ∈ A, i = 1, . . . , n,
we set
γ (v) = Mv = Mx1Mx2 · · ·Mxn .
Moreover, Mε = Id, where Id is the identity d × dmatrix. Let us denote by 1 the d × 1 vector having
all entries equal to 1 and by UT the transpose of any matrix U . The following holds [16]:
Proposition 8.1. For any v ∈ A∗,
p(v) = Ra(v) = Mv∼1, p(v∼) = SB(v) = Mv1.
Moreover,
(d− 1)ω(v) = (MTv∼ − Id)1.
The preceding proposition shows that if w = ψ(v) is an epicentral word having the directive word
v, then the sums of the entries of the lines of the matrixMv give the components of the period vector
of the dual wordw∗ = ψ(v∼), whereas the sums of the columns ofMv minus 1 and divided by d− 1
give the components of Parikh vector ofw∗.
From the preceding matrix relation one can also derive [16] a noteworthy relation relating the
period vector ofw∗ and the Parikh vector ofw. Let H be the d× dmatrix with
Hx,y = 1− δx,y, x, y ∈ A (23)
where δx,y is the Kronecker symbol, i.e., δx,y is equal to 1 if x = y and to 0, otherwise. Then one has:
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Corollary 8.2. For any v ∈ A∗,
p(v∼) = Hω(v)+ 1.
From the preceding formula one obtains in the case of a binary alphabet the following well-known
result [4,6]: for any v ∈ A∗ and x, y ∈ A, x ≠ y, one has
ωx(v)+ 1 = py(v∼).
As we shall see the Parikh vectors ω of epicentral words can be represented by a suitable labeled
tree. As is well known the free monoid A∗ over a d-letter alphabet can be represented by a full d-ary
tree Td as follows. Let α1, α2, . . . , αd be d different directions in the plane. The root of Td is labeled
by ε; if a node ν has the label w, then the branches along the directions α1, α2, . . . , αd are labeled
respectively by the letters a1, a2, . . . , ad and the corresponding children ν1, . . . , νd are labeled by the
wordswa1, . . . , wad. Hence, one can identify the nodes of Td with the words of A∗.
Now we shall see how to label bijectively any node (word) of Td by a d× 1 vector which is exactly
ω(v). This will give rise to a tree that we shall call Parikh tree. We premise the following lemmawhich
is of great interest for enumerating epicentral words [7]:
Lemma 8.3. Let w = ψ(v) be an epicentral word over A having Parikh vector ω(v). Then for any letter
x ∈ A one has:
ωx(xv) = |ω(v)| + 1 and ωy(xv) = ωy(v) for y ∈ A \ {x}.
We shall denote by Par(v) the d × 1 vector labeling the node ν represented by the word v ∈ A∗.
In the Parikh tree the root of Td is labeled by the d × 1 vector 0 whose components are all zero, i.e.,
Par(ε) = 0. For each i, i = 1, . . . , d, Par(ai) = ei, where ei is the d × 1 vector, whose entries are
(ei)j = δi,j, with δi,j equal to the Kronecker symbol, i.e., δi,j = 0 for i ≠ j and δi,j = 1, otherwise.
We define Par inductively on all other words as follows. Let Par(w) = (n1, . . . , nd)T . Then for any
1 ≤ j ≤ d, Par(waj) is the vector
Par(waj) = (n′1, . . . , n′d)T ,
where n′s = ns for s ∈ {1, . . . , d} \ {j} and
n′j = 1+
d
i=1
ni.
Fig. 2 illustrates a part of the ternary tree labeled by the transpose of the Parikh vectors.
Proposition 8.4. For any v ∈ A∗, ω(v) = Par(v∼).
Proof. The proof is a trivial consequence of Lemma 8.3 and of the definition of Parikh labeling. 
Also themap ωˆ(v) can be represented by a slight variation of the preceding Parikh tree.Wepremise
the following:
Lemma 8.5. For all v ∈ A∗ and x ∈ A the following holds:
ωˆ(vx)f (vx) = |ωˆ(v)| + 1,
ωˆx(vx) = ωˆ(vx)f (v), if (vx)f ≠ x,
ωˆy(vx) = ωˆy(v), if y ∉ {x, (vx)f }.
Proof. The result is trivial if v = ε. Indeed, in this case ϕ(ε) = ε, |ωˆ(ε)| = 0, ϕ(vx) = ϕ(x) = x,
and (vx)f = x. Thus ωˆ(x) is such that ωˆx(x) = 1 and all other components are 0. Let us then suppose
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Fig. 2. The Parikh tree for d = 3.
v ≠ ε. From (12) we can write
ϕ(vx) = (σvf ,x ◦ µx)(ϕ(v))vf .
From Lemma 4.2 one has |µx(ϕ(v))|x = |ϕ(v)| and |µx(ϕ(v))|y = |ϕ(v)|y for y ≠ x, so that from
the previous equation one derives: |ϕ(vx)|vf = |ϕ(v)| + 1, |ϕ(vx)|y = |ϕ(v)|y for y ≠ x and
y ≠ vf , |ϕ(vx)|x = |ϕ(v)|vf for vf ≠ x. Since |ωˆ(v)| = |ϕ(v)| and for any z ∈ A, ωˆz(v) = |ϕ(v)|z the
result follows. 
A vector v ∈ V will be called a vector with a dominant element, or simply dominant-vector, if there
exists a component vk, 1 ≤ k ≤ d, such that vk > vi for all i ≠ k.
We shall denote by Par∗(v) the d × 1 vector labeling the node ν represented in Td by the word
v ∈ A∗. As in the Parikh tree, we set Par∗(ε) = 0 and for each i, i = 1, . . . , d, Par∗(ai) = ei. Since
(ei)j = δi,j, ei is a dominant vector.
We define Par∗ inductively on all other words as follows. Let Par∗(w) = (n1, . . . , nd)T be a vector
with the dominant element nk for a suitable 1 ≤ k ≤ d. Then for any 1 ≤ j ≤ d, Par∗(waj) is the
vector
Par∗(waj) = (n′1, . . . , n′d)T ,
where n′s = ns for s ∈ {1, . . . , d} \ ({j} ∪ {k}),
n′k = 1+
d
i=1
ni and n′j = nk, if k ≠ j.
Let us observe that Par∗(waj) has the dominant element n′k.
As an example, one has Par∗(abac) = (6, 1, 4)T , whereas (see Fig. 2) Par(abac) = (4, 2, 7)T .
Proposition 8.6. For any v ∈ A∗, ωˆ(v) = Par∗(v).
Proof. The proof is a trivial consequence of Lemma 8.5 and of the definition of Par∗ labeling. 
The following proposition shows some noteworthy relations existing among the Raney,
Stern–Brocot, and Parikh trees.
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Proposition 8.7. For any v ∈ A∗ one has:
HPar(v)+ 1 = Ra(v) = SB(v∼), HPar∗(v)+ 1 = SB(Tv),
where H is defined by (23) and T is the standard correspondence.
Proof. By Corollary 8.2 and Proposition 8.1, one has p(v∼) = Hω(v) + 1 and p(v∼) = SB(v) =
Ra(v∼). Since by Proposition 8.4, ω(v) = Par(v∼), one has SB(v) = HPar(v∼) + 1, from which the
first statement follows.
The second statement is similarly derived by using (22), Corollary 8.2, Propositions 8.1 and 8.6. 
9. Concluding remarks
In the previous sections we have seen that there exist two conceptually very different methods to
generate all epicentral words. The first is based on a suitable iteration of palindromic closure operator
and the second on a suitable iteration of some special epistandard morphisms. The two methods
give rise to the palindromization maps ψ and ϕ which are related by the standard correspondence
which is an inner bijection of the free monoid satisfying remarkable combinatorial properties. The
palindromization map ψ has been extended, by (8), to the free group with two generators starting
from formula (7) relating in the case of a binary alphabet finite standard words and central words.
A problem that naturally arises is to extend ψ to a free group F(A) with an arbitrary number of
generators, for instance, by giving an inductive definition of the extension using Justin’s formula
(6). In such a case also ϕ can be extended to F(A) by using formula (12). It would be interesting to
analyze whether, at least in the case of two generators, there exists an equivalent of the standard
correspondence.
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