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Mass transport aspects of electrochemical
solar-hydrogen generation
Miguel A. Modestino,* S. Mohammad H. Hashemi and Sophia Haussener
The conception of practical solar-hydrogen generators requires the implementation of engineering design
principles that allow photo-electrochemical material systems to operate eﬃciently, continuously and stably over
their lifetime. At the heart of these engineering aspects lie the mass transport of reactants, intermediates and
products throughout the device. This review comprehensively covers these aspects and ties together all of the
processes required for the eﬃcient production of pure streams of solar-hydrogen. In order to do so, the article
describes the fundamental physical processes that occur at diﬀerent locations of a generalized device topology
and presents the state-of-the-art advances in materials and engineering approaches to mitigate mass-
transport challenges. Processes that take place in the light absorber and electrocatalyst components are
only briefly described, while the main focus is given to mass transport processes in the boundary-layer
and bulk liquid or solid electrolytes. Lastly, a perspective on how engineering approaches can enable
more eﬃcient solar-fuel generators is presented.
Broader context
Solar-hydrogen generators have the potential to trigger the incorporation of a much larger share of solar energy sources in our current energy landscape. These
technologies can directly capture and store energy from the sun in the form of hydrogen molecules. As hydrogen can be transported, and stored for long periods
of time, solar-hydrogen devices allow for the spacio-temporal decoupling of the energy generation and consumption processes, and in this way provide a larger
flexibility to the electrical grid. While significant focus has been given to the development of photoelectrochemical materials for solar water-splitting, equally
important are engineering aspects related to the materials’ integration into devices that can operate stably, and produce pure hydrogen streams continuously
over long lifetimes. This review provides a broad view on these engineering challenges and approaches to conceive practical solar-hydrogen generators.
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1. Introduction
The ability to reliably supply the world with clean, and renewable
energy relies strongly on the development of energy storage
solutions that can dampen the inherent intermittency of electricity
production from sources such as wind and solar.1–3 Undeniably,
pumped hydroelectrical power accounts for the vast majority of the
current energy storage capacity – 140 GW or 99.3% of the overall
global storage capacity in 2013 – but it only represents 6% of
electricity production.4 Despite its predominance, the ability to
store energy hydroelectrically is directly bound to regional
topographical constrains and usually leads to severe ecological
disruption as large portions of land are artificially flooded.
More attractive solutions that have been at the centre of
discussion include the large scale implementation of batteries
or hydrogen (H2) production. The former alternative represents
a simple solution for stationary applications or for use in small
vehicles with limited range; as recently demonstrated by notable
examples of battery powered vehicles and distributed residential
energy storage. On the other hand, hydrogen is a fuel that has the
advantage to be transportable, easy to implement in mobile
applications, and the ability to reach large scale storage capacity.
Moreover, hydrogen has the potential to store renewable energy
across seasons and locations – such that solar energy may be
harvested and transformed into fuels at locations of high irradia-
tion during the summer and then redistributed to low-irradiation
regions or used when solar resources are scarce in the winter.
Stand-alone photo-electrochemical solar-hydrogen generators are
an attractive technology, as their implementation wouldn’t disrupt
the current electricity grid and potentially relax its constraints.
This review will focus on photo-electrochemical solar-hydrogen
generators, which represent one of the most promising technol-
ogies to disruptively increase the share of renewables in our
global energy portfolio. Specifically, the discussion presented
here will be centred on the progress in chemical engineering
approaches to solar-hydrogen production and, in particular, of
their mass transport aspects.
While the focus of this review is on the processes involved within
a solar-H2 generator, the overall operation required to produce solar
hydrogen involves the implementation of these devices together with
a set of downstream steps that result in purified and compressedH2.
Fig. 1 presents an example flow diagram for a prototypical solar H2
production plant. There, H2 and oxygen (O2) are generated from
sunlight and water, and then processed so that water is extracted
from the gas streams and recirculated into the water-splitting units.
O2 can either be released into the environment or collected as a
byproduct and valorized for alternative applications. The H2 fuel
stream undergoes further compression, storage and distribution
processes in order to reach consumers at the required levels of purity
and pressure. Purposely, this review article will not focus on the
progress in photoelectrochemical water-splitting materials, but
rather refer readers to comprehensive reviews that have been
recently published on the topic.5–13 Instead, here we will review
engineering approaches to manage the interacting physical
transport processes involved in photo-electrochemical solar-
hydrogen production as well as present a balanced discussion
around the challenges and considerations that need to be
overcome for solar-hydrogen technologies to be deployed.
2. Definition of components and
processes in solar-hydrogen
generation
Solar-hydrogen generator devices are the core of the solar-hydrogen
production process. These devices need to simultaneously capture
Fig. 1 Flow diagram of the processes involved in the production of on-
demand, compressed solar hydrogen. The heart of the operation is carried
by the solar-hydrogen generator. This units takes as inputs sunlight and
water to produce H2 gas, which then undergoes a series of downstream
processes to obtain purified and compressed H2 ready for utilization.
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sunlight, generate charge carriers, and transport them to
catalytic sites where the oxygen and hydrogen evolution reaction
takes place. Ions need to be transported between reaction sites
and the evolved hydrogen and oxygen needs to be collected in
separate streams, with compositions below the flammability
limit. For consistency, these processes will be referred as:
(1) Light absorption (LA): encompassing the absorption of
sunlight in a semiconductor and the generation of charge
carrier pairs.
(2) Electronic charge transport (ECT): involving the transport
of charge carriers (i.e. electrons and holes) from the generation
location to the catalytic centres or semiconductor/liquid interface.
(3) Electrochemical reactions (ER): including both the hydrogen
and oxygen evolution process.
(4) Transport of neutral species (TNS): accounting for the
transport of water and products in liquid or gas phase.
(5) Transport of charged species (TCS): which includes the
transport of ionic species between reaction sites.
Each of these processes will take place at diﬀerent locations
within the device as depicted in Fig. 2. The light absorption and
electronic charge transport processes take place volumetrically
within the semiconductor. The electrochemical reactions happen
at the interface between either a semiconductor or a catalyst and
the electrolyte. In the electrolyte region close to this interface,
transport processes of reactants, ions and products will take
place within a mass transport boundary layer. Mass transport of
all species will also occur within the bulk electrolyte which can
be either a liquid electrolyte or a solid-state ion-conducting
membrane.
Lastly, all of the processes defined above will be modified
depending on the operating conditions of the device. For
simplicity purposes this review will cover three main categories
of operation for these systems: operated under liquid electrolytes,
under liquid water (de-ionized), and under water vapor. When
the device is operated under liquid electrolytes the electro-
chemical reactions will take place at the semiconductor or
catalyst/liquid interface. For devices operated with liquid and
vapor water, the reactions will take place at the interface between
the inorganic components and the ion-conducting membrane.
The main diﬀerence between these last two scenarios, is that the
low concentration of water in the vapor phase poses significant
challenges for devices operated at high production rates, as the
transport of water can become limiting.
3. Internal processes in
solar-hydrogen devices
The previous section of this review defined the processes, device
components and locations that compose a solar-hydrogen
generator. Through this section of the review we will describe
the operation of the device at each of the locations defined
above. While doing so, approaches to mitigate challenges and
limitations are presented and the interactions between each
component of devices are highlighted.
3.1 Processes in the semiconductor
The semiconductor is responsible for absorbing light, and generat-
ing the charge carriers necessary to carry out the electrochemical
reactions (Fig. 3). As multiple comprehensive reviews on semi-
conductor materials for solar water-splitting have been recently
published in the literature,6,14–19 we will limit this section to a
summary of the processes taking place within this component.16,20
The propagation of the irradiated light toward and within
the semiconductor is described by Maxwell’s equations. The
absorbed energy and the optical quantum yield define the rate
of the charge carrier pair density generation. This process can
be simplified to the Beer–Lambert law for homogeneous semi-
conductor films.21–23 Following this simplification, the change
in light intensity is described by an exponential decrease with
penetration depth, and the extinction coefficient of the material
defines the extent of this decay. Usually, the Beer–Lambert law
Fig. 2 Device topology identifying the location of diﬀerent processes
required for solar water-splitting. These processes include light absorption
(LA), electronic charge transport (ECT), electrochemical reactions (ER),
transport of neutral species (TNS), and charged species (TCS).
Fig. 3 Diagram of processes involved in the semiconductor. The scheme
depicts the absorption, charge generation, transport and transfer process
required to drive the electrochemical reactions of solar-hydrogen generators.
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allows for a simple approximation of the charge generation
term, but is unable to accurately quantify the absorbed radiation
in non-planar, heterogeneous, and anisotropic absorbers.24,25 The
radiation absorption analysis has to be adapted to account for
scattering effects of bubbles and absorption in the electrolyte if the
photoabsorber is covered by electrolyte.26
Once charge carriers are generated, they need to be trans-
ported to the interface of the semiconductor so as to participate
in the electrochemical reactions. The transport of these charge
carriers is usually driven by carrier concentration gradients
(diﬀusion) and electric fields (drift). This diﬀusion-drift model
can be described as,
ji = Dirci + zicimiE (1)
where ji is the net carriers flux of the charge carrier i, Di its
diﬀusion coeﬃcient, ci its local concentration, zi its charge, mi its
mobility and E the electric field aﬀecting it. In the case of systems
exhibiting a direct semiconductor–electrolyte interface, an electric
field – the so called space charge layer – will evolve near this
interfacial region and will drive charge separation. In the bulk
of the semiconductor, concentration gradients will dominate
the charge transport behavior. Overall, the carrier concentration
distribution can be defined by the charge conservation equation,
@ci
@t
¼ r  ji þ G Ri (2)
so that the charge accumulation over time (t), depends on the
balance between generation rate (G), recombination rate (Ri) and
the flux of carriers. Recombination is typically dominated by
Shockley–Reed–Hall, radiative, Auger, and surface recombination.
The charge transport process described above will define the
overall flux of charges towards the electrochemical reaction
sites, and the rate at which hydrogen is evolved in the solar-
hydrogen generator device.
3.2 Processes in the boundary layer
The boundary layer is defined as the region of the electro-
chemical cell in close proximity to the catalytic surfaces where
important concentration or velocity gradients can evolve. The
boundary layer is bounded by the hydrogen or oxygen evolutions
reactions sites (HER and OER respectively) and the bulk electro-
lyte. Within this subsection we will briefly describe the factors that
define the electrocatalytic rates observed at the surface of the
electrodes, the formation and structure of the electrical double
layer at the interface between the semiconductor or catalyst (metal
or insulator) and the electrolyte, and how the reaction kinetics will
aﬀect the characteristics of the boundary layers of systems
operated under liquid or solid-state electrolytes. Fig. 4 shows a
diagram of all the processes involved in this region.
Electrode reactions. For solar-hydrogen devices the half-
reactions that take place on the surface of the semiconductor
or the heterogeneous electrocatalyst can be written as:
H2O- 2H
+ + 1/2O2 + 2e
 (anode)
2H+ + 2e- H2 (cathode)
in acidic electrolytes, or
2OH- 1/2O2 + H2O + 2e
 (anode)
2H2O + 2e
- H2 + 2OH
 (cathode)
under basic conditions. For metal–electrolyte and approxima-
tively also semiconductor–electrolyte interfaces, a generalized
Buttler–Volmer expression can closely describe the rate of each
of these reactions,
j ¼ j0 cred;surf
cred;bulk
 g1
exp
aaFZ
RT
 
 cox;surf
cox;bulk
 g2
exp acFZ
RT
  
n^
(3)
where j is the current density (positive for anodic currents)
in the direction, nˆ, normal to the electrode surface. j0 is the
exchange current density, aa and ac are the apparent transfer
coefficients for the anodic and cathodic reactions, and Z is the
electrode surface overpotential.27 csurf and cbulk correspond
to the surface and bulk concentration of species involved in
the cathodic reaction (red) or the anodic reaction (ox). The
contribution of these concentration terms are determined by
the exponents g1 and g2.
The parameters that define the current levels ( j0 and a) are
strongly dependent on material properties, surface treatments,
and solution composition. Commercial water splitting systems
that operate under acidic environments often implement electro-
catalysts based on platinum (Pt) and iridium oxide (IrOx) for the
HER and OER respectively, while their alkaline counterparts use
Nickel based catalysts. Significant research eﬀorts have been
devoted to develop novel catalysts with the aim of improving
the eﬃciency of the state-of-the-art materials, or to identify
earth-abundant substitutes to the Pt or IrOx-based catalysts.
Multiple reports in the literature have covered the develop-
ments of this field,6,28–32 and some efforts have been devoted to
benchmark the performance of materials under comparable
operating conditions.33,34 These efforts are of great value to the
development of solar-hydrogen generators, as the unifying
Fig. 4 Diagram of processes involved in the boundary layer. Electroche-
mical reactions take place at the interface with the catalyst or semicon-
ductor, neutral and charged species migrate and diﬀuse across the
boundary layer, and a velocity gradient evolves from the interface.
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metrics measured for various electrocatalyst systems can directly
aid in the design of practical devices.
The electrical double layer. The electrical double layer
describes two charged regions in close vicinity of the electrode
surface, usually in a dimensional-scale of several nanometers
(Fig. 5). Assuming ideally polarizable electrodes, the layers
evolve as a result of specific adsorption of solvent molecules
or ions species on the electrode with resulting bond formation,
and electrostatic attraction due to an applied potential in the
electrode. These two eﬀects result in a polarized layer close to
the surface with a thickness in the range of Angstroms (typical
radius of adsorbed ions). This layer is composed of the adsorbed
molecules and ions (also called inner Helmholtz layer), and
solvated ions with the counter-charge of the surface (building
the outer Helmholtz layer). Next to the Helmholtz layer there is a
layer composed of solvated anions and cations, with the net
electrical charge equal to the sum of the surface charge of the
electrode and the charge of the Helmholtz layer. This outer layer,
also called diﬀuse layer, is loosely attracted to the charge inter-
face as a result of long-range forces (electrostatic forces) and
exhibits an extended dimension. The thickness of the diﬀuse
layer is a function of the electrolyte properties only, namely its
bulk concentration, its relative permittivity, ion charges, and
temperature. The Debey length can be used to estimate the
thickness of the diﬀuse layer, which is usually in a range of
several nm. This is in contrast to the liquid electrolyte boundary
layer resulting from the no-slip boundary condition and the
corresponding fluid flow distribution (discussed in the next
section), which is electrically neutral and spans a significantly
larger area, usually in the range of micrometers to millimeters.
Historically, the electrical double layer has been described
by Helmholtz, reformulated by Gouy–Chapman, combined by
Stern, and further detailed by Graham.35,36 The Helmholtz and
the diffuse layers can be represented as two capacitors in series.
For large electrolyte concentrations, the total capacitance is
dominated by the capacitance in the Helmholtz layer and so is
the potential drop over the double layer. These conditions can
be used in experimental investigations in order to simplify the
interpretation of the data.
In contrast to metal electrodes, the carrier density in semi-
conductor is much smaller, resulting in a distribution of the
surface charge over a finite depth, i.e. the space charge layer.
The electrical double layer is aﬀected by this space charge
layer and eventually the potential drop over the interface is
influenced by the three layers in series: the space charge layer
in the semiconductor, the Helmholtz layer, and the diﬀuse
layer. The potential drop distribution across the three layers is
dependent on the materials and operating conditions.
The double layer aﬀects phenomena such as charge trans-
port in small scale structures (nano- to micron-scale),37 and
electrophoretic or electroosmotic eﬀects.38 The electrical double
layer can also be used to probe the nanorheology of the solvent
and ion system at the charged surface.39 In (photo)electro-
chemical applications, the double layer aﬀects the amount of
current used in the electrochemical reaction as it acts as a
capacitor in parallel with the surface reaction:27
j  n^ ¼ f Z; cið Þ þ CdZ
dt
(4)
where f is the function describing the electrode kinetics, C is
the capacity of the double layer, and ci the species concen-
tration in the bulk. The actual current used for the charging
and discharging of the double layer depends heavily on the
applied potential, the frequency or alternation of the current
(e.g. resulting from transient irradiation), the interface char-
acteristics (electrode material, surface roughness), and the
electrolyte composition. Additionally, the microscopic architec-
ture of the double layer aﬀects the details of the charge transfer
to the surface and the elementary steps of the electrode kinetics.
A semi-empirical correction to eqn (4) consist of adapting
the concentration from the bulk concentration to the concen-
tration at the interface between the Helmholtz and diﬀuse
layer, and reducing the overpotential by the potential drop in
the Helmholtz layer.27
Novel insights on the structure of and charge transport
within the double layer and its eﬀect on charge transport to
and from the surfaces and its influence on the surface kinetics
have been provided by the utilization of detailed molecular
dynamics simulations.40
Liquid electrolyte boundary layers.While the electrical double
layer describes the first few nanometers of the interface between
the electrolyte and the reaction sites, there is a much larger
region in close proximity with this interface where the properties
of the electrolyte (i.e. momentum and composition) are not
uniform – the mass transport boundary layer. Its thickness (dc)
can be best estimated using dimensionless numbers such as
Fig. 5 Schematic representation of the electrical double layer. The positive (+)
and negative () species represent solvated ions which compose the
Helmholtz layer as well as the diﬀuse layer.
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the Sherwood number, Sh = kdc/D, which relates the mass
transfer coefficient (k) for species’ transport from the bulk to
the surface or vice versa with their diffusion coefficient (D). The
Sherwood number is usually given as a function of Reynolds
number, Re = xu0r/m, and Schmidt number, Sc = m/(rD), where x
is a characteristic system dimension, u0 the average linear
velocity of the fluid, r its density and m its kinematic viscosity.
The actual functional dependence will vary according to the
flow field and the configuration. For the simple case of a
laminar flow parallel to a flat plate, the estimation of the mass
transport coefficient and the typical boundary layer thickness
along the plane direction x is given by,41
dc
x
¼ 4:64 Re1=2Sc1=3 (5)
For different flow geometries similar expressions can be derived,
but the exponents modifying the Re and Sc numbers will vary, as
well as the proportionality constant.42
In electrochemical water splitting devices, the boundary
layer will determine the extent of the mass transport limitations
and ultimately the device performance. These limitations are
best mitigated when devices are operated under strong acidic
or basic electrolytes. Under these conditions, the transport of
intermediate species (H+ or OH) is not limiting, the electrode
reactions occur at a higher rate, and the formation of ionic
concentration gradients are minimized. Despite these advantages,
only a few electrocatalytic or photoelectrocatalytic materials are
stable under these highly corrosive electrolytes. Operating
water splitting devices at moderate pH conditions in buﬀered
electrolytes or supporting electrolytes can enhance the materials’
stability to a limited extent. When buﬀered liquid electrolytes
are used, the transport of charged species becomes complex.
During operation, H+ ions are produced in the surface of the
anode while they are consumed at the cathode. This leads to
the formation of a depletion zone at the vicinity of the cathode
and an accumulation one in the anode. As the concentration of
H+ or OH ions is low in the buﬀered electrolyte, a pH gradient
will evolve from the surface of the electrodes and a large
portion of the current in the system will be carried by supporting
ions. This in turn will result in the formation of further concen-
tration gradients of supporting ions at the surface of electrodes,
building up adverse potentials in the cell. These phenomena can
significantly aﬀect the cell current density at a given potential by
imposing concentration polarization (CP) losses.43 The extent of
these losses can be assessed by balancing all the ionic transport
processes occurring in the electrochemical cell (i.e. migration,
diﬀusion and convection):
j ¼ F2rf
X
i
zi
2uici  F
X
i
ziDirci þ Fu
X
i
zici (6)
where F, zi, ui, ci, Di, and, u are the Faraday’s constant, species
charge, mobility, concentration, diﬀusivity and electrolyte’s
velocity profile, respectively. The last (convection) term in the
expression can be set to zero due to the electroneutrality
condition. This expression is valid for dilute electrolytes, and
it can take more complex forms in concentrated solutions.
It is often convenient to define the conductivity of the electrolyte,
k, as,
k ¼ F2
X
i
zi
2uici (7)
and the potential losses in the systems as,
rf ¼  j
k
 F
k
X
i
ziDirci (8)
where the second term, the diﬀusion potential, directly
describe the CP losses in the cell. As significant concentration
gradients form at the surface of the electrodes, larger potentials
will be required to achieve a given current density. It is also
important to clarify that k is not necessarily uniform through
the electrochemical cell, and that the gradients formed will lead
to variations in conductivity across the electrolyte. At the limit,
if ions are depleted in a particular region of the cell, the
conductivity will tend to zero. Thus, for the device to operate at
practical current densities (i.e. 410 mA cm2), the concentration
diﬀerence across the boundary layer should remain small. Analytical
expressions for concentration profiles and resultant losses have
been provided in a theoretical study.44 Another consequence of
the large diﬀerence between the H+ or OH concentration at
the surface of electrodes and the bulk electrolyte is the appear-
ance of a highly corrosive medium in contact with the surface
of the electrode materials. This is specifically important since
in many cases buﬀered electrolytes are used to provide higher
levels of flexibility over the catalyst selection.
Due to the problems referred above, several groups have started
to implement techniques to probe the ionic concentrations and
subsequent losses at the surface of electrodes.45 Scanning electro-
chemical microscopy (SECM)46 is a well established and versatile
method capable of providing three dimensional pH maps close to
the electrodes with submicron resolution.47,48 It can also help to
elucidate transient and steady state hydrogen evolution rates.49
Apart from SECM, non-intrusive confocal fluorescent micro-
scopy methods with pH sensitive dyes can be used to probe the
pH variations in three dimensions close to the catalyst.50
Additionally, some eﬀorts have focussed on mitigating the
CP losses around the boundary layer by implementing device
engineering solutions. Recently, some studies have proposed the
use of fast flow rates (forced convection) of liquid electrolytes in
microfluidic channels to minimize the adverse eﬀects of ion
concentrations.51 By increasing the convective transport near
the electrodes, the size of the boundary layer can be reduced
and the transport of ionic species enhanced. Under these condi-
tions, the concentration gradients near the electrodes can be
significantly reduced. A recent study has also shown that bubble-
induced mixing near the surface of the electrodes can reduce the
transport losses to less than 25mV at 10 mA cm2. In the contrary,
a stagnant cell had limiting currents below 3 mA cm2.43
Although the convective mixing due to the growth and
movement of bubbles can be beneficial for the minimization
of concentration losses, the presence of bubbles can have
detrimental eﬀects for a solar-hydrogen device. The bubbles
can increase the reaction kinetic losses if they are not released
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rapidly from the catalyst surface. Moreover, in integrated PEC
devices, they can aﬀect the light absorption in the semicon-
ductor by inducing undesirable scattering and reflections. Few
methods have been employed to relax these adverse eﬀects.
In an early example,52 the surfactant Triton X-100 was added
to the electrolyte in order to reduce the size of bubbles and
encourage faster detachments. In a fully integrated PEC
device,53 a louvered architecture has been implemented to
address the bubble related challenges. The photoanode and
photocathode are placed at tilt angles with respect to two
horizontal axes, so that the evolved gases could move towards
devised outlets after suﬃcient growth. Apart from these notable
examples, most of the demonstrated solar-hydrogen devices
place electrodes vertically in an electrolyte and do not investi-
gate the limitations that bubble transport imposes on these
systems.54–64 In these cases, the devices rely on the upward
movement of bubbles due to buoyant forces towards collection
sites. In a deployable integrated solar-fuel generator, this
configuration will pose significant challenges, as the photo-
absorber will need to be placed normal to solar irradiation
direction. Moving forward, electrochemical system designs that
can mitigate the transport challenges described above can have
a strong impact in the development of solar-hydrogen devices.
Solid electrolyte boundary layers.When devices are operated
with pure water or vapor, solid-state ion conductors are
required to allow for ion-transport between the electrodes.65,66
Under these circumstances the interfacial layer of the ionomer
that covers the catalyst surface plays a very important role in
defining the overall device performance. Mainly, this ionomer
layer needs to allow for fast water, gas and ion transport
between the surfaces of the catalyst into the bulk region of
the device. These interfacial processes are critical in the catalyst
layers of membrane electrode assemblies in water electrolyzers.
In these systems, pure water is fed into the surface of catalysts
layers, which are composed of blends of carbon particles
(providing electrical conductivity), catalyst nanoparticles and
ionomers such as Nafion (Fig. 6). Within the catalyst layers, water
diﬀuses through the ionomer film onto the catalyst surface where
the water oxidation or proton reduction reactions take place.
Then protons migrate across thin ionomer films into the bulk
membrane, while the evolved gases diﬀuse through the ionomer
layer towards collection ports.67,68 The overall morphology of the
catalyst layer plays a key role, as mesoscale porosity is desired to
alleviate mass transport limitations. Within state-of-the-art
catalyst layers water and gases can readily flow across the porous
structure, while they diﬀuse slowly through the ionomer films
covering the catalyst particles. These ionomer films usually have
thicknesses in the order of 10 nm which facilitates fast transport
of species. In an eﬀort to further improve the current throughput
in catalyst layers, some research groups have started to developed
high-surface area catalyst layers by templating electrocatalysts
into microwire arrays.69,70 These rationally designed structures
have led to catalyst layers that can operate stably at current
densities of several A cm2.
It is also worth noting that although Nafion is commonly
used as the ionomer material in catalyst layers; its transport
properties are not well suited for this task. Nafion exhibits high
levels of ion-conduction but also is fairly impermeable to gases
and water thanks to its semi-crystalline matrix (see Section 3.4
for additional details). These transport issues are aggravated in
Nafion thin-films as confinement and wetting interaction eﬀects
can further limit the transport properties of this material.71–77
Improving the gas and water permeation levels of the ionomer at
this interface can enable devices that operate at higher current
densities and improved water splitting efficiencies. This can
be achieved by implementing hygroscopic polymeric binder
materials with high water permeability and increased gas
permeability through the water swollen regions of the material.
The concepts and knowledge accumulated by studying catalyst
layers for water-splitting devices can also be useful in solar-
hydrogen generators. Photoactive membrane electrode assemblies
based on TiO2 have been recently demonstrated,
78 but there is
still ample opportunities to achieve high-efficiency light driven
fuel production in catalyst layers.
3.3 Processes in bulk liquid electrolytes
Within this review, the bulk liquid electrolyte is defined as the
region of the device far from the electrode surface where the
concentration of species can be considered to be approximately
uniform. The bulk electrolyte is bounded by the boundary layers
of the anode and/or cathode, and possibly a solid-electrolyte
membrane. In a hydrogen generator, this region can be simple
or compound. In a compound electrolyte, the ionic transport
takes place in a combination of a separator and a supporting
liquid electrolyte.79,80 In general, the transport of species through
the bulk electrolyte needs to satisfy two conditions: (i) deliver the
product gases to independent collection ports with minimum
levels of cross-contamination and (ii) provide a low-resistance
pathway for ionic transport across the electrodes (Fig. 7). To
satisfy the first conditions, devices are designed so that H2 fuel is
supersaturated in the electrolyte and collected in the gas phase
at independent ports. Membranes are commonly proposed to
Fig. 6 Schematic representation of state-of-the-art catalyst layer
describing the blend between conducting carbon particles, catalytic
nanoparticles and ionomer binder. Water diﬀuses fast through the porous
structure and into the ionomer thin-film towards the catalyst particles. The
evolved gases will then diﬀuse through the ionomer films and transport
out of the catalyst layer towards collection ports.
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avoid undesirable levels of crossover. To reduce the ionic
resistance of the system, the design of the device should
minimize the interelectrode distance and incorporate electro-
lytes with high conductivities. Strong acid or base electrolytes
have high conductivities and their use avoid the formation of
large concentration gradients.
As mentioned in the previous section, some materials stability
constraints can be mitigated to some extent by operating devices
under moderate pH buﬀered electrolytes. As the concentration
of OH and/or H+ is low in buﬀered electrolytes, a significant
fraction of the current in the system will be carried by supporting
ions. When supporting electrolytes are used in membrane-
separated systems, the bulk electrolyte in either side of the
membrane can reach significantly diﬀerent compositions, leading
to CP losses as the ones observed in the electrode boundary layer.
Several methods have been developed to address this challenge.
Potentiometric measurements of buﬀered electrolytes in cells
constructed with anion and cation exchange membranes sug-
gest that the use of large volumes of electrolytes per unit
electrode area can prevent depletion of the buﬀer capacity.81
This method however, increases the size of the system which
can hinder large scale deployment. Employing circulatory con-
vective streams between the HER and OER compartments is
another solution that can relax the concentration gradients
problem without the need for utilization of large volumes of
electrolytes.82 The drawback is that by introducing recirculating
streams, product crossover is also enhanced which aﬀects the
purity of the hydrogen fuel produced. This constrains the range
of recirculating flowrates that can be implemented before the
concentration of O2 in the fuel stream reaches levels above
the flammability limit. Another promising solution involves the
employment of microfluidic approaches to reduce the volume
of electrolyte, avoid the formation of large concentration
gradients, and reduce the pathlengths for ion transport; overall
reducing the cell overpotential. This is achieved by operating
devices under electrolyte streams at high flow rates so that the
boundary layer thickness is minimized. Although previous
studies have shown eﬀective, safe and robust production of
oxygen-free hydrogen streams,51,79 employing these principles
in large-scale prototypes has yet to be demonstrated.
To better understand the transport processes that occur
in the bulk electrolyte it is useful to describe the physical
processes using the governing transport equations. Below, we
describe these equations for conservation and transport of
chemical species coupled to the Navier–Stokes equations
through a convective term.83
The steady state mass conservation equation for charged or
neutral species is given by,
rNi + ri = 0 (9)
Here Ni is the molar flux vector and ri is a bulk reaction source
term. Similar to eqn (6), the molar flux is given by,
Ni = ziui,eFrfl  Di,erci + uci (10)
where zi, ui,e, F, fl, Di,e, ci, and u are the species valence,
eﬀective mobility, Faraday’s constant, potential of the liquid
phase, species eﬀective diﬀusivity, concentration, and liquid
velocity, respectively. The eﬀective diﬀusivity and mobility of
charged species can be related by Nernst–Einstein equation:
ui,e = Di,e/(RT). The velocity profile can be obtained through the
steady mass and momentum conservation (i.e. Navier–Stokes)
equations for Newtonian and incompressible fluids,
ru = 0 (11)
ðu  rÞu ¼ 1
r
rpþ nr2u (12)
where r, p, and n are density, pressure, and kinematic viscosity,
respectively. If a porous separator is used in the device, eqn (12)
can be modified for the porous region following a Darcy’s
model for porous medium,
uh i
e
 r
 
uh i
e
¼ 1
r
rpþ n
e
r2 uh i  n
K
uh i (13)
where e and K are porosity and permeability of the fluid
through the separator. In this case, hui is the superficial velocity
vector: an equivalent velocity field that allows for the treatment
of the flow as if it was confined to a one-phase media. The last
term on the right side is added to account for viscous losses in
the porous separator. In the case of a uniform liquid electrolyte,
this equation reduces to eqn (12) as porosity tends to unity,
permeability to infinity, and superficial velocity is replaced by
the actual fluid velocity, u. In all equations presented above,
isotropic properties such as diﬀusivity, porosity, and permeability
are assumed. By solving this set of equations, all important
operational parameters can be estimated: overpotentials, product
crossover, concentration, and velocity profiles.83
3.4 Processes in solid electrolyte membranes
The safe operation of solar-hydrogen systems requires that
the produced gas streams have compositions below the flamm-
ability limit (o4% v/v of O2 in H2).84,85 Despite some notable
exceptions, the co-evolution of H2 and O2 in a common
Fig. 7 Diagram of processes involved in the bulk electrolyte. Ions migrate
between electrodes, products are transported towards collections sites by
convection and diﬀusion, and convective flows can be used to mitigate
transport limitations.
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electrolyte will usually lead to unsustainable levels of gas
crossover.83,86 To counteract this issue, membranes can be
included in between reaction sites so that ionic conduction
can be maintained between the hydrogen evolution side and
the oxygen evolution side, while at the same time gas permea-
tion can be averted (Fig. 8). These tasks are similar to those
imposed in membranes used in fuel cell applications, although
the ionic conduction and gas barrier requirements may diﬀer.
In general, the current density across the membrane depends
on the material’s conductivity, kmem, membrane thickness, L,
and the ohmic potential drop across the membrane, rfmem,
jmem = kmemrfmem (14)
The gas crossover can be expressed in terms of a current
equivalent loss, jXO, which depends on the gas permeability for
H2 or O2, cH2 and cO2 respectively, and the diﬀerence in partial
pressures, pH2/O2, between each side of the membrane,
jXO,H2 = nH2FcH2rpH2 (15)
jXO,O2 = nO2FcO2rpO2 (16)
The values of jXO can be used to estimate the losses in the
electrodes arising from parasitic H2 oxidation or O2 reduction
at the anode and cathode respectively, as it describes the
current losses if all of the gas that back diﬀuses across the
membrane is consumed at the electrodes. Furthermore, the ohmic
and gas crossover energy losses can be derived as,
Eohm ¼ j
2L
k
(17)
EXO ¼
X
i¼H2;O2
cirpiniFj jE0 (18)
with E0 being the standard potential for the water splitting
reaction. These expressions describe the trade-oﬀ between the
membrane ionic conduction and gas crossover encountered
in membrane design. Moreover, they explicitly describe the
factors that define the optimal membrane thickness, Lop, which
results into minimal energy losses.
Lop ¼ FE
0
j2
k
X
i¼H2;O2
cirpinij j
 !1
2
(19)
The expression above can allow for an optimal membrane
design given a set of device operating conditions. Also, this
suggests that improved membrane materials should be designed
so that the product between k and c is minimized. Having
introduced the mainmembrane design rules, we will summarize
the state of the art membrane materials for solar water-splitting
applications.
Perfluorinated sulfonic acid membranes. Fuel cell mem-
branes based on perfluorinated sulfonic acid (PFSA) polymers,
such as Nafions, are often proposed and incorporated as
suitable membranes for solar-hydrogen devices.87–92 Nafion’s
remarkable ionic conductivity and gas blocking properties have
made it the benchmark proton exchange membrane (PEM)
material for ion-conduction application.93,94 Additionally to find-
ing applications in fuel cells, Nafion have also had an important
impact in electrolysis. PEM electrolyzers are operated with only
water as the feed (liquid electrolytes are not needed) and can
reach high current densities (45 A cm2) at high efficiencies
(460%).67 Furthermore, hydrogen can be compressed within
the electrochemical cell, the electrolyzers can accommodate
fluctuating power inputs, and can produce hydrogen at high
levels of purity.2,67,95–97 These desirable attributes make PEM
water-splitting systems a promising technology for large scale
implementation of hydrogen production systems.98,99 While
there are significant parallels between the membrane require-
ments in PEM electrolyzers and those in solar-hydrogen devices,
there are still important distinctions that could drive the materi-
als development apart. Mainly, optimized membranes depend
on the operating current density of the system as described
in eqn (19), and while PEM electrolyzer systems operate in the
A cm2 range, solar-hydrogen generator current densities can
range between a few mA cm2 to 100’s of mA cm2. These current
density differences lead to variations in the requirements for the
membrane design. Considering typical proton conductivity100
and gas permeability101,102 properties of Nafion, the optimal
membrane thicknesses for 10 mA cm2 or 1 A cm2 will vary
from 103 mm to 10 mm (Fig. 9). This suggests that membranes
with lower gas permeability can significantly help improve the
efficiency and practical implementation of devices operated at
low current density. Improving by a factor of 10 the gas barrier
properties of Nafion for devices operated at current densities
at 10 mA cm2, could bring the optimal thickness to the more
suitable range of B320 mm.
To a limited extent these improvements can be achieved in
Nafion membranes by controlling the internal structure of the
material. Nafion’s nanostructure is composed by ion-conducting
domains embedded in a semi-crystalline matrix.74,77,93,103–106
By increasing the crystallinity of the matrix, the permeability of
the membrane can be decreased.107 This is achieved by two
internal changes: an increased tortuosity due to increased
Fig. 8 Diagram of processes involved in the membrane. The balance
between ion and gas transport directly aﬀects the overall device performance.
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volume fraction of crystallites, and a reduced water uptake of
the ionic domains due to the stiffening of the surrounding
matrix. It is important to point out that although these
morphological changes might improve the gas barrier proper-
ties of the material, they will also affect the ionic conductivity
which is tightly bound to the water content of the membrane.
A more flexible strategy would involve the rational design of
membranes with balanced ion-conduction and gas permeability.
Other commercial membranes closely related to Nafion can
provide additional tunability of the structure and length of the
perfluorosulphonic acid side chains which could further help
balance the transport properties of PFSA membranes.108,109
Alternative proton exchange membranes. While the PFSA
membranes described above can enable a variety of early-stage
solar-hydrogen devices, several shortcomings can hinder their
large scale implementations. PFSA membranes require complex
synthetic methods that result in large costs of production. Their
chemical structures are fairly inflexible which impedes the
exploration of membranes with balanced ionic conductivity and
gas permeability. Moreover, the microstructure of PFSA mem-
branes strongly depends on the processing properties of the
material, which limits the study of the fundamental driving forces
that lead to their desirable transport properties. These obstacles
have motivated the investigation of polymer systems with higher
degree of control over their chemical structure and morphology.
Apart from the ionic and gas transport requirements, solar-fuel
membranes need to be mechanically and electrochemically
robust,110 they need to have high permselectivity towards proton
conduction, and they need to operate stably under aqueous
environments (including strong electrolytes).
Based on those considerations, many research groups have
developed polymeric systems that can serve as an alternative to
PFSA PEM membranes.111,112 Despite that the focus of these
novel polymer membranes have been to substitute Nafion in fuel
cell applications, their tunability can make them an attractive
option for solar-hydrogen devices. Among the most researched
alternative material figure aliphatic-backbone polymer systems,
poly(arylene ether)-based membranes, and polyimide-based
membranes (Fig. 10). Within the first class of membranes,
sulfonated polystyrene membranes have been widely studied
thanks to their well-developed simple synthesis and function-
alization methods. One of the main limitations of these materials
is the poor oxidative stability of the backbone which leads to
membrane degradation during electrochemical operations.
One of the main strategies to improve their stability involves
the fluorination of the backbone which avoids the formation
of hydroperoxide radicals and prevents the decay of the mem-
branes. Other strategies involve crosslinking the polymer
chains or incorporating radical trapping agents to minimize
the degradation of the material.113,114 Poly(arylene ether)-based
membranes are also interesting systems because of their higher
chemical, thermal and mechanical stability.115 Among this group of
polymers, sulfonated poly(ether ether ketone) (SPEEK) is the most
widely studied system. Despite the advantages of these polymers,
their long-term stability lags behind that of perfluorinated polymers
and limits their practical implementation. Polyimide based
polymers are also an attractive alternative as their conductivity
is comparable to that of Nafion and they exhibit low gas
permeability. Unfortunately, their implementation has also
been limited due to their degradation through hydrolysis
processes in the presence of water at elevated temperatures.
As described in the examples above, achieving stable proton
exchange membranes that can operate in electrochemical
devices for prolonged periods of times have proved to be a
challenge and PFSA membranes remain to be the benchmark
for PEMs. None-the-less eﬀorts at improving the performance
of alternative membrane materials could open up a broader
range of possibilities for solar-fuel membranes.
Anion exchange membranes. While the field of PEMs is
fairly well developed, anion exchange membranes (AEMs) are
interesting alternatives for solar-fuels devices as they would
allow the operation of systems under alkaline conditions.
Operating water-splitting systems under alkaline conditions
Fig. 9 Variation in optimal thickness as a function of current density
imposed through the membrane. Nafion membranes with k = 10 S m1,
and c = 1.6  109 and 1.05  109 mol cm1 s1 bar1 for H2 and O2
respectively. If the membrane thickness is improved by a factor of 10 (green
dotted line) the optimal thickness can be reduced by a factor of
ﬃﬃﬃﬃﬃ
10
p
.
Fig. 10 Chemical structure of various PEMmaterials: (a) Nafion, (b) sulfonated
polystyrene, (c) sulfonated polyether ether ketone and (d) polyimide-based
membrane where Ar1 and Ar2 are arylene groups usually substituted with
sulfonic acid groups that impart proton conductivity functionality.
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have several advantages as it opens up the space for the
incorporation of Ni based catalysts commonly used in alkaline
electrolysis.116–119 Commercial alkaline electrolyzers usually
incorporate a porous diaphragm which provides limited gas
separation capabilities while allowing hydroxide ions (OH) to
be transported across electrodes. As these porous separators
are highly permeable to gases, it is necessary that electrodes are
placed much farther apart than in the case of PFSA electrolyzers.
This has driven the development of AEMs towards systems with
improved gas barrier properties while allowing OH ions to
migrate with little resistance. Commercial AEMs are available from
Tokuyama (now Astom Corporation) and Fumatech and they have
found applications in water-splitting and fuel-cell systems.120–126
These commercial membranes have conductivities in the order
of 10 mS cm1, just one order of magnitude below the levels
reachable by PFSA membranes. Given this performance level, their
implementation in solar-hydrogen generators can be feasible,
especially within those devices that require ionic currents in
the order of 10 mA cm2. A few examples of promising solar-
hydrogen systems that operate under basic environments have
been demonstrated,55,127–131 but only a few studies have incor-
porated anion exchange membranes or any mechanism to
prevent gas crossover.130,131
As in the case of PEMs, alternative AEMs are attractive as
they can lead to membrane materials with controllable levels
of ionic and gas transport. Recent reviews have extensively
covered the progress on these materials for electrochemical
applications.132–134 The most common polymeric AEMs are
designed with positively charged side groups, based on either
quaternary ammonium, imidazolium, pyridinium or quaternary
phosphonium groups (Fig. 11). All of these systems suffer from
poor stability under the required alkaline conditions. Multiple
degradation mechanisms lead to loss of performance and failure
in these systems. In the case of quaternized ammonium groups,
the charged groups can undergo direct nucleophilic displace-
ment. Also, if the polymer contains alkyl substituents with
hydrogen atoms in the b position, degradation can occur via a
Hofmann elimination mechanism. Implementing heterocyclic
side groups such as pyridinium or imidazoliums ions can
help alleviate these stability issues, but if H-substituents are
present in the ring they can be attacked by OH ions ultimately
leading to ring opening.135 Alternatively to the nitrogen-based
systems, phosphonium side groups can help improve the
thermal stability of the materials, and at the same time lead to
higher conductivities.136,137 The stability constraints described above
include the main mechanisms of degradation of functional side-
groups in the presence of highly reactive OH ions. To some extent
some AEMs can be operated for prolonged periods of time if the
membranes are kept hydrated. As the water content in the AEMs
decrease, the polymer degradation process accelerates leading
to premature failure. Although this is a significant problem for
AEMs used for fuel cell applications, in the case of solar-hydrogen
generators the membranes are expected to be fully immersed in
water for the lifetime of the device. Also, additionally to the stability
concerns of charged side groups, degradation of the backbone
should be considered for long term stability. The problem of back-
bone degradation in AEMs is not unique to alkaline systems, as the
same processes are evidenced in PEMs. In the case of systems
operated under strongly basic conditions, degradation mediated by
OH radical is the most concerning mechanism.138,139
Evidently, the development of AEMs lags behind their pro-
ton conducting counterparts, both in terms of reliability and
conductivity. Significant challenges preclude AEMs membranes
from operating with resistance and stability levels similar to
PEMs, which has motivated a rich field of research around
understanding and providing solutions to many of these issues.
AEMs will certainly play a key role in solar-hydrogen generators
as many of the semiconductor or catalyst materials are stable
(or can be stabilized) under basic conditions. Furthermore,
AEMs in conjunction with PEMs – i.e. bipolar membranes – can
enable devices where the oxidation and reduction sides operate
under different pH regimes.140–143 Bipolar membrane devices
where the AEMs are in contact with a basic solution and the
PEM side is in contact with an acidic solution, can allow for the
incorporation of acid-stable HER catalysts and base-stable OER
catalysts within the same system. Moreover, as water molecules
split into H+ and OH ions at the interface between the AEM and
PEM, the steady state current density in the device can be carried
by these ions exclusively, avoiding the depletion of supporting
ions. The added flexibility provided by bipolar membranes can
enable the incorporation of photo-catalytic material pairs (OER
and HER) under otherwise incompatible pH conditions.
Block-copolymer strategies for ion-conducting membranes.
In the previous sub-sections we stressed that achieving a balance
between ionic and gas transport properties could broaden the
range of operating conditions of solar-hydrogen generators. In
this regard, block-copolymer (BCP) membranes could provide an
additional handle to achieve the desired balance. Specifically, a
block-copolymer strategy can allow for the incorporation of ion-
conducting domains together with good gas barrier and structu-
rally stable domains (Fig. 12). As the transport properties of each
of the involved species could be modulated by the volume
fractions of the blocks, a broader range of transport properties
combinations can be achieved. Furthermore, BCPs allow for a
precise control on the internal morphology of the membranes,
so that diﬀerent levels of tortuosity and connectivity in between
domains can be achieved.144,145 Similar strategies have been
already implemented in membranes for fuel-cell applications.146
This type of membranes can incorporate a broad range of
ion-conducting groups such as the ones described in the
Fig. 11 Commonly used charged side-groups for polymeric AEMs: (a)
quaternary amines, (b) imidazolium, (c) pyridinium, (d) quaternary phos-
phonium ions.
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alternative PEM147–158 or AEM159–163 sections above. Alternatively,
BCP can be designed so that one of the domains selectively
contains electrolytes such as ionic liquids; in this way enjoying
the morphological level of control provided by BCP and the high-
ionic conductivity of liquid electrolytes.164–169 It must be noted
that such systems can suffer from electrolyte leakage if operated
under liquid environments, so their implementation might be
more appropriate for devices operated with water vapor feeds.
In terms of the gas barrier blocks, polymers with high level
of crystallinity, high glass transition temperatures, and/or low free
volume could be incorporated to reduce gas crossover. Some
promising gas barrier blocks include: semi-crystalline polyethylene,
hydrogenated polystyrene, polyacrylamide, among others. Addition-
ally, block-copolymer membranes can exhibit unconventional
properties due to the spatial confinement of conducting domains.
Some notable examples include membranes that uptake higher
levels of water due to capillary condensation in conducting
domains below 5 nm.170,171 Also, the behavior of conducting
polymer chains near the interface between conducting and struc-
tural domains can be significantly diﬀerent than the bulk beha-
vior. This is due to the decreased mobility arising from chain
confinement at the interface which can lead to lower water uptake
and ultimately aﬀect the ionic conductivity.172,173 The rich beha-
vior of BCP membranes makes them an interesting model system
that can help elucidate the transport mechanism of ionic-
conducting membranes. Developing the design rules required
for conducting BCP membranes can lead to materials with high
level of control over the transport properties of the multiple
species involved in solar-hydrogen generators.
4. Coupled processes in integrated
solar-hydrogen devices
Functional solar hydrogen devices require the coupled opera-
tion of the multiple transport processes described in the
previous sections. The performance of an integrated device
will depend on the interplay of all of these processes, and the
rates at which they occur will ultimately dictate the hydrogen
production rate and solar to hydrogen conversion eﬃciency.
While this review describes a basic set of equations that govern
each of the processes involved, the solution to them in a real
device configuration is challenging due to the coupling of
multi-physics processes that occur at very diﬀerent length
and time scales. Recent studies have attempted to numerically
describe the operation of integrated devices with generalized
configurations. Berger and Newman developed a detailed
1-dimensional model that accounted for light absorption,
charge generation and separation, charge transport across the
semiconductor–metal interface, electrochemical reaction at the
metal catalysts, and ion transport within the electrolyte.174
Gaudy and Haussener extended this model by incorporating
the detailed solution of the Maxwell equations to account for
complex morphological heterogeneities in the absorber, and by
providing a detailed model for surface state un/pinning at the
direct semiconductor–electrolyte interface.175 Haussener et al.
analysed the interplay between the electro kinetics and ionic
transport in a set of 2-dimensional device configurations; leading
to a better understanding on the current density distribution
across electrode systems and the effects of temperature variations
on device performance.83,176 Tembhurne et al. developed a com-
plete 2-dimensional PEC device model specifically accounting for
the detailed energy balance in the various components requiring
a complex solution procedure with multiple local and global
iteration loops to properly account for the temperature effect in
the charge conservation equations. This model is the most
complete and detailed macroscopic PEC model to date.177 Several
groups have started to model different device configurations and
operating conditions leading to optimized device designs.82,89
Notably, modelling of transport processes has provided insights
into the design of solar-water splitting devices operated under
water vapor feeds,65,178,179 and near-neutral pH electrolytes.43,82
These conditions have complex mass transport characteristics
due to the limitations expected from the low concentration of
water in vapor feeds, or the presence of multiple ionic species with
non-uniform concentrations in buffered electrolytes.
Experimental implementations of solar-hydrogen devices spam a
wide range of device architectures and functional materials.15,180,181
Architectures where photovoltaics are electrically coupled with
electrolysis units can be implemented with commercially avail-
able components.92,182–187 Within this configuration, the light
absorber is not in contact with the electrolyte, and the system
can be optimized so that the current output from the PV
component matches that of the electrolysis units (Fig. 13(a)).188
State of the art electrolyzers are based on nanostructured
catalysts layers separated by proton exchange membranes such
as Nafion. In these devices, transport of water and product
gases depends on the structure and material properties of the
catalysts layer components, while ion transport occurs through
the thickness of the PEM (usually o100 mm) and the ionomer
binder used in catalysts layers. A higher level of integration
can be achieved if the light absorption and electrocatalytic
Fig. 12 Schematic representation of block-copolymer membranes showing
a lamellar morphology. Ions are transported through ion-conducting
domains, while gas blocking domains provide structural support and prevent
gas crossover. The TEM image shown in the back corresponds to a lamellar
BCP based PEM.148
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functionality is combined in a single photoelectrode. Devices
based on photo-electrodes can be divided into wired two
electrode devices or monolithically integrated wireless devices
(Fig. 13(b) and (c) respectively). Two electrode systems involving
at least one photoelectrode have been demonstrated extensively
in the literature.52,59,64,82,128–130,189–192 Within this configuration,
the ionic resistance in the system can be minimized by reducing
the inter-electrode distance. Only a few examples of wireless
devices have been demonstrated.59,193,194 The ionic resistance in
these systems tends to be higher than in the two other device
types described above, as the ionic charge carriers need two
migrate laterally across the surface of the semiconductor, and
then transversally across an ion-conductor.195 The long pathways
for migration can result in current density asymmetries in the
surface of the (photo)electrodes83 ultimately resulting in higher
ohmic losses. To mitigate these limitations, photoelectrodes can
be designed in the microscale (e.g. microwires embedded into
ion-conducting membranes54,196,197) so that the lateral migra-
tion of ionic species is mainly dictated by distance between the
reaction sites at opposite ends of the microstructures. The
generalized discussion presented above summarizes some of
the design principles for three prominent architectures of solar-
hydrogen generators. For a more detailed assessment on design,
fabrication and operation aspects of integrated devices, readers
are referred to a recent literature review.5
5. Conclusions and perspectives
Throughout this review we described thoroughly the progress
on the engineering aspects of integrated solar-hydrogen gen-
erators. By doing so, we not only provided a snapshot of the
state-of-the-art in the development of particular components
leading to full devices, but also lay the foundations that guide
the design of optimal solar-hydrogen systems. Deliberately, this
article treats the aspects of light-absorption and electrocatalysis
superficially, as most of the focus in the past has been given to
the development of these components. Instead, the angle taken in
this review considers those processes as boundary phenomena
that define the conditions and requirements that the transport
processes within the device will need to accommodate. The
description provided for the light-absorption and electrocatalysis
processes should guide the reader towards understanding how
these components interact with the rest of the device. By focusing
on the transport processes, we have tackled the design questions
that define the ionic conduction, product separation and collec-
tion aspects required for a fully functioning device.
As described in the sections above, three critical regions
were identified which interact with each other and ultimately
define the device performance: the boundary layer, the bulk
electrolyte, and the membrane. The boundary layer region is
often overlooked, but a closer attention should be given to it as
it generally defines the performance limitation of the devices.
The transport processes within this region are dominated by
diﬀusion of reactive or ionic species into and from the catalytic
surface. Depending on the electrolyte composition this region
can lead to diﬀusion limited current densities, especially if
the device is operated under buﬀered electrolytes at moderate
pH conditions. Whenever possible, devices should be operated
under strong acidic or basic electrolytes. This would alleviate
transport limitations and the formation of large concentration
gradients in the boundary layer, as well as to accelerate the
catalysis processes in the electrodes due to the increased
concentration of reactive intermediates (H+ or OH). On the other
hand, it is well accepted that a large number of semiconductor or
catalyst materials are not stable under these corrosive environ-
ments. In those cases, it is highly desirable to develop approaches
where near-neutral buﬀered solutions are implemented as the
electrolyte. These approaches should mitigate the formation of
pH gradients around the surface of the electrodes. Flow based
systems are a promising alternative in these cases, as the
introduced convection can be used to reduce the size of the
Fig. 13 Various integrated device configurations: (a) photovoltaic arrays
electrically coupled with a PEM electrolyzer, (b) two electrode devices
based on at least one photoelectrode, and (c) monolithically integrated
wireless solar-hydrogen generation system.
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diﬀusion boundary layer, and in this way accelerate the transport
of H+ or OH species. Research in this area can provide insights
into the transport of multi-ion buﬀered electrochemical systems
and could lead to the development of processes to operate solar-
hydrogen generators under near-neutral conditions at high
current densities. Some modelling eﬀorts have started to analyse
buﬀered systems under a set of limited conditions (i.e. passive
systems, or flow systems at low Re numbers), providing impor-
tant insights into the performance limits of devices operated at
near-neutral pH.43 Experimental and theoretical investigations
that expand upon this area and are geared towards describing
solutions to the pre-existing problems of buﬀered electrolyte
systems could positively impact the solar-fuels field by enabling
material systems that are only stable under mild pH conditions.
Critical transport processes in the bulk electrolyte involve
the transport of ionic species between electrodes and gases
from the evolution sites to collection ports. To avoid significant
ionic resistance losses, the design of reactor architectures
should minimize the ionic path-length. This is particularly
important for devices that operate at high current densities
(4100 mA cm2) as the potential losses in the electrolyte can
account for 100’s mV. It is also important to keep in mind, that
flow systems, such as the ones implemented in commercial fuel
cell or electrolysis units, can alleviate the mass transport
limitations of devices and aid in the collection of the fuel
streams while mitigating gas crossover. To this end, stagnant
cells or those where low flow rates are implemented will suﬀer
from large gas back diﬀusion, and will most certainly require
the implementation of membranes to avoid unallowable levels
of oxygen contamination in the hydrogen fuel stream.
Membranes are likely to continue to be critical components in
the development of solar-hydrogen generators. As suggested in this
article, achieving a balance between high ionic conductivity and
low gas permeability is the main challenge in the area of solar-fuels
membranes. Research opportunities in diﬀerent directions could
lead to this desirable balance. Some of these opportunities can be
found in the areas of block-copolymer membranes with multi-
functional domains. Polymer blends can also be an interesting
alternative, where conducting and gas impermeable materials are
implemented to achieve balanced transport. Other promising
solutions include the use of semi-crystalline ion-conducting
polymer where the level of crystallinity defines the gas transport
properties. Lastly, nanocomposite materials with ion conducting
polymers and inorganic inclusions with low gas permeability can
help achieve the desired balance.
Lastly, it is of the authors’ opinion that the engineering
design aspects discussed in this article as well as techno-
economic and environmental feasibility analysis should be
implemented early-on in the design of solar-hydrogen genera-
tors.188,198–200 This approach can significantly accelerate the
development of viable devices, and help direct research resources
towards areas of large impact. This can also help to avoid future
roadblocks or dead-end pathways that would fundamentally limit
the implementation of solar-hydrogen technologies. Thanks to
the basic-science developments of the photo-electrochemical
scientific community in the past four decades we are placed in
a privileged position to exploit the scientific achievements of the
past and engineer solar-hydrogen systems that could help
our world move towards cleaner fuels. This will only be possible
under strong interdisciplinary R&D programs with the clear
and unbiased goal of developing the technological foundations
necessary for the implementation of solar-fuel generators.
Nomenclature
Latin symbols
c Local concentration of carriers/species
C Capacity of double layer
D Diﬀusion coeﬃcient of carriers/species
E Electric field vector
f Function describing the electrode kinetics
F Faraday’s constant
G Generation rate
j Net carrier flux/current density vector
j0 Exchange current density
k Mass transfer coeﬃcient of species
K Apparent permeability of the liquid through separator
L Membrane thickness
nˆ Unit normal vector
n Stoichiometric coeﬃcient
N Molar flux vector
p Pressure
R Recombination rate/reaction source term/gas
constant
Re Reynolds number
Sh Sherwood number
Sc Schmidt number
t Time
T Temperature
u Velocity vector
u Mobility of species
hui Superficial velocity vector
x Characteristic length
z Charge/valence
Greek symbols
a Apparent transfer coeﬃcient
dc Mass transport boundary layer thickness
Z Electrode surface overpotential
f Potential
k Ionic conductivity
r Density
n Kinematic viscosity
e Porosity
c Gas permeability
m Mobility of charge carriers/dynamic viscosity
g Exponent in generalized Buttler–Volmer expression
Subscripts
a Anodic
bulk Bulk
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c Cathodic
e Eﬀective
i Charge/species index
mem Membrane
ox Oxidation
red Reduction
surf surface
XO Crossover
(Bolded letters and symbols represent vectorial quantities)
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