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1. Inleiding. 
op bepaalde gebieden van onderzoek doet zich het probleem 
voor van het vergelijken van kleine waarschijnlijkheden. Wij heb-
ben daarbij b.v. het oog op geologische onderzoekingen, waarbij 
analyses van bodemlagen warden verricht aan de hand van de soor-
ten stuifmeelkorrels, die daarin voorkomen. Stellen we de frac-
tie van een bepaalde soort stuifmeelkorrels, die in een bepaalde 
laag voorkomenJ ge1ijk aan ()1 en die in een andere laag aan q, 
dan gaat het er om de hypothese 
( 1 ) Ho : 91 = {fl 
te toetsen, op grand van de in twee steekproeven gevonden aan-
tallen. De statistische methoden hiervoor zijn bekend en elders 
uitvoerig beschreven (zie 0] 1 eerste deel 1)). 
In dit rapport wordt een variant van f~n dezer methoden (en 
wel een zeer eenvoudige) besproken; welke toepasbaar is wanneer 
0, en 6z klein zijn" 
Een der belangriJkste vragen bij dit soort problemen is 
echterJ hoe groat men de omvang van de beide steekproeven meet 
nemen, om bij gegeven waarden van 0,, en ~ , die ongelijk zijn 1 
te bereiken dat men deze ongelijkheid, behoudens een bepaalde 
kleine waarschijnlijkheid; ook ontdekt. Bij het voorbeeld van 
de stuifmeelkorrels komt dit dus neer op de vraag hoeveel korrels 
men uit ieder der twee te vergelijken lagen moet tellen. Deze 
vraag zal in paragraaf 3 nader worden gepreciseerd. 
In de volgende paragrafen warden de toets zelf en grafieken 
voor de bepaling van de steekproefgrootte besproken en aan de 
hand van enkele voorbeelden nader toegelicht. De appendix bevat 
wiskundige afleidingen. 
2. Toets voor (}, ::: {),__ J als 0, en 81, k1ein zijn 2) 
Het waarnemingsmateriaal bestaat uit twee steekproeven, 
waarvan wij eerst onderstellen, dat ze even groot zijn en wel 
beide uit een groat aanta\N 1 exemplaren bestaan. (Dus b.v. twee 
steekproeven van ieder N stuifmeelkorrels.) In elk der steek-
proeven wordt geteld 1 hoeveel exemplaren er in voorkomen van een 
in beide steekproeven zeldzame soort A . Laten di t er 721 en n.2 
1) Cijfers tussen vierkante haken zijn een verwijzing naar deli-
teratuurlijst aan het einde van dit rapport. 
2) Zie voor de algemene gang van zaken bij het toetsen van hypo-
thesen: memorandum S 47 (M 6), dat aan het einde van dit rap-
port is bijgevoegd. 
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zijn; we stellen 
( 2) 
Bij de toetsing van de hypothese J..JD / 6-,:: 0.J handelen we 
nu alsof we 7n maal met een munt geworpen hebben, waarvan we 
de zui verheid willen toetsen, en alsof van deze 'J72 worpen 721 wor••· 
pen het resultaat "kruis" hebben gegeven. Voor de toepassing van 
de toets is een tabel van kri tieke waarden voor n1 bij verschil·-
lende onbetrouwbaarheidsdrempels 2) toegevoegd (tabel I). De 
opgegeven onbetrouwbaarheidsdrempels behoren bij eenzijdige 
toetsing (zie hieronder). 
Leidt de toepassing van deze toets tot verwerping, dan 
wordt dus de hypothese Ii ( 01 .,,, &.z) verworpen. De grootte van N 
heeft op de toets geen invloed; de toets is echter slechts van 
toepassing als N veel groter dan m. is. 
Een- en tweezijdige toetsing. We spreken van tweezijdige 
toetsing indien het kritieke gebied bestaat uit grote zowel als 
kleine waarden van de toetsingsgrootheid. In ons geval moet 
tweezijdige toetsing worden gebruikt, indien we tot verwerping 
van H0 ( &, == 01) willen komen wanneer 01 < 82 en ook wanneer 
Y,> 0i. Weten we echter reeds van te voren, dat alleen ~ ~ ~ 
kan optreden, zodat ~> 0~ zeker niet juist is, dan kunnen we 
een eenzijdige toets gebruiken; het kritieke gebied zal dan al-
leen uit kleine waarden van n, bestaan. (Is alleen (J, ~ 6z moge-
lijk, dan wordt het kritieke gebied uit grote waarden van 721 ge-
vormd.) Het gebruik van een eenzijdige toets is ook dan gerecht-
vaardigd, indien het voor het onderzoek uitsluitend van belang 
is na te gaan of 81 < BJ. , terwijl 81 = 6'.t en f:11 > &.t voor de on-
derzoeker (en voor de te nemen beslissing) op hetzelfde neerko-
men. Men toets t dan eigenli jk de hypo these &, ~ 6- l.. tegen f)-1 < 6l_ 
en doet dit met een linker-eenzijdig kritiek gebied. 
In tabel I zijn linkereenzijdige kritieke gebieden opgege-
ven. De rechtseenzijdige kritieke waarden (voor toetsing van 
Ht, : 0, ~ &1. tegen tJ, > 1 ) zijn in deze tabel te vinden door ver-
wisseling van~, en ?ii of door de in de tabel opgegeven waarden 
van 1n af te trekken. 
Ook bij tweezijdige toetsing kan de tabel gebruikt worden. 
De kritieke zone bestaat dan uit het opgegeven gebied en het over-
eenkomstige gebied van hoge waarden. In dit laatste geval moeten 
2) Zie voor de algemene gang van zaken bij het toetsen van hypo-
thesen: memorandum S 47 (M 6), dat aan het einde van dit rap-
port is bijgevoegd. 
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de opgegeven onbetrouwbaarheidsdrempels verdubbeld worden. 
Voorbeeld. Stel we willen ~ ( &, ~ 11) toetsen tegen fJ, < &.t 
en vinden in de steekproeven respectievelijk 'Jz, = 6 en ?2-t= 14 
exemplaren van de desbetreffende soort. Hierbij is dus 'll. 1 -:-?2,:1. :::: 
.,,, 17L = 20. In tabel I vinden we dan dat bij m-= 20 en onbetrouw-
baarheidsdrempe1 C<:= 0,05 de kritieke waarde voor n.1 :::::; 6 is. 
D.w.z. dat, indien de nulhypothese 6✓ :: &i.. ~ is, de kans om 
voor n1 een waarde ~ 6 te vinden hoogstens 0,05 is, vinden we 
een dergelj_jke 11 onwaarschijnJ.ijke 11 waarde van nd dan zullen we 
de nulhypothese verwerpen ten gunste van ~<A; zoals eens in 
,,. 
ons voorbeeld. Kiezen we echter als onbetrouwbaal'heidsdrempel 
o<.= 0.,025., dan bestaat het kritieke gebied uit wc1c:n ... den ?i,;; 5; 
in dit geval zullen we dus op grond van bovenstaande steekproe-
ven niet tot verwerping van de hypothese &1 "' 6'.z overgaan, Voor 
tweezijdige toe ts ing (/-Ir;,: &, == &2v tegen I}-,< IJz., en &, > ~ ) be-
st aat het kritieke gebied voor c< = 0,05 en ill= 20 uit waarden 
voor '12. : 2- 5 en ~ 20-5 =- 15 ( in tabel I de kolom onder ,o( == O, 025 
I 
gebruiken). Bij tweezijdige toetsing zou de nulhypothese volgens 
bovenstaande steekproeven en onbetrouwbaarheidsdrempel «== 0,05 
dus niet verworpen warden. 
Steekproeven van ongelijke omvang. Tot nu toe hebben we on-
dersteld dat de steekproeven beide uit evenveel exemplaren {;\I} 
bestaan. Is dit echter niet het gevaJ., bestaan dus de steekproe-
ven uit ~ resp. ~ exemplaren met 13/, .=f-. 11:f , dan l{::cm als ;1~ en 
;~ sterlc verschillen, de beschreven toets niet meer op n.1 en 1ii. 
worden toegepast. (De toets berust nl, op een binomiale verde-
ling met gelijke kansen~ terwijl nu een binomiale verdeling met 
kansen _!l_ en ;v,:~. gebruilct behoort te warden., of een benade-
~rM 1 ~ ~ 
ring hiervan; zie appendix, J L~.) Zijn k en /½_ echter groot en 
verschillen ze slechts weinig (bv. A;= 1000 en 11{ = 985), dan 
zal de fout., die gemaakt wordt wanneer we bovenstaande toets 
toch toepassen op 'h1 en 'Ji<-, slechts gering zijn. Op het geval van 
ongelijke steekproeven gaan we, behoudens nog enkele opmerkingen 
in de appendix, verder niet in. 
Enkele opmerkingen. 
1) De in deze paragraaf beschreven toets kan alleen gebruikt war-
den indien de kansen 61 en &.,_, klein zijn (b.v. <. 0,1) en N groat 
is. In andere gevallen is de in de appendix beschreven benadering 
van de binomiale verdelingen ( met kansen 0 en 1- ~ resp. 6~ en 
1-1) door een Poisson-verdeling niet goed meer en kunnen beter 
de gebruikelijke methoden der dubbele dichotomie (2 x 2-tabel) 
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gebruikt worden ( zie [1]) . 
2) Ook bij meer dan twee steekproeven kunnen methoden, zij het 
minder eenvoudige, voor de toctsing van de gelijkheid van kleine 
kansen worden ontwikkeld (zie b.v. [2]). 
3. De keuze van N. 
In deze p8ragraaf behandelen we de vraag naar de grootte 
van N , We behandelen hierbij alleen het geval /~ == l½' ::=: IV , 
daar 6e in paragraaf 2 beschreven toets alleen hiervoor geldt 
en claar dit bovenc1ien tot de minste waarnemingen leidt. Is A{ f/~ 
dan moet het totale aantal wa rnemingen, lt;-tll{ , groter zijn clan 
wanneer A; = 1' om dezelfde doel treffendheid te bereiken en di t 
wordt sterker naarmate /f"t en ;I{ meer verschillen. Men zal dus 
zo mogelijk even grate steekproeven nemen. 
In princj_pe berust de keuze van II/ in problemen als het 
onderhavige, op de wens de ongeli jkheid van cl; en t/. met mins tens 
een bepaalde leans te ontdeldcen; indien &, en 6lt bepaalde van 
elkaar verschillende waarden 1Jezitten. Deze kansJ/3, om tot ver 
werping van de getoets te hypothese, ~ = q , te lcomen, wordt het 
onderscheidingsvermogen van de toets genoemd en het gaat dus ei-
genlijk om kennis van dit onderscheidingsvermogen. 
Voor twee ~evallenJ nl. voor de eenzijdige toets met onbe-
trouwbaarheidsdrempel o( = O, 05 en voor de eenzijdige toets met 
~= 0,025 is het onderscheidingsvermogen berekend als functie van 
de alternatieve hypothesen. Voor tweezijdige toetsing is dit het 
onderscheiding[;vermogen bij respectievelijk o(= 0,10 en o(= 0 3 05. 
Bij andere onbetrouwbaarheidsdrempels verlopen de berekeningen 
volkomen analoog; grotere woarden van o( zullen tot een grater 
en kleinere waarden van« tot een kleiner onderscheidingsvermo-
gen bij dezelfGe alternatieve hypothese leiden. 
Het blijkt dat het onderscheidingsvermogen~ bepaald wordt 
door de grootheden: I 
( 3) 
waarin N de (nog te kiezen) omvang van de steekproeven is. Ver-
der blijkt het nuttig de grootheid: 
/:: e!!:_? (J.,_ ;:; /Al-), 
01 .,M,I 
(4) 
in te voeren. De in de appendix (paragraaf 5) beschreven bereke-
ningen voeren tot de in de f1guren 1a en 1b samengevatte numerie-
ke resultaten. In deze figuren is het onderscheidingsvermogen 4 3 
I I bij gegeven k. uitgezet als functie van/',. 
- 5 ... 
Bet gebruik van de figuren voor de bepaling van N is het 
eenvoudigste te beschrijven aan de hand van een voorbeeld. 
Voorbeeld. We onderstellen dat vroegere ervaring of een 
vooronderzoek geleerd hebben, dat de fracties &1 en 61 van de 
orde 0,01 zijn en dat men nu met kans 0,90 wil kunnen onderschei-
den tuss en fracties &, = 0, 02 en 6'-t. = 0, 005. Is al van te voren 
bel-rnnd welke van de twee stee1cproeven bij de grootste fractie 
zal horen, indien deze ongeliJk zijn (dus welke bodemlaag in 
dat geval de grootste fractie stuifmeelkorrels van de soort A 
bezit), dan toetsen we eenzijdig (zie J 2). Toetsen we met 
«-= 0.,05, dan moet dus figuur 1b met le::- ~; =- g;gg5 = { gebruikt 
worden. Uit deze figuur lezen we dan af, dat om een onderschei-
dingsvermogen /'2 = O, 90 te bereilcen bij K = {, ,/_µ,,1 minstens onge-
veer 18 moet bedragen. 
Volgens (3) moet dan 
zijn. 
18 
= 900 0,02 
Is niet van te voren bekend bij welke laag de grootste 
fractie korrels van de bepaalde soort behoort, dan moet er twee-
zijdig getoetst word.en. Voor dezelfde onbetrouwbaarheidsdrempel 
= 0,05, moeten we nu figuur 1~ gebruiken. Bij k= J vinden 
we dan bi j /-2 = O, 90: ~ ~ 23 dus 
1150. 
Opmerkingen, 
1) De figuren bezitten geen grate nauwkeurigheid~ daar de krom~ 
men eenvoudig als vloeiende 11jnen door enkele, verdikt weerge-
geven, berekende punten getrokken zijn. Voor de toepassingen be-
hoeft echter het onderscheidingsvermogen in de regel niet met 
grote precisie bekend te ziJn. 
2) De berekening van het onderscheidingsvermogen geldt, evenals 
de toepasbaarheid van de toe ts, alleen indien ~ en 6i_ klein 
zijn. Voor grotere & 'sis het onderscheidingsvermogen van de 
toetsing met de methode der dubbele dichotomie benaderd door 
Prof. Dr D.van DANTZIG [3] en P.B.PATNAIK [4]. 
.. 
.. 
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Appendix. 
4. Afleiding van de toets. 
Is de kans om uit een populatie van exemplaren (b.v. een 
bodemlaag met stuifmeelkorrels) een exemplaar van een bepaalde 
soort Ate trekken & , dan wordt de kans, dat men in een steek-
proef van N exemplaren er 72. van soort /J aantreft, gegeven door 
de binomiale verdeling: 
3) 
Bij vergelijking van twee steekproeven uit verschillende 
collecties zullen we de kansen op~ aangeven met ~1 resp.~, 
de aantallen A--exemplaren in de steekproeven met n, resp. 12.-t • 
De hypothese ~, die we willen toetsen, luidt dan: &,=&~. 
Het feit dat de kansen & in de binomiale verdeling klein 
zijn bij de door ons bekeken gevallen, maakt een benadering 
door middel van Poisson-verdelingen mogelijk, temeer daar men 
grate steekproeven zal moeten nemen om nog een redelijke kans 
te hebben verschillen tussen twee kleine kansen te ontdekken 
(zie paragraaf 3 en 5) • 
De Poisson-benadering van de binomiale verdeling ontstaat 
door de limiet van de binomiale verdeling te nemen voor N➔ oo, 
waarbij tegelijkertijd () zodanig naar nul gaat, dat /Vt) tot een 
constant getal,/a., nadert. Voor alle gehele waarden van n ~ O 
wordt dan de kans op n A-exemplaren bij benadering gegeven door: 
(Poisson-verdeling) 
In ans geval is dus voor de eerste steekproef: 
( 5) 
-11/B, -n. 
-e,_ (~#1) I 
..-n, / 
3) Een stochastische grootheid, d.i. een grootheidj die geen vas-
te waarde bezit maar aan een waarschijnlijkheidsverdeling on-
derworpen is, geven we aan door een onderstreepte letter; -'7l 
b.v. is hier het aantal exemplaren A in een te nemen steek-
proef. Een door~ aang~nomen waarde (in ~~n bepaalde steekproef 
geven we aan door 72 zonder anders treping. ?[ ~::: ?J.J betekent: 
de kans, dat de stochastische grootheid ! de waarde n aan-
neemt. 
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en voor de tweede steekproef: 
(6) 
- ;J;_ 61-<, / /I)?}). DL'" - ?'2 -7 - e_ l ft;. {7). 
I 12,.- -,,,_)-
~ .//2, I 
,<,- ' 
Daar 1;. 1 en n,. onderling onafhankelijk verdeeld zijn, wordt 
de kans op een waarnemingsresultaat (n,J ~) gegeven door: 
De voorw aarde 1 i jke kans op ( n, , 112-. ) onder de voorwaarde ~r!!-2 
is dan: 
? [ ?!_1 .:= 72 1 ;, ~ S! = /J,,_ ! 12 n 1-- ~,! ::;- ?n-J ::: l1 [?? I :::- ?t I 
p:.. '!!.' ::- ?i-1] . rl ?!: .z = 'll,1 J 
7' [ ,721 -r ?l..z.. =:: -?-n..] 
- - -
12 9 = m -?2;7 = 
I-~ ::J 
Nu heeft de som van twee Poisson-verdeelde grootheden weer 
een Poisson-verdeling metals parameter de som van hun parame-
ters; dus: 
(7) 
zodat: 
(8) 
( 9) 
en als we uitgaan van steekproeven met gelijke omvang(Af=-).:f=-l'J!,/ 
dan wordt dit nog vereenvoudigd tot: 
(10) 
dus een binomiale verdeling met gelijke kansen. 
Bij iedere waarde van mis nu met behulp van deze binomiale 
verdeling een kritiek gebied voor ~1 met gegeven onbetrouwbaar-
heidsdrempel £l( te bepalen ( zie voor deze en dergelijke in de 
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toetsingstheorie gebruikelijlce termen~ memorandum S 47 (M 6)). 
Is de verdeling van de toetsingsgrootheidi 'l2;, discreet (d.w,z. 
dat ~ slechts discrete waarden kan aannemen), dan is het in 
het algemeen niet mogelijk het kri tieke gebied Z..,..,., zo te kiezen, 
dat de onbetrouwb~arheid precies d wordt. Gewoonlijk wordt dan 
voor Z-1n. het grootste gebied gelrnzen, waarvoor nog geldt: 
('1'1) 
In dit rapport zullen wed de onbetrouwbaarheidsdrempel blijven 
7:) T 7 /'L/ -7 
noemen en voor de waarde van IL '?!-/ ~ "':;,, nt>_) de naam voorwaarde-
lijke ( onder voorwaarde !!/l-!},2."" m.. ) onbetrouwbaarheid en het 
symbool q,.,,• gebruiken. De onvoorwaardelijke onbetrouwbaarheid 
geven we dan met a.. aan: 
(De onbetrouwbErnrheid c<t> hangt dus oak af van #; en /~, zie ( 7).) 
Worden de kritieke gebieden L_7 7n zo gekozen 3 dat ze aan (1'1) vol-
doen3 dan blijkt de onvoorwaardelijke onbetrouwbaarheid a 0 be-
langrijk kleiner dan d te zijn voor de meest voorkomende waar-
den van 'Ir;, ( m-<100). Door een iets gewijzigde keuze van de kri-
tieke zones Z is het nu mogelijk de onbetrouwbaarheidsdrempel 
?>,.. 
~ beter te benaderen (en hierdoor het onderscheidingsvermogen 
van de toets te vergroten; zie j 5). We kiezen dan nl. bij iede-
re 1n 2 zo .. dat o< de onbetrouwbaarheidsdrempel c( het beste 
' ~ , ~d 
benadert; waarbij nu dus in een aantal gevallen wel dmo>~ kan 
warden. Dit komt er op neer dat aan een aantal kritieke gebieden 
Lm een waarde van nl wordt toegevoegd ( nl, als c('mt> zeer vee 1 
kleiner dan ~was). Enkele van deze gevallen zijn in tabel II 
vermeld. 
Tabel II 
Vergelijking van het kritielce gebied, z'n,) ~ nl volgens oude 
en volgens nieuwe methode bepaald (zie tekst) 
linkseenzijdige toetsing tweezijdige toetsing 
m 
oude methode nieuwe methode oude methode nieuwe methode 
c('mo £; <X = 0;05 o( -:::,,: 0( = 0,05 es(;,,,,~ §: ex.. = 0;05 O(mo "==: o( = 0;05 ,,,,,,, 
:z..,, o(,,,, (> z,,., o( ?'no -,. Z,.,, o(>no .L.,,,., o('>ho 
7 0 0,008 <'.., 1 0:,063 0; 7 0,016 O; 7 0,016 
8 <'.., '1 0;035 l. '1 0;035 O; 8 0;008 ~ 1; :,. 7 0;070 :-:,. 
-
10 ~ 1 0;011 <.. 2 0.i055 § 1; ~ 9 0;022 ~ 1 ; ~ 9 0,022 
'1 '1 ~ 2 0;033 <'.. 2 0.,033 ~ 1; ~10 0;0'12 ~ 2; '::> 9 0,065 
32 k10 0;025 i11 0,055 £:: 9. ~0 3 - j - L 0,020 i10; ~ 22 0;050 
~-1 §1~ 0,030 ~15 0;059 fi'lJ;;:28 0,028 <'.'. 1 )J_ 0 ,::=, I ) ;. 27 0;060 
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De kri tieke gebieden voor !_!, i welke voor tn = 1 tot 100 in 
tabel I zijn opgegeven, zijn volgens dit laatste voorschrift ge-
kozen O Voor een a ant al waarden van ,,_.a1 (=,,fl I; = #'~ onder f 1~ ) 
werd de onvoorwaardelijke onbetrouwbaarheid «,, berekend ( zie 
tabel IV,§ 5); deze bleek steeds kleiner dan de onbetrouwbaar-
heidsdrempel ~ te zijn. Ter vergelijking is in tabel III voor 
enkele waarden van (N~/_,,,u.1 de onbetrouwbaarheid db bij gebruik 
van kritieke zones volgens (11) opgegeven. 
Tabel III 
Onbetrouwbaarheid ac1> van de toets met kri tieke zones volgens ( 11) 
/. I ' 
eenzijdige toetsing 
(/ f /( / .... U-; onbetrouwbaarheidsdrempel 
/ 
o( 0,025 o( = 0,05 = 
5 0.:,005 0,012 
10 0;011 0,023 
15 0;,014 0,030 
30 0,015 0,036 
Vergelijken we dit met de overeenkomstige waarden uit tabel IVs 
dan zien we dat de gewijzigde zones een veel betere benadering 
van« gevenJ terwijl de verwachting gerechtvaardigd is, dat de 
onbetrouwbaarheid «p ook voor andere waarden van/)~, slechts wei-
nig van de onbetrouwbaarheidsdrempel oe zal verschillen. Op deze 
manier is dus bij dezelfde onbetrouwbaarheidsdrempel het kritie-
ke gebied en daarmee het onderscheidingsvermogen vergroot. (on-
der de nulhypothese, waaronder we '(, berekenen; is , .... lt.1 :=.;.P.l dus 
I ,, 
I<= 1; in de 1e koJ.om van. tabel III staat dus de waarde van ~,.k1 , 
Om in overeenstemming met tabel IV te blijven, is dit toch met 
( 1-r~/,.u,, a angegeven,) 
Is Aj f ✓~ dan geldt voor de toetsingsgrootheid uitdrukking 
( 9); di t is d.us een binomiale verdeling met als leans en iv1A-'A en 
Ai d' b 'd . ' h t " t ' 1 1 • ;;--,;;- ; ie ei e ui·c e waarnemingsma eriaa oekend zijn, Bij 
IV/1'lrJ. 
de bepaling van de kritieke gebieden moeten dus tabellen van de-
ze verdelingen gebruikt warden. Zijn deze niet beschikbaar; dan 
kan,wanneer JV; en A,:i niet veel uiteenlopenJ toch op n 1 en 711. de 
beschreven toets warden toegepast. Zijn ~ en~ wel sterk ver-
h O 11 d ' d '' " 1'i /Y-1. sc l en 2 is .us een van ae leans.en _'..-. en ,,.7 --;;; klein dan /Y,, f-/Y.t. /'/ i-tY:l J 
kan de verdeling (9) beter met een Poisson-verdelingJ zoals we 
in het begin van deze paragraaf bespraken, warden benaderd. Wii 
gaan op deze kwesties niet naGer in; zij warden uitvoerig bespro-
ken in [1], 
5. Berekening van het onderscheidingsvermogen. 
Zoals reeds in paragracf 3 werd vermeld, is 
dingsvermogen alleen berekend voor het geval A;.::: 
len beginnen met een wat preciezere definitie: 
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het onderschei-
/t/, = 11! . We zul-
.-:: 
Bet onderscheidingsvermogen, /3 , van een toets ten opzichte 
van een alternatieve hypotheseJ welke bepaalde ongelijke waar-
den ~ an &1 en 6'.1. toekent, is de 1rnns op een juis t·e bes liss ing. 
D.w.z. bij eenzijdige toetsing is 1£ de kans dat de toetsings-
grootheid een waarde in het kritieke gebied aanneemt, indien 
deze bepaalde alternatieve hypothese juist is; bij tweezijdige 
toetsing.is ~ de kans dat de toetsingsgrootheid een waarde aan-
/ 
neemt van dat deel van de twee waaruit het kritieke gebied be-
st aat, da t tot een juis te cone lus ie omtren t 6J; en 6'-:. leidt. B, v. : 
is de al ternatieve hypo these ~ == O, 02 en ~ == O, 005 dan is /.J 
de kans, dat n1 in het rechter deel van het kritieke gebied zal 
liggen, berekend onder deze hypothese, zodat de toets tot ver-
werping van h~ (/19; .::: c.4.ij ten gunste van 61 > ~ za1 leiden. 
Uit deze definities van het onderscheidingsvermogen volgt 
dat /,g bij tweezijdige toet:::,lng met onbetrouwbaarheidsdrempel cC 
gelijk is aan;3 bij eenzijdige toetsing met onbetrouwbaarheids-
1 
drempel ½Q', 
Het onderscheidingsvermogen zal afhangen van fl;, t9:.. en /11 en 
wel zoals zal blijken van de waarden van A; .q en 11.(~, Bovendien 
zal het onderscheidingsvermogen afhangen van de waarde van~, 
die immers de grootte van het kritieke gebied bepaalt: bij een 
kleinere waarde van« zal een kleinere waarde van.~ behoren. 
/ 
De nu volgende afleiding van het onderscheidingsvermogen is 
ook te vinden bij J.PRZYBOROWSKI en H.WILENSKI[5]., die 1,3 be .. 
rekenden voor dezelfde toets, maar gebaseerd op kritieke gebie-
den welke aan (11) voldoen (zie paragraaf 4), waardoor/r3 dus 
kleiner wordt dan bij de hier gevolgde methode. 
Evenals in paragraaf 3, defini~ren we: 
( 12) {A-I: ,.flt', ; .-UJ ~ /// 6), / ,,.... ,(. 
De voorwaardelijke 
mingsresultaat ( ,n,) 121. I 
,. 
I &~ 
.i IC:::: 7J; 
kans ( voorwaarde ?!2= ?n. ) op een waarne-
( zie (8))., gaat hierdoor over in 
een binomiale verdeling met kansen I en Is__ Door sommatie N--k. ;; ,4 • 
van deze kansen ? [ ::_1 = ?i,) ::,i -== 0i- - ?i,] over het voorwaarde li jke 
kritieke gebied Z, vinden we het voorwaardelijk onderscheidings-
,.,, 
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vermogen;:t . Het onvoorwaarc~elijke onderscheidingsvermogen ;'3 
is dan: 
(13) 
waarin volgens (7) en (12): 
- / /,J-k/.,., ... , 1 j-171 
P[ ! e. ,... I /H-k/t,l; 
rJ.!2::: ,,.~ = ---------
.r7n. / 
geldt ( een Poisson~verdeling met parameter (11-k)_/t, 1 ) , De groot .. 
heden /1,l' en k zijn hierin door de al ternatieve hypothese en /// 
bepaald, 
Met behulp van tabellen van de Poisson-verdeling en van 
binomiale verdelingen met ongelijke kansen ( zie [6 J en [7]) is 
nu bi ;J gegeven _.,u1 ., k en o< het onderscheidingsvermogen numeriek 
te bepalen. De resultaten ziJn verzameld in tabel IV. 
'l'abel IV 
Onderscheidingsvermogen 1g van de toets voor gelijkheid van klei-
,. 
;ne kansen 
eenzijdige toetsing., o( = 0.,025 (tweezijdige toetsing oc'.. = 0.,05) 
onbe-
trouw-• k = 2/3 k = 1/2 k = 1/3 k = 1/4 k = 1/5 
baar-·• 
f,< l)1u1 heid 
o( (J /l1 /3 /(.{! ,'3 ,,...fa, /j ,,)f; /3 ,,.--t(.1 /3 I I 
5 0,012 3 0.,03 3,33 0,07 3,75 0,13 4 0.,18 4.,167 0, 2~ 
10 0,020 6 0,08 6.,67 0,16 7,50 O.,Jc 8 0;46 8,33 0,55 
15 0,023 9 0,11 10,00 0,24 11;25 o, i.J.E 12 0,65 12,50 O 7r::: 
' -
20 0.,023 12 O, 13 '13,33 0,31 15,00 O ,61 16 0,78 16,67 o.986 
25 0,022 15 0,15 16.167 0;38 '18, 75 0,7C 20 o,86 20,83 o,9c 
30 0.,022 18 0, 18 20,00 o,44 22,50 0,78 24 0,91 25,00 0,95 
35 0,023 21 0,21 23.,33 0,51 26, 25 o,84 28 0,94 29,17 0,97 
40 0,024 24 0,23 26,67 0,57 30,00 o,89 32 0,96 33,33 0.998 
45 O, 02~- 27 o, 26 30,00 0,63 33;75 o, 9c 36 0,97 37.,50 0.998 
50 0,024 30 0.:, 29 33,33 o.,68 37,50 0.:,94 4o 0.998 ~-1,67 0,98 
eenzijdige toetsing o< = 0,05 (tweezijdige toe ts i ng o< = O, 1 O) 
onbe-
trouw- k = 2/3 k = 1/2 k = 1/3 k :::: 1/4 k = 1/5 
{N(01 baar-heid 
.ct(> _,« I 
' 
/S ,/NI /"' ,.,., .. .(,? J /3 ,,.,u~ //:,, ,,.--·/4 r ,,..··'el 
5 0,030 3 0,07 3,33 0,13 3;75 0.922 4 0,29 4,167 0,35 
10 0,042 6 0,13 9,67 0,25 7,50 o.,45 8 0,59 8,33 0,67 
15 0,047 9 O, 18 10,00 0,36 11,25 0,62 12 0,77 12,50 o,84 
'¾' 
- 1'2..-
). C: .l/3 i /r; ::: ~').. r ); .:: I/. )-.,. ;'.,~ k :=; 'Is 13 
(; 1- ). J/''- I r:x C, ,.. __ 
.. u, I ,...--·s 
,ft' I l/2 , ,(,t I / ... :3 I /UI /.--; . / I ......... 6 /,/,LI 
·-· 
o,44 16 10,87 16,67 0,92 20 0,047 12 0,22 13.:133 15.:100 0,73 
25 0.,046 15 0,24 16,67 0,51 18,75 0,81 20 0,92 20,83 0.,95 
30 0.,046 18 0.928 20,00 0.,57 22,50 o.,86 21+ 0.,95 25.,00 0,97 
35 0,047 21 0,31 ;23, 33 0.,63 26, 25 0,90 2n 0 0.,96 29,17 0,98 
: 
40 0,048 24 0,34 26,67 0,69 30,00 0;93 - .. - -
45 0,048 27 0,37 30,00 0,73 ·- -· .. - - -
50 0,049 30 0, ~-0 33 J 33. o, 77 - - - ·- - -
• ·-
De berekeningen werden uitgevoerd voorc:< = 0,05 end= 
= 0,025 bij ~~nzijdige toetsing (voor tweezijdige toetsing komt 
dit dus overeen met o( = 0, 10 en o( = 0, 05) . 
I 
De sommat ie over m ( zie ( 13)) is niet ui tges trekt tot he le 
grote en kleine waarden van m, maar zodanig afge broken clat de 
som van 7>[ ?!>=7:J voor alle nlet gebruikte waarden van m kleiner 
dan 0,015 is. Het gevonden onderscheidingsvermogen kan dus hoog-
stens 0,015 kleiner dan de we1·l{elijke waarde zijn (/~ < / voor 
alle m ) , afgezien natuurlijlc van fouten, die het gevolg zijn 
van de benadering van een binomiale verdeling door een Poisson-
verdeling, die we in het begin van paragraaf 4 uitvoerden. 
0pmerking. 
Een gebruikelijke definitie van het onderscheidingsvermogen 
luidt: /:3 is de kans dat h~ verworpen wordt, indien een gegeven 
alternatieve hypothese juist is. Dat wil dus zeggen: de kans 
dat de toetsingsgrootheid in het kritieke gebied valt, berekend 
ender de alternatieve hypothese. Bij tweezijdige toetsing zou 
dan ook dat deel van de kritielce zoneJ dat tot een verkeerde 
conclusie omtrent de alternatieve hypothese zou leiden, een bij-
drage tot het onderscheidingsvermogen leveren. Liever defini~ren 
we dan ook .1-8 alr3 de kans om ~ te verwerpen ten gunste van een 
I 
juiste beslissing. 
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Tabel I 
Kritieke waarden van de linkseenzijdige toets voor gelijkheid 
van kleine kansen 
m 
onbetrouwbaarheidsdrempel m onbetrouwbaarneidsdrempel 0,005 0.,01 0.,025 0.05 0,005 0,01 0.025 0J05 
1 - .. - .. 51 16 17 18 19 
2 - - - - 52 16 17 18 20 
3 - - - - 53 17 18 19 20 
4 
- - -
0 54 17 18 19 20 
5 - - 0 0 55 17 18 20 21 
6 - 0 0 0 56 18 19 20 21 
7 0 0 0 1 57 18 19 21 22 
8 0 0 1 1 58 19 20 21 22 
9 0 0 1 1 59 19 20 21 23 
10 0 1 1 2 60 20 20 22 23 
11 1 1 2 2 61 20 21 22 24 
12 1 1 2 3 62 20 21 23 24 
13 .1 2 2 3 63 21 22 23 24 
14 2 2 3 3 64 21 22 24 25 
15 2 2 3 ~- 65 22 23 24 25 
16 2 3 4 L~ 66 22 23 25 26 
17 3 3 4 5 67 22 23 25 26 
18 3 4 4 5 68 23 24 25 27 
19 3 4 5 5 69 23 24 26 27 
20 4 4 5 6 70 24 25 26 28 
21 4 5 5 6 71 24 25 27 28 
22 4 5 6 7 72 25 26 27 28 
23 5 5 6 7 73 25 26 28 29 
24 5 6 7 7 74 25 26 28 29 
25 6 6 7 8 75 26 27 28 30 
26 6 7 7 8 76 26 27 29 30 
27 6 7 8 9 77 27 28 29 31 
28 7 7 8 9 78 27 28 30 31 
29 7 8 9 9 79 28 29 30 32 
30 7 8 9 10 80 28 29 31 32 
31 8 8 9 10 81 28 30 31 33 
32 8 9 10 11 82 29 30 32 33 
33 9 9 10 11 83 29 30 32 33 
34 9 10 11 12 84 30 31 32 34 
§g 9 10 11 12 85 30 31 33 34 10 10 12 13 86 31 32 33 35 
37 10 11 12 13 87 31 32 34 35 
38 11 11 12 13 88 31 33 34 36 
~6 11 12 13 1L~ 89 32 33 35 36 11 12 13 1L(. 90 32 33 35 37 
41 12 13 14 15 91 33 34 36 37 42 12 13 14 15 92 33 34 36 38 
tt~ 13 13 15 16 93 34 35 37 38 13 14 15 16 94 34 35 37 38 
45 13. 14 15 16 £15 34 36 37 39 46 14 15 16 17 96 35 36 38 39 47 14 15 16 17 97 35 37 38 4o 48 15 15 17 18 98 36 37 39 40 49 15 16 17 18 99 36 37 39 L~1 50 15 16 18 19 100 37 38 4o 41 
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S47(M6) 
Al ·emene gang van zaken bij het 
_!}ypothese. 
De toetsing van een hypothese c.t!f; 
toetsen van een 
1) 
berust steeds op een aan-
tal waarnemingen-21 ,.x.z , ••. ,~van een of meer stochastische 
gr•oth,~ ~en2 ), of op enige groepen van waarnemingen (bv. twee 
steekproeven). 
Bij een toets behoort een toetsingsgrootheid /:f (soms meer 
dan een), die een functie is van bovengenoemde stochastische 
grootheden en die, voor de waargenomen waarden :t; ; .i;_ , ••• , ~,, .. 
een w~arde aanneemt, die bereke nd kan word en (bv.:: het ge mid-
delde der waarnemingen, of de spreiding, ~f het verschil van 
de gemiddelden van twee waarnemingen). 
De toetsingsgrootheid wordt steeds zo gekezenf dat men 9 o:) 
grond van de onderstelling, date~ juist is, de waarschijnlijYs- --" 
heidsverdeling van deze grootheid kan berekenen. 
Vervolgens kiest men een verzameling Z van mogelijke uit-
komsten van~ , en wel op zodanige wijze, dat de kans 9 dat ~ 
een in Z geleg '.'1 waarde aanneemt, onder de hypothese <--It~) 9 gelijk 
is aan een gegeven getal cl , zedat Z dus van Ct".- afhankelijk is ! 
Z heet d,· kritieke z'one van de toets, a de onbetrouwbaarheids-
drempel (~ngels~ level of significance)~ Voor a1 neemt men 
veelal de waarde 0 1 05 ~f 0,01. 
Men verwerpt .nu cbt,' op grond van de waarne mingen x,, 7 .z2.- , 
••• 9 2:,,1 , indien de bi,4 deze waarne rninge n behorend e waarde 
van u in Z ligt. Dit wordt vaak uitgedrukt door te zeggen, 
d.at het resultaat van het experiment "significant" is. De waar-
tle van d meet dan echter warden vermeld. De kans, dat dit zal 
,j/1 
gebeuren, is, indien dJto j uist is, ge lij k aan. Oi'. Derhal ve is 
~ de kans op ten onrechte verwerping van de juiste hypothese, 
••k de kans op een fout van de eerste soort genoemd. Indien 
rre.n deze method~ toepast, met ci = r,05 resp. O,Ol, zal men in 
gemiddeld ongeveer een op 20 resp. op 100 van de gevallen, 
.!Y.§-arin_de_h;,!_I:Othese die men toetst juist is 9 deze toch verwerpun. 
I 
1) Di t memorandum is slechts bedceld ter orientatie en strecft 
niet naar v olledighe id of volledige exact he id. 
2) Een stochastische grootheid is een grootheid 1 die een 
waarschijnlijJ-::} :idsverdeling bezit 9 of 9 anders gezegd~ een groot-
heid, di(; voor a e elementen van een collect ie ( universurn, .£_££Ula--
tie) gee nfinieerd is en daarop a llerle i waarden aanneernt. Sto-
ch/}stisch,J ,·groo-th~dc:11 ~ro:;_-•u.011 aan6 ogev0n door onclerstr.Gcnte 
- ,·-··-- ,. ••.• -- I: --• 
letters. 
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De t oetsingstheori1;c biedt in het algcmeen geen wo,3o lijk··· 
heid om tot aanvaarding van een hvpotheso te komen. Indien 
een bepaalde hypothese cYt; niet verworpen kan worden, is dit 
ge,,,o-;;-:l~.jk met een helc v-:::::rzamc li:ng v:::..h h~rpothesen t::,;:lij:;: 
bet geval. Niet-verwcrpcn staat dus niet C81ijk met aanvaarden. 
Wel znl men vaak in de.loop van een statistischo anr:tlyse 
be.:raaln.e onderstelliYJp,.,n 9 dii:, plausibel schijnen en voor de 
verdere analyse van nut zijn, tcotEosn, alvo:rcns ze: bij dr::; 
verder8 bewerking van het mdt,;.r:L8a.l t.a gebruiken. Worden zij 
dan op grond van de toets niet verworpen, dan houdt dit in zo 
verre een rechtvaardiging van die onderstellingen in 1 dat een 
grote afwijking door de toets veelal wel zou zijn ontdekt. 
Indien men dan verder de onderstellingen gebruikt, verwaarloost 
men eventueel aanwezige afwijkingen van onbekende grootte, 
die echter niet zo groot zijn 1 dat zij door de toets zijn 
ontdekt. 
Vele toe'- sen gelden ze lf alleen onder be paalde onderstel-
lingen omtrent de waarschijnlijkheidsverdelingen der stochas-
tischc grootheden 1 waarvan waarnemingen zijn verricht. Deze 
nevenvo:Jrwaarden dienen steeds uitdrukkeli:Jk1 te warden ver-
mcld en, zc rnoge 7 ijk, ZC::lf te worden getoetst. 
In plaats van de onbetrouwbaarheidsdrempel Or! wordt vaak 
.4 
bij de uitslag van een toetsing de overschrijdingskans ·*-op- -, 
gegevcn; di t is de kleinste waarde van a 9 waarbij in het 
,1 
betrok~rn n geval, nog cr1t v -rwf::rping van ~ zou zi jn overgegao.n; 
anders gezegd~ de kleinste d 1 wa::1rvoor de gevonden waarde 
der toetsingsgroothuid nog juist in de (_bij .x behorende) 
kritieke zone Z ligt. Wo.rdt dus de wa~rd:3_,:l_~&Q.g~ve!}_~Il... 
werkt men mGt onbetrouwbaarheidsdrernpel ol dan wordt 
.;.;..;;;-=:;.;;..;;.....;.;;;.~~,.:;:._;:;___c~::._.:.._.::;.:::;_._ -•·-··-··- - ·-··- .•... - ·-- ·•·-•· ··-··-------- 7 ···- ···-··-··•· --· . 
verworpen 9 jpd~el}_ ~'k ~ o{, is. 
Voor het onderscheid tussen een- en tweezijdige toetsing 
en de keuze tussen deze twee mogelijkheden vergclijke men bv. 
de tweede hieronder gegeven litteratuurplaats. Wij moeten hi8r' 
volstaan met de opmerking, dat eenzijdig<:) toetsing veelal 
tld 
ecrder tot verwerping van ~i,;leidt 9 rf19,ar dat deze slechts en-· 
de~ bi~zondere omst~ndigheden kan warden toegepast. 
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