Abstract. The job-shop scheduling problem (JSSP) is a typical scheduling problem, which belongs to NP-hard problem. This paper tries to solve the complex JSSP by translating it into Boolean Satisfiability Problem. Even though the representation of JSSP in SAT is not a new issue, the solution to the complex JSSP is still a difficult problem because of processing time too long. In this paper, we optimized the SAT encoding method, thus reducing the number of clauses and their processing efficiency in the solver. We used the Ft20 and ABZ8 problem to experiment, the results show that the optimized coding method can greatly improve the processing efficiency.
Introduction
Production scheduling system is a research hotspot in manufacturing system and one of the most difficult problems in theoretical research. The task of scheduling is to determine the processing path, time, machine and operation for each machining object according to the production objectives and constraints. Excellent scheduling strategy for improving the optimization of production systems, improving economic efficiency, has a great role [1] .
The JSSP is a typical scheduling problem, which is one of production scheduling system problems. It has been widely used in many fields [2] [3] [4] . The JSSP belong to NP-hard problem, and many researcher have studying it. Various approaches have been proposed for solving the problem. The related work mainly takes two methods to study: approximation method and exact method.
In the case of approximate solutions, many scholars have proposed many methods in recent years. Genetic Algorithm [5, 6] , estimation of distribution algorithm, discrete differential evolution algorithm, linear programming, dynamic programming, branch definition and other algorithm [7] [8] [9] [10] [11] , have been widely used in the JSSP.
The exact solution is mainly relevant to our works. At present, the researchers focus on solving the JSSP problem with SAT Crawford and Baker [12] gave a series of experiments applying satisfiability algorithms to solve scheduling problems. Koshimura and his team [13] used the encoding method proposed by Crawford and Baker, proved that the best known upper bounds 678 of ABZ9 and 884 ofconsidered in section 4. In section 5, we propose a data automatic analysis method, which can generate the Gantt chart to represent the solution. Finding an optimal feasible schedule is equivalent to finding an orientation E' that minimizes the longest path length in the related digraph.
Problem definition

SAT encoding
Each operation o consists of four basic elements: (1) a starting time s , (2) a processing time p , (3) a deadline time d ,(4) a ready time r . At the same time, we need to define several constraints: (1) If operation precedes , We can express it as , (3)Resource capacity constraints, written , state operation and conflict, because operation and require the same machine. Under all constraints, the time required to complete all the jobs is called as the makespan L . The objective of the JSSP is to determine the schedule which minimizes L .
We introduce two kinds of propositional variables:
• , it states that operation i starts at t or after.
• , it states that operation i ends at t or before. We translate the JSSP into a SAT problem by the Crawford encoding [4] . It includes constraints and coherence conditions coding. In the translation, we do a lot of optimization to improve the efficiency of coding operation. Scheduling constraints are then translated by:
1. 
3.
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We define the set of is U.
4.
Operation is not able to start before all previous operations end. It required at least . That is, starts at time t or later.
5.
In order to complete all the jobs by L , it is necessary for Operation to end by time t or before, .
In addition, it is also necessary to add a collection of "coherence conditions" on the introduced variables. In all conditions below, and are quantified over all relevant operations and t is quantified over all relevant times.
3.
It states that operation starts at or after t, it starts at or after t -1. In particular, the starting time of t is not 1, but
. That is because the ready times can be determined, will be always true, so they can be eliminated. This will reduce the number of clauses, thereby increasing the efficiency of the solver.
4.
This ensures that if ends by t, then it ends by t +1. In particular, the ending time of t is not L, but
. That is because the deadlines of each operation can be determined, If these times are known, the clauses in the codification that contain will be always true, so they can be eliminated. This will reduce the number of clauses, thereby increasing the efficiency of the solver.
5.
If starts at or after time t, then it cannot end before time . In particular, the ending time of t is not L, but . 6. If starts at or after t and follows , then can't start until is finished. In particular, is key. It is because it is focus of the different operating to establish the relationship, which is a strong connection. It produces clauses that accounts for the majority of all the clauses. After a lot of experiments we found that the is only related to those which appear in the constraint conditions.
Data for experiments
We need to convert the SAT code to the CNF formula and represent them in numbers. It is important that variables need to be represented by continuous numbers. Otherwise, the number of variables will increase when solver deal with them, thus affecting the efficiency of problem solving According to the previously proposed method, we tried to solve two open JSSPs: Ft20 and ABZ9. All experiments were conducted on the personal computer (CPU: Intel 2.60GHz, Memory: 4.00GB, OS: Ubuntu 14.04.5). We use the SAT solver MiniSAT2.2.0 to solve these problems.
In order to quickly get the critical value, we take the following method. 1. We estimate or use other fast algorithms for a smaller value N1and a larger one N2, and calculate it with Minisat. 2. If the result of N1 is no, the result of N2 is yes, then (N1+N2)/2 is assigned to N3, and calculate it with Minisat. 3. If the result of N3 is yes, repeat step 2. 4. If the result of N3 is no and the result of N3+1 is no also, then N2-1 is assigned to N3, and calculate it with Minisat. 5. If the result of N3 is no and the result of N3+1 is yes, then N3+1 is the optimized result. From Table I , we can see: the optimized of the Ft20 problem is 1096. But its L is 1096 plus i p (the last task of the processing time), isn't 1096.
Solving Ft20
Solving ABZ9
In addition, we succeeded to solve the problem of ABZ9. Table II shows the experimental results. The first columns show the size of the SAT instance. The second shows the number of propositional variables and the third shows the number of clauses in the corresponding SAT instance. As N increases, the size of SAT instances increases linearly, while the CPU time increases exponentially. This reflects NP-hardness of JSSP.
The only exception is the result of N=678, which is much easier than N=677. The main reason is that N=678 is satisfiable while N=677 is unsatisfiable. We finish solving N=678 when a truth assignment satisfying N=678 is found. Therefore, we should examine the whole search. ABZ9 problem solving is difficult, which was deducted on the cluster machine usually [3] . This paper greatly improves the efficiency of the operation by optimizing the coding method and research method. In table III, the comparison of the number of clauses produced is shown. At the same time, we deduct the code processing environment requirements from the cluster machine into the personal computer.
Conclusions
Compared with the traditional inexact solution algorithm, the SAT algorithm can find the optimal solution, which will play an extremely important role in improving the production efficiency. It can not only be used as a solution to the static scheduling problems, but also as the solution of the non-optimal solution performance comparison benchmark.
Although the SAT algorithm has been used to solve the Scheduling problem before, it takes a long time to get the solution because of the complexity of the problem. In this paper, based on the analysis of these solutions, we optimized the SAT coding. Experiments show that it is effective to optimize the coding. It not only reduces the time to get the solution, but also reduces the requirements for the computer.
Next, we will continue to optimize the coding and do some other jobs, trying to solve more complex problems, such as ABZ8, YN2, YN3, YN4, etc.
