The affine ring A of the affine Jacobian variety J(X)\Θ of a hyperelliptic curve of genus 3 is studied as a D module. A conjecture on the minimal D-free resolution previously proposed is proved in this case. As a by-product a linear basis of A is explicitly constructed in terms of derivatives of Klein's hyperelliptic ℘-functions. *
Introduction
Let X be a hyperelliptic curve of genus 3, J(X) the Jacobian of X, Θ the theta divisor, A the affine ring of J(X)\Θ and D the ring of holomorphic differential operators on J(X). The purpose of this paper is to determine the structure of A as a D-module.
In general, for Jacobians, the non-linear differential equations satisfied by elements of the affine ring are related with soliton equations [15, 4, 6] . However the corresponding equations for non-Jacobians are not known. The study of the D-module structure of the affine ring A of an abelian variety is important from this point of view, since the results for Jacobians and non-Jacobians can be compared in the same field.
In our previous paper [20] a conjecture on the D-free resolution of A is formulated in the case of hyperelliptic curves of arbitrary genus. Up to now the conjecture is verified only for the cases of genus 1 and 2. However those cases are contained in the generic case where the theta divisor is non-singular. In the case of a principally polarized abelian variety (J, Θ) with Θ being non-singular, the D-module structure of the affine ring is completely determined in [7] . Namely the minimal free resolution is explicitly constructed. In the present case of genus 3 the theta divisor has an isolated singular point. Thus it is the first case of the conjecture that is not contained in the generic one.
Filtrations are important when one studies D-modules. We introduce two filtrations on A, pole and KP-filtrations. The pole filtration is defined by the order of poles on Θ and it can be defined for other abelian varieties than Jacobians. To define KP-filtration we use Klein's hyperelliptic sigma function σ(u) = σ(u 1 , ..., u g ) [12, 13, 6, 18] . We consider Θ as the zero set of σ(u). Let
For n ≥ 2 ℘ i 1 ...in (u) is contained in A and conversely A is generated by {℘ i 1 ...in (u)} as a ring. Assign degree n j=1 (2i j − 1) to ℘ i 1 ...in (u) . Then the KP-filtration {A n } is defined by specifying A n to be the vector space generated by elements of degree at most n. The KP-filtration is specific to Jacobians and is related to integrable systems known as KP-hierarchy [8, 22] .
The KP-filtration seems to be a proper filtration to study the affine ring of a Jacobian. In fact the result on the character [20, 21] , which is the generating function of the dimensions of homogeneous components of the associated graded ring, with respect to the KP-filtration manifests a remarkable consistency with other results and constructions, such as the results on the cohomology groups of affine Jacobians [17] .
Nevertheless we use the pole filtration for the proof of the conjecture in the present case. There are three reasons for this. One is that the pole filtration can be localized and the sheaf cohomology arguments can be applied. In fact the local structure is inherited to the global structure and it plays a decisive role to determine the D-module structure of A. The second is that we are interested in describing explicitly a basis of abelian functions with poles of order at most n. This is for the sake of the application to finding explicit formulae among abelian functions, such as generalizations of FrobeniusStickelberger's formula [3, 6, 10, 9] . The third is the lack of the technical device to treat the KP-filtration. For example one can not define the corresponding filtration locally on J(X). It is important to develop intrinsic geometric understanding of the filtration for the further study.
Let A = ∪A(n) and A = ∪A n be the pole and the KP filtrations. Denote by gr P A and gr KP A the graded rings associated with the pole and KP filtrations respectively. They also become D-modules. We prove that gr P A is not finitely generated over D and analyze how it is not finitely generated. It is shown that the elements of A(n) is not contained in D (1) A(n − 1) but is contained in D (2) A(n − 1), where D (k) is the space of differential operators of order at most k. Namely some elements of A(n)/A(n − 1) are not obtained by differentiating once the elements of A(n − 1) but are obtained by differentiating twice and taking linear combinations. This phenomenon is a result of the existence of the singularity of the theta divisor. It gives us an insight, for more general cases, on what happens and what we should prove if Θ is singular. To establish such results we need to study the residue sheaves supported on the singular locus of the theta divisor [1, 23] . To this end we use the Taylor expansion of the sigma function. In fact one of the important properties of the sigma function is that the series expansion is known explicitly [3, 6, 18, 5] . The first term of the expansion is given by Schur function corresponding to the partition determined from the gap sequence at ∞ of X. In the present case the partition is (3, 2, 1) and the corresponding Schur function is
The zero set of S(u) has a simple singularity of type A 1 at the origin. Remarkably σ(u) is transformed to S(u) around the origin by taking a suitable local coordinate system. With the aid of the explicit form of the local defining equation we can analyze residue sheaves in detail. Then the differential property of A(n) mentioned above can be proved by taking cohomology. We can deduce from the results on gr P A that A is finitely generated over D although gr P A is not. Moreover generators can be taken as
Next we derive D-linear relations among derivatives of generators (1) and determine a linear basis of A. Finally we prove that the thus constructed basis gives a basis of gr KP A and consequently gr KP A is generated by elements (1) over D. Once this is established the conjectured D-free resolution of gr KP A and A are proved to be exact [20] . In this way we determine the D-module structure of A, C-basis of A, C-basis of gr KP A simultaneously. The present paper is organized in the following manner. In section 2 we review the definition and fundamental properties of the hyperelliptic sigma function following [6, 18] . The matrix construction of the affine hyperelliptic Jacobian is reviewed and the KP-filtration is introduced in section 3. In section 4 the conjecture of [20] is reviewed and the main result of this paper is given. The local differential structure of sheaves are studied by analyzing the local defining equation of the theta divisor near the singular point in section 5. In section 6 cohomology groups of sheaves with higher order poles are studied. It is shown that A is finitely generated and gr P A is not finitely generated over D. The explicit description of the cohomology group H 3 (J(X)\Θ, C) is reviewed in section 7. In section 8 the addition theorem of the genus 3 hyperelliptic sigma function due to H. F. Baker is reviewed and a basis of A(2) is determined in terms of the cohomology of J(X)\Θ given in the previous section. Bases of Abelian functions of lower order poles are studied in section 9-10. As a consequence it is shown that A is generated by representatives of H 3 (J(X)\Θ, C) given in section 7. In section 11 a linear basis of A is determined as a subset of derivatives of the generators given in section 10. Finally a basis of gr KP A is determined and the proof of the conjecture is given in section 12. In section 13 some remarks are given and remaining problems are discussed.
Sigma Function
In this section we recall the definition and fundamental properties of the hyperelliptic sigma function [6, 18] .
Consider the hyperelliptic curve defined by the equation
We assume that f (x) has no multiple roots. Let X be the corresponding compact Riemann surface of genus g and
a basis of holomorphic one forms on X. We consider the second kind differentials defined by
Being considered as elements of H 1 (X, C), {du i , dr i } forms a symplectic basis with respect to the intersection form •:
By specifying a symplectic basis of the homology group H 1 (X, Z) we define period matrices:
Due to the relation (2) Riemann's bilinear relations take the form
where I g is the g × g unit matrix.
Let p n (T ) be the polynomial of
For a partition λ = (λ 1 , ..., λ l ) define Schur function S λ (T ) by
3 ,
We assign degree −i to T i :
Then S λ (T ) is homogeneous of degree −|λ|, where |λ| = λ 1 + · · · + λ l . For each g ≥ 1 we associate the partition
A special property of this partition is that S λ(2,2g+1) (T ) is a polynomial of T 1 , T 3 , ..., T 2g−1 , that is, it does not depend on variables T 2i . Consider the variables u i , 1 ≤ i ≤ g and assign the degree as 
.
(ii) The expansion at the origin is of the form
where f d (u) is a homogeneous polynomial of degree d and the sum is over integers d
The sigma function is related to Riemann's theta function with the period matrix
where C is some constant specified by (ii) of Definition 1 (see [6] for the explicit formula for C). It follows from this formula that σ(u) is even or odd:
be the Jacobian variety of X and Θ the divisor defined by the zero set of σ(u):
Then J(X) and J ′ (X) are isomorphic by
The relation (5) signifies that Θ is transformed, by this isomorphism, to Θ ′ on J ′ (X) defined by
Thus Θ is isomorphic to the translate of the divisor defined by the zero set of Riemann's theta function with zero characteristic. We call Θ the theta divisor throughout this paper.
Affine Jacobian
In this section we review the matrix construction of the affine Jacobian variety J(X)\Θ and give a description of the generators of the affine ring in terms of the sigma function [15, 6] . Let L be the set of matrices of the form
We set a 1 = 0. We identify L with the affine space C 3g+1 by the map
It gives a set of equations for a i , b j , c k . Let L f be the set of elements of L satisfying (6).
does not have multiple roots, L f is an affine algebraic variety and is isomorphic to J(X)\Θ.
be the polynomial ring of 3g + 1 variables and I f the ideal generated by the coefficients of (6). Then
is the affine ring of L f . Notice that A f is generated by a i , b j since c k is expressed as a polynomial of a i , b j by (6) [20] . The affine ring of J(X)\Θ is isomorphic to the ring of meromorphic functions on J(X) with poles only on Θ. Meromorphic functions on J(X) are identified with those on C g that are periodic with respect to the lattice 2ω 1 Z g + 2ω 2 Z g . Such periodic functions can be constructed as logarithmic derivatives of the sigma function for example. Let
For n ≥ 2 ℘ i 1 ...in (u) becomes an element of the affine ring of J(X)\Θ. According to Theorem 1 a i , b j should be described as meromorphic functions on J(X). The result is known as [6] 
In the following we fix f (x) and denote A f simply by A. We introduce a filtration on A using the relation (7). Define a grading on A by
be the homogeneous decomposition of A and π : A → A the projection. We set
for n ≥ 0 and A n = 0 for n < 0. Obviously {A n } defines an increasing filtration of
A n which we call KP-filtration. Let gr KP A be the associated graded ring
Lemma 1 For n ≥ 2 and i 1 , ..., i n ∈ {1, ..., g} we have
To prove this lemma we first describe the action of ∂ i on a j , b k . The translation invariant vector field D i on J(X) is constructed in [15] . It gives
where all sums are over (i, j) satisfying
Due to the coefficient 4 of x 2g+1 in f (x) the coefficients in the right hand side of the above formulae are different from those in [15] . We have
In terms of ℘ i 1 ...in
Proof. The equation (10) is written as
Therefore it is sufficient to prove the following statement: if an invariant vector field
then D = 0. In fact (11) implies
where
has poles of order two on Θ. Since Θ is irreducible, Dσ/σ is holomorphic. Then
is holomorphic on J(X). Thus it is a constant. Since {1, ℘ ij |1 ≤ i ≤ j ≤ g } is linearly independent by Proposition 5, α i = 0 for any i. Thus Lemma 2 is proved.
Proof of Lemma 1
Since b 2 = −℘ 11 (u), we have
The formulae (9) shows that
The relation of σ(u) to the τ -function [8] of the KP-hierarchy [19, 11] implies that ℘ ij (u) is expressed as a homogeneous polynomial of ℘ 11 , ℘ 111 ,... of degree (2i − 1) + (2j − 1) modulo A 2(i+j)−3 , where the homogeneity is with respect to the degree deg ∂ i 1 ℘ 11 = i+2. Thus, by (12) and the obvious relation A m A n ⊂ A m+n , we have
we get the desired result.
In general, for a graded vector space S = ⊕ n S n , we define the character of S as the generating function of the dimensions of homogeneous components:
To give a formulae for the character of gr KP A we introduce the notation:
for a non-negative integer n.
Theorem 2 [20] ch(gr
In this paper we also consider another filtration on A, the pole filtration, defined as follows. For a ∈ A we denote by ord a the order of poles on Θ. Set
Then {A(n)} defines an increasing filtration on A. Notice that A(0) = A(1) = C. The graded ring associated with this filtration is denoted by gr P A:
It is obvious that the following relation holds:
4 Abelian Functions as a D-module
.., ∂ g ] be the ring of holomorphic differential operators on J(X). As observed in the previous section the affine ring A of J(X)\Θ becomes a D-module. The relations (12) and (14) imply that gr KP A and gr P A become also D-modules. In this section we recall the conjecture on the D-module structure of A and gr KP A proposed in [20] .
Let
be the vector space of dimension 2g with the basis {ǫ i , µ i }. Consider the two form
and set
We define a grading on V by assigning
Then ∧ k V for k ≥ 2 is naturally graded and deg ω = 0. Thus W k is also graded as the quotient of two graded spaces.
Define the map
and the map
We specify a grading on D by 
and defines the complex (
be the space of holomorphic one forms on J(X). We define the map
as follows. Let
We set
As a D-module A ⊗ ∧ g T * and A are isomorphic. For I = (i 1 , ..., i r ) ∈ {1, ..., g} r we use the notation like
We define
where P ∈ D, I = (i 1 , ..., i r ) ∈ {1, ..., g} r and J = (j r+1 , ..., j g ) ∈ {1, ..., g} g−r . The map ev can be written explicitly in terms of ζ ij . Let J c = (j 1 , ..., j r ) be defined such that j 1 < · · · < j r and {1, ..., g}\J = {j 1 , ..., j r }.
where sgn(J c , J) is the sign of the permutation (J c , J). Notice that (i; j) = ζ ij . Then we have
We also define the graded version ev gr of the map ev. To this end let us define a grading on T * by
, be the homogeneous decompositions. Notice that
We have
On the other hand a calculation shows that
Composing ev and the projection
Conjecture 1 [20] The map ev gr is surjective. In other words gr KP A is generated, as a D-module, by 1 ∈ gr
Corollary 1 [20] If the conjecture 1 is true, the following two complexes are exact and give D-free resolutions of gr KP A and A respectively:
For g = 1 the conjecture is obvious since {1, ℘(u), ℘ ′ (u), ...} is a linear basis of A. Here ℘(u) = ℘ 11 (u) is Weierstrass' sigma function. For g = 2 the conjecture follows from Example 9.2 in [7] .
In this paper we prove
Theorem 3
The conjecture 1 is true for g = 3.
Local Structure
From now no to the end of the paper we assume g = 3. In this case the only singularity of the divisor Θ is the point corresponding to (u 1 , u 2 , u 3 ) = (0, 0, 0), which we denote 0 ∈ J(X). For p ≥ 0, n ∈ Z, let Ω p be the sheaf of germs of holomorphic p-forms on J(X), Ω p (n) (n ≥ 0) the sheaf of germs of meromorphic p-forms on J(X) which have poles only on Θ of order at most n, Ω p (n) (n < 0) the sheaf of germs of holomorphic p-forms on J(X) which have zeros on Θ of order at least −n.
n be the kernel of this map. We have the exact sequence
We define the (graded version of) residue sheaf R 
Notice that the support of R p n is contained in {0}, since closed forms are exact at a non-singular point of Θ.
To prove the lemma we analyze the defining equation of Θ near the singular point.
Proposition 2 There exists a local coordinate system
Proof. Due to (ii) of Definition 1 σ(u) has the expansion of the form
Therefore σ(u) can be written as
where F d (u) is a homogeneous polynomial of degree d with respect to deg u i = 1 i = 1, 2, 3. We define x 1 , x 2 , x 3 by
where deg x i = 1 i = 1, 2, 3. Therefore one can find holomorphic functions G 1 , G 2 , G 3 near 0 and a constant c such that
and G i (0) = 0 for all i. Define the local coordinate (X 1 , X 2 , X 3 ) by
can be considered as a holomorphic function of X = (X 1 , X 2 , X 3 ) near 0 such that G(0) = 1. With respect to variables X we have
Take the local coordinates (z 1 , z 2 , z 3 ) as
we get
which completes the proof of the proposition.
Proof of Lemma 3
(i) The equation is easily proved at a non-singular point of Θ. Let us prove the equation at the singular point 0. Take a local coordinate (z 1 , z 2 , z 3 ) as in Proposition 2. Let
be a local section of gr n Ω 1 around 0. Notice that
for any holomorphic one form h around 0. Thus one can assume that a i is linear in z 3 :
Then the condition ds = 0 in gr n+1 Ω 2 is equivalent to the following equations:
for some holomorphic function b of (z 1 , z 2 ). Consequently
Notice that
since n ≥ 2.
(ii) By (18) we have
around 0. Then the map
gives an isomorphism.
(iii) The proof is easy and we leave it to the reader. 
Proof. (i) The assertion follows from
with a i being holomorphic functions at 0.
(ii) Let
be a local section of gr n Ω 2 at 0. Then ds = 0 in gr n+1 Ω 3 is equivalent to
It follows that there exists a holomorphic function b(z 1 , z 2 ) at 0 such that a 10 − a 31 z 1 = bz 2 , a 20 − a 31 z 2 = −bz 1 , and consequently
Then we have
is represented by forms of the form aϕ 2 n with a being holomorphic at 0. Notice that
where the index of z i should be read modulo 3. Thus R 2 n is represented by elements of Cϕ 2 n . Using
Since dΦ 2 n = 0 in gr n+1 Ω 3 , the map
is well defined.
Lemma 5 The map (5) is an isomorphism of O-modules.
Proof. The lemma follows from
6 Finite Generation of A over D
In this section we study the differential structure of the cohomology groups H 0 (J(X), gr n Ω p ) and prove that A is a finitely generated D-module.
We use the following vanishing theorem.
Theorem 4 (i) H
The assertion (i) is due to Mumford [14] and (ii), (iii) follows from it using the exact sequence
since Ω p is a free O module. By the definition
Due to (i) of Theorem 4 and (20) we have
Proof. The cohomology sequence of
gives
and the exact sequence
by Theorem 4 (i) and H i (J(X), R 3 n ) = 0, i ≥ 1. Let us first prove
The exact sequence
implies the isomorphism
Similarly, by the exact sequence,
Considering
we have
By Lemma 3 (i), (iii)
Using (26), (29), (32), (34) we get, for n ≥ 4,
It vanishes, since the support of gr n−3 O is contained in Θ and dim Θ = 2. Next we prove
We have, by (32), (34) and Theorem 4 (ii),
and, by (30),
Then the equation (36) follows from (27) and claim (i) follows from (23).
(ii) Notice that
by (30), (37) and
by (33). Then the assertion (ii) follows from (40) and (41) using
Proposition 4 The D module A is generated by A(4).
Proof. By Proposition 3 we have, for n ≥ 5,
where F n is an element of A(n) such that
It means, in particular, that
Lemma 6
We have, for n ≥ 5,
Proof. By Lemma 5
Claim (ii) of Proposition 3 implies that an element of H
, Ω 2 (n)). Let us take elements f i , i = 1, 2, 3 of A(n) such that the two form
is a basis of H 0 (J(X), R 2 n ) and it coincides with ϕ 2 n in (R 2 n ) 0 . Then F n can be written in a form
for somef i , G n−1 ∈ A(n − 1). Since f i ∈ A(n) one can write
where c i is a constant and
Lemma 7 c i = 0.
Proof. Multiply σ n to Equation (42) By this lemma we have
. Lemma 6 follows from this.
By Lemma 3 we have
Thus A is generated by A(4) over D.
Finally notice the following corollary of Proposition 3.
Corollary 2 As a D-module gr
P A is not finitely generated.
On the other hand gr KP A is finitely generated over D as we shall see later (Theorem 3).
Remark 1 For g = 2 gr
P A is finitely generated as proved in [7] .
Cohomology of Affine Jacobian
In this section we briefly recall the results on a description of the cohomology group H 3 (J(X)\Θ, C) [17] . By the algebraic de Rham theorem we have the isomorphism
Theorem 5 [17] There is an isomorphism
where W 3 is given by (15) with g = 3 and k = 3. The composition of maps ev and the projection A → A/ 3 i=1 ∂ i A gives the isomorphism
It follows from Theorem 5 that
and that A/ Proof. Notice that, by the definition, (i 1 , ..., i k ; j 1 , ..., j k ) is skew symmetric in i 1 , ..., i k and j 1 , ..., j k respectively and satisfies the symmetry relation
It follows that any element of (44) is a constant multiple of an element in (45). Since the number of elements in (45) is 14, they are linearly independent.
(ii) ord (ij; kl) ≤ 3.
Proof. It is proved in Lemma 8.3 of [7] that
The assertions (ii), (iii) follow from this. Let us prove (i). Obviously ord ζ ij ≤ 2. If ord ζ ij < 2, then ζ ij is a constant. Because A(1) = C. It contradicts Proposition 5 which claims, in particular, the linear independence of {1, ζ ij }.
Baker's Addition Formula
In order to describe a basis of A(2) in terms of the basis of the cohomology group of the affine Jacobian given in Proposition 5 we use the addition formula of the sigma function [2, 3, 6] . Let u = (u 1 , u 2 , u 3 ) and v = (v 1 , v 2 , v 3 ). The addition formula for the g = 3 hyperelliptic sigma function due to Baker [3] is
Then (47) is rewritten as
Corollary 3 ord ((13; 13) − (12; 23)) = 2.
Proof. Consider the equation (48) as that for functions of u. Then all terms other than (13; 13)(u) − (12; 23)(u) have poles of order less than or equal to two. Thus the order of poles of (13; 13)(u) − (12; 23)(u) is at most two. If the order of poles is less than two (13; 13)(u) − (12; 23)(u) becomes a constant. It contradicts the linear independence of 1, (13; 13), (12; 23) given by Proposition 5.
(ii) gr
Proof. By Corollary 3 (13; 13) − (12; 23) ∈ A(2). By Proposition 5 elements appeared in (i) are linearly independent. Since dim A(2) = 8, they forms a basis of A(2). The assertion (ii) follows from (i).
Abelian Functions of Order Three
In this section we study A(3).
Proposition 6 (i)
Proof. (i) By (23) and (26) with n = 3 it is sufficient to prove
Since Φ . The long cohomology exact sequence of (31) with n = 3 is
Proof. By (iii), (iv) of Theorem 4 we have, for 0 ≤ i ≤ 2,
Cdū i and dū i is the complex conjugate of du i . Then the lemma is proved in a similar manner to Lemma 4.6 in [7] using the representation theory of sl 2 .
By Lemma 9 we have the exact sequences;
Here we use Theorem 4 (iii), (iv). Thus H 2 (J(X), dgr 1 Ω 1 ) = 0. By (29) we have (49).
(ii) This follows from (27).
(iii) Consider the exact sequence (30). By (50) dim
2 ) = 1. We prove that the latter is impossible.
By (39) and
there is an element w of H 0 (J(X), Ω 2 (2)) such that it is contained in H 0 (J(X), Φ )) is given by a subset of a basis of the cohomology group H 3 (J(X)\Θ, C). Thus they are linearly independent modulo exact forms. Then dw = 0 as an element of H 0 (J(X), Ω 3 (2)). This is a contradiction. Thus the assertion (iii) is proved.
Let us find a basis of the space appeared in Proposition 6 (ii).
Lemma 10 For any
Proof. Notice that
In fact
and
Thus the lemma is proved.
For the sake of simplicity we set 
Notice that (13; 13) = (12; 23) in gr
by Corollary 3.
Corollary 5
Proof. The left hand side is five dimensional by Proposition 6 (ii), (iii). Thus it is sufficient to prove the linear independence of {v i du max } in the left hand side. Suppose that c i v i du max = 0 in this space. It means that there is an element
It implies c i = 0 for any i. Since { v i du max |1 ≤ i ≤ 5 } and the basis of H 0 (J(X), Ω 3 (2)) = A(2)du max given in (i) of Corollary 4 constitute a part of a basis of H 3 (J(X)\Θ, C).
for w ∈ A. Let F 3 be an element of A(3) such that F 3 du max is a basis of H 0 (R 3 3 ).
Corollary 6
We have that
Proof. By Proposition 6 and Corollary 5, gr P 3 A is generated by
The number of those elements is 19. While dim gr
Thus the above set of elements is linearly independent.
Abelian Functions of Order Four
In this section we study the space A(4) and determine a minimal set of generators of the D-module A.
Proposition 7 (i)
Proof. (i) As proved in (23), (24), (35)
Let us prove
By (27) it is equivalent to
In the exact sequence (30) with n = 4 
Since
. We assume w = 1/3ϕ
Let us write dw = F 3 du max with F 3 ∈ A(3). Similarly to the proof of Lemma 6, one can prove that F 3 is contained in the space
Explicitly F 3 can be expressed as a linear combination of
Define the weight of u i to be −(2i − 1); wt(u i ) = −(2i − 1).
In general we say that an element a of A has weight d if
By a calculation using (16) 
where the number inside the bracket signifies the weight of the element. A direct calculation shows
where · · · signifies the lower weight terms. Suppose that
and all elements in M have weights less than 18. Multiply σ 4 to (67) and compare homogeneous components from the highest weight. Then the terms with weights greater than −6 = 18 − 24 should vanish in the right hand side of (67). It means that the following coefficients are zero; For the weight −6 terms the following equation must hold:
where P 1 , P 2 − 2S and P 3 + 4S are the top terms of the right hand side of (64), (65) and (66) respectively. However one can easily verify the linear independence of S, P 1 ,...,P 3 .
Thus (69) can not hold and consequently (53) is proved.
(ii) By (32), (34) with n = 5 and Theorem 4 (ii) we have Recall that (123; 123) ∈ A(4) by Lemma 8 (iii) and
) and gives a basis of
Proof. Since we have already proved the equation (52), for the first statement it is sufficient to prove
By a direct calculation we easily see that the order of poles ofξ on Θ is at most 3. Thus (70) is proved. Next let us prove that the coefficient of du max of dζ 1 ∧ dζ 2 ∧ dζ 3 − dξ has a non-zero component of CF 3 in the decomposition of Corollary 6. Assume that this is not the case. Then (123; 123) − 3 i=1 ∂ i ξ i can be written as a linear combination of ℘ ij , (ij; kl)'s modulo
It contradicts the linear independence of the basis of A/ 3 i=1 ∂ i A given by Proposition 5.
Corollary 8 The D-module is generated by A(3).
Proof. Let F 4 du max , F 4 ∈ A(4) be a basis of H 0 (J(X), R 3 4 ). Then, using Proposition 7, in a similar way to the proof of Proposition 4 one can prove that F 4 is contained in DA(3). Thus A(4) is contained in DA(3). By Proposition 4 we have A = DA(3).
Corollary 9 The D-module A is generated by representatives (45) of
where the sum for (ij; kl) is over elements appeared in (45).
Proof. By Corollary 4, 6 and 7, it is sufficient to prove that
∂ i ξ i ∈ the right hand side of (72), for a two form ξ as in Corollary 7. To this end it is sufficient to prove
3 ) such that
Let us write ξ i as a linear combination of a basis of A(3):
Among elements appeared in the right hand side of this equation, those with the weights no less than 18 are (57) and
By a calculation we have
Since (123; 123) 
Linear Basis of Abelian Functions
In this section we determine a basis of A as a vector space. It is constructed as a subset of the set of derivatives of the basis of A/ Thus we have
for any i < j. Using these relations it is possible to erase u 3 -derivatives from the derivatives of (12; ij). We use the notation (1 a 1 2 a 2 3 a 3 ) = (1, ..., 1, 2, ..., 2, 3, ..., 3) where i appears a i times, and
Lemma 11 For n ≥ 4, {u j 1 a 1 2 a 2 3 a 3 | 4 ≤ j ≤ n, a 1 + a 2 + a 3 = n − j} is linearly independent as elements of A.
The proof of the lemma is given later. Let P j 1 a 1 2 a 2 3 a 3 denote ∂ 1 a 1 ∂ 2 a 2 ∂ 3 a 3 P j , where u 3 -derivatives of (12; ij)'s are erased by the relation (77). Therefore P j 1 a 1 2 a 2 3 a 3 , a 1 + a 2 + a 3 = n − j is a linear combination of elements in B n+1 ∪ {u
Let us consider the set of symbols
whereB n is the set of symbols obtained by making a bar to each element of B n ,B n = {ζ 1 a 1 2 a 2 3 a 3 , ...}. The elements inC n are considered to be linearly independent. For a linear combination P of elements in C n , letP be the linear combination of elements in C n obtained by making a bar to each element of C n appeared in P . A prioriP may not be uniquely defined since the expression P may not be unique. Take any one of the expression and makeP . We denote the vector space with the elements ofC n as a basis by Span CCn .
Lemma 12
The set {P
where the map from the RHS to the LHS is defined simply by erasing bars of symbols. (k j + l j − 1) + a 1 + 3a 2 + 5a 3 .
Let B n , n ≥ 1, be the subset of (78) (k j + l j − 1) + a 1 + 3a 2 + 5a 3 = n.
We set B 0 = {1}. For example 
by Theorem 2. By a direct calculation one can show that (86) and (87) are equal.
Lemma 14
The set B n is a basis of gr KP n A.
Proof. The lemma can be easily proved by induction on n using the linear independence of (78) and Lemma 13.
It follows from this lemma that gr KP A is generated by 1, (ij; kl), (123; 123) over D. Thus Theorem 3 is proved.
Corollary 10
The following set of elements is a basis of gr KP n A for n ≥ 2; ζ 1 a 1 2 a 2 3 a 3 (a 1 + 3a 2 + 5a 3 = n), (12; 12) 1 a 1 2 a 2 (8 + a 1 + 3a 2 = n), (12; 13) 1 a 1 2 a 2 (10 + a 1 + 3a 2 = n), (12; 23) 1 a 1 2 a 2 (12 + a 1 + 3a 2 = n), (13; 13) 1 a 1 2 a 2 3 a 3 (12 + a 1 + 3a 2 + 5a 3 = n), (13; 23) 1 a 1 2 a 2 3 a 3 (14 + a 1 + 3a 2 + 5a 3 = n), (23; 23) 1 a 1 2 a 2 3 a 3 (16 + a 1 + 3a 2 + 5a 3 = n), (123; 123) 1 a 1 2 a 2 3 a 3 (18 + a 1 + 3a 2 + 5a 3 = n).
Concluding Remarks
In this paper we have determined the D-module structure of the affine ring A of the affine Jacobian of a hyperelliptic curve of genus 3. The D-free resolution conjectured in the paper [20] is proved to be true. In particular generators and relations among them over D are determined. A C-linear basis of A is also given in terms of Klein's hyperelliptic ℘-functions.
Two filtrations, pole and KP filtrations, are introduced for A. It is proved that the graded ring gr P A associated with the pole filtrationis not finitely generated. The reason is the existence of the singularity of the theta divisor. We study the effect of the singularity in detail and reveal the strucure on how A becomes finitely generated although gr P A is not. We think it a typical structure valid for hyperelliptic Jacobians of genus g ≥ 3 or more generally principally polarized abelian varieties with the singular theta divisors. Unfortunately we could not find explicit formulae for a C-linear basis of gr P n A for each n. It is an attractive problem to find them. The result will have an application to addition formulae of Frobenius-Stickelberger type.
The KP-filtration fits more naturally to the description of A. In fact the graded ring gr KP A associated with the KP-filtration is proved to be finitely generated and a C-linear basis of gr KP A is explicitly constructed. In general KP-filtration will be appropriate to describe A of the affine Jacobian. However it is effective to use both filtrations to prove something.
It is worth pointing that gr KP A is isomorphic to the ring A 0 corresponding to the most degenerate case, that is, all coefficients λ i of the hyperelliptic curve are equal to zero [20] . The latter ring is generated by logarithmic dervatives of a Schur function and thereby is a subring of the ring of rational functions. So Conjecture 1 is reduced to the problem on rational functions. We still do not know whether it helps to prove the conjecture but expect it does.
Finally we remark that it is interesting to consider the deformation of the present case. Namely consider the space of meromorphic sections of a non-trivial flat line bundle and determine the D-module structure of it. The generic case had been studied in [16] in relation with the problem of constructing commuting differential operators. It is curious to study whether the affine ring of an affine Jacobian can be embedded in the ring of differential operators.
