We present, to the best of our knowledge, the first exact analytical solitons of a nonlinear Helmholtz equation with a saturable refractive-index model. These new two-dimensional spatial solitons have a bistable characteristic in some parameter regimes, and they capture oblique (arbitrary-angle) beam propagation in both the forward and backward directions. New conservation laws are reported, and the classic paraxial solution is recovered in an appropriate multiple limit. Analysis and simulations examine the stability of both solution branches, and stationary Helmholtz solitons are found to emerge from a range of perturbed input beams.
INTRODUCTION
Spatial solitons are robust self-localized optical beams that can evolve with a stationary intensity profile when diffractive spreading is exactly opposed by medium nonlinearity. In two-dimensional (2D) planar waveguides, where there is a longitudinal direction and effectively a single transverse direction, beams can be self-stabilizing. This innate stability against perturbations makes 2D spatial solitons ideal candidates for "building blocks" in future photonic devices [1] [2] [3] .
Nonlinear Helmholtz (NLH) equations play a fundamental role in modeling many photonic systems. By respecting the inherent spatial symmetry of 2D uniform planar waveguides, many experimental configurations can be modeled that are otherwise inaccessible in conventional (paraxial) approaches. One key arena where Helmholtz models find unique applicability is in the accurate description of broad scalar beams in nontrivial angular geometries. Off-axis and oblique-incidence effects are recurrent themes in optics. For instance, even the most elementary arrangements-such as a pair of overlapping beams [4] or a beam impinging on the boundary between two materials [5] -are intrinsically angular scenarios. While paraxial analyses [6] [7] [8] [9] are instructive and often yield invaluable results, they are valid strictly when the angles involved are nearly negligible (with respect to the reference direction).
In this paper, we consider wave propagation in materials with a saturable refractive index. Pivotal early works in the context of nonlinear guided waves were presented by Mihalache et al. [10] [11] [12] [13] , some two decades ago. The general phenomenon of saturation is important in many branches of nonlinear science, including beam/pulse propagation and nonparaxial optics, vortices and soliton clusters, spontaneous pattern formation, Bose-Einstein condensates, and quantum-optical "squeezing."
Many materials are known to exhibit saturation, such as light-induced changes to their dispersive properties becoming bleached under high-intensity illumination. Examples include semiconductor-doped glasses (e.g., CdSSe and Schott OG 550 glass) [14, 15] , ion-doped crystals (e.g., GdAlO 3 :Cr 3+ ) [16] , bio-optical media [17] , -conjugated polymers [18] , and various photorefractive crystals (e.g., LiNbO 3 and SBN) [19, 20] . While the microphysics underlying saturation mechanisms is often complex, many of these materials have been described by simple models such as n NL ͑I͒ϳI / ͑1+I / I sat ͒, where n NL is the nonlinear refractive index, I is the local beam intensity, and I sat is a (material-dependent) saturation parameter [21] .
Propagation equations with saturable nonlinearities tend not to possess exact analytical solutions [22, 23] . This difficulty compels the theorist to look for other models that retain the essence of saturation, but that may instead permit exact analytical solutions to be found. The motivation is that exact solutions yield far more physical insight than computer simulations alone. Furthermore, the stability properties of solitons in saturable materials might reasonably be expected to be largely independent of the precise details of the function n NL ͑I͒.
Phenomenological models of saturation often involve exponential-or polynomial-type intensity dependences [24] . However, here we are interested in the form proposed by Wood et al. [25] , [23, 27] , differs from Kaplan's degenerate bistability [28, 29] (where beams with different propagation constants may possess the same power).
Here, we present the first exact analytical solitons for a NLH equation with the saturable-nonlinearity model given in Eq. (1). These solutions are unconstrained by the slowly varying envelope approximation and describe optical propagation in generic saturable materials. Crucially, evolution may occur at any angle with respect to the reference direction [4, 5, 30] . These new solutions also retain a bistability characteristic, similar to their paraxial counterparts [26] .
The layout of this paper is as follows. In Section 2, we propose a Helmholtz governing equation. Two novel families of exact analytical bright soliton solutions, describing forward and backward beams, are derived. Their geometrical and bistability properties are discussed and new conservation laws are presented. We also detail the recovery of the Krolikowski-Luther-Davies solution. In Section 3, computer simulations examine the stability of the new solitons against arbitrarily large perturbations to the beam shape. We conclude, in Section 4, with some remarks about the potential applications of our work.
HELMHOLTZ SOLITONS
A. Ultranarrow-Beam Self-Focusing Throughout this paper, we consider a beam whose waist w 0 is much broader than its free-space wavelength . When ϵ / w 0 Ӷ O͑1͒, waves have a purely transverse character and can be treated within the scalar approximation. Order-of-magnitude corrections [31] [32] [33] [34] (in successive powers of 2 ) from the polarization-scrambling term ٌٌ͑ · E͒ in Maxwell's equations are thus unimportant. When these contributions are negligible for an onaxis beam, they must also be negligible for the same beam evolving off axis at an angle . Rotational invariance demands that the physical nature of any beam cannot depend on the relative orientation of the observer's coordinate axes; NLH models respect this fundamental symmetry.
B. Field and Envelope Equations
We consider a transverse-electric (TE) polarized continuous-wave scalar electric field Ẽ ͑x , z , t͒ = E͑x , z͒exp͑−it͒ + c.c. with angular frequency , and where E͑x , z͒ satisfies the Helmholtz equation [30] ,
Spatial symmetry is manifest in Eq. (2) as invariance under the permutation x ↔ z, and the diffraction is fully 2D (occurring in both x and z). Explicit x -z equivalence permits waves to propagate and interact at arbitrary angles (relative to the reference direction [4] ) and orientations (with respect to each other). The total refractive index is n = n 0 + n NL ͑I͒, where n 0 is the linear index, n NL ͑I͒ is the intensity-dependent contribution [given in Eq. (1) 
1/2 and 1 / ␥ ϵ I sat / E 0 2 is the normalized saturation intensity. The full generality of the in-plane Laplacian ٌ 2 = ‫ץ‬ zz + ‫ץ‬ xx has been preserved in both models (2) and (3).
C. Exact Analytical Solutions
We seek exact analytical solutions to Eq. (3) that have the form
, where is the (real and positive) intensity distribution, K ϵ͑K , K ͒ is the dimensionless wave vector, and exp͑−i / 2͒ϵexp͑−ikz͒ is the rapid-phase term that appears explicitly in Helmholtz envelope solutions (due to the ‫ץ‬ operator). Substituting the expression for u into Eq. (3) and collecting the real and imaginary parts, one obtains
where
We note that Eq. (4c) describes an ellipse in the ͑K , K ͒ plane. The mathematical significance of the parameter ␤ will be discussed shortly. It is now convenient to introduce the change of variables s ϵ͑ + V͒͑1+2V 2 ͒ −1/2 , where s is the coordinate perpendicular to the beam's propagation direction [35] and −ϱՅV Յ +ϱ is the conventional transverse velocity parameterizing the rotation in the ͑ , ͒ plane. The operators ‫ץ‬ and ‫ץ‬ transform as ‫ץ‬ = ͑1
while Eq. (4b) uncovers the relationship K =−2VK . By using this expression to eliminate K from Eq. (4c), one obtains two possible solutions for K . Thus, the soliton wave vector is given by
The beam is oriented along the line + V = 0 in the ͑ , ͒ plane, and its propagation direction (relative to the +z direction) is determined by the choice of sign in K. The Ϯ sign denotes evolution that is forward/backward in space (see Fig. 1 ).
To complete the solution, Eq. (5) must be supplemented by the familiar bright soliton boundary conditions: = 0 and ͑1/͒͑d /ds͒ 2 =0 at s = 0 (beam center); = 0 and ͑1/͒͑d /ds͒ 2 =0 as ͉s͉ → ϱ (beam extremes). Integration of Eq. (5), subject to these conditions, yields [26] 
where the boundary conditions allow one to identify
͑8͒
Integration of Eq. (7) yields an implicit equation for the intensity profile . Finally, one can express the soliton solutions to Eq. (3) as
The forward solution describes a beam propagating at angle −90°Յ Յ +90°relative to the reference (longitudinal) axis [see Fig. 2(a) ]. The corresponding backward solution describes the same beam propagating in the opposite direction, which is equivalent to reversing the components of the wave vector (i.e., K → −K 
where the propagation angle now lies within the range −180°Յ Յ +180°.
D. Soliton Geometry
Equations (9) and (10) are exact analytical solutions to the governing equation (3) . Generic features, i.e., , ␤, and V 2 contributions, appearing in the beam phase arise Fig. 3 ). This is a 100% correction to the prediction of paraxial theory [26] . Similarly, when ͉͉ → 90°, the beam appears to be infinitely wide since evolution takes place perpendicularly to the reference direction. Propagation angles of such a magnitude are clearly inaccessible to paraxial theory.
Angular beam broadening is a purely geometrical effect whose contribution can be of any order, independent of . Geometrical broadening, in turn, becomes critical in understanding the oblique refraction [5] or interactions [4] of such beams. Its accurate description requires the full presence of ‫ץ‬ zz in the governing equation. Perturbative corrections to the envelope equation [31] [32] [33] [34] (e.g., expansions involving higher-order powers of the transversediffraction operator to approximate ‫ץ‬ ) are, in general, not sufficiently flexible to capture arbitrary-angle effects.
E. Nondegenerate Bistability
In the solution continuum, one can identify pairs of beams that have the same FWHM but different peak intensities [26] . In defining a half-width condition ͑s = ⌬͒ = 0 /2, where ⌬ ϵ sech −1 ͑2 −1/2 ͒Ӎ0.8814, the parameter represents the beam half-width in units of ⌬. For example, = 1 defines canonical solutions that have a half-width at half-maximum of s = ⌬, and thus a FWHM of 2⌬. Substituting the half-width condition into solution (9) , it can be shown that 2 tan −1
͑11͒
Typical nondegenerate bistability curves are shown in Fig. 4 . When the saturation parameter ␥ is less than a critical value, i.e., ␥ Ͻ ␥ crit , there are two values of 0 that satisfy Eq. (11). As increases (i.e., the FWHM of the beam becomes larger), one finds that the bistable region extends over a broader range of ␥ (i.e., ␥ crit increases). Equation (11) provides a relationship between the saturation parameter ␥ and the peak intensity 0 for a beam with a FWHM of 2⌬. Since the FWHM is defined in the direction perpendicular to the propagation axis, the values of 0 that satisfy Eq. (11) must be independent of . This manifestation of spatial symmetry was uncovered for the recently derived bistable solitons of a cubic-quintic Helmholtz equation [36] .
It is instructive to consider the limits associated with the lower and upper solution branches. As ␥ 0 → 0 [i.e., I / I sat Ӷ O͑1͒ in unscaled units], the lower branch follows 0 ϳ 1/ 2 (this result coincides with that for a Kerr bright soliton, as expected). However, as ␥ 0 → ϱ, the upperbranch intensity diverges as 0 ϳ ␥
F. Conservation Laws
Conserved quantities for Eq. (3) can be derived using a field-theoretic approach [37] . From the Lagrangian density L, where
one can define a pair of canonically conjugate momentum variables, denoted by and , 
where u ϵ ‫ץ‬u / ‫,ץ‬ etc. The Euler-Lagrange equations ‫ץ‬ "L / ‫ץ‬ "u ‫ء‬ = 0 and ‫ץ‬ "L / ‫ץ‬ "u = 0, where ‫ץ‬ " / ‫ץ‬ "u ‫ء‬ and ‫ץ‬ " / ‫ץ‬ "u denote variational derivatives, then give rise to Eq. (3) and its complex conjugate, respectively. By considering the invariance of L under a set of continuous one-parameter transformations [37] (a global phase change and infinitesimal translations in and ), one can arrive at the three integral conserved quantities,
These expressions for the energy flow, momentum, and Hamiltonian, respectively, hold for both forward and backward solutions. Aside from their physical and mathematical significance, the conserved quantities are particularly important for tracking the accuracy of the algorithm used to integrate Eq. (3) numerically [38] . By substituting u͑ , ͒ = 1/2 ͑ , ͒exp͓i͑K + K ͔͒ ϫexp͑−i /2͒ into Eqs. (14a)-(14c), one can simplify the conserved integral quantities to a set of compact algebraic relations,
where P ϵ P͑␤ , ␥͒ and Q ϵ Q͑␤ , ␥͒ are given by the integrals
It is interesting to note that Helmholtz bright solitons satisfy the classical-particle energy-momentum relation-
G. Paraxial Limit
While it is tempting to expect the recovery of the Krolikowski-Luther-Davies paraxial soliton [26] simply by setting Ӎ 0, this is actually untrue. The limit process is much more subtle (both physically and mathematically), and one must ensure that all contributions from the Helmholtz term ‫ץ‬ are negligible simultaneously. This requires → 0 (broad beams), ␤ → 0 (moderate intensities), and V 2 → 0 (negligible propagation angles). From the forward solution, we obtain,
as should be the case. From Eq. (16a), it is clear that ␤ [as defined in Eqs. (4c) and (8)] can be identified with the propagation constant of the corresponding on-axis paraxial beam. In the same way, one can also recover the paraxial conservation laws from Eqs. (15a)-(15c), namely, W ϳ P, M ϳ VP, and H ϳ 1 2 V 2 P − ␤P + Q. When applying the paraxial limit to the backward beam, where propagation is nearly on axis but in the -z direction, one finds that
͑17͒
Similarly, the conserved quantities for the backward beam tend to W ϳ −P, M ϳ VP, and H ϳ 
SOLITON STABILITY
Recently, we addressed the linear stability of plane-wave solutions to generic NLH equations against small fluctuations [39, 40] . Here, we investigate the robustness of the new bistable soliton [Eq. (9)] against localized perturbations (to the beam shape) that may be arbitrarily large. For this task, full numerical computations are essential.
A. Stability Criterion
Previously, the stability of Helmholtz bright solitons has been analyzed by combining the Vakhitov-Kolokolov (VK) integral criterion [41] with spatial symmetry [36, 42] . The VK inequality predicts that solitons of nonlinear Schrödinger-type equations can be robust against perturbations when
From Kaplan's analysis [28, 29] , the curve P͑␤͒ can be obtained implicitly from
The upper limit on the integral is 0 ͑␤͒ =2␤ / ͑1−2␤␥͒, which is consistent with Eq. (8). Since 0 Յ 0 Յϱ, the paraxial propagation constant ␤ must satisfy the inequality 0 Յ ␤ Յ ␤ max , where ␤ max ϵ 1/2␥. In the limit ␥ 0 Ј → 0, one recovers from Eq. (19) the familiar result for Kerr solitons, i.e., P =2͑2␤͒ 1/2 . On-axis (V =0, V 2 = 0) forward-propagating Helmholtz beams with Ӷ O͑1͒ and ␤ Ӷ O͑1͒ are identical to their paraxial counterparts [26] , except for a negligibly small correction to the phase shift [at O͑␤͒]. Thus, if the paraxial soliton satisfies Eq. (18), then the Helmholtz generalization must also be stable. In uniform media, beam stability must be insensitive to arbitrary rotations of the observer's coordinate axes. Thus, spatial symmetry can be used to infer that if the on-axis beam is stable, then the same beam in an off-axis configuration must also be stable. Plots of P͑␤͒ for four different values of the saturation parameter ␥ are shown in Fig. 5 . Since the slope is always positive, we expect that the underlying Helmholtz solitons can be robust.
B. Perturbed Input Beams
The stability of Helmholtz solitons is now investigated through computer simulations. From the plethora of possible input beams, we restrict our attention to
where ͑ ,0͒ is obtained from the paraxial relation [Eq. (16b)]. The perturbation thus arises from the omission of the characteristic Helmholtz broadening factor ͑1 +2V 2 ͒ 1/2 = sec from the soliton profile. Geometrically, this class of initial-value problem effectively addresses what happens when paraxial solutions are fed into inherently off-axis nonparaxial regimes [35] . For definiteness, we present specific results for launching angles of ͉͉ = 10°, 30°, and 50°. When =10 −3 ͑ =10 −4 ͒, these angles correspond to the transverse velocities ͉V͉Ӎ3.94, 12.91, and 26.65 (͉V͉Ӎ12.47, 40.82, and 84.27), respectively.
C. Stability of Canonical Solitons
For brevity, results are presented for canonical beams (i.e., those with = 1). The saturation parameter is chosen to be ␥ = 0.25, and the lower-and upper-branch solutions have 0 Ӎ 2.32 and 0 Ӎ 8.68, respectively [obtained by solving Eq. (11)]. Unperturbed solitons propagate with stationary profiles, as expected, providing numerical confirmation of our expectations discussed in Subsection 3.A. Perturbed beams, on the other hand, tend to exhibit selfreshaping oscillations in their parameters (i.e., amplitude, width, and area= amplitudeϫ width; see Fig. 6 ) and shed a small amount of radiation in the process.
The character of the reshaping oscillations depends upon which branch the launched soliton sits on. A perturbed lower-branch beam tends to evolve asymptotically into an exact Helmholtz soliton. That is, as → +ϱ, the oscillations disappear and the beam approaches a stationary profile. However, perturbed upper-branch beams tend to exhibit sustained oscillations that do not appear to vanish as → +ϱ. By interpreting radiative losses as an internal mechanism for energy dissipation, one can classify the lower-branch solitons in Fig. 6 as stable fixed-point attractors, and upper-branch solitons as stable limit-cycle attractors in the ͑ 0 ,d 0 /d͒ phase plane [36, 39, 42] . Figure 4 shows that, when becomes larger, the peak intensity of the lower-(upper-) solution branch tends to decrease (increase). Comparing the oscillation periods in the two parts of Fig. 6 , one might expect that, as the beam FWHM increases, perturbed solitons lying on the lower-(upper-) branch should reshape with characteristic oscillations that occur on a longer (shorter) scale length. This prediction has been confirmed through simulations. 
CONCLUSIONS
We have derived the first exact analytical Helmholtz solitons for a saturable nonlinearity. Complementary forward-and backward-traveling solutions have been combined into a single beam that can propagate at any angle relative to the reference (e.g., z) direction. The analysis has uncovered a bistable characteristic in certain parameter regimes, where the governing equation supports coexisting Helmholtz solitons with different peak intensities but with identical FWHMs. New conservation laws have also been presented, and the recovery of paraxial results has been discussed in detail.
Rigorous numerical simulations have shown that saturable Helmholtz solitons are generally stable against perturbations to their shape, and that they can be interpreted as robust attractors [36, 39, 42] of the system. Since the nonlinearity studied here is generic, we expect the stability properties of Helmholtz solitons in other saturation models [24, 25] (where exact analytical solutions may not necessarily exist) to be largely unchanged.
The new solitons have intrinsic mathematical interest as exact solutions to spatially symmetric nonintegrable partial differential equations. They provide the basis for understanding saturable solitons in novel angular geometries. Typical applications where one could deploy nonlinear Helmholtz (NLH) analyses [4, 5] include spatialsoliton logic [43] , dragging [44] , switching [45, 46] , and computing with solitons [47] . There are also the possibilities of Helmholtz-type generalizations of bistable multibeam contexts [48] and new angular scenarios involving waveguide arrays [49] . Central to all these applications is a thorough understanding of the properties of the underlying Helmholtz solitons.
Helmholtz equations in general [50] [51] [52] [53] offer a wealth of exciting possibilities and will inevitably lead to many new avenues of research into the physics, mathematics, and simulation of nonlinear wave phenomena. We fully expect that the Helmholtz modeling approach will provide a key analytical platform for a wide range of future applications exploiting optical fields beyond the paraxial approximation.
