A general, frequency modulated (GFM) signal characterizes the vibrations produced by compressors, turbines, propellers, gears and other rotating machines in a dynamic environment. A GFM signal is defined as the composition of a real or complex, periodic or almost periodic function (the carrier) with a real, differentiable function (the modulation). This paper develops a frequency domain tracking algorithm for a GFM signal in noise using the expectation-maximization (EM) algorithm. The primary advantage of this approach is the ratios (harmonic numbers) of the carrier function do not need to be known a priori. The tracking algorithm exploits knowledge of the noise spectrum so that a separate normalization procedure is not required. The noise spectrum is incorporated into the tracking algorithm in essentially the same way that a clutter or noise model is incorporated into the probabilistic multi-hypothesis tracking algorithm (PMHT). ConsequentIy, the GFM signal tracking algorithm presented in this paper is a PMHT-style algorithm. The algorithm's performance is compared to two other algorithms from the literature using Monte Carlo trials and a simulated signal.
Introduction
A GFM signal is a frequency modulated (FM) periodic or almost periodic signal. If the carrier signal is only a single sinusoid, then the GFM signal is also a FM signal. Periodic or harmonic signals and almost periodic signals are important in many areas. In the remainder of this paper, the terms periodic signal and harmonic signal are used for both periodic and almost periodic signals. Measurement and analysis of periodic vibrations is a critical part of machine monitoring. This is particularly true of large, high speed compressors and turbines where bearing failure or coupling failure can result in catastrophic damage to equipment [7] . These signals are of considerable interest to the surveillance community for monitoring marine mammals and shipping traffic. Minimizing and suppressing harmonic signals (harmonic noise) is an important part of alternat- To analyze harmonic signals, it is necessary to measure the amplitude and frequency of the signal's (ap proximate) Fourier series components. If the si@ is truly periodic, then it is only necessary to estimate its fundamental frequency (one over the period), since all other component frequencies are integer multiples (harmonic numbers) of the fundamental frequency. Unfortunately, sensor bandwidth may make it impossible to observe the fundamental frequency of a harmonic signal. This is usually not an issue when using accelerometers to monitor machines because accelerometers can measure vibrations down to zero frequency [7]. HOWever, sensor bandwidth is a necesary reality in surveillance applications. When the fundamental frequency of a periodic signal cannot be observed, it is necesary to measure the frequencies of the observed Fourier components because one can no longer find a unique set of integer multiples and an unobserved fundamental frequency to fit the d a t a The discussion in this paper assumes that that the relationships between the fiequencies (harmonic numbers) comprising the signal are not known.
In many applications, the periodic signal of interest is also time varying. Hence, the parameters of signal of interest must be tracked through time as well. In this paper only the frequencies of the Fourier components are assumed to vary with time. For machine analysis problems, a phase referencing sensor can be used to monitor the actual speed of rotation. While such information could be exploited by the methods developed in this paper, it is assumed that this kind of reference signal is not available. The approach taken is to estimate the cent& or average frequency of each Fourier series component and estimate the modulation separately. It will be shown in a later section that the modulation is common to all of the Fourier series components; hence information from each Fourier series component is used to estimate the modulation. With the exception of the high order spectral techniques, a major drawback to all the algorithms discussed in the previous paragraph is the algorithms need to know the relationships between the frequencies (i.e. the harmonic numbers). The high order spectral techniques are extremely sensitive to time variation which severely l i i t s their utility. The objective of this paper is to develop an estimator that does not need to know the relationships between the frequency components of a periodic signal and that can track time variations in the frequencies. where each trajectory is centered on a frequency f1, and the path of the all of the trajectories is given by the sequence of slopes of the modulation function.
Estimating the frequencies { fl} and the modulation sequence {rn(tn)) is a multitarget tracking problem where a l l the tracks have a common prior or model. An expectation-maximization (EM) estimation algorithm 5077 [2] inspired by the probabilistic multi-hypothesis tracking algorithm described in [12] is derived in reference [5] and is summarized in this paper. Before summarizing this algorithm, the statistical model for this estimation problem is given in the next section.
The Statistical Model
Suppose a GFM signal e(t) is contaminated with an independent, complex, finite bandwidth, additive, zero mean noise 9(t) to form the observed signal r(t). The observed sequence {r(tn + jT,)} is transformed to the frequency domain by one or more K length discrete The estimate of the modulation state &or sequence is obtained by solving a block tridiagonal system of linear equations akin to the Kalman smoothing filter. This system of equations is converted to a block upper triangular system of equations using Gaussian elimination (forward recursion). The estimates for the state vectors in d are then calculated using back substitution (backward recursion).
The forward recursion begins by using the new estimates of { p j i ) } and {up)} to compute the =measure-5078 ment normalization coefficients" and the "measurements" yields the estimates for the remaining elements in
Because each M-step of the generalized EM scheme increases the search function,
P(N, A; A('+1)) 3 P(N, A; A(i)). The generalized EM
iteration is repeated until for some desired E > 0.
Algorithm Comparison
The performance of this EM algorithm was compared to the performance of the adaptive comb filter (ACF) described in reference [8] and the extended Kalman filter (EKF) described in references [lo] and [3] ( [3] wm used to turn the real EKF described in [lo] into a complex EKF). To compare these three algorithms, 100 Monte Carlo trials were performed using a complex GFM signal in complex Gaussian noise. The same com- were all equal to the a. Clearly, both methods produced biased estimates; however, the complex EKF produces more biased estimates.
The estimates of the modulation sequence from the complex EKF and the EM algorithm are not directly comparable because the complex EKF assumes the signal has a periodic carrier function. Therefore, figure 2 plots the correlation coefEcient between the true modulation sequence and the estimate modulation sequence from the complex EKF and the EM algorithm. &om figure 1, it is quite evident that the EM algorithm produces a better estimate of the modulation sequence because the EM algorithm's correlation coefficient is almost always larger than the complex EKF, and the sequence of correlation co&cients from the EM algorithm has fewer outliers.
Summary
This paper described a new algorithm based on the EM method for estimating the parameters of a GFM signal in noise and the SNR. This new algorithm does not need to know a GFM signal's harmonic ratios. The comparison of the EM algorithm to the ACF and the complex EKF show that the EM algorithm has superior performance when estimating the parameters of GFM signals with aperiodic carrier functions. A more detailed performance analysis using GFM signals with periodic and aperiodic carriers including comparisons to the algorithms described in references [8] , [lo] and [7] John S. Mitchell 
