Recently, it was shown that a standard model reference adaptive controller modified with a suitably tuned projection algorithm ensures robustness (global boundedness) of the overall adaptive system to a class of unmodeled dynamics with minimal restrictions. However, extensive first-principle based arguments and/or analysis of the parameter trajectory is employed. An alternative to such analysis, albeit approximate, is to use the well-known Describing Function (DF) method. In doing so, the analysis of the robust adaptive control problem becomes tractable and resembles that of familiar and classical linear stability analysis.
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Introduction
It is well known that the stability and performance properties of the classical model reference adaptive control problem deteriorated with the introduction of nonparametric perturbations [4, 11, 18] , thus invoking the body of work known as robust adaptive control. Despite the maturation of this field, deriving quantifiable and practically meaningful robust stability margins for adaptive systems remains at large.
Earlier work in this area has either shown semi-global boundedness [10, 17] or global boundedness with fairly restrictive classes of unmodeled dynamics [16, 1, 8] .
Recent work [7, 6, 9] shows that for plants whose state variables are accessible, adaptive control in the presence of unmodeled dynamics can lead to global boundedness for a suitably tuned adaptive update law modified with projection. However, extensive first-principle based arguments and/or analysis of the parameter trajectory is employed. This stems from the fact that while elegant mathematical models have been developed to provide a unified framework for understanding all linear systems behavior, no such exact methods exist for studying nonlinear behavior. Thus very often nonlinear element is approximated by a linearized model for certain range of inputs around a nominal operating point. The limitation of such small-signal linearization is that it can only explain linear behavior and is not well-suited to study nonlinear oscillations. Thus, I propose to analyse the stability of the nonlinear adaptive system using Describing Function (DF) method, an approximation method based on quasi-linearization. The adaptive control problem with a modified adaptive update law can be cast in the form of a Lur'e model [12, Ch.7] which contains a linear and time-invariant dynamic system in the forward path and a nonlinearity isolated to the feedback path (see Fig. 1-1 ). 1 The DF method is then used to determine conditions under which a limit cycle exists. These conditions guide the design of the robust adaptive controller so as to yield globally bounded solutions. The conditions are validated via simulation where the Rohrs counterexample [18] is considered as the underlying unmodeled dynamics. ' In this paper, Lur'e form only implies that the system can be arranged into a forward path that is linear and time-invariant, and a feedback path containing a nonlinearity. The absolute stability problem, originally formulated by Lur'e, differs in that additional restrictions on the type of nonlinearities considered may be imposed.
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Chapter 2
The Robust Adaptive Control
Problem
The problem we address in this paper is the adaptive control of a second-order plant, utilized in [14] , whose state variables are accessible and are described by
where AP E R 2 x 2 is known and constant, bp E R 2 x 1 is known and constant, (A,, bp) controllable, and v(t) is a scalar input. It is assumed that A, contains an admissable parametric uncertaintyI ap < a where a is a known positive constant. The unmodeled dynamics are unknown and defined as
where u(t) is the control input, cT E Rxm, x, E Rmxl, and A, E Rmxm is Hurwitz with G(s) A cT(sImxm -A,)--b,, and (C4T, A7, b.) is observable and controllable. The goal is to design the control input such that xp(t) follows xm(t) which is specified by the reference model (2.4) for the plant in (2.1). A control law is chosen (see Fig. 2-1) as
where the parameter 9(t) = [ 0 (t) 9 1 (t)]T is updated using a modified version of the standard adaptive law. This is because the classical adaptive update law does not suffice for this perturbed case. The standard adaptive update law
where p = pT > 0 is the solution to the Lyapunov equation
is modified with the projection algorithm as
with the scalar projection algorithm defined as (2.10) and positive constants Ei,ma,, > i,man-
The error signal e(t) is defined as
The advantage in modifying the standard adaptive update law by use of projection is that it guarantees the boundedness of the parameter ei(t) independent of the system dynamics [14] . Fig. 2 
(3.3)
(3.4) S = .9/' &I + aogo.
(3.5)
The elaborate derivation and application of the transformation can be found in [9] and is highly encourage to look into. In the following chapter, this complex looking system is transformed into simple Lure' like form which allows the use of DF method.
Chapter 4 Describing Function Analysis
Describing functions are widely used in analyzing the possible solutions of a nonlinear control system, namely in estimating the conditions under which a limit cycle can occur. 
Lur'e Model
We will express the closed-loop adaptive system described in (2.1)-(2.5), (3.1), and (2.8) as a Lur'e model in the transformed coordinates. Since Am in (2.3) is Hurwitz,
Xm(t) given as
Xm(t) = xm(to)eAm(t-to) (4.1)
will approach zero asymptotically. Thus, for the sake of simplicity, we assume that Xm(to) = 0 which in turn implies that xm(t) = 0 for all t > to (2.3). It is immediate from (3.4) that, mi(t) = 0 Vt. Consequently, from (3.2), it follows that 'i simplifies
Furthermore, from (4.2) o = -y 0 go2, which is strictly negative for all time if
Thus, the overall closed-loop dynamics can be simplified and rewritten in Lur'e form, using the plant in (2.1), the unmodeled dynamics in ( 
The Lur'e model is made up of a linear transfer function Go(s) with a nonlinear bounded feedback gain 79 given by (4.2) for i = 1. In addition, Go(s) is a stable transfer function.
It is important to note that researchers seldom consider the DF approach when analyzing adaptive systems. While efforts have been extended in deriving describing functions for nonlinearities with memory, for example see [20] , the consideration of the adaptive update law in particular has not been explored much. The reason for this stems from the analytical complexity associated with nonlinearities that contain We recall that our main goal is to determine approximate conditions under which the overall adaptive system has bounded solutions. Thus, we seek a limit-cycle condition which we assume lies on the boundary between globally bounded solutions and those that are unbounded. With the closed-loop dynamics reformulated as above, the DF method can now be applied to the adaptive system. The analysis is presented in the following section.
The Method of Harmonic Balance
In order to investigate the existence of limit cycles for the system as shown in Fig. 4 -2, a periodic signal &I (t) = Al sin(wt) is assumed to exist. The output of the nonlinearity V1(t) for such an input signal may contain multiple harmonics despite the input being single harmonic. We will use a general method of finding periodic solution, known as the method of harmonic balance, to replace the nonlinearity Vi(t) with a describing function that generates no higher harmonics for any input frequency w. To derive such a describing function, we will calculate a set of Fourier coefficients that satisfy the system shown in Fig. 4-3 .
It is important to note that although V1(t) is not memoryless, the application of projection in the adaptive update law, in essence, nullifies the effect of memory and allows us to approximate the parameter as having essentially memoryless behavior.
This will be elaborated upon in the next section. First, we will briefly present (see e.g. The Fourier series representation of the output of a memoryless nonlinearity is given as.
ui(t) = d9 1 (t)61(t)
where the fourier coefficients satisfy 
Derivation of Describing Function N(Ai, w)
The motivation for using the method of harmonic balance is from the analytical complexity in proving global boundedness of all solutions of the overall adaptive system for the case of an oscillatory i (t). That is, when the parameter traverses between the prescribed projection bounds which naturally follows from the oscillation of the inner product of the errors 6 oJi in (4.2). This was presented in Ref.
[9] where all possible solutions of the adaptive system were summarized succinctly with three cases described entirely by the behavior of the adaptive parameter. For the oscillatory case, a sufficient condition for global boundedness was proved.
It is important to note that assessing the stability of the system in Fig. 4 -2 for even simple periodic nonlinearities is, in general, not an easy task. Therefore, we will approach the robust adaptive control problem using the describing function method to develop an understanding of how the frequency and amplitude of the input to the nonlinearity can affect the overall stability of the adaptive system. In what follows, we derive the DF for the adaptive system in (4.4) -(4.8). We begin, as introduced in the section above, by letting the output of the linear plant (input to the nonlinearity) be described by a sinusoid with fundamental frequency w and an amplitude 1 > 0 as We begin our analysis with Vi(to) = 0. 
Stability of Limit Cycle
For a limit cycle to be stable, a small increase in perturbation should move system's response towards the stable region. In order words, a limit cycle will be stable if it can counteract the perturbation so as to restore the system back to the limit cycle.
This stability criterion can be formulated with following equations. [19, 3] has globally bounded solutions.
S(Im(-N(d1i, w)Go(jw))) >0
Chapter 5
Numerical Example
Limit Cycle Solution
In this section we demonstrate using a repeated pole version of the counterexample in
[18] as to how the DF method presented in the section above can be used to predict possible limit cycles of the overall adaptive system. That is, we will derive N(Ai, w) in where o is defined in (4.20).
It follows from (5.7) and (5.8) that only choosing the projection bounds di,max remains. The limit cycle condition in (4.14) depends upon such parameters. We recall that the aim of this paper is to relate the tunable controller parameters to this limit cycle condition.
We first choose VO,max using classical stability tools such that It is important to note that the limit cycle condition is also satisfied for = 69.2, w = 4.1 rad. However, this solution is not possible given the projection boundary t 9 l,max = 32.0. That is, the large amplitude-low frequency solution is not a possible trajectory of the closed-loop adaptive system due to the projection modification. Essentially, the large amplitude-low frequency limit cycle solution yields a parameter trajectory that exceeds the projection bounds we have employed. This is obvious through direct observation of the parameter trajectory assuming such a limit cycle exists, as shown in Fig. 5-2 .
It is immediate that the large amplitude-low frequency limit cycle cannot be sustained since the predicted parameter trajectory from limit cycle condition (shown in dashed purple) exceeds the actual parameter response (shown in blue) and enters the non-admissible parameter space.
We now consider the case of arbitrary ti 9 ,max. In choosing t1,max, we began by noting that Go(s) = Describing function, N(di, w), being a function of di,max, it is clear that the limit cycle solution (&I*, w*) depends on 'i9,ax. In Fig. 5-3 , we observe that the DF method gives no limit cycle solution for Vi,max less than the gain margin, which is validated via simulation studies.
In what follows, we discuss the stability of the limit cycles found above in order to approximate whether the solutions of the adaptive system are bounded. 
Stability of the Limit Cycle
For the numerical example considered herein, it can be shown that the limit cycle solution derived from DF method, satisfies (4.23). This implies that the limit cycle solution &I*sin(w*t) is a stable limit cycle. The stability criteria can be analysed graphically as well. Fig. 5-4 shows -Go(jw)N(&4i, w) for three values of the amplitudes. Case 1 (7 9 i,max > gm). For 7 9 1,max = 32, the resulting transformed tracking error o(t) and adaptive parameter V(t) are illustrated in Fig. 6-1 for two initial conditions of 61(0). The numerical simulations shows the existence of limit cycle 19.1sin(12.8t), which validates the analytical limit cycle condition obtained from the DF method.
The limit cycle solution, A = 19.9 and w* = 12.8 !, is found to be within 4.5% and 0.2% of the result obtained from the simulation study. The differences can be attributed to the DF method, which is an approximate analysis, and to the numeric limitations of MATLAB that was used to solve the higher order analytical equations and perform simulations. Furthermore, as a second point, the DF method was applied for dl,m. = 25.0. Case 2 ('i,ma < g). As for 7 9 1,max < g, DF method predicted no limit cycle solution as shown in Fig. 5-3 . Simulation studies for such case also showed no existence of limit cycle, see Fig. 6-3 .
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Future Work
In this paper, I presented the use of the DF method to predict limit cycles of the adaptive system under symmetric projection. In the future we would like to extend this analysis to the case of asymmetric projection. Simulation results for an unbounded adaptive system are shown in Fig. 7-2 . It is important to note that the limit cycle observed in the simulation for asymmetric projection contains a biased shift. We intend to incorporate such a bias in our analysis to further investigate the possible limit cycles of the adaptive system and their corresponding stability, which seems to differ quite a bit from the case of symmetric projection. One way to study such biased limit cycle would be to include a bias in the limit cycle solution i.e o 1 (t) = a, + Al1 sin wt as shown in Fig. 7-1 Linear Dynamics 
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Summary
This research validates the use of DF method to study the existence and nature of limit cycles for adaptive systems whose update law is modified with projection. It is this projection modification to the classical adaptive control problem that allows the use of DF method. To perform the analysis, the adaptive system was transformed into a simple Lur'e form allowing the use of classical stability analysis tools to derive an approximate limit cycle condition (4*, w*). The stability of the limit cycle solution was delineated analytically and graphically. Numerical simulations were used to validate the limit cycle solutions and the overall DF analysis.
