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Abstract
This paper analyzes an interface-unfitted numerical method for distributed optimal control prob-
lems governed by elliptic interface equations. We follow the variational discretization concept to
discretize the optimal control problems, and apply a Nitsche-eXtended finite element method to dis-
cretize the corresponding state and adjoint equations, where piecewise cut basis functions around the
interface are enriched into the standard linear element space. Optimal error estimates of the state,
co-state and control in a mesh-dependent norm and the L2 norm are derived. Numerical results are
provided to verify the theoretical results.
Keywords: distributed optimal control, elliptic interface equation, variational discretization concept,
interface-unfitted finite element method.
1 Introduction
Optimization processes in multi-physics progress or engineering design with different materials usually
lead to optimal control problems governed by partial differential equations with interfaces. In this paper,
we consider the following distributed optimal control problem:
min J(y, u) :=
1
2
∫
Ω
(y − yd)2 dx+ ν
2
∫
Ω
u2 dx (1.1)
for (y, u) ∈ H10 (Ω)× L2(Ω) subject to the elliptic interface problem −∇ · (α(x)∇y) = f + u, in Ωy = 0, on ∂Ω
[y] = 0, [α∇ny] = g, on Γ
(1.2)
with the control constraint
u0 ≤ u ≤ u1, a.e. in Ω. (1.3)
Here Ω ⊆ Rd(d = 2, 3) is a polygonal or polyhedral domain, consisting of two disjoint subdomains
Ωi(1 ≤ i ≤ 2), and interface Γ = ∂Ω1 ∩ ∂Ω2. yd ∈ L2(Ω) is the desired state to be achieved by
controlling u, and ν is a positive constant. α(x) is piecewise constant with α|Ωi = αi > 0 for i = 1, 2,
[y] := (y|Ω1)|Γ − (y|Ω2)|Γ is the jump of function y across interface Γ, n is the unit normal vector along
Γ pointing to Ω1, ∇ny = n · ∇y is the normal derivative of y, f ∈ L2(Ω), g ∈ L2(Γ), and u0, u1 ∈ L2(Ω)
with u0 ≤ u1 a.e. in Ω. The choice of homogeneous boundary condition on boundary ∂Ω is made for
ease of presentation, since similar results are valid for other boundary conditions.
For an elliptic interface problem, it is well-known that its solution is generally not in H2(Ω) due
to the discontinuity of coefficient. This low regularity may lead to reduced accuracy for numerical
approximations [2, 47]. In literature there are usually two types of methods to improve the numerical
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accuracy, interface(or body)-fitted methods [6, 9, 14, 36, 26, 11] and interface-unfitted methods. For the
interface-fitted methods, meshes aligned with the interface are used so as to dominate the approximation
error caused by the non-smoothness of solution. However, it is often difficult or expensive to generate
complicated interface-fitted meshes, especially when the interface is moving with time or iteration.
In contrast with the interface-fitted methods, the interface-fitted methods, with certain types of mod-
ification for approximating functions around the interface, can avoid using the interface-fitted meshes.
One typical type of interface-unfitted methods is the extended/generalized finite element method (
XFEM/GFEM) (cf. [4, 41, 3, 33, 34]), where additional basis functions characterizing the singular-
ity of solution around the interface are enriched into the corresponding approximation space. We refer
to [24, 40, 15] for the numerical simulation of XFEM/GFEM for some elliptic interface problems. The
immersed finite element method (IFEM) (cf. [12, 28, 29, 48]) is another typical type of interface-unfitted
methods, where special finite element basis functions are constructed to satisfy the homogeneous interface
jump conditions in a certain sense. We note that it is usually not easy to extend the IFEM to the case
of non-homogeneous interface conditions [48, 20, 17] and, as pointed out in [31], the classic IFEM may
lead to deteriorate accuracy, while partially penalized IFEMs, with extra stabilization terms introduced
at interface edges for penalizing the discontinuity in IFE functions, are optimally convergent.
In [18], a special XFEM with optimal convergence was proposed for the elliptic interface problems.
This method, called Nitsche-XFEM, combines the idea of XFEM with Nitsche’s approach [35], where
additional cut basis functions which are discontinuous across the interface are added into the standard
linear finite element space, and the parameters in the Nitsche’s numerical fluxes on each element in-
tersected by the interface are chosen to depend on the relative area/volume of the two parts aside the
interface. For the development of interface-unfitted methods using additional cut basis functions, we refer
to [7, 5, 25, 19, 10, 44].
For optimal control problems governed by elliptic equations with smooth coefficients, a lot of work
on finite element methods can be found in literature; see [22, 13, 49, 45, 50] for control constraints, see
[32, 21, 37] for state constraints, see [8, 16, 27, 38] for adaptive convergence analysis. However, there are
only limited papers on the numerical analysis for optimal control problems of elliptic interface equations.
In [51] the classic IFEM was applied to discretize the model (1.1)-(1.3) with the homogeneous interface
jump condition g = 0. In [43], hp-finite elements were investigated for the optimal control problems of
elliptic interface equations on interface-fitted meshes. In a very recent work [49], the Nitsche-XFEM was
applied for interface optimal control problems of elliptic interface equations and shown to have optimal
convergence.
In this paper, we shall follow the variational discretization concept and apply the Nitsche-XFEM for
the numerical solution of the distributed optimal control problem (1.1)-(1.3). Optimal error estimates
will be derived for the state, co-state and control on meshes independent of the interface.
The remainder of the paper is organized as following. Section 2 introduces some notations and the
optimality conditions for the optimal control problem. Section 3 gives a brief introduction for Nitsche-
XFEM and several theoretical results associated with this method. In section 4, we discretize the optimal
control problem, show its discrete optimality conditions, and derive error estimates for the state, co-state
and control of the optimal control problem. Section 5 describes an iteration algorithm for the discrete
system, and Section 6 provides several numerical examples to verify our theoretical results. Finally,
Section 7 gives concluding remarks.
2 Notation and optimality conditions
For any bounded domain Λ ⊂ Rd and non-negative integer j, let Hj(Λ) and Hj0(Λ) denote the standard
Sobolev spaces on Λ with norm ‖ · ‖j,Λ and semi-norm | · |j,Λ. In particular, L2(Λ) := H0(Λ), with the
standard L2-inner product (·, ·)Λ. When Λ = Ω, we use abbreviations ‖ · ‖j := ‖ · ‖j,Ω, | · |j := | · |j,Ω, and
(·, ·) := (·, ·)Ω. We also need the fractional Sobolev space
Hj+
1
2 (Λ) := {w ∈ Hj(Λ) :
∑
|α|=j
∫∫
Λ×Λ
|Dαw(s)−Dαw(t)|2
|s− t|d+1 dsdt <∞}
with norm
‖w‖j+ 12 ,Λ :=
‖w‖2j,Λ + ∑
|α|=j
∫∫
Λ×Λ
|Dαw(s)−Dαw(t)|2
|s− t|d+1 dsdt
 12 .
2
For s ∈ R+, we define
Hs(Ω1 ∪ Ω2) :=
{
w ∈ L2(Ω) : w|Ωi ∈ Hs(Ωi), i = 1, 2
}
with norm
‖ · ‖s,Ω1∪Ω2 :=
(
2∑
i=1
‖ · ‖2s,Ωi
) 1
2
.
Throughout this paper, we use a¯ . b¯ to denote a¯ ≤ Cb¯, where C is a generic positive constant C
independent of the mesh parameter h and the location of the interface relative to the corresponding mesh.
The weak formulation of state equation (3.5) is as follows: find y ∈ H10 (Ω) such that
a(y, v) = (u+ f, v) + (g, v)Γ, ∀v ∈ H10 (Ω), (2.1)
where a(y, v) := (α∇y,∇v).It is easy to see that problem (2.1) admits a unique solution. We make the
following regularity assumptions for the solution y.
Assumption 1. It holds y ∈ H10 (Ω) ∩H3/2(Ω1 ∪ Ω2) and
‖y‖ 3
2 ,Ω1∪Ω2 . ‖u‖0 + ‖f‖0 + ‖g‖0,Γ. (2.2)
In addition, if g ∈ H1/2(Γ), then y ∈ H10 (Ω) ∩H2(Ω1 ∪ Ω2) and
‖y‖2,Ω1∪Ω2 . ‖u‖0 + ‖f‖0 + ‖g‖ 12 ,Γ. (2.3)
Remark 2.1. We note that the Assumption 1 is reasonable. In fact, if Ω and Γ are smooth with
Γ ∩ ∂Ω = ∅, then the regularity (2.2) holds [9, (2.2)]. And it has been shown in [43, Corollary 4.12] that
(2.2) holds if Ω ⊂ R2 and its subdomains Ωi are all polygonal. As for the regularity (2.3), if the domain
Ω is convex, and the interface Γ is C2 continuous with Γ ∩ ∂Ω = ∅, then (2.3) holds [14, theorem 2.1].
Define
Uad := {u ∈ L2(Ω) : ua ≤ u ≤ ub a.e. in Ω}.
By using the standard technique in [42], we can easily derive the optimality conditions for the optimal
control problem (1.1)-(1.3).
Lemma 2.1. The optimal control problem (1.1)-(1.3) has a unique solution (y, u) ∈ H10 (Ω) × Uad, and
the equivalent optimality conditions read: the triple (y, p, u) ∈ H10 (Ω)×H10 (Ω)× Uad satisfies
a(y, v) = (u+ f, v) + (g, v)Γ, ∀v ∈ H10 (Ω), (2.4)
a(v, p) = (y − yd, v), ∀v ∈ H10 (Ω), (2.5)
(p+ au, v − u) ≥ 0, ∀v ∈ Uad. (2.6)
Remark 2.2. p in (2.5) is called the co-state or adjoint state. In addition, by Assumption 1 we have
‖p‖2,Ω1∪Ω2 . ‖y‖0 + ‖yd‖0.
Remark 2.3. The variational inequality (2.6) means
u = PUad
(
−1
ν
p
)
, (2.7)
where PUad is the L
2 projection onto Uad. In particular, if u is unconstrained, i.e. Uad = L
2(Ω), then
the relation (2.7) is reduced to
u = −1
ν
p. (2.8)
3
3 Nitsche-XFEM for state and co-state equations
3.1 Extended finite element space
Let Th be a shape-regular triangulation of Ω consisting of open triangles/tetrahedrons with mesh size
h = maxT∈Th hT , where hT denotes the diameter of T ∈ Th. We mention that Th is independent of the
location of interface.
Define
T Γh := {T ∈ Th : T ∩ Γ 6= ∅}.
For any T ∈ T Γh , called an interface element, we set Tm := T ∩ Ωm(m = 1, 2),ΓT := Γ ∩ T , and denote
by ΓT,h the straight line/plane segment connecting the intersection between Γ and ∂T .
For ease of discussion, we make the following standard assumptions on Th and Γ (cf. [18, 39]).
(A1). For T ∈ T Γh and an edge/face F ⊂ ∂T , Γ ∩ F is simply connected.
(A2). For T ∈ T Γh , there is a smooth function ψ which maps ΓT,h onto ΓT .
Remark 3.1. We note that (A1) is easily fulfilled for sufficiently fine meshes, and (A2) requires Γ to
be piecewise smooth.
Denote by Θ := {Pi : i = 1, 2, · · · , I} the set of all mesh points of the triangulation Th, and by
ΘΓ := Θ
⋂ T¯ Γh the set of all vertexes of the interface elements. Let V Ph be the standard linear finite
element space with respect to the triangulation Th with ϕi ∈ V Ph denoting the nodal basis function
corresponding to the node Pi for i = 1, 2, · · · , I.
For any Pi ∈ ΘΓ
⋂
Ωm (m = 1, 2), define the cut basis function ϕ˜i by
ϕ˜i(x) :=
{
0, x ∈ Ωm,
ϕi(x), x ∈ Ω \ Ωm.
Then we introduce the cut finite element space
V Γh := span{ϕ˜i : Pi ∈ ΘΓ \ Γ},
and define the extended finite element space
Vh := {vh ∈ V Ph ⊕ V Γh : vh|∂Ω = 0}.
It is easy to see that for any vh ∈ Vh, vh|Ωi (i = 1, 2) is piecewise linear and continuous, and vh is
discontinuous across the interface Γ.
3.2 Formulations of Nitsche-XFEM
To describe the Nitsche-XFEM, we first introduce some notations. For each interface element T ∈ T Γh
and m = 1, 2, we set
Tm := T
⋂
Ωm, km :=
|Tm|
|T | ,
where |Tm| and |T | denote the area/volume of Tm and T respectively. It is evident that
k1 + k2 = 1.
For φ ∈ V h, we set
φm := φ|Ωm , {φ} := (k1φ1 + k2φ2)|Γ.
Introduce the following bilinear form ah(·, ·): for wh, vh ∈ Vh,
ah(wh, vh) := (α∇wh,∇vh)Ω1∪Ω2 − ({α∇nwh}, [vh])Γ − ({α∇nvh}, [wh])Γ + λ([wh], [vh])Γ, (3.1)
where the stabilization parameter λ is taken as
λ|T = C˜h−1T max{α1, α2}, (3.2)
4
with C˜ a positive constant.
Then, by following [18], the Nitsche-XFEMs for the state equation (2.4) and the co-state equation
(2.5) are respectively given as follows.
Find yh ∈ Vh such that
ah(y
h, vh) = (u+ f, vh) + (k2g, vh1)Γ + (k1g, vh2)Γ, ∀vh ∈ Vh. (3.3)
Find ph ∈ Vh such that
ah(vh, p
h) = (y − yd, vh), ∀vh ∈ Vh. (3.4)
Remark 3.2. Note that the bilinear form ah(·, ·) corresponds to the symmetric interior penalty Galerkin
(SIPG) method [1, 46].
Remark 3.3. In the stabilization term λ([wh], [vh])Γ of ah(wh, vh) with λ|T = C˜h−1T max{α1, α2}, the
positive constant C˜ is required to be “sufficiently large” to ensure the coercivity of ah(·, ·) (cf. (3.9)).
Remark 3.4. In [44], a “parameter-friendly” DG-XFE scheme was proposed for the following type of
interface problem:  −∇ · (α(x)∇w) = f in Ω,w = 0 on ∂Ω,
[w] = gD, [α∇nw] = gN on Γ,
(3.5)
where the interface Γ is assumed to be C2(Ω)-smooth. Let p be any given positive integer, and set
V˜h := {vh ∈ H1(Ω) : vh|T ∈ Pp(T ),∀T ∈ Th},
Wh := χ1V˜h + χ2V˜h,
where Pp(T ) denotes the set of polynomials of degree no more than p, and χm is the characteristic function
of Ωm for m = 1, 2. Then the DG-XFE is formulated as follows: find wh ∈Wh such that
a∗h(wh, vh) =(f, vh) + (k2gN , vh1)Γ + (k1gN , vh2)Γ−
(gD, {α∇nv})Γ + (λ∗1gD, [vh])Γ +
∑
T∈T Γh
(λ∗2αre([gD]), re([vh])), ∀vh ∈Wh.
Here
a∗h(wh, vh) := (α∇wh,∇vh)Ω1∪Ω2 − ({α∇nwh}, [vh])Γ − ({α∇nvh}, [wh])Γ+
λ∗([wh], [vh])Γ +
∑
T∈T Γh
(ηαre([wh]), re([vh])),
and, for any e = T ∩ Γ with T ∈ T Γh , re : L2(e)d → ZT is a lifting operator given by∫
T
re(q) · αzh = −
∫
e
q · {αzh} ∀zh ∈ ZT ,
where
ZT = {zh ∈ L2(Ω)d : zh|Tm ∈ Pp(Tm)d, zh|Ω\T = 0}.
As shown in [44], the introduction of the penalization term based on the lifting operator re locally along
the interface guarantees the coercivity of a∗h(·, ·) as long as the stabilization parameters λ∗|T ≥ h−1T and
η ≥ 2.
Let us introduce a mesh-dependent norm ||| · ||| on H3/2(Ω1 ∪ Ω2):
|||v|||2 := ‖∇v‖20,Ω1∪Ω2 + ‖{∇nv}‖2−1/2,h,Γ + ‖[v]‖21/2,h,Γ, ∀v ∈ H3/2(Ω1 ∪ Ω2), (3.6)
where
‖v‖21/2,h,Γ :=
∑
T∈T Γh
h−1T ‖v‖20,ΓT , ‖v‖2−1/2,h,Γ :=
∑
T∈T Γh
hT ‖v‖20,ΓT .
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It is easy to see that ||| · ||| is a norm on V h with
||vh||0,Ω . |vh|1,Ω1∪Ω2 ≤ |||vh|||, ∀vh ∈ V h. (3.7)
Under the assumptions (A1)-(A2), the following boundedness and coerciveness results hold (cf.
[1, 18]):
ah(w, v) . |||w||| |||v|||, ∀w, v ∈ H3/2(Ω1 ∪ Ω2), (3.8)
and
ah(vh, wh) & |||vh|||2, ∀vh ∈ V h (3.9)
if C˜ in (3.2) is sufficiently large. Hence, the discrete problems (3.3) and (3.4) admit unique solutions
yh ∈ Vh and ph ∈ Vh, respectively. In addition, from [18, 49] we have the following error estimates.
Lemma 3.1. [18] Let y, p ∈ H10 (Ω)∩H2(Ω1 ∪Ω2) be the solutions to the weak problems (2.4) and (2.5),
respectively. Then it holds
|||y − yh||| . h‖y‖2,Ω1∪Ω2 , |||p− ph||| . h‖p‖2,Ω1∪Ω2 .
‖y − yh‖0 . h2‖y‖2,Ω1∪Ω2 , ‖p− ph‖0 . h2‖p‖2,Ω1∪Ω2 .
Lemma 3.2. [49] Let y, p ∈ H10 (Ω) ∩ H3/2(Ω1 ∪ Ω2) be the solutions to the weak problems (2.4) and
(2.5), respectively. Then it holds
|||y − yh||| . h 12 ‖y‖ 3
2 ,Ω1∪Ω2 , |||p− p
h||| . h 12 ‖p‖ 3
2 ,Ω1∪Ω2 ,
‖y − yh‖0,Ω . h‖y‖ 3
2 ,Ω1∪Ω2 , ‖p− p
h‖0,Ω . h‖p‖ 3
2 ,Ω1∪Ω2 .
4 Discretization of optimal control problem
4.1 Discrete optimality conditions
By following the variational discretization concept in [22], the optimal control problem (1.1)-(1.3) is
approximated by the following discrete optimal control problem:
min
(yh,u)∈Vh×Uad
Jh(yh, u) =
1
2
∫
Ω
(yh − yd)2dx+ ν
2
∫
Ω
u2dx (4.1)
with
ah(yh, vh) = (u+ f, vh) + (k2g, vh1)Γ + (k1g, vh2)Γ, ∀vh ∈ Vh. (4.2)
Similar to Lemma 2.1, the following lemma holds.
Lemma 4.1. The discrete optimal control problem (4.1)-(4.2) has a unique solution, and the solution
(yh, ph, uh) ∈ Vh × Vh × Uad satisfies the following optimality conditions:
a(yh, vh) = (uh + f, vh) + (k2g, vh1)Γ + (k1g, vh2)Γ, ∀vh ∈ Vh, (4.3)
a(vh, ph) = (yh − yd, vh), ∀vh ∈ Vh, (4.4)
(ph + auh, v − uh) ≥ 0, ∀v ∈ Uad. (4.5)
Remark 4.1. Notice that the discrete optimal control uh ∈ Uad is not directly discretized in the objective
functional (4.1), since Uad is infinite dimensional. However, the variational inequality (4.5) means that
uh is implicitly discretized through the discrete co-state ph and the projection PUad (cf. (2.7)) with
uh = PUad
(
−1
ν
ph
)
. (4.6)
Moreover, if u0 and u1 are well-defined at any x ∈ Ω, then (4.6) is equivalent to
uh = min
{
u1,max
{
u0,−1
ν
ph
}}
. (4.7)
In particular, if Uad = L
2(Ω), then we have
uh = −1
ν
ph. (4.8)
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4.2 Error estimates
In this subsection, we first show that the errors between (y, p, u) and (yh, ph, uh), the solutions to the
continuous optimal control problem (2.4)-(2.6) and to the discrete optimal control problem (4.3)-(4.5)
respectively, can be bounded from above by the errors between (y, p) and (yh, ph). Here we recall that
yh ∈ Vh and ph ∈ Vh are the solutions to the Nitsche-XFE schemes (3.3) and (3.4), respectively.
Theorem 4.1. Let (y, p, u) ∈ H10 (Ω)×H10 (Ω)×Uad and (yh, ph, uh) ∈ Vh × Vh ×Uad be the solutions to
the continuous problem (2.4)-(2.6) and the discrete problem (4.3)-(4.5), respectively. Then we have
ν
1
2 ‖u− uh‖0 + ‖y − yh‖0 . ‖y − yh‖0 + ν− 12 ‖p− ph‖0, (4.9)
‖p− ph‖0 . ‖p− ph‖0 + ‖y − yh‖0, (4.10)
|||y − yh||| . |||y − yh|||+ ‖u− uh‖0, (4.11)
|||p− ph||| . |||p− ph|||+ ‖y − yh‖0. (4.12)
Proof. First, by (4.3)-(4.4) and (3.3)-(3.4) we have
ah(yh − yh, vh) = (uh − u, vh), ∀vh ∈ Vh, (4.13)
ah(vh, ph − ph) = (yh − y, vh), ∀vh ∈ Vh, (4.14)
which yield
(yh − y, yh − yh) = ah(yh − yh, ph − ph) = (uh − u, ph − ph). (4.15)
Take v = uh in (2.6) and v = u in (4.5), we get
(νu+ p, uh − u) ≥ 0,
(νuh + ph, u− uh) ≥ 0.
Adding together these two inequalities implies
(ν(u− uh) + p− ph, uh − u) ≥ 0,
which, together with (4.15), leads to
ν‖u− uh‖20 ≤ (uh − u, p− ph)
= (uh − u, p− ph) + (uh − u, ph − ph)
= (uh − u, p− ph) + (yh − y, yh − yh)
≤ 1
2
(ν‖uh − u‖20 +
1
ν
‖p− ph‖20) + (yh − y, yh − yh)
≤ 1
2
(ν‖uh − u‖20 +
1
ν
‖p− ph‖20)−
1
2
‖y − yh‖20 +
1
2
‖y − yh‖20.
Consequently, (4.9) holds.
Second, let us show (4.10) and (4.11). From (3.7), (3.9) and (4.14), we have
||ph − ph||20 . |||ph − ph|||2
. ah(ph − ph, ph − ph) = (yh − y, ph − ph)
. ||yh − y||0||ph − ph||0
. ||yh − y||0|||ph − ph|||,
which, together with the triangle inequality, yields
‖p− ph‖0 ≤ ‖p− ph‖0 + ‖ph − ph‖0 . ‖p− ph‖0 + ‖yh − y‖0,
|||p− ph||| ≤ |||p− ph|||+ |||ph − ph||| . |||p− ph|||+ ‖yh − y‖0,
i.e. (4.10) and (4.11) hold.
Similarly, (4.11) follows from (3.7), (3.9) and (4.13). 
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Based on Theorem 4.1, Lemmas 3.1-3.2, and Remarks 2.3 and 4.1, we immediately have the following
main results of error estimation.
Theorem 4.2. Let (y, p, u) ∈ (H10 (Ω) ∩Hs(Ω1 ∪ Ω2))× (H10 (Ω) ∩Hs(Ω1 ∪ Ω2))×Uad (s = 2, 3/2) and
(yh, ph, uh) ∈ Vh×Vh×Uad be the solutions to the continuous problem (2.4)-(2.6) and the discrete problem
(4.3)-(4.5), respectively. Then we have, for s = 2,
‖u− uh‖0 + ‖y − yh‖0 + ‖p− ph‖0 . h2(‖y‖2,Ω1∪Ω2 + ‖p‖2,Ω1∪Ω2), (4.16)
|||y − yh|||+ |||p− ph||| . h(‖y‖2,Ω1∪Ω2 + ‖p‖2,Ω1∪Ω2), (4.17)
and for s = 3/2,
‖u− uh‖0 + ‖y − yh‖0 + ‖p− ph‖0 . h(‖y‖ 3
2 ,Ω1∪Ω2 + ‖p‖ 32 ,Ω1∪Ω2), (4.18)
|||y − yh|||+ |||p− ph||| . h 12 (‖y‖ 3
2 ,Ω1∪Ω2 + ‖p‖ 32 ,Ω1∪Ω2). (4.19)
In particular, if u is unconstrained, i.e. Uad = L
2(Ω), then we further have
|||u− uh||| . hs−1(‖y‖s,Ω1∪Ω2 + ‖p‖s,Ω1∪Ω2), s = 2, 3/2. (4.20)
Remark 4.2. In view of the definition of ||| · ||| in (3.6), the estimates (4.17) and (4.19) indicate
|y − yh|1 + |p− ph|1 . hs−1(‖y‖s,Ω1∪Ω2 + ‖p‖s,Ω1∪Ω2), s = 2, 3/2, (4.21)
and (4.20) indicates
|u− uh|1 . hs−1(‖y‖s,Ω1∪Ω2 + ‖p‖s,Ω1∪Ω2), s = 2, 3/2, (4.22)
where | · |1 := | · |1,Ω1∪Ω2 .
5 Numerical results
We shall provide several 2D numerical examples to verify the performance of the Nitsche-XFEM. Note
that the optimal control problem (1.1)-(1.2) without the constraint (1.3) is a linear problem, the resultant
discrete linear system is easy to solve. However, for the constrained optimal control problem (1.1)-(1.3),
the corresponding discrete optimal control problem (4.1)-(4.2) or its equivalent problem (4.3)-(4.5) is a
nonlinear system, which we shall apply the following fixed-point iteration algorithm to solve.
Algorithm Fixed-point iteration
1. Initialize uih = u
0;
2. Compute yih ∈ Vh by ah(yih, vh) = (uih, vh) + (f, vh) + (k2g, v1,h)Γh + (k1g, v2,h)Γh ,∀vh ∈ Vh;
3. Compute pih ∈ Vh by ah(vh, pih) = (yih − yd, vh),∀vh ∈ Vh;
4. Set ui+1h = min
{
u1,max
{
u0,− 1ν pih
}}
;
5. if |ui+1h −uih| < Tol or i+ 1 > MaxIte, then output uh = ui+1h , else i = i+ 1, and go back to Step 2.
Here u0 is an initial value, Tol is the tolerance, and MaxIte is the maximal iteration number. Theoretically,
this algorithm is convergent when the regularity parameter ν is large enough (cf. [23]).
In each example, we choose Ω to be a square, and use N × N uniform meshes with 2N2 triangular
elements.
Example 5.1. Segment interface: a case without control constraints
Consider the optimal control problem (1.1)-(1.2) without the constraint (1.3). Set the regulation
parameter ν = 0.01, the domain Ω := [0, 1]× [0, 1] (cf. Figure 1), the interface
Γ := {(x1, x2) : x2 = kx1 + b} ∩ Ω
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with k = −√3/3, b = (6 +√6− 2√3)/6, and
Ω1 := {(x1, x2) : kx1 + b− x2 > 0} ∩ Ω, Ω2 := {(x1, x2) : kx1 + b− x2 < 0} ∩ Ω.
Take the coefficients α|Ω1 = α1 := 1, α|Ω2 = α2 := 100, and the control space Uad := L2(Ω). Let yd, f, g
be such that the optimal triple (y, p, u) of (2.4)-(2.6) is of the the following form:
y(x1, x2) =
{
(x2−kx1−b)cos(x1x2)
2α1
+ (x2 − kx1 − b)3, in Ω1,
(x2−kx1−b)cos(x1x2)
2α2
, in Ω2,
u(x1, x2) =
{
α2(x2 − kx1 − b)x1(x1 − 1)x2(x2 − 1)sin(x1x2), in Ω1,
α1(x2 − kx1 − b)x1(x1 − 1)x2(x2 − 1)sin(x1x2), in Ω2,
p(x1, x2) = −νu(x1, x2).
We compute the discrete schemes (4.3)-(4.5) with the stabilization parameter C˜ = 10 (cf. (3.2)).
Tables 1-2 give numerical results of the relative errors between (yh, ph, uh) and (y, p, u) in the L
2−norm
and the H1-seminorm, respectively. We can see that the Nitsche-XFEM yields optimal convergence
orders, i.e. second order rates of convergence for |y − yh|0, |p − ph|0 and |u − uh|0, and first order rates
of convergence for |y − yh|1, |p − ph|1 and |u − uh|1. This is consistent with our theoretical results in
Theorem 4.1.
Figure 1: Segment interface and 8× 8 mesh for Example 5.1
Table 1: Relative errors of Nitsche-XFEM in L2-norm for Example 5.1.
N ‖u−uh‖0‖u‖0 order
‖y−yh‖0
‖y‖0 order
‖p−ph‖0
‖p‖0 order
16 3.9941e-02 8.7667e-03 3.9941e-02
32 9.6399e-03 2.1 2.1955e-04 2.0 9.6399e-03 2.1
64 2.3780e-03 2.0 5.5005e-04 2.0 2.3780e-03 2.0
128 5.9194e-04 2.0 1.3834e-05 2.0 5.9195e-04 2.0
256 1.4794e-04 2.0 3.5203e-06 2.0 1.4794e-04 2.0
Example 5.2. Circle interface: a case without control constraints
This example is from [51], where it was used to test the performance of an IFEM. In the optimal
control problem (1.1)-(1.2), take ν = 0.01 and Ω = [−1, 1]× [−1, 1]. The interface Γ is a circle centered
at (0, 0) with radius r = 12 . Set
Ω1 := {(x1, x2) : x21 + x22 < r2}, Ω2 := {(x1, x2) : x21 + x22 > r2} ∩ Ω,
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Table 2: Relative errors of Nitsche-XFEM in H1-seminorm for Example 5.1.
N |u−uh|1|u|1 order
|y−yh|1
|y|1 order
|p−ph|1
|p|1 order
16 2.0695e-01 1.0180e-01 2.0695e-01
32 1.0404e-01 1.0 5.0958e-02 1.0 1.0404e-01 1.0
64 5.2064e-02 1.0 2.5486e-02 1.0 5.2064e-02 1.0
128 2.6035e-02 1.0 1.2744e-02 1.0 2.6035e-02 1.0
256 1.3017e-02 1.0 6.3722e-03 1.0 1.3017e-02 1.0
α|Ω1 = α1 := 1, α|Ω2 = α2 := 10, and Uad := L2(Ω). Let yd, f, g be such that the optimal triple (y, p, u)
of (2.4)-(2.6) is of the the following form:
y(x1, x2) =
 (x
2
1+x
2
2)
3
2
α1
, in Ω1 ,
(x21+x
2
2)
3
2
α2
+ ( 1α1 − 1α2 )r3, in Ω2 ,
u(x1, x2) =
{
5(x21+x
2
2−r2)(x21−1)(x22−1)
α1
, in Ω1 ,
5(x21+x
2
2−r2)(x21−1)(x22−1)
α2
, in Ω2 ,
p(x1, x2) = −νu(x1, x2).
Notice that g = 0 in this example.
In the schemes (4.3)-(4.5) we take the stabilization parameter C˜ = 1000, and use the polygonal line
Γh =
⋃
T∈Th
ΓT,h to replace the exact interface Γ. Tables 3-4 give some numerical results of the errors
in the L2−norm and the H1-seminorm, respectively. For comparison we also list the results from [51]
obtained by the classical IFEM. We can see that the Nitsche-XFEM yields optimal convergence orders for
all the L2 and H1 errors. In particular, the convergence rates of Nitsche-XFEM are always full when the
mesh is refined, while the rates of IFEM may deteriorate, e.g. the rate of |u−uh|1 deteriorates from 1.01
at the 32× 32 mesh to 0.91 at the 256× 256 mesh. In fact, such phenomenon of accuracy deterioration
for IFEM has been observed in [30] for elliptic interface problems.
Table 3: L2 errors of Nitsche-XFEM (abbr. NXFEM) and IFEM for Example 5.2.
Method N ‖u− uh‖0 order ‖y − yh‖0 order ‖p− ph‖0 order
16 1.1316e-02 4.4535e-03 1.1316e-04
32 3.0688e-03 1.88 1.1883e-03 1.91 3.0688e-05 1.88
NXFEM 64 7.5979e-04 2.01 3.1686e-04 1.91 7.5979e-06 2.01
128 1.8516e-04 2.04 7.6393e-05 2.05 1.8516e-06 2.04
256 4.2966e-05 2.11 1.8584e-05 2.04 4.2966e-07 2.11
16 1.1889e-02 4.6400e-03 1.1889e-04
32 3.1406e-03 1.92 1.2288e-03 1.91 3.1406e-05 1.92
IFEM[51] 64 7.0663e-04 2.15 3.1438e-04 1.96 7.0663e-06 2.15
128 1.6334e-04 2.11 8.1934e-05 1.93 1.6334e-06 2.11
256 3.5894e-05 2.18 2.1650e-05 1.92 3.5894e-07 2.18
Example 5.3. Circle Interface: a case with control constraints
Consider the optimal control problem (1.1)-(1.3) with ν = 1 and Ω = [−1, 1]× [−1, 1] (cf. Figure 2).
The interface Γ is a circle centered at (0, 0) with radius r =
√
3
4 . Set
Ω1 := {(x1, x2) : x21 + x22 < r2}, Ω2 := {(x1, x2) : x21 + x22 > r2} ∩ Ω,
α|Ω1 = α1 := 1, α|Ω2 = α2 := 1000, and Uad := {u ∈ L2(Ω) : − 12 ≤ u ≤ 12 a.e in Ω}. Let yd, f, g be such
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Table 4: H1 errors of Nitsche-XFEM and IFEM for Example 5.2.
Method N |u− uh|1 order |y − yh|1 order |p− ph|1 order
16 1.1407e-01 1.1311e-01 1.1401e-03
32 5.7015e-02 1.00 5.8796e-02 0.94 5.6926e-04 1.00
NXFEM 64 2.7869e-02 1.03 2.9448e-02 1.00 2.7932e-04 1.03
128 1.3830e-02 1.01 1.4800e-02 0.99 1.3852e-04 1.01
256 6.8465e-03 1.01 7.3659e-03 1.00 6.8465e-05 1.01
16 1.0665e-01 1.0778e-01 1.0665e-03
32 5.2602e-02 1.01 5.5660e-02 0.95 5.2602e-04 1.01
IFEM[51] 64 2.7054e-02 0.95 2.9084e-02 0.93 2.7054e-04 0.95
128 1.4028e-02 0.94 1.5047e-02 0.95 1.4028e-04 0.94
256 7.4170e-03 0.91 7.9081e-03 0.92 7.4170e-05 0.91
that the optimal triple (y, p, u) of (2.4)-(2.6) is of the the following form:
y(x1, x2) =
 (x
2
1+x
2
2)
3
2
α1
− 10(x21 + x22 − r2)sin(x1x2), in Ω1
(x21+x
2
2)
3
2
α2
+ ( 1α1 − 1α2 )r3, in Ω2,
u(x1, x2) = min
{
1
2
,max
{
−1
2
, ϕ(x1, x2)
}}
,
p(x1, x2) = −νϕ(x1, x2),
where
ϕ(x1, x2) :=
{
5(x21+x
2
2−r2)(x21−1)(x22−1)
α1
, in Ω1
5(x21+x
2
2−r2)(x21−1)(x22−1)
α2
, in Ω2 .
In the schemes (4.3)-(4.5) we take the stabilization parameter C˜ = 5. Tables 5-6 give some numerical
results of the relative errors in the L2−norm and the H1-seminorm, respectively. We can see that the
NXFEM yields second order rates of convergence for |y − yh|0, |p − ph|0 and |u − uh|0, and first order
rates of convergence for |y − yh|1 and |p− ph|1. This is consistent with Theorem 4.1.
In Figures 3-4 we show the exact solutions of the control u and state p, and the Nitsche-XFEM
solutions uh and ph at the 32 × 32 mesh. Figure 5 demonstrates the boundaries of the exact and the
computed active sets. We can see that all the numerical approximations match the exact solutions well.
Figure 2: Circle interface and 8× 8 mesh for Example 5.3.
6 Conclusion
In this paper, the Nitsche eXtended finite element method as well as the variational discretization concept
has been applied to discretize the distributed optimal control problems of elliptic interface equations. This
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Table 5: Relative errors of Nitsche-XFEM in L2-norm for Example 5.3.
N ‖u−uh‖0‖u‖0 order
‖y−yh‖0
‖y‖0 order
‖p−ph‖0
‖p‖0 order
16 4.4640e-02 6.7792e-02 5.9076e-02
32 1.7953e-02 1.3 2.3134e-02 1.6 1.8254e-02 1.7
64 3.9458e-03 2.2 5.7710e-03 2.0 3.9865e-03 2.2
128 7.7806e-04 2.3 1.3023e-03 2.2 8.2130e-04 2.3
256 1.2751e-04 2.6 2.0961e-04 2.6 1.5615e-04 2.4
Table 6: Relative errors of Nitsche-XFEM in H1-seminorm for Example 5.3.
N |y−yh|1|y|1 order
|p−ph|1
|p|1 order
16 5.0048e-01 2.0831e-01
32 2.4468e-01 1.0 1.0421e-01 1.0
64 1.1515e-01 1.1 4.9146e-02 1.1
128 5.7116e-02 1.0 2.4365e-02 1.0
256 2.6058e-02 1.1 1.1514e-02 1.1
Figure 3: The exact(left) control u and discrete control uh (right) for Example 5.3.
Figure 4: The exact state y (left) and discrete state yh (right) for Example 5.3.
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Figure 5: The discrete control uh for Example 5.3: The green and red lines are boundaries of the exact
and computed active sets, respectively, and the blue line is the interface Γh.
method does not require interface-fitted meshes, and is suitable for generic interface conditions. Error
analysis and numerical results have demonstrated its optimal convergence and good performance.
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