An unconditionally positive definite finite difference scheme termed as UPFD has been derived in order to approximate a linear advection-diffusion-reaction equation which models exponential travelling waves and the coefficients of advection, diffusion and reactive terms have been chosen as one [6] . In this work, we test UPFD scheme under some other different regimes of advection, diffusion and reaction. We consider the case when the coefficient of advection, diffusion and reaction are all equal to one and also cases under which advection or diffusion or reaction is more important. Some errors such as L 1 error, dispersion, dissipation errors and relative errors are tabulated. Moreover, we compare some spectral properties of the method under different regimes. We obtain the variation of the following quantities with respect to the phase angle; modulus of exact amplification factor, modulus of amplification factor of the scheme and relative phase error.
Introduction
Advection-diffusion-reaction partial differential equations are among the most widespread in many fields of engineering and science. These applications include the transport of air, adsorption of pollutants in soil, diffusion of neutrons, food processing, modelling of biological systems, modelling of semiconductors, oil reservoir flow transport among others [5] . There are only few cases for which the analytical solution to the advection-diffusion-reaction equations exist, hence the need for numerical techniques for accurate and efficient solution of such equations. Numerical solution to quite complicated partial differential equations such as time-fractional pdes has been studied in [1, 9, 10] .
Stability is an essential concern when studying the convergence of a numerical method approximating a partial differential equation and it is often very difficult to obtain stability limits for a numerical method. In the past, many attempts were made in order to obtain stability of numerical methods discretising convection-diffusion equations. Several techniques from previous works have been reviewed in [18] and the scheme used is the Forward-time and space-centred scheme. We next highlight some previous works on stability of numerical methods discretising advection-diffusion equations.
Fromm [11] applied Von Neumann analysis and obtained stability limits for the two-dimensional vorticity transport equation. The mistake made by Fromm is that he derived sufficient stability conditions that were not necessary conditions. He wrongly assumed that these conditions were both necessary and sufficient. In 1968, Hirt [14] obtained stability conditions after examining the truncation and CFL condition. Such techniques only give necessary conditions. It was proved later that the stationary conditions obtained by Hirt are both necessary and sufficient. Siemieniuch and Gladwell [17] made use of spectral radius for stability and got different conditions from those of Fromm and Hirt. Siemieniuch and Gladwell only obtained necessary conditions for stability. Rigal [15] used Von Neumann analysis to derive stability limits. He obtained correct stability limits and these were proved to be necessary for stability. Clancy [7] obtained the same stability limits as Rigal by using Von Neumann analysis but could only prove that they are sufficient for stability. In 1984, Hindmarsch et al. [12] made use of Von Neumann analysis and proved that the correct limits are necessary and sufficient stability conditions. Difficulties can arise in stability analysis. It is important to have a full understanding of whether the conditions obtained for stability are sufficient, necessary or necessary and sufficient. The advectiondiffusion-reaction is quite similar to the advection-diffusion equation, it has an extra reaction term and therefore obtaining stability of some numerical methods discretising advection-diffusion-reaction equation is not easy as is the case with numerical methods discretising advection-diffusion equations. To avoid difficulty involved with obtaining region of stability, we shall consider unconditionally stable finite difference schemes discretising advection-diffusion-reaction equations.
Organisation of paper
The paper is organised as follows. In section 3, we describe the numerical experiment considered, present the numerical method and obtain expressions for the exact amplification factor, numerical amplification factor and relative phase error and in section 4, we describe briefly the quantification of errors. In sections 5 to 8, we tabulate the errors, present some numerical results from UPFD for some different regimes. Section 9 highlights the salient features of the paper. Coding and plotting of graphs are performed using matlab software.
Numerical Experiment
We solve an advection-diffusion-reaction equation which models exponential travelling waves [6] . The equation is given by ∂u ∂t
subject to the following initial and boundary conditions;
and u x (10, t) = −u(10, t) where 0 ≤ x ≤ 10 and 0 ≤ t ≤ 0.85. The exact solution is given by
We solve this problem taking into consideration some different regimes: The Unconditionally Positive Finite Difference (UPFD) method is given by [6] 
which simplifies as
where λ = k h and β = k h 2 , h is the mesh size and k is the temporal step size.
The scheme is positive definite for all k, h > 0. Hence, the scheme is unconditionally stable for all k, h > 0. However, the method is not unconditionally consistent. There are extra truncation error terms due to the fact that in the approximation to the first and second derivatives with respect to x, there are terms evaluated at different time levels.
There are two ways how the scheme can be used. One way to deal with this situation is to choose the time step size dependent on the mesh size in such a way that the inconsistent terms go to zero as the mesh is refined [6] .
Using Taylor expansion about the point (i, n) and assuming that u is continuous and the derivatives of u are bounded, the modified equation of UPFD scheme discretising Eq. (1) is given by
The second alternative is to modify the scheme by including some terms in order to obtain a consistent approximation. The latter option was used in [6] with spatial mesh size chosen as 0. 
Instead of solving Eq (1) using UPFD, Eq. (6) 
Eq. (7) is similar to the original equation but with a new time scale. We solve Eq. (7) using UPFD scheme where T = In this work, we use the UPFD method to solve some advection-diffusion-reaction problems using h = 0.1 and some different values of temporal step size. We use the first alternative.
Amplification factor and Relative Phase Error One of the most common ways of measuring the relative merits of a scheme for advection is to consider the scheme's dispersion and dissipation [19] . All linear numerical schemes are either dispersive or dissipative [21] . The amplification factor of the UPFD scheme is given by
The relative phase error (RPE) is a measure of the dispersive property of a scheme. It is a ratio and measures the velocity of the computed waves to that of the physical waves [22] . If the RPE is greater than one, the computed waves appear to move faster than the physical waves [13] . A ratio less than one implies that the computed waves will move slower than the physical waves, causing phase lag. When RP E = 1, there is no phase error. The RPE is calculated as
Using the perturbation, u = exp(αt) exp(Iθx) [8, 16, 20] to the partial differential equation given by (1) where θ is the wavenumber and α is the dispersion relation, we obtain α = −aIθ − Dθ 2 − κ. The exact amplification factor, ξ exact is computed as
[20] and we thus have
where w = θh. Hence the RPE of the UPFD scheme discretising Eq. (1) is given by
In the following section, we describe how the total mean square error can be quantified into dispersion and dissipation errors using the technique of Takacs [19] .
Quantification of Errors
Finite difference schemes used to solve partial differential equations will often lose energy as time progresses, this property is called numerical dissipation. In the case of dispersive schemes, oscillations are generated in regions of discontinuity. We make use of the technique devised by Takacs [19] in order to quantify errors from numerical results into dispersion and dissipation errors. The total mean square error (TMSE) is calculated as
where u i represents the analytical solution and v i , the numerical (discrete) solution at a given grid point i and N is the number of discrete points. The absolute error is given by
The total mean square error is calculated as
where N is the number of grid points.
The sample variances for the analytical and numerical solutions are respectively given by
Expanding the sample variance, we obtain
The total mean square error can be expressed as
On further simplification, we have
The correlation coefficient is defined as
Hence, the covariance can be expressed as
We thus have,
Setting ρ = 1, we obtain
Hence the dispersion error is
while the dissipation error is
The error rate with respect to L 1 norm is given by
Some interesting applications of the concept of quantification of errors into dispersion and dissipation can be found in [2, 3, 19] . From the values of k used in Table ( 1), we can see that k = 0.00025 is the optimal one in terms of dissipation, dispersion errors and L 1 error. As k is increased, the errors increase. We also note that the dispersion and dissipation errors are almost the same at a given value of k. Table ( 2) displays the errors when h is chosen as 0.2. As we increase k, the error initially decreases and at k = 0.002, the errors are least but errors increase again as the value of k is increased. Based on Tables (1) and (2), there is no common value for k/h or k/h 2 for which errors are least. This is in line with observation made in [2] . When the 1-D linear advection equation is approximated by a given numerical method, the plots of the modulus of the amplification factor and relative phase error vs phase angle depend on CFL number (which is equal to ak h ). However, in the case of 1-D advection-diffusion equation discretised by a finite difference method, the plots of modulus of numerical amplification factor and relative phase error depends on k, h and not on the CFL number. We present profiles from exact solution, initial solution and numerical solution (at some values of k namely; k = 0.00025, k = 0.001, k = 0.01) and h = 0.1 in Figs. (1(a) ), (1(b)) and (1(c)). All the profiles show that the value of the solution decreases monotonically with increase in x. The initial solution is shown by green line while the exact and numerical profiles are denoted by blue and red lines respectively. The peak of the initial solution is at x = 0 and corresponds to u = 1.0. The peak of the numerical solution at time t = 0.85 is approximately 2.3. As expected based on the errors from Table (1), the deviation between numerical and exact profiles increases as the value of k is increased. To understand better why the numerical results are very much dependent on the temporal step size, we study the variation of the modulus of the exact amplification factor, modulus of numerical amplification factor and relative phase error, all versus the phase angle at different values of k with h = 0. For values of k closest to zero, the values of the RPE are close to one especially at low phase angles. We also note that when w = 0, the RPE is not always equal to one as is expected for consistent finite difference schemes discretising advection-diffusion-reaction equations [4] . We conclude that UPFD does preserve dispersive properties to some extent only at low phase angles and for values of k very close to zero. Table 4 : Absolute and relative errors obtained from UPFD scheme using k = 0.001 with h = 0.1, a = 1, D = 1 and κ = 1.
Tables (3) and (4) compares the absolute error and relative error using two different values of k; 0.00025 and 0.001 with h = 0.1. The relative error is very small with k = 0.00025 but it is too high (30 to 40 percent) when k is chosen as 0.01. This confirms that we must use a very small value of k e.g. 0.00025. For a scheme to be efficient, the relative error at a given value of x must be less than 10 percent. 
Case 2: Advection is more important
Errors such as L 1 error, dissipation and dispersion errors are displayed in Table ( .0005, the scheme has quite good dispersive properties at low phase angles but as k is increased from 0.0005, the dispersive properties are not conserved even at low phase angles.
Table (7) shows relative error at k = 0.00025, h = 0.1, a = 10, D = 1, κ = 1. The errors are in general greater than at a = 5 and the results are quite satisfactory. For a = 100, the errors are too considerable and UPFD scheme cannot be used in that case. Table 7 : Relative errors obtained from UPFD scheme using k = 0.00025, h = 0.1, a = 10, D = 1 and κ = 1 at time t = 0.85. From Figs. (5(a) ) and (5(b)), we observe that there is quite some deviation between numerical and exact profiles at k = 0.001. We also note that like in case 2, the peak value of the numerical and exact solution at time, t = 0.85 is approximately 70. Plots of modulus of exact amplification factor and modulus of numerical amplification factor are displayed in Figs. (6(a) ) and (6(b)) and we observe considerable deviation between these two profiles even at low phase angles and low values of k. The plots of numerical amplification factor are always above those for the exact amplification factor at a given value of k. Fig. (6(c) 
Case 4: Reaction is more important
Errors obtained at some different values of k from UPFD scheme are tabulated in Table (4) . In general, the UPFD scheme is satisfactory when reaction is more important and it works very well at low values of k such as 0.00025, 0.0005. We display in Fig. (7(a) ) and (7(b)) the profiles for exact and numerical solution with k = 0.00025 and 0.001. We observe that there is very little deviation between the two plots at these two values of k. It is to be noted that the peak value of numerical and exact solution at t = 0.85 is approximately 0.08. If we look at exact value of u when x = 0, we get u(x = 0, t = 0.85) = exp(−3 × 0.85) ≈ 0.08. Plots of AFM (exact and numerical) are displayed in Figs. (8(a) ) and (8(b)) and we can observe that there is good agreement between exact and numerical AFM at very low values of k and also at low phase angles. The dispersion character is quite good at low values of k and especially at low phase angles. The scheme performs quite well at low values of k as κ → ∞ in constract to cases 2 and 3. 
Conclusion
The UPFD scheme is unconditionally stable but not unconditionally consistent. The scheme was tested on an advection-diffusion-reaction equation which models exponential travelling waves and we computed various errors such as L 1 error, dispersion and dissipation errors, relative errors under some different regimes of advection, diffusion and reaction. The scheme works best for very small values of k as k → 0, (for instance, k = 0.00025, 0.0005) and performs satisfactorily at other values of k such as 0.001 for two regimes; a = 1, D = 1, κ = 1 and a = 1, D = 1, κ = 5. When a = 5, D = 1, κ = 1, the scheme performs quite well at k = 0.00025 and satisfactorily at k = 0.0005 but is not efficient at larger values of k. For the diffusive case (a = 1, D = 5, κ = 1), the scheme does not perform well. In general, we can conclude that the choice of k is very important as it affects to a great extent the performance of the method. The UPFD scheme is effective to solve advection-diffusion-reaction problems when advection or reactive regime is dominant and for the case, a = 1, D = 1, κ = 1 especially at low values of k. Moreover, the magnitude of the dispersion and dissipation errors using UPFD are of the same order for all the different regimes considered as seen from the tables. This indicates that if we are to optimise the temporal step size at a given value of the spatial step size, our optimisation function must consist of both the AF M and RP E. Some related work on optimisation can be seen in [2] . Higher order unconditionally stable schemes can be constructed for the regimes for which UPFD is not efficient enough for instance when advection and diffusion are dominant. 
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