In this paper, we propose a mechanism to improve the numerical robustness of the recently proposed MOESP (multivariable output-error state space) algorithm extended with instrumental variables based on the past input. This scheme was indicated by the PI scheme in [23] and allows one to solve a very general identification problem. The generality of the linear identification problem stems from the fact that the deterministic system to be identified is allowed to have multiple inputs and outputs and the additive errors to the output can be of a very general nature. More precisely they can be the sum of arbitrary colored noise, transient effects caused by non-zero initial conditions and a deterministic zero bias. The mechanism for improvement depends on a bilinear transformation of the shift operator. This leads to a series of anti-causal filters applied to the input-output data sequences. Especially when dealing with the practically interesting case where the underlying systems poles are clustered near the point z = 1 in the complex plane, it is necessary to take the unknown initial conditions of these filters into account. The straightforward solution to do this can easily lead to a severe loss of numerical precision. An alternative approach is therefore devised that may drastically improve the accuracy of the computations. In a numerical simulation study we highlight the improvements made by the algorithmic modifications of the PI scheme developed in this paper.
INTRODUCTION.
In linear system identification, the generality of an identification problem depends on the restrictions on the structure of the model to be identified and on the type of perturbations permitted on the input and output data. In this paper, we focus on the following general identification problem, which is stated with the help of figure 1:
Given a linear finite dimensional multiple-input, multiple-output (MIMO) state space model that determinies the linear stable operator G in figure 1 ? the input u k is zero-mean, sufficiently rich 2 (persitently exciting) and exactly known 3 ? a non-zero initial condition is present.
? the additive perturbations k in figure 1 are the sum of:
1. a zero-mean stochastic process of arbitrary color and (statistically) independent from the input u k , and 2. a deterministic (constant, periodic, etc.) zero bias. This type of identification problem has a broad scope of application. A common issue in these applications is the fact that the deterministic part, represented by the linear operator G in figure 1 , is the main quantity of interest and the characteristics of the noise k in figure 1 need not be modeled. This is especially the case when the latter are caused by secondary effects, such as the measurement equipment or neighbouring systems operating independently from the system to be identified. Another potential application of separating the identification of the deterministic part 2 For a discussion of the persistency of excitation condition in the context of the PI scheme analyzed in this paper, we refer to [23] . 3 Because of the linearity of the operator G in figure 1 , this assumption does not exclude the presence of zero-mean error of arbitrary color introduced by the transducers [24] .
from modeling the perturbation k is when the latter cannot be represented as a linearly filtered white noise sequence.
Moreover, even when this would be the case, one would still prefer to tackle the above type of identification problem when the combined dynamics of the noise process and the determinstic system become much more complicated than those of the deterministic system alone.
Realistic examples where the above type of identification problem is of interest range from the identification of a distillation column in the process industry [20] to biomedical applications. Here the primary interest often is to know what is inside the "black-box", i.e. the operator G in figure 1 , rather than to predict the system's output. An example from our studies of human joint dynamics may help to clarify the distinction. This work is concernted with the dynamic relation between the position of a joint, the ankle in our case, and the torque about it. This relation is termed the dynamic stiffness if position is taken as the input and torque the output; the inverse relation -the dynamic compliance -may also be used. Dynamic stiffness is a property of fundamental importance to the study of the control of posture and movement since it determines both the movements resulting from external perturbing forces and, cinversely, the forces that must be developed to execute a movement. Three different deterministic mechanisms contribute to the dynamic stuffness relation: joint viscoelastic properties, the mechanics of active muscle, and reflexively mediating muscle activation [11] . A major question in the area is how the overall stiffness and each component's contribution changes with the operating point (e.g. mean position, torque etc ), the volitional state of the subject, and neuromuscular pathology. Our approach to this problem has been to use system identification to characterize the overall dynamic stiffnes and then to distinguish the relative contributions of each mechanisms on the basis of frequency, delay, or changes with operating point or task. However, under most experimental situations, the torques arising from these mechanisms will contain perturbing components which are uncorrelated with joint position and may be random (e.g. variaitons in descending inputs to the spinal cord) or periodic (e.g. physiological tremor) and vary from day to day or subject to subject in an unpredictable manner. Such effects are well recognized and are often reduced by coherent averaging although this substantially increases the length of experiments. Consequently, the use of identification methods capable of estimating the deterministic system independently of the perturbations is essential to the quantiative study of motor sytem dynamics. This approach to identification is not restricted to motor control but is found in a variety of biomedical applications such as: oculomotor control [18] , lung mechanics [1] , vision and the kidney [14] and compartmental modelling, and cardiovasular modelling.
Despite the fact that the key quantity of interest in the above identification problem is a linear operator, it is well known (see e.g. [13] , [19] or [18] ) that even simplified versions of the above output-error identitication problem easily leads to difficult iterative optimization problems. Certainly when little (a priori) knowledge is available about the linear operator, a non-iterative approach is by far more preferred.
One classical non-iterative solution that solves the above identification problem consistently is to apply the Ho, Kalman realization scheme [7] and make use of estimated Markov parameters. Such an approach was evaluated using real data in [9] . Apart from the fact that this approach requires the underlying linear operator to be represented accurately by a finite impulse response (FIR), preferrable of low order, this approach suffers from a number of pitfalls.
The unknown initial conditions can only be taken into account asymptotically. This is because essentially the transient response in the data has to be discarded prior to estimating the FIR. For small data length batches this might lead to a drastic loss of information.
Depending on the length of FIR and the nature of the input signal the estimation of the FIR can easily give rise to ill-conditioned least squares problems.
In [22] is was shown that a better (numerically more reliable) alternative to the above classical approach is via subspace model identification (SMI). This is also confirmed in the papers describing other, but related SMI algorithms, such as e.g. [12] , [17] . One variant of these SMI algorithms, namely the PI scheme, standing for the MOESP algorithm extended with instrumental variables based on past input data and developed in [23] , also allows one to address to above identification problem in a consistent manner. Furthermore, this allows one to overcome the pitfalls mentioned above of the classical approach.
Despite the improved performances of the PI scheme over the classical approach, it was shown experimentally in [25] that the sensitivity of the calculations increases when the poles of the deteriministic system approach very close to the unit circle. This system easily arises when choosing the sampling rate too high. In such situations where the poles cluster around the point z = 1 in the complex plane, the sensitivity of the algorithms solving various system analysis and control design problems could be improved by the use of the so-called -operator [15] or Laguerre polynomials [3] , [8] . Application of the latter polynomials in estimating the FIR of a linear operator is demonstrated in [26] . In this paper, we study the use of a bilinear transformation of the shift operator in improving the numerical sensisitivity of the PI scheme. Such a bilinear transformation gives rise to elementary Laguerre polymials [26] .
In the next section, we briefly overview the notation used thourghout the whole paper. The effect of the bilinear transformation in representing the state space model of the linear operator G is studied in section 3 and section 4
establishes its use in the PI scheme. Here we pay special attention to the end conditions of the anti-causal filters required to implement the outlined strategy for the realistic case when only a limited number of data points are available. The presence of the perturbation k is only considered in section 4.4, where we study the consistency properties of the algorithms presented. In section 5 we illustrate via a number of simulation studies the improvements that can be obtained with the algortihms developed in section 4. Finally, we conclude this paper we some remarks.
NOTATIONAL PRELIMINARIES.

Some basic notations.
In this section, we define some notation frequently used in this paper:
? Matrix partitioning: A first way of indicating the partitioning of a matrix or a vector is illustrated by the following example. A second way of indicating the partitioning is consistent with the notation used in the MATLAB package [16] .
? The rank of a matrix: The rank of a matrix A, defined, for example, in [6] , is denoted by (A). ? The RQ factorization: The RQ factorization of a matrix A 2 R m N is a factorization of this matrix into a lower triangular matrix R 2 R m N and a square orthogonal matrix Q 2 R N N , such that: 
Model representation.
In the treatment of identification problem and the class of subspace model identification solutions we typically have to deal with time sequences. Therefore, in order to make the notation compact we represent the LTI finite dimensional system to be identified in an operator theoretic framework. For that purpose, the shift operator Z has the matrix representation, The square box in this array denotes the (0; 0)-entry of the matrix, where 0 here refers to absolute time zero. In this way, its operation on a time-sequence x, with elements in j j R n :
This clearly shows that the shift operator Z represents an anti-causal system. In general, an operator representing an anit-causal linear sytem has a lower triangular matrix representation. The space of bounded linear operators with lower triangular matrix rerpesentations will be denoted by L. Let u and y denote`2 sequences, with elements in j j R m and j j R`respectively, then we are able to denote the classical discrete-time state space model:
When A is asymptotically stable, i.e. has its eigenvalues all located in the unit disk in the complex plane j C , then x will also be an`2-sequence.
In order to denote finite segments of these double infinite time-sequences, we introduce the notation :] j;k for k > j. 
Ergodic framework.
We will use the ergodic-algebraic framework, such as proposed in [21] , to analyze the occurring stochastic processes. 
are realizations of u j and v k respectively and the following (or similar) expression(s) holds:
We adopt the overlining to represent the stochastic process. An alternative way of expressing the above limit is:
where O N ( ) is a bounded matrix of appropriate dimensions of norm which vanishes for N ! 1.
TRANSFORMING A DISCRETE STATE SPACE MODEL BY A BILINEAR TRANSFORMATION OF THE SHIFT OPERATOR.
Consider the bilinear transformation in the complex plane:
which maps the unit circle unto itself. 
In order to show that the matrix (I ? aA) ?1 is invertible, assume that 9p 2 R n :
a cannot be an eigenvalue of A and we have a contradiction. The case a = 0 results in an eigenvalue at 1, which is also excluded.
The state space model in Eq. (8) proves the equalities on the right hand side of item 2 of the Theorem.
The equalities on the left hand side can be obtained from these, when the matrix (I + aF) is invertible. For this we have to prove item 1. Using the eigenvalue decomposition of the matrix A, given as:
in the expression for the matrix F in Eq. (7) becomes:
Since the bilinear transformation z ? a 1 ? az maps the unit circle within itself, the eigenvalues of F remain within the unit circle and F is asymptotically stable and the proof is completed. Theorem 1 shows that the size of the system matrices A and F are equal. Whether the order of the state space models (1) and (6) is preserved is studied next.
The observability and controllability of the state space model (6) is defined in a similar way as with ordinary state space models induced by the shift operator Z. These definitions are stated next. (6) is controllable when the matrix
Following Definitions 1 and 2, we conclude that the well-known Popov-Belevitch-Hautus (PBH) test [10] to check controllability and observability also applies to check these properties of the state space model (6) . In the next theorem, we relate the minimality of the state space models in Eq. (1) Since, j j < 1 and jaj < 
By similar arguments as in the first part of this proof, the rank of the above matrix is n for all = ? a 1 ? a satisfying j j < 1. ()) The proof of this part is completely analogous to the the proof of the (-part and is therefore omitted.
THE MODIFICATION OF THE PI SCHEME UNDER THE BILINEAR TRANSFORMATION.
The modification of the PI scheme to identify (or realize) the state space model (6), up to a similarity transformation, from input-output data is presented in this section. The modification is indicated by the PI-BTZ scheme, standing for the variant of the PI scheme for a bilinear transformation of the shift operator Z. For a description of the PI scheme we refer to [23] .
The basic data equation.
A first step in the derivation of a subspace model identification type of algorithm is the organization of the inputoutput data into structured (Hankel) matrices. For the state space model (1) As a consequence of this windowing operation, the data equation (9) becomes equal to the data equation (7) of [21] , used in the derivation of the PI scheme in [23] .
In a similar way, the state space model (6) gives rise to the following data equation, again given in operator format: A relationship between finite size matrices is again obtained by windowing the above operators with a finite size window as outlined above for the data equation (9).
The PI-BTZ realization scheme: an approximate solution.
Consider the RQ factorization of the following compound matrix: 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 
and according to Eq. (11), we obtain the following equality,
In addition, assume the following RQ factorization to be given:
then Eq. (13) becomes:
Multiply this equation on the right by Q T 1 and using the orthogonality of the matrix (15) and therefore,
Multiplication of this equality on the right with Q T 2 and using the facts that Q x Q T 2 = 0 and Q 3 Q T 2 = 0, yields:
Both equations (15) and (16) constitute the heart of the PI-BTZ scheme. This will be highlighted in more detail in the sequel.
When the following condition is satisfied,
and the pair F H] is observable with s > n, then it is possible to determine the column space of the extended observability matrix Γ w by a singular value decomposition (SVD) of the matrix R 32 . From this column space we can determine the pair F H] up to a similarity transformation, as will be indicated explicitly in STEP 3 of the PI-BTZ algorithmic summary given at the end of this section.
Furthermore, when R 11 is non-singular (18) knowledge of the column space of Γ w and hence its orthogonal complement Γ ? w allows one to reduce Eq. (15) to:
From this equation, we can derive an overdetermined set of equations in the unknowns J G], up to a similarity transformation, as will be outlined explicitly in STEP 4 of the PI-BTZ algorithmic summary.
The above outline shows that the conditions (17) and (18) have to be met in order to guarantee a successful operation of the PI-BTZ scheme. Both conditions are analyzed in more detail in our next theorem. (17) is satisfied.
The crucial condition in the theorem is F s 0. In that case, checking the vital conditions that assure operation of the PI-BTZ scheme simply becomes checking whether the data matrix ? Determineˆ 0 by the following anti-causal filter operation: ? Determineˆ 0 by the following anti-causal filter operation: ? usingF T ,Ĝ T ,Ĥ T andĴ instead of F; G; H and J.
The solvability of Eq. (24) can be analyzed in the same way as is done in the analysis of the related equation (45) in [21] for ordinary MOESP scheme making use of the shift operator. (5) is chosen in the vicinity of 1, the loss of information can be very dramatic. Therefore we develop a strategy that allows us to cope with the unknown end conditions in an exact way without having to discard information.
With the unknown end condition with zero end conditions at time instant N + 1, then we can write the output of the anti-causal filters (22) and (23) when non-zero end conditions i N+1 and i N+1 are present, as: 
Therefore, instead of the RQ factorization in Eq. (11), we will now consider the following modified one: 2 6 6 6 6 6 6 4 d 
In addition assume the following RQ factorization to be given: 2 6 6 6 6 6 6 4 d 
##
With F s 0 and the RQ factorizations (27) and (28), we obtain the following equality:
Multiplying on the right with Q T 3 and using the orthogonality of the different Q i matrices, yields:
Therefore, the conditions of the Theorem guarantee that (32) is satisfied.
Theorem 4 again shows that the successful operation of the PI-BTZ scheme can be checked by evaluating the condition numbers of matrices like R 11 , etc, defined in Eq. (27), which can be retrieved from the data matrices. By selecting the nature of the input signals, we can influence the condition numbers of the matrices R 11 and R 33 . However, that of the matrix R 22 is harder to control since this matrix mainly depends on the deterministic sequence i a , defined in Eq. (25 and this can be done by evaluating its condition number again. We refer to the simulation study section to evaluate the usefulness of the outlined alternative strategy to construct equation (35).
To end this section we summarize the above outline into the PI-BTZ algorithmic description.
PI-BTZ ALGORITHM: noise free case.
Given: The same quantities as in the APPROXIMATE PI-BTZ ALGORITHM.
Do the following: 
The PI-BTZ identification scheme.
In the identification problem defined in the introduction we assumed the output quantity y to be perturbed by the additive error quantity , see figure 1 . As a consequence, the underlying system to be identified is modelled as:
and in terms of the shift operator W as, xW = Fx + Gu(I + aW) y(I + aW) = Hx + Ju(I + aW) + (I + aW) (39) Therefore, we see that our basic data equation (12) changes into,
where the matrix [V w ] f is similarly defined as [U w ] f to be equal to 
Similarly, v(I + aW)W p `e quals:
Hence,
Under the assumption of ergodicity, we then have:
and
Using the RQ factorization (11), the fact that R N 11 is non-singular for N N 0 and Eq. (41) yields:
Again using the RQ factorization (11), the fact that R N 22 is non-singular for N N 0 and (42), yields:
Using both results in the equality,
and multiplied on the right by
and the proof is completed.
The Theorem shows that the two key equations characterizing the PI-BTZ scheme, namely Eqs. (15) and (16), can be recovered consistently when:
1. the output is perturbed by a zero-mean additive perturbation of arbitrary colouring and independent from the error-free input sequence.
2. the input is a zero-mean stochastic sequence and the perturbation k is deterministic, such as for example a constant bias.
We remark at this point that the presence of unknown intial conditions is automatically taken into account in the use of the data equation (10) .
As a consequence, the quantities, such as the column space of Γ w and the quadruple of system matrices A T ; B T ; C T ; D], which are derived from these two key equations can also be obtained in a statistically consistent manner. 
SIMULATION STUDY.
In this section, we report the results of two simulation studies to highlight the usefulness of the algorithms and their analysis presented in this paper.
A simple first order system.
A first simple example that already gives some interesting insights into the performances of the presented algorithms is treated in this subsection.
The true system to be identified is a single input, single output (SISO) model given as:
The input sequence u k and the process noise w k are independent zero-mean white noise sequences of unit variance.
The length of the observed input and output sequences is 300 and a Monte Carlo experiment is conducted whereby in each run we generate another process noise sequence w k . A total number of 50 runs are performed. The computations are performed within the Matlab package [16] . The dimension parameter s in both the PI-BTZ algorithm and its approximate variant is fixed to 3, while that of the PI scheme [23] is set to 6. The choice of a (much) smaller dimension parameter s is possible with the PI-BTZ algorithms since F s decays much faster than A s . In a first series of 50 runs we took a = 0:9 in the algorithms developed in this paper. The resulting estimates of the A matrix are plotted in figure 2 . The corresponding two dominant singular values are plotted in figure 3 . The remaining singular values are not of much interest, since they were about equal to the second largest one. Finally, we graph in figure 4 the estimated impulse responses. In the last two figures we abbreviate the APPROXIMATE PI-BTZ scheme as the A PI-BTZ scheme.
In a second series of 50 runs we took a = 0:97. In figure 2 (rhs), we plot the same quantities as in figure 2 for the present situation. The quantities plotted in figures 3 and 4 for this second series are not displayed here for the sake of brevity, since such figures would only support the observations drawn from figures 3 and 4.
From figures 2 to 4, we make the following observations. Even for the small size data batches considered in the experiment, the APPROXIMATE PI-BTZ scheme yields drastic improvements (in terms of the variance of the estimates) over those obtained with the PI scheme. This observation is supported in tabel 1. However, we notice that for a = 0:9 a small bias occurs in the estimated quantities. See figure 2 , for the estimated A-matrix and figure 4 for the estimated impulse responses. Both figures show that correcting for the unknown end conditions, as done in the PI-BTZ scheme, removes this bias completely. In addition, we observe from figure 2 , that for an a-parameter closer to 1, this bias becomes bigger. For this case, the PI-BTZ leads to much better estimates. On the other hand, we observe that the incorporation of unknown end conditions in the PI-BTZ scheme, does not deteriorate the accuracy of the computations of that scheme, compared to the APPROXIMATE PI-BTZ scheme. Apart from the reduction of the variance of the estimated quantities, a big advantages of the novel schemes is that for the present example they guarantee stability of the underlying system, even when that system is marginally stable. In the test performed with this system, the condition number of the matrix R 22 in Eq. (27), remained small (of the order of 40). Therefore, no degradation of taking the inverse of this matrix on the estimates should be expected. This is confirmed by figure 4 . Finally, we remark that the improved performance of the scheme can also be detected from the singular value plots in figure 3 . This figure shows that all three schemes allow to detect the correct order of the system, which was one, since there is a big gap between the first and second largest singular value. This gap is larger for the PI-BTZ scheme and its approximate variant then for the PI scheme. We remark that the singular values of the PI-BTZ scheme and its variant give information about the accuracy by which the column space of the matrix Γ w , defined after Eq. (11) can be computed. The accuracy of the estimated A-matrix still depends on the robustness properties of the bilinear transformation. In the following experiment, we look to this item in more detail.
Identifying the phugoid aircraft dynamics.
The phugoid aircraft dynamics or the longitudinal long period oscillation [5] is a typical example that easily gives rise to a discrete-time system with complex poles close to the unit circle. Furthermore, this example will illustrate the MIMO capabilities of the presented procedures.
Choosing the aircraft dynamics of the longitudinal motion of an F-8 aircraft [4] , flying at an altitude of 20.000 ft, an airspeed of 620 ft/sec and an angle of attack 0.078 rad, the discrete-time second order system that describes the phugoid dynamics of this airplane when using a sampling period of 0:05 sec. is: 
Here u is the horizontal component of the airspeed, is the pitch angle and e the deterministic elevator deflection angle. The poles of the system (45) are equal to (0:9966 0:0053j) (with j now equal to p ?1).
In the simulation, the input e;k was taken a zero-mean white noise sequence with standard deviation 0:4 and the measured output equals:
where v 1 and v 2 are additive zero-mean white noise sequences independent from e and with standard deviation 4 These two variants will only differ in the calculation of the B T and D matrix. The a parameter was set equal to 0:97 and the dimension parameter s = 10. In the PI scheme we also set s equal to 10. In each run, the length of the observations was set to 1200 and a total number of 50 runs is performed.
The results of this experiment are:
1. The eigenvalues of the matrix A T and F T estimated with the PI-BTZ scheme (see Figure 5 on the left hand side (lhs)) and related singular values (see Figure 5 on the right hand side (rhs)) that allow to anticipate the accuracy of calculating the column space of Γ w . In order to reduce the number of plots, we have condensed the plots of the eigenvalues of the matrix A T and F T into one figure. For that purpose we shifted the estimated eigenvalues of the matrix F T by the quantity b = ?0:2354j Figure 5 on the lhs.
2. The eigenvalues of the matrix A T estimated with the PI scheme (see Figure 6 on the lhs) and related singular values (see Figure 6 on the rhs). It is remarked that in the singular value plots of both figures 5 and 6, we only plotted the four dominant ones for the sake of clarity. The remaining ones are of the same order of magnitude then the third and fourth one in both cases.
3. The impulse response of the quadruple of system matrices A T ; B T ; C T ; D] estimated by the two variants C1 and C2 of the PI-BTZ scheme is plotted in our final figure. The ones obtained with the PI scheme are not shown here, since that scheme produced extreme biases.
The general conclusion of this experiment is that the PI scheme completely fails to identify the underlying system. On the other hand, the PI-BTZ again comes in as a rescue and is indeed able to identify the phugoid dynamics properly. In more detail we draw attention to the following observations. First, the singular value plot on the rhs of Figure 5 , clearly show a clear gap between the second and third singular value at all runs. We remark that as suggested in e.g. [23] the actual decision on the order of the system should be made based on additional measures, such as e.g. the prediction errors. However, the gap in the singular values is a first clue in finding the "correct" system order. From the singular value computed by the PI scheme, such a gap is not present and as shown in Figure 6 on the lhs, the phugoid dynamics are ultimately lost in the computations of the PI scheme. Second, the eigenvalues of the estimated F T -matrix are unbiased as can be concluded from comparing the estimated ones, denoted by the '+'-sign in Figure   5 (lhs) and the true ones at the center of the dashed cross. This supports Theorem 5. Furthermore, we see that the bilinear transformation has a robustifying effect on the estimated poles of the system given in terms of the original shift operator Z. These poles, now denoted by 'o' in Figure 5 (lhs) display a much smaller distribution around their true counterparts (at the center of the cross) then those of the estimated F T -matrix. They are almost perfect and more importantly, the estimated system is again stable. Finally, although the PI-BTZ scheme is able to accurately recover the poles of the phugoid, the identification of the full dynamics can be sensitive. This is shown in Figure 7 (rhs) for the C1-variant of the PI-BTZ scheme. On the other hand, chosing the alternative strategy of the C2-variant, more accurate estimates of the full deterministic system dynamics are obtained. The reason for this gain in accuracy is that the condition number of the approximation of the matrix R 22 used in calculating its pseudo-inverse as done in the C1-variant is O(10 4 ), while that of the matrix V 12 used in the C2-variant is O(1).
Concluding remarks.
In this paper we have shown that the use of a bilinear transformation of the shift operator Z in the complex plane might lead to drastic improvements in the accuracy of the estimates with the PI subspace model identification algorithm, originally proposed in [23] . This is especially the true when the poles of the deterministic system to be identified cluster around the point z = 1. A situation that easily arises in practice when choosing the sampling rate too high.
An important aspect of the analysis made of the newly developed algorithms is that it has shown how to check the performances of the computations via checking a number of condition numbers. These condition numbers can be computed from the data available and hence allow the user to explicitly monitor the operation of the computations. The key element here is that the bilinear transformation, when used properly, leads to a state space model with transition matrix F, such that F s quickly decay to zero. Such an explicit monitoring mechanism is simply not available when identifying marginally stable systems with the various originally developed SMI schemes, such as those in [21] , [12] and [17] .
Stimulated by the very promissing results obtained in this paper, future research is proposed to consider more complex transformation of the shift operator, such as second order transformation which give rise to Kautz polynomials [2] and combinations of first and second order transformations. 
