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Finite-volume effects for the nucleon chiral partners are studied within the framework of the
parity-doublet model. Our model includes the vacuum energy shift for nucleons, which is the
Casimir effect. We find that for the antiperiodic boundary the finite-volume effect leads to chiral
symmetry restoration, and the masses of the nucleon parity doublets degenerate. For the periodic
boundary, the chiral symmetry breaking is enhanced, and the masses of the nucleons also increase.
We also discuss the finite-temperature effect and the dependence on the number of compactified
spatial dimensions.
I. INTRODUCTION
Chiral symmetry is a fundamental property of quarks
in QCD. At low temperature and density, chiral sym-
metry is spontaneously broken by the chiral condensate,
which affects the various properties of hadrons, such
as masses and decay constants. On the other hand,
at high temperature and/or density, chiral symmetry is
restored by medium effects, and the hadronic observ-
ables are drastically modified. In particular, a useful
concept to elucidate the relation between chiral symme-
try and hadronic observables is the chiral-partner struc-
ture between hadrons. This structure means that the
masses (or other observables) of the partners split in the
chiral-broken phase and become degenerate in the chiral-
restored phase.
The parity-doublet model for nucleons was first pro-
posed in Ref. [1] to understand a nucleon doublet [e.g.,
the positive-parity N and negative-parity N∗(1535)] as a
chiral partner. This model has been applied not only
to investigate the role of chiral-partner structures for
baryons in vacuum [1–22] but also to elucidate various
physics in nuclear environments such as η mesic nuclei
[23–27], hadron modification in matter [28–31], the phase
diagrams of the isospin symmetric nuclear matter [32–
47], isospin asymmetric nuclear matter [34, 35, 43, 44,
48], thermal nuclear matter [38, 49–51], and magnetized
nuclear matter [52], and neutron stars [32, 34, 35, 48, 53–
56]. Recently, the degeneracy for the correlators (and
masses) of the positive- and negative-parity nucleons was
found from lattice QCD simulations at high-temperature
phase above the chiral phase transition [57–59]. These
results might indicate not only the validity of the parity-
doublet picture but also the survival of the chiral invari-
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FIG. 1. Box geometry with compactified spatial length L in
the 3 + 1 dimensional space-time, where δ is defined as the
temporal and compactified spatial dimensions.
ant mass (namely, another origin of the nucleon masses)
at high temperature.
The purpose of this work is to focus on finite-volume
effects for the nucleon parity-doublet structure. Within
the parity-doublet model, we consider nucleons inside a
finite “box” with a boundary condition. Such a setup
will enable us to compare results from the models with
observables from lattice QCD simulations. Here, lattice
QCD setup has two advantages:
(i) We can compactify the arbitrary space-time dimen-
sions so that we can study not only finite-volume
effects in the usual 3 + 1 dimensional box but also
physics in an “anisotropic box,” such as the (usual)
Casimir effect [60] induced by one dimensional com-
pactification, as shown in Fig. 1.
(ii) We can choose arbitrary boundary conditions such
as periodic and antiperiodic ones, which might
modify the infrared part of the momentum of par-
ticles. Thus, our studies will be useful for giving
us an intuitive interpretation of the role of chiral
symmetry in a finite volume.
It should be noted that finite-volume effects for the
nucleon masses in a box could be estimated within the
framework of the chiral perturbation theory (ChPT) with
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2baryons [61–68],1 which have been devoted to compare
results with artificial volume effects from lattice QCD
simulations. We emphasize that our purpose in this work
is to investigate the properties of the nucleon parity dou-
blets in a finite box, in which the finite-volume effects
for σ mean fields will be essential. This is a different
situation from the ChPT, in which the momentum dis-
cretization effects for pion loops would be dominant.
In fact, finite-volume effects for the chiral symmetry
breaking/restoration have been investigated by effective
models such as the Nambu–Jona-Lasinio model in 3+1
dimensions [73–80], 2+1 dimensions [81–83], and 1+1
dimensions (or the so-called chiral Gross-Neveu model)
[84–91] and linear sigma (or quark-meson) model [92–
100]. Also, to study the thermodynamics taking into
account the deconfinement transition, we can utilize the
models implementing the properties of the Polyakov loop,
such as the Polyakov-Nambu–Jona-Lasinio model [101–
104] and Polyakov-linear-sigma model [105], The ther-
modynamics of hadronic matter without quarks could be
investigated by the hadron resonance gas model in a fi-
nite volume [106–108]. For nucleon sectors, the Walecka
model [109] (or sometimes called the σ-ω model) is well
known as a conventional tool to study properties of the σ
mean field in the nuclear matter. Finite-volume effects at
zero and finite temperatures from this model were stud-
ied in Ref. [110].
This paper is organized as follows. In Sec. II, we in-
troduce the parity-doublet model in a finite box. To
compare different models, we also review the case of
the Walecka model. Our numerical results are shown
in Sec. III. Section IV is devoted to our outlook.
II. FORMALISM
In this work, we use two types of models to study the
nucleon masses: the Walecka model and parity-doublet
model. After introducing each model, we also introduce
the finite-volume effects including the Casimir effects.
Note that, to generalize our formulation, we include the
baryon chemical potential in this section, but the nu-
merical results in Sec. III are limited to zero chemical
potential.
A. Walecka model
The Lagrangian of the Walecka model [109] is
LWalecka = ψ¯(i∂/+ µNγ0 −mN + gσσ − gωγµωµ)ψ
+LmesWalecka, (1)
1 For the early works of the finite-volume ChPT (without baryons)
by Gasser and Leutwyler, see Refs. [69–72].
TABLE I. Parameters of the Walecka model [111].
Parameters Values
mN (MeV) 939
mσ (MeV) 550
mω (MeV) 783
gσ 10.3
gω 12.7
where ψ is a nucleon field and µN and mN are its chem-
ical potential and mass, respectively. The nucleon field
interacts with meson fields by the coupling constants, gσ
and gω. For the mesonic part, we include the isoscalar-
scalar σ and isoscalar-vector ωµ (the field strength tensor
is ωµν ≡ ∂µων − ∂νωµ):
LmesWalecka =
1
2
(∂µσ∂
µσ −mσσ2)− 1
4
ωµνω
µν +
m2ω
2
ωµω
µ.
(2)
By the mean-field approximation, we introduce the
classical fields σ → σ¯ and ω0 → ω¯0. The effective nucleon
mass M and the effective nucleon chemical potential µ∗
are given by
M = mN − gσσ¯, (3)
µ∗ = µN − gωω¯0. (4)
The numerical parameters are shown in Table I.
B. Parity-doublet model
The Lagrangian of the parity-doublet model with the
mirror assignment [1] is written as2
LMirror = ψ¯1i∂/ψ1 + ψ¯2i∂/ψ2 +m0(ψ¯2γ5ψ1 − ψ¯1γ5ψ2)
+g1ψ¯1(σ + iγ5~τ · ~pi)ψ1 + g2ψ¯2(σ − iγ5~τ · ~pi)ψ2
+LmesMirror, (5)
where ψ1 (ψ2) is a “bare” baryon field with positive (neg-
ative) parity and m0 is called the chiral invariant mass
mixing ψ1 and ψ2. The baryon fields interact with the
meson fields by the coupling constants, g1 and g2. For the
mesonic part, we include the isoscalar-scalar σ, isovector-
pseudoscalar ~pi, and isoscalar-vector ωµ:
LmesMirror =
1
2
(∂µσ∂
µσ) +
1
2
(∂µ~pi∂
µ~pi)
+
µ¯2
2
(σ2 + ~pi2)− λ
4
(σ2 + ~pi2)2
+σ − 1
4
ωµνω
µν +
m2ω
2
ωµω
µ, (6)
2 In this Lagrangian, the chemical potentials for the bare baryon
fields, ψ1 and ψ2, are not defined, but we can introduce the
baryon chemical potential µN for the physical nucleon fields after
diagonalizing the mass matrix.
3TABLE II. Parameters of the parity-doublet model [33],
where fpi = 93MeV, mpi = 138MeV, and  = m
2
pifpi.
Parameters Values
m0 (MeV) 790
g1 13.0
g2 6.97
gω 6.79
µ¯ (MeV) 199.26
λ 6.82
where the term with σ corresponds to the explicitly chi-
ral symmetry breaking.
After applying the mean-field approximation for the
scalar and vector fields, σ → σ¯ and ω0 → ω¯0, and diago-
nalizing the mass matrix of the nucleons, we obtain the
mass formulas for the nucleon parity doublet:
M± =
1
2
(√
(g1 + g2)2σ¯2 + 4m20 ∓ (g1 − g2)σ¯
)
, (7)
where M+ and M− are the “physical” nucleon masses
with the positive and negative parities, respectively. We
note that the σ¯2 term of Eq. (7) lifts up both the masses
M+ and M−, while the linear (g1 − g2)σ¯ term splits the
masses. As an interesting situation, when σ¯ is small
enough [σ¯  4m0(g1 − g2)/(g1 + g1)2], the linear term
contribution dominates the mass formula, so the nucleon
masses still split from m0, and the mass of the positive-
parity nucleon becomes smaller than m0. Such a situa-
tion will be realized in our numerical results. The effec-
tive baryon chemical potential µ∗ is given by
µ∗ = µN − gωω¯0. (8)
The numerical parameters based on Ref. [33] are shown
in Table II.3
C. Thermodynamic potentials
The nucleonic part of the thermodynamic potential
(per volume V ) at temperature T is
ΩN (T, µN )
V
= −
∑
i
γi
∫
d3p
(2pi)3
[Ei(p)
+T
{
ln
[
1 + e−β(Ei(p)−µ
∗
i )
]
+ ln
[
1 + e−β(Ei(p)+µ
∗
i )
]}]
,
(9)
3 Note that in Ref. [33] the parameters were determined to repro-
duce the properties of the nuclear matter. Even though these
parameters are applied, we could reproduce the physical quan-
tities in vacuum, such as the decay widths of N∗ → piN , by
including additional higher-order derivative coupling terms.
where the index i of the nucleon degrees of freedom
included in the model, labels only N for the Walecka
model and N+ and N− for the parity-doublet model.
γi = 2 × 2 is the spin-isospin degeneracy factor, and
Ei(p) =
√
p2 +M2i is the energy of nucleons. The first
term of Eq. (9) with the ultraviolet divergence corre-
sponds to the free energy of the vacuum, and the sec-
ond (third) term is the thermal and density effects for
nucleons (antinucleons).
The mesonic parts of the thermodynamic potentials
are
ΩmesWalecka
V
= −1
2
m2ωω¯
2
0 +
1
2
m2σσ¯
2, (10)
ΩmesMirror
V
= −1
2
m2ωω¯
2
0 −
1
2
µ¯2σ¯2 +
1
4
λσ¯4 − σ¯. (11)
The potential for the whole system is defined by
Ω(T, µN ) ≡ ΩN (T, µN ) + Ωmes(T, µN ). We solve the
gap equations for the mean fields σ¯ and ω¯0, which are
represented by ∂Ω(T,µN )∂σ¯ = 0 and
∂Ω(T,µN )
∂ω¯0
= 0.
D. Finite-volume effect
In the following, we introduce the finite-volume effects
for the compactified dimension δ in the 3+1 dimensional
space-time. Here, we focus on the compactification of the
one spatial dimension (δ = 2; also see Fig. 1), which has
the spatial R2 × S1 topology. This setup is the so-called
two parallel plates geometry and is the same situation
as the original Casimir effect. For the generalization to
arbitrary compactified dimensions, see Appendix A.
For δ = 2, we discretize the z component of the 3-
momentum for nucleon fields:
pz→ papz =
(2l + 1)pi
L
, (12)
pz→ ppz =
2lpi
L
, (13)
where l = 0,±1, · · · , for the antiperiodic boundary con-
dition [ψ(τ, x, y, z = 0) = −ψ(τ, x, y, z = L)] and for
the periodic boundary condition [ψ(τ, x, y, z = 0) =
ψ(τ, x, y, z = L)], respectively. The resulting energy is
represented by Ei(p) =
√
p2z + p
2
⊥ +M
2
i , where p
2
⊥ =
p2x + p
2
y. The thermodynamic potential is rewritten as
ΩN (T, µN , L)
V
= −
∑
i
γi
L
∞∑
l=−∞
∫
d2p⊥
(2pi)2
[Ei(p)
+T
{
ln
[
1 + e−β(Ei(p)−µ
∗
i )
]
+ ln
[
1 + e−β(Ei(p)+µ
∗
i )
]}]
.
(14)
Here, we separate the finite-volume effects into two parts:
i) a thermal energy shift for nucleon free energy, which
corresponds to the second and third terms of Eq. (14),
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FIG. 2. Finite-volume transition of nucleon masses with δ = 2
and antiperiodic boundary condition. Upper: Walecka model.
Lower: Parity-doublet model.
and ii) an energy shift for the zero-point energy that is
the Casimir effect,4 which corresponds to the first term
of Eq. (14).
The first term of Eq. (14) still includes the vacuum en-
ergy with the ultraviolet divergence, but by using a reg-
ularization scheme, we can estimate a finite energy shift
by the finite-volume effect, that is, the Casimir energy.
For the antiperiodic boundary condition, the Casimir en-
ergy for massive fermions at zero temperature is given by
[110, 112–114]
ΩapCas(L)
V
=
∑
i
γi
∞∑
n=1
(−1)n
(
Mi
npiL
)2
K2(nMiL), (15)
where K2 is the modified Bessel function. For the peri-
4 As shown in Appendix A, all the finite-volume effects including
the L-dependence of the second and third terms as well as the
first term could be understood as a kind of Casimir effect.
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FIG. 3. Finite-volume transition of nucleon masses with δ =
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odic boundary condition,
ΩpCas(L)
V
=
∑
i
γi
∞∑
n=1
(
Mi
npiL
)2
K2(nMiL). (16)
The convergence of this expansion by the modified Bessel
function may be practically important. The function is
exponentially damping as K2(x) ≈
√
pi
2xe
−x when x is
large enough. As a result, at a large volume L, the
Casimir energy is suppressed, as intuitively expected.
Also, the contribution from larger n terms in the summa-
tion can be neglect. In this work, we set the summation
up to n = 5 for numerical calculations. Then, the error
from this truncation is estimated to be at worst O(1%)
due to the factor 1/n2.
III. NUMERICAL RESULTS
A. Finite-L transition with antiperiodic boundary
The finite-volume effects from the antiperiodic bound-
ary condition are similar to effects from finite tempera-
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FIG. 4. Finite-volume transition of nucleon masses with δ = 2
and periodic boundary condition. Upper: Walecka model.
Lower: Parity-doublet model.
ture. The leading (n = 1) term of the Casimir energy
in Eq. (15) has the minus sign for the thermodynamic
potential. For a small L, the term is dominated by the
second term of K2(x) = 2/x
2−1/2+O(x2) and it is pro-
portional to M2i . For this reason, smaller nucleon masses
by modification of the σ¯ mean field are favored, which
corresponds to the restoration of chiral symmetry in the
parity-doublet model.
In Figs. 2 and 3, we show the L dependence of nucleon
masses in the two models with the antiperiodic boundary
condition. From these figures, our findings are as follows:
(1) In the Walecka model, as L gets smaller, the nu-
cleon mass decreases as shown in the upper panel
of Fig. 2. This behavior is induced by the increase
of σ¯ by the finite-volume effect. At the small L
limit, the nucleon mass goes to zero.
(2) In the parity-doublet model, in the large L region,
the masses (M+ and M−) of the nucleon doublet
split as shown in the lower panel of Fig. 2, which is
consistent with those in the infinite-volume limit.
As L gets smaller, the masses degenerate, which
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FIG. 5. Finite-volume transition of nucleon masses with δ =
2, 3, 4 and periodic boundary condition at T = 0. Upper:
Walecka model. Lower: Parity-doublet model.
is induced by the chiral symmetry restoration (or
the reduction of σ¯) by the finite-volume effect. In
the small L region, the nucleon masses agree with
the chiral-invariant mass m0. Around the transi-
tion length, the mass splitting in L ∼ 0.8 fm is
dominated in the linear σ¯ term since σ¯ is finite but
small. In the L larger than the transition length,
both the masses are lifted up by the σ¯2 term with
a large σ¯ value.
(3) In any case, at T=0, the transition length is about
L ∼ 1 fm ∼ 0.005 MeV−1. This energy scale is
comparable to that of the chiral condensate (ap-
proximately 200 MeV).
(4) With increasing temperature, the transition length
is shifted to the larger L. This is because chiral
symmetry is partially restored by thermal effects,
and the nucleon masses also decrease.
(5) In Fig. 3, we compare the nucleon masses with dif-
ferent compactified dimensions (δ = 2, 3, 4). In
both the models, as δ increases, the transition
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length becomes larger. This is because the finite-
volume effect gets stronger by increasing the num-
ber of compactified dimensions.
B. Finite-L transition with periodic boundary
In contrast to the antiperiodic boundary, the finite-
volume effects from the periodic boundary condition lead
to a characteristic behavior. The Casimir energy in
Eq. (16) has the plus sign for the thermodynamics po-
tential, and eventually it is proportional to −M2i , using
K2(x) = 2/x
2 − 1/2 +O(x2) for a small x. For this rea-
son, larger nucleon masses by modification of the σ¯ mean
field are energetically favored. This corresponds to the
increase of the chiral condensate in QCD, which is orig-
inally induced by the domination of an infrared quark
momentum [or the momentum “zero mode” as Eq. (13)
for l = 0]. Such a catalysis of chiral symmetry breaking
by the periodic boundary condition for fermions has been
observed also from other chiral effective models (e.g., see
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Refs. [82, 85, 93–95, 99]).5
In Figs. 4 and 5, we show the L dependence of nucleon
masses with the periodic boundary condition at a fixed
T . From these figures, our findings are as follows:
(1) In the Walecka model, as L gets smaller, the nu-
cleon mass increases as shown in the upper panel
of Fig. 4. This is corresponding to the enhancement
of the chiral symmetry breaking (or the decrease of
σ¯) induced by finite-volume effects with the peri-
odic boundary condition.
(2) In the parity-doublet model, as L gets smaller, the
masses of both the nucleons increase as shown in
the lower panel of Fig. 4. This is also corresponding
to the enhancement of chiral symmetry breaking
(or the increase of σ¯).
5 As an analogous phenomenon, the chiral symmetry breaking in-
duced by magnetic fields, which is the so-called magnetic catal-
ysis, is well known [115–120].
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(3) For both the models, in the large-L region, with in-
creasing temperature, the nucleon masses decrease
by the chiral symmetry restoration. On the other
hand, in the small-L region below L ∼ 0.6fm ∼
0.003 MeV−1, the nucleon masses are independent
of temperature. This is because the nucleon mass
shifts are dominated by the finite-volume effects
with a large scale (approximately 330 MeV) and
thermal effects relatively do not contribute to the
nucleons.
(4) In Fig. 5, we compare the different compactified
dimensions (δ = 2, 3, 4). In both models, as δ in-
creases, the nucleon masses also increase. This is
because the chiral symmetry breaking is enhanced
by increasing the number of compactified dimen-
sions.
C. Finite-T transition with antiperiodic boundary
In this and the next sections, we investigate finite-
volume effects for thermal phase transitions. Notice that,
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FIG. 9. Finite-temperature transition of nucleon masses with
δ = 2, 3, 4 and periodic boundary condition. Upper: Walecka
model at L = 1.0 fm. Lower: Parity-doublet model at L =
1.1 fm.
for our parameters, the thermal transition for σ¯ of the
Walecka model at infinite volume is a crossover.6 Fur-
thermore, the order for the parity-doublet model is also
a crossover.7
In Figs. 6 and 7, we show the temperature dependence
of the nucleon masses at a fixed L with the antiperiodic
boundary condition. As we mentioned, the finite-volume
effect from antiperiodic boundary condition is similar to
the finite temperature effect. From these figures, our
findings are as follows:
(1) In the Walecka model, as the L decreases, the nu-
cleon mass at low temperature (in the chiral-broken
6 If the coupling constant gσ is larger, the thermal phase transition
can be first order. In this case, finite-volume effects have already
been studied in Ref. [110]. Therefore, in this work, we focus on
the crossover transition.
7 If we use another setup for the parity-doublet model, the thermal
phase transition could be first order. For such a situation, see
Appendix B, in which a six-point scalar vertex is introduced.
8phase) also decreases. The order of the phase tran-
sition is still a crossover.
(2) In the parity-doublet model, as L gets smaller, the
nucleon masses at low temperature decrease, and
the transition temperature also decreases.
(3) In Fig. 7, we compare the nucleon masses with dif-
ferent compactified dimensions (δ = 2, 3, 4). In
both the models, as δ increases, the nucleon masses
decrease, and the transition temperature also de-
creases.
D. Finite-T transition with periodic boundary
In Figs. 8 and 9, we show the temperature dependence
of nucleon masses at a fixed L with the periodic boundary
condition. From these figures, our findings are as follows:
(1) For both the models, as the L decreases, the nu-
cleon mass in the low-temperature phase increases
as the result of chiral symmetry breaking, and the
transition temperature also increases. The order
of the phase transition becomes first order in small
volume L.
(2) In Fig. 9, we compare the nucleon masses with dif-
ferent compactified dimensions (δ = 2, 3, 4). In
both the models, as δ increases, the nucleon masses
increase, and the transition temperature also in-
creases. The order of the phase transition becomes
first order in the more compactified case. Thus,
a larger δ provides more substantial finite-volume
effects.
IV. CONCLUSION AND OUTLOOK
In this work, we have shown finite-volume effects for
the nucleon masses in terms of the chiral partner struc-
ture. This is the first attempt to apply the nucleon
parity-doublet model with the mirror assignment [1] to
finite-volume systems, in which we introduced the finite-
volume effects as the Casimir effects. For the antiperiodic
boundary, the finite-volume effects are similar to the ef-
fects from finite temperature, and chiral symmetry is re-
stored in smaller volume L. For the periodic boundary,
the finite-volume effect lifts the masses of nucleons for
small volume L. In addition, the thermal crossover tran-
sition at large L could change to the first order in the
small-L region.
The advantage of the parity-doublet model is to sepa-
rate the origins of the nucleon masses into the two com-
ponents: the chiral condensate (or σ¯ mean field) and the
chiral-invariant mass m0. While the chiral condensate
is well known in QCD, the origin of the chiral-invariant
mass and its precise value are still unknown. As studied
in Refs. [57–59], investigating the degeneracy between
the chiral partners at finite temperature on the lattice
is one of the powerful approaches to study m0. Here,
we newly suggest that small-volume systems will be use-
ful for studying the origin of nucleon masses. We em-
phasize that this situation is similar to finite tempera-
ture/density but essentially different: while at finite tem-
perature/density we always need to take into account the
excitation of hadronic/nuclear matter, in the finite vol-
ume we could interpret the behavior of the chiral sym-
metry breaking in a different manner and would extract
the value of the chiral invariant mass more clearly. Our
novel setup will provide a new motivation in both the
lattice QCD simulations and model studies.
As mentioned in the Introduction, the finite-volume
effect as an artifact in lattice QCD simulations is well
recognized, but “the origin” of finite-volume effects for
nucleon masses is still not elucidated. One may try to
interpret it using the chiral perturbation theory with
baryons in finite volume. Our scenario in terms of the
parity-doublet model and mean-field approximation is
an alternative/additional interpretation for nucleon mass
shifts measured in small volume. Furthermore, to un-
derstand finite-volume effects for negative-parity excited
states such as N∗(1535) might be more a challenging
task. This work is the first suggestion of finite-volume
effects in terms of the chiral partner structure.
We comment on the dependence on the number of
compactified dimensions (denoted as δ). Here, while the
δ = 4 is usual setup in lattice QCD simulations, the
setup in δ = 2 or 3 is unusual but might be interest-
ing. For example, δ = 2 is related to the Casimir effect
in QCD vacuum with two parallel plates. Under such
environments, to study various physical quantities such
as the chiral condensate and hadron masses on both the
continuum and lattice theory is also interesting. This is
because we can tune δ as a new parameter and examine
the dependence of observables, which is a different advan-
tage from studies at finite temperature. In particular, we
emphasize that our numerical results show a relevant δ
dependence of the nucleon mass shifts. Furthermore, the
temperature at which the degeneracy between the part-
ners occurs, the “degeneracy temperature” (which might
be related to the pseudocritical temperature in QCD),
and the “degeneracy length” are relevantly modified.
Usually, the Walecka and parity-doublet models are
useful for studying finite-density systems, namely nuclear
matter. Investigation of the finite-volume (and Casimir)
effects for the nuclear matter is left for future works [121].
In this situation, we can consider not only the ω mean
field but also other mean fields: the competition be-
tween the “usual” nuclear matter with the homogeneous
σ and ω mean fields and the “anomalous” phase with
the inhomogeneous chiral condensate (or the so-called
chiral density waves) is also interesting, as discussed in
Refs. [40, 46].
In the framework of the parity-doublet model, other
additional degrees of freedom can be included. For ex-
ample, the parity-doublet model taking into account the
9∆ isobar (the so-called chiral quartet scheme) was first
suggested in Ref. [4], and the properties of symmetric
and asymmetric nuclear matter including ∆ isobars were
investigated in Ref. [44]. Its thermal behaviors were in-
vestigated in Ref. [51]. Moreover, the extension of the
parity-doublet model to flavor SU(3) would also be in-
teresting [2, 6, 10, 12, 13, 16–19, 38, 51]. To extend
the parity doublet structure to the other symmetries [20]
would also be useful for understanding the relation be-
tween baryon properties and chiral symmetry.
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Appendix A: Derivation of Casimir effects
In this Appendix, we introduce the regularization
scheme, which is essential for the definition of the Casimir
effect. Here, we summarize the regularization by the zeta
function.
To define the Casimir energy from the thermodynamic
potential, we use the Epstein-Hurwitz inhomogeneous
zeta function Y (s) (see Ref. [122] for a textbook). For
generality, we consider D-dimensional space-time with
compactified δ-dimensional space-time. For example, the
theory on the 3 + 1 dimensional space-time at finite tem-
perature corresponds to D = 4 and δ = 1.
We consider the potential from the partition function
for fields with a mass M and chemical potential µ∗
Ω
V
= − γ
βL1 · · ·Lδ−1
∞∑
l0,··· ,lδ−1=−∞
∫ ∞
−∞
dqD−δ
(2pi)D−δ
f(q, p),
(A1)
where V , β = 1/T , γ, and Li are the volume, inverse
temperature, degeneracy factor, and size of compactified
dimensions, respectively. q and p are the continuous and
discretized momenta, respectively. l0, · · · , lδ−1 are the
mode indices for the discretized momenta, and
f(q, p) = ln
δ−1∑
i=1
(pi)
2 +
D−δ∑
j=1
(qj)
2 + (p0 − iµ∗)2 +M2
 .
(A2)
Here, pi =
2pi
Li
(
li +
αi
2
)
, qj , and p0 =
2pi
β
(
l0 +
α0
2
)
are
the discretized momentum in the i th dimension, contin-
uous momentum in the j th dimension, and time com-
ponent, respectively. We also introduce the parameter
αi for denoting a boundary condition. For the antiperi-
odic boundary condition, this symbol takes αi = 1, and
the periodic boundary condition corresponds to αi = 0.
This potential diverges by the sum of the contribution
from high-momentum modes. We take analytical con-
tinuation for D − δ using a regularization with the zeta
function. After the regularization, we perform the D−δ-
dimensional integration in the polar coordinates using
the relation
∫∞
0
tr(1 + t)sdt = Γ(1+r)Γ(−1−r−s)Γ(−s) .
Then the potential Ω is represented by
Ω(β, {Li}, µ∗) = γV
βL1 × · · · × Lδ−1
[
∂Y
∂s
]
s=0
, (A3)
where the function Y (s) is introduced as
Y (s) =
1
(4pi)(D−δ)/2
Γ(ν)
Γ(s)
×
∞∑
l0,··· ,lδ−1=−∞
[(
2pi
β
(
l0 +
α0
2
)
− iµ∗
)2
+
δ−1∑
i=1
(
2pi
Li
(
li +
αi
2
))2
+M2
]−ν
, (A4)
with the parameter ν ≡ s− D−δ2 .
We expand the function Y (s) by the modified Bessel
function Kn(x) for the regularization. The expansion
is represented with the parameters ai and bi as follows
[123]:
∞∑
l0,··· ,lδ−1=−∞
[
δ−1∑
i=0
ai (li − bi)2 +M2
]−ν
=
2
Γ(ν)
piδ/2√
a0 · · · aδ−1
[
1
2
Γ(s− D
2
)MD−2s
+ 2
δ−1∑
i=0
∞∑
ni=1
cos(2pinibi)
(
pini√
aiM
)s−D2
Ks−D2
(
2piniM√
ai
)
+ 22
δ−1∑
i<j=0
∞∑
ni,nj=1
cos(2pinibi)cos(2pinjbj)
×
 pi
M
√
n2i
ai
+
n2j
aj
s−D2 Ks−D2
2piM
√
n2i
ai
+
n2j
aj

+ · · ·
+ 2δ
∞∑
n0,··· ,nδ−1=1
δ−1∏
i=0
[cos(2pinibi)]
×
 pi
M
√√√√δ−1∑
i=0
n2i
ai
s−
D
2
Ks−D2
2piM
√√√√δ−1∑
i=0
n2i
ai

 . (A5)
For our case, ai =
(
2pi
Li
)2
with L0 = β. The constant
bi = −αi2 + i µi√ai is defined by the boundary condition
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and the chemical potential. We introduce the chemical
potential with index µi 6=0 = 0, µi=0 = µ∗ for simplicity.
For spatial direction (i 6= 0), bi depends on the boundary
condition, bi6=0 = −αi2 , and for time direction, it also
depends on the chemical potential bi=0 = −α02 + i µ
∗
√
a0
.
By using this expansion, we can get the Y (s) explicitly,
γV
βL1 × · · · × Lδ−1Y (s)
=
γV
(4pi)
D
2
2
Γ(s)
[
1
2
Γ(s− D
2
)MD−2s
+ 2
δ−1∑
i=0
∞∑
ni=1
(−1)niαicosh(niLiµi)
(
niLi
2M
)s−D2
Ks−D2 (niMLi)
+ 22
δ−1∑
i<j=0
∞∑
ni,nj=1
(−1)niαi+njαjcosh(niLiµi)cosh(njLjµj)
×
(
1
2M
√
n2iL
2
i + n
2
jL
2
j
)s−D2
Ks−D2
(
M
√
n2iL
2
i + n
2
jL
2
j
)
+ · · ·
+ 2δ
∞∑
n0,··· ,nδ−1=1
δ−1∏
i=0
(−1)niαi [cosh(niLiµi)]
×
 1
2M
√√√√δ−1∑
i=0
n2iL
2
i
s−
D
2
Ks−D2
M
√√√√δ−1∑
i=0
n2iL
2
i

 . (A6)
To obtain
[
∂Y
∂s
]
s=0
of Eq. (A3), we use the relation for
any regular function G(s),
lim
s→0
d
ds
G(s)
Γ(s)
= G(0). (A7)
We also use the property of the Bessel function,
K−n(x) = Kn(x), and then the thermodynamic potential
(A3) can be represented by
Ω
V
= Ω0
+
2γ
(2pi)
D
2
[
2
δ−1∑
i=0
∞∑
ni=1
(−1)niαicosh(niLiµi)
×
(
M
niLi
)D
2
KD
2
(niMLi)
+ · · ·
+ 2δ
∞∑
n0,··· ,nδ−1=1
δ−1∏
i=0
(−1)niαi [cosh(niLiµi)]
×
 M√∑δ−1
i=0 n
2
iL
2
i
D2 KD
2
M
√√√√δ−1∑
i=0
n2iL
2
i

 .
(A8)
TABLE III. Parameters of the parity-doublet model with
the six-point scalar vertex [43], where fpi = 93MeV, mpi =
140MeV, and  = m2pifpi.
Parameters Values
m0 (MeV) 500
g1 15.4
g2 8.96
gω 11.4
µ¯ (MeV) 435
λ 40.5
λ6 (MeV
−2) 1.88× 10−3
We omit the first term Ω0, which contains the ultraviolet
divergence in infinite volume. This representation repro-
duces the Casimir energy for D = 4 and δ = 2, which is
shown in Eqs. (15) and (16).
When we analytically derive the gap equation, the fol-
lowing relation of the Bessel function is useful:
d
dx
(xνKν(ax)) = −axνKν−1(ax). (A9)
Finally, we comment on anisotropic finite volume as
a more special situation. For example, we can consider
finite volume for L1  L2 6= ∞. Then, from Eq. (A8),
the finite-volume effects are dominated by contribution
from the smaller L1. This situation is the same as com-
petitions between finite volume and temperature, such
as small volume at low temperature (L  β) and large
volume at high temperature (β  L).
Appendix B: Parity-doublet model with the
six-point scalar vertex
In this Appendix, we check the effect of the six-point
scalar vertex in the parity-doublet model. This interac-
tion was first introduced in Ref. [43] to reproduce the
incompressibility of nuclear matter. The nuclear mat-
ter without this interaction was investigated in the early
works [32, 33, 49]. Instead of Eq. (6), we set the following
mesonic part of the Lagrangian,
LmesMirror =
1
2
(∂µσ∂
µσ) +
1
2
(∂µ~pi∂
µ~pi)
+
µ¯2
2
(σ2 + ~pi2)− λ
4
(σ2 + ~pi2)2 +
λ6
6
(σ2 + ~pi2)3
+σ − 1
4
ωµνω
µν +
m2ω
2
ωµω
µ, (B1)
where λ6 is the six-point coupling constant. The numeri-
cal parameters based on Ref. [43] are shown in Table III.8
8 Notice that the parameters shown in the Erratum of Ref. [43]
include errors. The correct parameters are those in the original
article.
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FIG. 10. Nucleon masses with δ = 2 and antiperiodic
boundary condition in the parity-doublet model with the six-
point scalar vertex. Upper: Finite-volume transition. Lower:
Finite-temperature transition.
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FIG. 11. Finite-volume transition for nucleon masses with
δ = 2 and periodic boundary condition in the parity-doublet
model with the six-point scalar vertex.
In Fig. 10, we show the phase transitions for the an-
tiperiodic boundary condition. In the setup with the
six-point vertex, the orders of the finite-volume phase
transition at T = 0 and the thermal phase transition at
L = ∞ are first order. We find that, as T increases, the
finite-volume transition becomes a crossover. Similarly,
as L decreases, the thermal phase transition becomes a
crossover.
In Fig. 11, we show the results for the periodic bound-
ary condition. Notice that, in this figure, not only the
minimum of the potential but also the maximum are
shown as a solution to the gap equation. Therefore,
among the multiple solutions, the lower lines are favored.
For example, the lines starting from M+ ∼ 940 MeV and
M− ∼ 1500 MeV at T = 0 are favored. In this case, we
find behavior different from that of the results without
the six-point vertex as shown in Fig. 4. In the small L
region, we find the disappearance of the solution for the
nucleon masses (or the σ¯ mean field). This is because
the six-point vertex term has a minus sign in the ther-
modynamic potential, so the potential becomes unstable
for a large value of σ¯. When L is large enough, there is a
(local) minimum of the thermodynamic potential, which
is stabilized by the four-point scalar vertex term with a
positive sign. As L decreases, the minimum is shifted to
the larger σ¯, and eventually, it becomes unstable by the
six-point vertex. Thus, in the small L (or large σ¯) region
for the periodic boundary condition, this setup leads to
the instability. At least, we emphasize that, from Figs. 4
and 11, the results in the large L region are consistent
within the parity-doublet model. Such an instability by
the six-point vertex could be improved by introducing
higher-order terms. In other words, the finite volume
with a small L is outside the scope of the parity-doublet
model with the six-point scalar vertex because of its im-
plicit UV cutoff.
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