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Abstract
Das Chunkparsing [1], [2] bietet einen besonders vielversprechenden Ansatz zum robusten, partiellen Parsing mit 
dem Ziel einer breiten Datenabdeckung. Ziel beim Chunkparsing ist eine partielle, nicht-rekursive syntaktische 
Struktur. Dieser extrem effiziente Parsing-Ansatz läßt sich als Kaskade endlicher Transducer realisieren. 
In diesem Beitrag wird TüSBL vorgestellt, ein System, bei dem die Eingabe aus spontaner, gesprochener Spache 
besteht, die dem Parser in Form eines Worthypothesengraphen aus einem Spracherkenner zur Verfügung gestellt 
wird. Chunkparsing ist für eine solche Anwendung besonders geeignet, da es fragmentarische oder nicht wohlge-
formte Äußerungen robust behandeln kann. 
Des weiteren wird eine Baumkonstruktionskomponente vorgestellt, die die partiellen Chunkstrukturen zu voll-
ständigen Bäumen mit grammatischen Funktionen erweitert. Das System wird anhand manuell überprüfter Sys-
temeingaben evaluiert, da sich die üblichen Evaluationsparameter hierfür nicht eignen. 
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1 Einleitung 
Die gegenwärtige Forschung zum Parsen natürlicher 
Sprache ist vom Spannungsfeld zwischen flacher bzw. 
partieller Strukturanalyse (mit dem Ziel einer breiten 
Datenabdeckung) einerseits und tiefer und möglichst 
vollständiger Strukturanalyse (unter Inkaufnahme ei-
ner engen Datenabdeckung) andererseits gekenn-
zeichnet. 
Das Chunkparsing [1], [2] stellt einen viel diskutierten 
und besonders erfolgversprechenden Ansatz für das 
effiziente Parsen großer Textmengen mit breiter Da-
tenabdeckung dar. Die Strategie des Chunkparsing be-
steht darin, die Analyse nicht-rekursiver Teilkonstitu-
enten vom Parsen größerer, rekursiver syntaktischer 
Einheiten zu separieren. Dies ermöglicht eine effizien-
te Chunkparsingarchitektur als Kaskade endlicher 
Transducer mit rightmost, longest-match Strategie [2]. 
Die bisherige Literatur zum Chunkparsing weist je-
doch drei Lücken auf: 
•  Bisherige Studien zum Chunkparsing gehen von 
schriftsprachlichen Textkorpora als Eingabeket-
ten aus. Zusätzliche Schwierigkeiten ergeben 
sich, wenn es sich bei der Eingabe um die von 
einem akustischen Spracherkenner verarbeiteten 
Worthypothesen spontansprachlicher Äußerun-
gen handelt. 
•  Es gibt bisher keine Untersuchungen darüber,  
wie partielle Chunkanalysen zu Strukturanalysen 
chunkübergreifender, rekursiver syntaktischer 
Einheiten miteinander verbunden werden kön-
nen. 
•  Es liegen bislang keine quantitativen Studien 
darüber vor, welche Datenabdeckung mit dem 
Chunkparsing erzielt werden kann. 
Ziel dieses Beitrags ist es, diese Forschungslücken zu 
schließen und das System TüSBL (Tübingen Similari-
ty Based Learning) vorzustellen. 
Den Forschungskontext der hier beschriebenen Studie 
bildet das BMBF Verbundprojekt Verbmobil, das die 
maschinelle Übersetzung spontansprachlicher Äuße-
rungen zwischen den Sprachen Deutsch, Englisch und 
Japanisch zum Ziel hat. 
Die Anwendungsdomäne liegt in den Bereichen Ter-
minvereinbarungen, Reiseplanung und PC-Wartung. 
Die nachfolgenden Beispiele sind daher aus dieser 
Anwendungsdomäne entnommen, die beschriebenen 
Techniken jedoch domänenunabhängig und generell 
anwendbar. 
2  Parsing mit variabler Analy-
setiefe
TüSBL wurde in einer dreistufigen Systemarchitektur 
angelegt, um ein effizientes und robustes Parsing zu ermöglichen. In den drei Stufen werden jeweils genau 
spezifizierte Teilprobleme angegangen: In der ersten 
Stufe wird das Part-of-Speech Tagging, d.h. die Zu-
weisung der Wortarten mittels des LIKELY-Taggers 
[5] durchgeführt; als Tagset dient das Stuttgart-
Tübingen-Tagset (STTS) [9]. Die so ermittelten POS 
Tags dienen als Eingabe für den Chunkparser [1], [2], 
der an die systemspezifischen Anforderungen ange-
paßt wurde. Die dort ermittelte Chunkstruktur dient 
dann als Eingabe in die Baumkonstruktion, wo die 
Chunkstrukturen soweit möglich zu kompletten Bäu-
men erweitert werden. Eine mangelnde Abdeckung in 
der Chunk- oder in der Baumkonstruktionskomponen-
te führt nicht zu einem Systemabbruch, die fragliche 
(Teil-)Struktur wird unverändert an die nächste Stufe 
weitergegeben. 
2.1  Chunkparsing mit Spracherken-
ner-Input 
In natürlich-sprachlichen Systemen, deren Input aus 
gesprochener Sprache besteht, wird dem syntaktischen 
Parsing die automatische Erkennung von Einzelwör-
tern vorgeschaltet. Der Output des Spracherkenners 
für die Weiterverarbeitung in einer NLP Anwendung 
besteht üblicherweise aus einem Worthypothesengra-
phen. Der syntaktische Parser hat dann die Aufgabe, 
aus diesem Graphen die gemäß einer zugrundeliegen-
den Grammatik beste Hypothese für die Gesamtstruk-
tur der Äußerung zu ermitteln. 
Im Falle von Verbmobil werden aus dem Worthypo-
thesengraphen, den der Spracherkenner liefert, die n-
besten Ketten von Worthypothesen für die Gesamtäu-
ßerung gebildet und dem Chunkparser als Eingabeket-
ten zur Verfügung gestellt. Diese n-besten Ketten sind 
mit all jenen Fehlerquellen behaftet, die für akustische 
Spracherkenner tpyisch sind: das fehlerhafte Einfügen 
oder "Verschlucken" von kurzen Wörtern aus ge-
schlossenen Wortklassen (z.B. Präpositionen, Artikel, 
Interjektionen), das "Verschlucken" von gebundenen 
Morphemen bzw. das fehlerhafte Abbilden von unbe-
kannten Wörtern auf bekannte Wörter. 
Ein typisches Beispiel einer derartig fehlerbehafteten 
Satzhypothese aus der Verbmobildomäne ist die Zei-
chenkette ich könnte Ihnen ja aber zum Beispiel ein 
Dienstag mich den zwölften anbieten, in der die Wör-
ter ein und mich vom Spracherkenner eingefügt wor-
den sind. Trotz des fehlerhaften Inputs gelingt es dem 
Chunkparser, eine partielle Analyse zu liefern:  
Eingabe:  ich könnte Ihnen ja aber zum Beispiel ein 
Dienstag mich den zwölften anbieten 
Chunkausgabe: 
[simpx 
 [nx2  [pper  ich]] 
 [vxfin  [vmfin  könnte]] 
 [nx2  [pper  Ihnen]] 
 [ptkant  ja] 
 [advx  [adv  aber]] 
 [px  [appr  zum] 
  [nx2  [nn  Beispiel]]] 
 [nx3  [art ein] 
  [nx2  [nn  Dienstag]]] 
 [nx2  [pper  mich]] 
 [nx4  [art den] 
  [adja  zwölften]] 
 [vvinf  anbieten]] 
Wenn der Chunkparser eine fehlerhafte Hypothese zu 
verarbeiten hat, liefert er, wie im obigen Beispiel meh-
rere, lokal grammatische Teilstrukturen. Bei diesen 
Teilstrukturen handelt es sich um "islands of certainty’’ 
im Sinne von Abney [2], die sich für die Weiterverar-
beitung durch weitere Systemmodule (im Fall von 
Verbmobil: die semantische Analyse und die maschi-
nelle Übersetzung) eignet. Ein Chunkparser liefert 
somit einen wichtigen Beitrag zu einem robusten 
Sprachverarbeitungssystem, das auch defizitären Input 
weiterverarbeiten kann. 
2.2 Ähnlichkeitsbasierte  Baumkon-
struktion 
Die Baumkonstruktion basiert auf dem Lernverfahren 
des  memory-based reasoning [10], das mit großem 
Erfolg auf diverse NLP Klassifikationsaufgaben an-
gewandt worden ist, darunter POS Tagging, Graphem-
Phonem-Konvertierung, Wortbedeutungsdisambiguie-
rung und PP Attachment [4], [12], [13]. Dieser Ansatz 
geht davon aus, daß die Verarbeitung aktueller Infor-
mation durch den Vergleich mit gespeicherter Infor-
mation über andere, bereits gesehene Strukturen er-
folgt. Es handelt sich dabei um "lazy learning" in dem 
Sinne, daß über gespeicherte Instanzen nicht wie in 
regel-basierten Systemen abstrahiert wird, sondern die 
Instanzen wie vorgefunden mit der aktuellen Eingabe 
abgeglichen werden. Im vorliegenden Fall besteht die 
Datengrundlage der bereits gesehenen Instanzen aus 
einer syntaktisch annotierten Baumbank [11], mit ca. 
60.000 Bäumen
1. Das Ähnlichkeitsmaß für die Baum-
konstruktion berechnet sich aus den vorkommenden 
                                                          
1 Die deutsche Baumbank ist in ca. 38.000 Dialogab-
schnitte (dialog turns) gegliedert, die jeweils aus ei-
nem oder mehreren Teilbäumen bestehen. TüSBL 
wurde für die Sprachen Deutsch und Englisch trai-
niert, für Englisch liegt eine Baumbank mit ca. 35.000 
Bäumen vor [7]. Lexemen, den zugewiesenen POS-Tags, der Segmen-
tierung in Chunks und der den Chunks zugewiesenen 
Kategorien. 
In den Fällen, in denen der Spracherkenner dem 
Chunkparser gute Hypothesen für eine syntaktisch 
wohlgeformte Gesamtstruktur liefert, lassen sich die 
gechunkten Teilstrukturen im weiteren Verarbeitungs-
schritt der Baumkonstruktion zu satzüberspannenden 
Gesamtstrukturen verbinden. Für die folgende Einga-
bekette, zum Beispiel, liefert der Chunkparser zu-
nächst folgende Teilstrukturen: 
Eingabe:  genau ich sehe grade der würde zurückflie-
gen von Hannover nach München um sech-
zehn Uhr fünf zum Beispiel
Chunkausgabe: 
[simpx [adjx [adjd  genau]] 
 [nx2  [pper  ich]] 
   [vxfin  [vvfin  sehe]] 
   [advx  [adv  grade]] 
   [nx2  [art  der]] 
   [vxfin  [vafin  würde]]] 
[simpx [vvinf zurückfliegen] 
   [px  [appr  von] 
     [nx2  [ne  Hannover]]] 
   [px  [appr  nach] 
     [nx2  [ne  München]]] 
   [px  [appr  um] 
     [time  [card  sechzehn] 
      [nn  Uhr] 
      [card  fünf]]] 
   [px  [appr  zum] 
     [nx2  [nn  Beispiel]]]]
Diese Chunks werden dann in Abbildung 1 zu Ge-
samtstrukturen zusammengefügt
2. In dieser Struktur 
sind die folgenden neuen Arten von Information ent-
halten: 
•  Teilweise können POS Tags im größeren Kontext 
korrigiert werden. Bei der Baumkonstruktion hat 
sich z.B. herausgestellt, daß das als Artikel (art) 
getaggte Wort der eine Phrase für sich bildet, da-
her wird das Tag in Demonstrativpronomen (pds) 
geändert. 
•  Komplexe Nominal- oder Präpositionalphrasen, 
die wegen des nicht-rekursiven Charakters des 
Chunkparsers auf Chunkebene nicht erkannt wer-
                                                          
2 Die Bäume in dieser und den folgenden Abbildungen 
folgen dem Format, das im NEGRA Projekt des SFB 
378 an der Universität des Saarlandes entwickelt wur-
de [3]. Die Bäume wurden mit dem Annotate-Tool [8] 
ausgedruckt. 
den können, werden in der Baumkonstruktion 
richtig gruppiert. So wird aus den beiden px-
Chunks von Hannover und nach München eine 
komplexe PX gebildet. 
•  Eine Unzulänglichkeit im Chunkparse ist das Feh-
len von grammatischen Funktionen. Diese Unter-
spezifiziertheit ist auf der Chunkebene beabsich-
tigt, da sie es erlaubt, auch Korrekturen u.ä. in die 
Satzstruktur einzubinden.Wird jedoch eine kom-
plette Baumstruktur angestrebt, ist die grammati-
sche Funktion der Hauptkonstituenten eine uner-
läßliche Information. In Abbildung 1 sind die 
grammatischen Funktionen als Kantenlabels dar-
gestellt, ON kennzeichnet das Subjekt, HD den 
Head des Satzes, MOD einen ambigen Modifika-
tor, dessen Anbindung im Satz unterspezifiziert 
ist, OV ein verbales Objekt, OS einen Objektsatz 
und V-MOD einen Modifikator des Verbs. 
•  Weiterhin sind im Baum topologische Felder [6] 
eingesetzt worden. Diese Information ist direkt 
unter der Simplex-Ebene annotiert. Die Auftei-
lung des Simplex-Satzes in Felder ermöglicht ei-
ne flache Baumstruktur. 
Ein maschinelles Lernverfahren läßt sich jedoch nicht 
ohne Modifikation anwenden. Betrachtet man die Er-
weiterung der Chunkstruktur zu kompletten Bäumen 
als Klassifizierung, erhält man eine extrem große An-
zahl von Klassen, da jeder Baum aus der Baumbank 
eine eigene Klasse darstellen würde. Außerdem wäre 
die Generalisierungsfähigkeit des Verfahrens gleich 
null, da nur bereits gesehene Bäume klassifiziert wer-
den könnten. Aus diesem Grund wurde in TüSBL ein 
backing-off Ansatz realisiert. Dieser Ansatz wird an-
hand des folgenden Beispiels exemplarisch darge-
stellt:
Eingabe:  ja das ist bei mir leider schlecht da bin ich 
auf einer Messe schon
Chunkausgabe: 
[simpx [ptkant ja] 
  [nx2 [pds das]] 
 [vafin  ist] 
 [px  [appr  bei] 
  [nx2  [pper  mir]]] 
 [adjx  [adv  leider] 
  [adjd  schlecht]] 
 [adv  da]] 
[simpx [vafin  bin] 
 [nx2  [pper  ich]] 
 [px  [appr  auf] 
  [nx2  [art  einer] 
   [nn  Messe]]] 
 [advx  [adv  schon]]] Im ersten Schritt werden durch einen Vergleich auf der 
lexikalischen Ebene "direkte Treffer" gesucht, d.h. 
Bäume, bei denen eine vollständige Übereinstimmung 
bei den Klassifikationsmerkmalen gefunden wird. Für 
die obige Eingabe ist dies für die erste Chunkstruktur 
der Fall, die Teilbäume sind in Abbildung 2 darge-
stellt. Wie in Abbildung 2 gezeigt, werden in diesem 
Schritt Simplex-Chunks u.U. auch aufgeteilt, wenn 
keine Evidenz für den kompletten Chunk vorhanden 
ist, dafür aber direkte Treffer für Teilchunks gefunden 
werden. Auffällig ist hier, daß die Adverbialphrase da
einen separaten Baum erhält. Dies liegt daran, daß 
wegen der Ambiguität von da beim Chunkparsing die 
longest-match Strategie greift und das Adverb daher 
dem ersten Chunk zugeordnet wird. Da außerdem ein 
direkter Treffer für da gefunden wurde, wird eine 
Gruppierung des Adverbs und des zweiten Chunks 
nicht versucht. Diese partiellen Bäume können im 
Verbmobil System in einem späteren Schritt zusam-
mengefügt werden. 
Da der zweite Chunk nicht als direkter Treffer gefun-
den wurde, wird in einem zweiten Schritt versucht, 
ebenfalls durch lexikalischen Vergleich, einen Teil-
baum zu finden. Dies gelingt auch, der gefundene 
Baum umfaßt die Verbalphrase und das Subjekt bin 
ich. In einem dritten Schritt wird aufgrund eines Ver-
gleichs der POS Tags eine Erweiterung des bisher ge-
fundenen Baums versucht. Auf diese Weise kann die 
Präpositionalphrase  auf einer Messe angehängt wer-
den, wodurch sich der in Abbildung 2 gezeigte Baum 
ergibt. Lediglich für das nachgestellte schon wird kei-
ne Erweiterung gefunden; diese Adverbialphrase wird 
in einem weiteren Schritt mit interner Struktur verse-
hen, wenn nach Teilphrasen in den Bauminstanzen ge-
sucht wird. 
Trotz des hier betriebenen Suchaufwands ist die Ver-
arbeitung sehr effizient, da auch in diesem Schritt des 
Systems deterministisch gesucht wird. Da jedoch, im 
Vergleich zu anderen Parsern, die nur Beziehungen 
zwischen Müttern und direkten Töchtern betrachten, 
ein größerer Ausschnitt des Baumes zur Verfügung 
steht, ist die Qualität der Ausgabestrukturen sehr hoch. 
In Fällen, in denen der Chunkparser jedoch nur defizi-
tären Input erhält, kann i.a. nur eine partielle Analyse 
erfolgen. In solchen Fällen ist die Anzahl der partiel-
len Strukturen deutlich höher als bei syntaktisch 
wohlgeformten Eingaben. Abbildung 3 zeigt das Par-
sing-Ergebnis für das oben genannte Beispiel ich 
könnte Ihnen ja aber zum Beispiel ein Dienstag mich 
den zwölften anbieten. Hier kann nur der erste Teil der 
Äußerung in eine partielle Simplex-Struktur gruppiert 
werden, die restliche Äußerung wird nur auf Phrasen-
ebene analysiert. Dennoch eignen sich die auch in sol-
chen Fällen analysierten Teilstrukturen zur Weiterver-
arbeitung, z.B. in der Maschinellen Übersetzung. 
3 Evaluation 
Für die quantitative Evaluation eines Chunkparsers 
sind die gängigen Kriterien von Precision und Recall 
hinsichtlich eines vollständig annotierten Testkorpus 
nur bedingt geeignet. Dies liegt zum einen an den häu-
fig partiellen Ausgabestrukturen des Chunkparsers. Da 
eine partielle Analyse einer wahrscheinlich falschen 
vorgezogen wird, sollten dem Parser eben solche par-
tiellen Strukturen nicht angelastet werden. Anderer-
seits beruhen die traditionell ermittelten Precision und 
Recall Werte auf dem Abgleich mit einem eindeutig 
bestimmbaren und grammatisch wohlgeformten Input. 
Dies läßt sich auf die Evaluation des Chunkparsers, 
der häufig defizitären und nur begrenzt voraussagba-
ren Input weiterzuverarbeiten hat, nicht ohne weiteres 
übertragen. Im Fall von TüSBL müßten daher tatsäch-
liche, aus dem Spracherkenner stammende Eingaben 
mit manuell transliterierten Sprachdaten aus der 
Baumbank verglichen werden. Ein Test mit Testdaten 
aus der Baumbank erscheint nicht sinnvoll, da dies 
kaum Aufschlüsse über die tatsächliche Performanz im 
System erlaubt. Tabelle 1 enthält Evaluationsparame-
ter, die für eine quantitative Evaluation eines Chunk-
parsers geeignet erscheinen. 
durchschnittl. Anzahl v. Wörtern pro Satz   13,8 
inkorrekter oder unvollständiger WHG  48,1 % 
korrekte Teilbäume  93,2 % 
korrekte Bäume bei korrektem Input  54,8 % 
Tabelle 1  Quantitative Evaluation 
Die in Tabelle 1 genannten Zahlen wurden aus einem 
Korpus von vier Verbmobil Testdialogen mit 81 Turns 
ermittelt, die den Verbmobil-Projektpartnern in Form 
von Spracherkennerausgaben als Testmaterial zur Ver-
fügung gestellt wurden. 
Daß der Input in der Tat in hohem Maße defizitär ist, 
läßt sich daran ablesen, daß der Worthypothesengraph 
(WHG) fast für jeden zweiten Satz unvollständig oder 
fehlerhaft ist. Bei dieser hohen Fehlerrate ist aller-
dings auch die durchschnittliche Satzlänge von fast 14 
Wörtern zu berücksichtigen. Die beiden letzten Werte 
beziehen sich auf die Präzision der Ausgabestrukturen. 
Der hohe Prozentsatz korrekter Teilbäume belegt die 
Robustheit des Chunkparsers, die darin besteht, auch 
bei inkorrektem oder unvollständigem Input korrekte 
Teilstrukturen zu liefern. Die Tatsache, daß der 
Chunkparser bei wohlgeformten Input für mehr als 
jeden zweiten Satz einen korrekten, äußerungsüber-
spannenden Baum liefert, zeigt, daß partielle Chunka-
nalysen zu Strukturanalysen chunkübergreifender, re-
kursiver syntaktischer Einheiten miteinander verbun-
den werden können. Dies bedeutet, daß sich ein 
Chunkparser mit Gewinn auch bei solchen Anwen-dungen einsetzen läßt, in denen eine partielle Struk-
turanalyse nicht ausreicht. 
4 Schlußbemerkung 
Der Nachweis, daß mit diesem Verfahren aus Chunks 
vollständig(er)e Baumstrukturen erzeugt werden kön-
nen, ist insofern bedeutsam, als es den Kreis der mög-
lichen Anwendungsfelder für einen Chunkparser signi-
fikant erweitert. In der bisherigen Literatur wird der 
Chunkparser ausschließlich im Zusammenhang mit 
solchen Anwendungen genannt, bei denen eine partiel-
le und robuste Analyse ausreicht. Der hier beschriebe-
ne Einsatz des Chunkparsers zeigt auf, daß ein um ei-
ne Baumkonstruktionskomponente erweiterter Chunk-
parser sich sehr wohl auch für Anwendungen eignet, 
bei denen eine robuste variable Analysetiefe notwen-
dig ist. Im Gegensatz zu stochastischen Parsern, die 
zum Ziel haben, immer eine Gesamtstruktur per Äuße-
rung zu generieren, ist die Baumkonstruktion des 
Chunkparsers flexibler und erlaubt nach wie vor par-
tielle Strukturen als Ausgabe. Strukturen werden nur 
zu größeren Einheiten zusammengefügt, wenn das 
Ähnlichkeitsmaß dafür hinreichende Evidenz liefert. 
Damit verfährt auch der erweiterte Chunkparser nach 
der Abneyschen Maxime des "islands of certainty"-
Parsing [2] und liefert im Vergleich zu einem sto-
chastischen Parser Strukturen mit einem hoheren Gü-
temaß an Korrektheit. 
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Abbildung 1  Ein aus Chunks zusammengefügter Baum 
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Abbildung 2  Baum nach der Baumkonstruktion ich
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Abbildung 3  Ein unvollständiger Baum 
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