In this paper, we study collaborative filtering (CF) in an interactive setting, in which a recommender system continuously recommends items to individual users and receives interactive feedback. Whilst users enjoy sequential recommendations, the recommendation predictions are constantly refined using up-to-date feedback on the recommended items. Bringing the interactive mechanism back to the CF process is fundamental because the ultimate goal for a recommender system is about the discovery of interesting items for individual users and yet users' personal preferences and contexts evolve over time during the interactions with the system. This requires us not to distinguish between the stages of collecting information to construct the user profile and making recommendations, but to seamlessly integrate these stages together during the interactive process, with the goal of maximizing the overall recommendation accuracy throughout the interactions. This mechanism naturally addresses the cold-start problem as any user can immediately receive sequential recommendations without providing ratings beforehand. We formulate the interactive CF with the probabilistic matrix factorization (PMF) framework, and leverage several exploitation-exploration algorithms to select items, including the empirical Thompson sampling and upper confidence bound based algorithms. We conduct our experiment on cold-start users as well as warm-start users with drifting taste. Results show that the proposed methods have significant improvements over several strong baselines for the MovieLens, EachMovie and Netflix datasets.
INTRODUCTION
An increasing number of online services have adopted recommender systems to help users discover information; users can either browse, search or simply receive recommendations to satisfy their needs. Amazon reported 35% of purchases originated from recommended items in 2006 [23] , and Google News improved its traffic by 38% via its personalized recommender system [11] . Despite providing a more intelligent way to discover relevant items, the use of traditional recommender systems has been limited and they are usually positioned as a complement to searching and browsing.
More recently, as a standalone Web service, Interactive Recommender Systems have emerged, by which 100% volume of their services is comprised of direct user interactions with the recommender system over time. In many such systems, there is no need for users to actively search for content. Instead, items, such as webpages (StumbleUpon.com), songs (Pandora.com) or deals (Groupon.com), can be sequentially recommended to individual users, whilst feedback on recommended items is continuously observed. During the interactions, the recommender system is continuously refined by receiving feedback on delivered items and the user can enjoy sequential recommendations. Figure 1 (a) provides snapshots of the StumbleUpon Web discovery service and the Pandora radio streaming service. Such interactive recommendation services, despite easy to use, pose a 'chicken-orthe-egg' problem in providing accurate personalized recommendations. Successful personalized recommendation prediction requires adequate observations of user's preferences. However, as illustrated in Figure 1 (b), the preference observation is restricted only to the items that have been recommended. Therefore a critical problem is: how to rapidly learn a new user's interest while not compromising his/her recommendation experience? Or, from the modelling perspective, how to balance between the goals of learning the user profile and providing accurate predictions?
In such interactive recommendations, the first series of interactions with a new user are especially important. It is usually called the cold-start problem in the literature. Existing techniques address the problem by using a two-phase process, i.e., to use active learning [21, 29] or an interview process (preference elicitation) [41, 16] to first learn the user profile, and then to make recommendations based on the established profile. The two-phase solution solves the problem to a certain extent, but may not provide a complete solution. Asking the user to explicitly give ratings is still time-consuming and sometimes a burden for him/her; the user may have already left the service before his/her profile has been established. Recommendations would preferably be provided right from the very beginning and interests acquired by employing a less intrusive and implicit method of Recommendation requires feedback, whereas the feedback is only on the recommended items. The scenario is also different from common relevance feedback in information retrieval, which normally handles the feedback in one or two iterations and lacks an established way to balance the exploration and exploitation [34] .
gradually learning user profiles. A successful algorithm for interactive recommendation should not distinguish between the two phases, but continuously detect/learn the user profile while trying to satisfy the user at the same time.
The two inter-connected objectives mentioned above are closely related to the Exploitation-Exploration (EE) problem [6, 15, 25] . It is the dilemma whether, for each interaction, we should try to satisfy the user's interest with the best-guessed item based on current knowledge, or whether we should try some sub-optimal yet discriminative items to gain more knowledge about the user. The EE problem has been heavily studied in the machine learning and statistics communities, and multi-armed bandits are the generic setting of an EE problem. Many algorithms have been proposed under the independent-arm assumption, such as probability-based methods, e.g., -greedy [6] , epoch-greedy [24] , Exp3 and Exp4 [7] , and index-based methods, e.g., Gittins Index [15] and the Upper-Confidence Bound [5, 6] .
The EE principle has been applied for personalized content recommendation. For example, in news article delivery tasks [25] , a contextual-bandit algorithm has been proposed on the basis of the content features (texts) of the news articles and the browsing contexts of the users. The idea was to approximate the news articles' profile features and maximize the overall delivery performance across news articles using a linear prediction model.
However, it is unclear as to how to model the interaction in pure collaborative filtering settings where there is no content data to represent users and items and the only observations are ratings. In this paper, in order to naturally integrate with existing collaborative filtering approaches, we address the Interactive Collaborative Filtering (ICF) problem under the popular matrix factorization framework, which has been proven to be effective in various recommendation competitions [22] . Specifically, we extend the probabilistic matrix factorization (PMF) [33] to build the probabilistic model of the user-item ratings over time. Our intention is to maximize the users' overall satisfaction throughout the recommendation journey. By modeling the rating with PMF, the uncertainty of a predicted rating comes from both the user feature vectors and the item feature vectors. While many existing multi-armed-bandit algorithms have addressed the problem by assuming arms to be independent [9, 24, 6] , some others have tackled special cases where arms are structured in linear forms [5, 25] . In this paper, to consider the uncertainty in both the user and item feature vectors, we adopt empirical effective algorithms such as Thompson sampling [8] and construct a sampling process from their distributions. Furthermore, in some cases, the item feature vectors are well-learnt and thus the item-side uncertainties could be disregarded. The problem then falls into a linear form in the item feature vectors, and thus various linear bandit algorithms [5] are applicable, including a variation of -greedy algorithm, linear and generalized linear upper-confidencebound algorithms. Experimental results on both cold-start and warm-start (with drifting taste) users show significant improvements over several strong baselines for the MovieLens, EachMovie and Netflix datasets.
The rest of this paper is organized as follows. Section 2 discusses the related work. Our solution is formally presented in Section 3. The experiment is described in Section 4, and we conclude this paper in Section 5.
RELATED WORK
The CF research has been traditionally focused on predicting the unknown ratings of a target user as accurately as possible from a collection of user profiles. Major solutions are categorized into two classes: The memory-based methods make the recommendation by explicitly modelling the user or item similarities [19, 12] or combining them together [38] , while the model-based methods provide recommendations by developing a 'model' of user ratings. For instance, latent factor models have become quite popular during the recent years [20] , while the matrix factorization techniques [22] have shown their effectiveness in various settings such as the Netflix and Yahoo! music competitions.
A key challenge in CF is to effectively predict preferences for new users, a problem generally referred to as the user cold-start problem [2, 35] . A straightforward method to tackle the problem is to interview the user to provide additional information (e.g. favorite genres) or to ask the user to rate a set of items in order to provide enough data for the recommender system. The items used in the interview can be selected based on measures such as popularity, entropy and coverage [30, 31] , or a decision tree to partition the users [41, 17] . Active learning is also deployed in order to identify the most informative set of training examples (items) with respect to some selection criterion, such as the expected information gain [18, 21] , with the target of minimizing the number of interactions. In summary, all those methods first explicitly figure out the user profile and then use the established user profile to make further recommendations. However, asking users to take interviews is still time-consuming and sometimes a hurdle for them to overcome even if the effort has been kept minimum. By contrast, ICF that we propose does not distinguish between the stages of learning user profiles and making satisfactory recommendations, but naturally integrates them together. As such, any user, whether a new user or not, can immediately receive sequential recommendations and explore items without overcoming the hassle of providing ratings before hand.
In the machine learning and statistics communities, the EE problem has been well studied by considering the multiarmed bandit settings [9, 24, 5] . Under the assumption that rewards of arms are independent to each other, -greedy is a straightforward algorithm that adds the probability of random exploration [6] into a greedy algorithm. The epochgreedy method generalizes it for the case that the total time T is unknown so that the exploitation and exploration take place alternatively in each epoch to minimize the regret (i.e., the cumulative loss compared to the optimal one) [24] , and it achieves a regret of O(T 2/3 ) with a high probability. The confidence bound algorithms seek to find a region that bounds the expected payoff with a high probability, and within the region, the arm with highest upper confidence bound is selected: the EXP4 approach [7] achieves an O( √ T ) regret with high probability. A drawback of these approaches lies in that when the number of arms is huge, exploration becomes difficult. As such, the underlying structure of the arms should be considered. A well-known scenario is that the expected reward is a linear function with respect to the features of them, where the linear bandit algorithm is proposed [5, 10, 1] . On the other hand, in the contextual bandit model with side information, the structure is modelled by positioning each arm into a feature space [13] , while a more general linear setting is discussed in [14] . Besides the above algorithms, Thompson sampling yet provides a more flexible way to tackle the multi-armed bandit problems [8] which does not restrict the reward function forms to a linear one. Therefore, when we model the interaction, we propose to use Thompson sampling [8] , which provides an empirical solution where the uncertainties of both the learnt feature vectors of the user and the item are considered.
The contextual bandit models have been applied to model news article recommendations [25] and online advertising [27] , where in each timestep a context (in the form of a feature vector) is revealed, and an arm (either a piece of news or an ad) is selected based on the context. The contextual bandit approaches can be naturally applied to both cases because in both cases the content features such as the user's demography and location information, and the item's textual descriptions, preexist and can be immediately used to represent the 'context'. In our domain-free scenario where users or items are presented only by ratings, it is, however, essential to derive a sensible representation for the correlated arms (items) and the contexts (users) and combine them together.
ICF FRAMEWORK 3.1 Objective Function
Suppose the system has N items and M users in record. The ratings between them are recorded in the preference matrix RM×N in which each element rui is the observed rating from the user u to the item i. Without loss of generality, we consider the following process in discrete timesteps. Suppose the target user is now denoted simply by u. At each timestep t ∈ [1, 2, . . . , T ], the system delivers (recommends) an item to the target user. The user will then give feedback in the form of ratings, or 'like's and 'dislike's, or ignore the recommendation ('unknown's). In either way, we denote the feedback as r u,i(t) , the rating collected by the system from user u to the recommended item i(t) at timestep t. In other words, r u,i(t) is the 'reward' collected by the system from this target user. After receiving feedback, the system updates its model and decides which item to recommend next.
Let's denote H(t) as the available information at t the system has for the target user
The item is selected according to a strategy π, which is defined as a function from the current information to the selected item:
The optimal strategy should maximize the cumulated expected reward during T timesteps,
where
Because of the nature of recommender systems, here we use reward rather than regret to express the objective function, and maximizing cumulative reward is equivalent to minimizing regret. Here we consider the quality of recommendations at different timesteps as equally important, and summarize the user's overall satisfaction at a given period T . In our experiments, we show that a higher level of exploration is required in order to achieve a longer-term cumulative reward. This objective falls into the target of the multi-armed bandit problem, where we regard each item as each arm of the bandit. The next questions are how to estimate the reward and how to optimize the objective function. Using the latent factor model [20] , the rating is a product of user and item feature vectors pu and qi. This is widely used in many CF algorithms:
where η ∼ N (0, σ 2 ) is the observation noise. The objective function is then re-formulated as follows:
The question now is how to optimize the objective function.
Item Selection via Sampling
Both pu and qi are random variables following certain distribution p(pu, qi|t). A heuristic solution of Eq. (5) is to sample an item based on its probability of being optimal [8] ,
where I is the indicator function; it is 1 when the equality holds (i.e., when item i has the highest expected rating given pu and qi); otherwise 0. Thus, integrating pu and qi out gives the probability of being optimal at t for item i. The integration is computational expensive, but in practice, no need to compute it explicitly. In this paper, a sampling approach, called Thompson sampling, is leveraged to approximate the integration in Eq. (6) [8] . A nice property of Thompson sampling is that the integration is circumvented by sampling both the user and item feature vectors together from their distributions (consider the uncertainty from both aspects) and picking the item that leads to the largest expectation of the reward:
wherepu andqi mean the sampled user and item feature vectors, which will be described in the next section.
Distributions of User and Item Feature Vectors
In this section, we adopt the PMF model [33] to build the distributions for the user and the item feature vectors, which are then used to generate the samples. Specifically, the conditional probability distribution of the rating given the user and item feature vectors follows a Gaussian distribution
We denote P (Q) as the user (item) feature vector matrix, where each row vector represents a user (item) feature
The distribution of the preference matrix R given P and Q is then the joint probability, i.e.,
where δij = 1 if user u rated item i and δij = 0 otherwise. Similar to the PMF model [33] , we define the prior distributions of the user and item feature vectors as Gaussian with prior variances σ 2 p and σ
By observing the ratings R, we can obtain the posterior distributions for the user and item feature vectors [33] . Here we focus on the conditional distribution of the user (item) feature vectors, given the current item (user) feature vectors to implement Markov chain Monte Carlo and Gibbs Sampling (MCMC-Gibbs):
It means for each user its feature vector follows a Gaussian distribution given item feature vectors:
Here, Du is the observational matrix for the user, each row of which is the feature vectors of the user rated items sampled from their posteriors. ru denotes the vector of corresponding ratings of these items for the given user u, and λp = σ 2 /σ 2 p .
Algorithm 1 Thompson sampling
Require: parameters for the item feature vector distribu-
Similarly, the posterior distribution for the item feature vector qi conditioned on the sampled user feature vectors can be obtained as
and Bi is the observational matrix with each row the sampled user feature vector. The distributions converge by alternatively sampling the item and the user feature vectors according to the conditional distributions for them. Then both the expected user and item feature vectors (µu and νi) and their uncertainties (Σu and Ψi) are obtained.
Combing Thompson Sampling with PMF
Thompson sampling can be implemented according to the distributions while they are updated online whenever new ratings are collected by the system. However, in the ICF scenario, the distribution of the target user's feature vector is much more sensitive to his/her feedback on the items. On the item side, since each item has usually collected relatively sufficient ratings, it is not necessary to retrain its feature vector immediately after receiving each rating from the target user, and we choose to periodically retrain them. Therefore, we simply use the notationqi to express sampled item feature vector from the presently calculated item feature vector distribution. For the target user, its observational matrix grows each time, and its distribution can be described similarly conditioned on the observations:
Similarly, Du,t is the observational matrix with each row is the recommended item feature vector, and Σu,t is the uncertainty of the user feature vector at time t.
From Eq. (7), the Thompson sampling method with the PMF modeling suggests to choose the item with the highest value of the inner product of the sampled values, and Eq. (7) can be approximated as:
wherepu,t is sampled from the estimated distribution in Eq. (19) . The algorithm is described in Algorithm 1.
Thompson sampling enables exploration through the 'width' of the distributions of the inner product of the user and Algorithm 2 Linear UCB Require: MAP solution of item feature vectors Q = {ν1, . . . , νN }, σ, λp, and α ∈ R+ Initialization:
Choose the item
Receive the reward r u,i * (t)
item feature vectors. The 'width' further comes from both the uncertainties of the user and item feature vectors. By this approach described above, the uncertainties of the user and item feature vectors are considered on the same footing. However, considering ICF as a user-centric scenario (Figure 1) , the obtained knowledge on the target user side may be much more important than that on the item side, especially when items have collected many ratings and thus are always already well-learnt. Therefore, in the following part, we adopt a biased view so that the item feature vectors are assumed to be well-learnt as the maximum a posterior (MAP) solution νi from the distributions obtained by PMF, and only the user feature vector distributions are maintained for the sampling process.
Item Selection via Confidence Bound
With the item feature vectors known and fixed, the reward in Eq. (4) tends to be a linear form with the item feature vectors as coefficients, and the essence of the EE is to approach the user feature vector. Therefore, such problem falls into the framework of linear bandits [5] . Linear Upper-Confidence-Bound (UCB) algorithm, and its variations are widely used for such problems. In this way, we take the MAP estimation of the item feature vectors νi as the representatives of the items and assume them to be fixed.
In the following, linear and generalized linear UCB algorithms are presented for our problem respectively. A variation of -greedy algorithm is also provided for comparison.
Linear UCB
As mentioned above, assuming the item feature vectors as fixed, the reward function reduces to be linear in the item feature vectors, and the objective function in Eq. (4) is further written as
where Ep u [p u |t] can be estimated according to Eq. (20) . The expected user feature vector can be obtained according to Eq. (20) . Now the uncertainty of the reward can be obtained as the estimated variance of the inner product of the user and item feature vectors p u νi, which comes from the uncertainty of the estimation in the user feature vector. The estimated variance is the 2-norm based on Σu,t (according to Eq. (21), but note that here the observational matrix is made up of the posterior feature vectors of the items):
Algorithm Choose the item
Otherwise choose an item randomly Receive the reward r u,i
According to [37] , with the item feature vectors known and fixed, the expectation of the reward by choosing item i is bounded in the interval Θi,t with probability at least 1 − ζ Θi,t = µ u,t νi − α||νi||2,Σ u,t , µ u,t νi + α||νi||2,Σ u,t (25) where α = 1+ ln (2/ζ)/2. The bounded interval motivates an UCB bandit algorithm, i.e., at each timestep, choose the item with the highest upper confidence bound:
The algorithm is given in Algorithm 2. The algorithm is proven to have a very tight regret bound ofÕ( √ T ) [25] . As defined in Eq. (21), matrix Σu,t is a regularized fisher information matrix, measuring how much 'information' is known about the user feature vector from the previously recommended items, given the item feature vectors are known already. That is, to recommend an item that maximizes ||νi||2,Σ u,t is to recommend an item that has been the least represented (understood) by the perviously recommended items.
Generalized Linear UCB
The problem can be also linked to the generalized linear bandit problem in [14] , which gives a general solution Generalized Linear Model Bandit-Upper Confidence Bound (GLM-UCB) if we assume the reward takes the following form
where ρ is a monotonically increasing function which takes a linear or nonlinear form. Here we give two options of function ρ, a linear form suggested in Eq. (4), and a sigmoid form ρ(p u qi) = 1 1 + e −pu q i .
Similar to the derivations in LinUCB, here the item feature vectors qi are approximated by the maximum a posterior (MAP) solution νi. On the other hand, we need to estimate the user feature vector according to the generalized linear model, which here we denote aspu,t (note that here the solutionpu,t is no longer the MAP solution in Eq. (20) due to the nonlinear function ρ). In general, according to [14] , the quasi-likelihood estimatorpu,t of Eq. (27) is the solution of
Specifically, for a sigmoid form, it is estimated as
For a linear form, the estimate is the same as the maximum posterior estimation of the user feature vectors Eq. (20) .
The GLM-UCB algorithm follows a similar process as Linear UCB, i.e., firstlypu,t is estimated, and the choice of the item is based on the estimatedpu,t but with exploration part added which is 2-norm based on Σu,t (Eq. (24)) multiplied by a factor c √ log t [14]
The GLM-UCB algorithm is illustrated in Algorithm 3. Note that exploration term α is time-dependent:
where c is a constant with respect to t [14] . With term c √ log t, the decreasing trend of ||νi||2,Σ u,t is weakened so that the exploration level is maintained to some extent. Using the conclusion from [14] , GLM-UCB has a regret bound ofÕ( √ T ).
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Just like the other index-based EE algorithms [5] , the algorithms have a low computational complexity, which is O(T 3 + K 2 N ).
Linear -greedy
The linear -greedy algorithm is based on the greedy strategy under our setting, which can be described as
Because µu,t and νi can be seen as the MAP solutions for the PMF model, which can also be referred as the solutions by singular vector decomposition (SVD). We refer to the greedy strategy as greedy SVD, or simply SVD.
The greedy strategy is the myopic strategy that always picks the item leading to the highest expected reward based on current knowledge. Linear -greedy we adopt here is the naive algorithm which chooses the greedy strategy with probability 1 − and explores into random items with probability . The algorithm is described in Algorithm 4.
For the above algorithms, two factors contribute to the selection of the item: the exploitation factor suggested by the greedy algorithm Eq. (33) , and the exploration factor which is controlled by parameters α, c and respectively. For each of the three algorithms, the larger the parameter is, the more emphasis is put onto the exploration effort accordingly.
EXPERIMENTS
Experiments are carefully designed to answer the following questions: (1) How can EE algorithms outperform myopic CF algorithms for the cold-start users? (2) Among the EE algorithms, which one is the most effective and why? (3) Are the algorithms also effective for warm-start users, especially those whose interests change over time? (4) Considering top-n recommendation over time, can the algorithms still be effective?
Datasets
We base our experiments on three popular datasets MovieLens (100k), EachMovie and Netflix. The basic information of the datasets is summarized in Table 1 .
Due to the interactive nature of our problem, an online experiment with true interactions from users would be ideal, but it is not always possible [25] . Instead, we follow an unbiased offline evaluation scheme for contextual-bandit algorithms in [26] . In our setting, we assume that the ratings recorded in the datasets are users' instinctive actions, not biased by the recommendations provided by the system. In this way, the records can be treated as unbiased to represent the feedback in an interactive setting [41] .
We normalize the ratings into the range [−1, 1] and split the data into two user-disjoint sets: the training users and their ratings are used to train the parameters for the item distributions, as required in Thompson Sampling, and to obtain the MAP solutions of the item feature vectors, as required in UCB-based algorithms (Section 3.2.1). The item feature vector information is maintained as unchanged during the test phase when the test users go through the interactive recommendation process during T timesteps because the collected ratings from the target user have trivial effect on the item feature vector distributions. According to the purpose (whether to test the performance on cold-start users, or on warm-start users), we select test users based on different criteria, detailed in each subsection.
Compared Algorithms
The baselines include: Random. In each interaction, randomly chooses an item from the entire item set to recommend to the target user.
Popularity-based (Pop). The system picks the most popular items to recommend to the target user.
Greedy SVD (SVD). This algorithm is built upon the SVD approach. We regard it as the myopic algorithm in ICF. For each target user, the system needs to retrain the SVD model after each interaction.
Active Learning (AL). Active learning methods have been proposed for the cold-start problem [18] . The idea is to minimize the uncertainty in the model, so that the item with highest uncertainty is selected [32] .
Interview Process (Interview). The interview process first constructs the user profile with a number of most discriminative items, and then shifts to the greedy recom- mendation strategy. Here we follow the work of [17] and set the interview question number as 5.
Our EE algorithms include the following variations: Thompson Sampling (TS). This is Algorithm 1. Linear UCB (LinUCB). This is Algorithm 2. α is used to tune this model.
Linear GLM (GLM). This is Algorithm 3. We set function ρ as a linear function, i.e., GLM-Lin, and a sigmoid function, i.e., GLM-Sig. c is used to tune this model.
Linear -greedy. ( -greedy) This is Algorithm 4. A tuning parameter is used to control the balance between the exploitation and exploration.
In addition, we add a constraint for all the algorithms that the same item should not be repeatedly recommended as suggested in most previous ranking-oriented recommendation settings [28, 40] .
Evaluation Measures
Three evaluation metrics are used: Cumulative Precision@T . A straightforward evaluation measure is the number of the positive ratings collected during the total T interactions:
For both datasets, we define θ hit = 1 if the rating is no less than 4, and 0 otherwise, similar to the definition of positive ratings in previous work [3] . Cumulative Recall@T . We can also check for the recall during T timesteps of the interactions. 
Cumulative nDCG@n. For the case that multiple items are shown in one interaction, the ranking of the item listed is also important: it is more useful to have the highly relevant items appear earlier in the ranking list. We use the normalized discounted cumulative gain (nDCG@n) as the 
where rj is the real rating of the item shown at ranking position j. Z is the normalization factor making the score of the optimal ranking to 1 such that 0 ≤ nDCG@n ≤ 1. Similar to the cumulative precision and recall, here the cumulative nDCG@n should also take sum over T and average on users.
Cold-start Cases

Test User Selection
In order to test the system's performance on cold-start users, we first select users with sufficient numbers of recorded ratings in order to test the performance. Here we randomly select 200 users with more than 120 ratings because up to T = 120 interactions are studied. Then the parameters of item feature vector distributions are trained without these user's ratings according to Section 3.2.1.
Performance Comparison
Performances of proposed algorithms and the baselines for cold-start users are compared and summarized in Table  2 . Optimally tuned parameters have been adopted for each T = 10, 20, 40, 80, 120. The effect of parameters will be discussed in Section 4.4.3. The best-performing algorithm is -rank test) . The row of improvement shows the increases brought by the best-performing algorithm compared to the greedy SVD strategy.
The observations can be summarized into the following points: (1) The Thompson sampling algorithm generally works better than the greedy SVD, or the -greedy algorithm. In most cases, Thompson sampling also exceeds other baseline algorithms (according to the cumulative precision). It means that the exploration by considering the uncertainties of the user and items according to their probability distributions, is more promising than randomly conducting explorations. Nevertheless, the Thompson sampling fails to outperform the LinUCB or GLM algorithms. (2) In almost all cases, the UCB-based algorithms perform better than the baselines. In MovieLens and Netflix, the three UCBbased algorithms have close performances while in EachMovie GLM-Lin outperforms all the baselines. The increase by the proposed EE algorithm compared to SVD is up to 7.7% on MovieLens, 24.7% on Eachmovie, and 24.4% on Netflix (according to the cumulative precision). All of the improvements (except one) are statistically significant. (3) Among all the proposed EE algorithms, linear -greedy performs worst, but still better than the greedy SVD. It suggests that adding some level of exploration can always improve the pure exploitation strategy. (4) The greedy SVD outperforms the popularity-based strategy, and obviously the random strategy performs the worst. (5) The interview strategy performs better than the active learning strategy in the long run, because it shifts to exploitation after learning the user by exploration (5 timesteps). For all the three datasets, however, the interview strategy is not as good as the algorithms which are proposed based on ICF framework.
There are two possible reasons that UCB-based algorithms outperform the Thompson sampling method. First, the user uncertainties may play a much more important role in the ICF scenario. Consideration on item-side uncertainties may be helpful for learning the item feature vectors in the long run, but in this user-centric system, it may hamper the user experience. Second, compared with the UCB-based algorithms which explicitly pursue the highest possible performance for each item as their exploration strategy, Thompson sampling involves considerations on both the positive and negative possible performances for each item. In addition, the sampling process itself imports the exploration instability. However, the UCB-based algorithms are built on the assumption that the item feature vectors are welllearnt. In the case of very limited available data and thus underestimated item feature vectors, it may be necessary to consider the uncertainty of item feature vectors. We leave this problem as our future work.
Impact of Trade-off Parameters
The algorithm-dependent parameters α, c, are used to balance between the exploitation and exploration. Here we focus on the cumulative precision as the measure of the performance, and investigate how the performance depends on the parameters, with respect to two horizons T = 20 and T = 120, shown in Figure 2 .
2 We only show the impact of α for LinUCB and for linear -greedy due to the page limit whereas other cases display the similar trends.
We observe that when either α or (for either the case of T = 20 or T = 120) increases, the performance first increases, and then falls down. The peak performance corresponds to the optimal parameter which for T = 20 is smaller than that for T = 120. This is intuitively correct because more exploration is needed when a longer-term satisfaction is targeted. In practice, for the decision of T , we can make use of the statistics from the system record, such as the average life-time of the users.
Warm-start Cases with Taste Drift
Test User Selection
Through this experiment, we aim to answer the question whether the algorithms are also applicable on warm-start users to follow up their interests throughout the interactions, especially when their tastes are changing over time. To do this, we first divide the rating records of the users (whose ratings are more than 120) into two periods (set 1 and set 2). Then, we employ the genre information of the items as an indication of the user interest [36] . That is, we calculate the cosine similarity between the genre vectors of the two periods. We choose the users with the smallest cosine similarity as an indication that they have significant interest drift across the two time periods. All the other users with 
Adaptability to Taste Drift
In order to test how the system can catch the users' taste drift, we conduct the empirical experiment as follows: for each user, in the first period with 60 interactions, we use set 1 as the ground truth of the test users; and then, from the 61st interaction, the ground truth is changed from set 1 to set 2 to simulate the process of his/her taste drift. Table 3 presents the results of our proposed algorithms compared to the baselines on the datasets, respectively. Because we focus on the performance when the user has changed the interest, only the results for T ≥ 60 are shown.
From the results, it can be seen that the proposed algorithms outperform the baselines for both datasets. When compared with the greedy SVD method, the improvement is up to 7.6% on MovieLens dataset, and 17.5% on EachMovie dataset. Among the algorithms, the UCB-based algorithms perform better than Thompson sampling method, which is similar to the results for the cold-start experiments.
Top-N Ranking Performance
We also conduct an experiment with multiple item slots at each interaction. The ranking-aware measure nDCG is used to test the performance. The test users are the same as the ones in the cold-start setting. The only difference is that the number of interactions is reduced since the number of recommended items in each interaction increases. The results are shown in Table 4 .
A similar trend is shown compared to the case of one item at each timestep: on MovieLens, either LinUCB or GLMLin performs the best, and on EachMovie, GLM-Lin always performs best. The results indicate that the algorithms still outperform the baselines in the multiple item setting. In addition, the performance on nDCG measure suggests that our proposed algorithms are also capable of the CF ranking problems.
Case Studies
In order to better illustrate why the algorithms outperform greedy SVD, we present two case studies for a cold-start user and a taste-drift user respectively.
A Cold-start User Case
In Table 5 , we present the first 15 sequentially recommended movies to a typical user #454 on Movielens by greedy SVD and LinUCB, and the corresponding feedback. From the results we can see that (i) LinUCB earns more 'like' feedback and less 'dislike' and 'unknown' feedback; (ii) After the first three 'likes', SVD keeps recommending action, crime and thriller movies, which is somewhat myopic; (iii) For LinUCB, after receiving the positive and negative feedback on action, war, thriller, and science fiction movies, it tries different genres such as drama, comedy and animation. After the next five interactions, LinUCB discovers the other interest in drama movies.
A Warm-start User with Taste Drift
In Figure 3 , we show a typical taste-drift case of user #833 on Movielens. Specifically, 7 typical movie genres (out of 18) are involved here. The black bars show the user's taste drift by calculating the percentage difference of the normalized distributions on each genre between two time periods as in Section 4.5.1. The blue and orange bars show the percentage difference on each genre of the recommended items by LinUCB and greedy SVD respectively. We see that LinUCB captures the user's taste drift in a better way than greedy SVD: (i) For these genres, LinUCB captures the drift direction. For example, the user's interest in Comedy movies decreases (-4.3% 3 ) between the two periods. LinUCB also recommends fewer (-3.2%) Action movies but greedy SVD recommends more (+1.1%) Action movies to the user. (ii) For most genres, LinUCB to some extent captures the drift degree, e.g., the user has a 0.8% interest decrease on Romance movies and LinUCB also recommend 1.1% fewer Romance movies, but greedy SVD dramatically decreases this type of movies to the extent of 4.4%.
CONCLUSION AND FUTURE WORK
In this paper, we have introduced an interactive collaborative filtering framework. Within the framework, a probabilistic matrix factorization model is leveraged to capture the distributions of user and item feature vectors. And based on that, the Thompson sampling and several UCB-based algorithms are adopted to balance between the exploitation and exploration for the interactive CF problem. The experiments were conducted in three situations: when a cold-start user joins the system, when a warm-start user has taste drift, and when multiple items are recommended in each interaction. Throughout the experiments, we demonstrated that our proposed algorithms outperformed several strong baselines including the greedy SVD algorithm, the active learning and the interview approaches.
Our future work involves several possible directions. First, we will investigate the roles that the user and item feature vector uncertainties in the case of limited available data. Second, we are interested in the item cold-start problem: how to target new items to a set of existing users so that the long-term feedback collected by the item is maximized. Finally, we would like to extend our work to interactive search [4] and consider the diversity of top-N ranking [39, 36] , and compare our work with other interaction-based approaches.
