bacKground
Online games that give the player the ability to compete against other players over a network emerged strongly in the middle of the last decade. Traditionally, multiplayer online games have been implemented using client-server architectures (GauthierDickey, Zappala, Lo, & Marr, 2004) . Thereby, a copy of the software is installed on each player's machine, which connects directly to a central authoritative server designed to handle game logic (Claypool & Claypool, 2006; El Rhalibi & Merabti, 2005; Guo, Mukherjee, Kangarajan, & Paul, 2003) . The server deals out information individually to each client as it is requested and keeps all the players up to date with the current state of the game (El Rhalibi & Merabti, 2005) . Whenever a client performs an action (such as firing a gun or kicking a ball), the data is sent to the server, which calculates the effects of that action and sends the updated game state to the clients (El Rhalibi & Merabti, 2005) . Client-server architectures have the advantage that a single decision point orders the clients' actions, resolves conflicts between these actions and holds the global game state (GauthierDickey et al., 2004) . Unfortunately, they also have several disadvantages. The most obvious one is that client-server architectures introduce delay because messages between players are always forwarded through the server (GauthierDickey et al., 2004) . This adds additional latency over the minimum cost of sending commands directly to other clients (Cronin, Kurc, Filstrup, & Jamin, 2004) . Moreover, traffic and CPU load at the server increases with the number of players, creating localized congestion and limiting the architecture by the computational power of the server (GauthierDickey et al., 2004) .
To address the problems associated with client-server architectures, many authors and game designers have developed fully distributed peer-to-peer architectures for multiplayer games (El Rhalibi & Merabti, 2005; GauthierDickey et al., 2004) . In a peer-to-peer architecture, players send their actions to each other and react on the received action (Guo et al., 2003) . Each peer acts as a decision point that has exactly the same responsibilities as every other peer (El Rhalibi & Merabti, 2005) . Peer-to-peer architectures have a lot of advantages. Firstly, there is neither a single point of failure nor an expensive server infrastructure. Moreover, the amount of bandwidth required is reduced dramatically as there is a direct communication between two peers. This also reduces latency on the network, as the bottleneck caused by a server is eliminated (El Rhalibi & Merabti, 2005) . However, unlike games using a client-server architecture, where there is a single authoritative copy of the game state kept at a central server, peer-to-peer architectures require an up-to-date copy of the entire game state to be kept at each peer. Consequently, these architectures require some form of distributed agreement protocols between the peers that prevents the peers' game states from diverging over time and becoming inconsistent (Cronin et al., 2004; Guo et al., 2003) .
Although most online games have low bit-rate requirements sending frequent but small packets typically well within the capacity of broadband connections (Brun et al., 2006) , deploying these applications over a large-scale infrastructure presents a significant technological challenge. In both client-server and peer-to-peer architectures, an increase in the geographical distances among participating clients or servers results in an unavoidable end-to-end delay that may render the game "unresponsive and sluggish even when abundant processing and network resources are available" (Brun et al., 2006, p. 46) . Moreover, differences in game responsiveness to user input may give some players an unfair advantage (Brun et al., 2006; Aggarwal et al., 2005) . If the latency between a client and the server (or between two peers) is large enough, the responsiveness of the game to a player's action decreases, and the player's performance is likely to degrade (Claypool & Claypool, 2006) . A game can be regarded as playable if the players find its performance acceptable in terms of the perceptual effect of its inevitable inconsistencies, whereas fairness is concerned with relative playability among all players (Brun et al., 2006) .
archItecture desIgn and ImplementatIon
After reviewing existing literature on architectural concepts and issues of multiplayer online games, the remainder of this article will examine to what extent these concepts and issues hold for browser-based multiplayer real-time games. As a matter of simplification, the focus will be on games featuring concurrent, pairwise real-time interactions between two remote players, such as it the case for the online tabletop soccer game that is depicted in Figure 1 .
For the player-side RIA, Adobe Flash is assumed to be the best-suited technology since Flash, due to its common runtime environment across operating systems, browsers and chip architectures, enables easy deployment on multiple platforms and devices (Allaire, 2002) . In contrast to Java as a possible alternative, Flash has a much higher diffusion rate and can be updated by the player in a very easy way. Moreover, Flash is very efficient in rendering Figure 1 . An online tabletop soccer game with two remote players vector graphics and thus provides an optimal runtime for fast-paced browser-based games. With respect to real-time and multiplayer functionality, Flash applications are able to integrate socket-based, two-way communications and to keep live connections to servers for building applications with persistent connectivity (Allaire, 2002 ). However, a major limitation of Flash is the fact that these live connections are inevitably based on TCP. At first sight, this seems to be fairly advantageous, because TCP enables an error-free, ordered data transfer and a retransmission of lost packets, rendering built-in mechanisms to deal with message loss unnecessary (Pantel & Wolf, 2002) . In the context of realtime games, however, TCP connections are unfortunate because a client cannot receive the packets coming after a lost packet until the retransmitted copy of the lost packet is received (Pantel & Wolf, 2002) . In fact, for real-time clients it would be more useful to get most of the data in a timely fashion (as it would be the case for UDP) than it is to get all of the data in succession, as the resulting effects of packet loss can be mitigated by frequent game-state updates and techniques such as dead-reckoning vectors (Guo et al., 2003; Aggarwal et al., 2005) and client-side prediction (Brun et al., 2006) . Though packet loss and latency resulting from applied packet loss mitigation techniques is zero, latency in connection with TCP results from the data transmission itself. For instance, as the difference in network latency between two tabletop soccer players becomes larger, the position of the ball displayed at one player diverges more largely from that at the other, bringing inconsistency among the two players (Yasui et al., 2005) . In particular, there are two kinds of inconsistencies that may occur (Brun et al., 2006) : First, the increased response time, that is, the delay between the time of a player's input and the rendering of the respective results on a player's screen, may frustrate players and make the game unplayable. Second, a presentation inconsistency may occur due to the fact that the game-state update reaching a RIA is already outdated to some degree because the real game state may have varied while the update packet was on its way. This would mean, for instance, that the player's perception of the current ball position is slightly inconsistent with the real ball position at the server, respectively, the opponent's RIA. Such inconsistencies may prevent a player from responding effectively or appropriately, and thus can lead to player frustration, especially in highly competitive game environments such as an online soccer league (Guo et al., 2003) .
Latency, however, is not the only limitation with respect to RIAs, including both Flash applications and Java applets. Due to the sandbox principle of these technologies, a direct data exchange (i.e., peer-to-peer communication) between two client-side game applications is not possible. Consequently, browser-based multiplayer games must inevitably be based on physical client-server architectures. With respect to their logical nature, however, there are two alternatives: client-server and hybrid peer-to-peer. The main difference between these two approaches lies within the distribution of the game's decision points. In the former approach, the current game state is calculated by the server, whereas in the latter approach, the calculation of the game states is performed by the clients, while the game server is simply relaying peer-to-peer communication. In the following, these two approaches will be discussed in more detail, including the advantages and drawbacks resulting from each alternative.
In its essence, a browser-based multiplayer real-time game based on a client-server architecture (Figure 2 ) is very similar to classical multiplayer games where the server acts as a central decision point that calculates and simulates the game states based on the players' actions. Moreover, the server enables players to join the game and assigns opponents to each other. The Flash clients, in contrast, simply render and present the game states to the player and send the players' inputs to the server. In the context of an online tabletop soccer game, each player sends update vectors representing the stakes he controls, including each stake's current position and rotation. The server uses these vectors to calculate an update vector representing the current ball position and trajectory, and sends it to the clients. Clients themselves do not (and cannot) communicate with each other, and neither do they play any active role in deciding the ordering of actions in the game. Moreover, the server sends synchronization updates relating to the current score and time. This is necessary because the timing of a Flash A client is highly inaccurate, as it depends on the application's frame rate, which again depends on the local CPU speed and type of browser.
A major drawback of the client-server model is that the game server becomes the main bottleneck for both network traffic and CPU capacity. Moreover, as the network delay from the server to different clients is different, players may receive the same state update at different times. Vice versa, players' action messages can also take different times to reach the game server, and therefore unfairness in processing player action messages can be created at the game server. A player further away from the game server or connected to the server through congested or slower links will experience longer message delay. Because of this, even fast reacting players may not be given credit for their actions, leading to an unfair advantage for players with small message delays (Guo et al., 2003) . For instance, a player with a large delay would always see the ball later than the other player and, therefore, this player's action on the ball would be delayed even if the player reacted instantaneously after the ball position was rendered (Aggarwal et al., 2005) .
In contrast to a fully distributed peer-to-peer architecture, a hybrid peer-to-peer architecture for browser-based games still needs to be based on a central game server because a direct communication is not possible using current RIA technologies. Consequently, communication between two peers must be relayed via a nonauthoritative game server in this model. Besides that, the peers still rely on the server to join the game and to discover their opponents. While the client-server model guarantees event ordering because messages from all the players are only delivered at a central decision point (Guo et al., 2003) , peer-to-peer games introduce discrepancies among decision points that can cause some decision points to evaluate events out of order, possibly violating causality and prompting incompatible decisions (Brun et al., 2006) . Event consistency in peer-to-peer architectures has been well studied in the online gaming literature devised to guarantee a uniform view of the game state using causality control techniques such as bucket synchronization (Diot & Gautier, 1999; Pantel & Wolf, 2002) , trailing state synchronization (Cronin et al., 2004) , delta-causality control (Yasui et al., 2005) , and time warp synchronization (Mauve, Vogel, Hilt, & Effelsberg, 2004) . However, these techniques have been mainly designed for real-time games with high consistency requirements, but low latency requirements (Cronin et al., 2004) , and thus cannot be used in conjunction with highly fast-paced games such as the tabletop soccer. Moreover, implementing clock-based synchronization in Flash renders extremely difficult, as timing depends on the respective client machines and browsers. These limitations make a topology with multiple decision points unfeasible.
One solution for guaranteeing event consistency despite this limitation is to transfer causality control to one of the RIAs during the game session (Figure 3 ). This is possible because the game session of browser-based games is relatively short-lived, that is, there is no global game state that needs to be preserved for several hours or days. However, with respect to playability and fairness in fast-paced games generating high bitrates, there are two main drawbacks of this approach: First, the player acting as the decision point is per se in advantage, as for this player, the propagation delay of the game state is zero, while, in comparison to the client-server architecture, the other player's response time has roughly doubled. As a fair game gives all users the same level of handicap (Brun et al., 2006) , a possibility to re-establish fairness is to switch the decision point between the RIAs during the game session. For the tabletop soccer game, for instance, this could be done after each goal or at halftime. Second, the fact that one of the RIAs takes over server functionality increases the amount of outgoing traffic for that client. As the upload speed of high bandwidth lines such as ADSL is relatively low, this introduces an additional bottleneck at the respective decision point.
Whether a browser-based multiplayer real-time gaming architecture is implemented using the client-server or the hybrid peer-to-peer model fairly depends on the type of game. While slower games may be implemented using a hybrid peer-to-peer architecture, a client-server architecture seems to be the better choice with respect to playability and fairness in highly fast-paced browser-based games, as response times are shorter and both clients are treated equally. However, this solution may incur significant cost in the form of more CPU capacity and server software. In both architectural models, one possibility for implementing the server is using a highlevel language such as Java, using its TCP socket API for exchanging real-time data with the Flash clients. Another possibility is to use server-side RIA technology such as Adobe Flash Media Server (Lesser, Guilizzoni, Reinhardt, Lott, & Watkins, 2005) , which provides a framework with a number of ready-made server-side components for building Flashbased client-server applications with real-time capabilities. Yet, with respect to games that are generating high bitrates, technologies such as these are cost-intensive because license fees typically depend on bandwidth requirements.
future trends
From a practical point of view, it will be interesting to see which architectural model and what kinds of technology will prevail in the realm of browser-based real-time multiplayer games. Although current RIA technology still entails some limitations with respect to real-time communication, this is likely to change in the future. From a theoretical point of view, likewise, researchers will have to explore what combination of gaming architecture and technology is best-suited for what kind of browser-based game. In this regard, it also has to be explored to what extent the two architectural models presented in this article can be applied to implement browser-based real-time games featuring more than two opposing players in a single game session.
Moreover, with respect to online gaming portals with several thousand concurrent players, the architectural concepts presented in this article have to be enhanced. A single server cannot be expected to suffice to deal with thousands of players synchronously. This suggests implementing the authoritative game server as cluster of machines with dedicated responsibilities. Also, such approaches need to consider intelligent methods for choosing the best-suited server for groups of geographically dispersed players. Future research has to explore how such concepts can be realized in connection with RIA technology.
conclusIon
With the advent of RIA technology, browser-based multiplayer gaming has finally reached a point that deserves the attention of serious game designers, programmers and online gaming researchers. The vast possibilities connected with technologies such as Adobe Flash and Java include producing many engaging and sought-after types of games. When implementing real-time multiplayer games, the main challenge lies within guaranteeing playability and fairness despite synchronization issues that are connected with the current best-effort Internet. These issues need to be solved by designing appropriate game architectures and trading off inconsistencies between players depending on their perceptual impact. This article introduced two architectural models that can be used to implement browser-based real-time multiplayer games. Both models rely on a central server, as a direct peer-to-peer communication cannot be realized with current RIA technology. However, this server can either form a global decision point that is calculating the current game state (client-server architecture) or simply relay game data between the clients, while one of the clients takes over decision point functionality (hybrid peer-to-peer architecture). While the former approach makes the game server a major bottleneck with respect to CPU capacity, the latter approach has major drawbacks resulting from the two different roles that clients can play. The choice of architecture certainly depends on the type of game to be implemented. Future research has to further elaborate on the architectures and technologies that are best-suited for browser-based realtime applications.
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