l Introduction, The main purpose of this paper is to give generalizations of the well known theorem of Gerschgorin on inclusion or exclusion regions for the eigenvalues of an arbitrary square matrix A. Basically, such exclusion regions arise naturally from results which establish the nonsingularity of A. For example, if A = D + C where D is a nonsingular diagonal matrix, then Householder [7] shows that II-D^CH < 1 in some matrix norm is sufficient to conclude that A is nonsingular. Hence, the set of all complex numbers z for which
\\(zI-D)-*C\\<l
evidently contains no eigenvalues of A. In a like manner, Fiedler [4] obtains exclusion regions for the eigenvalues of A by establishing the nonsingularity of A through comparisons with M-matrices. 1 Our approach, though not fundamentally different, establishes the nonsingularity of the matrix A by the generalization of the simple concept of a diagonally dominant matrix. But one of our major results ( §3) is that these new exclusion regions can give significant improvements over the usual Gerschgorin circles in providing bounds for the eigenvalues of A.
2. Block diagonally dominant matrices* Let A be any n x n matrix with complex entries, which is partitioned in the following manner: by continuity to be zero whenever A jtj is singular. In the special case that all the matrices A itj are lxl matrices and 1 1 $|| = I a? I, then (2.4) can be written as which is the usual definition of diagonal dominance.
As an example of a matrix which is block strictly diagonally dominant, consider the case n -4, N = 2 of Obviously, A is not diagonally dominant in the sense of (2.4'). Proof. The extension to the case where A is block irreducible and block diagonally dominant with strict inequality for at least one j is easy, so we consider for simplicity only the case when A is block strictly diagonally dominant. Suppose that A is singular, i.e., there exists a nonzero vector W with
here, we have partitioned W conf ormally with respect to the partitioning of (2.1). But this is equivalent to
Since W is a nonzero vector, normalize W so that || Wj\\ ^ 1 for all 1 ĵ ^ N, and assume that equality is valid for some r, i.e., || W r \\ = 1 where 1 ^ r ^ N. Thus, from (2.3) 1244 DAVID G. FEINGOLD AND RICHARD S. VARGA (2.8') \\A r , r w r \\ = IIΣ A rJ WA\ £ tllAA -1| W ό \\ ^ Σ IIA .,11.
3=1 3=1 3=1
But as A r>r is nonsingular by hypothesis, then putting A r>r W r -Z r ,
using (2.3). This combined with (2.8') gives a contradiction to the assumption (2.4) that A is block strictly diagonally dominant, which completes the proof for the block strictly diagonally dominant case. Actually, we can regard Theorem 1 as the block analogue of the well known Hadamard theorem on determinants, since Theorem 1 reduces to this result in the case that all the matrices A ίtj of (2.1) are lxl matrices and ||$|| = \x\. It should be pointed out that the result of Theorem 1 itself is a special case of a more general result by Ostrowski [10, Theorem 3, p. 185] , and Fiedler [4] .
As stated in the introduction, the above theorem leads naturally to a block analogue of the Gerschgorin Circle Theorem.
If / is the n x n identity matrix which is partitioned as in (2.1), and Z, is the n ά x n 5 identity matrix, suppose that (2.9)
Thus, we have from Theorem 1 that A -λl is nonsingular. Hence, if λ is an eigenvalue of A, then A -XI cannot be block strictly diagonally dominant, which gives us THEOREM 2. For the partitioned matrix A of (2.1), each eigenvalue X of A satisfies
We again remark that if the partitioning of (2.1) is such that all the diagonal submatrices are lxl matrices and \\x\\ == \x\, then Theorem 2 reduces to the well known Gerschgorin Circle Theorem.
Gerschgorin set Gj be the set of all complex numbers z such that
Thus, from (2.5), we conclude that the Gerschgorin set G 3 -always contains the eigenvalues of A jtjy independent to the magnitude of the right side of (3.1) and independent of the vector norms used. Next, it is clear that each Gerschgorin set Gj is closed and bounded. Hence, so is their union
3=1
Thus, we can speak of the boundary of G, as well as the boundary of each Gj. By Theorem 2, all the eigenvalues of A lie in G. Can any eigenvalue λ of A lie on the boundary of G? This can be answered trivially for the particular partitioning of (2.1'). In this case, the righthand side of (3.1) is vacuously zero, and from (3.1), we see that the set G is a finite point set consisting only of the eigenvalues of A. In this case, Theorem 2 gives exact information about the eigenvalues of A. It is interesting that Theorem 2 can be strengthened by the assumption that A is block irreducible, which is the analogue of a well known result of Taussky [11] . 
3=1 3=1
But as λ is a boundary point of G, equality must hold throughout (3.3) , showing that λ is a boundary point of G r . Moreover, if || A riJ || ψ 0, then || Wj || = 1, and we can repeat the argument with r replaced by j. In this way, we conclude that λ is a boundary point of G j9 From the irreducibility of A, the argument can be extended to every index j, 1 ^ j ^ N, which completes the proof. A similar argument can be applied to complete the proof of Theorem 1. Another familiar result of Gerschgorin can also be generalized. The proof, depending on a continuity argument, follows that given in [13, p. 287] . THEOREM 
If the union H= \J?=iG Pj , l^Pj^ N, of m Gerschgorin sets is disjoint from the remaining N -m Gerschgorin sets for the partitioned matrix A of (2.1), then H contains precisely Σ?=iW Pj eigenvalues of A.
The previous example of the matrix of (2.1') indicated that sharper inclusion regions for the eigenvalues of a matrix A may be obtained from the generalized form of Gerschgorin's Theorem 2. To give another illustration, consider the partitioned matrix Employing now the vector norm ||JC|| 2 = Qj* I χ % P)
> it is apparent that || A 1>2 || = || A 2il || = 1. On the other hand, direct computation shows that
By definition, the set G λ then consists of the points z for which |6-z\ ^ 1 , \2-z\ ^ 1 , so that G x is itself the union of two disjoint circles. The same is true for G 2 , since G 2 = G lt as shown in the figure below. The usual Gerschgorin circles for the matrix A of (3.4) are all given by the single circle |4 -λ| ^ 3, which is a circle of radius 3, with center at 2 = 4, as shown above. From this figure, we conclude that the block Gerschgorin result can give significant improvements over the usual Gerschgorin circles in providing bounds for eigenvalues. For the matrix A of (3.4), its eigenvalues are ΛJ! = 1, λ> 2 -o, X 3 = 5, λ/ 4 = 7 .
Note, again from the figure above, that Theorem 3 applies in this case. At this point, we remark that the previous example was such that each Gerschgorin set G 3 consisted of the union of circles. This is a special case of THEOREM 5. Let the partitioned matrix A of ( 2.1) It is quite simple to obtain the block analogues of well known results on inclusion regions for eigenvalues of n x n complex matrices. As a first example, the result of A. Brauer [2] on ovals of Cassini easily carries over. Other obvious remarks can be made. Clearly, replacing A by A τ leaves the eigenvalues of A invariant. Thus, rows sums can be replaced by column sums in the definition (2.4) of diagonal dominance, and many results using both row and column sums admit easy generalizations. As an illustration, we include the following known [4] generalization of a result by Ostrowski [9] .
THEOREM. 7. Let the n x n complex matrix A be partitioned as in, (2.1), and define, (3.6) Rs = ί,\\Λ iΛ \\', C^S||A,.||, lί*3£N. 
We wish to emphasize that, unlike the cases previously treated where all the matrices A itj of (2.1) are lxl matrices, these new inclusion regions now depend on the vector norms used. It seems reasonable, at least theoretically, to minimize these inclusion regions by considering all possible vector norms to produce optimum results. Similarly, there is a great deal of flexibility in the manner in which the matrix A is partitioned, and this perhaps can be used to advantage. 4* Another generalization* Another result, due again to Taussky [12] , states that if an n x n matrix A -(a ίtj ) is strictly diagonally dominant in the usual sense of (2.4') with positive real diagonal entries di,i 1 ^ i ίk n, then the eigenvalues λ 5 -of A satisfy
Based on our previous results, we now give a generalization of this result which depends upon the use of absolute norms [l] . By this, we mean the following. First, if x is a column vector with complex components x if let |JC| denote the vector with components |^|. If This is equivalent 4 Clearly, the ίp-norms of footnote 2 are absolute norms.
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