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SYNTHESIS AND ANALYSIS OF MOORE AND BENBASAT’S 
PCI AND WITTE’S SUSCEPTIBILITY AND SEVERITY 
OF THREAT SCALES 
Mark B. Schmidt






This research draws together two previously unrelated research streams.  Given the 
recent increased concern for security in the computing milieu, constructs from Innovation 
Diffusion Theory and Security Threats were merged and synthesized to form a new 
instrument.  The instrument was used to examine IDT theory along with security threat 
perceptions regarding usage of wireless networks in university environments. This 
instrument is useful in an effort to understand what role security concerns play in the 
adoption and diffusion of technology.  In development of the new instrument, 492 surveys 
were collected and analyzed.  Factor analysis revealed favorable factor loadings in the 
data.  These loadings provide evidence that the new instrument will be useful for future 
research. 
Keywords
Perceived Characteristics of Innovating, PCI, Susceptibility and Severity of Threat, Innovation Diffusion 
Theory, IDT 
Introduction  
Consistent with much other IS research, innovation diffusion research has a long history as a 
multi-disciplinary field, with contributors in the fields of sociology, communication, economics, 
management, information systems, and others (Fichman, 2000).  Innovation research in IS primarily 
focuses on the individual level of analysis (c.f. Moore & Benbasat, 1991); whereas diffusion researchers in 
other fields pay closer attention to a particular social system (Mahajan & Peterson, 1985).  A critical 
component in the diffusion of an innovation is the acceptance of that innovation at the individual level 
(Moore, 1987).  Consequently, this study addresses the diffusion of innovations from the individual 
perspective.  Innovation Diffusion Theory (IDT) affords IS researchers with thoroughly developed concepts 
as well as many examples of empirical results applicable to the study of technology evaluation, adoption, 
and implementation (Fichman, 1992).
As an introduction to IDT, consider the Perceived Characteristics of Innovating (PCI) scale 
developed by Moore and Benbasat (1991).  The following descriptions of the eight PCI constructs are 
found in Moore & Benbasat.  Relative Advantage is the degree to which an innovation is perceived as being 
better than its precursor.  Ease of Use, originally termed complexity by Rogers, is the degree to which an 
innovation is perceived as being difficult to use.  Image is the degree to which use of an innovation is 
perceived to enhance one’s image or status in one’s social system.  Visibility, originally termed 
observability by Rogers, is the degree to which one observes others in the organization using the innovation.  
Compatibility is the degree to which an innovation is perceived as being consistent with the existing values, 
needs, and past experiences of potential adopters.  Results Demonstrability is the tangibility of the results of 
using the innovation, including their observability and communicability.  Voluntariness of Use is the degree 
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to which use of the innovation is perceived as being voluntary, or of free will.  Trialability is the degree to 
which an innovation may be experimented with before adoption.
In an effort to extend IDT research to include constructs for security, the constructs of Perceived 
Severity of Threat and Perceived Susceptibility to Threat were examined (Witte, Cameron, McKeon, & 
Berkowitz, 1996).  Perceived Susceptibility can be thought of as beliefs about one’s risk of experiencing a 
threat while Perceived Severity is defined as beliefs about the importance or magnitude of the threat (Witte 
et al., 1996).  As described in the manuscript, the PCI constructs and the security constructs were 
synthesized to form a new instrument.  
Perceived Characteristics of Innovating Research in IS
Although PCI has been used in IS research, there is no consideration for the impact of security on 
a user’s ultimate decision to adopt a given innovation.  For instance, in a study published by Agarwal and 
Prasad (1997) compatibility, visibility, trialability, and voluntariness all were found to have a significant 
impact on Internet usage while relative advantage and ease of use were not.  A study on adoption of 
electronic data interchange (EDI) in the financial industry in Singapore found that the slightly modified 
constructs of PCI were significant in determining adoption behavior (Teo, Tan, & Wei, 1995).  The 
constructs of relative advantage, complexity, observability, operational risks, and strategic risks were found 
significant in predicting the “present adoption intention” while complexity, observability, trialability, and 
strategic risks were found to be significant in predicting “future adoption intention.”  
Additionally, items from Moore and Benbasat’s scale were used in a wide range of additional 
studies, such as technology adoption and continued usage (Karahanna, Straub, & Chervany, 1999); 
perceived web security and purchase intent (Salisbury, Pearson, Pearson, & Miller, 2001); use of Computer 
Aided Software Engineering (CASE) tools and other software development tools (Fichman & Kemerer, 
1999; Green & Hevner, 2000); programming language innovations (Agarwal & Prasad, 2000); structured 
systems development methodologies (Templeton & Byrd, 2003), discontinuance of a previously adopted 
innovation (Hardgrave, Davis, & Riemenschneider, 2003); and general information technology use by 
knowledge workers (Lewis, Agarwal, & Sambamurthy, 2003).  
It is generally accepted that organizations are growing increasingly dependent on technology for 
their very survival (Applegate, Austin, & McFarlan, 2003), and universities are no exception.  Even though 
senior management and other high level decision makers typically make large scale technology adoption 
decisions, in many cases the ultimate success or failure of the technology (i.e. diffusion) is determined by 
the individuals who ultimately utilize the technology (Lewis et al., 2003).   From a diffusion perspective, IT 
implementation can be defined as an organizational effort directed toward diffusing suitable information 
technology with a specific user community (Cooper & Zmud, 1990).
Security Threats Impede Diffusion
A threat is defined as a danger or harm that exists in the environment whether we are cognizant of 
it or not, while perceived threat can be defined as cognitions or thought about a particular danger or harm 
(Witte et al., 1996).  Perceived severity of threat and perceived susceptibility to threat are two specific 
constructs relating to threats.  Perceived susceptibility can be thought of as beliefs about one’s risk of 
experiencing a threat while perceived severity is defined as beliefs about the importance or magnitude of 
the threat (Witte et al., 1996).  Similar definitions are found in (Witte, 1992).  
As applied to wireless network security, severity of threat can be thought of as a “threat” while 
susceptibility to threat can be thought of as “risk.”  In health care, people are not concerned with threats to 
which they are not vulnerable (e.g. a person who abstains from all risk factors is not susceptible to 
contracting AIDS).  In a similar fashion, computer users who do not use the wireless network are not 
vulnerable to security threats regarding the wireless network (i.e. a person with malicious intent using a 
tool such as Airsnort to sniff packets); therefore, these users likely perceive their risks to be low or 
nonexistent.
Considering the number of attacks is virtually limitless, and the fact that computer security is 
arguably non-value added, security has been referred to as today’s Y2K in that security threats impose an 
incredible unknown for information systems (Hayes, 2002).  From administrative and managerial 
perspectives, innovative technologies, such as wireless networks, are potential security problems.  In fact, it 
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is recommended that all potential technology acquisitions should be assessed for their impact on security as 
well as their increased efficiencies (Dutta & McCrohan, 2002). 
According to John Arsneault, director of network operations for Harvard Business School’s IT 
Group, “In the past, when we talked about implementing systems security or creating policies for restricting 
access, discussion would be about how this infringed on freedom and put up barriers to collaboration.  That 
attitude has dramatically changed.  Today, the schools that have the funds to do it are implementing 
systems in a very similar fashion to corporations”  Arsneault as quoted in (Shinn, 2005, p. 25).  Many 
universities are starting to take computer security more seriously.  Specifically they are looking at security 
as more of a technical issue and less of a philosophical issue.  Consequently, computer security 
professionals have made tremendous strides over the past thirty years (Vaughn, 2003).   During the same 
time hackers, virus writers, and others with malicious intent have made similar strides with their tools and 
techniques (Vaughn, 2003).   “We’ve made monumental progress in the last couple of years, but there’s 
always something more coming” Arsneault as quoted in (Shinn, 2005, p. 29). 
Computer criminals may have the upper hand due to the fact that security protection is only as 
strong as its weakest link (Bishop, 2003).  
“The attackers only have to discover a single flaw in the new technology to abuse it, whereas the 
defender has to find all the flaws.  That’s actually impossible.  Therefore, the defenders have to be 
able to deploy responses to threats very, very quickly.  The vicious circle has moved to Internet 
speed.”  Richard Baskerville as quoted in (Shinn, 2005, p. 27).  
Therefore in an effort to protect users and their information assets, the network administrator 
needs to be acutely aware of the computing environment by not only monitoring internal equipment and 
logs but also by keeping track of external developments such as new viruses and worms.  Indeed awareness 
is perhaps the first and foremost important step in protecting information assets.  This need for awareness 
and action is a driving force for the case study of wireless network administrators.  
Methodology 
The survey research method is employed in an effort to extend an established theory.  Specifically, 
key constructs and items from PCI / IDT (Moore & Benbasat, 1991) and perceived severity of and 
susceptibility to threats (Witte et al., 1996) are presented via a survey to computer users at two universities.  
Fichman (2000, p. 33) states that “A rich opportunity exists going forward to confirm these promising 
streams [Innovation Diffusion Theory] and synthesize them into more complex and realistic models of IT 
innovation diffusion and assimilation.” Given the results of this study are statistically significant, 
Fichman’s call has been answered in that this research has extended the original PCI model to become 
more realistic by including constructs for security.  
From the paper based questionnaire that was given to students of the two universities, 492 surveys 
were collected.  Table 1 presents a summary of selected demographics of the 492 survey participants.  The 
survey questions used for factor analysis are included in appendix 1. 





Age 92% are 18-23
Gender 57% male
Major 85% are business or technology 
majors
Classification 73% are juniors or seniors
Years using computers 95% have used computers 6 or 
more years
Years using wireless Average 3 years
Number of computer classes 
taken
Average 4 classes
Own desktop 55% own a desktop
Own laptop 78% own a laptop
As part of a larger study, the survey also included a dependent variable.  Six respondents did not 
provide a response for the dependent variable.  As a result, those six (survey # 144, 175, 176, 179, 192, and 
206) were dropped from final analysis.  In total, 11 surveys were deleted from the data set for various 
reasons.  The final number of usable surveys was 481.  Imputation is one possible method to account for 
missing data (Hair Jr. et al., 1998).  The process of mean imputation was used for 22 missing data points. 
Results
SPSS version 13.0 for Windows was employed to conduct a factor analysis.  The following 
procedures, as outlined by Garson (2005), were used in the factor analysis.  Bartlett’s Test of Sphericity 
indicated highly significant results (8771.124 with p<.000).  The Kaiser-Meyer-Olkin Measure of Sampling 
Adequacy was .872.  Based on Kaiser’s work, a measurement of .80 or above can be thought of as 
“meritorious” (Hair Jr. et al., 1998).  
Principal components was used as the extraction method.  Factors having an eigenvalue over 1.0 
were retained.  Varimax rotation was used to rotate the matrix (Torkzadeh & Dhillon, 2002).  Several other 
rotation methods were also using in an effort to eliminate the cross loadings; however, Varimax rotation 
produced the best results.  Missing values were replaced with the mean of that particular variable during the 
analysis via SPSS.  Initially a confirmatory factor analysis (CFA) was run.  Given the existence of research 
that has established relationships and models for given phenomena, CFA is the appropriate technique (Hair 
Jr. et al., 1998; Sharma, 1996).  However, when the model is forced to include ten factors, as are present in 
the original works of Moore & Benbasat (1991) and Witte, Cameron, McKeon, & Berkowitz (1996), there 
are many significant cross-loadings.  
Typically loadings of .4 or higher are considered significant (Garson, 2005; Hair Jr. et al., 1998)
therefore, loadings of .4 or higher were considered in this analysis.  Higher loadings indicate a stronger 
relationship between the items.  Loadings between .4 and .5 are considered “important” while loadings 
of .5 or greater are considered “practically significant” (Hair Jr. et al., 1998). In the following analysis there 
were five loadings between .4 and .5, and were considered in the identification of the factors. 
It is advisable to find the highest loading for a variable on any given factor and consider removing 
any variables that have several high loadings (Hair Jr. et al., 1998).  It is difficult to obtain a specific 
threshold for the number of unacceptable cross loadings and Hair Jr. et al. (1998, p. 113) offer the 
following advice:  “A variable with several high loadings is a candidate for deletion.”  The proper course of 
action is not always clear when there are smaller issues with cross loadings (Straub, Boudreau, & Gefen, 
2001).  
Straub et al. (2001) report that items which do not load properly can be dropped from analysis as 
do Gerbing & Anderson (1988) or they can be left in, as suggested by MacCallum & Austin (2000).  Some 
researchers report the cross loadings and leave the evaluation to the reader (Richins & Dawson, 1992).  Yet 
others appear to include the highest score for each item (Torkzadeh & Dhillon, 2002).    
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However, in the case of developing a model for the purpose of increasing the understanding of a 
phenomena, it might be more appropriate to have fewer cross loadings.  In this way, there are fewer 
questions that measure more than one factor.  The resulting model is then easier to explain and comprehend.  
This concept of dimensionality reduction can be particularly useful to reduce the complexity of a research 
model.  In any case, the loadings were somewhat different than reported in the original research.  Table 2 
indicates the factors on which the items were reported to load in the original research (see Moore & 
Benbasat, 1991; Witte et al., 1996).   
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Table 2
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In an effort to reduce the significant cross loadings and to investigate the possibility that the newly 
synthesized instrument may load differently, exploratory factor analysis (EFA) was executed.  Varimax 
with Kaiser Normalization was used to rotate the matrix, and factors with eigenvalues greater than or equal 
to 1.0 were retained.  EFA produced seven factors with only two potential issues with cross loadings.  The 
resulting seven factors accounted for 67.52% for the total variance.  The seven factors are entitled 
Improvement Potential, Usage, Susceptibility and Severity of Threat, Image, Voluntariness, Visibility, and 
Trialability.  Results are depicted in table 3.  Cross-loadings are depicted with italics.  As can be observed 
in table 3, it is a great deal less chaotic when EFA is used to uncover the underlying item relationships 
rather than force the relationships into ten factors as is done with CFA.  
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ProfRequire -.106 .015 -.032 -.040 .848 -.022 -.121
NotCompuls -.341 -.059 .095 -.198 .734 -.077 .038
Wquickly .740 .215 .048 .017 -.088 .103 -.019
ImprovQual .729 .126 -.047 .200 -.330 -.089 .106
Ejob .793 .190 -.011 .042 -.090 .185 .022
Effective .812 .126 .013 .157 -.239 .050 .042
Control .792 .100 -.003 .188 -.124 .041 .055
Compatible .570 .261 -.033 .237 -.062 .123 .091
FitsWork .783 .245 -.020 .074 .084 .135 -.113
FitsStyle .752 .277 -.001 .114 .076 .158 -.077
Prestige .268 .102 .076 .851 -.148 -.025 .009
Profile .240 .086 .098 .893 -.088 -.020 .013
Status .143 .016 .059 .873 -.011 -.019 .143
Clear .411 .570 -.047 .060 .112 .147 .080
EasyToGet .478 .573 .056 .076 .077 -.094 .098
EasyToUse .388 .698 -.008 -.070 .065 -.040 .104
EasyOperate .280 .803 -.008 -.095 -.019 -.060 .083
TellOthers .192 .801 -.083 .089 .018 .081 -.022
CommConsequ .043 .727 .059 .158 -.173 .124 -.011
ApparentResults .258 .680 .021 .110 -.036 .281 .090
DiffExplainBene .033 -.428 .030 .009 .130 -.369 .351
SeeOthers .246 .156 -.017 .057 -.051 .740 .020
NotVisable -.192 -.084 .115 .118 .000 -.765 .108
ProperlyTry .060 .185 .070 .024 .070 .038 .812
PermittedToUse -.008 .052 .064 .115 -.226 -.128 .739
SecuritySevere .021 .025 .844 .061 .022 -.113 .004
SecuritySerious .041 .074 .872 -.016 .028 -.089 -.063
SecuritySignificant .022 .068 .859 .013 .000 -.166 -.062
DataWrongHands -.009 -.002 .827 .066 .012 .055 .034
NegConLikely -.038 -.227 .589 .130 .005 -.026 .326
NegConPoss -.059 -.048 .669 .015 -.021 .138 .102
Extraction Method: Principal Component Analysis. 
Rotation Method: Varimax with Kaiser Normalization.
The result of the EFA shows there are seven major factors.  The five items from the original 
construct of Relative Advantage and the three items from Compatibility were combined into one single 
construct.  The constructs on which the items loaded can be seen in table 3.  These eight items form the 
new construct deemed “Improvement Potential.”  The original four items in the Ease of Use construct 
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combined with the four items from Result Demonstrability to form a construct entitled “Usage.”  The three 
factors from Severity of Threat and the three factors from Susceptibility to Threat all loaded on the same 
construct.  These combined items are termed “Susceptibility and Severity of Threat.”  There was a cross 
loading found in the Improvement Potential construct.  The items that lead to the cross loading are .411 
(Clear) and .478 (EasyToUse).  Considering the issues relating to cross loadings, as discussed above, and 
the fact that the loadings for the primary factor .570 (Clear) and .573 (EasyToUse) are higher than their 
respective cross loadings, those items were left in the Improvement Potential construct.  Table 4 depicts the 
resulting factor structure with the rotated component matrix.
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Table 4
Constructs Identified in Factor Analysis
Factor
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Extraction Method: Principal Component Analysis. 
Rotation Method: Varimax with Kaiser Normalization.
Cronbach’s alpha can be used to measure how multiple indicators in a summated scale belong 
together (Garson, 2005) and is the most widely used measure of consistency within a scale (Hair Jr. et al., 
1998).  Typically in social science research a Cronbach’s alpha of .70 or higher is needed before the scale is 
considered valid, while in some cases, a Cronbach’s alpha of .60 is considered adequate (Garson, 2005; 
Hair Jr. et al., 1998).   Table 5 depicts the factors, items leading to the factors, and the resulting Cronbach’s 
alpha.  













































As can be seen in table 4, the items of Wquickly, ImprovQual, Ejob, Effective, Control, 
Compatible, FitsWork, and FitsStyle, with the factor loadings of .740, .729, .793, .812, .792, .570, .783, 
and .752 respectively, form the construct of Improvement Potential.  Taken together, these items attempt to 
capture the essence of how wireless can be used to improve some aspect of work.  As can be seen in table 5,
the Cronbach’s alpha is very high (.919).  The second factor, Usage, is composed of the items Clear, 
EasyToGet, EasyToUse, EasyOperate, TellOthers, CommConsequ, ApparentResults, and DiffExplainBene.  
These items attempt to assess issues regarding the potential use and benefits of using wireless.  Cronbach’s 
alpha is an acceptable .859 for this factor.  Susceptibility and Severity of threat contains six items.  Image 
contains three items, while Voluntariness, Visibility, and Trialability each contain two items.  The loadings 
can be viewed in table 4.  
Schmidt and Arnett Synthesis of PCI and Security 
Page
Conclusions and Future Research
As part of a larger study on wireless security, 52 items from Moore and Benbasat’s PCI scale were 
synthesized with six items that were found to address the perceived susceptibility and severity of threat.  
Factor analysis reveals that data from the 481 responses form seven factors.  It is encouraging that the 
loadings of both the PCI and the security constructs were significant in the context of security.  The 
purpose of this manuscript is to describe the factors that were identified with factor analysis. 
Future research is needed to further test the new model in the area of computer security research.  Pavlou 
(2002) found that reducing risk is important if e-commerce is to be accepted.  The instrument described 
herein, may help to prove that risk is equally important in the adoption of wireless computing.  Specifically, 
it would be interesting to employ the model for in the context of adopters and non-adopters of the wireless 
security paradigm.  This could be accomplished by employing the new instrument in effort to determine if 
potential users who are concerned about security are less likely to become adopters than those who are less 
concerned about security.  
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Appendix 1.
Survey questions for factor analysis.
Part II:  For each item, please check the response that most accurately reflects your opinion using the 
following scale:
Strongly      Disagree      Somewhat     Neutral     Somewhat      Agree      Strongly
Disagree                          Disagree       Agree   Agree
1     2           3     4       5  6           7
My professors do not require that I use the 
wireless network.
Strongly                 Neutral                       Strongly
Disagree                                                     Agree
[1]       [2]       [3]      [4]       [5]       [6]      [7]
Although it might be helpful, using a wireless 
network is certainly not compulsory in my work. [1]       [2]       [3]      [4]       [5]       [6]      [7]
Using a wireless network enables me to 
accomplish tasks more quickly. [1]       [2]       [3]      [4]       [5]       [6]      [7]
Using a wireless network improves the quality of 
work I do. [1]       [2]       [3]      [4]       [5]       [6]      [7]
Using a wireless network makes it easier to do my 
job / school work. [1]       [2]       [3]      [4]       [5]       [6]      [7]
Using a wireless network enhances the 
effectiveness of my work. [1]       [2]       [3]      [4]       [5]       [6]      [7]
Using a wireless network gives me greater control 
over my work. [1]       [2]       [3]      [4]       [5]       [6]      [7]
Using a wireless network is compatible with all 
aspects of my work. [1]       [2]       [3]      [4]       [5]       [6]      [7]
I think that using a wireless network fits well with 
the way I like to work. [1]       [2]       [3]      [4]       [5]       [6]      [7]
Using a wireless network fits into my work style. [1]       [2]       [3]      [4]       [5]       [6]      [7]
People in my organization who use a wireless 
network have more prestige than those who do 
not.
[1]       [2]       [3]      [4]       [5]       [6]      [7]
People in my organization who use a wireless 
network have a high profile. [1]       [2]       [3]      [4]       [5]       [6]      [7]
Using a wireless network is a status symbol in my 
organization. [1]       [2]       [3]      [4]       [5]       [6]      [7]
My interaction with a wireless network is clear 
and understandable. [1]       [2]       [3]      [4]       [5]       [6]      [7]
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I believe that it is easy to get a wireless network 
to do what I want it to do.
Strongly                 Neutral                       Strongly
Disagree                                                     Agree 
[1]       [2]       [3]      [4]       [5]       [6]      [7]
Overall, I believe that a wireless network is easy 
to use. [1]       [2]       [3]      [4]       [5]       [6]      [7]
Learning to operate a wireless network is easy for 
me. [1]       [2]       [3]      [4]       [5]       [6]      [7]
I would have no difficulty telling others about the 
results of using a wireless network. [1]       [2]       [3]      [4]       [5]       [6]      [7]
I believe I could communicate to others the 
consequences of using a wireless network. [1]       [2]       [3]      [4]       [5]       [6]      [7]
The results of using a wireless network are 
apparent to me. [1]       [2]       [3]      [4]       [5]       [6]      [7]
I would have difficulty explaining why using a 
wireless network may or may not be beneficial. [1]       [2]       [3]      [4]       [5]       [6]      [7]
In my organization, one sees wireless networks 
being used by many others.
[1]       [2]       [3]      [4]       [5]       [6]      [7]
Wireless network use is not very visible in my 
organization. [1]       [2]       [3]      [4]       [5]       [6]      [7]
Before deciding whether to use any wireless 
network applications, I was able to properly try 
them out.
[1]       [2]       [3]      [4]       [5]       [6]      [7]
I was permitted to use a wireless network on a 
trail basis long enough to see what it could to. [1]       [2]       [3]      [4]       [5]       [6]      [7]
I believe that the security threat of using wireless 
data technologies is severe. [1]       [2]       [3]      [4]       [5]       [6]      [7]
I believe that security threat of using wireless data 
technologies is serious. [1]       [2]       [3]      [4]       [5]       [6]      [7]
I believe that security threat of using wireless data 
technologies is significant. [1]       [2]       [3]      [4]       [5]       [6]      [7]
If I use the wireless network, I am at risk of 
having my personal data fall into the wrong 
hands.
[1]       [2]       [3]      [4]       [5]       [6]      [7]
If I use the wireless network, it is likely that I will 
suffer negative consequences. [1]       [2]       [3]      [4]       [5]       [6]      [7]
If I use the wireless network, it is possible that I 
will suffer negative consequences. [1]       [2]       [3]      [4]       [5]       [6]      [7]
