Abstract. Using Taylor series expansion, multi-scaling, and further expansion in powers of a small parameter, we develop general amplitude equations for two-variable reactiondiffusion systems with cross-diffusion terms in the cases of Hopf and Turing instabilities.
Introduction
The effects of cross-diffusion, the phenomenon in which a gradient in the concentration of one species induces fluxes of other species, on pattern formation in reaction-diffusion systems have been discussed in many theoretical papers (for a review see Ref. [1] ). In general, cross-diffusion can modify any type of pattern, stationary, periodic or chaotic, and can even induce diffusive instability, Turing or wave [2, 3] . Recent experiments [4] [5] [6] on the Belousov-Zhabotinsky reaction in a reverse microemulsion (BZ-AOT system [7] ) have revealed that significant cross-diffusion takes place in this system, and model calculations [5] suggest that cross-diffusion effects should be large enough to affect BZ-AOT patterns.
Until now, however, there has been no general analysis of the possible role of cross-diffusion in dissipative pattern formation. Such an evaluation can be obtained on the basis of amplitude equations, which provide a mathematical description of reactiondiffusion systems close to the onset of instability [8] [9] [10] . In the case of Hopf instability, responsible for the onset of homogeneous oscillations, the corresponding amplitude equation is called the complex Ginzburg-Landau equation (CGLE) [9] [10] [11] , while in the case of Turing instability, responsible for the emergence of stationary, spatially periodic patterns, the amplitude equation is simply referred to as the Turing amplitude equation (TAE) [12] . The TAE bears a strong resemblance to the real version of the GinzburgLandau equation.
The method [9, 13] of derivation of amplitude equations for reaction-diffusion systems (Kuramoto's approach) is based on multiple time and space scales, expansion of the original nonlinear equations in Taylor series (consisting of linear, quadratic, cubic, … operators), and further expansion of all these operators in powers of a small control parameter near the onset of instability, where the small parameter is the ratio between "small" and "large" time or space scales (as well as a measure of the deviation from the onset of instability). This approach has been used for many reaction-diffusion models, including the Brusselator [9, 14] , Gray-Scott, Rössler [15] , FitzHugh-Nagumo [16, 17] , and Lengyel-Epstein models [18] , as well as a model for CO oxidation on a Pt surface [19] .
To date, Kuramoto's approach has been applied only to reaction-diffusion systems with diagonal diffusion matrices. Our goal here is to extend this method to systems with cross-diffusion, where the diffusion matrix has non-zero off-diagonal elements, and apply our results to two well-known reaction-diffusion models, the Oregonator [20, 21] and the Brusselator [22] , which we supplement with cross-diffusion terms. For the abstract Brusselator model without cross-diffusion terms, the CGLE and TAE were deduced previously [9, 12, 14] , whereas for the two-variable Oregonator model, despite the importance of this model in describing the well-known Belousov-Zhabotinsky reaction [23, 24] , there are no analytical expressions available for the coefficients of the amplitude equations. Numerical calculations were done for the CGLE coefficients of the three-variable unnormalized Oregonator model and a four-variable unnormalized Oregonator-like model [25, 26] . The coefficients of the CGLE and TAE obtained in the present work for the Oregonator model, even without cross-diffusion coefficients, may have their own value, since they allow us to link experimental conditions (e.g., the concentrations of the BZ reactants) to the parameters of the amplitude equations.
The paper is organized as follows. In Section 2, we develop the mathematical procedure for the derivation of the amplitude equations in general vector form, extending Kuramoto's approach to the cross-diffusion case. In Section 3, we specify this method to a general two-component reaction-diffusion system with cross-diffusion terms. In Section 4, we apply our general result to the Oregonator model and find the coefficients of the CGLE and the TAE. In Section 5, we present analogous results for the Brusselator model. We conclude in Section 6 with a general discussion. The equivalence of the CGLE derivation to the Kuramoto's results is shown in Appendix A. The technical details of the CGLE coefficient calculation for the Oregonator model are collected in Appendix B.
General procedure
We start from a general reaction-diffusion system with cross-diffusion terms, which is described by the following equation in vector form
where Z is vector of variables (proportional to the concentrations of reactive species),
is a set of reaction rate functions, and ( ) Z D is a square diffusion matrix including cross-diffusion coefficients. Here we take into account that the diffusion coefficients depend in general on the concentration variables [1] . The eigenvalues of D must be real and positive (this follows from the second law of thermodynamics) [1, 27] . The gradient ∇ is / r ∂ ∂ for the one-dimensional (1D) case, where r is the spatial coordinate. If all elements of D are constants, i.e., concentration-independent, then the last term in Eq. (1) vanishes.
The dynamics of system (1) close to the Hopf instability can be described by the CGLE [9,10] 
In Eq. (2), W is the complex amplitude and the real coefficients 0 c , 1 c and 2 c depend on the parameters of the system.
Close to the onset of Turing instability the system behavior is represented by the
Its normalized form with c are equal to zero [11] . The TAE is a valid description only in one spatial dimension (1D), the case we consider here for Turing instability. In the 2D case (which we do not consider), amplitude equations (AE) of the Newell-Whitehead-Segel type [28, 29] (with more complex spatial derivatives) are often used. For this case, the number of coupled AE is equal to the number of crystallographic rotation axes (e.g., three for hexagons [30] . Application of such AE to reaction-diffusion systems can be found elsewhere [31, 32] . We do not consider here the case of wave instability.
Consider now how to obtain Eqs. (2) or (4) ...,
where the Jacobian matrix J has elements
The sum of the first two terms can be considered as a linear operator,
The quadratic term XX M consists of two parts, "chemical" XX H , and "diffusive" QXX:
where
The form XX H is sometimes referred to as the Hessian [25] . The cubic term XXX C also consists of two parts, "chemical" NXXX, and "diffusive" SXXX:
Next we introduce a small control parameter μ as a normalized deviation from the critical value at which instability starts. Using this parameter, we introduce a new scaled time τ and space R as 
Another scaled time
can also be introduced in general [2, 10] . In 2D, the second coordinate, 2 r , is scaled as 1/4 μ (for stripes) [33] . For the sake of simplicity, we restrict our consideration to the simplest 1D-case (for Turing instability) and to only one ....
This form follows from the structure of the spatial (12) and temporal (13) transformations.
Next, we substitute these expansions in Eq. (5) and collect all terms of the same power of μ , which gives us a set of equations for the first ( 
where 2 2
Eq. (16) 
where the vector 
as well as from the normalization condition
where the upper bar denotes the complex conjugate vector, and from the orthogonality
From Eq. (26), after doing some algebra, one can obtain the final form of the amplitude equation of type (2) for Hopf instability or (4) for Turing instability.
From (20) and (21) 
Two-variable reaction-diffusion system with cross-diffusion terms
Now we can specify the procedure for obtaining the amplitude equations for a general two-variable reaction-diffusion system, since all coefficients of the CGLE and TAE can be found analytically in this case. For simplicity, we restrict our consideration to constant diffusion coefficients in the matrix 0 D . Then the general model (1) assumes the form ( )
Introducing the deviation 
For the onset of Hopf instability, when Re 0
The conditions for the onset of Turing instability are:
which gives the critical wavenumber
Consider first the case of Turing instability arising as a control parameter μ is varied. The right eigenvector of the matrix 0 
with 0 ij J being the ij -element of the Jacobian 0 .
The vector X can be expanded as [see Eq. (15)]:
The first and second terms of (40) have the forms [see Eqs. (23) and (25)]
Here i a and
, are the components of the vectors i V in Eq. (25) . We can find them from the μ-order term of the expansion. The coefficients 0 a and 0 b in (42) are determined as
Here the subscript denotes the component ( 1, 2 i = ), whereas the superscripts denote derivatives with respect to the corresponding variables, so, for example
The cT exp( ) ik r term yields the combination of coefficients 1 a and 1 b as 11  12  21  22  1  1  cT  cT  0  2  0  2  12  cT 12  22  cT 22 
From (47) and (39) 
where the deviations (40) -(42) are inserted in (19) , we obtain the amplitude equation in the form of Eq. (4) with the derivatives now with respect to τ and R instead of t and r, 
for the elements of the matrix 1 J .
In general, the TAE (4) can be rescaled if we perform the transformations: 
We can then calculate 
We see here that the contribution of the cross-diffusion terms, 12 D and 21 D , to 1 c depends on the sign (and absolute value) of the elements 21 J and 12 J , respectively.
In the next two sections we apply the general equations deduced here to the Oregonator and Brusselator models.
Oregonator model
For the two-variable Oregonator model, the functions 1 ( , ) F u v and 2 ( , ) F u v in Eqs. (30) and (31) are specified as (
The elements of the Jacobian matrix J are
For the onset of Hopf instability, the critical value cH ε of the parameter ε can be expressed as a function of q and f [using the general Eq. 
Then we calculate J 0 and J 1 :
and find the left and right eigenvectors of 0 J [using Eq. (57)]:
Using (68) and (69) (1 )
Finally we find 2 "/ ' c g g = following Kuramoto's procedure, which is rather cumbersome and is detailed in Appendix B. To illustrate the effect of cross-diffusion terms on the dynamic behavior of the system, the d C f − parameter plane can be selected, where 
and into the criterion for AW, 1 
Here we recall that 2 c is independent of the diffusion coefficients. Therefore, the BF and Since the CGLE is applicable both the 1D and 2D cases, waves (antiwaves)
found in 1D should correspond to circular waves (antiwaves) in 2D. To demonstrate this, we show in Fig. 3 2  2  12  cT  cT 12  11  cT  cT 11  2  2  cT 22 cT 21 
If we know cT k from (35), then we can find ε cT using (76) instead of (62). Applying the general equations (51) 
Brusselator model
For the Brusselator model [22] with cross-diffusion terms described by Eqs. 
while the critical parameter cT B is found from Eq. (33) 
To calculate the coefficients of the CGLE and TAE, we employ below these expressions for 2 c k and cT B .
CGLE for the Brusselator model. The CGLE for the Brusselator model without crossdiffusion terms has been derived elsewhere [9, 14] , and we present here only the main results relevant to the case of cross-diffusion. First, we choose the critical small parameter μ :
Then we find the operator 0 J :
and calculate the coefficient 1 c from (58): We plot the W, AW, and BF domains in two parametric planes: Fig. 5a ) and (Fig. 5b and 5d ). As can be seen in Fig. 5d , at large enough The TAE (4) has the following coefficients
If D 12 = D 21 = 0 (no cross-diffusion), we recover from (90) - (95) [12, 14] .
If g is positive, the Turing instability is subcritical. In Fig. 7 we show the regions of super-and subcritical Turing instability. The condition g = 0 is determined by the 
If D ( ) 
Eq. (97) gives the two branches of the boundary between the sub-and supercritical
Turing domains (shown in Fig. 7b ). These lines tend to infinity if D 21 approaches -D 11 .
Discussion and conclusion
We can now summarize the effects of constant cross-diffusion coefficients on the system behavior close to the onset of Hopf or Turing instability. For the CGLE (Hopf instability), cross-diffusion affects only the linear coefficient, 1 c , whereas the cubic coefficient 2 c is independent of diffusion terms.
One can see that the cross-diffusion coefficients D 12 21 and J 12 , respectively. Although the instability in both models is of the "direct autocatalysis" type as defined by Tyson [38] , examination of Eqs.
(67) and (86) shows that the community matrix, which consists of the signs of the elements of 0 J at the critical point, is
Brusselator.
Varying the coefficient c 1 shifts the boundary between the wave and anti-wave domains and can lead to the emergence of new behavior, such as BF instability, both in the Oregonator and Brusselator models. For the Oregonator model, however, in the region of BF instability (at f ≈ 1), our simulations produced chaotic waves only at some parameters, while at other parameters in the same domain no such behavior was found. It is possible that proximity of a subcritical Hopf region may be responsible for this anomalous behavior. It has also been suggested [26] that, because the Oregonator model contains quite different characteristic time scales, it may be badly described by the CGLE even in the vicinity of the Hopf bifurcation.
In the case of the Belousov-Zhabotinsky reaction, the link between the parameters of the reaction-diffusion system and the constants of the Oregonator CGLE may allow us to identify conditions under which unusual dynamic behavior may occur. For example, if c 1 = c 2 = 0, both the group and phase velocities of waves are zero [16] . If we perturb the SS locally, then a pseudo-oscillon can emerge, i.e., a localized spot that oscillates for many periods while the remainder of the system is quiescent. We refer to this phenomenon as a "pseudo-oscillon," because this oscillon is not stable like a true oscillon The results obtained here for the Oregonator should be of use in guiding the design of future experiments on the BZ-AOT system, where several cross-diffusion coefficients have already been measured [4, 5] and an Oregonator-based model [7] has been developed. Implementation of this approach will, however, require its extension to models with more than two concentration variables.
Appendix A. Equivalence of the CGLE derivation to Kuramoto's formulation in the case of Hopf instability
Here we consider in detail the method of derivation of the AE in the Hopf case to
show that it is equivalent to Kuramoto's procedure [5, 9] . Using the eigenvector U in the form of (57), the deviations are chosen as
e e e e ,
e e e .. .
The first harmonics in the second deviation (A2) vanish because there are only the zeroth and second harmonics in 2 I in Eq. (17) for the Hopf case ( ) 
This fact was pointed out by Kuramoto [9, 13] . Then, the application of the above procedure for the second order yields for the zeroth harmonic terms the following 
The same procedure for the second harmonics yields Eqs. (48) and (49) 
so that the equation for 2 2 , a b can be written in vector form as
For the third order of expansion with 
results in contributions like Kuramoto's result [9, 13] ( ) ( )
where the tilde over 0 V has been omitted. 
The second component 
To complete the calculation of c 2 , we first compute a few intermediate expressions (see Ref. [9] ) like ( )
H 0 X X , and 
