A fast algoritbm for finding dominators in a flowgraph is presented. The algorithm uses depth-first search and an efficient method of computing functions defined on paths in trees. A simple implementation of the algorithm runs in O(m log n) time, where m is the number of edges and n is the number of vertices in the problem graph. A more sophisticated implementation runs in O (ma(m, n) ) time, where a(m, n) is a functional inverse of Ackermann's function.
INTRODUCTION
The following graph problem arises in the study of global flow analysis and program optimization [2, 6] . Let THEOREM 1 [2, 6] .
Every vertex of a flowgraph G = (V, E, r) except r has a unique immediate dominator. The edges { (idom(w), w) [ w E V -{r}} form a directed tree rooted at r, called the dominator tree of G, such that v dominates w if and only if v is a proper ancestor of w in the dominator tree. See Figures 1 and 2.
We wish to construct the dominator tree of an arbitrary flowgraph G. If G represents the flow of control of a computer program which we are trying to Appendix A contains the graph-theoretic terminology used in this paper.
Permission to copy without fee all or part of this material is granted provided that the copies are not made or distributed for direct commercial advantage, the ACM copyright notice and the title of the publication and its date appear, and notice is given that copying is by permission of the Association for Computing Machinery. To copy otherwise, or to republish, requires a fee and/or specific permission.
T. Lengauerand R. E. Tadan Fig. 1 optimize, then the dominator tree provides information about what kinds of code motion are safe. For further details see [2, 6] .
Aho and Ullman [2] and Purdom and Moore [17] describe a straightforward algorithm for finding dominators. For each vertex v ~ r, we carry out the following step.
To analyze the running time of this algorithm, let us assume that G has m edges and n vertices. Each execution of the general step requires O (rn) time, and the algorithm performs n -1 executions of the general step; thus the algorithm requires O (rnn) time total.
Aho and Ullman [3] describe another simple algorithm for computing dominators. This algorithm manipulates bit vectors of length n. Each vertex v has a bit vector which encodes a superset of the dominators of v. The algorithm makes several passes over the graph, updating the bit vectors during each pass, until no further changes to the bit vectors occur. The bit vector for each vertex v then encodes the dominators of v.
This algorithm requires O (m) bit vector operations per pass for O (n) passes, or 0 (nm) bit vector operations total. Since each bit vector operation requires O (n) time, the running time of the algorithm is O(n2m). This bound is pessimistic, however; the constant factor associated with the bit vector operations is very small, and on typical graphs representing real programs the number of passes is small (on reducible flowgraphs [3] only two passes are required [4] ).
In this paper we shall describe a faster algorithm for solving the dominators problem. The algorithm uses depth-first search [9] in combination with a data structure for evaluating functions defined on paths in trees [14] . We present a simple implementation of the algorithm which runs in O (m log n) time and a more sophisticated implementation which runs in O(rna(m, n)) time, where a(rn, n) is a functional inverse of Ackermann's function [1] , defined as follows.
The algorithm is a refinement of earlier versions appearing in [10] [11] [12] . Although proving its correctness and verifying its running time require rather complicated analysis, the algorithm is quite simple to program and is very fast in practice. We programmed both versions of the algorithm in Algol W, a Stanford University version of Algol, and tested the programs on an IBM 370/168. We compared the programs with a transcription into Algol W of the Purdom-Moore algorithm and with an implementation of the bit vector algorithm. On all but the smallest graphs tested our algorithm beat the other methods. This paper consists of five sections. Section 2 describes the properties of depthfirst search used by the algorithm and proves several theorems which imply the correctness of the algorithm. Some knowledge of depth-first search as described in [9] and [10, sec. 2] is useful for understanding this section. Section 3 develops the algorithm, using as primitives two procedures that manipulate trees. Section 4 discusses two implementations, simple and sophisticated, of these tree manipulation primitives. Some knowledge of [14, secs. 1, 2, and 5] is useful for understanding this section. Section 5 presents our experimental results and conclusions.
DEPTH-FIRST SEARCH AND DOMINATORS
The fast dominators algorithm consists of three parts. First, we perform a depthfirst search on the input flowgraph G = (V, E, r), starting from vertex r, and numbering the vertices of G from 1 to n in the order they are reached during the search. The search generates a spanning tree T rooted at r, with vertices Fig. 1 . Solid edges are spanning tree edges; dashed edges are nontree edges. Number in parentheses is vertex number; letter is semidominator numbered in preorder [5] . See Figure 3 . For convenience in stating our results, we shall assume in this section that all vertices are identified by number. The following paths lemma is an important property of depth-first search and is crucial to the correctness of the dominators algorithm.
LEMMA 1 [9] .
If v and w are vertices of G such that v <_ w, then any path from v to w must contain a common ancestor of v and w in T.
Second, we compute a value for each vertex w ~ r called its semidominator, denoted by sdom(w) and defined by sdom(w) = min{v I there is a path v = Vo, v~ ..... vk = w such that (1) vi> wfor 1 <_ i<_ k -1}.
See Figure 3 . Third, we use the semidominators to compute the immediate dominators of all vertices.
The semidominators have several properties which make their computation a convenient intermediate step in the dominators calculation. If w ~ r is any vertex, then sdom(w) is a proper ancestor of w in T, and idom(w) is a (not necessarily proper} ancestor of sdom(w). If we replace the set of nontree edges of G by the set of edges { (sdom(w), w) I w E V and w ~ r}, then the dominators of vertices in G are unchanged. Thus if we know the spanning tree and the semidominators, we can compute the dominators.
In the remainder of this section we prove the properties of semidominators and immediate dominators which justify the algorithm. The following three lemmas give basic relationships among the spanning tree, the semidominators, and the immediate dominators. PROOF. Let x be any proper descendant of idom(v) which is also a proper ancestor of v. By Theorem 1 and Corollary 1, there is a path from r to v which avoids x. By concatenating this path with the tree path from v to w, we obtain a path from r to w which avoids x. Thus idom(w) must be either a descendant of v or an ancestor of idom (v) . F, Using Lemmas 1-5, we obtain two results which provide a way to compute immediate dominators from semidominators. 
Let w # r and let u be a vertex for which sdom(u) is minimum among vertices u satisfying sdom(w) -~ u -~ w. Then sdom(u) <_ sdom(w) and idom(u) = idom(w).

PROOF. Let z be the vertex such that sdom(w) --~ z -% w. Then sdom(u) <_ sdom(z) <_ sdom(w).
By Lemma 4, idom(w) is an ancestor of sdom(w) and thus a proper ancestor of u. Thus by Lemma 5 idom(w) -% idom(u). To prove idom(u) = idom(w)
, it suffices to prove that idom(u) dominates w.
Consider any pathp from r to w. Let x be the last vertex on this path satisfying x < idom(u). If there is no such x, then idom(u) = r dominates w. Otherwise, let y be the first vertex following x on the path and satisfying idom(u) -% y -% w. Let q = (x = v0, Vl, v2 .... , vk -y) be the part ofp from x to y. As in the proof of Theorem 2, the choice of x and y implies that v~ > y for 1 ___ i _ k -1. Thus
Since u has the smallest semidominator among vertices on the tree path from z to w, y cannot be proper descendant of sdom(w). Furthermore, y cannot be both a proper descendant of idom (u) and an ancestor of u, for if this were the case the path consisting of the tree path from r to sdom(y) followed by a path sdom(y) = Vo, v~, ..., vk ---y such that vi > y for I _< i _< k -1 followed by the tree path from y to u would avoid idom(u); but no path from r to u avoids idom(u).
Since
idom(u) -~ v -~ u -% w and idom(u) -% y -% w, the only remaining possibility is that idom(u) = y. Thus idom(u) lies on the path from r to w. Since the path selected was arbitrary, idom(u) dominates w. [] COROLLARY 1. Let w ~ r and let u be a vertex for which sdom(u) is minimum among vertices u satisfying sdom(w) -~ u -% w. Then ( sdom(w) if sdom(w) = sdom(u), idom(w) = [ idom(u)
otherwise.
PROOF. Immediate from Theorems 2 and 3. []
The following theorem provides a way to compute semidominators.
sdom(w) = min({v I (v, w) E E and v < w} U {sdom(u) lu > w and there is an edge (v, w) such that u -% v} ).
PROOF. Let x equal the right-hand side of (3). We shall first prove that sdom(w) _< x. Suppose x is a vertex such that (x, w) E E and x < w. By (1), sdom(w) <_ x. Suppose on the other hand x ---sdom(u) for some vertex u such that u > w and there is an edge (v, w) such that u -% v. By (1) We claim vi > vj for 1 _ i _ j -1. Suppose to the contrary that vi <-vj for some iin the range 1_< i_<j- 
A FAST DOMINATORS ALGORITHM
In this section we develop an algorithm which uses the results in Section 2 to find dominators. Earlier versions of the algorithm appear in [10] [11] [12] ; the version we present is refined to the point where it is as simple to program as the straightforward algorithm [2, 7] or the bit vector algorithm [3, 4] , similar in speed on small graphs, and much faster on large graphs.
The algorithm consists of the following four steps.
Step 1.
Step 2.
Step 3.
Step 4.
Carry out a depth-first search of the problem graph. Number the vertices from 1 to n as they are reached during the search. 
The set of vertices w such that (v, w) is an edge of the graph.
The vertex which is the parent of vertex w in the spanning tree generated by the search. The set of vertices v such that (v, w) is an edge of the graph. A number defmed as follows:
(ii) After w is numbered but before its semidominator is computed, semi(w) is the number of w.
(iii) After the semidominator of w is computed, semi(w) is the number of the semidominator of w. The vertex whose number is i. A set of vertices whose semidominator is w. A vertex defined as follows:
(i) After step 3, if the semidominator of w is its immediate dominator, then dom(w) is the immediate dominator of w. Otherwise dom(w) is a vertex v whose number is smaller than w and whose immediate dominator is also w's immediate dominator.
(ii) After step 4, dom(w) is the immediate dominator of w.
Rather than converting vertex names to numbers during step 1 and converting numbers back to names at the end of the computation, we have chosen to refer to vertices as much as possible by name. Arrays semi and vertex incorporate all that we need to know about vertex numbers. Array semi serves a dual purpose, representing (though not simultaneously) both the number of a vertex and the number of its semidominator. As well as saving storage space, this device allows us to simplify the computation of semidominators by combining the two cases of Theorem 4 into one.
Here is an Algol-like version of step 1. dominator and the algorithm assigns dora(v) = u. This completes step 3 for v.
Here is an Algol-like version of steps 2 and 3 which uses LINK and EVAL. Step 4 examines vertices in increasing order by number, filling in the immediate dominators not explicitly computed by step 3. Here is an Algol-like version of step 4. 
< 8 = semi(D), idom(A) = idom(D) and the algorithm assigns dora(D) = A. Figure 4(b) is a snapshot of the graph just before vertex I is processed. Four edges (F, I), (G, I), (J, I), and (K, I) enter vertex I, giving 3 (the number of F), 2 (semi(G)), 2 (semi(G)), and 1 (semi(K)), respectively, as candidates for semi(I).
The algorithm assigns semi(I) = 1, places I in bucket(R), and adds edge (F, I) to the forest. Then the algorithm empties bucket(F), which contains nothing.
Appendix B contains a complete Algol-like version of the algorithm, including variable declarations and initialization. Using Theorem 4 and Corollary 1, it is not hard to prove that after execution of the algorithm, dom(v) = idom(v) for each vertex v ~ r, assuming that LINK and EVAL perform as claimed. The running time of the algorithm is O(m + n) plus time for n -1 LINK and m + n -1 EVAL instructions.
IMPLEMENTATION OF LINK AND EVAL
Two ways to implement LINK and EVAL, one simple and one sophisticated, are provided in [14] . We shall not discuss the details of these methods here, but merely provide Algol-like implementations of LINK and EVAL which are adapted from [14] . 
COMPRESS(ancestor(v)); if semi(label(ancestor(v))) < semi(label(v)) then label(v) := label(ancestor(v)) fi; ancestor(v) := ancestor(ancestor(v)) fi;
The time required for n -1 LINKs and m + n -1 EVALs using this implementation is O(m log n) [14] . Thus the simple version of the dominators algorithm requires O(m log n) time.
The sophisticated method uses path compression to carry out the EVAL instructions but implements the LINK instruction so that path compression is carried out only on balanced trees. See [14] . The sophisticated method requires two additional arrays, size and child. Initially size(v) = 1 and child(v) = 0 for all vertices v. Here are Algol-like implementations of EVAL and LINK using the sophisticated method. These procedures are adapted from [14] . , n) ) time.
EXPERIMENTAL RESULTS AND CONCLUSIONS
We performed extensive experiments in order to qualitatively compare the actual performance of our algorithm with that of the Purdom-Moore algorithm [7] and that of the bit vector algorithm. We translated both versions of our algorithm as contained in Appendix B into Algol W and ran the programs on a series of randomly generated program flowgraphs. Table I and Figures 5 and 6 illustrate the results. The sophisticated version beat the simple version on all graphs tested. The relative difference in speed was between 5 and 25 percent increasing with increasing n. It is important to note that the running times of the algorithms are insensitive to the way the test graphs are selected; for fixed m and n the running times vary very little on different graphs, whether the graphs are chosen randomly or by some other method. This is also true for the Purdom-Moore algorithm. We transcribed the Purdom-Moore algorithm into Algol W and ran it and the sophisticated version of our algorithm on another series of program flowgraphs. Table II and Figure 7 show the results. Our algorithm was faster on all graphs tested except those with n = 8. The Purdom-Moore algorithm rapidly became noncompetitive as n increased. The tradeoff point was about n = 10.
We implemented the bit vector algorithm using a set of procedures for manipulating multiprecision bit vectors. (Algol W allows bit vectors only of length 32 or less.) Table III gives the running time of this algorithm on the second series of test graphs, and Figure 8 compares the running times of the bit vector algorithm and the sophisticated version of our algorithm. The speed of the bit vector algorithm varied not only with m and n, but also with the number of passes required (two, three, or four on our test graphs). However, the bit vector method was always slower than our algorithm.
There are several ways in which the bit vector algorithm can be made more competitive. First, the bit vector procedures can be inserted in-line to save the overhead of procedure calls. We made this change and observed a 33-45-percent speedup. The corresponding change in the fast algorithm, inserting LINK and EVAL in-line, produced a 20-percent speedup. These changes made the bit vector algorithm almost as fast as our algorithm on graphs of less than 32 vertices, but on larger graphs the bit vector algorithm remained substantially slower than our algorithm. See Tables I and IV and Figure 9 .
Second, the bit vector procedures can be written in assembly language. To provide a fair comparison with the fast algorithm, it would be necessary to write LINK and EVAL in assembly language. We did not try this approach, but we believe that the fast algorithm would still beat the bit vector algorithm on graphs of moderate size. Third, use of the bit vector algorithm can be restricted to graphs known to be reducible. On a reducible graph only one pass of the bit vector algorithm is necessary, because the only purpose served by the second pass is to prove that the bit vectors do not change, a fact guaranteed by the reducibility of the graph. We believe that a one-pass in-line bit vector algorithm would be competitive with the fast algorithm on reducible graphs of moderate size, but only if one ignores the time needed to test reducibility.
The bit vector algorithm has two disadvantages not possessed by the fast algorithm. First, it requires O(n 2) storage, which may be prohibitive for large values of n. Second, the dominator tree, not the dominator relation, is required for many kinds of global flow analysis [8, 13] , but the bit vector algorithm computes only the dominator relation. Computing the relation from the tree is easy, requiring constant time per element of the relation or O(n) bit vector operations total. However, computing the tree from bit vectors encoding the relation requires O(n 2) time in the worst case.
We can summarize the good and bad points of the three algorithms as follows: The Purdom-Moore algorithm is easy to explain and easy to program but slow on all but small graphs. The bit vector algorithm is equally easy to explain and program, faster than the Purdom-Moore algorithm, but not competitive in speed with the fast algorithm unless it is run on small graphs which are reducible or almost reducible. The fast algorithm is much harder to prove correct but almost as easy to program as the other two algorithms, is competitive in speed on small graphs, and is much faster on large graphs. We favor some version of the fast algorithm for practical applications.
We conclude with a few comments on ways to improve the efficiency of the fast algorithm. One can speed up the algorithm by rewriting DFS and COM-PRESS as nonrecursive procedures which use explicit stacks. One can avoid using an auxiliary stack for COMPRESS by instead .using a trick of reversing ancestor pointers; see [12] . A similar trick allows one to avoid the use of an auxiliary stack for DFS. One can save some additional storage by combining certain arrays, such as parent and ancestor. These modifications save running time and storage space, but only at the expense of program clarity. 
