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Department of Mathematical Physics and Astronomy
Ghent University, Krijgslaan 281, B-9000 Ghent, Belgium
Abstract. Equipping the tangent bundle TQ of a manifold with a symplectic
form coming from a regular Lagrangian L, we explore how to obtain a Poisson-
Nijenhuis structure from a given type (1, 1) tensor field J on Q. It is argued that
the complete lift Jc of J is not the natural candidate for a Nijenhuis tensor on TQ,
but plays a crucial role in the construction of a different tensor R, which appears to
be the pullback under the Legendre transform of the lift of J to T ∗Q. We show how
this tangent bundle view brings new insights and is capable also of producing all
important results which are known from previous studies on the cotangent bundle,
in the case that Q is equipped with a Riemannian metric. The present approach
further paves the way for future generalizations.
1 Introduction
There is a well established theory of bi-Hamiltonian systems on the cotangent bundle
T ∗Q of a manifold Q or, more generally, on a symplectic or Poisson manifold. In par-
ticular, there is a link between separability of the Hamilton-Jacobi equation and cer-
tain classes of bi-Hamiltonian or quasi-bi-Hamiltonian systems, in which more specif-
ically Poisson-Nijenhuis structures [16] play a prominent role. The immediate source
of inspiration for the present work is a series of recent papers in this general field in
which relations have been explored between such things as: bi-differential calculi, com-
plete integrability, Sta¨ckel systems, compatible Poisson structures on an extended space,
Gelfand-Zakharevich systems, so-called special conformal Killing tensors, and so on. See
[3, 4, 6, 8, 9, 10, 11, 12, 14, 15, 17, 20, 26] for a non-exhaustive list of recent contributions.
In the more direct applications of these theoretical developments, the dominant geomet-
rical space is a cotangent bundle, which of course comes equipped with its canonical
symplectic or Poisson structure, and on which a compatible Poisson structure is obtained
via the lift J˜ of a type (1, 1) tensor field J on the base manifold, thus giving birth to a
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Poisson-Nijenhuis structure. The link with a class of Sta¨ckel systems requires the avail-
ability of a metric g on Q, with respect to which J has the property of being a special
conformal Killing tensor (a concept which is intimately linked with what is called Benenti
tensor [4, 5], after the extensive work of Benenti on Hamilton-Jacobi separability (see e.g.
[1, 2])).
The point we want to emphasize now, however, is that some of these applications clearly
come from meaningful questions about dynamical systems living on a tangent bundle TQ.
This is for example the case with the theory of cofactor pair systems, as developed origi-
nally by Lundmark on a Euclidean space [17, 18] and generalised to (pseudo-)Riemannian
manifolds and in more geometrical terms by Crampin and Sarlet [8]. The physical back-
ground for these systems is a kinetic energy type Lagrangian on TQ for which (at least
in one possible interpretation) admissible non-conservative forces are being sought, in the
sense that the resulting Newtonian system admits two quadratic first integrals, which in
turn can generate a whole family of integrals in involution. The cofactors of the Killing
tensors coming from these integrals then determine the special conformal Killing tensors
which give rise to Poisson-Nijenhuis structures; we are then looking at examples of so
called bi-quasi-Hamiltonian systems [9].
A type (1, 1) tensor field J on Q also has a natural lift to TQ; it is usually called the
complete lift and we will denote it by Jc. The difference with T ∗Q of course is that TQ
does not carry a canonical Poisson structure. However, a symplectic form is available (and
can be constructed by pure tangent bundle techniques) as soon as a regular Lagrangian
is given, which could for example be the kinetic energy Lagrangian coming from a metric
on Q. It does, therefore, perfectly make sense to explore the possibility of obtaining
Poisson-Nijenhuis structures on TQ by natural tangent bundle constructions. One of the
goals we have in mind for the future is to arrive at a generalization of the theory of special
conformal Killing tensors from Riemannian to Finsler spaces. The primary objective of
this paper, however, is to set the ground for future developments by trying to understand
in detail how the results one is by now familiar with in a cotangent bundle environment,
can be obtained in a natural way by pure tangent bundle techniques. We shall see that
this different way of approaching the subject offers new insights anyway. In fact, some of
the preliminary considerations lead to results which are valid for arbitrary Lagrangians,
not just kinetic-energy type ones. In this respect, we are to some extent joining the
interest in Poisson structures on a tangent bundle which is present also in recent work by
Vaisman [24, 30, 31].
In Section 2, starting from a given Lagrangian L on TQ and a type (1, 1) tensor field
J on Q, we show that JcS determines an alternative almost tangent structure and use
this to construct another type (1, 1) tensor R on TQ. The full characterization of R
is developed in Section 3, making use of the connection provided by the second-order
equation field Γ, coming from the Lagrange equations. The eigenspace structure of R
is discussed in Appendix B, whereas further properties of general interest are derived in
Section 4. In Section 5, we specialize to the particular case of a Riemannian manifold
and the associated kinetic energy Lagrangian and explore how various known properties
make their appearance within such a tangent bundle approach. Some unexpected new
features come forward which are further discussed in Appendix A. The road map to future
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developments is sketched in the final section.
2 Generalities
Suppose we are given a regular Lagrangian L on TQ and a type (1, 1) tensor field J
on Q. L comes with its associated symplectic form ωL, and J determines a tensor field
Jc, its complete lift, on TQ. One may wonder whether these data can give rise, under
some circumstances, to a compatible Poisson structure. For that, Jc should be symmetric
with respect to ωL, the so-called Magri-Morosi concomitant must vanish (see [27, 19]),
and also the Nijenhuis torsion of Jc must be zero (which is equivalent to the torsion of
J being zero). It seems to us, however, that this is not the most interesting path to
pursue. Experience in a variety of applications (see for example [7, 25, 28]) has shown
that interesting type (1, 1) tensor fields R on a symplectic manifold (M,ω) arise from the
construction of a second 2-form ω1 and the determining formula:
iR(ξ)ω = iξω1, ∀ξ ∈ X (TQ). (1)
A direct advantage of such tensor fields is for example that they automatically have the
required symmetry property
ω(Rξ, η) = ω(ξ, Rη). (2)
Furthermore, vanishing of the Magri-Morosi concomitant then is equivalent to dω1 = 0
[10], after which we are left with the condition NR = 0. Although the canonical lift J˜
of J to T ∗Q can be defined (see [7]) via a relation like (1), this does not seem to be the
case for Jc on TQ. We therefore start our investigation with an exploration of possible
natural ways of constructing a second closed 2-form ω1 from the given data on TQ.
For completeness, we list a number of useful properties of Jc, starting with defining
relations with respect to the action on complete and vertical lifts of vector fields on Q:
for X, Y ∈ X (Q),
Jc(Xc) = (JX)c, Jc(XV ) = (JX)V . (3)
Using the bracket relations
[XV , Y V ] = 0, [XV , Y c] = [X, Y ]V , [Xc, Y c] = [X, Y ]c,
it easily follows that
LXcJ
c = (LXJ)
c, LXV J
c = (LXJ)
V . (4)
Also, for the Nijenhuis torsion we have,
NJc(X
V , Y V ) = 0,
NJc(X
c, Y c) = (NJ(X, Y ))
c,
NJc(X
V , Y c) = NJc(X
c, Y V ) = (NJ(X, Y ))
V ,
from which it follows that NJc = 0 ⇐⇒ NJ = 0.
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It is imperative to relate Jc to the canonical type (1, 1) tensor field S on TQ (the so-called
vertical endomorphism), which satisfies S(Xc) = XV , S(XV ) = 0. It is easy to see that
Jc commutes with S, in the sense of endomorphisms on X (TQ), but also in the sense of
the Nijenhuis bracket:
[Jc, S] = 0. (5)
It follows that also the corresponding degree 1 derivations commute, meaning that:
dS dJc = −dJc dS. (6)
Finally, it is easy to verify that for any J ,
NJcS = 0. (7)
In fact, we can make the following more complete statement in that respect, which is
trivial to prove, and essentially says that JcS very much has the same properties as S.
Lemma 1. We have (JcS)2 = 0 and NJcS = 0. Furthermore, if J is non-singular, J
cS
determines an integrable almost tangent structure.
Now recall the role which the vertical endomorphism plays in the definition of the Poincare´-
Cartan 2-form ωL: we have,
ωL = d(S(dL)) = ddSL.
[We make no notational distinction between the action of a type (1, 1) tensor field on
vector fields and its dual action on 1-forms, but one should keep in mind that the order
of composition of such action changes in passing from one interpretation to the other.] It
then looks perfectly natural, given J and the sort of alternative integrable almost tangent
structure which it creates, to consider the closed 2-from ω1, defined (with various ways of
writing the same expression) by,
ω1 = d(SJ
c(dL)) = d(S(dJcL)) = d(J
c(dSL)) = ddJcSL. (8)
And so, with L and J as data, the type (1, 1) tensor field R which will carry our attention
is defined by
iR(ξ)ddSL = iξddJcSL. (9)
We know that it will define a Poisson-Nijenhuis structure if and only if NR = 0.
The first objective now must be to obtain a reasonably practical description of R, for
example by recognising its action on complete and vertical lifts. In fact, we believe that
it is better for general purposes, to make use of horizontal and vertical lifts, rather than
complete and vertical lifts. For that, of course, one needs a connection, but there is one
available, namely the non-linear connection associated to the Euler-Lagrange equations
of L (being second-order differential equations on TQ).
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3 Making use of a connection
As is well known, every second-order equation field
Γ = ui
∂
∂qi
+ f i(q, u)
∂
∂ui
, (10)
in particular the one coming from the regular Lagrangian L, defines a horizontal distri-
bution, with connection coefficients
Γij = −
1
2
∂f i
∂uj
. (11)
As a result, every vector field ξ on TQ has a unique decomposition of the form ξ =
XH + Y V , where X, Y are vector fields along the tangent bundle projection τ : TQ→ Q.
The C∞(TQ) module of such fields is denoted by X (τ). An extensive calculus along the
projection τ was developed in [21, 22]. We recall here some basic features of this calculus,
which will be needed in what follows.
Interesting derivations and tensorial objects along τ are discovered by looking at the
decomposition of Lie brackets of vector fields on TQ. We have, for example, that
[XV , Y V ] = ([X, Y ]
V
)V , (12)
[XH , Y V ] = (DHXY )
V − (DVYX)
H , (13)
[XH , Y H] = ([X, Y ]
H
)H +R(X, Y )V . (14)
Here, R is the curvature of the non-linear connection, a vector valued 2-form along τ ,
DHX and D
V
X are the horizontal and vertical covariant derivative operators, which act on
functions F ∈ C∞(TQ) as
DHXF = X
H(F ), DVXF = X
V (F ). (15)
The horizontal and vertical brackets of elements of X (τ) (in the present situation of a
connection which has no torsion) are given by
[X, Y ]
V
= DVXY − D
V
YX, [X, Y ]H = D
H
XY − D
H
YX. (16)
Other brackets of interest are
[Γ, XV ] = −XH + (∇X)V , [Γ, XH] = (∇X)H + Φ(X)V . (17)
Here Φ, a type (1, 1) tensor along τ , is called the Jacobi endomorphism, and ∇ is the
dynamical covariant derivative, which on functions acts like Γ.
There exist lift operations on many other tensorial objects. We mention two more con-
structions of interest now. First there are the horizontal and vertical lifts of a type (1, 1)
tensor field U along τ , determined by
UH(XV ) = U(X)V , UH(XH) = U(X)H , (18)
UV (XV ) = 0, UV (XH) = U(X)V . (19)
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Next, if g is a symmetric type (0, 2) tensor field along τ , its Ka¨hler lift is a 2-form on TQ
determined by
gK(XH, Y H) = gK(XV , Y V ) = 0, (20)
gK(XV , Y H) = −gK(XH , Y V ) = g(X, Y ). (21)
In fact, the Poincare´-Cartan form ωL is precisely the Ka¨hler lift of the Hessian of L,
defined intrinsically by
g = DVDVL, (22)
where DV is the vertical covariant differential defined (on any tensor T ) by DVT (X, . . .) =
DVXT (. . .). Observe that the complete lift J
c of a (1, 1) tensor J on Q, can be written as
Jc = JH + (∇J)V . (23)
Other, more specific properties of interest in the calculus along τ will be recalled when
appropriate, but we should at least refer here also to the existence of a canonical vector
field along τ , the total time derivative operator T = ui∂/∂qi, whose vertical lift is the
Liouville vector field ∆, whereas its horizontal lift is a second-order equation field, which
need not be the one we started from; the two coincide for a quadratic spray.
We can now start the computation of the structure of the tensor field R defined by (9).
To begin with, observe that from (18),(19) and (23), it easily follows that
Jc(XV ) = (JX)V , (24)
Jc(XH) = (JX)H +∇J(X)V . (25)
Using the standard notation θL for dSL, we have
θL(X
V ) = 0, θL(X
H) = dL(XV ) = XV (L) = DVXL = d
VL(X). (26)
Note that in the second of these relations, a computation on TQ in the end is replaced by
one involving a vector field and 1-form along τ . The point is that θL, being semi-basic,
can be regarded as a 1-form along τ as well; the defining relation then reads θL = d
VL,
where dV is the vertical exterior derivative. The latter is completely determined by the
following action on functions F and 1-forms α along τ :
dVF (X) = DVXF, d
Vα(X, Y ) = DVXα(Y )− D
V
Y α(X). (27)
Similar relations hold for the horizontal exterior derivative dH . The action of these exterior
derivatives extends to vector-valued forms as well; it suffices for our purposes to know that
for dV or dH acting on a type (1, 1) tensor field along τ , the defining relation is formally
the same as in the second of equations (27).
It is easy to see that ω1 = d(J
cθL) gives zero when evaluated on two vertical vector fields.
Next we have, passing as before from θL, regarded as 1-form on TQ, to its interpretation
as 1-form along τ ,
ω1(X
V , Y H) = LXV
(
θL((JY )
H)
)
− θL
(
Jc([XV , Y H ])
)
= DVX
(
θL(JY )
)
− θL
(
J(DVXY )
)
= DVXθL(JY ),
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from which it follows in view of (22) that
ω1(X
V , Y H) = g(X, JY ). (28)
Proceeding in the same way, we get
ω1(X
H, Y H) = LXH
(
θL((JY )
H)
)
− LY H
(
θL((JX)
H)
)
− θL
(
Jc([XH , Y H ])
)
= DHX
(
θL(JY )
)
− DHY
(
θL(JX)
)
− θL
(
J([X, Y ]
H
)
)
= DHX(JθL(Y ))− D
H
Y (JθL(X))− θL
(
J(DHXY −D
H
YX)
)
= DHX(JθL)(Y )− D
H
Y (JθL)(X).
It follows that
ω1(X
H, Y H) = dH(JθL)(X, Y ). (29)
Proposition 1. The type (1, 1) tensor field R, defined by (9) has the following structure:
R(XV ) = (JX)
V
(30)
R(XH) = (JX)H + (UX)V , (31)
where J is the transpose of J with respect to g = DVDVL, i.e. g(JX, Y ) = g(X, JY ), and
U is the tensor field along τ , determined by
g(UX, Y ) = dH(JθL)(X, Y ). (32)
Proof. It is sufficient to take horizontal and vertical lifts of basic vector fields for finding
the tensorial structure of R. We have ωL(R(X
V ), Y V ) = 0 and
ωL(R(X
V ), Y H) = ω1(X
V , Y H) = g(JY,X) = g(Y, JX) = gK((JX)
V
, Y H),
from which (30) follows. Likewise
ωL(R(X
H), Y V ) = −g(JX, Y ) = gK((JX)H , Y V ),
from which it follows that R(XH) = (JX)H + (UX)V , for some U . Subsequently, using
(21) and (29),
ωL(R(X
H), Y H) = ωL((UX)
V , Y H) = g(UX, Y ) = dH(JθL)(X, Y ),
which completes the proof.
Note that it follows from the skew-symmetry of the right-hand side in (32), that U = −U .
In Appendix B, we investigate the eigenspace structure of R and the explicit construction
of so-called Darboux-Nijenhuis coordinates.
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4 Further properties of the tensor field R
Proposition 2. We have R = Jc ⇐⇒ J = J and U = ∇J .
Proof. The result follows immediately from comparison of (30-31) with (24-25).
A natural question which arises is whether R, in general, could commute with S, just as
Jc does, either in the algebraic sense or with respect to the Nijenhuis bracket.
Proposition 3. RS = SR ⇐⇒ J = J .
Proof. Using S(XV ) = 0 and S(XH) = XV , the result follows immediately from the
characterization of R in Proposition 1.
Recall that the Nijenhuis bracket is defined by
[R, S](ξ, η) = [Rξ, Sη] + [Sξ,Rη] + (RS + SR)([ξ, η])
− R([Sξ, η] + [ξ, Sη])− S([Rξ, η] + [ξ, Rη]).
Proposition 4. Assuming J = J , so that RS = SR, we have [R, S] = 0 ⇐⇒ dVU = dHJ .
Proof. That [R, S] vanishes on two vertical lifts is trivial. Again, it suffices for such
calculations to consider lifts of basic vector fields (vector fields on Q), rather than vector
fields along τ . Since J is basic as well, one then easily verifies, making use of the bracket
relations (12) and (13), that also [R, S](XV , Y H) = 0. Next, we have
[R, S](XH , Y H) = [(JX)H + (UX)V , Y V ] + [XV , (JY )H + (UY )V ]
+ 2RS
(
[X, Y ]
H
H
)
− R
(
[XV , Y H] + [XH, Y V ]
)
− S
(
[(JX)H + (UX)V , Y H] + [XH, (JY )H + (UY )V ]
)
.
Using the bracket relations (12-14), plus the fact that J , and by assumption also X en
Y , are basic, this readily reduces to
[R, S](XH, Y H) = (DVXU(Y )−D
V
Y U(X))
V +(J(DHXY − D
H
YX))
V +(DHY (JX)− D
H
X(JY ))
V ,
which in view of properties such as (27) for type (1, 1) tensors, can be written as
[R, S](XH, Y H) = (dVU(X, Y )− dHJ(X, Y ))V .
The result now follows.
Another obvious question is under which circumstances R is truly a recursion operator for
symmetries of Γ. For that, we compute LΓR. Taking the Lie derivative with respect to
Γ of the defining relations (30-31) and making use also of the properties (17), it is fairly
straightforward to verify that
LΓR(X
V ) = (J − J)(X)
H
+ (U +∇J)(X)
V
, (33)
LΓR(X
H) = (∇J − U)(X)H + (∇U + ΦJ − JΦ)(X)
V
. (34)
The following, therefore, is an interesting immediate result.
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Proposition 5. LΓR = 0 ⇐⇒ J = J, U = ∇J = 0, ΦJ = JΦ.
Next, we address the question of recognizing the conditions under which R has zero
Nijenhuis torsion. A direct computation of NR, through its action on horizontal and
vertical lifts is extremely tedious and therefore not worth the effort, since we can actually
rely on existing results concerning the complete lift J˜ of J to the cotangent bundle T ∗Q.
Let Leg : TQ→ T ∗Q denote the Legendre transform coming from the regular Lagrangian
L.
Proposition 6. The tensor field R defined by (9) is directly related to the complete lift
J˜ on T ∗Q: as a matter of fact we have R = Leg∗J˜ .
Proof. The defining relation of J˜ , as described in [7], reads (where ξ this time denotes
an arbitrary vector field on T ∗Q),
iJ˜ξdθ = iξLJvdθ, (35)
and clearly has the same structure as (9). Here, Jv is the vertical lift of J , which is a
vector field on T ∗Q (cf. [32]) and θ of course is the canonical 1-form on T ∗Q. It is easy to
see from the coordinate expression that iJvdθ = J˜θ, so that (35) implies iJ˜ξdθ = iξdJ˜θ.
But it is equally trivial to verify in coordinates that Leg∗J˜θ = JcθL = dJcSL. The result
then immediately follows from taking the pullback under Leg of the new representation
of (35).
As an immediate consequence of the fact that NJ˜ = 0 ⇔ NJ = 0, which incidentally
requires also a fairly tedious calculation (cf. [7]), we now come to the following conclusion.
Proposition 7. NR = 0 ⇐⇒ NJ = 0.
It is of some interest to recall here the following characterization of NJ = 0.
Lemma 2. NJ = 0 if and only if for all basic vector fields X, Y , we have
DHJXJ(Y )− J(D
H
XJ(Y )) = D
H
JY J(X)− J(D
H
Y J(X)). (36)
Proof. Taking into account that [X, Y ] = [X, Y ]
H
for basic vector fields, we have
[JX, JY ] + J2[X, Y ]− J([JX, Y ] + [X, JY ]) = DHJX(JY )− D
H
JY (JX)
+ J2(DHXY − D
H
YX)− J(D
H
JXY −D
H
Y (JX) + D
H
X(JY )− D
H
JY (X))
= DHJXJ(Y )− J(D
H
XJ(Y ))− D
H
JY J(X) + J(D
H
Y J(X)),
which gives the desired result.
To conclude this section, we look at an interesting case of non-vanishing LΓR. Observe
first that Γ, by construction, is the Hamiltonian vector field associated to the energy
function EL = ∆(L)− L, with respect to the symplectic form ωL = dθL, i.e. we have
iΓdθL = −dEL. (37)
9
A general theorem proved in [10] then implies that in the present context, the fact that
the 2-form ω1 (8) is closed, is equivalent to stating that
iLΓRdθL = −2 ddREL. (38)
Since R is symmetric with respect to ωL, the same is true for LΓR, so that invariance of
R is equivalent to having ddREL = 0. The latter was the starting point for an application
of a bi-differential calculus in [10], to which we shall return in the next section. The more
general situation of a gauged bi-differential calculus in [10], corresponds to the assumption
that for some basic function f ,
ddREL = df ∧ dEL. (39)
Via the equality (38), this assumption is equivalent to stating that (cf. Prop. 5.3 in [10])
LΓR = Γ⊗ df − ξf ⊗ dEL, (40)
where ξf is the Hamiltonian vector field associated to f . It easily follows, from iSξfωL =
−S(iξfωL) = S(df) = 0, that ξf is vertical, say ξf = Xf
V for some Xf along τ . Then,
iξfωL(Y
H) = gK(Xf
V , Y H) = g(Xf , Y ) = −Y
H(f).
Hence, in terms of fields along the projection τ , Xf is defined by
g(Xf , Y ) = −Y
H(f) = −dHf(Y ) or Xf g = −d
Hf. (41)
In the next section we specialize to the case that the Lagrangian comes from a (pseudo)
Riemannian metric on Q, and will focus most of the attention on the characterization of
so-called special conformal Killing tensors in their tangent bundle manifestation.
5 The Riemannian case
Let g be a symmetric, non-singular type (0, 2) tensor field on Q and put L = 1
2
giju
iuj.
The non-linear connection defined by the Euler-Lagrange equations then is the (linear)
Levi-Civita connection of g, i.e. the connection coefficients (11) are of the form
Γij = Γ
i
jku
k, (42)
where Γijk are the classical Christoffel symbols.
It is important to understand first how the fundamental covariant derivative operators
of the calculus along τ , as referred to in the previous section, relate to classical tensor
calculus in this case. For example, if J is a type (1, 1) tensor field on Q, then both the
dynamical covariant derivative ∇J and horizontal covariant derivatives like DHXJ relate
to the classical covariant derivative J ij|k, as follows:
(∇J)ij = J
i
j|ku
k, (DHXJ)
i
j = J
i
j|kX
k. (43)
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In fact, in this situation we have ∇ = DH
T
. It follows that, in particular, ∇g = 0 and
DHXg = 0, ∀X (and of course also D
V
Xg = 0 because g is basic). Another specific property
of the case of a quadratic spray is that the so-called deviation, which in the language of
the calculus along τ is ∇T, is zero. It is actually of interest to list all covariant derivatives
of T here:
∇T = 0, DVXT = X, D
H
XT = 0. (44)
These properties are easy to verify in coordinates, but let’s take the opportunity to men-
tion also the general commutator identity
[∇,DVX ] = D
V
∇X − D
H
X, (45)
which can be used to show in a coordinate free way that the first two relations (44) imply
the third.
We now look at the characterization of R in this context, more particularly the specifica-
tion of the tensor field U . Note first that everything should now be easily expressible in
terms of the metric since we have, for example, that
θL(X) = g(T, X) or θL = T g. (46)
We should keep in mind also that L = EL is a first integral, so that ∇L = Γ(L) = 0, and
that it further follows from (46), using the commutator property [∇, dV ] = −dH , that
0 = ∇θL = ∇d
VL = −dHL. (47)
Now, concerning the determination of U , we have
dH(JθL)(X, Y ) = D
H
X(JθL)(Y )− D
H
Y (JθL)(X)
= DHX(g(T, JY ))− g(T, J(D
H
XY ))− D
H
Y (g(T, JX)) + g(T, J(D
H
YX)).
Taking into account that DHXg = 0 and D
H
XT = 0, we conclude that U is determined by
g(UX, Y ) = g(T,DHXJ(Y )−D
H
Y J(X)) = g(T, d
HJ(X, Y )). (48)
In coordinates, we of course work with the adapted frame of horizontal and vertical vector
fields on TQ and their dual 1-forms, which are{
Hi =
∂
∂qi
− Γki
∂
∂uk
, Vi =
∂
∂ui
}
,
{
dqi, ηj = duj + Γjkdq
k
}
. (49)
The coordinate expression for R then becomes
R = J ijHi ⊗ dq
j + J
i
jVi ⊗ η
j + U ijVi ⊗ dq
j, (50)
where
U ij = g
ik(Jmk|j − J
m
j|k)gmlu
l. (51)
It is interesting to have intrinsic expressions also, which implicitly determine the vertical
and horizontal covariant derivatives of U .
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Proposition 8. For Z ∈ X (τ), DVZU and D
H
ZU are determined by
g(DVZU(X), Y ) = g(Z,D
H
XJ(Y )− D
H
Y J(X)), (52)
g(DHZU(X), Y ) = g(T,D
HDHJ(Z,X, Y )−DHDHJ(Z, Y,X)), (53)
Proof. The proof is a straightforward computation, which starts from (48) and takes
the properties (44) into account, remembering further that
DHDHJ(Z,X, Y ) = DHZD
H
XJ(Y )− D
H
DH
Z
X
J(Y ).
Let us come back in this case of particular interest to the invariance of R, or the more
general assumption (40). If h = 1
2
gijpipj is the corresponding Hamiltonian, we know
from the results of the preceding section that LΓR = 0 is equivalent to ddJ˜h = 0. It
was shown by a coordinate calculation in [10] that the latter condition is equivalent to
J = J and ∇J = 0. This is somewhat surprising now, since Proposition 5, in general,
imposes more conditions for having LΓR = 0. Of course, if ∇J = 0, it follows from (43)
that also DHXJ = 0 and thus from (48) that also U = 0. This implies in particular, from
Proposition 2, that when R is invariant, it must be equal to Jc. But the more interesting
information which follows from comparison with Proposition 5 is that apparently, when J
is symmetric and parallel in the Riemannian case, it will automatically commute with the
Jacobi endomorphism Φ. This is not a trivial property to recognize. We therefore propose
to verify in Appendix A by a direct calculation that it is indeed a correct statement. That
direct proof is of interest in its own right, because it illustrates how one can proceed with
an integrability analysis in this context.
Now assume that (40) holds for some f ∈ C∞(Q) and where ξf = Xf
V , with Xf defined
by (41). In the present situation, we further have EL = L and Γ = T
H (since ∇T = 0).
Theorem 1. Under the present circumstances, the tensor field LΓR is of the form (40)
if and only if J = J and further satisfies
∇J = 1
2
(T⊗ dHf −Xf ⊗ θL). (54)
In addition, U then is of the form
U = −1
2
(T⊗ dHf +Xf ⊗ θL), (55)
and J further has the property
ΦJ − JΦ = 1
2
(T⊗∇dHf +∇Xf ⊗ θL). (56)
Finally, the tensor field R itself then is given by
R = Jc −∆⊗ df. (57)
Proof. The right-hand side of (40), when evaluated on someXV , results in−XV (EL)Xf
V =
−θL(X)Xf
V . Comparison with (33) shows that this requires J to be symmetric, plus the
condition that
U = −∇J −Xf ⊗ θL.
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Proceeding in the same way for an arbitrary horizontal argument XH , comparison with
(34) reveals the requirements
U = ∇J −T⊗ dHf,
and
∇U + ΦJ − JΦ = −Xf ⊗ d
HL = 0.
Compatibility of the two expressions for U above, immediately leads to the conclusions
(54) and (55). The first of these puts a restriction on J , while the second in fact is then
automatically satisfied. To see this, we compute dV∇J from (54). Remember (see [21])
that for a vector valued 1-form along τ , of the form α⊗X , an exterior derivative such as
dV is computed via the rule: dV (α⊗X) = dVα⊗X −α∧ dVX . Now dVdHf = −dHdVf = 0,
dVT = I (the identity tensor), dVdVL = 0 and finally also dVXf = 0 from (41). It follows
that
dHJ = dV∇J = −1
2
dHf ∧ I. (58)
The defining relation (48) for U then easily leads to (55) and can in fact also be rewritten
as
g(UX, Y ) = −1
2
dHf ∧ θL(X, Y ). (59)
The final requirement that ∇U should be equal to JΦ−ΦJ leads immediately, from (55),
to (56), or can equivalently, from (59), be expressed as
(ΦJ − JΦ) g = 1
2
∇dHf ∧ θL. (60)
The point is, however, that this again is not an extra condition, but a consequence of the
fundamental condition (54). To see this, recall that (40) is equivalent to (39), which in
turn, when translated into the corresponding cotangent bundle property reads ddJ˜h =
df ∧ dh. It was shown by a direct coordinate calculation in [10] that this condition
requires the symmetric J to be a so-called special conformal Killing tensor. We shall
verify in coordinates below that this is exactly the condition (54). Hence, (56) must
be a corollary and one could obtain it in a direct way by following the pattern of the
integrability analysis in Appendix A.
The final statement (57) about R follows directly from comparison between (24-25) and
(30-31), knowing that J = J and using (54) and (55), with TV = ∆.
In coordinates, the condition (54) reads
J ij|k =
1
2
(
δik
∂f
∂qj
+ gil
∂f
∂ql
gjk
)
. (61)
The more elegant coordinate expression is obtained by lowering an index and reads
Jlj|k =
1
2
(
glk
∂f
∂qj
+ gjk
∂f
∂ql
)
, (62)
which is indeed the defining relation for a special conformal Killing tensor as used in
previous work (see e.g. [10, 8]). An advantage of the present framework is that we do
obtain an easy to handle and elegant, intrinsic expression also for the condition on the
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tensor J in its type (1, 1) appearance, which is after all the way in which J is originally
conceived.
We finish this overview of the Riemannian case by briefly re-deriving the most important
properties of special conformal Killing tensors from (54).
Theorem 2. If J is symmetric and satisfies (54) for some function f ∈ C∞(Q), then
NJ = 0 and f = tr J ; moreover, if J is non-singular, then its cofactor tensor A is a
Killing tensor.
Proof. Acting with DVX on (54), and knowing that D
V
XXf = 0, it follows from the
commutator property (45) that
DHXJ =
1
2
(X ⊗ dHf −Xf ⊗ D
V
XθL). (63)
We then get
DHJXJ(Y )− J(D
H
XJ(Y ))−D
H
JY J(X) + J(D
H
Y J(X))
= 1
2
(
DVJY θL(X)− D
V
JXθL(Y )
)
Xf +
1
2
(
DVXθL(Y )−D
V
Y θL(X)
)
JXf .
The second term manifestly vanishes because dVθL = d
VdVL = 0. Taking X and Y to be
basic for simplicity, the coefficient of Xf can be re-written as
DVJY (θL(X))−D
V
JX(θL(Y )) = D
V
JY (g(T, X))− D
V
JX(g(T, Y )) = g(JY,X)− g(JX, Y ),
which is zero in view of the symmetry of J . Lemma 2 now implies NJ = 0.
From (54), we get
∇(trJ) = 1
2
(
〈T, dHf〉 − 〈Xf , θL〉
)
= 1
2
(∇f − g(T, Xf)) = ∇f.
Hence, f = trJ (up to a constant, which is irrelevant).
Finally, if A is the cofactor of J , meaning that JA = (det J)I, we have
(DHXJ)A = −J(D
H
XA) +X
H(det J) I. (64)
Again, it suffices to let X, Y, Z in what follows be basic vector fields, so that for example
DVXθL(Z) = D
V
X(θL(Z)) = g(X,Z). For the sake of uniformity, we keep using the operators
of the calculus along τ , although everything here of course happens on the base space Q
(and expressions such as XH(f) mean simply X(f)). From (63), it follows that
DHXJ(AY ) =
1
2
(
(AY )H(f)X − g(X,AY )Xf
)
.
Using this to compute g(DHXJ(AY ), AZ) and taking a cyclic sum over X, Y, Z (indicated
by an ordinary summation symbol), we readily obtain, knowing that also A is symmetric,∑
g(DHXJ(AY ), AZ) =
∑
(AX)H(f) g(Y,AZ).
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Next, using this to compute
∑
g(J(DHXA)Y,AZ) = (det J)
∑
g(DHXA(Y ), Z) via (64), we
arrive at
(det J)
∑
g(DHXA(Y ), Z) =
∑
(XH(det J)− (AX)H(f)) g(Y,AZ).
But we know that NJ = 0 implies that dJ(det J) = (det J) d(trJ) (see e.g. [5, 9]), which
can be written as dH(det J)(JX ′) = (det J) dHf(X ′), for all X ′. Taking X ′ = AX , it
follows that
XH(det J) = (AX)H(f), (65)
which in turn leads to ∑
g(DHXA(Y ), Z) = 0. (66)
This is the way to express that A, as type (1, 1) tensor, is a Killing tensor. The more
familiar way is to look at the type (0, 2) tensor field A˜, obtained by lowering an index, so
that J A˜ = (det J) g. The cyclic sum condition∑
DHXA˜ (Y, Z) = 0 (67)
then is equivalent to (66).
6 An outlook for further study
As stated in the introduction, our goal is to develop generalizations of the classical cases
of Hamilton-Jacobi separable systems, or completely integrable systems, of which we have
not given any examples here, because such examples can abundantly be found in the cited
literature. There are reasons to believe that a tangent bundle approach will then have
advantages over a cotangent bundle framework. The present study is a preliminary in-
vestigation about understanding how things work on a tangent bundle. Even so, we have
already obtained in Sections 3 and 4 some general results relating to an arbitrary La-
grangian function (not necessarily one of ‘mechanical type’). But for a full generalization,
also more general type (1, 1) tensors J should be allowed, with components depending
on coordinates and velocities (or coordinates and momenta). For such a J , the notion
of complete lift is lost, so how to proceed? The point now is that we indeed have an
idea of how to proceed in the tangent bundle set-up. It suffices to look at the expression
(23) for Jc and to observe that the right-hand side is perfectly defined also for a tensor
field J along the projection τ . In fact, we are then talking about a more general lifting
procedure, which has been fully developed already in [21, 22] and is sometimes referred
to as the Γ-lift. For a given J along τ which is not basic, the formula
JΓJ = J
H + (∇J)V , (68)
indeed defines a type (1, 1) tensor field on TQ, which depends on a given second-order
equation field Γ. A number of the calculations which will be involved in such a general-
ization start off in exactly the same way as in the present paper, but of course without
the simplifications coming from certain objects being basic.
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A particular case of interest which could already significantly generalize the well-known
Riemannian situation of the previous section, is to let g be the metric along τ coming
from a Lagrangian which is the square of a Finsler function F . It is then appropriate to
start from a J along τ (with the zero section of TQ excluded) which is homogeneous of
degree zero in the velocities. Thus, one can use the lifting procedure above, where Γ is
the Euler-Lagrange field of F 2. Work along these lines is in progress.
Appendix A: Aspects of integrability analysis
Starting from an arbitrary J on Q and defining R on TQ by (9), the conditions for having
LΓR = 0 are, according to Proposition 5, that J is symmetric and parallel, and further
commutes with the Jacobi endomorphism Φ. But we have argued indirectly in Section 5
that in the Riemannian case, the third condition must be an automatic consequence of
the first two. An explicit verification of this fact can only come from an integrability
analysis on the partial differential equations satisfied by J .
The assumption is that ∇J = 0, and since J is basic, also DVXJ = 0 for all X , so that (45)
implies that also DHXJ will be zero for all X (hardly a surprise of course in view of (43).
The next interesting commutator to look at here is [∇,DHX ], or more generally [D
H
X ,D
H
Y ].
Its general expression reads (see [22])
[DHX ,D
H
Y ] = D
H
[X,Y ]H
+DVR(X,Y ) + µRie(X,Y ). (69)
Clearly, only the last term matters here; it is a derivation which, when acting on a vector
field Z along τ is given by
µRie(X,Y )Z = Rie(X, Y )Z = −D
V
ZR(X, Y ).
In fact Rie is here simply the classical Riemann tensor. Recall also that we have the
following relations linking Φ and R,
dVΦ = 3R, Φ(X) = R(T, X), (70)
which implies for example that Φ(T) = 0.
Now, to express that [∇,DHX]J must be zero, we compute
[∇,DHX ](JY )− J([∇,D
H
X ]Y ) = Rie(T, X)(JY )− J(Rie(T, X)Y ).
Using the second of (70) and the property DVYT = Y , we can write D
V
YR(T, X) =
DVYΦ(X) +R(X, Y ), by which the above expression in the end reduces to
A(X, Y ) := −DVJYΦ(X)−R(X, JY ) + J(D
V
YΦ(X)) + J(R(X, Y )) = 0. (71)
In particular, knowing that Φ here is quadratic in the velocities so that DV
T
Φ = 2Φ, it
follows that
A(X,T) := −DVJTΦ(X)−R(X, JT) + J(Φ(X)) = 0, (72)
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from which we further obtain that
0 = g(A(X,T),T) = −g(R(X, JT),T)− g(DVJTΦ(X),T) + g(JΦ(X),T). (73)
Now we recall from the study of the inverse problem of the calculus of variations that also
Φ is symmetric with respect to g (see e.g. Theorem 8.1 in [22]). It then follows from the
Bianchi identity ∑
g(R(X, Y ), Z) = 0, (74)
applied with arguments X, JY,T, that
g(R(X, JY ),T) = g(ΦJ(Y ), X)− g(ΦX, JY ) = 0. (75)
So the first term on the right in (73) vanishes. Moreover, also DVXΦ is symmetric
with respect to g for all X , which implies that the second term can be re-written as
−g(X,DVJTΦ(T)) = g(X,Φ(D
V
JTT)) = g(X,ΦJ(T)). The conclusion from (73) therefore
is that g(JΦ(X),T) = 0. Computing the DVY -derivative of this result and subtracting the
same expression with X and Y interchanged, it follows by using the first property in (70)
and the symmetry of J and Φ that
3 g(R(X, Y ), JT) = g((JΦ− ΦJ)X, Y ). (76)
Next, we use the Bianchi identity again to write
g(R(X, Y ), JT) = g(R(X, JT), Y )− g(R(Y, JT), X),
and make use of (72) to compute the right-hand side. Taking X and Y to be basic for
simplicity, we can write g(DVJTΦ(X), Y ) = D
V
JT(g(ΦX, Y )) and likewise for the term with
X and Y interchanged. It then readily follows that g(R(X, Y ), JT) = g((JΦ−ΦJ)X, Y ).
Comparison with (76) leads to the conclusion that both sides must be zero, for arbitrary
X, Y . Hence, we have shown in a direct way that in the Riemannian case,
J = J and ∇J = 0 ⇒ ΦJ = JΦ. (77)
We had an indirect proof of this fact in Section 5. It is of interest to illustrate that it is
indeed a non-trivial property by looking at coordinate expressions.
We have
Φij = R
i
kju
k, Rikj = R
i
ljku
l, and thus Φij = R
i
ljku
kul, (78)
where Riljk are the components of the Riemann tensor, and are skew-symmetric in the last
two subscripts. Now, from J ij|k = 0, taking a further covariant derivative, swapping indices
and using the Ricci identities, the property which immediately follows is J ijR
j
kml = R
i
jmlJ
j
k .
But the commutation of J and Φ is a different property and says that J ij(R
j
kml +R
j
lmk) =
(Rikjl +R
i
ljk)J
j
m.
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Appendix B: Darboux-Nijenhuis coordinates
It is well known that on a general (regular) Poisson-Nijenhuis manifold of dimension
2n, if the recursion operator R has n distinct eigenvalues, their exist so-called Darboux-
Nijenhuis coordinates, which diagonalize R and are at the same time Darboux coordinates
for the symplectic form (see e.g. [29, 12]). This will apply in particular to the general
situation on TQ, described in Sections 3 and 4. We wish to investigate here in some
detail what the structure is of the eigenspaces of our R and how the construction of
Darboux-Nijenhuis coordinates works when the eigenvalues are maximally distinct.
We begin by establishing results which are valid without special assumptions on the type
(1, 1) tensor J on Q, except that we will only consider real eigenvalues.
Lemma 3. If ξ = XH + Y V is an eigenvector of R, corresponding to the eigenvalue λ,
then
JX = λX and UX + JY = λY. (79)
It follows in particular that X is an eigenvector of J .
Proof. Using the characterization of R as described by (30-31), it is immediate to see
that Rξ = λξ is equivalent to the two relations (79).
Lemma 4. J and J have the same eigenvalues. In fact, if X is an eigenvector of J , then
X g is an eigenform of J with the same eigenvalue.
Proof. We have J
l
j = g
lkJ ikgij, and therefore
J
l
j − λδ
l
j = g
lk(J ik − λδ
i
k)gij.
Both statements now easily follow.
Lemma 5. Suppose that J is non-degenerate and has n distinct eigenvalues (which then
are non-zero). Then, if JX = λX, there exists a vector field Y along τ , such that
JY = λY − UX.
Proof. From g(JX, Y ) = g(X, JY ) = λg(X, Y ), it follows that g(X, JY −λY ) = 0, ∀Y .
Extending X = X1 to an orthogonal frame {X1, . . . , Xn} = {X1, Xα} for g, and putting
Y = aiXi, it follows that a
i(JXi − λXi) ∈ sp {Xα}, ∀a
i, which implies that
JXi = λXi + b
α
i Xα, i = 1, . . . , n
for some functions bαi . We know that λ is an eigenvalue of J as well, and that its eigenvalues
are distinct. Hence, there exists a unique vector field of the form X1 + c
αXα which spans
the kernel of J − λI. But (J − λI)(X1 + c
αXα) = (b
α
1 + c
βbαβ)Xα, so the fact that
unique functions cβ exist which make this zero implies that det(bαβ) 6= 0. Now consider
the equation JY = λY − UX for the unknown Y = aiXi ∈ X (τ). Since g(UX, Y ) is
skew-symmetric in X, Y , we know that g(UX1, X1) = 0 and thus UX1 = d
αXα for some
functions dα. The equation for Y can now be written in the form aβbαβ = −d
α− a1bα1 and
clearly has a unique solution for the aβ for each arbitrary choice of a1.
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Proposition 9. Let J be diagonalizable with distinct non-zero eigenvalues. Then a com-
plete set of eigenvectors of R can be constructed as follows: (i) let Xi denote the eigen-
vector of J with eigenvalue λi and Zi the eigenvector of J with the same eigenvalue; (ii)
for each Xi, construct a vector Yi such that JYi = λiYi − UXi. Then Zi
V and Xi
H + Yi
V
are eigenvectors of R, corresponding to the eigenvalue λi.
Proof. We have
R(Zi
V ) = (JZi)
V
= λiZi
V ,
R(Xi
H + Yi
V ) = (JXi)
H + (UXi)
V + (JYi)
V
= λi(Xi
H + Yi
V ),
from which the result follows.
This much for the purely algebraic aspects. Now let us further assume that NJ = 0.
Darboux-Nijenhuis coordinates in fact should do three things at the same time: not only
diagonalize R in coordinates, but also separate it, and bring the symplectic form into
canonical form. It was proved in the fundamental paper of Fro¨licher and Nijenhuis [13]
that if J is (algebraically) diagonalizable and the eigenvalues have constant multiplicity,
then the necessary and sufficient condition for diagonalizability in coordinates is that
HJ = 0, where the Haantjes tensor HJ can be defined by
HJ(X, Y ) = J
2NJ(X, Y ) +NJ(JX, JY )− JNJ(JX, Y )− JNJ(X, JY ). (80)
Obviously, NJ = 0 implies HJ = 0, but evaluating NJ on eigenvectors X and Y belonging
to different eigenvalues, λ, µ say, further gives
0 = NJ(X, Y ) = (λ− µ)(X(µ)Y + Y (λ)X),
so that X(µ) = Y (λ) = 0. Hence, in coordinates which diagonalize J , the eigenvalues
will only depend on the coordinates of the corresponding eigendistribution, which is the
meaning of saying that J is separable in coordinates. Conversely, if J is separable, one
can verify in such coordinates that NJ = 0. In other words, NJ = 0 (for a J which has the
algebraic properties stated above) is the necessary and sufficient condition for separability
in coordinates. Note in passing that the tools for studying such issues when J would more
generally be a tensor field along τ have been developed in [23].
To understand what happens with R on TQ now, we need to look at the expression of R
in a coordinate basis, rather than in the adapted frame as in (50); it reads (still for the
general situation described by Proposition 1)
R = J ij
∂
∂qi
⊗ dqj + J
i
j
∂
∂ui
⊗ duj + (U ij + J
i
kΓ
k
j − J
k
j Γ
i
k)
∂
∂ui
⊗ dqj. (81)
The following procedure now will lead to Darboux-Nijenhuis coordinates. First perform
the Legendre transform (q, u) → (q, p = ∂L/∂u). Even though this is to be regarded
here as a change of coordinates on TQ, the result will be that R acquires the form of the
complete lift J˜ on T ∗Q, i.e.
R = J ij
(
∂
∂qi
⊗ dqj +
∂
∂pj
⊗ dpi
)
+ pk
(
∂Jki
∂qj
−
∂Jkj
∂qi
)
∂
∂pi
⊗ dqj. (82)
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The 2-form ωL meanwhile will already take its canonical form in the (x, p) coordinates.
Now, assuming that J has distinct eigenvalues and zero Nijenhuis torsion, we know that
there exists a coordinate change on Q which will diagonalize the expression J ij(∂/∂q
i⊗dqj)
in such a way that the eigenvalues depend on at most one new coordinate q′. The resulting
point transformation (q, u) → (q′, u′) on TQ, when expressed in the non-tangent bundle
variables (q, p), formally is a ‘canonical transformation’ (q, p) → (q′, p′), i.e. it defines
another Darboux chart for the symplectic form ωL and it will have the additional effect
of diagonalizing (and separating) R.
From a tangent bundle point of view, the first step in this procedure is rather unnatural,
because it is not a tangent bundle change of coordinates. At first sight, it may look like
one should nevertheless not change the order of the operations, because even though J
and J have the same eigenvalues, a coordinate transformation which diagonalizes J will
generally not at the same time diagonalize J . However, the two coordinate changes under
consideration here are of course of a quite special type: a Legendre transformation which
does not change q but changes the fibre coordinate, and a point transformation. It is
clear that such coordinate changes commute, so one can just as well diagonalize J first
and then the subsequent Legendre transform will not destroy the diagonal form of J , will
bring ωL in canonical form, and at the same time will take care of the diagonalization of
J .
That the reversed procedure is somewhat more natural for the tangent bundle set-up may
become clear in the special case that J is symmetric. It then follows from gijJ
i
k = gikJ
i
j
that in coordinates which diagonalize J , we will have gkj(λ
(k) − λ(j)) = 0 and thus
gkj = 0 for j 6= k. This gives useful information also when there is no urge to pass
to Darboux-Nijenhuis coordinates: it means that in coordinates which diagonalize J , the
given Lagrangian will separate with respect to the velocity variables, i.e. it will become
of the form: L =
∑
i L
i(q, ui), where Li depends on ui only.
References
[1] S. Benenti, Inertia tensors and Sta¨ckel systems in the Euclidean spaces, Rend. del Sem. Mat. Torino
50 (1992) 1–20.
[2] S. Benenti, Intrinsic characterization of the variable separation in the Hamilton-Jacobi equation, J.
Math. Phys. 38 (1997) 6578–6602.
[3] M. Blaszak, Systematic construction of separable systems with quadratic in momenta first integrals,
preprint (2003) (nlin.SI/0309044).
[4] M. Blaszak, Separable bi-Hamiltonian systems with quadratic in momenta first integrals, preprint
(2003) (nlin.SI/0312025).
[5] A.V. Bolsinov and V.S. Matveev, Geometrical interpretation of Benenti systems, J. Geom. Phys. 44
(2003) 489–506.
[6] M. Crampin, Conformal Killing tensors with vanishing torsion and the separation of variables in the
Hamilton-Jacobi equation, Diff. Geometry and its Applications 18 (2003) 87-102.
[7] M. Crampin, F. Cantrijn and W. Sarlet, Lifting geometric objects to a cotangent bundle, and the
geometry of the cotangent bundle of a tangent bundle, J. Geom. Phys. 4 (1987) 469–492.
20
[8] M. Crampin and W. Sarlet, A class of non-conservative Lagrangian systems on Riemannian mani-
folds, J. Math. Phys. 42 4313–4326 (2001).
[9] M. Crampin and W. Sarlet, Bi-quasi-Hamiltonian systems, J. Math. Phys. 43 2505–2517 (2002).
[10] M. Crampin, W. Sarlet and G. Thompson, Bi-differential calculi, bi-Hamiltonian systems and con-
formal Killing tensors, J. Phys. A: Math. Gen. 33 (2000) 8755–8770.
[11] G. Falqui, Poisson pencils, integrability, and separation of variables, preprint (nlin.SI/0310028)
(2003).
[12] G. Falqui and M. Pedroni, Separation of variables for bi-Hamiltonian systems, Math. Phys. Anal.
Geom. 6 (2003) 139-179.
[13] A. Fro¨licher and A. Nijenhuis, Theory of vector-valued differential forms, Proc. Ned. Acad. Wetensch.
Se´r. A 59 (1956) 338–359.
[14] I.M. Gelfand and I. Zakharevich, On the local geometry of a bi-Hamiltonian structure, In: The
Gel’fand Mathematical Seminars 1990-1992, L. Corwin et al eds., Birkha¨user (Boston) (1993) 51–
112.
[15] A. Ibort, F.Magri and G.Marmo, Bi-hamiltonian structures and Sta¨ckel separability, J. Geom. Phys.
33 (2000) 210–223.
[16] Y. Kosmann-Schwarzbach and F. Magri, Poisson-Nijenhuis structures, Ann. Inst. Henri Poincare´,
Phys. The´or. (1990) 5335–5381.
[17] H. Lundmark, Higher-dimensional integrable Newton systems with quadratic integrals of motion,
Stud. Appl. Math. 110 (2003) 257–296.
[18] H. Lundmark, A new class of integrable Newton systems, J. Nonlinear Math. Phys. 8 (2001) Suppl.
195–199.
[19] F. Magri and C. Morosi, A Geometric Characterization of Integrable Hamiltonian Systems Through
the Theory of Poisson-Nijenhuis Manifolds, Universita` di Milano, Quaderno S 19 (1984).
[20] K. Marciniak and M. Blaszak, Separation of variables in quasi-potential systems of bi-factor form,
J. Phys. A: Math. Gen. 35 (2002) 2947–2964.
[21] E. Mart´ınez, J.F. Carin˜ena and W. Sarlet, Derivations of differential forms along the tangent bundle
projection, Diff. Geometry and its Applications 2 (1992) 17–43.
[22] E. Mart´ınez, J.F. Carin˜ena and W. Sarlet, Derivations of differential forms along the tangent bundle
projection II, Diff. Geometry and its Applications 3 (1993) 1–29.
[23] E. Mart´ınez, J.F. Carin˜ena and W. Sarlet, Geometric characterization of separable second-order
equations, Math. Proc. Camb. Phil. Soc. 113 (1993) 205–224.
[24] G. Mitric and I. Vaisman, Poisson structures on tangent bundles, Diff. geometry and its Applications
18 (2003) 207-228.
[25] G. Morandi, C. Ferrario, G. Lo Vecchio, G. Marmo and C. Rubano, The inverse problem in the
calculus of variations and the geometry of the tangent bundle, Phys. Rep. 188 (1990) 147–284.
[26] C. Morosi and M. Tondo, Quasi-bi-Hamiltonian systems and separability, J. Phys. A: Math. Gen.
30 (1997) 2799–2806.
[27] J.M.Nunes da Costa and C-M.Marle, Reduction of bihamiltonian manifolds and recursion operators,
Diff. Geom. Appl., J. Janysˇka, I. Kola´rˇ and J. Slova´k eds., Proc. Conf. Brno, August 1995 (1996)
523–538.
[28] W. Sarlet and M. Crampin, Some recent results on symmetries of Lagrangian systems re-examined,
J. Phys. A: Math. Gen. 18 (1985) 2849–2855.
21
[29] F-J. Turiel, Classification locale d’un couple de formes symplectiques Poisson-compatibles, C. R.
Acad. Sci. Paris, Se´rie I 308 (1989) 574–578.
[30] I. Vaisman, Locally lagrangian symplectic and poisson manifolds, Rend. Sem. Mat. Univ. Pol. Torino
59 (2001) 43-58.
[31] I. Vaisman, Lagrange geometry on tangent manifolds, preprint (2002) (math.DG/0212080)
[32] K.Yano and S. Ishihara, Tangent and cotangent bundles, Marcel Dekker, New York (1973)
22
