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This study explores the application of a novel text mining method called “supervised 
clustering” for archival appraisal of email collections. Varghese, Cawley, and Hong 
(2018) demonstrate that supervised clustering can achieve high recall and elimination 
rates with small training sets. This method could help to reduce the labor requirements 
for sorting email collections as part of appraisal workflows. I examine system 
performance using a variety of user recall requirement values and seed sets of 10 to 50 
documents. I find that with 10 to 50 seed documents, the system can achieve the 
elimination of between 37% and 88% of non-relevant documents with user recall 
requirements between 75% and 95%. While my results illustrate that the system requires 
extensive collection-specific tuning in order to be effective, I find that supervised 
clustering holds potential as a computer-based aid for archival appraisal of email 
collections. 
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This study explores the application of a novel text mining method called “supervised 
clustering” for archival processing of large email collections. As archival materials 
become more and more digital, email has become an essential component of many born-
digital collections. Archivists often must contend with thousands of individual messages 
upon accepting a collection. Given the time and infrastructure required to process these 
large bodies of information, many archivists cannot perform crucial appraisal steps on 
these kinds of collections. Manually sorting these materials and deciding what to keep 
and how to organize it are simply beyond the resources for many institutions. 
Text mining and machine learning show potential for surmounting these 
obstacles. If we could build models that could reliably classify email according to criteria 
provided by archivists, we could significantly decrease the resource requirements for 
adequate appraisal and processing of digital collections. The object of this study is to 
adapt supervised clustering, a novel semi-supervised classification technique developed 
by Varghese, Cawley, and Hong for the curation of email. Used originally to classify 
large bodies of scientific literature for systematic review, the technique shows potential 
for “high performance and unbiased predictions...given minimal training data” 
(Varghese, Cawley, and Hong 2018,  398). The advantage of supervised clustering over 
more traditional classification techniques lies in its relatively low training data 




of thousands of documents for the algorithm to learn a collection, Varghese, Cawley, and 
Hong demonstrate that supervised clustering can achieve comparable results using only 
tens or hundreds of training documents as input. It is my intent to evaluate how well 
supervised clustering could potentially be used to quickly bin large bodies of email 
documents. Successful adaptation of supervised clustering could empower archivists to 
quickly sort large email collections with relatively little effort compared to traditional 
methods. 
To understand how the system performs with email, I pose a simple classification 
problem using the Enron Email dataset released to the public by the Federal Regulatory 
Commission in 2003 (Leber 2013). Having pre-labeled a small random sample of the 
larger corpus, I evaluate the system’s ability to classify emails as either “purely personal” 
or “not purely personal.” To frame the problem as a research question, I ask:  
How well can an adapted version of Varghese, Cawley, and Hong’s supervised 
clustering identify personal vs. non-personal messages within an email dataset 
and how does that performance compare to that of traditional classification 
algorithms in the same context? 
 
This study models a scenario that a digital archivist might encounter when 
appraising email. While it may be in the collecting interests of a hypothetical archive to 
preserve the business-related and legal materials in the Enron collection, it may also be 
desirable for said archive not to preserve purely personal materials. Could an automated 
system allow an archivist to identify a small number of ‘purely personal’ emails and 
receive a comprehensive short list of emails that probably fall into that category as 
output? If so, the archivist would be faced with a much more manageable appraisal task 
compared with that of sorting through the entire collection. In a real-world context, a 




“purely personal” or “not purely personal”) attached to them. The evaluation that forms 
the basis of this study would therefore be impossible in a practical setting, though this 
limitation is necessary given the context of the problem. My intention in conducting this 
study is to get some sense of how the aforementioned system might perform if one had 
the ability to evaluate its predictions. 
The following paper is broken down into five sections. In the literature review I 
explore how others have adapted machine learning techniques to archival workflows, 
taking particular interest in appraisal and email collections. I then outline my methods, 
including the data used, the mechanisms that make up the system undergoing evaluation, 
the evaluation metrics used and the justifications for each, and the traditional 
classification methods tested to provide comparative results. Following this I describe my 
results and discuss the limitations of my study. I conclude with a summary of 


















Born-Digital Records: Problems and Solutions 
The archival community has recognized the need to introduce automation to their 
workflows for several decades (Gilliliand-Swetland 1995). The volume of born-digital 
records flowing into archival institutions has presented archivists with a wide array of 
challenges. How should archives store the materials? Perhaps more importantly, how can 
archives adequately sort and appraise collections that regularly contain hundreds of 
thousands or even millions of individual records? As one researcher describes it, 
institutions dealing with an “overwhelming volume of digital information” must find 
ways to “separate out the good oil of meaningful records from vast quantities of 
information sludge…Put simply, without appropriate attention (and suitable 
technological aids), we will drown in the sludge” (Rolan, et al. 2019, 180). 
Faced with such challenges, many in the field have recognized that traditional 
methods for dealing with archival collections are no longer adequate for many incoming 
and existing collections. According to the National Archives of the UK, “There is a 
general acceptance that processes designed for the review of paper records collections 
will not meet the challenges of born-digital records” (2016, 7). Such issues have led 
many archivists and researchers to call for an increased focus on automated processes and 




archivists properly manage a deluge of born-digital records has been recognized at least 
since the mid 1990s (Gilliliand-Swetland 1995, 20). 
A wide range of tools and applications have since surfaced to help mitigate some 
of the issues related to born-digital materials. Open-source environments and packages 
such as ArchivesSpace (LYRASIS 2020), Archivematica (Artefactual Systems 2020), 
and BitCurator (2019) feature a wide range of tools to aid in ingest, description, and 
preservation. For institutions with significant financial resources, proprietary platforms 
like Preservica (2020) are also an option. ArchivesSpace, to provide one example, 
supports “core functions in archives administration such as accessioning; description and 
arrangement of processed materials including analog, hybrid, and born-digital content; 
management of authorities (agents and subjects) and rights; and reference service” 
(LYRASIS 2020). Similarly, the BitCurator environment provides tools for “pre-imaging 
data triage, forensic disk imaging, file system analysis and reporting, identification of 
private and individually identifying information, and export of technical and other 
metadata” (2019). Ingest, processing, storage, and preservation actions all represent 
important steps in any archival workflow. These steps are well-covered by tools like 
those mentioned above. However, the important function of appraisal still presents 
obstacles for those hoping to more fully automate archival workflows. 
 
Born-Digital Records: An Appraisal Challenge 
Appraisal may be defined as “any selection activity that enables archivists to identify 
recorded information that has enduring value, primarily for the documentation of modern 




Process of determining the value and thus the disposition of records based upon 
their current administrative, legal, and fiscal use; their evidential and 
informational value; their arrangement and condition, their intrinsic value; and 
their relationship to other records (Gilliland-Swetland 1995, 3). 
 
This archival function, though essential to any collection, presents unique challenges 
when dealing with electronic records. For one, “The time taken to render and to read even 
a representative sample of these large volumes [of information] is problematic” (Harvey 
and Thompson 2010, 314). It is not feasible to sort through many collections at the level 
necessary to ascertain their contents and worth. Indeed, this has led some institutions just 
to store everything “in the hope that [sorting methods] may eventually be found” to 
separate the important from the unimportant (Rolan, et al. 2019, 180). This solution leads 
to its own issues, however, for “even if the resources and the technical ability are 
available, preserving everything is probably not desirable. Appraisal cuts both ways; it is 
just as important to determine what to exclude from collections as it is to determine what 
to include” (Harvey and Thompson 2010, 315). Such considerations make automation an 
attractive option for many institutions pondering the appraisal of born-digital materials. 
Indeed, the researchers from the National Archives of the UK predict that “Future 
appraisal, selection and sensitivity review of digital records will require the assistance of 
technology” (2016, 26). 
A major issue with automating parts of the appraisal process is that it is highly 
context-specific (Harvey and Thompson 2010, 316). What is important about one 
collection to one institution may be different from the important aspects of the same 
collection in other institutions. Similarly, each collection within an institution will 
probably require different appraisal considerations than those of other collections. While 




context-dependency make appraisal a difficult challenge. In short, there is no one-size fits 
all solution for the appraisal of born-digital materials.  
 
Email: A Valuable Record 
Email collections constitute an important subgroup of born-digital records. As one digital 
curation manual describes it, email “is the modern day equivalent of paper-based 
correspondence” and has thus assumed significant “cultural, historical, or research” value 
(Pennock 2006, 14). Others have since echoed this sentiment, arguing that email “is the 
natural successor to the written letter, allowing for snippets of “unformed thought and 
candor that only the recipients are both privileged and sensitive enough to receive.” As a 
result, the same author argues, “Email collections have the potential to capture the 
emergence of thoughts and decisions that illustrate how and why things developed the 
way they did” (Cocciolo 2016, 69). Because of their central role in modern 
communications, it is no wonder that institutions are exploring ways to best curate their 
email collections. 
 
Email: Appraisal Challenges 
Using software to support appraisal of email brings numerous challenges. “The volume 
and unstructured nature of email makes its management, disposal and sensitivity review 
difficult,” a recent study found. In one of their case studies, for example, the same 
researchers found that “over 20 years of routine backups have resulted in an unwieldy 




Problems of scale have led others to discern that “the traditional practice of reviewing 
records at an item-by-item level for restrictions may need to be reconsidered as the 
growth of records increases” (Vinh-Doyle 2017, 27). 
The complex and multifaceted nature of the records themselves also makes 
management difficult. As Prom (2011, 10-11) makes clear, “a single email account 
contains records of disparate context, structure and content, documenting activities both 
mundane and extraordinary.” Individual email messages come with a wide range of 
attachments and embedded references and are deeply bound to their threads/context and 
the technical systems from which they originated. As the aforementioned digital curation 
manual explains, “Email curation is a many-layered thing” (Pennock 2006, 37). 
Another concern is privacy. Email collections can and often do contain sensitive 
information that must be protected. Cocciolo (2016, 69) argues that “making email 
collections available in publicly accessible archives faces a number of challenges, 
including ensuring that personal privacy is preserved and the institutions making these 
collections available do not inadvertently expose themselves to liability.”  
Combined with the challenges of providing adequate storage for and access to 
collections with the volume that usually characterizes email collections, privacy concerns 
make the need for adequate appraisal all the more pressing. According to Cociollo (2016, 
79), “Email appraisal is essential to both conserve IT resources and protect personal 
privacy.” Similarly, other researchers argue, “Identifying various types of restrictions that 
must be placed on email collections prior to making them publicly available is a notable 
challenge at scale as is how to easily reduce the number of non-archival  messages” 




Email: Existing Appraisal Solutions 
In the past decade, a number of organizations have introduced tools to aid archives in the 
curation of email collections. ePADD, a software package developed by Stanford 
Libraries, “supports the appraisal, processing, preservation, discovery, and delivery of 
historical email archives” (2020). The appraisal module allows users to browse messages, 
review attachments and folders, and attach annotations and labels to email. Notably, the 
module also includes entity extraction and lexicon analysis tools for identifying the 
contents of large numbers of individual emails (Stanford University Libraries 2020). 
 Another recent project called TOMES (Transforming Online Mail with 
Embedded Semantics) has developed a tool that converts email to a standardized format 
and performs entity-extraction to aid in the sorting of government-related emails 
(Tyndall-Watson 2018, 2).  This tool, developed by a team from the state archives of 
North Carolina, Kansas, and Utah, can help archives hoping to appraise email by making 
email files more transparent and by automatically identifying certain topics contained 
within. By doing so, institutions can work with and preserve their files and prioritize 
certain sections of a given collection over others. 
 A team at the University of North Carolina’s School of Library and Information 
Science and State Archives of North Carolina is also developing solutions to some of the 
aforementioned problems through a project called RATOM, or Review, Appraisal, and 
Triage Of Mail (2020). The RATOM Project seeks to augment the existing capabilities of 
both the TOMES software and the BitCurator digital preservation environment. Among 
other things, the project’s deliverables will “explore the use of machine learning to 




language processing methods to identify topics of interest within those records so the 
messages can be tagged for improved organization and retrieval” (ISchools Organization 
2019). These functions could be particularly useful for tackling the problems of scale 
mentioned above and could help streamline the identification and proper treatment of 
sensitive content contained within email collections. 
 
Predictive Coding: A Novel Solution for Binning Email 
The aforementioned tools can dramatically expand an institution’s toolkit for working 
with email. Automatic identification of sensitive materials, file-format conversion, topic 
extraction, browsing capabilityes, and integration with other software packages all serve 
important purposes. That being said, other methods for applying machine learning to 
email collections have not yet been fully explored by the archival community. One 
technique, known as “Predictive Coding” in the legal community, holds promise for 
approaching the appraisal challenges presented by large email collections. 
 According to the National Archives of the UK, predictive coding: 
…is a way of automatically classifying documents based on statistical analysis 
and machine learning…It involves a learning process, which requires the reviewer 
to identify a relevant subset of information from a larger collection to train the 
software. Algorithms in the software then use this ‘seed set’ to find conceptually 
similar information in the larger collection” (2016, 8). 
 
In other words, a user (in our case, an archivist) can manually label or categorize 
a small subset of a larger collection (in our case, a collection of email), which can then 
serve as input to machine learning algorithms to classify the rest of the collections 
according to the categories set out by the archivist. This could prove useful in the 




experts, to label small subsets of email and extrapolate those labels to the rest of the 
collection. Not only would this aid in the future arrangement of materials the archive 
does decide to keep, but it will also help institutions sort what they should keep and what 
they should not keep. 
This technique has been put to use by the legal community over the past decade to 
help attorneys sort through large volumes of case documents. In the words of one 
information professional, “It is difficult and time-consuming to sift through e-mails, texts, 
contracts, spreadsheets, and other types of ever-increasing media. While subject matter 
experts are still necessary, predictive coding eliminates much of the manual work and 
time from the task” (Isaacs 2013, 24). A legal professional exploring the technology finds 
that, “The greatest advantage of predictive coding is the potential to dramatically reduce 
the number of documents requiring attorney review” (Hampton 2014, 32). 
Archivists have already begun to explore ways to incorporate predicting coding 
into their workflows. The Processing Capstone Email Using Predictive Coding Project, a 
joint effort between the Illinois State Archives and the University of Illinois, sought to 
secure access to a large email collection, then “explore tools that use technology-assisted 
review techniques (predictive coding in particular) for the purposes of parsing and 
classifying the email” (2020). The project evaluated several proprietary (Microsoft’s 365 
Advanced eDiscovery (2020), Luminoso (2020), Axcelerate (Recommind) (2020), and 
Ringtail) and open-source (ePADD, TAR Evaluation Toolkit (Cormack 2013)) software 
packages for evaluation purposes. The researchers found that Ringtail offered the most 
useful functionality and adaptive interface for archival applications related to email 




Machine Learning: Definitions 
Before describing the method that forms the basis of this study, I will provide a short 
description of existing machine-learning (ML) methods and their application to email 
collections. To begin, most ML methods fall into one of two categories: “unsupervised” 
methods that create categories from scratch and group documents without any input from 
the user and “supervised” methods that require large sets of pre-labeled documents to 
“learn” a collection based on existing categories and build a classification model. 
Supervised methods suffer from the significant drawback that adequately sized training 
sets require a large amount of labor and are often prohibitively expensive to produce. On 
the other hand, unsupervised techniques may produce categorization schemes that have 
little to no bearing on the realities of the collection or the needs of the user. 
 
Machine Learning: Applications for Email Collections 
Many of the attempts to utilize ML to help manage email collections have fallen into one 
of these two categories. Topic extraction tools, such as those included in the ePADD or 
TOMES packages, fall into the unsupervised category. These tools use algorithms to 
discern patterns and themes within large datasets and to generate topic tags that can be 
used to describe the patterns. Similarly, others have used unsupervised methods to 
automatically generate ontologies for large email collections (Yang and Callan 2008, 
259). In other words, these systems automatically recognize and sort documents into 
algorithm-derived categories, after which an archivist can decide whether or not those 




an idea of the contents of the collection and of the associations between particular 
documents or subsets of documents. On the other hand, they work entirely independent 
from user input and prevent archivists from having any say in how their records are 
grouped. 
 Others have tested “supervised” methods for use in archives in general and with 
email collections more specifically (Li, et al. 2012, 625-626; Rolan, et al. 2019, 191-193). 
As mentioned above, supervised methods suffer from the drawback that they require 
large training sets for the algorithm to “learn” a collection. This is a drawback because it 
forces archivists to spend the time and effort required to label enough data for ML 
algorithms to produce a workable classification model. This can defeat the purpose of 
using such technology entirely. As Roland, et al. explain, “The cost and time needed to 
configure machine-learning solutions – in particular, developing large, clean and labelled 
training and testing sets of data” presents a significant obstacle to many institutions 
(2019, 186). 
Another consideration is that models derived from supervised methods are 
relatively context-specific. A model trained using one dataset often cannot be transferred 
for use with another collection. One study testing Support Vector Machines (SVMs), a 
popular and proven type of supervised algorithm, for use with email found that,  “the 
poor, near random precision and near-zero Kappa coefficients of each SVM when used to 
classify “business value” in [the group of emails not used for training the model] 
indicates that each SVM is very context-sensitive…an e-mail of “business value” that 




(Alberts and Vellino 2014, 2). As will be seen, this consideration also affects the 
application of the supervised clustering method. 
 
Predictive Coding: Bridging the Gap 
Predictive-coding can be described as a “semi-supervised” ML method. As such, it falls 
somewhere between the two major categories above and helps mitigate the drawbacks of 
both. The application of this method to archival work with email collections helps to fill a 
role to which many existing systems are not well-adapted. Why does predictive coding 
represent such a departure from the supervised and unsupervised methods described 
above?  
First, by requiring that the archivist only present a small number (anywhere from 
dozens to hundreds) of “seed” documents as opposed to thousands of training documents, 
this technique can reduce much of the cost associated with traditional supervised 
methods. Predictive coding also provides an advantage over the topic extraction methods 
mentioned above because it works using categories supplied by the archivist rather than 
the other way around. While the usefulness of topic extraction tools cannot be denied, 
this “semi-supervised” system allows the archivist to provide some degree of human 
guidance without asking for too much of it. Finally, the specific method I evaluate below 
ranks documents according to a confidence rating in addition to classifying them as either 
one category or the other. This feature gives users a higher degree of agency by allowing 






Summary: Tying It All Together 
To summarize, electronic records and email in particular have gained considerable 
importance for archival institutions. Email records represent important pieces of the 
historical record, yet many institutions have come to realize that existing archival 
workflows and tools do not meet the needs of email collections. Appraisal of email has 
become an object of focus, for archives cannot and should not attempt to preserve the 
entirety of all incoming email collections. The volume of these collections as well as their 
technical complexity and unstructured nature present significant appraisal challenges.
 Many ongoing research projects and existing software packages provide 
functionalities for tackling the problems of email appraisal. Features like automatic 
identification of sensitive content, topic extraction, format-conversion, and 
browsing/annotation interfaces make the task of appraisal easier for archivists in many 
ways. These features aid archivists conducting appraisal by helping them to more 
efficiently summarize and extract detail from large digital collections than would 
otherwise be possible. Predictive coding could allow archivists or other subject experts to 
label just a few emails in a collection and then extrapolate the resulting categories to the 
rest of the collection. At least one project (the Capstone Email Project) explored 
predictive coding as it relates to email in archives, but as of this writing there are few 
examples of open-sourced software targeting this specific use. 
This study adapts a predictive coding method developed for a literature search 
context. My purpose in conducting this study is to investigate how successful it might be 
when used in a context outside of that for which it was developed. While a single 




answers to archivists grappling with the appraisal of born-digital materials, it is my hope 
that this adaptation can serve as a jumping-off point for researchers looking to expand the 
functionality of existing software packages like ePADD. I will now describe the methods 
used to build and evaluate an adapted version of Varghese, Cawley, and Hong’s (2018) 




















Supervised Clustering: Introduction 
Supervised clustering was originally developed by research contractors at the US 
Environmental Protection Agency (EPA) for the automatic classification of scholarly 
articles. Meant to increase search efficiency during systematic literature reviews, 
supervised clustering automatically sorts large volumes of articles with little input from 
the user. The system first asks a user to supply a small number of labeled “seed” 
documents from a large collection of otherwise unlabeled (un-categorized) materials. In 
this case, “labeled” documents refers to those identified by a human reviewer as being 
relevant to the category of interest. The system uses these seed articles to learn the 
collection and classify all non-seed documents according to the class (category) 
designated by the seed labels. The system also assigns scores to each document based on 
a voting system described below. While all documents receive overall “positive” 
(relevant) or “negative” (non-relevant) classification values, the assigned score indicates 
how strongly a given document may be associated with the target class (Varghese, 
Cawley, and Hong 2018). 
 As mentioned above, supervised clustering differs from traditional supervised 
methods in that it does not require significant training data. It also differs from traditional 
unsupervised methods because it allows the user some amount of control over the 




described using a simple hypothetical example. In this scenario, we have a collection of 
2020 documents. 1020 of the documents are of the positive class (relevant) while the 
remaining 1000 documents are of the negative class (non-relevant). 20 of the positive 
documents have been labeled as seed articles. 
 Seed Non-Seed 
Positive 20 1000 
Negative 0 1000 
Table 1 – Distribution of hypothetical example documents 
The user supplies the entire collection of documents, indicating which documents have 
been identified as seed documents for the positive class. In addition, the user also 
supplies a desired minimum recall threshold. This value indicates the minimum 
percentage of relevant documents the user is willing to accept as output. For this 
example, the user has provided a minimum overall recall requirement of .90, meaning 
that they are only willing to accept results that accurately classify at least 90% of the 
relevant non-seed documents. Once the user has provided a desired recall level and a set 
of seed documents: 
1. A clustering algorithm groups documents such that each document is assigned to 
a cluster. 
2. The tool makes a list of clusters and notes the cluster assignments of the seed 
documents 
3. The tool sorts clusters in descending order according to the number of seed 
documents assigned to them. 
4. The tool iterates through the sorted clusters and counts the cumulative number of 




5. This continues until a pre-determined percentage of positive seed documents 
(individual recall threshold) have been accounted for. Note that the individual 
recall threshold for a single clustering operation does not necessarily equal the 
recall requirement value provided by the user. 
6. All non-seed documents in clusters at or above this level in the sorted order 
receive a positive “vote.” 
The processes involved with a single clustering and voting operation can be illustrated 
visually with the following figure and tables: 
 
Figure 1 – Hypothetical Cluster Assignments 
In Figure 1, white circles represent a single seed document while black circles represent 
twenty non-seed documents. The difference in scale was chosen to highlight the 




have been distributed between clusters 2, 3, 4, 5, and 6. After the clusters have been 
assigned, the clusters are sorted according to the number of seed documents contained by 
each. 
Cluster ID Seeds Non-Seeds 
6 6 320 
2 5 120 
5 4 160 
4 3 460 
3 2 120 
1 0 260 
7 0 160 
8 0 120 
9 0 140 
10 0 140 
Table 2 – Clusters sorted by number of seeds contained 
Following this, non-seed documents are given votes based on their cluster assignments. 
Votes are awarded to individual clusters depending on whether or not a given cluster is 
included in the cumulative seed count conducted to achieve the individual seed recall 
threshold (which, again, does not necessarily equal the provided user recall requirement). 





[6] 6 320 .3 
[6, 2] 11 440 .55 
[6, 2, 5] 15 600 .75 
[6, 2, 5, 4] 18 1060 .9 
[6, 2, 5, 4, 3] 20 1180 1 
[6, 2, 5, 4, 3, etc.] 20 .. 1 
Table 3 – Cumulative Cluster Groupings 
In this instance, we set an individual seed recall threshold of .9. The smallest cluster 
grouping that accounts for at least 90% of the seed documents is that of 6, 2, 5, and 4. 




assignment to clusters within the minimum cumulative recall set, each of these non-seed 
documents receives one vote. 
 Once a single clustering operation has been performed, we continue where we left 
off above: 
7. Steps 1-6 are repeated using three different clustering algorithms. Each algorithm 
is run three times, one for each of 3 k values, where k denotes the number of 
clusters into which documents are placed by the algorithm. This makes for a total 
of 9 individual clustering operations. 
8. For each individual clustering operation, votes are tallied for individual 
documents. If a document is included in the minimum seed recall set for 5 of the 9 
operations, it receives a “score” of 5 total votes. Each document can thus receive a 
score ranging from 0 to 9. 
9. Following the completion of the 9 individual clustering operations, the tool sorts 
documents according to their scores. 
10. Similar to the individual ranking system, the tool classifies documents according 
to cumulative recall values achieved at each score tier. Starting at tier (score 
value) 9 and continuing in descending order, the tool classifies all documents in 
each tier as “positive” until the overall recall requirement provided by the user is 
reached. The tool classifies all documents not included in this tier grouping as 
“negative.” 
A hypothetical example of the tiered classification algorithm can be seen below. Those 
documents in Tier 9 received votes from all 9 of the clustering operations, while 








9 25 0 
8 40 10 
7 75 15 
6 110 65 
5 240 110 
4 290 90 
3 120 200 
2 40 190 
1 35 240 
0 25 80 
Table 4 – Hypothetical document score tiers 
Documents are classified according to their tier grouping. Starting at Tier 9, the 
classification algorithm calculates recall for each cumulative tier grouping: first Tier 9, 
then Tiers 9 & 8, then Tiers 8, 9 and 7, etc.). Tiers are added to the positive classification 
grouping in descending order because I assume that those documents with higher scores 
are those that are more likely to be true positives. The following table illustrates the recall 
and precision values for the document-tier distribution provided above: 
Tier Grouping Cumulative Recall Cumulative Precision 
[9] 0.025 0.833 
[9, 8] 0.065 0.867 
[9, 8, 7] 0.140 0.848 
[9, 8, 7, 6] 0.250 0.735 
[9, 8, 7, 6, 5] 0.490 0.710 
[9, 8, 7, 6, 5, 4] 0.780 0.730 
[9, 8, 7, 6, 5, 4, 3] 0.900 0.647 
[9, 8, 7, 6, 5, 4, 3, 2] 0.940 0.580 
[9, 8, 7, 6, 5, 4, 3, 2, 1] 0.975 0.515 
[9, 8, 7, 6, 5, 4, 3, 2, 1, 0] 1.000 0.500 
Table 5 – Cumulative tier groupings with recall and precision 
 The user in this example provided a minimum overall recall threshold of 90%. The 




minimum overall recall requirement provided by the user. Looking to the above example, 
the grouping that includes Tiers 9-3 (Recall: 0.900) is the smallest possible grouping that 
satisfies the user’s recall requirement. All documents in Tiers 3-9 are thus classified as 
“positive” while those in Tiers 0-2 are classified as “negative.” 
 Note that while the scoring system described above mimics that outlined by 
Varghese, Cawley, and Hong (2018, 404), their classification algorithm differs 
significantly from that which I used above. In the original study, the authors classified all 
documents receiving one or more votes as “positive” or relevant. After experimenting 
with this method, I found that the clustering tendencies of my dataset did not lend 
themselves to this solution. Because very few of my documents received a score of 0, the 
elimination rates that resulted from this particular method were very poor. Adopting the 
classification system based on cumulative Tier groupings (described above) significantly 
improved NER values while maintaining acceptable levels of recall. 
 As outlined above, the primary parameter and evaluation metric associated with 






Here, TP refers to true positives, those documents that actually fall into the target class 
and have also been classified as such. FN refers to false negatives, those documents that 
actually fall into the target class but have not been labeled as such. Put more plainly, 
recall provides a measure of the percentage of actual positive documents that have been 










 In other words, precision indicates the percentage of documents identified as belonging 
to the target class that actually belong to the target class. While precision is important to 
consider in many contexts, in this system precision is ignored entirely. As Varghese, 
Cawley, and Hong note, “the cost function used in this method…is entirely based on 
achieving the recall requirement” and is “tailored for typical regulatory contexts in which 
a minimum level (typically 90 or 95%) of recall is required without regard to the impact 
on precision.” (2018, 402-403).  
While other approaches might utilize cost functions that attempt to provide more 
balanced results, a system that maximizes recall above all else is appropriate for some 
archival applications. Recall is important in an archival context because while it is useful 
to eliminate documents that should not be considered for preservation, it is sometimes 
even more important to ensure that all documents of worth are preserved. Focusing on 
recall results in a system that prioritizes keeping relevant documents over disposing of 
irrelevant documents. That said, there would be little point in pursuing such a system if it 
did not eliminate some significant portion of a collection from being considered as 
‘relevant.’ It bears repeating that, “The greatest advantage of predictive coding is the 
potential to dramatically reduce the number of documents requiring…review” (Hampton 
2014, 32).  If a system did not at least partially reduce the processing and storage 
requirements for digital collections, it would be of little use as an appraisal aid. It is with 




their evaluation. It is true that the proper elimination rate cam vary by context, but 
including this metric can give us an idea of how useful a successful classifier might be. 
For the purposes of this study I focus specifically on the elimination rate of non-





In the above description, NER refers to “non-relevant elimination rate.” TN refers to true 
negatives, those negative documents that are classified as such by the system, while FP 
refers to false positives, those negatives documents that are classified as positive by the 
system. Why focus on NER as opposed to overall elimination rate (the total number of all 
documents removed from consideration)? Because the system’s primary metric is recall, 
users set the minimum percentage of positive documents they are willing to accept. They 
are already aware of the number of relevant documents that have been eliminated given a 
certain recall value. For the purposes of archival appraisal, the interesting companion 
statistic to a recall value is the percentage of non-relevant documents that are eliminated 
at the same time. Individuals conducting archival appraisal might make retention of 
relevant materials their primary concern, but the percentage of non-relevant documents 
that can be removed from consideration could be an important secondary concern. The 
NER values for the previous example can be seen in the table below. For the provided 
minimum recall value of 90%, the system has eliminated 51% of non-relevant documents 












[9] 0.025 0.833 0.995 
[9, 8] 0.065 0.867 0.99 
[9, 8, 7] 0.14 0.848 0.975 
[9, 8, 7, 6] 0.25 0.735 0.91 
[9, 8, 7, 6, 5] 0.49 0.710 0.8 
[9, 8, 7, 6, 5, 4] 0.78 0.730 0.71 
[9, 8, 7, 6, 5, 4, 3] 0.9 0.647 0.51 
[9, 8, 7, 6, 5, 4, 3, 2] 0.94 0.580 0.32 
[9, 8, 7, 6, 5, 4, 3, 2, 1] 0.975 0.515 0.08 
[9, 8, 7, 6, 5, 4, 3, 2, 1, 0] 1 0.500 0 
Table 6 – Tier groupings with recall, precision, and negative elimination rate 
What would this mean in an archival context? Given the above results, an archivist 
working with a collection of over 2000 documents would have identified 90% of all 
documents that are relevant to a particular category while eliminating over 50% of all 
documents that are not relevant to that category. The only effort required by the archivist 
in this scenario is the manual identification of 20 relevant documents. As mentioned 
above, the classification method used in my study differs from that adopted by Varghese, 
et. al. Still, the underlying scoring mechanism between the two systems remains the 
same, and the results achieved by said authors within the context of systematic literature 
searches bears mentioning. Using just 25 ‘relevant’ and 25 ‘non-relevant’ seeds out of a 
collection of 6822 documents, the authors achieved a recall value of 91% and an NER of 
86% (2018, 407). If similar results could be achieved by a version of the same system 
adapted for email classification, archivists could significantly reduce the amount of labor 
required to appraise digital collections. In the next section I describe the specifics of the 





Supervised Clustering for Email: System Specifications 
To build the system described above, three clustering algorithms are used: Latent 
Dirichlet Allocation (LDA), K-Means, and Non-Zero Matrix Factorization (NMF). I have 
used these algorithms in the adapted system because they are the same algorithms that 
Varghese, et. al. used successfully. LDA breaks down documents into statistical 
distributions “over an underlying set of topics,” with each topic consisting of a 
distribution of word associations (Blei, Ng, and Jordan 2003, 993). Often used for topic 
modeling purposes, one can interpret LDA output as a form of clustering by treating 
topics as clusters and by “assigning” documents to them based on the dominant topic 
probability for a given document.  
K-Means clustering, “one of the oldest and most important [challenges] in all of 
computational geometry,” separates documents into clusters by reducing documents to 
points within a multi-dimensional feature space. Once arranged, the algorithm computes 
weighted distances of each document from a set of k centroids. Clusters are assigned in 
such a way as to minimize “the total squared distance between each point and its closest” 
centroid. New centroids are then computed for the new clusters, and documents are 
reassigned based on the same criteria. This process repeats until no reassignments are 
made (Arthur and Vassilvitskii 2007, 1027). 
NMF, normally a feature reduction technique, can also be interpreted as a 
clustering method (Xiu, Liu, Gong 2005, 267-268). Though derived from different 
mathematical processes, NMF is similar to LDA in that it produces matrices in which 




represented as probabilistic combinations of words. Here as with LDA, clusters can be 
“assigned” by selecting the topic with which a given document is most closely associated.  
Each of these algorithms can be tuned using various parameters, the most 
important of which is k, or the number of clusters to which documents may be assigned. 
A model built using with k=30 will produce 30 clusters. This parameter is important in a 
“supervised clustering” system because it is essential for a model to approximate the 
complexity of categories within a corpus. This allows it to achieve the separation 
necessary to discern relevant from non-relevant documents based on the seeds provided. 
k-values that are too low will likely produce large clusters that contain many relevant and 
non-relevant documents. As a result, scores for non-relevant documents will be similar to 
those of relevant documents. At the same time, it is important that k-values not be too 
high because too-many clusters can result in over-specificity. With large numbers of 
smaller clusters, it is likely that seed documents will be associated with too few non-seed 
documents to achieved desired recall levels. Because the complexity of my sample 
dataset was unknown, multiple preliminary grid searches were run using k-values set at 
10, 20, and 30; 40, 50, and 60; 70, 80, and 90; and 100, 110, and 120. In general, the 
models built using k-values of 10, 20, and 30 achieved higher NER values for similar 
levels of recall than those built with higher k-values. As a result, these are the values used 
in the final evaluation of the system. Coincidentally, 10, 20, and 30 were the same k-





Supervised Clustering for Email: Sample Data 
I evaluate the method outlined above to assess performance related to its imagined use 
case, classifying email records.  To build and test the system that implements said 
method, I use a version of the Enron Email dataset that was released to the public by the 
Federal Regulatory Commission in 2003 (Leber 2013). This version can be found on 
Data.World (Ray 2017). Approximately 1700 of the documents in the corpus have been 
labeled by graduate students at UC Berkley (University of California, Berkeley 2015). 
The documents that make up the corpus have been converted by Data.World user Brian 
Ray from their original format to .csv format with columns for body, subject, etc. as well 
as for all of the label categories (Ray 2017).  
In most appraisal scenarios, archivists will not be able to draw on pre-labeled 
documents to assess the performance of this or any other system. As in other studies, 
labels are essential to understanding how the system might perform under realistic 
circumstances. While the existing UC Berkeley labels provided me with an understanding 
of potential topics, I do not use them in my analysis. Instead, I randomly sampled a set of 
7000 emails and labeled them myself. Though the problems associated with using 
document labels created by a single reviewer will be discussed below, drawing upon 
other human reviewers to confirm my class assignments was beyond the resources of this 
study. 
Each document in my random sample is classified as either ‘purely personal’ or 
‘not purely personal’. Purely personal emails are those emails that relate only to the 
personal lives of the correspondents. These include topics like making social plans 




Any email that contains this or similar content along with non-personal topics like work 
or business has not been included in the “purely personal” category. While I had 
originally planned to separate “business-related” from “not business-related” emails, it 
became apparent that the differences between these two categories are less distinct and 
more context-specific than those between purely personal and not purely personal emails.  
For purposes of privacy and institutional collecting priorities, this class distinction would 
be of interest to archivists. For example, a user conducting appraisal may want to 
automatically identify a large portion of purely personal documents in a collection to 
facilitate their removal prior to ingest. As the sole reviewer responsible for the labels in 
my sample, I take full responsibility for any errors or inconsistencies that arise from 
assigned document labels. Following the removal of emails with blank content fields, the 
class distribution of my sample appears as follows: 
Purely Personal Not Purely Personal Total 
534 6455 6989 
Table 7 – Distribution of sample 
In order to create manageable units of analysis, each document is reduced to its 
message body text content. Attachments and information in email headers – including 
sender, recipient, timestamps, and thread information -- are ignored. As has been noted 
above, this removed information can be valuable for classification tasks and should be 
taken into account in any comprehensive attempt to categorize emails. Leaving these 
features out represents an important limitation of this study. However, it is beyond the 
scope of this study to investigate optimal feature representations for email records. 




included in version of the dataset used for this study. I use the raw message body text 
content instead to allow for a simplistic, baseline evaluation of system performance.  
After isolating the raw text content of each email message, I then submit the 
corpus to a number of pre-processing steps. First, I use a dictionary created through my 
exploration of the corpus to eliminate noisy characters and sequences. These include 
encoding errors (“=09”) and thread information such as “To:”, “From:”, “Subject,” 
“Forwarded by:”, etc. I eliminate common email footers specific to this collection, 
including “Sent from my BlackBerry Wireless Handheld”, several related to MSN 
Explorer, and a common Enron-specific footer using regular expression pattern matching. 
These items are often system-generated and do not relate to the actual content of 
individual messages. Following these steps, I lower-case all document strings strip them 
of punctuation and numbers. I remove common English stopwords and tokenize each 
document using a process known as lemmatization. This refers to the process of using “a 
vocabulary and morphological analysis of words…to remove inflectional endings only 
and return to the base form of a word” (Manning, Raghavan, and Schütze, 2009, 32). 
Lemmatization helps to reduce the variation of word forms one might encounter, but 
cannot account for proper nouns or typing mistakes. I remove especially common terms 
(those with a document frequency higher than .95) and especially rare terms (those that 
appear in only one document). To reduce computational requirements, I only consider 
unigrams as part of this analysis. 
Having cleaned and tokenized the textual data making up the corpus, each 
document is converted to a numeric form using either a Term Frequency (TF) matrix or a 




simple and consist of raw frequency counts for each token (word) in the corpus. Values 
for specific tokens are assigned to each document based on how many times tokens 
appear in the document. TF-IDF matrices are more complex in that they account for the 
above information as well as the document frequency of each token. TF-IDF matrices 
consist of term frequency values for a given document weighted inversely according to 
how often a term appears across the corpus. Common tokens are penalized more heavily 
than rare tokens with the assumption that rare tokens are more descriptive of a given 
document’s context than common tokens (Manning, Raghavan, and Schütze, 2009, 117-
119). A TF-IDF matrix allows for a more nuanced and context-specific feature 
representation than a TF matrix and is used as input in both the K-Means and NMF 
algorithms. LDA on the other hand is based on a “bag-of-words” approach and thus uses 
a more simple TF matrix representation (Blei, Ng, and Jordan 2003, 995). 
 
Supervised Clustering for Email: Evaluation 
To evaluate the effectiveness of this system in sorting emails for an imagined archival use 
case, I manipulated three system parameters, seed count, user recall requirement, and 
individual recall threshold. Different seed counts were used to understand how recall and 
NER values might change based on the number of documents provided by a user. Do 
higher seed counts result in better performance? Taking into account the relative rarity of 
the purely personal emails compared to other emails, I test performance using seed values 
of 10, 20, 30, 40, and 50. Several different user-provided recall requirements are also 
tested. While some appraisal tasks could require recall values of 95% or higher, I record 




assume that demanding lower retrieval rates for relevant documents (recall) would lead to 
higher NER values. Testing several different recall requirements allows me to ask the 
following question: How do decreasing user recall requirements affect NER? 
In addition to these two user-provided parameters, I test various recall thresholds 
for individual clustering operations within the larger system. In each of these operations, 
clusters are sorted according to the seed document distribution Non-seed documents 
receive “votes” based on the achievement of a specific seed-document recall threshold 
within the smallest possible cluster grouping. This value need not equal the user-provided 
recall overall recall requirement, and can in fact be much lower than the user-provided 
number. For each combination of the above parameters, I tested individual “voting” recall 
thresholds of .40, .45, .50, .55, .60, .65, .70, .75, and .80. For each combination of seed 
count and user recall requirement, I select the individual recall threshold that achieved the 
highest NER value.  
In addition to recall, NER, and precision, I also calculate 𝐹1 scores for each 
combination of parameters. This refers to the harmonic mean of recall and precision and 





This statistic provides a simple metric for gaining a more holistic understanding of model 
performance. It is commonly used to evaluate performance in classification contexts. 
Although recall is more valuable than precision for my purposes, I choose to include this 
metric to allow for wider comparisons beyond this specific context. Note that seed 





 I evaluate each parameter combination using multiple seed sets. It is likely that 
different combinations of seeds taken from the “purely personal” set would result in 
varying performance based on their content. To account for this and to gain a better 
approximation of average expected performance, each configuration is tested using 10 
randomly sampled seed sets of the size designated by the configuration parameters. 
Examples are selected at random without replacement from the purely personal category 
of emails and evaluation metrics are collected for each sample seed set. The mean recall, 
precision, 𝐹1, and NER values for each score tier (0-9) are then calculated using the 
results from the 10 seed samples. For each configuration of parameters, the mean 
cumulative results for tier groupings of [9], [9, 8], [9, 8, 7], etc. are compiled and output 
as a table (see example below): 
Score Tier Precision Recall 𝑭𝟏 NER 
9 0.579 0.339 0.418 0.979 
8 0.486 0.549 0.508 0.95 
7 0.375 0.673 0.47 0.898 
6 0.271 0.766 0.389 0.811 
5 0.199 0.855 0.318 0.695 
4 0.148 0.911 0.25 0.532 
3 0.106 0.946 0.19 0.327 
2 0.088 0.97 0.16 0.166 
1 0.079 0.987 0.145 0.057 
0 0.075 1 0.14 0 
Table 8 – Mean evaluation metrics for 10 tests of a single system configuration 
These values represent the mean results from 10 randomly sampled seed sets of the size 
specified in the system parameters (either 10, 20, 30, 40, or 50) using the individual recall 
threshold specified in the system parameters (between .40 and .80). From these tables, 
one for each configuration, I select the score tier with the highest NER value that also 




requirement of .90 I would select score tier 4 as a cut-off because this cumulative 
grouping (4 and above) achieves the highest NER (.532) value given my user recall 
requirement (.90). Using these “best” results from each configuration, I can then compare 
results between different user recall requirement values and seed count values. 
To gain a better understanding of system performance compared to other 
classification methods, I evaluate the performance of three supervised algorithms in 
addition to the supervised clustering method: Support Vector Machines (SVM), Gaussian 
Naïve Bayes, and k-Nearest Neighbors. As with the algorithms that make up the 
supervised-clustering method, I choose these three supervised methods as benchmarks 
because they are the same algorithms used by Varghese, Cawley, and Hong, to provide 
benchmarks for their own version of supervised clustering (2018, 404). For each 
algorithm, I tuned model parameters using a grid search methodology and selected the 
best parameters for performance evaluation. Each model was then evaluated using 10-
fold cross validation. Using this evaluation method, the data is partitioned into 10 equal 
folds, nine of which are used for training the model and one of which is used for testing 
the model. The mean results from all 10 simulations, including recall, precision,  𝐹1, and 
NER, are then collected. It is important to note that using this method involves training 
sets equal to 90% of the sample dataset. With a collection similar to my sample (6989 
total documents), this would require a reviewer to label almost 6300 documents (relevant 
and non-relevant) to train a traditional supervised classifier. The benefits of requiring just 





Supervised Clustering for Email: Software 
The required infrastructure for the system was built entirely using Python (Van Rossum 
and Drake 2009). All machine learning components of the system, including the 
clustering algorithms, the supervised classifiers, and the mechanisms used to tune and 
evaluate the supervised classifiers, were created using Scikit-learn, a popular machine 
learning library (Pedregosa, et al. 2011). The text pre-processing steps were 
accomplished using a combination of pandas (Reback, et al. 2020) and nltk (Natural 
























The following table illustrates the effect of seed count and user recall requirement on a 
given configuration’s NER value. Each seed count was tested with a range of individual 
clustering operation recall thresholds, as described above. The values below are the best 
NER values for configurations using the seed counts on the vertical axis that satisfied the 
recall requirements on the horizontal axis. The recall threshold value used for the 
individual clustering and voting operations to achieve these values is not recorded.  
NER   User Recall Requirement 





10 0.844 0.844 0.695 0.552 0.342 
20 0.887 0.785 0.751 0.59 0.333 
30 0.884 0.779 0.747 0.599 0.373 
40 0.86 0.817 0.717 0.575 0.44 
50 0.897 0.807 0.702 0.611 0.415 
Table 9 – Best NER values for seed count / user recall requirement combinations 
In general, the NER values decreased as user recall requirements increased. In the 
following chart, individual colored lines represent seed count values, while NER and user 
recall requirement are plotted on the vertical and horizontal axes, respectively. These 
results can be interpreted to show that, as a user increases the percentage of relevant 
documents they would like to retrieve, they can expect to eliminate fewer non-relevant 
documents from consideration. Still, even with a recall requirement of 95%, the above 
results indicate that with a collection similar to the sample used in this study, a user might 




consideration. Given the imbalance between relevant and non-relevant documents in this 
sample collection (7.6% and 92.4%, respectively), this amounts to a significant reduction 
in the labor required to review z collection.  
 
Figure 2 – NER at increasing user recall requirements, split by seed counts 
While Figure 2 illustrates how the user’s recall requirements affect likely NER values, a 
similar chart can be used to illustrate the effects of increasing seed counts. In the chart 
below, individual colored lines represent different user recall requirements, while the 
NER and seed count values are plotted on the vertical and horizontal axes, respectively. 
This chart demonstrates that increasing seed counts from 10 to 50 has little significant 
effect on the achievable NER values for each given user recall requirement. In other 
words, while users can expect their non-relevant elimination rates to change significantly 
with different recall requirements, the differences in results achieved by increasing seed 

















NER at Increasing User Recall Thresholds






Figure X – NER at increasing user seed counts, split by user recall requirement values 
 
See the following tables for NER, precision, recall, and f1 values for each user recall 
requirement level. These results are compiled by selecting the recall threshold for 
individual clustering/voting operations that resulted in the highest NER value for the 
provided user recall requirement. 
User Recall Requirement: 75% 
Seeds NER Precision Recall F1 
10 0.844 0.322 0.807 0.451 
20 0.887 0.359 0.76 0.483 
30 0.884 0.352 0.751 0.473 
40 0.86 0.316 0.784 0.444 
50 0.897 0.358 0.75 0.483 


















NER at Increasing Seed Count Values






User Recall Requirement: 80% 
Seeds NER Precision Recall F1 
10 0.844 0.322 0.807 0.451 
20 0.785 0.27 0.81 0.389 
30 0.779 0.235 0.83 0.364 
40 0.817 0.275 0.81 0.404 
50 0.807 0.263 0.819 0.391 
Table 12 – Performance Metrics for 80% user recall requirement 
 
User Recall Requirement: 85% 
Seeds NER Precision Recall F1 
10 0.695 0.199 0.855 0.318 
20 0.751 0.221 0.853 0.349 
30 0.747 0.22 0.855 0.347 
40 0.717 0.199 0.872 0.322 
50 0.702 0.189 0.874 0.308 
Table 13 – Performance Metrics for 85% user recall requirement 
 
User Recall Requirement: 90% 
Seeds NER Precision Recall F1 
10 0.552 0.166 0.903 0.271 
20 0.59 0.152 0.91 0.26 
30 0.599 0.154 0.911 0.263 
40 0.575 0.148 0.924 0.253 
50 0.611 0.152 0.901 0.259 
Table 14 – Performance Metrics for 90% user recall requirement 
 
User Recall Requirement: 95% 
Seeds NER Precision Recall F1 
10 0.342 0.109 0.968 0.196 
20 0.333 0.106 0.959 0.19 
30 0.373 0.108 0.957 0.194 
40 0.44 0.118 0.951 0.209 
50 0.415 0.112 0.95 0.199 






In general, supervised clustering sacrifices precision to the achieve the required recall 
levels. Were the user to provide a 95% recall requirement, these results indicate that 
though they could expect to eliminate from 30% to 40% of all non-relevant documents 
from consideration, relevant documents would still only comprise 10% to 11% of 
retrieved documents. Considering that relevant documents account for 7.2% of the entire 
sample collection, the retrieved documents would still require a significant amount of 
labor to sort and categorize according to the classes used in this study.  
 How do these results compare to those achieved by the supervised classification 
methods? The following table consists of metrics compiled using 10-fold cross validation 
for each of three algorithms: Support Vector Machines (SVMs), Gaussian Naïve Bayes, 
and k-Nearest Neighbor. Each algorithm was tuned to maximize recall in accordance 
with the requirements of the intended use case. 
Classifier Precision Recall F1 NER 
SVM 0.56 0.498 0.52 0.894 
Gaussian NB 0.272 0.287 0.273 0.865 
k-NN 0.545 0.047 0.085 0.921 
Table 16 – Supervised classification evaluation metrics 
 
Of these results, only the SVM achieved results worthy of consideration. While this 
classifier achieves a much higher precision value (56%) than the supervised clustering 
method tested above (from 10% to 35%), it was not able to achieve recall levels that 
would make it a viable option for the purposes of archival appraisal. In other words, few 
if any archivists would accept a system that could at best identify half (49.8%) of the 
documents associated with a target class from within a given collection. It must also be 
mentioned that the training requirements necessary to achieve these results are markedly 






This study has several limitations that must be taken into account. To begin, it is worth 
mentioning once more the difficulties of performing machine learning tasks on email 
collections. Email is multi-faceted, and it bears repeating that, “Email curation is a many-
layered thing” (Pennock 2006, 14). Each individual message includes a wide array of 
associated information that could be either meaningful or noisy. The obvious place to 
start when treating emails as data is the textual content of the message itself. What did the 
correspondents actually say or send to one another? The difficulties of extracting 
meaning from this information will be discussed below. In addition to the raw message 
body content, email messages can include attached file information, thread details like 
CC and BC recipients, timestamps, contact information, urgency flags, and sender and 
recipient details. Any attempt to classify emails without considering headers and 
attachments will inevitably miss part of the picture.  Furthermore, the raw message body 
text content of a given email message sometimes contains all of the text for previous 
messages in a thread. This duplication of text content can reduce the effectiveness of 
voting operations based on cluster assignments because certain messages that might fall 
into one class individually could exist within a larger thread that falls into another class. 
I elected to work only with the raw text content of email messages and to accept 
the limitations that come with doing so. Still, the raw text of email messages presents 




undergo formidable pre-processing before it can be used as input. Messages 
consists of core content that is accompanied by a significant amount of noisy information. 
For example, thread details like “Forwarded by:”, “From:,”, etc. end up being dominant 
terms within clusters and thus distract from the actual content of the message. The same 
is true of common email footers, including information about the device/service used to 
send an email (Blackberry, MSN Explorer) and company-wide privacy notices. One 
particularly common category of email footer was that of confidentiality notices attached 
to email threads including lawyers. These were often long enough to crowd out the actual 
message content but were varied enough to make any common removal strategies 
difficult. All of these concerns lead to the realization that the actual content of a given 
email document often constitutes only a small percentage of the characters in that 
document. Removing noisy information is difficult, and the steps I took to do so were not 
comprehensive. 
  Data labels also pose a significant problem. The sample dataset used for this 
study was labeled entirely by me. Resource limitations prohibited my ability to verify my 
label assignments using second or third reviewers. As a result, it was impossible to 
calculate Kappa statistics to gauge whether or not my labels were true representations of 
the data itself. The Kappa statistic represents the percent agreement between two 
independent reviewers and takes into account the potential for random chance. In other 
words, it is the degree to which two reviewers agree on label designations above what 
could be explained by random chance (McHugh 2012, 279). Establishing this statistic for 
a given set of categories within a collection is important for understanding the credibility 




“purely personal” email as opposed to a “not purely personal email,” it is unlikely that an 
automated system attempting to distinguish between these two categories will be able to 
do so effectively.  
 Another aspect of class labels that could affect results in other contexts is their 
distribution. In the context of this study, the “relevant” class comprised only 7.6% of the 
collection. Other classes of interest to archivists in this or other collections could be 
distributed differently. Class distribution could affect the outcomes of each individual 
clustering/voting operation. For example, classes which comprise close to half of a given 
collection might be spread across a larger number of clusters than those which account 
for a much smaller overall percentage of the collection. Class distribution also affects the 
amount of effort required to gather an appropriate number of seed documents. Classes 
like the “purely personal” designation in this study are rare and would require an archivist 
to sort through approximately 10-15 non-relevant emails for every relevant email given 
random distribution. While doing so would not approach the labor requirements 
necessary to train traditional supervised classifiers, it could still involve significant effort. 
 The selection of seed documents also creates potential for varied results. In 
evaluating the supervised clustering method described above, I established performance 
benchmarks by collecting mean performance values from ten separate seed samples. For 
example, to establish how well the system might perform with 30 seeds, each 
configuration that required this seed count was run 10 times using randomly selected 
(without replacement) sets of 30 positive seed documents. In a practical scenario 
involving this system, an archivist would only label a single set of 30 positive seed 




taken from this category might differ significantly from another set of 30 seeds taken 
from the same category. As a result, performance could differ significantly from the 
mean results presented as part of this study. 
 Several system-specific considerations must also be taken into account. The first 
involves the mechanism used to group and “vote” on relevant documents. In my adapted 
version of the supervised clustering method, non-seed documents receive votes if they are 
placed within the minimum set of clusters needed to aggregate some desired amount of 
positive seed documents. In other words, association with documents identified by 
reviewers as “relevant” allows non-seed documents to accrue votes. Relying solely on 
positive seed documents to assign votes to non-seed documents fails to account for the 
information that might be specific to non-relevant documents. When compiling a set of 
50 positive seeds, for example, a user would inevitably label some number of documents 
as negative in the process. Indeed, the method outlined by Varghese, Cawley, and Hong 
(2018) involves equal numbers of positive and negative seed documents. However, the 
mechanisms used to rank non-seed documents in that system as well as the one outlined 
in this study make no use of negative seeds. They are completely ignored by the 
individual voting operations. The information contained in negative seeds could help 
further differentiate relevant from non-relevant documents, and future adaptations of this 
system could find ways to account for this.  
Another system-specific consideration involves the individual clustering 
algorithms used to rank documents, LDA, k-Means, and NMF. While popular, it is 
possible that these particular techniques are not best-suited for clustering tasks within a 




collection or others.  Examination of a wider range of clustering techniques could help 
improve performance or broaden applicability. It is also possible that the collection itself 
may not be capable of yielding useful clustering results. For example, the results of a 
single LDA pass over the sample collection demonstrate how certain combinations of 
algorithm, parameters, and data might lead to undesirable outcomes for the mechanics of 
a classification system based on supervised clustering. The following table illustrates the 
cluster assignments that resulted from an LDA operation run using a k-value of 20. 





















Table 17 – LDA Cluster assignments for k=20 
In this example scenario, some 65% of the collection has been assigned to cluster 9. 
Among the 4555 documents that were placed in this cluster were 4 of the 10 positive seed 
documents generated for this test. With so many of the seed documents in this large 




receive +1 “vote” from this particular operation. While this scenario would not have an 
effect on the system’s ability to achieve the user’s recall requirement, it would affect the 
NER value for that particular configuration. In other words, the clumping of many 
documents within large single clusters could inhibit the system’s ability to eliminate non-
relevant documents from consideration. As with some of the data-related considerations 
above, significant testing is necessary to identify the best algorithms and configurations 
for a given context.  
All of these considerations, including collection attributes, class designations and 
distributions, and seed requirements, illuminate the context specificity of this system. 
While the results outlined above indicate potential performance given a specific 
classification task within a specific collection, these results could not necessarily be 
expected when deployed against another email collection or even a different set of 
categories within this same email collection. All results from this study indicate potential 
for performance in specific contexts rather than widespread applicability. Further work is 
needed to thoroughly investigate each of these areas and establish a deeper understanding 
of the capabilities of supervised clustering when deployed for use with email collections. 
 Finally, infrastructure requirements may limit the usability of this system for 
institutions without adequate computing resources. Performing multiple clustering 
operations in concert requires significant compute time, especially for large collections. 
The Enron Email Collection, for example, consists of hundreds of thousands of separate 
documents. The small sample used in this study consisted of just under 7,000 documents. 
On a machine with 16GB of RAM and 8 physical cores, grid-searching and tuning the 




classification runs sometimes taking over 20 minutes. It is true that the version of the 
system described in this study is not optimized for performance and does not take 
advantage of techniques like parallelization and vectorization, but these concerns remain 
should this system ever be deployed in a practical setting. While some larger institutions 
might have access to significant computing resources, this limitation could prove 






















Given the limitations described above, the supervised clustering approach described in 
this study shows promise for addressing certain archival appraisal problems. To put the 
system’s performance in context, we can compare its results to what one might expect 
using random samples from the collection. Does the system perform better than what 
might be expected from randomly selecting documents from the collection? The 
following chart illustrates the median performance values for all seed counts (10, 20, 30, 
40, 50) at each end of the range of user recall requirements tested. Put more plainly, these 
performance values might reasonably be expected given a seed count between 10 and 50 
and user recall requirements of 75% and 95%. As a point of comparison, expected values 
from randomly selecting 75% of the collection and 95% of the collection, respectively, 
are included, as are the top results from the supervised classifiers mentioned in the 
Results section. 
Method Recall NER Precision 
Supervised Clustering (Median) .76 .884 .352 
Random Selection .75 .25 .076 
SVM Classifier .498 .894 .56 
Table 18 – Performance above random for 75% user recall requirement 
 
Method Recall NER Precision 
Supervised Clustering (Median) .957 .373 .109 
Random Selection .95 .05 .076 
SVM Classifier .498 .894 .56 




In the above tables, recall values for random selection are determined by the 
assumption that randomly selecting a certain percentage of a collection will result in the 
retrieval of that percentage of all classes. This holds true for NER as well, for it is 
assumed that leaving out a certain percentage of collection would entail leaving out the 
same percentage of each class (relevant and non-relevant). Precision values are 
determined by the assumption that a truly random sample would have similar class 
distributions to the collection in general. In other words, a sample that includes 75% of 
the collection would have the same percentage of “purely personal” documents as would 
be present in the entire collection (7.6%).  
 How does the system stack up? In all areas it proves itself to be an improvement 
over random selection. While similar recall levels can be achieved simply by randomly 
sampling large portions of the collection, the advantage of this system lies in its ability to 
winnow out non-relevant documents. For example, while randomly selecting 95% of the 
collection would only eliminate 5% of non-relevant documents, providing 95% as a recall 
requirement to the supervised clustering system would allow one to eliminate over 37% 
of non-relevant documents. Should one be in a position to accept recall levels as low as 
75%, NER values of almost 90% could be achieved. Interestingly, the system even shows 
significantly improved precision over random selection, though in smaller increments 
compared to NER values.  
The system also shows significant advantages over traditional supervised methods 
for the purposes of appraisal. While the supervised classifier resulted in higher precision 
than either of the above supervised clustering iterations, this value is less relevant to the 




the area of recall by a significant margin, and can even achieve comparable NER values 
given lower recall requirements. All of this is possible with training requirements that are 
several orders of magnitude smaller than those that accompany traditional classification 
methods. 
 The supervised classification system described in this study is very context 
specific and that improvements to various aspects of the system and to data preparation 
practices remain to be made. Bearing these caveats in mind, supervised clustering shows 
potential as an efficient means for reducing the labor required to adequately classify 
documents according to categories provided by archivists. It is my hope that future 
research can expand upon the results of this study to better understand means for 
reducing context dependency and for utilizing more comprehensive representations of 
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