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A bstract
In current day modern multicell networks, inter-cell interference (ICI) poses a major 
obstacle to achieving the required high data rates and limits the performance of mobile 
users with the cell-edge and heavily shadowed users, i.e., critical users, being the worst 
affected. The main objective of this thesis is to address and analyse the multicell 
networks main problem; the ICI effect on the critical users’ performance. By offering 
to reduce, mitigate, avoid or even exploit the interference and through user grouping 
methods, this thesis presents various ICI coordination (ICIC) techniques to improve 
the performance of critical users, as a primary target, while maintaining the overall 
system performance, as a secondary target.
Limited cooperation techniques are developed to exploit the ICI with reduced back­
haul capacity needs. Systems with limited cooperation correspond to two class sys­
tems where critical users operate under a cooperative scheme and non-critical users 
operate under a non-cooperative scheme. The limited cooperation approach has been 
thoroughly investigated under two autonomous considerations: static and dynamic re­
source division and user grouping. Various transmission schemes, resource division, 
resource allocation and user grouping approaches are given offering reduced complex­
ity, tractable and flexible solutions. It is concluded that full cooperation is not required 
to maximise the overall performance. In addition, with affordable loss in total through­
put, the fairness and the performance of the critical users can significantly be enhanced 
while cooperation is active for only a small portion of total users.
Interference-aware resource allocation approaches, that require much less backhaul ca­
pacity, are also investigated to mitigate the effect of ICI with much reduced complexity. 
Two ICIC techniques are proposed. At first, a low complexity heuristic approach is 
taken in which the base stations seek to limit the ICI power affecting critical users. The 
second technique assumes a noncooperative power control game approach with pricing 
in which a penalty is imposed for the ICI caused and this penalty is priced according 
to the users’ performance metrics. Both techniques have improved the performance of 
the critical users while securing good performance standards for all other users.
In order to place the formerly examined scenarios into an analytical scope, information- 
theoretic analyses of the per-sector sum rates for multiple linear and nonlinear trans­
mission schemes are established. A modified Wyner model is proposed and a closed 
form approximation for the multicell joint processing is derived. Moreover, a selective 
transmission approach is explored to exploit the randomness of time-varying channels.
K ey  w ords: multicell networks, inter-cell interference coordination, critical users, user 
grouping, base station cooperation, resource allocation, fairness.
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Chapter 1
Introduction
T h e  exponential increase in the demand for high data rates for mobile devices calls 
for much more concentrated research efforts in the field of wireless communication sys­
tems. The increase in demand is due to the recent popularity of mobile multimedia 
applications, voice over IP (VoIP), video calling, digitalised services and high speed 
Internet on the move. This has led mobile communications to be the fastest growing 
segment in the communication industry where, with almost 6 billion mobile subscribers 
worldwide, it is an extremely lucrative market [1]. This has motivated and encouraged 
the research and directed the efforts towards achieving the industry goals in fair high 
data rate wireless networks. Figure 1.1 depicts the increase in the number of wire­
less and wired services subscribers for phone and for broadband services showing the 
exponential trend for mobile services surpassing wired services.
The increase in demand is evident by the fast leap from second generation mobile 
networks (2G) [2], third generation (3G) [3], high speed packet access (HSPA) [4,5] 
to long term  evolution (LTE) [6] and LTE-Advanced (LTE-A) [7]. That is in addition 
to several other wireless communications standards like worldwide interoperability for 
microwave access (WiMAX) [8] and high performance radio LAN (HiperLAN/2) [9]. 
However, the advancements in wireless communications standards require, on the other 
hand, the availability of various resources in order to realise the high data rates required. 
The resources available for information and communications technologies (ICT) are
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extremely scarce and very expensive. These include the power needed to feed the 
involved hardware. The energy consumed by the radio access part constitutes more 
than 50% of the total energy consumed by the mobile service providers (MSPs), hence, 
their energy bill [10]. In addition, MSPs have an obligation to reduce their energy 
consumption and their carbon emission by 20% by the year 2020 [11]. This commitment 
has led to much increased interest in finding alternative ways for using the available 
power as efficiently as possible by aiming to increase the data rate with additional 
power usage. Similarly, the usable bandwidth available for MSPs is, too, scarce and 
extremely expensive and a proper use of it has to be one of the most important goals of 
communication industry. For these reasons combined, increasing the spectral efficiency 
has gained major attention in order to avoid wasting precious resources and meet the 
market demand.
While increasing the spectral efficiency and data rates can meet the demands of the 
booming ICT market, collective measures have to be taken in order to avoid resource 
starvation for mobile users who, due to various reasons including channel condition and 
geographical location, are not feasible and expensive to serve thus do not receive a fair
1.1. Motivations and Objectives
share of the resources. This falls under the broader term of quality of service (QoS). 
Improving the quality of service is an essential task to maintain a healthy, and most 
importantly, profitable wireless communications system.
1.1 M otivations and O bjectives
• This thesis aims to propose inter-cell interference coordination techniques to reduce, 
avoid, mitigate or exploit the inter-cell interference and its effects in interference 
limited multicell networks. Inter-cell interference severely limits the performance of 
multicell networks because of the collision resulted from sharing the same frequency 
bands. The proposed interference coordination techniques are directed into creating 
a “fairer” system and providing a higher quality of service for all users by concen­
trating the efforts into improving the performance of vulnerable users in multicell 
networks, i.e., the users with bad channel conditions and low performance. All users 
in the networks should enjoy a fair, but not necessarily equal, treatm ent from service 
providers. Previously, the problem of inter-cell interference was avoided by using a 
high frequency reuse factor, hence, blindly orthogonalising the interference in the fre­
quency domain [12]. However, with the extensive demand for higher data rates, this 
approach will not be feasible for next generation multicell networks due to resource 
splitting. Therefore, intelligent inter-cell interference mitigation techniques need to 
exist in order to positively manage the effect of interference and improve the system 
performance. Inter-cell interference aflFects all the users in the system; however, the 
degree of its effect differs from one user to the other. The effect of the interference 
is more detrimental on vulnerable users who do not enjoy good channel conditions 
and are considered to be expensive to serve in greedy communication systems.
• In order be able to direct the effort to serve the vulnerable users, these users need 
to be identified first. In this thesis, the vulnerable users will be renamed as critical 
users. This is a result of the critical conditions from which these users suffer and 
to distinguish them from the term cell edge users. Cell edge users are the users lo­
cated at the boundaries of the cells in cellular networks (i.e., cell edge). While these
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users, because of the high signal attenuation caused by the exponential pathless and 
the close proximity to neighbouring base stations thus higher interference, can be 
considered critical users this not always the case. Although distance from the trans­
m itter and to the interferers plays an influential role in determining the condition 
of any user, it does not constitute the sole reason for users to be considered critical. 
Many other factors like fading coefficient in fading channels and shadowing affects 
the users’ performance just as much. For example, a cell edge user might have a 
high pathless component; however, the shadowing effect might actually improve its 
performance. Similarly, the varying nature of communication channels affect the 
users’ condition differently in every variation. Therefore, techniques for critical user 
selection are ought to exist to accommodate the needs of these users and exploit 
the full system potentials. In this thesis the users will be grouped into a group for 
critical users and a group for non-critical users in order to better attend to the needs 
of both groups.
• User grouping is performed to identify the critical users and provide them with a 
better quality of service by serving with considerations to their special requirements 
which are governed by their poor channel conditions and/or performance. However, 
to improve the performance of critical users, a severe penalty to the total system 
performance will be imposed [13]. Similarly, enhancing the total system performance 
will severely restrict the performance of critical users [14]. Unfortunately, most of the 
times, this is unavoidable. Therefore, finding a technique that can boost the fairness 
and the performance of the critical users without severe degradation in non-critical 
users’ performance, if improving both groups is not possible, becomes a challenging 
task. This thesis aims to improve the performance of the critical users as a primary 
objective taking into considerations the total system throughput as a secondary 
objective. Extensive degradation in the total throughput can render a technique, 
that is very effective in the improving the throughput of critical users, impractical.
1.2. Scope and Limitation o f Work
1.2 Scope and Lim itation of Work
In interference limited multicell networks, inter-cell interference coordination techniques 
that aims to enhance the fairness among the users and improve their throughput re­
quire some sort of collaboration between neighbouring base stations. To achieve this 
collaboration, these base stations have to have connection between them for message 
passing and information exchange. Therefore, the feasibility of the inter-cell inter­
ference coordination technique is restricted by the capacity, speed and latency of the 
backhaul. Thus, in order to achieve more practical techniques, the backhaul capacity 
considerations should be taken into account. This thesis does not explicitly include the 
backhaul limitations, although, all of the proposed techniques take these shortcomings 
implicitly. In this thesis, the base stations and the mobile terminals are assumed to 
have single antennae only. While multiple antenna terminals can further improve the 
performance of cellular networks, this thesis aims to the draw on the existing infrastruc­
ture and accordingly offer inter-cell interference coordination techniques. For mobile 
terminals, due to the small form factor and cost constraints, it might be difficult, but 
not impossible, to implement multiple antennae. As for the base station, the high 
cost associated with its hardware makes very costly to implement multiple antennae. 
Although this has been done in many scenarios, most of the currently installed base 
stations uses single antenna techniques. In this thesis, it is assumed that the channel 
state information are readily available at all decision making terminals and most of the 
inter-cell interference coordination schemes are based on this assumption. However, 
this difficult to achieve in real world scenarios due to estimation errors and the band­
width and backhaul capacity needed to to attain  these information. Therefore, it is 
widely accepted that imperfect channel state information will degrade the performance 
interference coordination schemes that require performance information.
1.3 Major Contributions
The contributions of this thesis are listed as follows;
• Grouping the users into critical and non-critical users and proposing a limited co-
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operation scheme where only the critical users are operative under a cooperative 
scheme. This technique reduces the backhaul capacity and the computational com­
plexity needed for full cooperation techniques. The users are grouped according to 
their geographical locations thus only the pathless is incorporated in the selection 
criterion. This is performed at first to test the various transmission schemes com­
binations proposed. Several transmission schemes are proposed as candidates for 
critical and non-critical users transmission schemes and these are:
An orthogonal transmission scheme where subcarriers are divided orthogonally 
between sectors and it is used for the critical and non-critical users alike.
A non-orthogonal transmission scheme is used for the non-critical users due 
to little or no interference affecting them because of large pathless.
Maximal ratio transmission scheme is used for the critical users to exploit the 
close proximity to nearby base stations.
Interference alignment scheme is given as a transmission scheme for the critical 
users to in an attem pt to orthogonalise the interference.
Subcarriers and power allocation solutions for the aforementioned transmission schemes 
are given. In addition, a simple approach for resource division between the two sub­
systems, created by user grouping, is also given. The proposed transmission schemes 
are investigated in term of fairness among users and the resulted scheme showed that 
full cooperation is not needed to maximise the fairness among users where limited 
cooperation achieve the best fairness results.
Proposing dynamic resource division and user grouping approaches for the limited 
cooperation scheme (presented previously) and taking a total utility maximisation 
approach. Building on the previously obtained fairness results, orthogonal scheme is 
used for the non-critical users and maximal ratio transmission is used for the criti­
cal users. A primal decomposition approach is formulated for the resource division 
problem between the two subsystems in addition to a heuristic algorithm for the 
subcarrier division to significantly reduce the complexity associated with resource 
division. The fairness among the users is improved by inducing proportional fairness 
though the adoption of a total utility maximisation approach. Moreover, various
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dynamic user selection techniques for user grouping were proposed and performance 
is evaluated. W ith small cooperation size, the resulting scheme is able to increase the 
fairness among users and the throughput of the worst users with minor degradation 
in total system performance. Furthermore, the resulting scheme is able to maximise 
the total utility of the system without the need for full cooperation.
• Proposing two user grouping based coordinated resource allocation (i.e., interference- 
aware resource allocation) techniques as an attem pt to further reduce the backhaul 
signalling needed where only minimal usage of the backhaul is required. These 
techniques depend, too, on grouping the users onto critical and non-critical users 
according to various performance criteria to direct the systems resources to the users 
in need. In addition, a performance metric has been introduced to quantify the 
users’ performance criterion and named the dissatisfaction index. The two proposed 
techniques are as follows:
1. The first technique is a low complexity heuristic technique tha t has been devel­
oped in order to reduce the interference on the critical users caused by non-critical 
users. A resource allocation technique that prohibits the sharing of subcarriers 
between critical users and reduces the transmission power on non-critical users 
causing interference on critical users is proposed. The resulting technique is able, 
with negligible loss in total throughput, to significantly increase the performance 
of the worst of users.
2. The second technique is based on the concept of game theory. A noncooperative 
power allocation game is formulated where the base stations are penalised for 
the interference they cause to users in surrounding sectors. Methods for pricing 
the interference are given according to the users’ dissatisfaction indices. The re­
sulting technique increases the performance of the worst users while at the same 
increases the total spectral efficiency of the whole system.
• An information-theoretic analysis is given. A modified Wyner model is proposed to 
further resemble the cellular structure of modern wireless communication systems. 
For this modified Wyner model, the per-sector sum rates for various transmission
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schemes are formulated. An approximation for the multicell processing is derived 
based on the sparse approximate inverse. The performance of the approximation is 
evaluated and it showed small approximation error with much smaller complexity. In 
addition, the numerical results for the sum rates of all transmission schemes are given 
for the time-invariant and time-varying channel. A selective transmission technique 
to exploit the channel randomness is given and its performance is compared with 
single transmission scheme.
1.4 Structure and Storyline
This thesis is divided into seven chapters and the structure of the thesis is as follows:
C h a p te r  2: B ackg round  a n d  L ite ra tu re  R eview : As an informative introduc­
tory to this thesis, this chapter offers the preliminaries and a background review con­
cerning the topics discussed in this thesis as well as highlighting the shortcomings of 
previous work. At first the Shannon capacity is presented as the most infiuential con­
cept in information theory. Orthogonal frequency division multiplexing is introduced 
and the reasons behind choosing it as the sole transmission technique for the tech­
niques proposed in this thesis are supplied. Radio resource allocation techniques for 
the single cell scenario are presented and classified according to the end result aspired. 
Later on, the multicell scenario is introduced and the challenges surrounding it are 
clarified. The backhaul capacity considerations are given to keep in mind that any im- 
plementable interference coordination technique has to have reduced backhaul usage. 
Afterwards, inter-cell interference coordination techniques are classified into frequency 
reuse techniques, base station cooperation techniques and coordinated resource alloca­
tion techniques. Each of the classes is explained and investigated and an overview of 
the published previous work is presented showing the gaps in the literature are clearly 
indicated.
C h a p te r  3: L im ited  C o o p e ra tio n  P a r t  I: S ta tic  R esource  D ivision an d  U ser 
G roup ing : This chapter addresses the cooperation in multicell networks where the
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channel state information, resource allocation decisions and data streams are shared 
between neighbouring base stations for multicell joint precoding/decoding purposes. 
While this is a very tempting idea, the extreme costs of backhaul signalling overhead and 
centralised computational complexity needed make full cooperation difficult to realise. 
As a result, the size of the cooperative region needs to be reduced to accommodate for 
the limited backhaul resources. A user grouping based limited cooperation technique is 
proposed where only a group of vulnerable users, referred to as the critical users, operate 
a cooperative transmission scheme. Various transmission schemes are used to serve the 
critical and non-critical users. In this thesis, maximal ratio transmission, interference 
alignment in addition to the noncooperative orthogonal transmission scheme are used 
for the critical users and the noncooperative orthogonal and nonorthogonal transmission 
schemes are used for the non-critical users. The resource allocation solutions for the 
transmission schemes are provided under the objective of maximising the total system 
sum rate. When dividing the system into two systems, a resource division problem 
arises. In this chapter, it is chosen to solve this challenge in a static and low complexity 
manner where the power and subcarrier are divided between the subsystems according 
to the number of users in each scheme. Similarly, users are selected to be critical in a 
static manner with the distance to the base station, thus, pathloss, is the only grouping 
criteria.
C h a p te r  4: L im ited  C o o p e ra tio n  P a r t  II: D ynam ic  R esou rce  D iv ision  a n d  
U ser G rouping : This chapter is a continuation and an improvement on the limited
cooperation technique proposed in the previous chapter. It was suspected from the 
previous chapter that the static approaches for dividing the resources and grouping the 
users could have degraded the performance of the limited cooperation scheme. Con­
sequently, approaches for dynamic resource division and users’ selection are proposed. 
Benefiting from the results obtained in the previous chapter, the chosen transmis­
sion schemes for both critical and non-critical users are the ones tha t have previously 
achieved the best fairness results. For resource division, to reduce the accompany­
ing computational complexity, the problem is decomposed into subproblems for each 
scheme with two coupling variables one for the power and the other for the subcarri-
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ers. Besides, as a result of the difficulty in achieving the optimal subcarrier division 
scheme, a heuristic subcarrier division scheme is offered to replace it. Several dynamic 
user selection methods are proposed in an attem pt to better distribute the resource 
on the critical users by assigning them to the scheme that benefits them the most. In 
this chapter, the sum utility maximisation approach is taken with logarithmic utility 
function to provide added fairness to the system.
C h a p te r  5: C o o rd in a ted  R esou rce  A llocation : While the limited cooperation
techniques might be tempting, its application is far from practical. The backhaul ca­
pacity and computational power needed to realise this cooperation is too significant. In 
this chapter, a move is made from the backhaul hungry cooperation techniques to the 
more backhaul friendly coordinated resource allocation techniques, or, in other words, 
interference-aware resource allocation, to reduce the interference in multicell networks 
and enhance the performance of critical users. In the context of this thesis, the coor­
dinated base stations share only radio resource allocation decisions and channel state 
information between each others, stringently reducing the need for a very high capacity 
backhaul. Two independent user grouping based techniques are proposed to tackle this 
challenge. Both techniques depend on an introduced performance metric and based on 
user grouping. The first technique adopted a low complexity heuristic sub carrier and 
power allocation approach similar to the weighted sum rate maximisation approach by 
suppressing the power of non-critical users interfering on critical users. The second one 
took a noncooperative game theoretic trend with pricing by penalising the interference 
induced on critical users in a manner related to the performance metric of these users. 
Both techniques are able to improve the performance of critical users with little or no 
impact on and even improve the total spectral efficiency.
C h a p te r  6: In fo rm a tio n  T h e o re tic  A nalysis: This chapter aims to put the mul­
ticell cellular scenario in a more analytical sense. Because the existing channel models 
do not entirely meet the structure of common cellular layout with sectorised base sta­
tions like the one used in this thesis, a modified Wyner model is proposed. This model 
resembles the cellular structure in which base stations receive interference from mainly
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two interferers with different independent coefficients. The per-sector sum rates of 
various transmission schemes are formulated including single cell processing, multicell 
processing, like dirty paper coding, maximal ratio transmission, minimum mean-square 
error and inter-cell zero forcing. Due to the complexity in finding the per-sector sum 
rate of the multicell processing scheme, a closed form approximation is derived showing 
good performance in various conditions with low complexity. This chapter, besides 
examining the existing techniques in the literature, proposed a selective transmission 
technique to exploit the channel randomness.
C h a p te r  7: C onclusions a n d  F u tu re  W ork: This chapter concludes and sum­
marises the work done in previous chapters. Moreover, it proposes various techniques 
that can be considered in any future work for more practical solutions.
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Chapter 2
Background and Literature Review
THIS chapter offers an overview of some basic wireless communications concepts used 
in this thesis and it also presents a review on the state-of-the-arts.
The preliminaries of wireless communication systems are introduced. These include 
Shannon’s capacity theory and the basics of multicarrier communications. Orthogonal 
frequency division multiplexing is presented as the sole transmission technique used in 
this thesis due to its intense presence in current and future wireless communication 
standards where its advantages and disadvantages are specified. Moreover, radio re­
source allocation techniques are stated for the single cell scenario and then categorised 
according to the objective of the optimisation problem. These include: sum rate max­
imisation, power minimisation and fairness related techniques among many others.
Afterwards, the review moves into the multicell scenario where the state-of-the-arts 
of static, semi-static and dynamic inter-cell interference coordination techniques are 
investigated. At first, the challenges that face multicell networks are stated as the 
inter-cell interference and backhaul capacity limitations. Then, ICIC techniques are 
presented and classed into: frequency reuse schemes, base station cooperation and 
coordinated resource allocation. Each class is presented and examined alongside its 
corresponding state-of-the-art approaches. Moreover, the gaps in the literature are 
identified in order to suggest a direction for the research needed.
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2.1 Preliminaries
2 .1 .1  C h an n el C ap acity
In information theory, the channel capacity is the upper bound on the amount of 
information that can be sent reliably over a communication channel with negligible 
probability of error, also called the bit error rate (BER) [15-17].
The channel capacity is defined by the input distribution, p{x), that maximises the 
mutual information of input x  and output y. This is illustrated as follows [18]:
C = maxl{x-,y). (2.1)
p{x)
Before Shannon it was widely believed that the only way to obtain reliable data com­
munications with small BER is to reduce the data rate. Shannon showed that with 
“intelligent” coding of the information, it is possible to achieve fast communication on 
the same channel with a small BER [19]. Shannon figured out that, for the additive 
white Gaussian noise channel, a very long Gaussian codebook is the capacity achieving 
codebook that maximises the mutual information in problem (2.1) [20]. Shannon found 
that, the for the additive white Gaussian noise (AWGN) channel, the capacity of the 
single antenna point-to-point wireless channel is [19]:
C = Blogg ^1 +  , bits/sec. (2.2)
where B  is the signal bandwidth, N q is the noise power spectral density and P  is the 
power.
2 .1 .2  M u lticarr ier  C om m u n ica tion s
In high speed data rate communications, inter-symbol interference (ISI) becomes a 
crippling challenge limiting the performance of such systems. It is known that, in order 
to reduce the effect of the ISI, the symbol duration must be much larger than the delay 
spread of the wireless channel [21]. However, the higher the data rate the smaller the
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symbol duration. A solution to the problem suggests that multiple parallel streams 
of low data rate transmissions can take place to maintain the high data rate required 
while at the same time maintain a relatively large symbol duration. From this, the 
concept of multicarrier communications rose.
The concept of multicarrier communications dates back to 1957 [22], when a special 
kind of multicarrier communications was implemented for the single-sided voice channel. 
The explicit use of multicarrier communications concept was first realised by Chang 
in [23]. Multicarrier communications then were using frequency division multiplexing 
(FDM) where, in an FDM system, the available bandwidth is divided into N  equally 
spaced non-overlapping sub-channels. This is illustrated in Figure 2.1(a). These sub­
channels are separated by a guard frequency to protect against inter-carrier interference 
resulting from the frequency offset caused by the propagation channel. At the receiver 
side, a separate filter for each sub-channel is required, adding to the design cost and 
complexity, [24].
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2.1.2.1 O rthogonal Frequency D ivision  M ultip lexing
FDM is not attractive from the spectral efficiency point of view due to the poorly 
managed resources where much of the bandwidth is lost in guard bands. Orthogonal 
frequency division multiplexing (OFDM) has been proposed as an alternative solution 
to the multicarrier communications problem. Applications of OFDM in mobile commu­
nications was first materialised by Cimini in [25]. OFDM, as the name suggests, uses 
orthogonal sub-channels, also called subcarriers, to transmit the data streams. The 
advantage of the orthogonality is that it allows the overlapping of the subcarriers and 
eliminates the need for guard bands without causing inter-carrier interference thus it 
increases the spectral efficiency of the system [26].
Orthogonal frequency division multiple access (OFDMA) is the multiple access vari­
ant of OFDM where it can accommodate multiple users. This is made possible by 
distributing the resource blocks available to the users that require access to the net­
work according to pre-set rules and objectives. This enables OFDMA to exploit the 
multiuser diversity that is present in cellular systems due to the locational distribu­
tion of users. A user could be experiencing a bad channel condition on one subcarrier 
and good channel condition on an other subcarrier and assigning the best sub carrier 
to tha t user can improve its performance. Similarly, OFDMA exploits the frequency 
diversity where, due to the diverse attenuation effects experienced by each subcarrier, 
the subcarrier with the best channel gain can be used.
2.1 .2 .2  A dvantages and D isadvantages o f O F D M /O F D M A
In this thesis, aside from the information-theoretic analysis chapter, downlink OFDMA 
is the transmission technique used. OFDMA has become increasingly popular and it 
has been chosen for many current and future wireline communications standards like 
asynchronous digital subscriber lines (ADSL), digital video broadcasting - cable version 
2 (DVB-C2) and power line communications (FLO) in addition to wireless standards 
such as wireless local area network (WLAN) standards IEEE 802.11a, g, n. Moreover, 
OFDMA has been selected as the transmission technique for next generation mobile
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networks where it chosen for the downlink of LTE (3GPP Release 8) [27], and LTE 
Advanced (3GPP Release 10) [7].
This widespread adoption of OFDM and OFDMA is because of its many attractive 
properties. OFDM is able to efficiently utilise the spectrum by allowing the overlap­
ping of subcarriers and is able to fight the frequency selectivity by using many narrow 
band subcarriers that are not affected by this selectivity. In addition, the presence of 
the cyclic prefix (CP) in OFDM symbols can protect the system from the ISI. OFDM 
is computationally efficient to implement by using fast Fourier transform/ inverse fast 
Fourier transform (FFT/IFFT) at the receiver/ transm itter and it allows adaptive mod­
ulation and coding for each subcarrier separately to accommodate for the channel di­
versity. Unfortunately, OFDM has a high peak to average power ratio (PAPR) and it 
is very sensitive to frequency offset.
The most important property for OFDM/ OFDMA, for cellular networks, is scalability 
where, when extra bandwidth is available, the number of subcarriers can be increased, 
this can be done by varying the size of the FFT  while fixing the subcarrier spacing, 
giving the technique a great flexibility in deployment which is needed in the modern 
cellular networks [28]. However, when decreasing the size of the FFT the spectral 
efficiency of the system decreases.
2.2 Radio Resource A llocations
As indicated above, OFDMA exploits the channel diversity resulting from the frequency 
selectivity effect in wideband wireless communications. However, in order to maximise 
the advantages of OFDM and attain a fair and spectrally efficient communication sys­
tem, a form of resource management should be employed. In this thesis, only the 
allocation of the two main resources available in wireless communication networks is 
discussed and these resources are subcarriers and power. Subcarrier allocation is the 
method in which the available OFDM subcarriers, or resource blocks for that m atter, 
are distributed to the users in the system to exploit the channel and multiuser diversity. 
Similarly, power allocation is the method in which the available power is allocated to 
these OFDM subcarriers. Other resources can also be managed to accomplish a more
18 Chapter 2. Background and Literature Review
efficient system. For example, rate adaptation (subcarrier and power), antenna height 
adjustment (space), admission control (subcarrier and power) among many others.
Most resource allocation problems can be represented as a mathematical optimisation 
problem. The pseudo-equation (2.3) represents how an optimisation problem can be 
written in mathematical form. Each optimisation problem has an objective function 
to quantify the goal of this optimisation. The objective function usually represents a 
linear or non-linear function of rate or power or other wireless communication quantities 
of interest. Due to the scarcity of resources, constraints on the total amount and the 
method of distribution of these resources are imposed in the optimisation problems. 
In addition, some aspects related to the quality of service can also be inserted as 
constraints to achieve the desired fairness.
max and/or min Objective Function 
Conditions : C l : Subcarrier Allocation Constraints 
C2 : Power Allocation Constraints 
C3 : Other QoS Constraints
(2.3)
The main idea behind using dynamic radio resource allocation techniques, despite the 
added complexity, is to better utilise the scarce resources in such a manner to achieve 
the systems objectives. These objectives vary according to the techniques proposed. 
In the following subsections, resource allocation techniques are categorised according 
to their objective functions. The examples presented in these subsections are intended 
for understanding the resource allocation in the single cell scenario where some of them 
can be ported to the multicell scenarios.
2 .2 .1  Su m  R a te  M a x im isa tio n
The most common of all objectives, sum rate maximisation techniques aim to maximise 
the total system throughout, or spectral efficiency. Due to the huge demand on high 
data rates, this idea gained a lot of interest in the research community. In multiuser 
single cell systems, the optimal solution, in terms of the Shannon-theoretic solution,
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occurs when sharing of subcarriers is prohibited [29], and the subcarriers are given to 
the users with the best channel condition [30]. Hence, the exclusivity of subcarriers 
is an important property to bear in mind when designing any subcarrier allocation 
algorithm. Moreover, the optimal power allocation for both, single users and multiuser 
systems with fixed subcarrier assignment, is the single user water filling solution [18].
Many authors confronted the sum rate maximisation problem to improve the system 
performance. For example, in the critically acclaimed paper [29], the authors tackled 
the sum rate maximisation problem by first allowing the users to share the subcarriers 
to relax the constraints then solving the optimisation problem, although they found 
later tha t the optimal solution is attained when the subcarrier sharing is banned. The 
solution to the optimisation problem consisted of a subcarrier allocation part and a 
power allocation part using convex optimisation methods.
All of these greedy solutions for the subcarriers and power allocation leads to an “unfair” 
system and leaves many of the vulnerable users without any resources allocated to them. 
For this reason, most of the sum rate maximisation techniques are studied in the form 
of weighted sum rate maximisation as a manageable way to introduce fairness without 
severely complicating the problem (see Section 2.2.3.1).
2 .2 .2  P ow er M in im isa tio n
Due to the ICT industry obligations to reduce their consumed energy, most recog­
nised the need for a power minimisation approach. In general, power minimisation 
problems aim to reduce the consumed energy in the system by efficiently distributing 
the subcarriers and power on the users while at the same time keeping a constraint 
of a minimum performance criterion to guarantee a certain QoS and avoid resource 
starvation. W ithout minimum QoS constraints, the allocation technique will stop the 
transmission completely by allocating zero power to the subcarriers to save the energy 
following to the optimisation problem objective.
This path has been taken by many researchers to achieve an energy efficient system. The 
celebrated paper of Wong, et. al. in [31] tackled the power minimisation problem for 
subcarrier allocation, bit loading and power control. The authors placed a constraint
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on the minimum signal-to-interference-plus-noise-ratio (SINR) needed for each user. 
Otherwise, the scheduler will not allocate any power to these users. The authors 
proposed a Lagrangian relaxation approach to ease the complex combinatorial problem 
by allowing noninteger values for the subcarrier assignment function, hence, allowing 
subcarrier sharing. Despite good performance over fixed assignments, the solution was 
still computationally expensive and difficult to implement. A class of low complexity 
subcarrier and power allocation techniques in the single cell scenario are proposed 
in [32]. This is done by dividing the problem into power and subcarrier allocation 
subproblems. The resulting algorithms lead to low power consumption and low outage 
probability for mobile users and has achieved a more tractable and easier to implement 
solutions.
2 .2 .3  Fairness R e la ted  O b jectiv es
Fairness in resource allocation refers to the distribution of the available resources among 
the users and giving each user a fair share of these resources. Fair shares does not 
necessarily mean equal shares. There many notions of fairness and most will be clarified 
later such as max-min fairness and proportional fairness. Realising fairness needs among 
all users is an issue of paramount importance in wireless networks. Fairness in itself 
can be the objective of an optimisation and many techniques can be used to attain this 
fairness. In this thesis, fairness among users plays an important role in determining 
the performance of an interference avoidance technique. Fairness of the users rates is 
measured using Jain’s Fairness Index [33] which measure how equal users rates are. 
While having equal rates is not the aim of this thesis, having date rates close to each 
others for critical and non-critical users alike achieves the aspired fairness.
2.2.3.1 W eighted O ptim isation Techniques
Weighted optimisation techniques, like weighted sum rate maximisation, weighted util­
ity optimisation or weighted power minimisation, are designed to offer a level of flexi­
bility concerning each user’s performance by weighting down or up each user according 
to various criteria without much added complexity. In other words, assigning a variable
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weight to a certain user can alter the end result in a manner that leads to favouring tha t 
specific user’s needs in terms of resources. Weights can be calculated according to  vari­
ous performance criteria, for instance, distance from transmitter, average achieved sum 
rate or channel condition among many other. In addition, they can be varied according 
to the user status, for example, VIP users have higher weight values to accommodate 
their rate or power demands.
The weighted sum rate maximisation is a very common objective in the family of 
weighted optimisation techniques. In [34], the authors offered a solution for the weighted 
sum rate maximisation for frequency division multiple access (FDMA). FDMA is the 
multiuser variant of FDM and, in essence, very similar to OFDMA. This solution was 
obtained through relaxing FDMA constraint by allowing time sharing of subcarrier 
between the users. Time sharing implies that there is no interference on the time- 
shared sub carriers even though they are used by multiple users. The final solution 
has low complexity allowing it to be used in real time resource allocation of multiuser 
scenarios. It is noteworthy to clarify that this time sharing differs from the so-called 
“tim esharing” condition presented in [35]. The time-sharing condition implies th a t the 
maximum value of the optimisation problem is a concave function and when present, 
the duality gap goes to zero.
The authors in [36] solved two optimisation problems: the weighted sum rate maximisa­
tion and the weighted power minimisation. Both problems are shown to be non-convex. 
However, using the observation demonstrated in [35], they showed that, as the num­
ber of subcarriers goes to infinity, the duality gap goes to zero. Hence, dual methods 
were used to solve the optimisation problems. The authors proposed efficient resource 
allocation algorithms after establishing that the duality gap goes to zero with practical 
number of subcarrier.
2.2.3.2 M ax-M in Fairness
Max-Min fairness refers to the idea of maximising the rate of the users with the mini­
mum rates. In other words, the optimisation problem aims to maximise the performance 
of the users who, due to bad channel conditions, attained the minimum data rate  out
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of all other users. This kind of fairness leads to inflexible, but equal, data rates dis­
tribution. The credit goes to Bertsakas and Gallager for migrating the idea from its 
original use in economics into the resource allocation of wireless communications [37].
This method was used by Rhee and Cioffi in [38]. The authors formulated a max- 
min optimisation problem of the users rates in order to acquire a subcarrier allocation 
solution. The optimal solution of the subcarrier assignments is found to be extremely 
complex and difficult to obtain. Therefore, a reduced complexity sub-optimal algorithm 
was proposed and found to perform well in simulations.
2.2.3.3 Fairness Tailored by U tility  Functions
Utility functions, coming from the field of economics [39], are a flexible way to represent 
the system preferences towards its resources. Utility functions can represent a profit 
function in which it should be maximised or a cost function in which it should be min­
imised. In communication theory, specifically in resource allocation, utility function can 
signify a variety of objectives represented by linear or nonlinear combinations of conven­
tional optimisation objectives, e.g., sum rate or power. By allowing concave nonlinear 
utility functions with diverse parameters, utility optimisation substantially expands 
the field of traditional resource allocation problems. Due to the layered structure of 
communication systems, during optimisation, the layers are mostly treated individually 
and optimisation is performed on one single layer at a time. However, network utility 
optimisation techniques overcome this via cross layer optimisation by considering more 
than one layer problems as a single optimisation problem. The seminal paper by Kelly 
et al. [40] immensely popularised the use of utility functions in the resource allocation 
of communications networks for fairness oriented user behaviours.
The use of utility functions for resource allocation is very popular in the literature. 
For instance, in [41], the authors formulated a utility maximisation problem for cross 
layer optimisation in wireless OFDM systems. The proposed objective function was 
a logarithmic function of the user’s rate where maximising it guarantees proportional 
fairness among users (see Section 2.2.3.4). The authors derived a joint and disjoint 
subcarrier and power allocation solutions achieving appreciable performance gains.
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2.2.3.4 Proportional Fairness
Proportional fairness, introduced by Kelly et al. [40], offers a great compromise be­
tween the maximum throughput and fairness among users. Proportional fairness can 
be represented by setting a constraint on the ratio of users’ rates (or delay, SINR, 
etc...) to be equal to a predefined ratio. One of the most important findings by Kelly 
et al. in [40] is that maximising a logarithmic utility function of users’ throughput at­
tains proportional fairness with much reduced complexity. Using this approach, users 
with bad channel conditions achieve bad throughput, however, they do not suffer from 
resource starvation unlike in greedy allocation approaches.
Many authors adopted the proportional fairness approach to in order to offer good 
QoS for all users. For example, the authors in [42] proposed users’ rate proportionality 
constraint to provide the fairness required. The values of the proportionality constraint 
can be modified according to the system fairness objectives. These modifications are 
related to the vulnerability of the user for example in terms of channel condition or 
location. In [43], for the power minimisation problem, the authors aimed at providing a 
proportionally fair resource allocation scheme by constraining the bandwidth allocated 
according to the number of packets that users will transmit.
Besides proportional fairness, some authors added additional constraints to guarantee 
a certain level of QoS to the users. The authors in [44], extended the work in [45] by 
proposing a low complexity subcarrier and power allocation algorithms for sum rate 
maximisation. The optimisation problem was constrained by the total power constraint, 
users’ rate proportionality and BER constraint. By relaxing the constraints, they 
managed to create a low complexity non-iterative optimisation method. A suboptimal 
joint subcarrier and power allocation technique in rate adaptive systems was proposed 
in [46]. The authors aimed to maximise the sum rate while maintaining the predefined 
proportional rate fairness using a joint subcarrier and power allocation algorithm.
2.2.3.5 M inim um  R equirem ent C onstraints
Some research topics sought to guarantee a certain performance criteria to provide a 
QoS required for a specific service for instance, data, voice, and/or video. For example,
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in [47], a constraint on the minimum date rate requirement for each user is imposed to 
provide the QoS needed for a certain type of transmission. This is done by proposing a 
greedy like algorithm for resource allocation which, in this case, determines the number 
of subcarriers and power needed for each user. Then, subcarrier assignment and bit 
loading problems were solved using a classical Hungarian method [48].
Table 2.1: Resource allocation objectives
O bjective Form ulation A dvantages D isadvantages
M ax Sum  R ate, 
e.g., [29]
max]^Rfc
s.t.
Best sum rate Greedy approach, no 
data rate fairness
Power M inim isa­
tion , e.g., [31]
min Bk 
s.t. Rk or 
SINR
Lowest power consump­
tion, minimum perfor­
mance metric
No regards for data rate
M ax W eighted  
Sum  R ate, 
e.g., [36]
max J2^kRk
s.t. '^ p
Data rates fairness 
adjustable by varying 
weights
No guarantee for meeting 
fairness desired
M ax M in U ser’s 
R ate, e.g., [38]
max min Rk 
s.t. '^ p
Equal users’ data rates Inflexible data rates dis­
tribution
U tility  B ased  
O ptim isation, 
e.g., [41]
max or 
min 53 Ufc
Objective adjustable by 
utility function, cross 
layer optimisation
Sometimes computation­
ally complex
P roportional 
Fairness, e.g., [42]
max Y^Rk 
s.t. R i : . . .  : 
R k
Proportional fairness is 
almost guaranteed
M inim um  R e­
quirem ent Con­
straints, e.g., [47]
max Y  Rk 
s.t. BER or 
SINR
Variable minimum re­
quirement, achieves fair­
ness
No guarantee to achiev­
ing the minimum re­
quirements
In addition to the previous categories, various other objectives can be used. For in­
stance, the minimisation of the BER which was realised in [49] or constraining the 
probability of error to better suit practical system models [50] in addition to maximis­
ing energy efficiency, in terms of bits-per-joule [51]. A summary of objective functions, 
examples, advantage and disadvantages is given in Table 2.1.
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In this thesis, to achieve fairness, combined with user grouping and prioritisation, three 
different objective functions will be used; sum rate maximisation, weighted sum rate 
maximisation and total utility maximisation. In addition, fairness is implicitly implied 
in each of the proposed interference techniques by prioritising the users and group them 
into groups according to their needs in order to serve each user.
2.3 M ulticell Cellular Scenario
Due to the exponential decay of radio signal strengths over large distances, especially at 
the frequency band used by mobile networks, multiple transmitters in a cellular layout 
need to be utilised to overcome this problem. Unfortunately, this cellular layout imposes 
many challenges where sharing the same frequency bands causes interference between 
the cells called inter-cell interference. Inter-cell interference is an inherent impairment 
of multicell networks and, in some cases, is much more significant than AWGN, and 
might become, if not properly managed, a crippling factor limiting the throughput of 
multicell systems [52]. In order improve the multicell network throughput, techniques 
that aim to reduce, cancel, mitigate or even exploit this interference, called inter-cell 
interference coordination techniques, ought to exist.
2 .3 .1  In ter-C ell In terferen ce  C o ord in a tion
Inter-cell interference (ICI) severely restricts the performance in multicell systems. ICI 
is the most influential limiting factor on vulnerable users’ performance where the col­
lision on vulnerable users causes the most noticeable degradation in SINR [53]. To 
reduce the ICI effect and exploit the full potential of the system, inter-cell interference 
coordination (ICIC) techniques should be employed [54]. ICIC techniques can be split 
into: static, semi-static and dynamic techniques. Static and semi-static refer to tech­
niques that are planned in advance and do not adapt to the varying nature of wireless 
communication environments. These techniques add no or very little complexity on 
the system because no intelligent system is needed. Static and semi-static techniques
26 Chapter 2. Background and Literature Review
include frequency reuse schemes that aim to avoid the interference by orthogonalising 
it in the frequency or time domain. Sometimes, static power control rules are imposed 
where a limit on the transmit power on certain frequency bands is set to reduce the 
interference on those bands. Dynamic ICIC techniques aspire to exploit and accom­
modate for the varying nature of wireless channels in order to reduce the interference 
caused by neighbouring cells. Dynamic ICIC techniques include, among others, coop­
eration between base stations (BSs) and coordinated resource allocation. Both rely 
on dynamic information exchange between BSs, thus, draw on, to different extents, 
an extensive infrastructure to reduce, avoid, orthogonalise or even benefit from ICI. 
Hence, the choice of the interference coordination technique depends heavily on the ac­
cessible hardware and infrastructure that can accommodate this technique. It is worth 
noting that, in any of the aforementioned and forthcoming interference coordination 
techniques, it is tricky to find a pure technique where only one approach is taken, due 
to the interlocking aspects of performance optimisation approaches. For example, a 
static frequency reuse scheme, can have a dynamic power control rule or a coordinated 
resource allocation aspect at the same time.
2 .3 .2  B ack h au l C ap acity  C on sid era tion s
The backhaul of wireless communication systems is the part of infrastructure that 
provides connectivity between the BSs and between the BSs and the central processor 
or radio controller. The backhaul of wireless cellular networks represent the backbone 
of the whole system. If the backhaul is unable to accommodate the network needs, it 
can cause severe degradation in service. For this reason, mobile operators are aiming to 
optimise the backhaul cost efficiency to shelter the network requirements. This made 
the backhaul to cost up to a quarter of the operational expenditure of MSPs [55].
It has been widely accepted that the air interface is the bottleneck of wireless commu­
nication systems, but the introduction of OFDM as the air interface for modern mobile 
communication standards relaxed the strains put on the air-interface. In addition to 
that, the exponential demand for high data rates has led the backhaul to be considered 
as the new bottleneck of wireless networks [56]. Most current backhaul connectivity are
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made of copper lines in urban areas or microwave links in rural areas [57]. However, in 
recent years, the connection between BSs and their controllers is switching to fibre optic 
to meet the envisioned targets despite the high deployment cost [58]. The connection 
between BSs is completed via varieties of standards to unify the backhaul installation 
requirements. For instance, LTE systems use the SI or the X2 interfaces for backhaul 
communications [59]. Due to the limitations of backhaul connections, it is important 
for ICIC techniques to take into account these limitations to achieve a more practical 
technique.
As it will be evident in the next sections, most of the existing work on ICIC techniques, 
especially for the BS cooperation techniques, does not take into account the backhaul 
limitations and most of the time assumes unlimited backhaul capacity. While in this 
thesis the backhaul considerations are not taken explicitly, these are taken implicitly by 
aiming to reduce the need for backhaul usage through the proposed ICIC techniques.
2 .3 .3  F requency  R eu se  S ch em es
Because of the signal propagation losses, the available frequency band is reused in some 
or all cells to give way for other transmitters to operate. The methods in which the 
spectrum is reused are called frequency reuse schemes. These methods generate many 
challenges for system planners in terms of managing the interference and maintaining 
the throughput. For example, if a frequency band is assigned to cells tha t are relatively 
close to each others, the small pathloss attenuation influences the strength of ICI, and, 
in turn, the throughput [60]. On the other hand, if the spectrum is heavily divided 
into many smaller sub-bands, to increase the distance between interfering bands, large 
throughput degradation occurs due to resource splitting [61].
Applying a frequency reuse scheme starts by shaping the cells. This is by far concerns 
the graphical representation of the cell shape whereas real world patterns (i.e., cell 
coverage) follow the earth topography and depend on the obstacles in the propaga­
tion path. The frequency reuse planning can be applied on cells with omnidirectional 
antenna BSs or the sectors of BSs with sectorised antennae. In comparison with BSs 
with omnidirectional antennae, sectorised antennae can significantly improve the per­
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formance of cellular systems [62]. In addition, the layout of sectorised BSs chiefly 
the three sector layout has become more popular especially since the IEEE 802.16m 
WiMAX body specified that three is the number of neighbouring BSs that should be 
utilised for BS cooperation [63]. Therefore, throughout this thesis, only the case of 
sectorised antenna BSs is investigated. The frequency bands are assigned to the sectors 
according to the degree of reuse which is referred to as the frequency reuse factor, k. 
For instance, a frequency reuse factor of three corresponds a system where a frequency 
band is repeated every three sectors. An example of the two frequency reuse factors, 
one and three, is given in Figure 2.2. Frequency reuse schemes are important from the 
fairness and QoS point of views by virtue of the benefits they give to the vulnerable 
cell edge users in terms of performance improvement [64].
Static frequency planning employing a pure frequency reuse strategy with « > 1 suc­
cessfully reduce, even completely eliminate, depending on k, the ICI; however, it can 
severely degrade the total system throughput. More effective techniques, that avoid 
the downfalls of pure frequency reuse strategies, can be used to exploit the diversity 
resulting from random user distribution, i.e., users’ locations in the cells. Users near 
the BS are not usually incapacitated by ICI to the same degree as cell edge users. Due 
the larger spatial separation between these users and interfering BSs, the interfering 
signal experiences high attention because of the higher pathloss effect. To exploit the 
variation in users’ performance, many hybrid and semi-static frequency reuse scheme. 
In this thesis, when frequency reuse schemes are employed, it is aimed to use as small 
as possible frequency reuse factor k and avoid employing pure frequency reuse schemes 
that partition the resources and lead to performance degradation.
Fractional frequency reuse (FFR) is one of the frequency reuse schemes that takes 
advantage of the good channel condition experienced by cell centre users [65]. FFR, 
introduced by Halpern in [66], for circuit-switched networks, divides, in the three- 
sector sectorised BSs with hexagonal layout, the available spectrum into four orthogonal 
chunks, not necessarily equal. Each one of the three cell edges is assigned one of three 
chunks and the fourth chunk is shared by the cell centres. As a result, the vulnerable cell 
edge users do not cause or suffer from interference as a result of orthogonalisation. On
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(a)
Mi
Figure 2.2: Frequency reuse scheme of hexagonally shaped sectorised cellular 
networks with a frequency reuse factor of: (a) one and (b) three
the other hand, cell centre users, due to their good channel conditions and large distance 
from interferers, still enjoy a good performance. Soft frequency reuse (SFR) is another 
common frequency reuse scheme [67]. In SFR, and the same three-sector scenario as 
above, the spectrum is divided into three orthogonal chunks. Each chunk is appointed 
to a different cell edge while each cell centre uses the two chunks orthogonal to the one
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Figure 2.3: A depiction of; (a) FFR and (b) SFR frequency reuse schemes
used by its cell edge. A power limit is placed on the cell centre frequency bands to 
reduce the interference they cause on cell edge users in opposing cells. The advantages 
of FFR and SFR are well recognised for the advancement of wireless communication 
and have been suggested in many of the recent standards. For instance, FFR is used 
in IEEE standard 802.20 (Mobile Broadband Wireless Access (MBWA)) [68] and the 
IEEE 802.16 standard (WiMAX) [8] whereas SFR is proposed for LTE [69,70]. Both 
schemes are illustrated in Figure 2.3.
To further improve on the performance, variations of above schemes have been pro­
posed. Many of the techniques offered more exploitation of FFR and SFR, by means of
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dynamic allocation of the resources under the umbrella of the frequency reuse scheme. 
In [71], it was shown that appreciable performance gains, especially for cell edge users, 
can be obtained by dynamic frequency allocation with FFR scheme in cellular systems. 
Because the cell edge users pose a big challenge on the fairness and the QoS, many 
authors have tried to take advantage of the benefits FFR and SFR can offer for cell 
edge users to further improve their performance. Unlike SFR, FFR  has a frequency 
reuse factor higher than one, k >  1, this leads to loss in potential throughput due 
to resource partitioning. Therefore, methods to find a minimum reuse factor are pro­
posed especially after showing that FFR offer good performance gains in rural WiMAX 
networks [72] and it can significantly improve the coverage. It can also enhance the 
capacity of WiMAX cellular systems [73].
The vulnerability of cell edge users in cellular scenarios has been given major attention 
in the literature to assist them in having an acceptable QoS. Frequency reuse schemes 
were proposed as candidates to support the critical and cell edge users in enhancing 
their performance where many of the proposed techniques have offered to enhance the 
performance of critical users under the broader notion of FFR and SFR. In [74], for 
example, the concept of capacity density was exploited to efficiently use the scarce 
resources for the benefit of users altogether and to increase the throughput of cell edge 
ones. In addition, dynamic resource allocation can improve the performance of cell 
edge users in SFR [75] without negative impact on the performance of cell centre users 
and maintaining fairness among the users.
In order to serve the critical users appropriately considering the limited resources avail­
able, these users have to be first identified and grouped into groups: critical and non- 
critical users’ groups. Grouping the users into groups that reflect their QoS should be 
considered to exploit the differences in users’ requirements by treating them differently 
according to their performance metrics. User grouping can improve the critical users’ 
throughput by prioritising them where critical users are given higher priority to reduce 
the ICI affecting them than non-critical users. For example, using frequency reuse 
schemes, critical users can be served in a frequency band that is orthogonal to the ones 
in neighbouring regions and increase their transmission power.
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User grouping technique has appeared in the literature, although not extensively to 
improve the users performance. The authors in [76] proposed an FFR scheme with 
dynamic users assignment for the multicellular WiMAX networks. The users were 
assigned to different zones with different frequency reuse factors according to various 
criteria including distance and SINR. It was found that this approach boosts the 
total system and cell edge users’ throughput in comparison to static FFR techniques. 
Grouping the users into groups (cell edge and cell centre groups as it mostly appears 
in the literature) can ease the optimisation problem by allowing its decomposition 
into two, dependent or independent, smaller and easier to solve, subproblems: one 
subproblem for each user group. This tactic has been utilised in SFR to attain an 
efficient frequency reuse scheme and minimise the consumed power [77] and has been 
used in FFR to improve the performance of the cell users using adaptive resource 
allocation technique. In this thesis, when a frequency reuse scheme is employed, the 
concept of user grouping is fully exploited by aiming to serve them with a frequency 
band that provides the minimum collision possible and increase their performance.
2 .3 .4  B a se  S ta tio n  C o o p era tio n
In the context of this thesis, base station cooperation is the act of sharing data streams, 
radio resource decisions and channel state information between neighbouring BSs where 
they perform joint processing with the help of a centralised processor and then trans­
mit to the intended users. Consequently, joint precoding/decoding at the transmit­
ting/receiving BSs is performed. Cooperation between BSs, as it manifest itself in 
this thesis, can be seen with great, but not complete, similarity, depending on the 
scenario, as coordinated multipoint (CoMP) [78] networked-multiple input multiple 
output (networked-MIMO) [79] or distributed antenna systems (DAS) [80] among oth­
ers. CoMP scheme implies coordination between multiple geographically separated 
transmission sites to improve signal quality, cell coverage or cell throughput. CoMP 
schemes can be categorised for the downlink transmission of cellular networks to joint 
processing, coordinated scheduling/beamforming or hybrid of both [81]. DAS is a 
scheme in which geographically separated antennae distributed in the cell sector assist 
a macrocell to improve the coverage and/or cell throughput. Similarly, networked-
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MIMO, which can be an umbrella expression for CoMP and DAS, refers to a MIMO 
system in which there is a a virtual transm itter connected to multiple geographically 
distributed antennae through an error-free unlimited capacity and zero latency links 
and it exactly resemble a traditional MIMO system but with distributed antennae. 
CoMP, networked-MIMO and DAS vary by definition, but cooperation between BSs 
for the purpose of exploiting the interference can refer to any of those three terms. The 
main driver from using cooperative BSs comes from advancements and realisations that 
achieving significant capacity gains and improved coverage for future generation mobile 
networks can only be achieved with multi-antenna networks [82] which the cooperative 
BS scenario, described in this thesis, falls under. Therefore, cooperation between BSs 
plays an important role in this thesis to improve the performance of critical users. An 
illustration of a cluster with cooperative BSs is given in Figure 2.4. It is worth noting 
that cooperative communications can also refer to various relaying techniques where a 
third transceiver assists the transm itter in sending information to the receiver. See [83] 
for more details. Cooperation between BSs is used to harness the benefits of MIMO 
systems by transforming the existing multicell multiuser system into a multiuser MIMO 
system and mimicking its behaviour by centralised processing and joint precoding. The 
BS antennae constitute a MIMO system with distributed antennae. In more accurate 
words, cooperative base stations form a multiuser multiple input single output (MISO) 
system. By doing so, users can benefit from the interference coming from surrounding 
BSs by joint precoding/decoding at the BSs.
Cooperative base stations techniques require high backhaul usage and large computa­
tional complexity because of the extensive sharing of data between the BSs and the 
joint processing at the centralised processor. These pose various challenges on the 
design and implementation of cooperative BS systems. However, most analytical and 
information-theoretic analyses of the multicell joint processing models assumed the un­
limited capacity, error free, delayless and globally connected backhaul. The late Dr. 
Aaron D. Wyner proposed, in his critically acclaimed paper [84], what has become to 
be known later as the Wyner model (linear and planar). In the linear model, each BS 
is connected to the preceding and subsequent BSs only when it receives its interference 
according to a certain coefficient. Many authors built on this model with large scale
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Figure 2.4: An illustration of a three cooperative base stations cluster connected 
to a central processing unit through a backhaul
systems. For example, the authors in [85] extended Wyner’s work to include fading 
channels. The performance of cooperative BSs has been extensively studied in the lit­
erature. The ergodic capacity of the DAS systems has been analysed in [86] for the 
multicell scenario and it is found that BS cooperation is able to reduce the inter-cell in­
terference and improve the SINR, particularly, for cell edge users. Using DAS improves 
the signal quality of cell edge users over the MIMO BSs with co-located antennae [87] 
this is due to the added spatial diversity because of large antenna separation.
Considering globally connected base stations is prohibitive because of the massive 
amount of the data that needs to be shared among all the BSs, besides, in most cases, it 
does not make any practical sense to share data streams between far spaced BSs. As a 
result, many research was directed at cluster based cooperation where cooperation only 
takes place within a cluster of BSs [79] which is the case for this thesis. To reduce the 
backhaul signalling overhead resulting from the large sized cooperation between BSs, 
hybrid techniques that involve frequency reuse scheme and BS cooperation techniques
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were suggested to be used especially in sectorised scenarios. The hybrid approach re­
fer to part of the cluster being operative under a cooperative scheme while the other 
part uses a noncooperative scheme and a frequency reuse scheme is employed. This 
is to benefit from the advantages of both approaches with much reduced complexity 
(processing and backhaul). It has been found that the use of of hybrid techniques in 
tri-sector scenario, similar to the in Figure 2.4, can achieve compelling performance 
gains over conventional omnidirectional antenna arrangement and the tri-sector fre­
quency partition scheme [88]. A similar technique is proposed in [89] where BSs are 
adaptively selected for cooperation while exploiting the FFR Scheme. Furthermore, 
employing frequency reuse scheme for cooperative BSs can significantly increase the 
average spectral efficiency of cell edge users by reducing the inter-cell interference [90]. 
The previous work that tried to exploit this aspect has been very limited especially for 
the purpose of improving the performance of the critical users; therefore, in this thesis, 
the issue has been thoroughly investigated.
The idea of user grouping has also found its natural way into hybrid techniques in 
order to assign the users to each one of the schemes according to various user selection 
methods. The user assignment has come to the advantage of users by assigning them 
to the scheme (cooperative or noncooperative) that benefits them the most, in terms of 
ICl mitigation and throughput, where, it is constrained by the backhaul capabilities. 
In [91], the cluster is divided into two geographic regions, a cooperative region and 
a noncooperative region where the users are selected according to their geographical 
locations. The authors proposed a dynamic grouping technique and defined a set of 
rules for cooperation in addition to several types of cooperation. Likewise, the authors 
in [92] proposed a partly cooperative technique to improve the spectral efficiency of 
the cell-edge users. The authors prescribed the cooperation rule is that cooperation is 
performed on the sum rate maximising cell-edge user leading to a very small increase 
in ICI. Some grouping techniques depend on the users’ preference where, for instance, 
in [93], users choose to receive from single or from multiple sources according to their 
performance. Again, for BS cooperation and hybrid approaches, user grouping method 
has not been widely applied. This thesis takes advantage of the concept of user grouping 
in the BS cooperation techniques proposed.
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2 .3 .5  C oord in a ted  R esou rce  A llo ca tio n
Coordinated resource allocations, also called interference-aware resource allocation, re­
fer to the techniques in which base stations collaborate between each others in the 
resource allocation to mitigate the ICL The sharing of users’ channel state informa­
tion, and sometimes performance metrics, is needed to accomplish this collaboration. 
However, no form of joint decoding /  precoding is performed at the BS or the central con­
troller level. Selfish BS behaviour can degrade the system performance, whereas, selfish 
but collaborating BSs can achieve close to the maximum sum rate performance [94]. 
This leads to a class of approaches that requires much less backhaul capacity in compar­
ison with BS cooperation, thus, making the proposed coordinated resource allocation 
techniques much more feasible from an engineering and economical point of view.
Traditionally, ICI problems has been solved in 2G and 3G networks by using aggressive 
frequency reuse schemes [95]. However, due to the scarcity of the resources, this ap­
proach will not be suitable in modern and future high data rates networks such as 4G 
and 5G networks [96]. To meet the data rates needed, future multicell networks will 
evolve towards using universal frequency reuse [97]. In addition, for evolved universal 
terrestrial radio access (E-UTRA, the air interface of 3GPP’s LTE [7]), the best system 
throughput can only be obtained with a frequency reuse factor of one [98]. However, 
increasing the total system throughput, particularly in dense cellular networks, with 
a frequency reuse factor of one causes very high ICl that leads to severe deterioration 
in the performance of critical users [14]. Furthermore, denser deployment of BSs is 
most likely going to be the theme of future generation networks [99]; however, this 
will magnify the effect of ICl causing further performance degradation [100]. From 
what has been previously stated, this thesis also investigates these configurations and 
approaches to reduce the ICl in dense cellular network with full frequency reuse. In 
order to mitigate the effect of ICI and provide a degree of fairness among users and an 
acceptable QoS for cell edge users, coordinated resource allocation techniques have to 
be used [95].
As water-filling is the sum rate maximising approach for single cell scenarios [18], iter­
ative water-filling can be considered for the multicell cellular networks [101]. However,
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there is no guarantee for achieving the maximum sum rate or providing any kind of 
fairness among users [102]. Other coordinated resource allocation techniques require a 
central processing unit to achieve the collaboration between the BSs. For instance, the 
seminal paper by Li and Liu [103] propose a semi distributed two level algorithm for 
resource allocation in multicell OFDMA networks. The radio network controller per­
forms inter-cell coordination in one level and in the second level per-cell optimisation 
is performed leading to a low complexity high performance technique.
Conventional interference-aware resource allocation depends heavily on optimisation 
problems which tend to be NP-hard and difficult to implement in practice. High com­
plexity approaches are not very attractive for communication systems due to the added 
design cost associated with the design complexity. Wireless channels are generally 
time-varying at a fast rate. For any multicell resource allocation technique to be im­
plemented in real world scenarios, it has to account for these variations where the 
channel estimation, feedback and resource allocation should all take place before the 
channel changes. Therefore, in this thesis, for the case of interference-aware resource 
allocation, only low complexity ICIC techniques are considered for more practical im­
plementations. Low complexity techniques have gained large interest in the research 
community. For example, a low complexity heuristic joint subcarrier and power alloca­
tion algorithm is proposed in [104] with various QoS considerations to achieve fairness 
between users. Some techniques depend on the dual decomposition methods to simplify 
the problem like in [35] where the authors found that the duality gap goes to zero if 
the problem satisfied the time-sharing property. The successive convex approximation 
approach was utilised for the multicell resource allocation, such as in [105], where two 
low complexity algorithms for spectrum balancing were proposed. In addition, graph 
theory approaches, coming from the fields of mathematics and computer science, were 
employed, where no precise SINR knowledge is required reducing the needed feedback 
overhead [106]. Game theory also found its way into resource allocation of multicell 
networks due to its tractable low complexity implementations. Game theoretic IClC 
techniques can be categorised into cooperative and noncooperative games. Cooperative 
games can sometimes achieve some QoS considerations, however, without guarantees, 
leading to a fairer system. However, they do require large amount of signalling over­
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head to reach the system objectives [107]. Noncooperative game-theoretic techniques 
are more common in cellular networks because it does not require cooperation or nego­
tiations between the players (i.e., users or BSs) thus reducing the signalling overhead 
needed [108]. The computer science concept of Ant Colony optimisation was also used 
for low complexity inter-cell interference coordination techniques [109].
Because critical users, including cell edge users, are the most affected by the ICI, it is 
important for any coordinated resource allocation technique to take that into account 
by favouring them in any multicell resource allocation process. Therefore, dynamic 
techniques to group the user and improve their performance has been given in the 
literature. An interference avoidance scheme to coordinate a group of neighbouring 
cells was offered in [110]. The presented scheme was able to improve the performance 
of cell edge users without affecting the total system throughput. The user grouping 
approach has been used in coordinated resource allocation but not in the same tactic 
as in two class systems, because only one class system is present. However, in this case, 
grouping the users can come by the means of prioritising the users and supporting them 
by directing the system resources to the vulnerable ones. In [111], the authors divided 
the users into cell edge and cell centre user groups and proposed a graph approach for 
coordinated resource allocation techniques to improve the performance of the cell edge 
users. Likewise, the authors in [112] grouped the users into cell edge and cell centre 
users and proposed a resource allocation technique that involves negotiations between 
the BSs leading to an increase in the cell edge users performance. A similar approach 
was taken in [113] but the authors chose to divide the clusters into regions instead. 
Because of the lack of previous art on user grouping and benefits that can be achieved 
from it, this thesis uses this concept to tackle the ICI problem by interference-aware 
resource allocation.
2.4 Chapter Summary
In this chapter, the techniques, approaches and solutions related to the problem of ICI 
were investigated. At first the preliminaries of communication systems were presented 
in terms of Shannon capacity theory and multicarrier communications. The reasons
2.4. Chapter Summary 39
beyond naming OFDM as the sole transmission technique for cooperative and coordi­
nated approaches in this thesis were presented. OFDM is the best candidate to realise 
the demands for the high data rates. Then, resource allocation techniques were listed 
and categorised according to the objective of the optimisation problems. Many of the 
important previous work have been examined stating the achievements and downfalls 
of each technique to reach a comprehensive literature survey.
Afterwards, insights into the multicell scenario were presented where the challenges and 
downfalls of cellular BS systems were stated. The backhaul limitations were given and 
it was established that for a practical technique to be implemented it has to take into 
account the limited backhaul capacity offered. ICIC techniques were examined in cat­
egories: frequency reuse scheme, BS cooperation and coordinated resource allocation. 
Each of these categories was investigated in details and the relating state-of-the-arts 
were stated. From there it was found that the authors have, mostly, failed to effectively 
address the challenge of improving the critical users’ performance.
The challenge of enhancing fairness among users and improving vulnerable users per­
formance is a tedious task that requires serious focus in the research community. To be 
able to reach this goal, user grouping becomes substantially necessary in order to favour 
these critical users. Unfortunately, the literature regarding the idea of the user grouping 
in cooperative and coordinated BS scenario is rather limited. Grouping the users and 
prioritising them according to their performance metrics can significantly improve their 
performance and reduces the need for very high capacity backhaul by efficiently using 
the available hardware and resources. Therefore, the next chapters will aim, using user 
grouping methods, at tackling the problem of ICI while concentrating the efforts to 
improve the performance of critical users and enhancing the fairness among all users.
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Chapter 3
Limited Cooperation Part I; Static 
Resource Division and User Grouping
I n this chapter, a limited base station cooperation scheme is developed in order to har­
ness the benefit of inter-cell interference on critical users. Limited cooperation is defined 
as the base station cooperation that is operative for only a fraction of the cluster and 
only serving the users in need. This approach is adopted in order to reduce the backhaul 
capacity needed for full cooperation by sizing down the region, or the number of users, 
operating a cooperative scheme. The system model used is described and the problem 
is formulated as a sum rate maximisation problem for two subsystems, a subsystem 
for the cooperative scheme and an other for the non-cooperative scheme where the 
resources are divided between them according to the number of users in each scheme. 
In this chapter, the cluster is divided into cooperative and non-cooperative regions and 
the critical users are selected according to their geographical locations. Transmission 
schemes to serves the critical and non-critical users are introduced. While the grouping 
method is not optimal, it has low complexity and the users’ groups do not need to be 
change unless their location has changed. This will allow a good benchmark to test the 
transmission schemes used for the critical and non-critical users. For non-critical users. 
Orthogonal and Full Reuse schemes are used. As for the critical users, maximal ratio 
transmission and interference alignment, in addition to the orthogonal scheme, are used.
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The subcarrier and power allocation solutions are provided for all of these transmission 
schemes. To investigate further possibilities to enhance the fairness, a weighted sum 
rate maximisation approach is also adopted with different weight calculation methods.
Monte Carlo simulations are carried out in order to evaluate the effectiveness of the 
proposed techniques. This is done by assigning various transmission techniques for 
critical and non-critical users and varying the size of the cooperative region. Then, the 
efficacy is studied in terms of total system spectral efficiency, the spectral efficiency 
of the worst 20% of users and the fairness in terms of Jain’s fairness index [33]. The 
results illustrated that the maximum fairness and best critical users’ performance can 
be realised without the need for full cooperation, thus, enormous reduction in the back­
haul capacity needed. In addition, the fairness is maximised using limited cooperation 
techniques. Part of the work in this chapter has been published in [114-116].
3.1 Introduction
To improve the critical users’ performance, base station cooperation is one of the main 
candidates to exploit the ICI in multicell networks. W ith the cooperation employed, 
the users benefit from the ICI by means of data transmission. BS cooperation, in this 
context, is the sharing of data streams, channel state information and radio resource 
allocation decisions between neighbouring BSs to carry out joint precoding for the 
downlink channel, or decoding for the uplink channel. However, cooperation is very 
“expensive.” The extensive sharing of data requires a very high capacity backhaul 
and the joint precoding requires a centralised processing unit with high computational 
power. Both stand as obstacles in achieving full cooperation. Thus, this drives the 
research in the direction of reducing the size of the cooperation. Reducing the size 
of the cooperation means that only a portion of the users receives information from 
more than one BS at a certain time instant while the rest are served using single cell 
processing techniques. Therefore, the smaller the size of the cooperative region the less 
the need for high capacity backhaul and high computational power.
Limited cooperation techniques will split the system into a cooperative and a non- 
cooperative subsystem; hence, orthogonalisation, in the frequency domain, between the
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two subsystems becomes necessary to avoid collision. Assigning orthogonal frequencies 
for each region requires frequency planning and, sometimes, the use of frequency reuse 
schemes to harmonise both subsystems and reduce the interference between clusters. 
Moreover, using a frequency reuse scheme in cooperative BS systems significantly im­
proves the performance of cell edge, and in turn, critical users [90], who are the centre 
of attention in this thesis.
Cell-edge users and heavily shadowed users and users fallen in deep fading suffer from 
the most from inter-cell interference. This is due to the bad channel condition, partly 
caused by large pathloss coefficient, and strong interference arriving from neighbouring 
sectors. Multicell joint precoding, or BS cooperation techniques as defined in this 
thesis, can benefit those users by additional data transmission from nearby BS and 
able to exploits the spatial diversity inherent in multicell networks. Applying full 
cooperation might not significantly improve the performance of non-critical users, due 
to large separation to cooperative BSs; however, it puts a lot of strains on the backhaul 
and the central processor. Therefore, a cooperative system that is varying in size can 
be the solution where the size of the cooperation depends on the system ability to 
accommodate the need of the critical users.
3.2 System  M odel
The system model studied here, and in the next two chapters, is represented by a 
cluster of BSs in a hexagonal cellular grid. Consider the downlink scenario of a cluster 
that is constituted from three sectors. Each sector is served using three 120° directional 
antennae from separate BSs. The remaining antennae from these BSs serves users in 
other sectors outside of this scenario. The system model is depicted in Figure 3.1. The 
three antennae are connected to a central processing unit (CPU) through a very high 
capacity, delayless and error-free backhaul where a fibre optic backhaul could be the 
closest resemblance to this assumption. While this assumption might be unrealistic, 
in this analysis, nevertheless, the approach taken is to achieve good performance gains 
without utilising full cooperation, thus, reducing the computational complexity at the 
CPU and the signalling overhead through the backhaul. The role of the CPU is to
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perform some of the resource allocation tasks and some of the scheduling tasks which 
require collaboration between the BSs in addition to multicell joint precoding. The 
CPU usage rules will be clarified at a later stage; however, it is worth noting that, in 
a non-cooperative system, the role of the CPU diminishes. The channel is considered 
to be frequency selective and the fading is slow enough to allow constant channel over 
one transmission. OFDM is the transmission technique chosen to fight the frequency 
selectivity inherent in high data rate networks. The channel state information (CSI) 
is estimated at the receiver and fed back to the BS and then to the CPU fast enough 
within the coherence time to assume an instantaneously and globally available CSI. 
It is assumed that neighbouring sectors operate under orthogonal frequency bands to 
the ones used in this cluster; therefore, the out-of-cluster interference is assumed small 
enough to be ignored and considered a component of the additive white Gaussian noise 
(AWGN). This will not be accounted for explicitly in the calculations; however, it can 
be considered by scaling the final data rates according to the frequency reuse method.
The users are grouped into two distinct groups: critical users’ group and non-critical 
users’ group. Each group of users is served with a transmission scheme that is indepen­
dent from the one used for the other group. As a result, the need for orthogonalisation 
for the frequency sub-bands used for each group arises. The available spectrum at the 
cluster is divided into two orthogonal and smaller sub-bands: one for the non-critical 
users’ group, and the other is for the critical users’ group, This division can 
be performed at the BSs or at the CPU with the size of each sub-band dependent on 
the ratio of the users in each group over the total number of users. Likewise, the power 
available at each BS m, is divided between the subsystems according to the
same ratio. Pm'^ and Pm are the power available at BS m  for the non-critical users’ 
and the critical users’ groups, respectively. It is worth noting that /W  or could 
be divided into even smaller sub-bands depending on the transmission scheme used, 
and its frequency reuse factor, k . For example, assuming an orthogonal transmission 
scheme with k = 3 used for the non-critical users and a cooperative scheme with k = 1 
used for the critical users, will be divided into three equal sub-bands, f [ ^ \  
and distributed to BS 1, 2, and 3, respectively. Whereas, will be used as a 
whole for the cooperative part of the system. This example is illustrated in Figure 3.2.
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I 1
Figure 3.1: System model (Grey) in a hexagonal cellular grid
For the remainder of this chapter and for the next chapter, the superscript (n) will 
indicate a notation related to the non-critical users and the superscript (c) will indicate 
a notation related to the critical users.
3.3 Problem  Formulation
The main objective in this chapter is to maximise the system total sum rate while taking 
into considerations the performance of critical users. The mathematical representation 
of this maximisation is an optimisation problem. No explicit fairness parameters or 
constraints will be presented at this stage; however, this is taken into account implicitly 
by assigning the critical users to the cooperative scheme.
In the proposed system model, there exists M  BSs with M  =  { ! , . . . ,  M} and in this 
analysis it is assumed that M = 3. These BS are serving K  users and the set of users
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F ig u re  3.2: An example of one of the frequency reuse schemes to  be used
/C =  ,K }  where there exist Km users in each sector m, Km =  Km}- It
is noted that any user k can only belong to one sector m  at any time instant. The 
available bandwidth is divided in to N  equally spaced subcarriers where the set of 
subcarriers JC — , Af}. The subcarriers are assigned by BS m  according to the
Km X N  assignment matrix, Am-, with ak,n,m being the value of the A;th row and nth 
column of the assignment matrix Am and it is set as follows:
^k,n,r
1, If sub carrier n is assigned to user fc by BS m 
0, Otherwise
(3.1)
It is also assumed that A is a three dimensional allocation matrix of all BSs combined. 
The column vector representing the power allocation of BS m  is designated by Pm =  
\pi,m-, - - - ■,PN,m]  ̂1 where [.]^ denotes the transpose operator, and Pn,m is the power 
allocated to subcarrier n by BS m. The N  x M  power allocation matrix is P  — 
, . . . ,  pj, ]̂. The sum rate maximisation problem for the total system sum rate in for 
BS m is formulated as follows:
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(3.2)
max W  Rk{Pm,Am)
s.t. : C l : ^  ^  ) ^k,n,m “  |V |
k̂ K,rn uGA/”
C2 : CL]̂ ,Ti,m̂ j,n,m ~  0 J ^ 
C 3:
nGAf
C4 : Pn,m > 0 , Vn G W,
where Rk{Pm^ ^ m )  is the total rate of user k. % (p ^ , Am) is a function dependent on 
the power allocation vector p ^  and the assignment matrix Am- |W| is the cardinality 
of set J\f where |W| =  cardinality (AT), and |A/"| =  N . The total rate of user k is defined 
as follows:
^kiPmi-^rn) — ^   ̂ f'k,nijPmi^k,n,7n)-> (3-3)
n £ j\f
where rk,n{Pm-> ^k,n,m) is the rate of user k  achieved on subcarrier n. In (3.2), condition 
C l points to the total number of subcarrier constraint. In this analysis, all of the 
subcarriers are assigned to the users; however, the subcarriers are determined feasible in 
the power allocation stage where infeasible subcarrier will receive zero power. Condition 
C2 refers to the exclusivity of subcarriers within a certain sector as no subcarrier sharing 
between users located in the same sector is allowed. This is shown to be optimal in 
OFDM networks [29]. Condition C3 is the total power constraint and condition C4 is 
the power positivity constraint.
It is noted here that the rate equation is not explicitly shown in (3.2) or (3.3) to make 
the notation more general as a result of the diflferent transmission schemes that are used 
for each user group. Critical users are served with a transmission scheme that might 
be different from the one used for non-critical users. Therefore, the rate calculation 
formula will change according to the transmission scheme used. These transmission 
schemes are identified and formulated in Section 3.4.
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W ith two transmission schemes, problem (3.2) can be expanded as follows:
S . t .  : C l : ^  ^   ̂ 0,k,n,m "b ^  ^   ̂ 0,k,n,m ~  |A/|
nGA/'(‘=)
C 2 : Clk,n,m(^j,n,m — 0 , j  ^  Ufc,n,mUj,n,m — 0 , Vfc ^  j  Ç:
C3: ^  E  VmeVW
M,GJV(") MGJVCc)
C4 : p„,rn > 0 , Vn e  Pn,m > 0 , Vn G
(3.4)
where k! ^  and /Cm are the sets of non-critical and critical users in sector m, respec­
tively. and Â (̂ ) are the sets of subcarriers available for the non-critical and
critical users, respectively. Likewise, R^^\pm iA m ) is the rate calculation method for 
the scheme used by critical users and R ^^\pm , Am) for non-critical users. For the rest 
of this chapter, the parameters of Rk and Tk,n will be dropped for the sake of simplicity.
In this chapter, users are allocated to each scheme according to their geographical loca­
tions where two, critical and non-critical, regions are formed and then sized according 
to a pre-set percentage that denotes to the size of the critical users’ region over the total 
size of the cluster. Moreover, resource division between the two schemes is performed in 
a static manner according to the ratio of the number users in each region over the total 
number of users. The static user selection and resource division approaches lead (3.4) 
to becoming an easily decomposable optimisation problem due to the lack of coupling 
variables or coupling constraints between the subsystems. Decomposing (3.4) to two 
independent sum rate maximisation problems, one for each transmission scheme, gives:
3.4. Transmission Schemes 49
SPl : max ^  SP2 : max
■'rn»
k E W  kG/C:
S . t .  : C l : ^  ^  ak,n,m = |A/'̂ ” |̂ s.t. :C1 : ^  ^  «k.n.m =
kG/C^^ nGA/'(") kGC^^ nGA/’(̂ )
C2 : 0,k,n,m^j,n,m — 0 V/c ^  J E 02 : ttk,n,m^j,n,m — 0 VA) j  E: Km
C 3: ^  C3: ^  Pn,m <P:^)
nGJV(") nGA/'(‘=)
C4 : Pn,m > 0 , Vn G 04 : pn,m > 0 , Vn G
(3.5) (3.6)
To maximise the total sum rate the decomposed problems, (3.5) and (3.6) are solved 
separately. Now, the transmission scheme used for each user group need to be identified. 
When using a cooperative transmission scheme, the users will no longer belong to their 
corresponding BSs. On the contrary, they will belong to all BSs at the same time and 
the set of users becomes K^^  ̂ with the subscript indicating the BS is dropped. This is 
because the three BSs constitute a MISO system with a single virtual transm itter (with 
multiple antennae) and multiple receivers (with single antennae). Therefore, the final 
number of decomposed problems is directly related to the transmission scheme used. 
Subproblems related to cooperative schemes are not further decomposable; whereas, 
subproblems related to non-cooperative schemes can be decomposed to small subprob­
lems for each BS.
3.4 Transmission Schemes
This section discusses the transmission schemes that are used for limited cooperation. 
These transmission schemes are divided into schemes used for the non-critical users and 
schemes used for the critical users.
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3 .4 .1  Full R eu se  Schem e
A full reuse scheme is defined as an uncoordinated OFDM transmission scheme with 
full frequency reuse, k =  1, where the frequency sub-band available for non-critical 
users, /W , are used as one chunk without further division. This scheme is used for the 
non-critical users due to the large distance that separates those users from neighbouring 
BSs sectors making the effect of the inter-cell interference minimal (depending on the 
inter-site distance and transmit power). The rate of user k in sector m  under the full 
reuse scheme is formulated as follows:
where hk̂ n,m. is the complex channel coefficient from BS m  to user k on subcarrier 
n. Bpf and N q are the bandwidth per subcarrier and noise power spectral density 
(PSD), receptively. The term refers to the ICI caused by
surrounding BSs using the same subcarrier, n, while transmitting to their users.
For the resource allocation of this scheme, a selfish single cell approach is taken. Each 
BS aims to maximise its throughput with no regards to the interference it will cause 
to surrounding BSs. This approach is taken in order to provide the low computational 
complexity required from the non-critical users transmission schemes. For the sub­
carrier allocation, a slightly modified version of the algorithm defined in [38] will be 
adopted due to its fairness oriented behaviour. Firstly, each user is assigned a subcar­
rier in order to calculate initial throughput values. Afterwards, in an iterative fashion, 
users with the lowest rates are given the subcarrier that maximises their throughput 
and this is repeated until all subcarriers are assigned. The algorithm is adjusted by 
placing a limit on the number of subcarriers that a user can be assigned in order to 
reduce the number of resource starvation cases on users with good channel conditions as 
a result of users with bad channel conditions being assigned all the subcarriers causing 
a huge degradation in total throughput. As for the power allocation, and because the 
subcarriers are allocated in advance, the power is assigned using the selfish single user 
water filling [29]:
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P n , m  —
1
^ Hk,n,r
y k ,n ,m ,  (3.8)
with ^ is the water level, Hk,n,m = is the unit power signal-to-noise-ratio
(SNR), and [æ]+ =  max{0, æ}. The above configuration is entirely distributed and does 
not require any signalling between the BSs.
3 .4 .2  O rth ogon a l S ch em e
An orthogonal scheme is a transmission scheme with a frequency reuse k =  3. This 
means that the available frequency band is divided, equally, between the three BSs 
to avoid ICI. This scheme is used for non-critical users and the critical users alike. 
This scheme might lead to performance degradation due to resource splitting; however, 
it could lead to performance improvement in high interference regions especially for 
critical users because it orthogonalises the ICI. The rate of user k in BS m  using the 
orthogonal scheme is calculated as follows:
%  =  log2  (  1 +   ̂ (3.9)
^  V N oB n  )
where =  |^fc,n,mP is the channel gain from BS m  to user k on subcarrier n. The
resource allocation technique for the orthogonal scheme is equivalent to the one used 
for the full reuse scheme in previous section for both subcarrier and power allocation 
and, similarly to the full reuse scheme, the orthogonal scheme is entirely distributed.
3 .4 .3  M a x im a l R a tio  T ransm ission
This scheme is a great exploitation of the existing infrastructure consisted of the BSs 
and the CPU. This infrastructure formulates a networked-MIMO system [80,117], where 
each BS acts as an antenna and the CPU, virtually, becomes the transmitter. Maximal 
ratio transmission (MRT) can achieve a diversity gain equal to the number of antennae 
(i.e., BSs), M . Due to the locational separation between the BSs, the multicell MRT 
scheme is able to avoid the high spatial correlation problem that exists in multi-antenna
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BSs, thus, improving its performance. W ith full CSI at the transmitter, each antenna 
multiplies the signal with a complex weight for the phases of all signal coming for all 
BSs match at the receiver; hence, they will add constructively achieving the diversity 
gain aspired [118]. Using MRT, the rate achieved by user k  is [119]:
Rk = Bj,J2 f  1 + E  • (3.10)
nGAf V m e M  /
It is noted that rate given in (3.10) is the rate when synchronisation between BSs is 
not required and it present a lower bound on the performance of MRT [120] thus re­
ducing the need for highly synchronised network and reducing the complexity. For a 
fully cooperative system using MRT, a huge backhaul signalling overhead is needed 
to provide the global and instantaneous CSI and calculate the transmit precoders re­
quired to successfully achieve the transmit diversity in addition to shared data streams. 
Consequently, the limited cooperation proposed here is aimed at reducing this compu­
tational complexity by allowing cooperation for only the users in need. MRT is used 
for the critical users. This is because the critical users are more likely to have channel 
conditions of similar quality to surrounding BSs. When full CSI is known, MRT is 
the optimal transmission scheme for MISO systems, where the cooperative base station 
here falls under [119], and its performance is optimised when the channels have similar 
or equal channel quality. For the resource allocation of MRT, it is important to note, 
similar to other transmission schemes, the subcarrier and power allocation problems 
are considered disjoint, thus solved separately, to reduce the computational complexity.
3.4.3.1 Subcarrier Allocation
For subcarrier allocation, a modified version of the algorithm in [38] is used. Due to 
the nature of MRT, the base stations transmit to each of the critical users on the 
same subcarrier for the signal to be added at the receiver. The modification in the 
algorithm lies in the channel gain needed for the subcarrier assignment where the 
average channel gain from the three BSs is considered instead of one subcarrier channel 
gain. Afterwards, the subcarriers are allocated accordingly.
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3.4.3.2 Power A llocation
After allocating the subcarriers, the power allocation problem reduces to maximising 
the following:
. » ,  . 1 1 » (^k,n,mPn,mHk ri,mmax ' '  'B n  Y .  S ' ° S 2  f l +  E
nGJV \  mÇ.MkE/C(c)  \  .  -^O-^AT j  
s.t. : P n , m  > 0 Vn,m (3-H)
^  P n , m  <  P { n ^  W m  E  M ,
It is easy to see that (3.11) is a convex optimisation problem because the objective 
function is a convex function of a linear function and the constraints are linear. Solving 
using the Lagrangian dual relaxes the constraints by transferring them into the objective 
function. The Lagrangian of (3.11) is as follows:
£ { P , A, I/) =  — ^  Rk — ^  ^ m P n , m  +  ^  f ^  ^  P n , m  ~ P m  |  ; (3-12)
/CW m G M  m G M  /
where A =  {Ai,. . . ,  Am} and i/ =  {z/i,. . . ,  t/m } are the Lagrange multipliers, or prices, 
associated with the first and second constraints, respectively. Furthermore, as a result 
of the of the convexity of the original problem, (3.11), the Karush-Kuhn-Tucker (KKT) 
conditions are necessary and sufficient and the duality gap goes to zero, [121]. The 
KKT conditions for the dual function in (3.11) are:
1. Primal Constraints:
— P n , m  < 0 P n , m  ~  P m  ^  ^ (3.13)
2. Dual Constraints
AXO z/ X 0 (3.14)
3. Complementary Slackness
^mPn,m ~  0, I'm ( ^  ^  } Pn,m ~  Pjn j ~  ® (3.15)
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4. Stationarity: the gradient of the Lagrangian (3.12) with respect to Pn,m vanishes 
-  + W -  V  =  0 Vfc,n,m. (3.16)
i  +  a k , n , m P n , m ^ k , n , m  meVW
Substituting the first two conditions into (3.16) leads to:
P n , m  —
1
+
A H k , n , r
where A =  and 1/A is the water level. Equation (3.17) is similar to a
single user water filling at each BS. This leads to a reduction in the computational 
complexity needed for power allocation at the CPU. It is worth noting that due to 
the greedy power allocation method, if a user has high channel gain to one BS and 
poor channel gains to the others, power will only be allocated from that high-gain BS, 
consequently, reducing the scheme to an orthogonal scheme similar to the one discussed 
in Section 3.4.2. This confirms the reason why this scheme is more suitable for users 
located at similar proximity to nearby BSs which is usually the case for critical users.
3 .4 .4  In terferen ce  A lig n m en t
Interference alignment is a linear precoding technique used to align the interference on 
one or more frequency, time or space dimensions. The main concept of interference 
alignment is that BSs cooperate with each other by using a linear precoding approach 
to align the interference at the receiver in the smallest subspace possible. Afterwards, 
the receiver will try  to cancel this interference through linear decoding techniques. In­
terference alignment has first been coined as a coding technique in [122]. However, it 
was used as a transmission scheme by Cadambe and Jafar in [123] and [124]. Interfer­
ence alignment is a capacity achieving transmission scheme for interference channels, 
and, if successfully applied, it attains a degree of freedom equal to K /2  which is higher 
(for K  > 2) than the conventional interference channel degree of freedom based on 
“sharing the cake” , l /K .
Interference alignment applies to OFDM by considering the subcarriers as symbol ex­
tensions in the frequency domain. Each subcarrier is considered a separate dimen­
sion. For sufficiently large number of dimensions, half of the interference-free degrees
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Figure 3.3: Trivial example for the lA in orthogonal frequency symbol extension
of freedom can be achieved when each user gives up half of its signal space. Figure
3.3 illustrate a trivial example for method in which lA works in orthogonal frequency 
symbol extension where no form of precoding is taking place. The channel frequency 
offset is aligning the interfering signal into one frequency slot that can be cancelled at 
the receiver. It is worth noting that this scenario is highly unlikely to occur in real 
world scenario. It is clear to see that losing half of the available degrees of freedom 
can achieve the interference free degree of freedom. To achieve interference alignment 
in this system model, users and BSs are grouped into groups of three users and the 
three BSs. Each group constitutes a three-user interference channel (IC). Therefore, 
the whole system is modelled as multiple three-user ICs and solved accordingly. For 
interference alignment, the notations will slightly be varied to accommodate for this 
analysis; however, they will be clearly defined.
3.4.4.1 Subcarriers A llocation
Theoretically speaking, the three-user IC can achieve 3/2 degrees of freedom. This 
is done by transmitting the signal on two subcarriers and attempting to align all the 
interference on one of them then cancel out this interference by zero-forcing this sub­
carrier. Therefore, subcarriers need to be assigned in pairs. Assume that [A/"! is even. 
The available subcarriers are grouped into two subsets A/i and A/ 2  where A/i UA/ 2  =  A/", 
A/i n A/2  =  ^ and |A/i| =  IA/2 I. If |A/"| is odd, one sub carrier has to be left unassigned.
The subcarriers are allocated in a similar manner to previous transmission schemes (i.e..
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according to [38]) with the exception that they are allocated in pairs, one subcarrier 
from each subset. This is to assert that each three-user IC gets an even number of 
subcarriers. It is worth noting that, for a certain IC, the three users use the same 
subcarrier pair. The channel from BS m  to user k  on subcarriers ni and U2  is given as 
follows:
nin2,m,k
hni,m,k 0
0 hn2,m,k
(3.18)
where hni,m,k is the complex channel from BS m  to user k on subcarriers n i and h„2 ,m,fc 
on subcarrier U2 where n i G M  and n.2 G A/2 . The 2 x 2  received signal at user fc, 
without the use of interference alignment is:
Yk — Hnin2,k,k^k "b P-nin2,ji,k^ji d" Hnin2 "b (3.19)
where Xk  is the 1 x 1  signal sent from transmitter (BS) k and intended to user k, 
Zfc is the 2 x 2  received Gaussian noise at user k. Hmn2 ,k,k refers the channel from 
transm itter k  to its user k in the three-user IC. Prom now thereafter, the subscripts 
indicating the subcarrier indices will be dropped for the sake of simplicity.
3.4.4.2 Preceding and Interference Suppression
To eliminate the interference and align the interference in the smallest subspace possi­
ble, the transmitted signal Xk  is pre-multiplied by a 2 x 1 precoding vector Vfc whose 
column is the orthonormal basis of the signal space from transm itter k. Using lA, the 
received signal at receiver k becomes a 2 x 1 vector given by:
Ut =  HkkVkXk +  ^  H jkVjXj +  Zk. (3.20)
j #
Zk here is the 2 x 1  received Gaussian noise at user k. The interference suppression 
vector Uk whose column are the orthonormal basis of the desired interference free
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signal space are multiplied by the received signal at user k in order to cancel out the 
interference:
Y k = UkHkkVkXk +  ^  UkHjkVjXj +  UkZk, (3.21)
where Uk is the 1 x 2  interference suppression vector and Yk = UkYk- The effective 
direct and interfering channels and noise resulting from equation (3.21) are:
=  UkHkkVk, (3.22)
=  UkHjkVj, (3.23)
Zk = UkZk- (3.24)
If the interference is aligned onto the null space of Uk then the following conditions 
hold [123]:
[/tÆjjkV} =  0, Vj f  A;, (3.25)
rank {UkHkkVk) = dk. (3.26)
dk is the requested degrees of freedom. Condition (3.25) refers to the successful nulling 
of all interfering signals. Condition (3.26) refers to the desired degrees of freedom 
without accounting for the degrees of freedom lost to attain it. It is worth mentioning 
that dk is an integer and, in this case, dk = 3. However, due to the loss of one of the 
two signal dimensions to align the interference on it, dk is divided by 2 and the total 
degrees of freedoms is 3/2 for these multiple three-user ICs. Referring to the beginning 
of Section 3.4.4, lA is able to achieve and degree of freedom equal to K /2 . Having 
i f  =  3 in each IC leads to a degrees of freedom equal 3/2.
Calculation of the precoding and interference suppression vectors (or matrices in higher 
dimensions) is not a straightforward process especially in finite dimensions (i.e., the 
number of subcarriers used for each IC is finite), as in this scenario. The authors in the
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original interference alignment manuscript [123], gave an analytical approach to calcu­
late the precoding vectors leaving the problem of the interference suppression vectors 
open. In [125], the authors developed two iterative algorithms for the calculation of 
these vectors/ matrices. The first one is a leakage minimisation algorithm (leak-min) 
exploiting the channel reciprocity property and work by aiming to minimise the inter­
ference leaking to the signal subspace in an iterative fashion. The main property of this 
algorithm is that it is distributed and does not require centralised channel knowledge. 
The second algorithm works by maximising the observed signal-to-interference-plus- 
noise-ratio (max-SINR). Unlike the leak-min algorithm, this algorithm requires global 
channel knowledge. In [126], the problem of calculating the precoding and interference 
suppression vectors is formulated as a rank constrained rank minimisation (RCRM) 
problem. The problem was considered to be an optimisation problem to minimise the 
dimension in which the interference spans with a constraint on the dimension of the 
signal space. The resulting algorithm performs well in simulations and achieves bet­
ter results than the above algorithms in many, but not all, scenarios. A comparison 
between the three iterative algorithms in the case of orthogonal symbol extension is 
provided in [126]. The RCRM algorithm performs best in high SNR. Whereas, in low 
SNR, which is mostly the case for critical users, the performance of the max-SINR 
algorithm surpasses both other algorithms. The leak-min algorithm performs poorly in 
the orthogonal symbol extension scenario due to the diagonal structure of the channel 
matrix. Because of its favourable performance in the intended operation SNR region, 
the max-SINR algorithm is the chosen algorithm to calculate the precoding and inter­
ference suppression vectors.
3.4.4.3 Power A llocation
As the subcarrier set has previously been divided into two equal sets, A/i and A/2 , let 
AfP be the set of the subcarrier pairs. Prom (3.21) and substituting in (3.22), (3.23) 
and (3.24), the rate of user k  using the interference alignment scheme in one of the 
three-user ICs is defined as follows:
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where PnP,k is the transmit power on subcarrier pair nP by transmitter k and is
the variable indicating that the subcarrier pair nP is assigned by transmitter k to user 
k. It is noted that the bandwidth per subcarrier is multiplied by two due to the fact 
of using two subcarriers for each transmission. However, when calculating the spectral 
efficiency, the lost signal space will be accounted for by dividing over the total number 
of subcarriers, and not the number of subcarrier pairs. In order to calculate the total 
sum rate, the rate of all users in each three-user IC has to be calculated according 
to (3.27). Now moving to the power allocation for the lA transmission scheme. It is 
assumed that the interference is perfectly aligned on one of the two dimensions and 
successfully cancelled at the receiver. In addition, with selfish power allocation, the 
rate equation, for the purpose of allocating only the power, reduces to:
R k  =  2 B n  E 1°S2 f 1 +  . (3.28)
The maximisation problem for the power allocation in interference alignment scheme 
can now be formulated as follows:
max 2Bn  i „ g J  i  +
subject to : PnP,k >  0 Vn^, k 
J\fp k e K
(3.29)
which is a convex problem and its solution can be found using dual methods. The 
Lagrangian of problem (3.29) is:
>^(Pm) =  -  ' Y l ^ k  -  ^PnP ,k  +  ^ f “  Pm ) • (3.30)
fce/c \ kp IC J
By solving (3.30) using the KKT conditions given in Section 3.4.3.2, the power given 
to subcarrier pair nP assigned to user k is:
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PnP,k  —
1
A H„nP,k,k
(3.31)
The term 1/A is the water level and HnP^k = '̂ 2̂NqbI  which is the unit power SNR 
on the subcarrier pair nP. Equation (3.31) represents a water filling equation at each 
BS leading to a reduction in centralised processing power needed. A parallel work was 
reported in [127] where it has showed similar results.
3.5 Simulation R esults
Monte Carlo simulations are carried out in order to show the advantages and disad­
vantages of various transmission scheme combinations and the effect of the size of the 
critical region on the total system performance, the performance of the worst 20% 
of users and the fairness among users. Simulations presented here correspond to a 
frequency selective time varying fading channel following the ITU Pedestrian B mul­
tipath model [128]. The pathloss is modelled according to a modified Hata pathloss 
model [129], and a log-normal shadowing component is added. Simulation parameters 
are summarised in Table 3.1. For these simulation it is assumed, without loss of gen­
erality, that is equal at all BSs. The CSI of all users is assumed to known at all
BSs and the CPU. Simulations are performed over sufficiently large number of channel 
realisations for more accurate results. The simulation results will be divided into two 
parts. One part is for the case when all the users are co-located in the middle of the 
cluster and cooperation is operative for all of them and the other part is for the pro­
posed limited cooperation technique. The legends of simulation results are as follows: 
Non-Ortho refers to the full frequency reuse scheme and Ortho refers to the orthogonal 
scheme and the transmission schemes for each user group is given as: transmission 
scheme for non-critical users/ transmission scheme for critical users.
3 .5 .1  Full C o o p era tio n
In this section, simulations are performed on the most extreme case of critical users. 
All users are co-located at the cluster mid-point (CMP) where they are equally spaced
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Table 3.1: Simulation Parameters
P a ra m e te r V alue
Number of subcarriers 128
Number of users in each sector 12
Max power at Each Base Station 50W
Bandwidth 20MHz
Noise PSD -139dBm/Hz
Path Loss Exponent 3.5
Shadowing Standard Deviation 8dB
M ultipath Model ITU Pedestrian B
from all surrounding BSs. All of the users in this part are considered critical. This is 
done in order to test the performance of each of the critical users’ transmission schemes 
identified in Section 3.4.
Figure 3.4 illustrates the total spectral efficiency for all three sectors, in terms of bps/Hz, 
of each transmission scheme when all the users are critical and co-located at the CMP. 
The benchmark, or upper bound, is the capacity in the case when complete coopera­
tion is achieved. Complete cooperation, in this case, is when the three BSs perfectly 
cooperate with each other; in addition, all the users perfectly cooperate between each 
others, too. Thus, this constitutes a single user MIMO-OFDM system with M  trans­
mit antennae and K  receive antennae. The benchmark illustrated is the MIMO-OFDM 
capacity when no form of resource management is performed. The characterisation of 
this capacity is [130]:
C  =
K N
E log2 det I k n  +
j ^ p to t a l
H H t ) (3.32)
MIV(Ao) / J
where H  is the M N  x K N  block diagonal channel m atrix and f is the Hermitian 
operator. Each M  x K  block Hn represents the MIMO channel on one subcarrier, n, 
between the BSs and the user terminals. N  is the total number of sub carriers and I k n  
denotes the identity m atrix of size K N . As stated in Section 3.2, the total available 
power is equal for all BSs; thus, P^otal _  pTotal^ Vm € M .  The block-diagonal
62 Chapter 3. Limited Cooperation Part I
-©— MRT 
-H— Ortho 
<— Non-Ortho 
-0— Capacitya,
2500 3000 3500 40001500 2000500 1000
Inter-Side Distance (m)
Figure 3.4: The total spectral efSciency when all users are critical and co-located 
at the CMP
structure of the channel matrix can be exploited to simplify (3.32) using the properties 
of determinants:
N
c  =
n=l
(3.33)
It can be deduced from Figure 3.4 that, apart from the upper bound, the MRT scheme 
outperforms all of the other schemes at all inter-site distances (ISDs). The full reuse 
scheme performs well when the ISD is large enough to mitigate the effect of ICI due 
to large pathloss and it performs poorly when the ICI is strong in small ISDs. The lA 
scheme performs second best small ISDs and poorly in large ISDs. This results from 
the fact that, in weak ICI regions, half of the degrees of freedom are lost attempting to 
align interference weak enough to result in any performance degradation, thus, losing 
important resources. And not surprisingly, the orthogonal scheme performs the worst 
out of all other schemes due to resource partitioning.
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Figure 3.5: The total system spectral efficiency when the ISD is 2000m 
3 .5 .2  L im ited  C o o p era tio n
In this section, limited cooperation will be studied. Users will be considered critical or 
non-critical according to their geographical location. The size of the critical region is 
decided according to a variable rj € [0,100] representing the percentage of the sector 
considered as a critical region. For example, if rj =  20%, the 20% of the total area 
farthest from the BS is considered a critical region and the users located in this region 
are considered critical users.
In order to evaluate the efficacy of each limited cooperation method, three performance 
metrics need to be studied: the total system throughput, the throughput of the worst 
20% of users and the fairness among users. It is important to note that, since fairness 
mostly comes at a price, improving the performance of the critical users will cause 
degradation in the total system performance. So, it is important to evaluate the scheme 
that can provide the best trade-off between the two. Figure 3.5 shows the total spectral 
efficiency using the transmission schemes given in Section 3.4 when the ISD is 2000m 
with various cooperation sizes, i.e., rj. It is clear to see that the highest spectral 
efficiency is achieved when all users are non-critical and using the spectrally efficient
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Figure 3.6: The spectral efficiency of the 20% worst users when the ISD is 2000m
full reuse scheme. Its good performance is due to the greedy nature of the resource 
allocation approach where the users near the BSs are favoured in the power allocation 
stage because of their good channel conditions and weak inter-cell interference. In 
addition, there is no channelisation loss resulting from spectrum division, as in the case 
of the orthogonal scheme. Using the interference alignment scheme when all users are 
critical achieves the highest spectral efficiency (for the critical users); however, this is 
still much less than the one achieved by the full reuse scheme. The lA followed by MRT 
then the orthogonal scheme when the all users are critical. This differs from the results 
obtained in Section 3.5.1 because of the link asymmetry causing the performance of 
MRT scheme to degrade as clarified in Section 3.4.3.
Figure 3.6 represents the spectral efficiency of the worst 20% of users against the critical 
users region as a percentage of the total region when the ISD is 2000m. It is shown 
that the Ortho/MRT transmission scheme (i.e., orthogonal scheme for the non-critical 
users and MRT scheme of the critical users) can achieve the highest spectral efficiency 
for these users when only 60% or more of the cluster is considered a critical region 
and, while comparing it with Figure 3.5, it achieves acceptable total sum rate results.
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This is mainly due to the absence of ICI. Generally, due to the absence of interference. 
Orthogonal scheme (serving the non-critical users) performs better for the worst 20% of 
users than the Non-Orthogonal one. Furthermore, MRT for critical users improves the 
performance of the worst 20% of users, whereas, lA achieves a very poor performance 
for them. The worst performance is attained when using the Non-Ortho/IA scheme. 
Comparing the results obtained in Figure 3.6 with the one obtained in Figure 3.5 
demonstrates the prices of fairness, where, increasing the spectral efficiency of the 
worst 20% of users leads to degradation in the total system performance. However, the 
Ortho/M RT scheme performs best for the worst 20% of users but not worst for the 
total spectral efficiency.
In order to show the fairness among users achieved from using the various transmission 
schemes presented earlier with limited cooperation, Jain’s fairness index is used and it 
is defined as follows [33]:
% )  =  (3.34)
J  is a measure of fairness ranging from 1, (equal rates, i.e., absolute fairness or max- 
min fairness), to l /K ,  (all but one user have zero rates, i.e., no fairness). It is worth 
noting that other fairness measures can be used instead such as Gini’s fairness coefficient 
[131]. Figure 3.7 represents Jain ’s fairness index attained from implementing the limited 
cooperation scheme at different cooperation sizes when the ISD is 2000m. It is clear 
tha t the Ortho/M RT scheme still achieves the highest fairness measure. Conveniently, 
the highest fairness is not achieved with full cooperation but with limited cooperation. 
The highest fairness is achieved when only 70% of the cluster is considered critical. This 
means that, for the purpose of fairness among users, full cooperation is not required, 
hence, leading to a huge reduction in the signalling overhead between the BSs. This 
coincides with the findings from Figure 3.6. The Ortho/M RT can outperform all other 
limited cooperation schemes in terms of fairness. By comparing Figure 3.5 with Figures 
3.6 and 3.7, it can be deduced that, while the Ortho/M RT scheme does not achieve 
good spectral efficacy results, it outperforms all other schemes best in terms of fairness 
and worst 20% of users’ spectral efficiency. The fairer system is mainly a result of the
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Figure 3.7: Comparison of the various limited cooperation schemes in terms of 
Jain ’s fairness index at different cooperation sizes when the ISD is 2000m
absence of ICI where it is orthogonalised in the non-critical region and exploited in the 
critical region.
Similar results were observed at different ISDs. The Ortho/MRT scheme was able to 
achieve the highest fairness measure and had provided the best spectral efficiency for 
the worst 20% of users. Interesting results starts to appear when the ISD increases 
above 2000m. Figure 3.8 illustrates the spectral efficiency when the ISD is 3000m. It 
is noted that the highest spectral efficiency for the worst 20% of users is achieved when 
only 70% of the region is critical and then it starts to decrease with larger critical 
regions where greedy start to take effect on the critical users too. Whereas, in the case 
when the ISD is equal or less than 2000m, the spectral efficiency does not vary with 
cooperation sizes larger than 70%. Moreover, at that ISD, i.e., 3000m, the spectral 
efficiency for the worst users goes to zero when using the lA scheme and close to zero 
with the orthogonal scheme. This is due to the greedy nature of the power allocation 
approaches for both schemes. The larger the critical region the more critical users there 
will be with good channel conditions.
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Figure 3.8; The spectral efficiency of the 20% worst users when the ISD is 3000m
3.6 W eighted Sum R ate M axim isation
The proposed limited cooperation scheme has resulted in appreciable fairness gains with 
relatively small cooperation sizes. However, its potentials need to be further examined 
to determine if there is room for improvement. In order to explore different possibilities 
to further improve the fairness, weighted sum rate maximisation approach is taken with 
various weight calculation methods in an effort to improve the fairness.
3 .6 .1  P r o b le m  F orm u lation  and  S o lu tio n
Weighted sum rate maximisation problems are engineered in order to offer a level 
of flexibility in maximising the performance of certain users by weighting up or down 
these users to favour them in terms of the allocated resources. The problem of weighted 
sum rate maximisation is formulated in a similar manner to (3.2) but it differs by the 
addition of users’ weights, and it becomes:
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(3.35)
max '^U JkRkiPm ^Am )
s.t. : C l : ^   ̂ ^   ̂ 0'k,n,m — l-^l 
keKneW
C2 : C lk ,n ,m ^ j,n ,m  — 0 
C 3: V m e M
n€A/"
C4 : P n ,m  > 0 , Vn G A f ,
with ujk is be the weight associated with user k and calculated according to the methods 
presented in the following section.
Taking a similar approach, the subcarrier allocation is performed in a similar manner 
previously described in Section 3.4 where the subcarrier and power allocation prob­
lem are considered disjoint. After the subcarrier allocation, the solution to the power 
allocation of problem (3.35) is a multilevel single user water filling, [36]:
P n ,m
^  H ik,n,r
yk, n, m. (3.36)
The power allocation solution can, straightforwardly, be generalised to all of the trans­
mission scheme discussed in Section 3.4.
3 .6 .2  W eigh t C a lc u la tio n  M e th o d s
The weight of a certain user represents the priority of that user. If a user has higher 
weights, it is favoured in the resource allocation stage and vice versa. It is assumed here 
tha t the weights are calculated in a static manner, at the BSs, prior to transmission 
and remain constant throughout this transmission; however, they change in the next 
transmission. Various methods to calculate these weights are proposed:
1. Ones (w(^)).' weights are all set to ones in order to provide a benchmark. This 
method will be referred to as and resembles the analysis performed in previous 
sections.
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2. Inverse of Pathloss and Shadowing ; users’ weights are inversely proportional 
to the distance dependent pathloss and instantaneous shadowing affecting their 
channels. Where ~  {PLk,mSk,m)~^ with PLk,m and Sk,m are the pathloss and 
shadowing of user k in sector m, respectively. This method will be referred to as 
w(2).
3. Inverse of Average Previous Rates ; users weights are inversely proportional to 
the throughput achieved in the L  previous channel realisations. Uk ~
where Rj. is the rate of user k in the Zth previous realisation. This means that, the 
better the average rate, the lower the weight, giving higher priorities to the users 
who have not achieved good throughput in the L  previous channel realisations. This 
method will be referred to as .
All the weight are normalised to the number of user where =  |/C|. It is noted
that, aside from the interval that the weights fall into, the spreading and distribution 
of the weight greatly affects the fairness results.
3.7 Sim ulation R esults
Simulation results are given in this section to compare the fairness achieved from the 
weighted sum rate maximisation approach using the weight calculation methods indi­
cated in Section 3.6.2 and to see if fairness can be further improved using this approach. 
The simulation parameters are the same as the ones described in Section 3.5. Figure 
3.9 represents Jain’s fairness index for different weight calculation methods when the 
inter-site distance is 2000m and Figure 3.10 is the total spectral efficiency for the same 
scenarios. It is noted that the orthogonal scheme when all users are non-critical and 
the weight calculation method is achieves the largest fairness index. However, the 
fairness achieved came at a heavy price. The small gain in fairness (about 15%) has 
caused a large degradation in spectral efficiency of about 54% compared to the Or­
tho/M RT scheme at Weight calculation method performs poorly in terms of 
fairness due to the aggressive nature of the weights resulted from the large gap between 
the low and high data rates achieved.
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Figure 3.9: Comparison of the Jain’s fairness index achieved when the weight 
calculation method is ones (top), inverse of pathloss and shadowing (middle), and 
inverse of previous rates (bottom) when the ISD is 2000m
From Figures 3.9 and 3.10 it can be concluded that, while operating under limited 
cooperation, the weighted sum rate maximisation approach according to the weight 
calculation methods and described in Section 3.6.2 fails to further improve 
the fairness effectively and causes heavy sum rate losses. However, one might argue 
that, if fairness is the only objective, with no regards for total sum rate, using the or­
thogonal scheme for all users will achieve this objective and saves the massive backhaul 
capacity needed for cooperation. Although this might be true, fairness is rarely the 
only objective. Good spectral efficiency performance is also a crucial objective for all 
communication systems.
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Figure 3.10: Comparison of the total spectral efficiency achieved when the weight 
calculation method is ones (top), inverse of pathloss and shadowing (middle), and 
inverse of previous rates (bottom) when the ISD is 2000m
3.8 Chapter Summary
In this chapter, the limited cooperation schemes have been developed in which only a 
part of the cluster is under a cooperative scheme and the other part operates under 
operating a non-cooperative scheme. Each part is operating at a different frequency; 
thus, this can be considered a sort of frequency reuse scheme. The problem is formu­
lated as a sum rate maximisation problem for the two class system with each class 
being independent from the other. The independence between the classes results from 
the static resource division and user grouping approaches leading the problem to be­
ing easily decomposable. The resources are divided in proportion to the number of
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users in each region. Similarly, the users are assigned to each scheme in accordance 
with their geographical locations. Many transmission schemes have been proposed to 
serve the critical and non-critical users. Non-critical users were served using orthogonal 
and non-orthogonal schemes. Whereas, critical users were served using maximal ratio 
transmission and interference alignment in addition to an orthogonal scheme. Subcar­
rier allocation methods and power allocation solutions were given for MRT and lA. 
Afterwards, the two class system problem was reformulated as a weighted sum rate 
maximisation problem and various weight calculation methods were proposed.
Simulations were carried out in order to evaluate the effectiveness of the two class 
system with various transmission schemes and cooperation sizes. It was shown that the 
Ortho/M RT scheme can achieve the best fairness results and highest spectral efficiency 
for the worst 20% of users with acceptable total sum rate results. The simulations have 
also showed that the weight calculation method always retains the best fairness
results. However, if all the users are non-critical and served by the orthogonal scheme 
with the as the weight calculation method, better fairness was attained, although
this improvement in fairness was translated into very poor total system performance.
Chapter 4
Limited Cooperation Part II: Dynamic 
Resource Division and User Grouping
T his chapter offers methods to improve the limited cooperation schemes proposed 
previously. The static resource division and user grouping approaches might have 
denied the scheme from achieving its full potentials. Therefore, these downfalls are 
avoided in this chapter by proposing a dynamic resource division scheme alongside 
various dynamic user selection methods for the multicell OFDM networks with limited 
cooperation. A network utility maximisation approach is taken instead of the sum 
rate maximisation for increased fairness. The existence of two subsystems creates two 
coupled resource allocation problems, one for each subsystem. This is in addition to 
the user grouping problem. In the previous chapter, this has been solved using a static 
resource division technique proportional to the number of users in each subsystem 
and the geographical location of these users. In this chapter, the problem of resource 
division is tackled by dynamically dividing the available power and subcarriers between 
the subsystems to maximise the total utility. Primal decomposition is performed to 
reduce the computational complexity of resource division and provide a more robust 
technique. Afterwards, a reduced complexity heuristic subcarrier division algorithm is 
proposed to replace the high complexity solution of the non-convex subcarrier division 
problem. Adaptive critical users selection methods are proposed to assign the users to
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each subsystem depending on various performance criteria. Benefiting from the results 
obtained in Chapter 3, an orthogonal scheme is used as the transmission scheme for non- 
critical users and maximal ratio transmission for critical users. While the performance 
of these schemes with static resource division and user grouping does not guarantee 
similar performance for the dynamic resource division and user grouping case, however, 
because of the lack of interference in both schemes, good performance in terms of 
fairness and worst users’ throughput is still expected.
Monte Carlo simulations are also presented in this chapter to validate the proposed tech­
niques and show their effectiveness especially in small cooperation sizes and illustrating 
the convergence speed. Simulation results confirmed that this technique outperforms 
static resource division and it is able to achieve the highest total network utility with­
out the need for full cooperation. In addition to the above, the proposed user selection 
methods are compared showing the superiority of the channel condition user grouping 
method. The proposed techniques improved the fairness and the spectral efficiency of 
the worst 20% of users with affordable loss in total spectral efficiency when only 10% 
of the users are in cooperation mode, significantly reducing the backhaul capacity and 
computational complexity needed for limited cooperation. Part of this work has been 
submitted in [132].
4.1 Introduction
It was seen from the previous chapter that limited cooperation can enhance the fairness 
among users and improve the performance of the worst 20% of users without the need 
for full cooperation. However, when dividing the cluster into critical and non-critical 
regions, two subsystems arise; giving rise to two challenges that might undermine the 
system performance: the user grouping and the resource division between the subsys­
tems. In the previous chapter, these challenges have been tackled by static approaches 
where the users were grouped according to their geographical locations and the re­
sources (i.e., subcarriers and power) were divided according to the number of users in 
each subsystem. These solutions provided a low complexity approach for limited co­
operation; although, they might have caused loss of opportunity in further enhancing
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the fairness, the critical users throughput or the overall system throughput. Therefore, 
dynamic approaches need to be considered to avoid these downfalls. The idea behind 
dynamic resource division comes from the fact that resources needs to be directed to the 
scheme that achieves systems’ objectives (in fairness for example) where the number of 
users does not reflect these needs. This issue has not been widely studied in previous 
work, but some authors did consider this problem. For example, in [92] the authors 
provided a method for subcarrier division between cooperative and non-cooperative 
schemes in a sum rate maximising way to improve the performance of the cell edge 
users.
In order to fully exploit multicellular systems with limited cooperation, dynamic tech­
niques for grouping the users should also be employed. Methods to carefully select 
the users that need to be considered as critical have to exist because not all users 
can be admitted to the cooperative scheme. Due to the scarcity of resources, includ­
ing the backhaul limitations, only the users with bad performance criteria should be 
admitted to the cooperative scheme, and they should be able to benefit from being con­
sidered critical. While the literature for dynamic user grouping is rather limited, some 
techniques have already been proposed. For example, in [133], the authors proposed 
grouping the users depending on their SINRs; whereas in [134] the authors assumed a 
variable geographical window in which cooperation takes place. However, having dy­
namic user grouping with variable sizes for selective cooperation in multicell networks 
has not been discussed in the literature.
The approach of maximising the total sum rate achieves a good overall system per­
formance; nevertheless, it has a greedy behaviour that can affect the fairness among 
users by favouring the users with good channel conditions. Various objective func­
tions for resource allocation can be applied (see Chapter 2). Out of these, network 
utility maximisation approach is able to fulfil the fairness objectives by varying the 
utility function [135]. Taking a network utility maximisation approach offers a sort of 
flexibility in the objectives and can attain  proportional fairness [40].
It is worth iterating that resource division refer to the technique in which resources 
are divided between the subsystems (critical and non-critical), i.e., total available re­
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sources for each subsystem, whereas, resource allocation refer to the technique in which 
resources are distributed to the users. Moreover, user selection or user grouping meth­
ods indicate the method in which user are designated as critical users and to which 
subsystem they belong.
4.2 System  M odel and Problem  Formulation
The same system model described in Section 3.2 and illustrated in Figure 3.1 is adopted. 
The three sector scenario with inter-connected BSs serving a set of critical and non- 
critical users. However, in this chapter, a new approach is taken by aiming to maximise 
the system sum utility instead of the sum rate. Maximising the utility function is 
analogous to maximising the total satisfaction of users from using their resources where 
the utility function can be modified to accommodate the end results aspired. The total 
sum utility maximisation problem for any BS m  is formulated as follows:
max W  U {RkiPm. A n))
(4.1)
s.t. : C l : ^  ^  , ^k,n,m — |V |
keic neM
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where U{Rk{pk, Am )) is the utility function dependent on the rate achieved by user k, 
noted by Rfc(pfc, Am)- Problem (4.1), as sometimes formulated in the literature, can 
have constraints related to the link capacity instead. However, in this analysis, these 
constraints are expanded to include power and sub carrier constraints. As a result of 
using two transmission schemes, for critical and non-critical users, sharing the same 
resources, the optimisation problem of any BS m  can be expanded as follows:
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In an attem pt to reduce the complexity of problem (4.2), the division of the subcar­
riers is only taken by the number of the subcarriers given to each subsystem and is 
not dependent on individual subcarrier gains. This is optimal in a flat fading channel 
because then all the subcarrier will have the same gain thus the subcarrier index will 
not affect the results. However, here in frequency-selective channel, it is suboptimal 
but performed to reduce the complexity. The transmission schemes used are: orthog­
onal scheme with frequency reuse k =  3 for the non-critical users and maximal ratio 
transmission for the critical users. These two schemes are chosen as a a result of their 
ability to attain good performance results by enhancing the fairness among users and 
improving the worst 20% of users’ spectral efficiency which was shown in Sections 3.5 
and 3.7. The rate calculation formula for the orthogonal scheme, Am), is
given in (3.9) and for maximal ratio transmission, Am), is given in (3.10).
The utility function tha t is going to be used in this chapter is a logarithmic function 
due to its fairness oriented behaviour. This will be further discussed in Section 4.5.2. 
It is known from Chapter 3, that and are convex. As a result, the objective 
function is convex because it is a convex function of a convex function [121]. However, 
even though the objective function is convex, the problem is still computationally ex­
pensive to solve due to the non-linearity of the constraints. In order to reduce this 
computational complexity at the scheduler, dividing the problem into smaller, parallel 
and easier to solve subproblems becomes necessary. First, it is necessary to group the 
users to allocate the resources according their corresponding transmission schemes.
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4.3 Selection of Critical Users
As indicated above, critical users are served using a cooperative transmission scheme 
where it can provide them with better performance, hence, a fairer system. On the other 
hand, BS cooperation requires intensive backhaul signalling and high processing power. 
To reduce the signalling overhead and the computational complexity at the CPU, it is 
wise to consider only a portion of the users to be critical. These users are the users 
in most need of cooperation to achieve the system objectives in providing fairness and 
improve the critical users’ performance. The number of users who can be considered 
critical varies in relation to how much the system can “afford” the backhaul usage 
and CPU power. From this, the importance of dynamic methods for the selection of 
critical users become of high importance. However, an optimal user selection method, 
that maximises (4.2), is computationally prohibitive due to the nonlinearity of the 
constraint where exhaustive search is the straightforward solution for it. As a result, 
more computationally efficient methods are needed. Firstly, r] is introduced where 
rj G [0,100] is the percentage of users considered to be critical. When rj = 0, all users 
are considered non-critical and no BS cooperation takes place; likewise, when rj = 100 
all users are considered critical and full BS cooperation is assumed. In this chapter, 
four dynamic user selection methods are introduced:
1 . Distance Dependency: 7]% of the users farthest from the BS are assumed critical. 
The setback of this method is that a user might be considered critical while having 
a good channel condition. This is because pathloss is not the only factor in deter­
mining the channel condition where shadowing and fading, too, play an important 
role and should be considered. This could lead to loss in cooperation diversity. This 
method is equivalent to the geographic technique demonstrated in the literature 
and used in Chapter 3.
2 . Channel Dependency: this method avoids the disadvantages of the previous method 
by taking into consideration the channel condition, including fading, pathloss, and 
shadowing. 77% of the users with the worst channel conditions, in terms of channel 
gain, are chosen to be critical.
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3. Past Utility Dependency: this method is an attem pt to improve the performance 
of the users who have not, in the L  previous channel realisations, achieved an 
acceptable throughput. It finds the r]% of the users who have, in the last several 
snapshots, achieved the lowest utilities, or rates, and admits them to the cooperative 
scheme.
4. Future Utility Dependency: this method will attem pt to anticipate which scheme 
can achieve better performance for each one of the users. This is accomplished by- 
first testing each user’s performance, with both schemes. Then, it assigns 77% of the 
users, who can achieve better performance, if critical, to the cooperative scheme. 
Several challenges come alongside this method including the added computational 
complexity required for allocating the resources for testing and for transmission too. 
Another challenge is the power and subcarrier allocation where it is computationally 
prohibitive to perform the resource allocation and division for every combination 
of users. To overcome the latter challenge, equal power and subcarriers will be 
assigned to each user and test its performance accordingly.
It is important to note that in some scenarios, although highly unlikely, all users achieve 
better performance (from all aspects) being non-critical than critical. The future utility 
dependency method can be modified to assign each user to the scheme that achieves the 
highest utility without taking into account the pre-set 77, therefore, finding an optimal 
77. However, this is outside of the scope of this thesis.
All of previous methods can be looked at as methods of prioritising the users according 
to various criteria (e.g., channel condition, previous performance, and ability to provide 
better performance in the future, e tc .. . ) .  Afterwards, it assigns the users to the scheme 
(i.e., cooperative or non-cooperative) in accordance to their priority and the system 
ability to serve these users. In real world scenarios, high priority users can refer to VIP 
users or business users, however, not necessarily, in which the service provider aims 
to provide with a better experience. These users can be served using the cooperative 
scheme to provide this experience.
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4.4 Prim al D ecom position for Resource D ivision
Allocating the resources to users in both schemes at the same time is highly complex 
from a computational point of view. Hence, allocation of the resource to the users of 
each scheme separately and independently is proposed. Separate resource allocation 
for each scheme reduces the complexity by parallel processing approaches and fast 
converging solutions. However, problem (4.2) cannot be easily decomposed into two 
subproblems because of the dynamic resource division tactic taken; thus, it raises the 
need for other decomposition methods. Primal decomposition methods, sometimes 
called resource-directive decomposition, are used when there are coupling variables, if 
fixed, the problem decouples into smaller, parallel subproblems [136]. Clearly, in (4.2), 
the constraints for total resource available, namely total power, Pm^ and P m \ Vm G M , 
and total number of subcarriers and |A/’̂ ^̂ [, are coupling variables, because they
are dependent on each others and on and )A/"| and any change in one of them leads
to a change in the corresponding one. Therefore, when they are fixed to some constant 
values, problem (4.2) becomes easily decomposable. Here, primal decomposition is 
decomposition approach used to assist in easing this challenge.
In order to decouple the problem (4.2), two resource sharing variables are introduced: 
one for power, ip , and the other for the number of subcarriers, ijv [137]. These variables 
represent the amount of resources allocated to the first problem i.e., the problem of the 
non-critical users’ utility maximisation. This is done by making the power available for 
non-critical users and critical users = tp  and P^^  ̂ = P^°^^^ — tp , respectively, and, 
in a similar manner, for the number of non-critical users’ and critical users’ subcarriers, 
= tN  and |A/"(̂ )[ =  jA/"] - î n ,  respectively. Equation (4.2) can now be decoupled 
into two subproblems, SP l and SP2, for non-critical and critical users, respectively. It is 
vital to mention that the final number of decoupled subproblems depends primarily on 
the transmission scheme used. A cooperative scheme results in one subproblem whereas 
for a non-cooperative scheme, SP l can be decoupled easily into three subproblems, one 
for each BS. The resulting subproblems for each users’ group of all BSs m G A4 are 
given in (4.3) and (4.4) as follows:
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The original problem (4.2) becomes:
MP : Y .  ^ '(% " > )  +  E :^ '( ^ M .) )
^  AC(") /cw  (4 .5 )
subject to :  0 < < N,  0 < t p  <
where Xlx:(") P*(P)kw) ^.nd the maximum values of problems SP l
and SP2, respectively, for fixed t p  and tpf. The optimisation problem in (4.5) is called 
the master problem, MP. Note that, if the original problem, (4.2), is convex (i.e. the 
objective function is concave and the feasible set is convex), the subproblems and the 
master problem are all convex [138]. Similarly, if only the subproblems are convex, the 
master problem is still convex.
The master problem can be solved using different methods such as gradient or quasi- 
Newton methods if the objective function is differentiable over the feasible set and 
the subgradient, cutting-plane, or the ellipsoid methods if the objective function is 
non-differentiable over the feasible set. In most cases, the objective function is non- 
differentiable and a gradient does not exist, then the subgradient method should be 
used in that case. Although the objective function is differentiable, in this chapter, 
the subgradient method is used in order to accommodate for both, differentiable and 
non-differentiable objective functions. The next target for achieving decomposition is 
to find a search direction. Assume A| and A2 to be the optimal dual variables, or 
shadow prices, associated with the power sharing constraints, C3 in SP l and SP2,
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respectively. Similarly, assume and z/g, to be the optimal dual variables associated 
with the subcarrier sharing constraints. C l in SPl and SP2, respectively. Each of these 
optimal dual variables is considered a subgradient with respect to the dual constraint of 
its corresponding subproblem [121,139]. This leads, dp = X  ̂— and dpi = v^ — i>l to 
becoming feasible search directions for the total power and the number of subcarriers 
sharing variables, respectively. These search directions are used to update the resource 
sharing variables according to the following equations:
+  (fpdp,  (4.6) = t ÿ  +  ipNdN, (4.7)
where ^pp and (pp- are the step sizes for the power sharing and subcarrier sharing 
variables, respectively and i is the time step index, (pp and ippi can be constant step 
sizes between zero and one, pi G [0,1], or diminishing step sizes such as (/? =  ( l+ c )/( i+ c )  
where c is a fixed non-negative number.
In order to solve the decomposed optimisation problem, at first an initial value for the 
resource sharing variables are set. For simplicity, it is assumed that the subproblem 
equally share the resources, i.e., tp  = pTotaly2  and tpi = |A/’|/2. Afterwards, the 
sharing variables are updated according to the update procedures given in (4.6) and 
(4.7) using the search directions, dp and djv- To find the search directions, it is needed 
to first find the optimal solutions of SPl and SP2, the shadow prices, A|, Â , z/̂ , and 
z/g, can then be found straightforwardly as the optimal Lagrange multipliers for these 
problems [140]. The resource sharing variables are updated and the optimal solution for 
SP l and SP2 in each iteration until convergence is attained. Convergence occurs when 
the update procedure does not change the values of tp  and tpi such as \tp'^^^ — tp  ] <  e 
and — tj^l < e where e is a small value. Using the diminishing step size, the
subgradient method for resource division is guaranteed to converge to the optimal 
value [141]. The primal decomposition approach stated above is given in Algorithm 1.
This approach is viewed as a method of dividing the available resources between two 
separate and independent entities where they compete for these resources in accordance 
with the need of each subproblem. The two subproblems can be solved in parallel; how-
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A lg o rith m  1 Primal Decomposition Algorithm 
In itia lisa tio n  tp  = pTotai^2 and tjv =  lA/’|/2
w hile I >  € and > e do
Solve SP l and find A| and 
Solve SP2 and find Ag and
Calculate dp and d ^  and update tp  and tjv using (4.6) and (4.7) 
en d  w hile
Find the solution of MP
ever, even if solved sequentially, there will be a noticeable reduction in computational 
complexity. Resource division is performed at individual BSs. However, because, for 
critical users, cooperative transmission scheme is performed at the CPU, the BSs need 
to wait for the CPU feedback for the dual variables of SP2 in order to calculate the 
search direction. Once calculation is done, the BSs need to send the resulting tp  and t ^  
to the CPU. Therefore, resource division can be considered as a collaborative operation 
between the BSs and the CPU.
4.5 Further Proposed Approaches
This section presents the approaches tha t are used to increase the practicality and 
clarify the limited cooperation technique given in this chapter. A reduced complexity 
subcarrier division algorithm is given in addition to a short discussion on the fairness 
and the utility functions employed.
4 .5 .1  Sub carrier D iv is io n  A lg o r ith m
As stated above, the non-critical users are served using the orthogonal scheme with 
K = 3 and the critical users are served using maximal ratio transmission. The sub­
carrier and power allocation solutions for these transmission schemes are provided in 
Section 3.4. The subcarrier allocation of these transmission schemes is heuristic in na­
ture to reduce the complexity. Solving the subcarrier allocation problem heuristically 
will cause a loss in the ability to calculate the shadow prices related to the subcarrier
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allocation constraint for SPl and SPl, and z/g, respectively, thus, loss in the ability 
to find a search direction for the resource division problem, i.e., dpf. The unavailability 
of div leads to the inability in following the primal decomposition approach for the sub­
carrier division. Therefore, an alternative subcarrier division is needed to substitute 
for the primal decomposition one. A reduced complexity heuristic subcarrier division 
algorithm is proposed. Firstly, 10% of the available sub carriers are assigned to each 
of the two schemes to be able to calculate initial utility values for system evaluation. 
Then, each subcarrier is given to the scheme that maximises the total utility, in a greedy 
manner, until all subcarriers are assigned. W hat protects the system from extensive 
greedy behaviour is the utility function; hence, it is important to carefully select the 
appropriate utility function to achieve the system objectives in fairness. The subcarrier 
division procedure is clarified in Algorithm 2.
A lg o rith m  2 Subcarrier Division Algorithm 
in itia lisa tio n  Assign 10% of J\f to SPl, and SP2, randomly
w hile M  ^  (j) i te ra te  n G AT do
assume n  G A/"(̂ ) then calculate U 
assume n  G then calculate U 
i f  U  ( 4 ° ’)  > V  then
4= {n} U AT(c)
else
A^(") <= {n}uA^W
end  if
A/" 4= M \{n ]  
en d  w hile
4 .5 .2  F airness
Any complete analysis of resource allocation and optimisation of any system is bound to 
include the issue of fairness. Fairness in itself is an objective in this scenario. First, it is
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needed to define Pareto efficiency. A resource allocation is said to be Pareto efficient if, 
when consuming all resources, the utility of a certain consumer (i.e. user or BS) cannot 
be increased without decreasing the utility of another consumer [142]. Various notions 
of fairness already exist such as max-min fairness and maximum throughput among 
many others; and most of these notions are discussed in Chapter 2. The analysis in this 
chapter directly concentrates on proportional fairness; the breakthrough of proportional 
fairness was coined by Kelly et al. in [40]. In proportional fairness the users with bad 
channel conditions still achieve bad utility (or throughput); however, they do not suffer 
from resource starvation (i.e., not being allocated any subcarrier of power) as in greedy 
approaches. Proportional fairness, like any other utility maximising fairness [142], is 
Pareto efficient and is defined as follows:
^/ifclog(R fe +  ci), (4.8)
k £ K
keeping in mind the system resource constraints. Generally, maximising any logarithmic 
utility functions can achieve proportional fairness [143]. pk is the weight of user k  for 
the utility function and ci is a constant that can be used to avoid the discontinuity of the 
utility function at certain rate values, pk can be considered as the amount user k  can 
“pay” to get resources and it has the same notion of weights in sum rate maximisation 
problems. In this chapter, it is considered that pk = 1, Vfc G /C as a practice to avoid 
prioritising the users. While users are to be treated fairly in this analysis, in different 
scenarios, some user could be able to pay more than others for their resources such as 
VIP users.
By varying the utility function, various end results can be obtained. One extreme is 
to is to make U{Rk) = Rk and then the problem will reduces to a total sum rate 
maximisation problem like the one discussed in Chapter 3. Another common utility
p~'t>
function is U{Rk) =  — where 4> corresponds to the degree of fairness among users 
[41]. As (f) grows larger, a higher degree of fairness is achieved and when ^  oo the 
utility function will turn into a max-min fairness utility function. Furthermore, due to 
the demand for efficient use of the available energy, a utility function can be shaped 
to address this demand by adding a power consumption penalty or maximising the
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throughput per power unit such as [144]. In this chapter, the utility function used is 
as follows:
U  { R k )  =  log2 {R k  +  1) 5 (4.9)
which is a simple logarithmic function in order to clearly demonstrate the effectiveness 
of the proposed technique instead of the utility function in its own rights in addition 
to its ability to provide proportional fairness. Rk is calculated in Mbps and a constant 
is added to prevent non-convexity resulting when a user’s rate is zero.
Solving a total utility maximisation problem is comparable to solving a total sum rate 
problem. As indicated above, the subcarrier allocation is given in the previous chapter 
with a slight variation resembled by the utility function itself. Where, instead of the 
sum rate used to calculate the satisfaction of users, the utility function is utilised. 
For the power allocation, the multilevel water filling is solution of logarithmic utility 
functions [41]:
P n ,m  —
u 'iR Î)
R k,n ,r
where U'{Rl.) = when Rk = R^ and it is the marginal utility of the optimal rate
allocation R^. The marginal utility is the additional benefit that a user (or BS) gains 
from using more resources. In other terms, it is the rate of increase in utility when 
more resources are used. The multilevel water filling in (4.10) can be generalised, fairly 
straightforwardly, to both of the transmission schemes used, by changing the effective 
channel. To find the optimal power allocation associated with the optimal marginal 
utility, the sequential Frank-Wolfe algorithm is used [145].
4.6 Sim ulation R esults and Discussions
In this section, simulations are carried out to demonstrate the effectiveness of the pro­
posed approaches: the resource division and the user selection methods with utility 
maximisation approach. The system model in question is the same one illustrated in
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Table 4.1: Simulation Parameters
P a ra m e te r V alue
Number of subcarriers 128
Number of users in each sector 1 2 , 16
Max power at Each Base Station 50W
Bandwidth 20MHz
Noise PSD -139dBm/Hz
Path Loss Exponent 3.5
Shadowing Standard Deviation 8 dB
M ultipath Model ITU Pedestrian B
Figure 3.1. The channel model is described in Section 3.5 and the simulation parameters 
are shown in Table 4.1. Necessarily, the simulations presented are divided into three 
main subtitles: 1 ) The algorithms: to show the convergence and the convergence speed 
of the resource division algorithms presented in Sections 4.4 and 4.5. 2 ) The perfor­
mance: showing the performance of the proposed dynamic resource division techniques 
using Monte Carlo simulations and the advantages of dynamic user selection methods. 
3) The fairness: it takes a look at the advantages achieved from little cooperation, in 
terms of fairness and the spectral efficiency of the worst 2 0 % of users.
4 .6 .1  T h e  A lg o r ith m s
The efficacy of the two class system and the resource division algorithm lies in the speed 
of convergence and the probability of its occurrence. Any resource division scheme that 
does not guarantee the convergence is considered impractical. As discussed in Section 
4.4, the use of diminishing step sizes with the subgradient method guarantees the 
convergence to the optimal value. The speed of this convergence is of high importance 
where this is shown in simulations .
Figure 4.1 illustrates the power division in each BS within one channel realisation 
against the number of iterations (i.e., the time step index) when the number of users 
is 36 and the ISD is 2000m. The total power allocated to the non-critical users, as a
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Figure 4.1: The division of power between the two schemes in each BS when: 
20% of the user are critical (top), and 80% of the user are critical (bottom).
percentage of the total power, is plotted against the number of iterations. For com­
parison only, static power division schemes are also presented. These include, the user 
percentage power division, in which power is divided, to each scheme, according to 
the percentage of users in that scheme over the total number of users. Similarly, the 
channel condition power division is also given which is related to the percentage of the 
average channel gains of non-critical users over the total channel gains of all users. The 
figure shows the speed of convergence of the optimal power division algorithm when 
20% and 80% of the users are critical. Where, in this channel realisation, convergence 
occurs within 80 to 100 iterations.
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Figure 4.2: The total utility convergence when: 20% of the user are critical (top), 
and 80% of the user are critical (bottom).
Similarly, in Figure 4.2, the total system utility is shown against the number of it­
erations, with comparison to the static resource division schemes, discussed earlier, 
generalised to both, the number of subcarriers and the total BS power. This is plotted 
for 26 users and the ISD is 2000m. The superiority and the convergence speed of the 
adaptive resource division is clear in Figure 4.2, when 20% and 80% of the users are 
critical. The total system utility is maximised in comparison with other schemes with 
fast convergence rate within similar number of iterations, 80 to 100 iterations. These 
preliminary convergence results give a motivation to continue in the same direction. It 
is never enough to stress the fact that the single snapshot simulation, given here, is 
mainly to give the reader an idea of the convergence speed where giving an averaged 
convergence results will not clearly show the performance of the algorithm.
90 Chapter 4. Limited Cooperation Part II
4 .6 .2  T h e  P e r fo r m a n c e
The performance of the system is affected by the used dynamic resource division scheme 
and user selection methods combined; hence, it is important to evaluate their effective­
ness. For this section and the next, a sufficiently large number of channel realisations 
is used to show the benefit of the proposed schemes. Figure 4.3 illustrates the ad­
vantages of using limited cooperation scheme with dynamic critical user selection and 
dynamic resource division and method over static resource divisions in terms of total 
system utility with different cooperation sizes (i.e., percentage of critical users). The 
channel condition method is the method chosen to identify the critical users for the 
results demonstrated in Figure 4.3, the number of users is 36 and the ISD is 2000m. 
These results demonstrate the ability of the two class system to achieve better system 
performance without the need for full cooperation when dynamic resource division is 
employed. It is noted that when both, subcarrier and power, division techniques are 
used, the best performance is achieved when only 65% of the users are set to be critical 
where it attain an gain of 33% over fully non-cooperative, 25% over fully cooperative 
and 28% over static resource division. This because at this percentage the throughput 
of the critical users group, due to their channel conditions, is more likely, however not 
necessarily, to be of a similar value to the throughput of the non-critical users group. 
That leads to great savings in backhaul capacity and computational power at the CPU. 
Additionally, considering only 15% of user as critical can attain  a performance close to 
a the performance of a fully cooperative system. It is noted that the power division only 
leads to limited performance gains; however, in order to achieve the best performance 
gain, dynamic division techniques for both subcarriers and power need to be used.
After establishing the benefits of dynamic resource division with limited cooperation, 
the effectiveness of each of the user selection methods discussed in Section 4.3 needs 
to be established. Figure 4.4 illustrates the performance of these methods in term of 
total system utility for all cooperation sizes when the number of users is 48 and the 
ISD is 2000m. The channel dependent user selection is superior to all other methods 
where it assigns the users with the worst channel conditions to the cooperative scheme; 
therefore, users who are actually in need of cooperation will be set critical. Moreover,
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Figure 4.3: Total system utility against the percentage of the critical users.
while the distance dependent achieves a good performance, it does not rise to the 
level of the channel dependent method. This is due, as stated before, to the fact that 
shadowing and fading play a big role in determining each user’s condition. Past utilities 
method performs slightly worse than the distance dependent method due to its inability 
in predicting the situation of each user by only examining its performance in previous 
channel realisations. There is a very small difference between two window sizes in the 
past utilities method in favour of the larger window size. The future utilities method 
performs poorly due to the resource allocation method used in predicting the utility of 
the next snapshot, as clarified in Section 4.3.
4 .6 .3  T h e  F airness
Fairness is one of the main objectives in this chapter, and in fact in this thesis, and it is of 
paramount importance for this analysis. In order to properly evaluate the effectiveness 
of any approach, the fairness it attains needs to be examined, in addition to other 
important factors such as complexity, backhaul usage and total system performance. 
The fairness here is measured using Jain’s fairness index, J  [33].
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Figure 4.4: Comparison of the user selection methods against the percentage of 
critical users.
The fairness achieved with the proposed limited cooperation scheme with the channel 
dependent user grouping method is illustrated in Figure 4.5 at various ISDs and dif­
ferent cooperation sizes. In the proposed dynamic resource division scheme, a fairer 
system is reached when the number of critical users is small and less fair with large 
number of critical users. By examining both Figures 4.3 and 4.5, the following can be 
observed: the proposed scheme achieved higher fairness when only 10% of the users 
are considered critical which achieves a total system utility not far from the full coop­
eration utility in Figure 4.3. Hence, this leads to huge saving in backhaul signalling 
overhead and reduction in the centralised processing power needed with a small impact 
on the total system performance. Moreover, with negligible loss in fairness when 50% 
of the users are critical, the total system performance can be increased considerably 
in comparison with static resource division techniques. The increase in total utility is 
about 2 2 % over static resource division, 2 0 % over full cooperation and 28% over fully 
non-cooperative system. When 90% of the users are critical, the fairness drops consid­
erably due to the greedy effect of the resource allocation and division techniques.
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Figure 4.5: Jain’s fairness index, J,  of the total system users when the percentage 
of critical users is: 10% (top), 50% (middle), and 90% (bottom)
Figure 4.6 illustrates the throughput of the worst 20% of users for different ISDs and 
cooperation sizes. By comparing Figures 4.3 and 4.6, it is noted that, the gain in 
the worst users’ performance increases with little cooperation. It is clear that the 
throughput of the worst 20% of the users is improved by considering only 10% of the 
users to be critical, which, according to Fig. 4.3, is fairly close to the total utility 
of full cooperation. Additionally, by taking 50% of the users to be critical and with 
almost no loss in the worst 20% of users’ throughput, an increase in total system utility 
is achieved similar to the fairness results. It can, also, be seen that the proposed 
scheme at 10% achieves equal or slightly higher spectral efficiency than other static 
and dynamic scheme at different percentages of critical users.
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Figure 4.6: Spectral efficiency of the worst 20% users in terms of sum rates when 
the percentage of critical users is: 10% (top), 50% (middle), and 90% (bottom)
It is concluded that the total system utility can be improved by 28% over fully non- 
cooperative, 2 0 % over fully cooperative and 2 2 % over static resource division without 
any noticeable loss in fairness of the sum rate of the worst 20% of users when only 50% 
of the user are considered critical.
4.7 Chapter Sum mary
In this chapter, a dynamic user grouping approach into limited cooperation with dy­
namic resource division is proposed. The system is divided into two classes, a coopera­
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tive and a non-cooperative class, each is transmitting to a separate group of users called 
critical and non-critical users. Various user selection methods were proposed to group 
the users into critical and non-critical users’ group according to their performance met­
rics. These methods were dependent on either channel, distance, past performance or 
future performance. A primal decomposition approach for the resource division prob­
lem was employed to divide the resources between the two subsystems and reduce the 
computational complexity. Moreover, a reduced complexity heuristic subcarrier divi­
sion was also utilised. The transmission schemes were defined where non-critical users 
were served by an orthogonal scheme and critical users were served by MRT.
Simulations were carried out in order to evaluate the performance of the proposed 
techniques. The convergence speed has been shown for one channel realisation. In the 
simulation results, it has been observed that the maximum performance is achieved 
when only 65% of the users are critical attaining a performance gain of up to 33%. In 
addition, the proposed technique has showed a performance very close to full coopera­
tion where only 15% of the users are critical. Gain in fairness and the throughput of 
the worst 2 0 % of users in comparison with static techniques have been demonstrated 
while only a small fraction of users are critical, i.e., 10%. This percentage of critical 
users have had a total utility fairly close to the total utility of full cooperation result­
ing in great reduction in backhaul capacity and computational complexity needed for 
operation. In addition, when only 50% of the users are critical, a performance gain of 
up to 28% can be obtained without noticeable loss in fairness or the sum rate of the 
worst 2 0 % of users.
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Chapter 5
Coordinated Resource Allocation
I n this chapter, the move is made from the backhaul capacity hungry cooperation 
techniques to the more backhaul friendly coordination techniques. Coordinated re­
source allocation techniques, or interference-aware resource allocation, do not require 
the knowledge of the data streams intended for users in other sectors. Therefore, the 
need for extremely high capacity backhaul is eliminated. This chapter concentrates 
on techniques for cellular networks with densely deployed base stations. Two sepa­
rate ICIC techniques for the multicell networks are proposed in this chapter with the 
intentions of reducing the ICI affecting the critical users.
Initially, an inter-cell interference avoidance scheme for the downlink of dense multicell 
OFDM systems is proposed. Using heuristic methods, this scheme aims at reducing 
the interference caused by non-critical users on critical users in order to improve the 
performance of the latter with minimal impact on the total system throughput. At 
first, the users are grouped into two groups based on various performance criteria then 
a performance metric dependent on these criteria is introduced. Resource allocation 
techniques favouring the critical users are proposed. These include a subcarrier allo­
cation technique that prohibits the subcarrier sharing between critical users. Then, 
based on the previously introduced metric, a weight calculation method for the power 
allocation of the weighted sum rate maximisation problem is proposed. The effective­
ness of the proposed scheme is verified through simulations where it is shown that,
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with negligible degradation in total system throughput, as little as 2 .6 %, the proposed 
scheme is able to improve the spectral efficiency of the worst 2 0 % of users by up to 
2 2 % and also increase the fairness, especially in dense cellular systems.
Afterwards, a noncooperative game-theoretic inter-cell interference coordination tech­
nique in downlink dense multicell OFDM A networks is developed. To increase the 
system payoff, this game aims to penalise the base stations for the interference they 
create. The users are grouped into two groups for critical and non-critical users and 
various interference pricing schemes related to the users’ group and performance met­
rics are proposed. The game is formulated as a power control game with linear pricing 
and its corresponding payoff function is introduced. The existence and uniqueness of 
Nash equilibrium [146] are proven theoretically and the power allocation solution that 
leads to this equilibrium is found. Nash equilibrium is the the strategy in which no 
player can benefit by unilaterally changing its own strategy. The effectiveness of the 
proposed interference coordination technique is evaluated through simulations. It is 
shown that this approach is able to enhance the spectral efficiency of the worst 2 0 % of 
users in densely deployed networks by up to 37.8% while at the same time increase the 
total spectral efficiency by an appreciable 1 .2 %. Part of the work in this chapter has 
been published in [147,148]
5.1 Introduction
In order to accommodate the enormous market demand for higher data rates, consider­
ing the limited bandwidth and power available, denser deployment of cellular networks 
is more likely to be the theme of future generation cellular networks, [99,100]. Never­
theless, dense cellular networks severely suffer from the ICI restricting the performance 
of cell-edge and heavily shadowed users. This is due to i) the exponential decay of 
radio signals in relation with the distance to the transmitter and ii) smaller distance 
to interfering BSs especially for cell-edge users. While the effect of ICI can be mit­
igated by employing a higher frequency reuse factor, k, or by adopting a frequency 
reuse scheme such as FFR and SFR; the system spectral efficiency can be compromised 
due to resource partitioning. Hence, with the scarcity of resources, these approaches
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will not be suitable for next generation communication networks such as LTE-A. To 
maximise the system capacity, a frequency reuse factor of one has to be utilised [98].
Cell-edge and heavily shadowed users are most affected by ICI. To improve their per­
formance, ICIC techniques can be employed, [95]. For example, in [110], the authors 
proposed an interference avoidance scheme to coordinate a group of neighboring cells 
for the purpose of improving the performance of cell-edge users. Because these users 
react differently to ICI in comparison with cell-centre users, they should not be treated 
in the same manner. Therefore, clustering techniques should be employed to assist di­
recting the system resources to enhance the vulnerable users’ performance. In general, 
static, and mostly location-based, user clustering techniques have already been in use 
to improve the quality of service (QoS) for all users alike [111-113]. However, exist­
ing work on dynamic clustering techniques is rather limited; for instance, in [133], the 
authors proposed a signal-to-interference-plus-noise-ratio (SINK) based user grouping 
technique to enhance the cell-edge users’ throughput.
Conventional ICIC techniques depend heavily on optimisation problems which tend to 
be NP-hard and, generally, require centralised processing and large cell-to-cell signaling 
overhead making implementation in practical scenarios prohibitive. Therefore, the need 
for reduced complexity approaches arises. Reduced complexity approaches, not just 
reduce the backhaul capacity needs, but also reduces the accompanying computational 
complexity. Computations for the purpose of resource allocation take place at the BSs 
or at the radio network controller (RNC). Reducing the computation complexity will 
in turn reduce the cost associated with the hardware of multicell networks. In [149], 
the authors proposed an ICIC scheme for the downlink OFDMA through the use of the 
integer linear programming concept. Their problem was decomposed into many smaller 
and less complex subproblems. Similarly, the authors in [150] devised a distributed ICIC 
scheme and decomposed the problem into many subproblems to reduce the complexity 
of the proposed scheme. Another heuristic ICIC was proposed in [151].
As another approach to reduce complexity, the microeconomics concept of game the­
ory has found its way into resource allocation for wireless networks opening the door 
to a world of reduced complexity and more tractable ICI control solutions. Game
100 Chapter 5. Coordinated Resource Allocation
theoretic approaches are divided into cooperative and noncooperative. In cooperative 
approaches (e.g., [107]), the outcome of the game is achieved from agreement among 
the players through various processes such as Nash bargaining. Bargaining solutions 
require extensive signalling between the players in order to reach an agreement making 
this approach difficult to realise in practical scenarios. This gave rise to noncoopera­
tive techniques where it has been used in the power control problem of code division 
multiple access (CDMA) for the single cell [152], multicell [153], and the ad hoc net­
works [154], and even for opportunistic spectrum access (e.g., cognitive radio) resource 
allocation problem [155]. For the downlink of orthogonal frequency division multiple 
access (OFDMA) systems, game theoretical approaches gained significant interest. The 
authors in [156] aimed at maximising the total sum rate using the concept of potential 
games to straightforwardly guarantee the existence of Nash equilibrium. The potential 
games concept was also used for the multicell OFDMA relay scenario in [157]. In [108], 
the authors addressed a power minimisation problem and employed a virtual referee to 
monitor and regulate the resource sharing in the game. A linear pricing scheme based 
on the consumed power is proposed in [158] for the efficient use of resources and to 
provide a degree of fairness in the system. Similarly, the authors in [159] used a linear 
pricing approach to tackle the same problem but with the integer bit-loading. In [160], 
the authors enhanced the fairness and throughput of cell-edge users by reducing the 
ICI employing the noncooperative game approach. While all the aforementioned work 
presents appreciable performance gains, not enough focus has been given to solve the 
multicell networks main problem: improving the vulnerable users’ performance
5.2 Reduced Com plexity Approach
In this part, a heuristic interference avoidance scheme based on user grouping, sub­
carrier allocation and weight calculation will be proposed. This scheme is aimed at 
reducing the interference caused on critical users by other users enjoying good channel 
conditions. In order to reduce the interference on the critical users, grouping meth­
ods are offered to group the users and then a metric to quantify the performance of 
those users is introduced. A subcarrier allocation technique is proposed. Using this
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technique, the base stations, through small amount of message passing, prevent the 
sharing of subcarriers between critical users. Then, for the power allocation of the 
formulated weighted sum rate maximisation problem, a method for weight calculation 
is proposed in which the users’ performance metric is incorporated in order to reduce 
the interference power.
5.3 System  M odel and Problem  Formulation
A system model similar to the one used in previous chapters is used in which the 
downlink of a multicell scenario is considered. This system model is described in Section
3.2 and illustrated in Figure 3.1. The network is divided into clusters and each cluster is 
comprised of three sectors served by three BS antenna and is Figure 3.1. In this chapter, 
there exists N  equally spaced OFDM subcarriers, with Af = { 1 ,. . . ,  N }, entirely shared 
by the three BSs thus the frequency reuse factor k = 1. Moreover, the BSs are assumed 
to be interconnected through a high capacity, low latency backhaul for information 
exchange between them. This has become common practice for current communication 
systems, for instance, LTE systems can use the high capacity X2 interface for backhaul 
communications [59]. The CSI is assumed to be globally and instantaneously known 
at all BSs within the cluster.
For the downlink OFDM, the rate of user k E 1C in sector m  E A4 (i.e., served by BS 
m) is:
^k,n,m = ^j£lCi Hn,lPn,lHk,n,h Vfc G /Cm, ÎS the intra-cluster ICI affecting user k
in sector m  on subcarrier n. is the inter-cluster interference affecting user k in
sector m  on subcarrier n and it comes from clusters outside of this scenario that are not 
involved in this interference avoidance scheme. Therefore, 'E.k,n,m is considered constant 
with respect to pn,m because pn,m is not a variable of The total weighted sum
rate optimisation problem for each BS m  is formulated as follows:
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max
P , A keJC
S .t .  : ^  Pn,m <
neJ\f
P n , m  > 0, Vn,
where is the total power available at BS m  and assumed equal at all BSs. wt is
the weight associated with user k. It is noted that the subcarrier allocation constraints 
are omitted from (5.2) because they are allocated according to a heuristic approach 
described in Section 5.5 prior to the power allocation. In this part, the proposed 
solution is based on the selfish single cell water-filling by ignoring the ICI for the 
power allocation stage. This method, while not optimal, will significantly reduce the 
backhaul signalling and computational complexity required to develop a low complexity 
ICIC technique.
The proposed interference avoidance scheme is centred around the idea of grouping 
the users and, then, distributing the resources to them in a manner that aims to 
improve the performance of the worst achieving users with minimal impact on the 
total system throughput. Because of the randomness in users’ channel conditions, not 
all users should be treated equally. In the next sections, methods to group the users 
will be proposed, then, allocate the resources to these users according to each user’s 
performance metric.
5.4 Selection of Critical Users
Due to pathloss, fading, shadowing and ICI, critical users suffer from bad channel 
condition causing them to have poor throughput. Critical users require more consider­
ations during resource allocation in order improve their performance. Therefore, here 
too, it is proposed to distinguish and favour these users by first grouping them into 
two distinct groups: critical users’ group and non-critical users’ group. As opposed to 
conventional grouping techniques which depend primarily on the user’s geographical 
location, adaptive user selection methods are offered to accommodate for the varying
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nature of communication channels. These methods depend on various performance 
criteria:
1 . Channel Condition: a percentage of the users with the worst channel conditions 
(i.e., pathless and shadowing only) are selected to be critical users. The fading is 
not taken into account here in order to reduce the complexity of the approach by 
having the ability to group the users before the subcarrier allocation.
2. SINR : a percentage of the users with the worst observed SINRs are chosen to be 
critical users.
3. Previous Rates: a percentage of the users who have, in the L  previous channel 
realisations, achieved the lowest throughput, among others users, are selected as 
critical users.
Consider ry to be the percentage of the users assigned as critical users, where 7] E [0,100]. 
For a pre-set 77, 77% of the users with the worst performance criteria (listed above) are 
selected to be critical. The number of users to be considered critical is predetermined 
and should not be too large because, when choosing all or large portion of the users 
to be critical, this technique becomes ineffective (see Section 5.5). A “dissatisfaction” 
index is introduced and calculated for each user to quantify the users’ degree of vul­
nerability. ^rn = ^ 2 ,m5 • • • 5 where '^k,m G [1,5] is the dissatisfaction
index for user k in sector m  and it is inversely proportional to the selection criterion 
of that user (i.e., channel quality, SINR, and attained rates). This means that, as the 
user’s condition becomes worse and its performance criterion decreases, its dissatisfac­
tion index grows larger. '^k,m  is only calculated for critical users whereas, for
non-critical users, =  1- The interval E [1,5] has been selected heuristically 
after rigorous trials. It is worth noting, the size of the interval and the spreading of 
'^k,m alter the performance of the proposed technique. The dissatisfaction indices are 
calculated as follows:
1 . Channel Condition:
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For critical users For non-critical users
- 1
2. SIN R :
For critical users For non-critical users
3. Previous Rates:
For critical users For non-critical users
^jeKm i  ^f=l ^
'^k,m — 5 (  ̂ , ^k,m — 1
Note that SINR^^m is the observed SINR by user k  in sector m.
5.5 Resource A llocation
The aspirations from this technique is to produce a reduced complexity approach, 
therefore, the resource allocation solution will be a disjoint one with the subcarrier 
allocation independent from the power allocation. After grouping the users, the avail­
able resources need to be assigned to these users. The iterative Hungarian assignment 
method is used for subcarrier allocation, specifically, the Munkres algorithm [161], it­
erated until all subcarriers are assigned. Now that all the subcarriers are assigned, the 
interference affecting the critical users is reduced by prohibiting the sharing of sub car­
riers between them. This is achieved by prioritising the BSs into primary, secondary 
and tertiary. The primary BS allocates the subcarriers to its users according to the 
Hungarian method. Then, it passes a message through the backhaul to the secondary 
BS indicating the subcarriers allocated to its critical users which they will refer to as 
critical subcarriers. The secondary BS allocates the subcarriers to its users. If, after 
the allocation, a critical subcarrier is allocated to a critical user in the second sector.
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the BS will swap this subcarrier with a non-critical subcarrier and assign the critical 
subcarrier to a non-critical users. Afterwards, it passes the information about the crit­
ical subcarriers in the primary and secondary sectors to the tertiary BS. The tertiary 
BS allocates the subcarriers in a similar manner. It is worth noting tha t any “fair” 
subcarrier allocation technique can be utilised instead of the Hungarian method in or­
der to further reduce the complexity. For instance, the method proposed in [38] can be 
used, then, the same subcarrier swapping procedure should be reproduced.
In the proposed scheme, BSs reduce the transmission power of the non-critical users 
that are using critical subcarriers. In order not to severely degrade the total system 
performance by excessively limiting the power on users with very good channel condi­
tions, the power is reduced by scaling down the water level associated with those users’ 
subcarriers. Hence, the available power is allocated to feasible subcarriers according to 
a multilevel water-filling algorithm defined by a set of weights. Users weights, and in 
turn  the water-level, are related to the dissatisfaction index of the user being affected 
by ICI. The solution to the weighted sum rate maximisation problem (5.2) is a multi­
level water-filling [41] where the power allocated to subcarrier n  in sector m  is given as 
follows:
P n , m  —
+
, V k,n ,m , (5.3)
where [æ]+ =  max{x,0}. 1/A is the water level and Hk,n,m = Hk,n,m/BNNo- The 
weight of users k is calculated using:
Wfe = I ^k,i I • (5.4)
\lj^m
Equation (5.4) shows that the weight is inversely proportional to the dissatisfaction 
indices of users in other sectors receiving interference on shared subcarriers. However, 
for non-critical users that are not sharing subcarriers with critical users the weight will 
be, Uk = 1/2, the largest possible value, because, from (5.4), the dissatisfaction indices
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A lg o rith m  3 Summary of the proposed scheme
- Group the users by assigning r}% of them as critical using one of the grouping
methods presented in Section 5.4
- Calculate Vm E A4
- Allocate the subcarriers using the Hungarian Method
- Swap the subcarriers shared between critical users
- Calculate the weights Wfc Vfc E /C in accordance with (5.4)
- Allocate the power to the users according to (5.3)
of the affected users are ones, meaning that, the power on that subcarrier will be the 
least suppressed since it does not cause interference to critical users and only causes 
interference on users with good channel conditions. Because subcarrier sharing between 
critical users is forbidden, for critical users, = 1 / 2 , thus, no power suppression on 
critical users is imposed. For all other cases, the weights are related to the interference 
that non-critical users causes to critical users in other sectors. The proposed interfer­
ence avoidance scheme is summarised in Algorithm 3.
If 7] is large and/or N  is small, all the subcarriers might be assigned to critical users 
before the second or third BS can have a chance to do so. In that case, the performance 
of the critical users will degrade significantly. This is a result of limiting the power on 
critical users interfering on other critical users where both already have bad channel 
conditions.
5.6 Sim ulation R esults and Discussion
Monte Carlo simulations are carried out in order to evaluate the performance of the 
proposed techniques and judge their effectiveness. The modelled channel corresponds 
to a frequency selective time varying channel following the ITU Pedestrian B multipath 
model [128] where the simulation parameters are summarised in Table 5.1. The sim­
ulations are performed over sufficiently large number of channel realisations for more 
accurate results. This section is divided into two parts. The first part compares the var-
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Table 5.1: Simulation Parameters
P a ra m e te r V alue
Number of Subcarrier 128
Number of Users 36
Total Power 50W
Bandwidth 20MHz
Noise PSD -139dBm/Hz
PL Exponent 3.5
Shadowing STD 5dB
M ultipath Model ITU Pedestrian B
ious user selection methods coupled with different rj in order to name the best method 
to be used for performance evaluation. Following the results drawn earlier, the second 
part evaluates the performance of the proposed scheme in comparison with conventional 
frequency reuse schemes using the channel condition grouping method and rj =  40%.
5 .6 .1  T h e  U se r  S e lec tio n
In this part, the critical user selection methods identified in Section 5.4 with different 
Ï] values are compared. The comparison includes the performance in terms of total 
spectral efficiency, worst 20% of users’ spectral efficiency and Jain’s fairness index. 
Figure 5.1 represents the total spectral efficiency of the system with the following 
user selection techniques; channel dependent, SINR dependent, and previous rates 
dependent methods when 77 =  20% and 77 =  40%. Previous rates selection method 
performs best in terms of total SB where it has shown a performance equivalent to 
that of the uncoordinated full frequency reuse technique shown in the next section in 
Figure 5.6. It also has a very similar performance to it scheme in all other aspects. 
This is because a user’s low throughput in previous realisations does not constitute 
a reason for bad performance in the next channel realisation unless, in some cases, 
it is stationary and the channel is invariant which is not the case here. This means 
that this user selection method “saturates” into the uncoordinated full reuse technique
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Figure 5.1: Overall system spectral efficiency
with large, random, channel realisations. The channel condition user selection method 
with rj =  40%, used in previous subsection, achieves the lowest total SE. However, in 
terms of the worst 20% of users’ SE and Jain’s fairness index, in Figures 5.2 and 5.3, 
respectively, it outperforms all other selection methods. The loss in total SE is due to 
the price of fairness, where increasing fairness and critical users’ throughput requires 
a sacrifice in total sum rate. The SINR selection methods attains mediocre results 
between both extremes. Likewise, the CDF plots are given in Figures 5.4 and 5.5 for 
the total spectral efficiency and the worst 2 0 % of users’ spectral efficiency, respectively, 
when the ISD is 200m. The CDF plots emphasize the performance of each of the 
grouping methods. Because the aim of this technique is to improve the performance of 
the worst 20% of users as a first objective, the channel condition with rj — 40% are the 
methods chosen to group the users and calculate their dissatisfaction indices.
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5 .6 .2  T h e  P e r fo rm a n c e
In this part, it is assumed that the users are grouped according to their channel con­
ditions and T] =  40%. The proposed scheme is compared to SFR, FFR, uncoordinated 
frequency reuse scheme with tz = 1 (FR l), and frequency reuse scheme with Av =  3 
(FR3). Figure 5.6 illustrates the total system spectral efficiency (SE) comparison be­
tween the five schemes. In densely deployed BSs, the proposed technique demonstrates 
a small drop in SE of about 2.9% when the inter-site distance (ISD) is 200m compared 
with the best performing scheme, F R l. However, the proposed technique achieves a 
performance gain over SFR by 2% at the same ISD. When the ISD is 500m, a loss in SE 
of 2.6% and 0.7% from F R l and SFR, respectively, is observed. Figure 5.7 illustrates 
the SE of the worst 20% of users, in terms of their aggregate throughput. It is clear 
that the proposed scheme outperforms all other schemes in enhancing the throughput 
of the worst users, especially in densely deployed scenarios, compared to the second 
best scheme (i.e., SFR), by up to 22%, when the ISD is 200m. The proposed technique 
maintains the same performance (i.e., percentage increase) until when the ISD is 1200m 
and more, where, in sparsely deployed BSs, the advantages of this technique dissipate. 
In Figure 5.8 Jain ’s Fairness Index J  [33] is presented as a method to quantify the 
fairness among users. Apart from the FR3 scheme, the proposed scheme outperforms 
all other schemes and attains better fairness results. FR3 attains good fairness mea­
sure due to the minimal interference exposure because the spectrum orthogonalisation, 
however, this translate into poor total sum rate. In Figures 5.9 and 5.10, the empirical 
cumulative distribution function (CDF) is given for the total system spectral efficiency 
and the spectral efficiency of the worst 20% of users, respectively, when the ISD is 200m. 
The CDF plots confirm the results obtained previously showing the ability of the pro­
posed technique to increase the SE of the worst 20% of users with small loss in total ,SE.
In general, an 77 =  40% leads to better fairness results and better critical users’ perfor­
mance than when 77 =  20% at the price of total system sum SE. Considering only 20% 
of the users as critical can still leave vulnerable users affected by ICI because no power 
suppression technique will be employed on interfering users.
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As it can be seen from the simulation results, the channel dependent method outper­
forms other techniques in terms of worst users’ throughput and achieves better fairness 
among users. However, this requires the users to broadcast their channel condition to 
all surrounding BSs or their BS has to pass it to neighbouring BSs in order to group 
the users and calculate their dissatisfaction indices. Broadcasting the channel condition 
every certain time interval can reduce the backhaul usage and the overhead bandwidth 
needed. This is instead of sending it using the allocated bandwidth and through the 
backhaul at every time interval. In addition, communications between the BSs are 
required to pass the information about the critical subcarriers and the users’ dissat­
isfaction indices needed to calculate the weights. Aside from the weight calculation 
method, the sub carrier allocation requires minimal communications between the BSs 
whereas the power allocation approach is completely distributed.
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5.7 Game Theoretic Approach
In this part, the game theoretic technique aims to reduce the ICI on vulnerable users 
without compromising the total system throughput by using a noncooperative power 
control game with pricing (NPGP). First, an NPGP is developed in which the base sta­
tions are penalised for the IGI they cause on other users and then formulated its utility 
function. Then, the users are grouped into two distinct groups and their dissatisfaction 
indices are calculated. Various interference pricing methods that are related to the 
introduced performance metric are offered. In addition, the best response function and 
the power update algorithm are found where the existence and uniqueness of Nash equi­
librium are established theoretically. This is done by showing that the best response 
function is a contraction mapping and applying Banach’s fixed point theorem [162].
5.8 System  M odel and Game Formulation
For the game theoretic analysis, the same system model described in Section 5.3 is 
considered. This system model is depicted in Figure 3.1. In the studied system, the 
GSI is considered known at all BSs with the cluster and these BSs are interconnected 
through a high capacity backhaul.
Due to greedy behaviour, maximising the total system sum rate without any constraints 
leads the selfish BSs to assign high power to the users with good channel conditions 
causing undesirable interference on users in other sectors who suffer from bad channel 
conditions. In order to suppress this selfish behaviour, an NPGP is formulated and it 
is defined by the triplet:
T n p g p  — (5 .5 )
where A4 =  { 1 ,. . . ,  M} is the set of players (i.e., BSs), V  = Umewi is the strategy 
space (i.e., power allocation space) with Vm is the strategy space of BS m  and Um is 
the payoff function of BS m  (i.e., utility function of BS m).
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In noncooperative games, the players compete with decentralised control and without 
cooperation. Therefore, they express selfish behaviour by trying to increase their payoff 
functions with no regards for social optimality rules (i.e., Pareto efficiency). To obtain 
a more socially favourable equilibrium, the proposed technique attempts to reduce the 
interference affecting vulnerable users. To this end, a penalty on the intra-cluster ICI 
affecting users in neighbouring sectors is imposed. This penalty is priced according 
to a pricing factor for each BS m, • • •, ^Km,m} where Xk,m is the pricing
factor for user k in sector m. The pricing factor varies in relation to the users’ 
performance criteria. This will be further discussed in Section 5.9.1. To quantify the 
payoff that BS m  receives when transmitting to its users, fCm, the following utility 
function is proposed:
Um ~  ^  ] Rk On ^   ̂ ^k,m'7'k,m  ̂ VtTT G A4, (5.6)
k&K,m k^)Cm
where Cm. is a local pricing factor for the BS m and it is dependent on the outcome of 
the game. Cm differs from Xk,m in the fact it is only varied in order to allocate all the 
available power for fair comparison at later stages (see Sections 5.9.2 and 5.10) whereas 
X k ,m  is related to each user’s performance and directly associated with the fairness. 
Rk is the rate of user k  and it is calculated as in (5.1). The penalty quantifier, Ik,m 
in (5.6), is the aggregate intra-cluster ICI that BS m causes to users in neighbouring 
sectors (within the cluster) while transmitting to user k and is calculated as follows:
^ k ,m  — ^  ^  ^  ^ G K im - ( 5 T )
l ^ m j Ç . K . 1  tiGAT
It is worth noting that the BSs residing outside of this cluster do not participate in 
this NPGP to reduce the need for extensively connected networks with huge backhaul 
traffic load; however, they do engage in their own independent NPGPs.
For this technique, the focus is solely directed at the power control of multicell networks. 
The subcarriers are assumed to be assigned using the Hungarian method in the same 
manner presented in Section 5.5. Similarly, any subcarrier allocation technique can be 
utilised instead of the Hungarian algorithm, for instance, the one proposed in [38]. The
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subcarrier are allocated prior to the start of the game; thus, Am  Vm G A4 is available 
at the start of the game and remains constant throughout.
5.9 The Power Control Game
This section will discuss the proposed game in three stages: first the user grouping 
techniques and the interference pricing methods are presented, then the best response 
function and the power update procedure are given. Finally, the existence and unique­
ness of Nash equilibrium are proven.
5 .9 .1  P r ice  o f  In terferen ce
Users in cellular systems are influenced differently by the interference they experience 
due to many factors, which are sometimes co-dependent, such as channel condition, 
geographical location and SINR. For this reason, it is proposed for the users to be 
classified into two distinct group: critical users’ and non-critical users’ groups in order to 
dedicate more resources to help the most vulnerable users. As opposed to conventional 
grouping techniques, a dynamic grouping technique is proposed to accommodate the 
varying nature of wireless communication channels. Critical users are set to be the 
users having the worst observed SINRs and they are selected according to a pre-set 
percentage, 7y, where t]% of the users with the worst SINRs are considered to be critical. 
Various grouping criteria can be chosen in place of the SINRs, for instance, channel 
condition or distance to the nearest BS. However, for the proposed technique, the SINR 
grouping technique attains the best results.
In order to quantify the price of interference, the same “dissatisfaction” index is rein­
troduced. Consider the dissatisfaction factor of user k  in sector m, where, here,
'^k,m G [1,3] and it is inversely proportional to the SINR of that user. It is assumed 
that ^k,m  =  1 for all non-critical users while critical users have > 1- This fol­
lows from the fact that because of having bad channel conditions, critical users should 
“charge” more for the ICI they experience, whereas, for non-critical users, the effect of
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ICI is less detrimental. The dissatisfaction indices are calculated as follows:
For critical users for non-critical users
- 1
The pricing factor of user k in sector m, Xk,m: is directly related to the dissatisfaction 
indices of the users involved according to the following four proposed methods:
1. Ones the interference price is equal for all users, a[^^ =  1, VA;, m, where all
users are treated equally.
2. Protect the Weak (A^^)): the interference is priced proportionally to the dissat­
isfaction index of the affected user(s) in other sectors A^^ =  The 
interference is more “expensive” when the BS is causing interference on users with 
poorer SINRs.
3. Support the Weak (A^^)): the interference price is inversely proportional to the 
dissatisfaction index of the receiving user A^^ =  The BS pays low
interference price when transmitting to users with poor SINRs.
4. Rational Support (Â ' )̂): the price of the interference is proportional to the ratio 
of the dissatisfaction indices for the affected users over the receiving user A^^ =
Yli^m  This method is an attem pt to balance the price of interference 
according to the involved users’ SINRs.
The price of interference is calculated at the start of each game and remains constant 
until a new game starts. It is worth noting that the interval and spreading of '^k,m as 
well as the choice of rj greatly affect the performance of the proposed technique and 
the ones chosen here were obtained following rigorous trials.
5 .9 .2  T h e  B e s t  R e sp o n se  F u n ction
To solve F n p g p  and maximise the utility function Um, the best response function 
needs to be found. The best response is the strategy that produces the most desirable
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outcome for player m, (i.e., p ^ ) , given its opponents known strategy (i.e., P -m )  where 
—m  =  { 1 ,2 ,. . . ,  m —1, m + 1 , . . . ,  M} (that is equal to P  with the m th column deleted). 
The best response of BS m  is found by maximising the utility function assuming P -m  
is known, [154]:
Bm{P-m) =  Um{Pm'^P-m)-Pm̂ T̂ rn
(5.8)
where Um{Pm'i P -m )  is the utility function of BS m  assuming that the power allocation 
of all other BSs, —m, is known. The utility function Um{Pm'iP-m) is concave with re­
spect to this can be proven using the second order derivative test on Um{Pm'  ̂P -m )  
where it can be easily shown that ^ ^  Q Yn, m. A maxima (maxima is
for concave functions and minima for convex functions) is found for Um{Pm"iP-m) 
by setting the first order derivative of the utility function (5.6), with known P -m  to 
zero [152]:
9Um{Pm'i P -m )
dpn,7
^k,n ,m H k,n,r
^ k ,n ,m  "b ^ k ,n ,m  T 0 'k ,n ,m P n ,m H k ,n ,m  T B n ^ O
CmXk,m =  0,
(5.9)
Which leads to the solution:
B m { P —m )  — \p i ,m ,  • • • ,P N ,m ]  , (5.10)
and
P n ,m  —
^k,n,m T  ^k,n,m T  B]\^Nq
<hn^k,m  J2 l:^ m  Y h je K i  ^ j,n ,lH j^ n ,m H k ,n ,r
j jT o t a l
Vn, m.
(5.11)
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where [æ]̂  =  min{max{a;, a}, 6 }. It can be seen that (5.11) corresponds to a multi­
level water-filling problem where —r ^ ^ ^ ------ is the water level.
C m M ,m  Z^nEAT
Because energy efficiency is out of the scope of this chapter, and the thesis for that 
matter, Cm is optimised in order to allocate all the available power in line with the 
compared techniques. If there exists a Nash equilibrium, there should be at least one 
local maxima that satisfies (5.9) and, if that equilibrium is unique, this point is unique 
and the local maxima is also a global maxima.
5 .9 .3  E x is te n c e  and  U n iq u en ess  o f  N a sh  E q u ilibrium
In order to show that the update procedure Vm, where i is the
iteration index, leads to a Nash equilibrium point which is a unique solution to 
Tnpgp? the existence and uniqueness of this equilibrium is to be investigated.
T h eo rem  1 (Existence of Nash Equilibrium). For the utility function Um{Prrv>B-m), 
there exists at least one pure strategy Nash equilihrium.
Proof. For Fnpgp? the following statements hold:
(a) The strategy set Vm, Vm e  A4 is non-empty, compact and convex because each 
BS power strategy is a set of power allocations that is continuous and bounded 
between zero and
(b) The utility function Um{Pm'iP-m) is continuous and concave in given that 
P -m  is known.
According to Kakutani’s fixed point theorem there exist at least one pure strategy Nash 
equilibrium and the update procedure leads to a Nash equilibrium [162]. □
To prove that there is only one pure strategy Nash equilibrium point the best
response function is examined to establish whether it is a contraction mapping.
D efin ition  1  (Contraction Mapping). A function /  : R —> R is said to be a contraction 
mapping if there exists ^ G [0 , 1 ] such that \ \f{x) — f{x)\\ < ^||æ — æ[| where [[æ|| =  
y j ^ i  is the Euclidean norm.
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Remark 1. For any nonnegative, Xi ,y j , cE  the following is true:
' ^ x i y i  < c ' ^ y i ,  if Xi < c, V i (5.12)
i i
The previous remark is given because it is needed in the proof of Lemma 1. In this 
part, it is assumed that the BS association procedure is defined as a maximum chan­
nel procedure {argmaxmHk,n,m), i.e., users are associated with the BS providing the 
highest channel gain. This assumption is very reasonable in LTE [100]. However, if 
this assumption cannot be achieved, the uniqueness of the Nash equilibrium might be 
established using Yates’ standard functions properties [163,164]. To prove the unique­
ness through standard function properties, different assumptions have to be imposed 
(e.g., [158]).
L em m a 1  {Bm{P-m) is a contraction mapping). Assuming that each user is associated 
with the BS providing the best link quality, the best response function Bm{P-m) is a 
contraction mapping.
Proof. Looking at the best response function in (5.11), if only one of the opponents 
power allocations (e.g., pn,i) changes while the rest remains constant the following is 
true: 'P̂ k,n,m remains invariable because it is independent of the cluster power allocation. 
The water level —^ ^ ^ ----- ----- 5  and B mN q remain constant because
C m ^ k , m  l ^ j e K i  Z .^ n E A /'
they are independent of Pn,m (Afe.m; VA;, m, are calculated before the start of the game 
and remain constant throughout). Consider P -m  to be component-wise equal to P -m  
except for one component (e.g., Pn,i 7  ̂Pn,l)- For the best response function in (5.11), 
the squared left hand side (LHS) from Definition 1  is:
2
m S M  n e A f  m e M  n e A f  \  k , n, m J
—  1 0 , j , n , l P n , l H k , n , l  | , VA;.
m Ç . A 4 n £ A f  k , n , m  /  y l ^ m j Ç . K , i  J
(5.13)
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Since the value of differs for only one n, I, and due to the subcarrier exclusivity 
(i.e., for fixed I and n, Ŷ jç̂ jCi =  1), the right hand side (RHS) of (5.13) becomes:
E  (5.14)
m e M  n e N  ^ ^
Assume that ^ =  1 in Definition 1 and from the base station association assumption 
given previously, in (5.14), the term VA:, n ,m . Using Remark 1, the
following is obtained
Y u  Y  { - P n , l  A P n , l )  <  Y  E + P n , f )  ( 5 1 5 )
m e M  n e M  k,n,m J  m e M  n e A f
Referring to Definition 1, the best response, Bm{P-m), is a contraction mapping.
□
A lg o rith m  4 Proposed Technique 
In itia liza tio n  (1) Allocate the subcarriers according to the Hungarian method
(2) Calculate the SINRs of all users and Calculate ^k,m, VA:, m
(3) Group the users and find \k,m, VA;, m according to Sec. 5.9.1 
L oop (1) Calculate the interference affecting users in other sectors
(2) Calculate according to (5.11) for all m G A4
(3) Repeat until convergence
T h eo rem  2 (Uniqueness of Nash equilibrium). The best response function Bm{P-m) 
has a unique pure strategy Nash equilibrium and the update process = Bm{P-m) 
leads to that equilibrium.
Proof. ForTNPGP:
(a) From Theorem 1, there exists at least one pure strategy Nash equilibrium.
(b) From Lemma 1, the best response function, B{P-m),  is a contraction mapping.
Therefore the best response function update procedure leads to the unique Nash equi­
librium point [165]. □
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After showing that the best response function leads to the unique equilibrium point, the 
power allocation is updated according to the Gauss-Siedel method [136]. The proposed 
technique is summarized in Algorithm 4. The power update can be performed in a 
synchronous or asynchronous fashion as long as all the players update their power 
allocations iteratively until the equilibrium is reached. The equilibrium is reached (i.e., 
the algorithm converges) when the power allocations P  remain does not vary after the 
algorithm iteration, i.e., =  0, where 0 is an AT x M  m atrix of zeros and
the subtraction operator refers to component-wise subtraction.
It was observed from simulations, that the update algorithm converges after 3 to 5 
iterations making this method feasible practical implementations.
5.10 Sim ulation R esults and D iscussion
Monte Carlo simulations are carried out to verify the effectiveness of the proposed 
technique and compare it against conventional frequency reuse schemes including, FFR, 
SFR, F R l and FR3. In addition, the findings are compared with the technique proposed 
by Kwon and Lee in [158] due to  the relative similarity in concept, rj is set to be 40% 
and was determined heuristically to be the best critical users’ percentage. The channel 
is said to be frequency selective time-varying corresponding to the ITU Pedestrian B 
m ultipath model [128]. The simulation parameters are summarised in Table 5.2.
At first, it is needed to examine the speed of convergence. Figure 5.11 illustrates the 
95% confidence interval for the normalised total utility, when the is the pricing 
method, against the number of iterations confirming tha t convergence occurs after 3 
to 5 iterations. Figure 5.12 illustrates the total SE for the schemes in question. SE is 
calculated as follows:
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Table 5.2: Simulation Parameters
P a ra m e te r V alue
Number of Subcarriers 128
j^Total 50W
Number of Users 36
7] 40%
Noise PSD -139dBm/Hz
(^Shadowing 5dB
PL Exponent 3.5
M ultipath Model ITU Bed. B
Bandwidth 20MHz
1.05
0.95
-K 0.85
o 0.75
0.7
0.65
0.6
Iteration
Figure 5.11: Convergence of the update procedure for the pricing method
The proposed technique outperforms all the other schemes at all ISDs regardless of the 
pricing method. The increase in SE is up to 3.2% for the method down to 1.2% 
increase for the Â )̂ method compared to the the second best scheme (i.e., Kwon and 
Lee). The percentage increase remains constant for all the investigated ISDs. Figure
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NPGP 
NPGP 
NPGP 
NPGP 
Kwon & Lee 
SFR 
FFR 
FRl
U  0.5
-  FR3
5 6 7 8 9 10 11 12
Total Spectral Efficiency (bps/Hz)
Figure 5.13: The spectral efficiency CDF plot when the ISD is 200ni
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5.13 demonstrates the CDF of the achieved SE when the ISD is 200m verifying the 
performance trend.
More interesting results are illustrated in Figure 5.14 in terms of the worst 20% of users’ 
SB where the superiority of the proposed scheme is clearly demonstrated. Two of the 
proposed pricing methods for the NPGP and A(^)) show a significant improvement 
in the SB of the worst 20% of users over other compared schemes. The Â )̂ pricing 
method achieves a performance gain of up to 35.2% in the worst users’ performance 
over SFR (the second best scheme) and 37.8% over Kwon and Lee scheme. Likewise, 
the A(̂ ) pricing method improves the SB of the worst 20% of users of up to 24% over 
SFR and 27.8% over Kwon and Lee approach. A(̂ ) and Â )̂ pricing methods are also 
capable of improving the total SB by at least 1.2% and 2%, respectively. The percent­
age increase for the worst 20% of users’ SB decrease as the ISD grows larger where the 
dominance (especially in comparison with Kwon and Lee scheme) dissipates in sparsely 
deployed BSs due to the high interference penalty paid in a region where ICI accounts 
for only a fraction of the decline in SB, due to the exponential pathless. The CDF of 
the worst 20% of users’ SB when the ISD is 200m is illustrated in Figure 5.15 for a more 
detailed view of the performance gain. Furthermore, Figure 5.16 quantifies the fairness 
among users in terms of Jain’s fairness index [33]. It can be seen, similarly to Fig. 5.14, 
that, apart from the FR3 scheme, Â )̂ and Â )̂ produce a “fairer” system especially in 
densely deployed scenario. FR3 results in high fairness measure due to the absence of 
interference as a result of resource orthogonalization; however, this translates into poor 
total SB.
It is deduced from the simulation results that, in order to improve the performance of 
the worst 20% of users without impacting the total system SB, the BSs should take 
into considerations the performance of the critical users in their own sectors which is 
incorporated in both Â )̂ and In addition, Â )̂ achieves the best fairness measure 
because, for a certain BS, if the condition of one of its critical users is graver than the 
critical users in other sectors, it chooses to favor them by increasing the transmit power 
with less regards for the other users and vice versa.
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The degree of distributability and computational complexity of the proposed technique 
depend primarily on the approaches used for the power control game. Clustering the 
users, pricing the interference, and finding the dissatisfaction indices thereafter, require 
information about the users’ SINRs which need to be broadcasted to all surrounding 
BSs or transm itted through the backhaul network before the start of the game. This 
signaling overhead can be reduced, with a small penalty on the performance, by only 
broadcasting this information every certain time interval. In addition, the subcarrier 
allocation for each BS should be known by other BSs in order to identify the interfering 
and the interfered upon users to calculate the price of interference and the interference 
quantifier, Vk,m.  As for the power allocation, there are no requirements for
backhaul signaling once the prices and Ik,m, Vk ,m  are known; however, a procedure 
to stop the game, when the Nash equilibrium is reached, has to be present.
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5.11 Chapter Summary
This chapter provided two separate ICIC techniques based on the interference-aware 
resource allocation approach to tackle the interference problem in multicell scenarios 
while taking into considerations the performance of the critical users in the system. 
This chapter was divided into two parts.
In the first part, a reduced complexity heuristic interference avoidance scheme for the 
downlink of OFDM cellular systems is proposed. This scheme requires limited back­
haul capacity and it can achieve appreciable improvement in critical users’ performance 
in interference limited wireless networks without much degradation in total system 
throughput. The scheme has proposed grouping the users into critical and non-critical 
users depending on various criteria and has introduced a performance metric, called 
the dissatisfaction index, to quantify their conditions. Furthermore, resource allocation 
techniques have been proposed in which the prioritised BSs avoid the subcarrier sharing 
between critical users. Moreover, the power allocation was formulated as a weighted 
sum rate maximisation problem and the power assigned to non-critical users interfering 
on critical users is suppressed in accordance with the introduced performance metric. 
Simulation results have showed that the proposed technique achieves high fairness re­
sults especially in scenarios where BSs are densely deployed. Moreover, it has showed 
that with very small loss in spectral efficiency of about 2.6%, the spectral efficiency 
of the worst 20% of users has been improved by up to 22% and increased the fairness 
among users. In addition, it has showed that the channel condition users grouping 
method achieves the best results.
In the second part, a noncooperative game-theoretic approach for the ICI problem in 
dense multicell OFDM networks has been proposed is proposed. A utility function for 
the noncooperative power control game with pricing has been formulated where the 
BSs were regarded as players. In order to improve the social optimality, a penalty on 
the interference caused by each BS to surrounding sectors has been set. The users 
have been grouped into critical and non-critical users and various methods to price 
the interference have been suggested in which the price would be directly related to 
the SINR of the involved users. The power allocation problem has been solved and
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the existence and uniqueness of Nash equilibrium has been established by proving the 
contractiveness of the best response function. Simulation results have showed that, in 
densely deployed networks, it was possible to increase the performance of the worst 
20% of users by up to 37.8% and improve the fairness measure as well while at the 
same increase the total system performance by a marginal, however, appreciable, 1.2%.
Chapter 6
Information-Theoretic Analysis
In  this chapter, an information-theoretic analysis for inter-cell interference coordination 
approaches in multicell scenario is presented. A modified Wyner model is proposed 
to further resemble the layout of the clustered cellular system with sectorised base 
stations with three sectors each. In this model, transmission from the two neighbouring 
base stations are independently incorporated into the channel model in addition to 
the direct channel. Per sector sum capacity are determined for various transmission 
schemes with nonlinear precoding like dirty paper coding and linear precoding like 
maximal ratio transmission, zero forcing and minimum mean square error. Due to 
the complexity in calculating the per-sector sum capacity of multicell joint processing 
and in the absence of any closed form for this scenario, a closed form approximation 
is formulated. This approximation uses the properties of sparse matrices and it has 
showed slight approximation error with very little complexity. Numerical results are 
provided for the non-fading as well as the fading channels showing the comparison 
between the aforementioned transmission schemes in the proposed modified Wyner 
model. For the fading case, a selective transmission approach was proposed where the 
preceding scheme that achieves the best sum capacity in a certain snapshot is chosen 
for transmission showing superiority over pure transmission techniques. This chapter 
can be considered as a continuation, modification and expansion of the work performed 
by Jing et. al. in [166].
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6.1 Introduction
Conventional cellular systems are mostly reliant on single cell processing for the down­
link transmission. Single cell processing can offer low complexity transmission schemes 
that, with effective ICIC techniques, perform well in the multicell scenario and mitigate 
the effect of ICI. However, with the exponential growth of modern wireless communi­
cation systems, single cell processing techniques might not be able to cope with the 
ever increasing demands for high data rates. Therefore, cooperation between BSs has 
imposed itself as an alternative to single cell processing techniques to reduce, mitigate 
or exploit the ICI to improve the total sum rate and enhance the performance of the 
critical users. Various transmission schemes have been proposed for the cooperation 
between BSs. One of the most famous is dirty paper coding (DPC). Proposed by 
Costa in 1983 [167] this technique can achieve the capacity of the multiuser MIMO 
channels. However, DPC is non-linear and extremely complex to implement making it 
impractical for real world scenarios. Reduced complexity linear precoding techniques 
have gained considerable interest due to their practicality. Some of these precoding 
techniques, which are presented in this chapter, are: zero forcing (ZF), minimum mean 
square error (MMSE) and maximal ratio transmission (MRT) among many others.
It is essential for any approach to be first evaluated under the broader umbrella of 
information theory to build a solid ground for analysis. In order to mathematically 
analyse the various single- and multicell processing techniques, a tractable channel 
model has to be utilised. The well known Wyner model, envisioned by Dr. A. D. 
Wyner in [84], is the most recognised channel model for the mathematical analysis of 
multicell networks. Wyner model is represented in two forms, the linear model and the 
planar model. The linear model is represented by one dimensional line of BSs where 
each BS receives interference from the two adjacent base stations according to a single 
channel coefficient a  and the effect of pathloss is not explicitly accounted for. The more 
sophisticated planar model is represented by a hexagonal grid of BSs where each BS 
receives interference from all six surrounding BSs according to the same single channel 
coefficient, a. Wyner in his paper [84] evaluated the capacity of Wyner model with no 
cooperation, whereas the capacity of Wyner model with full BS cooperation has been
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characterised in [168]. The accuracy of Wyner model in cellular networks has been 
previously investigated in order to verify the correctness of the representations. It was 
found that the one-dimensional linear Wyner model can provide high accuracy in many 
scenarios [169] keeping it an interesting start point for analytical studies. The Wyner 
model studies BSs with single omnidirectional antennae and does consider the sectorised 
BSs. The layout of sectorised BSs has gained increased interest especially since the 
IEEE 802.16m WiMAX body specified that three is the number of neighbouring BSs 
that should be utilised for BS cooperation [63]. The Wyner model is unable to properly 
represent the layout of sectorised base stations. Additionally, having one single channel 
coefficient, the Wyner model limits the diversity in users’ channel condition where, for 
example, a user could be having strong interference from one BS and weak interference 
from the other.
It is noted that, in this chapter, the notations are different from the ones previously 
defined because the area of analysis is different.
6.2 System  and Channel M odels
In this chapter, a modified circular Wyner channel model for the downlink scenario of 
multicell networks is proposed and it is referred to as the Z-Wyner model. A depiction 
of the Z-Wyner model is given in Figure 6.1. The Z-Wyner model is a linear Wyner 
model for sectorised BSs where there are only two interfering BSs in adjacent sectors 
(i.e., preceding and subsequent). The linearity of Wyner model can be observed when 
spreading the line of BSs; however, this does not make sense in the physical representa­
tion. The rationale behind using this modified Wyner model is that users, in sectorised 
cellular systems, mainly, receive interference from two main interferers in addition to 
the direct communications from their own BSs. Consequently, this channel model offers 
a closer representation of the real world scenario of cellular systems as it is clear from 
Figure 6.1. The Z-Wyner model is composed of M  sectors each served by one antenna 
on a three antenna BS which in turn is serving users in other sectors. The word sector 
is used instead of cell in order to emphasise the sectorised nature of the BSs. The BSs 
are interconnected together through an unlimited bandwidth, delay-less and error-free
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backhaul where no consideration for backhaul capacity is taken into account in this 
chapter.
M obile U serIntra-Cell Link
Backhaul► In te r-C e ll L ink
Figure 6.1: Representation of the Zig-Zag Wyner Model
Each of the M  sectors accommodates an equal number of users, K.  These users are 
distributed in the sectors, and the total number of users equal to M K .  The received 
signal by all users is:
y =  H x +  z, (6 .1)
where y is the M K  x 1 received signal, x is the M  x 1 transmitted signal and z ~  
N  (0, I m k ) is the zero mean circularly symmetric additive white Gaussian noise (AWGN). 
I m k  is the identity matrix of size M K .  The M K  x M  channel matrix H  is written as 
follows:
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H =
h i i h i 2 0 0 0 0 h i M
tl2 1 h 2 2 h 2 3 0 0 0 0
0 h s 2 h g s h s 4  • 0 0 0
0 0 0 0 • h M - l M - 2 h i V f - l M - l h M - l M
f l M l 0 0 0 0 h M M - l h-M M
(6 .2)
where =  [hmip hmi2 , • • •, hmlKV is the channel gain vector and hmik from the BS in 
sector m  to the user k in sector I. [.]^ denotes the transpose operator. In the proposed 
modified Wyner model, users in sector m  will have a path gain of 6 from their own BS 
and will experience interference from the BSs located in the preceding and subsequent 
sectors. The path gain from the subsequent sector, m +  1, to the users in sector m  is 
CK < 6, and, similarly, the path gain from the preceding sector m — 1 to the users in 
sector m  is ^  < Ô. In this chapter, two channel scenarios are assumed the non-fading 
time-invariant channel and the varying fading channel where the channel gains are given 
as follows:
• The non-fading channel
hnmk — ^
O',
/3,
0 ,
if n = m\ 
if n =  m 4-1;
if n = m  — l\
Otherwise
(6.3)
The fading channel
o;,
0,
if n =  m; 
if n =  m 4-1; 
if n =  m — 1; 
Otherwise
(6.4)
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6.3 Capacity Characterisation
In this section, the aim is to find the per-sector sum capacity of the multicell Z-Wyner 
model proposed for the case of non-fading channel and generalise it to fading channel 
if possible. This is formulated for various transmission schemes for single- and multi­
cell joint processing techniques. The upper and lower bounds for the per-sector sum 
capacity are provided.
6 .3 .1  U p p er  B o u n d
The single antenna BSs with cooperation in the investigated multiuser multicell scenario 
are equivalent to the multiuser MIMO broadcast (BC) channel (i.e., downlink). The 
MIMO BC channel capacity, and in turn  the upper bound of the Z-Wyner channel, is 
achieved using dirty paper coding [170].
T h eo rem  3 (Minimax Uplink Downlink Duality [171]). The sum capacity of the down­
link M  sectors with per sector power constraints (i.e., per BS antenna power constraint) 
is the same as the sum capacity o f the dual uplink channel affected by a diagonal un­
certain noise under the sum power constraint.
C"""'(H ,M ,SN R) =  min max logg , (6.5)
 ̂ A>0,Tr-(A)<l/SNR Tr(P“)< l det(A)
where A is the uncertain diagonal noise, SNR is the power transmitted from the BS  
and is the equivalent uplink power. is the total sum capacity for all BSs and
the average per-sector sum capacity is
T h eo rem  4 (Upper Bound). The upper bound of per sector ergodic capacity for the 
Z-Wyner model, described above, for the non-fading time-invariant channel with per 
BS power constraint is:
C(M ,SNR) <A[/B(SNR)
(6 .6)
=  log2  (1 +  + 0 ? + /32)SNR) .
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Proof.
C(M,  SNR) =  Eh[C(H , M, SNR)]
1 , det +  A)
mm max —  lo g o ------- - ,  ------- -
A>0,Tr(A)<l/SNRTr(P“)< l M  det(A)
<  Eh
1 det (H P“H t +  l/M SN RI) 
THP^ < 1  M  det((l/M SN R )I)
=  Eh
1 , d e t(H Q “H t +  l)
max —  lo g o   , , ---------
Tr(Q“)<MSNR M  det (I)
=  Eh
1 "
max —  log2 TT A
Tt-(Q“)<MSNR M  ^
U)
(HQ“H t+l)
(6.7)
(f) / 2
< log2 I (xo +  2(xi) COS (27Tj/M) +  2(x2) cos (47Tj/M))
p  log2 (  [  (xo +  2(xi) cos (27T0) +  2 ( x 2 )  COS (47t6»))^ de
M-^oo \ J q J
^  log2 (1 +  ((ÿ̂  +  4- ,8^)SNR)
=  R[/g(SNR).
E x p lan a tio n  o f S teps
• (a) This is given in Theorem 3
• (b) By making A =  (^S N R ) I  For an upper bound on the DPC
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• (c) We replace with Q" =  M SNRP^
• (d) From the properties of the determinants where a matrix determinant is product
of the eigenvalues. Aj (HQ^H^ +  I) is the j th  eigenvalue of + 1). Addi­
tionally, det (I) =  1.
• (e) From the fact that arithmetic mean is larger than the geometric mean. Moreover, 
for the non-fading time-invariant channel the expectation is meaningless.
• (f) from Equations (A.5) and (A.6) in Appendix A
• (g) taking M  oo
• (h) The integral interval from zero to one causes a complete rotation of the cosine
making (2%i cos (27t0)) dO = 0 and Jq (2% 2  cos (47t0)) dO = 0
□
The tightness of the upper bound (6.6) depends primarily on the tightness of the 
inequality of the arithmetic and geometric means. There are no known bounds for this 
inequality making this closed form upper bound very optimistic.
6 .3 .2  L ow er B o u n d
The lower bound considered here is attained using single cell processing (SCP) with 
inter-cell time sharing (ICTS). In other words, in each time slot, only one in three 
adjacent BSs transmits to the users. This also can be done by orthogonalising the 
frequency domain instead of the time domain; where, the capacity will remain the 
same. Using SCP, two thirds of the degrees of freedom are lost and the lower bound 
for the proposed modified Wyner model is:
% B  =  ^ lo g 2 (l +  '5^SNR). (6.8)
In order to ease the analysis for the rest of this chapter, it is assumed that intra-cell 
time division multiple access (TDMA) is in place. Intra-cell TDMA means that only
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one user is served by each BS at each time slot and, considering all the users are 
co-located, no form of scheduling is needed for the non-fading time-invariant channel. 
Using intra-cell TDMA, the channel matrix, H , becomes and M  x M  channel matrix.
6 .3 .3  M u ltic e ll P r o c ess in g  (M C P )
For a network with an unlimited capacity backhaul, the per-sector sum capacity is given 
in Theorem 3 is achieved by DPC. The downlink average per sector sum capacity, in 
the absence of fading, i.e., non-fading time-invariant channel, is equal to the uplink 
channel per-sector sum capacity with equal per BS power constraint [168]. For the 
Gaussian circulant Wyner model the per-sector sum capacity is equal to the uplink 
channel with M  -> oo and non-fading channel. Moreover, with a similar analysis to the 
one performed in [166], it is found that the upper and lower bounds of (6.5) coincide 
with the inter-cell DPC. Therefore, the per-sector sum rate for MCP is as follows;
B mcp — log2 det ^SNRHH^ + .  (6.9)
Using the properties of circulant matrices (resulting from the circular Wyner model) 
the per-sector sum capacity becomes [172]:
i^MCP =  r  log2 ( 1 +  SNR {0 + {a + 13) cos(27Tg))4 dO. (6.10)
M-J-cx) Jo ^  /
There is no known closed form expression for the above formulation. However, for the 
Gaussian soft handover case, where there is only one main interférer to each sector 
the closed for expression is given in [168,173]. A closed form for the integration in
(6.10) is extremely difficult to obtain for the Z-Wyner case. In order to simplify the 
formulation, a method to approximate the per-sector sum rate (6.9) for the non-fading 
time-invariant channel, with certain degrees of accuracy, will be considered.
6.3.3.1 Approxim ating the D eterm inant
The difficulty in evaluating (6.9) lies in finding the determinant, det (SNRHH^ 4-1). 
Therefore, to approximate the per-sector sum rate, R mcPi the determinant needs to
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be approximated. Generally speaking, mathematical channel models, as the proposed 
Z-Wyner model, aim to study systems with relatively large number of cell. Hence, 
assume that the Z-Wyner model has a relatively large number of sectors M. W ith M  
being large enough (It will be evident from Section 6.3.3.4, that M  does not have to 
be very large) and because of the existence of only two interferers (from preceding and 
subsequent sectors), the matrix (SNRHH^ + 1) is considered a sparse matrix, that in 
addition to it being a Hermitian and positive definite matrix. Hence, an approximation 
method that exploits these properties will be utilised. This method is called the sparse 
inverse approximation and found by Reusken in [174].
Before starting, it is essential to start by defining the fundamental terminologies needed 
through the analysis such as principal and leading principal submatrices [175].
D efin ition  2. Let A  be an M  x M  matrix. Consider the J  x J  submatrix B j  to 
be produced by deleting any M  — J  columns and the corresponding M  — J  rows. B j  
is called a principal submatrix of matrix A  and its determinant is referred to as the 
principal minor.
D efin ition  3. For the M  x M  matrix A, the J th  order principal submatrix A j  formed 
by deleting the last M  — J  columns and rows is called the J th  order leading principal 
submatrix and its determinant is called the leading principal minor.
At first, the matrix determinants are represented based on the minors of the matrix 
inverse. Consider pM to be the trailing diagonal element of A~^ where A  is of size M, 
Pm  — A  be a Hermitian positive definite matrix and A i  is the leading
principal submatrix of matrix A  of order i. From [175], det (A) =  det(AM -i )/pm  and, 
similarly, det(A )M -i =  det (AM- 2  )/pM -i and so on. Using this property in a recursive 
fashion leads to:
M
d e t ( A ) = J ] [ —, where, p% =  (A (6.11)
i=i
Instead of using the leading principal submatrices, i.e., A{, in calculating the deter­
minant of A, the sparse matrix approximation method proposes to substitute them 
with principal submatrices of the leading principal submatrices. Ci, [174]. Let Ci be
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a principal submatrix of the leading principal submatrix A i such tha t contains at 
least row and column i of A. Let % be the trailing diagonal element of the principal 
submatrix Ci where C m^Mi =  C,i and Mi is the size (i.e., order) of C^, 1 < < M.
Moreover, consider % to be the trailing diagonal element of Q =  
extremes can be considered here: when 1) Ci =  % meaning the principal submatrix 
Ci is a 1 X 1 matrix equal to A i{i,i)  and % =  and 2) the other is when Ci =  Ai 
thus Ci is a leading principal submatrix. Considering the previous assumptions, the 
sparse inverse approximation of det (A) is found as follows:
det(A) ~  A =  i ,  where, % =  (C- ^ ) . (6.12)
i=i
1/çi can be found using Cholesky decomposition, i.e.. Ci =  L iL | with Li being a lower 
triangular matrix, where l / q  =  ((Li)M.Mi)^ for 2 < « < M , [176].
6.3.3.2 C losed Form  A p p ro x im a tio n  for th e  P e r-S e c to r  S um  R a te
After introducing the sparse inverse approximation of determinants, this method is 
applied onto the determinant of the per-sector sum capacity in (6.9). Assume that 
(SNRHH^ +  1 i l  i corresponds to the leading principal submatrix of the m atrix
(SNRHHt -|_ of order i. Applying this approximation to (6.9) leads to the following 
lemmas.
L em m a 2 (Approximation of Order One (0(1))). The approximation of the per-sector 
sum capacity is equivalent to the upper bound given in Theorem f:
R m c p  “  log2 (1 +  {a'^ +  y  +  i^)SNR) . (6.13)
Proof. Because the order of the approximation is one, this means that the principal 
submatrix of the leading principal submatrix is of size one. The leading principal 
submatrix is (SNRHH^ 4-1) ̂   ̂  ̂ ^ , VI < i < M . The 1 x 1  principal submatrix of
(SNRHH't’ 4-1) J  ̂J -is  the trailing diagonal element and it is equal Vi because of 
its circulant structure. Therfore,
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-  =  SNRa^ +  SNR^2 +  sNR^2 +  1, VI < i <  M, (6.14)
Q
and
A =  -  =  (SNRa^ +  SNR/5 2  ^  (6.15)
i = i
The per-sector sum capacity of the approximation of order one, 0 (1), is:
Rmcp ~  log2 (l +  T  0^ J^jSN R ). (6.16)
□
Interestingly, the order one approximation is equivalent to the upper bound derived in 
Theorem 4
L em m a 3 (Approximation of Order Two (0(2))). The approximation of the per-sector 
sum rate of order two is as follows:
R m c p '°S2 ( (SNRa^ +  SNR/S^ +  SNR^^ +  l)^  -  (SN Ri(a +  ^ ) ) 4  
M - 2
log2 (SNRa^ +  SNR/9^ +  SNRiS  ̂+  l ) .
M
Proof. For the leading principal submatrix (SNRHH^ + 1)^ . the principal sub­
matrices are C i =  (SNRHH^ +  l)^ In addition, because of the circulant structure. 
Ci =  (SNRHH^ +  ^)i 2 1  2  Vi >  2. 1/çi is given in (6.14) and
1 (SNRa^ +  SNR;8  ̂+  SNR6^ +  -  (SNR^(a +  ^
«  = -------------- SNRa2 +SN R /3 2 +  SNR52 +  1---------------' ^  (6-18)
For a network size M  > 2  and using (6.12) the determinant approximation is:
M  ̂ [(SNRa2_^SNR^2^SNR52 +  l )2 _ (S N R ^ (a  +  ^ ))2 ]^  ^
^  “  [SNRa2 +  SNR/82 +  gNR52 +  1 ]^ '^  '
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And the approximate per-sector sum rate is given as:
Rmcp log2 det ^SNRHH^ -f
^  [(SNRa2 +  SNR/02 +  sNR^2 +  l)^ -  (SNR5(o; -f- /3)f] ^
M -  1 
M
^  [SNRq2 +  SNR/5 2  -f SNR(52 +  l]^ -2  ^
log2 ((SNRq;2 -K SNR^2 g]xiRj2 +  i)^ _ {SNR6{a  +
-  log2 (SNRu^ gNR^ 2  gNRj2 ^  _
(6 .20)
□
L em m a 4 (Approximation of Order Three (0(3))). The approximate per-sector sum  
rate of order two is as follows:
M - 3 log2  ((SNRa^ +  SNR/3^ +  SNRd^ +  l ) ^ -  (SNR5(a +  /3 ) f )  .
(6.21)
Proof. Similarly, a higher order principal submatrix of the leading principal subma­
trix Ai is. In this case, Ci =  (SNRHH^ +  1)^  ̂  ̂ 3  Vi > 3 . Then,
1  d e t(S N R H H t+ l)^  _  „
-   -------------------------- ---------------------- n. . .3 , i . . .3 ----------------- y .  ^  g (6 .22)
Q (SNRa2 +  SNR/5 2  +  SNR5 2  1 )  ̂_  (SNR6(a 4- /3)y
where 1/çi and I/Ç2 are given in (6.14) and (6.18), respectively. The approximate 
determinant for M  > 3 is:
M -2
i=i (SNRq2 +  SNR/5 2  +  SNR62 4 -1)^ -  (SNR6(a +  /5))'
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and
M - 3 log2 ((SNRu^ +  SNR/5^ +  SNR5 2  +  1 )^ -  (SNRJ(a +  /3))^) .
(6.25)
M
(6.24)
□
Lem m a 5 (Approximation of Order r  > 4 (0 (r))) .
M  — T +  1 
R m cp  ~ ---- ^ ----- log2 det f ir
-  - ] ( f -  I0 S2 (det n^_i)^ , 
where f ir  for r  < M  — 2 is given in (6.29).
Proof. From Lemmas 3 and 4 and working forward, it is noted that:
It is noted that for a tighter approximation of order r  that the approximation of the 
per-sector sum rate, Rm cp, can be approximated as follows
m c p ~ m  °S2  (^det(SNRHHt +
_  1 , _ (detfi^)^-^+ ^
(d eü v -i)^ '“  (G 26)
M  — T + 1  1 - 0
=   log2 det f i r
M  — T 
 ^ ^ l o g 2 det
f i r  = (SNRHH^ +  ^)(i r 1 t )  Vt < M  — 2, more details in Section 6.3.3.3.
□
As it will be clear in the next section, from (6.29), where f ir  is given in closed form, 
and using Lemma 5 all approximation orders (more details in Section 6.3.3.4) can be 
obtained in closed form. In addition, the higher the approximation order the higher the 
accuracy of the approximation. Lemma 5 gives series of high accuracy approximations 
in closed form depending on the order.
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Figure 6.2: Comparison between the numerical results for MCP and different 
approximation orders including the upper bound (i.e., 0 ( 1 } }  in terms of per-sector 
sum rate when M  =  1 2
6.3.3.4 A ccu racy  o f A p p ro x im a tio n
In order to evaluate the accuracy and effectiveness of the approximation techniques 
formulated in Section 6.3.3.2, upper and lower bounds for the approximation has to be 
established. For a Hermitian matrix (SNRHH'I' 4-1), its sparse inverse approximation 
is bounded as follows [177, Corollary 4]'
M
det (SNRHH^ + l )  < A < (sNRHH^ + I
2 = 1
(6.30)
The above equation gives an mathematical insight into the approximation bounds 
present. The approximation is upper bounded (i.e., looser in this case) by the product 
of the diagonal entries of the (SNRHH”̂ + I) leading to the upper bound formulated 
in Theorem 4 and Lemma 2. Moreover, it is lower bounded (tightest) by the actual 
determinant, det (SNRHH'I' -f I). The monotonicity of the sparse inverse approxima­
tion [177, Lemma 1] means that, the larger the principal submatrix of the leading
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Figure 6.3: The approximation error in terms of bps/ H z/ Sector when M  = 36
principal submatrix used in the approximation (i.e., the order of the approximation), 
the tighter the approximation. Consider an approximation of order r:
0>(r), as, M  A - }  det (sN RH H ^ +  l )  . (6.31)
Figure 6.2 illustrates the comparison between the numerical (i.e., actual) the MCP 
per-sector sum rate in addition to the upper bound and various approximation orders 
with the number of sectors is 12, M  =  12. Moreover, the channel gains are, ^ =  1, 
a  =  0.45 and P — 0.45 representing the users being located at an equal distance from 
the interferers. It is noteworthy to point out that the illustrated upper bound is the 
one given in Theorem 4 and Lemma 2. Fiom Figure 6.2 it is clear to observe that the 
higher the order of the approximation the closer it is to the numerical value. It also 
shows the tightness that can be achieved with small approximation orders.
Figure 6.3 shows the approximation error e, where e =  A —det (SNRHH'^ -h I) in terms 
of bps/Hz/Sector with different approximation orders. Similarly, <5 =  1, a  =  0.45 and 
/? =  0.45, although M  =  36 to detail some of the differences more accurately. It is
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F ig u re  6.4: The percentage of the approximation error when M  = 36
noted that the approximation error becomes very small (close to zero) in low SNR, 
i.e., SNR < 0. In addition, at SNR > 30dB, e saturates to a fixed value and does not 
increase or decrease any further. It is clear from Figure 6.3 that the approximation 
error decrease as the order of the approximation increases. Figure 6.4 represents the 
approximation error, £, as a percentage error of the actual numerical value, i.e., s  =  
100 X (A — det (SNRHH^ +  l))  /  det (SNRHH’*' +  l) , and it has the same setup as 
the one presented for Figure 6.3. Figure 6.4 shows that the error, as a percentage, 
decreases as SNR grows larger, because it is a constants error value (see Figure 6.3) 
and the per-sector sum rate is increasing. In addition, for this setup, it is noticed that 
the percentage of error, g, peaks at 8, 17, 20 and 22dB for the Upper Bound, 0(2), 
0(3) and 0(4), respectively, and these peaks occurs later on the SNR scale as the 
approximation order is higher.
Increasing the size of the Z-Wyner model leads to an increase in the accuracy of the 
approximation. This is a result of the increase in the channel matrix sparsity, H, and in 
turn the sparsity of the determinant matrix, (SNRHH^' +  l ) . The increase in sparsity 
leads to a more accurate approximation [174]. Furthermore, the increase in the number
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Figure 6.5: Comparison between the effect of the model size, M, with an approx­
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Figure 6.6: Approximation error comparison between the circular and noncircular 
Z-Wyner model when M = 12 and the approximation order is 0(2)
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E x p la n a tio n  o f S teps
• (a) according to [179, Lemma 2.2] if the eigenvalues of matrix H  are Afc, the eigen­
values of (HH^) are and (HH^) is a Hermitian definite matrix then
M - l  M - l
E  ^ E  (6.38)
fc=0 fc=0
and the inequality becomes equality ^  H  is a normal matrix. A normal matrix 
is defined as a m atrix in which =  H^H. And, for the investigated Z-Wyner 
model, H  is a normal matrix.
• (b) considering to be the kth  values in a circulant matrix H  in accordance with
the introduction to circulant matrices given in Appendix A in equation (A .l), the
m th eigenvalue is:
M - l
Am= (6.39)
k=0
For a non-fading channel, H  is real, therefore. Am, too, is real and does not carry 
imaginary components, thus:
1 1 
Am
E ^ “o 'c ,c o s (2 7 r^ )^  (6.40)
Co +  Cl COS ( 2 î r g )  +  c m - 1  c o s  
1
6 + {a + /3) cos (27T^) 
where cq, ci and cm -i  are defined in Appendix A. This only holds if (0 < a+P < 5) in 
order to prevent the denominator from becoming zero, thus, the eigenvalue becomes 
zero and the matrix singular.
(c) is found by setting M  ^  oo
(d) This transformation is found in [180, page 405, 3.661.4). Similarly, a  ^  < 5 is 
set as a condition. When a + P = S the matrix H  becomes a singular matrix.
□
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6 .3 .6  M M S E
The unnormalized downlink MMSE Precoder U m m s e  and uplink MMSE filter V m m s e  
are, [19]:
U m m s e  =  V m m s e  =  H . (6.41)
In non-fading time-invariant channel, the SINR of all users in all cells are identical and 
the SINR of any user in sector m  is
/  M \ - '
SINR™ =  SNRht, I  +  SNR h „ , (6.42)
\  i¥̂ rn J
where hm is the m th column of the channel matrix H . The per-sector rate is written 
as:
.Î MMSE = log2 (SINRm)
/  /  M \  (6.43)
=  logo I SNRht. 11 +  SNR E  hjh] j  h „  j  Vm e  A4.
6.4 Num erical R esults
In this section, the aforementioned schemes will be investigated numerically. Moreover, 
a max R  scheme will also be introduced and all schemes will be compared for the non­
fading and time-varying fading channels.
6 .4 .1  T h e  D e te rm in is t ic  C h a n n e l
In this case, the symmetric user case is assumed. The symmetric user case refers to 
the scenario in which the users are co-located at the same geographical position in all 
sectors. Therefore, the channel coefficients, 5, a  and yd, are equal for all users. W ith 
the absence of randomness in the channel matrix, the channel from each BS to the
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users is equal for all sectors and the matrix (SNRHH^ +  I) is circulant, Hermitian and 
positive definite.
Figure 6.7 illustrates the per-sector sum rates for the upper bound, MCP, MRT, MMSE, 
SCP, Noisy SCP and ZF when (5 =  1, a  =  0.7, /3 =  0.6 and M  = 12. Noisy single cell 
processing refers to an uncoordinated transmission scheme where each BS transm its to 
its user without regards for other BSs, thus, causing interference on the users located 
in adjacent sectors. Figure 6.7 shows that, apart from the highly complex non-linear 
MCP approach, MMSE is able to achieve the highest per-sector sum rate over other 
investigated schemes, especially for medium to high SNRs. At low SNRs, MMSE is 
surpassed, by a small margin, by the MRT scheme. Looking at Figure 6.7, the following 
observations are made. The MMSE and ZF transmission scheme per-sector sum rates 
overlap in high SNR and become parallel, with an equal rate of increase, with MCP 
and upper bound. Similarly, the MRT and lower bound (i.e., SCP) also become parallel 
with each others whereas the Noisy SCP scheme saturates after a certain SNR value. 
It is worth noting that the same trend appears for different parameters in the feasible 
range.
If a  -f- /3 =  5, the channel m atrix becomes a singular matrix and non-invertible where 
calculating the ZF and MMSE precoders becomes impossible. When ck -f /? gets very 
close, but not equal, to 5, the MMSE and ZF matrices become ill-conditioned resulting 
in very bad performance for these two schemes. To illustrate this. Figure 6.8 depicts 
this case when Ô =  0.91, a  = 0.45, /3 =  0.45 and M  = 12. It is easy to see that the ZF 
per-sector sum rate reduces to zero in medium and low SNRs whereas in high SNRs 
it has very poor performance compared to the one in Figure 6.7. Likewise, MMSE 
scheme achieves poor results especially in high SNRs where it looses its property of 
being parallel to MCP and the upper bound. It is also noted that the ZF and MMSE 
schemes do not overlap in this SNR range. In Figure 6.8, the MRT scheme is the best 
performing scheme, apart from the non-linear MCP scheme.
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Figure 6.7: Numerical results for the per-sector sum rate when S = 1, a = 0.7, 
P — 0.6 and M = 12
14
12  -
10
-B— Upper Bound 
-e—MCP 
-0—MRT 
- V — Lower Bound 
— Inter-Cell ZF 
-^M M SE 
-X— Noisy SCP
10 15 20
SNR (dB)
Figure 6.8: Numerical results for the per-sector sum rate when 5 = 0.91, a =  0.45, 
P =  0.45 and M = 12
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Figure 6.9: Numerical results for the fading channel per-sector sum rate when 
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6 .4 .2  T h e  F a d in g  C h a n n e l
In the fading scenario, a normal complex variable is added to the non-fading channel 
as in equation (6.4). The symmetry of users’ channel is broken by the randomness of 
the channel. Breaking the symmetry leads to high difficulties in finding the precod­
ing/decoding matrices for MMSE, therefore, it is omitted from this analysis. These 
difficulties come from the non-convexity of the precoders optimisation problem. In ad­
dition to the above, the upper bound for the fading channel is considered to be the 
DPC water-filling (WF) under sum power constraint which it is given in [181]. In 
this scenario, no form of scheduling is assumed where users being served are chosen 
arbitrarily in each time snapshot.
Introducing the fading channel leads to diversity in system performance where some 
schemes perform better in some channel realisations than other schemes. This char­
acteristic should be exploited to improve the overall performance over large number 
of channel realisations. For this reason, a selective transmission technique is proposed 
where the transmission scheme that attains the best per-sector sum rate is chosen for
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transmission. This approach will be referred to as the m axR  transmission scheme. The 
m axR  scheme is expected to outperform all other pure transmission scheme and, in 
worst case scenario, it will match the performance of the highest performing scheme 
when, in all channel snapshots, it gives the best results.
Figure 6.9 depicts the numerical results of the Monte Carlo simulations for the per- 
sector sum rate for the aforesaid transmission schemes in order to show performance of 
each scheme. The simulations were performed over sufficiently large number of number 
of channel realisations and the system parameters are: ô = 0.8, a  = 0.7, /3 — 0.1 and 
M  = 12. The figure confirms that the m axR  outperforms other schemes for all SNRs. 
For large SNRs, the m axR  transmission scheme gets very close (and overlaps in very 
high SNR region) to the ZF scheme because ZF is superior to all other transmission 
schemes in this SNRs region.
6.5 Chapter Sum mary
This chapter has been what can be considered as a continuation, modification and 
expansion of the work performed by Jing et. al. in [166]. A modified Wyner model 
has been proposed to further resemble the current structure of the multicell cellular 
networks. In this model, where it is referred to as the Z-Wyner model, two independent 
interference links coming from the adjacent sectors are incorporated into the model in 
addition to the direct link. An introduction on circulant matrices was given where some 
interesting findings were extracted to be used in later analysis. Per-sector sum rates are 
established for various non-linear and linear transmission schemes in addition to the 
upper and lower bounds. These transmission schemes include the MCP technique that 
coincides with the inter-cell DPC besides MRT, MMSE, ZF, SCP and Noisy SCP. For 
the MCP approach, a closed form approximation is given with various approximation 
orders.
The closed form approximation and the transmission schemes performance have been 
verified through extensive numerical simulations. The closed form approximation of 
the MCP approach has been shown to achieve small errors with low approximation 
orders thus little complexity. In addition, the effects of various network parameters on
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the approximation has been studied, e.g., network size, circular or non-circular. More 
numerical results have been presented for the non-fading and fading channels showing 
the performance of each transmission scheme. For the fading channel, a selective trans­
mission scheme has been proposed to exploit the channel diversity and it has showed 
good performance enhancement over other pure schemes.
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Chapter 7
Conclusions and Future Work
7.1 Conclusive Summary
I n modern day multicell networks, inter-cell interference poses a major challenge to 
achieving the high data rates required and limits the critical users’ performance. There­
fore, this thesis has proposed various techniques in order to reduce, avoid, mitigate and 
exploit the ICI in interference limited networks. The main objective of this thesis 
was to address the multicell networks main problem: the critical users’ performance. 
The work in this thesis was aimed at improving the performance of critical users and 
enhancing the fairness in the system as a main objective and maintaining acceptable 
performance levels for other users as a secondary objective.
A comprehensive review of the literature has been given in Chapter 2. This review was 
divided into two main parts. At first, a short introduction into the preliminaries of 
wireless communication systems was given and the resource allocation approaches were 
categorised according to the objective functions. Then, for multicell networks, the ICIC 
techniques were categorised and then investigated. It was concluded that user grouping 
methods are not well investigated in the literature, however, in the limited literature 
available, user grouping was able to improve the performance of critical users without 
severe degradation in total throughput. Therefore, this thesis has offered multiple 
cooperative and collaborative ICIC techniques built on the notion of user grouping.
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In Chapter 3, the concept of BS cooperation was introduced. However, due to the 
extensive backhaul capacity needed for full cooperation, the idea of limited coopera­
tion was developed in which only a part of the cluster is under a cooperative scheme 
and the other part is operating a non-cooperative scheme. Each part is operating at a 
different frequency; thus, this can be considered a sort of frequency reuse schemes. The 
problem is formulated as a sum rate maximisation problem for the two class system 
with each class is independent from the other. The independence between the classes 
is resulted from the static resource division and user grouping leading the problem to 
be easily decomposable. The resources are divided in proportion to the number of 
users in each region. Similarly, the users are assigned to each scheme in accordance 
with their geographical locations. Many transmission schemes have been proposed to 
serve the critical and non-critical users. Non-critical users were served using orthogonal 
and non-orthogonal schemes. Whereas, critical users were served using maximal ratio 
transmission and interference alignment in addition to an orthogonal scheme. Subcar­
rier allocation methods and power allocation solutions were given for MRT and lA. 
Afterwards, the two class system problem was reformulated as a weighted sum rate 
maximisation problem and various weight calculation methods were proposed.
Simulations were carried out in order to evaluate the effectiveness of the two class sys­
tem with various transmission schemes and cooperation sizes. It was shown that the 
Ortho/M RT scheme can achieve the best fairness results and highest spectral efficiency 
for the worst 20% of users with acceptable total sum rate results. The simulations 
have also showed that the weight calculation method always retain the best fair­
ness results. However, if all the users are non-critical and served by the orthogonal 
scheme with the as the weight calculation method, better fairness was attained,
although, this improvement in fairness was translated into very poor total system per­
formance.
In Chapter 4, a continuation and an improvement on the previous chapter was offered. 
It was anticipated in the previous chapter that the static approaches for dividing the 
resources and grouping the users could degrade the limited cooperation scheme per­
formance. Consequently, a dynamic user grouping approach into limited cooperation
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with dynamic resource division is proposed. The system is divided into two classes, a 
cooperative and a non-cooperative class, each is transmitting to a separate group of 
users called critical and non-critical users. Various user selection methods were pro­
posed to group the users into critical and non-critical users’ group according to their 
performance metrics. These methods were dependent on either channel, distance, past 
performance or future performance. A primal decomposition approach for the resource 
division problem was employed to divide the resources between the two subsystems 
and reduce the computational complexity. Moreover, a reduced complexity heuristic 
subcarrier division was also utilised. The transmission schemes were defined where 
non-critical users were served by an orthogonal scheme and critical users were served 
by maximal ratio transmission.
Simulations were carried out in order to show the performance of the proposed tech­
niques. The convergence speed has been shown for one channel realisation. In the 
simulation results, it has been observed that the maximum performance is achieved 
when only 65% of the users are critical attaining a performance gain of up to 33%. In 
addition, the proposed technique has showed a performance very close to full coopera­
tion where only 15% of the users are critical. Gain in fairness and the throughput of the 
worst 20% of users in comparison with static techniques have been demonstrated while 
only a small fraction of users are critical, i.e., 10%. This percentage of critical users have 
had a total utility fairly close to the total utility of full cooperation resulting in great 
reduction in backhaul capacity and computational complexity needed for operation. In 
addition, when only 50% of the users are critical, a performance gain of up to 28% can 
be obtained without noticeable loss in fairness or the sum rate of the worst 20% of users.
In Chapter 5, the move is made from the backhaul hungry cooperative techniques 
to the backhaul friendly coordinated resource allocation. The backhaul capacity and 
computational power needed to perceive this cooperation is too significant. Therefore, 
two ICIC independent techniques are provided to tackle the resource allocation problem 
in multicell scenarios while taking into considerations the performance of the critical 
users in the system. This chapter was divided into two parts.
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In the first part, a reduced complexity heuristic interference avoidance scheme for the 
downlink of OFDM cellular systems. This scheme requires limited backhaul capacity 
and it can achieve appreciable improvement in critical users’ performance in interfer­
ence limited wireless networks without much degradation in total system throughput. 
The scheme proposes grouping the users into critical and non-critical users depending 
on various criteria and has introduced a performance metric, called the dissatisfaction 
index, to quantify their conditions. Furthermore, resource allocation techniques have 
been proposed in which the prioritised BSs avoid the subcarrier sharing between critical 
users. Moreover, the power allocation was formulated as a weighted sum rate maximi­
sation problem and the power assigned to non-critical users interfering on critical users 
is suppressed in accordance with the introduced performance metric. Simulation re­
sults presented have showed that the proposed technique achieves high fairness results 
especially in scenarios where BSs are densely deployed. Moreover, it has showed that 
with very small loss in spectral efficiency of about 2.6%, the spectral efficiency of the 
worst 20% of users has been improved by up to 22% and increased the fairness among 
users. In addition, it has showed that the channel condition users grouping method 
achieves the best fairness results.
In the second part, a game-theoretic approach for the ICI problem in dense multicell 
OFDM networks has been proposed is proposed. A utility function for the noncoopera­
tive power control game with pricing has been formulated where the BSs are presented 
as players. In order to improve the social optimality, a penalty on the interference 
caused by the BSs to surrounding sectors has been set. The users have been grouped 
into critical and non-critical users and various methods to price the interference have 
been offered in which the price would be directly related to the SINR of the involved 
users. The power allocation problem has been solved and the existence and uniqueness 
of Nash equilibrium has been established by proving the contractiveness of the best 
response function. The simulation results have showed that, in densely deployed net­
works, it has been possible to increase the performance of the worst 20% of users by 
up to 37.8% while at the same increase the total system performance by a marginal, 
however, appreciable, 1.2%.
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In Chapter 6, multicell cellular scenario was put in a more analytical sense. This chapter 
has been what can be considered as a continuation, modification and expansion of the 
work performed by Jing et. al. in [166]. A modified Wyner model has been proposed to 
further resemble the current structure of the multicell cellular networks. In this model, 
where it is referred to as the Z-Wyner model, two independent interference links coming 
from the adjacent sectors are incorporated into the model in addition to the direct link. 
An introduction on circulant matrices was given where some interesting findings were 
extracted to be used in later analysis. Per-sector sum rates are established for various 
non-linear and linear transmission schemes in addition to the upper and lower bounds. 
These transmission schemes include the MCP technique that coincides with the inter­
cell DPC besides MRT, MMSE, ZF, SCP and Noisy SCP. For the MCP approach, a 
closed form approximation is given with various approximation orders.
The closed form approximation and the transmission schemes performance have been 
verified through extensive numerical simulations. The closed form approximation of 
the MCP approach has been shown to achieve small errors with low approximation 
orders thus little complexity. In addition, the effects of various network parameters on 
the approximation has been studied, e.g., network size, circular or non-circular. More 
numerical results have been presented for the non-fading and fading channels showing 
the performance of each transmission scheme. For the fading channel, a selective trans­
mission scheme has been proposed to exploit the channel diversity and it has showed 
good performance enhancement over other pure schemes.
7.2 Future Work
The challenge of ICI demands increased research efforts in order to reduce its effects 
in modern day high date rate and interference limited networks. In addition, the 
applicability if the any ICIC technique has to be improved by reducing the complexity 
and the hardware cost associated with them and considering more realistic assumptions. 
In the following few sections, various approaches will be suggested to improve the 
proposed techniques in any future work.
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7 .2 .1  P a r tia l C SI
Generally speaking, the channel state information of all users on all subcarriers at 
every time instant is often difficult to obtain. In time division duplexing (TDD), where 
the signal is transmitted on the same frequency sub-band for both, the uplink and 
the downlink, the CSI is estimated at the BS in the uplink, and using the channel 
reciprocity property, the downlink channel can be easily obtained; however, this is 
not always possible and it depends on the traffic. In frequency division duplexing 
(FDD), the frequency sub-band used for the uplink is different from the one used for 
the downlink. Hence, in order to attain full CSI, the receiver has to estimate the CSI 
in the downlink, then, feed it back to the transm itter fast enough, within the coherence 
time of the channel. For this reason, obtaining full CSI, especially for the FDD case, is 
impractical in real world scenarios especially when this CSI needs to be broadcast to 
neighbouring BSs. ICIC techniques has to be able to cope with the unavailability of full 
CSI. If no CSI is present, the dynamic approach is difficult to implement and the use of 
static ICI avoidance schemes, for example, frequency reuse schemes, becomes the only 
option. However, partial CSI, such as, statistical CSI, can be utilised for ICI mitigation 
with much reduced signalling overhead which in turn increases the amount of useful 
data. Typically, having only partial CSI will impose a penalty on the performance of 
the ICIC technique in comparison with having full CSI because the BSs are unable 
to take fully informed decisions regarding the ICI reduction. Therefore, a trade-off 
between the amount of CSI required and the performance of the approach will need to 
be established.
7 .2 .2  M u ltip le  A n te n n a  S y stem s
In this thesis, no considerations for multiple, co-located, antennae was taken into ac­
count. The presence of multiple antennae at the transmitter, the receiver or both can 
improve performance of cellular systems over single antenna systems. In addition, hav­
ing multiple antennae allows the use of various interference cancellation techniques such 
as zero-forcing. Due to small spatial separation, the benefit that can be attained from 
MIMO systems is limited. However, because of the enormous demand for high data
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rates, any improvement in the total sum rate is appreciable. Many challenges accom­
pany the implementation of MIMO systems in cellular networks such as the increased 
complexity and hardware cost reduced the practicality of multiple antennae. Therefore, 
to apply MIMO techniques to multiuser multicell networks, these limitations have to 
be analysed to determine their feasibility in terms of complexity-data rate trade-off. 
MIMO techniques have already had considerable interest in recent years and they have 
been standardised for use in many current and future cellular systems such as LTE and 
LTE-A.
7 .2 .3  R e a lis t ic  B ack h au l M o d els
All of the techniques proposed in this thesis, apart from the information-theoretical 
chapter, have, implicitly, taken into account the backhaul capacity limitations by aim­
ing to produce techniques with reduced backhaul usage using limited cooperation in 
Chapters 3 and 4 and offering the interference-aware resource allocation techniques, in 
Chapter 5, which inherently have low backhaul capacity needs. However, none of the 
techniques offered the use of realistic backhaul models. The backhaul in real world 
scenario have limited capacity and is neither delayless nor error-free. The delay and 
the error in the backhaul alongside the limited capacity can seriously affect the perfor­
mance of the ICIC techniques, especially for the cooperative BSs case. Therefore, for 
any practical technique, realistic backhaul models have to be taken into considerations 
and explicitly incorporated in the analysis.
7 .2 .4  S ign a llin g  O verhead  and  F in ite  A lp h a b et
The signalling overhead comprises of the channel state information, users’ performance 
metrics, resource allocation decisions, in addition to synchronisation signals and many 
other, where they account for significant amount of data transfer between the BSs and 
between the BSs and the users. In this thesis, this has not been accounted for explicitly 
in the data rate calculation. The larger the signalling overhead within a time frame, 
the smaller the amount of useful data for the users. Therefore, this has to be considered 
for any practical calculation and in order to be able to accurately evaluate the ICIC
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technique. Similarly, it is assumed in this thesis that an infinite Gaussian alphabet 
is implemented where this is impractical in real world scenarios and a finite alphabet 
should be used instead with different modulation techniques such quadrature amplitude 
modulation (QAM) and M -ary quadrature amplitude modulation (M-QAM).
7 .2 .5  M ore D is tr ib u te d  S o lu tion s
None of the ICIC techniques presented in this thesis is entirely distributed. For lim­
ited cooperation, it is difficult to achieve a completely distributed approach because, 
in essence, BS cooperation is a centralised process. However, for interference-aware re­
source allocation, distributed approaches are possible. The more distributed the tech­
nique, the more practical it is for real world implementation by reducing the backhaul 
usage needed including the resulting delay and the error. However, it is important to 
take into considerations trade-off that distributability can bring between the simplicity 
and the performance, especially for critical users. For example, the uncoordinated and 
completely distributed full reuse scheme attains the highest total throughput in most 
cases but the critical users will suffer from poor performance
Appendix A
Circulant Matrices
In this section, a review on circulant matrices alongside some derived conclusions are 
presented. Much of the work presented in the forthcoming sections is built based on 
the properties of circulant matrices due the structure of the channel matrix.
An M  X M  matrix C is said to be circulant if it has the following structure:
C =
Co Cl C2
CM-1 Co Cl C2
CM-1 Cq Cl
CM-1
Cl
C2
Cl
CM-1 Cq .
(A.l)
It can be seen from (A.l) that each row is a cyclic shift of the row before it. The A:th 
eigenvalue of a circulant matrix C is [179]:
M -l
CnC—2TTimj/M (A.2)
j = 0
In general, the determinant of any matrix is the product of all its eigenvalues. Hence, 
for the circulant matrix, C, the determinant is:
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M - l
det ( 0 =  n  k  + c i ( +  C2 ( eP)2"J/(W)') +  . . .
j=o  ̂  ̂  ̂  ̂ '  (A.3)
+ CM-2 + C M -1
Consider H  to be the non-fading channel matrix for the proposed Z-Wyner model with 
only one user per sector and denotes by SNR the constant transmit power. The term 
SNR is chosen to emphasise the fact that the noise variance is equal to one, i.e., cr̂  =  1. 
(SNRHH^ + 1) will be am M  x M  circulant matrix of the form given in (A.l) and has 
the following elements:
CO = S N R o !^  S N R /? 2  +  S N R J 2  +  l  
Cl =SNRJ(a + ^)
C2 =SNRJo;/3 
Cg =C4 =  . . . =  C M - 3  = 0 
CM-2 =SNRJq;/3 
CM-1 =SNRJ(q; -f P).
Let D  =  (SNRHH^ -f I ) . Substituting (A.4) into (A.3) gives:
(A.4)
M -l
det (D) =  n  [««) +  <=1 +  C2
j=o
+ C M - 2  + C M - 1
M -l
=  n  [̂ 0 +  Cl cos {2'ïïij/M) 4 - C2 cos ((2)27rij/M)
jf=0
-f cm- 2  COS ((M  -  2)2'ïïij/M) +  cm -i cos ((M  -  l)'Kij/M)] (A.5)
M -l
=  H  [co +  (ci +  C M -i) COS {2-nij/M) +  (c2 +  cm -2 ) cos ((2)27rfj/M)]
1=0 
Af—1
=  Y [  [SNRa^ +  SNR/3 2  SNRJ2 +  1 +  2(SNRJ(a +  j3)) cos {2x1/M )
1=0
4 -2 (S N R W ) cos ((2)27rj/M )].
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The second equality comes from the fact that there are no imaginary parts in the non­
fading channel matrix H . For ease and tractability, the following notation are put in 
place xo =  SNRck^ -f SNR/^^ +  SNRJ^ 4 -1 , =  SNR5(o; 4- /3), and %2 =  SNRÔap.
Then, equation (A.5) becomes:
M -l
det (sNRHflt + 1) =  n (xo +  2(xi) cos { 2 i r j / M)  + 2(x2) cos ( 4 w j / M ) ) . (A.6)
1=0
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