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Asymptotyczna teoria reprezentacji grup
permutacji
Piotr ´Sniady (Wrocław)
1 Wste˛p
Asymptotyczna teoria reprezentacji jest teoria˛ stosunkowo młoda˛, gdyz˙ została
ona zapocza˛tkowana pod koniec lat siedemdziesia˛tych XX wieku. Choc´ formal-
nie jest ona cze˛s´cia˛ „zwykłej” teorii reprezentacji, to wyróz˙nia sie˛ ona paleta˛ uz˙y-
wanych s´rodków. Asymptotyczna teoria reprezentacji oprócz zwykłych metod
teorii reprezentacji wykorzystuje metody analizy i nowe metody kombinatoryczne.
Ponadto blisko jest zwia˛zana z tak ostatnio modnym działem matematyki, jakim
jest teoria macierzy losowych oraz z wolna˛ probabilistyka˛ Dana Voiculescu. W
niniejszym artykule chciałbym przedstawic´ spojrzenie z lotu ptaka na te˛ szybko
rozwijaja˛ca˛ sie˛ teorie˛.
Niniejszy tekst jest znacznie rozszerzonym zapisem XV Wykładu im. Wojtka
Pulikowskiego, który wygłosiłem 30 maja 2008 r. na Wydziale Matematyki i In-
formatyki Uniwersytetu Adama Mickiewicza w Poznaniu. Przewiduja˛c obecnos´c´
licznej grupy poznan´skich kombinatoryków podczas wykładu, zdecydowałem sie˛
w szczególny sposób wyeksponowac´ włas´nie kombinatoryczne zagadnienia i prob-
lemy. Moim celem było pokazanie, z˙e klasyczne metody kombinatoryczne cze˛sto
zawodza˛ w problemach asymptotycznej teorii reprezentacji, a teoria ta tworzy
nowe kombinatoryczne narze˛dzia. W niniejszym artykule pozwole˛ sobie przed-
stawic´ temat nieco szerzej i zaprezentuje˛ równiez˙ kontekst zarówno klasycznej
jak i asymptotycznej teorii reprezentacji.
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Rysunek 1: Trójka˛t równoboczny na płaszczyz´nie, którego s´rodek cie˛z˙kos´ci zna-
jduje sie˛ w pocza˛tku układu współrze˛dnych.
2 Teoria reprezentacji
2.1 Grupy
Niezliczone sa˛ sytuacje w matematyce i fizyce, gdy rozwia˛zanie problemu staje
sie˛ znacznie prostsze dzie˛ki uwzgle˛dnieniu jego symetrii. Poje˛cie zbioru symetrii
danego obiektu okazało sie˛ tak waz˙ne, z˙e zostało ono sformalizowane pod nazwa˛
grupy, a teoria grup stała sie˛ jedna˛ z najwaz˙niejszych działów matematyki.
Pocza˛tkowo obiektem zainteresowania matematyków były konkretne grupy
rozumiane włas´nie jako zbiory symetrii bardzo konkretnych obiektów o charak-
terze geometrycznym, kombinatorycznym lub algebraicznym. Przykładem takiego
podejs´cia jest badanie symetrii trójka˛ta równobocznego widocznego na Rysunku
1. W tym prostym przykładzie, który jeszcze be˛dzie przedmiotem dalszej analizy,
jes´li układ współrze˛dnych dobierzemy w ten sposób, aby jego pocza˛tek znajdował
sie˛ w s´rodku masy trójka˛ta, wówczas kaz˙da izometria rozwaz˙anego trójka˛ta jest
odwzorowaniem liniowym, czyli daje sie˛ opisac´ przy pomocy pewnej macierzy, a
składanie izometrii odpowiada mnoz˙eniu wspomnianych macierzy. Innymi słowy,
grupa˛ symetrii naszego trójka˛ta jest pewien zbiór odwzorowan´ liniowych (macierzy).
Z biegiem czasu obiektem zainteresowania matematyków stały sie˛ grupy widziane
w sposób coraz bardziej abstrakcyjny. O grupie coraz mniej mys´lano jak o konkret-
nym zbiorze symetrii jakiegos´ obiektu, a coraz bardziej jak o abstrakcyjnym zbiorze
spełniaja˛cym pewne aksjomaty. Aby dac´ posmak takiego bardziej abstrakcyjnego
mys´lenia oznaczmy wierzchołki trójka˛ta rozwaz˙anego w naszym przykładzie liczbami
1, 2, 3. Wówczas wspomniana grupa symetrii trójka˛ta równobocznego moz˙e byc´
widziana jako grupa permutacji wierzchołków trójka˛ta czyli zbioru {1, 2, 3}. Z
tego powodu grupe˛ te˛ be˛dziemy oznaczac´ symbolem S(3) (dalsza˛ dyskusje˛ tej
notacji przedstawimy nieco dalej).
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2.2 Reprezentacje
Mówia˛c obrazowo, przedmiotem teorii reprezentacji jest badanie sposobów, w
jakie abstrakcyjne grupy realizuja˛ sie˛ w konkretny sposób jako symetrie prostych
obiektów geometrycznych, a wie˛c w pewnym sensie stanowi ona powrót abstrak-
cyjnej teorii grup do jej konkretnych korzeni. Patrza˛c na przykład grupy S(3) z
punktu widzenia teorii reprezentacji moglibys´my powiedziec´ (byc´ moz˙e naduz˙y-
waja˛c terminologii), z˙e grupa S(3) reprezentuje sie˛ jako izometrie trójka˛ta.
Formalna definicja brzmi naste˛puja˛co: reprezentacja˛ grupyG nazywamy odw-
zorowanie ρ, które przyporza˛dkowuje elementom grupy odwracalne macierze (o
jakims´ ustalonym rozmiarze n)
ρ : G→Mn
i które jest homomorfizmem, to znaczy iloczynowi elementów grupy powinien
odpowiadac´ iloczyn odpowiadaja˛cych im macierzy:
ρ(g1g2) = ρ(g1)ρ(g2) dla dowolnych g1, g2 ∈ G.
Macierze, którymi sie˛ be˛dziemy zajmowac´ w niniejszym artykule, be˛da˛ zawsze
kwadratowymi macierzami o wyrazach rzeczywistych lub zespolonych.
Alternatywnie, moz˙emy mys´lec´, z˙e reprezentacja przyporza˛dkowuje elemen-
tom grupy odwracalne odwzorowania liniowe pewnej ustalonej skon´czenie wymi-
arowej przestrzeni liniowej V :
ρ : G→ End(V )
oraz z˙e iloczynowi elementów grupy ma odpowiadac´ złoz˙enie odpowiednich przek-
ształcen´:
ρ(g1g2) = ρ(g1) ◦ ρ(g2) dla dowolnych g1, g2 ∈ G.
2.3 Przykład: reprezentacje grupy S(3)
Z jedna˛ reprezentacja˛ grupy S(3) juz˙ sie˛ spotkalis´my: jest to reprezentacja, która
permutacjom zbioru {1, 2, 3} przyporza˛dkowuje odpowiednia˛ izometrie˛ trójka˛ta.
Sa˛ tez˙ inne reprezentacje tej grupy: moz˙emy na przykład kaz˙demu elemen-
towi S(3) przypisac´ odwzorowanie identycznos´ciowe prostej (innymi słowy, jest
to macierz [1] o rozmiarach 1×1); Czytelnik łatwo domys´li sie˛, dlaczego reprezen-
tacja ta nazywana jest reprezentacja˛ trywialna˛.
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Rysunek 2: Dwunastos´cian foremny z szes´cianem wpisanym w taki sposób, z˙e
kaz˙dy wierzchołek szes´cianu jest równiez˙ wierzchołkiem dwunastos´cianu.
Jeszcze inna˛ reprezentacja˛ jest reprezentacja alternuja˛ca, która permutacjom
parzystym przyporza˛dkowuje odwzorowanie identycznos´ciowe na prostej, czyli
odwzorowanie o macierzy [1], a permutacjom nieparzystym przyporza˛dkowuje
symetrie˛ prostej wzgle˛dem 0, czyli odwzorowanie o macierzy [−1].
2.4 Przykład: reprezentacja grupy A(5)
Powyz˙szy przykład jest tak prosty, z˙e mógł wywołac´ u Czytelnika błe˛dne wraz˙e-
nie, jakoby reprezentacje były czyms´ trywialnym. Aby zatrzec´ to wraz˙enie przed-
stawie˛ teraz znacznie mniej oczywisty przykład.
W dwunastos´cian foremny moz˙na wpisac´ szes´cian w ten sposób aby kaz˙dy
wierzchołek szes´cianu był równiez˙ wierzchołkiem dwunastos´cianu. Jeden ze sposobów
wpisania takiego szes´cianu przedstawiony jest na Rysunku 2. W sumie takich
szes´cianów jest pie˛c´.
Wynika sta˛d, z˙e kaz˙da izometria dwunastos´cianu zachowuja˛ca orientacje˛ przestrzeni
(innymi słowy: kaz˙dy obrót dwunastos´cianu wokół pewnej osi przekształcaja˛cy
dwunastos´cian w siebie) zadaje pewna˛ permutacje˛ powyz˙szych pie˛ciu szes´cianów.
Moz˙na udowodnic´, z˙e powyz˙sza permutacja pie˛ciu szes´cianów jest zawsze per-
mutacja˛ parzysta˛ (czyli daje sie˛ zapisac´ jako iloczyn parzystej liczby transpozy-
cji). Permutacje parzyste zbioru pie˛cioelementowego tworza˛ grupe˛ oznaczana˛
symbolem A(5).
Co wie˛cej, moz˙na wykazac´, z˙e powyz˙sza odpowiednios´c´ jest wzajemnie jed-
noznaczna, a zatem kaz˙demu elementowiA(5) odpowiada dokładnie jedna izome-
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tria dwunastos´cianu zachowuja˛ca orientacje˛. Powinno byc´ w miare˛ jasne, z˙e odw-
zorowanie to jest homomorfizmem, czyli iloczynowi dwóch permutacji odpowiada
złoz˙enie odpowiadaja˛cych im izometrii.
Jes´li układ współrze˛dnych wybierzemy tak, aby jego pocza˛tek znajdował sie˛
w s´rodku masy dwunastos´cianu, to wspomniane izometrie sa˛ odwzorowaniami
liniowymi, a zatem odwzorowanie, które parzystym permutacjom pie˛ciu szes´-
cianów przyporza˛dkowuje izometrie˛ liniowa˛ dwunastos´cianu, jest reprezentacja˛
grupy A(5) na przestrzeni trójwymiarowej.
2.5 Reprezentacje nieredukowalne
Jes´li ρ1 : G → Mn1 oraz ρ2 : G → Mn2 sa˛ reprezentacjami tej samej grupy G,
moz˙emy zdefiniowac´ nowa˛ reprezentacje˛ grupy G, zwana˛ sume˛ prosta˛ ρ1 ⊕ ρ2 :
G→Mn1+n2 , która jest zadana przez macierze blokowe.
(ρ1 ⊕ ρ2)(g) =
[
ρ1(g)
ρ2(g)
]
.
Powyz˙sza˛ definicje˛ moz˙emy tez˙ sformułowac´ naste˛puja˛co: jes´li ρ1 : G→ End(V1)
oraz ρ2 : G → End(V2) sa˛ reprezentacjami tej samej grupy G na przestrzeniach
liniowych V1 i V2, to ρ1 ⊕ ρ2 : G → End(V1 ⊕ V2) jest reprezentacja˛ zadana˛
wzorem
(ρ1 ⊕ ρ2)(g) =
(
ρ1(g), ρ2(g)
)
.
Reprezentacje be˛da˛ce sumami prostymi sa˛ zwykle mniej interesuja˛ce od tych,
które nie sa˛ tej postaci. Moz˙emy wie˛c zapytac´, czy zadana reprezentacja nie jest
suma˛ prosta˛ mniejszych reprezentacji. To poje˛cie sformalizowane jest w naste˛pu-
ja˛cy sposób: mówimy, z˙e reprezentacja ρ : G → End(V ) na przestrzeni liniowej
V jest redukowalna, jes´li istnieje rozkład na podreprezentacje: V = V1 ⊕ V2 oraz
ρ = ρ1 ⊕ ρ2. Dla pełnej s´cisłos´ci powinnis´my jeszcze wymagac´, by przestrzenie
V1 i V2 były nietrywialne, czyli nie składały sie˛ tylko z wektora zerowego.
Mówimy tez˙, z˙e reprezentacja ρ : G → End(V ) jest przywiedlna, jes´li ist-
nieje podprzestrzen´ V1 która jest podprzestrzenia˛ niezmiennicza˛, to znaczy dla
dowolnego elementu g ∈ G, jes´li v ∈ V1 to równiez˙ ρ(g)v ∈ V1. Ponownie
powinnis´my załoz˙yc´, z˙e V1 jest nietrywialna, to znaczy z˙e nie składa sie˛ tylko z
wektora zerowego ani nie jest równa całej przestrzeni V . W interesuja˛cym nas w
tym artykule przypadku grup skon´czonych powyz˙sze dwie własnos´ci: redukowal-
nos´c´ i przywiedlnos´c´ sa˛ równowaz˙ne, nie musimy ich wie˛c specjalnie rozróz˙niac´.
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Reprezentacje˛, która nie jest redukowalna, nazywamy nieredukowalna˛. Reprezen-
tacje nieredukowalne pełnia˛ w teorii reprezentacji podobna˛ role˛ jak liczby pier-
wsze w teorii liczb czy atomy w chemii, a zatem sa˛ elementarnymi cegiełkami,
z których zbudowane sa˛ wszystkie reprezentacje, gdyz˙ kaz˙da˛ reprezentacje˛ moz˙na
rozłoz˙yc´ jako sume˛ prosta˛ pewnej liczby reprezentacji nieredukowalnych (poniewaz˙
w niniejszym artykule interesuja˛ nas tylko grupy skon´czone i wyła˛cznie reprezen-
tacje na skon´czenie wymiarowych przestrzeniach liniowych, moz˙emy nie martwic´
sie˛ pewnymi patologicznymi sytuacjami).
Jak sie˛ okazuje, wszystkie przykłady przedstawione w Rozdziałach 2.3 i 2.4 sa˛
reprezentacjami nieredukowalnymi. Z kolei reprezentacja grupyS(3) na przestrzeni
R
3
, w której permutacje działaja˛ na wektorach przez permutowanie ich współrze˛d-
nych, jest rozkładalna, gdyz˙ jest suma˛ reprezentacji trywialnej oraz dwuwymi-
arowej reprezentacji z Rozdziału 2.3.
Grupa S(3) okazuje sie˛ nie miec´ innych reprezentacji nieredukowalnych niz˙
te przedstawione w Rozdziale 2.3. Zdanie to wymaga pewnego doprecyzowania,
gdyz˙ poprzez wybór innego układu współrze˛dnych dla trójka˛ta na płaszczyz´nie
na Rysunku 1 moz˙emy uzyskac´ nieskon´czenie wiele reprezentacji nieredukowal-
nych grupy S(3). Otóz˙ umawiamy sie˛, z˙e dwie reprezentacje tej samej grupy sa˛
równowaz˙ne (takich reprezentacji nie be˛dziemy w przyszłos´ci rozróz˙niac´), jes´li
poprzez zmiane˛ układów współrze˛dnych w odpowiednich przestrzeniach liniowych
odpowiednie macierze staja˛ sie˛ sobie równe.
2.6 Zastosowanie teorii reprezentacji w fizyce i chemii
Teoria reprezentacji jest bardzo wygodnym narze˛dziem dla fizyków oraz chemików
badaja˛cych układy kwantowe o duz˙ej symetrii. Do opisu takiego układu uz˙ywamy
przestrzeni Hilberta H, która jest pewna˛ nieskon´czenie wymiarowa˛ przestrzenia˛
liniowa˛. Zakładamy, z˙e nasz układ kwantowy ma nietrywialna˛ grupe˛ symetrii G,
na przykład dla cza˛steczki benzenu (Rysunek 3) grupa˛ G jest grupa skon´czona
symetrii szes´cioka˛ta foremnego.
Oddziaływania w naszym układzie kwantowym opisywane sa˛ przez hamilto-
nian H : H → H, który jest pewnym odwzorowaniem liniowym na przestrzeni
Hilberta H czy tez˙, mówia˛c nieco innym je˛zykiem, jest pewna˛ nieskon´czona˛
macierza˛. W fizyce i chemii kwantowej cze˛ste jest pytanie o dopuszczalne poziomy
energii interesuja˛cego nas układu kwantowego. W je˛zyku matematycznym prob-
lem ten tłumaczy sie˛ jako wyznaczenie wartos´ci własnych hamiltonianu.
Wyznaczenie wspomnianych wartos´ci własnych nie jest prostym problemem,
nawet jes´li chcemy sie˛ zadowolic´ przybliz˙ona˛ odpowiedzia˛ uzyskana˛ dzie˛ki dyskre-
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Rysunek 3: Schemat cza˛steczki benzenu.
tyzacji i zasta˛pieniu nieskon´czenie wymiarowej przestrzeni Hilberta przez przestrzen´
o skon´czonym wymiarze i zastosowaniu metod komputerowych. Przyczyna tej
trudnos´ci jest naste˛puja˛ca: wymiar przestrzeni Hilberta ros´nie wykładniczo wraz
z liczba˛ analizowanych cza˛stek i uwzgle˛dnienie nawet niewielkiej liczby elek-
tronów powoduje, z˙e musimy manipulowac´ bardzo duz˙ymi macierzami.
Zauwaz˙my jednak, z˙e kaz˙demu elementowi grupy symetriiG naszej cza˛steczki
odpowiada pewne przekształcenie przestrzeni Hilberta H, które opisuje w jaki
sposób dane geometryczne przekształcenie realizuje sie˛ w układzie fizycznym.
Innymi słowy, otrzymalis´my reprezentacje˛ grupy G na przestrzeni H. Nasze za-
łoz˙enie, z˙e grupa G jest grupa˛ symetrii cza˛steczki oznacza, z˙e równiez˙ hamilto-
nian H opisuja˛cy dynamike˛ cza˛steczki jest niezmienniczy na działanie grupy G, a
zatem jego przestrzenie własne sa˛ podprzestrzeniami niezmienniczymi dla naszej
reprezentacji. W szczególnos´ci kaz˙da przestrzen´ własna hamiltonianu moz˙e byc´
traktowana jako reprezentacja grupy G. Wynika sta˛d, z˙e zamiast badac´ hamilto-
nian jako odwzorowanie liniowe na duz˙ej przestrzeni Hilberta, moz˙emy dla kaz˙dej
reprezentacji nieredukowalnej ρ grupy G wybrac´ te˛ cze˛s´c´ przestrzeni Hilberta H,
na której grupa G reprezentuje sie˛ w sposób analogiczny do reprezentacji ρ i dalej
badac´ hamiltonian na tej mniejszej przestrzeni. Dzie˛ki temu musimy wyznaczyc´
wartos´ci własne znacznie mniejszych macierzy niz˙ bez uwzgle˛dnienia symetrii
problemu.
W przypadku układu kwantowego, który moz˙e swobodnie rotowac´ w przestrzeni
wokół swojego s´rodka masy, grupa˛ symetrii jest grupa obrotów. Jak sie˛ okazuje,
reprezentacje nieredukowalne tej grupy odpowiadaja˛ stanom kwantowym o ustalonej
wartos´ci momentu pe˛du. Czysto matematyczna analiza tych reprezentacji pozwala
uzyskac´ na przykład formuły na dodawanie kwantowego momentu pe˛du w pie˛kny,
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abstrakcyjny sposób bez jakiegokolwiek odwoływania sie˛ do szczegółów intere-
suja˛cych nas układów kwantowych.
2.7 Charaktery
Jes´li o reprezentacji ρ : G→Mn mys´limy jak o funkcji, która elementom grupy
przyporza˛dkowuje macierze, to zmiana układu współrze˛dnych moz˙e spowodowac´
zmiane˛ wyrazów tej macierzy. Skoro w dwóch układach współrze˛dnych ta sama
reprezentacja moz˙e wyraz˙ac´ sie˛ przez inne macierze, oznacza to, z˙e byc´ moz˙e do-
brym pomysłem byłoby znalezienie innych wielkos´ci opisuja˛cych reprezentacje˛,
a które byłyby niezalez˙ne od wyboru układu współrze˛dnych.
Przykładem takiej niezmienniczej wielkos´ci jest charakter reprezentacji zdefin-
iowany wzorem
χρ(g) = Tr ρ(g),
gdzie Tr oznacza s´lad macierzy. To nieco zaskakuja˛ce, ale jak sie˛ okazuje, niemal
wszystkie pytania teorii reprezentacji daja˛ sie˛ przeformułowac´ na pytania doty-
cza˛ce charakterów reprezentacji.
2.8 Zastosowanie charakterów: ile razy trzeba przetasowac´
talie˛ kart?
Jako zastosowanie teorii reprezentacji przeanalizujemy naste˛puja˛cy problem: ile
razy nalez˙y potasowac´ talie˛ kart, aby była ona dobrze przetasowana? Nieco bardziej
formalnie: niech zmiana pozycji kart w kolejnych tasowaniach be˛dzie opisana
przez cia˛g niezalez˙nych zmiennych losowych o jednakowym rozkładzieX1, X2, . . . .
Wspomniane zmienne losowe przyjmuja˛ wartos´ci w grupie permutacjiS(n), gdzie
w wie˛kszos´ci gier karcianych n = 52. Interesuje nas rozkład zmiennej losowej
X1◦· · ·◦Xk opisuja˛cej rozkład kart po k przetasowaniach oraz jak odległy jest ten
rozkład od rozkładu jednostajnego na grupie permutacji S(n), który odpowiada
idealnemu przetasowaniu kart.
Niech µ be˛dzie miara˛ probabilistyczna˛ na S(n), która opisuje rozkład zmi-
ennych losowych X1, X2, . . . . O µ moz˙emy mys´lec´ jak o funkcji, która ele-
mentom grupy przypisuje ich prawdopodobien´stwa, ale tez˙ jak o elemencie al-
gebry grupowej R[S(n)], czyli jak o formalnej kombinacji liniowej elementów
grupy (współczynnik stoja˛cy przy permutacji jest równy prawdopodobien´stwu
tejz˙e permutacji). Jes´li o rozkładzie zmiennej losowej X1 ◦ · · · ◦ Xk mys´limy
jak o rozkładzie prawdopodobien´stwa, to jest on równy µ∗k, czyli k-krotnemu
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splotowi µ ze soba˛; jes´li zas´ mys´limy o nim jak o elemencie algebry grupowej,
to jest on równy µk, czyli k-krotnej pote˛dze elementu µ ∈ R[S(n)]. Oznacza
to, z˙e nasz problem sprowadza sie˛ do efektywnego obliczania pote˛g w algebrze
grupowej interesuja˛cej nas grupy S(n).
Jes´li ρ jest reprezentacja˛ grupy, wówczas
ρ(µk) =
[
ρ(µ)
]k
;
innymi słowy dowolna reprezentacja zamienia splot na grupie na iloczyn macierzy.
Nasza strategia polega na tym, aby uz˙yc´ pewnej rodziny (ρα) reprezentacji; jes´li
nasza rodzina be˛dzie dostatecznie duz˙a, mamy nadzieje˛ zrekonstruowac´ informa-
cje˛ na temat µk z informacji na temat ρα(µk).
Gdyby zmienne losowe X1, . . . przyjmowały wartos´ci liczbowe, a interesu-
ja˛ca˛ nas wielkos´cia˛ byłaby sumaX1+· · ·+Xk, mielibys´my do czynienia z przemi-
enna˛ grupa˛ R wyposaz˙ona˛ w dodawanie. Dla dowolnej liczby z odwzorowanie
ρz : x 7→ eixz
moz˙e byc´ traktowane jako reprezentacja grupy R (o wartos´ciach w macierzach o
rozmiarach 1× 1). Widac´, z˙e (pomijaja˛c pewne trudnos´ci zwia˛zane z przejs´ciem
od sytuacji dyskretnej do cia˛głej) ρz(µ) jest transformata˛ Fouriera miary proba-
bilistycznej µ, a zatem nasz program jest uogólnieniem transformaty Fouriera na
przypadek grup nieprzemiennych.
Jak sie˛ okazuje, najlepszym wyborem rodziny reprezentacji (ρα) sa˛ wszys-
tkie reprezentacje nieredukowalne interesuja˛cej nas grupy. Z jednej strony dzie˛ki
temu pote˛gowac´ be˛dziemy moz˙liwie proste macierze, z drugiej strony reprezen-
tacji tych jest wystarczaja˛co wiele, aby pozwolic´ na rekonstrukcje˛ informacji na
temat interesuja˛cej nas miary µk.
Szczególnie interesuja˛cy jest przypadek, kiedy miara µ jest centralna, to znaczy
przypisuje stałe prawdopodobien´stwo wszystkim elementom grupy z tej samej
klasy sprze˛z˙onos´ci. Na przykład, jes´li losowo wybierzemy dwie karty z talii i
zamienimy je miejscami, rozkład tak uzyskanej permutacji jest centralny. Jak
sie˛ okazuje, w takim przypadku dla dowolnej reprezentacji nieredukowalnej ρ
macierz ρ(µ) jest skalarna˛ wielokrotnos´cia˛ macierzy jednostkowej. Wielkos´c´ tego
skalara moz˙na wyznaczyc´ z równos´ci
ρ(µ) =
Tr ρ(µ)
Tr Id
Id =
Tr ρ(µ)
Tr ρ(e)
Id,
gdzie wykorzystalis´my fakt, z˙e e, element neutralny grupy, reprezentuje sie˛ jako
macierz jednostkowa. Oznacza to, z˙e w przypadku, gdy µ jest miara˛ centralna˛
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na interesuja˛cej nas grupie, nie musimy sie˛ martwic´ pote˛gowaniem macierzy, a
jedynie znacznie prostszym pote˛gowaniem liczb
ρ 7→ Tr ρ(µ)
Tr ρ(e)
=
χρ(µ)
χρ(e)
, (1)
podobnie jak w przypadku zwykłej transformaty Fouriera.
Widac´ wie˛c, z˙e niekomutatywna transformata Fouriera, jakiej dostarcza teoria
reprezentacji do badania nieprzemiennych grup, zdefiniowana jest przy pomocy
charakterów i z˙e do uprawiana analizy harmonicznej na grupach konieczne jest
dobre zrozumienie charakterów.
2.9 Dalsza lektura
Niniejszy przegla˛dowy artykuł nie ma ambicji dostarczyc´ pełnej informacji bibli-
ograficznej, dlatego prawie nie ma w nim cytowan´. Czytelnika zainteresowanego
dalsza˛ lektura˛ zache˛cam do ksia˛z˙ki Serre’a [Ser88] (doste˛pnej takz˙e w polskim
tłumaczeniu) be˛da˛cej doskonałym wste˛pem do teorii reprezentacji grup skon´c-
zonych. O zastosowaniu teorii reprezentacji do badania tasowania kart stanowi
artykuł Diaconisa i Shahshahaniego [DS81] oraz monografia Diaconisa [Dia88].
3 Asymptotyczna teoria reprezentacji grup permu-
tacji: charaktery
3.1 Asymptotyczna teoria reprezentacji
Mówia˛c w wielkim skrócie, jak przedmiotem badan´ teorii reprezentacji jest grupa
G i jej reprezentacja ρ, tak przedmiotem badan´ asymptotycznej teorii reprezentacji
jest cia˛g grup G1, G2, . . . oraz odpowiadaja˛cy im cia˛g reprezentacji ρ1, ρ2, . . . (to
znaczy: ρn jest reprezentacja˛ grupy Gn). W asymptotycznej teorii reprezentacji
pytamy: co moz˙emy powiedziec´ o reprezentacji ρn w granicy, gdy n→∞?
Aby na tak sformułowane pytanie dało sie˛ cokolwiek odpowiedziec´, reprezen-
tacje grup G1, G2, . . . z rozwaz˙anego cia˛gu musza˛ miec´ pewna˛ wspólna˛ struk-
ture˛, pozwalaja˛ca˛ w jakis´ sposób porównywac´ ze soba˛ reprezentacje róz˙nych
grup. Z tego powodu w dalszym cia˛gu rozwaz˙ac´ be˛de˛ tylko cia˛g grup permutacji
S(1),S(2), . . . , których reprezentacje taka˛ wspólna˛ strukture˛ maja˛. Ponadto, jest
to sam w sobie interesuja˛cy cia˛g grup, gdyz˙ kaz˙da grupa skon´czona jest podgrupa˛
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Rysunek 4: Diagram Younga (4, 3, 1) narysowany w konwencji francuskiej.
dostatecznie duz˙ej grupy permutacji. Co wie˛cej, grupy alternuja˛ce A(n) (złoz˙one
z parzystych permutacji, a zatem bardzo blisko zwia˛zane z grupami S(n)) sa˛
grupami prostymi dla n ≥ 5, przez co sa˛ szczególnie waz˙ne jako przykłady ele-
mentarnych cegiełek, z których zbudowane sa˛ wszystkie grupy skon´czone.
3.2 Nieredukowalne reprezentacje grup permutacji S(n)
Jak sie˛ okazuje, nieredukowalne reprezentacje grupy S(n) sa˛ we wzajemnie jed-
noznacznej odpowiednios´ci z diagramami Younga o n klatkach. Przykład takiego
diagramu widoczny jest na Rysunku 4. Bez uz˙ycia s´rodków graficznych diagram
Younga λ moz˙e byc´ zdefiniowany jako nierosna˛cy cia˛g λ = (λ1 ≥ · · · ≥ λl),
którego wyrazami sa˛ liczby całkowite dodatnie. Alternatywnie, dopisuja˛c do
takiego cia˛gu nieskon´czenie wiele zer, diagram Younga moz˙emy zdefiniowac´ jako
nierosna˛cy cia˛g cia˛g λ = (λ1 ≥ λ2 ≥ · · · ), którego wyrazami sa˛ liczby całkowite
nieujemne i który składa sie˛ tylko ze skon´czenie wielu niezerowych elementów.
Element λi interpretujemy jako liczbe˛ klatek w i-tym wierszu, zatem liczba
klatek diagramu oznaczana przez |λ| spełnia |λ| = λ1 + λ2 + · · · . Terminy:
liczba wierszy oraz liczba kolumn diagramu Younga λ powinny byc´ jasne w pode-
js´ciu graficznym do diagramów Younga; alternatywnie moz˙na je zdefiniowac´,
odpowiednio, jako λ1 oraz jako liczbe˛ niezerowych wyrazów cia˛gu λ1, λ2, . . . .
Niestety, szczegóły konstrukcji nieredukowalnej reprezentacji ρλ odpowiada-
ja˛cej diagramowi λ nie sa˛ proste. Klasyczna metoda ich konstrukcji oparta na
symetryzatorach Younga jest mało intuicyjna, a diagramy Youga pojawiaja˛ sie˛ w
niej deus ex machina. Na szcze˛s´cie w ostatnich latach doste˛pna stała sie˛ pie˛kna
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i naturalna metoda oparta na elementach Jucysa-Murphyego; zainteresowanego
Czytelnika odsyłam do doskonałej pracy Okounkova i Vershika [OV96].
3.3 Charaktery grup permutacji i reguła Murnaghana-Naka-
yamy
Co prawda skonstruowanie nieredukowalnych reprezentacji grup permutacji jest
niełatwe, jednak metoda obliczania charakterów—które sa˛ niemal jedyna˛ potrze-
bna˛ nam do zastosowan´ wielkos´cia˛—jest stosunkowo prosta, zadana przez regułe˛
Murnaghana-Nakayamy. Poniz˙ej przedstawie˛ te˛ regułe˛ w jednym tylko celu:
aby pokazac´, jak bardzo nie nadaje sie˛ ona do pewnych problemów asympto-
tycznej teorii reprezentacji (gdyz˙ do pewnych rodzajów oszacowan´ asymptoty-
cznych nadaje sie˛ ona bardzo dobrze), tak wie˛c Czytelnik bez straty cia˛głos´ci
moz˙e opus´cic´ niniejszy rozdział i kontynuowac´ lekture˛ w rozdziale 3.4.
Reguła Murnaghana-Nakayamy głosi, z˙e aby obliczyc´ wartos´c´ charakteru χλ(pi) =
Tr ρλ(pi), powinnis´my najpierw wyznaczyc´ rozkład na cykle permutacji pi oraz
wyznaczyc´ długos´ci l1, · · · , lk jej cykli. Dla przykładu, permutacja pi = (3, 5)(2, 4)(7, 1, 6, 8)
składa sie˛ z trzech cykli o długos´ciach odpowiednio 2, 2, 4 (kolejnos´c´, w jakiej
ustawilis´my cykle, nie jest istotna).
Naste˛pnie powinnis´my znalez´c´ wszystkie rozkłady diagramu λ na skos´ne paski
o długos´ciach l1, . . . , lk. Przykład takiego rozkładu widoczny jest na Rysunku 5.
Kaz˙dy skos´ny pasek to kolekcja klatek diagramu Younga o tej własnos´ci, z˙e
moz˙na przejs´c´ wszystkie klatki paska poruszaja˛c sie˛ tylko w prawo lub w dół
o jedno pole. Wymagamy ponadto, aby po usunie˛ciu ostatniego paska (a takz˙e
dwóch ostatnich pasków, trzech ostatnich pasków, itd.) pozostały kształt nadal
był diagramem Younga.
Dla kaz˙dego paska jego wysokos´c´ zdefiniowana jest jako róz˙nica mie˛dzy na-
jwie˛kszym i najmniejszym numerem wiersza wszystkich jego klatek. W przykładzie
z Rysunku 5 wysokos´ci pasków wynosza˛ kolejno: 1, 0, 1. Wysokos´c´ rozkładu na
paski definiujemy jako sume˛ wysokos´ci wszystkich pasków. Reguła Murnaghana-
Nakayamy głosi, z˙e wkład danego rozkładu na paski wynosi (−1)(wysokos´c´ rozkładu).
Aby obliczyc´ charakter Tr ρλ(pi) powinnis´my zsumowac´ wkłady od wszystkich
rozkładów na paski.
Prostym przykładem zastosowania reguły Murnaghana-Nakayamy jest analiza
nieredukowalnych reprezentacji grupy S(3). Jak łatwo moz˙na sie˛ przekonac´, ist-
nieja˛ dokładnie trzy diagramy Younga o trzech klatkach; odpowiednios´c´ pomie˛dzy
nimi a reprezentacjami nieredukowalnymi opisanymi w Rozdziale 2.3 moz˙e byc´
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Rysunek 5: Przykład podziału diagramu (4, 3, 1) z Rys. 4 na skos´ne paski o dłu-
gos´ciach: 2, 2, 4. Kolejne paski zostały ponumerowane i oznaczone kolorami
pocza˛wszy od białego ku szaros´ci.
wyznaczona włas´nie dzie˛ki regule Murnaghana-Nakayamy poprzez porównanie
charakterów.
Nieco trudniejszy przykład dotyczy reprezentacji grupy S(5). Reprezentacje˛
ρ grupy A(5) na przestrzeni R3 przedstawiona˛ w Rozdziale 2.4 moz˙na wyko-
rzystac´ do konstrukcji interesuja˛cej reprezentacji ρ˜ grupy S(5) na przestrzeni
R
6 = R3⊕R3. Mianowicie wybierzmy dowolna˛ permutacje˛ nieparzysta˛ σ ∈ S(5)
o tej własnos´ci, z˙e σ2 = e. ˙Za˛damy, aby reprezentacja ρ˜ miała dwie własnos´ci:
po pierwsze, aby dla dowolnej permutacji parzystej pi ∈ A(5) zachodziło
ρ˜(pi)(v1, v2) =
(
ρ(pi)(v1), ρ(pi)(v2)
)
;
innymi słowy obcie˛cie ρ˜ do podgrupy A(5) ma byc´ równe ρ⊕ ρ. Po drugie,
ρ˜(σ)(v1, v2) = (v2, v1).
Powyz˙sze warunki okazuja˛ sie˛ jednoznacznie wyznaczac´ reprezentacje˛ ρ˜. Ko-
rzystaja˛c z charakterów obliczonych przy pomocy reguły Murnaghana-Nakayamy
moz˙na zidentyfikowac´ ja˛ z nieredukowalna˛ reprezentacja˛ odpowiadaja˛ca˛ diagramowi
Younga (3, 1, 1). Mam nadzieje˛, z˙e powyz˙szy przykład przekona Czytelnika o
tym, z˙e reprezentacje grup permutacji moga˛ miec´ bardzo nietrywialna˛ strukture˛.
3.4 Skalowanie i uogólnione diagramy Younga
Pierwszy asymptotyczny problem, który chciałbym przedstawic´, moz˙e byc´ w
nieformalny sposób sformułowany naste˛puja˛co: przypus´c´my, z˙e dany jest cia˛g
diagramów Younga (λ(n)), który w jakims´ sensie da˛z˙y do nieskon´czonos´ci; co
moz˙emy powiedziec´ o odpowiadaja˛cym mu cia˛gu reprezentacji nieredukowalnych
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(n)? Aby nadac´ temu problemowi sens, spróbuje˛ teraz doprecyzowac´ w jakim
sensie diagramy Younga maja˛ da˛z˙yc´ do nieskon´czonos´ci. Moz˙na to zrobic´ na
wiele sposobów, na razie skoncentruje˛ sie˛ na przypadku, w którym diagramy
te, da˛z˙a˛c do nieskon´czonos´ci, zachowuja˛ w pewnym sensie swój kształt; poniz˙ej
przedyskutuje˛ ten pomysł.
Jes´li s > 0 jest liczba˛ całkowita˛, zas´ λ jest diagramem Younga, przez sλ oz-
naczac´ be˛de˛ diagram λ przeskalowany o czynnik s. W geometrycznym podejs´ciu
diagram sλ powstaje przez podziałanie jednokładnos´cia˛ o skali s na diagram λ
lub, innymi słowy, przez zasta˛pienie kaz˙dej z klatek diagramu λ kratka˛ złoz˙ona˛ z
s× s klatek. Wynika sta˛d, z˙e diagram sλ składa sie˛ z s2|λ| klatek. W niegeome-
trycznym podejs´ciu
sλ = (sλ1, . . . , sλ1︸ ︷︷ ︸
s razy
, sλ2, . . . , sλ2︸ ︷︷ ︸
s razy
, . . . )
Poniewaz˙ interesuje mnie sytuacja, w której liczba klatek diagramu da˛z˙y do
nieskon´czonos´ci, ale diagramy zachowuja˛ wspólny kształt, dobrym pomysłem jest
badanie cia˛gu diagramów λ, 2λ, 3λ, . . . powstałego przez przeskalowanie ustalonego
diagramu λ.
Alternatywnym, nieco ogólniejszym podejs´ciem, jest dopuszczenie skalowan´
sλ, w których s > 0 jest dowolna˛ liczba˛ rzeczywista˛. Działanie przez jed-
nokładnos´c´ w skali s na diagram λ zwykle nie daje w wyniku diagramu Younga,
ale pewien geometryczny obiekt, który nazywac´ be˛de˛ uogólnionym diagramem
Younga. Korzystaja˛c z tego poje˛cia moz˙na powiedziec´ precyzyjnie co oznacza, z˙e
cia˛g diagramów Younga λ(1), λ(2), . . . da˛z˙y do nieskon´czonos´ci da˛z˙a˛c do pewnego
asymptotycznego kształtu: mianowicie liczba klatek diagramu λ(n) ma da˛z˙yc´ do
nieskon´czonos´ci w granicy n → ∞ oraz cia˛g uogólnionych diagramów Younga
1√
|λ(n)|
λ(n) ma zbiegac´ (w jakiejs´ rozsa˛dnie wybranej topologii) do jakiegos´ uogól-
nionego diagramu Younga.
Jak widac´, tego typu skalowanie odpowiada sytuacji, w której diagram Younga
λ ma co najwyz˙ej C√|λ| wierszy i kolumn, gdzie liczba C jest ustalona. Tego
typy diagramy nazywane sa˛C-zbalansowanymi. Moz˙liwe jest oczywis´cie badanie
asymptotyki diagramów Younga w innych skalowaniach niz˙ tylko skalowanie
zbalansowanych diagramów Younga; wykracza to jednak poza ramy niniejszego
artykułu.
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3.5 Asymptotyka i algorytmy kombinatoryczne
W dalszym cia˛gu uz˙ywac´ be˛de˛ konwencji, z˙e dla n ≤ m kaz˙da permutacja permu-
tacja zbioru {1, 2, . . . , n} moz˙e byc´ równiez˙ traktowana jako permutacja zbioru
{1, 2, . . . , n, . . . , m}; po prostu deklaruje˛, z˙e ma ona działac´ jako identycznos´c´ na
dodatkowych elementach {n+ 1, . . . , m}.
Nareszcie moge˛ sformułowac´ w konkretny sposób pierwszy problem asymp-
totycznej teorii reprezentacji:
Problem 1. Załóz˙my, z˙e cia˛g diagramów Younga (λ(n)) w jakis´ sposób da˛z˙y do
nieskon´czonos´ci, a pi jest pewna˛ ustalona˛ permutacja˛. Co moz˙emy powiedziec´ o
asymptotyce charakterów Tr ρλ(n)(pi) w granicy n→∞?
Nie jest trudno wyobrazic´ sobie, z˙e rozwia˛zanie powyz˙szego problemu przy
pomocy reguły Murnaghana-Nakayamy jest zadaniem karkołomnym: liczba sposobów
podziału diagramu Younga na paski ros´nie błyskawicznie z rozmiarem diagramu,
róz˙ne podziały daja˛ wkład z przeciwnymi znakami, ich wkłady cze˛sto wzajem-
nie sie˛ znosza˛. . . Tego typu sytuacja jest dos´c´ typowa w asymptotycznej teorii
reprezentacji: na niemal kaz˙de pytanie znana jest od dawna odpowiedz´ w postaci
kombinatorycznego algorytmu, który jednak ze wzrostem rozmiaru problemu staje
sie˛ tak skomplikowany i nuz˙a˛cy, z˙e nie daje zbyt dokładnej informacji na temat
asymptotyki. Konieczne sa˛ wie˛c inne, bardziej analityczne metody.
3.6 Jak opisac´ kształt diagramu?
Zwykły opis diagramu Younga jako słabo maleja˛cego cia˛gu λ = (λ1, λ2, . . . ) jest
opisem zbyt dyskretnym i kombinatorycznym; z tego powodu kiepsko nadaje sie˛
do stosowania w problemach asymptotycznych.
Znacznie lepszym pomysłem jest uz˙ycie konwencji rosyjskiej do rysowania di-
agramów Younga. Diagram (4, 3, 1) został narysowany w konwencji francuskiej
na Rysunku 4 oraz w konwencji rosyjskiej na Rysunku 6. Jak widac´, rysunek w
konwencji rosyjskiej powstaje z rysunku w konwencji francuskiej przez złoz˙enie
obrotu o ka˛t pi
4
oraz jednokładnos´ci o skali √2. Brzeg diagramu Younga, na Ry-
sunku 6 zaznaczony pogrubiona˛ linia˛, nazywany jest profilem diagramu i moz˙e
byc´ utoz˙samiony z pewna˛ funkcja˛ ω : R→ R+.
Konwencja rosyjska ma wiele zalet. Przede wszystkim, w s´wietle pracy Ok-
ounkova i Vershika [OV96] jest bez wa˛tpienia bardzo naturalna˛ konwencja˛ rysowa-
nia diagramów Younga. Ponadto pozwala zdefiniowac´ uogólnione diagramy Younga
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Rysunek 6: Diagramu Younga (4, 3, 1) z Rys. 4 narysowany w konwencji
rosyjskiej. Gruba linia przedstawia profil diagramu.
jako „cia˛głe profile”, czyli jako funkcje ω : R → R+ spełniaja˛ce pewne proste
aksjomaty.
Drugim dobrym pomysłem na opis kształtu diagramu Younga jest wprowadze-
nie jakiejs´ nowej rodziny parametrów (Ui), która zachowywałaby sie˛ w sposób
mniej kombinatoryczny, a bardziej analityczny. Moz˙naby wymienic´ tutaj wiele
poz˙a˛danych własnos´ci, jakich nalez˙y wymagac´ od takiej rodziny parametrów, aby
była ona jak najbardziej uz˙yteczna; w niniejszym artykule wspomne˛ jedynie o
warunku jednorodnos´ci. Mianowicie wymagac´ be˛de˛ aby parametr Ui był jed-
norodna˛ funkcja˛ diagramu Younga, stopnia i, to znaczy aby
Ui(sλ) = s
iUi(λ).
Jednorodnos´c´ parametrów be˛dzie ich wielkim atutem, gdyz˙ pozwoli bardzo dokład-
nie wyznaczac´ asymptotyke˛ funkcji wielomianowych zalez˙nych od parametrów.
Jest kilka dobrych sposobów na wprowadzenie takiej rodziny parametrów i
kaz˙dy z nich wykazuje swoje zalety w nieco innej sytuacji. Aby dac´ Czytel-
nikowi smak tego, jak taka rodzina moz˙e wygla˛dac´, wspomne˛ o bardzo naturalnej
rodzinie parametrów (Si) zadanych wzorem [DF´S08]
Sλi = (i− 1)
∫∫
(x,y)∈λ
(x− y)i−2 dx dy
dla diagramu Younga λ narysowanego w układzie współrze˛dnych w konwencji
francuskiej i dla całkowitego i ≥ 2. W przypadku, jes´li ten sam diagram Younga
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zostanie narysowany w układzie współrze˛dnych w konwencji rosyjskiej, parame-
try te wyraz˙aja˛ sie˛ wzorem
Sλi = (i− 1)
1
2
∫∫
(x,y)∈λ
xi−2 dx dy,
innymi słowy
Sλi = (i− 1)
∫ ∞
−∞
xi−2
ω(x)− |x|
2
dx, (2)
gdzie ω jest profilem diagramu Younga λ. Jak widac´ z ostatniej równos´ci, w
konwencji rosyjskiej parametry te wyraz˙aja˛ sie˛ w wyja˛tkowo prosty sposób, co
potwierdza uz˙ytecznos´c´ konwencji rosyjskiej.
Parametr S2 równy jest po prostu liczbie klatek diagramu. Pozostałe parame-
try w mniejszym lub wie˛kszym stopniu równiez˙ moz˙na zinterpretowac´ geome-
trycznie: parametr S3 jest w pewnym sensie miara˛ tego jak bardzo nachylony
jest profil diagramu (w konwencji rosyjskiej) wzgle˛dem poziomu, a paramter S4
opisuje jak bardzo profil jest wygie˛ty w kształt symbolu ∪, a jak bardzo w kształt
symbolu ∩.
3.7 Znormalizowane charaktery
Dla permutacji pi ∈ S(k) oraz diagramu Younga λ zadaja˛cego reprezentacje˛
nieredukowalna˛ grupyS(n) znormalizowany charakter zdefiniowany jest wzorem
Σλpi = n(n− 1) · · · (n− k + 1)︸ ︷︷ ︸
k czynników
Tr ρλ(pi)
Tr ρλ(e)
.
Iloraz Tr ρ
λ(pi)
Tr ρλ(e)
jest bardzo naturalna˛ wielkos´cia˛, juz˙ raz napotkalis´my go w rów-
naniu (1) podczas badania spacerów losowych, z kolei iloczyn n(n − 1) · · · (n −
k + 1) moz˙e byc´ interpretowany jako kombinatoryczna wielkos´c´ opisuja˛ca na ile
sposobów permutacja pi ∈ S(k) moz˙e byc´ zanurzona do grupy S(n). Poniewaz˙
wyste˛puja˛cy w mianowniku charakter Tr ρλ(e) obliczony na elemencie neutral-
nym grupy jest równy po prostu wymiarowi reprezentacji, moz˙e byc´ on bezpos´red-
nio wyliczony na podstawie tzw. formuły Robinsona-Thralla. Podsumowuja˛c:
znormalizowane charaktery sa˛ naturalnymi wielkos´ciami, które zawieraja˛ zasad-
niczo te same informacje, co zwykłe charaktery. Jak zobaczymy dalej, znormali-
zowane charaktery szczególnie dobrze nadaja˛ sie˛ do badania problemów asymp-
totycznych.
17
3.8 Formuła Stanleya-Féraya
Obecnie doste˛pnych jest kilka metod badania (znormalizowanych) charakterów
grup permutacji, które mniej lub bardziej nadaja˛ sie˛ do badania problemów asymp-
totycznych. W niniejszym artykule przedstawie˛ najmłodsza˛ z nich, oparta˛ na for-
mule Stanleya-Féraya, gdyz˙ ma ona rozliczne zalety: jest zarazem najprostsza
oraz, najprawdopodobniej, najpote˛z˙niejsza. Jest ona ponadto przykładem nowych
metod kombinatorycznych uz˙ywanych przez asymptotyczna˛ teorie˛ reprezentacji.
Przez C(pi) oznaczac´ be˛de˛ zbiór cykli permutacji pi. Dla danych permutacji
σ1, σ2 ∈ S(k) be˛de˛ rozwaz˙ac´ kolorowanie h cykli permutacji σ1 (kolor kaz˙dego
cyklu to numer pewnej kolumny diagramu λ) oraz cyklów permutacji σ2 (kolor
kaz˙dego cyklu to numer pewnego wiersza diagramu λ). ´Scis´le rzecz biora˛c, takie
pokolorowanie jest funkcja˛ na sumie rozła˛cznej zbiorów cykli permutacji σ1 i σ2,
a zatem h : C(σ1) ⊔ C(σ2) → N. Mówimy, z˙e kolorowanie h jest zgodne z
diagramem λ jes´li dla wszystkich par cykli c1 ∈ C(σ1) i c2 ∈ C(σ2) jes´li cykle
c1 i c2 nie sa˛ rozła˛czne, to na przecie˛ciu kolumny h(c1) i wiersza h(c2) znajduje
sie˛ klatka nalez˙a˛ca do diagramu λ. Przez Nλ(σ1, σ2) be˛dziemy oznaczac´ liczbe˛
pokolorowan´ cykli permutacji σ1 i σ2 zgodnych z diagramem λ. W dalszej cze˛s´ci
rozdziału przedstawie˛ przykład, który powinien rozwiac´ wa˛tpliwos´ci zwia˛zane z
powyz˙szymi definicjami.
Naste˛puja˛ce twierdzenie zostało sformułowane w nieco inny, równowaz˙ny
sposób, jako hipoteza przez Stanleya [Sta06] i udowodnione po raz pierwszy przez
Féraya [Fér06], z tego powodu nazywane jest ono formuła˛ Stanleya-Féraya. Jego
bardziej elementarny dowód moz˙na znalez´c´ w pracy [F´S07].
Twierdzenie 2. Dla dowolnej permutacji pi ∈ S(k) i dowolnego diagramu Younga
λ znormalizowany charakter Σλpi wyraz˙a sie˛ naste˛puja˛co:
Σλpi =
∑
σ1,σ2∈S(k),
σ1σ2=pi
(−1)σ1 Nλσ1,σ2 , (3)
gdzie (−1)σ1 oznacza znak permutacji σ1.
Jako przykład oblicze˛ wartos´c´ znormalizowanego charakteru na transpozycji
pi = (12). Jeden z dwóch składników w sumie (3) odpowiada parze permutacji
σ1 = (1)(2) oraz σ2 = (12). Pokolorowania, które licza˛ sie˛ do Nλσ1,σ2 , sa˛ wie˛c
naste˛puja˛cej postaci: jedynemu cyklowi permutacji σ2 = (12) odpowiada numer
wiersza, zas´ kaz˙demu z dwóch cykli permutacji σ1 = (1)(2) odpowiada numer
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kolumny diagramu Younga. Z warunku na zgodnos´c´ wynika wie˛c, z˙e
Nλ(1)(2),(12) =
∑
i
(λi)
2,
gdzie λi to liczba klatek w i-tym wierszu diagramu. W podobny sposób moz˙na
wykazac´, z˙e
Nλ(12),(1)(2) =
∑
i
(λ′i)
2,
gdzie λ′i to liczba klatek w i-tej kolumnie diagramu. Z Twierdzenia 2 wynika
wie˛c, z˙e
Σλ(12) = n(n− 1)
Tr ρλ(12)
Tr ρλ(e)
= Nλ(1)(2),(12) −Nλ(12),(1)(2) =
∑
i
(λi)
2 −
∑
i
(λ′i)
2.
Wzór Stanleya-Féraya jest interesuja˛cy z kilku powodów. Po pierwsze, jego
stopien´ komplikacji (czyli liczba składników z prawej strony) zalez˙y tylko od per-
mutacji pi na której obliczamy znormalizowany charakter, a nie zalez˙y od rozmi-
aru diagramu Younga λ. Z tego powodu doskonale nadaje sie˛ do badania asympto-
tyki, w której permutacja pi jest ustalona, zas´ diagram Younga λ da˛z˙y do nieskon´c-
zonos´ci. Po drugie, jest to formuła o charakterze raczej kombinatorycznym, a nie
analitycznym, gdyz˙ suma przebiega po faktoryzacjach permutacji pi, to znaczy
po rozwia˛zaniach równania σ1σ2 = pi, a badanie róz˙nego rodzaju faktoryzacji
permutacji jest jedna˛ z waz˙nych dziedzin kombinatoryki.
Nie sposób nie wspomniec´ o pewnych wadach wzoru Stanleya-Féraya—przede
wszystkim jest on raczej narze˛dziem teoretycznym niz˙ praktycznym, gdyz˙ liczba
składników w nim wyste˛puja˛cych szybko ros´nie ze wzrostem komplikacji permu-
tacji pi ∈ S(k) i z tego powodu do implementacji komputerowej nalez˙y uz˙ywac´
innych metod.
3.9 Asymptotyka znormalizowanych charakterów
Dla ustalonych permutacji σ1, σ2 ∈ S(k) porównajmy liczbe˛ ich pokolorowan´
zgodnych z diagramem λ oraz liczbe˛ pokolorowan´ zgodnych z przeskalowanym
diagramem sλ dla całkowitego s ≥ 1. Jes´li h jest jakims´ pokolorowaniem zgod-
nym z przeskalowanym diagramem sλ, to kolorowanie F (h) zadane wzorem
(
F (h)
)
(c) =
⌈
h(c)
s
⌉
,
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gdzie ⌈x⌉ oznacza zaokra˛glenie w góre˛ do najbliz˙szej liczby całkowitej, jest pokolorowaniem
zgodnym z oryginalnym diagramem λ. Poniewaz˙ kaz˙de pokolorowanie zgodne
z λ jest obrazem dokładnie s|C(σ1)|+|C(σ2)| pokolorowan´ zgodnych z sλ, gdzie
|C(σ1)|+ |C(σ2)| oznacza ła˛czna˛ liczbe˛ cykli permutacji σ1 i σ2, zatem
N sλσ1,σ2 = s
|C(σ1)|+|C(σ2)|Nλσ1,σ2 .
Fakt ten moz˙emy sformułowac´ naste˛puja˛co: liczba pokolorowan´ jest jednorodna˛
funkcja˛ diagramu Younga, stopnia |C(σ1)|+ |C(σ2)|.
Z Twierdzenia 2 płynie wie˛c szczególnie prosty dowód naste˛puja˛cego za-
skakuja˛cego wniosku (który znany był na długo przed Twierdzeniem 2):
Wniosek 3. Dla dowolnej permutacji pi oraz dla dowolnego diagramu Younga λ
funkcja
s 7→ Σsλpi
jest wielomianem.
Nasz cel, zbadanie asymptotyki charakterów, sprowadza sie˛ wie˛c do zbadania
współczynników powyz˙szych wielomianów.
3.10 Wolne kumulanty
Uz˙ywac´ be˛de˛ specjalnej notacji do oznaczania znormalizowanych charakterów na
cyklach, mianowicie definiuje˛
Σλk := Σ
λ
(1,2,...,k),
gdzie (1, 2, . . . , k) traktuje˛ jako element grupy S(k).
Korzystaja˛c z formuły Stanleya-Féraya nie jest trudno wykazac´, z˙e wielomian
s 7→ Σsλk−1
jest wielomianem stopnia k. Dla k ≥ 2 całkowitego definiujemy k-ta˛ wolna˛
kumulante˛ diagramu λ jako współczynnik stoja˛cy przy najwyz˙szej pote˛dze s:
Rλk = [s
k]Σsλk−1. (4)
Wolne kumulanty maja˛ rozliczne zalety. Po pierwsze sa˛ jednorodne (to znaczy:
Rsλk = s
kRλk), a zatem diagramy Younga o róz˙nych rozmiarach a tym samym ksz-
tałcie maja˛ te same wolne kumulanty (z dokładnos´cia˛ do prostego przeskalowa-
nia), co bardzo ułatwia badanie asymptotyki funkcji wyraz˙onych jako wielomiany
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w wolnych kumulantach. Po drugie, z samej definicji (4) wynika, z˙e wolne kumu-
lanty daja˛ asymptotyke˛ charakterów na cyklach, co w nieco nieformalny sposób
moz˙na zapisac´ jako
Σλk ≈ Rλk+1. (5)
Wreszcie wolne kumulanty daja˛ sie˛ efektywnie wyliczyc´. Z powyz˙szych powodów
wolne kumulanty nalez˙a˛ do najbardziej popularnych parametrów opisuja˛cych ksz-
tałt diagramu Younga.
Ostatnia z wymienionych własnos´c´ efektywnej wyliczalnos´ci jest szczegól-
nie waz˙na, gdyz˙ jaki byłby poz˙ytek z wielkos´ci, której nie dałoby sie˛ w praktyce
obliczyc´ dla konkretnego diagramu Younga? Jest wiele sposobów obliczania wol-
nych kumulant, w niniejszym artykule wspomne˛ tylko o dwóch. Jak sie˛ okazuje,
wolne kumulanty wyraz˙aja˛ sie˛ przez bardzo proste parametry (Si) zdefiniowane
równaniem (2) jak naste˛puje:
Rλn =
∑
l≥1
1
l!
(−n+ 1)l−1
∑
k1,...,kl≥2
k1+···+kl=n
Sλk1 · · ·Sλkl.
Druga metoda sprowadza sie˛ do obliczenia charakteru Σk−1 dzie˛ki formule
Stanleya-Féraya i sprawdzeniu dla których par permutacji σ1, σ2 liczba pokolorowan´
N sλσ1,σ2 jest jednomianem parametru s stopnia k. Pary permutacji o tej własnos´ci
nazywane sa˛ minimalnymi faktoryzacjami cyklu i okazuja˛ sie˛ miec´ bardzo pie˛kna˛
kombinatoryczna˛ strukture˛ zwia˛zana˛ z tzw. nieprzecinaja˛cymi sie˛ partycjami.
3.11 Wielomiany Kerova
To bardzo zaskakuja˛ce, ale wolne kumulanty nie tylko zadaja˛ przybliz˙one, asymp-
totyczne wartos´ci charakterów jak w formule (5), ale moga˛ one równiez˙ byc´ uz˙yte
do obliczania dokładnych wartos´ci charakterów.
Sergey Kerov podczas wykładu w Institut Henri Poincaré w Paryz˙u w 2000
roku naszkicował dowód naste˛puja˛cego twierdzenia:
Twierdzenie 4. Dla kaz˙dej permutacji pi istnieje wielomian o współczynnikach
całkowitych Kpi (zwany obecnie wielomianem Kerova) o tej własnos´ci, z˙e
Σλpi = Kpi(R
λ
2 , R
λ
3 , . . . )
zachodzi dla dowolnego diagramu Younga λ.
21
Wielomiany Kerova nazywane sa˛ wielomianami uniwersalnymi, poniewaz˙ nie
zalez˙a˛ one od wyboru diagramu Younga λ.
W przypadku, gdy permutacja jest cyklem, uz˙ywamy specjalnej notacji
Σλk = Kk(R
λ
2 , R
λ
3 , . . . ).
Dla uproszczenia pomijac´ be˛de˛ zalez˙nos´c´ charakterów i wolnych kumulant od
diagramu Younga i zamiast powyz˙szej równos´ci pisac´ be˛de˛
Σk = Kk(R2, R3, . . . ).
Kilka pierwszych wielomianów Kerova zawiera poniz˙sza tabela.
Σ1 = R2,
Σ2 = R3,
Σ3 = R4 +R2,
Σ4 = R5 + 5R3,
Σ5 = R6 + 15R4 + 5R
2
2 + 8R2,
Σ6 = R7 + 35R5 + 35R3R2 + 84R3.
Na podstawie powyz˙szego przykładu niemal nie sposób nie sformułowac´ naste˛pu-
ja˛cego przypuszczenia, które postawił jako pierwszy Kerov podczas swego wykładu.
Przypuszczenie 5. Współczynniki wielomianów KerovaKk sa˛ nieujemnymi liczbami
całkowitymi.
Przypuszczenie to zostało udowodnione niedawno przez Féraya [Fér08], pon-
adto w pracy [DF´S08] podano interpretacje˛ kombinatorycza˛ współczynników wielo-
mianów Kerova Kk jako liczby faktoryzacji σ1σ2 = (1, 2, . . . , k) o pewnych do-
datkowych własnos´ciach, o których zainteresowany Czytelnik moz˙e przeczytac´
w przyste˛pnie napisanym wste˛pie do pracy [DF´S08]. Powyz˙szy wynik moz˙na
wyrazic´ naste˛puja˛co: udało sie˛ uzyskac´ nowa˛, kombinatoryczna˛ formułe˛ na znor-
malizowane charaktery Σλpi wyraz˙ona˛ w je˛zyku wolnych kumulant diagramu λ. Jej
przewaga nad wzorem Stanleya-Féraya staje sie˛ widoczna, gdy zauwaz˙ymy, z˙e w
tym ostatnim składniki wyste˛puja˛ z przeciwnymi znakami, w zwia˛zku z czym
cze˛sto ich wkłady kasuja˛ sie˛ wzajemnie, podczas gdy wielomian Kerova oraz for-
muła na jego współczynniki zawieraja˛ znacznie mniej składników i daja˛ sie˛ lepiej
kontrolowac´.
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Wyniki zawarte w obu wyz˙ej cytowanych pracach oparte sa˛ na analizie skład-
ników wyste˛puja˛cych we wzorze Stanleya-Féraya, a zatem moz˙na o nich mys´lec´
jak o wzorze Stanleya-Féraya po uwzgle˛dnieniu moz˙liwie duz˙ej liczby skracan´.
Mam nadzieje˛, z˙e te nowe wyniki dotycza˛ce wielomianów Kerova pozwola˛ w
przyszłos´ci na lepsze zrozumienie struktury reprezentacji grup permutacji, a w
szczególnos´ci z˙e pozwola˛ lepiej szacowac´ wartos´ci charakterów.
3.12 Dalsza lektura
Dobrym wste˛pem do teorii reprezentacji grup permutacji oraz kombinatorycznych
aspektów diagramów Younga jest ksia˛z˙ka Sagana [Sag01]. Prostym wprowadze-
niem do wielomianów Kerova jest praca Biane’a [Bia03]. Wste˛p do pracy [DF´S08]
zawiera dos´c´ szerokie tło historyczne zwia˛zane z wielomianami Kerova. O zwia˛zkach
minimalnych faktoryzacji cyklu i nieprzecinaja˛cych sie˛ partycji traktuje praca
Biane’a [Bia97].
4 Podsumowanie
Asymptotycznej teorii reprezentacji daleko jest jeszcze do dojrzałos´ci. Na przykład,
znanych jest co najmniej kilka wzorów na charaktery; sa˛ one nierzadko sfor-
mułowane przy pomocy dos´c´ odległych od siebie dziedzin matematyki, jak choc´by
analiza i kombinatoryka. To, z˙e wyraz˙aja˛ one te˛ sama˛ wielkos´c´ wcale nie jest
oczywiste. Co wie˛cej, pewne własnos´ci symetrii zwia˛zanych z charakterami wielo-
mianów Kerova staja˛ sie˛ oczywiste przy uz˙yciu jednych wzorów, a inne przy za-
stosowaniu innych. Nie widac´ obecnie jakiegos´ sposobu na zunifikowanie tych
wszystkich podejs´c´, które pozwalałoby badac´ wszystkie symetrie wielomianów
Kerova naraz.
W poprzednim rozdziale wspomniałem o rozwia˛zaniu hipotezy Kerova. Ten
poste˛p w zrozumieniu wielomianów Kerova oczywis´cie bardzo cieszy, ale sfor-
mułowanych zostało kilka nowych hipotez dotycza˛cych struktury wielomianów
Kerova oraz dodatnios´ci ich współczynników, jes´li zamiast wolnych kumulant
uz˙yc´ pewnych innych naturalnych wielkos´ci (hipotezy te zostały zebrane we wste˛pie
do pracy [DF´S08]). Pozostaja˛ one nadal otwarte.
Mam nadzieje˛, z˙e dzie˛ki naszkicowanym w niniejszej pracy nowym metodom
kombinatorycznym w przyszłos´ci uda sie˛ osia˛gna˛c´ lepsze zrozumienie teorii reprezen-
tacji oraz jej zwia˛zków z innymi działami matematyki.
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