Several recent works have found the emergence of grounded compositional language in the communication protocols developed by mostly cooperative multi-agent systems when learned end-to-end to maximize performance on a downstream task. However, human populations learn to solve complex tasks involving communicative behaviors not only in fully cooperative settings but also in scenarios where competition acts as an additional external pressure for improvement. In this work, we investigate whether competition for performance from an external, similar agent team could act as a social influence that encourages multi-agent populations to develop better communication protocols for improved performance, compositionality, and convergence speed. We start from Task & Talk, a previously proposed referential game between two cooperative agents as our testbed and extend it into Task, Talk & Compete, a game involving two competitive teams each consisting of two aforementioned cooperative agents. Using this new setting, we provide an empirical study demonstrating the impact of competitive influence on multi-agent teams. Our results show that an external competitive influence leads to improved accuracy and generalization, as well as faster emergence of communicative languages that are more informative and compositional.
INTRODUCTION
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both cooperative and competitive settings [23, 24, 41] . As a result, there has been a push to build artificial intelligence models that can effectively communicate their own intentions to both humans as well as other agents through language and dialog grounded in vision [10, 29, 30, 38] and navigation [14] .
A recent line of work has applied reinforcement learning techniques [44] for end-to-end learning of communication protocols between agents situated in virtual environments [9, 27] and found the emergence of grounded, interpretable, and compositional symbolic language in the communication protocols developed by the agents [2, 26] . To bring this closer to how natural language evolves within communities, we observe that human populations learn to solve complex tasks involving communicative behaviors not only in fully cooperative settings but also in scenarios where competition acts as an additional external pressure for improvement [15, 33] . Furthermore, recent studies have also provided support for external competition in behavioral economics [17] and evolutionary biology [12, 28, 36] . Inspired by the emergence of human behavior and language in competitive settings, the goal of our paper is to therefore understand how social influences like competition affects emergent language in multi-agent communication.
In this work, we conceptually distinguish two types of competition: 1) constant sum competition, where agents are competing for a finite amount of resources and thus a gain for a group of agents results in a loss for another [4, 32] , and 2) variable sum or non-constant sum competition, where competition is inherent but both mutual gains and mutual losses of power are possible [6, 40] . For the sake of simplicity, we call these competition for resources and competition for performance respectively and focus on the latter. In this setting, each individual (or team) performs similar tasks with access to individual resources but is motivated to do better due to the external pressure from seeing how well other individuals (or teams) are performing. We hypothesize that competition for performance from an external, similar agent team could act as a social influence that encourages multi-agent populations to develop better communication protocols for improved performance, compositionality, and convergence.
To investigate this hypothesis, we extend the Task & Talk referential game between two cooperative agents [25] into Task, Talk & Compete, a game involving two competitive teams each consisting of the aforementioned two cooperative agents (Figure 1) . At a high level, Task & Talk requires the two cooperative agents (Q-bot and A-bot) to solve a task by interacting with each other via dialog, at the end of which a reward is assigned to measure their performance. In such a setting, we introduce competition for performance between two teams of Q-bot and A-bot through three aspects: 1) reward sharing, where we modify the reward structure so that a team can assess their performance relative to the other team, 2) dialog overhearing, where we modify the agent's policy networks such that they can overhear the concurrent dialog from the other team, and 3) task sharing, where teams gain additional information about the tasks given to the opposing team. Using this new setting, we provide an empirical study demonstrating the impact of competitive influence on multi-agent dialog games. Our results show that external competitive influence leads to an improved accuracy and generalization, as well as faster emergence of communicative languages that are more informative and compositional.
THE TASK & TALK GAME
The Task & Talk benchmark is a cooperative reference game proposed to evaluate the emergence of language in multi-agent populations with imperfect information [13, 25] . Task & Talk takes place between two agents Q-bot (which is tasked to ask questions) and A-bot (which is tasked to answer questions) in a synthetic world of instances comprised of three attributes: color, style, and shape. At the start of the game, A-bot is given a target instance I unknown to Q-bot and Q-bot is assigned a task G (unknown to A-bot) to uncover certain attributes of the target instance I . This informational asymmetry necessitates communication between the two agents via multiple rounds of dialog where Q-bot asks questions regarding the task and A-bot provides answers using the target instance. At the end of the game, Q-bot uses the information conveyed from the dialog with A-bot to solve the task at hand. Both agents are given equal rewards based on the accuracy of Q-bot's prediction. 1 Base States and Actions: Each agent begins by observing its specific input: task G for Q-bot and instance I for A-bot. The game proceeds as a dialog over multiple rounds t = 1, ...,T . We use lower case characters (e.g. s Q t ) to denote token symbols and upper case S Q t to denote corresponding representations. Q-bot is modeled with three modules -speaking, listening, and prediction. At round t, Q-bot stores an initial state representation S Q t −1 from which it conditionally generates output utterances q t ∈ V Q where V Q is the vocabulary of Q-bot. S Q t −1 is updated using answers a t from A-bot and is used to make a predictionŵ G in the final round. A-bot is modeled with two modules -speaking and listening. A-bot encodes instance I into its initial state S A t from which it conditionally generates output utterances a t ∈ V A where V A is the vocabulary of Q-bot. S A t is updated using questions q t from Q-bot. In more detail, Q-bot and A-bot are modeled as stochastic policies π Q (q t |s Q t ; θ Q ) and π A (a t |s A t ; θ A ) implemented as recurrent networks [20, 21] . At the beginning of round t, Q-bot observes state s Q t = [G, q 1 , a 1 , . . . , q t −1 , a t −1 ] representing the task G and the dialog conveyed up to round t − 1. Q-bot conditions on state s Q t and utters a question represented by some token q t ∈ V Q . A-bot also observes the dialog history and this new utterance as state
A-bot conditions on this state s A t and utters an answer a t ∈ V A . At the final round, Q-bot predicts a pair of attributesŵ G = (ŵ G 1 ,ŵ G 2 ) using a network π G (д|s Q T ; θ Q ) to solve the task.
Learning the Policy: Q-bot and A-bot are trained to cooperate by maximizing a shared objective function that is determined by whether Q-bot is able solve the task at hand. Q-bot and A-bot receive an identical base reward of R if Q-bot's predictionŵ G matches ground truth w G and a negative reward of −10R otherwise. R is a hyperparameter that affects the rate of convergence.
where R is a reward function. To train these agents, we learn policy parameters θ Q and θ A that maximize the expected reward J (θ Q , θ A ) 1 detailed review of Task & Talk in the appendix. 
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to solve the task. Policy parameters θ Q and θ A are updated using the REINFORCE policy gradient algorithm [44] on a positive reward +R if Q-bot's predictionŵ G matches ground truth w G and a negative reward of −10R otherwise. Competition is introduced via 1) reward sharing (R (2) passed to team 1), 2) dialog overhearing (team 1 overhears and conditions on q t (2) , a t (2) ), and 3) task sharing (team 1 knows about I (2) and G (2) ). Blue dotted lines represent (cooperative) dialog within a team and red dotted lines represent (competitive) dialog across teams.
Algorithm 1 Training a single team of cooperative agents.
CooperativeTrain: 1: Given Q-bot params θ Q and A-bot params θ A . 2: for (I, G) in each batch do 3: for communication round t = 1, ...,T do 4:
12:
▷ Update θ Q , θ A using estimated ∇J (θ Q , θ A ). 13: end for using the REINFORCE policy gradient algorithm [44] . The expectation of policy gradients for θ Q and θ A are given by
These expectation are approximated by sample averages across object instances and tasks in a batch, as well as across dialog rounds for a given object instance and task. Using the estimated gradients, the parameters θ Q and θ A are updated using gradient-based methods in an alternating fashion until convergence. We summarize the procedure for cooperative training for a single team of agents in Algorithm 1, which we call CooperativeTrain.
THE TASK, TALK & COMPETE GAME
We modify the Task & Talk benchmark into the Task, Talk & Compete game (Figure 2 ). Our setting now consists of two teams of agents: Q-bot (1) and A-bot (1) belonging to team 1 and Q-bot (2) and Abot (2) belonging to team 2. Similar to the traditional Task & Talk game, the agents Q-bot (1) and A-bot (1) in team 1 cooperate and communicate to solve a task, and likewise for the agents in team 2. The Task, Talk & Compete game begins with two target instances I (1) and I (2) presented to Q-bot (1) and Q-bot (2) respectively, and two tasks G (1) and G (2) presented to A-bot (1) and A-bot (2) respectively. Within a team, we largely follow the setting in Task & Talk as described in the previous section. A team consists of a pair agents Q-bot and A-bot cooperating in a partially observable world to solve task G given instance I . The key difference is that agents in one team are competing against those in the other team. In the following subsections, we explain the various sources of competition that we introduce into the game and the modified training procedure for teams of agents.
We use subscripts to index the rounds and subscripts in parenthesis to index which team the agents belong to (i.e. s Q t (1) ). We drop the team subscript if it is clear from the context (i.e. same team). Note that for grounding to happen across teams (i.e. team 1 to understand team 2 during dialog overhearing and vice-versa), the teams share vocabularies sizes (i.e. V Q is shared by Q-bot (1) and Q-bot (2) ). They do not share vocabularies since both teams train differently but they have access to the same number of symbols.
Sources of Competition
When the two teams do not share any information and are trained completely independently, the Task, Talk & Compete game reduces to (two copies of) the Task & Talk game. Therefore, information sharing across the teams is necessary to introduce competition. In the following section we highlight the information sharing that can happen in Task, Talk & Compete and the various sources of competition that can subsequently arise.
Algorithm 2 Training two teams to compete against each other.
CompetitiveTrain: 1: Given: Q-bot (j) params θ Q (j) ; A-bot (j) params θ A(j) , for j = 0, 1. 2: for (I, G) in each batch do 3: for communication round t = 1, ...,T do 4: for j = 0, 1 do 5:
if Dialog Overhearing then 8:
▷ Overhear dialog from the other team 9: end if 10:
if Task Sharing then 11:
14:
(and symmetrically for s A t (j) of A-bot (j) ) 15: end for 16: end for 17:
independently for each team. 18: if Reward Sharing then 19 : 
, w G (j) ) , j = 0, 1. ▷ Compute J () independently for each team 22: end if 23: θ Q (j) = θ Q (j) + η∇ θ Q (j) J (θ Q (j) , θ A(j) ), j = 0, 1.
24:
θ A(j) = θ A(j) + η∇ θ A (j) J (θ Q (j) , θ A(j) ), j = 0, 1.
▷ Update parameters using estimated ∇J (). 25: end for FullTrain: 26: for epoch = 1, ..., MAX do 27: CooperativeTrain agents within team 1.
28:
CooperativeTrain agents within team 2.
29:
CompetitiveTrain agents across teams 1 and 2. 30: end for Reward Sharing (RS): We modify the reward structure so that a team can assess their performance relative to other teams. Starting with a base reward of R in the fully cooperative setting, we modify this reward into the competitive setting in the following Table: Team 2 ✓
When both teams get the same result this reduces to the base reward setting: +R for correct answers and −10R for wrong ones. When there is asymmetry in performance across the two teams, the correct team gains a reward of +R while the incorrect team suffers a larger penalty of −100R. This encourages teams to compete and assess their performance relative to the other team.
Dialog Overhearing (DO): Overhearing the conversations of another team is a common way to get secret information about the tactics, knowledge, and progress of one's competitors. In a similar fashion, we modify the agent's policy networks such that they can now overhear the concurrent dialog from other teams. Take Q-bot (1) and A-bot (1) in team 1 for example. At round t, Q-bot (1) now observes state
and similarly for Q-bot (2) . A-bot (1) observes
and similarly for A-bot (2) . We view this as augmenting reward sharing by informing the agents as to why they were penalized: a team can listen to what the other team is communicating and use that to its own advantage. In practice, we define an overhear fraction ρ which determines how often overhearing occurs during the training epochs. ρ is a hyperparameter in our experiments. Task Sharing (TS): Finally, we fully augment both reward sharing and dialog overhearing with task sharing, where the two sets of instances and tasks are known to both teams (i.e. G (2) is added to Equation 4 and I (2) is added to Equation 5 ). Task sharing adds an additional level of grounding: one team can now ground the overheard dialog in a specific task and compare their performance to that of the other team. Overall, Algorithm 2 summarizes the procedure for training teams of agents in a competitive setting using the aforementioned three sources of competition. We call the resulting algorithm CompetitiveTrain.
Asynchronous Training: The baseline from Kottur et al. [25] only evaluates the performance of a single team at test time. For fair comparison with this baseline, we evaluate performance with a single team 1 as well. In the case of dialog overhearing and task sharing, we replace the overheard symbols and tasks from task 2 with zeros during evaluation. This removes the confounding explanation that improved performance is due to having more information from team 2 during testing.
To prevent data mismatch during training and testing [16, 39] , we use a three-stage training process. During stage (1), Q-bot (1) and A-bot (1) are trained to cooperate, independent of team 2. All information shared from team 2 is passed to team 1 as zeros. During stage (2), Q-bot (2) and A-bot (2) are trained to cooperate, and in stage (3), both teams are trained together with reward sharing and/or dialog overhearing and/or task sharing. These three stages are repeated until convergence. Intuitively, this procedure means that the agents within each team must learn how to cooperate with each other in addition to competing with the other team. The final algorithm which takes into account asynchronous training both within and across teams is shown in Algorithm 2, which we call FullTrain. FullTrain is the final algorithm used for training both teams of agents.
Due to how we model competition in our setting (either through reward sharing or task and dialog overhearing), our hypothesis is that teams are able to leverage information from the performance of the other team and learn more efficiently beyond the signal obtained solely from their performance.
EXPERIMENTAL SETUP
We present our experimental results and observations on the effect of competitive influence on both final task performance and emergence of grounded, interpretable, and compositional language. Our experimental testbed is the Task, Talk & Compete game. We implement a variety of different algorithms spanning cooperative baselines and competitive methods which we will detail in the following subsections. 2 
Cooperative Baselines
These are baseline methods that involve only cooperative team (or teams) of agents. These baselines test for various confounders of our experiments (e.g. improved performance due to increase in the number of parameters).
(1) Coop, base: a single team, fully cooperative setting with reward structure (+R, −10R), which is the baseline from [25] .
(2) Coop, rewards: a single team, fully cooperative setting with reward structure (+R, −100R) adjusted for our "extreme" reward setting that is more strict in penalizing incorrect answers. This baseline ensures that our improvements are not simply due to better reward shaping [18, 19] .
(3) Coop, params: a single team, fully cooperative setting with (roughly) double the number of parameters as compared to the baseline. This ensures that the improvement in performance is not due to an increase in the number of parameters during dialog overhearing or task sharing. This baseline is obtained by increasing the LSTM hidden size for question and answer bots such that the total number of parameters match the competitive settings with roughly double the number of parameters.
(4) Coop, double: two teams each trained independently without sharing any information. At test time, the team with the higher validation score is used to evaluate performance. This baseline ensures that our improvements are not simply due to double the chance of beginning with a better random seed or luckier training.
Competitive Methods
The following methods introduce an extra level of competition between teams on top of cooperation within teams. Competitive behavior is encouraged via combinations of reward sharing, dialog overhearing, and task sharing.
(1) Comp, TS: two competitive teams with task sharing.
(2) Comp, DO: two competitive teams with dialog overhearing.
(3) Comp, DO+TS: two competitive teams with dialog overhearing and task sharing.
(4) Comp, RS: two competitive teams with reward sharing. (5) Comp, RS+TS: two competitive teams with reward sharing and task sharing.
(6) Comp, RS+DO: two competitive teams with reward sharing and dialog overhearing.
(7) Comp, RS+DO+TS: two competitive teams with reward sharing, dialog overhearing, and task sharing.
Hyperparameters: We perform all experiments with the same hyperparameters (except LSTM hidden dimension which is fixed at 100 but increased to 150 for the Coop, params setting to experiment with an increase in the number of parameters). We set the reward multiplier R = 100, overhear fraction ρ = 0.5, and vocabulary sizes of Q-bot and A-bot to be |V Q | = 3 and |V A | = 4 respectively. Following Kottur et al. [25] , we set A-bot (1) and A-bot (2) to be memoryless to ensure consistent A-bot grounding across rounds which is important for generalization and compositional language. All other parameters follow those in Kottur et al. [25] .
Metrics: In addition to evaluating the train and test accuracies [25] , we would also like to investigate the impact of competitive pressure on the emergence of language among agents. We measure Instantaneous Coordination (IC) [22] defined as the mutual information between one agent's message and another agent's action, i.e. MI(a t (j) ,ŵ G i(j) ). Higher IC implies that Q-bot's action depends more strongly on A-bot's message (and vice versa), which is in turn indicative that messages are used in positive manner to signal actions within a team. Although Lowe et al. [31] mentioned other metrics such as speaker consistency [8, 22] and entropy, we believe that IC is the most suited for question answering dialog tasks where responding to another agent's messages is key. We also measured several other metrics that were recently proposed to measure how informative a language is with respect to the agent's actions [31] : Speaker Consistency (SC) measures the mutual information between an agent's message and its own future action: MI(q t (j) ,ŵ G i(j) ) and Entropy (H) which measures the entropy of an agent's sequence of outgoing messages.
Training Details: For cooperative baselines, we set the maximum number of epochs to be 100,000 and stop training early when training accuracy reaches 100%. For competitive baselines, we also set the maximum number of epochs to be 100,000 and stop training early when the first team reaches a training accuracy of 100%. This team is labeled as the winning team and is the focus of our experiments. The other losing team can be viewed as an auxiliary team that helps the performance of the winning team. All experiments are repeated 10 times with randomly chosen random seeds. Results are reported as average ± standard deviation over the 10 runs. Implementation details are provided in the appendix.
RESULTS AND ANALYSIS
We study the effect of competition between teams on 1) the generalization abilities of the agents in new environments during test-time, 2) the rate of convergence of train and test accuracies during training, and 3) the emergence of informative communication protocols between agents when solving the Task, Talk & Compete game.
Qualitative Results
We begin by studying the effect of competition on the performance of agents in the Task, Talk & Compete game. The teams are trained in various cooperative and competitive settings. We aggregate scores for both winning and losing teams as described in the training details above. These results are summarized in Table 1 . From our results, we draw the following general observations regarding the generalization capabilities of the trained agents: (1) Sharing messages via overhearing dialog improves generalization performance: Dialog overhearing contributes the most towards improvement in test accuracy, from below 60% in the baselines without to 75.8% with dialog overhearing. We believe this is because dialog overhearing transmits the most amount of information to the other team, as compared to a single scalar in reward sharing or a single image in task sharing.
(2) Composing sources of competition improves performance: While dialog overhearing on its own displays strong improvements in test performance, we found that composing multiple sources of competition improves performance even more. In the Comp, RS+DO setting, the winning team's train accuracy quickly increases to 100% very consistently across all 10 runs, while test accuracy is also the highest at 78.3%. Other settings that worked well included Comp, DO+TS with a winning test accuracy of 75.8%, and Comp, RS+DO+TS with a winning test accuracy of 77.2%.
(3) Increasing competitive pressure increases the gap between winning and losing teams: Another finding is that as more competitive pressure is introduced, the gap between winning and losing teams increases. The winning team increasingly performs better, especially in train accuracy, and the losing team increasingly performs worse than the single team cooperative baseline (i.e. lower than ∼ 50%). This confirms our hypothesis that the losing team acts as an auxiliary team that boosts the performance of the winning team at its own expense. Furthermore, winning teams that survive through multiple sources of competition learn better communication protocols that allow them to generalize better to new test environments.
(4) Reward shaping does not improve performance: In both cooperative and competitive settings, one cannot rely solely on reward shaping to improve generalization. The test accuracies are largely similar across various reward settings.
(5) Improvement in performance is not due to other factors: To ensure that the empirical results we observe are not due to confounding factors, we compare the performance in teams of competitive agents with purely cooperative baselines with reward shaping, doubling the number of parameters, and doubling the number of teams. None of these baselines generalize well which shows that the improvement in performance is not due to better rewards, more parameters, or luckier training.
Rates of Convergence
We also compare the convergence in test accuracies of teams trained in both fully cooperative and competitive settings. For test accuracies that ended due to early stopping when train accuracy reached 100%, we propagate the test accuracy corresponding to the best train accuracy over the remaining epochs. This ensures that the test accuracies over multiple runs are averaged accurately across epochs. We outline these results in Figure 3 . We find that in all settings, training teams of competitive agents leads to faster convergence and improved performance as compared to the cooperative baselines. Furthermore, composing multiple sources of competition during training steadily improves performance. Figure 3 We find that the fastest convergence in training happens in earlier stages of training. Winning teams tend to quickly pull ahead of their losing counterparts during earlier stages and losing teams are unable to recover in later stages of training. This observation is also shared in Table 1 where the gap between winning and losing teams grows as sources of competition are composed. Interestingly, these observations are also mirrored in studies in psychology which argue that competition during childhood is beneficial for early cognitive and social development [7, 37] .
Finally, another interesting observation is that high-performing winning teams trained in competitive settings tend to display lower variance in test time evaluation as compared to their cooperative counterparts, thereby learning to more stable training.
Emergence of Language
In addition to generalization performance, we also compare the quality of the communication protocols that emerge between the teams of trained agents. Specifically, we measure the signaling that occurs between agents using the Instantaneous Coordination (IC) metric [22] . We report these results in Table 2 and focus on the IC between Q-bot and A-bot from the winning team. We observe that IC is highest for the fully competitive setting Comp, RS+DO+TS. Furthermore, by comparing Table 1 with Table 2 [25] , we found that test performance is hurt at large vocab sizes, even under competitive training. For the same fixed vocabulary size, we also see consistent improvements using competitive training as compared to the cooperative baselines, suggesting the utility of our approach across different hyperparameter settings s such as vocabulary sizes.
pressure from similar agents encourages the team's Q-bot and A-bot to coordinate better through emergent language, thereby leading to superior task performance which is another benefit of our proposed competitive training method. Finally, we find that the learned communication protocol is compositional in the same measure as Kottur et al. [25] . For example, Q-bot assigns Y to represent tasks (shape, style), (style, shape), and X for (style, color). The small vocabulary size and memoryless A-bot means that the messages must compose across entities to generalize at test time to unseen instances. We further note that from the convergence graphs as shown in Figure 3 , compositionality in emergent language is achieved faster in competitive settings as compared to the fully cooperative counterparts.
We also experimented with large vocab sizes of |V Q | = |V A | = 16 and 64. We reported these results in Table 3 . Similar to Kottur et al. [25] , we found that test performance is hurt at large vocab sizes, even under competitive training. Therefore, we set the vocabulary sizes |V Q | = 3 and |V A | = 4 respectively following Kottur et al. [25] . With these limited vocabulary sizes, we observed good generalization of the language to new object instances. When using large vocabulary sizes, the agents tend to use every vocabulary symbol to memorize pairs of concepts, e.g. symbol a represents a green circle and symbol b represents a green square, etc. instead of representing compositional concepts e.g. symbol a represents the color green and symbol b represents the shape square etc. The compositional vocabulary learned in the latter case is required for generalization to new pairs of concepts at test-time. From Table 3 , it is interesting to note that for the same fixed vocabulary size, we also see consistent improvements using competitive training as compared to the cooperative baselines. This further suggests the utility of our approach across different hyperparameter settings. Moreover, it suggests that competitive training approaches are more robust to different hyperparameter settings such as vocabulary sizes.
Speaker Consistency and Entropy
Here we report the results on two more metrics proposed to measure how informative a language is with respect to the agent's actions [31] : Speaker Consistency (SC) measures the mutual information between an agent's message and its future action: MI(q t (j) ,ŵ G i(j) ) and Entropy (H) which measures the entropy of an agent's sequence of outgoing messages. We show these experimental results in Table 4 .
In general, competitive teams display a higher speaker consistency score, again showing strong correlation with the best performing teams Comp, RS+DO and Comp, RS+DO+TS. This again implies that the better performing teams trained via competition demonstrate more signaling using their vocabulary. As for entropy, it is hard to interpret this metric [31] . It is traditionally thought that lower entropy in languages represents more compositionality and efficiency in the way meaning is encoded in language. On one hand, it is also possible for an agent to always to send the same symbol which implies the lowest possible entropy, but these messages are unlikely to be informative. The results show that the entropies across all settings are roughly similar, which we believe imply that the agents are learning communication protocols that are equally complex and rich in nature. However, the improved speaker consistency and instantaneous coordination scores imply that the communication protocols learnt via competition are more informational to the other agents.
CONCLUSION
In this paper, we revisited emergent language in multi-agent teams from the lens of competition for performance: scenarios where competition acts as an additional external pressure for improvement. We start from Task & Talk, a previously proposed referential game between two cooperative agents as our testbed and extend it into Task, Talk & Compete, a game involving two competitive teams each consisting of cooperative agents. Using our newly proposed Task, Talk & Compete benchmark, we showed that competition from an external team acts as social influence that encourages multi-agent populations to develop more informative communication protocols for improved generalization and faster convergence. Our controlled experiments also show that these results are not due to confounding factors such as more parameters, more agents, and reward shaping. This line of work constitutes a step towards studying the emergence of language from agents that are both cooperative and competitive at different levels. Future work can explore the effect of competitive multi-agent training in various real-world settings as well as the emergence of natural language and multimodal dialog.
