We use classical methods from analytic number theory to resolve the lattice point counting problem on the first Heisenberg group, in the case where the gauge function is taken to be the Cygan-Korányi Heisenberg-norm N4,1(z, w) = (|z| 4 + w 2 ) 1/4 . In this case, our main theorem
1 Introduction, notation and statement of results
General counting principles
Counting lattice points in Euclidean space. Given a region B ⊂ R n , the problem of estimating the number of integral points in large homothetic regions |Z n ∩ tB| has a long history which can be traced back to Gauss and Dirichlet. Under suitable assumptions on B, we expect the quantity |Z n ∩ tB| to be well approximated by λ(tB) = vol(tB), and we measure the resulting discrepancy arising from this approximation by analyzing the error term E(t) = |Z n ∩ tB| − λ(tB). To get a handle on the error term, we introduce the notion of an admissible exponent. Say α is an admissible exponent if one has the estimate E(t) ≪ ǫ (λ(tB)) α+ǫ for any ǫ > 0, as t → ∞. Setting κ = inf α , where the infimum is taken over all admissible exponents, the (Euclidean) lattice point counting problem is that of establishing an asymptotic estimate of the form
For any ǫ > 0.
Below we list three motivating examples which have played an important role in the development of this subject.
• Euclidean balls. In R 2 one has κ ≤ 131 416 due to Huxley [12] , while the conjectured value is κ = 1 4 . In R 3 one has κ ≤ 21 48 due to Heath-Brown [9] , while the conjectured value is κ = 1 3 . For n ≥ 4, the value of κ has been obtained, and its value is κ = 1 − 2 n . For more details we refer the reader to [19] .
• Euclidean dilates of smooth compact convex bodies in R n whose boundary surface has everywhere non-vanishing Gaussian curvature. These include amongst others, ellipsoids and other bodies of revolution, and for the relevant results on the error estimates we refer the reader to [11] , [10] , [1] and [13] .
• Euclidean dilates of bodies in R n whose boundary surface contains points of vanishing Gaussian curvature. This is a difficult case, and in general very little is known, except for a handful of special cases such as the unit balls of l p -norm and some generalizations. For these cases, the effect of vanishing curvature on the error estimates has been extensively investigated, and we refer the reader to [16] , [17] , and [18] .
The lattice point counting problem that we shall consider in the present paper will take a similar form to that of (1.1), the crucial difference being the dilation used in the expansion process. Our interest in this change of setting is motivated by viewing our lattice point counting problem in a wider context, as we now explain.
Counting points in lattice subgroups. In view of (1.1), it is natural to consider the following considerably more general set-up. Suppose G ⊂ GL n is a connected linear algebraic group defined over Q such that Γ = G(Z), its collection of integral points, forms a lattice subgroup in the group G = G(R) ⊂ GL n (R) of real points. Let B t ⊂ G be a family of bounded Borel subsets parameterized by t ∈ R + satisfying µ(B t ) → ∞, where µ denotes the Haar measure on G normalized so to have measure 1 on a fundamental domain of Γ in G. In analogy with the Euclidean case, one aims to establish an asymptotic estimate of the form
for any ǫ > 0, where κ is taken to be the infimum over all admissible exponents.
There are numerous methods to construct interesting families B t ⊂ G. One such method, which is the one we shall adopt, is to consider a gauge ω defined on G, i.e a left-invariant pseudo-distance function, and then take B t = {g ∈ G : ω(g, e) < t}. Of particular interest is the case where the gauge is taken to be a (proper) left-invariant distance function. In this direction, let us mention that (1.2) has never been established, even in a single case, for any left-invariant distance function on any non-compact simple Lie group. For more details, as well as for other interesting examples and related results on the error terms, we refer the reader to [8] .
In the present paper we intend to establish (1.2) for the case of the first Heisenberg group, where the gauge is taken to be the Cygan-Korányi Heisenberg-norm. In fact, we shall first state the lattice point counting problem on an arbitrary Heisenberg group with respect to a certain family of gauges. This family, consisting of the so called Heisenberg-norms, arises naturally through the action of the dilation and unitary groups, and was considered in [7] where the reader may find an in-depth and broad treatment of the lattice point counting problem on the Heisenberg groups.
We now turn to describe the set-up for the lattice point counting problem considered in [7] , and we shall do so in the context of (1.2). Thus, for the time being we consider an Heisenberg group of arbitrary dimension along with any Heisenberg norm defined on it.
Counting lattice points on the Heisenberg group
The Heisenberg group. The q-th Heisenberg group H q has several equivalent descriptions, one of which is given by
where the group law is defined by
and · , · denotes the standard inner product on R q .
An equivalent realization of H q is given by the isomorphic group
so that multiplication can also be described by the symplectic form:
Having defined H q , we proceed by introducing two important groups of automorphisms acting on it. The first is the dilation group, which is parameterized by
The second group of automorphisms is given by the action of the unitary group U q (C), where
Heisenberg-norms. The action of the dilation group gives rise to the natural notion of homogeneity. Say ψ :
Likewise, the action of the unitary group gives rise to the natural notion of radiality, where we say that Ψ :
Having the notion of homogeneity and radiality, we now turn to the definition of the Heisenbergnorms. These norms are parameterized by α, A > 0, and take the form
It is evident that the Heisenberg-norms N α,A are radial and homogeneous of degree 1. Of particular importance is the norm N 4,1 , the so called Cygan-Korányi Heisenberg-norm. This norm was considered by Cygan [6] , [5] and Korányi [15] . Amongst its many properties, this gauge satisfies the inequality
One may also find this norm appearing in the context of harmonic analysis on the Heisenberg group. For example, it appears in the expression defining the fundamental solution of a natural sublaplacian on the Heisenberg group and in other natural kernels, and we refer the reader to [21] and [4] . For us, the significance of the Cygan-Korányi Heisenberg-norm will be apparent through the use of Lemma 1 in the proof of the main theorem.
Counting lattice points inside Heisenberg-dilated bodies. Having the relevant notation and definitions at hand, we now proceed to describe the lattice point counting problem considered in [7] . Since H q is parameterized by R 2q+1 , its lattice subgroup of integral points is parameterized by Z
2q+1
, and for the Haar measure on H q we take the Lebesgue measure λ = λ 2q+1 on R 2q+1 . Next, for α, A > 0 we write B α,A t ⊂ R 2q+1 for the N α,A ball of radius t in H q , which is also the Heisenberg dilate by t of the unit ball
Let us note that λ scales under dilations according to the homogeneous dimension, not the Euclidean dimension, so in particular
Thus, in the set-up of (1.2), the lattice point counting problem is that of establishing an asymptotic estimate of the form
for any ǫ > 0, where κ is taken to be the infimum over all admissible exponents. In (1.6), the involved parameters are assumed to be fixed so we do not display their dependence in the error term.
In view of (1.6), the counting problem on H q is that of counting integral points in the Euclidean lattice Z 2q+1 contained in the family of increasing bodies
as t → ∞. Note that the Heisenberg dilations used to expand B α,A 1 are materially different from the Euclidean dilations. Also, one needs to obtain a good understanding of the geometric properties of these bodies, as they play a crucial role in the analysis of the error term. For example, it turns out that B α,A 1 is Euclidean convex if and only if α ≥ 2, and its boundary surface contains points of vanishing Gaussian curvature for values of α ≥ 2. For further details, we refer the reader to [7] .
Statement of results
We shall now confine ourselves to the case of H 1 where the norm will be taken to be the CyganKorányi Heisenberg-norm N 4,1 . In [7] , the upper-bound κ ≤ 1 2 has been established, and we shall prove the opposite inequality κ ≥ 1 2 , thereby establishing (1.6) with the value of κ = 1 2 . We begin by introducing some notations.
Given a parameter t ≥ 1, we have the following equality
Setting x = t 4 , the counting problem is that of estimating the sum
x (to see this, first execute the summation over the variable n, and then proceed by applying partial summation), the error term takes the following form
(1.8)
We are now ready to state our main results.
Theorem 1.
With E(x) as above, we have:
In [7] , the upper-bound |E(x)| ≪ x 1 2 log x has been established, hence as an immediate corollary we deduce: On the method of proof. One may approach the sum S(x) in several ways, one of which is by first replacing the sharp cutoff function χ [0,x) by an appropriately chosen smooth function of compact support, and then apply Poisson summation for the smoothed sum. The zero frequency gives rise to the main term, and one is left with estimating the tail. As we wish to retain the true order of magnitude of E(x), we opt to choose a different approach as we now explain.
First we note that 2M(x) differs from S(x) by an amount of size at most O(x 1 2 ), where
Thus, our theorem will follow if we can prove that the error term arising from the approximation of M(x) obeys the two sided estimate
The presence of (x − m 2 ) 1 2 in the above sum is more than welcome, as it serves as a smoothing factor. Already at this stage, by applying standard methods of contour integration one can establish the bound |E(x)| ≪ x 1 2 (log x) C for some constant C > 0. By performing a more careful analysis, one could obtain a closed form expression for the error term arising in the estimation of (1.11), however it turns out to be difficult to extract any information as to its true order of magnitude. The reason behind this difficulty is that the variable of summation m appears in (x − m 2 )
with a squared factor. To see this more clearly, by Mellin inversion with σ > 1, we have
for some constant c, where
The Gamma factor in (1.12) does not match the one appearing in the functional equation for Z(s), and this will cause some complications later on. To make the Gamma factors match, we first use Lemma 1 stated below to remove this square factor, and only then do we proceed to the evaluation of (1.12), leading us to the following sum
where f (t) = t 1 2 , and n runs through nonnegative integers .
The sum appearing in (1.13) will be handled by Lemma 2 stated below, and we shall estimate it within an error term of size O(2 −n x 1 4 ) uniformly in n ≥ 1. The error term arising in the approximation of S( √ x ; 0) will obey the estimate Ω ± (x 1 2 ) which is exactly what we need. Having Lemmas 1 and 2 at our disposal, we proceed to the proof of Theorem 1.
Preparatory Lemmas
Lemma 1. Let f (t) = t 1 2 , and fix some x ≥ 1. Then for 0 ≤ m ≤ √ x a non negative integer we have:
Proof. Let 0 ≤ m ≤ √ x be a non negative integer. We first note that
Next, we expand the function f around 2x
Inserting this into the above equation gives
as claimed.
Lemma 2. Let x ∈ R + be large. For n ∈ N ≥0 define:
Then for n ≥ 1 we have
where the coefficients c n are given by
and the implied constant is absolute.
For n = 0 we have
3)
3 . The second term on the RHS of (2.3) satisfies
Proof. We fix some n ∈ N ≥0 , and split the proof into two cases as follows:
We first begin by writing
where
Of course g(y) depends on n, but we do not display it.
The Mellin transform of g, valid for ℜ(s) > 0, is given by 
wich is valid uniformly for α < u < β with any fixed α, β ∈ R, provided |t| is large enough in terms of α and β.
By Mellin inversion, we get the following integral representation valid for Substituting y = m into this last equation, multiplying by r 2 (m) and then summing over all m ∈ N, we arrive at
Here, we have interchanged the order of summation and integration which is justified since σ > 1.
The Zeta function Z(s), initially defined for ℜ(s) > 1, admits an analytic continuation to the entire complex plane, except at s = 1 where it has a simple pole with residue π, and satisfies the following functional equation (see [14] 5.10)
In the strip − Now we are ready to evaluate (2.7). Write C for the positively oriented rectangle contour with
has two simple poles in the interior of C located at s = 0, 1. By (2.8) we compute:
By the convexity bound (2.9), together with the estimate given for the Gamma function, it follows that
Hence, by moving the line of integration to ℜ(s) = − 1 2 , we have by the theorem of residues 
Inserting (2.11) back into (2.6), we derive
and by setting
we arrive at the following identity (after multiplying (2.12) by
It remains to estimate the second term on the RHS of (2.13).
By repeated use of the functional equation for the Gamma function, we have
. Isolating the first 2 terms appearing in the above product, and estimating the remaining ones trivially, we get where the first product appearing above may be empty in case n = 2.
By (2.14), together with the bound
we conclude that The integral appearing on the RHS of (2.15) is independent of n and converges absolutely by (2.9), hence case 1 is proved.
Case 2 : n = 0, 1.
To handle this case, we shall appeal to two estimates proved by K. Chandrasekharan and Raghavan Narasimhan. These estimates, which are a special case of a much greater theory, can be found in [2] and [3] . In order to state their results, we begin by setting up some notations.
For ̺ > 0 and y > 0, let E ̺ (y) be defined by . Thus, the dependency of the forthcoming estimates with respect to the variable ̺ will not concern us. In order to be consistent with [2] , we shall state their results in terms ofẼ ̺ (y). With the above notation, we have the following estimates (see [2] P.502 case (iii)) Now we specialize to our case in hand, namely y = √ x and ̺ = n + 1 2 with n = 0, 1.
we have by (2.17) and (2.18) the following estimates
Note that by partial summation we have the easy bound where
, while for n = 0 we have 
By (2.21) and (2.22) we have
Thus case 2 is proved.
Proof of Theorem 1
Proof (Theorem 1).
Using Lemma 1, and switching the order of summation, we have
c n where the sum clearly converges (see (2.2)), we have by Lemma 2 (2.1), (2.3)
Inserting (3.3) back into (3.1), we derive
By (2.5), the second term appearing on the RHS of (3.4) is bounded by x Taking lim sup and lim inf, and using (2.4), concludes the proof.
Concluding remarks. Our results remain valid in the case where the norm is taken to be N 4,A for any A > 0, as long as we consider this variable to be fixed. If we where to allow A to vary with x, then the question of uniformity comes into play, and it would be an interesting problem to consider. Likewise, one may consider the lattice point counting problem when one or both of the variables of summation are restricted by congruence conditions to various moduli which are allowed to vary with x. It should be mentioned though, that the value of α = 4 was crucial to our arguments for obtaining the desired Ω ± estimates, while for different values we would have to settle for upper-bounds.
Let us now say a few words about higher dimensional Heisenberg groups, where the norm is still the Cygan-Korányi Heisenberg-norm. As in the case of H 1 , the sum under consideration takes the form S q (x) = Now, for integers l such that r 2 (l) = 0 we have ρ q (l) = 0 no matter what the value of q is, and thus they do not make any contribution to the sum S q (x), while those for which r 2 (l) = 0 will have a larger contribution as q grows due to the presence of r 2q (· ) in ρ q (· ). Hence, ρ q (· ) viewed as a function of q will exhibit higher spikes as q increases, making the task of obtaining Ω ± estimates for the error term E q (x) much harder. This is in sharp contrast to the case of counting lattice points in Euclidean balls, where the function r k (· ) exhibits more of a regular behavior as the dimension k increases, and as soon as k ≥ 4 one has a complete solution to the lattice point counting problem in this case.
