We study the graphs in which the number of geodesics between any two vertices depends only on their distance. We consider also a connection between some of these graphs and geodetic graphs.
Introduction
In this paper we study F-geodetic graphs, which are introduced in [6] . They are a generalization of distance-regular graphs (for other kinds of generalizations see e.g. [4, 5, 171) .
In the first section we show some properties of the geodetic function F, using the associated function of F and the F-binomial coefficients (see [7] ). We also give a sufficient conditions for an F-geodetic graph to be distance-regular (Th.
1.4).
In the second section we show that all regular bipartite F-geodetic graphs are also distance-regular (Th. 2.2); moreover, a new proof of Foldes theorem is given in Th. 2.4 (see [9] ; other proofs are in [12, 141 , while a similar result is shown in [6] ). There we consider other conditions which can characterize hypercubes (Th. 2.6).
In the third section we deal with a special kind of F-geodetic graph, investigating its relations with geodetic graphs (Th. 3.4).
Preliminaries
In this paper we deal with finite, undirected, simple, connected graphs. For such a graph G we denote by V(G) (by E(G)) the vertex-set (the edge-set), and by d(x, y) the distance between x, y E V(G).
As in [13] , for x, y E V(G) we state: and, for i = 0, 1, . . . , diam(G), Gi = {z E V(G) 1 d(x, z) = i}. A &stance-regular graph (see [3] ) is a graph G such that the numbers IN,(x, y)] and IN-,(x, y)] depend only on d(x, y). It is well known that such graphs are regular.
We say, with [13] , that G is interval-monotone if, for every x, y, U, v E V(G), if x, y E Z(u, V) then Z(u, V) contains Z(x, y). A set of the form Z(x, y) will be called an interval.
For a graph G, the subgruph of G induced by X c V(G) is the graph X, whose vertex-set is X and in which two vertices are adjacent if and only if they are adjacent in G. Recall (see [lo] ) that the eccentricity of a vertex x of G is the maximum of the set {i I there is y E V(G) such that d(x, y) = i}; if the eccentricity of each vertex of G is equal to diam(G), then G is said to be self-centered.
In this paper we write e(x) for the eccentricity of x and y(x, y) for the number of geodesics between the vertices x and y. When x and y are adjacent, we write sometimes x -y instead of xy E E(G). The set of natural numbers is denoted here by N.
Recall (see [6, 7, 161 ) that G is said to be a graph with a geodetic function if there is a function F: (0, 1, . . . , diam(G)} + N, such that y(x, y) = F(d(x, y)) for every x, y E V(G); in this case we say that G is F-geodetic. If F(i) = 1 for each i, we say that G is geodetic. The class of all graphs with a geodetic function will be denoted by 9.
Taking into account [14, Corollary 51, we say that G is interval-regular if it is F-geodetic with F(i) = i! for all i.
It is known (see [7, 161) that, if there is an F-geodetic graph of diameter h, then there is a function f : (0, 1, . . . , h} + N, with f(0) = 0 and, for each i 3 1, F(i) =f(i)F(i -1); this function is said to be the associated function of F. Moreover, if i and n are nonnegative integers, with i s n <h, the number
F = F(n)/F(i)F(n -i)
is said to be an F-binomial coeficient. The properties of these numbers are studied in [7] .
Throughout this paper, given any F-geodetic graph, we condider the associated function f of F fixed and we use the above symbol for the F-binomial coefficient.
We denote by 6(x) the degree of the vertex x in a (fixed) graph, by 6(G) the minimum degree of G.
We recall here the following result (proved in [16] , Th. 10; see also [7] , Corollary 4.7). From Th. 1 it follows that the graphs in 9 are the uniformly geodetic graphs studied in [8] . Furthermore, it is clear that every distance-regular graph lies in 9. d(u, b) . We conclude that G is distance-regular, because it is clear that each vertex has degree f(diam(G)).
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The hypothesis that G is self-centered, in the last part of Th. 1.4, cannot be omitted. If G is obtained from a complete graph by deletion of an edge, it satisfies all other conditions, but obviously it is not distance-regular. 
The conditions on f in the above proposition are analogous to ones concerning distance-regular graphs (see [3] , p. 140). Proof. Let (a, x), (b, y) E G x G', and let d&a, b) = i, d&x, y) = j. We may suppose that i c i. One can directly see that dcxc((a, x), (b, y)) = i + j (see also [14] , p. 255) and that every geodesic between (a, x) and (b, y) is as follows:
(&I, x0), (a1, x0)* . . . j (at(l), xO)* (4(l), x1), * * * 9 Cat(j)9 xj-l), (at(j), xj)3 tat(j)+l, xj)> . 1 * 7 (4, xj) 9 wherea=aO, a, ,..., ai=bandx=xO,x, ,..., xi-r9 xj=yaregeodesics(inG and G', respectively), while t(l), t (2), . . . , t(j) is a sequence of elements of {1,2,. . . , i} with t(1) < t(2) < --* s t(j). Since the number of these sequences is (ifj), we get ~((a, x), (b, y)) = F(i)F'(j)('tj); this statement holds also for i <j, because (i 7') = (if'). Therefore, if G X G' is F"-geodetic, we have F"(i +j) =
Let us now prove, by induction on i, that F"(i) = i!. This is clear for i = 1; suppose it is true for a given i.
The converse of the assertion is already known ( [14] , Proposition 7). 0
A result similar to the above proposition has been shown in [12] , Remark 3. We conclude this section with a few results about the elements of 9 which have cut-vertices; we have already dealt with these graphs in [16] , Theorem 12. Proof. First we prove that (1) and (2) are equivalent, i.e. that (2) We now show that (2) implies (4). Namely, let a and c be vertices of G, with  d(a, c) = h, and let b E N,(a, c). Then d(b, c) = h -1; each element of N,(b, c) is of course adjacent to b. It follows that f(h -1) + 1 =Z 6(b), while, as a is peripheral, s(a) = f (h). G being regular, (4) holds.
By Lemma 2.1, (4) implies (3) and by the remark which opens this section, (3) implies (2) . The proof is now complete.
•i
In this section (taking Th. 2.2 into account) we deal mainly with distanceregular graphs.
All trees are of course both F-geodetic and bipartite, but not regular (when they have at least three vertices!). Another class of examples is as follows.
Let 9 be a BIB-design with 3, = 1. If it is not a projective plane, its graph G is bipartite and F-geodetic (with F(2) = 1, F(3) = k, F(4) = k2, f(3) =f(4) = k), but not regular. Z(a', b' ). This completes the proof. 0
Similarly, if d(x, a') < d(x, a) it follows x E

Theorem 2.4 (Foldes [9]). A bipartite graph G is a hypercube if and only if it is interval-regular.
Proof. It suffices to show the "if' part. Now G is F-geodetic, such that the associated function of F is the identity on { 1,2, . . . , diam(G)}, so it satisfies the hypothesis of Lemma 2. Z(a', b') G Z(a, b') . The following is an example of a graph G, satisfying the conditions of Lemma 2.5, with IV(G)1 > 2h.
Let q be a power of a prime, and let 9 be a projective space of dimension 3 over GF(q). Let G be the graph having as vertices the points and the planes of 9, in which two vertices are adjacent if and only if they are incident in 9. Clearly, G is bipartite. Furthermore, it has diameter h = 3 and it is F-geodetic, with f (1) = 1, f (2) = q + 1 and f (3) = q* + q + 1. On the other hand, the number of vertices of G is clearly greater than 2h = 8. Z(a, b) or to Z(a', b') .
It is now sufficient to prove that (2) implies (1). As seen in Lemma 2.5, each  interval Z(a, b'), with d(a, b') otherwise an interval, defined by two elements at distance h, must have more than 2h elements.
Let a, a', b, b' and i be as before. Let x' E Z(a', b'), with x' -a. If d(a', x') is not less than 2, then it is equal to 2 and (a', a, x) is a geodesic. Hence a E Z(a', b'), a contradiction. It follows that d(a', x') < 2. Moreover a'x' $ E(G), because G is bipartite and thus x' = a'. This proves that a is adjacent to a unique element of Z(a', b'), i.e. to a unique element of Z(a, b')\Z(a, b) .
Now IZ(a, 6') f~ GI(a)l =f(i + 1) and IZ(a, b) f~ Gl(a)l =f(i).
Hence f(i + 1) = f(i) + 1. It follows thatfis the identity on (1, 2, . . . , h} and G is interval-regular, so (Th. 2.4) it is a hypercube. Cl
Note that the equivalence of (1) and (2) in the above theorem is close to (but different from) the statement (v) of [l, Th. 31. Also, Th. 2.6 provides a new characterization of hypercubes.
As we shall see in the example following the next proposition, the hypothesis that f is strictly increasing cannot be deleted in Th. 2.6. 
0
An example illustrating Proposition 2.7 is drawn in Fig. 1 . This graph G has already been considered by Kotzig [ll] in a different context. It is F-geodetic, and the associated function of F satisfies f(1) =f(2) = 1, f(3) =f(4) = 2 and f(5) = 3. In accordance with Proposition 2.7, it is interval-monotone.
A special case
Let G and H be graphs. We denote by G 0 H the graph obtained from the Cartesian product G X H adding, as in [2] , some further edges: i. Vice versa, if G is isomorphic to H = (G/n) 0 K,,, then each class of G has order n, because the same property holds in H. In fact, the nH-class of (x', a) E H is {x'} x K,.
Cl
Recall that a strong homomorphism from G to G' is a function cp: V(G)-, V(G') such that x -y if and only if qx -qy, for each x, y E V(G). A consequence of these lemmas is the following. Let F : { 1,2, . . . , h} + N be the function F : i H n'-', for a fixed n E N. Then, for every geodetic graph G' of diameter h, the graph G' 0 K,,, is F-geodetic.
We remark that the graphs of the above lemma, for n # 1, cannot be distance-regular (except in the trivial case of complete graphs). Namely, if G is a graph, which is distance-regular but nof complete, then nG is the identity. In fact, if x and y are two non-adjacent vertices of G, with a common neighbour z, then K1(z, x) is non-empty, so for any pair x, z of adjacent vertices the set N_,(z, x) must be non-empty. Then from XJEZ it follows x = z. Proof. If G is isomorphic to (G/n) 0 K,,, then each class of n has cardinality n (Lemma 3.1) and so (Lemma 3.3) G/JC is geodetic. (1) C,, a(~') = n, where z' runs through N,(x', y'). For the second part of the proof, we may consider each vertex of G' as a set of order (I.
Conversely, if G' is
We may also suppose that x' n y' = 0 when x' Zy'. Let V(G) = U {x' 1 x' E V(G')}, E(G) = {xy 1 x fy, x', y' E V(G'),
x E x', y E y' and d(x', y') =Z l}. It is readily checked that G' = G/n (we must use the fact that 3tc, is the identity). By (1) this last set has order n, hence (N,(x, y)l = n. By Proposition 1.2, we are done. q
There are many graphs G', satisfying the conditions of the above proposition; e.g. for the Petersen graph they hold for n = 3 and (~(2') = 1 for all z'. There are also many graphs H, with nH = 1, such that a function cx as before does not exist, for any choice of n. In fact, if some N,(x, y) is a proper subset of N,(x,, yi) (where X, y, q, y, are vertices of H), then by (1) the sum C, (Y(Z), where z runs through N,(x,, yl)\N1(x, y), is zero. This is a contradiction, because cx takes its values in N.
Such a graph is drawn in Fig. 2: there N,(l, 2) = (5) and N,(l, 4) = {5,7, 9).
