Abstract. Given an ample line bundle on a toric surface, a question of Donaldson asks which simple closed curves can be vanishing cycles for nodal degenerations of smooth curves in the complete linear system. This paper provides a complete answer. This is accomplished by reformulating the problem in terms of the mapping class group-valued monodromy of the linear system, and giving a precise determination of this monodromy group.
Introduction
Let X be a smooth toric surface and L an ample line bundle on X. In the complete linear system |L|, there is a hypersurface D known as the discriminant locus consisting of the singular curves C ∈ |L|. The complement
M(L) := |L| \ D therefore supports a tautological family of closed Riemann surfaces of some genus g(L). Topologically, this is a fiber bundle π : E(L) → M(L) with fiber Σ g(L)
. Consequently, there is a monodromy representation
Here, C 0 ∈ M(L) is a fixed curve, and Mod(C 0 ) := π 0 (Diff + (C 0 )) denotes the mapping class group of C 0 (see Section 2.1). Under µ L , a based loop γ ∈ π 1 (M(L), C 0 ) is mapped to (the isotopy class of) the diffeomorphism µ L (γ) ∈ Diff(C 0 ) obtained by "parallel transport" of C 0 along γ. For details, see, e.g., [FM12, Section 5.6 .1].
In this paper, we give a nearly complete answer to the following fundamental question. Define
).
Question 1.1. What is Γ L ? When is it a finite-index subgroup of Mod(Σ g(L) )? Can one give a precise characterization of Γ L ? Question 1.1 is closely related to a question posed by Donaldson [Don00] . Fix a curve C 0 ∈ M(L) and an identification C 0 ∼ = Σ g(L) . Define a vanishing cycle for L as a simple closed curve γ on C 0 for which there is a degeneration of C 0 to a curve C with a single node, such that γ becomes null-homotopic on C . If c is a vanishing cycle, then necessarily the Dehn twist T c ∈ Γ L ; it arises from a loop in M(L) encircling the nodal curve in |L|.
Question 1.2 (Donaldson).
For L an ample line bundle on a smooth toric surface X, which curves (on a fixed C 0 ) are vanishing cycles?
A first insight into Questions 1.1 and 1.2 is to observe the presence of an invariant "higher spin structure". Let K X denote the canonical bundle of X. The adjoint line bundle of L is the line bundle L ⊗ K X . Define δ ∈ N to be the highest root of L ⊗ K X in Pic(X). As explained in Proposition 9.2, associated to L ⊗ K X is a Z/δZ-valued spin structure φ L , and the associated stabilizer subgroup Mod(Σ g(L) )[φ L ] (see Definition 3.11). Proposition 9.2 asserts that necessarily
The function φ L gives rise to a notion of admissible curve and the associated subgroup T φ L ≤ Mod(Σ g(L) )[φ L ] of admissible twists (see Definition 3.18). As explained in Lemma 3.17, admissibility is a necessary condition for a curve to be a vanishing cycle. Our main theorem asserts that these necessary conditions are also sufficient (at least "virtually" so, in the case δ is even).
Theorem A. Let L be an ample line bundle on a smooth toric surface X. Assume δ > 1 or else g(L) ≥ 5.
• If δ is odd, then
) is a finite-index subgroup that contains T φ L .
In either case, [Mod(Σ g(L) ) : Γ L ] is finite. Moreover, Question 1.2 admits the following complete answer: a curve γ is a vanishing cycle if and only if γ is an admissible curve.
We remark that many familiar algebraic surfaces such as CP 2 and CP 1 × CP 1 , are smooth toric surfaces. For instance, as a special case of Theorem A, we obtain the following theorem concerning smooth plane curves. The case d = 5 was addressed in [Sal16] , while the cases d ≤ 4 are either classical or trivial. Theorem A also addresses a conjecture that was independently formulated by the author in [Sal16] in the case of X = CP 2 , and in full generality by Crétois-Lang [CL17a] .
Conjecture 1.4. For any pair (X, L) as above, there is an equality
Theorem A resolves Conjecture 1.4 in the affirmative whenever δ is odd, and shows that in the case δ even, Γ L is at least of finite index in Mod(
Theorem A is proved using a combination of methods from toric geometry and the theory of the mapping class group. On the toric end of the spectrum, we make essential use of the powerful results developed by Crétois-Lang in [CL17a] . The centerpiece of their theory is a combinatorial model for a curve C 0 ∈ M(L) based around a convex lattice polygon. Their results give a description of vanishing cycles in terms of lattice points and line segments, and allows one to produce many elements of Γ L . Crétois-Lang developed their methods in order to address Question 1.2 and Conjecture 1.4 in the case δ ≤ 2, and obtained complete answers in these cases. See [CL17a] for the case δ = 1, and [CL17b] for the case δ = 2.
On the mapping class group side, we carry out an extensive investigation of the groups Mod(Σ g ) [φ] and T φ mentioned above. Our main result here is a general criterion for a collection of Dehn twists to generate (a finite index subgroup of) Mod(Σ g ) [φ] . See Definition 8.1 for the notion of a connected filling network, and Proposition 2.5 for a discussion of theD relation.
Theorem B. Let φ be a Z/δZ-valued spin structure on a closed surface Σ g . Let N = {a n } be a connected filling network of curves on Σ g with the following properties:
(1) φ(a n ) = 0 for all n, (2) There is a collection a 1 , . . . , a 2δ+4 of curves arranged arranged in the configuration of the curves S of theD relation for genus δ + 1. (3) Let b ⊂ Σ g correspond to the curve D 0 of theD relation. There must be some curve a ∈ N with i(a, b) = 1. (4) Let N ⊂ N be the subnetwork consisting of all curves in N disjoint from b. Then N must be a connected filling network for Σ g \ {b}.
If g ≥ 5, then T ai , a i ∈ N contains the group T φ of admissible twists. Moreover, if δ is odd, then
Mapping class groups
This section collects background material on mapping class groups. Most of the material can be found in [FM12] and so will only be touched on briefly, mostly to fix notation. The exceptions to this are theD n relation of Section 2.3 and the subsurface push subgroups of 2.4, which will consequently be dealt with in greater detail.
Basics.
Genus, boundary, punctures. All surfaces under consideration are oriented and of finite type. A surface of genus g with n punctures and b boundary components is denoted by Σ n g,b .
When one or more of b, n = 0, the corresponding decoration will be omitted.
Intersection numbers. Let a, b be simple closed curves on a surface S. Often we will confuse the distinction between a simple closed curve and its isotopy class. The geometric intersection number between a, b will be notated i(a, b) (see [FM12,  An important nonstandard notational convention. In the present paper, we will have no need to consider non-pure mapping class groups. To streamline notation, we will henceforth use Mod(Σ The change-of-coordinates principle. The classification of surfaces theorem asserts that if S, S are two (orientable) surfaces of finite type with the same genus, number of punctures, and number of boundary components, then there is a diffeomorphism f : S → S . This is often exploited in the study of mapping class groups in the guise of the "change-of-coordinates principle". It is difficult to write down a single, all-encompassing statement of the change-ofcoordinates principle, but informally, it states that any configuration of curves, arcs, and/or subsurfaces of a surface S is determined up to diffeomorphism by combinatorial information alone. In the present paper, the change-of-coordinates principle will often be invoked tacitly.
The reader interested in a more thorough discussion of the change-of-coordinates principle is referred to [FM12, Section 1.3].
One consequence of the change-of-coordinates principle is that it becomes easy to understand the Mod(S) orbits of many different kinds of configurations. As an example, we discuss here the action on geometric symplectic bases for S.
Definition 2.1. Let S be a surface of genus g ≥ 0 with n ≥ 0 boundary components. A geometric homology basis for S is a collection of oriented simple closed curves B = {γ 1 , . . . , γ 2g+n−1 } such that the homology classes [γ i ] form a basis for H 1 (S; Z). An important example of a geometric homology basis is that of a geometric symplectic basis. Suppose S has boundary components ∆ 1 , . . . , ∆ n ; then a collection of curves B = {α 1 , β 1 , . . . , α g , β g } forms a geometric symplectic basis if (1) the set B ∪ {∆ 1 , . . . , ∆ n−1 } forms a geometric homology basis for S and (2) if i(α i , β i ) = 1 and all other elements of B are disjoint.
The following is a typical statement that is proved using the change-of-coordinates principle.
Lemma 2.2. Let B and B be two geometric symplectic bases for S. Then there is a diffeomorphism f : S → S such that f (B) = B . 
There is a slight variation on the Birman exact sequence where one fills in a boundary component with a closed disk. In order to formulate this, we recall that the unit tangent bundle to a surface S is written U T S. Then the inclusion Σ 
In both situations, the kernels admit descriptions in terms of Dehn twists. Consider first the case of (1). Let α be an embedded, oriented simple closed curve based at p, corresponding to an element α ∈ π 1 (Σ n−1 g,b , p). Let α L (resp. α R ) denote the left (resp. right) side of a neighborhood of α. Both α L , α R are simple closed curves on Σ
is known as the point-pushing map, and π 1 (Σ n−1 g,b ) is often referred to as the point-pushing subgroup of Mod(Σ n g,b ). It is a basic topological fact that for any surface Σ n−1 g,b , there exists a collection of simple closed curves α 1 , . . . , α k based at p, such that {α 1 , . . . , α k } generates π 1 (Σ n−1 g,b , p). In practice, this means that to exhibit π 1 (Σ n g,b , p) as a subgroup of some group H ≤ Mod(Σ n g,b ), it suffices to exhibit this finite collection of multitwists.
In the case of (2), everything is much the same. Let Σ n g,b → Σ n g,b−1 be an inclusion corresponding to capping off a boundary component ∆ of Σ n g,b . Let p ∈ Σ n g,b−1 be a point on the interior of this new disk, andp a tangent vector at p. Suppose thatα ∈ π 1 (U T Σ n g,b−1 ,p) corresponds to a framed simple closed curve α based atp. We define α L and α R as before. Then
where k ∈ Z is the winding number of the tangent vector field specified byα, relative to the tangential framing of the underlying curve α. The subgroup π 1 (U T Σ There is an analogous set of "geometric" generators for π 1 (U T Σ n g,b−1 ,p). Let α 1 , . . . , α k be a collection of C 1 -embedded simple closed curves on Σ n g,b−1 based at p such that π 1 (Σ n g,b−1 , p) = α 1 , . . . , α k as above. Each α i determines an elementα i ∈ π 1 (Σ n g,b−1 ,p) via the so-called Johnson lift, whereby α i is framed using the forward-pointing tangent vector. Suppose that eachα i is based at some common tangent vectorp. Then π 1 (U T Σ n g,b−1 ,p) has a generating set of the following form:
where ζ is the loop around the S 1 fiber in the fibration
In terms of Dehn twists, the Johnson liftsα i correspond to mapping classes T α i,L T −1 α i,R as before, while ζ corresponds to T ∆ .
2.3.
Relations. In this subsection we collect various relations in the mapping class group that will be used throughout the paper.
The braid relation. Suppose a, b are simple closed curves satisfying i(a, b) = 1. Then the corresponding Dehn twists satisfy the braid relation: We will also employ the following alternative form, formulated in terms of the curves a, b themselves:
The chain relation. A chain of simple closed curves is a sequence (a 1 , . . . , a n ) of simple closed curves such that i(a i , a i+1 ) = 1 and i(a i , a j ) = 0 otherwise. Let ν denote a tubular neighborhood of a chain of length n. When n is odd, ∂ν has two components ∆ 1 and ∆ 2 ; for n even, ∂ν = ∆ is a single (necessarily separating) curve. Given a subsurface S with 1 or 2 boundary components, a chain a 1 , . . . , a n of curves on S is maximal if there is a deformation retraction of S onto a 1 ∪ · · · ∪ a n .
Proposition 2.3 (Chain relation).
For n odd,
and for n even,
Proof. See [FM12, Proposition 4.12].
The star relation. While the star relation is classical (see, e.g. [FM12, Section 5.2.3]), it is subsumed by the author's genus-g star relation of [Sal16] .
Proposition 2.4 (Genus-g star relation). Consider the curves shown in Figure 2 . Then for all g ≤ n, there is a relation
Proof. See [Sal16, Proposition 4.5].
TheD relation. The genus-g star relation is closely related to another novel relation in the mapping class group. This relation is called theD relation, so named because the curves in S ∪ {a n } are arranged in the configuration of the Dynkin diagram of typeD n . The curves involved in theD relation are shown in Figure 2 .
Proposition 2.5 (D relation). With reference to Figure 2 , let H be the group generated by elements of the form T x , with x ∈ S one of the curves below:
. . , c 2n−1 , a n }.
Similarly define H to be the group generated by {T x | x ∈ S \ {a n }}. Then the following assertions hold:
(1) T a n ∈ H,
Proof. The proof of (1) follows from an important simple principle. Given a mapping class f and a simple closed curve a, there is a relation
It follows that if f, T a ∈ H, then also T f (a) ∈ H. To establish (1), we will find f ∈ H such that f (c 2n ) = a n . This will be accomplished by means of the braid relation, which states that if a, b are simple closed curves satisfying i(a, b) = 1, then
The curves a 1 , a 1 , c 1 , . . . , c 2n−2 are arranged in the configuration of the genus-(n − 1) star relation; the boundary components correspond to D 0 , a n , a n . It follows that
D0 T an T a n ∈ H, and since T an ∈ H by assumption, also T n−1 D0 T a n ∈ H. Since D 0 is disjoint from both c 2n−1 and a n , it follows that T c2n−1 T n−1 D0 T a n (c 2n−1 ) = T c2n−1 T a n (c 2n−1 ) = a n . Since (T n−1 D0 T a n ) ∈ H, this shows T a n ∈ H as required. The case k = 1 of (2) follows by the chain relation: the curves (a 1 , c 1 , a 1 ) form a chain with boundary D 0 ∪ D 1 , so that T D0 T D1 ∈ H . For k ≥ 2, we consider three subsurfaces of the surface S depicted in Figure 2 , each with 3 boundary components. S 1 is the surface of genus k − 2 bounded by D 0 , a k−1 , a k−1 . Next, S 2 is the surface of genus k − 1 bounded by D 0 , a k , a k . Lastly, S 3 is the surface of genus 1 bounded by D k , a k−1 , a k−1 .
The star relation applied to S 2 shows that T
The star relation on S 3 requires only the multitwist T a k T a k (along with T c 2k−1 , T c 2k ∈ H ). Consequently,
The star relation applied to S 1 then shows that T k−2 D0 T a k−1 T a k−1 ∈ H . Combining these gives
We observe that (3) follows from (2) and the claim that T n−1 D0 ∈ H; this latter assertion follows from the genus-(n − 1) star relation and (1).
2.4. Subsurface push subgroups. Subsurface push subgroups will be an important class of subgroups in what follows. To begin, we recall the classical inclusion map, as discussed in [FM12, Theorem 3.18] . Let S ⊂ S be a subsurface, and assume that no component of ∂S bounds a closed disk in S. Let a 1 , . . . , a k denote the boundary components of S that bound punctured disks in S, let b 1 , b 1 , . . . , b , b denote the pairs of boundary components of S that cobound an annulus in S, and c 1 , . . . , c m denote the remaining boundary components. Let i * : Mod(S ) → Mod(S) denote the map on mapping class groups arising from the inclusion
Let ∆ be a boundary component of S , and suppose that ∆ does not bound a punctured disk in S. Let S denote the surface obtained from S by capping off ∆ with a closed disk. According to (2), there is a subgroup of Mod(S ) isomorphic to π 1 (U T S ). The subsurface push subgroup for (S , ∆) is defined to be the image of π 1 (U T S ) under the inclusion i * : Mod(S ) → Mod(S). This will be written Π(S , ∆), or simply Π(S ) if the boundary component does not need to be emphasized.
We remark here that i * restricts to an injection π 1 (U T S ) → Mod(S), even when there exists some other boundary component ∆ of S such that ∆ ∪ ∆ cobounds an annulus on S. To see this, observe that π 1 (U T S ) ≤ Mod(S ) is characterized by the property that f ∈ π 1 (U T S ) if and only if f becomes isotopic to the identity when extended to S . It is easy to see that no element of ker(i * ) has this property.
2.5. The Torelli group. Most of the material in this subsection can be found in [FM12, Chapter 6 ], but see also [Joh83] . We begin by observing that the action of Mod(Σ g ) on H 1 (Σ g ; Z) preserves the algebraic intersection pairing ·, · , leading to the symplectic representation
This is classically known to be a surjection. The Torelli group, notated I g , is the kernel of this representation:
I g := ker(Ψ).
Bounding pairs and separating twists. There are two types of elements in I g that will be of particular importance. Suppose that c, d are simple closed curves such that c ∪ d bounds a subsurface S ∼ = Σ h,2 . Then T c T
−1 d
∈ I g is known as a bounding pair map. The genus of a bounding pair map is slightly ambiguous: if c ∪ d bounds a surface Σ h,2 , then also c ∪ d bounds a surface Σ g−h−1,2 on the other side. Typically one defines the genus of
The second important class of elements is the class of separating twists -these are Dehn twists T c for c a separating curve. The genus of a separating twist T c that bounds a subsurface of genus h is defined as g(c) = min{h, g − h}.
The (Morita-) Johnson homomorphism. A fundamental tool in the study of I g is the Johnson homomorphism, due to D. Johnson in [Joh80a] . This is a surjective homomorphism
where for convenience we define H A := H 1 (Σ g ; A) for some abelian group A. The embedding
where {x 1 , . . . , y g } is a symplectic basis for H Z . Recall that a symplectic basis must satisfy x i , y i = 1 and x i , x j = x i , y j = 0 for i = j. We will not need to know a precise definition of τ , but it will be useful to know some basic properties of τ , including how to compute τ on bounding pair maps and separating twists. (1) τ is Sp(2g; Z)-equivariant, with respect to the conjugation action on I g and the evident action on
Choose any further subsurface Σ h,1 ⊂ Σ h,2 , and let {x 1 , y 1 , . . . , x h , y h } be a symplectic basis for H 1 (Σ h,1 ; Z). Then
where c is oriented with Σ h,2 to the left. In the case h = 1, if α, β, γ is a maximal chain on Σ 1,1 , then
In [Mor93] , Morita gives an extension of the Johnson homomorphism to the full mapping class group. The portion of Morita's work that we will require is summarized in the theorem below.
Theorem 2.7 (Morita).
(1) [Mor93, Theorem 6.2] There is a (twisted) cohomology class
with the property that the pullback
is valued in ∧ 3 H Z /H Z , and moreover
(see Lemma 4.5), and
The Johnson kernel. The Johnson kernel, written K g is the kernel of the Johnson homomorphism:
A fundamental theorem of Johnson gives an alternate characterization of K g in terms of separating twists. Recall that the genus of a separating Theorem 2.8 (Johnson, [Joh85a] ). Let T g be the subgroup of K g generated by all separating twists of genus at most two. Then for all g ≥ 3,
3.
Spin structures and winding number functions 3.1. Winding number functions. Let S be a surface of genus g ≥ 0. In the study of winding number functions, no distinction between boundary components and punctures needs to be made, so we will use the term "boundary component" to refer to both. Let S denote the set of isotopy classes of oriented simple closed curves on S. Crucially, curves are not required to be essential; let ζ denote the curve encircling a small contractible disk, oriented with the disk to the left of ζ.
Definition 3.1 (Winding number function, spin structure). A Z/δZ-valued winding number function on S is a function φ : S → Z/δZ satisfying the following properties:
(2) (Homological coherence) Let S ⊂ S be a subsurface with Euler characteristic χ(S ) = m. Suppose ∂(S ) = c 1 ∪ · · · ∪ c k , and all c i are oriented so that S is to the left. Then φ(c i ) = mφ(ζ).
A Z/δZ-valued spin structure on S is a winding number function for which φ(ζ) = 1.
Remark 3.2. In the literature, higher spin structures go by various names and have various definitions; see especially the term "r-spin structure" (here r = δ). It is not a priori clear how to reconcile the definition given here with others. See Remark 3.9 for a brief discussion, or [Sal16, Sections 2-3] for a fuller treatment.
Operations on curves.
In what follows, we will make use of two procedures for constructing new simple closed curves from old. Here, we define these operations and collect some facts about how they interact with spin structures. Definition 3.3 (Smoothing, curve sum). Let C = {c 1 , . . . , c n } be a collection of oriented embedded simple closed curves on a surface S. Suppose that all intersections between elements of C are transverse. The smoothing of C is the embedded multicurve obtained from C by smoothly resolving all intersections in the unique orientation-preserving way. See Figure 3 . Now suppose α and β are oriented simple closed curves. For natural numbers m, n, define the curve sum mα + nβ as the smoothing of m parallel copies of α with n copies of β. In case m < 0 or n < 0, the curve sum mα + nβ can be defined as before, with the orientation on α (resp. β) reversed if m < 0 (resp. n < 0).
If α and β are merely isotopy classes, define mα + nβ as the curve sum between any representatives of α and β in minimal position.
Lemma 3.4. Let α, β be oriented simple closed curves in minimal position, and let φ be a spin structure. Then for any integers m, n,
If in addition, i(α, β) = 1 and gcd(m, n) = 1, then mα + nβ has a single component.
Proof. The first assertion follows directly from the twist-linearity of φ, while the second is trivial to verify.
Definition 3.5 (Curve-arc sum). Let α and β be disjoint oriented simple closed curves on S, and let ε be an arc connecting α to β. A tubular neighborhood ν of α ∪ ε ∪ β is homeomorphic to Σ 0,3 . Two of the boundary components of ν are homotopic to α and β, respectively. The curve-arc-sum α + ε β is the third boundary component of ν.
Lemma 3.6. Let α, β, ε, ν be as above. Orient α, β so that ε connects the left sides of α, β, and orient α + ε β so that the subsurface ν is to the right. Then for a spin structure φ, An element ψ ∈ H 1 (U T S; A) determines a winding number function via
where α is a simple closed curve on S andα is the Johnson lift. Under this correspondence, ψ ∈ H 1 (U T S; A) is a spin structure if ψ(ζ) = 1.
Remark 3.8. One sees that
with the factor Z/(2g − 2)Z generated by the class ofζ. In the case A = Z/δZ, it follows that there exists a spin structure (i.e. a class φ ∈ H 1 (U T Σ g ; Z/δZ) such that φ(ζ) = 1) if and only
Remark 3.9. Via covering space theory, Z/δZ-valued spin structures on Σ g are in correspondence with cyclic δ-fold coverings U T Σ g → U T Σ g that restrict to connected coverings of the fiber S 1 . In our setting, such coverings arise from the presence of roots of the canonical line bundle of curves C ∈ M(L). See Proposition 9.2 and the references mentioned therein for more details.
Theorem 3.7 shows that winding number functions are determined by a finite amount of data. In the sequel it will be useful to have an explicit criterion for the equality of two winding number functions. This will be formulated using the notion of a geometric homology basis of Definition 2.1. Proof. By Theorem 3.7, any winding number function is determined by its values on a set of curves C that comprise a basis for H 1 (U T S; Z/δZ). Here, an oriented simple closed curve c determines a homology class in H 1 (U T S; Z/δZ) by the Johnson lift. The geometric homology basis B, along with the inessential curve ζ, forms a basis for H 1 (U T S, Z), and the result follows.
3.2. "Classical" spin structures. Spin structures in the sense of Definition 3.1 generalize the more familiar notion of a "classical" spin structure. In our setting, a classical spin structure is a spin structure valued in Z/2Z. We pause here to briefly review the theory of classical spin structures and the connection with our definition.
Let V be a vector space over the field Z/2Z equipped with a nondegenerate symplectic pairing ·, · (i.e. a pairing satisfying x, x = 0 for all x ∈ V ). The motivating example is V = H 1 (Σ g ; Z/2Z) with the intersection pairing. A Z/2Z quadratic form is a function q : V → Z/2Z such that for any x, y ∈ V , the equation
holds.
Let B = {x 1 , y 1 , . . . , x g , y g } be a symplectic basis for V . It is clear that q is determined by its values on B. Define Q(V, ·, · ) as the set of Z/2Z quadratic forms on V relative to ·, · ; then a choice of B provides a bijection
There is an evident action of the group Sp(V, ·, · ) of ·, · -preserving automorphisms on Q(V, ·, · ). This action partitions Q(V, ·, · ) into two orbits, distinguished by the so-called Arf invariant.
The Arf invariant of q is the element of Z/2Z defined by the following formula:
q is said to be even or odd according to whether Arf(q) = 0, 1 respectively; in this way we will speak of the parity of a spin structure. It is classical (see [Arf41] ) that Arf(q) is well-defined independently of the choice of basis B. Suppose now that φ is a Z/2dZ-valued spin structure in the sense of Definition 3.1. The reduction Z/2dZ → Z/2Z associates to φ an underlying Z/2Z-valued spin structure which we denoteφ. A priori,φ is defined on the set S of isotopy classes of oriented curves on Σ g . It
is not quite a classical spin structure, but it follows from [Joh80b, Theorem 1A] that the function
does determine a classical spin structure. For consistency's sake, in the remainder of this paper we will exclusively use the term "spin structure" in the sense of Definition 3.1. The reader versed in classical spin structures should be aware that certain formulas appear different in this setting. For instance, a Dehn twist T c about some nonseparating curve c preserves a Z/2Z-valued spin structure φ if and only if φ(c) = 0, whereas a transvection T v about some nonzero v preserves a quadratic form q if and only if q(v) = 1. Likewise, if φ is a Z/2dZ-valued spin structure, the formula for the Arf invariant Arf(φ) of the underlying classical spin structure is given by
3.3. Stabilizers. For any surface S, there is an obvious (left) action of Mod(S) on the set of Z/δZ-valued spin structures: for f ∈ Mod(S) and c ∈ S, define (f · φ)(c) = φ(f −1 (c)). Similarly, if f : S → S is a diffeomorphism and φ is a spin structure on S , there is a pullback f
Definition 3.11 (Stabilizer subgroup). Let φ be a spin structure on a surface S. The stabilizer subgroup of φ, written Mod(S) [φ] , is defined as
We wish to understand the action of Mod(Σ g ) on the set of Z/δZ-valued spin structures. Following the discussion in Section 3.2, when δ is even, the Arf invariant shows there are at least two orbits of Mod(S) on the set of Z/δZ-valued spin structures, but it is not clear what happens for odd δ, nor whether there are further invariants leading to more orbits. The following pair of crucial results state that in effect, there are no "higher Arf invariants".
In the case of δ odd, we will need to consider surfaces with multiple boundary components. Before formulating the results, we define the notion of the signature of a winding number function.
Definition 3.12 (Signature of a winding number function). Let S be a surface equipped with a winding number function φ. Enumerate the boundary components as ∆ 1 , . . . , ∆ n , each one oriented so that S is to the left. The signature of S rel φ is defined as the n-tuple of values sig(S, φ) = (φ(∆ 1 ), . . . , φ(∆ n )). We will also speak of the signature of an individual ∆ k , defined as φ(∆ k ).
Proposition 3.13. Fix an odd integer δ. Let S be a surface, and let φ and ψ be Z/δZ-valued spin structures on S satisfying sig(φ) = sig(ψ). Suppose that either g(S) = 1 or else g = 1 and there is at least one boundary component with signature φ(c 1 ) = ψ(c 1 ) = k for some k such that k + 1 generates Z/δZ. Then there is a diffeomorphism f ∈ Mod(S) (preserving each boundary component ∆ k pointwise), such that f * (ψ) = φ.
Proof. The proof is by induction on the genus g(S). If g(S) = 0, then every curve c on S is separating, so that the homological coherence criterion implies that φ(c) and ψ(c) can be computed just from the signature. In this case, it follows that in fact φ = ψ.
, and define x = a/d, y = b/d; by construction, x, y are coprime. Define the curve α 1 = yα 0 − xβ 0 in the sense of Definition 3.3. By construction, φ(α 1 ) = 0.
Choose any curve γ 0 satisfying i(α 1 , γ 0 ) = 1. We claim there exists some separating curve c on S that is disjoint from γ 0 ∪ α 1 and such that φ(c) = k for k such that k + 1 generates Z/δZ: in the case g = 1 this is true by hypothesis, while for g ≥ 2, the curve c can be taken to be the neighborhood of some subsurface T ⊂ S with T ∼ = Σ 1 1 , oriented with T on the right of c. Such a c satisfies φ(c) = 1, and since δ is odd, the claim follows.
An appeal to the change-of-coordinates principle shows that there exists an arc ε 0 from the left side of γ 0 to the left side of c that is disjoint from α 1 . Via Lemma 3.6, the curve-arc sum γ 1 = γ 0 + ε0 c satisfies φ(γ 1 ) = φ(γ 0 ) + k + 1. Since the curve c is null-homologous, there is an equality [γ 1 ] = [γ 0 ]. In particular, a further appeal to the change-of-coordinates principle shows that there is another arc ε 1 from the left side of γ 1 to the left of c. This process can therefore be repeated indefinitely, giving rise to curves γ m satisfying φ(γ m ) = φ(γ 0 ) + m(k + 1). By hypothesis, k + 1 ∈ Z/δZ is a generator, so that φ(γ m ) = 0 for some m. Set β 1 = γ m for such a m. By construction, i(α 1 , β 1 ) = 1.
Likewise, construct curves α 1 , β 1 satisfying i(α 1 , β 1 ) = 1 and ψ(α 1 ) = ψ(β 1 ) = 0. Take tubular neighborhoods T 1 and T 1 of α 1 ∪ β 1 and α 1 ∪ β 1 , respectively. There is a diffeomorphism f 1 : T 1 → T 1 for which f 1 (α 1 ) = α 1 and f 1 (β 1 ) = β 1 . Define c 1 = ∂T 1 and c 1 = ∂T 1 . Then φ(c 1 ) = 1 when c 1 is oriented with T 1 on the right, and similarly for c 1 . The curve c 1 is therefore a boundary component of S \ T 1 with signature φ(c 1 ) = 1, and likewise for c 1 . This shows that the inductive hypothesis is satisfied, and so there exists a diffeomorphism f 2 : S \ T 1 → S \ T 1 taking c 1 to c 1 and fixing each remaining mutual boundary component, such that
The diffeomorphisms f 1 and f 2 can be chosen in such a way as to extend to a diffeomorphism f : S → S. Let B = {α 1 , β 1 , . . . , α g , β g } be a geometric symplectic basis for S, with α 1 , β 1 the same curves as above. Necessarily α k , β k are curves on S \T 1 for k ≥ 2. By construction, the spin structures φ and f * (ψ) take the same values on each element of B, and sig(S, φ) = sig(S, f * (ψ)).
It then follows from Proposition 3.10 that φ = f * (ψ) as claimed.
Corollary 3.14. Let δ be an odd integer. Let S ⊂ S be a subsurface of genus h ≥ 1, and suppose that if h = 1, then S includes some boundary component of signature k such that k + 1 generates Z/δZ. Then for all x ∈ Z/δZ, there exists some nonseparating curve c supported on S satisfying φ(c) = x. Moreover, for any 2h-tuple (i 1 , j i , . . . , i h , j h ) of elements of Z/δZ, there is some geometric symplectic basis B = {a 1 , b 1 , . . . , a h , b h } for S with φ(a ) = i and φ(b ) = j for all 1 ≤ ≤ h.
Proof. Certainly the first assertion follows from the second. Choose any geometric symplectic basis B = {a , b } on S . There is some spin structure ψ on S for which ψ(a ) = i and ψ(b ) = j . By Proposition 3.13, there is a diffeomorphism f of S such that f * (ψ) = φ. Then
has the required properties.
For the case of δ even, there are exactly two orbits of Z/δZ-valued spin structures. Let S be a surface of genus g ≥ 1, and let B = {α 1 , β 1 , . . . , α g , β g } be a geometric symplectic basis. Relative to B, define φ even and φ odd as the Z/δZ-valued spin structure such that φ even (γ) = φ odd (γ) = 0 for all γ ∈ B \ {β g }, and where φ even (β g ) and φ odd (β g ) are either 0 or 1, determined by the condition that Arf(φ even ) = 0 and Arf(φ odd ) = 1.
In spite of the evident dependence on B, the definition of φ odd and φ even is well-defined up to the action of Mod(S). If φ and φ are even or odd in the sense above and defined relative to B, B respectively, then the change-of-coordinates principle implies that there is a diffeomorphism
Proposition 3.15. Fix an even integer δ. Let S be a surface of genus g ≥ 2 with at most one boundary component. Let ψ be a Z/δZ-valued spin structure on S. Then for exactly one of φ = φ odd or φ = φ even , there is a geometric symplectic basis B such that ψ = φ.
Proof. The argument makes use of the techniques of Proposition 3.13. Let B = {α 1 , β 1 , . . . , α g , β g } be a geometric symplectic basis, and let S i denote the genus-1 subsurface determined by α i , β i ; define D i as the boundary curve of S i . Using the methods of Proposition 3.13, each pair α i , β i can be replaced by new curves α i , β i supported on S i and satisfying i(α i , β i ) = 1, such that ψ(α i ) = 0. Denote the corresponding geometric symplectic basis by B . For an arc ε connecting β 1 to D 2 and disjoint from all other D i , the curve-arc sum
By repeatedly performing this curve-arc sum using an arc ε disjoint from B \ {β 2 } (as in Proposition 3.13), β 2 can be replaced with a curve β 2 such that ψ(β 2 ) = 0 or 1. By performing an analogous operation on all β i , one obtains a geometric symplectic basis B = {α 1 , β 1 , . . . , α g , β g } such that ψ(α i ) = 0 and ψ(β i ) = 0 or 1. It remains to further alter each β i so that all but possibly β g satisfy ψ(β i ) = 0. For i = 1, . . . , g − 1, let γ i be a collection of disjoint curves such that β 1 , γ 1 , . . . , β g−1 , γ g−1 , β g forms a chain of length 2g −1, and such that each γ i is disjoint from all α j . Then necessarily α i , γ i , α i+1 forms a pair of pants, and so ψ(
Proceed in this way, taking each β i for i ≤ g − 1 to some β i with ψ(β i ) = 0. At the end, the geometric symplectic basis B = {α 1 , β 1 , . . . , α g , β g } will satisfy ψ(γ) = 0 for all γ ∈ B except possibly γ = β g . By repeating the curve-arc summing procedure, β g can be altered to satisfy ψ(β g ) = 0 or 1 as required. Define B to be this geometric symplectic basis. In this basis, ψ = φ even or φ odd as required.
Moreover, it is clear that ψ is equivalent to exactly one of φ even or φ odd . The Arf invariant of ψ is independent of the choice of geometric symplectic basis, and the Arf invariants of φ even and φ odd are distinct.
There is an analogous version of Corollary 3.14 for δ even; the proof is essentially identical.
Corollary 3.16. Let δ be an even integer. Let S ⊂ S be a subsurface of genus h ≥ 2. Then for all x ∈ Z/δZ, there exists some nonseparating curve c supported on S satisfying φ(c) = x. For a given 2h-tuple (i 1 , j i , . . . , i h , j h ) of elements of Z/δZ, there is some geometric symplectic basis B = {a 1 , b 1 , . . . , a h , b h } for S with φ(a ) = i and φ(b ) = j if and only if the parity of the spin structure defined by these conditions agrees with the parity of φ.
In particular, for any 2h
Elements of Mod(S)[φ]
. Let φ be a Z/δZ-valued spin structure on a surface S. In this subsection, we discuss some fundamental examples of elements in Mod(S) [φ] .
Dehn twist powers and admissible twists. Recall the twist-linearity formula of Definition 3.1.1:
for c, d simple closed curves on S. This formula immediately implies the following. Bounding multitwists. Let P ∼ = Σ 0,3 be a pair of pants with boundary curves α, β, γ. Suppose that φ(α) = a, φ(β) = b, and that φ(γ) = c, with all curves oriented so that P lies to the left. By the homological coherence property, a + b + c = −1.
Definition 3.19. Let P be as above. A bounding multitwist associated to P , denoted T P (x, y, z), is given by
for any choice of integers x, y, z such that
By the above, T P (δ, δ, δ) is a bounding multitwist for any P , but for special values of a, b, c, there are much simpler examples.
Lemma 3.20. Let P be as above, and suppose that b = −a, so that c = −1. Then T P (1,
Remark 3.21. Of course, if T P (1, −1, b) is a fundamental multitwist, then so is T P (1, −1, b+kδ) for any k ∈ Z. An important special case is when φ(α) = φ(β) = 0. Then
β is a fundamental multitwist. 
The subgroup Π(S , ∆) contains all fundamental multitwists for pairs of pants P ⊂ S of the form P = a ∪ b ∪ ∆.
Proof. Following the discussion of Section 2.2, there exists a "geometric" generating set for π 1 (U T S , ∆) of the following form:
Here α i is some simple closed curve on S based at ∆, andα i denotes the Johnson lift to π 1 (U T S ). As before, ζ denotes the loop around the fiber. As an element of Mod(S ), eachα i is of the form T α i,L T α i,R , where α i,L denotes the curve on S lying to the left of α i and α i,R lies to the right. It follows that P i = α i,L ∪ α i,R ∪ ∆ forms a pair of pants on S . Following Lemma 3.20, the fundamental multitwist
. Embedding π 1 (U T S ) into Mod(S ), the generating set of (5) can be replaced by the following generating set for Π(S , ∆):
. Under the projection Π(S , ∆) → π 1 (S ), the set {T Pi } maps onto a generating set for π 1 (S ). It follows that Π(S , ∆) surjects onto π 1 (S ). As T For the purposes of this paper, we will most often be concerned with subsurface push subgroups for a special class of subsurfaces. Let b ⊂ Σ g be a nonseparating closed curve satisfying φ(b) = −1. The boundary component ∆ of Σ g \ {b} corresponding to the left side of b satisfies φ(∆) = −1, and to ease notation, we write Π(Σ g \ {b}) to refer to this subsurface push subgroup.
δ odd: generating Mod(Σ g )[φ] by Dehn twists
Let φ be a Z/δZ-valued spin structure on a closed surface Σ g . Throughout this section we assume that δ | (2g − 2) (so that, following Remark 3.8, Σ g admits a Z/δZ-valued spin structure) and that δ is odd. Recall from Definition 3.18 that the group of admissible twists is defined via
. The main result of this section is that for δ odd, this containment is an equality.
Proposition 4.1. For δ an odd integer, for any g ≥ 3 there is an equality
Before beginning with the proof, we will first establish some properties of the group T φ which will be used throughout this section and the next.
Lemma 4.2.
( with I g and K g .
Step 1: The symplectic quotient. The first step is to understand the image of T φ and Mod(Σ g )[φ] in the symplectic group Sp(2g, Z). Step 2: The Johnson kernel. The second piece of the analysis concerns the relationship between Mod(Σ g )[φ] and the Johnson kernel K g .
Lemma 4.4. Let φ be a Z/δZ-valued spin structure with δ odd. Then T φ contains the Johnson kernel K g . It follows that also
Proof. According to Theorem 2.8, K g has a generating set consisting of the set of all T c for c a separating curve. Each such c divides Σ g into two subsurfaces S, S , and without loss of generality, the genus g(S) > 1. Via Corollary 3.14, there exists a chain a 1 , . . . , a 2g(S) of curves on S such that φ(a i ) = 0 for all i. By hypothesis, T ai ∈ T φ for all i. By the chain relation, it follows that T c ∈ T φ as required.
Step 3: Mod(Σ g )[φ] and the Johnson homomorphism. The next result we will need concerns the image of Mod(Σ g )[φ] under the Johnson homomorphism. In order to formulate the result, it is necessary to first study a certain further quotient of I g .
Lemma 4.5. There is a Sp(2g, Z)-equivariant surjection
given by the "contraction"
C(x ∧ y ∧ z) = x, y z + y, z x + z, x y (mod g − 1).
Proof. This is a routine calculation. The surjectivity assertion will follow easily once C is seen to be well-defined. To see this, observe that H Z embeds as a submodule of
where x 1 , y 1 , . . . , x g , y g is a symplectic basis of H Z . To show the claim, it suffices to see that under the contractionC : ∧ 3 H Z → H Z defined by the formula of (6), the submodule H Z has
EvidentlyC defines a map of Sp(2g, Z)-modules. It therefore suffices to check that
Proof. This will follow from a study of the representatioñ
As δ | (2g − 2), there is a short exact sequence
Here, ζ is the class of the S 1 fiber of p : U T Σ g → Σ g . There is no canonical splitting of this sequence, but a geometric homology basis B for H 1 (Σ g ; Z) gives rise to a splitting H 1 (U T Σ g ; Z/δZ) ∼ = H 1 (Σ g ; Z/δZ) ⊕ Z/δZ ζ by the Johnson lift. Relative to this splitting,Ψ admits a matrix representation:
We claim that for f ∈ Mod(Σ g )[φ], the matrixΨ(f ) has the following form:
Here, Ψ : Mod(Σ g ) → Sp(2g, Z/δZ) is the (mod-δ) symplectic representation. Indeed, the upper-left 2g×2g block records the action of f on H 1 (Σ g ; Z/δZ) ≤ H 1 (U T Σ g ; Z/δZ), which is definitionally given by Ψ. Moreover, f (ζ) = ζ for any f ∈ Mod(Σ g ), so that the last column has the required form.
Let the entries indicated by * in (7) be denoted θ(f ). As a row vector, θ(f ) can be identified with an element of Hom(H 1 (Σ g ; Z/δZ), Z/δZ) ∼ = H 1 (Σ g ; Z/δZ). The function θ : Mod(Σ g ) → H 1 (Σ g ; Z/δZ) determines a crossed homomorphism, where Mod(Σ g ) acts on H 1 (Σ g ; Z/δZ) by (the dual of) Ψ. Having established some basic properties ofΨ, we return now to the study of spin structures. Ψ dualizes to give a representatioñ
which on the level of matrices is given by the transpose. The spin structure φ corresponds to an element φ ∈ H 1 (U T Σ g ; Z/δZ). Recall that the matrix form ofΨ is not canonical, but depends on a choice of geometric homology basis B. If one chooses B = {x 1 , . . . , x 2g } so that φ(x i ) = 0 for all i, then φ corresponds to the row vector (0, . . . , 0, 1). In this case, it is clear that f ∈ Mod(Σ g ) preserves φ if and only if θ(f ) = 0. To summarize, we have found an identification
In [Mor89, Proposition 5.1], Morita gives an explicit isomorphism
It is straightforward to check that θ corresponds to 1 ∈ Z/δZ under this isomorphism. On the other hand, Morita's extension of the Johnson homomorphism (Theorem 2.7.1) determines a
Choose an arbitrary lift ofk as a crossed
Any such lift has the property that the restriction ofk to I g coincides with the Johnson homomorphism τ . Per Theorem 2.7.2,k can be contracted to give a crossed homomorphism k : Mod(Σ g ) → H Z/(2g−2)Z , and the corresponding cohomology class generates H 1 (Mod(Σ g ); H Z/(2g−2)Z ) ∼ = Z/(2g − 2)Z. As δ | (2g − 2), this in turn determines a generator
The above shows that θ = k as elements of H 1 (Mod(Σ g ); H Z/δZ ), possibly after applying some automorphism of Z/δZ. It follows that θ = k when pulled back to H 1 (I g ; H Z/δZ ). Here, the coefficient system is untwisted, and so there is an equality θ | Ig = k | Ig in Hom(I g , H Z/δZ ). On the one hand, ker(θ
On the other hand, we have already remarked thatk | Ig = τ , and so also k | Ig = C • τ . The result follows.
Step 4: T φ and the Johnson homomorphism. In the previous step, we showed that there is a containment
The final result we will need is a converse to this.
Lemma 4.7. For δ odd, there is a surjection
In fact, Proposition 4.1 follows immediately once Lemma 4.7 has been established. Combining Lemma 4.7, Lemma 4.6 and Lemma 4.4 shows that
Proposition 4.1 then follows by applying Lemma 4.3.
Proof. (of Lemma 4.7)
We must show that T φ ∩ I g surjects onto K := ker(C) under τ . The first step will be to determine a generating set for K, and then we will exhibit each generator within τ (T φ ∩ I g ).
Let
be a short exact sequence of abelian groups. Such a sequence can be used to determine a generating set for A. Let b 1 , . . . , b m be a set of generators for B, and let b 1 , . . . , b m be the corresponding images in C; these form a generating set for C. Consider a presentation C = b 1 , . . . , b m | r 1 , . . . , r n for C in this generating set. Then it is easy to see that {r 1 , . . . ,r n } generates A, wherer i is any lift of r i to B.
We apply this to the short exact sequence
Let B = {x 1 , y 1 , . . . , x g , y g } be a symplectic basis for H Z . Then ∧ 3 H Z is generated by elements of the form z 1 ∧ z 2 ∧ z 3 with each z i ∈ B distinct, hence also ∧ 3 H Z /H Z is generated by their images. To determine the relations r i , we must understand C(z 1 ∧ z 2 ∧ z 3 ) for the various possibilities for {z 1 , z 2 , z 3 }. There are two orbits of generators under the action of Sp(2g, Z). The first orbit consists of elements of the form z ∧ x i ∧ y i (necessarily with z = x i , y i ), and the second orbit consists of elements of the form z i ∧ z j ∧ z k with each z i ∈ {x i , y i } and i = j = k.
The image of z
while C(z i ∧ z j ∧ z k ) = 0 on elements of the second type. The elements z are selected from the symplectic basis B, and so there are no relations among elements z ∧ x i ∧ y i and w ∧ x j ∧ y j for z = w. It follows that there are three types of relations in a presentation for H Z/δZ :
These lift to give three types of generators for K:
Having determined a generating set for K, it remains to exhibit each such generator in the form τ (f ) for f ∈ T φ ∩ I g . These will be handled on a case-by-case basis. We start with (G1). c ) = −z ∧ x j ∧ y j . Therefore, it is necessary to show T a T b T −2 c ∈ T φ . By hypothesis, T c ∈ T φ . By Proposition 3.13, there exists a chain a 1 , . . . , a 5 of curves on S for which φ(a i ) = 0. By the chain relation, T a T b ∈ T φ , and the result follows. It remains to exhibit generators of type (G3). Any such generator is equivalent under the action of Sp(2g, Z) to y 1 ∧ y 2 ∧ y 3 , so we treat only this case (the other generators can be obtained by conjugation, applying Lemma 4.3). Figure 4 shows the two 3-chains C 1 = (c 1 , c 2 , c 3 ) and C 2 = (c 1 , c 2 , c 1 + ε d). Observe that d is a boundary component for both C 1 and C 2 ; let e 1 , e 2 denote the other boundary component of C 1 , C 2 , respectively. Applying the change-ofcoordinates principle and Lemma 4.2.2, we are free to choose the homology classes and φ-values of these curves, independently from one another (subject only to homological constraints). These are summarized in the table below (a value of * indicates that any value can be used).
Curve:
c 1 c 2 c 3 c 1 b d c 1 + ε d Homology class: x 1 y 1 y 2 − x 1 x 1 − y 3 y 3 y 2 y 2 + y 3 − x 1 φ-value: 0 * 0 * * −2 * Via Lemma 2.6, one computes from this that
e1 T e2 ) = y 3 ∧ y 1 ∧ y 2 . From the table, one determines that φ(e 1 ) = φ(e 2 ) = 0, and so the result follows.
As remarked above, Proposition 4.1 now follows.
5. δ even: T φ has finite index in Mod(Σ g ) We continue to assume that δ | (2g − 2), but now we take δ = 2d to be even. For δ even, we cannot give a complete characterization of T φ as in Proposition 4.1, but we will show that T φ has finite index in Mod(Σ g ). The minimal genus for which the ensuing arguments apply has a rather intricate dependence on δ, encapsulated in the definition below. 
Proof. (of Proposition 5.2)
Step 1: The symplectic quotient. The case of δ even is no more difficult than for δ odd. Let q be a Z/2Z-valued spin structure. An anisotropic transvection is a transvection
The following theorem is surely well-known to experts but we were unable to find a reference.
Theorem 5.3 (Folklore). Let q be a Z/2Z-valued spin structure on Σ g for g ≥ 3, and let Sp(2g, Z)[q] denote the subgroup of Sp(2g, Z) that fixes q. Then Sp(2g, Z)[q] is generated by the collection of anisotropic transvections is generated by the collection of "square transvections" T 2 w , where w ranges over all primitive w ∈ H 1 (Σ g ; Z). If q(w) = 0 then T w ∈ Sp(2g, Z)[q] and so there is nothing to show. Assume now that q(w) = 1. It is easy to produce (e.g. by the change-of-coordinates principle on Σ g ) vectors v 1 , v 2 , v 3 ∈ H 1 (Σ g ; Z) with the following properties:
The chain relation in Mod(Σ g ) descends to show the relation
Since the left-hand side is a product of anisotopic transvections, it follows that for w arbitrary, T Step 2: The Johnson kernel. The mechanism of proof for Lemma 4.4 was the chain relation: if S ⊂ Σ g has one boundary component, we exploited Corollary 3.14 to produce a maximal chain {a i } of curves on S with φ(a i ) = 0, and then used the chain relation to express T ∂S in terms of the admissible twists {T ai }. Now suppose φ is a Z/δZ-valued spin structure for δ even, and let q = φ (mod 2) denote the mod-2 reduction. For any subsurface S ⊂ Σ g with one boundary component, q restricts to give a Z/2Z-valued spin structure q | S on S. The Arf invariant of q | S , written here as ε(S), provides an obstruction to the existence of a maximal chain {a i } of admissible curves on S, since such a chain determines the value ε(S) solely as a function of g(S). Suppose c ⊂ Σ g is a separating curve that divides Σ g into disjoint surfaces S, S . Such a c is called easy if at least one of S, S supports a maximal chain of admissible curves, and is hard otherwise. By the chain relation, if c is easy, then T c ∈ T φ .
Lemma 5.5. Let S ⊂ Σ be a subsurface with single boundary component c. Assume the genus g(S) ≥ 2. Then there is a maximal chain of admissible curves on S if and only if one of the following conditions hold:
• g(S) ≡ 1 or 2 (mod 4) and ε(S) = 1, • g(S) ≡ 3 or 0 (mod 4) and ε(S) = 0.
Proof. Suppose S supports a maximal chain a 1 , . . . , a 2g(S) of admissible curves. Since the chain determines a basis for H 1 (S; Z), the conditions φ(a i ) = 0 completely determine φ. One can easily compute ε(S) from this and see that the above conditions are necessary. Sufficiency follows from Corollary 3.16.
Lemma 5.6. Let φ be a Z/2dZ-valued spin structure on Σ g . Assume that g satisfies the hypotheses of Proposition 5.2. Then T φ contains the Johnson kernel K g .
Proof. There are two cases to the argument, depending on the parity of d. Proof. If c is oriented so that S lies to the right, then φ(c) = −(1 − 2d) ≡ −1 (mod 2d). By Corollary 3.16, there exists a 3-chain of admissible curves x, y, z on Σ g \ S such that c ∪ x ∪ z forms a pair of pants. Let S denote the connected surface of genus d + 1 containing S and x ∪ y ∪ z. If B is a basis for H 1 (S; Z), then B ∪ {x, y} forms a basis for H 1 (S ; Z). From this, it follows that ε(S ) = ε(S) + 1. If c is easy, then there is nothing to show. Lemma 5.5 shows that, since d = g(S) is odd and since ε(S ) = ε(S) + 1, if c is hard, then c := ∂S must be easy, and so T c ∈ T φ . Applying the chain relation to x, y, z shows that T c T c ∈ T φ ; this implies that also T c ∈ T φ .
To obtain separating twists of arbitrary genus, we combine Lemma 5.7 with theD relation. Suppose c is a separating curve on Σ g . Since g = kd + 1 with k ≥ 2, at least one side of c must be a subsurface S of genus g(S) ≥ d + 1. By Corollary 3.16, there exists an n ≥ 0 and a configuration a 1 , a 1 , c 1 Proof. Orient c so that S lies to the left. Then
By Corollary 3.16, there exists a chain a 1 , . . . , a 7 of admissible curves on S such that c ∪ a 1 ∪ a 3 ∪ a 5 ∪ a 7 bounds a subsurface of S homeomorphic to Σ 0,5 . Let S denote the subsurface of S homeomorphic to Σ g(S)−3,1 determined by the complement of the chain a 1 , . . . , a 7 . As in Lemma 5.7, one computes ε(S ) in terms of ε(S), and finds that ε(S ) = ε(S). On the other hand, g(S ) ≡ g(S) + 1 (mod 4). Referring to Lemma 5.5 (which applies here because our assumptions ensure that g(S) ≥ 5), if c is hard, then c := ∂S must be easy. The arguments given at the conclusion of Lemma 5.7 now apply to give the result.
Lemma 5.9. Let S ⊂ Σ be a subsurface of genus g(S) ≥ 9 with a single boundary component c, such that g(S) ≡ d + 4 (mod 2d). If φ is a Z/2dZ-valued spin structure with d even, then
Proof. This is proved along similar lines to Lemma 5.8. By Corollary 3.16, there exists a chain a 1 , . . . , a 15 of admissible curves on S such that c ∪ a 1 ∪ a 3 ∪ · · · ∪ a 15 bounds a subsurface of S homeomorphic to Σ 0,9 . Let S denote the subsurface of S homeomorphic to Σ g(S)−7,1 determined by the complement of the chain a 1 , . . . , a 15 . The rest of the argument proceeds as in Lemma 5.8: one shows that if c is hard, necessarily c := ∂S must be easy, and the result follows as before by the chain relation.
According to Theorem 2.8, in order to show that K g ≤ T φ , it suffices to exhibit all separating twists of genus 1 and 2. To do this, we again appeal to theD relation. Suppose c is a separating curve on Σ g with g(c) ≤ 2. In the case g = kd + 1 with d ≥ 6 and k ≥ 2, one side of c is a surface S of genus g(S) ≥ 2d − 1 ≥ 11. In the case d = 4, we assume g = 4k + 1 with k ≥ 5, so that one side of c is a surface S of genus g(S) ≥ 19. Lastly, in the case d = 2, we assume g = 2k + 1 with k ≥ 6, so that one side of c is a surface S of genus g(S) ≥ 11.
In all three of these cases, Corollary 3.16 implies that there exists an n ≥ 4 and a configuration a 1 , a 1 , c 1 , . . . , c 2n−1 of admissible curves in the configuration of theD relation, with D n = c and D 4 bounding a subsurface of genus g(S) ≡ d + 4 (mod 2d) disjoint from S, such that the hypotheses of Lemmas 5.8 and 5.9 hold.
By theD relation, T
2n−1 D0
T c and T 3 D0 T D2 and T 7 D0 T D4 are all elements of T φ . By Lemma 5.8, T D2 ∈ T φ as well, hence T 3 D0 ∈ T φ . Likewise, Lemma 5.9 shows that T D4 ∈ T φ , hence T 7 D0 ∈ T φ . Combining these last two results shows that T D0 ∈ T φ , and ultimately that T c ∈ T φ as required.
This concludes the proof of Lemma 5.6.
Step 3: The Johnson homomorphism.
Lemma 5.10. For g ≥ 5, the image τ (T φ ∩ I g ) under the Johnson homomorphism is a finite-index subgroup of ∧ 3 H Z /H Z .
Proof. As remarked in Lemma 2.6.1, the homomorphism τ :
The strategy for the proof of Lemma 5.10 is to first exhibit a single nonzero element of τ (T φ ∩ I g ), and then to exploit this equivariance. As usual, define q := φ (mod 2). There exists a symplectic basis {x 1 , y 1 , . . . , x g , y g } for H 1 (Σ g ; Z) such that q(x i ) = 0 for 1 ≤ i ≤ g and q(y j ) = 0 for 1 ≤ j ≤ g − 1; with such a basis, ε(q) depends only on g and on q(y g ). By Corollary 3.16, there exists a 3-chain of admissible curves a 1 , a 2 , a 3 such that
Denote Lemma 5.11. Set v := x 1 ∧ y 1 ∧ x 4 . Let V ≤ ∧ 3 H Z denote the submodule generated by the set
Proof. As remarked in Lemma 4.7, ∧ 3 H Z is generated by elements of the form z i ∧ z j ∧ z k with each z i ∈ {x 1 , . . . , y g }. To begin with, we will exhibit generators for the submodule of ∧ 3 H Z spanned by generators z i ∧ z j ∧ z k for which each z i ∈ {x 1 , . . . , y g−1 }. The restriction of Sp(2g; Z)[q] to this submodule is independent of the parity of q.
with all other generators fixed. Applying S i,j for i, j = 4 to v shows that V contains all generators of the form x i ∧ y i ∧ x 4 . Applying S i,4 to x j ∧ y j ∧ x 4 for i = j shows that V contains all generators of the form x j ∧ y j ∧ x i for j = 4; then applying S j,4 to x j ∧ y j ∧ x i shows that V contains all elements of the form
with all other generators fixed. Applying R i to x j ∧ y j ∧ x i shows that also V contains all elements of the form x j ∧ y j ∧ y i . It remains to exhibit generators of the form z i ∧ z j ∧ z k with z i ∈ {x i , y i } and i, j, k < g all distinct. Consider the transvection
hence also x 1 ∧ x 2 ∧ x 4 ∈ V . Now by repeated applications of the elements S i,j and R i , one can produce all remaining generators.
In the case q(y g ) = 0, the elements S i,g and R g are contained in Sp(2g, Z)[q], and so the above argument extends to complete this case. It remains to consider the case where q(y g ) = 1. In this case, q(y g−1 + y g ) = 0. Applying T yg−1+yg to the elements x 1 ∧ x 2 ∧ x g−1 and x 1 ∧ y 1 ∧ x g−1 shows that x 1 ∧ x 2 ∧ y g and x 1 ∧ y 1 ∧ x g are elements of V . Applying S i,j and R i for i, j ≤ g − 1 produces all elements of the form z i ∧ z j ∧ y g with z i ∈ {x i , y i } (i, j ≤ g − 1). Then applying T xg to these elements shows that also z i ∧ z j ∧ x g ∈ V .
One computes that q(x 1 + x g − y g ) = 0. Applying T
−1
x1+xg−yg to y 1 ∧ y 2 ∧ y g gives
one sees that w = −y 2 ∧ x g ∧ y g + w , with w expressed entirely in terms of generators already known to be elements of V . Applying S i,j and R i as usual shows that all the remaining generators z i ∧ x g ∧ y g are elements of V .
As remarked above, this concludes the proof of Lemma 5.10.
Concluding the proof of Proposition 5.2. From Lemma 5.4, there is a short exact sequence
By Lemma 5.10, the image of T φ ∩ I g in ∧ 3 H Z /H Z has finite index, so that it remains only to examine T φ ∩ K g . But K g ≤ T φ by Lemma 5.6.
Connectivity of some complexes
This section is devoted to establishing the connectivity of the simplicial complexes C sep,2 (Σ g ) and C 1 φ (Σ g ) to be defined below. The first of these will be an important ingredient in the proof of Proposition 7.1, and the second will feature in the proof of Theorem A. The mechanism by which these will be seen to be connected is the so-called Putman trick. The version given below is slightly less general than the full theorem as stated in [Put08] , but will suffice for our purposes.
Theorem 6.1 (The Putman trick). Let X be a simplicial graph, and let G act on X by simplicial automorphisms. Suppose that the action of G on the set of vertices X (0) is transitive. Fix some base vertex v ∈ X (0) . Let Σ = Σ −1 be a symmetric set of generators for G, and suppose that for each s ∈ Σ, there is a path in X connecting v to s · v. Then X is connected.
Definition 6.2. C sep,2 (Σ g ) is the simplicial graph where vertices correspond to (isotopy classes of) separating curves c bounding a subsurface homeomorphic to Σ 2,1 , and where c and d are adjacent in C sep,2 (Σ g ) whenever c and d are disjoint in Σ g . c d Figure 5 . The configuration of curves needed for Lemma 6.3.
Proof. This is a straightforward consequence of Theorem 6.1. With reference to Figure 5 and the Humphries generating set of Figure 1 , observe that only the generator T ± c2 does not fix the base vertex c. In this case, the genus 2 subsurface determined by d is disjoint from both c and T ± c2 (c), and so there is a path Proof. The first step is to establish the connectivity of C φ (Σ g ). Let a, b be vertices. Choose subsurfaces S a , S b containing a, b respectively, each homeomorphic to Σ 2,1 . By Lemma 6.3, there is a path S a0 , . . . , S an in C sep,2 (Σ g ) with a ⊂ S a0 and b ⊂ S an , with each S ai disjoint from S ai+1 . By Corollary 3.14 or 3.16 as appropriate, on each S ai there exists some admissible curve a i . By construction, a = a 0 , a 1 , . . . , a n = b is a path in C φ (Σ g ) connecting a to b.
The connectivity of C 1 φ (Σ g ) now follows readily. Given a path a = a 0 , . . . , a n = b in C φ (Σ g ), Corollary 3.14 or 3.16 implies that for each i, there exists some admissible curve c i such that i(a i , c i ) = i(a i+1 , c i ) = 1. The path a 0 , c 0 , a 1 , c 1 , . . . , c n−1 , a n connects a to b in C 1 φ (Σ g ).
Subsurface push subgroups and T φ
This is the first of two sections dedicated to proving Theorem B. Here, we formulate and prove an intermediate result; in the following section, we show that this implies Theorem B.
Proposition 7.1. Let φ be a Z/δZ-valued spin structure on a closed surface Σ g for g ≥ 5 and any integer δ. Let a 0 , a 1 , b be a 3-chain of curves with φ(a 0 ) = φ(a 1 ) = 0 and φ(b) = −1. Let H ≤ Mod(Σ g ) be a subgroup containing T a0 , T a1 and the spin subsurface push group Π(Σ g \ {b}). Then H contains T φ .
Proof. We begin with a key lemma. Before formulating it, it will be convenient to introduce some terminology. For a subgroup H ≤ Mod(Σ g ), we say that a simple closed curve a is an H-curve if T a ∈ H. We also say that curves a, b are H-equivalent if there exists some f ∈ H with f (a) = b. If a, b are H-equivalent and Π(Σ g \{a}) ≤ H, then also Π(Σ g \{b}) = f Π(Σ g \{a})f 
In the first case, the chain relation implies that ∈ Π(Σ g \ {b }) ≤ H. As T a0 ∈ H by hypothesis, this shows that T a ∈ H as desired.
(3): Given b , Corollary 3.14 or 3.16 implies the existence of a curve a satisfying φ(a ) = 0 that is disjoint from a 0 ∪ a 1 ∪ b and for which i(a , b ) = 1. By the change-of-coordinates principle and Corollary 3.14 or 3.16, there exists a curve b , satsifying φ(b ) = −1, with the following intersection properties:
By (1), b and b are H-equivalent. By (2), a is an H-curve, so that by (1) again, b and b are H-equivalent, showing the result.
Proposition 7.1 now follows quickly from Lemma 7.2. Let a be any nonseparating curve satisfying φ(a) = 0. There is some genus 2 subsurface S ∼ = Σ 2,1 containing a, and there is also some genus 2 subsurface S ∼ = Σ 2,1 that contains the curves a 0 , a 1 , b. By Lemma 6.3, there is a path S 0 = S − S 1 − · · · − S n = S of genus 2 subsurfaces, with S i ∩ S i+1 = ∅.
If a 2i ⊂ S i satisfies φ(a 2i ) = 0, we claim that there exist curves a 2i+1 and b i on S i such that a 2i , a 2i+1 , b i forms a chain, and φ(a 2i+1 ) = 0, φ(b i ) = −1. This follows from Corollary 3.14 or Corollary 3.16 as appropriate. We assume for the sake of induction that a 2i , a 2i+1 are H-curves and that Π(Σ g \ {b i }) ≤ H. Then by Lemma 7.2, also a 2i+1 , a 2i+2 are H-curves, and Π(Σ g \ {b i+1 }) ≤ H. The base case i = 0 holds by hypothesis, taking b 0 = b. The claim now follows by induction, taking a 2n = a.
Networks
In this section we deduce Theorem B from Proposition 7.1. The key notion is that of a network of curves.
Definition 8.1. Let S = Σ n g,b be a surface, viewed as a compact surface with marked points. A network on S is any collection N = {a 1 , . . . , a n } of simple closed curves on S, disjoint from any marked points, such that i(a i , a j ) ≤ 1 for all pairs of curves a i , a j ∈ N . A network is said to be connected if the configuration Let S ∼ = Σ 1 g,1 be a surface with marked point p. Let N be a connected filling network on S and let ε be an arc connecting p to N . Let T ⊂ N ∪ ε be any spanning tree of N ∪ ε, viewed as a CW complex in the obvious way. Relative to T , each curve a ∈ N determines a based loop, and hence an element P (a) ∈ π 1 (N ∪ ε, p). Furthermore, π 1 (N ∪ ε, p) is generated by the finite collection of such elements as a ranges over all elements of N . The following lemma is a consequence of basic facts of surface topology.
Lemma 8.2. The map π 1 (N ∪ ε, p) → π 1 (S, p) is a surjection, and so π 1 (S, p) is also generated by the collection of loops P (a) for a ∈ N . π 1 (S, p) is a normal subgroup of Mod(S): if α ∈ π 1 (S, p) is a based loop and f ∈ Mod(S) is arbitrary, then conjugation by f takes α to the based loop f (α). In the context of the "network presentation" of π 1 (S, p) arising from the surjection π 1 (N ∪ ε, p) → π 1 (S, p), this means that π 1 (S, p) has a very simple normal generating set.
Lemma 8.3. Let N ∪ ε ⊂ S be as above. Suppose ε connects p to the curve a 1 ∈ N . Let H ≤ Mod(S) be a subgroup containing T a for each a ∈ N . If H also contains P (a 1 ) ∈ π 1 (S, p), then H contains the entire point-pushing subgroup π 1 (S, p).
Proof. As remarked before Lemma 8.2, π 1 (N ∪ ε, p) is generated by the collection of elements P (a) for a ∈ N . We will proceed by induction. Define subnetworks
as follows: N k consists of all those curves a at a distance of at most k from the base vertex a 1 ∈ Γ(N ). We suppose that π 1 (N k ∪ ε, p) ≤ H; the base case k = 0 holds by hypothesis.
Let a ∈ N k+1 \ N k be arbitrary. Let a ∈ N k be adjacent to a. By the braid relation,
and hence P (a) = (T a T a )P (a )(T a T a ) −1 ∈ H. This completes the inductive step.
We are now ready to prove Theorem B.
Proof. (of Theorem B):
Define
By hypothesis (1), H ≤ T φ . We establish the opposite containment T φ ≤ H. The remaining assertions in the statement of Theorem B follow by an appeal to Proposition 4.1 or Proposition 5.2 as appropriate. This will be accomplished by a reduction to the hypotheses of Proposition 7.1. To do this, it is necessary to exhibit Π(Σ g \ {b}) ≤ H, and to find suitable curves corresponding to a 0 , a 1 in the statement of Proposition 7.1. Consider the curves {a 1 , . . . , a 2δ+4 } ⊂ N corresponding to S in theD relation, as posited by hypothesis (2). Without loss of generality, assume that a 1 , a 2 , a 3 ∈ N correspond to the curves a 1 , c 1 , a 1 of S , so that b ⊂ Σ g is one of the boundary components of the chain a 1 , a 2 , a 3 . Let a be the curve with i(a, b) = 1 posited by hypothesis (3). Then a must deposit a single arc connecting distinct boundary components on the pair of pants determined by a 1 , a 3 , b, since a ∈ N and so i(a, a 1 ) ≤ 1 and i(a, a 3 ) ≤ 1. Without loss of generality, assume i(a, a 1 ) = 1 and i(a, a 3 ) = 0. Then the 3-chain a 1 , a, b on Σ g corresponds to the 3-chain a 0 , a 1 , b of Proposition 7.1. By assumption, T a , T a1 ∈ H, so it remains only to exhibit Π(Σ g \ {b}) ≤ H.
By hypothesis (4), the restriction N determines a connected filling network on Σ g \ {b}. The same is therefore true on the surface Σ g \ {b} obtained by filling in the boundary component corresponding to the left side of b (where b is oriented so that a 1 , a 3 lie to the left). We treat Σ g \ {b} as a surface Σ 1 g−1,1 , with the marked point p corresponding to the filled-in left side of b. We will show that Π(Σ g \ {b}) ≤ H by appealing to Lemma 3.22. We must therefore exhibit T δ b ∈ H, and show that the image of the map T a , a ∈ N → Mod(Σ g \ {b})
contains the point-pushing subgroup π 1 (Σ g \ {b}, p). Applying theD relation, we obtain T δ b ∈ H. To exhibit π 1 (Σ g \ {b}, p), we will appeal to Lemma 8.3. The element T a1 T −1 a3 corresponds to an element P (a 1 ) ∈ π 1 (Σ g \ {b}, p). By Lemma 8.3, it follows that the entire point-pushing subgroup π 1 (Σ g \ {b}, p) is mapped onto by T a , a ∈ N ≤ H.
Linear systems in toric surfaces
The purpose of this section is to give a minimal account of the work of Crétois-Lang in [CL17a] . We do not attempt to give a detailed summary of the theory of toric surfaces; the interested reader is referred to [CL17a] and the references therein.
Consider the integer lattice Z 2 ⊂ R 2 . A lattice polygon ∆ is the convex hull of a finite collection {v 1 , . . . , v n } of n ≥ 3 elements v i ∈ Z 2 , not all collinear. Given a polygon ∆ which contains at least one lattice point in the interior int(∆), the adjoint polygon ∆ a is defined to be the convex hull of int(∆) ∩ Z 2 .
The following proposition is a concise summary of the correspondence between line bundles and polygons on toric surfaces. For details, see [CL17a, Section 3] . In item (1), a unimodular transformation of R 2 is an affine map A :
Proposition 9.1. Let X be a smooth toric surface.
(1) Associated to any nef line bundle L on X is a convex lattice polygon ∆ L , well-defined up to unimodular transformations. 
The following proposition indicates the connection between the divisibility properties of L ⊗ K X as an element of Pic(X) (or after Proposition 9.1.2, the divisibility of (∆ L ) a ), and the presence of invariant higher spin structures. It is a folklore theorem; see [Sal16, Theorem 1.1] and [CL17a, Proposition 2.7] for written accounts.
Proposition 9.2. Let L be an ample line bundle on a smooth toric surface X. For any δ such that the adjoint line bundle L ⊗ K X admits a δ th root in Pic(X), there exists a (unique) Z/δZ-valued spin structure φ preserved by the monodromy µ L :
Proposition 9.1 suggests that it might be profitable to "model" a smooth C ∈ |L| on the lattice polygon ∆ L . The first indication of the utility of the inflation procedure is provided by the following theorem of Crétois-Lang. For an inflation C ∆ , define an A-curve to be any simple closed curve on C ∆ that corresponds to the circle of radius 1/4 centered at an interior lattice point of ∆.
Theorem 9.4 ([CL17a], Theorem 3). Let L be an ample line bundle on a smooth toric surface X. There is a homeomorphism f : C 0 → C ∆ L identifying a smooth C 0 ∈ |L| with C ∆ L , such that every A-curve a ⊂ C ∆ L is a vanishing cycle, and
Crétois-Lang also determine a second family of elements of Γ L arising from the combinatorics of ∆. A primitive integer segment is a line segment σ ⊂ R 2 whose endpoints lie on Z 2 and whose interior is disjoint from Z 2 . A primitive integer segment determines a line in R 2 in the obvious way. When a lattice polygon ∆ is fixed, it will be understood that a primitive integer segment connects lattice points v, w ∈ ∆ ∩ Z 2 , and such that v and w do not lie along the same edge of ∆. Under the inflation procedure, a primitive integer segment corresponds to a simple closed curve. For a primitive integer segment σ, we write T σ for the corresponding Dehn twist. Suppose that ∆ is a lattice polygon, let d ≥ 1 be an integer. We say that ∆ is divisible by d if the dilate 1 d ∆ is again a lattice polygon. If ∆ is divisible by d, then after translating ∆ so that one vertex lies in the sublattice dZ 2 , the remaining vertices do also. We write
relative to any such embedding. The following is a combination of Propositions 7.13 and 7.16 of [CL17a] .
Theorem 9.5 (Crétois-Lang). Let L be an ample line bundle on a smooth toric surface X. Suppose that the adjoint polygon (∆ L ) a is divisible by d. Suppose that σ is a primitive integer segment such that the line it generates intersects (∆ L ) a (d). Then, with respect to the identification f : C 0 → C ∆ L of Theorem 9.4, we have that σ is a vanishing cycle and T σ ∈ Γ L .
Taken together, Theorems 9.4 and 9.5 produce a large family of Dehn twists in Γ L . In the next section, we will see that they provide sufficiently many elements to satisfy the hypotheses of Theorem B, which will lead to a proof of Theorem A.
Proof of Theorem A
Fix a toric surface X and an ample line bundle L. This determines the polygons ∆ L and (∆ L ) a , as well as the monodromy group Γ L . For convenience, we will drop reference to L from the notation, and speak of ∆, ∆ a , Γ, etc. We also shorten notation for the inflation curve C ∆ L , and refer simply to C instead.
By hypothesis, δ is the highest root of the line bundle L ⊗ K X . Proposition 9.1.2 implies that ∆ a is δ-divisible. Our first objective is to find a network N satisfying the hypotheses of Theorem B. This will show all but the last assertion of Theorem A. Once this has been accomplished, we will see that the answer to Question 1.2 readily follows.
We first address the genus assumptions of Theorem B. Recalling that ∆ a is assumed to be δ-divisible, a calculation using Pick's formula implies that for δ > 1,
This shows that g ≥ 5 for all δ > 1 and that g ≥ δ + 1 for δ = 2d even. For δ = 2d = 4, this gives g ≥ 15, and for δ = 2d = 8 this gives g ≥ 45. In all cases, the hypotheses of Theorem B hold.
Recall that according to Theorem 9.4, each integer point v ∈ ∆ a ∩ Z 2 determines a vanishing cycle in Γ; we introduce the notation A(v) to refer to the curve associated to v. When we have a specific identification of ∆ with a lattice polygon, we will use the notation A(x, y) to refer to the A-curve at the integer point (x, y). Similarly, given a primitive integer segment σ, we let B(σ) denote the associated simple closed curve on C. When ∆ is identified with a lattice polygon, we write B((x, y), (z, w)) for the B-curve associated to the primitive integer segment connecting (x, y) and (z, w). We refer to these as A-curves and B-curves, respectively. To define the network N , it will be useful to introduce some terminology. Let σ be a primitive integer segment, and let L(σ) be the line determined by σ. For an integer point v, we say that σ points towards v if v ∈ L(σ). We also introduce the notion of a κ-standard embedding. Let κ be a vertex of ∆ a . A κ-standard embedding is an embedding of ∆ into R 2 such that κ corresponds to (0, 0) and such that the edges of ∆ a incident to κ lie along the x and y axes. Any embedding ∆ ⊂ R 2 can be made κ-standard by applying a suitable unimodular transformation. Following Proposition 9.1.1, we are free to apply unimodular transformations as needed. Let κ be a vertex of ∆ a . Let N be the network consisting of the following curves:
(1) All A-curves.
(2) The curve B(σ), where σ is defined as follows. Let κ be a vertex of ∆ a adjacent to κ. Let e be the edge of ∆ a containing κ and not containing κ, and let w ∈ ∂∆ a be the integer point lying on e that is connected to κ by a primitive integer segment σ. (3) The curve B(τ ) defined as follows. Under a κ-standard embedding of ∆, necessarily (0, −1) ∈ ∂∆. Since ∆ a is assumed to be d-divisible, the edge of ∆ a lying along the x-axis extends at least as far as (d, 0). We take τ to be the primitive integer segment identified with B((d, 0), (0, −1)) in this embedding of ∆. (4) All B-curves associated to primitive integer segments pointing towards κ, but such that the associated line does not pass through the interior of the segments σ or τ .
We first claim that N is a network. Indeed, all A-curves are mutually disjoint. The set of primitive integer segments under consideration meet only at integer points in ∆ a , and hence the associated B-curves are also mutually disjoint. Suppose σ has endpoints v, w. Then i(A(v), B(σ)) = i(A(w), B(σ)) = 1, and i(A(u), B(σ)) = 0 for any other integer point u. Thus N is a network.
Indeed, N is a connected network. It suffices to show that every c ∈ N is connected to A(κ). If v is some other integer point, there is a line segment L connecting v to κ. This decomposes as a union of primitive integer segments σ i based at the integer points v j lying on L. Each such segment determines a B-curve in N , and it is clear that there is a path from A(v) to A(κ) alternating between B(σ i ) and A(v j ). The argument for a B-curve is similarly straightforward.
We claim that N is filling. This will follow from the next Lemma.
Lemma 10.1. Let S denote the union of all primitive integer segments associated to B-curves in N . Then Proof. Embed ∆ into R 2 and consider S as a planar graph contained in ∆. Basic properties of convexity imply that for any integer point v ∈ Z 2 ∩ ∆ a , the line connecting v and κ does not intersect either of B(σ) or B(τ ). Hence this line determines a union of primitive integer segments in N , and upon the removal of these segments over all v, there is an equality ∆ \ (S ∪ (Z 2 ∩ ∆ a )) = ∆ \ S.
To prove (1), it therefore suffices to show that H 1 (∆ \ S; Z) = 0. There is a map of pairs f : (∆, ∂∆) → (S 2 , * ), where * ∈ S 2 is an arbitrary basepoint. f induces a homeomorphism f : ∆ \ ∂∆ → S 2 \ { * }.
Since the segment B(τ ) (among many others) intersects ∂∆, it follows that f induces a homotopy equivalence
and hence there is an isomorphism f * :H 1 (∆ \ S; Z) →H 1 (S 2 \ f (S); Z).
By Alexander duality,H 1 (S 2 \ f (S); Z) ∼ =H 0 (f (S); Z) = 0, the latter holding because S is connected by construction. This proves (1).
For (2), consider the subconfiguration S ⊂ S consisting of all primitive integer segments lying along a line connecting κ to an integer point v ∈ ∂∆. This provides a subdivision of ∆ into convex sets, each of which has a vertex at v. Convexity then implies that each component D i of ∆ \ S intersects ∂∆ in at most one component. The subdivision of ∆ induced by S is a refinement of that induced by S . Since all segments in S that intersect ∂∆ are elements of S , there is an equality ∂∆ \ (S ∩ ∂∆) = ∂∆ \ (S ∩ ∂∆).
Thus each component of ∂∆ \ (S ∩ ∂∆) corresponds to a distinct component of ∆ \ S, and (2) follows.
Under the inflation procedure, Lemma 10.1 implies that each component of C \ N is also simply connected. Since each such component has at least one boundary component by construction, it follows that each component is in fact a disk, as desired.
It remains to verify the properties (1) − (4) of Theorem B. By Theorem 9.4, for an A-curve A(v), the associated Dehn twist T A(v) ∈ Γ. By Theorem 9.5, any curve B(ξ) ∈ N arising from a primitive integer segment ξ also satisfies T B(ξ) ∈ Γ. It follows from the definitions that any curve c in any connected network is necessarily non-separating. For a nonseparating curve c ⊂ C, the Dehn twist T c ∈ Γ only if the associated spin structure (viewed as a Z/dZ-valued winding number function) satisfies φ(c) = 0. Hence (1) holds.
For (2), we take a κ-standard embedding of ∆. It is now easy to find a collection of curves S determining theD configuration of genus d + 1. We take a 1 = B((0, 0), (0, −1)) and a 1 = B((0, 0), (0, 1)). Since ∆ a is assumed to be d-divisible, the edge of ∆ a lying along the x-axis extends at least as far as (d, 0). For 1 ≤ k ≤ d + 1, we can therefore take c 2k−1 to be A(0, k − 1), and for 1 ≤ k ≤ d, we take c 2k to be B((0, k − 1), (0, k)). We take a d+1 = B(τ ) = B((d, 0), (0, −1)). The segments connecting (0, −1), (0, 0), (1, 0), . . . , (d, 0), (0, −1) separate ∆ into two components, hence under the inflation procedure, the associated B-curves separate C. From the construction it is clear that the curves bound a subsurface of genus 0 with d + 2 boundary components, as required for theD relation in genus d + 1.
For (3), we observe that from the construction, the D 0 curve in theD relation corresponds to b := B((−1, 1), (0, 1)) on ∆. One sees that A(0, 1) intersects this curve, and is an element of N as needed.
For (4), we begin by identifying all the elements of N intersecting B((−1, 1), (0, 1)). Apart from A(0, 1), the only other such curves are of the form B((0, 0), (−1, n)) for n ≥ 2. But B((0, 0), (−1, n)) is isotopic to B((0, 0), (−1, 0)), so these curves are superfluous anyways. Define In order to address Question 1.2, it is necessary to better understand the relationship between admissible twists and vanishing cycles. A first remark is that any vanishing cycle is necessarily an admissible curve, so it remains only to show the converse. We observe that if α is a loop in M(L) based at C 0 that determines a vanishing cycle, then any conjugate βαβ −1 also determines a vanishing cycle. To complete the argument, it therefore suffices to establish the following claim.
Lemma 10.2. Let a be any admissible curve on C 0 . Then T a is conjugate in Γ to some twist T c for c a vanishing cycle.
Proof. An admissible curve a determines a vertex in the graph C 1 φ (C 0 ) of Section 6. Theorems 9.4 and 9.5 together imply that Γ has a generating set consisting entirely of vanishing cycles. Thus the set of vertices in C 1 φ (C 0 ) corresponding to vanishing cycles is nonempty. We claim that if a ∈ C 1 φ (C 0 ) is adjacent to some vanishing cycle c, then a is also a vanishing cycle. Indeed, the condition that a and c are adjacent in C 1 φ (C 0 ) is equivalent to i(a, c) = 1, and hence by the braid relation, T a T c T a = T c T a T c , or equivalently,
As T c , T a ∈ Γ by the first part of Theorem A, the above observation implies that T a is a vanishing cycle. The claim now follows from the connectivity of C 1 φ (C 0 ) established in Lemma 6.5.
