Abstract. In matrix computations, such as in factoring matrices, Hermitian and, preferably, positive definite elements are occasionally required. Related problems can often be cast as that of existence of respective elements in a matrix subspace. For two dimensional matrix subspaces, first results in this regard are due to Finsler. To assess positive definiteness in larger dimensional cases, the task converts in a natural way into problems in computational geometry. This involves approximating the image of a map with polytopes and half-spaces. Three algorithms are suggested to this end.
1. Introduction. Appearing in diverse applications, positive definiteness is a central notion for square matrices and operators; see, e.g., [16] and [6] . For related computational matters, see [13, Chapter 4.2] . For matrix subspaces, the concept of positive definiteness is a far more delicate issue. Matrix subspaces with Hermitian and, preferably, positive definite elements arise in factoring problems and in large scale numerical linear algebra of preconditioning [18, 9] . 1 In both cases, the existence of these elements reflects fundamental aspects of operators. The challenge with matrix subspaces lies, not least computationally, in the fact that the subset of positive definite matrices can be a tiny, needle-like set. This paper is concerned with making this computational geometrically more quantitative. Ways to locate positive definite elements are devised.
Focusing on two dimensional matrix subspaces, first results regarding the existence of positive definite elements are due to Finsler [12] . The three dimensional case is related with the investigations of Binding [7] . Quantitatively, for inclusion regions, we employ strictly positive maps of the simplest possible type. Denote by V a matrix subspace of C n×n over R whose elements are Hermitian. In terms of an orthonormal basis V 1 , . . . , V k of V, this leads us to consider the map x −→ (x * V 1 x, . . . , x * V k x) with ||x|| = 1 (1.1) whose image is seemingly the most tangible object to study positive definiteness of V. Traditionally, its convexity has been an object of interest; see [15] and references therein. It is noteworthy that the convexity of the image in a basis of V implies convexity in any of its basis. Thereby we are primarily dealing with a property of the matrix subspace V rather than that of the map (1.1).
We devise methods to approximate the image of (1.1) with a small number of half-spaces. 2 In this sense the problem becomes computational (not necessarily convex) geometric. In particular, V possessing positive definite elements is information involving just a single half-space. This interpretation leads to the notion of most positive definite element of V. To generate half-spaces and polytopes, we use the fact that the structure of maps of the form (1.1) is invariant under orthogonal transformations. This combined with eigenvalue computations for the boundary points of the convex hull of the image yields relatively sharp information on the location of the image. It is absolutely critical to resort to eigenvalue computations since there seems to be no way of generating uniformly random points of the image. (And, even if there was, already in the convex case it is a tough problem to approximate the image [14] .) It is a natural task to find the distance of the image of (1.1) from the origin, yielding an orthogonal invariant of V. In the convex case this correspond to locating a most positive definite element of V. We solve the relaxed problem of finding the distance of the convex hull of the image from the origin. The algorithm is based on generating polytopes to approximate the convex hull of the image, as seen from the origin. Computationally this means consecutive solving of eigenvalue problems and quadratic programs.
Although provably converging, the method can suffer from an unacceptable growth of the number of faces. One option to control the polytope complexity is to restart the algorithm. Or, to completely avoid this, we propose a method based on rotating a single half-space through the origin so as to have one containing the image of (1.1). This gives rise to (most likely) the simplest algorithm for locating positive definite elements of V, if any.
The third algorithm aims at approximating the dual cone of the image of (1.1) from above with cones containing it. 3 The dual cone is nonempty if and only if there are positive definite elements in V. This yields a way to quantitatively assess how needle-like the subset of positive definite elements is. For rapid approximation, at each step we suggest locating a median of the current cone approximation to cut it efficiently smaller. Sampling algorithms are used for this purpose.
The paper is organized as follows. In Section 2 fundamentals of Hermitian matrix subspaces are presented, including examples. In Section 3 geometric aspects of locating positive definite elements of a Hermitian matrix subspace are developed. Three algorithms to approximate the convex hull of the image of (1.1) are devised in Section 4. In Section 5 numerical experiments are presented to illustrate the performance of these algorithms. In Appendix A the case dim V = 2 and Finsler's result is covered. In Appendix B computation of the dual cone median is outlined.
2. Hermitian matrix subspaces and positive definiteness. Assume V is a matrix subspace of C n×n over C (or R). Regarding our interests, so-called nonsingular matrix subspaces are of central relevance [18, 9] . A matrix subspace is said to be nonsingular if it contains invertible elements. Among matrix subspaces, nonsingularity is a generic property [20] .
For additional properties, the set of Hermitian matrices H is of real dimension n 2 in C n×n . On Hermitian matrix subspaces the standard inner product
is used. Here the notion of Hermitian matrix subspace is defined in a natural way as follows.
Definition 2.1. A matrix subspace V of C n×n over R is Hermitian if all its elements are Hermitian.
The Hermitian elements of any matrix subspace V of C n×n over C (or R) can be readily recovered by computing the nullspace of the real linear map
from V to C n×n . We call this nullspace the Hermitian matrix subspace of V. Because of the following fact, Hermitian matrix subspaces are related with a number of classical notions. Proposition 2.2. A matrix subspace V of C n×n over C is closed under the Hermitian transposition if and only if its Hermitian matrix subspace spans V.
Proof. Since the converse claim is clear, suppose V is closed under the Hermitian transposition. For any basis of V, take the Hermitian and skew-Hermitian parts to have a spanning set for V. (The Hermitian and skew-Hermitian parts of a matrix A ∈ C n×n are defined as (A − A * ).) For an obvious example, recall that a C -algebra is closed under the Hermitian transposition. For its relaxation, an operator system is a matrix subspace over C which is closed under the Hermitian transposition and contains the identity matrix; see [6] and references therein.
Equivalence is a fundamental operation on matrix subspaces which also can be regarded as a relaxation. Matrix subspaces V and W are said to be equivalent if there exist invertible matrices X, Y ∈ C n×n such that W = XVY −1 . Hermitian structure is preserved in congruence, i.e., when Y −1 = X * . For a necessary and sufficient condition on a matrix subspace V over R to be equivalent to a Hermitian matrix subspace, suppose V 1 , . . . , V k is its basis. Consider the problem of finding out, whether the matrices XV 1 Y −1 , . . . , XV k Y −1 are Hermitian for some invertible matrices X and Y . To solve this, compute the intersection of the nullspaces of the real linear maps
on C n×n , for j = 1, . . . , k. If there exists an invertible element M in the intersection, then X and Y are determined by the condition Y −1 X − * = M. With k = 2 this arises in the generalized eigenvalue problem.
For a Hermitian matrix subspace, we are interested in its possible positive definite elements. Denote by P n the convex cone of positive definite matrices in C n×n . (See, e.g., [3, for the convexity of P n .) Of course, P n and its closure are of tremendous importance in convex optimization; see, e.g., [8] .
Definition 2.3. A Hermitian matrix subspace V is said to possess positive definite elements if V ∩ P n = ∅.
For a classical two dimensional example, consider the generalized eigenvalue problem. Then it is of central relevance to know if the respective matrix subspace possesses positive definite elements; see [23, Chapter 15.3] Whenever nonempty, V ∩ P n is an open subset of V by the fact that if V ∈ V ∩ P n , then V + E ∈ V ∩ P n for E ∈ V small enough in norm. 4 Hence the convex cone V ∩ P n is a submanifold of V of the same dimension. This is useful, although hardly completely satisfactory information.
Example 3. The set of diagonal Hermitian matrices in C 3×3 is isometrically isomorphic to R 3 in a natural way. The positive definite elements correspond to
Let V be a two dimensional subspace of R 3 (i.e., a plane through the origin) whose intersection with (2.5) is a sharp needle-like set. Certainly, the dimension does not reflect this fact in any way.
For the volume, on the tangent spaces of V ∩ P n we employ the standard inner product (2.1). Thereby V ∩ P n is regarded as a Riemannian submanifold of C n×n .
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Because the intersection can be a very small set, any purely random process to decide whether V possesses positive definite elements is highly unlikely to be successful. It is informative, for comparison, to bear in mind that the set of Hermitian matrices is of dimension n 2 in C n×n of which P n occupies just a 1 2 n portion. The question of existence of positive semidefinite elements and estimating their volume can be turned, at least in principle, into a problem in real algebraic geometry. For the minimum dimension of the underlying space, denote by L the set of lower triangular matrices with real diagonal entries, regarded as a subspace of C n×n over R of dimension n 2 .
Theorem 2.4. To the set of positive semidefinite elements of a Hermitian matrix subspace V ⊂ C n×n corresponds a real homogeneous variety of L ⊂ C n×n . Proof. By the Cholesky factorization, a Hermitian matrix H is positive definite if and only if H = LL * for a lower triangular matrix with a positive diagonal. Moreover, if L is lower triangular, it readily seen that LL * positive definite if and only if L has nonzero diagonal entries. Otherwise LL * is positive semidefinite. For the construction, with respect to the inner product (2.1), denote by P the orthogonal projector on H onto V. To characterize the positive semidefinite elements of V, define
4 For small n, to test whether V ∈ V ∩ Pn, it is advisable to attempt to compute a Cholesky factorization [13, p. 146] . 5 It is somewhat exceptional to use the inner product (2.1) with the manifold of positive definite matrices. For the usual Riemannian geometry of nonpositive curvature, see [6, Chapter 6] .
from L to H. This equals zero if and only if LL * , which is positive semidefinite, belongs to V. Let M 1 , . . . , M l be an orthonormal basis of the orthogonal complement of V in H. Then L is mapped to zero by (2.6) if and only if
Since on the left-hand side we have homogeneous polynomial maps of degree two in the entries of L separated into real and imaginary parts, to the positive semidefinite elements of V corresponds a homogeneous variety of L. There are n 2 − dim V equations. (For computational aspects of real algebraic geometry, see [4] .) As an extreme, the corresponding variety is the whole L if and only if V = H. Involving n 2 real variables, solving (2.7) does not appear very realistic unless n is small. On the positive side, though, the degrees of the polynomial equations are just two.
The subspace L does have the advantage that its elements mapped from the variety to the positive definite elements are immediately recovered.
Corollary 2.5. V ∩ P n = ∅ if and only if the variety contains only singular elements.
In the next section we consider computationally more accessible approaches to locate positive definite elements.
3. Locating positive definite elements geometrically. There are several necessary and sufficient conditions guaranteeing positive definiteness of a Hermitian matrix [16, Chapter 7] . For a Hermitian matrix subspace V, an analogous problem consists of locating positive definite elements, if any. (If V is not Hermitian, then start by computing its Hermitian matrix subspace.) As just described, with matrix subspaces the challenge lies in the fact that the subset of positive definite matrices can be needle-like.
To locate possible positive definite elements for k > 2, an approach can be based on polynomial inequalities. (For the classical case of k = 2, see Appendix A.) To this end, suppose V 1 , . . . , V k is a basis of a Hermitian matrix subspace V and set
with t j ∈ R for j = 1, . . . , k. A Hermitian matrix is positive definite if and only if all its leading principal minors are positive; see, e.g., [16, p. 404] . 6 This gives rise to n polynomial inequalities in the parameters t 1 , . . . , t k for determining V ∩ P n .
Clearly, even for moderate n, dealing with the determinants of large leading principal submatrices is computationally very unappealing. In particular, it is certainly not be the simplest way to inspect the structure of V ∩ P n .
Regions including V ∩ P n can be determined more economically with the help of strictly positive maps. For matrix analysis of positive maps, see [6, Chapter 2] and references therein. For a straightforward example, the linear map on C n×n to any leading principal submatrix is strictly positive.
With (3.1), in terms of a strictly positive linear map Φ, define
This is a homogeneous polynomial of degree l. Here it is natural to choose the basis V 1 , . . . , V k to be orthonormal, so that volumes in the parameter space (t 1 , . . . , t k ) ∈ R k are comparable with volumes in V. This is always assumed in what follows. To have regions including V ∩ P n , we are interested in those parameter values for which the function (3.2) is positive. For linear inequalities, inexpensive to generate, consider the strictly positive linear map Φ x (A) = x * Ax for any fixed x ∈ C n . This inserted into (3.2) gives rise to the open half-space in R k (through the origin) defined as
A finite number of them yields an unbounded convex polytope in the parameter space, as long as there are no contradicting inequalities. Conditions (3.3) should certainly be utilized in any random process of deciding whether a Hermitian matrix subspace possesses positive definite elements.
What is the best we can do with a small number of half-spaces? With an orthonormal basis
for x ∈ S n−1 = {x ∈ C n : ||x|| = 1}. Clearly, V is smooth. Without any loss of generality, we allow only orthonormal bases of V. Then we have orthogonal invariance in the sense that U V(x), where U ∈ R k×k is an orthogonal matrix, is of the same form as (3.4) but in another orthonormal basis of V. And conversely, to any orthonormal basis corresponds such a transformation U . Proof. Suppose there is a positive definite linear combination
where U ∈ R k×k is an orthogonal matrix having (t 1 , . . . , t k ) as its first row. This is just (3.4) in another orthonormal basis. By construction, its first component is strictly positive, so that the image is contained in an open half-space with the origin on its boundary.
For the converse, if the image is contained in an open half-space with the origin on its boundary, then (3.3) holds for some (t 1 , . . . , t k ) and for every nonzero x. Thereby the linear combination k j=1 t j V j is positive definite. This yields a way to define the most positive definite element as follows. Definition 3.3. Assume a Hermitian matrix subspace V possesses positive definite elements. A most positive definite element corresponds to a hyperplane through the origin which is the farthest away from the image of V.
By the fact that the image of V is connected, any hyperplane of the definition is outside the convex hull of the image. Hence, the notion is well-defined and independent on the orthonormal basis used.
In the case dim V = 2 we are dealing with the numerical range of a matrix. Admitting many extensions to larger dimensions, (3.4) is among them [17, pp. 85-87] , being perhaps the most natural one (except that no assumptions on orthonormality are made). Traditionally, its convexity has been an object of interest, leading to the respective notion for matrix subspaces. This is well-defined by the fact that the image of (3.4) being convex in a basis V 1 , . . . , V k of V is necessary and sufficient for being convex in any basis of V. This follows from composing M V(x) with any invertible matrix M ∈ R k×k and recovering the corresponding map (3.4).
For convexity results, the case dim V ≤ 3 can be regarded as well-understood [17, p. 86] . A related open problem (not considered here) is to identify cases in which V having convex numerical range is a generic property among Hermitian subspaces of particular dimension in C n×n . For k = 2 this is always so.
Proposition 3.5. Suppose a Hermitian matrix subspace V has convex numerical range. Then vanishing of (3.4) at a point is a necessary and sufficient condition on V not to possess positive definite elements.
To deal with any Hermitian matrix subspace V, set
i.e., the distance of the image of V from the origin. Whether or not V has convex numerical range, this is certainly a quantity of interest. (The Crawford number 7 for two, not necessarily orthonormal, Hermitian matrices is defined analogously.) In a way, v(V) yields an opposite of the numerical radius which would correspond to taking the maximum instead. Recall that the numerical radius of a matrix A ∈ C n×n is w(A) = max
where F (A) denotes the numerical range of A. 8 (For its computation, see [25] .) A minimizer yields a criterion for constructing a positive definite element, yielding an optimal solution in the following case. Theorem 3.6. Suppose a Hermitian matrix subspace V has convex numerical range. If a unit vector x ∈ C n satisfies v(V) = ||V(x)|| > 0, then
is the most positive definite element of V. Proof. Clearly, V(x) is a boundary point of the image of V. Take the half-space
Then, by the convexity assumption, V(x) + T does not intersect the image of V. This proves the claim.
In the next section an algorithm for computing the distance of the convex hull of the image of V from the origin is devised. Thus, v(V) is computable in case V has convex numerical range. Otherwise we obtain a lower bound which still suffices for locating a (not necessarily most) positive definite element; see Theorem 4.1.
Generating uniformly random points of the image of V seems quite hopeless by the fact that computing values of V at random points of S n−1 is certainly not a good idea. The boundary of the image is more accessible. This is due to the fact that for the convex hull of the image we can find support planes by computing extreme eigenvalues and corresponding eigenvectors of Hermitian matrices. Recall that a support plane of a closed set has at least one common point with the set such that the entire set lies in one of the two half-spaces determined by the plane.
Based on applying an orthogonal matrix to the image of V, we have the following algorithm.
Algorithm 1 Computing a boundary point of the image of V.
1: Choose a unit vector u = (u 1 , . . . , u k ) and set V = k j=1 u j V j . 2: Compute an extreme eigenvalue and respective unit eigenvector x of V .
Observe that the vector p is on that part of the boundary of the image of V which intersects the boundary of the convex hull of the image of V.
In the algorithm, there are two alternatives for the extreme; either the smallest or the largest eigenvalue of V . We denote by λ(u) the smallest. (Clearly, λ(u) > 0 if and only if V is positive definite.) In both cases,
yields a support plane of the image of V. See Figure 4 .1(a) for a graphical illustration in the two dimensional case. It is noteworthy that with the Hermitian Lanczos method, numerical computation of the extreme eigenvalues and corresponding eigenvectors is inexpensive for sparse matrix subspaces. 9 For the Hermitian Lanczos method, see [23] . These are readily programmed, e.g., in Matlab.
In challenging problems, when the unit vector u is randomly chosen in Algorithm 1, we expect V to be indefinite, i.e., the hyperplane
intersects the image of V. For a deterministic approach, the problem turns into the computational geometry of generating support planes and respective polytopes.
4. Computational geometry of the convex hull of the image of V. Denote by F the convex hull of the image of V. (Recall that we do not assume having F available.) The algorithms that follow are devised for finding out whether V ∩ P n = ∅.
Polytope approximations.
First we aim at approximating F as seen from the origin. To this end we use the fact that, by executing Algorithm 1, for any unit vector u ∈ R k we can compute λ(u) ∈ R and a boundary point p ∈ F such that
A graphical example is given in Figure 4 .1(a). For boundary points {p 1 , . . . , p j } generated so far, denote by C j their convex hull. This yields us a sequence of polytopes satisfying
To generate the next boundary point p j+1 , we suggest choosing u j+1 according to the following criterion.
Select u j+1 =ũ j+1 /||ũ j+1 || wherẽ
i.e., the point of the polytope C j closest to the origin.
This requires solving the convex quadratic optimization problem
The approach is arguable by the following facts. First, it yields, at the each step, the best approximation to min x∈F ||x|| so far. (Recall that F is not directly available.) Second, because of (4.2) we have
for every j. Third, if λ(u j+1 ) > 0, then we have a positive definite element of V available. On the other hand, if ||ũ j+1 || = 0, that is, 0 ∈ C j ⊂ F , the iteration can be terminated because no solution exists. Using this notation, we have the following theorem. Proof. By compactness and the fact that the sequence {ũ j } j≥1 is norm decreasing, the sequence has a limit pointũ. Since F is closed, any limit point belongs to F . To see that this limit point is unique, two such distinct limit points are equally far from the origin. The line connecting them is in F , by convexity of F . But then their midpoint is nearer to the origin. This contradicts the construction condition (4.3) and thereby the limit points are not distinct.
That the limit pointũ is the point of F nearest to the origin follows from the fact that thenũ must be a boundary point with the support plane having the normalũ. (If not, then (4.1) would yield a point nearer to the origin for the sequence.)
It is noteworthy that the method can be restarted in case C j grows to have too many faces for efficient computation, i.e., M gets too large. In the numerical examples in Section 5, the restarting is done after a full k-simplex has been constructed. The restarting points are chosen to be in the support plane that includes and is normal tõ u j+1 . In addition, the boundary point p j+1 is included. Becauseũ j+1 and p j+1 are in the restarting polytope, the monotonicity criterion (4.6) is always satisfied.
Regarding feasibility of these computations with the existing software, the convex hull of a k-dimensional point set can be computed using the QuickHull algorithm [2] whose implementation is available in Matlab as the convhulln function. The quadratic program (4.4) can be solved by executing the Matlab solver quadprog. Possible equality constraints, that define the affine span of the input point set, must be determined manually, because the QuickHull algorithm does not directly handle such degenerate cases.
4.2.
Method of hyperplane rotations. By Proposition 3.2, a single hyperplane suffices for recovering whether V ∩ P n = ∅. To devise (most likely) the least complicated algorithm for constructing such a hyperplane, we aim, trough rotations, at a support plane of F passing through the origin To this end, take a unit vector u ∈ R k and associate with it the hyperplane (3.8). If this hyperplane intersects the image of V, then execute Algorithm 1 to have a boundary point p satisfying (4.1). To rotate the hyperplane, choose a new unit vector u such that min u ||u −û|| with the constraint that the associated hyperplane through the origin also passes through p, i.e., takeû in the direction of u −
Repeat the process with the new hyperplane.
If V ∩P n = ∅ and the approximations converge, then a positive semidefinite matrix in V is obtained. Using this, a simple way to search for a positive definite element is to run the method twice for different starting vectors. Based on numerical experiments, if the algorithm converges to different unit vectors in R k , then their average is likely to yield a positive definite matrix.
Dual cone approximations. For any compact set
To locate positive definite elements of V, we have V ∩P n = ∅ ⇐⇒ F + = ∅. Expressed in this way, the problem of locating positive definite elements of V is tough if and only if the dual cone of F is needle-like. An example of a dual cone is shown in Figure  4.1(b) .
To estimate the toughness of recovering whether V ∩ P n = ∅, we use the fact that if C ⊂ F , then F + ⊂ C + holds. Then, starting with an initial approximation C + 1 to F + (generated, for example, using the polytope approximation), our aim is to repeatedly cut it so as to have
to better approximate F + . The cut is performed as follows. Executing Algorithm 1, for any u j+1 ∈ C + j we either have λ(u j+1 ) = p T j+1 u j+1 > 0. (If so, then a positive definite element is available.) Or, otherwise set
using the boundary point p j+1 just computed. As a result, now u j+1 / ∈ C + j+1 . Since we want to perform this cut aggressively, we set the following definition, where 
Take the convex combination of u j+1 and p j+1 which is orthogonal to u j+1 . Divide by its length to have v satisfying the condition (4.8) forĈ + j and u j+1 . Suppose q ∈ C + j and q ∈ C + j ∩ v + , i.e., then q T v < 0 . By the fact that p j+1 = αv − βu j+1 with nonnegative α, β ∈ R, we have q
also. Consequently, if we always manage to (approximately) selectũ j+1 to be a median ofĈ + j (such thatũ j+1 ∈Ĉ + j ) with respect to a Borel measure µ, thenũ i ∈ F + for some i ≤ j + 1 or
A method for approximately locating a median ofĈ + j is proposed in Appendix B. 5. Numerical experiments. The difficulty of finding an element of F + is proportional to its volume. This, in essence, is determined by the distance between the origin and F , and the size of F as seen from the origin. With respect to these parameters, we design easy and challenging experiments. This makes the construction of Hermitian matrix subspaces V ⊂ C n×n somewhat involved. In all the cases that follow, we have fixed n = 1000 while k = 5, 15 and 100.
Start with a Hermitian matrix subspaceṼ spanned by the matricesV j = 1 2 (A j + A * j ), where each A j ∈ C n×n , j = 1, . . . , k is a random band matrix with normally distributed complex elements and bandwidth 2j + 1. Band matrices are used because full random Hermitian matrices were observed to produce maps V whose range seemed to resemble the k-ball. This we regard as an unfounded bias. Moreover, these matrix subspaces typically cannot be expected to contain positive definite elements (based on numerical experiments). Therefore we translate the basis matrices.
Using these band matrices, for any b ≥ 0 we construct a Hermitian subspace V such that
where F is the convex hull of the image of V. To this end, take a Hermitian subspacẽ V with an orthonormal basisṼ 1 , . . . ,Ṽ k . Choose an arbitrary unit vector u ∈ R k and calculate a boundary point p corresponding to λ(u) = p T u for the convex hullF of the image of the respective mapṼ. Then form
and apply the Gram-Schmidt process to have orthonormal V 1 , . . . , V k . Then V = span{V 1 , . . . , V k } = span{V 1 , . . . , V k }, and (5.1) holds. The results of the numerical experiments are given in Table 5 .1. The columns of the table list the average number of iterations (or, equivalently, the number of computed eigenvalue problems) needed to solve the different problems with a particular method. The averages are over 100 runs for k < 100 and over 20 runs for k = 100. "Polytope" column displays the iteration counts for the polytope method, "Restarted polytope" for its restarted version and "Hyperplane rotation" for the hyperplane rotation method (the sum of iterations from two runs). In "Median" column the dual cone method is illustrated, using the approximations based on the dual cone medians as described in Section 4.3.
To sum up the computations, the iteration count for the hyperplane rotation method with k = 5 and b = 10 −1 d was highly varying. For some problems, several thousand iterations were required for convergence. In dimension k = 100, however, this was the best method for solving the challenging problems, always converging in two runs in circa 10-20 iterations. Compared with this, the efficiency of the restarted polytope method was low for challenging problems in high dimensions. The nonrestarted version was not computationally feasible in challenging high-dimensional problems because of the large number of faces required in the k-dimensional nonsimplex polytopes. For k ≤ 15, the dual cone median based method was efficient, solving all the test problems in a relatively low number of iterations. For k = 100 random sampling from the high dimensional dual cones became too difficult.
Appendix A: The case dim V = 2. The two dimensional case is instructive, classical and can be solved satisfactorily. For the two dimensional case, discussed in terms of matrix pairs, see [21] . See also [10] .
Denote by F (A) the numerical range of a matrix A ∈ C n×n .
Theorem 5.1. [12, 1] Assume the matrices V 1 and V 2 span a Hermitian matrix subspace V. Then 0 ∈ F (V 1 + iV 2 ) if and only if V does not possess positive definite 
Namely, this condition is clearly necessary for the existence of positive definite linear combinations. For sufficiency, the condition is equivalent to the origin not being in the numerical range of the matrix V = V 1 + iV 2 . This was observed in [1] . The numerical range satisfies F (e −iγ V ) = e −iγ F (V ) for any γ ∈ R. The Hermitian part of e −iγ V is cos(γ)V 1 + sin(γ)V 2 covering projectively all the possible real linear combinations of V 1 and V 2 when γ varies. By the properties of the numerical range, if 0 ∈ F (V 1 + iV 2 ), then there must exist γ ∈ R such that cos(γ)V 1 + sin(γ)V 2 is positive definite [17] .
The location of the numerical range determines the positive definite linear combinations completely as follows. (Recall that the numerical range is convex.) Corollary 5.2. Let θ 1 ≤ θ 2 be the angles of the smallest cone centred at the origin containing F (V 1 + iV 2 ) with θ 2 − θ 1 < π. Then, with γ = with β ∈ R. Observe thus that the structure of V ∩ P n is independent of n.
Appendix B: Approximating the dual cone median. Using the notation of Definition 4.2, assume a unique median u ∈ B = ∅ with respect to a Borel measure µ exists. To find this median, it suffices to find linearly independent vectors v 1 , . . . , v k−1 ∈ S k−1 R such that the condition (4.8) is satisfied. Namely, then u is in the one dimensional span{v 1 , . . . , v k−1 } ⊥ . The fact that computing integrals in large dimensions is not a trivial matter dominates the approach to construct the vectors v j . Take µ to be the uniform probability measure on S k−1 R . For the equality (4.8), the integrals can be approximated with a sample t 1 , . . . , t N ∈ B of points as
The simplest option for generating sample points is rejection sampling using random samples from S k−1 R . However, to have points of B becomes increasingly difficult when the size of B decreases. Therefore, in the numerical experiments, the sampling is done using Metropolis-Hastings random walks [22, Ch. 5] . Each time the dual cone is cut, the remaining points are used as starting points for random walks that are continued until the number of sample points is restored to N . We maintained a sample of N = 2000 dual cone points in our numerical experiments.
With a given sample t 1 , . . . , t N , consider the task of constructing v 1 , . . . , v k−1 . For an arbitrary 2-dimensional plane T , an approximation of a v ∈ T ∩ S k−1 R that satisfies (4.8) with respect to the above integral approximation can be found by finding a line (subspace), that most evenly splits the orthogonal projections of x 1 , . . . , x N to T into two parts, and rotating it by 90 degrees. Such a v always exists if the function f : S k−1 R → R, f (v) = µ(B ∩ v + ) is continuous. The approximate median u constructed using this sampling approximation (unlike an exact median) depends on how v 1 , . . . , v k−1 are selected. This causes variance which we reduce by averaging u over several runs with different random planes T .
