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Abstract
The aim of this thesis is to determine how far the
extensive one-variable theory of Toeplitz opera-
tors on the Hardy space remains valid in an ab-
stract higher dimensional setting. We consider a
general class of multivariable isometries and defi-
ne associated concrete and abstract Toeplitz ope-
rators. Particular attention is paid to a complete-
ly positive unital projection that maps bounded
operators onto abstract Toeplitz operators. We
give a rather concrete realization of this mapping
that allows for a wide range of interesting app-
lications. Notably, we derive a formula for the
unique ∗-homomorphism that maps a Toeplitz
operator to its associated generalized symbol and
provide an alternative representation of the set
of all abstract Toeplitz operators. We explore
Banach and C∗-algebras generated by specific
Toeplitz operators and give natural short exact
sequences that lead to new versions of classical
spectral inclusion theorems. Moreover, the essen-
tial commutant of the set of all analytic Toeplitz
operators will be characterized, thus extending
a well-known result of Davidson. As an appli-
cation, we obtain a new proof of a result due to
Johnson and Parrott on the essential commutant
of abelian von Neumann algebras in the finitely
generated case.

Zusammenfassung
In der vorliegenden Arbeit wollen wir uns mit der
Frage beschäftigen, inwieweit sich die facetten-
reiche Theorie der Toeplitzoperatoren auf dem
Hardyraum über dem Einheitskreis in ein ab-
straktes höherdimensionales Umfeld übertragen
lässt. Dazu betrachten wir eine allgemeine Klasse
von mehrdimensionalen Isometrien und definie-
ren assoziierte konkrete und abstrakte Toeplitz-
operatoren. Ein besonderes Augenmerk liegt auf
einer vollständig positiven unitalen Projektion
von den stetig linearen Operatoren auf die Men-
ge der abstrakten Toeplitzoperatoren. Die recht
anschauliche Darstellung dieser Abbildung er-
möglicht eine Vielzahl an Anwendungsbeispielen,
die diverse wohlbekannte Aspekte aus der klassi-
schen Theorie verallgemeinern. So gelingt es bei-
spielsweise, eine explizite Formel für den eindeu-
tigen ∗-Homomorphismus anzugeben, der einen
abstrakten Toeplitzoperator auf das zugehörige
verallgemeinerte Symbol abbildet. Diese erlaubt
es wiederum, eine alternative Charakterisierung
von abstrakten Toeplitzoperatoren als Kompres-
sionen spezifischer Operatoren herzuleiten. Fer-
ner untersuchen wir erzeugte Toeplitzalgebren
und geben in diesem Zusammenhang natürliche
exakte Sequenzen an, die es uns erlauben, Rück-
schlüsse über das spektrale Verhalten der asso-
ziierten Symbole zu ziehen. Das Hauptresultat
stellt jedoch eine Charakterisierung des wesent-
lichen Kommutanten der Menge der analytischen
Toeplitzoperatoren dar, die ein klassisches Er-
gebnis von Davidson verallgemeinert.
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Introduction
The study of Toeplitz operators, initiated in the early years of the past century by
Otto Toeplitz [47], has become one of the central tasks in operator theory, especially
since Brown and Halmos inaugurated a systematic approach in their seminal work [4].
The probably best known class of Toeplitz operators is given by compressions
Tϕ = PH2Mϕ|H2 : H2 → H2, f 7→ PH2(ϕf)
to the Hardy space H2 = H2(T) of multiplication operators on L2(T) with essentially
bounded symbol functions in L∞(T). A notable class of symbols is given by the algebra
H∞ of all bounded analytic functions, regarded as a subspace of L∞(T) by passing to
non-tangential boundary values. Multiplication by such functions leaves H2 invariant,
whence the product of two analytic Toeplitz operators is simply the Toeplitz operator
corresponding to the product of the symbol functions. Yet, it is clear that in general
the mapping ϕ 7→ Tϕ need not be multiplicative. Thus it is natural to explore Banach
or C∗-algebras that are generated by Toeplitz operators associated with a specific
class of symbols.
Given that the operators which commute with all Toeplitz operators are precisely the
scalars, Douglas [21] asked for a characterization of the essential commutant of the
full Toeplitz algebra. At that point, it was barely known that the latter set contains
all Toeplitz operators with continuous symbols ϕ ∈ C = C(T) (cf. [21, Proposition
7.22]). Greatly extending this result, Davidson [12] subsequently proved the following
theorem, which led to a complete answer to this question.
Theorem (Davidson)
An operator S on H2 commutes modulo compacts with all analytic Toeplitz operators
if and only if S = Tg +K, where g is in H∞ + C and K is compact.
Since the Hardy space H2 possesses a natural generalization to the unit sphere
Sn ⊂ Cn, namely the Hardy space H2(Sn) ⊂ L2(Sn), the question of an adequa-
te multivariable analogue of Davidson’s theorem arose. Unfortunately, it seemed that
the symbol classH∞+C was not large enough. In search for a convenient replacement,
Hartman’s compactness criterion [29], stating thatH∞+C is equal to the algebra A of
all functions ϕ ∈ L∞(T) for which the associated Hankel operatorHϕ = P(H2)⊥Mϕ|H2
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is compact, provided the key observation for the multivariable case. Indeed, Davie and
Jewell proved in [13] that H∞+C is strictly contained in A for n > 1, and the positive
answer, affirming that A is the suitable replacement, was finally given by Ding and
Sun [19] in the late 1990’s.
Theorem (Ding-Sun)
Let S ∈ B(H2(Sn)). Then S essentially commutes with all analytic Toeplitz operators
if and only if S = Tf+K, where f ∈ L∞(Sn) such that Hankel operator Hf is compact
and K ∈ K(H2(Sn)).
One of the central results of the present work is a version of Davidson’s theorem in a
significantly more general setting.
To this end, let us recall a well-known algebraic characterization of Toeplitz operators
on the Hardy space of the unit disk. In [4], Brown and Halmos discovered that Toeplitz
operators are precisely the solutions of the operator equation
T ∗zXTz = X,
where Tz ∈ B(H2) is the prototypical example of an isometry, namely the Toeplitz
operator associated with the identity function, known as the Hardy shift. It soon was
observed (cf. [13]) that a similar equation,
∑n
j=1 T
∗
zjXTzj = X, also characterizes the
Toeplitz operators on H2(Sn). In this context, we emphasize that the corresponding
commuting tuple Tz = (Tz1 , . . . , Tzn) ∈ B(H2(Sn))n of Toeplitz operators associated
with the coordinate functions belongs to a distinct class of multivariable isometries.
To be specific, the tuple Tz satisfies the condition
∑n
j=1 T
∗
zjTzj = 1 and hence is a
spherical isometry.
The Brown-Halmos criterion prompted the attempt to leave the setting of classical
Hardy spaces and thus opened the road for the study of abstract notions of Toeplitz
operators (see, for instance, Sz.-Nagy and Foiaş [46] or Murphy [35]). The defining
condition for a spherical isometry T ∈ B(H)n, that is, the relation ∑nj=1 T ∗j Tj = 1,
inspired Prunaru [39] in 2007 to introduce abstract Toeplitz operators associated with
a spherical isometry T ∈ B(H)n by means of the operator equation
n∑
j=1
T ∗j XTj = X.
Prunaru’s approach turned out to be profitable, as he could prove the existence of
natural short exact sequences for the C∗-algebras C∗(T (T )) generated by all abstract
Toeplitz operators and C∗(T ) generated by the components of T , thus generalizing
classic results of Douglas [22] and Davie-Jewell [13] for the full Toeplitz algebra and
by Coburn [6] and [7] for the algebra generated by Toeplitz operators with continuous
symbols, which coincides with C∗(Tz) in the Hardy space setting. A more detailed
explanation of Prunaru’s results can also be found in [26].
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Just as an isometry possesses an extension to a unitary, it has been observed by
Athavale in [3] that spherical isometries are subnormal tuples (cf. Definition 1.1.1) in
the sense that they always admit an extension to a tuple of normal operators. Actually,
Athavale could even characterize spherical isometries among subnormal tuples by
means of an additional spectral constraint.
Theorem (Athavale)
Let T = (T1, . . . , Tn) ∈ B(H)n a tuple of commuting operators on some Hilbert space
H. Then the following statements are equivalent:
(i) T is a spherical isometry.
(ii) T is subnormal and its normal spectrum σn(T ) is included in the topological
boundary ∂Bn of the unit ball.
Let us notice that this result closely relates spherical isometries to the ball algebra
A(Bn), for ∂Bn is not only the topological boundary of the unit ball, but also the
Shilov boundary of A(Bn). Moreover, we emphasize that the ball algebra is always
included in the restriction algebra RT (cf. Definition 1.1.3) of a spherical isometry
T ∈ B(H)n. By simply replacing the ball algebra with a suitable closed subalgebra
A ⊂ C(K) over a compact set K ⊂ Cn, Eschmeier introduced in [24] the following
very general notion of an isometric operator tuple.
Definition (Eschmeier)
Let K ⊂ Cn be a compact set and let A ⊂ C(K) be a closed subalgebra containing
the restrictions to K of all polynomials. A subnormal tuple T ∈ B(H)n is called an
A-isometry if it satisfies the following two conditions:
(i) The normal spectrum of T is included in the Shilov boundary ∂A of A.
(ii) The associated restriction algebra RT contains A|∂A .
At this point, we briefly mention that this class of multivariable isometries is rich
enough to cover, aside from spherical isometries, commuting tuples of isometries,
tuples of multiplication operators with the coordinate functions on generalized Hardy
spaces over bounded strictly pseudoconvex domains D ⊂ Cn as well as all commuting
tuples of normal operators.
In the aforementioned publication [24], Eschmeier established a first notable observa-
tion concerning A-isometries in the context of multivariable invariant subspace theory.
Under an auxiliary regularity condition on T (cf. Definitions 1.2.2 and 1.2.9) needed
to apply the results of Aleksandrov [2] on the existence of inner functions, he showed
that every A-isometry is reflexive. Towards a positive answer to the open problem of
whether every subnormal tuple is reflexive, this generalized the well-known results on
the reflexivity of isometries due to Deddens [14] and that of spherical isometries by
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Didas [15]. The purpose of this thesis is to further extend the theory of A-isometries
by considering associated Toeplitz operators.
Given an A-isometry T ∈ B(H)n, let us denote by U ∈ B(Hˆ)n its minimal normal
extension and by µ ∈ M+(∂A) a scalar spectral measure of U . We define concrete
T -Toeplitz operators as compressions Tϕ = PHΨU (ϕ)|H, where ΨU is the canonical
functional calculus of U and ϕ ∈ L∞(µ). In accordance with a corresponding charac-
terization of Toeplitz operators on the Hardy space H2(Sn) of the unit sphere due
to Guo and Wang [28], we define abstract T -Toeplitz operators X ∈ T (T ) as the
common solutions of the operator equations
T ∗θXTθ = X.
for all inner functions θ ∈ Iµ (cf. Definition 1.2.1). While it is easy to see (cf. Propo-
sition 1.3.5) that all concrete T -Toeplitz operators fit into this context, we mention
that in general, the class of all abstract T -Toeplitz operators is significantly larger.
For regular A-isometries T ∈ B(H)n, we introduce a Toeplitz projection, that is, a
completely positive unital projection ΦT : B(H) → B(H) onto the space T (T ) of
all abstract T -Toeplitz operators (cf. Propositions 2.1.1 and 2.2.1). The benefits that
come along with a rather concrete defining formula for this projection lead to a tan-
gible representation of a generalized symbol homomorphism and to a representation
of the abstract T -Toeplitz operators (cf. Corollary 2.1.5)
T (T ) = PH(U)′|H
as compressions of operators that commute with the components of the corresponding
minimal normal extension U ∈ B(Hˆ)n. Let us mention that, although Prunaru’s me-
thods are applicable in the setting of A-isometries, our fairly constructive approach
contrasts with the one initiated by Prunaru in [39]. Avoiding applications of Stine-
spring’s dilation theorem [44] and Dixmier’s famous result [20] on the amenability of
abelian semigroups, our approach opens the road to interesting new applications.
In this context, we study the full Toeplitz C∗-algebra C∗(T (T )) generated by all
abstract T -Toeplitz operators as well as the C∗-algebra C∗(T ) generated by the com-
ponents of the A-isometry T ∈ B(H)n, or equivalently, by all Toeplitz operators
with continuous symbols. Letting SC(T ) (cf. Definition 3.2.1) denote the abstract
semi-commutator ideal of C∗(T (T )), we prove the existence of a natural short exact
sequence for the full Toeplitz C∗-algebra.
Theorem
There is a short exact sequence of C∗-algebras
0 −→ SC(T ) ↪−→ C∗(T (T )) pi−→ (U)′ −→ 0.
such that pi(PHX|H) = X for every generalized symbol X ∈ (U)′.
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A slight improvement of this result can be achieved in the setting of continuous
symbols, where we prove the equality of the corresponding commutator and semi-
commutator ideals CC(T ) and SCC(T ).
Theorem
There is a short exact sequence of C∗-algebras
0 −→ CC(T ) = SCC(T ) ↪−→ C∗(T ) piC−→ C(∂A) −→ 0.
such that piC(Tf ) = f for every f ∈ C(∂A).
Adapting the C∗-algebraic techniques initiated by Sundberg in [45], we leave the
setting of A-isometries and consider general subnormal tuples T ∈ B(H)n. Exploring
the C∗-algebras generated by Toeplitz operators with specific symbols, we relate the
existence of natural short exact sequences to the spectral behaviour of the Toeplitz
operators with the given symbol class. In particular, we deduce that concrete Toeplitz
operators associated with regular A-isometries satisfy the spectral inclusion theorem, a
result that is due to Hartman-Wintner [30] and Davie-Jewell [13] for Toeplitz operators
on the Hardy spaces of the unit circle and the unit sphere, respectively.
Our major application of the Toeplitz projection is an extension of the above mentio-
ned result of Davidson on the essential commutant of analytic Toeplitz operators to
the setting of A-isometries. For an essentially normal regular A-isometry T ∈ B(H)n
and an operator S ∈ B(H) that essentially commutes with all analytic T -Toeplitz
operators (cf. Section 1.3), we show that the range of the induced mapping
F = FS,Y : L
∞(µ)→ B(H), f 7→ TfS − PH(ΨU (f)YS)|H,
where YS ∈ (U)′ is the (unique) generalized symbol of the T -Toeplitz operator ΦT (S),
is contained in the ideal of compact operators. Thus, following ideas that go back to
Davidson [12], we obtain the following theorem.
Theorem
Let T ∈ B(H)n be an essentially normal regular A-isometry and let S be an operator
that essentially commutes with all analytic T -Toeplitz operators. Then there exist an
abstract T -Toeplitz operator X ∈ T (T ) and a compact operator K ∈ K(H) such that
S = X +K.
As an immediate consequence, this gives a complete characterization of the essential
commutant of analytic Toeplitz operators in our abstract setting (cf. Corollary 4.2.9).
Moreover, if we impose an additional condition on the von Neumann algebra genera-
ted by the minimal normal extension of T , we obtain a direct analogue of Davidson’s
theorem (cf. Corollary 4.2.8). Let us note that the above theorem improves a corre-
sponding result obtained by the present author in a joint paper [18] with Didas and
Eschmeier under the additional condition that T possesses no joint eigenvalues. As
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further Corollaries, we give a new proof of a result due to Johnson and Parrott [32] on
the essential commutant of abelian von Neumann algebras in the finitely generated
case and we show that the Toeplitz projection ΦT of a regular A-isometry T ∈ B(H)n
with empty point spectrum annihilates all compact operators.
We conclude this introduction with a brief outline of this paper.
The first chapter contains preliminaries. Having provided fundamental results for
general subnormal tuples, we introduce the notion of an A-isometry in Section 1.1.
Section 1.2 contains an overview of some basic measure theoretic results that will
be needed throughout the paper. In particular, we focus on Aleksandrov’s abstract
approach to the inner function problem in several variables and define the notion of a
regular A-isometry. In Section 1.3 we use the canonical functional calculus to define
concrete Toeplitz operators and introduce abstract Toeplitz operators by means of
an operator equation of Brown-Halmos type. Concluding Chapter 1, we collect some
elementary facts on essentially normal A-isometries.
The principal objective of the second chapter is the introduction of a Toeplitz pro-
jection associated with regular A-isometries. In Section 2.1 we give a fairly concrete
defining formula that allows us to construct a generalized symbol homomorphism on
the C∗-algebra generated by all abstract T -Toeplitz operators. The definition of the
Toeplitz projection follows in Section 2.2, along with a first application that genera-
lizes a result due to Xia [48] on Toeplitz-determining sets of inner functions.
Chapter 3 is dedicated to the analysis of Toeplitz algebras and their commutator and
semi-commutator ideals. In the setting of general subnormal tuples, we start by giving
a version of the results due to Sundberg [45] that is suitable for C∗-algebras generated
by Toeplitz operators with specific generalized symbols. In Section 3.2 we restrict our-
selves to the case of regular A-isometries and establish natural short exact sequences
for the full and continuous Toeplitz C∗-algebras. Thereafter, we investigate the role of
the commutator ideal in arbitrary subalgebras of the full Toeplitz algebra. Following
ideas of Nikolskii [37], we give a concrete representation of the semi-commutator ideal
for essentially normal regular Hardy space A-isometries.
In the final chapter, we focus on analytic Toeplitz operators. Section 4.1 provides a
basic decomposition of an A-isometry into its discrete and continuous part. In par-
ticular, we infer that this decomposition carries over to the associated abstract and
analytic Toeplitz operators. The main result of this thesis is covered in Section 4.2,
where we consider the essential commutant of analytic Toeplitz operators and give a
generalization of the observations due to Davidson [12] and Ding-Sun [19]. In Secti-
on 4.3 we give a characterization of pure regular A-isometries in terms of a suitable
C· 0-condition for the family of analytic isometries.
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1 A-isometries and associated
Toeplitz operators
Spherical isometries on a complex Hilbert space H are defined to be those com-
muting tuples T ∈ B(H)n of bounded operators that satisfy the algebraic relation∑n
j=1 T
∗
j Tj = 1. In [3], Athavale characterized spherical isometries as subnormal tup-
les that satisfy an auxiliary spectral condition. It turns out that the latter closely
relates spherical isometries to the ball algebra A(Bn). This observation leads to the
introduction of a more general class of multivariable isometries.
The aim of the present chapter is to provide preliminary results and basic construc-
tions. We recall the concept of an A-isometry and define associated concrete and
abstract Toeplitz operators.
1.1 Subnormal tuples and A-isometries
Let H be a complex Hilbert space. To begin with, we recall the notion of subnormality
for commuting tuples of bounded operators onH and collect some fundamental results
for subnormal tuples.
Definition 1.1.1
Suppose that T = (T1, . . . , Tn) ∈ B(H)n is a commuting tuple of bounded operators.
(i) We say that T is subnormal if there exists a Hilbert space Hˆ ⊃ H and a com-
muting tuple U = (U1, . . . , Un) ∈ B(Hˆ)n of normal operators such that
UjH ⊂ H and Tj = Uj |H
for all j ∈ {1, . . . , n}. Any normal tuple U ∈ B(Hˆ)n satisfying these two condi-
tions will be called a normal extension of T .
(ii) A normal extension U ∈ B(Hˆ)n of a subnormal tuple T ∈ B(H)n is called
minimal if it possesses no reducing subspace containing H other than the space
Hˆ itself.
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Just as in the one-dimensional case [10], we observe that a normal extension (U, Hˆ)
of a subnormal tuple T = (T1, . . . , Tn) ∈ B(H)n is minimal if and only if
Hˆ =
∨
α∈Nn
(U∗)αH.
Moreover, any two minimal normal extensions (U1, Hˆ1) and (U2, Hˆ2) of T are unitarily
equivalent in the sense that there exists a unitary W : Hˆ1 → Hˆ2 such that
W |H = 1H and W (U1)j = (U2)jW
for all j ∈ {1, . . . , n}. By [25, Lemma 2.2.3], it follows that the Taylor spectra of all
minimal normal extensions of T coincide. Hence we can define the normal spectrum
σn(T ) of T as the spectrum of any associated minimal normal extension U ∈ B(Hˆ)n.
It is a well-known result of Putinar [41] that the normal spectrum of each subnormal
tuple is included in its spectrum.
Now let us fix a subnormal tuple T ∈ B(H)n together with a minimal normal extension
U ∈ B(Hˆ)n and write B(Cn) for the σ-algebra of all Borel subsets of Cn. Adapting
the observations made in [23, Chapter X] to the multivariable setting, we infer that
there is a unique operator-valued spectral measure associated with U , that is, a unique
mapping E : B(Cn)→ B(Hˆ) with the following properties:
(i) E(∅) = 0, E(Cn) = 1Hˆ,
(ii) E(ω1 ∩ ω2) = E(ω1)E(ω2) for ω1, ω2 ∈ B(Cn),
(iii) E is countably additive in the strong operator topology,
(iv) E(ω) = E(ω)∗ for all ω ∈ B(Cn),
(v) E(ω)Uj = UjE(ω) for every j ∈ {1, . . . , n} and ω ∈ B(Cn),
(vi) σ(U |E(ω)Hˆ) ⊂ ω for all ω ∈ B(Cn).
As in the one variable case one can show that the support of E coincides with σ(U).
Hence we may regard E as a measure on the Borel subsets of σ(U). Since the von
Neumann algebraW ∗(U) = W ∗({U1, . . . , Un}) ⊂ B(Hˆ) generated by the components
of U is abelian, we can find a separating vector z ∈ Hˆ for U . Just as in [10, Theorem
V.17.14], we see that the separating vector z can even be chosen in H. The scalar-
valued measure obtained by setting µ = 〈E(·)z, z〉 is a finite positive regular Borel
measure with supp(µ) = σ(U) and µ(σ(U)) = ‖z‖2. Moreover, both measures E and
µ are mutually absolutely continuous and the measure class of µ does not depend on
the special choice of U . We shall call any measure µ obtained in this way a scalar
spectral measure associated with T .
The spectral theorem for normal tuples [1, Appendix D] yields the existence of a von
Neumann algebra isomorphism
ΨU : L
∞(µ)→W ∗(U),
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the canonical functional calculus for the normal tuple U , which maps the j-th coor-
dinate function zj to the corresponding component Uj of U .
Proposition 1.1.2
Suppose that (U1, Hˆ1) and (U2, Hˆ2) are two minimal normal extensions of T with cor-
responding operator-valued spectral measures E1(·) and E2(·) as well as scalar spectral
measures µ1 and µ2. Then, for every unitary W : Hˆ1 → Hˆ2 with W |H = 1H and
W (U1)j = (U2)jW for all j ∈ {1, . . . , n}, the following statements hold.
(i) L∞(µ1) = L∞(µ2).
(ii) WΨU1(f) = ΨU2(f)W for all f ∈ L∞(µ1).
Proof. The first assertion follows immediately from the fact that µ1 and µ2 are mutual-
ly absolutely continuous. To prove the second one, we observe thatW (U1)∗j = (U2)∗jW
for j ∈ {1, . . . , n}, whence WE1(∆) = E2(∆)W for every Borel set ∆ ⊂ σn(T ). This
clearly implies WΨU1(f) = ΨU2(f)W for all f ∈ L∞(µ1).
It is easy to see that the functions f ∈ L∞(µ) for which the Hilbert space H is
invariant under ΨU (f) form a weak∗-closed subalgebra of L∞(µ). This subalgebra is
usually called the restriction algebra of T .
Definition 1.1.3
The restriction algebra of a subnormal tuple T ∈ B(H)n is given by
RT = {f ∈ L∞(µ); ΨU (f)H ⊂ H}.
By Proposition 1.1.2, the restriction algebra does not depend on the special choice of
U and µ. A result of Conway [11, Proposition 1.1] guarantees that the mapping
γT : RT → B(H), f 7→ ΨU (f)|H
is isometric again and hence induces a weak∗-continuous isometric algebra homomor-
phism onto a weak∗-closed subalgebra of B(H) mapping the coordinate function zj
to the corresponding component Tj of T for every j ∈ {1, . . . , n}. Note that, by the
second part of Proposition 1.1.2, γT is independent of the special choice of U .
Remember that spherical isometries, that is, commuting tuples T ∈ B(H)n satisfying
the condition
∑n
j=1 T
∗
j Tj = 1, were characterized by Athavale in [3, Proposition 2] as
those subnormal tuples T ∈ B(H)n having the property that σn(T ) ⊂ ∂Bn. An easy
calculation shows that ∂Bn is not only the topological boundary of the open unit ball
Bn ⊂ Cn, but also coincides with the Shilov boundary of the ball algebra
A(Bn) = {f ∈ C(Bn); f |Bn is holomorphic}.
Moreover, by a straightforward argument using the density of the polynomials in
A(Bn), it follows that the restriction of A(Bn) to ∂Bn is included in the restriction
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algebra of any spherical isometry. Replacing the ball algebra by a general function
algebra A containing the polynomials, we obtain the notion of an A-isometry, as
introduced by Eschmeier in [24].
Definition 1.1.4
Let K ⊂ Cn be a compact set and let A ⊂ C(K) be a closed subalgebra containing
the restrictions to K of all polynomials. A subnormal tuple T ∈ B(H)n is called an
A-isometry if the normal spectrum σn(T ) of T is included in the Shilov boundary ∂A
of A and if the restriction algebra RT contains A|∂A .
Here as in the following, we shall regard the underlying scalar spectral measure of T
via trivial extension as a Borel measure on ∂A.
Proposition 1.1.5
If T ∈ B(H)n is an A-isometry, then its minimal normal extension U ∈ B(Hˆ)n is an
A-isometry as well.
Proof. With U being a normal tuple, it follows that its normal spectrum σn(U) coin-
cides with its spectrum which in turn is equal to the normal spectrum of the tuple T .
Thus the inclusion σn(U) ⊂ ∂A holds. Moreover, the normality of U implies that the
restriction algebra RU is equal to L∞(µ) and hence obviously contains A|∂A .
1.2 Inner functions and regularity
Abstract Toeplitz operators associated with a spherical isometry T ∈ B(H)n have
been introduced by Prunaru [39] as the solutions of the Brown-Halmos type equation
n∑
j=1
T ∗j XTj = X.
Since there is no obvious algebraic relation characterizing A-isometries, we encounter
the problem of finding a straightforward definition for abstract Toeplitz operators
associated with such tuples. This is where inner functions come into play.
Suppose that K ⊂ Cn is an arbitrary compact subset and let A ⊂ C(K) be a unital
closed subalgebra containing the restrictions of all polynomials. We write M+(K)
for the set of all finite positive regular Borel measures on K and call a measure
µ ∈ M+(K) continuous if µ({ζ}) = 0 for every ζ ∈ K and discrete if there is a
countable subset ∆ ⊂ K such that µ(K \∆) = 0.
Definition 1.2.1
For a finite positve regular Borel measure µ ∈M+(K) and 1 ≤ p <∞, we define
HpA(µ) = A
Lp(µ) ⊂ Lp(µ) and H∞A (µ) = A
w∗ ⊂ L∞(µ).
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A function f ∈ H∞A (µ) will be called µ-inner if it satisfies |f | = 1 µ-almost everywhere
on K. We denote the set of µ-inner functions by Iµ .
In [2], Aleksandrov introduces a condition that turns out to be sufficient to provide a
large class of inner functions in H∞A (µ).
Definition 1.2.2
The triple (A,K, µ) is called regular if for every ϕ ∈ C(K) with ϕ > 0, there exists
a sequence (ϕk)k in A such that |ϕk| < ϕ on K and limk→∞ |ϕk| = ϕ µ-almost
everywhere on K.
As we have already mentioned in the previous section, spherical isometries are closely
related to the ball algebra A(Bn). To provide an example of a regular triple, we once
more refer to the above mentioned paper [2] of Aleksandrov to point out that the
triple (A(Bn)|∂Bn , ∂Bn, σ) is regular in the above sense for every finite regular Borel-
measure σ on the boundary of Bn. Moreover, using classical embedding theorems due
to Fornæss [27] and Løw [33], Aleksandrov deduced the regularity of triples of the form
(A(D)|∂D, ∂D, σ), where D ⊂ Cn is a relatively compact strictly pseudoconvex open
set, A(D) is the domain algebra of all continuous functions on D whose restictions to
D are holomorphic and σ ∈M+(∂D). Let us additionally mention that if ν ∈M+(K)
is absolutely continuous with respect to µ ∈M+(K) and the triple (A,K, µ) is regular,
then the same holds for the triple (A,K, ν).
In [2, Corollary 29], Aleksandrov established an important approximation result for
the case of a continuous measure.
Theorem 1.2.3 (Aleksandrov)
Suppose that µ ∈ M+(K) is a continuous measure such that the triple (A,K, µ) is
regular. Then, for every f ∈ A with ‖f‖∞,K ≤ 1, there is a sequence (θk)k of inner
functions θk ∈ Iµ with limk→∞ θk = f in (L∞(µ), τw∗).
We easily verify that the set ∆ = {ζ ∈ K; µ({ζ}) > 0} is countable for every measure
µ ∈ M+(K). Hence we may define a discrete part µd ∈ M+(K) and a continuous
part µc ∈M+(K) of µ by the formulas
µd(ω) = µ(ω ∩∆) and µc(ω) = µ(ω ∩ (K \∆)),
where ω ⊂ K is a Borel set. Notice that the definitions of µd and µc imply that
µ = µd + µc. We call any point ζ ∈ ∆ a one-point atom of the measure µ and denote
by χζ = χ{ζ} the characteristic function of the singleton {ζ}.
Definition 1.2.4
Let µ, ν ∈ M+(K) and 1 ≤ p ≤ ∞. The direct sum Lp(µ) ⊕p Lp(ν) of Lp(µ) and
Lp(ν) is defined as
Lp(µ)⊕p Lp(ν) = {(g, h); g ∈ Lp(µ), h ∈ Lp(ν)}
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together with the norm
‖ · ‖⊕p : Lp(µ)⊕p Lp(ν)→ [0,∞),
(g, h) 7→ (‖g‖pLp(µ) + ‖h‖pLp(ν))
1
p
for 1 ≤ p <∞ and
‖ · ‖⊕∞ : L∞(µ)⊕∞ L∞(ν)→ [0,∞),
(g, h) 7→ max(‖g‖L∞(µ), ‖h‖L∞(ν)).
Fix µ ∈M+(K) and consider its discrete and continuous parts µd and µc. Then, for
1 ≤ p ≤ ∞, we obtain a natural decomposition of Lp(µ) = Lp(µd)⊕p Lp(µc) via
σp : L
p(µ)→ Lp(µd)⊕p Lp(µc),
[f ]µ 7→ ([f ]µd , [f ]µc) = ([fχ∆]µd , [fχK\∆]µc).
An elementary calculation reveals that σp is an isometric isomorphism with inverse
σ−1p : L
p(µd)⊕p Lp(µc)→ Lp(µ),
([g]µd , [h]µc) 7→ ([gχ∆ + hχK\∆]µ)
and that σ∞ = (σ−11 )
′ is also a weak∗-homeomorphism.
Let us briefly establish some notation. Given 1 ≤ p ≤ ∞ and functions δ ∈ Lp(µd)
and θ ∈ Lp(µc), we will write δ⊕p θ for the element σ−1p (δ, θ) ∈ Lp(µ). Thus we have
δ ⊕p θ = σ−1p (δ, θ) = [gχ∆ + hχK\∆]µ ∈ Lp(µ)
for δ = [g]µd and θ = [h]µc .
In fact, the decomposition of L∞(µ) described above leads to a slightly weaker density
result for general regular triples having the advantage that it holds without any conti-
nuity assumption on µ. Towards this result, we mention that, using the isomorphisms
σp, 1 ≤ p ≤ ∞, we can decompose the spaces HpA(µ) in a similar way. These results,
due to Didas and Eschmeier, can be found in [17, Lemma 2.2, Proposition 2.3], but
for the sake of completeness, we give a proof.
Lemma 1.2.5
Let (A,K, µ) be a regular triple and let ζ ∈ K with µ({ζ}) > 0. Then, for every ε > 0,
there exist an open neighborhood U of ζ with µ(U \ {ζ}) < ε and a function g ∈ A
with |g| < 1 on K such that
|g(ζ)− 1| < ε and |g| < ε on K \ U.
Proof. Since µ ∈M+(K) is a finite positive measure, there is an open neighborhood
U of ζ such that µ(U \ {ζ}) < ε. By Tietze’s extension theorem, we find a continuous
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function ϕ : K → [ε, 1] with ϕ(ζ) = 1 and ϕ|K\U ≡ ε. In particular, ϕ is strictly
positive. Thus, by the regularity of the triple (A,K, µ), there is a sequence (gk)k in A
such that |gk| < ϕ on K for all k ∈ N and |gk| → ϕ for k →∞ µ-almost everywhere
on K. From the observation that ζ is a one-point atom of µ, it follows that
|gk(ζ)| → ϕ(ζ) = 1
for k → ∞. Furthermore, the choice of the sequence (gk)k yields that |gk| < ε on
K \ U for all k ∈ N. To complete the proof, we choose k0 ∈ N with ||gk0(ζ)| − 1| < ε
and α ∈ C with |α| = 1 such that αgk0 has the desired properties.
Proposition 1.2.6
For a regular triple (A,K, µ) and 1 ≤ p ≤ ∞, the mapping σp|HpA(µ) is an isometric
isomorphism from HpA(µ) onto L
p(µd)⊕p HpA(µc).
Proof. We have to show that σp(H
p
A(µ)) = L
p(µd) ⊕p HpA(µc). Since the mapping
Lp(µ)→ Lp(µc), [f ]µ 7→ [f ]µc , is contractive for 1 ≤ p <∞ and weak∗-continuous for
p = ∞, it is clear that the image of HpA(µ) under σp is contained in the direct sum
on the right-hand side.
In order to verify the reverse inclusion, we first prove that σ−1p (Lp(µd)) ⊂ HpA(µ). To
this end, it is enough to justify that χζ ∈ HpA(µ) for every one-point atom ζ ∈ ∆ of
µ. In fact, if this is shown, then
gχ∆ =
∑
ζ∈∆
gχζ =
∑
ζ∈∆
g(ζ)χζ ∈ HpA(µ),
where the series converges in Lp(µ) for 1 ≤ p <∞ and weak∗ in L∞(µ) if p =∞ for
all g ∈ Lp(µd) by the dominated convergence theorem. So let ζ ∈ ∆ and k ∈ N. Then
we apply Lemma 1.2.5 to see that there exists an open neighborhood Uk of ζ with
µ(Uk \ {ζ}) < 1k and a function gk ∈ A with |gk| ≤ 1 on K such that |gk(ζ)− 1| < 1k
and |gk| < 1k on K \ Uk. For 1 ≤ p <∞, the estimate
‖gk − χζ‖pLp(µ) = |gk(ζ)− 1|pµ({ζ}) +
∫
K\{ζ}
|gk − χζ |p dµ
<
1
kp
µ({ζ}) +
∫
K\{ζ}
|gk|p dµ
≤ 1
kp
µ({ζ}) + 1
kp
µ(K \ Uk) + µ(Uk \ {ζ})
≤ 1
kp
µ({ζ}) + 1
kp
µ(K) +
1
k
shows that gk → χζ in Lp(µ) for k → ∞. If p = ∞, the sequence (gk)k converges
weak∗ to χζ in L∞(µ). Indeed, a similar calculation yields∫
K
|gk − χζ | |h| dµ ≤ 1
k
|h(ζ)|µ({ζ}) + 1
k
‖h‖L1(µ) +
∫
Uk\{ζ}
|h| dµ
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for all h ∈ L1(µ) and k ∈ N. The absolute continuity of the measure ν(B) = ∫
B
|h| dµ
with respect to µ implies that gk → χζ for k → ∞ in the weak∗-topology. In both
situations, we infer χζ ∈ HpA(µ).
It remains to prove that σ−1p (H
p
A(µc)) ⊂ HpA(µ). Since the mapping
σ−1p : L
p(µc)→ Lp(µ), [h]µc 7→ [hχK\∆]µ
is norm-continuous for 1 ≤ p < ∞ and weak∗-continuous for p = ∞, it suffices to
show that σ−1p ([h]µc) ∈ HpA(µ) for every h ∈ A. The first part of the proof reveals
that [hχ∆]µ ∈ HpA(µ) for each h ∈ A because [hχ∆]µd ∈ Lp(µd). But then we also
have
σ−1p ([h]µc) = [hχK\∆]µ = [h]µ − [hχ∆]µ ∈ HpA(µ)
for every h ∈ A.
As an immediate consequence, we find that the spaces Lp(µd) and H
p
A(µd) coincide
for regular triples (A,K, µ). Furthermore, if δ ∈ L∞(µd) is a µd-inner function and
θ ∈ H∞A (µc) is µc-inner, then δ⊕∞ θ ∈ H∞A (µ) is a µ-inner function. We are now able
to formulate the announced density result, which can also be found in [17, Proposition
2.4, Corollary 2.5]. We give a slightly different proof.
Proposition 1.2.7
Every regular triple (A,K, µ) satisfies
H∞A (µ) = LH
w∗
(Iµ) and L∞(µ) = LH
w∗
({η · θ; η, θ ∈ Iµ}).
Proof. In order to verify the first identity, it is enough to consider an arbitrary function
f ∈ A with ‖f‖∞,K ≤ 1 and check that it belongs to the weak∗-closed linear hull on
the right-hand side. By [43, Proposition 1.4.5], we can decompose
[f ]µd = [fχ∆]µd =
4∑
j=1
αjδj
with µd-inner functions δ1, . . . , δ4 ∈ Iµd . In view of Theorem 1.2.3, there is a sequence
(θk)k of µc-inner functions θk ∈ Iµc that converges weak∗ to [f ]µc = [fχK\∆]µc
in L∞(µc). Now, writing α =
∑4
j=1 αj , the weak
∗-continuity of σ−1∞ implies that
[f ]µ = [fχ∆ + fχK\∆]µ is the weak∗-limit of the sequence
( 4∑
j=1
αj(δj ⊕∞ θk) + 1− α
2
(1⊕∞ θk) + 1− α
2
((−1)⊕∞ θk)
)
k
in L∞(µ). But, for each k ∈ N and j ∈ {1, . . . , 4}, the functions δj ⊕∞ θk, 1 ⊕∞ θk
and (−1)⊕∞ θk are µ-inner. This settles the first part of the proof.
For the remaining identity, we observe that LH
w∗
({η ·θ; η, θ ∈ Iµ}) is a weak∗-closed
subalgebra of L∞(µ), since products of inner functions remain inner. Moreover, as we
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have seen in the first part of the proof, it contains A and hence the restrictions of all
polynomials to K. Since it is also closed under complex conjugation, we infer that it
is equal to the full algebra L∞(µ).
Now let us consider an A-isometry T ∈ B(H)n together with a minimal normal
extension U ∈ B(Hˆ)n and a scalar spectral measure µ ∈M+(∂A). As observed in the
first section, the restriction algebra RT ⊂ L∞(µ) is weak∗-closed. By Definition 1.1.4,
it also contains A. Thus we infer that H∞A (µ) = A
w∗ ⊂ L∞(µ) is included in RT .
Abbreviating Ta(T ) = γT (H∞A (µ)) ⊂ B(H), which is a weak∗-closed subalgebra of
B(H), the mapping
γT : H
∞
A (µ)→ Ta(T ), f 7→ ΨU (f)|H
becomes a weak∗-homeomorphism and isometric isomorphism extending the poly-
nomial functional calculus of T . This map, which we call the canonical functional
calculus for T , yields a link between the set Iµ of all µ-inner functions and the set IT
of isometries in Ta(T ).
Proposition 1.2.8
The isometries in Ta(T ) are precisely the images of µ-inner functions in H∞A (µ) under
the canonical functional calculus for T . In other words, we have
γT (Iµ) = IT .
Proof. The proof follows the lines of [17, Lemma 1.1]. First, we point out that
‖γT (θ)x‖2 = ‖ΨU (θ)x‖2 = 〈ΨU (|θ|2)x, x〉
holds for x ∈ H and θ ∈ H∞A (µ), yielding that ‖γT (θ)x‖ = ‖x‖ if θ is a µ-inner
function. Now assume that J ∈ Ta(T ) is an isometry and let θ ∈ H∞A (µ) be a function
with J = γT (θ). Since the scalar spectral measure µ is given by µ = 〈E(·)z, z〉 with a
separating vector z ∈ H for W ∗(U), we obtain
0 = ‖z‖2 − ‖Jz‖2 = 〈(1−ΨU (|θ|2))z, z〉 = 〈ΨU (1− |θ|2)z, z〉 =
∫
∂A
(1− |θ|2) dµ.
But the fact that γT is isometric implies ‖θ‖L∞(µ) = ‖J‖ = 1. Hence the function
1− |θ|2 has to be nonnegative µ-almost everywhere on ∂A, which immediately shows
that θ ∈ Iµ.
The previous approximation results show that the notion of a regular triple is of
central importance in the context of inner functions and thus, as will become clear in
the next section, also for the theory of Toeplitz operators associated with A-isometries.
Hence it seems natural to apply this terminology to the setting of A-isometries.
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Definition 1.2.9
An A-isometry T ∈ B(H)n will be called regular if the triple (A|∂A , ∂A, µ) is regular
for some, or equivalently, every scalar spectral measure µ associated with T .
In the case of a regular A-isometry, an analogue of the preceding density result holding
for Ta(T ) and W ∗(U) can easily be deduced from Propositions 1.2.7 and 1.2.8.
Proposition 1.2.10
Let T ∈ B(H)n be a regular A-isometry with minimal normal extension U ∈ B(Hˆ)n.
Then the families IT and IU of isometries satisfy
Ta(T ) = LHw
∗
(IT ) and W ∗(U) = LHw
∗
({J∗L; J, L ∈ IU}).
Proof. By Proposition 1.1.5, U is an A-isometry, and it is clear that the regularity
of T carries over to U as well. Moreover, the functional calculi γU and ΨU obviously
coincide in this case, whence IU = ΨU (Iµ) as a consequence of Proposition 1.2.8. With
ΨU and γT being weak∗-homeomorphisms and isometric isomorphisms, we obtain
Ta(T ) = γT (H∞A (µ)) = γT (LH
w∗
(Iµ)) = LH
w∗
(γT (Iµ)) = LH
w∗
(IT )
as well as
W ∗(U) = ΨU (L∞(µ)) = ΨU (LH
w∗
({η · θ; η, θ ∈ Iµ}))
= LH
w∗
({ΨU (η)ΨU (θ); η, θ ∈ Iµ})
= LH
w∗
({J∗L; J, L ∈ IU}),
completing the proof.
1.3 Toeplitz operators
The classical Brown-Halmos criterion [4] describes Toeplitz operators on the Hardy
space H2 = H2(T), that is, compressions Tf = PH2Mf |H2 of multiplication opera-
tors with symbol f ∈ L∞(T), as the solutions of the operator equation T ∗zXTz = X,
where Tz is the Hardy shift, that is, the Toeplitz operator associated with the identity
function on T. Davie and Jewell [13] could prove that a similar criterion remains valid
in the case of Toeplitz operators on the Hardy space H2(Sn) of the unit sphere in
Cn. But the situation changes already when considering a general spherical isometry,
where we have to distinguish concrete and abstract Toeplitz operators, as observed
by Prunaru in [39]. In the following, we introduce Toeplitz operators associated with
arbitrary A-isometries. Using the canonical functional calculus, we first define con-
crete Toeplitz operators. Then we use inner functions to introduce abstract Toeplitz
operators by means of operator equations of Brown-Halmos type.
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Suppose that T ∈ B(H)n is a general subnormal tuple with minimal normal extension
U ∈ B(Hˆ)n and scalar spectral measure µ ∈ M+(σn(T )). Then every essentially
bounded function f ∈ L∞(µ) induces an element Tf ∈ B(H) via the formula
Tf = PHΨU (f)|H ∈ B(H)
which we call the concrete T -Toeplitz operator with symbol f . The corresponding
concrete T -Hankel operator with symbol f is given by
Hf = (1− PH)ΨU (f)|H ∈ B(H,H⊥).
Writing (W )′ = {X ∈ B(K); WjX = XWj for all j ∈ J} for the commutant of a
family W = (Wj)j∈J of bounded operators on some Hilbert space K, we can consider
a slightly more general class of Toeplitz operators. Namely, we call an operator of the
form
TY = PHY |H ∈ B(H)
with Y ∈ (U)′ a concrete T -Toeplitz operator with generalized symbol Y ∈ (U)′.
Again, by simply replacing the projection onto H by that onto H⊥ ⊂ Hˆ, we can
consider the corresponding T -Hankel operator
HY = (1− PH)Y |H ∈ B(H,H⊥)
with generalized symbol Y ∈ (U)′. Slightly abusing the notation, we obtain that
Tf = TΨU (f) for every f ∈ L∞(µ), since W ∗(U) is included in (U)′. We start by
gathering some elementary properties that shall be used tacitly in the forthcoming
sections.
Proposition 1.3.1
The mapping B(Hˆ)→ B(H), Y 7→ PHY |H, is linear and has the following properties:
(i) The identity operator 1Hˆ on Hˆ is mapped to the identity operator 1H on H.
(ii) For all Y ∈ B(Hˆ), the norm of PHY |H is bounded via
‖PHY |H‖ ≤ ‖Y |H‖ ≤ ‖Y ‖.
(iii) The identity (PHY |H)∗ = PHY ∗|H holds for every Y ∈ B(Hˆ).
(iv) The estimate
‖PHY x‖2 ≤ ‖Y x‖2 ≤ ‖Y ‖〈PH|Y |x, x〉
holds for all Y ∈ B(Hˆ) and x ∈ H, where |Y | = √Y ∗Y .
(v) If Y ≥ 0 in B(Hˆ), then PHY |H ≥ 0 in B(H).
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Proof. We only prove the estimate in (iv), the remaining assertions are clear. For
every Y ∈ B(Hˆ) and x ∈ H, we obtain
‖Y x‖2 = 〈|Y |2x, x〉
= 〈|Y |
√
|Y |x,
√
|Y |x〉
≤ ‖Y ‖ · ‖
√
|Y |x‖2
= ‖Y ‖〈PH|Y |x, x〉.
by applying the Cauchy-Schwarz inequality.
Of course, in general, the mapping L∞(µ) → B(H), f 7→ Tf , is not multiplicative,
for H does not need to be invariant under ΨU (f). But, if we impose some additional
conditions on the subnormal tuple and the symbol of the concrete T -Toeplitz operator
in consideration, we can achieve multiplicativity.
Proposition 1.3.2
Let T ∈ B(H)n be an A-isometry with minimal normal extension U and scalar spectral
measure µ ∈ M+(∂A). Then, for every Y ∈ (U)′, f ∈ L∞(µ) and g, h ∈ H∞A (µ), the
relation
PH(ΨU (gfh)Y )|H = TgPH(ΨU (f)Y )|HTh
holds. In particular Tgfh = TgTfTh.
Proof. An easy calculation shows that
〈PHΨU (gfh)Y x, y〉H = 〈ΨU (g)∗ΨU (f)YΨU (h)x, y〉K = 〈PHΨU (f)Y Thx, Tgy〉
is valid for every choice of vectors x, y ∈ H.
If T ∈ B(H)n is an A-isometry, we say that Tf is an analytic Toeplitz operator if its
symbol f belongs to H∞A (µ). Note that the class Ta(T ) of all analytic Toeplitz opera-
tors has already been introduced in Section 1.2. Let us now turn to the introduction
of abstract Toeplitz operators.
Definition 1.3.3
Let T ∈ B(H)n be an A-isometry. An operator X ∈ B(H) will be called an abstract
T -Toeplitz operator if
T ∗θXTθ = X
for all µ-inner functions θ ∈ H∞A (µ). The set of all abstract T -Toeplitz operators on
H will be denoted by T (T ).
Since spherical isometries constitute the prototypical example of A-isometries, one
might ask whether the present definition of abstract Toeplitz operators is consistent
with the one given by Prunaru in [39]. Fortunately, this turns out to be the case, as
has been shown by Didas and Eschmeier in [17, Proposition 3.1].
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Proposition 1.3.4
Suppose that T ∈ B(H)n is a spherical isometry. Then an operator X ∈ B(H) is an
abstract T -Toeplitz operator in the sense of Definition 1.3.3 if and only if it satisfies
the equation
n∑
j=1
T ∗j XTj = X.
By Proposition 1.2.8, the abstract T -Toeplitz operators X ∈ B(H) associated with
an A-isometry T ∈ B(H)n as in Definition 1.3.3 are precisely the common solutions
of the operator equations
J∗XJ = X
for every analytic isometry J ∈ Ta(T ). Thus, they coincide with the F-Toeplitz ope-
rators associated with the commuting family of isometries F = (Tθ)θ∈Iµ in the sense
of Prunaru [39].
The following proposition establishes a connection between the concrete and abstract
T -Toeplitz operators associated with A-isometries.
Proposition 1.3.5
For every A-isometry T ∈ B(H)n with minimal normal extension U ∈ B(Hˆ)n, the
inclusion PH(U)′|H ⊂ T (T ) holds.
Proof. If µ is some scalar spectral measure associated with T , then for every isometry
J = γT (θ) ∈ Ta(T ) = γT (H∞A (µ)) and every A ∈ (U)′, we easily see that
〈J∗PHA|HJh, k〉 = 〈AΨU (θ)h,ΨU (θ)k〉 = 〈Ah,ΨU (|θ|2)k〉 = 〈PHA|Hh, k〉
holds for every h, k ∈ H.
Since W ∗(U) ⊂ (U)′, we obtain as an immediate consequence of the above result
that the concrete T -Toeplitz operators with symbol ϕ ∈ L∞(µ) and the T -Toeplitz
operators with generalized symbol Y ∈ (U)′ associated to an A-isometry T ∈ B(H)n
are contained in T (T ).
Let us close this section by noticing that the converse of Proposition 1.3.5 holds true
if the considered A-isometry is regular, as we will see in Section 2.1.
1.4 Essentially normal A-isometries
As usual, we denote by K(H) ⊂ B(H) the ideal of all compact operators and by
Q(H) = B(H)/K(H) the Calkin algebra, while we write q : B(H)→ Q(H) for the cano-
nical quotient mapping. If S ⊂ B(H) is an arbitrary subset, the essential commutant
Sec = {X ∈ B(H); XY − Y X ∈ K(H) for all Y ∈ S}
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of S is simply the set of all operators X ∈ B(H) such that the coset q(X) in the
Calkin algebra Q(H) belongs to the commutant q(S)′ of all equivalence classes ha-
ving representatives in S. Of course, by writing (T )ec, we simply mean the essential
commutant {Tj ; j ∈ {1, . . . , n}}ec associated with a commuting tuple T ∈ B(H)n.
It is easy to verify that the essential commutant Sec of any subset S ⊂ B(H) is a
norm-closed subalgebra of B(H). Recall that a commuting tuple T ∈ B(H)n is called
essentially normal if
T ∗j Tj − TjT ∗j ∈ K(H)
for all j ∈ {1, . . . , n}. Moreover, given a commuting tuple S = (S1, . . . , Sn) ∈ B(K)n,
let us abbreviate by C∗(S) = C∗({S1, . . . , Sn}) the unital C∗-algebra generated by
the components of S. We start by gathering some equivalent characterizations of
essential normality for general subnormal tuples before specializing to the setting of
A-isometries.
Lemma 1.4.1
For a general subnormal tuple T ∈ B(H)n with normal extension U ∈ B(Hˆ)n, the
following statements are equivalent:
(i) T is essentially normal.
(ii) Every commutator UjPH − PHUj, with j ∈ {1, . . . , n}, is compact.
(iii) The projection PH belongs to C∗(U)ec.
(iv) The image q(PH) of PH under the canonical quotient mapping belongs to the
commutant of the C∗-algebra C∗(q(U)) generated by the commuting normal tuple
q(U) = (q(U1), . . . , q(Un)).
Proof. Let us decompose Hˆ = H⊕H⊥ and express PH and each component Uj of U
as operator matrices
PH =
(
1 0
0 0
)
and Uj =
(
Tj ∗
0 ∗
)
,
respectively. Then using the identity UjPH = PHUjPH in order to calculate
(UjPH − PHUj)(UjPH − PHUj)∗
= PHUjU∗j PH − UjPHU∗j PH
=
((1 0
0 0
)(
T ∗j 0
∗ ∗
)(
Tj ∗
0 ∗
)
−
(
Tj ∗
0 ∗
)(
1 0
0 0
)(
T ∗j 0
∗ ∗
))
PH
=
(
T ∗j Tj − TjT ∗j 0
0 0
)
for every j ∈ {1, . . . , n}, we obtain the equivalence of (i) and (ii). Assuming (ii)
to be valid, we first deduce from the self-adjointness of K(Hˆ) that the commutators
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U∗j PH−PHU∗j are compact for every j ∈ {1, . . . , n}. But then PH essentially commutes
with every polynomial ∑
α,β∈Nn
aα,βU
α(U∗)β
in U and U∗, which implies that it also essentially commutes with C∗(U). The remai-
ning implications are clear because the quotient mapping q is a ∗-homomorphism.
Proposition 1.4.2
For an A-isometry T ∈ B(H)n with minimal normal extension U ∈ B(Hˆ)n, the
following statements are equivalent:
(i) The tuple T is essentially normal.
(ii) All Hankel operators Hf with continuous symbol f ∈ C(∂A) are compact.
(iii) For every f ∈ C(∂A) and every Y ∈ B(Hˆ), the semi-commutators
(PHY |H)Tf − PH(YΨU (f))|H and Tf (PHY |H)− PH(ΨU (f)Y )|H
are compact.
(iv) Whenever f ∈ C(∂A) and g ∈ L∞(µ) (or, equivalently, whenever f, g ∈ C(∂A)),
the semi-commutators TfTg − Tfg are compact.
Proof. If T is assumed to be essentially normal, an application of Lemma 1.4.1 yields
the compactness of all commutators ΨU (f)PH − PHΨU (f) with f ∈ C(∂A) because
the continuity of f implies that ΨU (f) ∈ C∗(U). It then follows that the Hankel
operators
Hf = (1− PH)ΨU (f)|H = (1− PH)(ΨU (f)PH − PHΨU (f))|H
with continuous symbol f ∈ C(∂A) are compact. Next, suppose that (ii) is valid and
choose f ∈ C(∂A) as well as Y ∈ B(Hˆ). An easy calculation yields
(PHY |H)Tf − PH(YΨU (f))|H = PHY (PHΨU (f)−ΨU (f))|H
= PHY (PH − 1)ΨU (f)|H
= −PHY Hf ,
which already proves the compactness of (PHY |H)Tf − PH(YΨU (f))|H. Since K(H)
is self-adjoint, the observation that
Tf (PHY |H)− PH(ΨU (f)Y )|H = ((PHY ∗|H)Tf − PH(Y ∗ΨU (f))|H)∗
settles the proof of part (iii). In turn, we obtain part (iv) as a special case from the
second identity in (iii) by setting Y = ΨU (g) for g ∈ L∞(µ). Finally, assume that all
semi-commutators TfTg − Tfg with continuous symbols f, g ∈ C(∂A) are compact.
Then, for any j ∈ {1, . . . , n}, we can express
T ∗j Tj − TjT ∗j = TzjTzj − TzjTzj = (TzjTzj − Tzjzj ) + (Tzjzj − TzjTzj )
as a sum of two compact operators, proving the essential normality of the tuple T .
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Toeplitz operators with continuous symbol also naturally appear when studying the
essential commutant of essentially normal A-isometries. In fact, for any essentially
normal A-isometry T ∈ B(H)n, (T )ec is equal to the essential commutant of the
C∗-algebra TC(T ) = C∗({Tf ; f ∈ C(∂A)}) generated by all Toeplitz operators with
continuous symbol. In addition, it turns out that (T )ec itself is a C∗-algebra.
Proposition 1.4.3
The identities C∗(T ) = TC(T ) and C∗(U) = ΨU (C(∂A)) hold.
Proof. It is clear that C∗(T ) ⊂ TC(T ). Since Tpq = T ∗q Tp ∈ C∗(T ) for all polynomi-
als p, q ∈ C[z1, . . . , zn], an application of the Stone-Weierstraß theorem yields that
TC(T ) ⊂ C∗(T ) as well. The identity for C∗(U) follows from Proposition 1.1.5 and
the observation that TC(U) = ΨU (C(∂A)).
As an elementary consequence of Proposition 1.4.3, we obtain that {TY ; Y ∈ C∗(U)}
is contained in C∗(T ).
Proposition 1.4.4
The essential commutant (T )ec of an essentially normal A-isometry T ∈ B(H)n coin-
cides with the C∗-algebra TC(T )ec.
Proof. Clearly, TC(T )ec is a C∗-algebra because TC(T ) ⊂ B(H) is a self-adjoint subset.
Moreover, it is included in (T )ec. Conversely, if X ∈ (T )ec, then q(X) belongs to the
commutant (q(T ))′ of the tuple q(T ) = (q(T1), . . . , q(Tn)), which by the Putnam-
Fuglede theorem is equal to
C∗(q(T ))′ = q(C∗(T ))′ = q(TC(T ))′.
Hence X ∈ TC(T )ec.
We now establish some additional notation. Considering a measure µ ∈M+(K) on a
compact subset K ⊂ Cn, we define the essential support suppµ(f) of an essentially
bounded function f ∈ L∞(µ) to be the support of the measure µf ∈ M+(K) given
by the formula µf (ω) =
∫
ω
|f | dµ, where ω ⊂ K is a Borel subset. By definition the
set suppµ(f) ⊂ K is always closed and its complement K \ suppµ(f) is the largest
open subset U of K such that f = 0 µ-almost everywhere on U . Moreover, we observe
that (1− g)f = 0 and gf = f µ-almost everywhere on K if g ∈ C(K) is a continuous
function with g = 1 on suppµ(f).
Proposition 1.4.5
Let T ∈ B(H)n be an essentially normal A-isometry with minimal normal extension
U ∈ B(Hˆ)n and scalar spectral measure µ ∈ M+(∂A). If S ∈ (T )ec, then for all
Y1, Y2 ∈ (U)′ and all f1, f2 ∈ L∞(µ) with disjoint essential supports, we have
(PH(ΨU (f1)Y1)|H)S(PH(ΨU (f2)Y2)|H) ∈ K(H).
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Proof. Since the essential supports of f1 and f2 are disjoint closed subsets of the com-
pact set ∂A, Urysohn’s lemma allows us to choose a continuous function h : ∂A → [0, 1]
such that h|suppµ(f1) = 1 and h|suppµ(f2) = 0. Abbreviating X1 = PH(ΨU (f1)Y1)|H
and X2 = PH(ΨU (f2)Y2)|H, we infer
q(X1) = q(PH(ΨU (f1h)Y1)|H) = q(PH(ΨU (f1)Y1ΨU (h))|H) = q(X1Th)
in the same way as
q(ThX2) = q(PH(ΨU (f2h)Y2)|H) = 0
by part (iii) of Proposition 1.4.2. Since we have proven in Proposition 1.4.4 that the
essential commutants of T and TC(T ) are the same, this leads to
q(X1SX2) = q(X1ThSX2) = q(X1SThX2) = 0
for all S ∈ (T )ec.
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2 A Toeplitz projection
During his study of exact sequences for Toeplitz algebras associated with spherical
isometries, Prunaru proved the existence of two particular mappings that are close-
ly related to any spherical isometry. On one hand, there exists a surjective unital
∗-representation defined on the C∗-algebra generated by all abstract Toeplitz opera-
tors associated with a spherical isometry, usually called the generalized symbol ho-
momorphism, which maps any abstract Toeplitz operator to its generalized symbol.
On the other hand, there is a completely positive unital projection whose range coin-
cides with the abstract Toeplitz operators (cf. Theorem 1.2 and Lemma 2.3 in [39]).
However, one drawback of Prunaru’s approach is that it is fairly non-constructive in
the sense that it involves applications of Stinespring’s dilation theorem [38, Chapter
4] and Dixmier’s classical result [20] on the amenabilty of abelian semigroups.
Although it can be observed that these ideas are adaptable to the setting of regular
A-isometries, the current chapter aims at giving a more constructive approach. In
fact, we will deduce the existence of the generalized symbol homomorphism and a
Toeplitz projection by means of a rather concrete formula. Illustrating the benefits
that come along with this formula, we shall give a new proof for the representation of
the abstract Toeplitz operators associated with a regular A-isometry as compressions
of operators that commute with the components of the corresponding minimal normal
extension. In addition, we will use the Toeplitz projection to characterize the subsets
of inner functions which determine whether a given operator is Toeplitz.
2.1 The generalized symbol homomorphism
Suppose that T ∈ B(H)n is a regular A-isometry with minimal normal extension
U ∈ B(Hˆ)n and scalar spectral measure µ ∈ M+(∂A). Let Pf (M) denote the set
of all finite subsets of a given set M and, for k ∈ N, abbreviate by Nkk the set
{(i1, . . . , ik) ∈ Nk; 1 ≤ i1, . . . , ik ≤ k}. Considering an arbitrary bounded operator
X ∈ B(Hˆ), an infinite subset Λ ⊂ Iµ of µ-inner functions together with a finite subset
F = {θ1, . . . , θN} ∈ Pf (Λ) of N distinct elements of Λ, we define an operator
ΦX,F =
1
NN
∑
i∈NNN
ΨU
(
θN
iN · . . . · θ1i1
)
XΨU
(
θi11 · . . . · θiNN
) ∈ B(Hˆ).
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A closer look at this formula shows that ΦX,F is a convex combination of operators
that are bounded by the norm of X. Hence we obtain a net
(ΦF )F∈Pf (Λ) = ((ΦX,F )X∈B(Hˆ))F∈Pf (Λ) in
∏
X∈B(Hˆ)
B‖X‖(0).
When endowed with the weak∗-topology, each of the factors B‖X‖(0) appearing in the
above product space is a compact subset of B(Hˆ). By applying Tychonoff’s theorem,
we deduce that the topological product∏
X∈B(Hˆ)
(B‖X‖(0), τw∗)
is compact. It follows that (ΦF )F∈Pf (Λ) possesses a convergent subnet (ΦFα)α∈Γ. By
definition of the product topology, each net (ΦX,Fα)α∈Γ with X ∈ B(Hˆ) is weak∗-
convergent in B‖X‖(0).
Proposition 2.1.1
The linear mapping
ΦU,Λ : B(Hˆ)→ B(Hˆ), X 7→ w∗- lim
α
ΦX,Fα
is a completely positive unital projection with ran(ΦU,Λ) = ΨU (Λ)′ such that:
(i) ΦU,Λ(X∗) = ΦU,Λ(X)∗ for all X ∈ B(Hˆ).
(ii) ΦU,Λ(A∗XB) = A∗ΦU,Λ(X)B for every A,B ∈ ΨU (Λ)′ and X ∈ B(Hˆ).
Proof. We start the proof with the verification of properties (i) and (ii). While the first
one is an immediate consequence of the weak∗-continuity of the involution, the second
one follows from the choice of A,B ∈ ΨU (Λ)′ and the separate weak∗-continuity of the
multiplication. To verify the complete positivity of ΦU,Λ, we notice that, for any inner
function θ ∈ Iµ, the mapping B(Hˆ) → B(Hˆ), X 7→ ΨU (θ)XΨU (θ), is completely
positive. Thus, for k ∈ N, a positive k × k matrix (Xij)i,j of operators Xij ∈ B(Hˆ)
and a vector x = (x1, . . . , xk) ∈ Hˆk, we obtain that
〈Φ(k)U,Λ((Xij)i,j)x, x〉
=
k∑
i,j=1
〈ΦU,Λ(Xij)xj , xi〉
=
k∑
i,j=1
lim
α
1
NNαα
∑
i∈NNαNα
〈ΨU
(
θNα
iNα · . . . · θ1i1
)
XijΨU
(
θi11 · . . . · θiNαNα
)
xj , xi〉
= lim
α
1
NNαα
∑
i∈NNαNα
〈(ΨU
(
θNα
iNα · . . . · θ1i1
)
XijΨU
(
θi11 · . . . · θiNαNα
)
)i,jx, x〉
≥ 0,
since weak∗-convergence implies convergence in the weak operator topology. The fact
that ΦU,Λ is unital follows directly from its definition.
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Hence it remains to show that ΦU,Λ is a projection with ran(ΦU,Λ) = ΨU (Λ)′. It is
easy to see that ΦU,Λ acts as the identity on operators X ∈ ΨU (Λ)′, implying that
ΨU (Λ)
′ ⊂ ran(ΦU,Λ). In order to prove the reverse inclusion, we first notice that
‖ΨU (θj)ΦX,FΨU (θj)− ΦX,F‖
=
1
NN
∥∥∥ ∑
i∈NNN
ΨU
(
θN
iN · . . . · θjij+1 · . . . · θ1i1
)
XΨU
(
θi11 · . . . · θij+1j · . . . · θiNN
)
−
∑
i∈NNN
ΨU
(
θN
iN · . . . · θ1i1
)
XΨU
(
θi11 · . . . · θiNN
)∥∥∥
≤ N
N−1
NN
∥∥∥ ∑
1≤ij≤N
(
ΨU (θj
ij+1
)XΨU (θ
ij+1
j )−ΨU (θj
ij
)XΨU (θ
ij
j )
)∥∥∥
=
1
N
‖ΨU (θjN+1)XΨU (θN+1j )−ΨU (θj)XΨU (θj)‖
≤ 2
N
‖X‖
holds forX ∈ B(Hˆ), F = {θ1, . . . , θN} ∈ Pf (Λ) and j ∈ {1, . . . , N}. As a consequence,
we infer that ΦU,Λ(X) ∈ ΨU (Λ)′ for every operator X ∈ B(Hˆ). Indeed, if θ ∈ Λ, we
simply consider the subnet (ΦX,Fα)Fα≥{θ} and apply the above estimate to obtain
|〈(ΨU (θ)ΦU,Λ(X)ΨU (θ)− ΦU,Λ(X))x, y〉|
= lim
Fα≥{θ}
|〈(ΨU (θ)ΦX,FαΨU (θ)− ΦX,Fα)x, y〉|
≤ lim
Fα≥{θ}
2
Nα
‖X‖‖x‖‖y‖
= 0
for all x, y ∈ Hˆ. Hence ΨU (θ)ΦU,Λ(X)ΨU (θ) = ΦU,Λ(X) for every θ ∈ Λ. Since ΨU (θ)
is unitary, this shows that ΦU,Λ(X) ∈ ΨU (Λ)′.
In the particular case Λ = Iµ, we obtain that ΦU = ΦU,Iµ is a completely positive
unital projection with
ran(ΦU ) = ΨU (Iµ)
′ = I ′U = (U)′
by Proposition 1.2.10. The mapping ΦU introduced above will serve as the main ingre-
dient for the concrete construction of the generalized symbol homomorphism and the
Toeplitz projection. Let us start with the construction of the symbol homomorphism.
In this context, we will prove the existence of a surjective unital ∗-representation
pi : C∗(T (T )) → (U)′ ⊂ B(Hˆ) such that pi(PHY |H) = Y for every Y ∈ (U)′. Along
the way, we will obtain an additional characterization of abstract T -Toeplitz ope-
rators as compressions of operators in the commutant of U , which will lead to the
observation that such a ∗-representation is uniquely determined on T (T ) and hence
on C∗(T (T )). We first gather some basic properties that link the algebras Ta(T ) and
Ta(U) of analytic Toeplitz operators associated with the regular A-isometries T and
U , respectively. Although these results can be found in [16], we give a proof.
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Proposition 2.1.2
For a regular A-isometry T ∈ B(H)n with minimal normal extension U ∈ B(Hˆ)n and
scalar spectral measure µ ∈M+(∂A), the following statements hold:
(i) The restriction map Ta(U) → Ta(T ), X 7→ X|H, is an isometric isomorphism
and weak∗-homeomorphism which induces a bijection between the sets IU and
IT of analytic isometries.
(ii) The space Hˆ is given by
Hˆ =
∨
{J∗x; J ∈ IU , x ∈ H}.
Proof. Recall that the functional calculus ΨU : L∞(µ) → W ∗(U) for U defines an
isomorphism of von Neumann algebras. Therefore, its restriction ΨU |H∞A (µ) to the
weak∗-closed subalgebraH∞A (µ) ⊂ L∞(µ) yields an isometric isomorphism and weak∗-
homeomorphism H∞A (µ)→ Ta(U). Furthermore, the induced mapping
γT : H
∞
A (µ)→ Ta(T ), f 7→ ΨU (f)|H
shares the same properties, as noticed in Section 1.2. By Proposition 1.2.8, we have
ΨU (Iµ) = IU as well as γT (Iµ) = IT . Thus we have proven part (i). For the proof of
part (ii), let M denote the subspace ∨{J∗x; J ∈ IU , x ∈ H} of Hˆ. Then H ⊂ M
because 1Hˆ = ΨU (1) ∈ IU . Moreover, since IU is an abelian semigroup of unitary
operators andH is invariant for IU ,M reduces IU . But this means thatM is reducing
for U by Proposition 1.2.10. Now the minimality of U shows thatM = Hˆ, concluding
the proof.
For the sake of simplicity, let us denote by Xˆ ∈ Ta(U) the image of X ∈ Ta(T )
under the inverse of the restriction map Ta(U) → Ta(T ), X 7→ X|H, introduced
above. Moreover, we write iH : H ↪→ Hˆ for the inclusion mapping from H into Hˆ. By
Proposition 2.1.1, the range of the mapping
pˆi : B(H)→ B(Hˆ), X 7→ ΦU (iHXPH)
is included in the commutant (U)′ of the normal tuple U . We continue by collecting
some fundamental properties of pˆi.
Lemma 2.1.3
The mapping pˆi : B(H)→ B(Hˆ) has the following properties:
(i) pˆi(X)|H = X for all X ∈ (IT )′.
(ii) pˆi(X) = Xˆ for all X ∈ IT .
(iii) If Y ∈ B(Hˆ) with YH ⊂ H, then pˆi(Y |H)|H = ΦU (Y )|H.
(iv) PHpˆi(PHY |H)|H = PHY |H for every Y ∈ (U)′.
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Proof. We observe that
XΨU (θ)x = XTθx = TθXx = ΨU (θ)Xx
holds true for X ∈ (IT )′, x ∈ H and θ ∈ Iµ. This already proves part (i) because the
net defining ΦU converges in the weak operator topology. If X ∈ IT is an isometry
in Ta(T ), then the identity pˆi(X)|H = X holds since IT ⊂ (IT )′. From the inclusions
ran(pˆi) ⊂ (U)′ = W ∗(U)′ and Ta(U) ⊂W ∗(U), we infer that
pˆi(X)J∗x = J∗pˆi(X)x = J∗Xx = J∗Xˆx = XˆJ∗x
for every x ∈ H and J ∈ IU . An application of Proposition 2.1.2 now concludes the
proof of (ii). Next, let us consider an operator Y ∈ B(Hˆ) that leaves H invariant.
Then
(iH(Y |H)PH)ΨU (θ)x = YΨU (θ)x
for every inner function θ ∈ Iµ and every x ∈ H. But then the definition of ΦU shows
that
ΦU (iH(Y |H)PH)x = ΦU (Y )x
holds for all x ∈ H. For the remaining part of the proof, fix x, y ∈ H, an operator
Y ∈ (U)′ = W ∗(U)′ and an arbitrary inner function θ ∈ Iµ to observe that
〈ΨU (θ)(iH(PHY |H)PH)ΨU (θ)x, y〉 = 〈YΨU (θ)x,ΨU (θ)y〉 = 〈Y x, y〉
is satisfied, leading to the claimed identity.
Theorem 2.1.4
Suppose that T ∈ B(H)n is a regular A-isometry with minimal normal extension
U ∈ B(Hˆ)n and scalar spectral measure µ ∈ M+(∂A). Then the linear mapping
pˆi : B(H) → B(Hˆ) is unital and completely positive, hence completely contractive,
with ran(pˆi) = (U)′. It is multiplicative in the sense that the identity
pˆi(X1X2) = pˆi(X1)pˆi(X2)
holds for X1 ∈ B(H) and X2 ∈ T (T ). Furthermore we have:
(i) PHpˆi(X)|H = X for every abstract Toeplitz operator X ∈ T (T ).
(ii) pˆi(PHY |H) = Y for all Y ∈ (U)′.
Proof. The map pˆi is unital by part (ii) of Lemma 2.1.3. The complete positivity of ΦU
has been shown in Proposition 2.1.1. As the composition of ΦU and the completely
positive mapping B(H) → B(Hˆ), X 7→ iHXPH, the mapping pˆi inherits the same
property. The weak∗-continuity of the compression mapping % : Hˆ → H,X 7→ PHX|H,
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yields that
PHpˆi(X)|H
= w∗- lim
α
PHΦiHXPH,Fα |H
= w∗- lim
α
1
NNαα
∑
i∈NNαNα
PHΨU
(
θNα
iNα · . . . · θ1i1
)
iHXPHΨU
(
θi11 · . . . · θiNαNα
)|H
= w∗- lim
α
1
NNαα
∑
i∈NNαNα
T
θNα
iNα ·...·θ1i1XTθi11 ·...·θ
iNα
Nα
= X
for every abstract T -Toeplitz operator X ∈ T (T ). Let X1 ∈ B(H) and X2 ∈ T (T ).
We proceed to show the claimed multiplicativity of pˆi by using the characterization of
Hˆ obtained in part (ii) of Proposition 2.1.2. To this end, fix x ∈ H and an isometry
J ∈ IU . Then writing X2 = PHpˆi(X2)|H, remembering the inclusion ran(pˆi) ⊂ (U)′
and applying Proposition 2.1.1, we obtain that
pˆi(X1X2)J
∗x = J∗pˆi(X1X2)x
= J∗pˆi(X1PHpˆi(X2)|H)x
= J∗ΦU (iHX1PHpˆi(X2))x
= J∗ΦU (iHX1PH)pˆi(X2)x
= pˆi(X1)pˆi(X2)J
∗x
for all x ∈ H by part (iii) of Lemma 2.1.3, since iHX1PHpˆi(X2) ∈ B(Hˆ) leaves H
invariant. Next, we prove part (ii). If Jˆ1, Jˆ2 are isometries in IU and x, y are vectors
in H, then we can write Jˆ2 = pˆi(J2) with J2 ∈ IT ⊂ T (T ), whence
〈pˆi(PHY |H)Jˆ∗1x, Jˆ∗2 y〉 = 〈pˆi(PHY |H)Jˆ2x, Jˆ1y〉
= 〈pˆi(PHY |H)pˆi(J2)x, Jˆ1y〉
= 〈pˆi(PHY |HJ2)x, Jˆ1y〉
by the multiplicativity of pˆi we have verified above. But PHY |HJ2 = PHY Jˆ2|H by
Proposition 2.1.2, which implies
〈pˆi(PHY |H)Jˆ∗1x, Jˆ∗2 y〉 = 〈pˆi(PHY Jˆ2|H)x, Jˆ1y〉 = 〈Y Jˆ2x, Jˆ1y〉 = 〈Y Jˆ∗1x, Jˆ∗2 y〉
by part (iv) of the preceding lemma, because Y Jˆ2 ∈ (U)′. In view of the second
statement in Proposition 2.1.2, it follows that pˆi(PHY |H) = Y for all Y ∈ (U)′. Notice
that this also shows that (U)′ ⊂ ran(pˆi) and thus concludes the proof.
Of course, the self-adjointness of the mapping pˆi introduced above immediately implies
that the identity pˆi(X1X2) = pˆi(X1)pˆi(X2) also holds if X1 ∈ T (T ) and X2 ∈ B(H).
We are now able to deduce that, for regular A-isometries, the reverse inclusion in
Proposition 1.3.5 holds true as well. Hence we obtain another characterization of
abstract Toeplitz operators in this case.
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Corollary 2.1.5
For every regular A-isometry T ∈ B(H)n with minimal normal extension U ∈ B(Hˆ)n
and scalar spectral measure µ ∈M+(∂A) of T , the following statements hold:
(i) The T -Toeplitz operators can be represented as T (T ) = PH(U)′|H.
(ii) If W ∗(U) is a maximal abelian von Neumann algebra, then
T (T ) = {Tf ; f ∈ L∞(µ)}.
Proof. It has been shown in Proposition 1.3.5 that PH(U)′|H is contained in T (T )
for arbitrary A-isometries T ∈ B(H)n. If T ∈ B(H)n is assumed to be a regular
A-isometry, we have seen in part (i) of Theorem 2.1.4 that
X = PHpˆi(X)|H ∈ PH(U)′|H
holds for every T -Toeplitz operator X ∈ T (T ). This settles the reverse inclusion.
Suppose now that W ∗(U) is a maximal abelian von Neumann algebra. Then [21,
Proposition 4.62] shows that W ∗(U) = W ∗(U)′ = (U)′, leading to the identity
T (T ) = PH(U)′|H = PHΨU (L∞(µ))|H.
Thus the concrete and abstract Toeplitz operators associated with T coincide.
In particular, the above characterization yields a one-to-one correspondence between
abstract T -Toeplitz operators and operators on Hˆ that commute with U .
Corollary 2.1.6
Suppose that T ∈ B(H)n is a regular A-isometry with minimal normal extension
U ∈ B(Hˆ)n and scalar spectral measure µ ∈M+(∂A). Then the compression mapping
% : (U)′ → T (T ), Y 7→ TY = PHY |H
is an isometric isomorphism with inverse pˆi|T (T ) : T (T )→ (U)′.
Proof. The surjectivity of % is a direct consequence of Corollary 2.1.5. On the other
hand, Theorem 2.1.4 immediately implies that the identities
%(pˆi(X)) = PHpˆi(X)|H = X and pˆi(%(Y )) = pˆi(PHY |H) = Y
hold for every abstract Toeplitz operator X ∈ T (T ) and every Y ∈ (U)′. Since both
mappings % and pˆi are contractive, it follows that % is isometric as well.
For a regular A-isometry T ∈ B(H)n with scalar spectral measure µ ∈ M+(∂A), it
follows that the mapping L∞(µ)→ B(H), f 7→ Tf , is isometric. Moreover, in view of
the first part of Corollary 2.1.5, the injectivity of the compression map % yields the
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uniqueness of the generalized symbol Y ∈ (U)′ associated with an abstract T -Toeplitz
operator X = TY .
The announced concrete formula for the generalized symbol homomorphism
pi : C∗(T (T ))→ (U)′
can now be derived by restricting the mapping pˆi defined above to C∗(T (T )).
Theorem 2.1.7
For a regular A-isometry T ∈ B(H)n, the formula
pi(X) = ΦU (iHXPH), where X ∈ C∗(T (T )),
defines the unique surjective unital ∗-representation pi : C∗(T (T )) → (U)′ ⊂ B(Hˆ)
with pi(PHY |H) = Y for Y ∈ (U)′. In particular, we have
pi(TY1 · . . . · TYk) = Y1 · . . . · Yk
for Y1, . . . , Yk ∈ (U)′.
Proof. Since the restriction pi = pˆi|C∗(T (T )) satisfies pi(PHY |H) = Y for Y ∈ (U)′ by
part (ii) of Theorem 2.1.4, we only have to check that it is a ∗-homomorphism. For
this purpose, we notice that the self-adjointness of T (T ) yields that the C∗-algebra
C∗(T (T )) generated by the abstract Toeplitz operators associated with T is given by
C∗(T (T )) =
∨{
X1 · . . . ·Xk; k ∈ N, Xj ∈ T (T ) for j ∈ {1, . . . , k}
}
.
Hence the multiplicativity of pi follows immediately from that of pˆi obtained in Theo-
rem 2.1.4. The positivity of pˆi : B(H) → B(Hˆ) further implies that it is compatible
with involutions. This shows that pi is indeed a ∗-homomorphism. Its uniqueness is a
direct consequence of Corollary 2.1.5.
At the beginning of the present section, an application of Tychonoff’s theorem allo-
wed us to deduce the existence of a subnet (ΦX,Fα)α∈Γ which is weak∗-convergent
simultaneously for all X ∈ B(Hˆ). As a consequence of the above theorem, it turns
out that, for special choices of X ∈ B(Hˆ), the net (ΦX,F )F∈Pf (Iµ) itself is convergent
in the weak∗-topology.
Corollary 2.1.8
For X ∈ C∗(T (T )), the net (ΦiHXPH,F )F∈Pf (Iµ) given by
ΦiHXPH,F =
1
NN
∑
i∈NNN
ΨU
(
θN
iN · . . . · θ1i1
)
iHXPHΨU
(
θi11 · . . . · θiNN
)
,
where N is the number of elements of the finite set F = {θ1, . . . , θN} ⊂ Iµ, is weak∗-
convergent to pi(X) ∈ (U)′.
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Proof. Let us assume that there exist an operator X ∈ C∗(T (T )), a trace class ope-
rator Y ∈ B(H) and a positive real number ε > 0 such that for all F ∈ Pf (Iµ), there
exists a finite subset G(F) ⊃ F of inner functions with
| tr(ΦiHXPH,G(F)Y )− tr(pi(X)Y )| ≥ ε.
Then defining
Pε = {F ⊂ Iµ finite; | tr((ΦiHXPH,F − pi(X))Y )| ≥ ε},
we obtain a subnet (ΦF )F∈Pε of (ΦF )F∈Pf (Iµ). By Tychonoff’s theorem this sub-
net would have a convergent subnet (Φj)j∈J = ((ΦY,j)Y ∈B(Hˆ))j∈J in the topological
product space ∏
Y ∈B(Hˆ)
(B‖Y ‖(0), τw∗).
By the uniqueness result contained in Theorem 2.1.7, the net (ΦiHXPH,j)j∈J would
be weak∗-convergent to pi(X). This contradiction completes the proof.
2.2 Toeplitz-determining sets of inner
functions
As in the previous section, let T ∈ B(H)n be a regular A-isometry with minimal
normal extension U ∈ B(Hˆ)n and scalar spectral measure µ ∈ M+(∂A). We further
recall that the introduction of operators of the form
ΦX,F =
1
NN
∑
i∈NNN
ΨU
(
θN
iN · . . . · θ1i1
)
XΨU
(
θi11 · . . . · θiNN
)
with a finite subset F = {θ1, . . . , θN} of Iµ led to the definition of particular mappings
ΦU = ΦU,Iµ : B(Hˆ) → B(Hˆ) and pˆi : B(H) → B(Hˆ) whose properties allowed us to
establish a concrete formula for the generalized symbol homomorphism. Our next step
will be the introduction of a Toeplitz projection associated with T . Using the mapping
pˆi, we will construct a completely positive unital projection ΦT : B(H) → B(H)
such that ran(ΦT ) = T (T ) and ΦT (X) = PHpi(X)|H for all X ∈ C∗(T (T )), where
pi : C∗(T (T )) → (U)′ denotes the generalized symbol homomorphism. As mentioned
in the beginning of this chapter, Prunaru [39] proved the existence of such a mapping
in the context of spherical isometries in a non-constructive way. In contrast to this
approach, the use of pˆi allows us to give a more concrete definition of the Toeplitz
projection.
Proposition 2.2.1
The linear mapping
ΦT : B(H)→ B(H), X 7→ Tpˆi(X) = PHpˆi(X)|H = PHΦU (iHXPH)|H
is a completely positive unital projection with ran(ΦT ) = T (T ) such that:
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(i) ΦT (X∗) = ΦT (X)∗ for all X ∈ B(H).
(ii) ΦT (A∗XB) = A∗ΦT (X)B for every A,B ∈ (IT )′ and X ∈ B(H).
(iii) ΦT (TY1 · . . . · TYk) = TY1·...·Yk for Y1, . . . , Yk ∈ (U)′.
Proof. Most of the listed properties are immediate consequences of the corresponding
properties of ΦU described in Proposition 2.1.1. Since T is assumed to be regular and
ran(ΦU ) = (U)
′, it follows that
ran(ΦT ) ⊂ PH ran(ΦU )|H = PH(U)′|H = T (T ).
From part (i) of Theorem 2.1.4, we further infer that ΦT acts as the identity operator
on T (T ), which also implies that T (T ) ⊂ ran(ΦT ). Thus ΦT is a completely positive
unital projection with ran(ΦT ) = T (T ). In particular, ΦT is self-adjoint. Property (iii)
follows immediately from the definition of ΦT and the last part of Theorem 2.1.7. For
the remaining part of the proof, that is, the verification of property (ii), we recall
that the compression mapping % : B(Hˆ)→ B(H), X 7→ PHX|H, is weak∗-continuous,
yielding ΦT (X) = w∗- limα PHΦiHXPH,Fα |H with
PHΦiHXPH,Fα |H =
1
NNαα
∑
i∈NNαNα
T
θNα
iNα ·...·θ1i1XTθi11 ·...·θ
iNα
Nα
.
Hence property (ii) follows from the separate weak∗-continuity of the multiplication
in B(H).
Recall that Proposition 1.1.5 stated that the minimal normal extension U ∈ B(Hˆ)n of
a regular A-isometry T ∈ B(H)n is an A-isometry as well. Moreover, since regularity
only depends on the underlying scalar spectral measure, U is even regular. In this
context, the mapping ΦU introduced in the previous section is simply the Toeplitz
projection associated with the regular A-isometry U ∈ B(Hˆ)n.
At this point, it seems convenient to recall the defining formula for the Toeplitz
projection ΦT as it appeared in the proof of the previous result. Namely, we have
ΦT (X) = w
∗- lim
α
PHΦiHXPH,Fα |H
= w∗- lim
α
1
NNαα
∑
i∈NNαNα
PHΨU
(
θNα
iNα · . . . · θ1i1
)
iHXPHΨU
(
θi11 · . . . · θiNαNα
)|H
= w∗- lim
α
1
NNαα
∑
i∈NNαNα
T
θNα
iNα ·...·θ1i1XTθi11 ·...·θ
iNα
Nα
,
where Nα is the number of elements of the finite subset Fα ⊂ Iµ. In view of Co-
rollary 2.1.8, the Toeplitz projection admits a particularly easy representation on
C∗(T (T )). To be specific, since the net (ΦiHXPH,F )F∈Pf (Iµ) is weak∗-convergent for
X ∈ C∗(T (T )), we obtain that ΦT (X) = w∗- limF PHΦiHXPH,F |H with
PHΦiHXPH,F |H =
1
NN
∑
i∈NNN
T
θN
iN ·...·θ1i1XTθi11 ·...·θ
iN
N
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for X ∈ C∗(T (T )). Let Φ0 = ΦT |C∗(T (T )) : C∗(T (T ))→ B(H) denote the restriction
of ΦT to the Toeplitz C∗-algebra.
Proposition 2.2.2
The triple (pi, iH, Hˆ) is the minimal Stinespring dilation of Φ0 = ΦT |C∗(T (T )).
Proof. It is clear that (pi, iH, Hˆ) is a Stinespring dilation of Φ0. Thus we only have to
check that
Hˆ =
∨
{pi(X)h; X ∈ C∗(T (T )), h ∈ H}.
Combining the second result from Lemma 2.1.3 with the representation of Hˆ obtained
in Proposition 2.1.2, we see that
Hˆ =
∨
{pi(J∗)x; J ∈ IT , x ∈ H} ⊂
∨
{pi(X)h; X ∈ C∗(T (T )), h ∈ H} ⊂ Hˆ,
proving the asserted minimality of (pi, iH, Hˆ).
Before heading to the analysis of Toeplitz-determining sets of inner functions, let
us focus on another basic property of the Toeplitz projection ΦT : B(H) → B(H).
Although it has been shown by Choi and Effros in [5] that all completely positive
projections share this property, the concrete definition of ΦT by means of pˆi allows us
to give a particularly simple proof.
Proposition 2.2.3
The identity
ΦT (XΦT (Y )) = ΦT (ΦT (X)ΦT (Y )) = ΦT (ΦT (X)Y )
holds for all X,Y ∈ B(H).
Proof. We tacitly use the various properties of the mapping pˆi : B(H)→ B(Hˆ) given
in Theorem 2.1.4 and only prove the first identity. To this end, we consider arbitrary
operators X,Y ∈ B(H). Then we obtain
ΦT (ΦT (X)ΦT (Y )) = PHpˆi(ΦT (X)ΦT (Y ))|H
= PHpˆi(ΦT (X))pˆi(ΦT (Y ))|H
= PHpˆi(X)pˆi(ΦT (Y ))|H
= PHpˆi(XΦT (Y ))|H
= ΦT (XΦT (Y ))
by using the fact that pˆi(ΦT (X)) = pˆi(X).
The abstract Toeplitz operators associated with a regular A-isometry T ∈ B(H)n
were defined to be those bounded operators X ∈ B(H) that satisfy the operator
equations
TθXTθ = X
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for all inner functions θ ∈ Iµ. The following application of the Toeplitz projection
deals with the question which subsets of inner functions are sufficient to determine
whether a given operator X ∈ B(H) is a T -Toeplitz operator. To be more precise, let
us introduce the notion of a Toeplitz-determining set of inner functions.
Definition 2.2.4
A subset Λ ⊂ Iµ of inner functions is called Toeplitz-determining if it has the property
that
T (T ) = {X ∈ B(H); TθXTθ = X for all θ ∈ Λ}.
The above terminology has been introduced by Xia in [48] for Toeplitz operators on the
Hardy spaceH2(Sn) of the unit sphere in Cn, where he could characterize the Toeplitz-
determining subsets as being precisely those sets of inner functions θ ∈ H∞(Sn) that
have the property that the associated sets of multiplication operatorsMθ ∈ B(L2(Sn))
generate the von Neumann algebra {Mf ; f ∈ L∞(Sn)}. An analogue of this result
happens to be valid in our setting.
Theorem 2.2.5
Let T ∈ B(H)n be a regular A-isometry with minimal normal extension U ∈ B(Hˆ)n
and scalar spectral measure µ ∈ M+(∂A). For a subset Λ ⊂ Iµ, the following are
equivalent:
(i) Λ is Toeplitz-determining.
(ii) W ∗(Λ) = L∞(µ).
(iii) W ∗(ΨU (Λ)) = W ∗(U).
Proof. We may suppose that Λ ⊂ Iµ is infinite. Otherwise we can replace Λ by
TΛ. It is clear that W ∗(Λ) = L∞(µ) if and only if W ∗(ΨU (Λ)) = W ∗(U), since
ΨU : L
∞(µ) → W ∗(U) is an isomorphism of von Neumann algebras. Thus we only
focus on the proof of the equivalence of conditions (i) and (iii). LettingWΛ be the von
Neumann algebra generated by ΨU (Λ), we assume first that WΛ = W ∗(U) and that
X ∈ B(H) satisfies the operator equations TθXTθ = X for all θ ∈ Λ. We need to show
that X is an abstract T -Toeplitz operator. In order to achieve this, we remember that,
by Proposition 2.1.1, the mapping ΦU,Λ is a completely positive unital projection with
ran(ΦU,Λ) = ΨU (Λ)
′. Together with our assumption on WΛ, this yields that
ΦU,Λ(iHXPH) ∈ ΨU (Λ)′ = W ′Λ = (U)′.
Moreover, the fact that TθXTθ = X holds for all θ ∈ Λ yields
〈ΨU (θ)iHXPHΨU (θ)x, y〉 = 〈TθXTθx, y〉 = 〈Xx, y〉
for all x, y ∈ H, which in turn leads to
〈ΦU,Λ(iHXPH)x, y〉 = 〈Xx, y〉,
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since convergence in the weak∗-topology implies convergence in the weak operator
topology. Consequently, X = PHΦU,Λ(iHXPH)|H ∈ PH(U)′|H = T (T ).
Let us now focus on the remaining implication. Suppose that Λ ⊂ Iµ is Toeplitz-
determining and assume that the inclusion WΛ ⊂ W ∗(U) is strict. It suffices to find
an operator X ∈ B(H) with TθXTθ = X for all θ ∈ Λ, but such that there exists
θ0 ∈ Iµ with Tθ0XTθ0 6= X. Applying von Neumann’s double commutant theorem,
we obtain that W ∗(U)′ = (U)′ is a strict subset of W ′Λ. Hence there is an operator
Z ∈ B(Hˆ) that commutes withWΛ but not with the components of U . Because of the
identity (U)′ = I ′U , there exists an inner function θ0 ∈ Iµ with ZΨU (θ0) 6= ΨU (θ0)Z,
which in turn implies ΨU (θ0)ZΨU (θ0) 6= Z. By the minimality of U we have
Hˆ =
∨
{ΨU (zα)x; α ∈ Nn, x ∈ H}.
Hence there are α, β ∈ Nn and x0, y0 ∈ H such that
〈ΨU (θ0)ZΨU (θ0)ΨU (zα)x0,ΨU (zβ)y0〉 6= 〈ZΨU (zα)x0,ΨU (zβ)y0〉.
The operator X ∈ B(H) with the properties we are looking for is now definied as
the compression X = PHY |H of Y = ΨU (zβ)ZΨU (zα) ∈ B(Hˆ). First, we verify
that Tθ0XTθ0 6= X. For this purpose, we notice that the above identity shows that
〈ΨU (θ0)YΨU (θ0)x0, y0〉 6= 〈Y x0, y0〉, from which we deduce
〈Tθ0XTθ0x0, y0〉 = 〈XΨU (θ0)x0,ΨU (θ0)y0〉
= 〈YΨU (θ0)x0,ΨU (θ0)y0〉
6= 〈Y x0, y0〉
= 〈Xx0, y0〉.
On the other hand, remember that the operator Z belongs to the commutant of
WΛ. Therefore ΨU (θ)ZΨU (θ) = Z for every inner function θ ∈ Λ. In view of the
commutativity of W ∗(U), this identity carries over to Y = ΨU (zβ)ZΨU (zα) ∈ B(Hˆ),
and we easily check that
〈TθXTθx, y〉 = 〈Xx, y〉
holds for all x, y ∈ H and all θ ∈ Λ as well.
The proof of Theorem 2.2.5 shows that a Toeplitz-determining subset Λ ⊂ Iµ of
inner functions is sufficient for the mapping ΦU,Λ to become a Toeplitz projection
associated with U . One particular case of such a Toeplitz-determining subset arises
as follows. Applying Alaoglu’s theorem, we see that (ball(L∞(µ)), τw∗) is a compact
topological space. Since L1(µ) is separable, this space is also metrizable and hence
separable as a compact metric space. Hence we can choose a weak∗-dense subset
Λ = {θk; k ∈ N} ⊂ Iµ of inner functions which indeed turns out to be a Toeplitz-
determining subset becauseW ∗(ΨU (Λ)) = W ∗(IU ) = W ∗(U). In addition, this choice
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of Λ allows us to slightly simplify the construction of the mapping ΦU,Λ. Namely,
instead of considering arbitrary finite subsets of Iµ, we can define operators
ΦX,k =
1
kk
∑
i∈Nkk
ΨU
(
θk
ik · . . . · θ1i1
)
XΨU
(
θi11 · . . . · θikk
)
in order to obtain a sequence
(Φk)k∈N = ((ΦX,k)X∈B(Hˆ))k∈N in
∏
X∈B(Hˆ)
B‖X‖(0)
from which we deduce the existence of a convergent subnet just as we did in the
beginning of the previous section.
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3 Ideals in Toeplitz algebras
In the present chapter, we explore Banach and C∗-algebras generated by concrete and
abstract Toeplitz operators. First, we examine general subnormal tuples and adapt
C∗-algebraic techniques that have been established by Sundberg in [45] in order to
connect the existence of natural short exact sequences for Toeplitz algebras with the
spectral behaviour of the generalized symbols in consideration. In particular, we link
these observations with an appropriate version of a famous spectral inclusion property
due to Hartman and Wintner [30].
Adopting the ideas from [39], we continue by giving the natural analogues of the
short exact sequences for the full abstract Toeplitz C∗-algebra and for the C∗-algebra
generated by the Toeplitz operators with continuous symbols associated with regular
A-isometries. Slightly extending these results to arbitrary Banach algebras generated
by Toeplitz operators with specific generalized symbols, we investigate the relation
between their commutator and semi-commutator ideals.
Inspired by Nikolskii’s work [37], we then establish an alternative representation of the
semi-commutator ideal in a Banach algebra generated by concrete Toeplitz operators
associated with a specific class of A-isometries.
3.1 Toeplitz algebras associated with general
subnormal tuples
Suppose that T ∈ B(H)n is a general subnormal tuple with minimal normal extension
U ∈ B(Hˆ)n and scalar spectral measure µ ∈ M+(σn(T )). As we have introduced in
Section 1.3, we can define T -Toeplitz operators with generalized symbols Y ∈ (U)′ by
the formula TY = PHY |H. For a closed unital subalgebra A ⊂ (U)′, the set
TA = {TY ; Y ∈ A} ⊂ B(H)
of all T -Toeplitz operators with generalized symbol in A forms a linear subspace of
B(H). The object we will focus on is the smallest closed subalgebra of B(H) containing
TA, which we will denote by
alg(TA) =
∨
{TY1 · . . . · TYk ; k ∈ N, Y1, . . . , Yk ∈ A} ⊂ B(H).
41
In this setting, we consider the closed ideals C(TA) ⊂ alg(TA) generated by the com-
mutators TY1TY2 − TY2TY1 with Y1, Y2 ∈ A and SC(TA) ⊂ alg(TA) generated by the
semi-commutators TY1TY2 − TY1Y2 of elements TY1 , TY2 in TA. It is clear that SC(TA)
contains C(TA) if A ⊂ (U)′ is commutative. Before we focus on the reverse inclusion,
let us start by collecting some basic facts about these two ideals. We observe that
the commutator ideal defined above is simply the commutator ideal of the under-
lying Toeplitz algebra. Thereafter, we give a rather concrete characterization of the
semi-commutator ideal.
Proposition 3.1.1
The closed ideal C(TA) ⊂ alg(TA) coincides with the commutator ideal C(alg(TA))
of the Banach algebra alg(TA), that is, the closed two sided ideal generated by all
commutators XY − Y X with X,Y ∈ alg(TA).
Proof. The inclusion C(TA) ⊂ C(alg(TA)) is clear. To prove the reverse inclusion, we
note that by an elementary inductive argument, for k ∈ N and Y1, . . . , Yk, Y ∈ A, we
have
TY1 · . . . · TYkTY − TY TY1 · . . . · TYk ∈ C(TA).
For k = 1, this is an immediate consequence of the definition of C(TA). The induction
step follows from the observation that
TY1 · . . . · TYkTY − TY TY1 · . . . · TYk
= TY1 · . . . · TYk−1(TYkTY − TY TYk)
+ (TY1 · . . . · TYk−1TY − TY TY1 · . . . · TYk−1)TYk .
Hence, for every finite sum S0 =
∑N
i=1
∏M
j=1 TYij with Yij ∈ A, we obtain that
S0TY − TY S0 ∈ C(TA) for every Y ∈ A. The closedness of C(TA) now yields that
STY − TY S ∈ C(TA) for all Y ∈ A and S ∈ alg(TA). A repetition of the above
argument with TY replaced by an arbitrary operator R ∈ alg(TA) completes the
proof.
Proposition 3.1.2
The semi-commutator ideal SC(TA) coincides with the closure of the set
M =
{ m∑
k=1
rk∏
i=1
T
X
(k)
i
(TXkTYk − TXkYk)
sk∏
j=1
T
Y
(k)
j
;
m ∈ N, rk, sk ∈ N and X(k)i , Y (k)j , Xk, Yk ∈ A
for all i ∈ {1, . . . , rk}, j ∈ {1, . . . , sk} and k ∈ {1, . . . ,m}
}
.
Proof. First, we show thatM is a closed two-sided ideal in alg(TA). It is easily verified
that M ⊂ alg(TA) is an additive subgroup. Now if R ∈ M and S ∈ alg(TA) is an
element of the form
m∑
k=1
sk∏
j=1
T
Y
(k)
j
,
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then the products RS and SR both belong toM, yielding that SR,RS ∈M for any
R ∈M and S ∈ alg(TA) by the continuity of the multiplication. SinceM is a closed
two-sided ideal in alg(TA) that contains all elements of the form TY1TY2 − TY1Y2 with
Y1, Y2 ∈ A, it follows that SC(TA) is contained inM. The remaining inclusion is clear
because SC(TA) is closed and containsM.
Notice that if B ⊂ L∞(µ) is a closed unital subalgebra, its range ΨU (B) under the
functional calculus is a closed commutative unital subalgebra of (U)′, thus fitting into
the above context. Abbreviating and slightly abusing the notation, we simply write
TB = TΨU (B) for the set of all concrete Toeplitz operators with symbol in B.
For the rest of Section 3.1, let us fix a commutative unital C∗-subalgebra A ⊂ (U)′.
In this situation, it follows that the corresponding closed subalgebra
alg(TA) = C∗(TA) ⊂ B(H)
generated by all T -Toeplitz operators with generalized symbol in A is a C∗-algebra.
The mapping associating with each symbol Y ∈ A the equivalence class [TY ] of TY in
alg(TA)/SC(TA) is obviously a ∗-homomorphism. By further exploiting the C∗-algebraic
structure of alg(TA) = C∗(TA), we obtain the following slightly stronger result.
Lemma 3.1.3
The mapping defined by
τ : A → alg(TA)/SC(TA), Y 7→ [TY ]
is a surjective ∗-homomorphism.
Proof. We only focus on the proof of the surjectivity of τ . Since its range ran(τ) is
a C∗-subalgebra of alg(TA)/SC(TA) containing the equivalence classes of the T -Toeplitz
operators with symbols in A, we obtain that
C∗({[TY ]; Y ∈ A}) ⊂ ran(τ).
Writing q for the canonical quotient mapping from alg(TA) onto alg(TA)/SC(TA), which
is a ∗-homomorphism, the observation that
alg(TA)/SC(TA) = q(alg(TA)) ⊂ C∗(q({TY ; Y ∈ A})) ⊂ ran(τ)
yields the desired surjectivity and thus concludes the proof.
Since C(TA) is the commutator ideal of the C∗-algebra alg(TA) and since it is con-
tained in SC(TA) by the assumed commutativity of A, it follows that the C∗-algebra
alg(TA)/SC(TA) is abelian. Hence by elementary Gelfand theory there exists a natural
∗-isomorphism onto the C∗-algebra of all continuous functions on its character space.
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Our next aim will be the supply of a ∗-isomorphism into another naturally related
function algebra that is more closely linked with the underlying C∗-subalgebra A of
(U)′. To this end, let us denote by ∆B the maximal ideal space of an arbitrary Banach
algebra B.
Lemma 3.1.4
Suppose that φ : B1 → B2 is a surjective unital algebra homomorphism between unital
Banach algebras B1 and B2. Then
φ∗ : ∆B2 → ∆φB1 , λ 7→ λ ◦ φ
defines a homeomorphism between the compact Hausdorff spaces ∆B2 and
∆φB1 = {λ ∈ ∆B1 ; λ|ker(φ) = 0}.
Proof. We first show that φ∗ is well-defined. Since φ is a unital algebra homomor-
phism, the composition λ◦φ of any element λ ∈ ∆B2 with φ is a nontrivial multiplica-
tive linear functional on B1. By construction it vanishes on ker(φ), whence it belongs
to ∆φB1 . Next, we use the surjectivity of φ to verify that φ
∗ is a homeomorphism. In-
deed, a net (λα)α in (∆B2 , τw∗) converges to λ ∈ ∆B2 precisely when λα(f)→ λ(f)
for every f ∈ B2 = ran(φ), which is equivalent to the convergence of (λα ◦φ)α to λ◦φ
in (∆B1 , τw∗). Thus it remains to prove that the mapping φ∗ is bijective. We first
point out that its injectivity is another consequence of the surjectivity of φ, since the
identity λ1 ◦φ = λ2 ◦φ implies that the elements λ1 and λ2 coincide on ran(φ) = B2.
Finally, if λ ∈ ∆B1 vanishes on ker(φ), we set
ηλ : B2 = ran(φ)→ C, φ(x) 7→ λ(x)
in order to obtain a well-defined element in ∆B2 such that φ∗(ηλ) = ηλ ◦ φ = λ.
Corollary 3.1.5
In the situation of the preceding lemma, suppose that B2 additionally is an abelian
C∗-algebra. Then there exists a C∗-algebra isomorphism γ : B2 → C(∆φB1), given by
the commutative diagram
B2 C(∆B2)
C(∆φB1)
............................................................
.x 7→xˆ
.......................................
...
f 7→f◦(φ∗)−1
...........................................................................
..
γ
,
where B2 → C(∆B2), x 7→ xˆ, denotes the Gelfand transform.
Proof. This is a direct consequence of the fact that the mapping
C(∆B2)→ C(∆φB1), f 7→ f ◦ (φ∗)−1
is a unital C∗-algebra isomorphism.
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As an application of these general observations, the following result provides the
announced ∗-isomorphism linking the commutative C∗-algebra alg(TA)/SC(TA) with an
algebra of continuous functions on a suitable subspace of the character space ∆A.
Corollary 3.1.6
The C∗-algebras alg(TA)/SC(TA) and C(∆τA) are ∗-isomorphic.
Proof. By Lemma 3.1.3, the mapping
τ : A → alg(TA)/SC(TA), Y 7→ [TY ]
is a surjective unital homomorphism of unital Banach algebras. Since, in addition,
alg(TA)/SC(TA) is an abelian C∗-algebra, the assertion is a straightforward consequence
of Corollary 3.1.5.
We continue by giving an alternative characterization of ∆τA. To this end, let us adopt
the ideas from [45] and consider another subset of ∆A whose functionals are closely
connected with the approximate point spectra
σpi,H(Y ) = {z ∈ C; z − Y |H : H → Hˆ not bounded below}.
of the restrictions Y |H associated with operators Y ∈ A. Notice that the latter are
always included in the approximate point spectra of the corresponding Toeplitz ope-
rators.
Proposition 3.1.7
The set
∆0 = {λ ∈ ∆A; Y |H : H → Hˆ is not bounded below for every Y ∈ ker(λ)}
is a weak∗-closed and hence weak∗-compact subset of ∆A.
Proof. Let (λα)α be a net in ∆0 that converges to λ ∈ ∆A in the weak∗-topology
and let Y ∈ A with λ(Y ) = 0. Then λα(Y ) → λ(Y ) = 0, which implies that the net
(Y − λα(Y ))α converges to Y in A. By assumption, we have λα ∈ ∆0 for every α,
implying that (Y −λα(Y ))|H is not bounded below. Since the operators X ∈ B(H, Hˆ)
that are bounded below form an open subset of B(H, Hˆ), we conclude that Y |H is
not bounded below.
Theorem 3.1.8
Let τ : A → alg(TA)/SC(TA) be the surjective ∗-homomorphism introduced in Lem-
ma 3.1.3. Then we have
∆0 = ∆
τ
A.
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Proof. Suppose that λ ∈ ∆0 and let Y ∈ A with λ(Y ) 6= 0. To show that λ ∈ ∆τA it
suffices to verify that τ(Y ) 6= 0, or equivalently, that TY /∈ SC(TA). Without loss of
generality, we may assume λ(Y ) = 1. Let
S =
m∑
k=1
rk∏
i=1
T
X
(k)
i
(TXkTYk − TXkYk)
sk∏
j=1
T
Y
(k)
j
be an arbitrary element of the dense subset M ⊂ SC(TA) defined in Propositi-
on 3.1.2. Define Z0 = Y and denote by (Zν)Nν=1 an enumeration of all the operators
X
(k)
i , Xk, Yk, XkYk, Y
(k)
j appearing as symbols of Toeplitz operators in the above re-
presentation of S. Since λ is a multiplicative linear functional, it is hermitian, yielding
λ(|Y |) = |λ(Y )| for all Y ∈ A. Thus letting
Z =
N∑
ν=0
|Zν − λ(Zν)|
we obtain that λ(Z) = 0, implying that Z|H is not bounded below. Hence there exists
a sequence (xk)k in H with ‖xk‖ = 1 for every k ∈ N and
‖TZxk‖ ≤ ‖Zxk‖ → 0
for k →∞. Since |Zν − λ(Zν)| ≥ 0, we find that
T|Zν−λ(Zν)| ≤ TZ ,
for all ν ∈ {0, . . . , N}. By Proposition 1.3.1 (iv), this leads to the estimate
‖TZν−λ(Zν)xk‖2 ≤ ‖Zν − λ(Zν)‖〈T|Zν−λ(Zν)|xk, xk〉
≤ ‖Zν − λ(Zν)‖〈TZxk, xk〉
≤ ‖Zν − λ(Zν)‖ · ‖TZxk‖
for all k ∈ N and ν ∈ {0, . . . , N}. Hence ‖TZνxk − λ(Zν)xk‖ = ‖TZν−λ(Zν)xk‖ → 0
for k →∞ and every ν ∈ {0, . . . , N}. From this, we derive two conclusions. First, for
ν = 0, we deduce that ‖TY xk − xk‖ → 0 and in particular ‖TY xk‖ → 1 for k → ∞.
Second, we observe that ‖Sxk‖ → 0 for k → ∞. To see this, we successively replace
each term TZνxk occurring in Sxk according to the above formula for S by λ(Zν)xk,
starting on the right-hand side. Combining these results, we obtain
‖TY − S‖ ≥ sup
‖x‖=1
∣∣‖TY x‖ − ‖Sx‖∣∣ ≥ lim
k→∞
∣∣‖TY xk‖ − ‖Sxk‖∣∣ = 1,
that is, TY is not included inM = SC(TA). Thus we have shown that ∆0 is contained
in ∆τA.
For the reverse inclusion, let us consider λ ∈ ∆A \∆0 and verify that λ /∈ ∆τA. By the
definition of ∆0, there is an operator Y ∈ A with ‖Y ‖ = 1 and λ(Y ) = 0 such that
Y |H is bounded below. This means that there exists a positive constant c > 0 such
that
c‖x‖2 ≤ ‖Y x‖2 ≤ 〈T|Y |x, x〉 ≤ ‖T|Y |x‖ · ‖x‖
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for all x ∈ H, implying that T|Y | is bounded below as well. Since 1− T|Y | is positive,
the estimate
‖1− T|Y |‖ = sup
‖x‖=1
〈(1− T|Y |)x, x〉 ≤ 1− c < 1
shows that T|Y | is invertible in alg(TA). Hence, by the surjectivity of τ , there exists
X ∈ A such that τ(X) is the inverse of [T|Y |] = τ(|Y |) in alg(TA)/SC(TA). Now we
observe that τ(|Y |X − 1) = 0 guarantees that η(|Y |X − 1) = 0 and in particular
η(|Y |) 6= 0 for every η ∈ ∆τA. But the choice of Y ∈ A yields that λ(|Y |) = |λ(Y )| = 0,
concluding the proof.
Corollary 3.1.9
The diagram
A alg(TA)/SC(TA)
C(∆A) C(∆τA) = C(∆0)
.............................................................................
.τ
Y 7→[TY ] ..........................................
γ
.......................................
...
Y 7→Yˆ
.........................................................
.
f 7→f |∆0
commutes.
Proof. By Lemma 3.1.4, the mapping τ∗ is a homeomorphism between the character
space of alg(TA)/SC(TA) and ∆τA = ∆0. Applying its inverse to an element λ ∈ ∆0 yields
the mapping ηλ : alg(TA)/SC(TA) → C, τ(Y ) 7→ λ(Y ). Thus an easy calculation shows
that
γ(τ(Y ))(λ) = (τ̂(Y ) ◦ (τ∗)−1)(λ) = τ̂(Y )(ηλ) = ηλ(τ(Y )) = λ(Y ) = Yˆ (λ).
for Y ∈ A and λ ∈ ∆0.
Having a second look at Theorem 3.1.8, we observe that the identity ∆0 = ∆A is clo-
sely related to the injectivity of the surjective ∗-homomorphism τ : A → alg(TA)/SC(TA)
from Lemma 3.1.3 and hence with the existence of a natural short exact sequence for
the Toeplitz algebra alg(TA). On the other hand, the definition of ∆0 also yields a
characterization of the above identity by means of the spectra of the operators Y ∈ A.
Theorem 3.1.10
For any commutative unital C∗-subalgebra A ⊂ (U)′, the following statements are
equivalent:
(i) There is a short exact sequence
0 −→ SC(TA) ↪−→ alg(TA) piA−→ A −→ 0.
of C∗-algebras such that piA(TY ) = Y for every Y ∈ A.
(ii) The mapping τ : A → alg(TA)/SC(TA), Y 7→ [TY ], is injective and hence it is a
∗-isomorphism.
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(iii) The identity ∆0 = ∆A holds.
(iv) For all Y ∈ A, the spectrum σ(Y ) coincides with σpi,H(Y ).
Proof. We prove the four equivalences one by one. Suppose that (i) holds and let
Y ∈ A with τ(Y ) = 0. Then TY ∈ SC(TA) = ker(piA) and hence Y = piA(TY ) = 0.
On the other hand, if τ is injective, it is a ∗-isomorphism and hence the mapping
piA : alg(TA) → A, Y 7→ τ−1([Y ]), is a well-defined surjective ∗-homomorphism with
piA(TY ) = τ−1([TY ]) = Y for all Y ∈ A. Moreover, by definition
ker(piA) = ker q = SC(TA),
where q is the canonical quotient mapping from alg(TA) onto alg(TA)/SC(TA). That (ii)
implies (iii) is an immediate consequence of Theorem 3.1.8. Conversely, if ∆0 = ∆A,
then λ|ker(τ) = 0 for every λ ∈ ∆A by Theorem 3.1.8. Since A is a commutative unital
C∗-algebra, it follows that ker(τ) = {0}. Now let (iii) be satisfied and let Y ∈ A. Then
for every λ ∈ ∆A = ∆0, we have that λ(λ(Y ) − Y ) = 0 and hence (λ(Y ) − Y )|H is
not bounded below. This clearly implies
σpi,H(Y ) ⊃ {λ(Y ); λ ∈ ∆A}.
But the set on the right-hand side coincides with the spectrum σ(Y ), which in turn
contains σpi,H(Y ). Finally, given (iv) and λ ∈ ∆A as well as Y ∈ A with λ(Y ) = 0,
we see that 0 ∈ σ(Y ) = σpi,H(Y ). Hence Y |H is not bounded below.
It is clear that if a commutative C∗-subalgebra A ⊂ (U)′ satisfies one of the equivalent
conditions in Theorem 3.1.10, then so does every commutative C∗-subalgebraA0 ⊂ A.
Moreover, we notice that, since σpi,H(Y ) ⊂ σpi(TY ) ⊂ σ(TY ) holds for every operator
Y ∈ (U)′, condition (iv) in Theorem 3.1.10 easily implies that σ(Y ) ⊂ σ(TY ) holds
for all Y ∈ A, thus giving a generalization of the spectral inclusion theorem due to
Hartman and Wintner [30]. In turn, the latter immediately yields that ‖TY ‖ = ‖Y ‖
for all Y ∈ A.
Let us now have a look at two specific cases and consider two particular C∗-subalgebras
B ⊂ L∞(µ). Here, we can use results of Réolon [42] on spectral inclusion properties
for subnormal tuples in order to deduce the reverse implication. First, we let B be
the algebra C(σn(T )) of continuous functions on the normal spectrum of T . Since
σn(T ) = supp(µ), the equalities
‖f‖L∞(µ) = ‖f‖∞,σn(T ) and f(σn(T )) = essran(f)
hold for every continuous function f ∈ C(σn(T )), where essran(g) denotes the es-
sential range of an essentially bounded function g ∈ L∞(µ). We observe that in this
setting, condition (iv) in the preceding theorem, that is, the condition that σL∞(µ)(f)
is equal to σpi,H(ΨU (f)) for all f ∈ B, coincides with (iv′) in [42, Satz 3.3.6].
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Corollary 3.1.11
If B = C(σn(T )) and A = ΨU (B) in the setting of Theorem 3.1.10, then the conditi-
ons (i)-(iv) are equivalent to:
(v) The inclusion f(σn(T )) = σL∞(µ)(f) ⊂ σ(Tf ) holds for all f ∈ C(σn(T )).
(vi) We have ‖Tf‖ = ‖f‖L∞(µ) = ‖f‖∞,σn(T ) for every f ∈ C(σn(T )).
Second, we consider the case where B is the full algebra L∞(µ) of essentially bounded
functions. Just as before, we see that condition (iv) from Theorem 3.1.10 is precisely
the statement in (iv′) of [42, Satz 3.3.5].
Corollary 3.1.12
If B = L∞(µ) and A = ΨU (B) in the setting of Theorem 3.1.10, then the state-
ments (i)-(iv) are equivalent to:
(v) The spectral inclusion essran(f) = σL∞(µ)(f) ⊂ σ(Tf ) holds for all f ∈ L∞(µ).
(vi) We have ‖Tf‖ = ‖f‖L∞(µ) for every f ∈ L∞(µ).
In order to give an auxiliary characterization of the spectral inclusion and isometry
properties established in Corollary 3.1.12 for the case that B = L∞(µ), we consider a
generalization of the approximate localization property introduced by Prunaru in [40]
that is appropriate to the setting of subnormal tuples.
Definition 3.1.13
The Hilbert space H possesses the approximate localization property in the sense of
Prunaru if for every measurable subset ω ⊂ σn(T ) with µ(ω) > 0 and every ε > 0,
there exists a vector x ∈ H satisfying the estimate
‖ΨU (χσn(T )\ω)x‖ < ε‖ΨU (χω)x‖.
Proposition 3.1.14
The space H has the approximate localization property if and only if for every mea-
surable subset ω ⊂ σn(T ) with µ(ω) > 0 there is a sequence (xk)k in H such that
‖xk‖ = 1 for all k ∈ N and ‖xk −ΨU (χω)xk‖ → 0 for k →∞.
Proof. First, suppose that H has the approximate localization property. Considering
an arbitrary measurable subset ω ⊂ σn(T ) with µ(ω) > 0, we see that for every
natural number k ∈ N, there is a vector xk ∈ H with ‖xk‖ = 1 such that the estimate
‖ΨU (χσn(T )\ω)xk‖ < 1k‖ΨU (χω)xk‖ holds. It follows that
‖xk −ΨU (χω)xk‖ = ‖ΨU (χσn(T )\ω)xk‖ < 1k‖ΨU (χω)‖‖xk‖ → 0
for k →∞. In order to verify the remaining implication, let ω ⊂ σn(T ) be an arbitrary
measurable set with µ(ω) > 0. Then there exists a sequence (xk)k in H such that
49
‖xk‖ = 1 for all k ∈ N and ‖xk − ΨU (χω)xk‖ → 0 for k → ∞. For 0 < ε < 1 we
choose k ∈ N with ‖xk − ΨU (χω)xk‖ < ε. By the reverse triangle inequality, we get
1− ‖ΨU (χω)xk‖ < ε, which leads to
‖xk −ΨU (χω)xk‖
‖ΨU (χω)xk‖ <
ε
1− ε ,
concluding the proof.
Proposition 3.1.15
In the situation of Corollary 3.1.12, the conditions (i)-(vi) are equivalent to the con-
dition that H has the approximate localization property.
Proof. Suppose that ‖Tf‖ = ‖f‖L∞(µ) for all f ∈ L∞(µ) and let ω ⊂ σn(T ) be a
measurable subset with µ(ω) > 0. Then ϕ = χω ∈ L∞(µ) is a positive essentially
bounded function with ‖ϕ‖L∞(µ) = 1, and therefore 1 = ‖Tϕ‖ = sup‖x‖=1 〈Tϕx, x〉.
Hence there is a sequence (xk)k of vectors in H such that ‖xk‖ = 1 for all k ∈ N and
〈Tϕxk, xk〉 = 〈ΨU (χω)xk, xk〉 → 1 for k →∞. This implies that
‖xk −ΨU (χω)xk‖2 = 1− 〈ΨU (χω)xk, xk〉 → 0
for k →∞. By Proposition 3.1.14 the space H satisfies the approximate localization
property.
Now let us assume that H possesses the approximate localization property. We verify
that the spectral inclusion σL∞(µ)(ϕ) ⊂ σ(Tϕ) holds for every ϕ ∈ L∞(µ). If Tϕ is
invertible, it is bounded below, leading to the existence of δ > 0 with ‖Tϕx‖ ≥ δ‖x‖
for all x ∈ H. We show that |ϕ| ≥ δ µ-almost everywhere on σn(T ). Let us assume the
contrary. Then we can choose 0 < δ0 < δ as well as a measurable subset ω ⊂ σn(T )
with µ(ω) > 0 such that |ϕ| ≤ δ0 on ω. As a consequence of Proposition 3.1.14 there
exists a sequence (xk)k in H with ‖xk‖ = 1 for all k ∈ N and
‖ΨU (|ϕ|)xk −ΨU (|ϕ|χω)xk‖ ≤ ‖ΨU (|ϕ|)‖ · ‖xk −ΨU (χω)xk‖ → 0
for k →∞. By assumption, the function χω(δ20 − |ϕ|2) is positive, which implies that
ΨU (χω|ϕ|2) ≤ δ20ΨU (χω) ≤ δ20 , whence
‖ΨU (|ϕ|χω)xk‖2 = 〈ΨU (|ϕ|2χω)xk, xk〉 ≤ δ20
for all k ∈ N. On the other hand, the boundedness of Tϕ from below means that
δ ≤ ‖Tϕxk‖ ≤ ‖ΨU (ϕ)xk‖, whence δ2 ≤ ‖ΨU (ϕ)xk‖2 = ‖ΨU (|ϕ|)xk‖2 for all k ∈ N.
Combining both estimates, we obtain the contradiction
δ ≤ lim sup
k→∞
‖ΨU (|ϕ|)xk‖
≤ lim sup
k→∞
(
‖ΨU (|ϕ|)xk −ΨU (|ϕ|χω)xk‖+ ‖ΨU (|ϕ|χω)xk‖
)
= lim sup
k→∞
‖ΨU (|ϕ|χω)xk‖
≤ δ0.
This shows that σL∞(µ)(ϕ) ⊂ σ(Tϕ) holds for every ϕ ∈ L∞(µ), as asserted.
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As an application, let us verify condition (iv) in Theorem 3.1.10 for the particular
case that B = L∞(µ) and the considered subnormal tuple T ∈ B(H)n is a regular
A-isometry.
Theorem 3.1.16
Suppose that T ∈ B(H)n is a regular A-isometry. Then σL∞(µ)(f) = σpi,H(ΨU (f))
for all f ∈ L∞(µ).
Proof. Let f ∈ L∞(µ) be an arbitrary essentially bounded function. It suffices to show
that its essential range is included in σpi,H(ΨU (f)). This will be realized by checking
that f is invertible in L∞(µ) if 0 /∈ σpi,H(ΨU (f)). If the latter holds true, there exists
some constant δ > 0 such that ‖ΨU (f)x‖2 ≥ δ2‖x‖2 for all x ∈ H. Since the scalar
spectral measure µ is defined as µ = 〈E(·)z, z〉 with a separating vector z ∈ H for U ,
we obtain that ∫
σn(T )
|f |2|ϕ|2 dµ = 〈ΨU (|f |2|ϕ|2)z, z〉
= ‖ΨU (f)ΨU (ϕ)z‖2
≥ δ2‖ΨU (ϕ)z‖2
=
∫
σn(T )
δ2|ϕ|2 dµ
for all ϕ ∈ RT , whereRT denotes the restriction algebra of the tuple T ∈ B(H)n. Now
suppose that g ∈ C(∂A) is a strictly positive function and abbreviate h = √g > 0.
By the regularity of the triple (A|∂A , ∂A, µ), there is a sequence (gk)k in A such that
|gk| < h for all k ∈ N and |gk| → h for k → ∞ holds µ-almost everywhere on ∂A.
From this, we easily infer that |gk|2 < g for every k ∈ N as well as |gk|2 → g for
k →∞ µ-almost everywhere on ∂A. Since we also have∣∣|f |2 − δ2∣∣ · |gk|2 ≤ ||f |2 − δ2| · g ∈ L1(µ)
for all k ∈ N, an application of the dominated convergence theorem reveals that∫
σn(T )
(|f |2 − δ2)|gk|2 dµ→
∫
σn(T )
(|f |2 − δ2)g dµ
for k →∞. Thus the inclusion A ⊂ RT implies that
∫
σn(T )
(|f |2 − δ2)g dµ ≥ 0 holds
for all g ∈ C(∂A) with g > 0. A second application of the dominated convergence
theorem shows that the above estimate is satisfied even if g ∈ C(∂A) with g ≥ 0.
Hence |f |2 − δ2 ≥ 0 µ-almost everywhere on σn(T ) and f is invertible in L∞(µ).
Notice that Theorem 3.1.16 also shows that the concrete Toeplitz operators associated
with a regular A-isometry all possess the spectral inclusion property, thus giving a
generalization of the famous spectral inclusion theorem due to Hartman and Wintner,
as stated in [21, Corollary 7.7].
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3.2 Toeplitz algebras associated with regular
A-isometries
3.2.1 Exact sequences for abstract Toeplitz algebras
Let T ∈ B(H)n be a regular A-isometry with minimal normal extension U ∈ B(Hˆ)n
and scalar spectral measure µ ∈ M+(∂A). Recall that the semi-commutator ideal
in the C∗-algebra generated by the Toeplitz operators on the Hardy space H2 is the
closed two-sided ideal generated by all operators of the form TϕTψ−Tϕψ with symbols
ϕ,ψ ∈ L∞(T). By means of the Toeplitz projection ΦT : B(H) → B(H) onto T (T )
introduced in Section 2.2, we define an abstract analogue of the semi-commutator
ideal in the full C∗-algebra C∗(T (T )) generated by the abstract Toeplitz operators.
Definition 3.2.1
The closed two-sided ideal in C∗(T (T )) generated by all operators XY − ΦT (XY )
with X,Y ∈ T (T ) will be called the abstract semi-commutator ideal and denoted by
SC(T ).
Clearly, we have that C∗(T (T )) = alg(T(U)′) and SC(T ) = SC(T(U)′). In view of the
linear isomorphism % : (U)′ → T (T ) from Corollary 2.1.6, we easily observe that
an equivalent characterization of the abstract semi-commutator ideal SC(T ) can be
obtained by taking as generators all operators TXTY − TXY with X,Y ∈ (U)′, thus
clarifying the correspondence to the classical setting. Towards a short exact sequence
for the abstract Toeplitz C∗-algebra associated with T , let us have a look at the kernel
of the surjective ∗-representation pi : C∗(T (T ))→ (U)′ from Theorem 2.1.7.
Theorem 3.2.2
The kernel ker(pi) of the mapping pi : C∗(T (T )) → (U)′ coincides with the abstract
semi-commutator ideal SC(T ).
Proof. Writing Φ0 for the restriction of ΦT to C∗(T (T )), the injectivity of the com-
pression mapping % : (U)′ → T (T ), Y 7→ PHY |H, from Corollary 2.1.6 and the fact
that Φ0 is a projection easily imply that
ker(pi) = ker(Φ0) = ran(1− Φ0) = {X − ΦT (X); X ∈ C∗(T (T ))}.
Next, we observe that ker(pi) ⊂ C∗(T (T )) is a closed two-sided ideal. Furthermore,
we have XY − Φ0(XY ) ∈ ran(1 − Φ0) for every X,Y ∈ T (T ). Hence the abstract
semi-commutator ideal is contained in the kernel of pi.
It remains to verify that X − Φ0(X) ∈ SC(T ) for every X ∈ C∗(T (T )). Since the
set T (T ) of all abstract Toeplitz operators is self-adjoint and the mapping Φ0 is
continuous, we only need to check the above claim for finite products of the form
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X = X1 · . . . · Xk with k ∈ N∗ and X1, . . . , Xk ∈ T (T ). The cases k = 1 and k = 2
being obvious, we will only consider k ≥ 3. Inserting suitable summands, we expand
X1 · . . . ·Xk − Φ0(X1 · . . . ·Xk)
= X1 · . . . ·Xk −X1 · . . . ·Xk−1Φ0(Xk)
+X1 · . . . ·Xk−1Φ0(Xk)−X1 · . . . ·Xk−2Φ0(Xk−1Xk)
+ . . .+X1Φ0(X2 · . . . ·Xk)− Φ0(X1 · . . . ·Xk)
= X1 · . . . ·Xk−1(Xk − Φ0(Xk)) +X1 · . . . ·Xk−2(Xk−1Φ0(Xk)− Φ0(Xk−1Xk))
+ . . .+X1 · . . . ·Xk−l(Xk−l+1Φ0(Xk−l+2 · . . . ·Xk)− Φ0(Xk−l+1 · . . . ·Xk))
+ . . .+X1Φ0(X2 · . . . ·Xk)− Φ0(X1 · . . . ·Xk).
The first two summands of the latter expression are clearly included in SC(T ). On
the other hand, an application of Proposition 2.2.3 allows us to write
Xk−l+1Φ0(Xk−l+2 · . . . ·Xk)− Φ0(Xk−l+1 · . . . ·Xk)
= Xk−l+1Φ0(Xk−l+2 · . . . ·Xk)− Φ0(Φ0(Xk−l+1)Xk−l+2 · . . . ·Xk)
= Xk−l+1Φ0(Xk−l+2 · . . . ·Xk)− Φ0(Xk−l+1Φ0(Xk−l+2 · . . . ·Xk))
for every l ∈ {2, . . . , k}. This shows that the remaining summands also belong to
SC(T ), completing the proof.
Corollary 3.2.3
There is a short exact sequence of C∗-algebras
0 −→ SC(T ) ↪−→ C∗(T (T )) pi−→ (U)′ −→ 0.
such that pi(TY ) = Y for every generalized symbol Y ∈ (U)′.
Let us now consider the C∗-algebras generated by the regular A-isometry T ∈ B(H)n
and its minimal normal extension U ∈ B(Hˆ)n. Emphasizing the correspondence with
the algebra C(∂A) of all continuous functions obtained in Proposition 1.4.3, we write
ΦC = ΦT |C∗(T ) and piC = pi|C∗(T ) for the restrictions of the Toeplitz projection and
the generalized symbol homomorphism to C∗(T ) and denote by CC(T ) the closed two-
sided ideal in C∗(T ) generated by all commutators XY − Y X with X,Y ∈ C∗(T ).
Lemma 3.2.4
The range of ΦC is given by
ran(ΦC) = T (T ) ∩ C∗(T ) = TC(∂A).
Proof. We know that the inclusions
TC(∂A) ⊂ T (T ) ∩ C∗(T ) ⊂ ran(ΦC)
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hold. Thus it suffices to show that ran(ΦC) ⊂ TC(∂A). By Proposition 1.4.3, C∗(T )
is the closed linear span of finite products of the form Tf1 · . . . · Tfk with functions
f1, . . . , fk ∈ C(∂A). Since ΦC(Tf1 · . . . · Tfk) = Tf1·...·fk for f1, . . . , fk ∈ C(∂A) by
Proposition 2.2.1, the missing inclusion follows from the fact that TC(∂A) ⊂ B(H) is
a closed linear subspace (cf. Corollary 2.1.6 and the subsequent remark).
Just as in the case of the full Toeplitz C∗-algebra, the mapping piC : C∗(T )→ B(Hˆ)
is a part of a natural short exact sequence.
Theorem 3.2.5
The mapping piC : C∗(T )→ B(Hˆ) satisfies ran(piC) = C∗(U) and ker(piC) = CC(T ).
Proof. While C∗(U) is clearly contained in pi(C∗(T )), the reverse inclusion easily
follows from the fact that the ∗-homomorphism pi maps each component of T to the
corresponding component of U . Towards the proof of the second statement, let us
first notice that the commutativity of the C∗-algebra C∗(U) = ran(piC) immediately
yields that CC(T ) ⊂ ker(piC). On the other hand, the identity ker(Φ0) = ker(pi) from
the beginning of the proof of Theorem 3.2.2 implies that
ker(piC) = {X − ΦC(X); X ∈ C∗(T )}.
Just as in the proof of Theorem 3.2.2, let us consider a finite product of the form
X = X1 · . . . ·Xk with X1, . . . , Xk ∈ {T1, . . . , Tn} ∪ {T ∗1 , . . . , T ∗n}. It has to be shown
that X − ΦC(X) ∈ CC(T ). Abbreviating Y = X2 · . . . ·Xk, we distinguish two cases.
If X1 ∈ {T ∗1 , . . . , T ∗n}, we decompose X − ΦC(X) = X1(Y − ΦC(Y )) using part (ii)
of Proposition 2.2.1. If X1 ∈ {T1, . . . , Tn}, then we use part (ii) and (iii) of Proposi-
tion 2.2.1 to deduce that
X − ΦC(X) = X1Y − ΦC(Y )X1 = X1(Y − ΦC(Y )) +X1ΦC(Y )− ΦC(Y )X1.
But both elements X1 and ΦC(Y ) belong to C∗(T ) by Lemma 3.2.4. This implies that
X1ΦC(Y )−ΦC(Y )X1 ∈ CC(T ). Thus an inductive argument completes the proof.
Corollary 3.2.6
There is a short exact sequence of C∗-algebras
0 −→ CC(T ) ↪−→ C∗(T ) piC−→ C∗(U) −→ 0.
such that piC(TY ) = Y for every Y ∈ C∗(U).
Let us close this section by slightly generalizing the above results on a short exact
sequence for C∗(T ). As we have seen in Proposition 1.4.3, this C∗-algebra coincides
with the C∗-algebra TC(T ) generated by all Toeplitz operators with continuous sym-
bols. Moreover, we have observed in Theorem 3.2.5 that the kernel of the restriction
pi|C∗(T ) of the surjective ∗-representation pi : C∗(T (T )) → (U)′ from Theorem 2.1.7
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to C∗(T ) = TC(T ) is equal to the commutator ideal CC(T ) of TC(T ). The essential
observation made in the corresponding proof was the fact that C∗(T ) is invariant
under ΦT .
Suppose that B ⊂ L∞(µ) is an arbitrary C∗-subalgebra. In this situation, the clo-
sed subalgebra alg(TB) = C∗(TB) generated by all concrete Toeplitz operators with
symbol in B is a commutative C∗-subalgebra of C∗(T (T )). It follows that we can
combine Theorem 3.1.16 with Theorem 3.1.10 and the subsequent remark to deduce
the existence of a short exact sequence
0 −→ SC(TB) ↪−→ alg(TB) piB−→ B −→ 0.
of C∗-algebras with piB(Tf ) = f for all f ∈ B.
Proposition 3.2.7
For every subset B0 ⊂ L∞(µ) such that C∗(TB0) is invariant under ΦT , we have
C∗(TB0) = alg(TC∗(B0)).
Proof. Let us abbreviate B = C∗(B0). Clearly, it suffices to prove the inclusion
alg(TB) = C∗(TB) ⊂ C∗(TB0). For this, we notice that
M = {f ∈ B; Tf ∈ C∗(TB0)} ⊂ B
is a C∗-subalgebra containing B0. Indeed, if f, g ∈ M, the products fg and TfTg
belong to B and C∗(TB0), respectively. The assumption that ΦT (C∗(TB0)) ⊂ C∗(TB0)
then yields Tfg = ΦT (TfTg) ∈ C∗(TB0) by applying Proposition 2.2.1 (iii). Now it
easily follows that B = C∗(B0) ⊂ C∗(M) =M⊂ B and hence TB ⊂ C∗(TB0).
Theorem 3.2.8
If there exists a subset B0 ⊂ RT such that B = C∗(B0), then the commutator and
semi-commutator ideals C(TB) and SC(TB) in alg(TB) = C∗(TB) coincide.
Proof. The observations preceding Proposition 3.2.7 reveal that we only need to check
that the kernel ker(piB) of the restriction piB to alg(TB) of the ∗-homomorphism pi from
Theorem 2.1.7 is contained in C(TB). By part (iii) of Proposition 2.2.1, the identity
ΦT (Tf1 · . . . · Tfk) = Tf1·...·fk
holds for every k ∈ N \ {0} and f1, . . . , fk ∈ B0 ∪ B∗0 ⊂ L∞(µ). Now let us denote
by N the set of all indices j in {1, . . . , k} with fj ∈ B0 and let N∗ = {1, . . . , k} \N .
Then we can decompose the product of the occurring functions as
f1 · . . . · fk =
∏
j∈N∗
fj ·
∏
j∈N
fj .
Since B0 ⊂ RT , we obtain a similar decomposition
ΦT (Tf1 · . . . · Tfk) = Tf1·...·fk =
∏
j∈N∗
Tfj ·
∏
j∈N
Tfj .
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of the associated concrete Toeplitz operator. But this means that C∗(TB0) is invariant
under ΦT , yielding alg(TB) = C∗(TB0) by Proposition 3.2.7. Writing ΦB for the re-
striction of ΦT to alg(TB), it follows from the first part of the proof of Theorem 3.2.2
that ker(piB) = ran(1− ΦB). Thus it suffices to show that
Tf1 · . . . · Tfk −
∏
j∈N∗
Tfj ·
∏
j∈N
Tfj ∈ C(TB),
for f1, . . . , fk as above. But this can be proven by adapting the inductive argument
from the proof of Theorem 3.2.5 to the present situation.
Since the equality C(∂A) = C∗(A) holds by the Stone-Weierstraß theorem, we obtain
a refined version of the exact sequence from Corollary 3.2.6.
Corollary 3.2.9
Suppose that T ∈ B(H)n is a regular A-isometry. Then there is a short exact sequence
0 −→ SC(TC(∂A)) = CC(T ) ↪−→ TC(T ) piC−→ C(σn(T )) −→ 0.
with a C∗-homomorphism piC satisfying piC(Tf ) = f |σn(T ) for all f ∈ C(∂A).
3.2.2 Commutator ideals in Toeplitz algebras
In the present section, we focus on closed subalgebras of C∗(T (T )) that are generated
by Toeplitz operators with specific symbols associated with a regular A-isometry
T ∈ B(H)n. In particular, we study the relation between the commutator and semi-
commutator ideals therein. For this purpose, let us assume that T ∈ B(H)n is a
regular A-isometry with minimal normal extension U ∈ B(Hˆ)n and scalar spectral
measure µ ∈ M+(∂A). Then, for an arbitrary closed unital subalgebra A ⊂ (U)′,
the inclusion alg(TA) ⊂ alg(T(U)′) = C∗(T (T )) holds. Hence we may consider the
restriction piA of the mapping pi from Theorem 2.1.7 to alg(TA).
Theorem 3.2.10
The restriction
piA = pi|alg(TA) : alg(TA)→ A
of pi is a well-defined surjective and contractive homomorphism of unital Banach al-
gebras such that SC(TA) = ker(piA).
Proof. In order to prove well-definedness and surjectivity, we only need to verify that
pi(alg(TA)) = A. One inclusion is clear since we even have pi(TA) = A, while the other
one follows by the continuity of pi and the fact that A is a closed unital subalgebra
of (U)′. Let us now have a closer look at the kernel of piA. Clearly it contains the
semi-commutator ideal SC(TA). As in the first part of the proof of Theorem 3.2.2 it
follows that
ker(piA) = {X − ΦT (X); X ∈ alg(TA)}.
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Since SC(TA) ⊂ B(H) is a closed linear subspace, it suffices to check that
TY1 · . . . · TYN − TY1·...·YN ∈ SC(TA)
for all N ∈ N and Y1, . . . , YN ∈ A. As usual, we prove this inductively and just remark
that the inductive step easily follows from the decomposition
TY1 · . . . · TYN+1 − TY1·...·YN+1 = (TY1 · . . . · TYN − TY1·...·YN )TYN+1
+TY1·...·YNTYN+1 − TY1·...·YN+1 ,
which holds true for all natural numbers N ∈ N.
Corollary 3.2.11
There is a short exact sequence
0 −→ SC(TA) ↪−→ alg(TA) piA−→ A −→ 0
of unital Banach algebras such that piA(TY ) = Y for every Y ∈ A.
In view of the identity SC(T(U)′) = SC(T ) and the remarks preceding the above
theorem, we observe that Theorem 3.2.2 and Corollary 3.2.3 are easily obtained from
Theorem 3.2.10 and Corollary 3.2.11 by considering A = (U)′. The proof of Theo-
rem 3.2.10 further reveals that alg(TA) is equal to the algebraic sum TA+SC(TA). It
turns out that this sum is even direct.
Corollary 3.2.12
The Toeplitz algebra alg(TA) is decomposable into a direct sum
alg(TA) = TA ⊕ SC(TA)
of closed subspaces.
Proof. As observed in the proof of Theorem 3.2.10, we have
(1− ΦT )(alg(TA)) = ker(piA) = SC(TA).
In addition, it follows from part (iii) of Proposition 2.2.1 that ΦT (alg(TA)) = TA.
Hence we obtain the direct sum decomposition
alg(TA) = ΦT (alg(TA))⊕ (1− ΦT )(alg(TA)) = TA ⊕ SC(TA),
concluding the proof.
Another consequence of Theorem 3.2.10 is the isomorphism of the Banach algebras
A and alg(TA)/SC(TA). This relation will be briefly discussed in the following corollary,
where we give concrete realizations of isomorphisms for both directions.
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Corollary 3.2.13
Let q : alg(TA) → alg(TA)/SC(TA) denote the usual quotient mapping. Then the map-
pings
pˇiA : alg(TA)/SC(TA)→ A, [X] 7→ piA(X)
and
τ : A → alg(TA)/SC(TA), Y 7→ [TY ]
are mutually inverse isometric isomorphisms of unital Banach algebras.
Proof. By Theorem 3.2.10 the map pˇiA is an isomorphism of unital Banach algebras
with ‖pˇiA‖ = ‖piA‖ ≤ 1. Since the identity
pˇiA(τ(Y )) = pˇiA([TY ]) = piA(TY ) = Y
holds for all Y ∈ A, it follows that τ = pˇi−1A . Because of ‖τ‖ ≤ 1, the mappings pˇiA
and τ are isometric.
Next, we consider the commutator ideal C(TA) ⊂ alg(TA), which is contained in
SC(TA) if A ⊂ (U)′ is commutative. Using the previous results, we characterize the
equality of both ideals and give a sufficient condition for this equality in terms of the
structure of the closed unital subalgebra A ⊂ (U)′.
Theorem 3.2.14
Let A ⊂ (U)′ be a closed commutative unital subalgebra and let piA = pi|alg(TA). Then
the following statements are equivalent:
(i) The Toeplitz algebra decomposes as alg(TA) = TA ⊕ C(TA).
(ii) For every Y1, Y2 ∈ A, the semi commutator TY1TY2 − TY1Y2 belongs to C(TA).
(iii) The quotient spaces TA+C(TA)/C(TA) and alg(TA)/C(TA) coincide.
(iv) The mapping p˜iA : alg(TA)/C(TA)→ A, [X] 7→ piA(X), is an isomorphism of unital
Banach algebras.
(v) The kernel of piA is equal to C(TA).
Proof. Suppose that alg(TA) = TA ⊕ C(TA). Then, for any Y1, Y2 ∈ A, there exist an
operator Y ∈ A and an element X0 ∈ C(TA) such that TY1TY2 − TY1Y2 = TY + X0.
But this implies
0 = piA(TY1TY2 − TY1Y2) = piA(TY +X0) = pˇiA([TY ]) = Y
since C(TA) ⊂ SC(TA) = ker(piA) by Theorem 3.2.10, proving (ii). On the other hand,
condition (ii) immediately implies that C(TA) = SC(TA). In view of Corollary 3.2.12,
this clearly shows that the quotient spaces in (iii) are the same. The mapping
p˜iA : alg(TA)/C(TA)→ A, [X] 7→ piA(X)
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is a surjective homomorphism of unital Banach algebras. If the identity
TA+C(TA)/C(TA) = alg(TA)/C(TA)
holds, then every element [X] ∈ ker(p˜iA) can be written as [X] = [TY ] for some
operator Y ∈ A, whence we obtain
0 = p˜iA([X]) = p˜iA([TY ]) = piA(TY ) = Y.
Consequently, p˜iA is injective as well and hence an isomorphism of unital Banach
algebras. Now suppose that (iv) holds. Since SC(TA) = ker(piA), we only need to
verify the inclusion ker(piA) ⊂ C(TA), which is a direct consequence of the injectivity
of p˜iA. Finally, the remaining implication from (v) to (i) follows from the representation
alg(TA) = TA ⊕ SC(TA) = TA ⊕ ker(piA)
we proved in Corollary 3.2.12.
Let us denote by H∞A (µ) the set of all functions f ∈ L∞(µ) such that f ∈ H∞A (µ).
Proposition 3.2.15
If B ⊂ L∞(µ) is the smallest closed subalgebra containing B∩(H∞A (µ)∪H∞A (µ)), then
C(TB) = SC(TB).
Proof. Tacitly we will make use of the multiplicativity property TgTfTh = Tgfh from
Proposition 1.3.2 which holds for every g, h ∈ H∞A (µ) and f ∈ L∞(µ). In view of
Theorem 3.2.14, it suffices to show that TϕTψ − Tϕψ ∈ C(TB) for all ϕ,ψ ∈ B. Let
us first verify this for ϕ,ψ ∈ B ∩ (H∞A (µ) ∪ H∞A (µ)) and distinguish two cases. If
ϕ ∈ H∞A (µ) or ψ ∈ H∞A (µ), we even have TϕTψ = Tϕψ. In the case that ϕ ∈ H∞A (µ)
and ψ ∈ H∞A (µ), we obtain TψTϕ = Tϕψ, whence
TϕTψ − Tϕψ = TϕTψ − TψTϕ ∈ C(TB).
Since C(TB) is closed and B is the closed linear span of products of the form ϕ1ϕ2
with ϕ1 ∈ B ∩H∞A (µ) and ϕ2 ∈ B ∩H∞A (µ), the observation that
Tϕ1ϕ2Tψ − Tϕ1ϕ2ψ = Tϕ2(Tϕ1Tψ − Tϕ1ψ) ∈ C(TB)
for ϕ1, ϕ2 as above and ψ ∈ B ∩ (H∞A (µ) ∪H∞A (µ)), yields that TϕTψ − Tϕψ ∈ C(TB)
for all ϕ ∈ B and ψ ∈ B ∩ (H∞A (µ) ∪ H∞A (µ)). Repeating this step, we obtain that
TϕTψ − Tϕψ ∈ C(TB) for all ϕ,ψ ∈ B.
3.3 Semi-commutator ideals for Hardy space
A-isometries
We continue by introducing a particular class of regular A-isometries that are more
closely related to the classical example of a spherical isometry, namely the commuting
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tuple Tz = (Tz1 , . . . , Tzn) ∈ B(H2(Sn))n of multiplication operators with the coordi-
nate functions on the Hardy space of the unit sphere in Cn. Exploiting the benefits
that come along with a rather tangible structure of the underlying Hilbert space,
we analyze Banach algebras generated by associated concrete Toeplitz operators and
their commutator and semi-commutator ideals.
Let us consider a compact subset K ⊂ Cn, a closed subalgebra A ⊂ C(K) containing
the polynomials and a finite positive regular Borel measure µ ∈ M+(∂A). The mul-
tiplication tuple Mz = (Mz1 , . . . ,Mzn) ∈ B(L2(µ))n is normal with Taylor spectrum
σ(Mz) = supp(µ) ⊂ ∂A. The spectral measure associated with Mz is given by the
formula E(ω) = Mχω for ω ∈ B(σ(Mz)). Since 1 ∈ L2(µ) is a separating vector for
Mz, we infer that µ is a scalar spectral measure for Mz. The associated functional
calculus then admits a particularly simple form, as it is given by
ΨMz : L
∞(µ)→ B(L2(µ)), f 7→Mf .
Moreover, the closed subspace
H2A(µ) = A
L2(µ) ⊂ L2(µ)
is invariant under every multiplication operator Mf with symbol f ∈ A and hence
invariant under each component Mzj , j ∈ {1, . . . , n}, of Mz. Thus the restriction
Tz = Mz|H2A(µ) ∈ B(H2A(µ))n is a well-defined tuple of bounded operators on H2A(µ).
Proposition 3.3.1
Tz ∈ B(H2A(µ))n is subnormal with minimal normal extension Mz ∈ B(L2(µ))n.
Proof. It is clear that Tz is subnormal and that Mz is a normal extension. We need
to verify the identity
L2(µ) =
∨
{(M∗z )αf ; f ∈ H2A(µ), α ∈ Nn}.
According to [8, Proposition 7.4.2], C(∂A) is dense in L2(µ). Therefore, it suffices to
check that the closed subspace on the right-hand side contains C(∂A). For this, we
further observe that H2A(µ) contains the restrictions of polynomials to ∂A, whence it
remains to show that the norm-closed linear span of the set
{(M∗z )αp; p ∈ C[z1, . . . , zn], α ∈ Nn}
contains C(∂A). But this is an easy application of the Stone-Weierstraß theorem, as
the considered linear hull contains the restrictions to ∂A of the polynomials in the
variables z1, . . . , zn, z1, . . . , zn.
Gathering the above results, we deduce that Tz ∈ B(H2A(µ))n is an A-isometry.
Definition 3.3.2
We call the closed subspace H2A(µ) = A
L2(µ) ⊂ L2(µ) the generalized Hardy space and
a tuple of the form Tz = Mz|H2A(µ) a Hardy space A-isometry.
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For the remainder of this section, let us assume that Tz ∈ B(H2A(µ))n is an essentially
normal regular Hardy space A-isometry. Recall that the concrete Toeplitz and Hankel
operators with symbol f ∈ L∞(µ) associated with Tz are given by the formulas
Tf = PH2A(µ)ΨMz (f)|H2A(µ) = PH2A(µ)Mf |H2A(µ)
and
Hf = (1− PH2A(µ))ΨMz (f)|H2A(µ) = (1− PH2A(µ))Mf |H2A(µ),
respectively. According to Corollary 2.1.6, the linear mapping
L∞(µ)→ B(H2A(µ)), f 7→ Tf
is isometric.
As described in Section 1.2, the measure µ admits a decomposition into a discrete
part µd and a continuous part µc, yielding H∞A (µ) = L
∞(µd) ⊕∞ H∞A (µc). By the
continuity of the measure µc ∈M+(∂A), an application of Theorem 1.2.3 shows that
there exists a sequence (δk)k of µc-inner functions δk ∈ H∞A (µc) that is convergent to
0 in the weak∗-topology. Using Proposition 1.2.6, we define θk = 1 ⊕∞ δk ∈ H∞A (µ)
for k ∈ N and obtain a sequence (θk)k of µ-inner functions.
Lemma 3.3.3
For every ϕ ∈ L∞(µ) and every f ∈ H2A(µ), the sequence (Tϕ(θkf)−ϕθkf)k converges
to 0 in L2(µ).
Proof. With respect to the mapping σ2 : H2A(µ) → L2(µd) ⊕2 H2A(µc), the tuple
Tz ∈ B(H2A(µ))n is unitarily equivalent to
(Mz|L2(µd))⊕ (Tz|H2A(µc)).
Writing ϕ = ϕd ⊕∞ ϕc ∈ L∞(µd)⊕∞ L∞(µc) and f = fd ⊕2 fc ∈ L2(µd)⊕2 H2A(µc),
we obtain
Tϕ(θkf)− ϕθkf = (Mϕd ⊕ PH2A(µc)Mϕc |H2A(µc))(1⊕∞ δk)(fd ⊕2 fc)
− (Mϕd ⊕Mϕc)(1⊕∞ δk)(fd ⊕2 fc)
= (Mϕd ⊕ PH2A(µc)Mϕc |H2A(µc))(fd ⊕2 δkfc)
− (Mϕd ⊕Mϕc)(fd ⊕2 δkfc)
= 0⊕2 (PH2A(µc)(ϕcδkfc)− ϕcδkfc)
by using the observations made in Section 1.2. Thus we need to show that the sequence
(PH2A(µc)(ϕcδkfc)−ϕcδkfc)k converges to 0 in L2(µc). The proof will be organized in
three steps. First, we verify that
PH2A(µc)(ϕδkf)− ϕδkf → 0
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in L2(µc) for k → ∞ and every f ∈ A and ϕ ∈ C(∂A). Being the restriction of an
essentially normal tuple to a reducing subspace, the tuple Tz|H2A(µc) ∈ B(H2A(µc))n
is essentially normal. In view of Proposition 1.4.2, this yields the compactness of all
associated Hankel operators with continuous symbol. Since (δk)k is a weak∗-zero-
sequence in L∞(µc), we have
〈δkf, g〉H2A(µc) =
∫
∂A
δkfg dµc = 〈fg, δk〉 → 0
for k → ∞ and all f ∈ A and g ∈ H2A(µc). But this means that the sequence
(δkf)k converges weakly to 0 in H2A(µc). Now the compactness of the Hankel operator
Hϕ : H
2
A(µc)→ L2(µc) (cf. Proposition 1.4.2) yields
‖PH2A(µc)(ϕδkf)− ϕδkf‖L2(µc) → 0
for k →∞. Second, we claim that
PH2A(µc)(δkfϕ)− δkfϕ→ 0
for k →∞ and every f ∈ A, ϕ ∈ L2(µc). Indeed, using the density of C(∂A) in L2(µc),
we can approximate ϕ in L2(µc) up to any given number ε > 0 by some continuous
function ϕ0 ∈ C(∂A). By the first step, there exists a natural number k0 ∈ N such
that
‖PH2A(µc)(ϕ0δkf)− ϕ0δkf‖L2(µc) < ε
for all k ≥ k0. Using the triangle inequality, we obtain the estimates
‖PH2A(µc)(δkfϕ)− δkfϕ‖L2(µc)
≤ ‖PH2A(µc)(δkfϕ− δkfϕ0)‖L2(µc) + ‖PH2A(µc)(δkfϕ0)− δkfϕ0‖L2(µc)
+ ‖δkfϕ0 − δkfϕ‖L2(µc)
≤ ‖f‖L∞(µ)‖δk(ϕ− ϕ0)‖L2(µc) + ε+ ‖f‖L∞(µ)‖δk(ϕ0 − ϕ)‖L2(µc)
≤ ε(2‖f‖L∞(µ) + 1),
for all k ≥ k0, f ∈ A and ϕ ∈ L2(µc). This proves the second assertion. Since
ϕc ∈ L∞(µc) ⊂ L2(µc), we obtain in particular that
PH2A(µc)(ϕcδkf)− ϕcδkf → 0
for k →∞ and all f ∈ A. Finally, we approximate fc ∈ H2A(µc) by some function in
A and repeat the above argument to complete the proof.
It turns out that the previous result is the key for a concrete characterization of the
semi-commutator ideal SC(TB) in the Banach algebra alg(TB) ⊂ B(H) generated by
all Toeplitz operators with symbols in the closed unital subalgebra B ⊂ L∞(µ) we
have introduced in Section 3.2.2. But before this will be realized, we will gather some
results for elements in the linear hull of finite products of concrete Toeplitz operators.
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To this end, let us fix N,M ∈ N as well as functions ϕij ∈ L∞(µ) for all i ∈ {1, . . . , N}
and j ∈ {1, . . . ,M} and define
S =
N∑
i=1
M∏
j=1
Tϕij ∈ B(H2A(µ)).
Since we will also frequently make use of the corresponding expression of the occurring
symbols, let us write
ϕS =
N∑
i=1
M∏
j=1
ϕij .
We start by describing the norm of the multiplication operator with symbol ϕS by
means of the operator S and the sequence (θk)k of inner functions.
Proposition 3.3.4
The formula
lim
k→∞
‖S(θkf)‖L2(µ) = ‖ϕSf‖L2(µ)
holds for every function f ∈ H2A(µ).
Proof. Since every function θk is µ-inner, it follows that ‖θkf‖L2(µ) = ‖f‖L2(µ) for all
f ∈ L2(µ). Moreover, an easy application of the triangle inequality yields the estimate∣∣∣‖S(θkf)‖L2(µ) − ‖ϕSf‖L2(µ)∣∣∣ ≤ ‖S(θkf)− ϕSθkf‖L2(µ)
≤
N∑
i=1
∥∥∥ M∏
j=1
Tϕij (θkf)−
( M∏
j=1
ϕij
)
θkf
∥∥∥,
for all f ∈ H2A(µ) and all k ∈ N. Thus it suffices to prove that
lim
k→∞
Tϕ1 . . . Tϕr (θkf)− ϕ1 · . . . · ϕrθkf = 0
for all r ∈ N and ϕ1, . . . , ϕr ∈ L∞(µ), which will be done by induction. While the
case r = 1 has already been treated in Lemma 3.3.3, the induction step is a direct
consequence of the estimate
‖Tϕr+1 . . . Tϕ1(θkf)− ϕr+1 · . . . · ϕ1θkf‖L2(µ)
≤ ‖Tϕr+1 . . . Tϕ1(θkf)− Tϕr+1·...·ϕ1(θkf)‖L2(µ)
+ ‖Tϕr+1·...·ϕ1(θkf)− ϕr+1 · . . . · ϕ1θkf‖L2(µ)
≤ ‖PH2A(µ)Mϕr+1‖ · ‖Tϕr . . . Tϕ1(θkf)− ϕr · . . . · ϕ1θkf‖L2(µ)
+ ‖Tϕr+1·...·ϕ1(θkf)− ϕr+1 · . . . · ϕ1θkf‖L2(µ),
which holds for all natural numbers k, r ∈ N.
Proposition 3.3.5
The norm of ϕS is given by
‖ϕS‖L∞(µ) = sup
{
lim
k→∞
‖S(θkf)‖L2(µ); f ∈ H2A(µ), ‖f‖L2(µ) ≤ 1
}
.
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Proof. Recall that the mapping L∞(µ) → B(H2A(µ)), ϕ 7→ Tϕ, is isometric. From
Proposition 3.3.4, we infer that
sup
{
lim
k→∞
‖S(θkf)‖L2(µ); f ∈ H2A(µ), ‖f‖ ≤ 1
}
= sup
{‖ϕSf‖L2(µ); f ∈ H2A(µ), ‖f‖ ≤ 1}
= ‖MϕS |H2A(µ)‖.
Hence the observation that
‖ϕS‖L∞(µ) = ‖TϕS‖ ≤ ‖MϕS |H2A(µ)‖ ≤ ‖MϕS‖ = ‖ϕS‖L∞(µ)
completes the proof.
Towards a concrete characterization of the semi-commutator ideal SC(TB) ⊂ alg(TB),
we continue by introducing an ideal of operators on H2A(µ) that satisfy a certain limit
condition.
Proposition 3.3.6
The set
I0 =
{
X ∈ B(H2A(µ)); lim
k→∞
‖X(θkf)‖L2(µ) = 0 for every f ∈ H2A(µ)
}
is a closed left ideal in B(H2A(µ)).
Proof. It is clear that I0 ⊂ B(H2A(µ)) is a linear subspace. To see that it is closed, let
us consider an operator X ∈ I0. Given ε > 0 and f ∈ H2A(µ) \ {0}, there exists some
operator X0 ∈ I0 such that
‖X −X0‖ < ε
2‖f‖L2(µ) .
By the definition of I0, we further can choose k0 ∈ N such that ‖X0(θkf)‖L2(µ) < ε2
for all k ≥ k0. Combining these two estimates, we obtain
‖X(θkf)‖L2(µ) ≤ ‖X −X0‖ · ‖f‖L2(µ) + ‖X0(θkf)‖L2(µ) < ε
for k ≥ k0, since each function θk is µ-inner. It remains to verify that I0 absorbs
multiplication on the left by elements of B(H2A(µ)). Indeed, for operators X ∈ I0 and
Y ∈ B(H2A(µ)), the calculation that
‖Y X(θkf)‖L2(µ) ≤ ‖Y ‖ · ‖X(θkf)‖L2(µ) → 0
for k →∞ and f ∈ H2A(µ) yields Y X ∈ I0.
Proposition 3.3.7
The distance of S to I0 is bounded by
‖S‖ ≥ dist(S, I0) ≥
∥∥∥ N∑
i=1
M∏
j=1
ϕij
∥∥∥
L∞(µ)
= ‖ϕS‖L∞(µ).
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Proof. The first estimate is an immediate consequence of the fact that 0 ∈ I0. In
order to prove the second, we fix an arbitrary element X ∈ I0 and calculate
‖S −X‖ = sup
{‖(S −X)f‖L2(µ)
‖f‖L2(µ) ; 0 6= f ∈ H
2
A(µ)
}
≥ sup
{‖(S −X)θkf‖L2(µ)
‖θkf‖L2(µ) ; 0 6= f ∈ H
2
A(µ), k ∈ N
}
.
By the definition of I0, the sequence (X(θkf))k tends to zero for k → ∞, and the
triangle inequality together with Proposition 3.3.4 yield
‖(S −X)(θkf)‖L2(µ) → ‖ϕSf‖L2(µ)
for k → ∞. To conclude the proof, we continue estimating the above expression in
order to obtain
sup
{‖(S −X)θkf‖L2(µ)
‖f‖L2(µ) ; 0 6= f ∈ H
2
A(µ), k ∈ N
}
≥ sup
{‖ϕSf‖L2(µ)
‖f‖L2(µ) ; 0 6= f ∈ H
2
A(µ)
}
= ‖MϕS |H2A(µ)‖
= ‖ϕS‖L∞(µ),
where we point out that the last equality has already been verified in the proof of
Proposition 3.3.5.
Two relevant properties of the ideal I0 are gathered in the next proposition. In par-
ticular, we relate it to the semi-commutator ideal SC(TL∞(µ)).
Proposition 3.3.8
The following statements hold:
(i) The semi-commutator ideal SC(TL∞(µ)) is contained in I0.
(ii) The ideal I0 has trivial intersection with TL∞(µ).
Proof. From Proposition 3.1.2, we infer that SC(TL∞(µ)) coincides with the closure
of the set
M =
{ m∑
k=1
rk∏
i=1
T
ϕ
(k)
i
(TϕkTψk − Tϕkψk)
sk∏
j=1
T
ψ
(k)
j
;
m ∈ N, rk, sk ∈ N and ϕ(k)i , ψ(k)j , ϕk, ψk ∈ L∞(µ)
for all i ∈ {1, . . . , rk}, j ∈ {1, . . . , sk} and k ∈ {1, . . . ,m}
}
.
This observation implies that, since I0 ⊂ B(H2A(µ)) is a closed left ideal by Proposi-
tion 3.3.6, it suffices to show that∥∥∥(TϕTψ − Tϕψ) s∏
j=1
Tψj (θkf)
∥∥∥
L2(µ)
→ 0
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for k → ∞ and all s ∈ N, ϕ,ψ, ψ1, . . . , ψs ∈ L∞(µ) and f ∈ H2A(µ). But this is a
straightforward consequence of Proposition 3.3.4. To prove the second statement, let
us consider a function ϕ ∈ L∞(µ) such that Tϕ ∈ I0. An application of Propositi-
on 3.3.4 and the definition of I0 then yields
0 = lim
k→∞
‖Tϕ(θkf)‖L2(µ) = ‖ϕf‖L2(µ)
for all f ∈ H2A(µ). Since A ⊂ H2A(µ) is assumed to be unital, this implies ϕ = 0, as
asserted.
We are now able to give a concrete characterization of the semi-commutator ideal
SC(TB) in alg(TB).
Corollary 3.3.9
Suppose that B ⊂ L∞(µ) is an arbitrary closed unital subalgebra. Then the identity
SC(TB) = I0 ∩ alg(TB) holds.
Proof. Due to the fact that SC(TB) is contained in SC(TL∞(µ)), an application of
part (i) of Proposition 3.3.8 immediately yields the inclusion SC(TB) ⊂ I0 ∩ alg(TB).
Now let T ∈ I0 ∩ alg(TB). Using the decomposition alg(TB) = TB ⊕ SC(TB) from
Corollary 3.2.12, we find f ∈ B and S ∈ SC(TB) such that T = Tf +S. With part (ii)
of Proposition 3.3.8, it follows that
Tf ∈ I0 ∩ TB ⊂ I0 ∩ TL∞(µ) = {0},
whence T = S ∈ SC(TB).
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4 Analytic Toeplitz operators
A classical problem in the theory of Toeplitz operators on the Hardy space H2 of
the unit circle in C is the characterization of the essential commutant of the analytic
Toeplitz operators, that is, the description of the commutant modulo the compact
operators of all Toeplitz operators Tϕ ∈ B(H2) with analytic symbols. Solving a
problem posed by Douglas, Davidson [12] identified these operators as sums of a
compact operator and a concrete Toeplitz operator such that the associated Hankel
operator is compact. Motivated by corresponding results of Ding and Sun [19] for the
setting of the Hardy space H2(Sn) of the unit sphere in Cn, the aim of the present
chapter is the analysis of the essential commutant of the analytic Toeplitz operators
associated with an essentially normal regular A-isometry.
Inspired by the decomposition of a finite positive regular Borel measure into its dis-
crete and continuous parts, we start by considering discrete and continuous parts
of regular A-isometries and analyze their interplay with the discrete and continuous
parts of the associated scalar spectral measure. These observations lead to decom-
postion results for analytic Toeplitz operators, which will be used, along with the
Toeplitz projection ΦT introduced in Chapter 2, to describe the essential commu-
tant of the analytic Toeplitz operators associated with an essentially normal regular
A-isometry. Thereafter, we close the chapter by characterizing a particular class of
regular A-isometries through a C· 0-type condition.
4.1 Discrete and continuous parts of regular
A-isometries
Let µ ∈M+(∂A) be the scalar spectral measure of a regular A-isometry T ∈ B(H)n.
As in Section 1.2, we decompose µ into a sum µ = µd+µc with a discrete part µd and
a continuous part µc by considering the countable set ∆ = {ζ ∈ ∂A; µ({ζ}) > 0} and
defining µd(ω) = µ(ω ∩∆) and µc(ω) = µ(ω ∩ (∂A \∆)) for arbitrary Borel subsets
ω ⊂ ∂A. Exploiting a particular relation between ∆ and the point spectrum of T , we
will discover that regular A-isometries admit a similar decomposition into a discrete
and continuous part.
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Suppose that T ∈ B(H)n is a regular A-isometry with minimal normal extension
U ∈ B(Hˆ)n and scalar spectral measure µ ∈M+(∂A). For any ζ in the point spectrum
of U , let us write χζ = χ{ζ} for the indicator function of the singleton {ζ} and
Pζ = ΨU (χζ) for the image of χζ under the functional calculus for U . Notice that Pζ
is an orthogonal projection since χ2ζ = χζ = χζ . We first show that its range is equal
to the eigenspace
Hζd =
n⋂
j=1
ker(ζj − Uj) ⊂ Hˆ
of U corresponding to the eigenvalue ζ.
Proposition 4.1.1
Let E : B(Cn) → B(Hˆ) be (the trivial extension of) the operator-valued spectral
measure of U ∈ B(Hˆ)n. Then the identity
E({ζ})Hˆ =
n⋂
j=1
ker(ζj − Uj)
holds for each ζ ∈ Cn.
Proof. We first prove that E({ζ})Hˆ is contained in the intersection on the right-hand
side. By the definition of the spectral measure associated with U (cf. Section 1.1), the
inclusion
σ(U |E({ζ})Hˆ) ⊂ {ζ}
holds. But then σ(ζ − U |E({ζ})Hˆ) ⊂ {0} and thus σ(ζj − Uj |E({ζ})H) ⊂ {0} for
each j ∈ {1, . . . , n}. From this, we infer that each component ζj − Uj |E({ζ})Hˆ is
quasinilpotent. Since, in addition, it is a normal operator because E({ζ})Hˆ reduces
Uj , it follows that ζj − Uj |E({ζ})Hˆ = 0 for every j ∈ {1, . . . , n}. Let us now turn to
the remaining inclusion. For any j ∈ {1, . . . , n}, we easily check that the formula
Ej(A) = E(C× . . .×A× . . .× C),
where A ∈ B(C) is the j-th factor in the cartesian product, defines a spectral measure
Ej : B(C) → B(Hˆ) for the corresponding component Uj of U ∈ B(Hˆ)n. As the
identity
E({ζ}) =
n∏
j=1
Ej({ζj})
holds for ζ ∈ Cn, it suffices to prove the claim in the case n = 1. So let n = 1 and
x ∈ ker(ζ −U) be given. For k ∈ N with k ≥ 1, we define ωk = C \D 1
k
(ζ) in order to
obtain an increasing sequence of Borel sets ωk with
⋃∞
k=1 ωk = C \ {ζ}, yielding
E({ζ})x = (1− E(C \ {ζ}))x = x− lim
k→∞
E(ωk)x.
But for every k ≥ 1, the fact that ζ /∈ ωk ⊃ σ(U |E(ωk)Hˆ) implies
E(ωk)x = R(ζ, U |E(ωk)Hˆ)(ζ − U)E(ωk)x = R(ζ, U |E(ωk)Hˆ)E(ωk)(ζ − U)x = 0,
whence we obtain E({ζ})x = x.
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Since Pζ = E({ζ}), where E : B(∂A) → B(Hˆ) denotes the operator-valued spectral
measure of U , the previous lemma implies that Pζ = PHζd and that the set ∆ of all
one-point atoms of µ coincides with the point spectrum σp(U) of the tuple U , which
in turn contains the point spectrum of T . Under the regularity condition that has
been imposed on T , we can achieve that σp(T ) = σp(U).
Proposition 4.1.2
We have ∆ = σp(U) = σp(T ), and for every ζ ∈ ∆, the space
n⋂
j=1
ker(ζj − Tj) =
n⋂
j=1
ker(ζj − Uj) = Hζd
is reducing for U .
Proof. As before, we denote by µd the discrete part of µ. Since the characteristic func-
tion χζ of ζ ∈ ∆ belongs to L∞(µd), Proposition 1.2.6 implies that χζ = σ−1∞ (χζ , 0)
is in H∞A (µ) ⊂ RT . Thus H is invariant and hence reducing for Pζ = ΨU (χζ). An
application of Proposition 4.1.1 now yields
PζH =
n⋂
j=1
ker(ζj − Tj).
Hence it remains to verify the identity PζHˆ = PζH. This will be realized by proving
that PζH⊥ = {0}. For every x ∈ PζH⊥ ⊂ H⊥, the space (Cx)⊥ contains H and is
reducing for U . But U is the minimal normal extension of T , whence (Cx)⊥ = Hˆ,
implying x = 0. It is clear that Hζd reduces U .
The above result gives rise to a natural decomposition of the Hilbert space H into a
direct sum of suitable subspaces that are reducing for T .
Proposition 4.1.3
The spaces Hd =
∨
ζ∈∆Hζd =
⊕
ζ∈∆Hζd and Hc = H	Hd reduce T .
Proof. Since every space Hζd, ζ ∈ ∆, reduces U and is contained in H by Propositi-
on 4.1.2, it reduces the restriction T of U to H as well. This implies that both spaces
Hd and Hc reduce T , while the normality of U yields that Hζd ⊥ Hξd for any ζ, ξ ∈ ∆
with ζ 6= ξ, concluding the proof.
Proposition 4.1.4
The restriction tuples Td = T |Hd ∈ B(Hd)n and Tc = T |Hc ∈ B(Hc)n have the
following properties:
(i) Td = T |Hd =
⊕
ζ∈∆ ζ 1Hζd is a normal tuple.
(ii) Tc = T |Hc is a subnormal tuple with σp(Tc) = ∅.
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Proof. For x = (xζ)ζ∈∆ ∈ Hd, we obtain that Tjx = (Tjxζ)ζ∈∆ = (ζjxζ)ζ∈∆ for all
j ∈ {1, . . . , n}, which yields the claimed formula for Td. The normality of Td can now
easily be verified componentwise. Of course, U ∈ B(Hˆ)n is a normal extension of Tc.
Thus we conclude the proof by verifying that Tc has empty point spectrum. But this
is a straightforward consequence of the fact that for every ξ ∈ σp(Tc), there would be
a vector x ∈ Hc \ {0} with x ∈
⋂n
j=1 ker(ξj − Tj) = Hξd ⊂ Hd = Hc⊥.
The tuples Td and Tc will be called the discrete and continuous part of T , respectively.
We first observe that if the considered A-isometry is essentially normal, then its
continuous part, being the restriction of an essentially normal tuple to a reducing
subspace, is essentially normal.
Since the continuous part Tc = T |Hc ∈ B(Hc)n of T is subnormal, one may ask for
its minimal normal extension. In general, the minimal normal extension U of T is too
large because a part of it also acts on Hd. Indeed, an elementary exercise shows that
the restriction Uc = U |Hˆc ∈ B(Hˆc)n of U to the reducing subspace
Hˆc =
∨
k∈Nn
(U∗)kHc
is the minimal normal extension of Tc.
Proposition 4.1.5
The Hilbert space Hˆ decomposes into the orthogonal sum Hˆ = Hd ⊕ Hˆc.
Proof. Given x ∈ Hc, ζ ∈ ∆, y ∈ Hζd and k ∈ Nn, we note that
〈(U∗)kx, y〉 = 〈x, Uky〉 = 〈x, ζky〉 = ζk〈x, y〉 = 0.
Thus we obtain Hζd ⊂ {(U∗)kx; k ∈ Nn, x ∈ Hc}⊥ = Hˆ⊥c for all ζ ∈ ∆, whence
Hd ⊂ Hˆ⊥c . To see that both spaces are equal, we observe that Hd ⊕ Hˆc ⊂ Hˆ reduces
U and contains H = Hd ⊕ Hc. Since U is the minimal normal extension of T , this
implies that Hd ⊕ Hˆc = Hˆ or, in other words, Hd = Hˆ⊥c .
Having decomposed the Hilbert spaces H and Hˆ as well as the tuples T ∈ B(H)n and
U ∈ B(Hˆ)n, we now focus our attention on the operator-valued spectral measures
E : B(∂A)→ B(Hˆ), Ed : B(∂A)→ B(Hd) and Ec : B(∂A)→ B(Hˆc) associated with
U , Td and Uc. It turns out that these measures are closely related, just as one would
expect knowing that Td and Uc are the restrictions of U to Hd and Hˆc.
Proposition 4.1.6
The restrictions E(·)|Hd and E(·)|Hˆc are the operator-valued spectral measures asso-
ciated with Td and Uc.
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Proof. We only check that E(·)Hˆc coincides with the operator-valued spectral measure
Ec of Uc. Since the subspace Hˆc ⊂ Hˆ reduces U , it reduces E(ω) = ΨU (χω) ∈W ∗(U)
for every Borel subset ω ⊂ ∂A, from which we infer that E(·)|Hˆc : B(∂A)→ B(Hˆc) is
well-defined. Thus the assertion follows by verifying that E(·)|Hˆc has all the defining
properties of an operator-valued spectral measure listed in the very beginning of
Section 1.1. For example, if ω ∈ B(∂A), we obtain
σ(Uc|E(ω)Hˆc) = σ(U |E(ω)Hˆc) ⊂ σ(U |E(ω)Hˆ) ⊂ ω
as an immediate consequence of the fact that E(ω)Hˆc is a reducing subspace for the
tuple U ∈ B(Hˆ)n.
The orthogonal projections PHd and PHˆc can also be described in terms of the
operator-valued spectral measure E of U .
Proposition 4.1.7
The operator-valued spectral measure E has the property that E(∆) = PHd ∈ B(Hˆ)
and E(∂A \∆) = PHˆc ∈ B(Hˆ).
Proof. For x ∈ Hˆ, it follows that
E(∆)x =
∑
ζ∈∆
E({ζ})x ∈
⊕
ζ∈∆
Hζd = Hd.
Conversely, for x =
∑
ζ∈∆ xζ ∈ Hd with xζ ∈ Hζd = E({ζ})Hˆ for ζ ∈ ∆, we obtain
that
x =
∑
ζ∈∆
xζ =
∑
ζ∈∆
E(∆)xζ = E(∆)x ∈ E(∆)Hd.
Hence E(∆) = PHd and E(∂A \∆) = 1Hˆ − E(∆) = PHˆc .
Just as we did for the tuple U , we can fix separating vectors zd ∈ Hd, zc ∈ Hc for
Td, Uc and define scalar spectral measures µ˜d = 〈E(·)zd, zd〉 and µ˜c = 〈E(·)zc, zc〉,
respectively. Let us now explain in which way these measures are related to the discrete
and continuous parts µd and µc of the scalar spectral measure µ associated with T .
Proposition 4.1.8
The von Neumann algebra W ∗(U) generated by U is equal to the direct sum
W ∗(Td)⊕W ∗(Uc) =
{
X ∈ B(Hˆ); Hd, Hˆc reduce X
and X|Hd ∈W ∗(Td), X|Hˆc ∈W ∗(Uc)
}
.
Moreover, z = zd + zc ∈ H is a separating vector for U .
Proof. Clearly, W = W ∗(Td) ⊕ W ∗(Uc) is a von Neumann algebra. It contains all
components of U , since Hd and Hˆc are reducing for U and the restrictions U |Hd and
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U |Hˆc coincide with Td and Uc, respectively. Thus the von Neumann algebra generated
by U is contained in W. The reverse inclusion is an application of Proposition 4.1.7.
To be precise, we observe that the operators
T
(j)
d ⊕ 0 = PHdUj = E(∆)Uj and 0⊕ U (j)c = PHˆcUj = E(∂A \∆)Uj
both belong toW ∗(U), implying thatW ∗(Td)⊕0 ⊂W ∗(U) and 0⊕W ∗(Uc) ⊂W ∗(U).
To see that z = zd + zc is separating for U , we take an arbitrary element A ∈W ∗(U)
with Az = 0 and write A = A1 ⊕A2 with A1 ∈W ∗(Td), A2 ∈W ∗(Uc). This leads to
0 = Az = (A1 ⊕A2)(zd ⊕ zc) = (A1zd)⊕ (A2zc),
completing the proof because zd is separating for Td and zc is separating for Uc.
Proposition 4.1.9
The commutant (U)′ of U ∈ B(Hˆ)n can be expressed as
(U)′ = (Td)′ ⊕ (Uc)′.
Proof. Remember that (U)′ coincides withW ∗(U)′. Thus any operator that commutes
with the components of U also commutes with both PHd = E(∆) ∈ W ∗(U) and
PHˆc = E(∂A \∆) ∈W ∗(U). From this observation, we deduce that Hd and Hˆc reduce
all operators in (U)′, concluding the proof.
Corollary 4.1.10
The von Neumann algebra W ∗(U) is maximal abelian if and only if both W ∗(Td) and
W ∗(Uc) are maximal abelian.
Proof. This is an immediate consequence of [21, Proposition 4.62] and the two prece-
ding results.
Of course, the scalar spectral measure µ associated with T is given by its own sepa-
rating vector, say, z0 ∈ H, for U . By Proposition 4.1.8, even though both measures µ
and µ˜ = 〈E(·)z, z〉 need not be the same, they coincide up to mutual absolute con-
tinuity. Let us now further analyze the decomposition µ = µd + µc into the discrete
and continuous parts and illustrate their connection to µ˜d and µ˜c.
Corollary 4.1.11
The identities µd = µ˜d and µc = µ˜c hold up to mutual absolute continuity.
Proof. We only prove the first assertion. The scalar spectral measure µ being defined
as µ(ω) = 〈E(ω)z0, z0〉, we obtain
µd(ω) = 〈E(ω ∩∆)z0, z0〉 = 〈E(ω)PHdz0, PHdz0〉 = 〈Ed(ω)PHdz0, PHdz0〉
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for all Borel subsets ω ⊂ ∂A by Propositions 4.1.6 and 4.1.7. Thus it suffices to check
that PHdz0 ∈ Hd is a separating vector for Td. Let Y ∈ W ∗(Td) with Y PHdz0 = 0.
Then (Y ⊕ 0) ∈ W ∗(Td) ⊕ 0 ⊂ W ∗(U) satisfies (Y ⊕ 0)z0 = 0, implying Y = 0 since
z0 is separating for U .
As a consequence, we will not distinguish anymore between the different measures
introduced above and consider µd and µc as the scalar spectral measures associated
with Td and Tc, respectively. We remember that, since the discrete and continuous
parts are both absolutely continuous with respect to µ, it follows that (A, ∂A, µd) and
(A, ∂A, µc) are regular triples. The functional calculi ΨU , ΨTd and ΨUc are related as
follows.
Proposition 4.1.12
For every f ∈ L∞(µ), we have
ΨTd(f) = ΨU (f)|Hd =
⊕
ζ∈∆
f(ζ)1Hζd and ΨUc(f) = ΨU (f)|Hˆc .
In particular, if g ∈ L∞(µd) and h ∈ L∞(µc), then ΨU (g ⊕∞ h) = ΨTd(g)⊕ΨUc(h).
Proof. Suppose that f ∈ L∞(µ). Being reducing subspaces for U , the spaces Hd
and Hˆc reduce ΨU (f) ∈ W ∗(U) as well. Thus the identities ΨTd(f) = ΨU (f)|Hd
and ΨUc(f) = ΨU (f)|Hc can easily be verified weakly by applying Proposition 4.1.6.
Keeping in mind that Pζ = ΨU (χζ) = E({ζ}) = PHζd by Proposition 4.1.1 and that
fχζ = f(ζ)χζ , we get
ΨU (f)x = (ΨU (f)xζ)ζ = (ΨU (fχζ)xζ)ζ = (f(ζ)xζ)ζ
for every x = (xζ)ζ ∈ Hd =
⊕
ζ∈∆Hζd. To conclude the proof, let us consider functions
g ∈ L∞(µd) and h ∈ L∞(µc). Recall that by the definition given in Section 1.2, the
identity g ⊕∞ h = gχ∆ + hχ∂A\∆ ∈ L∞(µ) holds. Decomposing
ΨU (g ⊕∞ h) = ΨU (g ⊕∞ h)|Hd ⊕ΨU (g ⊕∞ h)|Hˆc
= ΨTd(g ⊕∞ h)⊕ΨUc(g ⊕∞ h)
= ΨTd(g)⊕ΨUc(h)
we easily verify the remaining assertion.
Corollary 4.1.13
The restriction tuples Td ∈ B(Hd)n and Tc ∈ B(Hc)n of the regular A-isometry
T ∈ B(H)n are regular A-isometries as well.
Proof. We have already seen in Proposition 4.1.4 and the remark preceding Propositi-
on 4.1.5 that Td ∈ B(Hd)n is normal and that Tc ∈ B(Hc)n is subnormal with minimal
normal extension Uc ∈ B(Hˆc)n. By Corollary 4.1.11 and the subsequent remark, the
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associated scalar spectral measures µd and µc yield regular triples (A, ∂A, µd) and
(A, ∂A, µc). From the fact that Hd and Hˆc reduce U , we infer that
σn(Td) = σ(Td) = σ(U |Hd) and σn(Tc) = σ(Uc) = σ(U |Hˆc)
are both included in σ(U) ⊂ ∂A. Finally, the inclusion A ⊂ RTc follows from the
observation that
ΨUc(f)Hc = ΨU (f)(H ∩ Hˆc) ⊂ ΨU (f)H ∩ΨU (f)Hˆc ⊂ H ∩ Hˆc = Hc
holds true for all f ∈ A ⊂ RT . Since A is obviously contained in RTd = L∞(µd), this
finishes the proof.
To conclude this section, we examine the behaviour of the Toeplitz operators asso-
ciated with the different A-isometries T , Td and Tc. It is not surprising that they de-
compose exactly in the way one would expect. Namely, we can write every T -Toeplitz
operator as a direct sum of a Td-Toeplitz operator and a Tc-Toeplitz operator. Moreo-
ver, an analogous result is valid for the analytic T -Toeplitz operators, that is, concrete
T -Toeplitz operators Tf ∈ B(H) with symbol f ∈ H∞A (µ).
Lemma 4.1.14
The spaces Hζd, ζ ∈ ∆, and Hc reduce all T -Toeplitz operators.
Proof. We only need to show that Hζd reduces every X ∈ T (T ) for all ζ ∈ ∆. Since PH
leavesHζd ⊂ H invariant, it follows that the projections Pζ and PH commute. Now take
an arbitrary Toeplitz operator X ∈ T (T ) and notice that, by Corollary 2.1.5, there
is an operator Y ∈ (U)′ such that X = TY = PHY |H. Letting Qζ = Pζ |H ∈ B(H)
denote the orthogonal projection from H onto Hζd, we obtain
XQζx = XPζx = PHY Pζx = PζXx = QζXx
for every x ∈ H because (U)′ = W ∗(U)′.
Proposition 4.1.15
The set of all T -Toeplitz operators can be expressed as
T (T ) = T (Td)⊕ T (Tc),
and the Td-Toeplitz operators possess the representation T (Td) =
⊕
ζ∈∆B(Hζd).
Proof. Let us first recall that, according to Definition 1.3.3, the Toeplitz operators
associated with an A-isometry are those bounded operatorsX that solve the equations
T ∗θXTθ = X for all inner functions θ. According to Lemma 4.1.14, we can decompose
any operator X ∈ T (T ) as
X = Xd ⊕Xc
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with restrictions Xd = X|Hd ∈ B(Hd) and Xc = X|Hc ∈ B(Hc). Suppose that
θd ∈ L∞(µd) is µd-inner and that θc ∈ H∞A (µc) is µc-inner. As we observed right
after Proposition 1.2.6, the function θ = θd ⊕∞ θc is µ-inner. An easy application of
Proposition 4.1.12 shows that
Tθ = ΨU (θd)|Hd ⊕ΨU (θc)|Hc = ΨTd(θd)⊕ΨUc(θc)|Hc .
By assumption, X solves the operator equation T ∗θXTθ = X. Hence, by combining
the above decompositions for X and Tθ, we obtain the inclusion
T (T ) ⊂ T (Td)⊕ T (Tc).
Now let X = Xd ⊕Xc ∈ T (Td) ⊕ T (Tc) and let θ ∈ H∞A (µ) be an arbitrary µ-inner
function. Once more using Proposition 1.2.6, we see that θ is also an inner function
with respect to µd and µc. Applying the decomposition for Tθ from above, we get
T ∗θXTθ = X and hence X ∈ T (T ). Lemma 4.1.14 also proves half of the claimed
identity for T (Td), since all spaces Hζd with ζ ∈ ∆ reduce X ∈ T (Td). The remaining
inclusion follows by decomposing ΨTd(f) for a µd-inner function f ∈ L∞(µd) just as
it has been done in Proposition 4.1.12.
Proposition 4.1.16
The set Ta(T ) = γT (H∞A (µ)) = {Tf ; f ∈ H∞A (µ)} of all analytic T -Toeplitz operators
decomposes as
Ta(T ) = Ta(Td)⊕ Ta(Tc).
Furthermore, the analytic Toeplitz operators associated with Td can be expressed as
Ta(Td) =
⊕
ζ∈∆C1Hζd .
Proof. It is straightforward to verify the equality Ta(Td) =
⊕
ζ∈∆ C1Hζd . Indeed,
considering a family (fζ1Hζd)ζ in the direct sum on the right-hand side, we immediately
see that
f : ∂A → C, z 7→
{
fz , if z ∈ ∆
0 , else
defines an element in L∞(µd) = H∞A (µd). An application of Proposition 4.1.12 then
shows that the corresponding analytic Td-Toeplitz operator is given by the formula
ΨTd(f) =
⊕
ζ∈∆ fζ1Hζd . The remaining inclusion is a direct consequence of Proposi-
tion 4.1.12. Next, suppose that f ∈ H∞A (µ). Then f belongs to H∞A (µd) = L∞(µd)
and to H∞A (µc) by Proposition 1.2.6. Combining this observation with the formulas
obtained in Proposition 4.1.12, we obtain that
Tf = ΨU (f)|H = ΨTd(f)⊕ΨUc(f)|Hc .
Thus we have expressed Tf as a direct sum of analytic Toeplitz operators. Conversely,
if we assume that g ∈ L∞(µd) and h ∈ H∞A (µc), then g ⊕∞ h is a function in H∞A (µ)
and the direct sum
ΨTd(g)⊕ΨUc(h)|Hc = ΨU (g ⊕∞ h)|H = Tg⊕∞h
is an analytic T -Toeplitz operator.
75
4.2 The essential commutant of analytic
Toeplitz operators
We are now able to calculate the essential commutant of the set of analytic Toeplitz
operators associated with an essentially normal regular A-isometry, which constitutes
the main application of the Toeplitz projection introduced in Chapter 2. To start
with, let us introduce the notion of a pointwise boundedly SOT-continuous mapping.
Definition 4.2.1
A mapping Γ : L∞(µ) → B(H) will be called pointwise boundedly SOT-continuous if
it transforms bounded sequences (fk)k in L∞(µ) converging pointwise µ-almost every-
where to some function f ∈ L∞(µ) into sequences (Γ(fk))k that converge to Γ(f) in
the strong operator topology.
One particular example of a mapping of the above type will be composed of the
following elementary compression maps.
Proposition 4.2.2
Let T ∈ B(H)n be a regular A-isometry with minimal normal extension U ∈ B(Hˆ)n.
Then, for every choice of Y ∈ B(Hˆ), the maps
Γ : L∞(µ)→ B(H), f 7→ PH(ΨU (f)Y )|H
and Γ∗ : L∞(µ)→ B(H), f 7→ Γ(f)∗, are pointwise boundedly SOT-continuous.
Proof. Notice that, for every x ∈ H, the measures 〈E(·)Y x, Y x〉 and 〈E(·)x, x〉 are
absolutely continuous with respect to µ. Since the estimate
‖Γ(f)x‖2 ≤ ‖ΨU (f)Y x‖2 =
∫
|f |2 d〈E(·)Y x, Y x〉
holds for every x ∈ H, an application of the dominated convergence theorem yields
the desired property for Γ. The estimate ‖Γ∗(f)x‖2 ≤ ‖Y ∗‖2 · ‖ΨU (f)x‖2, valid for
every x ∈ H, implies the corresponding continuity property for Γ∗.
The following topological observation provides us with suitable open covers of com-
pact subsets K ⊂ Cn. Since its proof contains an inductive argument over the real
dimension m ∈ N of the considered space, it will be formulated for compact sets in
Rm. We will use the notation |Ω| = supx,y∈Ω |x− y| to describe the diameter of a
subset Ω ⊂ Rm.
Lemma 4.2.3
For a compact set K ⊂ Rm and ε > 0, there exists a finite open cover K = ⋃j∈J Ωj
consisting of relatively open subsets Ωj ⊂ K with the following properties:
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(i) For each j ∈ J , the diameter |Ωj | of Ωj is strictly smaller than ε.
(ii) The index set J admits a decomposition J = J1∪ . . .∪J2m such that each of the
families (Ωi)i∈J1 , . . . , (Ωi)i∈J2m consists of pairwise disjoint sets.
Proof. Since K is certainly contained in some compact rectangle, we restrict our proof
to this simpler case and apply an inductive argument. Clearly, the statement is valid
for m = 1, where K is just a compact interval. If the assertion is supposed to hold for
somem ∈ N and K ⊂ Rm+1 is a compact rectangle, then there are compact rectangles
K(1) ⊂ R and K(2) ⊂ Rm such that K = K1 ×K2. By assumption, there are open
covers (Ω(1)j )j∈J(1) of K
(1) and (Ω(2)j )j∈J(2) of K
(2) with the stated properties. We
write
J (1) = J
(1)
1 ∪ J (1)2 and J (2) = J (2)1 ∪ . . . ∪ J (2)2m
for the corresponding decompositions of the index sets. Defining J = J (1) × J (2), we
obtain a cover (Ω(j,k))(j,k)∈J of K by open subsets Ω(j,k) = Ω
(1)
j ×Ω(2)k whose diameter
can be estimated via
|Ω(j,k)| ≤ |Ω(1)j |+ |Ω(2)k | < 2ε.
By setting J(a,b) = J
(1)
a × J (2)b for a ∈ {1, 2} and b ∈ {1, . . . , 2m}, we see that J is
the disjoint union of all J(a,b). Moreover, all the families (Ω(j,k))(j,k)∈J(a,b) consist of
pairwise disjoint sets.
Suppose now that T ∈ B(H)n is an essentially normal regular A-isometry with mini-
mal normal extension U ∈ B(Hˆ)n and scalar spectral measure µ ∈ M+(∂A). Recall
that, as introduced in Chapter 1, the analytic Toeplitz operators associated with T
are given by Ta(T ) = γT (H∞A (µ)) = {Tf ; f ∈ H∞A (µ)}. The desired characterization
of the essential commutant Ta(T )ec will be accomplished by applying the following
general result to a suitable pointwise boundedly SOT-continuous mapping related to
T . Let us remember that the quotient mapping into the Calkin algebra is denoted by
q : B(H)→ Q(H) and recall that we have shown in Proposition 4.1.2 that the point
spectrum of the regular A-isometry T is equal to the set ∆ of all one-point atoms of
the corresponding scalar spectral measure µ.
Proposition 4.2.4
Suppose that F : L∞(µ)→ B(H) is a linear map satisfying the following four proper-
ties:
(i) F is pointwise boundedly SOT-continuous.
(ii) F (χ{z0}) is compact for all z0 ∈ ∂A.
(iii) There is a Borel subset ω ⊂ ∂A such that F (χω) is not compact.
(iv) If the functions f, g ∈ L∞(µ) have disjoint essential supports (cf. Section 1.4),
then each of the products F (f)F (g), F (f)∗F (g) and F (f)F (g)∗ is compact.
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Then there exist a positive real number % > 0 and a sequence (fk)k of continuous
functions fk : ∂A → [0, 1] with pairwise disjoint supports such that ‖F (fk)‖ > % for
all k ∈ N.
Proof. We abbreviate the characteristic function of the Borel set ω ⊂ ∂A by χ and
observe that, since F (χ) is not compact, the number α = ‖q(F (χ))‖2 is strictly positive.
Let us define N = 22n and consider the set
M =
{
f ∈ C(∂A); 0 ≤ f ≤ 1 and ‖q(F (fχ))‖ > α
2N
}
.
For each k ∈ N, we denote by Ek ⊂ ∂A the closure of the union⋃(
supp(f); f ∈M and | supp(f)| ≤ 1
k
)
of all supports of functions inM whose diameter does not exceed 1k . This gives rise to a
decreasing sequence (Ek)k of closed subsets Ek ⊂ ∂A. We will prove that these subsets
possess at least one common point. To this end, we assume that E =
⋂
k∈NEk = ∅.
By the compactness of ∂A, there is a k ∈ N such that Ek is empty, which means that
‖q(F (fχ))‖ ≤ α2N for all continuous functions f : ∂A → [0, 1] with | supp(f)| ≤ 1k .
By Lemma 4.2.3 we can choose a finite cover ∂A = Ω1∪ . . .∪Ωr consisting of relatively
open subsets Ωj ⊂ ∂A with |Ωj | ≤ 1k for all j ∈ {1, . . . , r} such that {1, . . . , r} can
be written as a disjoint union J1 ∪ . . .∪ JN of index sets with the property that each
family (Ωj)j∈Jν , ν ∈ {1 . . . , N}, consists of pairwise disjoint sets. Let (hj)rj=1 be a
continuous partition of unity with respect to the open cover (Ωj)rj=1 of ∂A. Since we
can decompose
q(F (χ)) =
q(F (χ) + F (χ)∗)
2
+ i
q(F (χ)− F (χ)∗)
2i
,
it follows from the definition of α = ‖q(F (χ))‖2 that there exists ε ∈ {−1, 1} such that
‖q(F (χ) + εF (χ)∗)‖ > α. Now if, for j ∈ {1, . . . , r}, we define
Aj = q(F (hjχ) + εF (hjχ)
∗),
we end up with a family (Aj)rj=1 of normal elements in the Calkin algebra. Using the
fourth of the assumed properties, we obtain that Aj1Aj2 = 0 for every j1, j2 ∈ Jν ,
ν ∈ {1, . . . , N}, with j1 6= j2. Thus, for each ν ∈ {1, . . . , N}, the estimate∥∥∥ ∑
j∈Jν
Aj
∥∥∥ = lim
k→∞
∥∥∥ ∑
j∈Jν
Akj
∥∥∥ 1k
≤ lim
k→∞
(
|Jν | ·max
j∈Jν
‖Akj ‖
) 1
k
= max
j∈Jν
‖Aj‖
≤ 2 max
j∈Jν
‖q(F (hjχ))‖
≤ α
N
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holds, implying that
α <
∥∥∥ r∑
j=1
Aj
∥∥∥ ≤ N∑
ν=1
∥∥∥ ∑
j∈Jν
Aj
∥∥∥ ≤ α.
This contradiction shows that E =
⋂
k∈NEk 6= ∅. Setting % = α2N , we now verify the
existence of a sequence (gk)k of continuous functions gk : ∂A → [0, 1] with disjoint
supports such that ‖F (gkχ)‖ > % for all k ∈ N. By the first part of the current proof,
we may choose a point z0 ∈ E. In fact, the asserted sequence will be constructed
inductively and we only focus on the induction step. Consider continuous functions
g1, . . . , gk ∈ C(∂A, [0, 1]) with pairwise disjoint supports such that ‖F (gjχ)‖ > % for
j ∈ {1, . . . , k} and
d = dist
(
z0,
k⋃
j=1
supp(gj)
)
> 0.
Since z0 ∈ E, we can find a function f ∈ M such that | supp(f)| < d3 as well as
dist(z0, supp(f)) <
d
3 . We distinguish two cases. If z0 /∈ supp(f), we define gk+1 = f .
If z0 happens to be an element of supp(f), we choose a sequence (κν)ν∈N of continuous
functions κν : ∂A → [0, 1] with z0 /∈ supp(κν) for all ν ∈ N and limν→∞ κν(z) = 1 for
all z ∈ ∂A \ {z0}. Since κν(z0) = 0, this shows that (κνfχ)ν is a bounded sequence in
L∞(µ) that converges pointwise to χ∂A\{z0}fχ. By the assumed pointwise bounded
SOT-continuity of F , it follows that
F (κνfχ)→ F (χ∂A\{z0}fχ)
for ν →∞ in the strong operator topology. Now we use property (ii) of the mapping
F to deduce that
‖q(F (χ∂A\{z0}fχ))‖ = ‖q(F (fχ))‖
holds by the compactness of F (χ{z0}fχ). Hence, from the fact that f ∈ M, we infer
that there is a ν ∈ N such that ‖F (κνfχ)‖ > %. In this case we define gk+1 = κνf .
Inductively, we obtain a sequence (gk)k of continuous functions gk : ∂A → [0, 1]
with disjoint supports such that ‖F (gkχ)‖ > % for all k ∈ N. We now apply Lusin’s
theorem (cf. Theorem 7.4.3 and Proposition 3.1.2 in [8]) to find a sequence (hν)ν
of continuous functions hν : ∂A → [0, 1] converging to χ µ-almost everywhere on
∂A. This observation allows us to repeat the above argument. To be specific, using
property (i) of F , we see that, for every k ∈ N, the sequence (F (gkhν))ν converges to
F (gkχ) in the strong operator topology. Thus, for every k ∈ N, we find a νk ∈ N with
‖F (gkhνk)‖ > %.
The resulting functions fk = gkhνk , k ∈ N, have all the requested properties.
In view of Proposition 4.2.2, we see that, given arbitrary operators S ∈ B(H) and
Y ∈ B(Hˆ), the mapping
F = FS,Y : L
∞(µ)→ B(H), f 7→ TfS − PH(ΨU (f)Y )|H
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is not only norm-continuous, but also pointwise boundedly SOT-continuous. If we
additionally suppose that S ∈ (T )ec as well as Y ∈ (U)′, then the mapping F = FS,Y
also satisfies condition (iv) in Proposition 4.2.4.
Lemma 4.2.5
Let T be an essentially normal regular A-isometry with minimal normal extension
U ∈ B(Hˆ)n and scalar spectral measure µ ∈ M+(∂A). Suppose that S ∈ (T )ec and
Y ∈ (U)′. If the functions f, g ∈ L∞(µ) have disjoint essential supports, then each of
the products
F (f)F (g), F (f)∗F (g) and F (f)F (g)∗
defines a compact operator on H.
Proof. Let us first have a look at the product F (f)F (g). A brief calculation yields
F (f)F (g) =
(
TfS − PH(ΨU (f)Y )|H
)(
TgS − PH(ΨU (g)Y )|H
)
= TfSTgS − TfS(PH(ΨU (g)Y )|H)
− (PH(ΨU (f)Y )|H)TgS + (PH(ΨU (f)Y )|H)(PH(ΨU (g)Y )|H),
and with a suitably chosen S0 ∈ {S, 1H}, each of the four summands contains a
product whose form matches the one described in Proposition 1.4.5. This shows that
F (f)F (g) is compact. Of course, exactly the same argument applies to F (f)∗F (g),
and because S∗ and SS∗ belong to the C∗-algebra (T )ec by Proposition 1.4.4, it
applies to the product F (f)F (g)∗ as well.
Since we are mainly interested in operators that essentially commute with Ta(T ), let us
mention that of course the inclusion Ta(T )ec ⊂ (T )ec holds for arbitrary A-isometries.
We proceed to show that, under suitable conditions, the mapping F = FS,Y also
possesses property (ii) in Proposition 4.2.4.
Lemma 4.2.6
Suppose that T is an essentially normal regular A-isometry and let S ∈ Ta(T )ec,
YS = pi(ΦT (S)) ∈ (U)′. Then for every point ζ ∈ ∂A, the operator F (χ{ζ}) is compact.
Proof. We distinguish two cases. For ζ /∈ σp(T ), the function χ{ζ} vanishes µ-almost
everywhere, whence F (χ{ζ}) = 0 ∈ K(H). If, on the other hand, ζ ∈ σp(T ), then
Proposition 4.1.2 shows that the subspace
Hζd =
n⋂
j=1
ker(ζj − Tj) =
n⋂
j=1
ker(ζj − Uj) ⊂ H
is reducing for U . Let us decompose H = Hζd ⊕ (H	Hζd) and write S as an operator
matrix (Sij)i,j∈{1,2} ∈ Ta(T )ec. By Proposition 4.1.16, we obtain
Ta(T ) =
( ⊕
z∈σp(T )
C1Hzd
)
⊕ Ta(Tc),
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which yields that 1Hζd ⊕ 0 ∈ B(H
ζ
d ⊕ (H 	Hζd)) is an analytic Toeplitz operator. By
assumption, S ∈ Ta(T )ec essentially commutes with 1Hζd ⊕ 0, whence(
0 −S12
S21 0
)
= S(1Hζd ⊕ 0)− (1Hζd ⊕ 0)S ∈ K(H)
Therefore it remains to verify that Tχ{ζ}(S11 ⊕ S22) − PHΨU (χ{ζ})YS |H ∈ B(H) is
compact. In fact, we will see that this operator is even zero. Indeed, applying the first
summand to some vector g ∈ H, we get
Tχ{ζ}(S11 ⊕ S22)g = PHΨU (χ{ζ})(S11 ⊕ S22)g
= PHζd(S11 ⊕ S22)g
= S11PHζdg,
while the corresponding calculation with the second summand leads to
PHΨU (χ{ζ})YSg = PHYSΨU (χ{ζ})g
= PHYSPHζdg
= ΦT (S)PHζdg.
But as a consequence of Lemma 4.1.14, the space Hζd reduces ΦT (S). Moreover, since
the identity
〈TθSTθgζ , hζ〉 = 〈Sgζ , hζ〉 = 〈S11gζ , hζ〉
holds for each pair of vectors gζ , hζ ∈ Hζd and every inner function θ ∈ Iµ, we obtain
that ΦT (S)|Hζd = S11, completing the proof.
A look at the preceding observations reveals that, for an essentially normal regular
A-isometry T ∈ B(H)n, the mapping
F = FS,YS : L
∞(µ)→ B(H), f 7→ TfS − PH(ΨU (f)YS)|H,
with S ∈ Ta(T )ec ⊂ (T )ec and YS = pi(ΦT (S)) ∈ (U)′ satisfies the first, second and
fourth of the properties listed in Proposition 4.2.4. Thus, we are able to give a concrete
description of operators that essentially commute with the analytic Toeplitz operators
associated with T .
Theorem 4.2.7
Let T ∈ B(H)n be an essentially normal regular A-isometry and let S be an operator
that essentially commutes with all analytic Toeplitz operators. Then there exist an
abstract T -Toeplitz operator X ∈ T (T ) and a compact operator K ∈ K(H) such that
S = X +K.
Proof. Consider an operator S ∈ Ta(T )ec. By Theorem 2.1.7 and Proposition 2.2.1,
YS = pi(ΦT (S)) is the unique operator in (U)′ with TYS = PHYS |H = ΦT (S). The
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mapping
F = FS,YS : L
∞(µ)→ B(H), f 7→ TfS − PH(ΨU (f)YS)|H
satisfies conditions (i), (ii) and (iv) of Proposition 4.2.4. Since F (1) = S − ΦT (S), it
suffices to show that F (1) is a compact operator. In fact, we will even show that
F (L∞(µ)) ⊂ K(H).
Assume that there exists a function f ∈ L∞(µ) such that F (f) is not compact. Since f
can be approximated in L∞(µ) by finite linear combinations of characteristic functions
of Borel sets by [8, Proposition 3.4.2], there must be a Borel set ω ⊂ ∂A such that
F (χω) /∈ K(H). According to Proposition 4.2.4, we find % > 0 and a sequence (fk)k of
continuous functions fk : ∂A → [0, 1] with pairwise disjoint supports Ak = supp(fk)
such that ‖F (fk)‖ > % for all k ∈ N.
Let us now fix k ∈ N. Choose a real number t ∈ R with 0 < t < 4−k and t‖F (1)‖ < %2
and observe that the function ϕ = fk + t ∈ C(∂A) is strictly positive with
‖ϕ‖∞,∂A ≤ 2, ‖ϕ‖∞,∂A\Ak < 4−k and ‖F (ϕ)‖ > %2 .
By the regularity of the triple (A|∂A , ∂A, µ), there exists a sequence (ϕν)ν in A with
|ϕν | < √ϕ on ∂A for all ν ∈ N such that (|ϕν |)ν converges to √ϕ pointwise µ-almost
everywhere on ∂A. By construction, (|ϕν |2)ν is a bounded sequence in L∞(µ). Thus it
follows from the pointwise bounded SOT-continuity of F that (F (|ϕν |2))ν converges
to F (ϕ) in the strong operator topology. As a consequence, there is a ν ∈ N such that
‖F (|ϕν |2)‖ > %2 . The function gk = ϕν ∈ A satisfies the estimates ‖gk‖∞,∂A ≤ 2 and
‖gk‖∞,∂A\Ak < 2−k. Proposition 1.3.2 furthermore implies that
F (|gk|2) = TgkgkS − PH(ΨU (gkgk)YS)|H
= Tgk(TgkS − PH(ΨU (gk)YS)|H)
= TgkF (gk),
yielding ‖F (gk)‖ > %4 . Notice that we also have
F (gk) = TgkS − PH(ΨU (gk)YS)|H
= TgkS − (PHYS |H)Tgk
= TgkS − ΦT (S)Tgk
= w∗ - lim
α
1
NNαα
∑
i∈NNαNα
(
TgkS − TθNαiNα ·...·θ1i1STθi11 ·...·θiNαNα Tgk
)
= w∗ - lim
α
1
NNαα
∑
i∈NNαNα
T
θNα
iNα ·...·θ1i1
(
TgkTθi11 ·...·θ
iNα
Nα
S − STgkTθi11 ·...·θiNαNα
)
.
Thus there exist x, y ∈ H with ‖x‖, ‖y‖ ≤ 1 and α ∈ Γ with
%
4
<
1
NNαα
∑
i∈NNαNα
∣∣∣〈TθNαiNα ·...·θ1i1(TgkTθi11 ·...·θiNαNα S − STgkTθi11 ·...·θiNαNα
)
x, y〉
∣∣∣
≤ 1
NNαα
∑
i∈NNαNα
‖(TgkTθi11 ·...·θiNαNα S − STgkTθi11 ·...·θiNαNα )‖.
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Hence we can choose a function θ0 = θi11 · . . . · θiNαNα ∈ Iµ such that
‖TgkTθ0S − STgkTθ0‖ > %4
and define hk = gkθ0. This leads to a sequence (hk)k of functions hk ∈ H∞A (µ) that
satisfies
‖hk‖∞,∂A ≤ 2 and ‖hk‖∞,∂A\Ak < 2−k
and thus converges to zero almost everywhere on ∂A. The hypothesis that S ∈ Ta(T )ec
implies that the commutators Bk = ThkS−SThk are compact. Moreover, the estimate
%
4 < ‖Bk‖ ≤ 4‖S‖ holds. By passing to a subsequence, we can achieve that (‖Bk‖)k
converges to some c ∈ [%4 , 4‖S‖]. Remember that, according to Proposition 4.2.2, the
mappings L∞(µ) → B(H), f 7→ Tf , and L∞(µ) → B(H), f 7→ T ∗f , are pointwise
boundedly SOT-continuous. Hence the fact that (hk)k is bounded and converges to
zero pointwise µ-almost everywhere on ∂A implies that the sequences (Bk)k and (B∗k)
both converge to zero in the strong operator topology.
We now construct an analytic Toeplitz operator that does not essentially commute
with S. Combining the above observations with [34, Lemma 2.1], we see that, by
passing to a subsequence again, we can achieve that the series
B =
∞∑
k=0
Bk
converges in the strong operator topology with ‖q(B)‖ = c ≥ %4 . On the other hand,
keeping in mind that the supports Ak of the functions fk, k ∈ N, are pairwise disjoint,
we infer that every point z ∈ ∂A belongs to at most one of the sets Ak. This shows that
the partial sums of the series
∑∞
k=0 hk are uniformly bounded and converge pointwise
to some function h : ∂A → C. Actually, an application of the dominated convergence
theorem even yields h ∈ H∞A (µ). Once more, we use Proposition 4.2.2 to verify that
the identities
Th =
∞∑
k=0
Thk and ThS − STh =
∞∑
k=0
Bk = B
hold in the strong operator topology. Hence the commutator ThS − STh = B is not
compact, contradicting the hypothesis that S ∈ Ta(T )ec.
Corollary 4.2.8
Let T ∈ B(H)n be an essentially normal regular A-isometry with minimal normal
extension U ∈ B(Hˆ)n and scalar spectral measure µ ∈M+(∂A). If W ∗(U) ⊂ B(Hˆ) is
a maximal abelian von Neumann algebra and S ∈ B(H), then the following statements
are equivalent:
(i) S essentially commutes with Ta(T ).
(ii) S = Tf +K with a compact operator K ∈ K(H) and a symbol f ∈ L∞(µ) with
the property that the associated Hankel operator Hf is compact.
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Proof. First, suppose that S ∈ Ta(T )ec. Following the lines of the preceding proof, we
apply the Toeplitz projection to obtain a T -Toeplitz operator XS = ΦT (S) ∈ B(H).
AsW ∗(U) is maximal abelian, we can use Corollary 2.1.5 to find a function f ∈ L∞(µ)
such that XS = Tf . Then YS = pi(XS) = ΨU (f) by Theorem 2.1.7. Since
F = FS,Y : L
∞(µ)→ B(H), g 7→ TgS − PH(ΨU (gf))|H
maps L∞(µ) into K(H), we do not only obtain that K = F (1) = S−Tf is a compact
operator, but the identity
F (f) = TfS − T|f |2
= TfTf − T|f |2 + TfK
= PHΨU (f)PHΨU (f)|H − PHΨU (f)ΨU (f)|H + TfK
= −PHΨU (f)PH⊥ΨU (f)|H + TfK
= −H∗fHf + TfK
also shows that H∗fHf and hence Hf are compact. In order to prove the remaining
implication, it suffices to verify that all Toeplitz operators Tf such that the correspon-
ding Hankel operators Hf are compact essentially commute with Ta(T ). This can be
done by observing that the identity
TfTg = PHΨU (f)ΨU (g)|H
= PHΨU (g)PHΨU (f)|H + PHΨU (g)Hf
= TgTf + PHΨU (g)Hf
holds for all analytic Toeplitz operators Tg with symbol g ∈ H∞A (µ).
By using the abstract Hankel operators introduced in Section 2.1, a similar characte-
rization of the essential commutant of the analytic Toeplitz operators can be obtained
in the general case.
Corollary 4.2.9
If T ∈ B(H)n is an essentially normal regular A-isometry with minimal normal ex-
tension U ∈ B(Hˆ)n and scalar spectral measure µ ∈ M+(∂A), then the following
statements are equivalent:
(i) S essentially commutes with Ta(T ).
(ii) S = TY + K with a compact operator K ∈ K(H) and a generalized symbol
Y ∈ (U)′ such that the associated Hankel operator HY has the property that
H∗
f
HY is compact for every f ∈ L∞(µ).
(iii) S = TY + K with a compact operator K ∈ K(H) and a generalized symbol
Y ∈ (U)′ such that the associated Hankel operator HY has the property that
H∗
f
HY is compact for every f ∈ H∞A (µ).
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Proof. For all symbols f ∈ L∞(µ) and Y ∈ (U)′, the following preliminary calculation
shows that
−H∗
f
HY = −PHΨU (f)PH⊥Y |H
= −PHΨU (f)(1− PH)Y |H
= TfTY − PHΨU (f)Y |H.
First, suppose that S ∈ Ta(T )ec. Then we apply Theorem 4.2.7 to express S = TY +K
as a sum of a T -Toeplitz operator TY ∈ B(H) with generalized symbol Y ∈ (U)′ and
a compact operator K ∈ K(H). Recall that the proof of Theorem 4.2.7 revealed that
the range of
F = FS,Y : L
∞(µ)→ B(H), f 7→ TfS − PHΨU (f)Y |H
is included in K(H). Consequently, H∗
f
HY = TfK−F (f) is compact for every symbol
f ∈ L∞(µ). While the implication from (ii) to (iii) is clear, the remaining one follows
by refining the preliminary calculation. Namely, if f ∈ H∞A (µ), then
H∗
f
HY = PHΨU (f)Y |H − TfTY = TY Tf − TfTY
for all Y ∈ (U)′.
In their famous paper [32], Johnson and Parrott characterized the essential commutant
Aec of an arbitrary abelian von Neumann algebra A ⊂ B(H) as the sum A′ +K(H)
of its commutant and the compact operators. In other words, since it is evident that
every compact operator belongs to Aec as well as every operator commuting with A,
they proved that Aec is as small as possible. While this result has been generalized
in [36] to the noncommuting case, we present an alternative proof of Johnson and
Parrott’s result for finitely generated abelian von Neumann algebras.
To this end, notice that for every compact subset K ⊂ Cn, the Shilov boundary
of C(K) is equal to K itself and the triple (C(K),K, µ) is regular for every choice
of µ ∈ M+(K). Consequently, in view of Definition 1.1.4, every commuting tuple
N = (N1, . . . , Nn) ∈ B(H)n of normal operators is a regular C(σ(N))-isometry.
Corollary 4.2.10 (Johnson-Parrott)
The essential commutant of a finitely generated commutative von Neumann algebra
A ⊂ B(H) is given by
Aec = A′ +K(H).
Proof. Since A is abelian, its generators N1, . . . , Nn ∈ B(H) form a commuting tuple
of normal operators and hence a normal regular C(σ(N))-isometry N ∈ B(H)n. By
Theorem 4.2.7, the inclusion Ta(N)ec ⊂ T (N)+K(H) holds. Hence it suffices to check
that the analytic Toeplitz operators associated with N coincide with A = W ∗(N) and
that the abstract N -Toeplitz operators are precisely those operators that commute
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with A. Let µ ∈ M+(σ(N)) denote the scalar spectral measure associated with N .
Then C(σ(N)) is weak∗-dense in L∞(µ), which implies that H∞C(σ(N))(µ) = L
∞(µ)
and hence
W ∗(N) = ΨN (L∞(µ)) = ΨN (H∞C(σ(N))(µ)) = Ta(N).
To conclude the proof, we combine the fact that (N)′ = W ∗(N)′ = A′ with Corolla-
ry 2.1.5 to obtain the remaining identity T (N) = A′.
Another application of the main theorem concerns the kernel of the Toeplitz projec-
tion ΦT associated with T . It turns out that, as a consequence of the above result, we
are able to characterize those regular A-isometries T for which the associated Toeplitz
projection ΦT vanishes on the compact operators. In the case of a spherical isometry
T ∈ B(H)n, Didas and Eschmeier proved in [17] that the existence of non-zero com-
pact T -Toeplitz operators is equivalent to the condition that the point spectrum of
T is non-empty. It is not surprising that the same result holds true in the setting of
arbitrary regular A-isometries.
Proposition 4.2.11
If T ∈ B(H)n is a regular A-isometry with σp(T ) = ∅, then Ta(T ) contains a sequence
(Jk)k of isometries Jk = γT (θk) converging to zero in the weak∗-topology.
Proof. By assumption, the associated scalar spectral measure µ is continuous. Thus
it follows from Theorem 1.2.3 that there exists a sequence (θk)k of µ-inner functions
θk ∈ H∞A (µ) converging to 0 in the weak∗-topology. The weak∗-continuity of γT
implies that (γT (θk))k converges weak∗ to 0 as well. A look at Proposition 1.2.8
concludes the proof.
Following the lines of the proof of [17, Theorem 3.3] and adapting it to the setting of
regular A-isometries leads to the next observation.
Proposition 4.2.12
A regular A-isometry T ∈ B(H)n has empty point spectrum if and only if
T (T ) ∩K(H) = {0}.
In this case it follows that ‖X‖ = inf{‖X −K‖; K ∈ K(H)} for all X ∈ T (T ).
Proof. We first show that the existence of a nontrivial eigenspace implies that there is
a nonzero compact T -Toeplitz operator. So consider ζ ∈ σp(T ) together with the corre-
sponding subspace Hζd =
⋂n
j=1 ker(ζj − Tj) ⊂ H. Then we can choose a rank-one ope-
rator Xζ ∈ B(Hζd) which in turn yields a compact operator X = iHXζPHζd ∈ B(H).
Decomposing H = Hζd ⊕ (H 	 Hζd) and applying Proposition 4.1.15, we obtain that
X = Xζ⊕0 ∈ T (T ) is a compact T -Toeplitz operator. To verify the other implication,
86
we again recall that the emptyness of the point spectrum of T is equivalent to the con-
tinuity of the associated scalar spectral measure µ ∈M+(∂A). By Proposition 4.2.11,
there exists a sequence (Jk)k of isometries Jk = γT (θk) ∈ Ta(T ) converging to zero in
the weak∗-topology. Now if X ∈ T (T ) is an abstract Toeplitz operator, we infer that
the estimate
‖X −K‖ ≥ ‖J∗k (X −K)Jkh‖ = ‖Xh− J∗kKJkh‖
holds for all k ∈ N, h ∈ H with ‖h‖ = 1 and every compact operator K ∈ K(H).
Since Jk → 0 in the weak operator topology, it follows that (Jkh)k converges weakly
to 0 in H. The compactness of K then yields that the sequence (KJkh)h converges
to 0 in the norm, leading to
‖X −K‖ ≥ lim
k→∞
‖Xh− J∗kKJkh‖ = ‖Xh‖.
This proves that the norm of every Toeplitz operator X ∈ B(H) is bounded by
‖X‖ ≤ inf{‖X −K‖; K ∈ K(H)}. Hence there is no nontrivial compact operator in
the set T (T ) of all T -Toeplitz operators.
Corollary 4.2.13
The Toeplitz projection ΦT associated with a regular A-isometry T ∈ B(H)n vanishes
on K(H) if and only if σp(T ) = ∅.
Proof. Recall that the Toeplitz projection acts as the identity on the abstract Toep-
litz operators. Thus, if T has an eigenvalue, Proposition 4.2.12 allows us to choose a
compact Toeplitz operator X 6= 0 satisfying ΦT (X) = X 6= 0. On the other hand,
remember that the minimal normal extension U ∈ B(Hˆ)n of T is a normal regular
A-isometry by Proposition 1.1.5 and that the mapping ΦU introduced in Propositi-
on 2.1.1 is the corresponding Toeplitz projection. A look at the proof of Theorem 4.2.7
reveals that we can write every element S ∈ Ta(U)ec as a sum
S = ΦU (S) + (S − ΦU (S))
with ΦU (S) ∈ T (U) and S−ΦU (S) ∈ K(Hˆ). Now assume thatK ∈ K(H) is a compact
operator. Then Kˆ = iHKPH ∈ K(Hˆ) is compact and thus belongs to Ta(U)ec. Hence
the above calculation implies that ΦU (Kˆ) ∈ K(Hˆ) is a compact U -Toeplitz operator.
Assuming that σp(T ) = ∅, we apply Proposition 4.2.12 and Proposition 2.2.1 to derive
ΦT (K) = PHΦU (Kˆ)|H = 0.
In order to give a final Corollary of our main theorem, let us recall some of the
notation established in Chapter 3. For a regular A-isometry T ∈ B(H)n with minimal
normal extension U ∈ B(Hˆ)n, we considered an arbitrary closed unital subalgebra
A ⊂ (U)′ and wrote alg(TA) for the smallest closed subalgebra of B(H) containing
the set TA = {TY ; Y ∈ A} of all Toeplitz operators with generalized symbol in A.
The included closed two-sided ideal generated by all semi-commutators TY1TY2−TY1Y2
with Y1, Y2 ∈ A was denoted by SC(TA).
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Under the constraint that the point spectrum of the considered A-isometry is empty,
we conclude that the compact operators that belong to the Toeplitz algebra alg(TA)
are contained in the semi-commutator ideal SC(TA) ⊂ alg(TA).
Corollary 4.2.14
Let T ∈ B(H)n be a regular A-isometry and let A ⊂ (U)′ be a closed unital subalgebra.
Then the inclusion
alg(TA) ∩K(H) ⊂ SC(TA)
holds if σp(T ) = ∅.
Proof. In the proof of Theorem 3.2.10, we observed that
SC(TA) = {X − ΦT (X); X ∈ alg(TA)}.
Hence for each compact operator K ∈ K(H)∩alg(TA), it follows from Corollary 4.2.13
that K = K − ΦT (K) ∈ SC(TA).
4.3 Pure A-isometries and a C· 0-condition
By definition a subnormal tuple T ∈ B(H)n is pure if there is no non-zero reducing
subspaceM ⊂ H for T such that the restriction T |M is normal. In the present section,
we will focus on pure regular A-isometries and give a characterization involving a
condition of C· 0-type. Since the common eigenspace of any subnormal tuple always
reduces its components, we see that the point spectrum of every pure subnormal
tuple and hence of every pure regular A-isometry is empty. Thus Corollary 4.2.13
shows that the Toeplitz projection of a pure regular A-isometry always vanishes on
the compact operators. An application of the announced characterization will lead to
an alternative proof of this result.
Let us start with an arbitrary commuting family T = (Ti)i∈I of isometries Ti ∈ B(H).
By the main result in [31], T is a subnormal family. Hence we can consider the
corresponding minimal normal extension U = (Ui)i∈I ∈ B(Hˆ)I . We denote by Γ the
set of all functions f : I → N that vanish almost everywhere on I. Clearly, Γ becomes
a directed set via the pointwise relation f ≤ g. By defining
T(f) =
∏
i∈I
T
f(i)
i ∈ B(H)
for f ∈ Γ, we obtain a net (T(f))f∈Γ of pairwise commuting isometries on H.
Proposition 4.3.1
The subspace M = {x ∈ H; limf ‖T ∗(f)x‖ = 0} reduces the family T of isometries.
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Proof. Since the net (‖T ∗(f)‖)f∈Γ is uniformly bounded by 1, it follows that M ⊂ H is
a closed subspace. The fact that M is invariant under each T ∗i , i ∈ I, can also easily
be checked by observing that every T(f) commutes with the components of T . Thus
it remains to verify that TiM ⊂M for each i ∈ I. For this purpose, we suppose that
x ∈ M , j ∈ I and ε > 0. By assumption, there is some f0 ∈ Γ such that ‖T ∗(f)x‖ < ε
for all f ≥ f0. Defining ej : I → N, i 7→ δij , and considering g0 = f0 + ej , we obtain
that
‖T ∗(f)Tjx‖ = ‖T ∗(f−ej)x‖ < ε
for all f ∈ Γ with f ≥ g0 because the latter implies f − ej ≥ f0.
More generally, let us call an arbitrary subnormal family S = (Si)i∈I of operators Si
on H pure if there is no non-zero reducing subspace M ⊂ H for S such that S|M is
normal. Towards the announced C· 0-type characterization of pure A-isometries, we
use Dixmier’s result [20] on the existence of invariant means on abelian semigroups.
Theorem 4.3.2
The reducing subspace M defined above is the zero space if and only if T is a family
of unitaries.
Proof. If all components of T are unitary operators, then ‖T ∗(f)x‖ = ‖x‖ for all f ∈ Γ
and x ∈ H. Hence M = {0} in this case. In order to prove the reverse implication,
we use [20, Théorème 2] to choose an invariant mean m : `∞(Γ)→ C on the abelian
semigroup (Γ,+). Using m, we define a mapping
[·, ·] : H×H → C, (x, y) 7→ mf (〈T ∗(f)x, T ∗(f)y〉).
Under the assumption thatM = {0}, we claim that [·, ·] becomes a continuous positive
definite sesquilinear form on H. While its sesquilinearity can easily be checked using
the corresponding properties of the inner product of H, its boundedness follows from
the estimate
|[x, y]| = |mf (〈T ∗(f)x, T ∗(f)y〉)| ≤ sup
f∈Γ
|〈T ∗(f)x, T ∗(f)y〉| ≤ ‖x‖ · ‖y‖,
valid for all vectors x, y ∈ H. To verify that [·, ·] is positive definite, we observe that
(〈T ∗(f)x, T ∗(f)x〉)f∈Γ ∈ `∞(Γ) is positive. Hence [x, x] ≥ 0 by the positivity of the
invariant mean. Moreover, if x ∈ H is non-zero, then the fact that M = {0} implies
that c = inff∈Γ ‖T ∗(f)x‖ > 0, from which we infer
[x, x] = mf (‖T ∗(f)x‖2) ≥ m(c2) = c2 > 0.
Now [9, Theorem II.2.2] ensures the existence of a unique positive operatorX0 ∈ B(H)
with ‖X0‖ ≤ 1 such that [x, y] = 〈X0x, y〉 for all x, y ∈ H. The unique positive square
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root X =
√
X0 ∈ B(H) of this operator is injective because [·, ·] is positive definite.
Finally, the invariance of m yields that
〈X0T ∗i x, T ∗i y〉 = [T ∗i x, T ∗i y]
= mf (〈T ∗(f)T ∗i x, T ∗(f)T ∗i y〉)
= mf (〈T ∗(f)x, T ∗(f)y〉)
= 〈X0x, y〉
for all i ∈ I and all vectors x, y ∈ H, proving ‖XT ∗i x‖2 = ‖Xx‖2. Together with
the injectivity of X, this shows that all the components of T have injective adjoints.
Therefore T is a family of unitary operators.
Definition 4.3.3
A commuting family of isometries T = (Ti)i∈I is of class C· 0 if the net (T ∗(f))f∈Γ
converges to zero in the strong operator topology.
Corollary 4.3.4
A commuting family T = (Ti)i∈I of isometries is of class C· 0 if and only if it is pure.
Proof. Let T be of class C· 0 and let H0 ⊂ H be reducing for T such that T |H0 is
a commuting family of normal operators. Then (Ti|H0)i∈I is a commuting family of
unitary operators on H0. Since H0 reduces T , we have (Ti|H0)∗ = T ∗i |H0 for every
index i ∈ I. Hence Theorem 4.3.2 leads to the identity
MH0 = {x ∈ H0; ‖T ∗(f)x‖ → 0} = {0}.
But the net (T ∗(f))f∈Γ is assumed to converge to zero in the strong operator topology,
whence H0 = MH0 = {0}, implying that T is pure.
On the other hand, suppose that T is a pure family of isometries and consider the
subspace M = {x ∈ H; ‖T ∗(f)x‖ → 0} ⊂ H. We need to show that M = H, or
equivalently, that M⊥ = {0}. By Proposition 4.3.1, M⊥ reduces T . Hence it suffices
to show that the restrictions Ti|M⊥ , i ∈ I, are unitaries. In view of Theorem 4.3.2,
the fact that
{x ∈M⊥; (T(f)|M⊥)∗x→ 0} = {x ∈M⊥; T ∗(f)x→ 0} ⊂M ∩M⊥ = {0}
concludes the proof.
The anounced characterization of pure regular A-isometries will now be realized by
applying the above results to the associated family IT of analytic isometries in Ta(T ).
Theorem 4.3.5
For a regular A-isometry T ∈ B(H)n with minimal normal extension U ∈ B(Hˆ)n and
scalar spectral measure µ ∈M+(∂A), the following statements are equivalent:
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(i) T is pure.
(ii) The family J = (J)J∈IT of isometries is pure.
(iii) There is a sequence (Jk)k of isometries Jk ∈ Ta(T ) such that J∗k → 0 for k →∞
in the strong operator topology.
(iv) There is a net (Jα)α∈Γ of isometries Jα ∈ Ta(T ) such that J∗α → 0 in the strong
operator topology.
Proof. Let us start with a pure regular A-isometry T ∈ B(H)n and a reducing sub-
space M ⊂ H for J such that J |M is normal for every isometry J ∈ Ta(T ). Using the
one-to-one correspondence between IT and IU established in Proposition 2.1.2, we
obtain thatM reduces the family Jˆ = (Jˆ)Jˆ∈IU as well. But this means that it reduces
U and hence T because of the identity I ′U = W ∗(U)′ = (U)′. But then T |M = U |M
is normal, from which we deduce M = {0}.
Now suppose that condition (ii) holds. Let {θk; k ∈ N} ⊂ Iµ be a weak∗-dense subset
and denote by Jk = ΨU (θk)|H ∈ B(H), k ∈ N, the corresponding isometries in Ta(T ).
We claim that the family (Jk)k∈N of commuting isometries is pure. To see this, we fix
a reducing subspace M ⊂ H for (Jk)k∈N such that the operators Jk|M are normal for
all k ∈ N. Then, exactly as in the first part of the proof, it follows that M is reducing
for
W ∗({ΨU (θk); k ∈ N}) = W ∗(U)
and, in particular, for {ΨU (θ); θ ∈ Iµ}. But then M is a reducing subspace for
J = (J)J∈IT such that J |M is normal for all J ∈ IT . By hypothesis, we obtain
M = {0}. Corollary 4.3.4 applied to the pure family (Jk)k∈N of commuting isometries
yields that the sequence (Vk)k of isometries
Vk = J
k
0 · . . . · Jkk = Tθk0 ·...·θkk ∈ Ta(T )
has the property that V ∗k → 0 for k →∞ in the strong operator topology.
Finally, assume that the fourth condition is satisfied and let M ⊂ H be a reducing
subspace for the components of T such that, for each i ∈ {1, . . . , n}, the restriction
Ti|M is normal. Since Ui|M = Ti|M is normal vor every i ∈ {1, . . . , n}, the space M
is also reducing for U ∈ B(Hˆ)n. Again using the identity (U)′ = W ∗(U)′ and the
result from Proposition 2.1.2, we infer that M reduces Jˆα and hence Jα for every
α ∈ Γ. Moreover, the elements in IU are unitary operators. Thus it follows that the
restrictions Jα, α ∈ Γ, are unitaries as well. Consequently, ‖x‖ = ‖J∗αx‖ → 0 for every
x ∈M and thus M = {0}.
As an application of the above characterization of pure regular A-isometries, we obtain
an alternative proof of the fact that the Toeplitz projection associated with a pure
regular A-isometry vanishes on the compact operators. This time, instead of making
use of Theorem 4.2.7 and Corollary 4.2.13, our argument benefits from the existence
of a net of isometries in Ta(T ) that converges to zero in the strong operator topology.
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Corollary 4.3.6
If T ∈ B(H)n is a pure regular A-isometry, then ΦT (K) = 0 for every K ∈ K(H).
Proof. Theorem 4.3.5 allows us to choose a net (Jν)ν∈Λ of isometries Jν ∈ Ta(T )
such that J∗ν → 0 in the strong operator topology. Consider an arbitrary compact
operator K ∈ K(H). Since ΦT (K) ∈ T (T ) by Proposition 2.2.1, the multiplication is
separately weak∗-continuous and Ta(T ) is commutative, the identity
ΦT (K) = J
∗
νΦT (K)Jν = ΦT (J
∗
νKJν)
is valid for every ν ∈ Λ. We show that 〈ΦT (J∗νKJν)x, y〉 converges to zero for every
choice of vectors x, y ∈ B1(0) ⊂ H. Let ε > 0, α ∈ Ω and i = (i1, . . . , iNα) ∈ NNαNα ,
where Ω is the directed set defining the convergent subnet (ΦFα)α∈Ω that determines
ΦU . The compactness of K allows us to choose vectors x1, . . . , xm ∈ H such that
KB1(0) ⊂
m⋃
j=1
B ε
2
(xj).
From the convergence property of (Jν)ν∈Λ, we infer that there is an index ν0 ∈ Λ
such that ‖J∗νxj‖ < ε2 for all ν ≥ ν0 and all j ∈ {1, . . . ,m}. Thus, fixing ν ≥ ν0, we
obtain an element
z = KJνTθi11 ·...·θ
iNα
Nα
x ∈ KB1(0)
in the image under K of the unit ball of H. We infer that z ∈ B ε
2
(xj0) for some
j0 ∈ {1, . . . ,m}. But this implies that
|〈T
θ
iNα
Nα
·...·θi11
J∗ν z, y〉| ≤ ‖J∗ν z‖ ≤ ‖z − xj0‖+ ‖J∗νxj0‖ < ε
and hence concludes the proof.
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