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Abstract
Extensive smooth-bar low-cycle-fatigue (LCF) and fatigue crack growth (FCG) experiments on three solid-solution-strengthened superalloys HASTELLOY X, HAYNES
230, and HAYNES 188 have been conducted at 816 and 927◦ C. Limited tests were
run at 649◦ C, 871◦ C, and 982◦ C to study the temperature effect. The LCF tests
were performed under a total-strain-range-control mode at Solar Turbines Inc., Metcut Research Inc., and The University of Tennessee (UT). The FCG tests were done
under both the constant-load-range and constant-stress-intensity-factor-range modes
at Westmoreland Testing Inc. and UT. Various hold times were imposed at the maximum strain or load in both the LCF and FCG tests, respectively, to investigate the
hold-time effect.
For the LCF tests, the influence of the total strain range and hold time on the
cyclic stress response was determined at temperatures ranging from 816 to 982◦ C.
At the temperatures considered, the HASTELLOY X alloy exhibited initial cyclic
hardening, followed by a saturated cyclic-stress response or cyclic softening under
LCF without hold times. For LCF tests with hold times, however, the alloy showed
cyclic hardening, cyclic stability, or cyclic softening, which is closely related to the
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test temperature and the duration of the hold time. It was also observed that the
LCF life of the X alloy considerably decreased due to the introduction of strain
hold times. Generally, a longer hold time would result in a greater reduction in the
fatigue life. For the tests without hold times, the test temperature seems to have
little influence on the fatigue life of the X alloy at the test temperatures from 816 to
927◦ C. However, when the test temperature increased to 982◦ C, the fatigue life clearly
shortened. The effects of heat-to-heat variation on the cyclic stress response were
illustrated. A parameter based on the hysteresis energy was proposed to rationalize
the LCF life data with and without hold times.
In general, the fatigue life of HAYNES 230 alloy decreased as the temperature
increased. However, at total strain ranges higher than 1.0% and without a hold time,
the LCF life was longer at 927◦ C than at 816◦ C. This “abnormal” behavior was found
to result from the smaller plastic strain amplitude at half-life at 927◦ C than that at
816◦ C. The introduction of a hold time led to a decrease in the fatigue life. At
both 816 and 927◦ C, the material exhibited a cyclic hardening/softening behavior at
higher total strain ranges and a cyclic hardening/saturation behavior at lower total
strain ranges. An increase in the temperature and/or the introduction of a hold time
decreased the hardening rate and increased the softening rate. The introduction
of a hold time and/or the increase of the test temperature progressively changed
the fracture mode from the transgranular to mixed trans/inter-granular, then to
intergranular feature. Within the two phases of the fatigue process, crack initiation
was more severely influenced by the change of the hold time and/or temperature.
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For the LCF of HAYNES 188 alloy, in the total-strain ranges used in this investigation, increasing the test temperature from 816 to 982◦ C shortened the fatigue
life. This effect is especially clear at total-strain ranges smaller that 1.0%. Introducing hold times at the maximum tensile strain is found to lead to a significant
reduction in the fatigue life. The HAYNES 188 alloy can exhibit cyclic hardening,
cyclic hardening followed by softening or the saturated stress response, and cyclic
softening during LCF deformation, which is closely related to the test temperature,
the imposed total strain range, and the hold time. In addition, the HAYNES 188
alloy shows the heat-to-heat variation in the cyclic stress response curve.
The FCG data were analyzed with an emphasis on hold-time and temperature
effects. For both alloys, the crack grew faster at a higher temperature. It was also
noted that the introduction of a hold time at the maximum load led to an increase
in the cyclic crack-growth rate. The longer hold time gave the faster crack-growth
rate, which was related to the gradual transition from transgranular to intergranular
cracking. The crack-growth rates in the fatigue and creep tests were correlated with
the stress-intensity-factor range, ∆K, and the stress-intensity factor, K, respectively.
The crack-propagation rates in the hold-time tests were predicted from the crackgrowth rates obtained from both the fatigue and the creep crack-growth tests, using
a semi-empirical linear summation model. Crack-growth-rate predictions reproduce
most of the characteristics observed experimentally. The crack-growth-rate data
obtained from the FCG testing under load-range and stress-intensity-factor-rangecontrol modes were compared.
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In addition, time-dependent fracture-mechanics parameters, C ∗ , Ct , and (Ct )avg ,
were applied to correlate the crack-growth rates. For both alloys, the fatigue-cracking
path was mainly transgranular at 816 and 927◦ C. The cracking path became dominantly intergranular if the hold time increased to 2 min. , indicating that the timedependent damage mechanisms, creep and/or oxidation, were in control. When the
time-dependent damage dominated (temperature ≥ 816◦ C and hold time ≥ 2 min. ),
the crack-growth rates can be correlated with Ct or (Ct )avg parameters. The Ct and
(Ct )avg parameters were capable of consolidating data from different temperatures
and alloys.
The fracture surfaces of both LCF- and FCG-tested samples were examined with
the scanning-electron-microscopy (SEM). The tests in this study were conducted at
high temperatures in air. Therefore, the fracture surfaces were frequently covered
with a dark layer of oxides, making the fracture features difficult to identify. To overcome this problem, for the LCF testing, the failed samples were cut longitudinally
through the fracture surfaces, and the sections were observed to locate secondary
cracks. By combining the fractographic and metallographic results, the crack initiation and propagation for all tests were successfully investigated. However, for
the FCG-failed samples, the major secondary cracks on specimen surfaces were not
available. An oxide-stripping technique has been developed to overcome the oxidelayer problem. The technique consists of two steps. The sample is first boiled in a
potassium permanganate solution for 1 hr, and then electrolytically cleaned in an
alkaline solution for 5 min. with the sample as the cathode. Except for dislodging
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the carbides, the technique developed was capable of removing the oxides completely
without altering the fracture-surface morphology.
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Chapter 1
Introduction
1.1

HASTELLOY R X, HAYNES R 230, and HAYNES R 188

The term “superalloys” is used to describe a group of alloys developed for hightemperature services, usually based on group VIIIA elements [1]. Their range of applications includes aircraft and land-based gas turbines, rocket engines, and, chemical
and petroleum plants. The versatility of superalloys stems from the fact that they
combine high-temperature strengths with good low-temperature ductilities and excellent surface stabilities. Superalloys remain the societies’ premier high-temperature
air-breathing structural materials, despite the 50 years of heavily-funded researches
on the substitute materials like refractory alloys, ceramics, and intermetallics, etc.
Superalloys can be generally grouped into two classes, age-hardenable alloys and
solid-solution-strengthened (or non-age hardenable) alloys. While the age-hardenable
1

Table 1.1: Nominal Chemical Compositions of Three Superalloys (Weight Percent)

Alloy
X
230
188

Ni
47a
57a
22

Cr Co
22
1.5
22
5∗
22 39.2a

Mo W Fe
Si
C
B
∗
9 0.6 18.5 0.5 0.1 0.08∗
2
14
3∗
0.4 0.1 0.015∗
14
3
0.1
a
∗
As-balanced Maximum

Others
0.5Mn∗
0.5Mn, 0.02La
-

alloys have better high-temperature strengths, the solid-solution-strengthened alloys
possess better fabricabilities and are usually cheaper. In the most demanding applications, such as hot sections of gas-turbine engines, the age-hardenable alloys are used.
In other applications requiring only modest high-temperature strengths, the solidsolution-strengthened alloys are applied. This project concerns itself with three solidsolution-strengthened superalloys, nickel-based HASTELLOY X, HAYNES 230, and
cobalt-based HAYNES 188∗ . The nominal chemical compositions of these three alloys are given in Table 1.1.
HASTELLOY X [2] is a Ni-Cr-Fe-Mo alloy. It has an exceptional combination
of high-temperature strengths, excellent forming and welding characteristics, and
good resistances to oxidation and stress-corrosion cracking. The HASTELLOY X
alloy is currently used in gas-turbine engines for combustion-zone components, such
as transition ducts, combustor cans, spray bars, and flame holders, as well as for
afterburners, tailpipes, and cabin heaters. Moreover, the HASTELLOY X is also used
in the chemical-process industry for retorts muffles, catalyst-support grids, furnace
baffles, tubing for pyrolysis operations, and flash-drier components.
∗

HASTELLOY and HAYNES are registered trademarks of Haynes International, Inc.

2

The HAYNES 230 alloy [3] is a Ni-Cr-W-Mo alloy with excellent high-temperature
strengths, premier oxidation resistances, and good fabricabilities. It has better
stabilities and resistances to grain coarsening with long-term thermal exposures,
and a lower thermal-expansion coefficient than most other high-temperature alloys.
The 230 alloy is ideally suited for a wide variety of component applications in the
aerospace and power industries. It is used for combustion cans, transition ducts,
flameholders, thermocouple sheaths, and other important gas-turbine components.
In the chemical-processing industry, the 230 alloy is used for catalyst-grid supports in ammonia burners, high-strength thermocouple-protection tubes, elevatedtemperature heat exchangers, ducts, high-temperature bellows, and various other
key process internals. In the industrial-heating industry, applications for the 230
alloy include furnace retorts, chains and fixtures, burner-flame shrouds, recuperator
internals, dampers, nitriding furnace internals, heat-treating baskets, grates, trays,
sparger tubes, thermocouple-protection tubes, cyclone internals, and many more.
The HAYNES 188 alloy [4] is a Co-Ni-Cr-W alloy that combines excellent high
temperature strengths with very good resistances to oxidizing environments up to
1,095o C for prolonged exposures, and excellent resistances to sulfate-deposit hot
corrosion. It is readily fabricated and formed by conventional techniques, and has
been used for cast components. Other attractive features include excellent resistances
to molten chloride salts, and good resistances to gaseous sulfidation. The HAYNES
188 alloy is stronger than the nickel-based solid-solution-strengthened alloys. The
HAYNES 188 has been used to make many components in the gas-turbine engine,
such as forged turbine blades, combustor liners, and afterburner tailpipes. Because

3

cobalt is a strategic element, Co-based alloys are substituted for by nickel-based alloys
wherever possible. However, the unique combination of properties of Co-based alloys
will guarantee their usage for many years to come.
Based on the actual operating conditions of the components made of the X, 230,
and 188 alloys, it is expected that the damages from the LCF, creep, environment,
and even their interactions will be the main limiting factors of their service lifetimes
at elevated temperatures.

1.2

Low-Cycle Fatigue (LCF)

The word, fatigue, commonly associated with physical and mental weariness, has
also become widely accepted into the engineering vocabulary. The fatigue of materials and structural components means the damage and fracture due to cyclic,
repeatedly applied stresses or strains. The fatigue failure usually occurs under the
influence of cyclic loads whose peak values are considerably smaller than the ‘safe’
loads estimated from the static testing data. An important facet of the fatigue life
is the differentiation between the high-cycle fatigue (HCF) and LCF. Usually LCF
is defined if the cycle number up to the initiation of a visible crack or until the final
fracture is below 104 or 5 × 104 cycles. A distinguishing feature of LCF is that the
peak stresses are above the tensile yield strength, and, hence, the strains induced
usually have a noticeable plastic component. In HCF, the strains are confined, at
least from a macroscopic point of view, to the elastic region. An example of LCF is
shown in Figure 1.1. A paper clip is LCF fractured at about 10 cycles when it is bent
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Figure 1.1: Low-cycle-fatigue failure of a paper clip.

back and forth in your hand with a bending angle of 90o . Apparently, the plastic
strain is present in this simple fatigue example. For a high-temperature component
in a turbine, LCF results from the thermomechanical strains, which occur on heating
and cooling during start-ups and shut-downs.
The fatigue life should be divided into crack-initiation and propagation phases.
Correspondingly, there are two approaches to the LCF design: the total-fatiguelife approach and the flaw-tolerant fracture-mechanics approach [5–14]. The former
approach is based on smooth specimens. It deals primarily with the resistance to
fatigue-crack initiation and early crack growth. The plastic strains are responsible for
the LCF damage as established independently by Coffin [15] and Manson [16]. They
proposed an empirical relationship between the number of load reversals to fatigue
failures and the plastic-strain amplitude. This so-called Coffin-Mansion relationship
has remained the most widely used total-fatigue-life approach to LCF.
The latter approach to fatigue focuses mainly on the resistance to the fatiguecrack propagation. This approach is closely related to the development of fracture
mechanics. The basic premise here is that engineering components are not flaw-free,
but with pre-existing cracks that will grow or propagate during services. The growth
5

of macroscopic cracks often takes a significant part of the LCF life of structures.
The initial crack sizes are usually determined from nondestructive techniques (such
as visual, dye-penetrant, X-ray techniques, or the ultrasonic, magnetic, or acousticemission methods). The final critical crack sizes, at which the catastrophic failure
is expected, are calculated from the fracture-mechanics analysis. The LCF life is,
then, defined as the number of fatigue cycles or time to grow the cracks from their
initial sizes to the final sizes. The prediction of the crack-growth life using this
flaw-tolerant approach involves empirical crack-propagation laws, based on fracture
mechanics. The flaw-tolerant approach is more conservative than the total-fatiguelife approach. The flaw-tolerant approach has been widely used in the aerospace and
nuclear industries where catastrophic failures could lead to the loss of human lives.
It is difficult to obtain the separate and complete information on the two fatigue
phases: crack initiation and propagation. Smooth-specimen fatigue tests unavoidably
measure some portion of the crack-propagation phase, and it is difficult to obtain
the information about the very important initial phase of crack growth in tests
of precracked specimens. To obtain a complete picture of the LCF performance
of a material, both the total-fatigue-life and the flaw-tolerant fracture-mechanics
approaches are needed.
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1.3

Hold-Time Effects

During services, the high-temperature components made of superalloys are exposed
to the time-dependent creep damage due to their normal operation at elevated temperatures, in addition to the LCF damage due to the start-up/shut-down cycling.
Consider the discs and blades in a gas turbine of a airplane that is subjected to a rapid
take-off, steady-state cruising, and a short landing. The strain and temperature cycle
that it goes through is shown schematically in Figure 1.2 [17, 18]. The strain evolution is due to the temperature gradients upon heating and cooling during take-offs
and landings. The repetition of this strain cycle could initiate and propagate cracks
in the components. And eventually, when one of these cracks grows to a critical dimension, the component fails, leading to the breakdown of the whole system, which
could cause damages to other components, and injury and loss of human lives. This
process of cyclic failures is the aforementioned LCF, which is an important consideration in the design and operation of high-temperature systems, and it occurs under
essentially strain-controlled conditions, since the surface region is constrained by the
bulk of the component. The on-load cruising periods at elevated temperatures introduce many time-dependent effects (hold-time effects), among which creep is the most
important. Many systems, including nuclear-pressure vessels and heat exchangers,
etc., undergo stress-strain cycles that are similar to the one illustrated in Fig. 1.2.
It is important to consider both creep and fatigue damages, when characterizing
mechanical behaviors of materials used in these systems.
The equipment that is able to reproduce the complex strain-temperature cycles
is expensive. The common practice to represent the stress-strain-temperature cycles
7
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Figure 1.2: Schematic diagram illustrating the strain-temperature history for a component in a
gas turbine [17, 18].
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Figure 1.3: Typical fatigue waveform used in laboratory testing for simulating the creep and
fatigue loading imposed on high-temperature components during service.

described in Fig. 1.2 in a laboratory test is to replace the thermal strain with the
mechanical strain, controlled under isothermal conditions [18]. The start-up and
shut-down cycle is simulated by a symmetrical and continuous fatigue cycle of equal
strain rates in tension and compression, with a hold period at a constant peak strain
to represent the on-load period, as shown in Figure 1.3. The waveform is straincontrolled. The plastic deformation is present at the maximum load.
The LCF behavior at high temperatures is a very complex subject. Many timedependent processes other than creep may be involved, including the oxidation,
dynamic-strain aging, mechanical instability, microstructural degradation, precipitation, etc. In addition, at high temperatures, various factors, such as the frequency,
strain rate, waveform, hold position, hold duration, and strain range, will exert great
influences on the LCF life. It is not possible to cover all these issues in this dissertation. We will concentrate our attention to creep and hold-time effects. In both
the total-life and the fracture-mechanics approaches, waveforms similar to those in
Fig. 1.3 will be applied with various tensile hold periods.
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1.4

Objective

The components made of solid-solution-strengthened HASTELLOY X, HAYNES
230, and HAYNES 188 alloys are subjected to damage processes of creep, LCF, and
their combination. Despite their wide applications, the LCF research on these alloys
is limited, as compared to the age-hardenable superalloys. In this dissertation, both
the total-life and the fracture-mechanics flaw-tolerant approaches will be utilized to
characterize the high-temperature LCF behaviors of the HASTELLOY X, HAYNES
230, and HAYNES 188 alloys. The objective of the this project is fivefold:
1. To provide the pertinent LCF data of the HASTELLOY X, HAYNES 230,
and HAYNES 188 alloys, including the total fatigue-life and crack-growth-rate
properties. In particular, the influence of temperature and hold time on LCF
properties will be emphasized. These LCF data could assure safe and wide
applications of these three alloys.
2. To study the effect of the heat-to-heat variation on the LCF behavior of
HASTELLOY X, HAYNES 230, and HAYNES 188. Limited smooth-bar fatigue tests will be conducted on materials from three heats.
3. To compare the crack-growth behavior of HASTELLOY X, HAYNES 230, and
HAYNES 188 under identical testing conditions. High-temperature component
designers often need to choose among these three alloys, since the application
areas of them are similar. The generated crack-growth data in this research
will provide some guidelines.
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4. To determine the role of the intragranular and intergranular fracture modes
in the creep-fatigue-damage process of HASTELLOY X, HAYNES 230, and
HAYNES 188 alloys.
5. To formulate theoretical models for predicting the total fatigue life, the crackgrowth rate, and, especially, the hold-time effect. These models could be used in
the life-prediction analysis and flaw-tolerant component design of the HASTELLOY X, HAYNES 230, and HAYNES 188 alloys.
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Chapter 2
Literature Review
2.1
2.1.1

Representation of Fatigue Data
The Total-Life Approach

The stress-strain-response curve in a fatigue cycle is termed the hysteresis loop. The
hysteresis loop shown schematically in Figure 2.1 illustrates the important parameters associated with LCF testing. In a total-strain-range-controlled fatigue test, the
cycling always occurs between the same total-strain limits. If the stress necessary to
attain a given total strain increases with each cycle, the material shows cyclic-strain
hardening. An example is shown in Figure 2.2(a). A reverse trend is also possible
to define cyclic-strain softening [Fig. 2.2(b)]. As a result, changes occur in both the
plastic-strain range (∆εp ) and elastic-strain range (∆εe ) during the test. In general, materials that are initially soft will exhibit cyclic hardening, and materials that
are initially hard will exhibit cyclic softening [19, 20]. Cyclic strain hardening and
12
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Figure 2.1: Schematic of a hysteresis loop showing the important parameters in a LCF testing.
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Figure 2.2: Stress-strain behaviors for materials exhibiting cyclic-strain (a) hardening and (b)
softening.
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Figure 2.3: Schematic of hysteresis loops showing stress-strain behavior for different types of
materials [21].

softening usually happen at the beginning of the fatigue life (within 10 to 20% of
the total fatigue life). After that, the hysteresis loops become coincident to define a
stabilized or saturated cyclic stress-strain behavior. The stress-strain data from this
stable hysteresis loop will often be used in various fatigue-data analyses, which will
be discussed later. In cases where the stable hysteresis loop is hard to define, the
hysteresis loop at the half life will be used instead. The stable hysteresis loop continues, if it occurs at all, until noticeable specimen cracking develops. At this point,
the stress range required to achieve a given total strain range decreases rapidly to
reflect the onset of the specimen failure.
Hysteresis loops reflecting the behavior observed in strong, tough, and ductile
materials tested at the same total strain range are illustrated in Figure 2.3 [21].
The area inside a hysteresis loop represents the mechanical energy absorbed per unit
volume during one cycle. If this area is small, the material is brittle. If it is large, the
14

material possesses a good ductility. Strong materials tend to be brittle. Also note
the different stress ranges and plastic-strain ranges corresponding to the different
types of materials.
A stable hysteresis loop usually develops after initial cyclic hardening or softening
during a total-strain-controlled LCF test. If the total strain changes and the cycling
is continued, another stable hysteresis loop will be obtained. Another total strain
change will result in a new stable hysteresis loop, etc. The curve connecting the tips
of these stable hysteresis loops is termed the cyclic stress-strain curve, which is an
important representation of LCF data. In this way, a single specimen can be used to
establish the cyclic stress-strain curve for a material at a specific test temperature,
provided that the LCF life of the specimen is long enough. The cyclic stress-strain
curve can also be obtained in fatigue tests on a series of specimens with different
total-strain ranges. The cyclic stress-strain curves from the single- and multiplespecimen tests will generally be very similar. An schematic example of the cyclic
stress-strain curve is shown in Figure 2.4 [21]. The monotonic stress-strain curve is
also presented in the figure for comparison. The cyclic stress-strain curve can usually
be represented by a power-law relationship,
0

∆σ/2 = K 0 (∆εp /2)n

(2.1)

where ∆σ/2 is the stress amplitude and ∆εp /2 the plastic-strain amplitude of the
stable hysteresis loop, n0 is the cyclic strain-hardening exponent, and K 0 the cyclicstrength coefficient.
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Figure 2.4: Schematic of a cyclic stress-strain curve established with stable or half-life hysteresis
loops. Circles represent the tips of stable loops for a particular total strain range [21].
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Following the introduction of the Coffin-Manson Law [15, 16] in the early 1950s,
the plastic-strain range became an important parameter in the LCF life presentation.
The usual way is to plot the plastic-strain amplitude (∆εp /2) against number of
reversals to failure (2Nf ) on a log-log coordinates. A straight line usually results
(Coffin-Manson Law), as illustrated in Figure 2.5. This straight line is described by

∆εp /2 = ε0f (2Nf )c

(2.2)

where ε0f is the fatigue-ductility coefficient, defined by the strain intercept at 2Nf = 1,
and c is the fatigue-ductility exponent. A smaller value of c means a larger value of
the fatigue life. It has been shown that c = −1/(1 + 5n0 ) [22]. Thus, materials with
larger values of n0 have greater LCF lives.
A similar relationship exists for the elastic strain and fatigue life [23], mainly
used in the HCF data representation,

∆εe /2 = σa /E = σf0 (2Nf )b

(2.3)

where ∆εe /2 is the elastic-strain amplitude, σa the alternating stress amplitude,
E the Young’s modulus, σf0 the fatigue-strength coefficient defined by the stress
intercept at 2Nf = 1, and b the fatigue-strength exponent. A smaller value of b
means a larger fatigue life. It has been shown that b = −n0 /(1 + 5n0 ) [22]. Thus,
lower values of n0 result in higher HCF lives.
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Figure 2.5: Schematic representation of the LCF life with the total strain amplitude, plastic strain
amplitude, and elastic strain amplitude.
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An expression valid for the entire fatigue-life range can be obtained by combining
Equations (2.2) and (2.3)

∆εt /2 = ∆εp /2 + ∆εe /2 = ε0f (2Nf )c + σf0 (2Nf )b

(2.4)

Equation (2.4) was derived by Raske and Morrow [24] and Landgraf et al. [25].
As indicated in Fig. 2.5, the total-strain life curve approximates the plastic strain
curve at large strain amplitudes and approximates the elastic strain curve at small
strain amplitudes. Thus, if LCF is the life-limiting damage process, it is desirable to
have materials of high ductilities; if HCF is critical, the materials with high tensile
strengths are needed.

2.1.2

The Flaw-Tolerant Approach

As discussed earlier, the fatigue life is composed of both the crack-initiation and
crack-growth stages. In many engineering components, the flaws may be present
before services. The useful fatigue life is, then, the time or the number of cycles
to grow a dominant flaw of the initial size to a critical dimension, at which the
catastrophic failure is expected. To predict the fatigue lives of these components
for design and maintenance purposes, it is necessary to know the rates at which
these flaws/cracks grow. The measurement of the crack-growth data for different
combinations of the applied stress, crack length, and geometrical conditions of the
cracked structure, and the mechanisms, which control the crack-growth rates under
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Figure 2.6: Typical fatigue-crack-growth curves under a constant load range.

different conditions of the mean stress, test frequency and environment, are research
topics of scientific and practical interest.
The crack-growth-rate data are generated through testing in laboratory. The
specimen of a special geometry is designed, and a sharpened crack is initiated. The
crack length is monitored and recorded as a function of the number of load cycles or
elapsed time. Many crack-length monitoring techniques are employed, including the
use of a calibrated traveling microscope, eddy-current techniques, electropotential
measurements, compliance measurements, and acoustic-emission detectors, etc. The
crack-growth rate is expressed in terms of the crack-length increment per cycle or
unit time, da/dN or da/dt, respectively. Figure 2.6 illustrates a typical fatigue-crackgrowth curve under a constant load range. The crack length increases with increasing
the number of loading cycles. The fatigue-crack-growth rate is determined from such
curves by graphical procedures or by computation. From these methods, the crackgrowth rates resulting from a given cyclic load are (da/dN )ai and (da/dN )aj when
20

the crack is of lengths, ai and aj , respectively. When the applied load range is held
constant, the crack-growth rate most often increases with increasing the number
of fatigue cycles. (This is generally the case, though not always.) For the same
crack length, the crack-growth rate generally increases with increasing the applied
load range, as indicated in Fig. 2.6. One of the critical tasks in the flaw-tolerant
approach to predict the fatigue life is to relate the crack-growth-rate data to a loading
parameter. Before the early 1960s, many empirical and theoretical laws, of the form
da
∝ ∆σ p aq
dN

(2.5)

were proposed. Here ∆σ is the applied load range, a the crack length, and p and q
are empirical constants ranging [26–28] from 2 to 7 and 1 to 2, respectively. With
the rapid development of the fracture mechanics, more reliable methods became
available in the 1960s. Paris et al. [29, 30] postulated that the controlling factor in
the fatigue-crack-growth process is the stress-intensity-factor range,

∆K ≡ Kmax. − Kmin.

(2.6)

Kmax. and Kmin. are the maximum and minimum stress-intensity factors, respectively, during a fatigue cycle. The stress-intensity-factor range, ∆K, is a function
of the load range and crack length. Its particular form depends on the specimen
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geometry. For an edge-cracked specimen,
Kmax . =
Kmin . =

√
Y σmax . a
√
Y σmin . a
√
Y ∆σ a

∆K

=

∆σ

≡ σmax . − σmin .

(2.7)

where Y is a geometrical factor related to the ratio of the crack length, a, to the
width of the specimen, W , and σmax. and σmin. are the maximum and minimum
stresses in a fatigue cycle, respectively. Paris et al. [29, 30] plotted the values of
da/dN versus those of ∆K for the same crack length, a, and demonstrated that
there exists a relation of the form
da
= C∆K m
dN

(2.8)

where C and m are scaling constants that are dependent on material variables,
environment, cyclic frequency, temperature, and load ratio, R, which is defined as

R=

Kmin.
σmin.
=
σmax.
Kmax.

(2.9)

This simple relation is commonly called the Paris-power law. Although Equation 2.8
is empirical, it has remained one of the most used expressions in the fatigue-crackgrowth analysis for a vast spectrum of materials and test conditions.
It is often desirable to estimate the useful component life for the purposes of design
and failure analyses. The number of fatigue cycles to failure can be computed, using
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the Paris-power law, Equation 2.8. Assume that the initial flaw size to be a0 and the
final critical crack size, af , and that Y remains constant as the crack grows. Assume
√
also ∆K = Y ∆σ a. Integrating Equation 2.8 results in

m

m

Z

Nf

Z

af

dN =

CY (∆σ)

a0

0

da
am/2

(2.10)

The fatigue life is, thus, given by


1
1
2
−
Nf =
(m − 2)CY m (∆σ)m (a0 )(m−2)/2 (af )(m−2)/2

(2.11)

for m 6= 2 and
Nf =

1
CY

2 (∆σ)2

ln

af
a0

(2.12)

for m = 2. The assumption that Y remains constant is generally not true. Therefore,
the integration is usually performed numerically. It is easily seen from Equation 2.11
that when a0  af (which is generally true for ductile alloys), the fatigue life, Nf ,
is not sensitive to the final crack length, af , but is strongly dependent on the choice
of a0 .
Many experimental data show a good agreement with the Paris-power-law relationship, Equation 2.8, under a proper choice of the constants, C and m. However,
this observation is true only at a particular range of crack-growth rates. At the extreme values of ∆K, both below and above those of the Paris regime, the Paris-power
law does not hold. The whole log(da/dN ) versus log(∆K) curve assumes a sigmoidal
shape, defining three distinct regimes, as shown in Figure 2.7. In Regime I, there
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Figure 2.7: Typical fatigue-crack-growth diagram showing three different regimes.
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Figure 2.8: Schematic of fatigue-crack growth across a specimen section indicating three stages
of fatigue failures. (After Laird [31].)

exists a threshold-stress-intensity-factor range, ∆Kth , such that at ∆K < ∆Kth , the
crack practically does not grow. Above the threshold, there is a steep increase in
da/dN with increasing ∆K. The Paris-power law applies in Regime II. In Regime
III, the Kmax. value approaches that of the fracture toughness, Kc . The crack-growth
rates increase rapidly, causing catastrophic failures.

2.2

Fatigue-Failure Mechanisms

The fatigue-failure process begins with the accumulation of damages at localized
regions, which leads to the nucleation of cracks and their subsequent propagation.
When one of the cracks has grown to such an extent that the remaining net-section is
insufficient to carry the applied load, a sudden fracture results. In general, the fatigue
cracks nucleate at the free surface, and the crack growth occurs in three stages, as
shown schematically in Figure 2.8 [31]. The Stage I crack-propagation region is an
extension of the initiation process (the initiated crack length here is of about 10 µm)
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and the crack grows in a crack-tip shear plane oriented at approximately 45◦ to the
stress axis. The extent of this stage is usually a few grains. The Stage II growth is
controlled by the continuum response of the materials and is perpendicular to the
applied stress. When the crack-tip deformation becomes large enough, the local static
fracture (i.e., hole growth) contributes to the crack advance until the final failure,
which is in the stage III crack-growth region. Stages I, II, and III are characterized
by the featureless, striated, and microvoid-coalescence regimes, respectively. The
fractional area of the fracture surface for the three stages depends on the applied
strain level. When the strain level is high, the failure life will be small, and the
striated regime (stages II) covers almost the entire fracture surface. In contrast,
when the strain level is small, the failure life will be long, and the featureless regime
(stage I) begins to dominate. Only for very high strain-level tests will stage III occupy
a significant area. In the total-life approach to fatigue, both the crack nucleation and
the three crack-growth stages are involved. In the fatigue-crack-growth testing of the
fracture-mechanics approach, usually only the last two stages of crack propagation
will be present.

2.2.1

Mechanisms of Fatigue-Crack Initiation

It is generally agreed that the persistent slip bands (PSBs) are major nucleation
sites for cracks in metals and alloys of high purity. The PSBs are thin lamellae
where the plastic deformation is mainly concentrated during fatigue cycling. The
plastic strain in the PSB lamellae is at least an order of magnitude higher than
that in the matrix [32]. The cracks tend to form at the deep narrow intrusion, and
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Figure 2.9: Schematic shows the roughening of surfaces due to the formation of persistent slip
bands (PSBs). (After Ellyin [33].)

the interface between the PSB and matrix, which is a plane of discontinuity and
across which there are steep gradients in the density and distribution of dislocations.
As schematically shown in Figure 2.9 [33], the formation of PSBs leads to surface
roughening, which is manifested as microscopic hills and valleys, commonly referred
to as extrusions and intrusions. The intrusions function as micronotches, and the
effect of the stress concentration at the root of the intrusions promotes the additional
slip and fatigue-crack nucleation.
There is a wealth of experimental evidences indicating that the test environment plays important roles in fatigue-crack initiation. Gough & Sopwith [34] and
Thompson, Wadsworth & Louat [35] demonstrated that the fatigue life was markedly
improved in dry, oxygen-free environment, as compared to the moist laboratory air.
A well-accepted model is depicted in Figure 2.10. When slip steps form during the
tensile portion of a fatigue cycle in the laboratory air (or other chemically aggressive
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Figure 2.10: A model for fatigue crack initiation near a free surface by the synergistic effect of
single slip and environmental interactions. (After Thompson, Wadsworth & Louat [35].)

media), the oxygen (or other species) is absorbed on the freshly created slip steps to
form an oxide layer (or other reaction products). Part of the oxide layer is drawn
into the body of the crystal in the compression part of the cycle. This process is
repeated, and more oxides are pushed into the matrix along the slip band, weakening the PSBs of the crystal and eventually leading to cracking. Cracks can also be
initiated at grain boundaries in embrittling environments (which preferentially attack grain boundaries or the particles on them) and at high temperatures (at which
grain-boundary cavitation and sliding could occur).
The crack initiation in commercial alloys is very complicated. It could happen
at voids, slag or gas entrapments, inclusions, dents, scratches, forging laps and folds,
macroscopic stress concentrations, as well as regions of microstructural and chemical
non-uniformities [36–38]. In metals and alloys of high purity, cracks usually initiate
at the free surface. In commercial alloys, it is common to see fatigue cracks nucleate at both near-surface and interior locations. The exact initiation sites are often
specific to the alloy system considered. In high-strength nickel-base superalloys, for
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example, cracks have been found to initiate near the large defects, either pores or
nonmetallic inclusions [39]. At ambient temperature, the fatigue cracks initiate at
defects near the surface for both the low and high strain ranges applied. At high
temperatures, cracks nucleate at the interior of the specimen when low-strain ranges
are applied. However, when the high-strain ranges are applied, surface-crack nucleation is dominant. The three solid-solution-strengthened superalloys, HASTELLOY
X, HAYNES 230, and HAYNES 188, are of moderate strength and the mechanisms
of fatigue-crack initiation in them are not well documented. One of the objectives of
this work is to identify the fatigue-crack-initiation mechanisms in these three superalloys.

2.2.2

Mechanisms of Fatigue-Crack Growth

As mentioned earlier, the direction of the stage-I crack growth (see Fig. 2.8) is oriented at about 45◦ to the stress axis. The direction of the stage II fatigue-crack
growth is perpendicular to the applied stress. The stage-II growth is due to some
irreversibility in the crack-tip flow within each cycle. A mechanism for the stage-II
growth is shown in Figure 2.11 [40]. There are other mechanisms, which are not essentially different. Because of the high stress concentration, the plastic deformation
is present at the crack tip even at very low loads. The plastic deformation means
slip (due to shear stresses) of atomic planes (Fig. 2.11, stage B). Slip also occurs on
the complementary planes, and the crack widens and becomes blunted (Fig. 2.11,
stages B-D). Upon unloading (or compressive loading), the slip direction in the end
zones is reversed, and the crack faces are crushed together to form a resharpened
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Figure 2.11: One of the various possible mechanisms of fatigue-crack growth. (After Broek [40].)
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crack tip (Fig. 2.11, stage E). Theoretically, the whole slip process could be reversed
so that the end result after unloading would again be as stage A. However, because
of the oxidation of the freshly exposed material along the slip steps, and the general
disorder due to the slip, the process is irreversible in practice; the crack extension,
∆a, remains after each cycle. The resharpened crack (stage E) is, then, advanced
and becomes blunted in the next stress cycle, and so on and so forth (stages F-K).
The crack growth per cycle is generally on the order of 10−7 − 10−3 mm (10−8 −
10−4 inches). If the cycle number is 104 − 108 , the crack will grow by 25.4 mm (one
inch). The repeated blunting and sharpening results in marks on the crack surface,
which are visible at high magnifications in an electron microscope. These marks,
commonly termed fatigue striations, represent the successive positions of the crack
front.
The Stage III fatigue-crack growth is the final fracture. It is unstable and very
fast. It occurs by either cleavage or ductile rupture. Cleavage happens along the
low-index atomic planes, leading to a fracture surface of many flat and bright facets.
The majority of engineering materials, however, factures by the ductile rupture. All
engineering materials contain particles and inclusions. These particles are usually
complex compounds of the alloying elements, which are added to improve the alloy’s strength and castability or machinability. The ductile rupture process, which
is schematically illustrated in Figure 2.12 [40], is related to these particles and inclusions. Firstly, the large particles are broken or separated from the matrix, forming
large holes. Secondly, concentrated slip occurs in channels connecting the cleaved
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Figure 2.12: Schematic of ductile rupture showing four stages. Bottom: fracture surface illustrates
dimples formed by large and small particles. (After Broek [40].)
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Table 2.1: Approximate Temperatures at Which Creep Deformation Becomes Significant for Different Metals and Alloys [41]

Material type

Temperatures
◦
C
F
T/Tm
205
400
0.54
315
600
0.30
370
700
0.36
540
1000
0.49
650
1200
0.56
980-1540 1800-2000 0.40-0.45

◦

Aluminum alloys
Titanium alloys
Low alloy steels
Austenitic iron-base alloys
Nickel- and cobalt-base superalloys
Refractory metals

large particles because of the stress concentration and the less load-bearing materials. The slip results in the separation of the small particles from the matrix, forming
myriads of small holes. The final and quick separation happens along the small holes
inside the channels. Thus, the large holes from the large particles and the small holes
from the small particles are present on the fracture surface. These holes are visible
with the electron microscopy, and are commonly termed dimples.

2.3

Creep Failures and Mechanisms

Creep is the time-dependent anelastic deformation that occurs under a constant
stress (or load) at high temperatures. The time-dependent creep deformation is
related to the thermally-activated processes, such as the dislocation glide, cross slip,
climb, and the diffusion of vacancies and atoms. The temperature above which creep
becomes significant is about 0.4Tm (Tm = the absolute melting temperature). These
temperatures are listed in Table 2.1 for different metals and alloys [41].
Figure 2.13 shows an ideal creep curve under a constant load. The increase of
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Figure 2.13: Schematic of creep curves showing three stages.
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load and/or temperature leads to an increase of the creep-strain rate (dε/dt). The
strain, represented by εo , occurs practically instantaneously on the application of
the load. Although εo is not really creep, it is important because it may constitute
a considerable fraction of the allowable total strain in components. Generally, the
creep curve can be divided into three regimes according to the creep-rate variation.
The first regime of the decreasing creep rate is known as the primary creep. This
regime is usually a small portion in the curve, and it may not exist at all for some
materials. The second regime, known as the secondary creep or minimum rate creep,
is a stage of a nearly constant creep rate. This is usually the largest portion of the
curve. The last regime is the tertiary creep. The creep rate keeps increasing until
the failure of the specimen. The tertiary portion is usually very short.
At low and intermediate stresses, the creep fracture occurs by the bulk cavitation
damage with the associated intergranular failure. At very high stresses, the creep
fracture is characterized by the necking and transgranular ductile fracture. The
intergranular creep failure consists of the nucleation, growth, and interlinkage of
cavities, crack propagation, and final fracture. More than one of these steps may
occur simultaneously during the creep deformation.

2.3.1

Equations Representing Creep Deformation

If the constant creep rates in the secondary-creep regime, ε̇s , are correlated with the
applied stress, σ, the following equation called the Norton’s Law is observed,

ε̇s = Aσ n
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(2.13)

where A and n are material constants.
The primary creep regime is represented by a strain (or time) hardening law with
the following equation,
ε̇p = A1 ε−p σ n1 (1+p)

(2.14)

where p, A1 , and n1 are regression constants, and ε̇p and ε are the primary creep rate
and the total creep strain, respectively. The primary creep rate may be obtained by
subtracting the secondary creep rate from the total creep rate. Equation 2.14 can
be integrated to give the form,
1

εp = [A1 (1 + p)t] 1+p σ n1

(2.15)

The total strain is a combination of the elastic, primary, and secondary creep
strains,
ε = εel + εp + εs

(2.16)

where, εel , εp , and εs are the elastic strain, primary creep strain, and secondary creep
strain, respectively. By submitting εel = σ/E (E is the Young’s Modulus) and taking
the time derivative of Equation 2.16, the following equations are obtained:
σ̇
+ A1 ε−p σ n1 (1+p) + Aσ n
E

(2.17)

1
σ
+ [A1 (1 + p)t] 1+p σ n1 + Aσ n t
E

(2.18)

ε̇ =

or
ε=
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which are constitutive relationships, including the elastic, primary-creep, and secondarycreep behaviors.
The creep behavior is strongly influenced by the temperature. Creep is a thermally activated process and has a characteristic activation energy, Qc , given by,



Qc 1
1
ε = A0 exp −
−
f (σ)
R T
T0

(2.19)

where R is the universal gas constant, T the absolute temperature, A0 the preexponent constant at some reference temperature, T0 , and f (σ) is a function of
the stress. For example, f (σ) = σ n for the secondary creep and f (σ) = σ n1 for
the primary creep. The value of Qc can be determined from the creep-strain-rate
data subjected to a constant stress at different temperatures. The value of Qc is
approximately equal to the activation energy for self-diffusion [42]. This trend is
based on the observation that the mechanism of the primary creep is the dislocation
climb. The rate-controlling step in both the dislocation climb and self-diffusion is
vacancy migration. Equation 2.19 may be applied to calculate the creep rates at
various temperatures using the published values of self-diffusion activation energies
in place of Qc . Therefore, the temperature dependence of constants, A and A1 , in
Equations 2.17 and 2.18 can be obtained by,



1
1
−
A = A0 exp −Qc /R
T
T0

(2.20)




1
1
A1 = A10 exp −Qc /R
−
T
T0

(2.21)

and
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Grain boundary

Cavity

Slip plane

Figure 2.14: The nucleation of a cavity through piling-up of edge dislocations against a grain
boundary.

where A0 and A10 are the respective values of A and A1 at the reference temperature,
T0 . It should be pointed out that the dislocation movement at high temperatures in
alloys is not totally dominated by the dislocation climb and, thus, the value of Qc
may vary significantly from the activation energy for self diffusion.

2.3.2

Mechanisms of Creep-Cavity Nucleation and Growth

Several mechanisms of the creep-cavity nucleation have been proposed in the literature, which are described as follows:
Impingement of slip bands on grain boundaries. As illustrated in Figure 2.14,
the slip process results in the pile-up of edge dislocations against the grain
boundary. These dislocations have the same sign and coalesce to form a crack
nucleus. Stroch [43, 44] introduced this mechanism and calculated the initial
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shear stress, τc , needed to propagate the crack. The equation is :


Ks µγm
τc =
π(1 − υ)d

1/2
(2.22)

where τc is the shear stress, µ the shear modulus, γm the matrix surface energy,
υ the Poisson’s ratio, Ks a coefficient, and d the grain diameter.
Nucleation of cavities at grain-boundary ledges. This nucleation mechanism
was developed by Gifkins [45], Chen and Machlin [46, 47], and Davis et al.
[48, 49]. The ledges are usually formed during the solidification process or the
thermal-mechanical machining or fabrication (Figure 2.15). The ledge experiences tensile or compressive stresses, depending on its orientation to the grainboundary sliding direction. Only the tensile ledges are expected to nucleate
cavities.
Cavity nucleation at grain-boundary particles. For engineering materials, cavities are most commonly nucleated at the grain-boundary particles. Particles
at grain boundaries become the preferred cavity-nucleation sites for several reasons. Firstly, particles at grain boundaries resist grain-boundary sliding and,
thus, experience stress concentrations (Figure 2.16a). Secondly, particles, for
example, sulfides and oxides, may be weakly bonded to the matrix. Thirdly,
even if the particles (like carbides) are strongly bonded to the matrix, cavities can nucleate by the vacancy condensation. Finally, the impingement of
slip bands on particles may cause the stress concentration, which can nucleate
cavities at particles along the grain boundary (Figure 2.16b).
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Figure 2.15: Cavity nucleation at a tensile ledge along the grain boundary.
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Grain boundary

Slip band

(b)
Grain boundary

Figure 2.16: Cavity nucleation at particles along the grain boundary due to the stress concentration caused by (a) grain-boundary sliding and (b) slip-band impingement.
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Nucleation of cavities at triple junctions and on grain boundaries. The cavities appearing at triple junctions have the shape of a wedge and are, therefore,
called wedge-type (w-type) cavities (Figure 2.17a). The cavities along the grain
boundaries are usually round (r-type) (Figure 2.17b). The w-type cavities are
due to the sliding of inclined grain boundaries and are observed for creep testing at high stresses. Gandhi and Raj [50] found that there are two competitive
rate processes at the triple junctions: (a) grain-boundary sliding, leading to the
stress build-up at the triple junctions and (b) diffusion flows causing the stress
relaxation. If the former process dominates, w-type cavities result. The r-type
cavities form when the diffusional flow mechanism (Nabarro-Herring or Coble
creep) is in operation. In their study on a dispersion-hardened copper alloy,
Flech et al. [51] established three factors: (i) an incubation period exists before
the cavities nucleate, and the incubation period decreases with an increase in
the temperature, (ii) there is a threshold stress below which the cavities do not
nucleate, and (iii) the rate of grain-boundary sliding decreases with an increase
in the applied stress. Raj and Ashby [52] calculated the cavity-nucleation rate,
ṅ, by the following equation


4γ 3 Fv
4πγδDb
ṅmax . exp − 2
ṅ =
σn Ω4/3
σn KT

(2.23)

where ṅ is the nucleation rate, γ the surface free energy, Db the grain-boundary
self-diffusion coefficient, δ the grain-boundary width, σn the local normal stress,
Fv a function of energy angles, which provides the void volume, Ω the atomic
volume, K the Boltzmann constant, and T the temperature. Two comments
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Figure 2.17: Schematic of w- and r-type cavitation. Grain-boundary sliding is necessary for
w-type cracking.
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may be made by observing Equation 2.23: (i) the nucleation rate, ṅ, changes
rapidly with the stress, σn , and (ii) there exists a threshold stress below which
the cavities do not nucleate. Ray [53] also obtained an equation for calculating
the incubation period required to form the cavity nuclei,
γ 3 Fv
ti =
Ω




6Ω4/3
πrc2 [Dv + Db (πδ/rc )


(2.24)

where ti is the incubation time, rc the radius of the curvature of the cavity of
a critical size, and Dv the volume-diffusion coefficient.
The mechanisms of the early growth of creep cavities are usually the same as
those of the creep-cavity nucleation. Another mechanism is the condensation of
vacancies into the cavities. The vacancies can be generated in the matrix due to
the plastic deformation or along the grain boundaries due to the Nabarro-Herring
mechanism [54, 55]. The generated vacancies are diffused to the cavities. It is also
possible for the cavity to grow by the combination of the vacancy condensation and
grain-boundary sliding [56].

2.4

Creep-Fatigue Interactions

Failure-critical components in aircraft engines and power-generating plants are subjected to the combined loading of LCF loading and creep, as seen in Fig. 1.2. The
first approach to deal with the creep-fatigue interaction was the linear-damage rule,
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proposed by Spera [57], based on the work by Miner [58]:
t
N
+
=1
tf
Nf

(2.25)

where t is the time spent at a given stress in a cyclic test, tf is the time-to-fracture at
the same stress in a stress-rupture test, N is the cycles-to-failure in the creep-fatigue
test, and Nf is the cycles-to-failure in the LCF test. In Equation 2.25, the creep
damage is defined as t/tf , and the fatigue damage is defined as N/Nf . It is assumed
that the failure results when the addition of creep and fatigue damages reaches unity.
However, this assumption is generally not true, and the application of Equation 2.25
to test data has not been satisfactory.
The creep-fatigue interaction is a conjoint action in which the damage is different
from a linear combination of the creep and fatigue-damage components. The failure
usually occurs before the addition of creep and fatigue damages reaches unity. Thus,
N
t
+
<1
tf
Nf

(2.26)

Fatigue failures generally are due to the fatigue cracks initiated on or near the surface, and, then, the propagation through the grains (Figure 2.18a). The crack path is
transgranular. During creep-fatigue interactions, the creep-cavitation damage within
the material and the surface-fatigue damage are both present (Fig. 2.18b). Fatigue
and creep damages initially are independent of each other. The extent of the interactions between creep and fatigue damages depends on the balance between them.
The crack path in the creep-fatigue interactions consists of both the transgranular
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Loading Direction

(a) Fatigue

(b) Creep-Fatigue

(c) Creep
Figure 2.18: Schematic of fatigue, creep-fatigue, and creep-failure modes. (After Hales [59].)
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and intergranular components. The creep failures occur due to the initiation and
growth of cavities along the grain boundaries (Fig. 2.18c). The crack path in the
creep failure is usually intergranular.

2.4.1

Mechanisms of Creep-Fatigue Interactions

As the creep component of a fatigue cycle is increased by increasing the tensile hold
time or by reducing the cyclic-strain rate, the creep-fatigue failure can be either
crack-damage dominated or cavitation-damage dominated. Accordingly, the creepfatigue mechanisms can be grouped into three categories:
1. Fatigue-crack initiation enhanced by the creep-cavitation damage,
2. Fatigue-crack propagation enhanced by the creep-cavitation damage, and
3. Creep-cavitation damage enhanced by cyclic loading.
These three mechanisms are schematically represented in Figure 2.19. Experiments
indicate that in the pure fatigue, only one or two cracks are initiated, whereas in
creep-fatigue, many grain boundaries at the surface develop cracks, and the largest
among them propagates as the major crack (Figure 2.20a). In the case of the enhanced fatigue crack growth (Fig. 2.20b), the crack can propagate by lengths much
greater than the crack-tip opening displacement. In the case of the enhanced cavitation damage (Figure 2.21), the imposition of cyclic loading enhances the rate of the
damage formation: the integrated stress-time area is smaller for cyclic loading than
it is for monotonic loading, yet the cavitation damage is greater.
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Figure 2.19: A schematic representation of how the three mechanisms of creep-fatigue interactions
may lead to deviations from the linear-damage rule. (After Raj [60].)
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Figure 2.20: In a crack-dominated failure, cavitation can accelerate either (a) crack initiation or
(b) crack propagation. When such interaction occurs, the failure path would become intergranular.
The extent of interactions will depend on the cycle shape, frequency, and temperature. (After
Raj [60].)
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Figure 2.21: In a cavitation-dominated failure, cyclic loading enhances the rate of the damage
accumulation. For example, the integrated stress-time area is smaller for cyclic loading (b), than
it is for monotonic loading (a), yet the damage is greater for cyclic loading. (After Raj [60].)
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2.4.2

Effects of Temperature and Frequency

More time-dependent processes are expected to occur when the temperature is increased or the frequency at a given elevated temperature is decreased. The timedependent processes include environmental interactions, grain-boundary sliding, dislocation climb and cross slip, strain-aging, and other microstructural instabilities.
The fatigue life can be affected by any or all of these factors. For example, in some
superalloys, an initial increase to a peak and subsequent decrease in the fatigue life
has been observed when the temperature is increased. The dynamic strain-aging,
which occurs at elevated temperatures and produces a more fatigue-resistant microstructure, has been identified as the mechanism [61, 62]. A peak in the fatigue
life as a function of the frequency has also been found for superalloys [62, 63]. One
example is shown in Figure 2.22 for the UDIMET R ∗ 700 [62]. This trend suggests
that two competing processes are present. The initial increase in the fatigue life
with frequency was attributed to eliminating effects of creep and oxidation [62]. The
decrease of the fatigue life was due to the less cross slip and the promotion of very
planar slip [62]. In general, the decrease in the fatigue life that results from the temperature increase and frequency decrease is accompanied by a change in the fracture
mode from the transgranular to intergranular fracture, indicating the increase of the
creep-damage component.
Figure 2.23 summarizes the combined effects of the temperature and frequency
on the fatigue life [64]. The figure assumes that the material exhibits a planar slip
at room temperature, as is the case for the stainless steels and superalloys. At
∗

UDIMET is a registered trademark of the Special Metals Corporation group of companies.
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Figure 2.22: Effect of frequency on the fatigue life of UDIMET 700 [62].
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Figure 2.23: Schematic illustration of the combined effects of temperature and frequency on
fatigue life [64].
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room temperature, T0 , there is no frequency effect. As the temperature becomes
higher, i.e., T1 < T2 < T3 , the various effects of time-dependent processes come into
play. The beneficial effects, such as the dispersal of slip, and the detrimental effects,
such as environment and creep, compete with each other. At the temperature, T2 ,
increasing the frequency increases the fatigue life because the detrimental effects
of creep and environment are reduced. Microstructural coarsening with increasing
the temperature can sometimes improves the fatigue life [65]. The fatigue life is
decreased at too high a frequency because of the increased planarity of the slip and
the elimination of the beneficial effect of the slip dispersal. At the higher temperature,
T3 , the detrimental effects of the time-dependent process are dominant over the entire
frequency range, and the increases in the frequency always result in a longer life.
At the lower temperature, T1 , the beneficial effect of the slip dispersal dominates
over the entire frequency range. Hence, an increase in the frequency eliminates the
beneficial effect of the slip dispersal, and a reduced fatigue life results. It should
be mentioned that all of the material behavior shown schematically in Fig. 2.23
was observed for a single-crystal superalloy of the MAR-M200 composition [63]. In
addition to the interrelationship between the frequency and temperature as shown
in Fig. 2.23, the strain range can also influence the effect of the temperature on the
fatigue life [66]. At the high strain ranges, the shortest fatigue life was found for the
highest temperature. At the lower strain ranges, longer fatigue lives were associated
with higher temperatures.
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2.4.3

Environmental Effects

The presence of an oxidizing or aggressive environment can have a marked effect
on the fatigue life. For many materials, the deterioration of the fatigue resistance
at elevated temperatures is merely a consequence of the environmental influence.
The environmental effect can be assessed from the comparative evaluation of tests
conducted in air and vacuum or inert atmospheres. A typical example is shown in
Figure 2.24 for the AISI A286 iron-based superalloy [67]. The fatigue life in vacuo is
not affected by either the temperature or the frequency. However, the fatigue life in
an elevated temperature air is severely reduced by decreasing the test temperature.
The environment can influence both the crack initiation and propagation processes.
In nickel-based alloys, oxidation has been found to speed up crack initiation [68],
both in terms of the number of cycles to initiate a microcrack (Figure 2.25) and
the density of microcracks. The fatigue data for the IN 100 alloy in Fig. 2.25 was
obtained at 1,000◦ C [68]. In vacuum, the fatigue cycles to initiate a 0.3 mm crack were
not dependent on the test frequency. However, in air, as the frequency decreased,
the cycles to initiate a 0.3 mm crack also decreased. The work by Solomon and
Coffin [69] demonstrates the importance of the environmental interaction on fatiguecrack propagation. They measured the crack-propagation rate of the iron-based
superalloy, A286, as a function of the cyclic frequency in both vacuum (10−8 Torr)
and lab air at 593◦ C. As shown in Figure 2.26, the crack-growth rate in air was
time-dependent over the entire range of frequencies investigated. However, the crackgrowth rate in vacuum was time-dependent only at very low frequencies. Even in this
low frequency regime, crack-growth rates in air were about two orders of magnitude
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Figure 2.24: Plastic strain versus fatigue life of iron-based superalloy A286 in air and vacuum at
593◦ C. Numbers adjacent to the data points denote the frequency in cycles per minute. The solid
lines represent regression analysis of data. (After Coffin [67]).
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Figure 2.26: Effect of frequency and environment on the LCF crack propagation of iron-based
superalloy A286 at 593◦ C and plastic strain range of 0.002. (After Solomon and Coffin [69].)
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√ Fatigue-crack-growth rate as a function of oxygen pressure under constant ∆K (20
and 28 MPa m) at 650◦ C in Alloy 718. (After Andrieu, Hochstetter, Molins, and Pineau [72]).

higher than in vacuum. Solomon and Coffin [69] also observed a transition from the
transgranular to intergranular fracture in both lab air and vacuum, as the frequency
was decreased. Scarlin [70] found similar results in his work on wrought Nimonic 105
at 750◦ C and cast IN 738LL at 850◦ C.
One of the damaging species in air is oxygen. Usually, the crack-propagation rates
(for the flaw-tolerant approach) or cycles to failure (for the total-life approach) are
measured as a function of the oxygen pressure for a given cyclic period and stressintensity range (for the flaw-tolerant approach) or strain range (for the total-life
approach) [71]. One example for the flaw-tolerant approach is shown in Figure 2.27
for the Ni-based superalloy, 718, at 650◦ C [72]. There existed an oxygen pressure below which the fatigue-crack-growth rate did not change with the oxygen pressure, and
another oxygen pressure above which the fatigue-crack-growth rate did not change
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with the oxygen pressure. In between these two oxygen pressures, the fatigue-crackgrowth rate was very sensitive to the oxygen pressure. It was also observed that the
fracture mode changed from the transgranular at the low oxygen pressure to intergranular feature at the higher oxygen pressure. Another example for 316 stainless
steel (SS) is shown in Figure 2.28 [71]. The tests were conducted at temperatures
of 500◦ C and 800◦ C and a frequency of 10 Hz. Below some oxygen pressure, the
fatigue life was independent of the oxygen pressure. Above a higher pressure, the
fatigue life was independent of the oxygen pressure also, but substantially reduced.
Between these two pressure values, a transitional region was found in which the fatigue life was heavily dependent on the oxygen pressure. In addition to the oxygen,
the water vapor can act as damaging atmospheric species. One example is given in
Figure 2.29 for the Alloy 718 [73]. The crack-growth rates under sustained loads in
the laboratory air, moist argon, and dry hydrogen are represented by the horizontal lines. It is noted that the crack-growth rates for cyclic loading in air and moist
argon were cycle-dependent at cyclic periods below 3 seconds and asymptotically approached the sustained load crack-growth rates at cyclic periods greater than about
3 seconds. The cycle-dependent crack-growth behavior for testing in dry hydrogen
were observed until the cyclic period reach higher than about 1,000 seconds. It
should be mentioned that, while the crack-growth rates under sustained loads varied
by three orders of magnitudes for the different environments, the cycle-dependent
crack-growth rate was only modestly affected by the environment. Browning [73]
proposed that the oxygen atom, resulting from the dissociation of either the O2 or
the H2 O molecules, is the actor in the environment-dependent damage process. Both
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Figure 2.28: Effect of oxygen pressure on fatigue life of 316 stainless steel (SS) at 500◦ C and
800◦ C. (After Smith, Shahinian, and Achter [71]).
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the O2 and the H2 O molecules can react with cations from the alloy to form an oxide
phase. If neither oxygen nor water vapor is sufficiently abundant, or if a sufficiently
high stress is not applied, a Cr2 O3 oxide scale will form at the crack tip, and the
diffusion of oxygen through the scale will be extremely slow. If one of the two species,
oxygen and water vapor, is available in a sufficient partial pressure, and a sufficient
stress is applied to the crack tip, the less protective oxides, which are rich in Ni, Fe
and/or Co, will form instead of the Cr2 O3 oxides. The diffusion of oxygen through
these oxides will be much faster than through the Cr2 O3 scale. The diffused oxygen
will be available to further internally oxidize preferred grain boundaries, resulting in
a grain-boundary decohesion. The diffusion of oxygen through the oxide scale is the
rate-limiting process.

2.4.4

Hold-Time Effects

Introducing hold times during a LCF test is the most extensively used method of
studying creep-fatigue interactions in high-temperature structural alloys [74–77]. The
popularity of this type of testing stems from the ability to simulate the steadystate operation between transients that is generally encountered by high-temperature
components (see Fig. 1.2). The need for such testing is necessitated by the general
lack of the correlation between the conventional LCF life of materials with the actual
service experience [78]. The term, hold time, is meant to imply that during strain
cycling, the specimen is held at the maximum strain during either the tensile or
compressive half of the cycle, or both, such that the stress relaxation can occur. The
net effect is to systematically impose a creep component on the fatigue-load cycling.
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The strain as a function of time for a test under a strain control is illustrated in
Figure 2.30 for the load cycles involving various hold times.
The imposition of tensile hold times during a LCF test have been observed to
decrease the number of cycles-to-failure, relative to continuous cycling for Type 304
SS [79–81], Type 316 SS [80, 82, 83], 20Cr-35Ni SS [84], IN 595 [85], and Incoloy
800 [80]. The number of cycles-to-failure decreases, as the hold time is increased,
but the effect tends to saturate at longer hold times [80, 82–84]. Moreover, the
fracture mode changes from the transgranular to intergranular characteristics as the
length of tensile hold time increases [80, 82, 86].
The hold-time effect can be considered as a special frequency effect (see Section 2.4.2 and Figs. 2.22 and 2.23 for the discussion of the frequency effect). The decrease in the frequency as a result of introducing hold times allows for the conversion
of the elastic strain to plastic and/or creep strain. The increase in the plastic-strain
range has been used to explain the decrease in the fatigue life [78, 87]. However, this
approach cannot explain why in some cases, tensile hold times are more detrimental
than compressive hold times or vice versa. It is generally believed that the stress
relaxation due to the creep damage in the specimen interior causes cavities on grain
boundaries. These grain-boundary cavities interact with a propagating fatigue crack,
resulting in an increased crack-growth rate. The mechanism of interactions of grainboundary cavities and fatigue cracking can explain the experimental observations of
the tensile hold times being more damaging than either a compressive hold [79, 88]
or balanced hold times in both tension and compression [80]. When there is only a
compressive hold time, the grain-boundary cavities will not form. When both the
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Figure 2.30: Schematic illustration of strain vs time for strain-controlled tests with various hold
times.
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Figure 2.31: Schematic illustration of the development of a tensile mean stress in strain cycling
with a compressive hold time. (After Lord and Coffin [93].)

compressive and tensile holds are present, the cavities that form during the tensile
hold time can be sintered during the compressive hold time. There are cases, however, where the compressive hold time is more damaging than the tensile hold time,
as has been reported for the 2 12 Cr-1Mo steel [88–91] and nickel-based superalloys,
In 738 [87], UDIMET 700 [92], and Rene 80 [93]. The damaging compressive hold
time in the 2 12 Cr-1Mo steel is related to the spalling-off of the oxide scale during the
tensile hold time, preventing the detrimental cracking in the case of a compressive
hold time. The explanation for the damaging compressive hold time observed in superalloys involves the development of a mean stress, even though the applied strain
cycle is about zero [87, 93]. Lord and Coffin [93] explained how a tensile mean stress
could develop during a compressive hold-time cycling when the ratio of the plastic to
elastic strain is small. As shown in Figure 2.31, the stress relaxes from c to d during
the compressive hold. For a constant strain range, the subsequent tensile stress, a,
will be greater, since d is less negative than c. Correspondingly, the compressive
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stress, c, is less negative than would be the case if the cycles were balanced. Thus,
with increasing compressive hold periods, the loop shifts and develops a tensile mean
stress. If the plastic strain is large, relative to the elastic strain range, so that c and
a are approximately equal in the magnitude and no mean stress develops. Hence, a
significant mean stress develops only when the ratio of the plastic to elastic strain
is small. The developed tensile mean stress may enhance the crack opening, and,
hence, the crack-growth rate. In addition, it was speculated that when tensile holds
are found to be more damaging, the compressive mean stress does not develop, which
means that the ratio of the plastic to elastic strain is large. The cycling with balanced
hold times is less damaging than compressive hold times alone because the tensile
hold times eliminate the tensile mean stress developed during the compressive hold
time [93].
The work of Paulson et al. [94] on the UDIMET 115 illustrated the detrimental
effect of a tensile mean stress. The testing was conducted under stress-controlled
square-wave loading between a fixed maximum stress and a varied positive minimum
stress. The increase in the minimum stress led to a decrease in the stress range and
an increase in the mean stress. A conventional S-N (stress versus fatigue-life cycles)
curve was obtained when the fatigue testing was performed at room temperature
with a frequency of 1 Hz, as shown in Figure 2.32. The same fatigue testing was also
conducted at elevated temperature (760◦ C) and a dramatic creep-fatigue interaction
was observed, as shown in Figure 2.33. An inversed S-N curve occurred at the high
mean-stress regime for the LCF data at 760◦ C. It was proposed that the inversion
was due to the creep damage, which was consistant with the finding that the fracture
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Figure 2.32: S-N curve for UDIMET 115 at 25◦ C [94].
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for comparison. The creep data are plotted as the time-to-failure versus applied stress. (After
Paulson et al. [94].)
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mode at 760◦ C gradually switches from transgranular to intergranular with increasing
the mean stress [94].
The INCONEL R † 617 is a solid-solution-strengthened superalloy that received
quite extensive studies on creep-fatigue interactions [17, 95]. Since the three superalloys, HAYNES 230, 188, and HASTELLOY X, investigated in this study are all
solid-solution-strengthened. As an example, the creep-fatigue studies on INCONEL
617 will be discussed in more detail. The effect of hold time and hold position on
the fatigue-life reduction factor, Rf , at 950◦ C is shown in Figure 2.34. It can be seen
that the decrease in the strain rate (the increase in the cyclic period) led to only a
small reduction in the fatigue life in the continuously cycled tests. Tensile hold times
caused a pronounced reduction in the fatigue life, compared with the continuous
cycling. The compressive hold times also caused a large fatigue-life reduction, but
the effect was slightly less than that of the tensile hold. Balanced hold periods in
tension and compression yielded relatively small life reductions, which is comparable
to that of the strain-rate tests. It should be mentioned that the fatigue-life reduction
increased continuously with the increase in the hold period irrespective of the type of
hold conditions. No saturation in the life reduction was observed. In the continuous
cycling tests at all the strain rates, cracking was transgranular without the indication
of the creep or oxidation damage. In the 1 min.-tension hold test, cracks initiated
transgranularly by stage-I shear cracking whereas crack propagation occurred by a
mixed transgranular/intergranular mode. In the tests with tensile holds in excess of
10 min., the crack initiated intergranularly and propagated by a mixed mode. The
†

INCONEL is a registered trademark of the Special Metals Corporation group of companies.
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Figure 2.34: The life-reduction factor, Rf , vs. the cyclic period for different loading conditions for
the INCONEL 617 alloy at 950◦ C. Rf is defined as N/Nf , where N is the fatigue life recorded for a
given strain rate (ε̇) or wave shape and hold time, and Nf is the reference-life value for continuous
cycling with ε̇ = 4 × 10−3 s−1 (•). (After Rao et al. [95].)
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compression hold tests showed a dimpled fracture. The great life reduction in the
tensile hold tests was due to the interaction between the surface fatigue crack and
the interior creep cavities (R-type) associated with grain-boundary carbides.
The damage behavior during the tensile hold time could be explained with the
tensile stress-relaxation behavior as a function of the testing time. A typical mid-life
stress-relaxation response curve for a 120 min. tensile hold test is shown in Figure 2.35
[95]. The stress decreased rapidly to half of the maximum stress in less than 1 second.
Further, the inelastic strain rate (ε̇r ) associated with the relaxation strain dropped
continuously with continued holding from 6.5 × 10−4 to 4 × 10−9 s−1 . It was also
noted that the inelastic strain rates in the slow relaxation period during holding were
comparable to the minimum creep rates obtained from the conventional creep tests,
as seen in Figure 2.36 [95]. It was also pointed out that the inelastic strain rates
in the rapid relaxation period corresponed to those expected for the precipitationfree matrix deformation, while those in the slow relaxation were typical for creep
deformation. Rao et al. [95] inferred that, during the tensile hold time, the build-up
of the tensile inelastic relaxation strain caused severe r-type cavitation damages in
the bulk of the material. R-type creep cavities are known to form during the tensile
stress relaxation by clustering of vacancies at the junction between grain boundaries
and the second phase particles under the influence of the tensile stress [53], and
probably grow by the diffusional transport of vacancies.
When the tension hold times were more than 10 min., many grain-boundary
cracks were observed in the surface regions in addition to the bulk damage. Rao et
al. [95] proposed that the formation of thick oxide scales at the surface during longer
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Figure 2.35: Mid-life stress-relaxation curve in a 120 min. hold test of the INCONEL 617 alloy
at 950◦ C. (After Rao et al. [95].)
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Figure 2.36: Relaxation strain-rate data for different hold conditions of INCONEL 617 alloy at
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Figure 2.37: Schematic view of the sub-surface attack of M23 C6 -matrix bonds by oxygen and the
formation of cavities.

hold periods caused the formation of a chromium-depleted zone near the surface. The
carbides in this zone became dissolved, which led to grain-boundary sliding, forming
wedge-type cracks. At longer tensile hold time of 120 min., the damage due to the
grain-boundary oxidation was considerable. The process is schematically shown in
Figure 2.37. The oxide-induced surface intergranular cracks penetrated deeply into
the interior and merged with independently formed intergranular wedge-type cracks
in the near surface region and the r-type cavities in the bulk.
Hales [59] studies the creep-damage accumulation during the hold period. The
quantitative metallographic assessment was done on Type 316 SS specimens failed
by creep-fatigue at 600◦ C. Fatigue tests with tensile hold times up to 1,000 min. were
performed, employing a strain amplitude of ±0.25%. The total length of cavitated
grain boundaries per unit area of the section was plotted against the number of
cycles (N ) and time under creep conditions (N × th ), as shown in Figure 2.38. It can
be seen that the total length of damaged grain boundaries per unit area increased
linearly with the number of cycles for constant test conditions, and that the rate of
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Figure 2.38: The accumulation of total grain-boundary damages as a function of (a) number of
cycles and (b) time (N × th ) in Type 316 SS. (After Hales [59].)
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growth per cycle increased with the hold time. One interesting result, which can be
found in Fig. 2.38b, was that the increased total time was needed to produce the
same amount of damage when the hold time at the peak strain was increased. The
accumulation of creep strains was calculated from a stress-relaxation mode [59]:

ε=

σmax − σt
1 
1−n
=
σmax − [σmax
+ AE(n − 1)(t − 1)m ]1/(1−n)
E
E

(2.27)

where E = Young’s Modulus, σmax = the stress at the beginning of the relaxation
process, and σt = the stress after the holding time, t. The constants, A, m, and n,
were obtained from the following creep equation:

ε̇ = Aσ n tm ,

(2.28)

by fitting the experimental creep data. Using Equation 2.27, the strain accumulated
during the tensile hold periods was calculated for σmax. = 200 MPa as the upper limit
and σmax. = 180 MPa as the lower limit, which reflected the stresses experienced
during the test. The creep strain predicted by the relaxation mode (Equation 2.27)
was plotted in Figure 2.39. Note the similarity of the curves in Figs. 2.38 and
2.39. In addition, the creep strains accompanying the stress-relaxation drop were
measured. The strains calculated from Equation 2.27 and those measured were
plotted against the grain-boundary damage (Figure 2.40). There existed a linear
correlation between the grain-boundary damage and the strain accumulated during
the hold period. It was noted in Fig. 2.40 that an accumulated relaxation strain
of about 7% was necessary to nucleate the grain-boundary damage at the second
73

40

(a)

th = 1000 min

Creep strain (%)

30

th = 100 min
th = 30 min

20

th = 10 min
10

0
0

1,000

2,000

Number of cycles, N
40

(b) t = 10 min
h

th = 30 min
th = 100 min

Creep strain (%)

30

th = 1000 min

20

10

0
100

1,000

10,000

Time, N×th (hours)

Figure 2.39: The accumulation of creep strains calculated with a stress-relaxation model as a
function of (a) number of cycles and (b) time (N × th ) in Type 316 SS at 600◦ C. (After Hales [59].)
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phase particles. Hales [59] proposed that a creep strain rate of less than 10−4 s−1 was
necessary to cause the grain-boundary damage. By performing high-cycle fatigue
tests on interrupted tensile hold-time samples of 304 SS at 593◦ C, Majumdar [96] has
shown that the early nucleation of cracks by the creep mechanism had a significant
influence on creep-fatigue interactions, particularly for tests at low strain ranges.
Apparently, only a fraction of the overall relaxation strain in a tensile-hold test
contributes to the creep grain-boundary damage. This fraction could be defined
with a transitional strain rate, ε̇mg , as illustrated in Figure 2.41 [97]. Above ε̇mg ,
the matrix deformation (fatigue damage) dominates. Below ε̇mg , the grain-boundary
cavitation (creep damage) dominates. Thus, the relaxation strain during the peakstrain holding can be divided into two parts: plastic strain and creep strain. Only
the creep strain, ∆εc , causes the grain-boundary damage.

2.4.5

Effects of Grain Size

There have been very few studies on the grain-size effect on the creep-fatigue interactions [18, 98–100]. These studies showed that the grain-size effect would be
pronounced if the test conditions were such that the intergranular damage was considerable. As can be seen in Figure 2.42 [98], the fatigue lives of various stainless
steels decreased with increasing the grain size at about 600◦ C and a strain rate of
6.7 × 10−5 s−1 . Also, the fracture mode changed from dominantly transgranular to
completely intergranular features. In the hold-time tests, the fracture mode was intergranular and became more distinct with increasing the grain size. The decrease
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in fatigue lives was attributed to the ease of the formation of wedge cracks and cavities at the grain boundaries in coarse-grain materials. Maiya and Majumdar [99]
saw similar results in their work on Type 304 SS. They also found that the grainsize effect was more pronounced under tensile hold conditions, which is shown in
Figure 2.43 [99].
In addition to the frequency variation and introduction of hold times, another
way to study the creep-fatigue interaction is the alternate creep and fatigue loading
in which a block of fatigue loading is followed by creep loading or a block of creep
loading, followed by fatigue loading. The term, cyclic creep, has been used to describe a number of testing conditions when the load control is involved and where
frequencies are low or very low. The alternate creep and fatigue loading and the
cyclic creep will not be discussed in this review. Interested readers are referred to
the references in Table 2.2, where the effects of various testing conditions on the
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Table 2.2: Summary of Processes That can Play a Role under Conditions of Creep-Fatigue Interactions
Testing condition

Beneficial effects

Detrimental effects

1) ↑ Temperature (T) or
↓ test frequency (υ)
during LCF testing

Slip dispersal [62, 64, 101]
Strain aging [61, 62, 90]
Crack-tip blunting [102–104]
Microstructural coarsening [65]

Creep damage [62, 64]
Environmental
effects [105–107]

2) ↓ T or ↑ υ
during LCF testing

Elimination of creep
and environmental
effects [62, 64]

Increased planarity of
slip [62, 64]

3) Tensile holds during
LCF testing

Development of a
compressive mean
stress [87, 93]

Creep damage in
form of grain-boundary (g.b.)
cavities [79–82, 84, 85]

4) Compressive holds
during LCF testing

Sintering of g.b.
cavities [80]

Development of a tensile
mean stress [87, 93]
Initiation of cracks in the
oxide scale [88–91]

5) Fatigue followed by
creep loading

Cyclic work
hardening [83, 108, 109]

Cyclic work
softening [110, 111]
Formation of cracks [108]

6) Creep followed by
fatigue loading

Precipitation of
strengthening
phases [109]

Little effect when g.b.
damage does not
occur [110]

7) Cyclic creep

Anelastic strain storage
recovery [112–115]

Metallurgical
recovery [112, 116, 117]
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creep-fatigue interaction are summarized. Note that in general, the explanations of
these effects for a given type of the test condition are various. For example, increasing the temperature or decreasing the frequency during LCF testing could both
increase or decrease the fatigue life. Both creep-damage and environmental effects
have been proposed to account for the detrimental effects. Tensile holds during LCF
testing are generally detrimental, when they result in the formation of cavities on
grain boundaries. Compressive holds could also decrease the fatigue life due to the
development of a tensile mean stress or environmental effects.

2.5

Creep-Fatigue Life-Prediction Models

The LCF life of smooth-bar specimens includes both the microcrack initiation (stage
I) and high-strain crack propagation (stage II) (see Section 2.2). The relative fractions of the fatigue life devoted to the crack initiation and propagation can be estimated by comparing the data from smooth specimen tests to failure and crackpropagation tests from notched specimens performed under identical conditions. One
example is shown in Figure 2.44 for Type 316 SS tested in air at 625◦ C [118]. The
smooth specimen data exhibit a classic fatigue curve, and there exists a fatigue limit.
This fatigue limit represents a threshold for fatigue-crack initiation. The notched
specimen data, obtained by the integration of the crack-growth data between the
initial crack size of 10 µm and a final length (two-thirds of the smooth specimen diameter), represent only the crack-propagation phase of failures. It can be seen in the
low-cycle region (< 104 cycles), the crack-propagation life dominates. However, in
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Figure 2.44: Fatigue behavior of a Type 316 SS at 625◦ C. (After Wareing [118].)

the high-cycle region (> 104 cycles), the life devoted to fatigue initiation dominates.
Correspondingly, there are two fatigue-life approaches, the total-life approach and
the flaw-tolerant approach.

2.5.1

The Total-Life Approach

The life-prediction methods in the total-life approach can be grouped into five main
categories: the linear-damage summation model [119, 120], the modification of lowtemperature fatigue relationships [107,121], the ductility-exhaustion model [122], the
strain-range partitioning [123], and the hysteresis-energy-related damage parameter
[87, 124].
The linear-damage summation method is an empirical model. This life-prediction
technique is based on the cumulative damage rules proposed by Miner and Robinson
[58, 119]. It is assumed that the life of the specimens is governed by the separated
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accumulation of the time-independent (fatigue) and time-dependent (creep) damages.
The life fractions are calculated in terms of the individual failure conditions. The
life fraction for the fatigue damage, Df , and life fraction for the creep damage, Dc ,
can be, respectively, expressed as
N
Nf

Df =

and Dc =

N th
tr

(2.29)

where Nf represents the number of cycles to failure for continuous fatigue tests at
a given strain amplitude, N is the number of cycles to failure for fatigue tests with
hold periods at the same strain amplitude, th is the hold time in high-temperature
LCF cycling, while tr is the rupture time for a pure creep test at the same stress as
the hold period. When the sum of Df and Dc equals unity, the failure is assumed to
occur. Thus, the linear-damage-summation method can be described by the following
equation
N th
N
+
=1
Nf
tr

(2.30)

Equation 2.30 can be rewritten as

N=

1
1
Nf

+

th
tr



(2.31)

In this way, the creep-fatigue life can be predicted, according to Equation 2.31.
Malakondaiah and Nicholas [125] assumed that the fatigue life, Nf , and creep rupture time, tr , are governed by the imposed total strain range, ∆εt , for pure fatigue
tests and the imposed stress, σ, for pure creep tests, respectively. The relationships
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between these parameters can be written as

Nf = A(∆εt )−n

(2.32)

tr = Bσ −m ,

(2.33)

where A, B, n, and m are empirical coefficients, and σ is the instantaneous stress
during the hold time, which can be obtained from the following relation [126]

ln(σi /σ) = k0 t−b

(2.34)

where σi is the initial stress at the start of the stress relaxation, and k0 and b are
material constants. The linear-summation rule leads to conservative estimates of the
life, and has been widely used because it is the procedure, which is advocated by the
ASME Boiler and Pressure Vessel Code [127].
The frequency-modified fatigue-failure approach was first proposed by Coffin [107]
to account for the effect of the cyclic frequency on the high-temperature cyclic response. The frequency, υc , is incorporated in the Coffin-Manson relationship, as
shown below,
∆εp = cf (Nf υck−1 )−β ,

(2.35)

where the constant, cf , and the exponents, k and β, are specific to the temperaturematerial-environment system. Similar to Equation 2.4, the total strain range can be
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separated into elastic and plastic components:

∆εt = ∆εe + ∆εp = cf 1 (Nf υck1 −1 )−β1 + cf 2 (Nf υck2 −1 )−β2

(2.36)

Note that the applications of Equations 2.35 and 2.36 require that the stress-strain
hysteresis loops are available.
In the ductility-exhaustion model, the fatigue and creep damaging processes compete to cause failures [97]. The damaging process (intergranular creep or transgranular fatigue), which reaches its critical ductility exhaustion first, dominates. The
failure mode is governed by creep when,

Nc ∆εc = Dc

(2.37)

where Nc is the life when the creep damage dominates, ∆εc is the creep-strain range
component accumulated during each hold period below the transition-strain rate (see
Fig. 2.41), and Dc is the elongation to rupture obtained under creep-rupture tests.
Similarly, the fatigue-dominated life is expressed as

Np ∆εp = Dp

(2.38)

where Np is the fatigue-dominated life, ∆εp is the effective plastic-strain component
(see Fig. 2.41), and Dp is the fatigue ductility, defined as the strain intercept at one
reversal in the Coffin-Manson curve. The predicted life is related to the creep and
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fatigue dominated lives as
1
1
1
+
=
N c Np
Npredicted

(2.39)

∆εc ∆εp
1
+
=
Dc
Dp
Npredicted

(2.40)

or

The micromechanistic support for the ductility exhaustion was given by Miller et
al. [128].
The strain-range-partitioning methods isolate the overall creep-fatigue damage
into the mechanical and time-dependent components of the strain range. Any fully
reversed inelastic strain range is divided into four components (Figure 2.45): (a)
∆εP P , which denotes the tensile plastic deformation reversed by the compressive
plastic deformation; (b) ∆εCP , which denotes the tensile creep deformation reversed
by the compressive plastic deformation; (c) ∆εP C , which denotes the tensile plastic
deformation reversed by the compressive creep; and (d) ∆εCC , which denotes the
tensile creep reversed by the compressive creep.
The fatigue life is related to the four components of strain ranges by CoffinManson type power-law relationships:
−β2
−β3
−β4
1
∆εP P = cP P NP−β
P , ∆εCP = cCP NCP , ∆εP C = cP C NP C , ∆εCC = cCC NCC .

(2.41)
The fatigue-life relationships for the partitioned strain ranges are shown in Figure 2.46. The total fatigue life, Nf , is determined by the summation of the damage
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Figure 2.45: Schematic representation of the strain-range partitioning into four components of the
inelastic strain range. E, P, and C denote the elastic, plastic, and creep deformations, respectively
[123].
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Figure 2.46: Schematic showing the relationships between the partitioned strain ranges and fatigue
lives [123].
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fractions
1
1
1
1
1
=
+
+
+
Nf
NP P
NCP
NP C NCC

(2.42)

There are many empirical modifications of this approach. See Batte [129] for a
review.
The hysteresis-energy-related damage parameter [87, 124] will be described in
Section 5.4.

2.5.2

The Flaw-Tolerant Approach

If the creep-faigue life is dominated with crack propagation, the flaw-tolerant approach is used. This approach seeks to correlate the crack-growth rate, da/dN or
da/dt, with some parameters. The creep-fatigue life can be obtained by integrating
the equations of crack-growth rates from some initial crack length, a0 , to a final
length, ac .
Majumdar and Maiya [130] proposed that the crack-growth rate can be given by
an equation of the form

da/dt =

At |εp |m |ε̇p |k a (for a tensile stress)

(2.43)

Ac |εp |m |ε̇p |k a (for a compressive stress)
where εp and ε̇p are the plastic strain and strain rate, respectively, and At , Ac ,
m, and k are empirical parameters that are functions of the material, temperature,
environment, and metallurgical state of the material. This model is nonmechanistic,
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and mechanical testing is needed to determine the empirical parameters. Timedependent creep effects are included in the model through ε̇p in Equation 5.5.
Saxena et al. [131, 132] proposed that the crack-propagation rate can be written
as
da/dt = b(K 2 /t)m

(2.44)

where K 2 /t is the parameter that characterizes the time dependence of the stress
and strain rate in the crack-tip region [133,134], and b and m are material-dependent
empirical constants. If Equation 2.44 is applicable, the frequency effect on da/dN in
the creep-fatigue regime can be given by

da/dN = C0 (∆K)N0 + C(∆K)2m (υ m−1 − υ0m−1 )

(2.45)

and the influence of hold times, th , can be given by
da/dN = C0 (∆K)N0 + A0 (∆K)2m th1−m

(2.46)

The first term represents the athermal component and the second the thermally
activated component. υ0 is the frequency above which any thermal activation can
be considered negligible.
The most widely used correlating parameters are the fracture-mechanics parameters (see Section 11.1). Under cyclic-loading conditions at high temperatures, the
appropriate fracture-mechanics parameter can be determined by comparing the duration of the fatigue cycle, tc , with the transition time, tT [135]. If tc  tT , the
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small-scale creep conditions prevail. If tc  tT , the extensive creep conditions occur. Hence, there are three distinct fatigue-crack-growth regions. At relatively low
temperatures and/or high cyclic frequencies (i.e., low tc ), the fatigue-crack growth
is cycle-dependent and is characterized by ∆K (see Section 11.1.1). At relatively
high temperatures and/or low frequencies (i.e., high tc ), crack growth is completely
time-dependent and is correlated by one of the parameters, C ∗ , C(t), and Ct (see
Section 11.1.2) depending on the materials, environments, and loading conditions.
These are the two extremes and for the region in-between, the crack growth is controlled by the superposition of cycle-dependent and time-dependent processes.

2.6

Critical Issues

Based on the literature review, the following critical issues are identified:
• What are the fatigue-crack-initiation mechanisms of the three superalloys?
What are the fatigue-crack-propagation mechanisms once the cracks are initiated?
• The high-temperature fracture surfaces are covered with oxides. Will these oxides interfere with the fractographic studies? If so, are there ways of overcoming
this problem?
• Which fracture-mechanics parameter best correlates the fatigue-crack-growth
rates of the three alloys?
• What are the temperature effects on the LCF behaviors of the three alloys?
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• Is there any heat-to-heat effect on the LCF behaviors of HAYNES 230, 188,
and HASTELLOY X?
• How do the creep and fatigue damages interact with each other in the three
alloys? Which damage mechanism dominates?
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Chapter 3
Experimental Procedures
The three solid-solution-strengthened superalloys, HASTELLOY X, HAYNES 230,
and HAYNES 188 have been chosen to study the creep-fatigue behaviors. The sheet
materials with a thickness of 3.2 mm were supplied by the Haynes International,
Inc., and received in a solid-solution annealed condition. The initial microstructures
of three superalloys consisted predominately of equiaxial austenitic grains with some
annealing twins, as shown in Figure 3.1. The measurements on the grain size show
that the 230, X, and 188 alloys have the initial average grain sizes of about 70
µm, 95 µm, and 45 µm, respectively. In addition, a small amount of second-phase
particles can be observed, which have been determined to be M6 C carbides [136].
More metallographic work on the as-received HAYNES 230 material is shown in
Figure 3.2. Figure 3.2b shows one typical back-scattering SEM micrograph, and
the sample was polished without being etched. Based on many similar photos from
different areas, the volume fraction of carbides was determined to be about 2%, using
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(a)

(b)

(c)
Figure 3.1: The characteristic microstructures of the three alloys in the as-received (solution
heat-treated) condition. (a) HAYNES 230, (b) HASTELLOY X, and (c) HAYNES 188.
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Figure 3.2: The characteristic microstructure of the HAYNES 230 alloy in the as-received (solution heat-treated) condition. (a) Optical photo showing the austenite-grain structure, M6 C-type
carbides, and annealing twins, (b) Back-scattering SEM picture showing the distribution of primary
M6 C carbides (before etching), (c, d) Secondary-electron SEM showing the secondary M23 C6 carbides distributed along the grain boundary (after etching), (d) The higher magnification photo of
the centre area in (c), and (e) X-ray EDS profile of the carbide (with a cross point) in (d), showing
that the carbide is tungsten-rich.
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Figure 3.3: Geometry of the smooth-bar LCF specimen (mm).

the software ImageJ∗ . After the sample was etched, secondary-electron SEM pictures
were taken, which shows the secondary M23 C6 -type carbides distributed along the
grain boundary in Figs. 3.2c and 3.2d [136]. The nominal chemical compositions of
three alloys are given in Table 1.1.
Two kinds of tests have been conducted: smooth-bar LCF tests and crack-growth
tests. The experimental procedures are detailed below.

3.1

Smooth-Bar LCF Testing

The LCF specimens used in this investigation were rectangular, with a gage length
of 12.8 mm, a width of 6.4 mm, and a thickness of 3.2 mm, as shown in Figure 3.3.
Fully reversed pull-push, low-cycle fatigue tests with and without hold times, as well
as stress-relaxation experiments with an infinite hold time at a total strain range of
1.0%, were performed in laboratory air by employing a computer-controlled Material
Test System (MTS) servo-hydraulic testing machine. These tests were conducted
at Solar Turbines, Inc., Metcut Research, Inc., and UT. A high-frequency induction
∗

ImageJ is a public domain Java image processing program available for the free download from
http://rsb.info.nih.gov/ij/docs/index.html.
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generator was employed to heat the specimens. The test temperature was controlled
using two thermocouples spot-welded on the specimen surface outside the gage-length
section. One thermocouple was used to control the heating source, and the other one
to measure the temperature on the specimen. A special induction coil was designed
to make sure that the fluctuation of the test temperature along the gage-length
section of the specimens was at least maintained within a range of 2◦ C. An axial
total strain-range control mode was applied. A high-temperature extensometer was
used to measure and monitor the axial strain. The extensometer was spring-loaded,
and with two ceramic legs, which was in direct contact with the gage-length area
of the specimen. Forced air was used for cooling the extensometer during hightemperature, low-cycle fatigue testing. The chosen test temperatures were 816◦ C
and 927◦ C. For the high-temperature, low-cycle fatigue tests without a hold time, a
cyclic frequency of 1 Hz was used. In the case of hold-time tests, the tensile hold
times of 2, 10, and 60 minutes was introduced at the maximum tensile strain of each
cycle. The imposed axial total strain range was varied in the range of 0.4% to 2.0%.
All tests were run to failure, i.e., the final separation of the specimen.

3.2

Crack-Growth Testing

The compact-tension (CT) specimen geometry chosen for the crack-growth tests is
shown in Figure 3.4. The thickness of the specimen is 3.2 mm. The height and width
are 61.0 mm and 63.5 mm, respectively. The specimens were prepared, according to
the American Society for Testing and Materials (ASTM) Standards E647-99 [137].
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Figure 3.4: Geometry of the compact-tension specimen (mm).
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Crack-growth experiments were conducted, employing an Instron servo-controlled,
hydraulically-actuated, and closed-loop test machine. These tests were conducted
at Westmoreland Testing, Inc. and UT. A resistance-type furnace was used to heat
the specimen. The fluctuation of the test temperature was maintained within a
range of ±3◦ C. A direct-current-potential-drop (DCPD) technique was utilized to
continuously monitor the crack length on the specimen. The DCPD method involves
passing a constant current through the cracking specimen and detecting the voltage
across the crack mouth (Vm ). As the crack length, a, increases, Vm increases. The
crack length, a, is related to Vm by the Johnsons equation [138],
cosh−1

h

cosh(πy/W )
cosh(πa/W

i

Vm
i
h
=
−1 cosh(πy/W )
V0
cosh
cosh(πa0 /W

(3.1)

where V0 and a0 are the initial crack-mouth potential and crack length, y half of the
distance of the two points between which the crack-mouth potential is measured,
and W the specimen width.
The crack length measured by the DCPD technique during the experiment could
be applied as a variable to control the crack-propagation test itself. This capability of
our system was used to conduct the crack-propagation experiment under a constant
∆K-controlled mode. For a constant ∆K, the load range, ∆P , changes with the
crack length, following the equation,
√

−1
(1 − α)3/2
∆P = B W ∆K
0.886 + 4.64α − 13.32α2 + 14.72α3 − 5.6α4
(3.2)
(2 + α)
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where a = a/W ; W is the specimen thickness, and B the specimen width. Figure 3.5
shows the difference between the constant-∆P- and constant-∆K-controlled modes.
The data are taken from actual tests. In the ∆P-controlled experiment, the ∆P value
is kept at a constant value of 303 kg (Fig. 3.5a). As a result, the ∆K value increases
as the crack grows (Fig. 3.5a). In the ∆K-controlled test, as the crack propagates,
√
the ∆P value is decreased to keep ∆K close to a constant value of 27.5 MPa m
(Fig. 3.5b).
The CT specimens were precracked to approximately 1.27 mm. The final ∆K
√
used during precracking was 20 MPa m . The precracking was performed at a R
ratio of 0.1 (R = σmin. /σmax. , where σmin. and σmax. are the applied minimum and
maximum stresses during a fatigue cycle, respectively), using a triangular waveform
with a frequency of 10 Hz.
A summary of the test conducted is presented in Table 3.1. All tests were performed in a laboratory air. A total of four types of crack-growth experiments were
run, including fatigue, creep, constant ∆P (load range)-controlled creep-fatigue, and
constant ∆K-controlled creep-fatigue crack-growth (CFCG) tests. The fatigue-crackgrowth (FCG) tests were conducted under a constant ∆P-controlled mode. A triangular waveform with a frequency of 0.333 Hz was chosen, and the R ratio was approximately 0.05. The creep-crack-growth (CCG) experiments were performed with
a constant load. The fatigue and creep crack-growth tests could be also referred to
as zero and infinite hold-time experiments, respectively.
The CFCG tests were carried out by superimposing different hold times on the
triangular waveform employed in the FCG test at the maximum load. During the
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Figure 3.5: The difference between the constant-∆P and constant-∆K controlled modes. (a)
Constant-∆P-controlled mode, in which ∆P is kept at a constant value of 303 kg, and ∆K increases
as the crack grows, and (b) Constant-∆K-controlled
mode, in which ∆P is decreased to keep a
√
constant ∆K value of 27.5 MPa m.
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Table 3.1: Summary of Crack-Growth Tests Conducted
Alloy

188

230

X

ID
B1
B2
B3
C1
C2
C3
C4
C5
C6
C7
C8
A1
A2
A3
A4
A5
A6
A7
A8
A9
A10
A11

Temp
(◦ C)
649
816
927
649
816
927
816
816
927
927
927
649
816
927
816
816
816
816
927
927
927
927

Control
Mode
∆K
∆K
∆K
∆K
∆K
∆K
∆P
∆P
∆P
∆P
∆P
∆K
∆K
∆K
∆P
∆P
∆P
∆P
∆P
∆P
∆P
∆P

Hold Time
0, 0.05,
0, 0.05,
0, 0.05,
0, 0.05,
0, 0.05,
0, 0.05,
Zero
2 min.
Zero
2 min.
Infinite
0, 0.05,
0, 0.05,
0, 0.05,
Zero
Infinite
2 min.
1 hr.
Zero
Infinite
2 min.
1 hr.

0.167,
0.167,
0.167,
0.167,
0.167,
0.167,

0.5,
0.5,
0.5,
0.5,
0.5,
0.5,

2,
2,
2,
2,
2,
2,

10, 60 min. and infinite
10, 60 min. and infinite
10 min. and infinite
10, 60, 300 min. and infinite
10, 60, 300 min. and infinite
10 min. and infinite

0.167, 0.5 and 2 min.
0.167, 0.5, 2, 10 and 60 min.
0.167, 0.5 and 2 min.
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constant ∆P-controlled CFCG test, a 2-min. hold was introduced at the maximum
√
load of each cycle. For the constant ∆K-controlled CFCG test, a ∆K of 27.5 MPa m
was used, and different hold times ranging from 0, 0.05, 0.167, 0.5, 2, 10, 60, to 300
min. were imposed. The crack length versus cycle or time data were converted to the
crack-growth-rate data, using a seven-point incremental polynomial technique [137].

3.3

Metallographic and Fractographic Examinations

A Nikon Epiphot OM and a LEO SEM were employed for metallographic and fractographic observations. The metallographic specimens prepared for the OM analyses
were mechanically ground on 120, 240, 320, 400, and 600 grit SiC papers. After the
SiC paper sequence, the specimens were polished with a 6 µm diamond paste for
about 2 min. In the next step, the specimens were polished first with 1 µm alphaalumina and, then, with 0.05 µm gamma-alumina aqueous suspensions. A solution,
composed of the 95-ml hydrochloric acid (HCL) and 5-g oxalic acid powder, was used
for electrolytic etching. The samples were etched at 5 volts for 5-10 sec.
Upon failures at high temperatures, the fracture surface is usually covered with
a dark oxide layer, which makes the fractographic examination difficult. A two-step
process has been developed in this program to remove the oxides without consuming
the underlying fresh materials [139–143]. The development of this oxide-removal
technique will be described in more details in the next chapter. Two solutions are
used in the oxide-removal procedure. Solution A is composed of the 150-g sodium
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hydroxide (NaOH), 100-g potassium permanganate (KMnO4 ), and one liter (1-L)
water. Solution B consists of the 60-g NaOH and 1-L water. The oxidized fracture
surface is boiled in Solution A for 1-2 hrs. until the black oxide layer becomes brown.
The sample is, then, immersed in Solution B for electrolytic cleaning at 50-80◦ C until
the brown oxide layer comes off, and the shiny fresh material is exposed. The fracture
surface is made as the cathode, using a current density of 2-3 A/dm2 . Before and
after the cleaning process, and in-between the two cleaning steps, the fracture surface
is degreased in an ultrasonic cleaner, first, with a solvent, such as the acetone, and,
then, with a detergent solution, such as Alconox† .
The high-temperature fracture surfaces before and after going through the oxideremoval procedure were observed by SEM. The fatigue-initiation sites were determined for the failed smooth-bar LCF specimens. The facture mode in the crackgrowth specimen was studied in terms of transgranular and intergranular cracking.

†

Alconox is a commercially available product marketed by Alconox, Inc., NY 10603.
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Chapter 4
The Development of An
Oxide-Removal Technique
Fractography is an important technique in failure analyses. However, when the fracture surfaces are oxidized, it is usually difficult to identify the fracture mechanisms,
and other failure-analysis techniques are required. Another option is to remove the
oxides if the underlying features are not severely damaged by oxidation. Methods
for cleaning oxidized specimens vary with the material composition and the nature
of the oxidation product. They are often not simple, but consist of several steps.
These methods usually fall into one of the following three groups:
1. Mechanical:
• Scrubbing with a brush.
• Scraping with a stylus, scalpel, or other sharp object.
• Wire brushing.
105

• Shocking and sandblasting.
2. Chemical:
• Organic solvents or aqueous solutions used in an ultrasonic cleaner.
• Acid pickling.
• Other chemical reagents.
3. Electrochemical:
• Anodic electrocleaning.
• Cathodic electrocleaning.
Most of these developed methods are for ferrous materials [144]. Ni-Cr alloys, e.g.,
HAYNES 230 alloy and HASTELLOY X alloy, are widely used for high-temperature
components due to their good oxidation resistance. When these components fail, a
tenacious oxide layer often forms on the fracture surfaces [36, 37, 74, 75]. Because of
the difficulty of removing these oxides, other failure-analysis techniques have to be
used. However, these techniques, such as ultrasonic testing, chemical analyses, and
fracture-mechanics considerations, are not as direct as fractography. The objective
of this investigation is to develop a procedure that is capable of removing the oxides
from the fracture surfaces of Ni-Cr alloys so that fractographic methods could be
used to identify the fracture mechanisms.
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Table 4.1: Samples Considered in This Study and Their Mechanical-Testing Conditions

Sample
1
2
3

4.1

Prior mechanical and thermal conditions
Crack growth at 649◦ C for 300 h + overload at RTa
Crack growth at 816◦ C for 115 h + overload at RT
Crack growth at 927◦ C for 3.5 h + overload at RT
a RT: room temperature.

Fracture-surface region
Overload
Overload
Overload

Experimental Procedures

Fatigue-crack-growth tests were conducted on compact-tension (CT) specimens of
the HAYNES 230 alloy at 649, 816, and 927◦ C. All the tests were stopped before the
final fracture, and the specimens were separated into two pieces at room temperature
by a monotonic overload. The fracture surfaces of these failed samples basically
consisted of two regions: the smooth fatigue region and the rough overload region.
Only the overload regions were cut and used in this investigation. Thus, all the
fracture surfaces were obtained at room temperature by overloading and were free
of oxides. Hereafter, the overload fractures from the 649, 816, and 927◦ C specimens
will be called Samples 1, 2, and 3, respectively. Table 4.1 lists the samples and their
test conditions. Various solutions were considered as shown in Table 4.2. Scanningelectron microscopy (SEM) was used to record the fracture-surface features of all the
samples.
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Table 4.2: Cleaning Solutions Tested in This Investigation
ID
I

Make-up
49 mL water, 49 mL HCL,
and 2 mL Rodine-50 inhibitor

II

82 mL H2 SO4 , 23 g NaF,
and 1 L water

III

150 g NaOH, 100 g KMnO4 ,
and 1 L water
60 g NaOH and 1 L water

IV

4.2
4.2.1

Operating conditions
Reference
Wash the specimen in alcohol for 2 min. in
[145]
an ultrasonic cleaner before and after a 2-min.
ultrasonic-cleaning period in the inhibited acid bath.
Electrolytic-pickling process. The fracture surface
should be made anodic using a current density of
5.4 to 10.75 A /dm2 . Keep the solution at
ambient temperature.
[146]
Boil the sample in the solution for 1 hr
[146, 147]
Electrolytic process. The fracture surface should be
made cathodic using a current density of 2 to 3
A/dm2 . Keep the solution temperature at 50-80◦ C. [148]

Results and Discussion
Initial Trials

To test if the rust-removal techniques would clean the oxide on the fracture surface of
a Ni-Cr alloy, the fracture surfaces of an oxidized steel and HAYNES 230 alloy were
electrolytically treated at the same time with Solution I of the hydrochloric acid and
Rodine-50 inhibitor (see Table 4.2). The fracture surface of the steel was cleaned,
but that of the HAYNES 230 alloy remained covered with a dark layer of oxides.
Since the cleaning solution that worked well for steels were not suitable for Ni-Cr
alloys, other techniques had to be developed. Sample 1 was subjected to the 927◦ C
air exposure for 1 hr., and a dark oxide layer developed on the fracture surface. The
sample was, then, immersed in Solution II of the sulfuric acid and sodium fluoride
for the electrolytic-pickling process. The current density was swept from 1 through
20 A/dm2 . The surface did not become clean until the current density reached about
15 A/dm2 . Then, the dark oxide layer did come off, but the fracture surface was also
destroyed, as shown in Figure 4.1. Once the oxide was removed, the fresh surface
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Figure 4.1: After the electrolytic-pickling process, in some regions (at A), the fracture surface was
still covered with oxides, and in other regions (at B), the underlying fresh surface was attacked.

was attacked quickly. It was practically impossible to obtain a fracture surface that
was free from oxide and still retained details of the fracture morphology. Thus, the
electrolytic-pickling technique didn’t work well for cleaning the fracture surface of
the Ni-Cr alloy. Other acid-pickling processes that are widely used in the industry
were not tried because of the possibility of attacking the fresh surface under the oxide
layer.

4.2.2

Effects of Oxidation on The Fracture Morphology

Sample 3 was subjected to 927◦ C air exposures for periods of 10, 30, 90 min., and
6 hr. The oxidized surfaces were, then, boiled in Solution III of sodium hydroxide
and potassium permanganate for 1 hr. and electrochemically cleaned in Solution IV
of sodium hydroxide for 5 min. Sample 2, which was free of oxides, was boiled in
Solution III for 1 hr. to determine if this solution would alter the fracture morphology
in any way. Figure 4.2 shows the effect of the high-temperature air exposure on the
overload fracture surface (Sample 3). The progressive deterioration of the surface is
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(a)

(b)

(c)

(d)

(e)
Figure 4.2: Effect of a 927◦ C air exposure on the overload fracture surface with an intergranulardimple mode. (a) As fractured, (b) The same area as in (a) except exposed for 10 min., (c) 30 min.,
(d) 90 min., and (e) 6 hr.
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clearly illustrated. Before the exposure [Fig. 4.2(a)], a predominately intergranular
dimpled-rupture mode could be identified (at B), with a few large dimples (at A).
Carbides (at C) could also be found. As seen in Fig. 4.2(b), the oxide scale, which
developed after only a 10-min. exposure, obscured the ridges of the dimples at A and
B, and the sharp edges on the carbides at C. After a 30-min. exposure [Fig. 4.2(c)],
the small dimples at B could barely be seen. After a 90-min. exposure [Fig. 4.2(d)],
the small dimples were totally obscured, and the big dimple (at A) and the carbides
(at C) could hardly be identified. A 6-hr. exposure [Fig. 4.2(e)] completely obscured
the fine fracture details. The only features that could be identified were some grain
facets.

4.2.3

The Oxide-Removal Technique

The oxide-removal procedure included two steps:
1. Boiling the sample in Solution III for 1 hr.
2. Electrolytically cleaning the sample in Solution IV for 5 min. with the sample
as the cathode.
Before boiling, the sample was degreased in an ultrasonic cleaner, first with a solvent,
such as the acetone, and, then, with a detergent solution, such as Alconox∗ . After
a 6-hr. high-temperature air exposure, Sample 3 went through the oxide-removal
procedure. A dark layer of oxides had developed on the fracture surface after the
high-temperature exposure. After Step 1, the surface turned brown [Fig. 4.3(a)] and,
∗

Alconox is a commercially available product marketed by Alconox, NY 10603.
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(b)

(a)

Figure 4.3: Fracture morphology of the same area as in Fig. 4.2, showing the effect of cleaning
Steps 1 (a) and 2 (b). The oxide was removed, and the detailed fracture mechanisms were partly
recovered.

after Step 2, it became shiny [Fig. 4.3(b)], the same as the room-temperature fracture
surface. Figures 4.3(a) and 4.3(b) show the fracture morphology of the same areas
as shown in Fig. 4.2, following Steps 1 and 2 cleaning processes, respectively. After
Step 1 [Fig. 4.3(a)], most of the dark oxide nodules and carbides disappeared from
the fracture surface. The tenacious dark oxide might have been converted to a loose
brown oxide by the potassium-permanganate solution. After Step 2 [Fig. 4.3(b)],
the oxide nodules in Fig. 4.2(e) were completely removed. The large dimple (at
A) could be readily identified. Intergranular small dimples (at B) could also be
seen in Fig. 4.3(b), although not as clearly as before the high-temperature exposure
[Fig. 4.2(a)]. Most of the carbides were dislodged from the surface (at C). Step 1
transformed the dark tenacious oxide to a loose brown oxide, most of which left the
fracture surface during boiling [Fig. 4.3(a)]. During Step 2, hydrogen bubbles drove
off the remaining brown oxide. This is why the fracture morphology in Fig. 4.3(b)
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(a)

(b)

Figure 4.4: Fractography of Sample 2 before (a) and after (b) the Step 1 cleaning process. The
arrow points to the edge that is still sharp and straight after the cleaning process.

was clearer than that in Fig. 4.3(a). When Figs. 4.2(a) and 4.3(b) are carefully
compared, some differences can be found. For example, the sharp and smooth edge
in Fig. 4.2(a) (arrow) became wavy in Fig. 4.3(b) (arrow) after the high-temperature
exposure and cleaning procedure. The fracture details in Fig. 4.2(a) were partly
altered as shown in Fig. 4.3(b). These differences might be due to the cleaning
procedure, or damage to the underlying material caused by the oxidation attack. Step
2 of the cleaning procedure probably did not do any damage to the fracture surface
since the sample was the cathode. The loosely adherent oxide should only have been
lifted off the fracture surface via the evolution of hydrogen-gas bubbles. To test the
corrosiveness of the Step 1 cleaning solution, the as-fractured Sample 2 was boiled
in Solution III for 1 hr. Figures 4.4(a) and 4.4(b) show the as-fractured morphology
and the morphology after the Step 1 cleaning process, respectively. The sharp and
straight edge in Fig. 4.4(a) (arrow) was still sharp and straight in Fig. 4.4(b) (arrow).
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This observation proves that, except for dislodging the carbides, the Step 1 cleaning
process did not alter the fracture details, and the differences in Figs. 4.2(a) and
4.3(b) were due to the oxidation.

4.2.4

Evaluation of The Oxide-Removal Technique

The effect of the cleaning procedure on the oxidized fracture surface is shown in
Figure 4.5. The fracture surface was the fatigue-crack-growth portion of Sample 3,
which was obtained at 927◦ C for 3.5 hr. As shown in Fig. 4.5(a) the dark oxide
layer on the fracture surface before the cleaning process (top) was removed after the
cleaning process (bottom). The appearance of the fracture surface became shiny,
the same as the room-temperature fracture surface. At a higher magnification, the
image of the fracture surface before cleaning was indistinct due to the non-conductive
oxide layer [Fig. 4.5(b)]. The fatigue striations, which could barely be seen before
cleaning [Fig. 4.5(b)], were clearly revealed after the cleaning process [Fig. 4.5(c)].
This oxide-removal technique was developed with the HAYNES 230 alloy. It also
worked on another Ni-Cr alloy, HASTELLOY X [149].

4.3

Conclusions

An oxide-removal procedure was developed for Ni-Cr alloys. The technique consists of
two steps. The oxidized sample is first boiled in a potassium-permanganate solution
for 1 hr., and, then, electrolytically cleaned as the cathode in an alkaline solution
for 5 min. The technique was capable of removing the dark tenacious oxide without
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(a)

(b)

(c)
Figure 4.5: Effect of the cleaning procedure on the fracture-surface appearance. (a) The dark
oxide layer before the cleaning process (top) was removed after the cleaning process (bottom), (b)
Before the cleaning process, fatigue striations under the oxide layer can barely be observed, and (c)
the fatigue striations are clearly revealed after the cleaning process.
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substantially altering the underlying fracture details. However, some carbides were
dislodged during the procedure.
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Chapter 5
Hold-Time Effects on LCF
Behavior of HASTELLOY R X
Alloy
A solid-solution-strengthened nickel-based superalloy, HASTELLOY X, is currently
used in gas-turbine engines for combustion-zone components, such as transition
ducts, combustor cans, spray bars, and flame holders, as well as for afterburners,
tailpipes, and cabin heaters. Moreover, the HASTELLOY X is also used in the
chemical-process industry for retorts muffles, catalyst-support grids, furnace baffles, tubing for pyrolysis operations, and flash-drier components. The wide usage of
this material in gas-turbine and chemical-process industries is based on an exceptional combination of its high-temperature strength, excellent forming and welding
characteristics, and good resistance to oxidation and stress-corrosion cracking. It
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is expected that the damage from low-cycle fatigue, creep, environment and even
their interaction will be the main limiting factors of their service lifetimes at elevated temperatures. Thus, it is very important to investigate the high-temperature,
LCF behavior of the HASTELLOY X alloy for safely designing the high-temperature
components and finding the potential usage of the alloy.
Klarstrom and Lai [150] had examined the effects of thermal aging on the lowcycle fatigue behavior of HASTELLOY X and found that the fatigue life was degraded by the aging treatment at 760◦ C for 1,000 Hours. They suggested that the
cause of the fatigue-life degradation was the precipitation of the sigma-phase and
M23 C6 carbides after long-term aging. Miner and Castelli [151] studied the cyclichardening mechanism of HASTELLOY X during isothermal and thermomechanical
cyclic deformation, and observed that the alloy exhibited a broad peak in cyclic hardening between about 200◦ C and 700◦ C, with a maximum increase in the cyclic stress
amplitude around 500◦ C. They proposed that the precipitation of M23 C6 on the dislocations and solute drag could be attributed to cyclic hardening. In his research
concerning the hold-time effect on low-cycle fatigue at 704◦ C in air, Seaver [152]
pointed out that both tension and compression hold times resulted in a substantial life reduction, but the compression hold time was potentially more damaging
in the low-strain regime because of the development of high tensile mean stresses.
This author thought that a contributing cause of the hold-time effect should be an
aging reaction that occurred in HASTELLOY X. Tsuji and Kondo [153] studied
the effects of cyclic frequency, strain waveform, and hold time on LCF behavior of
HASTELLOY X and its modified version, HASTELLOY XR, at 900◦ C in a helium
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environment. These authors found that decreasing the cyclic frequency would lead
to a notable reduction in the fatigue life. In their tests with different holding types
of trapezoidal strain waveforms, the reduction in the fatigue life was found to be
the most significant in the tests with tensile hold times, and more effective than in
the tests with symmetric hold times, while no appreciable fatigue life reduction was
recognized in the tests with compressive hold times. They suggested that creep damage could be attributed to a considerable reduction of the fatigue life in the tests at
lower cyclic frequencies and with hold times. In their study on fatigue-crack-growth
behavior of HASTELLOY X at 650◦ C, Hour and Stubbins [154] observed that the
alloy remained a transgranular crack-propagation mode at all frequencies.
The purpose of this investigation is to present experimental results and theoretical
analyses of the test-temperature and tensile strain hold-time effects on LCF behavior
of HASTELLOY X at elevated temperatures in air. At the same time, life prediction
is also conducted using the frequency-modified tensile hysteresis energy methods.

5.1

Stress Response during Cyclic Loading

The cyclic-stress responses are obtained by plotting the tensile peak stresses from the
hysteresis loops against the respective number of cycles. The cyclic-stress responses
at various strain levels without hold times for both test temperatures of 816 and
927◦ C are shown in Figures 5.1(a) and 5.1(b), respectively. It can be seen that the
cyclic-stress-response behavior is dependent on the test temperature and imposed
total strain range. At 816◦ C and under all total strain ranges, the alloy exhibits
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(a)

(b)

Figure 5.1: Cyclic-stress responses of tests without hold times at various total strain ranges for
HASTELLOY X (heat A) at 816 (a) and 927◦ C (b).
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(a)

(b)

Figure 5.2: Heat-to-heat variation in the cyclic-stress responses: (a) 816◦ C, 1.0% total-strain
range, without hold times; (b) 927◦ C, 1.0% total-strain range, 10 min. hold time.

an initial cyclic hardening to the peak stress amplitude, followed by a saturated
stress-response behavior until the final drop in the cyclic-stress amplitude due to
the initiation and propagation of fatigue cracks. At 927◦ C, if the lower total strain
ranges are applied, the cyclic-stress-response behavior similar to that at 816◦ C is
observed. However, if the total strain ranges are higher (≥ 0.7%), the alloy shows a
softening regime after hardening in the early stage, and there is no stress saturation.
In general, the degree of both cyclic strain hardening and softening increases with
increasing the total strain range. However, the cyclic-stress response at the 1.0%
total strain range is unique in that its peak stress amplitude is either higher than
(at 816◦ C) or the same as (at 927◦ C) that at the 1.2 % total strain range.
Figure 5.2 presents the heat-to-heat variation in the cyclic-stress responses. Tests
considered are those with a total strain range of 1.0%, and without the hold time at
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816◦ C [Fig. 5.2(a)] and with a 10 min. hold time at 927◦ C [Fig. 5.2(b)]. The stress
amplitude at the near-start region could occasionally be influenced by the specimento-specimen variation [comparing the two specimens from heat B in Fig. 5.2(a)],
because the hardening introduced during the sample machining could be different.
However, at the mid-life region, the stress amplitudes for specimens from the same
heat are almost the same. Specimens from the same heat exhibit a very similar
cyclic-stress-response behavior. But the cyclic-stress response is clearly different for
samples from different heats. At 816◦ C without the hold time [Fig. 5.2(a)], the heat
A material shows the highest degree of strain hardening, followed by heat C and,
then, heat B. At 927◦ C with a 10 min. hold time [Fig. 5.2(b)], the stress amplitude
quickly (within 3 cycles) reaches a maximum and then either saturates (heat A) or
decreases (heats B and C).
In an effort to study the hold-time effect on the cyclic stress response, three
parameters in the test conditions, i.e., total strain range, hold time, and temperature,
were varied. In Figure 5.3, the total strain range was changed from 0.4 to 2.0%,
the hold time was fixed to 2 min., and the test temperature was kept at 927◦ C.
Figure 5.3 contains the similar plots as Fig. 5.1(b) except for the addition of cyclicstress-response curves of 2 min. hold-time tests for the various strain levels. The
introduction of the 2 min. hold-time decreases the hardening rate and increases the
softening rate. Without the hold time, the peak-stress amplitude of the test with a
1.0% total strain range is comparable to that of the test with a total strain range of
1.2% (as mentioned above), which is unusual. With a 2 min. hold time, this unusual
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Figure 5.3: Effect of 2 min. hold time at the maximum strain on the cyclic stress response for
tests with various total strain ranges at 927◦ C (heat A).
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(a)

(b)

Figure 5.4: Effect of increasing hold time on the cyclic-stress response at the total-strain range
of 1.0% at 816 (a) and 927◦ C (b) (heat A).

phenomenon is not observed. The peak-stress amplitude of the 1.0% total-strainrange test is clearly lower than that of the 1.2% total-strain-range test.
In Figure 5.4, the hold time was increased from 2 to 60 min. at a fixed 1.0% total
strain range, and the temperature was kept at 816 or 927◦ C. At 816◦ C [Fig. 5.4(a)],
the introduction of the 2 min. hold does not change the hardening rate initially. Then,
at about 20 cycles, it transforms the stress response from hardening to softening.
Further increasing the hold time to 10 min. greatly decreases the hardening rate,
and an extended saturation region is observed. The cyclic-stress-response behavior
of the 60 min. hold test is similar to that of the 10 min. hold test before around 20
cycles. After 20 cycles, the stress amplitude quickly increases to a maximum and
saturates until the final rapid stress drop, resulting in a hump in the curve for the
60 min. hold test.
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Figure 5.5: Effect of temperature and 10 min. hold time on the cyclic-stress response at a total
strain range of 1.0% (heat A).

In Figure 5.5, the test temperature was varied from 816 to 982◦ C with a 1.0%
total-strain range and 10 min. hold time. The increase of the temperature and the
introduction of the 10 min. hold time have similar effects on the cyclic-stress response.
They both decrease the hardening rate and increase the softening rate. When the
temperature increases to 982◦ C and the 10 min. hold time is imposed, the alloy shows
only strain softening and no hardening. For other tests in Fig. 5.5, the hardening
regions are present; the hardening rates are almost the same at the near-start region
(within 2 or 3 cycles).
The hardening behavior during cycling may be attributed to the multiplication
of dislocations, dislocation-dislocation, and dislocation-precipitate interactions. High
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densities of dislocations and their interactions would lead to the formation of dislocation jogs and pileups, as well as dislocation tangles around the carbide precipitates, which would be as the barriers to the continued motion of mobile dislocations,
and induce hardening. The observed cyclic-softening phenomenon may be generally
attributed to the dislocation-recovery effects occurring during strain cycling. The
recovery of dislocations is actually a process for dislocations to annihilate and rearrange themselves. At the same time, it is also known to be a thermally-active
process. Higher temperatures and longer hold times are favorable for the recovery of
dislocations. Thus, a dislocation configuration with a lower resistance on the motion
of dislocations can be achieved at higher temperatures and longer hold times so that
cyclic softening occurs. The saturated cyclic-stress response can be considered as a
result that the hardening effect from the dislocation multiplication and interaction
cancel out the softening effect from the dislocation annihilation and rearrangement.

5.2

SEM Observations on the Fracture Surfaces

Except for the final tensile rupture, the fracture of specimens subjected to cyclic deformation generally involves two successive stages. Fatigue cracks firstly initiate and
then propagate. For the HASTELLOY X alloy, the microfractographs of the fracture
surfaces of the LCF tested specimens were obtained, using a scanning-electron microscope. For all of the LCF tests with and without hold times, the fatigue cracks were
found to originate entirely from the surface of specimens. Under the test conditions
used in this investigation, it was observed that the fatigue crack initiates basically in
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a transgranular mode, as shown in Figures 5.6(a), 5.6(b), and 5.6(c). The scanningelectron micrographs illustrating the nature of the typical crack-propagation region
taken from the specimens after LCF tests with and without hold times are given in
Figures 5.6(d), 5.6(e), and 5.6(f). For LCF without hold times, the fatigue crack
propagated transgranularly, as shown in Figures 5.6(d) and 5.6(e) at 816 and 927◦ C,
respectively. At 816◦ C, the well-defined fatigue striation could be clearly observed
in the crack-propagation region, as shown in Figure 5.6(d). For LCF tests with hold
times, the fatigue crack propagated in a mixed transgranular and intergranular mode,
as presented in Figure 5.6(f). Based on this observation, it is suggested that a considerable contribution of the creep damage is included in the LCF tests with tensile
strain hold times. The occurrence of intergranular cracking may also be considered
as a consequence of the combined creep and oxidation effects.

5.3

Fatigue Life and Cyclic-Stress-Strain Behavior

The employed total-strain range as a function of the fatigue life for the LCF tests
without hold times is illustrated in Figure 5.7. Data from the literature [155, 156]
are also included for comparison. The fatigue life is defined as the number of cycles
to failure or specimen rupture. Generally, the fatigue life decreases as the test temperature increases. It can be seen that at all of the total strain ranges used in this
investigation, the fatigue life of the alloy is very close to each other at test temperatures from 816 to 927◦ . It means that for the continuous cycling tests, increasing
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(a)

(b)

(c)

(d)

(e)

(f)

Figure 5.6: Typical SEM micrographs of fracture surfaces (heat A): (a) Crack-initiation region
(816◦ C, without hold times); (b) Crack-initiation region (927◦ C, without hold times); (c) Crackinitiation region (927◦ C, with 10-min. hold); (d) Crack-propagation region (816◦ C, without hold
times); (e) Crack-propagation region (927◦ C, without hold times); and (f) Crack-propagation region
(927◦ C, with 10-min. hold).
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Figure 5.7: Total-strain range as a function of cycles to failure for LCF tests without hold times
(heats A, B, and C). Data from the literature were also included.
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the test temperature from 816 to 927◦ C has little influence on the fatigue life of the
HASTELLOY X alloy. At 871◦ C, the data from this study seem to exhibit a shorter
life than those from McCoy et al. [156]. When the temperature increases to 982◦ C,
the fatigue life is clearly shortened.
The relation between the fatigue-life fraction and hold time is shown in Figure 5.8.
The fatigue-life fraction is defined as the ratio of cycles to the failure or specimen
rupture for the cycling with a hold time (NfH ) and for the continuous cycling without
hold time (NfC ). The low-cycle fatigue life was found to decrease at the two test
temperatures of 816 and 927◦ C due to the introduction of a tensile strain hold time.
At both temperatures, the fatigue life showed a monotonic decrease with increasing
the hold time.
For those LCF tests without hold times, because the cyclic frequency is relatively
high so that the time spent at the high temperature is shorter, the difference in
the effect of the oxidation damage at different test temperatures can be neglected.
On the other hand, it can be considered that the creep damage from 816 to 927◦ C
is comparable because the resistance of HASTELLOY X to the creep deformation
is still excellent in the present temperature range investigated [2]. Moreover, the
fractographic study shows that there is no drastic change in the rupture mode from
a transgranular to intergranular type, while the intergranular fracture is usually
considered as a direct verification that the creep-fatigue interaction happens. The
above fact implies that at temperatures from 816 to 927◦ C, the difference in the
creep damage is not significant. Thus, there is almost no difference in the fatigue life
of the alloy at test temperatures from 816 to 927◦ C.
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Figure 5.8: The influence of hold time on the fatigue life at the total strain range of 1.0% and
temperatures of 816 and 927◦ C (heats A, B, and C). Average data and error bars were used when
more than one test were conducted.
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Although the deleterious influence of temperature on the low-cycle fatigue life
in this investigation is negligible under a continuous cycling condition, the effect of
oxidation damage will become very significant if a hold time is introduced, since
the longer time would be spent at high temperatures. Thus, the alloy exhibits the
shorter fatigue life due to the introduction of the hold time. The stress relaxation that
occurs during hold time results in the development of the creep strain and increases
the accumulated strain in the crack-tip region, which will induce the intergranular
crack growth, promote the propagation of a fatigue crack, and lead to a decrease in
the fatigue life. It can be concluded that the combination of oxidation and creep
damages will lead to a substantial reduction of the fatigue life in LCF tests with
tensile hold times.
For total strain-controlled LCF tests without hold times, a better knowledge of
the fatigue-life behavior of metallic alloys is generally obtained by separating the total
strain amplitude into the plastic and elastic strain amplitudes. Based on the wellknown Coffin-Manson equation, the relationship between the total strain amplitude
and fatigue life can be expressed as Equation 2.4. For the LCF tests without hold
times, the bilogarithmic curves of total, plastic, and elastic strain amplitude versus
reversals to the failure at 816 and 927◦ C are shown in Figures 5.9(a) and 5.9(b).
The plastic and elastic strain amplitudes are obtained at half of the fatigue life. For
the LCF tests without hold times, the strain-fatigue life data is analyzed, using the
apparent linear fit program according to Equation 2.4. The results of the analyses
are given in Table 5.1. It can be noted that the values of b and c increase with
increasing the temperature from 816 to 927◦ C, even though for each parameter, the
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(a)

(b)

Figure 5.9: Strain ranges versus cycles to failure curves for LCF tests without hold times at (a)
816 and (b) 927◦ C (heat A).

Table 5.1: Strain Fatigue Parameters of HASTELLOY X (Heat A) at 816 and 927◦ C

Temperature
(◦ C)
816
927

σ 0f
(MPa)
960.8
613.4

ε0f
%
-0.1448 28.2
-0.1236 29.4
b
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c

K0

-0.6384 687.2
-0.6185 382.0

n0

Nt

0.1499
0.0993

1,183
2,665

difference at two temperatures is not very significant. Moreover, it is also found
that with increasing the temperature, σf0 decreases, while there is almost no obvious
change in ε0f .
The transition fatigue life, Nt , the number of cycles at which the elastic and plastic
strain amplitudes are equal, can be obtained from Figs. 5.9(a) and 5.9(b). The typical
values of Nt at both temperatures of 816 and 927◦ C are also listed in Table 5.1. It is
noticeable that the transition fatigue life shifts to a higher value with increasing the
temperature from 816 to 927◦ C. As suggested by Coffin [107], the transition fatigue
life of materials is related to its strength and ductility. Generally, the material with
a high strength and low ductility will exhibit a shorter transition-fatigue life. Based
on the tensile properties given in Ref. [2], with increasing the temperature from 816
to 927◦ C, the alloy shows a lower strength though the elongation does not change
too much. Thus, it should be reasonable that the longer transition-fatigue life is
observed at 927◦ C than at 816◦ C.
The cyclic stress-strain curves of the alloy at 816 and 927◦ C for LCF tests without
hold times are depicted in Figure 5.10. The stress amplitude is taken at half of the
fatigue life. The variation of the stress amplitude with the plastic strain amplitude
is usually represented by Hollomon Equation 2.1. Using an apparent linear-fit program, the cyclic stress-strain data in the present experiment is analyzed according
to Equation 2.1. The derived values of K 0 and n0 are given in Table 5.1. It is obvious
that both K 0 and n0 decrease with increasing the temperature.
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Figure 5.10: Cyclic-stress amplitude as a function of the plastic-strain amplitude for LCF tests
without hold times at 816 and 927◦ C (heat A).
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5.4

Fatigue-Life Prediction

Ostergren [87] suggested that the hysteresis energy associated with the plastic deformation is a measure of the damage inside the materials subjected to cyclic loading
and can be used as a damage function to predict the fatigue life. The hysteresis
energy per cycle is defined as the mechanical energy absorbed per unit volume during one cycle, and given by the area of the stress-strain hysteresis loop. It has been
indicated that most of the cycles required to fail a smooth specimen are involved
in propagating a micro-scale crack to a critical size. In fact, only the deformation
occurring in the tensile portion of the cycle with the crack open can contribute to
the damage by propagating the crack. No localized damage from the deformation
in the compressive portion of the cycle should take place due to crack closure. It
means that the direct measure of damage during cyclic deformation would be the
deformation to propagate the fatigue crack. Thus, it should be reasonable to postulate that the tensile hysteresis energy is a measure of fatigue damage. Ostergren [87]
proposed that the tensile-hysteresis energy per cycle, ∆WT , can be approximated by
the product of the inelastic strain range, ∆εin , and the maximum tensile stress, σT ,
that is
∆WT = σT · ∆εin

(5.1)

The calculated tensile-hysteresis energy using Equation 5.1 tends to overestimate the
experimentally measured value. Halford [124] incorporated a constant, (1 − n0 )/(1 −
n0 ) into Equation 5.1:

∆WT = σT · ∆εin
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(1 − n0 )
(1 + n0 )


(5.2)

where n0 is the cyclic-strain-hardening exponent, and can be obtained from Equation 2.1.
By substituting the inelastic-strain component with the tensile-hysteresis energy
in the Coffin-Manson equation with the form of ∆εin · (Nf )α = C, one can obtain
∆WT · (Nf )β = C1

(5.3)

where Nf is the number of cycles to failure, and β and C1 are the material constants.
To take account of the time-dependent damage, a frequency-modified term should be
introduced into Equation 5.3. Similar to Coffin’s frequency-modified equation [15],
the relationship between the frequency-modified tensile-hysteresis energy and cycles
to the failure can be expressed as

∆WT · (Nf υ k−1 )β = C2

(5.4)

where k and C2 are material constants, and υ is the cyclic frequency, defined as

υ=

1
τc + τ h

(5.5)

where τc is the time for continuous cycling, and τh the hold time per cycle. It
needs to be pointed out that at the cyclic frequency of 1 Hz, two constant terms in
Equations 5.3 and 5.4, C1 and C2 , should have the same value.
If the frequency-modified tensile-hysteresis energy [∆WT · (υ β(k−1) )] as a function
of cycles to failure for the LCF tests with and without hold times at 816◦ C is plotted,
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it can be seen that all data points fall on a common straight line, as shown in
Figure 5.11(a). The same case is also noted at 927◦ C, as presented in Figure 5.11(b).
It means that the frequency-modified tensile-hysteresis-energy method can correlate
the high-temperature strain-fatigue-life data.
For all of the LCF tests with and without hold times performed at 816 and
927◦ C, a comparison of the predicted life, based on Equation 5.4, with the measured
one reveals a good correlation between the two, as shown in Figure 5.12. This fact
suggests that the fatigue life of the HASTELLOY X alloy can be predicted reasonably
well using the frequency-modified tensile-hysteresis energy as a damage function.

5.5

Conclusions

Based on the above analyses and discussions, some conclusions can be made:
1. In the total-strain ranges used in this investigation, increasing the test temperature from 816 to 927◦ C has no significant influence on the fatigue life.
However, increasing the temperature from 927 to 982◦ C clearly shortened the
fatigue life.
2. Introducing hold times at the maximum tensile strain is found to lead to a
significant reduction in the fatigue life.
3. The HASTELLOY X alloy can exhibit cyclic hardening, cyclic hardening followed by softening or the saturated stress response, and cyclic softening during
LCF deformation, which is closely related to the test temperature, the imposed
total strain range, and the hold time.
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(a)

(b)

Figure 5.11: Relationship between the frequency-modified tensile-hysteresis energy and cycles to
failure for low-cycle tests with and without hold times at (a) 816 and (b) 927◦ C (heat A).

(a)

(b)

Figure 5.12: Fatigue-life prediction using the frequency-modified hysteresis-energy method for
LCF tests with and without hold times at (a) 816 and (b) 927◦ C (heat A).
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4. The HASTELLOY X alloy shows the heat-to-heat variation in the cyclic stress
response curve.
5. Under the LCF test conditions, a fatigue crack is found to initiate in a transgranular manner. The fatigue-crack propagation occurs in a transgranular or
mixed transgranular and intergranular mode, which mainly depends on whether
the hold time is introduced at the maximum tensile strain.
6. The frequency-modified tensile-hysteresis-energy method can give satisfactory
predictions of the fatigue lives for the nickel-based superalloy, HASTELLOY
X, in high-temperature LCF tests with and without hold times.
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Chapter 6
Hold-Time Effects on LCF
Behavior of HAYNES R 230 R
Alloy
HAYNES 230 alloy [157] is a Ni-Cr-W-Mo superalloy that possesses excellent hightemperature strengths, outstanding resistances to oxidizing and nitriding environments, very good long-term thermal stabilities, and excellent forming and welding characteristics. It has found a wide variety of component applications in the
aerospace, power, industrial-heating, and chemical-process industries, particularly
in sheet and plate product forms for welded structures [3, 158, 159]. These components are primarily used in situations where the low-cycle fatigue, creep, and their
combination are dominant damage mechanisms.
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Creep-fatigue, resulting from the combined action of a high-temperature environment and repeated or alternating stress, adversely affects the mechanical properties
of structural materials. Such a combined action typically leads to a much shorter
component life, compared to the sum of creep and fatigue damages incurred separately. Therefore, the problem of creep-fatigue is of great importance to the design
of these high-temperature components.
The fatigue life under high-temperature low cycle fatigue (LCF) conditions depends not only on the testing temperature but also on the loading waveform due
to the creep damage. Generally, the life decreases with increasing the test temperature [160–162]. The incorporation of a hold time has a pronounced effect on the
cyclic life of nickel-based superalloys [87, 93, 153, 163, 164]. Moreover, many investigations have shown that, at elevated temperatures, damage is usually caused by
a combination of fatigue and creep mechanisms [101, 165–168]. Both transgranular
and intergranular cracking modes have been observed in nickel-based superalloys,
depending on the number of cycles and duration of hold time.
In this investigation, total strain controlled high-temperature LCF tests with
various hold times introduced at the maximum strain were conducted to determine
the influence of the test temperature and hold time on the LCF life of the HAYNES
230 alloy. The effects of total strain range, test temperature, and hold time on the
cyclic stress response were studied. Extensive fractography and metallography were
combined to determine the modes of the crack initiation and propagation.
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(a)

(b)

Figure 6.1: Typical microstructures of the HAYNES 230 alloy showing (a) rolling texture morphology of the primary carbides, M6 C, and (b) annealing twins (stain etched).

6.1

Test Material and Procedures

The as-received microstructure of the HAYNES 230 alloy is presented in Figure 6.1(a).
The sample was electrolytically etched in a solution containing 95 ml HCl plus 5 gm
oxalic acid at 6 V for 5 sec. The precipitates were tungsten-rich primary carbides of
the M6 C-type [136], many of which were elongated and distributed along the rolling
direction. The boundaries of grains and annealing twins were only partially revealed.
In addition, it was difficult to differentiate between small grains and large particles.
To overcome these problems, a sample of the as-received material was subjected to
heat-treatment at 982◦ C for 10 min. This treatment gave a negligible grain growth
but resulted in the precipitation of secondary M23 C6 carbides at grain boundaries
and twins. The heat-treated sample was, then, stain-etched in the above-mentioned
solution, revealing the precipitates and, thus, the grain boundaries and twins, as
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shown in Fig. 6.1(b). The particles were not stained, and were, thus, distinguished
from the stained small grains.
The fracture surfaces of samples failed at high temperatures were frequently covered with a dark layer of oxides, making the fracture features difficult to be identified
in some samples. One option of overcoming this problem could be to apply an oxidestripping technique on the fracture surfaces [139,141]. The oxide-stripping technique
is capable of removing the oxides completely. However, if the oxide layer is too
thick, the material under the oxide layer could be consumed, resulting in the loss
of some fracture features [139]. In this study, the failed samples were cut longitudinally through the fracture surfaces and the sections were observed with the optical
microscopy (OM) to locate the secondary cracks. The fractographs and the metallographic sections were studied in terms of the crack initiation and propagation
modes, i.e., transgranular or intergranular features. The metallographic sections
were electrolytically etched in the above-mentioned solution.

6.2

Low-Cycle-Fatigue-Life Behavior

The results of the LCF tests are presented along with the test conditions in Table 6.1.
Included are the test temperatures, hold times in minutes, stress amplitudes in the
first-cycle and at mid-life, percent hardening, elastic and plastic strain ranges at
midlife, cycles to crack initiation (Ni ), and cycles to failure (Nf ), and ratios of Ni
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Table 6.1: Summary of LCF Test Results of HAYNES 230 Alloy
First
Test
Hold Cycle Midlife Midlife Midlife
Temp. Specimen ∆εt Time ∆σ/2 ∆εe
∆εp ∆σ/2 Percent
Ni
Nf
(◦ C) Name (%) (min.) (MPa) (%)
(%) (MPa) Hardening Cycles Cycles Ni /Nf
816
A-48
2
0
344.4 0.409 1.591 415.3
0.21
65
89
0.73
A-47 1.5 0
322.8 0.687 0.813 430.5
0.33
214
303 0.71
A-46
1
0
302.3 0.492 0.508 401.2
0.33
440
603 0.73
A-12 0.9 0
310 0.509 0.391 389.4
0.26
900 1021 0.88
A-13 0.7 0
302.9 0.466 0.234 373
0.23
1250 1400 0.89
A-14 0.5 0
241.2 0.388 0.112 325
0.35
2590 2844 0.91
A-15 0.4 0
265.7 0.368 0.032 295.6
0.11
7850 8541 0.92
A-52 0.5 2
303.9 0.261 0.239 347.8
0.14
400
502
0.8
A-53 0.4 2
276.7 0.262 0.138 273.1
-0.01
1149 1334 0.86
A-34
2
10 329.9 0.214 1.786 421.6
0.28
12
18
0.67
A-35 1.5 10 332.3 0.204 1.296 420.5
0.27
18
25
0.72
C-5
1
10 312.2 0.416 0.584 346.5
0.11
131
205 0.64
A-36 0.9 10 304.2 0.299 0.601 389.7
0.28
100
137 0.73
A-37 0.7 10 286.8 0.236 0.464 357.6
0.25
150
248
0.6
A-UT-2 1
60 296.4
300.2
0.01
89
109 0.82
871
A-59
1
0
287.6 0.5
0.5 356.8
0.24
415
600 0.69
A-61
1
10 296.7 0.369 0.631 306.3
0.03
120
200
0.6
927
A-16
2
0
312.9 0.544 1.456 319.8
0.02
110
190 0.58
A-17 1.5 0
297.1 0.747 0.753 311.7
0.05
250
400 0.63
A-50
1
0
261.9 0.386 0.614 269.1
0.03
350
540 0.65
A-18 0.9 0
277.5 0.346 0.554 298.1
0.07
400
570
0.7
A-51 0.9 0
265.8 0.381 0.519 273.9
0.03
400
600 0.67
A-19 0.7 0
268.8 0.379 0.321 279.7
0.04
830 1050 0.79
A-20 0.5 0
241.8 0.319 0.181 250.4
0.04
1200 1600 0.75
A-21 0.4 0
231.8 0.306 0.094 237
0.02
1850 2600 0.71
A-32
2
2
332.2 0.307 1.693 333.9
0.00
70
90
0.78
A-29 1.5 2
283.9 0.29 1.21 266.9
-0.06
79
100 0.79
A-55 1.5 2
281.6 0.296 1.204 303.8
0.08
95
120 0.79
A-54
1
2
290.2 0.282 0.718 266.4
-0.08
100
188 0.53
A-30 0.9 2
278.4 0.244 0.656 299.9
0.08
130
218
0.6
A-56 0.9 2
286.8 0.274 0.626 277.5
-0.03
120
194 0.62
A-31 0.7 2
281.3 0.223 0.477 291
0.03
180
279 0.65
A-57 0.7 2
270.2 0.207 0.493 271
0.00
165
252 0.65
A-28 0.5 2
250.7 0.189 0.311 255.7
0.02
320
487 0.66
A-33 0.4 2
247.2 0.191 0.21 246.4
0.00
420
620 0.68
A-58
1
10 278.9 0.195 0.805 289.8
0.04
80
108 0.74
A-UT-3 1
60 258.8
214.8
-0.17
103
127 0.81
982
A-60
1
0
278.2 0.297 0.703 254.9
-0.08
302
371 0.81
A-62
1
10 254.7 0.259 0.741 202.9
-0.20
120
150
0.8
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Crack Crack
Ini. Pro.
Trans. Trans.
Trans. Trans.
Trans. Trans.
Trans. Trans.
Trans. Trans.
Trans. Trans.
Trans. Trans.
Inter. Mixed
Inter. Mixed
Inter. Inter.
Inter. Inter.
Inter. Inter.
Inter. Inter.
Inter. Inter.
Inter. Inter.
Mixed Trans.
Inter. Inter.
Trans. Trans.
Trans. Trans.
Mixed Trans.
Mixed Trans.
Mixed Trans.
Inter. Trans.
Inter. Trans.
Inter. Trans.
Inter. Trans.
Inter. Trans.
Inter. Trans.
Inter. Trans.
Inter. Trans.
Inter. Trans.
Inter. Mixed
Inter. Mixed
Inter. Inter.
Inter. Inter.
Inter. Inter.
Inter. Inter.
Inter. Mixed
Inter. Inter.

to Nf . The degree of cyclic hardening, or percent hardening, is defined as the midlife stress amplitude minus the first-cycle stress amplitude, divided by the first-cycle
stress amplitude.
From the viewpoint of engineering applications, an important measure of a material’s LCF performance is the fatigue life as a function of the total strain range,
which is presented in Figure 6.2 for the HAYNES 230 alloy. The tests at various
temperatures without hold times were included. Data from the literature [159, 169]
were also included for comparison. The fatigue life decreased as the test temperature increased from 427 to 816◦ C. It can be seen that at all of the total strain ranges
investigated, the fatigue lives of the alloy were very close to each other at test temperatures from 816 to 982◦ C. The HAYNES 230 alloy exhibited different life behaviors
at different total strain ranges in the temperature range from 816 to 927◦ C. At the
total strain ranges less than 1.0%, the life was shorter if the test temperature was
higher. However, at total strain ranges higher than 1.0%, the LCF life was longer if
the test temperature was higher.
Figure 6.3 shows the influence of the 10 min. hold and 2 min. hold on the fatigue
lives at 816◦ C [Fig. 6.3(a)] and 927◦ C [Fig. 6.3(b)], respectively, for various total
strain ranges. The introduction of the hold time clearly led to the decrease of the
fatigue life at both 816 and 927◦ C at all the total strain ranges investigated. The
relation between the fatigue-life fraction and hold time for the total strain range of
1.0% is shown in Figure 6.4. The fatigue-life fraction is defined as the ratio of cycles
to failure in the hold-time test (NfH ) to that in the continuous cycling test (NfC ). The
LCF life was found to decrease at the two test temperatures due to the introduction
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Figure 6.2: Fatigue life as a function of the total strain range at different temperatures. The data
at 816 and 927◦ C are from this study; the data at other temperatures are from Refs. [159, 169].
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(a)

(b)

Figure 6.3: The influence of 10 min. and 2 min. hold times on the LCF lives at 816 (a) and 927◦ C
(b), respectively, at various total strain ranges.

Figure 6.4: The influence of hold time on the fatigue life at the total strain range of 1.0% and
temperatures of 816 and 927◦ C. Average data and error bars were used when more than one test
were conducted.
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of a tensile hold time. At both test temperatures, the fatigue life showed a monotonic
decrease with increasing the hold time. At 927◦ C, the fatigue-life decrease was more
pronounced than at 816◦ C for the same hold time for hold periods less than 10 min.
For those LCF tests without hold times, the difference in the effect of the oxidation
damage at different test temperatures could be neglected because the time spent
at the high temperature was shorter. On the other hand, it can be considered
that the creep damage from 816 to 982◦ C is comparable because the resistance of
HAYNES 230 to the creep deformation was excellent within the temperature range
investigated. As will be discussed later, the fractographic study indicated that there
was no drastic change in the rupture mode from the transgranular to intergranular
characteristics, which is usually considered as a direct indication that the creepfatigue interaction has occurred. This trend implies that at temperatures from 816
to 927◦ C, the differences in the creep damage were not significant. Thus, there was
almost no difference in the fatigue life of the alloy at test temperatures from 816 to
927◦ C.
Although the deleterious influence of the temperature on the low-cycle fatigue
life in this investigation was negligible under a continuous cycling condition, the
effect of the oxidation damage can become significant if a hold time is introduced,
since a longer time would be spent at high temperatures. Thus, the alloy exhibited
shorter fatigue lives due to the introduction of a hold time. The stress relaxation
that occurred during the hold time resulted in the development of the creep strain,
and increased the accumulated strain in the crack-tip region. This trend induced
the intergranular crack growth and promoted the propagation of a fatigue crack,
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Figure 6.5: Cyclic stress amplitude as a function of the plastic-strain amplitude for low cycle
fatigue tests without hold times at 816 and 927◦ C.

leading to a decrease in the fatigue life. It can be concluded that the combination
of oxidation and creep damages led to a substantial reduction of the fatigue life in
LCF tests with tensile hold times.

6.3

Cyclic Stress-Strain Curves

The cyclic stress-strain curves of the alloy at 816 and 927◦ C for LCF tests without
hold times are depicted in Figure 6.5. The stress amplitude was taken at mid-life.
The variation of the stress amplitude with the plastic strain amplitude can usually
be represented by the Hollomon Equation 2.1. Using a linear-fit program, the cyclic
stress-strain data in the present experiment were analyzed according to Equation 2.1.
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(a)

(b)

Figure 6.6: The influence of 10 min. and 2 min. hold times on the LCF lives at 816 (a) and 927◦ C
(b), respectively, with various total strain ranges.

The derived values of K 0 and n0 are given in Fig. 6.5. It can be seen that K 0 decreased
with increasing temperature, but n0 remained essentially constant.

6.4

Cyclic-Stress-Response Behavior

The cyclic hardening/softening curves were obtained by plotting the tensile peak
stresses from the hysteresis loops against the respective number of cycles. The cyclic
hardening/softening curves at various strain levels without hold times for the test
temperatures of 816 and 927◦ C are shown in Figures 6.6(a) and 6.6(b), respectively.
It can be seen that the cyclic stress responses at 816 and 927◦ C were similar in that,
at higher total strain ranges, the tensile peak stress first increased to a maximum and
then decreased (hardening/softening). At the lower total strain ranges, the tensile
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peak stress increased to a maximum and saturated until the final drop due to the initiation and propagation of fatigue cracks (hardening/saturation). The degree of both
cyclic hardening and softening increased with increasing the total strain range. The
number of cycles to reach the maximum tensile peak stress decreased with increasing
the total strain range or increasing the test temperature. A transitional total strain
range could be defined as the total strain range above which the alloy exhibited
a hardening/softening behavior and below which a hardening/saturation behavior
was observed. The increase of the test temperature decreased this transitional total
strain range; at 816◦ C, it was 1.5% and at 927◦ C, it was 0.5%.
In an effort to study the hold-time effect on the cyclic-stress response, three test
parameters, i.e., the total strain range, hold time, and temperature, were varied. In
Figure 6.7, the total strain range was changed from 0.4% to 2.0%, the hold time was
fixed to 2 min., and the test temperature was kept at 927◦ C. Figure 6.7 contains the
same plots as Fig. 6.6(b) except for the addition of cyclic-hardening/softening curves
of 2 min.- hold-time tests for the various strain levels. In general, the introduction of
the 2 min.-hold time decreased the hardening rate and increased the softening rate
except for the 2.0% total strain range, at which the effect of the 2 min. hold time
was negligible. The hold time effect increased as the total strain range decreased.
In Figure 6.8, the hold time was varied with a fixed total strain range of 1.0%,
and the temperature was kept at 816 or 927◦ C. In general, the increase of the hold
time decreased the maximum stress and the cycles needed to reach the maximum
stress. At 816◦ C [Fig. 6.8(a)], a cyclic hardening/saturation behavior was observed
for hold times of zero, 2, and 10 min. However, with a hold time of 60 min., an initial
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Figure 6.7: Effect of 2 min. hold time at the maximum strain on the cyclic hardening/softening
behavior for tests with various total strain ranges at 927◦ C.

(a)

(b)

Figure 6.8: Effect of increasing hold time on the cyclic hardening/softening behavior at the total
strain range of 1.0% at 816◦ C (a) and 927◦ C (b).
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Figure 6.9: Effect of temperature and 10 min. hold time on the cyclic hardening/softening behavior
at a total strain range of 1.0%.

softening preceded the hardening/saturation behavior. At 816◦ C, the introduction
of the 2 min. hold had negligible influence on the cyclic stress response before the
final fracture. At 927◦ C [Fig. 6.8(b)], a hardening/softening behavior was evident for
hold times of zero, 2, and 10 min. However, with a hold time of 60 min. at 927◦ C,
only cyclic softening was observed.
In Figure 6.9, the test temperature was varied from 816 to 982◦ C with a total
strain range of 1.0% and a hold time of 10 min. The increase of the temperature
and the introduction of a 10 min. hold time had similar effects on the cyclic-stress
response. They both decreased the hardening rate and increased the softening rate.
For the two tests at 982◦ C, the alloy showed only strain softening and no hardening.
For other tests in Fig. 6.9, the hardening regions were present, and the hardening
rates were almost the same at the beginning of cycling (within 2 or 3 cycles).
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6.5

Fractography and Metallography

The failed LCF samples were subjected to fractographic investigation to determine
the crack initiation and propagation modes. The tests in this study were conducted
at high temperatures in air. Therefore, the fracture surfaces were frequently covered
with a dark layer of oxides, making the fracture features difficult to identify. To overcome this problem, the failed samples were cut longitudinally through the fracture
surfaces, and the sections were observed to locate secondary cracks. By combining
the fractographic and metallographic results, the crack initiation and propagation
behaviors for all tests were successfully investigated, as listed in Table 6.1.
Figure 6.10 shows an example. The sample was tested at 927◦ C, with a total strain
range of 2.0% and a hold time of 2 min. The fracture surface under SEM shows intergranular crack initiation [Fig. 6.10(a)]. However, the mode of crack propagation was
hard to identify due to the oxide layer. With the help of the cross-sections through
the fracture surface [Fig. 6.10(b)] and secondary cracks [Fig. 6.10(c)], a dominantly
transgranular crack propagation could be readily identified. Figure 6.11 shows typical
fractographs and a photomicrograph for a specimen that experienced transgranular
crack initiation and transgranular crack propagation. Figure 6.12 presents a case in
which the cracks initiated and propagated intergranularly.
The fatigue process consists of two phases: crack initiation and propagation. As
shown in Table 6.1, three fracture modes, namely, transgranular (trans.), intergranular (inter.), and mixed inter/trans-granular (mixed) characteristics, were observed
for the initiation and propagation of cracks. The introduction of a hold time and/or
the increase of the test temperature tended to change the fracture mode from the
155

(a)

(b)

(c)
Figure 6.10: (a) SEM fractograph. Cross-sectional views (OM) of (b) fracture surface and (c)
secondary cracks near the fracture surface. The combination of (a), (b), and (c) show the intergranular crack initiation (at A) and dominantly transgranular crack propagation (at B). Intergranular
crack propagation can occasionally be seen (at C). HAYNES 230 alloy; 927◦ C; 2.0% total strain
range; 2 min. hold time.
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(a)

(b)

(c)
Figure 6.11: (a) SEM fractograph showing three crack-initiation sites. (b) Higher magnification of
the boxed area in (a) showing fatigue striations. (c) Cross-sectional view (OM) of secondary cracks
near the fracture surface. The combination of (a), (b), and (c) illustrate that the cracks initiated
and propagated transgranularly. HAYNES 230 alloy; 816◦ C; 0.5% total strain range; without hold
times.
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(a)

(b)

(c)

(d)

Figure 6.12: (a) SEM fractograph. Cross-sectional views (OM) of (b) fracture surface, (c) tip of a
fully opened secondary crack, and (d) secondary cracks near the sample surface. The combination
of (a), (b), (c), and (d) show the intergranular crack initiation and intergranular propagation.
HAYNES 230 alloy; 816◦ C; 0.5% total strain range; 10 min. hold time.
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transgranular to mixed, and then to intergranular feature. For the two phases of the
fatigue process, the crack initiation was more severely influenced by the change of
the hold time and/or temperature, which is also confirmed by the decrease of the
ratio of Ni to Nf with increasing the hold time for the same total strain range, as
shown in Table 6.1. At 816◦ C and without a hold time, both the crack initiation
and propagation behaviors were transgranular for all the total strain ranges studied,
but with a 10 min. hold time introduced at the maximum strain, both the crack
initiation and propagation features became intergranular. At 927◦ C and without a
hold time, the crack propagation was transgranular for all the total strain ranges
studied. The crack initiation was transgranular at total strain ranges of 1.5% and
2.0%. The initiation mode changed to the mixed and intergranular modes as the
total strain range decreased. With the introduction of a 2 min. hold time at 927◦ C,
the crack initiation became intergranular for all total strain ranges, while the crack
propagation changed gradually from being transgranular to mixed and, then, to intergranular characteristics. Intergranular cracking is a manifestation of the creep
damage imposed due to the increase of the test temperature and hold time. The
transition of the cracking mode from the transgranular to intergranular feature was
accompanied by a decrease in the LCF life, as shown in Table 6.1.
Recall that the fatigue life without the hold time was longer at 927◦ C than that
at 816◦ C for the total strain ranges larger than 1.0%. For the total strain ranges
less than 1.0%, the material exhibited a normal behavior, i.e., a longer fatigue life
at a lower temperature (a longer fatigue life at 816 than 927◦ C), which is easy to
understand. The crack-initiation mode changed from being transgranular to mixed
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Figure 6.13: Plastic strain amplitudes at half-life versus reversals to failure (twice the cycles to
failure) for tests without a hold time at both 816 and 927◦ C showing that the data from two test
temperatures collapse on a single straight line.

or intergranular features for the tests at the total strain ranges less than 1.0% if
the test temperature increased from 816 to 927◦ C, as shown in Table 6.1. The
fatigue life decreased because the number of cycles for the crack initiation decreased
considerably. However, at the higher total strain ranges of 1.5% and 2.0%, the crack
initiation was still transgranular at 927◦ C. The ”abnormal” fatigue life behavior at
high total strain ranges can be understood with the aid of Coffin-Manson plots as
demonstrated in Figure 6.13. The data were from tests at both 816 and 927◦ C
without a hold time. All the data points seem to collapse on a single straight line. A
larger plastic strain amplitude at half-life corresponds to a shorter fatigue life. At the
total strain ranges less than 1.0%, the plastic strain amplitudes were larger at 927◦ C
than at 816◦ C, leading to shorter fatigue lives at 927◦ C than at 816◦ C, which is the
normal material behavior. However, a different material behavior was observed at
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the total strain ranges larger than 1.0%. The data points of the total strain ranges
of 1.5% and 2.0% are indicated. It is clear that at these two total strain ranges,
the plastic strain amplitudes at half-life were larger at 816◦ C than at 927◦ C, which
caused shorter fatigue lives at 816◦ C than at 927◦ C.
As shown in Section 6.4 and Figure 6.6, the increase of the temperature from 816
to 927◦ C decreased the hardening rate, increased the softening rate, and decreased
the number of cycles to reach the maximum peak stress. These trend indicate that
the stress relaxation was more pronounced at 927◦ C than that at 816◦ C, which is also
confirmed by a much higher percent hardening at half-life at 816◦ C than at 927◦ C,
as listed in Table 6.1. As a result, for the same total strain range, the stress range
at half-life was much higher at 816◦ C than at 927◦ C, especially at the high total
strain range (Table 6.1). It is believed that this higher stress range caused a shorter
fatigue life at 816◦ C than at 927◦ C at total strain ranges higher than 1.0%. Thus,
the abnormal fatigue life behavior can be explained with the beneficial effect of the
stress relaxation.

6.6

Conclusions

1. In general, the fatigue life of the HAYNES 230 alloy decreased as the temperature increased. However, at a total strain ranges higher than 1.0% and without
a hold time, the LCF life was longer at 927◦ C than at 816◦ C. This abnormal
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behavior was found to result from the smaller plastic strain amplitude at halflife at 927◦ C than at 816◦ C. The introduction of a hold time led to the decrease
of fatigue life.
2. At both 816 and 927◦ C, the HAYNES 230 alloy showed a cyclic hardening/softening behavior at high total strain ranges and a cyclic hardening/saturation behavior at low total strain ranges. The increase of the temperature
and/or the introduction of a hold time decreased the hardening rate and increased the softening rate.
3. The introduction of a hold time and/or the increase of the test temperature
tended to change the fracture mode from transgranular to mixed, then to intergranular. Within the two phases of the fatigue process, the crack initiation
was more severely influenced by the change of hold time and/or temperature.
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Chapter 7
Hold-Time Effects on LCF
Behavior of HAYNES R 188 Alloy
A solid-solution-strengthened cobalt-based superalloy, HAYNES 188, is currently
used in various components, such as combustor chambers, transition ducts, and
afterburner components in military and commercial aircraft-turbine engines. It is
expected that the damage from LCF, creep, environment and even their interaction
will be the main limiting factors of the service lifetimes of these components at elevated temperatures. Thus, it is very important to investigate the high-temperature,
LCF behavior of the HAYNES 188 alloy for safely designing the high-temperature
components and finding the potential usage of the alloy.
The effects of test temperature, compressive strain hold, cyclic frequency, and
aging treatment on LCF of the HAYNES 188 alloy have been studied [150,170–172].
The purpose of this investigation is to present experimental results and theoretical
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analyses of the test-temperature and tensile strain hold-time effects on LCF behavior
of HAYNES 188 at elevated temperatures in air. At the same time, life prediction is
also conducted using the frequency-modified tensile hysteresis energy methods.
Most of the tests were conducted, using specimens made from heat A materials.
Tests without hold times and with 10 min. hold at temperatures of 816 and 927◦ C
were repeated, using specimens made from heats B and C materials.

7.1

Stress Response during Cyclic Loading

The cyclic-stress responses are obtained by plotting the tensile peak stresses from the
hysteresis loops against the respective number of cycles. The cyclic-stress responses
at various strain levels without hold times for both test temperatures of 816 and
927◦ C are shown in Figures 7.1(a) and 7.1(b), respectively. It can be seen that the
cyclic-stress-response behavior is dependent on the test temperature and imposed
total strain range. At 816◦ C, if the lower total strain ranges (≤ 0.7%) are applied,
the alloy exhibits an initial cyclic hardening to the peak stress amplitude, followed by
a saturated stress-response behavior until the final drop in the cyclic-stress amplitude
due to the initiation and propagation of fatigue cracks. At higher total strain ranges
(≥ 1.0%), the alloy shows a softening regime after hardening in the early stage, and
there is no stress saturation. At 927◦ C and under all total strain ranges, the alloy
shows a softening regime after hardening in the early stage, and a peak stress can be
defined. In general, the degree of both cyclic strain hardening and softening increases
with increasing the total strain range.
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(a)

(b)

Figure 7.1: Cyclic-stress responses of tests without hold times at various total strain ranges for
HAYNES 188 (heat A) at 816 (a) and 927◦ C (b).
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(a)

(b)

Figure 7.2: Heat-to-heat variation in the cyclic-stress responses: (a) 816◦ C, 1.0% total-strain
range, without hold time; (b) 927◦ C, 1.0% total-strain range, 10 min. hold time.

Figure 7.2 presents the heat-to-heat variation in the cyclic-stress responses. Tests
considered are those with a total strain range of 1.0%, and without the hold times
at 816◦ C [Fig. 7.2(a)] and with a 10 min. hold time at 927◦ C [Fig. 7.2(b)]. The
stress amplitude at the near-start region could be influenced by the specimen-tospecimen variation [comparing the two specimens from heat B in Fig. 7.2(a), for
example], because the hardening introduced during the sample machining could be
different. This specimen-to-specimen variation was seen during the whole fatigue
process, which is different from what was observed in the HASTELLOY X alloy (see
Fig. 5.2), where, at midlife, the specimen-to-specimen variation disappeared. The
cyclic hardening and softening rates were almost the same for samples from the same
heat. However, the cyclic hardening and softening rates were slightly different for
samples from different heats.
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Figure 7.3: Effect of 2 min. hold time at the maximum strain on the cyclic stress response for
tests with various total strain ranges at 927◦ C (heat A).

In an effort to study the hold-time effect on the cyclic stress response, three
parameters in the test conditions, i.e., total strain range, hold time, and temperature,
were varied. In Figure 7.3, the total strain range was changed from 0.4 to 2.0%,
the hold time was fixed to 2 min., and the test temperature was kept at 927◦ C.
Figure 7.3 contains the similar plots as Fig. 7.1(b) except for the addition of cyclicstress-response curves of 2 min. hold-time tests for the various strain levels. The
introduction of the 2 min. hold-time decreases the hardening rate and increases the
softening rate.
In Figure 7.4, the hold time was increased up to 60 min. at a fixed 1.0% total strain
range, and the temperature was kept at 816 or 927◦ C. At 816◦ C [Fig. 7.4(a)], the
introduction of the 10 min. hold does not change the hardening rate initially. Then,
at about 50 cycles, it transforms the stress response from hardening to softening.
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(a)

(b)

Figure 7.4: Effect of increasing hold time on the cyclic-stress response at the total-strain range
of 1.0% at 816 (a) and 927◦ C (b) (heat A).
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Figure 7.5: Effect of temperature and 10 min. hold time on the cyclic-stress response at a total
strain range of 1.0% (heat A).

If the hold time increased to 60 min., the hardening rate started to decrease at 10
cycles. At 927◦ C [Fig. 7.4(b)], the introduction of the 2 min. hold does not change
the hardening rate initially. Then, at about 5 cycles, it transforms the stress response
from hardening to softening. As the hold time increased, the softening region started
earlier. With a 10 min. hold time, softening started at 3 cycles; with a 60 min. hold
time, no hardening region was observed.
In Figure 7.5, the test temperature was varied from 816 to 982◦ C with a 1.0%
total-strain range and 10 min. hold time. The increase of the temperature and
the introduction of the 10 min. hold time have similar effects on the cyclic-stress
response. They both decrease the hardening rate and increase the softening rate.
When the temperature increases to 982◦ C, the alloy shows only the strain softening
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Figure 7.6: Total-strain range as a function of cycles to failure for LCF tests without hold times
(heats A, B, and C).

and no hardening. For other tests in Fig. 7.5, the hardening regions were present;
the softening regions started earlier at higher temperatures and longer hold times.

7.2

Fatigue-Life Behavior

The employed total-strain range as a function of the fatigue life for the LCF tests
without hold times is illustrated in Figure 7.6. The fatigue life is defined as the
number of cycles to failure or specimen rupture. Generally, the fatigue life decreases
as the test temperature increases.
The relation between the fatigue-life fraction and hold time is shown in Figure 7.7.
The low-cycle fatigue life was found to decrease at the two test temperatures of 816
and 927◦ C due to the introduction of a tensile strain hold time.
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Figure 7.7: The influence of hold time on the fatigue life at the total strain range of 1.0% and
temperatures of 816 and 927◦ C (heats A, B, and C). Average data and error bars were used when
more than one test were conducted.
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(a)

(b)

Figure 7.8: Comparisons of LCF life data among HASTELLOY X, HAYNES 230, and HAYNES
188 alloys for tests without hold times and at (a) 816◦ C and (b) 927◦ C.

7.3

Comparisons of the LCF Life Data of Three
Alloys

The three superalloys, HASTELLOY X, HAYNES 230, and HAYNES 230, have
very similar applications. The component designers are often faced with the task
of choosing from the three alloys. Thus, it is important to compare the LCF and
crack-growth performance of these three alloys under identical test conditions.
The comparisons of the LCF life without hold times are shown in Figure 7.8. At
816◦ C [Fig. 7.8(a)], the three alloys show very comparable LCF lives at total strain
ranges considered. At 927◦ C [Fig. 7.8(b)], the LCF lives of HAYNES 188 and 230
alloys are longer than those of HASTELLOY X. However, the lives for the 230 and
188 alloys are similar.
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7.4

Conclusions

Based on the above analyses and discussions, some conclusions can be made:
1. In the total-strain ranges used in this investigation, increasing the test temperature from 816 to 982◦ C shortened the fatigue life. This effect is especially
clear at total-strain ranges smaller that 1.0%.
2. Introducing hold times at the maximum tensile strain is found to lead to a
significant reduction in the fatigue life.
3. The HAYNES 188 alloy can exhibit cyclic hardening, cyclic hardening followed
by softening or the saturated stress response, and cyclic softening during LCF
deformation, which is closely related to the test temperature, the imposed total
strain range, and the hold time.
4. The HAYNES 188 alloy shows a heat-to-heat variation in the cyclic stress
response curve.
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Chapter 8
Hold-Time Effects on
Crack-Growth Behavior of
HASTELLOY R X Alloy
High-temperature LCF has been recognized to be a life-limiting factor in numerous
engineering components, especially in turbine engines. The damages from fatigue,
creep, and their interaction will take place at elevated temperatures. These damage
mechanisms may influence the fatigue life either synergetically or independently. The
resistance of superalloys to fatigue and creep-fatigue is an essential requirement for
designing safely the high-temperature components and finding the potential usage of
the alloys. The creep-fatigue loading condition can be simulated to some extent in
the laboratory using tests with hold times in tension.
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The HASTELLOY X alloy is a solid-solution strengthened nickel-based superalloy
that combines the exceptional oxidation resistance, good fabricability, and excellent
high-temperature strength. The HASTELLOY X alloy is widely used in gas-turbine
engines, industrial furnace applications, and chemical-process industries. The structural components of the HASTELLOY X alloy are routinely subjected to cyclic
loading in high-temperature environments where the creep deformation becomes significant. The fatigue-damage process consists of the crack initiation and growth,
and the crack growth usually accounts for the most part of the component life in the
high-temperature environments [17]. Furthermore, some sub-sized cracks cannot be
resolved by inspection techniques available, and these cracks could grow to a critical
size during service if the inspection intervals are not set correspondingly. The capability to predict the crack-growth behavior of these high-temperature components is
vital for both the design and maintenance.
Using the linear-elastic-fracture mechanics (LEFM), the cyclic crack-growth rate,
da/dN (a is the crack length, and N is the number of fatigue cycles), has a power-law
relation with the stress-intensity-factor range, ∆K, for an extended crack-growthrate region [30]. This relation is the well-known Paris-power law. Here, da/dN is
cycle-dependent, which means that it generally doesn’t change significantly with the
frequency of the loading cycles. This trend is not true for high-temperature environments due to the time-dependent creep deformation. It is necessary to consider
both the cycle-dependent fatigue deformation and the time-dependent creep deformation when characterizing the crack-growth behavior at high temperatures. In the
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linear-summation model proposed by Saxena [131], the contributions from both fatigue and creep are considered to predict the cyclic growth rates under creep-fatigue
conditions.
In this investigation, fatigue, creep, and creep-fatigue crack-growth experiments
were conducted at 816 and 927◦ C. Creep-fatigue crack-propagation tests were obtained from the pure fatigue-crack-growth tests by introducing different hold times at
the maximum loads. The linear-summation model was applied to predict the creepfatigue crack-propagation rates from both the fatigue and the creep crack-growth
rates. The fracture surface morphology was characterized with the scanning-electron
microscopy (SEM) to study fracture mechanisms. The fractographic features were
related to the crack-growth-rate data.

8.1

Effects of Temperature and Hold Time

The tests conducted are summarized in Table 3.1. Figure 8.1 shows the crackgrowth rate results from the constant ∆P-controlled tests. The crack-growth rates
are presented in mm/cycle. At 816 ◦ C, inducing a hold time of 2 min. at the maximum
load of a triangular waveform greatly increased the crack-growth rate. The increase
√
of the crack-growth rate was greater with increasing ∆K. With a ∆K of 30 MPa m,
for example, the cyclic crack-growth rate of the 2 min.-hold test was about one order
magnitude greater than that of the zero-hold test. An increase of the hold time from
2 to 60 min. further increased the rates of crack growth. These results indicated that
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Figure 8.1: Cyclic crack-growth rates versus ∆K for all the constant ∆P -controlled crackpropagation tests.

177

the creep deformation was a significant damage component at the crack tip of the
HASTELLOY X at 816 ◦ C.
At 927 ◦ C, a similar trend to that at 816 ◦ C can be found, except that the hold
time had even more pronounced effects in increasing the crack-growth rates. For
√
example, with a ∆K of 30 MPa m, the cyclic crack-growth rate of the 2 min.-hold
test was about two orders of magnitude greater than that of the zero-hold test. A
further increase of the hold time from 2 to 60 min. increased the crack-propagation
still more. Temperature effects can be seen more clearly when tests of the same hold
time at different temperatures (816 and 927 ◦ C) were compared. With the zero-hold
time, the crack-growth rate at 927 ◦ C was greater than that at 816 ◦ C. Again, the
difference in the crack-growth rates at 816 and 927 ◦ C was greater with increasing
∆K. Thus, if the cyclic crack-growth rate is divided into two parts, the fatigue
component and the creep component, the creep component is greater with a longer
hold time, higher temperature, and/or greater ∆K.

8.2

Linear Summation Modeling

Saxena [173] proposed that a linear-summation model can be employed to quantify
the effects of creep and fatigue on the crack-growth rates during hold-time tests. The
general form of the linear-summation model can be expressed as follows [174]:


da
dN




=
total

da
dN
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Z 
+
f


da
dt
dt

(8.1)

where (da/dN )total is the cyclic crack-growth rate in the a hold-time test; (da/dN )f
R da 
dt represents the timeis the cycle-dependent crack-growth component; and
dt
dependent crack-growth part and can be calculated over one cycle from t1 = 0 to
t2 = 1/ν + thold , where ν is the frequency of the baseline zero-hold waveform, and
thold is the applied hold-time period. The fatigue component of the high-temperature
crack growth on the right side of Equation 8.1 can be approximated by the ParisPower Law (see also Equation 2.8),


da
dN



m



= C(∆K) or
f

da
dN



= C1 (∆Kef f )m1

(8.2)

f

under small-scale inelastic conditions, where ∆K and ∆Kef f are the nominal and
effective stress-intensity-factor range, respectively, and C, C1 , m, and m1 are empirical constants, which could be determined from a zero-hold test under a constant
∆P -controlled mode. Under the large-scale plasticity, ∆J could be applied to characterize the mechanical-fatigue component, (da/dN )f = C2 (∆J)m2 , where C2 and
m2 are empirical correlation constants [175].
R da 
dt, a fracture-mechanics parameter capable of correlating
To determine
dt
da/dt must be identified. As discussed earlier, Saxena [131,132] found that a parameter, K 2 /t, could be used to correlate with da/dt for the ASTM grade A 470, Class
8 Steel at 538◦ C and Type 304 SS at 538◦ C. Gayda, Gabb, and Miner [174] showed
that the parameter, K, worked well for a nickel-based superalloy, René 95, at 650o C.
The time-dependent crack-growth rate could also be correlated with time-dependent
fracture mechanics parameters, C ∗ , C(t), or Ct (see Section 11.1.2).
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In this investigation, it was found that K could be used to correlate with the
creep crack-growth rates, as will be shown later. Thus,
da
= A(K)n
dt

(8.3)

where A and n can be determined from the infinite-hold crack-growth test.
Substituting Eqs. 8.2 and 8.3 into Equation 8.1 results in


da
dN



m

= B(∆K) +

Z

(A(K)n )dt

(8.4)

total

For the symmetric, triangular waveform with an optional hold time at the maximum
load employed in this work, Equation 8.4 can be represented as [174]:


da
dN



= B(∆K)m + A(∆K)n [Z/(υ(n + 1)) + thold /(1 − R)n ]

(8.5)

total

where υ is the frequency of the waveform, thold is the hold time at the maximum
load, R is the R-ratio, and Z = (1 − Rn+1 )/(1 − R)n+1 .
Figure 8.2 shows the da/dN vs ∆K data for the zero-hold test at 816 ◦ C. Note that
the log(da/dN ) versus log(∆K) plot could be approximated by a straight line, which
indicates that da/dN could be correlated with ∆K according to the Paris-power law,
Eq. 8.2. Constants in Eq. 8.2 were obtained using a simple linear regression analysis
of the log(da/dN ) versus log(∆K) plot. The fatigue crack-growth rate could be
expressed as:


da
dN



= 1.0 × 10−6 (∆K)2.3
f atigue
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(8.6)
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Figure 8.2: Fatigue crack-growth rate versus ∆K at 816◦ C.
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Figure 8.3: Creep crack-growth rate versus K at 816◦ C.

√
where da/dN is in mm/cyc. and ∆K in MPa m.
The creep-crack-growth rates were plotted versus the parameter, K, as shown in
Figures 8.3. The log(da/dt) vs log(K) data follows a straight line, which indicates
that da/dt could be correlated with K very well. The pure creep crack-growth rate
could be expressed as:
da
= 5.0 × 10−15 K 7.0
dt
√
where da/dt is in mm/min., and K in MPa m.

(8.7)

Similarly, the fatigue-crack-growth rate and pure creep crack-growth rate at 927
◦

C could be expressed, respectively, as:


da
dN



= 5.0 × 10−11 (∆K)5.5

(8.8)

f atigue

and
da
= 3.0 × 10−12 K 6.1
dt
182

(8.9)

Table 8.1: Material Constants in Equation 8.5 for the HASTELLOY X Alloy

Temp
◦
C
B
816
1.0×10−6
927 5.0×10−11

Material
m
2.3
5.5

Constants
A
5.0×10−15
3.0 × 10−12

n
7.0
6.1

√
where da/dN is in mm/cyc., da/dt in mm/min., and ∆K and K in MPa m.
The material constants thus obtained are listed in Table 8.1.
Figure 8.4 shows the measured and predicted crack-growth rates versus ∆K plots
for tests under a constant ∆P -controlled mode. Using Equation 8.5, the linearsummation model predicted the crack-growth behavior quite well at the hold times
of 2 and 60 min., regardless of the test temperature.
Shown in Figure 8.5 are the measured and predicted cyclic crack-growth rates
versus hold time plots for the tests under a constant ∆K-controlled mode. Experimental data show that the introduction of a hold time at the maximum load leads to
an increase in the cyclic crack-growth rate. The longer the hold time, the greater the
cyclic crack-growth rate. The predicted data have the same trend. It was noted that
the predicted growth rates were greater than the measured ones, especially for the
test at 816◦ C. We observed the same phenomenon for the HAYNES 230 alloy [140].
The reason is not very clear at this point. It might be due to the fact that only the
constant ∆K-controlled test was conducted to obtain crack-growth rates at different
hold times using one specimen. The hold times were introduced in the sequence of
0.05, 0.167, 0.5, 2, and 60 min., from shorter to longer hold times. It is likely that
the stress-strain field established in shorter hold-time periods will have an influence
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(a)

(b)

(c)

(d)

Figure 8.4: Experimental and predicted da/dN versus ∆K curves for crack-growth tests under
a constant ∆P -controlled mode: (a) 816◦ C, 2-min. hold; (b) 816◦ C, 1-h. hold; (c) 927◦ C, 2-min.
hold; and (d) 927◦ C, 1-h. hold.
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(a)

(b)

Figure 8.5: Experimental and predicted da/dN versus hold-time curves for crack-growth tests
under a constant ∆K-controlled mode: (a) 816 and (b) 927◦ C.
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Table 8.2: Difference in Crack-Growth Rates between the Constant ∆P -and Constant ∆KControlled Tests

∆K
√
MPa m

27.5

Temp Hold time Control Mode
◦
C
min
2
Constant ∆P
816
Constant ∆K
60
Constant ∆P
Constant ∆K
927
2
Constant ∆P
Constant ∆K

da/dN
mm/cycle
0.012
0.006
0.375
0.132
0.370
0.267

on the crack-growth behavior in the subsequent longer hold-time periods. This effect can be seen more clearly when the results from the constant ∆P - and constant
∆K-controlled tests are compared, as shown in Table 8.2.
√
For the same ∆K value of 27.5 MPa m, the cyclic crack-growth rate, da/dN ,
obtained from the constant ∆P -controlled test at 816◦ C is always greater than that
obtained from the constant ∆K-controlled test at the hold times of 2 and 60 min.
The same trend was also found at the hold time of 2 min. and the temperature of
927◦ C (Table 8.2). Future work is needed to clarify this issue.

8.3

Fractography

Figure 8.6 shows typical transgranular cracking in the HASTELLOY X alloy. The
same regions before and after the oxide-removal procedure are compared. The sample
was tested at 816◦ C without a hold time. Well-defined fatigue striations can be
observed. The fracture morphology after the oxide-removal procedure [Fig. 8.6(b)]
was clearer than that before the oxide-removal procedure [Fig. 8.6(a)]. The fatigue
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(a)

(b)

Figure 8.6: Fracture appearances of identical regions before (a) and after (b) the oxide-removal
procedure showing transgranular cracking. HASTELLOY X, 816◦ C, zero hold time.
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(a)

(b)

Figure 8.7: Fracture appearances of identical regions before (a) and after (b) the oxide-removal
procedure showing intergranular cracking. The grain boundaries covered with oxides were revealed
after the oxide-removal procedure (short arrows). HASTELLOY X, 927◦ C, infinite hold time.

striations in Fig. 8.6(a) were partially covered by a thin oxide layer. The typical
intergranular cracking in HASTELLOY X was demonstrated in Figure 8.7. The
sample was tested at 927◦ C with an infinite hold time. The oxide-removal procedure
had significant effects on the fracture appearance. The oxide layer covering the grain
boundaries in Fig. 8.7(a) was removed in Fig 8.7(b), resulting in a better grainstructure appearance. The crack growth was transgranular in the tests without a
hold time. With a 2 min. hold time, the cracking paths became mainly intergranular
at both 816 and 927◦ C (Figure 8.8).
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(a)

(b)

Figure 8.8: The cracking paths of the HASTELLOY X alloy in crack-growth tests with a 2 min.
hold time at 816 (a) and 927◦ C (b). Note the difference of the fracture appearance between the
transgranular precrack and the dominantly intergranular high-temperature crack-growth regions.
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8.4

Conclusions

The crack-growth behavior of a nickel-based HASTELLOY X superalloy at 816 and
927◦ C was investigated. The fatigue crack-growth rate could be related to the stressintensity-factor range, ∆K, and the creep crack-growth rate could be correlated with
the stress-intensity factor, K. The introduction of a hold time at the maximum load
led to an increase in the cyclic crack-growth rate. Accordingly, the cracking paths
changed from the transgranular to mainly intergranular characteristics, indicating
that the time-dependent damage mechanisms (creep and oxidation) became more active as the hold time increased. The crack grew faster at a higher temperature. The
crack-growth rates in the hold-time tests were predicted from the crack-propagation
rates obtained in both the fatigue (zero-hold) and the creep (infinite-hold) crackgrowth experiments using a semi-empirical linear-summation model. Under a constant ∆P -controlled mode, the predictions are successful. However, under a constant
∆K-controlled mode, the predicted crack-growth rates seem to be somewhat greater
than the measured ones.
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Chapter 9
Hold-Time Effects on
Crack-Growth Behavior of
HAYNES R 230 R Alloy
Nickel-based superalloys are widely used for many high-temperature components in
the aerospace, power, chemical-process, and industrial-heating industries. One of the
critical loading forms that lead to failures of these components is creep-fatigue, i.e.,
the combination of the monotonic creep and cyclic deformation [low-cycle fatigue
(LCF)] at high temperatures. Nickel-based superalloys include both age-hardenable
alloys and solid-solution-strengthened (or non-age hardenable) alloys. The creepfatigue behavior of the age-hardenable alloys, especially in their single crystal form,
has received extensive studies [164,176–179,179–183]. However, the creep-fatigue research on the solid-solution-strengthened alloys is limited [184–186]. The HAYNES
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230 alloy is a solid-solution-strengthened nickel-based superalloy. The complex loading, which the components made of the HAYNES 230 materials are subjected to in
service, can often be simplified with one of the two basic loading forms, (a) LCF
loading with a hold time at a constant tensile strain or (b) with a hold time at the
constant compressive strain [187]. The fatigue-damage process consists of the crack
initiation and growth, and the crack-propagation contribution usually accounts for
the most part of the component life during LCF loading in the high-temperature environments [17]. Furthermore, some sub-sized cracks cannot be resolved by inspection
techniques available, and these cracks could grow to a critical size during service, if
inspection intervals are not set correspondingly. The capability to predict the crackgrowth behavior of these high-temperature components is vital for both the design
and maintenance. The effect of the tensile hold time on the cyclic loading has been
found to mostly result in an increase in the crack-growth rate per cycle. A Type 316
stainless steel was tested with and without a 1-min. hold time at the maximum load
in vacuum at 593◦ C [188]. The fatigue-crack-growth rate with a 1-min. hold time was
100 times greater than when no hold time was present. For the tests of a titanium
alloy in air at room temperature, it was found that a 5-min. hold at the maximum
tensile stress produced at least an order of magnitude increase in the fatigue-crackgrowth rate [189]. In the study of the INCONEL 718 alloy, the introduction of a
1-min. hold time was found to result in a twofold increase in the fatigue-crack-growth
rate, compared to those measured under continuous cycling [190]. Accompanying
the substantial increase in the fatigue-crack-growth rate was usually a change in
the fracture appearance from a principally fatigue-dominated transgranular fracture
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with striations to a primarily intergranular fracture. Sometimes, the introduction
of the hold time was found to decrease the fatigue-crack-growth rate at elevated
temperatures [115, 165, 191]. This beneficial effect of the hold time was due to the
creep-stress relaxation, which lowered the effective stress at the crack tip. In the
present study, crack-growth experiments were performed on the HAYNES 230 superalloy in the laboratory air using compact-tension (CT) specimens. The selected
test temperatures are 649, 816, and 927◦ C, which are typical application temperatures. The tests were conducted under both constant stress-intensity-factor-range
(∆K) and constant load-range (∆P ) control modes. Different hold times were imposed at the maximum load of the fatigue cycles. The influence of the temperature
and hold time on the fatigue-crack-growth rate was investigated. Fractography and
the cross-sections through the fracture surfaces were examined, using the scanningelectron microscopy (SEM) and optical microscopy (OM) to investigate the fracture
mechanisms.

9.1

Crack Propagation under Constant-∆K Control

Figure 9.1 shows the results of the crack-propagation tests under a constant-∆K
control for the HAYNES 230 alloy. The crack advance per cycle, da/dN , is plotted
versus the hold time introduced at the maximum stress. The applied ∆K level was
√
27.5 MPa m for all the experiments. Thus, as the temperature and/or the hold
time increased, the cyclic crack-growth rate increased.
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Figure 9.1:
√ Effect of temperature and hold time on the crack-growth rate per cycle, at ∆K =
27.5 MPa m for the HAYNES 230 alloy.
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The hold time can be converted to the test frequency by the equation,

f = (T + τh )−1

(9.1)

where f is the frequency, T the cyclic time of the baseline triangular waveform (which
is 0.05 min. in this investigation), and th the hold time imposed at the maximum
tensile stress. The cyclic-crack-growth rate, da/dN , versus frequency values are plotted in Fig. 9.2(a). Figure 9.2(b) shows the crack-growth rate per second, da/dt, as
a function of the test frequency. The cycle-dependent and time-dependent crackgrowth regions are indicated in Figs. 9.2(a) and (b), respectively. The crack-growth
rates per second, da/dt, for time-dependent-cracking lines in Fig. 9.2(b) were obtained from tests with the infinite hold time for all the three temperatures of 649,
816, and 927◦ C. At 927◦ C, the slope of the log-log plot in Fig. 9.2(a) is 1; i.e., the
cyclic crack-growth rate is inversely proportional to the cyclic frequency. This trend
indicates that the crack length is a direct function of time, with no dependence on
the cycle count. This behavior is confirmed in Fig. 9.2(b), where the crack-growth
rate per second, da/dt, is insensitive to the test frequency. Thus, the crack-growth
behavior at 927◦ C is totally time-dependent for all the frequencies considered in
this study [73]. At 816◦ C, the crack-growth behavior was time-dependent at frequencies below 0.001 Hz. As the frequency increased from 0.001 Hz to 0.3 Hz, the
crack length became a function of both the time and cycle [69]. At the frequencies
above 0.3 Hz, the crack-growth rate was independent of the test frequency, where
the crack length at any time is a function of the number of the applied stress cycle,
i.e., cycle-dependent [29]. At 649◦ C, the crack-growth behavior was both time- and
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Figure 9.2: Frequency dependence of (a) da/dN and (b) da/dt, at ∆K = 27.5 MPa m for
the HAYNES 230 alloy. Cycle-dependent and time-dependent cracking behaviors in the different
frequency range were shown.
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cycle-dependent at the frequencies from 5×10−5 Hz to 0.1 Hz considered in this investigation, and was only cycle-dependent at frequencies above 0.1 Hz. The frequencies
considered in this study were not low enough to see totally time-dependent cracking
at 649◦ C. The transition from the cycle-dependent to mixed-time-cycle-dependent
cracking mode took place at a lower frequency (0.1 Hz) at 649◦ C, compared to that
(0.3 Hz) at 816◦ C. In Figs. 9.2(a) and (b), it can be seen that increasing the test
temperature from 649 to 927◦ C increased the rate of crack propagation.
The creep-damage-zone size at the crack tip is time-dependent, and it grows faster
at higher temperature. However, the fatigue-damage-zone size is dependent on the
∆K value, which usually won’t change much during a crack growth experiment.
At a short hold time and low temperature, the creep-zone size is small relative to
the fatigue-zone size during all the crack-growth period since the creep zone grows
very slowly, resulting in cycle-dependent cracking. At a long hold time and high
temperature, the creep zone grows larger than the fatigue zone within the first few
cycles and the crack growth rate becomes dependent on time. In between, it is
expected that the cracking will depend on both cycle and time.

9.2

Crack Propagation under Constant-∆P Control

Figure 9.3 shows the crack-growth-rate results from the constant ∆P -controlled experiments. At 816◦ C, introducing a hold time of 2 min. at the maximum load of a
triangular waveform greatly increased the crack-propagation rate. The increase of
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Figure 9.3:
Cyclic-crack-growth rates versus ∆K for the constant-∆P -controlled crackpropagation tests with zero and 2-min. hold times for the HAYNES 230 alloy.
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√
the crack-growth rate was greater with increasing ∆K. With a ∆K of 30 MPa m,
for example, the cyclic crack-growth rate of the 2 min.-hold test was about one order magnitude greater than that of the zero-hold test. These results indicated that
the creep deformation was a significant damage component at the crack tip of the
HAYNES 230 alloy at 816◦ C. At 927◦ C, a trend similar to that at 816◦ C can be
noted, except that the hold time had even more pronounced effects in increasing
√
the crack-growth rates. For example, with a ∆K of 30 MPa m, the cyclic crackgrowth rate of the 2 min.-hold test was about two orders of magnitude greater than
that of the zero-hold test. Similar to the trend observed at 816◦ C, the effect of the
hold time on the crack-propagation behavior increased with increasing ∆K at 927◦ C.
Temperature effects can be seen more clearly when tests of the same hold time at
different temperatures (816◦ C and 927◦ C) were compared. With the zero-hold time,
the crack-growth rate at 927◦ C was greater than that at 816◦ C. For example, at
√
a ∆K of 30 MPa m, da/dN at 927◦ C is about three times greater than that at
816◦ C. With the hold time of 2 min., the crack grew faster at 927◦ C than at 816◦ C.
√
For instance, at a ∆K of 30 MPa m, the crack-propagation rates were sixty times
greater at 927◦ C than at 816◦ C. Again, the difference in the crack-growth rates at
816◦ C and 927◦ C was greater with increasing ∆K. Moreover, increasing the hold
time increased the effect of the temperature on the rates of crack propagation.
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(b)

(a)

Figure 9.4: Optical micrographs of the cross-sections through the fractured surfaces showing: (a)
Transgranular cracking (0.05-min. hold time), and (b) Mixed transgranular/intergranular cracking
(300-min.
hold time). Arrows indicate the crack-growth direction. HAYNES 230 alloy, ∆K = 27.5
√
MPa m, 649◦ C.

9.3

Metallography of Cross Sections through Fractured Surfaces

Fractured samples after the tests under a constant-∆K control were subjected to
metallographic analyses. Figures 9.4, 9.5, and 9.6 show the typical optical micrographs of the cross-sections through the fractured surfaces obtained from tests at
√
649◦ C, 816◦ C, and 927◦ C, respectively. The ∆K in these tests was 27.5 MPa m.
The fracture at 649◦ C with a 0.05-min. hold time was predominantly transgranular (TG) [Fig. 9.4(a)]. Transgranular slip lines near the main fracture path can be
clearly identified. Viewed with unaided eyes, the fracture surface is relatively flat
and smooth. As the hold time increased to greater than 0.05 min., the crack grew by
a mixed transgranular-intergranular (TIG) path, and the fracture surface becomes
rough [Fig. 9.4(b)] for the 300-min. hold test. A typical TIG cracking is shown in
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(a)

(b)

(c)
Figure 9.5: Optical micrographs of the cross-sections through the fractured surfaces showing: (a)
Transgranular cracking (zero hold time), (b) Mixed transgranular/intergranular cracking (2-min.
and 10-min. hold times), and (c) Intergranular cracking (300-min. √
hold time). Solid arrows indicate
the crack-growth direction. HAYNES 230 alloy, ∆K = 27.5 MPa m, 816◦ C.
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(a)

(b)
Figure 9.6: Optical micrographs of the cross-sections through the fractured surfaces showing: (a)
Intergranular cracking (10-min. hold time), and (b) Extensive voiding along the grain boundary in
the necking region (infinite
√ hold time). Arrows indicate the crack-growth direction. HAYNES 230
alloy, ∆K = 27.5 MPa m, 927◦ C.
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Fig. 9.4(b), where secondary cracking along the grain boundary can be observed. At
816◦ C, the cracking mode was transgranular without hold time [Fig. 9.5(a)]. As the
hold time increased, the intergranular-cracking component increased [Figs. 9.5(b) and
9.5(c) for the 2-min., 10-min., and 300-min. hold tests, respectively]. With the hold
time longer than 1 hr., the intergranular (IG) cracking predominated [Fig. 9.5(c)].
Note that the typical mixed TIG and IG cracking at 816◦ C was shown in Figs. 9.5(b)
and 9.5(c), respectively. At 927◦ C, the crack path was predominantly IG for all the
hold times considered [Fig. 9.6(a) for the 10-min. hold test]. Considerable necking
occurred near the fracture surface at 927◦ C with an infinite hold time [Fig. 9.6(b)].
Extensive voiding along the grain boundary could be found in the necked region
[Fig. 9.6(b)].
Figure 9.7 summarizes the cross-sectional analyses on the fractured surfaces of the
constant-∆K-control-tested samples. As the hold time increased, the cracking mode
changed from TG to TIG, then from TIG to IG. These transitions took place with
shorter hold times at higher temperatures. For example, at 649◦ C, the TG-to-TIG
transition occurred when the hold time increased from 0.05 min. to 0.167 min. At
816◦ C, it occurred when the hold time increased from 0 min. to 0.05 min. At 927◦ C,
the TG-to-TIG transition did not occur because the cracking mode was IG already
with a zero hold time. As listed in Table 9.1, the TG cracking mode corresponded to
the cycle-dependent crack growth, TIG to the cycle- and time-dependent behavior,
and, IG to the time-dependent behavior. As indicated earlier, the crack-growth kinetics changed from the cycle-dependent to time-dependent behavior as the hold time
increased (the frequency decreases, Table 9.1 and Fig. 9.2). At higher temperatures,
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Figure 9.7: Summary of cross-sectional analyses on the fractured surfaces of the constant-∆Kcontrol-tested samples, indicating that the transition of the cracking mode from the transgranular to
intergranular fracture occurs
√ at shorter hold times with increasing the test temperature. HAYNES
230 alloy, ∆K = 27.5 MPa m.

Table 9.1: Correspondence of the Cracking Path with the Cycle/Time Dependence of the Crack
Growth Rates
649
◦
C
816
◦
C
927
◦
C

Hold time (min.)
0
0.05
0.167
0.5
2
10
60
300
Cycle/time dependence C1
C
C+T2 C+T C+T C+T C+T C+T
Cracking path
TG3 TG
TIG4
TIG
TIG
TIG
TIG
TIG
Cycle/time dependence C
C+T C+T
C+T C+T C+T T
T
Cracking path
TG
TIG
TIG
TIG
TIG
TIG
IG5
IG
Cycle/time dependence T
T
T
T
T
T
T
T
Cracking path
IG
IG
IG
IG
IG
IG
IG
IG
1
C = Cycle-dependent, 2 T = Time-dependent, 3 TG =Transgranular, 4 TIG = Mixed
transgranular-intergranular, 5 IG = Intergranular
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inf.
T
IG
T
IG
T
IG

this transition occurred at a shorter hold time (Table 9.1). Accordingly, the cracking changed from a transgranular to intergranular mode as the hold time increased
(Table 9.1 and Fig. 9.7). At higher temperatures, the transgranular-intergranular
transition occurred at a shorter hold time (Fig. 9.7).

9.4

Fractography

After the crack-growth experiments at high temperatures, the failed samples were
cleaned with the aforementioned technique (see Chapter 4 and Ref. [139]). Typical
√
transgranular and intergranular fracture appearances with a ∆K of 27.5 MPa m
under a constant-∆P -controlled mode are shown in Figures 9.8 and 9.9, respectively. The effect of the temperature and hold time on the fracture mode can be
assessed. The fracture at 816◦ C without a hold time was predominantly transgranular (Fig. 9.8). Well-defined ductile fatigue striations could be found all over the
fracture surface. Secondary cracks along the grain boundary could sometimes been
observed, suggesting that creep deformation had some (although very small) influence on the crack-growth process. When the 2-min. hold time was introduced at
the maximum load, the fracture path was more intergranular, compared to that at
zero hold time. Rarely, fatigue striations could be found in some areas. The fracture
path, therefore, was of a mixed transgranular/intergranular nature, which agrees well
with the mechanical data and the results of through-section analyses (Figs. 9.2 and
9.5, respectively). At 927◦ C without the hold time, the fracture was rougher and intergranular, as compared to that at 816◦ C without the hold time. Fatigue striations
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(a)

(b)

Figure 9.8: Fatigue-fracture
surfaces of the HAYNES 230 alloy in air at 816◦ C, zero hold time,
√
and ∆K = 27.5 MPa m. (a) Transgranular fracture with crystallographic facets, and (b) Highermagnification view of the area in the rectangle in (a), showing well-defined ductile striations. The
arrow indicates the crack-growth direction.

(b)

(a)

Figure 9.9: Fatigue-fracture
surfaces of the HAYNES 230 alloy in air at 927◦ C, 2-min. hold time,
√
and ∆K = 27.5 MPa m. (a) Intergranular facture, (b) Higher-magnification view of the area in
the rectangle in (a), showing grain facets. The arrow indicates the crack-growth direction.
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could be found through larger grains, and the spacing of the striations was greater
at 927◦ C, as compared to that at 816◦ C. Imposing a 2-min. hold period caused the
fracture to become completely intergranular [Fig. 9.9(a)]. Small dimples could be
noticed on the grain facets [Fig. 9.9(b)]. Thus, as the temperature increased and/or
hold period was introduced, the fracture path became more intergranular, as also
found in Fig. 9.7. The presence of the intergranular fracture corresponded to an
increase in the crack-growth rate, relative to the transgranular fracture (Figs. 9.1
and 9.7). In particular, with the introduction of a hold time at a given temperature,
intergranular fracture was initiated, and the rate of crack propagation increased with
increasing the hold time. At higher temperatures, the greater extent of the intergranular fracture generally increases the crack-growth rates.

9.5

Conclusions

Fatigue-crack-growth behavior at temperatures of 649◦ C, 816◦ C, and 927◦ C has been
studied for the HAYNES 230 alloy. The cyclic crack-growth rate increased dramatically when a hold time was imposed at the maximum load. The present results
showed that, as the hold time increased, the crack-growth kinetics changed from
the cycle-dependent to time-dependent behavior. This cycle/time-dependence transition occurred at a smaller hold time if the test temperature was higher. The metallographic and fractographic assessment showed that, as the hold time increased,
the fracture changed from a transgranular to intergranular mode. This transgranular/intergranular transition occurred at a smaller hold time if the test temperature
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was higher. The crack-propagation rates and the results from metallographic and
fractographic analyses agreed well with each other. In other words, the cycle/time
dependence of the crack-growth rate corresponded to the transgranular/intergranular
fracture path, respectively.
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Chapter 10
Fracture Modes of HAYNES R
230 R Alloy during Fatigue Crack
Growth
Fractographic evaluation is one of the major techniques to study the failure mechanisms during failure analyses. When a failed component is received, the first step
is usually to consult the fractography handbooks and literature if the material used
to make the component is widely used. However, the fractography of the HAYNES
230 alloy has not been well documented in the literature. In light of the increasing
applications of this material, the objective of this investigation was to record its fractographic features resulting from fatigue-crack growth and overload. In addition, the
effects of the temperature, hold time, and stress-intensity-factor range on fracture
topographic features were discussed.

209

10.1

Experiment

In the as-received condition, the HAYNES 230 alloy was primarily composed of a
face-center-cubic (fcc) austenite with carbide particles [Fig. 10.1(a)]. The grain size
was around 70 µm. The particles were tungsten-rich primary carbides of the M6 Ctype [136], many of which were elongated and distributed along the rolling direction.
At a higher magnification, some secondary particles could be found along the grain
boundaries [Fig. 10.1(b)], which were chromium-rich M23 C6 -type carbides [136].
Fatigue-crack-growth tests were conducted on compact-tension (CT) specimens
of the HAYNES 230 alloy at room temperature (24◦ C), 816◦ C, and 927◦ C. At room
temperature, a fatigue waveform with a frequency of 10 Hz was applied. The basic fatigue waveform for high-temperature tests was triangular with a frequency of
0.33 Hz. A 2-min. hold time was imposed to the basic triangular waveform at the
maximum load to study the hold-time effect. In addition, creep-crack-growth tests
were conducted with a constant load. Some tests were stopped before the final fracture, and the specimens were separated into two pieces at room temperature by a
monotonic overload. Other tests were run until the final fracture. Fracture surfaces
failed at high temperatures were covered with a dark layer of oxides, making the
fracture features difficult to identity in some samples. An oxide-stripping technique
was applied to remove the oxide layer [see Chapter 4 and Ref. [139]]. Figure 10.2
demonstrates how the oxide-removal procedure changed the fracture appearance at
a low magnification. Before cleaning, the fracture surface was dark and, after cleaning, it became shiny. Also notice that the fracture surface consisted of two parts,
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(a)

(b)
Figure 10.1: Microstructures of an as-received HAYNES 230 sample. (a) Some primary M6 C
carbides were elongated and distributed along the rolling direction; (b) Secondary M23 C6 carbides
precipitated along the grain boundary.
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Figure 10.2: The effect of the oxide removal procedure on the fracture appearance of HAYNES
230. Before cleaning, the fracture surface was covered with a dark oxide layer; after cleaning, the
fracture surface became shiny.
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Figure 10.3: The fatigue-crack-growth rates as a function of ∆K at different temperatures without
a hold time for HAYNES 230 alloy.

the fatigue part and the overload part, which will be discussed separately in following sections. The fracture surface morphologies, before and after the cleaning, were
compared, and the better ones will be reported here. Hereafter, when a micrograph
of a cleaned fracture surface is shown, the word “cleaned” will appear in the figure
caption. Otherwise, the photo of the fracture surface before cleaning is shown. The
scanning-electron microscopy (SEM) was used to record the fracture-surface features
of the samples.

10.2

Fatigue Fractography

The fatigue-crack-growth rates at different temperatures as a function of the stressintensity-factor range (∆K) are shown in Figure 10.3. The crack-growth rate in-
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Figure 10.4: Typical fatigue fractography of HAYNES 230 at room temperature. The presence
of M23 C6 carbides at the crack front influenced the stress distribution, resulting in variations in the
crack path. The crack grew from right to left.

creased as the ∆K value increased, following the Paris power law. The test temperature had a significant effect. For a same ∆K value, the crack-growth rate was
one order of magnitude higher at 816◦ C than that at room temperature. A further
increase of the temperature from 816◦ C to 927◦ C resulted in doubled crack growth
rates.
Figure 10.4 shows the typical fatigue fractography at 24◦ C. Notice the well-defined
ductile fatigue striations. The presence of M6 C carbides at the crack front influenced
the stress distribution, resulting in local changes of the crack path. In particular, the
crack often deviated from its original path to the carbide-matrix interfaces (the larger
boxed area in Fig. 10.4). When the carbides were passed, the crack went back to its
original path. Some of the larger carbides were broken, leading to secondary cracks
(the smaller boxed area in Fig. 10.4). The effect of the stress-intensity-factor range
(∆K) is illustrated in Figure 10.5. Micrographs are shown for ∆K values of 40, 50,
√
and 70 MPa m. A faceted fatigue appearance was found for all three ∆K values.
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Figure 10.5: Fatigue fractography in HAYNES 230 as a function of the stress-intensity-factor
√
range, ∆K. Test condition, 24◦ C, 10 Hz, R=0.05. ∆K = 40 (a), 50 (b), and 70 (c) MPa m. The
fatigue striations spacing increased as the ∆K value increased. The crack grew from left to right.
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The fatigue-striation spacing increased as the ∆K value increased. At a ∆K value of
√
70 MPa m [see Fig. 10.5(c)], carbides were frequently found cleaved due to the high
stress level at the crack front. In contrast, the carbides were less likely to cleave at
√
√
lower ∆K values (Fig. 10.5(a) and 10.5(b)), for ∆K of 40 MPa m and 50 MPa m,
respectively). The carbides sometimes decreased the crack growth rate locally, as
indicated by the smaller spacing of the fatigue striations as the crack approached
the carbide (boxed area in Fig.. 10.5(c)). Figure 10.6 shows the typical fatigue surfaces features observed at 816◦ C. Note the cleavage-like facets of the size of grains in
Fig. 10.6(a). The insert shows fatigue striations on these facets. The crack sometimes
propagated along the grain boundary [arrows in Fig. 10.6(b)]. The grain boundary
appeared rough due to the secondary M23 C6 carbides [see Fig. 10.1(b) for a view of
grain boundary carbides]. The effect of ∆K is illustrated in Figure 10.7. At the ∆K
√
values of 24, 30, and 40 MPa m [Figs. 10.7(a), (b), and (c), respectively], a transgranular appearance was observed. The spacing of the fatigue striations increased as
√
the ∆K value increased. As the ∆K value increased to 55 MPa m [Fig. 10.7(d)],
rough and unconventional fracture morphology resulted. It bore some similarity to
the tearing topography surface (TTS) reported in the literature [192–194]. The high
stress level at the crack front led to a widespread cleavage of the carbides, forming
numerous microcracks at the crack tip. The load-bearing regions between these microcracks failed by a tearing process [192]. The fatigue striations still formed, but
were frequently interrupted [an arrow in Fig. 10.7(d)]. This fracture mode was different from the dimpled rupture. The stress level at the crack tip was high enough
to cleave the carbide, but not high enough to produce the dimples. As the ∆K value
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(a)

(b)
Figure 10.6: Typical fatigue fractography of HAYNES 230 at 816◦ C. (a) Fracture surface with
cleavage-like facets of the grain size (cleaned). The insert shows fatigue striations on these facets.
(b) The crack occasionally propagated along the grain-boundary (arrows) (cleaned). The grain
boundary appeared rough due to the√secondary M23 C6 carbides [see Fig. 10.1(b) for a view of grain
boundary carbides]. ∆K = 30 MPa m and zero hold time for both (a) and (b). The crack grew
from left to right.
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Figure 10.7: Fatigue fractography of HAYNES 230 as a function of the stress-intensity factor
range, ∆K. Test condition, √816◦ C, 0.33 Hz, R = 0.05. The ∆K values in (a), (b), (c), and (d)
were 24, 30, 40, and 55 MPa m, respectively. The fatigue striations spacing increased, as the ∆K
value increased. The crack grew from left to right.
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increased further, an overload dimple rupture occurred, which will be discussed in
Section 10.3. The effects of the hold time and oxide removal on the fracture appearance of HAYNES 230 at 816◦ C are exhibited in Figure 10.8. Before the application
of the oxide-removal procedure [139], the fracture surface was covered with an oxide
layer, which precluded the identification of fracture details [Fig. 10.8(a)]. The insert
shows the appearance of the oxide crystals. Although the oxide-removal technique
would not damage the fracture details, the oxides consumed the fresh materials during their formation, and some of the fracture details could be lost [139]. Still, the
removal of the oxide layer revealed some important fracture features [Fig. 10.8(b)].
For example, an intergranular fracture could occasionally be identified (in a boxed
region), which resulted from the introduction of a 2-min. hold time. With infinite
hold time [Fig. 10.8(c)], the sample failed by a combination of the intergranular
cracking and dimple rupture (an arrow indicates a dimpled rupture region). Figure 10.9 illustrates the effect of ∆K on the fatigue-fracture features at 927◦ C. At low
√
∆K levels [21 and 27.5 MPa m for Fig. 10.9(a) and (b), respectively], the fracture
surfaces were characterized by a faceted appearance with fatigue striations. The
fatigue-striation spacing increased as the ∆K value increased [compare inserts in
√
Fig. 10.9(a) and (b)]. As the ∆K value continued to increase to 37.5 MPa m, a
combination of dimpled rupture, microplastic tearings, and fatigue-striations was observed [Fig. 10.9(c)], which was similar to Fig. 10.8(c) at 816◦ C. A further increase of
√
the ∆K value to 58 MPa m led to a complete dimpled rupture [Fig. 10.9(d)], which
was, in fact, an overload fracture. Figure 10.10 demonstrates the hold-time effect on
the fracture appearance of the HAYNES 230 alloy at 927◦ C. An introduction of a
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(a)

(b)

(c)
Figure 10.8: Effects of oxide removal technique and hold time on the fracture appearance of
HAYNES 230 at 816◦ C. (a) √
The oxide layer precluded the identification of fracture details (2-min.
features
hold time, ∆K = 26.5 MPa m). The insert shows the oxide crystals. (b) Some fracture
√
were revealed after the oxides were removed (2-min. hold time, ∆K = 26.5 MPa m) (cleaned).
For example, an intergranular fracture could sometimes be identified (boxed region). (c) With the
infinite hold time, the sample failed
by a combination of dominant intergranular cracking and some
√
dimpled rupture (K= 25 MPa m) (cleaned).
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Figure 10.9: Fatigue fractography in HAYNES 230 as a function of the stress-intensity-factor
range, ∆K. Test condition, 927√◦ C, 0.33 Hz, R = 0.05. The ∆K values in (a), (b), (c), and (d)
were 21, 27.5, 37.5, and 58 MPa m, respectively (all cleaned). In (a) and (b), the fracture surfaces
were characterized by a faceted appearance with fatigue striations. The fatigue-striation spacing
increased as ∆K increased [compare inserts in (a) and (b)]. A further increase of the ∆K value led
to microplastic tearing (c) and dimpled rupture (d). The crack grew from left to right.
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(a)

(b)
Figure 10.10: Hold-time effect on the fracture appearance of HAYNES 230 at 927◦ C. (a)
√ An
introduction of 2-min. hold time led to a dominant intergranular fracture (∆K = 26.5 MPa m).
The insert shows the grain-face morphology.
(b) Intergranular facture with an infinite hold time
√
(creep-crack growth test) (K= 25 MPa m). All cleaned. The crack grew from left to right.
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Figure 10.11: The transition from the fatigue fracture to the overload dimpled rupture at room
temperature. Note the shallow and poorly defined fatigue striations (in a boxed area). The crack
grew from right to left.

2-min. hold time led to a dominant intergranular fracture [Fig. 10.10(a)], which was
the characteristic cracking mode in the creep-crack-growth test [Fig. 10.10(b)].

10.3

Overload Fractography

The transition from the fatigue region to the overload dimpled region at room temperature is shown in Figure 10.11. The fatigue striations were shallow and poorly
defined (in a boxed area). The dimples were equiaxed. Figure 10.12 exhibits the
temperature effect on the dimpled rupture. The dimple sizes were relatively larger
at room temperature [Fig. 10.12(a)] than those at high temperatures [816◦ C and
927◦ C for Fig. 10.12(b) and 10.12(c), respectively]. The rims of the dimples at high
temperatures [Fig. 10.12(b) and 10.12(c)] were sharper than those at room temperature. The dimpled walls were stretched and rougher at room temperature than at
high temperatures. This trend resulted from the fact that the materials experienced
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(a)

(b)

(c)
Figure 10.12: Typical overload dimpled rupture of HAYNES 230. (a) Room temperature. (b)
High temperature (816◦ C) (cleaned). (c) Elongated dimples on a shear lip (927◦ C) (cleaned). The
crack grew from left to right.
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considerable plastic deformations after the dimple formation at room temperature,
resulting in deformation markings at the dimpled walls. Fig. 10.12(c) presents elongated dimples on a shear lip with rims at only one side due to the tearing-loading
component at the final stage of the fracture. Some tests at room and high temperatures were stopped before the final fracture. The samples were, then, separated at
room temperature. The fracture morphologies of the final fracture were examined to
study the effect of the prior thermomechanical exposure on the room-temperature
overload fracture mode. The results are displayed in Figure 10.13. All the samples
fractured by the microvoid coalescence (dimpled rupture). There were two kinds of
dimples: the transgranular large dimples [in the larger boxed area, Fig. 10.13(b)]
and the intergranular small dimples [in a smaller boxed area in Fig. 10.13(b)]. As
the temperature of the prior exposure increased, the percentage of the larger dimples
decreased and that of the smaller dimples increased. With no high-temperature exposure [Fig. 10.13(a)], the transgranular larger dimples dominated. With the prior
927◦ C exposure [Fig. 10.13(c)], the intergranular dimples dominated. The rior thermomechanical exposure introduced the creep damage, causing microvoids to nucleate
and grow in the intergranular region. As the exposure temperature increased, intergranular creep damage became more serious, leading to a higher percentage of the
small dimples on the fractography.
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(a)

(b)

(c)
Figure 10.13: The effect of the prior thermomechanical exposure on the overload dimpled rupture
at room temperature. Before the final fracture at room temperature, the samples were tested at
room temperature (a), 816◦ C (b), and 927◦ (c).

226

10.4

Conclusions

Fatigue-crack-growth tests with different hold times were conducted on the HAYNES
230 alloy at room and elevated temperatures in air. Typical fatigue and overload
fracture features were recorded. The effects of the hold time, temperature, and the
stress intensity factor range on the fracture morphology were studied. The fracture
surfaces consisted of the fatigue part and the overload part. The fatigue part was
characterized by well-defined ductile striations. An increase of the stress-intensityfactor range increased the fatigue striation spacing. The introduction of a 2-min.
hold time on the fatigue waveform at 816◦ C added some intergranular features to an
otherwise complete transgranular fracture. However, a transgranular fracture still
played a major role in the 2-min. hold time test at 816◦ C. In contrast, at 927◦ C, a
2-min. hold time led to a complete intergranular fracture. At both 816◦ C and 927◦ C,
the fracture surfaces of the creep crack growth tests had predominantly intergranular
features. The overload part of the fracture surfaces of all samples consisted of dimples
of various forms. The dimple size decreased, as the test temperature increased.
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Chapter 11
Correlation of Crack-Growth
Rates with Fracture-Mechanics
Parameters
High-temperature LCF has been recognized to be a life-limiting factor in numerous engineering components, especially in turbine engines. The damages from fatigue, creep, and their interactions take place at elevated temperatures. The timedependent crack growth is an important design consideration for high-temperature
components. The sub-sized cracks in these components cannot be resolved by inspection techniques available, and these cracks could grow to a critical size during service
if the inspection intervals are not set correspondingly. The capability to predict the
crack-growth behavior of these high-temperature components is vital for both the
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design and maintenance. The creep-fatigue loading condition can be simulated to
some extent in the laboratory using tests with hold times in tension.
Several crack-tip field parameters have been proposed to correlate the timedependent crack-growth rate (da/dt) of metals, including the crack-tip opening displacement rate [195], net section stress [196], contour integral, J [197], stress-intensity
factor, K [196–199], energy-rate-line integral, C ∗ [200–202], and more recently, Ct
[203–208]. Among them, K, C ∗ , and Ct are more successful. K is suitable for
characterizing creep-crack-growth rates in creep-brittle metals, while C ∗ and Ct for
creep-ductile metals [209]. In creep-brittle materials, the crack tip and creep-zone
boundary propagate at comparable rates. These materials include high-temperature
aluminum alloys, titanium alloys, some superalloys, intermetallics, and ceramics. In
creep-ductile materials, extensive creep deformation accompanies the crack growth,
and the effects of the crack growth on the stress-strain distribution in the crack-tip
creep zone can be neglected. Cr-Mo and Cr-Mo-V steels are well-known creep-ductile
materials. In addition, ductile materials may also exhibit a creep-brittle behavior at
low creep temperatures, or at sites of a high constraint.
Superalloys are widely used for many high-temperature components in the aerospace, power, chemical-process, and industrial-heating industries. They include both
precipitation-strengthened alloys [usually Ni-based alloys relying on Ni3 (Al,Ti) particles for strengthening] and solid-solution-strengthened alloys. The precipitationstrengthened alloys possess very high strengths at elevated temperatures and are
usually creep-brittle. For example, the Udimet 700 alloy at 843◦ C [198], IN100 at
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732◦ C [210], and CM 247 LC at 870◦ C [211] did not experience extensive creep deformation, and the crack-growth rates of these alloys could be correlated with K.
Designed for the combination of good high-temperature strength and premier oxidation behavior, the solid-solution-strengthened alloys are less creep-resistant than the
precipitation-strengthened alloys. Limited creep and creep-fatigue crack growth experiments have been conducted on the solid-solution-strengthened superalloys, and
it is not clear whether these alloys are creep brittle or creep ductile.
In this chapter, two solid-solution-strengthened alloys, namely, HAYNES 230 and
HASTELLOY X alloys, were selected. Creep, fatigue, and hold-time crack-growth
studies were conducted at 816 and 927◦ C, which are typical application temperatures.
The effect of hold time at the maximum load will be emphasized. Fracture-mechanics
parameters, K, C ∗ , Ct , and (Ct )avg , were applied to correlate the crack-growth rates
of HAYNES 230 and HASTELLOY X alloys at the two temperatures.
Because the tests were conducted at high temperatures, the fracture surfaces were
usually covered with a dark oxide layer, which made the fractographic examination
difficult. A two-step process was developed to remove the oxides without consuming
the underlying fresh materials [139, 141]. Two solutions were used. Solution A was
composed of the 150-g sodium hydroxide (NaOH), 100-g potassium permanganate
(KMnO4 ), and 1-L water. Solution B consisted of the 60-g NaOH and 1-L water.
The oxidized fracture surface was boiled in Solution A for 1-2 hr. until the black
oxide layer became brown. The sample was, then, put into Solution B for the electrolytic cleaning at 50-80◦ C until the brown oxide layer came off, and shiny fresh
material was exposed. The fracture surface was made the cathode, using a current
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density of 2-3 A/dm2 . Before and after the cleaning process, and in-between the two
cleaning steps, the fracture surface was degreased in an ultrasonic cleaner, first, with
a solvent, such as the acetone, and, then, with a detergent solution, such as Alconox.
The high-temperature fracture surfaces were examined using scanning-electron microscopy (SEM) to identify fracture mechanisms. The fracture-surface morphologies,
before and after cleaning with the oxide-removal procedure, were compared.
Since HAYNES 230 and HASTELLOY X alloys are both used for making sheet
components in the gas-turbine engines, their crack-growth behaviors were compared.
The fracture-surface morphologies were characterized with the scanning-electron microscopy (SEM). The fractographic features were related to the crack-growth-rate
data.

11.1

Fracture-Mechanics Parameters

One of the main goals of fracture mechanics is to characterize the crack-propagation
behavior of a cracked body and do lifetime predictions. The approach is to first
identify a single parameter, which uniquely characterizes the crack-tip stress and
strain-rate field. The criterion is usually to plot this parameter versus crack-growth
rate in a log-log plot. If the curve is a straight line, da/dN or da/dt has a power-law
relation with the parameter:
da
dt

or

da
= Dp (parameter)np
dN
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(11.1)

where Dp is the coefficient, and np the exponent. Only in this case, the parameter
correlates with the crack-growth rate well. Because with a straight line, the crackgrowth rate at any time can be obtained with confidence by a simple extrapolation.
The time-independent fatigue-crack propagation requires the application of an alternating stress [29]. The time-dependent crack propagation can occur under a static
loading. The two are very different. Accordingly, fracture mechanics is divided into
the time-independent and time-dependent fracture mechanics. The former deals with
the cracking behavior under elastic and plastic conditions. The latter deals with the
cracking behavior under anelastic conditions, such as creep.

11.1.1

Time-Independent Fracture-Mechanics Parameters

Two important parameters have been developed for the time-independent fracture
mechanics: the linear-elastic stress-intensity factor, K, and the path-independent
integral, J. They apply to elastic and plastic conditions, respectively.
The linear-elastic fracture mechanics (LEFM) is a widely used analytical tool for
predicting fracture under brittle conditions. For LEFM to be vaild, only a limited
amount of plasticity can be permitted to accompany the fracture process. When a
cracked body is being loaded slightly or upon being loaded heavily, the response of
the material is mainly elastic, and the stress field at the crack tip can be described
by:


cos 2θ 1 − sin 2θ sin 3θ
2


θ
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σy = √K
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(11.2)

where σx = the true stress in the x direction; σy = the true stress in the y direction;
τxy = the shear stress on the xy plane; K = the stress-intensity factor, which relates
the stress field at the crack tip to the nominal stress applied to the cracked body; r
= the distance from the crack tip in a polar coordinate system; and θ = the angular
coordinate in a polar coordinate system at the crack tip. The stress-intensity factor,
K, represents the amplitude of the crack-tip stress singularity and is dependent on
the body geometry, crack size, load level, and loading configurations. It is defined
as:
√
K = ασ πah

(11.3)

where α = the parameter that depends on the geometry of the cracked body and the
crack; σ = the nominal stress; and ah = the half of the crack length.
The applications of the LEFM parameter, K, on high-strength, low fracture
toughness materials, such as aluminum alloys used in aircraft structures, have been
successful. For the high fracture toughness, low yield-strength materials used extensively in the power-generation, construction, and chemical industries, the fracture is
usually accompanied by the large-scale plastic deformation, and the elastic-plastic
fracture-mechanics (EPFM) parameter, Rice’s J-integral, needs to be used. When
the cracked body is heavily loaded so that the plastic deformation at the crack tip becomes significant, as is usually true in the case of low-strength ductile materials, the
crack tip state is better described by the path-independent line integral, J [212,213],
which is related to the energy in the vicinity of a crack and defined as:
Z 
J=
Γ


∂ui
Ws dy − Ti
ds
∂x
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(11.4)

where J = the path-independent integral under nonlinear elastic or equivalent conR
ditions; Ws = the strain energy per unit volume due to loading, Ws = σij dεij ; σij
= the stress tensor; εij = the strain tensor; Γ = the counter-clockwise contour of
the integral, which encloses the crack tip; Ti = the outward traction (stress) vector
acting on the contour around the crack; ui = the displacement vector; ds = the
increment of the contour path; and x and y = the rectangular coordinates.
The stress-intensity factor (K) contains the information of the nominal stress and
the geometry of the cracked body, while J is the energy input in the crack-tip area.
For materials of interest, critical values, KIC and JIC , independent of the specimen
geometry, are determined experimentally, above which rupture is to occur.
As discussed in Section 2.1.2, the stress-intensity-factor range, ∆K (the Parispower law, Equation 2.8) have been successfully applied to correlate the crack-growth
rate in many materials. Crack closure is a phenomenon by which the crack surfaces
remain closed at the crack tip during a portion of the fatigue cycle [214, 215]. This
portion of the loading cycle is ineffective in growing the crack and, thus, the corresponding load must be subtracted from the applied cyclic load, ∆P , to determine
the value of the loading parameter, ∆K. The crack closure can occur due to a variety of mechanisms, such as the plasticity-induced closure, oxide-induced closure,
roughness-induced closure, and viscous-fluid-induced closure [216–225]. The most
obvious way to account for crack closure in estimating the crack-driving force∗ is to
∗

The term, driving force, is frequently used in the fracture-mechanics literature to refer to the
magnitude of the correlating crack-tip parameter, such as K or J.
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define an effective stress-intensity-factor range, ∆Kef f , as follows [215, 226–238]:

∆Kef f = Kmax − Kcl = U ∆K

(11.5)

where Kcl is the K value below which the crack is closed, and U is a value less than
1.
Lamba [239] proposed a path-independent integral following Rice’s J-integral:
Z
∆W dy − ∆Ti

∆J =
Γ

∂∆ui
ds
∂x

(11.6)

where
Z

∆εij

∆σij d(∆εij )

∆W =

(11.7)

0

Γ is a contour beginning on the lower crack surface and ending on the upper crack
surface traveling counterclockwise, and
∆σij = σijmax − σijmin
− εmin
∆εij = εmax
ij
ij
∆ui = umax
− umin
i
i
∆Ti = Timax − Timin
∆J can be alternatively defined, using the load-displacement diagram [175,240]. The
growth rate of physically small cracks can be described by the following equation
[240–243]:
da
= c1 (∆Jef f )n0
dN
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(11.8)

where ∆Jef f is the effective value of ∆J corrected for the crack closure, and c1 and
n0 are regression constants.

11.1.2

Time-Dependent Fracture-Mechanics Parameters

Constants in the creep-constitutive relationship (Equation 2.17) will be used in calculating time-dependent fracture mechanics parameters. The first term on the righthand side of Equation 2.17 is due to the elastic strain rate, which is significant only
during the small-scale creep when the stress redistribution is taking place. Under
extensive creep conditions, it can be neglected. The second term on the right-hand
side of Equation 2.17 is due to the primary creep. Under extensive primary creep
conditions, Equation 2.17 reduces to Equation 2.14. The third term on the righthand side of Equation 2.17 is due to the secondary creep. Under extensive secondary
creep conditions, Equation 2.17 reduces to Equation 2.13. Coefficients and exponents
in Equations 2.14 and 2.13 can be obtained from creep-deformation-test results.
C ∗ is a time-dependent fracture-mechanics parameter that is used under extensive
secondary creep conditions. It is an analogy of the path-independent J-integral in
Equation 11.4 used in the time-independent fracture mechanics. The fundamental
definition of C ∗ is given as [200, 201, 244]:

∗

Z

C =

(Ws∗ dy − Ti

Γ

∂ u̇i
ds)
∂x

(11.9)

where C ∗ = the path-independent integral characterizing the crack-tip singularity
under extensive secondary creep conditions; Ws∗ = the strain-energy-rate density,
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Ws∗ =

R ε̇mn
0

σij dε̇ij ; u̇i = the displacement-rate vector. Like the J-integral, which is a

calculation of the energy input in the crack-tip area enclosed by Γ, C ∗ is a calculation
of the energy-input rate (power input) in the crack-tip area enclosed by Γ, or the
stress-power dissipation rate in the cracked body [200].
C ∗ can be indirectly calculated from the material power-law creep constants, A2
and n (see Equation 2.13), by making use of Equation 11.9. For a compact-tension
(CT) specimen under the plain-strain condition [245, 246],
n+1
 a 
P
C = A2 (W − a)h1
,n
W
1.455ζB(W − a)
∗

(11.10)

where P = the applied load, B = the thickness of the CT specimen, W = the width
of the CT specimen, a = the crack length, n = the power-law creep exponent in
Equation 2.13, A2 = the power-law creep constant in Equation 2.13, and ζ is given
by
"
ζ=
h1

a
,n
W



2a
W −a

2


+2

2a
W −a

#1/2



+2


−


2a
+1
W −a

= a function of a/w, n, and the state of stress. C ∗ can also be interpreted

as the energy-input-rate difference between two identically loaded bodies with incrementally differing crack lengths (da):

C∗ = −

1 dU ∗
B da
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(11.11)

where U ∗ = the power input in the cracked body. From Equation 11.11, an expression
for experimentally measuring C ∗ has been derived as [247]:

C∗ =

P V̇c  a 
η
,n
B
W

(11.12)

where V̇c = the load-line-deflection rate due to creep,


aBn 2K 2
+ (m + 1)Jp
V̇c = V̇ −
P
E
V̇ = the measured load-line-deflection rate, K is given by

K=√

P
2 + a/W
f (a/W )
1/2
BBn W (1 − a/W )3/2

Bn = the net thickness of a CT specimen, i.e., the distance between the roots of
the side grooves in the side-grooved CT specimen, m = the stress exponent in the
Ramberg-Osgood stress versus strain relationship:

εp = D(σ/σys )m

where εp = the plastic strain, and D = the material constant. The other parameters
can be calculated with the following relations:

m+1
Dh1 (a/W, m)
P
Jp =
[σys (W − a)]m 1.455Bn α
α = (φ2 + 2φ + 1)1/2 − (φ + 1)
238

φ=

2a
W −a

f (a/W ) = 0.886 + 4.64(a/W ) − 13.32(a/W )2 + 14.72(a/W )3 − 5.6(a/W )4


a 
2 + 0.522(1 − Wa )
n
η
,n =
for C(T) specimens
W
n+1
1 − Wa
The C ∗ parameter has been applied to correlate the creep-crack-growth rate [200,
245]. The validity of the C ∗ -integral is limited to extensive steady-state creep (EC)
conditions. The three different levels of the creep deformation around a crack are
schematically shown in Figure 11.1.
Riedel and Rice [133] defined a concept of the transition time, tT , as the time
when the small-scale-creep stress fields equal the extensive steady-state creep fields
characterized by C ∗ :
tT =

K 2 (1 − υ 2 )
E(n + 1)C ∗

(11.13)

If t  tT , K can be used to correlate the crack-growth rate. If t  tT , C ∗ can be
used to correlate the crack-growth rate. For superalloys, the condition of the extensive creep is seldom realized because superalloys are designed to resist the widespread
creep deformation. Thus, other fracture-mechanics parameters are needed for correlating the crack-growth rate in the cases of the small-scale creep (SSC) and transition
creep (TC).
The conditions for C(t) can be described as small-scale, elastic, primary and/or
secondary creep conditions. Such conditions are very common at the crack tip of
practical engineering structural components. Bassani and McClintock [248] proposed that the crack tip stress fields under SSC can also be characterized by a
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Figure 11.1: Schematic representation of the three levels of the creep deformation around a crack.
(After Saxena [209].
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time-dependent C-integral:
Z

W ∗ dy − Ti

C(t) =
Γ→0

∂ u̇i
ds
∂x

(11.14)

C(t) is the same as C ∗ , but its value is determined close to the crack tip in a region
where the creep strains dominate over the elastic strains. As the distance to the
crack tip approximates 0, the value of C(t) can be approximated by:

C(t) =

K 2 (1 − υ 2 )
E(n + 1)t

(11.15)

Equation 11.15 has been verified by numerical analyses [248, 249].
Not only that the C(t) parameter is valid for SSC, it becomes equal to C ∗ for
the extensive steady-state creep. For the transition creep conditions in between, an
interpolation formula has been proposed [248, 249]:

C(t) =

K 2 (1 − υ 2 )
+ C∗
E(n + 1)t

(11.16)

or
C(t) = (1 + tT /t)C ∗

(11.17)

The validity of Equation 11.16 has been proven by finite-element studies [249–251].
The C(T )-integral is an attractive parameter for correlating creep-crack-growth-rate
data. However, its value must always be calculated from Equation 11.16 and cannot
be experimentally measured.
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Ct was proposed by Saxena [203] to overcome the disadvantage of C(t), which
cannot be experimentally measured. Under small-scale conditions, Ct is different
from C(t). To experimentally measure Ct under small-scale creep conditions, the
following equation should be used:

(Ct )SSC = √

P V̇C F 0
Bn BW F

(11.18)

where (Ct )SSC is the value of Ct , when the small-scale creep condition is emphasized,
F is the K-calibration factor, F = (K/P )BW 1/2 , and F 0 = dF/d(a/W ). The
single expression of estimating Ct for conditions ranging from SSC to extensive creep
is [204, 250]
Ct = (Ct )SSC + C ∗

(11.19)

Another approximate expression for estimating Ct over a wide range was proposed
by Bassani et al. [248, 250] as follows:

Ct =

1+

tT
t

!
 n−3
n−1

C∗

(11.20)

Several high-temperature materials exhibit a significant primary creep at stress
levels typical of the service operation. The extent of the primary creep increases
with decreasing the stress level. C ∗ (t) is the time-dependent C ∗ -integral for primary
creep and
C ∗ (t) =

Ch∗
(1 + p)tp/(1+p)
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(11.21)

where, Ch∗ is related to J by the following relation,
J = Ch∗ t1/(1+p)

(11.22)

Ct ≡ C ∗ (t)

(11.23)

For the extensive primary creep:

Equation 11.18 is also valid for the small-scale primary creep.
A transition time may be defined for extensive secondary-creep conditions to
develop from extensive primary-creep conditions. This transition time, t2 , can be
estimated by equating the value of C ∗ (t) for the primary creep to Cs∗ , which is the
C ∗ -integral corresponding to the steady-state condition. Thus,
Ch∗
t2 =
(1 + p)Cs∗


1+1/p
(11.24)

Therefore, for the extensive creep regime, the values of Ct and C ∗ (t) can be estimated
by the following equations:

C ∗ (t) = Ct = [1 + (t2 /t)p/(p+1) ]Cs∗

(11.25)

The overall Ct can be approximated as follows [252, 253]:


Ct = 1 + tT P /t + (t2 /t)p/(1+p) CS∗
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(11.26)

where t is the time (hour), t2 is the time of transition from the extensive primary
creep to extensive secondary creep (hour), p is the primary creep exponent (see
Equation 2.15), and tT P is the transition time from the small-scale primary creep to
extensive primary creep and can be determined as:
K 2 (1 − υ 2 )
=
ECs∗


tT P

1+p

1
1 + n1

(11.27)

√
where K is the stress-intensity factor (MPa m), E is Young’s modulus, υ is Poisson’s
ratio, n1 is the primary-creep exponent, and CS∗ is C ∗ when the pure secondary creep
is emphasized.
The (Ct )avg is the average value of the Ct parameter during the hold time, th , of
a trapezoidal waveform loading,

(Ct )avg

1
=
th

Z

th

Ct dt

(11.28)

0

When (Ct )avg is determined experimentally, the value can be obtained from the
following equation [254–256]:

(Ct )avg

∆P ∆VC F 0
=
− C∗
BW th F




F0 1
−1
F η

(11.29)

where ∆P = the applied load range, ∆VC = the load-line deflection due to creep
during the hold period, and th is the hold time. The (Ct )avg parameter can also be
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approximated by (Ct )0.5th [257],

(Ct )0.5th ≈ (Ct )avg

(11.30)

(Ct )0.5th can be calculated from Equation 11.26 with the values of the crack length,
crack-propagation rate, and load-line deflection at the 0.5th of the cycles.
In this study, the crack-growth rates were studied as a function of the stressintensity-factor range, ∆K, maximum-stress-intensity factor during a fatigue cycle,
Kmax , and time-dependent parameters, C ∗ , Ct , and (Ct )avg .

11.2

Crack-Growth Rates vs. Stress-Intensity Factor, K

The cyclic crack-growth rates are shown as a function of the stress-intensity-factor
range, ∆K, for HASTELLOY X and HAYNES 230 in Figures 11.2 and 11.3, respectively. At 816◦ C, inducing a hold time of 2 min. at the maximum load of a triangular
waveform greatly increased the crack-growth rates of HASTELLOY X (Fig. 11.2).
The increase of the crack-growth rate was greater with increasing ∆K. With a ∆K
√
of 30 MPa m, for example, the cyclic crack-growth rate of the 2 min.-hold test was
about one order of magnitude greater than that of the zero-hold test. An increase
of the hold time from 2 min. to 1 hr. further increased the rates of the cyclic crack
growth. These results indicated that the creep deformation was a significant damage
component at the crack tip. At 927◦ C, a similar trend to that at 816◦ C could be
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Figure 11.2: Cyclic crack-growth rates as a function of ∆K for the HASTELLOY X alloy.

Figure 11.3: Cyclic crack growth rates as a function of ∆K for HAYNES 230 alloy.
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observed, except that the hold times resulted in much greater cyclic crack-growth
√
rates. For example, with a ∆K of 30 MPa m, the cyclic crack-growth rate of the
2 min.-hold test was about two orders of magnitude greater than that of the zerohold test. A further increase of the hold time from 2 min. to 1 hr. increased the
crack-propagation still further. Temperature effects could be seen more clearly when
tests of the same hold time at different temperatures (816 and 927◦ C) were compared. With the zero-hold time, the crack-growth rate at 927◦ C was greater than
that at 816◦ C. Again, the difference in the crack-growth rates at 816◦ C and 927◦ C
was greater with increasing ∆K. The influence of the temperature and hold time on
the cyclic crack-growth rates in HAYNES 230 was similar to those of HASTELLOY
X (Fig. 11.3). Thus, if the cyclic crack-growth rate is divided into two parts, the
fatigue component and the creep component, the creep component increased with a
longer hold time, higher temperature, and/or greater ∆K.
The unit-time crack-growth rates (da/dt) for HASTELLOY X and HAYNES 230
are presented as a function of the maximum stress-intensity factor in Figures 11.4
and 11.5. The unit-time crack-growth rates of HASTELLOY X (Fig. 11.4) obtained
in the 2 min. and 1 hr. hold-time tests tended to follow the same trend of the crackgrowth rates for the infinite hold-time tests at both 816 and 927◦ C. This trend
indicated that the crack-growth rates of the HASTELLOY X alloy were fully timedependent at hold times equal to or longer than 2 min. and temperatures equal to
or higher than 816◦ C, and that the correlation of Kmax. with the crack-growth rates
was satisfactory for constant test temperature. For HAYNES 230 alloy (Fig. 11.5),
Kmax. was also found to correlate with crack-growth rates reasonably well at 927◦ C.
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Figure 11.4: Unit time crack growth rates as a function of Kmax. for the HASTELLOY X alloy.

Figure 11.5: Unit time crack growth rates as a function of Kmax. for the HAYNES 230 alloy.
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Figure 11.6: Unit time crack growth rates as a function of Ct or (Ct )avg for the HASTELLOY X
alloy.

Furthermore, the crack-growth rates in the 2-min. hold-time test were fully timedependent, indicating that the creep damage was dominant over the fatigue damage.
However, at 816◦ C, it was not clear if crack-growth rates in the 2-min. hold time
test were time-dependent or not since the crack-growth rate data of the infinite hold
time were not available.

11.3

Crack-Growth Rates vs. Time-Dependent Fracture Mechanics Parameters

The unit-time crack-growth rates of HASTELLOY X alloy were correlated to the
time-dependent parameters, Ct (in the cases of fatigue and creep crack-growth tests)
or (Ct )avg (in the cases of hold-time tests), as shown in Figure 11.6. Only those data
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that satisfied the condition:

.

Vc
.

≥ 0.8

(11.31)

V
were included [209]. Within each temperature, the correlation capability of Ct was
similar to that of Kmax . Again, it indicated that the crack-growth rates were fully
time-dependent at the hold time equal to or longer than 2 min. and temperatures
equal to or higher than 816◦ C. Clearly, the correlation of Ct with the crack-growth
rates was very satisfactory. It consolidated crack-growth data from different temperatures. The fully time-dependent crack-growth data from both temperatures collapsed
into a single straight line (Fig. 11.6). This straight line can be described by equation,
da
= 0.0447(Ct )0.864
dt

(11.32)

Figure 11.7 shows the unit-time crack-growth rates vs. Ct or (Ct )avg. for the HAYNES
230 alloy. The trend was similar to that for the HASTELLOY X alloy. The timedependent parameters were capable of consolidating the crack-growth rates obtained
at the two temperatures (816 and 927◦ C). It also indicated that the crack-growth
rates in the 2 min. hold test at 816◦ C were totally time-dependent, although the
infinite hold test data were not available. The straight line in Fig. 11.7 can be
described by equation,
da
= 0.0627(Ct )0.835
dt

(11.33)

The coefficient and exponent in this equation were very similar to those in Eq. 11.32.
This observation prompted us to put time-dependent crack-growth rates for both
HASTELLOY X and HAYNE 230 alloys into a single figure, as shown in Figure 11.8.
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Figure 11.7: Unit time crack growth rates as a function of Ct or (Ct )avg for the HAYNES 230
alloy.

Figure 11.8: Unit time crack growth rates as a function of Ct or (Ct )avg for both HASTELLOY
X and HAYNES 230 alloys.
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The time-dependent crack-growth data for both HASTELLOY X and HAYNES 230
alloys all lay within one single narrow-scatter band. It indicates that the influence
of the chemical composition and microstructure within the alloy system on the correlation of Ct with crack-growth rates is minimal. This alloy system is called the
solid-solution-strengthened Ni-based superalloys. This class of alloys usually has
about 20 weight (wt.) percent (pct) Cr for the premier oxidation resistance. The engineering significance is important. Because a single da/dt vs. Ct trend applies to all
solid-solution-strengthened Ni-based superalloys at different temperatures, the analysis of the creep-crack growth for this class of alloys could be considerably simplified.
Saxena et. al. [207] found that the Ct parameter was able to correlate crack-growth
data obtained at different temperatures and different alloys in Cr-Mo-V and Cr-Mo
steels, as shown in Figure 11.9. Thus, it would appear that Ct is an excellent parameter for correlating creep-crack-growth rates. Note that the crack-growth rates
are faster in the present superalloys than the Cr-Mo-V and Cr-Mo steels at a given
value of Ct or (Ct )avg .
The unit-time crack-growth rates were also correlated to C ∗ . The correlation
was very similar to that of Ct . In fact, the values of C ∗ were close to those of Ct ,
as illustrated in Figure 11.10 for the HASTELLOY X alloy. The same trend was
observed in the HAYNES 230 alloy. C ∗ is a subset of Ct , valid only for the extensive
creep condition [209]. Ct was shown to be capable of unifying the behavior under
small-scale, transition, and extensive creep conditions. The closeness of Ct with C ∗ in
this study indicated that, at temperatures higher than 816◦ C and hold times longer
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Figure 11.9: Unit time crack growth rates as a function of Ct or (Ct )avg for both the solid-solution
strengthened Ni-based alloys and the Cr-Mo-V and Cr-Mo steels.

Figure 11.10: Comparison between the measured values of C∗ and Ct [or (Ct )avg ] for HASTELLOY X alloy.
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(a)

(b)

Figure 11.11: Fracture appearances of identical regions before (a) and after (b) the oxide-removal
procedure showing intergranular cracking. HASTELLOY X alloy, 816◦ C, 2 min. hold time.

than 2 min. for both HASTELLOY X and HAYNES 230 alloys, the extensive creep
condition prevailed.

11.4

Fractography

The typical transgranular cracking in HASTELLOY X has been previously shown
in Figure 8.6. The same regions before and after the oxide-removal procedure are
compared. The sample was tested at 816◦ C without a hold time. Well-defined fatigue striations can be observed. The fracture morphology after the oxide-removal
procedure [Fig. 8.6(b)] was clearer than that before the oxide-removal procedure
[Fig. 8.6(a)]. Note that the fatigue striations in Fig. 8.6(a) were partially covered by
a thin oxide layer. The typical intergranular cracking in the HASTELLOY X alloy
is demonstrated in Figure 11.11. The sample was tested at 816◦ C with a 2 min.
hold time. The introduction of a hold time of only 2 min. at the maximum load
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(a)

(b)

Figure 11.12: Typical transgranular (a) and intergranular (b) cracking paths in HAYNES 230
alloy (both after applying the oxide-removal procedure). (a) 816◦ C, zero hold time; (b) 927◦ C, 2
min. hold time.

transformed a dominantly transgranular cracking mode (Fig. 8.6) to a completely
intergranular one (Fig. 11.11). The creep damage dominated over the fatigue damage at 816◦ C with the 2 min. hold time. In addition, the oxide-removal procedure
had a significant effect on the fracture appearance in Fig. 11.11. The oxide layer
covering the grain boundaries in Fig. 11.11(a) was removed in Fig. 11.11(b), resulting in a clearer grain-structure appearance. The observation that the cracking paths
were intergranular at temperatures higher than 816◦ C and hold times longer than 2
min. agreed with our previous finding that the unit time crack-growth rate could be
correlated to Ct or (Ct )avg. parameters. Thus, as long as the crack-tip damage mechanisms were dominated by the time-dependent creep, Ct or (Ct )avg. can be applied
as the correlating parameter.
Typical transgranular and intergranular cracking modes in the HAYNES 230 alloy are shown in Figure 11.12. Both images were taken after applying the oxide255

removal procedure.

The influence of the oxide-removal procedure on the high-

temperature fracture modes of the HAYNES 230 alloy was reported elsewhere [139,
141]. Well-defined fatigue striations can be observed on the transgranular cracking
path [Fig. 11.12(a)]. The intergranular cracking in HAYNES 230 alloy [Fig. 11.12(b)]
was more difficult to identify than that in the HASTELLOY X alloy (Fig. 11.11), possibly due to different grain-boundary structures. The cracking paths in the HAYNES
230 alloy were mainly intergranular when the test temperature was higher than
816◦ C and the hold time longer than 2 min., which was similar to the observation in
HASTELLOY X alloy.

11.5

Comparisons of Crack-Growth Rates Among
Three Alloys

HAYNES 230, 188, and HASTELLOY X alloys are all used for making sheet components in the gas-turbine engines and a variety of components in the chemical industry.
The HASTELLOY X alloy is still most widely chosen because of its lower price, in
comparison with HAYNES 230 and 188. The HAYNES 230 alloy is a newer alloy and
possesses a best long-term thermal stability, creep strength, and oxidation resistance.
The comparisons of the crack-growth behavior among these three alloys is important
for designers to select the proper material. In this chapter, the crack-growth rate data
discussed so far are obtained in the constant-∆P -controlled tests on the HAYNES 230
and HASTELLOY X alloys. The constant-∆P -controlled crack-growth data for the
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Figure 11.13: Comparison of high-temperature crack-growth rates between HASTELLOY X and
HAYNES 230 alloys.

HAYNES 188 alloy are not available. However, the constant-∆K-controlled crackgrowth data are available for the the HAYNES 188 alloy, as well as for the HAYNES
230 and HASTELLOY X alloys. In this section, the constant-∆P -controlled data
will be compared first between the HAYNES 230 and HASTELLOY X alloys. Then,
the constant-∆K-controlled data will be compared for the three alloys.
Overall, the fatigue-crack-growth rates of HASTELLOY X alloy were faster than
those of HAYNES 230 alloy in the ∆K range investigated in this study, as demonstrated in Figure 11.13. It is interesting to note the effect of temperature on the
cyclic crack-growth rate of the two alloys. For the HAYNES 230 alloy, the crackgrowth rates at 927◦ C were about three times greater than those at 816◦ C through
√
the ∆K range studied (20-70 MPa m). For the HASTELLOY X alloy, the influence of temperature on the crack-growth rates was dependent on the ∆K value. At
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√
23 MPa m, the crack-growth rate at 927◦ C was just slightly greater than that at
√
816◦ C. At 50 MPa m, the crack-growth rate at 927◦ C was more than one order of
magnitude faster than that at 816◦ C. The fracture-mechanics parameter for correlating the time-dependent crack-growth rate is Ct or (Ct )avg , as discussed previously.
As shown in Fig. 11.8, the unit time crack growth rates of HASTELLOY X and
HAYNES 230 alloys were comparable for all the Ct or (Ct )avg values investigated.
Figure 11.14 shows the comparisons of the crack-growth-rate data obtained in the
constant-∆K-controlled tests among HASTELLOY X, HAYNES 230, and HAYNES
188 alloys. At 649◦ C [Fig. 11.14(a)], at lower hold times (≤ 2 min.), the crackgrowth rates of these three alloys are similar. At higer hold times (≥ 10 min.), the
HASTELLOY X possesses the lowest crack-growth rates, followed by the HAYNES
230 alloy and, then, the HAYNES 188 alloy. At 816◦ C [Fig. 11.14(b)], the crackgrowth rates are the highest for the HASTELLOY X alloy among these three alloys
for all the cyclic periods considered. At lower hold times (≤ 2 min.), the crackgrowth rates of the HAYNES 230 and HAYNES 188 alloys are similar. At higer hold
times (≥ 10 min.), the HAYNES 230 possesses lower crack-growth rates than the
HAYNES 188 alloy. At 927◦ C [Fig. 11.14(c)], for all the cyclic periods considered,
the HAYNES 188 alloy possesses the lowest crack-growth rates, followed by the
HAYNES 230 alloy and, then, the HASTELLOY X alloy. Note that the controlling
parameter is Ct or (Ct )avg. when the time-dependent damage mechanisms dominated,
√
instead of Kmax or ∆K. Thus, for the same ∆K value (27.5 MPa m) in Fig. 11.14,
the Ct value could be different, which is why the time-dependent crack-growth rates
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(a)

(b)

(c)
Figure 11.14: Comparisons of the crack-growth-rate data obtained in the constant-∆K-controlled
tests among HASTELLOY X, HAYNES
230, and HAYNES 188 alloys at (a) 649◦ C, (b) 816◦ C,
√
and (c) 927◦ C. ∆K = 27.5 MPa m.
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for the HAYNES 230 and HASTELLLOY X are similar in Fig. 11.8, while they are
different in Fig. 11.14.

11.6

Conclusions

1. For both HASTELLOY X and HAYNES 230 alloys, the fatigue-fracture mode
was mainly transgranular at 816 and 927◦ C for continuous cycling. The stressintensity-factor range, ∆K, could be used to correlate the cyclic crack-growth
rates.
2. For both alloys, the fracture mode became dominantly intergranular, if a hold of
2 min. was imposed, indicating that the time-dependent damage mechanisms,
creep and/or oxidation, were in control. When the time-dependent damage
dominated (temperature ≥ 816◦ C and hold time ≥ 2 min.), the crack-growth
rates can be correlated with Ct or (Ct )avg parameters.
3. The Ct and (Ct )avg parameters were capable of consolidating data from different
hold times, temperatures, and both alloys.
4. When fatigue was the controlling damage mechanism at the crack tip, the
crack grew faster in the HASTELLOY X alloy than in the HAYNES 230 alloy.
However, when the time-dependent damage mechanisms, creep or oxidation,
dominated, the crack-growth rates were comparable in the HASTELLOY X
and HAYNES 230 alloys.
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Chapter 12
Conclusions
The fatigue process consists of relatively independent two phases: crack initiation
and propagation. To gain a full picture of the fatigue failure of three solid-solutionstrengthened superalloys HASTELLOY X, HAYNES 230, and HAYNES 188, extensive smooth-bar low-cycle-fatigue (LCF) and fatigue-crack-growth (FCG) experiments were conducted in this program. These three alloys have been mostly used for
making components for high-temperature applications where both fatigue and creep
are important damage mechanisms. Thus, tests were run at 649 through 982◦ C with
hold times introduced at the maximum strain or load.
For the LCF tests, increasing the test temperature from 816 to 927◦ C has no
significant influence on the fatigue life of HASTELLOY X. However, increasing the
temperature from 927 to 982◦ C clearly shortened the fatigue life. Introducing hold
times at the maximum tensile strain is found to lead to a significant reduction in
the fatigue life. The HASTELLOY X alloy can exhibit cyclic hardening, cyclic
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hardening followed by softening or the saturated stress response, and cyclic softening
during low-cycle fatigue deformation, which is closely related to the test temperature,
the imposed total strain range, and the hold time. The frequency-modified tensilehysteresis-energy method can give satisfactory predictions of the fatigue lives for the
nickel-based superalloy, HASTELLOY X, in high-temperature LCF tests with and
without hold times.
In general, the fatigue life of the HAYNES 230 alloy decreased as the temperature
increased. However, at the total strain ranges higher than 1.0% and without a hold
time, the LCF life was longer at 927◦ C than at 816◦ C. This “abnormal” behavior was
found to result from the smaller plastic-strain amplitude at half-life at 927◦ C than
that at 816◦ C. The introduction of a hold time led to a decrease in the fatigue life. At
both 816 and 927◦ C, the material exhibited a cyclic hardening/softening behavior at
higher total strain ranges and a cyclic hardening/saturation behavior at lower total
strain ranges. An increase in the test temperature and/or an introduction of the hold
time decreased the hardening rate and increased the softening rate. The increase of
the test temperature and/or the introduction of the hold time progressively changed
the fracture mode from transgranular to mixed trans/inter-granular, then to intergranular features. Within the two phases of the fatigue process, crack initiation was
more severely influenced by the change of test temperature and/or hold time .
For both HASTELLOY X and HAYNES 230 alloys, the fatigue fracture mode in
the FCG tests was mainly transgranular at 816 and 927◦ C for continuous cycling.
The stress-intensity-factor range, ∆K, could be used to correlate the cyclic crackgrowth rates. For both alloys, the fracture mode became dominantly intergranular,
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if a hold of 2 min. was imposed, indicating that the time-dependent damage mechanisms, creep and/or oxidation, were in control. When the time-dependent damage
dominated (temperature ≥ 816◦ C and hold time ≥ 2 min.), the crack-growth rates
can be correlated with Ct or (Ct )avg parameters. The Ct and (Ct )avg parameters were
capable of consolidating data from different hold times, temperatures, and both alloys. When fatigue was the controlling damage mechanism at the crack tip, the crack
grew faster in the HASTELLOY X alloy than in the HAYNES 230 alloy. However,
when the time-dependent damage mechanisms, creep or oxidation, dominated, the
crack-growth rates were comparable in HASTELLOY X and HAYNES 230 alloys.
The fracture surfaces of both LCF- and FCG-tested samples were examined with
the scanning-electron-microscopy (SEM). The tests in this study were conducted
at high temperatures in air. Therefore, the fracture surfaces were frequently covered with a dark layer of oxides, making the fracture features difficult to identify.
To overcome this problem, for the LCF testing, the failed samples were cut longitudinally through the fracture surfaces, and the sections were observed to locate
secondary cracks. By combining the fractographic and metallographic results, the
crack initiation and crack propagation for all tests were successfully studied. However, for the FCG-failed samples, the secondary cracks on specimen surfaces were not
available. An oxide-stripping technique has been developed to overcome the oxidelayer problem. The technique consists of two steps. The sample is first boiled in a
potassium permanganate solution for 1 hr., and, then, electrolytically cleaned in an
alkaline solution for 5 min. with the sample as the cathode. Except for dislodging
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the carbides, the technique developed was capable of removing the oxides completely
without altering the fracture-surface morphology.
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Future Work
Based on the present research, the following future work is suggested:
Applications of the oxide-removal technique to other alloys. An oxide removal technique has been developed in this project (see Chapter 4). This
technique has been successfully applied to the HAYNES 230 and HASTELLOY X alloys (see Chapters 10 and 11). We are confident that this technique
could also work on other Ni-Cr alloys, for example, the C-22 and C-2000 alloys.
It will be good to see if the oxide-removal technique will work on the stainless
steels, the Type 316 SS alloy, for example, and the Cobalt-based superalloys,
for example, the HAYNES 188 and ULTIMAT alloys.
Micro-mechanisms of the “abnormal” LCF life behavior of the HAYNES
230 alloy. It has been found that the fatigue life without the hold time was
longer at 927◦ C than that at 816◦ C for the total strain ranges larger than 1.0%
in HAYNES 230 alloy (see Fig. 6.2 in Chapter 6). This “abnormal” fatigue
life behavior at high total strain ranges can be understood phenomenologically
with the aid of Coffin-Manson plots as demonstrated in Figure 6.13. However,
the micro-mechanisms have not been understood yet. It could be related to
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the precipitation of the secondary M23 C6 carbides and the interaction of these
carbides with the dislocations. Transmission electron microcopy (TEM) work
is needed to fully understand this interesteing “abnormal” LCF life behavior.
Micro-mechanisms of the cyclic-stress-response behaviors. The cyclic hardening, softening, and saturation behaviors have been observed in the three alloys. It is expected that the hardening behavior during cycling is due to the
multiplication of dislocations, dislocation-dislocation, and dislocation-precipitate
interactions. High densities of dislocations and their interactions would lead
to the formation of dislocation jogs and pileups, as well as dislocation tangles around the carbide precipitates, which would serve as the barriers to the
continued motion of mobile dislocations, and induce hardening. The cyclicsoftening phenomenon may be generally attributed to the dislocation-recovery
effects occurring during strain cycling. The recovery of dislocations is actually
a process for dislocations to annihilate and rearrange themselves. At the same
time, it is also known to be a thermally-active process. Higher temperatures
and longer hold times are favorable for the recovery of dislocations. Thus, a dislocation configuration with a lower resistance on the motion of dislocations can
be achieved at higher temperatures and longer hold times so that cyclic softening occurs. The saturated cyclic-stress response can be considered as a result
that the hardening effect from the dislocation multiplication and interaction
cancel out the softening effect from the dislocation annihilation and rearrangement. To prove these hypotheses, detailed TEM work needs to be conducted.
For example, a fatigue test could be stopped at different cycles before final
266

failure. Electron-transparent foils could be cut from the gauge section to study
the dislocation-dislocation and dislocation-carbide interactions as a function
of cycles. The dislocation configurations from tests under the same test conditions, but at different cycles (preferably in different cyclic stress response
regions: hardening, softening, and saturation), could be carefully compared.
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