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Abstract
By using the concept of statistical convergence we present statistical Tauberian theorems of gap
type for the Cesàro, Euler–Borel family and the Hausdorff families applicable in arbitrary metric
spaces. In contrast to the classical gap Tauberian theorems, we show that such theorems exist in the
statistical sense for the convolution methods which include the Taylor and the Borel matrix methods.
We further provide statistical analogs of the gap Tauberian theorems for the Hausdorff methods and
provide an explanation as to how the Tauberian rates over the gaps may differ from those of the
classical Tauberian theorems.
 2003 Elsevier Inc. All rights reserved.
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1. Introduction
Let (X,ρ) be a metric space and let A= [ank] be a nonnegative summability method.
Following [6], we will say that a sequence f in X has A-statistical limit equal to L (denoted
by (A)st-lim f = L) if for any  > 0, we have
lim
n→∞
∑
k:ρ(f (k),L)
ank = 0.
It is known that this summability method cannot be represented as a matrix method [7,11].
The classical (point-wise) Tauberian theorems can be extended as well as unified by this
form of convergence [8–10].
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34,36,39]. The first type involves the Cesàro and Abel methods of summability (see [18]).
The second type is for the Euler and Borel family of methods, (see [1–3,12,29]). The third
type involves the Hausdorff methods (see [28]). Often the classical gap Tauberian theo-
rems (also known as high-indices theorems) involve deeper properties of the underlying
summability method. It is a well-known fact that not all regular members of the circle fam-
ily (such as the Taylor and the Borel matrix methods) posses gap Tauberian theorems (see
[30,31]). For more on gap Tauberian theorems of classical type, the reader is referred to
[4,12,13,19,25,38,39].
One of the stringent features of the classical gap Tauberian theorems is that they re-
quire the sequence remain constant between the gaps. One of the aims of this article is to
show that this constraint does not materialize in the statistical counterpart of gap Tauberian
theory.
The second aim of this article is to show that ordinary summability and statistical sum-
mability do not posses identical gap Tauberian theorems. The two approaches have a sharp
contrast when dealing with Hausdorff summability methods in which the weight function
has a jump discontinuity. For instance, we will show that, contrary to the classical gap
Tauberian theorems, statistical gap Tauberian theorems do exist for the Borel matrix and
Taylor methods.
The third aim of the paper is to show that the statistical Tauberian conditions for gap
theorems do not seem to obey the same general rules that the classical Tauberian theorems
follow. For instance, Peterson [32,33] mentions that (at least for summability methods of
probability types) the rate of decrease of the Tauberian condition is related to the standard
deviation of the nth row of the summability method. More precisely, let A = [ank] be a
nonnegative summability method with each row adding to one. We define
µn =
∞∑
k=0
k ank, σn :=
( ∞∑
k=0
(k −µn)2 ank
)1/2
.
The values µn,σn respectively represent the mean and the standard deviation of the nth
row. Peterson noticed that a condition of the type xn+1 − xn = O(1/σn) serves as a
Tauberian condition for most of the classical summability methods such as the Cesàro,
Borel, and Euler methods of summability. We will show that this observation does not
carry over to the statistical analogs. In fact, we feel that it is the rate of decrease of the
maximum term of the nth row of the underlying matrix, maxk ank, that appears to be re-
lated to statistical Tauberian condition. Often these two points of view lead to the same
Tauberian condition, but not always. We will show that a sharp contrast between the two
points of view takes place when dealing with the regular Hausdorff methods in which the
weight function has more than one point of jump discontinuity. In such cases, the row max-
ima and inverse of the standard deviations of the rows happen to decrease at different rates
and the two approaches (the classical and the statistical) happen to have sharp differences;
the classical side fitting the pattern of Peterson and the statistical side fitting our conjecture.
However, our conjecture remains open at this point.
All matrix summability methods were designed to “sum” sequences and hence assume
that the elements of the sequence come from a linear space. Statistical convergence, being a
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our results for sequences coming from arbitrary metric spaces. This then not only gives
an alternative approach to Tauberian theory, but also widens its scope of applications. The
next section collects our main results. The proofs are provided in the third section.
2. Main results
The following gap Tauberian theorem for C1-statistical convergence, where C1 is the
Cesàro method, is proved in [7].
Theorem 2.1. Let k(i), i = 1,2, . . . , be an increasing sequence of nonnegative integers
such that
lim inf
i
k(i + 1)
k(i)
> 1.
Let f be a sequence of real numbers so that over the intervals (k(i), k(i + 1)], called
gaps, the sequence f takes constant values ci , i = 1,2, . . . . (That is, (∆f )k := f (k+ 1)−
f (k)= 0 for k 
= k(i).) If (C1)st-lim f = L then f (k)→L.
The following theorem shows how one can replace the gap condition by a slow variation
condition over the gaps. This way, the two types of Tauberian theorems (the statistical
two-sided slow variation type theorem and the statistical gap type) are unified under one
theorem extending each of the individual ones.
Theorem 2.2. Let k(i), i = 1,2, . . . , be an increasing sequence of nonnegative integers
such that
lim inf
i
k(i + 1)
k(i)
> 1,
and let K(i) = (k(i), k(i + 1)], i = 1,2, . . . . Let f be a sequence in some metric space
(X,ρ) so that over the gaps, K(i), the sequence f takes values such that
lim
δ↘0 lim supn
max
m∈K(in)
nm<n+δn
ρ(f (m),f (n))= 0,
where for a given integer n, the interval K(i)= (k(i), k(i + 1)] that contains n is denoted
by K(in). If (C1)st-lim f = L then ρ(f (k),L)→ 0.
Remark 2.1. Note that the “jump size” at k(i), namely ρ(f (k(i)+ 1), f (k(i))), may be of
arbitrary magnitude. The above extension shows that if (C1)st-lim f = L then f can have
jumps of arbitrary sizes which are located “far apart,” and between consecutive jumps f
obeys a two-sided growth/decline condition of order 1/n, then it becomes a Tauberian con-
dition of statistical type. In contrast to this result are two recent results of the authors. For
real sequences the result in [10] extends a one-sided Tauberian theorem of Landau [23].
The corresponding result with slow variation type Tauberian condition is proved in [9].
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cated anywhere and f has the decline condition of the order of 1/n then it becomes a
Tauberian condition as well. These two types of theorems (one-sided and two-sided) seem
to be somewhat different, and to some extent, complement each other. The two-sided re-
sult are applicable over sequences taking values from arbitrary metric spaces, while the
one-sided result requires order structure.
We should further note that since the Abel method and the Cesàro methods are equiv-
alent for bounded sequences, the C1-statistical convergence may be replaced by the Abel
form of statistical convergence. The classical gap Tauberian theorem for the Abel method
is due to Hardy and Littlewood [18].
The gap theorems for the Euler–Borel family seem to have somewhat different gap
condition. The final result, due to Gaier [12] (see also [38]) assumes that the gap condition
of the type
k(i + 1)− k(i)√
k(i)
 h > 0, for all i,
should hold, and between the gaps, the sequence must remain constant. Interestingly, Erdös
[5] pointed out a very surprising result that no pure gap Tauberian theorem can exist for
the Borel matrix method. More precisely,
Theorem 2.3 (Erdös). Given any sequence {k(i)} of integers, 0 k(0) < k(1) < · · · , then
there exists a divergent sequence f (k) which is summed by the Borel matrix method and
(∆f )k = 0 for k 
= k(i), i = 0,1,2, . . . .
This result was formally proved by Meyer-König and Zeller [31]. A similar result in-
volving the Taylor method was also shown to hold by these authors [29,30]. It is natural
to ask whether statistical gap Tauberian theorems will have a similar breakdown. The fol-
lowing theorem shows that statistical gap Tauberian theorems do indeed exist for these
summability methods. Furthermore, the severe restriction of sequence being constant over
the gaps is again not necessary. We present the result, in a little more generality, by using
the class of convolution summability methods, [9], which can be defined as follows. Let
p = (pn), q = (qn) be two nonnegative sequences and let the entries of each sequence add
up to one. Define a summability matrix C = [Cnk], where C0k = qk , for k  0. After Cnk
is defined the next row is obtained by
C(n+1),k :=
k∑
j=0
Cnjpk−j , k = 0,1, . . . , n= 0,1,2, . . . .
The method C is regular if and only if p0 < 1. Since our proofs will use the central limit
theorem of probability theory, it is worthwhile to recast the definition of the method into
probability language.
Let X1,X2, . . . be independent and identically distributed nonnegative integer valued
random variables and let Y be another nonnegative integer valued random variable inde-
pendent of the X’s. Let S0 = Y and Sn = Y +X1 +X2 + · · ·+Xn, for n 1. The nth row
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methods such as the Euler–Knopp method, the Borel matrix method, the Taylor method
and the Meyer-König method are all special cases of C. Slightly modified versions of the
method C are known by different names such as the random walk method [2] and Son-
nenschein method (see [35,37]). When Y = 0 with probability one, one gets the random
walk method. If both Y and X1 have finite variance (and Var(X1) > 0), we will say that
the method C has finite variance. The method C can be extended easily to nonidentically
distributed random variables, though it will serve our purpose adequately as it stands.
Theorem 2.4. Let k = k(i), i = 1,2, . . . , be an increasing sequence of nonnegative inte-
gers such that
lim inf
i
k(i + 1)− k(i)√
k(i)
> 0.
Let f be a sequence in some metric space (X,ρ) so that over the gaps, K(i) := (k(i),
k(i + 1)], the sequence f obeys
lim
δ↘0 lim supn
max
m∈K(in)
nm<n+δ√n
ρ(f (m),f (n))= 0.
The jump size between k(i) and k(i)+ 1, namely ρ(f (k(i)+ 1), f (k(i))), may be of arbi-
trary size. If (C)st-lim f = L, where C is a regular convolution summability method with
finite variance, then f (k)→ L.
The following theorem generalizes Theorem 2.2 by using general regular Hausdorff
methods with a nondecreasing weight function φ.
Theorem 2.5. Let k(i), i = 1,2, . . . , be an increasing sequence of nonnegative integers
such that
lim inf
i
k(i + 1)
k(i)
> 1.
Denote these intervals by K(i)= (k(i), k(i + 1)], i = 1,2, . . . . Let f be a sequence tak-
ing values in some metric space (X,ρ) obeying the condition: over the gaps, K(i), the
sequence f takes values so that
lim
δ↘0 lim supn
max
m∈K(in)
nm<n+δn
ρ(f (m),f (n))= 0.
The “jump size” at k(i), namely ρ(f (k(i)+ 1), f (k(i))), may be of arbitrary magnitude.
Let Hφ be a regular Hausdorff method for which φ is nondecreasing. If (Hφ)st-lim f = L
then f (k)→ L.
Remark 2.2. Lorentz [28] points out that
lim inf
k(i + 1)  λφ > 1i k(i)
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= k(i) form a classical Tauberian condition, where λφ is a
constant depending upon the Hausdorff method Hφ . Interestingly Lorentz [28] raises the
question of whether the usual gap condition
lim inf
i
k(i + 1)
k(i)
> 1
could be substituted instead. Theorem 2.5 shows that, in the statistical analogs, the answer
to the question turns out to be yes. On the other hand, when the weight function φ of the
Hausdorff method has a point of jump, one gets a better Tauberian condition over the gaps
as the following theorem shows.
Theorem 2.6. Let k(i), i = 1,2, . . . , be an increasing sequence of nonnegative integers
such that
lim inf
i
k(i + 1)− k(i)√
k(i)
> 0.
Let f be a sequence taking values in some metric space (X,ρ) obeying the condition: over
the gaps, K(i) := (k(i), k(i + 1)], the sequence f takes values so that
lim
δ↘0 lim supn
max
m∈K(in)
nm<n+δ√n
ρ(f (m),f (n))= 0.
The jump size between k(i) and k(i)+ 1, namely ρ(f (k(i)+ 1), f (k(i))), may be of arbi-
trary size. Let Hφ be a Hausdorff method with nondecreasing φ having a point of jump at
some r ∈ (0,1). If (Hφ)st-lim f = L then f (k)→ L.
Remark 2.3. Theorem 2.6 can be used to show that, in general, rates of gap Tauberian
theorems of statistical type cannot be identical to the rates of the classical point-wise gap
Tauberian theorems. As an example, consider the Hausdorff method Hφ for which
φ(t) :=
{0 if 0 t < 1/3,
1/2 if 1/3 t < 2/3,
1 if 2/3 t  1.
It can be seen that the maximum of the nth row is max0kn Hφ(n, k)=O(n−1/2). On the
other hand, the standard deviation of the probability density in the nth row is σn =O(n).
Lorentz [27,28] showed that for this Hausdorff method (applied to real valued sequences)
the classical Tauberian condition (∆f )n = o(1/n) cannot be improved to O(1/n). The
statistical analog, as presented in Theorem 2.6, shows that (∆f )n =O(n−1/2) is a perfectly
valid statistical gap Tauberian condition. It should be noted that the classical Tauberian
rate is o(1/σn) whereas the statistical Tauberian rate is O(maxk Hφ(n, k)), the latter being
much better than the former. This example gives more credence to the conjecture that even
though the classical Tauberian rates may be more closely related to rate of decrease of
1/σn, as pointed out by Peterson [32,33], the statistical Tauberian rates seem to be related
to the rate of decrease of maxk ank , at least for the classical regular summability methods
of probability type.
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condition for regular Hausdorff methods with a nondecreasing weight function does not
settle the issue of whether it is best possible. It seems to us that if the weight function,
φ, is continuous but singular (with respect to the Lebesgue measure), then the statistical
Tauberian condition may be improved. This aspect needs further study.
3. Proofs
Theorem 2.1 is a special case of Theorem 2.2 which in turn is a special case of Theo-
rem 2.5. Therefore, we present proofs of Theorems 2.4–2.6.
Proof of Theorem 2.4. We first collect three main deductions using the given clauses in
the following three steps.
Step 1. Let t > 0 be a constant so that
lim inf
i
k(i + 1)− k(i)√
k(i)
 2t,
and define a(i) = (k(i + 1) + k(i))/2, so that for i sufficiently large, we have a(i) 
k(i)+ t2 (k(i))1/2.
Step 2. Assume that g(k) := ρ(f (k),L) 0, and pick an  > 0 and infinitely many posi-
tive integers j (q), q = 1,2, . . . , so that
g(j (q)) 2, q = 1,2, . . . .
These infinitely many indices, j (q), must fall in infinitely many gaps K(i) := (k(i),
k(i + 1)] which happen to partition the set of nonnegative integers. (Pick one such j (q)
and discard the rest from each such gap, should there be more than one of them in the same
gap.)
Step 3. If j (q) ∈ (k(i), k(i+ 1)] for some i , then we denote this i by iq for simplicity. The
Tauberian condition gives that if c > 0 then there exists a ∆c > 0 so that for all δ ∈ (0,∆c],
there exists an N such that for all nN , we have
max
m∈K(in)
nm<n+δ√n
ρ(f (m),f (n)) < 2c.
Step 4. Consider the case in which the point j (q) ∈ (a(iq), k(iq +1)]. In this case, we pick
(and fix) a δ ∈ (0,∆c] and δ < t/2. Let hδ(x)= x + δ√x. Using Step 1, we have
hδ(k(iq)) < k(iq)+ t2
√
k(iq) a(iq) < j (q).
Since hδ(x) is strictly increasing (and continuous) in x , if we increase the value of x
above k(iq) then there will exist a real number, say n(q), which will have the property
that k(iq) < n(q) and
hδ(n(q))= n(q)+ δ
√
n(q)= j (q) k(iq + 1).
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Step 5. Now consider the other case in which the point j (q) ∈ (k(iq), a(iq)]. As mentioned
in the last step, we have a (fixed) δ ∈ (0,∆c] so that δ < t/2. There are three possibilities.
(1) the interval [j (q), j (q)+ δ√j (q)) remains a subset of K(iq). If so, then this is our
subinterval that we work with in Step 6, and we denote it by [n(q), n(q)+ δ√n(q)). Oth-
erwise (2), we consider the interval I (iq) := [k(iq)+ 1, k(iq)+ 1 + δ
√
k(iq)+ 1). Since
δ < t/2, Step 1 implies that I (iq) is a subinterval of (k(iq), a(iq)) ⊆ K(iq) for all large
enough q . If I (iq ) contains j (q) then we take I (iq) as [n(q), n(q)+ δ√n(q)) for Step 6.
Finally, if both (1) and (2) fail, then they jointly imply that the function hδ(x) satisfies
hδ(k(iq)) < hδ(k(iq)+ 1) < j (q) a(iq) and hδ(j (q)) > k(iq + 1).
Thus, the continuity and monotonicity of hδ(x) imply that for x = k(iq), the function
hδ(x) falls short of j (q) and for x = j (q), the function hδ(x) overshoots and goes beyond
k(iq + 1). This implies that there must exist an n(q) such that k(iq) < n(q) < j (q) so
that j (q) < hδ(n(q))  k(iq + 1). Hence, in this case we take the interval [n(q), n(q)+
δ
√
n(q)). This is now a subinterval of K(iq) and contains the number j (q).
Step 6. Steps 4 and 5 show the existence of a subinterval [n(q), n(q)+ δ√n(q)) of K(iq)
that contains the point j (q). Since ρ(f (j (q)),L) > 2, our Tauberian condition guaran-
tees that for all k in [n(q), n(q)+ δ√n(q)), we have
ρ(f (k),L)−ρ(f (k), f (j (q)))+ ρ(f (j (q)),L)−2c+ 2
> , if we use c= /2.
From now on we will use c= /2.
Step 7. Since the convolution summability methodC = [Cn,k] is regular, the mean µ of X1
must be positive. Denote the standard deviation of X1 by σ . Now consider the row m(q)
of the convolution summability method where m(q) := [n(q)/µ]. This also implies that√
m(q)
√
µ∼√n(q) as q gets large. Hence, we have∑
k:g(k)>
Cm(q),k  P(n(q) Sm(q) < n(q)+ δ
√
n(q) )
 P(µ Sm(q) −µm(q) < δ
√
n(q) ).
Since the method is assumed to have finite variance, the normalized form of Sm(q) will
converge in distribution to the standard normal distribution. Therefore,
lim sup
q
∑
k:g(k)>
Cm(q),k 
1√
2π
δ
√
µσ∫
0
e−u2/2 du > 0.
This contradicts the fact that (C)st-lim f = L and finishes the proof. ✷
Remark 3.1. Here we should briefly mention that the above proof can be modified to derive
similar results for methods of Karamata type [21]. Take X1,X2, . . . to be a sequence of
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and taking value zero with the remaining probability. If we take Sn = X1 + X2 + · · · +
Xn then the P(Sn = k) = jnk gives rise to the Jakimovski method, J = [jnk], [20]. The
Karamata method is a special case of this when dn = (n−1)/λ. Our results concerning the
convolution method can also be modified for the Jakimovski methods under the assumption
that dn =O(n) and dn remain bounded away from zero. We omit the details.
Proof of Theorem 2.5. We first collect three observations and present them in the next
three steps.
Step 1. Let t > 0 be a constant satisfying
lim inf
i
k(i + 1)
k(i)
 1+ 2t,
so that for all large values of i , we have
k(i + 1)− k(i)
k(i + 1) 
t
1+ t .
Steps 2, 3. Steps 2 and 3 remain almost the same as in the proof of Theorem 2.4. That is,
we pick and  > 0, c= /2, and a sequence of integers j (q), q = 1,2, . . . , so that
ρ(f (j (q)),L) 2, max
m∈K(in)
nm<n(1+δ)
ρ(f (m),f (n)) < 2c
for all large enough n.
Step 4. Again, take a(i) for the average of k(i) and k(i + 1). Consider the case in which
j (q) ∈ (a(iq), k(iq + 1)]. Since |k(iq)− a(iq)| is at least t2k(iq), we naturally take
n(q)= j (q)
1+ δ and δ <
t
2
.
This ensures that [n(q), n(q)(1+ δ)) is a subset of K(iq) and contains j (q).
Step 5. Now suppose j (q) ∈ (k(iq), a(iq)]. This time we take n(q) = j (q) and consider
the interval [n(q), n(q)(1 + δ)) where this time δ is picked so that δ < t/(t + 2). This
ensures that [n(q), n(q)(1+ δ)) is a subset of K(iq) and contains j (q).
Step 6. Steps 4 and 5 demonstrate the existence of a subinterval [n(q), n(q)(1 + δ)) of
K(iq) that contains the point j (q). As shown in Step 6 of the proof of Theorem 2.4 this
implies that for each k ∈ [n(q), n(q)(1+ δ)), we have ρ(f (k),L) > .
Step 7. We will call x ∈ [0,1] to be a point of strict increase if φ(x+ )−φ(x− ) > 0 for
each  > 0 (here we take φ(−t)= φ(0) and φ(1+ t)= φ(1) for t > 0). By the regularity
of Hφ , φ(0)= φ(0+)= 0 and φ(1)= 1. When φ(r) is a continuous function, there must
be a point of strict increase in (0,1).
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increase. Such a point cannot be 0. And if 1 is the only such point then we get the identity
matrix and any Tauberian condition will work. So, we see that (barring the identity matrix
case) there always exists an interval [a, b] ⊂ (0,1), having length however small, so that
φ(b)− φ(a) > 0.
Step 8. Take a, b of Step 7 with a < b < a(1+ δ). Define
θ = 2(1+ δ)
b+ a(1+ δ) .
Consider the m(q)th row of Hφ where m(q)= [θn(q)]. At this moment recall that if the
entries of the mth row of the Hausdorff method Hφ are denoted by Hm,k then
Hm,k =
1∫
0
em,k(r) dφ(r), em,k(r)=
(
m
k
)
rk(1− r)m−k.
Note that for any fixed r ∈ [a, b], the definition of θ implies that −δ < 1 − rθ < 0. This
observation is used to get
lim inf
q
∑
k:ρ(f (k),L)>
Hm(q),k 
1∫
0
lim inf
q
∑
k:ρ(f (k),L)>
em(q),k(r) dφ(r)

b∫
a
lim inf
q
∑
k: n(q)k(1+δ)n(q)
em(q),k dφ(r)

b∫
a
1√
2π
∞∫
−∞
e−u2/2 dudφ(r) (Central Limit Theorem)
= φ(b)− φ(a) > 0.
This contradicts the fact that (Hφ)st-lim f = L. Hence, ρ(f (k),L)→ 0. ✷
Proof of Theorem 2.6. Following the first six steps in the proof of Theorem 2.4, we de-
duce that there exist  and δ > 0 giving rise to subintervals [n(q), n(q) + δ√n(q)) of
K(iq) containing the point j (q) for all large q . For each k in this subinterval we have
ρ(f (k),L) > . Now consider the row m(q) of the Hausdorff summability method where
m(q) := [n(q)/r], where r is a point of jump of φ. Denote by ζ the size of jump at r , i.e.,
φ(r+)− φ(r−)= ζ . This also implies that √m(q)√r ∼√n(q) as q gets large. Hence,∑
k:ρ(f (k),L)>
Hm(q),k  ζ
∑
k:n(q)k<n(q)+δ√n(q)
em(q),k(r)
= ζP (n(q) Sm(q) < n(q)+ δ
√
n(q) ) (where P(Sm(q) = k)= em(q),k(r))
 ζP (r < Sm(q) − rm(q) δ
√
n(q) )
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2π
δ
√
r/
√
r(1−r)∫
0
e−u2/2 du (Central Limit Theorem)
> 0.
This contradicts the fact that (Hφ)st-lim f = L and finishes the proof. ✷
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