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Abstract  
 
We have investigated a Monte Carlo treatment of particle growth by evaporation-
condensation based on a combination of a two-state Potts, or Ising, model with the 
Metropolis algorithm for the acceptance/rejection of simulated growth steps. The 
effects of initial size distribution and lattice occupancy on particle growth through 
Ostwald ripening via evaporation-condensation have been explored and the 
sensitivity of the results to model-parameters, such as interaction energy, 
temperature and second nearest-neighbour weightings has been investigated. 
From an initial random distribution of particles, the predicted growth follows 
a square root dependence on time, consistent with well known analytical treatments.  
When the temperature parameter was examined, a critical temperature Tc was found. 
Below Tc  the rate of particle-growth increased with increasing T; but above Tc the 
growth-rate decreased with increase in T. The correspondence, in the absence of 
second nearest neighbour interactions, of the computed  Tc  with the analytically 
determined value demonstrates the robustness of  our procedures. 
  The effects of evaporation-condensation on the size distribution, 
characterized by a mean size <R> and r.m.s. deviation δ,  have received particular 
consideration. It is predicted that, for three different initial particle size distributions, 
with the same initial mean size, growth by evaporation-condensation will lead to 
convergence of the normalized   δ /<R> versus time or δ/<R>  versus <R> curves. 
Counter-intuitively, a narrow initial size distribution is not maintained by particles 
growing by evaporation-condensation. 
Finally, we have developed a simple technique for incorporating diffusive 
phenomena into this model by incorporating distance dependence into the 
probability of migration.  This has reduced the necessary computational time and 
enabled us to compare the dependence of the δ /<R>  vs. <R> relationship for 
different values of the characteristic distance. Remarkably and somewhat 
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unexpectedly, we find that for a wide range of model parameters the normalized 
deviation is effectively independent of this characteristic distance. 
 
Keywords:  Potts Model, Calcination, Grain Growth, Diffusion, Sintering   
1. Introduction 
Gas-phase production of nano-particulate powders offers many attractions. The 
necessary volatile starting materials, e.g. metal halides, are often available and the 
feasibility of large-scale manufacture is amply demonstrated by the oxidation of 
titanium tetrachloride vapour 
TiCl4 + O2 → TiO2 + 2Cl2 
 to produce annually 2-3 million tonnes of titanium dioxide particles (~100 nm 
radius; 7 m2g-1)1. An analogous process for the production of nano-particulate ZrO2 
has been demonstrated at pilot-plant scale2. Nano-particles of alumina, silica and 
titania (surface area 50 -150 m2g-1) are produced commercially by flame hydrolysis 
of their respective chlorides3, e.g. 
 SiCl4 + 2H2 + O2 → SiO2 + 4HCl  
Gas phase processes have been developed for titanium boride4, titanium nitride5 and 
silicon carbide6. All of them offer attractive routes to production of fine particles.  
In order to control  mean particle-size and size-distribution it is important to 
understand the mechanisms by which such particles grow. Initially, particle growth 
in gas-phase reactors depends on the balance between nucleation and growth by 
surface reaction. However, once the reactants have been consumed, further growth 
may occur by the aggregation and subsequent sintering of flocculated parents or by 
Ostwald ripening – in which evaporation and condensation cause   small particles to 
disappear and larger particles to grow as a result of the greater relative surface 
energy of the smaller particles – a consequence of their greater specific surface area. 
Although, the gas phase production of oxide nano-particles can occur at 
temperatures close to or above the melting point of the bulk oxides2, 7 little attention 
has been paid to this particular cause of particle growth – mainly because of the 
experimental difficulties inherent in differentiating ripening by evaporation-
condensation from aggregation & sintering. Computational modelling provides a 
method of unravelling the effects of the many growth mechanisms which contribute 
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to each of the main routes and this paper presents a first step in building such a 
model.  
Although the above paragraphs emphasize growth during powder production, 
evaporation - condensation plays a part in many other particle growth processes, 
including calcination of small particles and the growth of crystals in solution. A 
specific example of the former is the growth of silver particles supported on TiO2 8.  
More generally, the sintering of metal crystallites on catalyst supports is 
significantly enhanced by small amounts of chlorine which promote mass transport 
between particles via volatile chlorides. 
In general, the time dependence of the mean grain radius, <R>, may often be 
described analytically9 by the relation  
<R>n = R0n + kt     (1) 
 
where R0 represents the mean grain-radius at t=0, k is a constant (with Arrhenius 
temperature dependence) and n is the order of grain growth. The value of n depends 
on the growth mechanism and is generally taken to be 2 for transfer across a 
boundary and 3 for diffusion in the bulk. 
In order to extend studies of grain growth beyond the limits of analytical 
approximations, numerical methods are necessary. In this paper, the evaporation- 
condensation mediated ripening process is studied by Monte Carlo simulation on a 
two-dimensional lattice.  A two state (lattice gas or Ising) model is adopted, 
corresponding to a specified occupancy of filled and empty sites.  The simulation 
proceeds in a stochastic manner, generating a sequence of configurations of lattice 
states.  Trial states are generated from an initial, normally random, distribution and 
an exchange between a filled and empty surface site is accepted if there is a resultant 
decrease in surface energy.  If an increase in surface energy results, the move is 
accepted with a probability given by a Boltzmann factor (Metropolis algorithm10). 
As a result, the larger clusters grow at the expense of smaller ones.  
The variables in the analysis include the fractional occupancy of the sites, the 
nearest neighbour interaction strength J  and simulation temperature T (combined 
within the dimensionless parameter kBT/J, where kB is the Boltzmann constant),  the 
relative strength of next nearest neighbour interactions and a characteristic distance  
associated with those accepted exchanges which lower the surface energy. 
 5 
Specifically, moves which lower the surface energy may be assessed in terms 
of the separation between the two sites involved, to which a characteristic  radius 
may be applied.  If the separation between these sites is less than this characteristic 
radius, the move is accepted; otherwise it is accepted or rejected on the basis of 
comparison with a random number. This constraint on the phase space has the effect 
of incorporating a diffusion distance into the model, i.e. it allows for evaporation-
condensation being more probable over short distances than long distances.  
 
 
Background 
The Potts model 10,11 which treats the evolution of a non-equilibrium discrete 
ensemble populating a regular lattice was first proposed as a generalization of the 
Ising model for simulating the critical transitions in magnetic materials and gas-
liquid phase transitions in a lattice gas with more than two degenerate states10. It has 
been used in conjunction with the Monte Carlo method to simulate grain growth and 
evolution of microstructures during sintering, melting, phase transitions, laser 
ablation and micromachining 10, 12.  
Anderson et al developed a 2D simulation of grain growth and examined the 
growth kinetics, topology, and local dynamics13-15. Tikare et al simulated 
microstructural evolution and size distribution during solid state sintering 16, 17. They 
found that grain growth kinetics were described by a power law with n = 2. In these 
simulation procedures, the spin state populations are not conserved – a lattice site is 
selected at random, its state is changed to one of its nearest neighbours’ states, and 
the change is accepted or rejected depending on the outcome of the standard 
Metropolis procedure. Tikare et.al 16, 17 also simulated pore migration (surface 
diffusion) in solid-state sintering using conserved dynamics, so that the total number 
of pore sites and grain sites remained constant.  A pore site was first selected and a 
neighbouring grain site was chosen. The two sites were temporally exchanged, with 
the grain site assuming a new state.  Then the standard Metropolis algorithm was 
again used to accept or reject the move. 
Matsubara et al have studied microstructures18, 19 formed by liquid phase 
sintering and simulated the microstructure development 20 and compared the results 
of these simulations with experimental grain growth in AlN based ceramics21, 22.  
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Tikare et al have also implemented the Monte Carlo method to simulate 
microstructural evolution, size distribution,  grain growth and Ostwald ripening in 
liquid-phase sintered materials 23-25. They found grain growth kinetics followed a 
power law with asymptotic exponent, n ≅ 3 for different fractions of liquid phase 
volume in liquid phase sintering 23, 24. For cases in which long range diffusion is 
involved 26, 27 (solid-liquid sintering, AB alloy sintering) a site and its neighbour are 
selected at random. If they belong to different phases, they are allowed to exchange 
their spins.  This can create an isolated spin of phase B, which can randomly walk 
through the matrix of phase A until it reaches another grain of phase B. The 
probability is then compared with a random number. Using procedures of this type,   
Zhang et. al 27  found that the liquid-phase hinders the motion of the grain boundary, 
and the rate of grain growth in the two-phase case is slower than that in the single 
phase.    
Liu et al 28, 29 studied grain growth and grain boundary segregation in binary 
alloys, The Ising lattice was used to realize the solute diffusion event via spin 
exchange and the Potts model was applied to simulate a domain growth event via 
spin adjustment.  Dudek et al.30 employed Q solid-phase states and a single pore 
state to simulate late stage sintering in metal powders. They found that for the non-
conserved system with low porosity, the kinetics of metal grain growth followed a 
power law with n=2. The pores inside the bulk grain dissolved according to the 
Lifshitz-Slyozov 31 evaporation-condensation mechanism. For dilute systems, a 
power law with n = 3 was observed.   
 
2. Description of the model   
 
In this paper, we use an  Ising (or two-state Potts) model to simulate grain growth 
processes such as the growth of a single phase solid at the tail end of a gas phase 
reaction when there is no further reaction between the solid and gas phases3, 7. The 
choice of a 2-state model may be justified by the fact that, for TiO2 prepared by gas 
phase oxidation, each particle normally consists of only one crystallite, as evidenced 
by the close correspondence between particle-sizes measured from transmission 
electron micrographs and crystal-sizes calculated from X-ray line broadening. The 
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two-dimensional simulation domain is discretized as a 400×400 square lattice with 
periodic boundary conditions. The lattice-occupancy (f) is defined as the ratio of the 
number of occupied lattice sites (No) to the total number of lattice sites (N).  We 
assume a single spin state in the solid phase, with spin state (q) = +1, and one in the 
surrounding inert gas phase with (q) = -1.  Adjacent cells with spin state +1 form a 
grain, within which there are no boundaries.  Adjacent lattice sites with a spin state 
of -1 form free space in which entities can diffuse from one grain to another. The 
driving force for grain growth is the reduction of surface energy associated with 
interface between occupied and empty cells.   
The energy under consideration is the surface energy whereby all unlike first-
nearest neighbours contribute one arbitrary unit of energy to the system. First and 
second-nearest neighbours are defined as cells with a common side and common 
corner, respectively. The total surface energy is 
( )[ ]∑∑ −= 0 8 ,1N
i j
ji qqJE δ
                                   (2) 
δ is the Kronecker delta function such that δ(qi,qj) =1 if qi = qj and δ(qi,qj) =0 if qi ≠ 
qj, where qi is the state of the grain or empty-site at site i, and qj is the state of the 
first-nearest and second-nearest neighbours at site j. The contribution of neighbours 
to the surface energy can be varied through the first-nearest and second-nearest 
neighbour weightings  (wf and ws) .  Equation (1) then becomes  
( )[ ] ( )[ ]∑∑∑∑ −+−= 00 44 ,1,1 N
i j
sji
N
i j
fji wqqJwqqJE δδ
                   (3) 
Throughout the simulations wf was taken as 1, whilst  ws was allowed to vary 
between 0 and 1.   
 In our simulations, the two steps in Ostwald ripening, evaporation-
condensation and transport between grains, are simulated independently based on 
(1) an energy-dependent probability and (2) a distance-dependent probability.  In the 
first case, (a) the state of a randomly chosen surface cell is first checked; then a new 
surface site with different state is selected, and the total system energy (Ei) is 
calculated from equation 1.  (b) state-spin exchange is performed for the chosen 
sites and the total system energy (Ef) calculated.  (c) The difference in energy, ∆E, is 
calculated using Eq. (4).  
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∆E = Ef - Ei    (4) 
(d) The standard Metropolis algorithm is then used to determine whether the 
exchange is accepted or rejected.  A transition probability p(∆E) is evaluated using  
( ) 




 ∆−
=∆
Tk
EEp
B
exp
   (for 0>∆E ) 
( ) 1=∆Ep
                               (for 0≤∆E ) 
where T is the simulation temperature, which defines the degree of thermal 
fluctuation in the system. A random number R between 0 and 1 is generated such 
that if PR ≤ (∆E), the exchange is accepted; otherwise, the original configuration is 
restored. This permits even some of the jumps associated with a positive energy 
change to be accepted; it allows for the distribution of energies associated with a 
specified temperature. The dimensionless parameter kBT/J is varied from 0 to 2.0.  
Note that the simulation temperature is not a physical temperature, so that the effect 
of increasing T is not to increase the ‘evaporation’ frequency. Consequently setting 
T=0 does not eliminate crystal growth; it simply eliminates thermal fluctuations and 
ensures the rejection of all steps for which ∆E>0.  
For each jump that is successful on the basis of this first criterion a second 
criterion - based on a distance-dependent probability (pd) - may be applied.   This 
may be defined as  
( )



>
≤
=
LL
L
Ld ddddf
dd
ddp ),(
1
,   (5) 
where d is the distance between the  occupied lattice site (x1, y1) and the empty 
lattice site (x2,y2)  to which the monomer moves,  such that 
( ) ( )212212 yyxxd −+−=
     (6) 
dL, the characteristic distance within which any exchanges which lower the energy 
are accepted with unit probability, is given by 
mdd L 2/max=      (7) 
 where m is a positive number ( ≥1 ). The maximum possible diffusion distance dmax 
is dictated by the dimensions X and Y of the simulation matrix and a factor of  1/2 in 
equation (7) arises from the use of periodic boundary conditions.  
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max YXd +=
     (8) 
In the simplest case, the function f(d,dL) is 0, such that pd(d,dL) is a step function, but 
the effect of other smoothly varying functions will also be explored. 
 If d is less than or equal to dL the move is accepted. If d is greater than dL, a random 
number R between 0 and 1 is drawn, and a move for which pd(d,dL) <  R is accepted; 
otherwise the move is rejected. Thus unlike the case of two - phase sintering 
explored by Tikare et al 26, where bulk diffusion was treated by a random walk 
procedure, we have used a fast algorithm by avoiding attempting unsuccessful 
moves. We consider this procedure to be acceptable because in our simulations, in 
contrast to those of Tikare et al 26, the occupancy is very low. For the formation of 
one mole of TiO2 from TiCl4, one mole of solid TiO2 (~ 20 cm3) coexists with two 
moles of chlorine gas (~40 dm3). 
Time (t) in the simulation is measured in units of Monte Carlo Steps (MCS) 
such that 1 MCS corresponds to N attempted exchanges, where N is the total 
number of lattice sites in the system. During the simulation, the mean grain size 
<R> and rms deviation δ were recorded, where 
∑
∑
=
k
k
k
kk
n
Rn
R
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δ   (9) 
Here, the sum is over all grains, where nk is the number of grains of size Rk.. 
In the following, all  quoted results reflect the average of five runs; ‘snapshots’ of 
grain growth are recorded from a typical run in the set. 
 
3. Results and discussion 
3.1 Grain growth without distance dependence. 
The effects of a range of parameters on grain growth were first examined for the 
case in which the monomer may diffuse (jump) through the whole simulation matrix 
(m = 1). Fig. 1 shows ‘snapshots’ of the growth during a simulation for an initially 
random distribution of grains with a lattice occupancy of 25%. The filled cells 
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represent grains. The value of  kBT/J  was chosen as 0,  implying that any move with 
∆E > 0 will be rejected, and for this simulation ws/wf = 0.5.  At t = 0, the mean size 
(<R>) is 0.74 and normalized deviation (δ/<R>) = 0.37. As the simulation 
progresses, some grains grow at the expense of other grains. After 200 MCS, few 
small grains remain left and many large grains, with a mean size of 8.5 and 
normalized deviation of 0.49, are seen. 
Figure 1 Near Here  
 
Figure 2 demonstrates the effects of grid occupancy, second-neighbour weighting, 
temperature and initial size/size distribution on the particle growth. As expected the 
mean size increases with MCS in all cases. Fig 2a shows that as the occupancy is 
increased the ‘growth-rate’ increases. This effect persists even if the effect of larger 
R0 at higher occupancy is compensated for by plotting   <R>/R0 instead of <R> 
against MCS. The larger fluctuations for MCS>150 and f= 40% may be due to 
coalescence when two or more particles of the decreasing number population come 
together to form one large particle. For long simulations, when <R>  >>  R0 eq.1 can 
be rewritten as  
 ktR n =><   or 
 t
n
k
n
R log1log1log +>=<     (10) 
 Fig 2b  displays the  curves from Fig 2a,  on a logarithmic scale and demonstrates 
(except at the early stage of growth) approximate linearity with slopes of 0.43 - 0.49 
for occupancies of 10 -  40%. The deviation from linearity at less than 10 MCS  has 
been noted previously 26, 32 and was attributed  to the effect of the initial disorderly 
lattice structure and neglect of the initial grain radius R0. Within statistical error, the 
slopes are in good agreement with the power law prediction 1/n= 0.5 , and confirm 
the essential robustness of the model.  
Figure 2c shows that mean size increases as second-nearest neighbour weighting 
increases from 0 to 0.5 and, more slowly, from 0.5 to 1.0. This general trend is 
intuitively reasonable because an increase in ws will – through its link to ∆E - 
increase the relative likelihood of moves from small to large, rather than from large 
to large, particles. Hence it will increase the growth rate.  
Figure 2  Near Here 
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Fig. 2d shows the effect on <R>  of varying T (via kBT/J at constant J). It is clear the 
change in growth rate with T is not monotonic, as would be expected in an 
experimental study at increasing temperatures, but has a turning point at 
kBTc/J≈0.67.  On closer examination of this turning point at longer simulation times 
(MCS), a discontinuity in gradient of the curve of <R> against T at a critical value 
of temperature (Tc) is observed. This is analogous to an order – disorder phase 
change, such as that observed in the variation of heat capacity with temperature 
within the Ising model. 
At temperatures below the critical temperature, where <R> is observed to increase 
slightly with increasing T, the energetically favoured increase in grain size is being 
offset to an increasing extent by the probability of accepting moves which result in 
an energy increase. At temperatures above the critical temperature, where <R> is 
observed to decrease rapidly with increasing T, the increasing probability of 
accepting positive energy moves dominates those which result in a lower energy, 
leading to the break-up of larger grains. 
  
 
We have also expressed the results of Fig. 2c in logarithmic form, as for Fig. 2a. 
Some representative slopes derived from these plots are listed in Table 1. 
 
Table 1 Near Here 
 
The figures in Table 1 confirm the trend indicated in Fig. 2c, namely  that the 
particle growth-rate increases as second-nearest neighbour weighting increases, and 
this trend become less pronounced when ws exceeds 0.75. The inclusion of second-
nearest neighbour weightings will on average promote growth by reducing the value 
of ∆E, and hence lead to ∆E<0, for a move to a large crystal.  
Table 1 also shows that for a fixed value of ws the particle growth exponent 
increases with increasing temperature over a range of temperatures, reaches a peak, 
and decreases with further increasing in temperature.  Hence, it supports the 
conclusion drawn from Fig 2d that a critical temperature kBTc/J ≈ 0.67 exists. For 
the case of ws = 0, with other conditions as before, we obtain a critical temperature 
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of  kBTc/J ≈ 0.57 comparable with the value of 0.567 predicted by the lattice gas 
model33. This again shows that our computational  procedures are robust.   
For some applications of advanced powders a narrow spread of particle sizes is 
highly desirable.  We have, therefore, calculated the standard deviation of the size 
and normalized this by dividing by the corresponding value of the mean size. Fig. 3a 
shows that, as f is increased from 10 to 40%, the normalized deviation, δ/<R>, first 
increases with time (MCS) to a peak value and then gradually decreases to a plateau, 
Fig. 3a. Normalized deviation, for conditions corresponding to Fig. 2c is shown as a 
function of mean size in Figs. 3b-3d. 
Figure 3 Near Here  
Although exceptions to the general pattern occur when ws =0 (Fig. 3c for which 
kBT/J=1) or kBT/J > 1.5 (Fig. 3d for which ws = 0.5) the distribution curves 
generally display the same pattern. The normalized deviation sharply increases at 
early stages, goes through a peak, and then decreases as the mean size increases. The 
initial increase may be attributed to the small particles diminishing in size in order 
to feed the growth of large particles. Eventually, these small particles disappear 
completely, and at this stage the size distribution begins to narrow. However, the 
broad conclusions from these simulations are that the narrowest size distributions 
occur in dilute systems (Fig. 3a) and, at long times, further growth by evaporation 
condensation does not affect the normalized distribution.  
 
3.2 The effect of Initial Particle Size Distribution on Growth 
Having established the robustness of the computations and investigated the 
effects of systematic variation of the input parameters, we can explore the effect of 
the initial size distribution on grain growth.  Figure 4, like Fig.1, shows snapshots of 
grain growth at different times (0, 10, 50 & 200 MCS). However, instead of the 
random initial distribution used in Fig.1 the effect of the breadth of the initial 
distribution is demonstrated for a fixed initial mean size of 4.51 and an occupancy 
of 20%. Case (a) corresponds to monodisperse 8x8 particles, the number of particles 
being equal to 0.3125% of the total number of cells. Case (b) corresponds to equal 
numbers (0.1% each) of 10x10, 8x8 and 6x6, whilst case (c) corresponds to 0.15% 
each of 10x10 and 6x6. 
Figure 4 near here.    
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Fig. 5 shows the corresponding variations of (a)  <R>  with  MCS  and (b) 
normalized deviation with MCS.  
Figure 5a & 5b  near here. 
Figure 5a shows that the initial growth of the monodisperse particles is small. Any 
change from monodispersity must lead to an increase in surface energy and only for 
kBT/J > 0 can growth occur. A comparison, at kBT/J = 1,  of the growth of an initial 
random distribution with that from a fixed size distribution shows that grain growth 
is impaired until a random distribution has been generated. This trend mirrors 
experimental findings that a narrow initial particle size distribution substantially 
slows coarsening rates in the early stages of Ostwald ripening34.  However, the rate 
of growth of all three of our artificial populations converges after about 150MCS as 
do the δ/ <R> vs. <R> plots (Fig. 5b). These simulations suggest that growth of 
different initial size distributions by evaporation condensation will lead to particles 
with a similar distribution.  Evaporation-condensation is predicted to eliminate the 
differences in size distribution between an initially random and an initially uniform 
particle population. 
 
3.3 Distance-dependent grain growth 
The results described in section 3.1. and 3.2 are derived on the assumption that 
condensation may occur at any surface site within the simulation grid  and that the 
probability of condensation does not depend on the distance from the point of 
evaporation. This corresponds to a thermodynamic analysis.  By contrast, 
consideration of the transport process suggests that condensation is more likely on 
sites that are near to the point of evaporation. We now turn our attention to this 
‘distance-dependent’ grain growth. 
We introduce a characteristic length (dL) within which all evaporation – 
condensation steps which lower the surface energy are accepted. For values of d > 
dL, a functional dependence is introduced (simple cut-off, exponential decay, 
Gaussian decay, inverse distance – dependence) whereby evaporation – 
condensation steps which would automatically lower the energy are only accepted 
on comparison of the value of this function with a random number.  This allows us 
to investigate the distance – dependence of the acceptance of evaporation – 
condensation steps which lower the surface energy. Although we have investigated 
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the effects of a number of functions as noted above, we will concentrate here on the 
Gaussian decay function 
 
 
Figure 6  near here  
 
                                
2)/)(()( LL dddL edg −−=                                         (11) 
   
 for d >  dL and g(dL) = 1 for d < dL.  
 
This ensures that both the function and its first derivative are continuous at d=dL. It 
turns out in practice that the various functions yield very similar results and we will 
only quote results using the above Gaussian function. 
   
The ‘snapshots’ (a) to (c)  in Figure 7  at t = 200 MCS ( all for  f = 40%, wf = 
1, ws = 0.5) demonstrate that decreasing the diffusion-related characteristic distance 
dL( = dmax/m). (i.e. by increasing m) decreases the rate of particle growth. 
Correspondingly, the snapshots in  Figure 7 (d) –(f), show that increasing times (50, 
82 & 153 MCS respectively), are necessary to reach a fixed mean size as the 
diffusion distance decreases. Conceptually, limiting the distance through which 
‘monomer’ can be transported must decrease the chance of a successful evaporation-
condensation step. When the transport distance is very small in comparison with 
mean inter-particle distance, intra-particle transport will dominate. High energy 
surface cells will move to a lower energy location on the same particle - i.e. 
transport will lead to changes in shape rather than size.  
 
Figure 7 near here.  
 
The particle growth curves are plotted in figure 8(a). It can be seen that shorter 
characteristic distances (larger values of m) significantly slow the earlier stage of 
particle growth. However, for longer times   a power-law with exponent 0.5 still 
holds.  This is because at an early stage, when more small grains exist, the majority 
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of moves are energetically favourable, and consequently many energetically-
successful moves are rejected by the diffusion limitation; the diffusion restrictions 
dominate. By contrast, at longer times there are fewer small particles and fewer 
moves are successful energetically. Consequently the relative importance of 
diffusion limitation decreases and the power-law behaviour is re-established.  
 
Figure 8 near here. 
 
The corresponding plots of normalized deviation vs. with MCS are shown in Fig. 8 
(b).  The normalized deviations first go through a maximum, shifting to longer times 
as dL decreases. The peak heights are identical for different diffusion distances 
because similar initial conditions were employed.   
 
Figure 9 shows normalized deviation as a function of mean sizes for different 
diffusion distances and f = 10%. 
Figure 9  
Remarkably, a universal curve was obtained regardless of the diffusion distances. 
Therefore these results suggest that the normalized deviation is independent of 
particle concentration density in the simulation domain.  Similar behaviour, not 
shown here, was observed for a higher occupancy of 40%.  Similar universal curves 
were obtained for the other functions shown on Fig. 6.  
 
 
 
 
4. Conclusions 
As stated in the introduction, evaporation-condensation is one mechanism 
which can contribute to the growth of particles and may be an important 
contribution to particle growth in the later stages of gas-phase powder production. In 
these processes, not only the rates of particle growth, but also the size distribution 
which develops, are important. For example, the opacity of TiO2 pigment and the 
fracture of oxide ceramics are both affected by the size distribution  of the powders.  
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Therefore, the key conclusions from this study concern the insights with respect to 
the contribution of evaporation -condensation to the evolution of the size 
distribution.  
  
The simulations lead to two such insights. The first is that for growth by 
evaporation condensation the ultimate value of normalised size distribution may be 
independent of the initial size distribution of the particles. The second is that the 
normalised deviation distribution does not depend on the characteristic distance. 
However, because evaporation-condensation is only one mechanism by which 
particles can grow, our simulation may only tell part of the story. This model is the 
first stage in a programme designed to take into account the main mechanistic steps 
responsible for particle growth and will, in future work, be combined with models 
of other processes - specifically a multi-state model of growth by boundary 
diffusion.  
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Figure Captions 
Fig. 1  ‘Snapshots’ corresponding to an initial  random distribution, at 0 Monte 
 Carlo Steps (MCS), and the subsequent growth of particle size, at 50,100 
 and 200 MCS , for occupancies f = 25%,  ws = 0.5 &  kBT/J = 0. The mean 
 20 
 size, the normalized deviation, and the number of MCS are shown  below 
 each representation. 
 
Fig. 2  
a. Mean size vs time (MCS) for occupancies between 10 & 40%. (In all cases 
ws/wf =0.5 and kBT/J = 1.0). 
b. The results from Fig. 2a plotted on a logarithmic scale to demonstrate the 
similarity to the behaviour expected from a power law. 
c. Mean size vs MCS for values of ws from 0 to 1. (In all cases the occupancy, f 
= 25% and kBT/J = 1.0). 
d. The mean size at 50, 100 and 150 MCS as a function of (kBT/J) for ws/wf = 
0.5. The discontinuity at (kBT/J) ≈ 0.67 is clearly seen.  
 
 
3. Normalized deviations as a function of (a) number of MCS and (b-d)  mean 
size for the cases in figure 2. 
a. Normalized deviation as a function of time (MCS) for occupancies 
between 10 & 40%. (In all cases ws/wf =0.5 and kBT/J = 1.0). 
b. Normalized deviation as a function of mean size for for occupancies 
between 10 & 40%.(In all cases ws/wf =0.5 and kBT/J = 1.0). 
c. Normalized deviation as a function of mean size for values of ws 
from 0 to 1. (In all cases the occupancy, f, =25% and kBT/J = 1.0.) 
d. Normalized deviation as a function of mean size for (kBT/J) from 0 
to 2. 
4. Snapshots at four different times (0, 10, 50 & 200 MCS) for a fixed initial 
mean size 4.51 and total occupancy of 20% (a) 8x8 of 0.3125%, (b) 10x10, 
8x8 & 6x6 of 0.1% each and (c) 10x10 & 6x6 of 0.15% each.    
 
5.   A comparison of 
a. Mean size as function of MCS for the same initial meand size with 
different initial distributions contrasted with a random distribution 
(inset). 
 21 
b. Normalized deviation as a function of MCS for all three cases in Fig. 
4. 
 
6. The variation with distance, d, of  various functions used in the calculation 
of the distance-dependent probability of a move. 
 
7. Snapshots at 200MCS (a)—(c), and fixed mean size (d)—(f) for different 
characteristic distances for a case of f = 40, ws = 0.5 and kBT/J = 1.0.  
 
8. The effect of decreasing characteristic distance, increasing m, on particle 
growth( f = 10%, ws = 0.5 & kBT/J = 1.0 in all cases).   
a. .Mean size as a function of MCS. 
b. Normalized deviation as a function of MCs, plotted on a logarithmic 
scale.    
 
9. Normalized deviation as a function of mean size for the same conditions as 
Fig. 8.   
 
 
 
 
 
 
 
 
 
 
 
 
  Table 1.   
The slopes derived from particle growth curves (log<R> = a + b×logt) for 
different second-nearest-neghbour weighting, ws, temperature, kBT/J  and 
occupancy, f. 
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ws Slope, b  kBT/J Slope, b  f Slope, b 
f=25 
kBT/J=1 
 ws=0.5 
f=25 
 ws=0.5, 
kBT/J=1 
 
0 0.36 0 0.39 10% 0.43 
0.25 0.43 0.5 0.42 20% 0.44 
0.5 0.44 0.75 0.44 25% 0.44 
0.75 0.46 1 0.43 40% 0.49 
1.0 0.46 1.5 0.37   
  2 0.25   
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Figure 1     
                 
<R>,  δ/<R>      0.74, 0.37 (0MCS)    5.68, 0.55 (50 MCS) 
        
 
<R> ,  δ/<R>  6.96, 0.52 (100 MCS)    8.51, 0.49 (200 MCS) 
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Fig. 4  
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Fig. 7 
           
 
 (a) m = 20    (b) m = 5    (c) m = 1  
    
    
 (d) m =2    (e) m = 3    (f) m = 5 
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