We characterise isometries and coisometries in B(H) in terms of James' orthogonality. As a consequence we obtain a characterisation of surjective linear or conjugate linear mappings φ : B(H) → B(H) that preserve James' orthogonality in both directions.
Introduction
Throughout the paper H will be a complex Hilbert space (of finite or infinite dimension). We denote by B(H) the algebra of all bounded linear operators on H. The problem of determining the structure of linear mappings from B(H) into itself, which leave certain properties invariant, has been considered in several papers. These are the so-called linear preserver problems, see [3, 5, 10] . For A, B ∈ B(H) the operator A is said to be James orthogonal (shortly orthogonal) to B, denoted by A ⊥ B, if A + γ B A for all complex numbers γ . In Hilbert spaces this orthogonality is equivalent to the usual notion of orthogonality, but in general Banach spaces ୋ This paper was written while the author spent his sabbatical at the Department of Pure Mathematics at Queen's University Belfast. The visit was supported in part by the Ministry of Science is neither symmetric nor additive [7] . However it is homogeneous, thus A ⊥ B ⇔ λA ⊥ µB for all nonzero complex numbers λ, µ. In this note we characterise linear or conjugate linear surjective mappings φ : B(H) → B(H) that preserve James' orthogonality in both directions, thus A ⊥ B ⇔ φ(A) ⊥ φ(B). Note that we do not assume φ a priori to be bounded. Since A ⊥ B ⇔ A * ⊥ B * , it is natural to consider also conjugate linear operators. So one may well ask what results can we expect. All scalar multiples of linear or conjugate linear surjective isometries clearly preserves orthogonality in both directions. We prove in Theorem 2.6 that these are exactly all possibilities that can occur. This is an analogy with the situation in Hilbert spaces where only multiples of unitary or antiunitary (conjugate linear unitary) operators preserve orthogonality. This is just (the easiest) part of the famous result of Uhlhorn, see [9, 12] for elegant proofs.
In [1, 6, 8] the authors studied additive bijective mappings preserving stronger notion of orthogonality (A and B are said to be orthogonal if A * B = AB * = 0) and obtained the same conlusion. Note that merely the assumption A * B = 0 implies A ⊥ B and even B ⊥ A. This follows from
Thus Theorem 2.6 shows that for linear mappings we get the same characterisation under weaker assumptions.
Results
First we need some technical results. Recall that an operator A ∈ B(H) is said to be positive if it is self-adjoint and the spectrum σ (A) ⊆ [0, ∞), or equivalently, Ax, x 0 for all x ∈ H. 
Proof. From
and since A 2 is also a contraction, it follows that
Hence A 2 x n → 1 and then from (1) we conclude that A 2 x n − x n → 0. Thus (A + 1)(A − 1)x n → 0 and since A + 1 is invertible we get (A − 1)x n → 0.
Next characterisation of orthogonality was proved by Bhatia and Šemrl in [2] .
Theorem 2.2. Let A, B ∈ B(H). Then A ⊥ B if and only if there exists a sequence
{x n } of unit vectors such that Ax n → A , and Ax n , Bx n → 0.
Recall that the numerical range of an operator
, the closure of the numerical range. In finite dimensions one does not need sequences in the statement of Theorem 2.2.
Lemma 2.3. Let
is an ellipse and 0 is an interior point.
Proof. (i) Since AB is not normal, W (AB)
is not a line segment, hence it is an ellipse by [4, Lemma 1.1-1] whose foci are the eigenvalues
This shows that 0 is an interior point.
(ii) Since 0 ∈ W (AB), we have 1 ⊥ AB. But A is self-adjoint unitary, and multiplying 1 ⊥ AB by A from the left we get A ⊥ B. Matrix B attains its norm on unit vectors of the form x = (e iϕ , 0) t , hence from
using Theorem 2.2, we conclude that B ⊥ A.
In the next result we extend Lemma 2.3 to the infinite dimensional setting. Proof. Let m = min σ (B), hence 0 m < 1, and let
where W is the ellipse from Lemma 2.3 and NW its boundary. Define a function
, where E(·) is the spectral measure of B. Then, with respect to
Now choose unit vectors x ∈ H 1 and y ∈ H 2 and define an operator A on these three subspaces as follows:
where orthogonal complement is always with respect to the given subspace. First note that A = 1. Next we will show that A ⊥ B. Let P be the orthogonal projection on two dimensional subspace spanned by x and y. Then, with respect to the basis {x, y},
So W = W ((P AP )(P CP )) and 0 is an interior point of this ellipse by Lemma 2.3. From the estimate
for all u = 1, and (2), it follows that W ((P AP )(P BP )) is also an ellipse (by [4, Lemma 1.1-1] it can only be an ellipse or a line segment), and 0 is also an interior point of W ((P AP )(P BP )); hence from Lemma 2.3 it follows that P AP ⊥ P BP . Thus
for all γ ∈ C and we conclude that A ⊥ B. Next we will show that B ⊥ A. First we need the following fact. If z is any unit vector in H 1 , then
To see this write z = λx + µx ⊥ , where x ⊥ ∈ H 1 is a unit vector orthogonal to x. Then
Suppose now that {x n } is a sequence of unit vectors such that Bx n → 1. Then by Lemma 2.1 it follows that Bx n → x n . Write
where x i,n ∈ H i , 1 i 3, and x 1,n 2 + x 2,n 2 + x 3,n 2 = 1. Then Bx n → x n implies B i x i,n − x i,n → 0. Suppose that x 2,n → a and a / = 0 (pass to a subsequence if necessary). This would imply in particular that 1 x 2,n is a bounded sequence and thus
But this is impossible since B 2 < 1. Thus x 2,n → 0 and similarly x 3,n → 0. Therefore
Then (3) implies that Bx n , Ax n → 0 and Theorem 2.2 shows that B ⊥ A. This completes the proof. Now we can prove a characterisation of isometries and coisometries. Recall that A is a coisometry if A * is an isometry, or equivalently AA * = 1.
Theorem 2.5. Let A, B ∈ B(H). Then A ⊥ B always implies B ⊥ A if and only if B is a scalar multiple of an isometry or coisometry.
Proof. Since A ⊥ B if and only if λA ⊥ µB for any two nonzero complex numbers λ and µ, we may and do assume that B = 1.
(⇐) Suppose that B is an isometry and A ⊥ B. Then by Theorem 2.2 there exists a sequence of unit vectors {x n } such that Ax n → A and Ax n , Bx n → 0. Since B is an isometry, the same sequence shows also that B ⊥ A. If B is a coisometry and A ⊥ B, then A * ⊥ B * and B * is an isometry. Thus by the above we have B * ⊥ A * and then B ⊥ A.
(⇒) Suppose now that B and B * are not isometries, thus B * B / = 1 and BB * / = 1. Let B = U |B| be the polar decomposition of B, where as usual |B| is the positive square root of B * B. Then by Lemma 2.4 we can find A ∈ B(H) such that A ⊥ |B| and |B| ⊥ A. If |B| is invertible or has 0 in the continuous spectrum, then U is an isometry and
showing that UA ⊥ B. Choose µ satisfying |B| + µA < |B| , then also U(|B| + µA) < U |B| = B . Thus B ⊥ UA and we are done. If |B * | is invertible or has 0 in the continuous spectrum repeat the above arguments. Therefore, the only remaining possibility is that both |B| and |B * | have 0 in the point spectrum. Since 0 ∈ σ (|B|) implies 0 ∈ W (|B|), we have that 1 ⊥ |B|. Let {x n } be a sequence of unit vectors such that |B|x n → 1. Then by Lemma 2.1 |B|x n → x n , hence |B|x n , x n → 1, showing that |B| ⊥ 1. Since both R(|B|) ⊥ and R(B) ⊥ are nontrivial, we choose unit vectors x ∈ R(|B|) ⊥ and y ∈ R(B) ⊥ and define partial isometry V as follows:
Then V x = 1 and V x, Bx = y, Bx = 0, hence V ⊥ B. From |B| ⊥ 1 and V |B| = B it follows that B ⊥ V and the proof is completed.
In the next theorem we characterise orthogonality preserving mappings.
Theorem 2.6. Let φ : B(H) → B(H) be a linear (conjugate linear) surjective mapping preserving orthogonality in both directions. Then there exist a nonzero complex number c and unitaries U and V such that for all X ∈ B(H) the mapping φ is of the form φ(X)
, where X t denotes the transpose of X relative to a fixed but arbitrary orthonormal basis of H.
Proof. Note that if φ is a conjugate linear orthogonality preserving mapping, then φ 1 (X) = φ(X * ) is linear orthogonality preserving mapping. Thus we can consider only the linear case. Furthermore, note that φ(A) = 0 implies A ⊥ B for all B ∈ B(H); so A = 0 and φ is bijective. Next we show that φ(1) is a scalar multiple of an isometry or coisometry. To see this suppose that A ⊥ φ (1) . Since φ is surjective we can find A 1 such that φ(A 1 ) = A. Then since φ preserves orthogonality in both directions we have also A 1 ⊥ 1. By Theorem 2.5 we then have 1 ⊥ A 1 . From this we conclude that φ(1) ⊥ A and using Theorem 2.5 again it follows that φ(1) is a scalar multiple of an isometry or coisometry. Assume that φ(1) is a scalar multiple of an isometry, say φ(1) = cU (the coisometry case can be treated in a similar way). Define ψ(X) = 
So ψ preserves the closure of the numerical range and by [11, Theorem 2] it is of the form ψ(X) = V * XV or ψ(X) = V * X t V , where V is an unitary operator. From the bijectivity of ψ and φ follows bijectivity of U * . So U is unitary and this completes the proof.
Remark 2.1. If H is finite dimensional, then of course we do not need surjectivity assumption. Also the proof of Theorem 2.5 is much shorter. Namely, suppose that B = 1 and B is not unitary. Then, identifying B(H) with M n , we can find unitaries U and V such that UBV is diagonal with nonnegative entries (singular value decomposition). With no loss of generality we may also assume that 
