Abstract. Given measurements of a linear time-invariant system, the McMillan degree is the dimension of the smallest such system that reproduces these observed dynamics. Using impulse response measurements where the system has been started in some (unknown) state and then allowed to evolve freely, a classical result by Ho and Kalman reveals the McMillan degree as the rank of a Hankel matrix built from these measurements. However, if measurements are contaminated by noise, this Hankel matrix will almost surely be full rank. Hence practitioners often estimate the rank of this matrix-and thus the McMillan degree-by manually setting a threshold between the large singular values that correspond to the non-zero singular values of the noise-free Hankel matrix and the small singular values that are pertubations of the zero singular values. Here we introduce a probabilistic upper bound on the perturbation of the singular values of this Hankel matrix when measurements are corrupted by additive Gaussian noise, and hence provide guidance on setting the threshold to obtain a lower bound on the McMillan degree. This result is powered by a new, probabilistic bound on the 2-norm of a random Hankel matrix with normally distributed entries. Unlike existing results for random Hankel matrices, this bound features no unknown constants and, moreover, is within a small factor of the empirically observed bound when entries are independent and identically distributed. This bound on the McMillan degree provides an inexpensive alternative to more general model order selection techniques such as the Akaike Information Criteria (AIC).
1. Introduction. Suppose we observe the output {y j } n−1 j=0 ⊂ C of an unknown linear time invariant system given by A ∈ C q×q and c ∈ C q starting with an initial condition x 0 ∈ C q and evolving without input-an impulse response measurement-
where c * denotes the complex conjugate transpose of c. The goal of system identification [9] is to recover a system {A, c, x 0 } that reproduces the measurements {y j } ]} for any components ⋆ has the same output as {A, c, x 0 }. However, for any output {y j } n−1 j=0 there is a unique smallest dimension q for which there exists a minimal realization { A ∈ C q× q , c ∈ C q , x 0 ∈ C q } that exactly reproduces the output. This smallest dimension is called the McMillan degree [23, Rmk. 6.7.4 ] in honor of Brockway McMillan's pioneering work on this subject [16, 17] . Given the output {y j } n−1 j=0 , the McMillan degree of a system can be easily determined using a result of Ho and Kalman [10] provided n − m, m > q. Although this result was derived as an analytic tool given the system {A, c, x 0 }, it can readily be applied to the data-driven setting where only the output {y j } n−1 j=0 is known. The challenge in the data-driven case is that the system output y j may be corrupted by noise, which we denote as y j . Hence the corresponding noisy Hankel matrix built from this noisy data { y j } n−1 j=0 (1.4)
where σ k (H) is the kth singular value of H in descending order. Thus the McMillan degree is bounded below the number of singular values of H exceeding H − H 2 with equality when H − H 2 is smaller than the smallest non-zero singular value of H. Although we cannot compute H − H 2 without access to the noise free data to form H, if noise is additive, y j := y j + g j , we can replace H − H 2 with the norm of a Hankel matrix formed from the noise {g j } n−1 j=0 :
As G is independent of measurements { y j } n−1 j=0 , an upper bound on G 2 will yield a lower bound on the McMillan degree through Weyl's theorem for any output {y j } n−1 j=0 . In this paper, we obtain a new probabilistic upper bound on G 2 when g :
⊤ is normally distributed, given in Theorem 3.1, and a corresponding bound on the McMillan degree, given in Theorem 4.1, as illustrated in Figure 1 .1.
Our result is not only approach for estimating the McMillan degree. As discussed in section 2, there are two main approaches for estimating the McMillan degree. One approach is to invoke generic model selection criteria, such as the Akaike information criteria (AIC). Unfortunately this is approach is expensive and fraught with difficulty as an optimal realization must be constructed for every potential McMillan degree. An alternative approach is to follow the outline above, constructing the Hankel matrix H, picking a threshold, and then estimating the McMillan degree as the number of singular values exceeding this threshold. In some cases this threshold can be estimated manually, as in Figure 1 .1, however in other cases, e.g., Figure 5 .1 and Figure 5 .2, the location of this threshold is less obvious. There are existing estimates of G 2 from the 1980s and 1990s, but these either asymptotically overestimate or underestimate G 2 in the limit of large n based on random matrix results from the 2000s. In contrast our result, presented in section 3, is the first result, to our knowledge, to match the asymptotic results without any undetermined constants for the case of real and proper-complex Gaussian random noise that is identically and independently distributed, g ∼ N (0, I) and g ∼ CN (0, I); see definitions in [22, §2.5.4] . This result follows by embedding G inside a circulant matrix, diagonalizing this matrix using the discrete Fourier transform (DFT), and bounding the norm by the maximum absolute value of the DFT of g. Then in section 4 we formally state how this bound on G 2 can be used to estimate the McMillan degree and provide examples of this bound in section 5. Finally, we conclude with a discussion of how this bound can be used in engineering practice.
2. Background. Estimating the McMillan degree touches on three distinct domains: structured random matrices, heuristics from engineering practice, and model order selection. In the following, we briefly review relevant results from each domain.
2.1. Structured Random Matrices. The spectral properties of structured random matrices have only started to be explored in the past two decades. The distribution of the singular values of a random Hankel matrix (and hence the 2-norm) was posed as an open problem in a 1999 paper by Bai [3] . Byrc, Dembo, and Jiang were the first to establish the limiting spectral distribution for Hankel matrices with independent and identically distributed Gaussian entries in 2006 [5] .
The next year, Meckes was able to establish several bounds on the distribution of the 2-norm of random Hankel matrices under the weaker assumption that the entries were independently chosen [18] . One key result from combining Meckes' Theorem 1 and Theorem 3 is that if H n ∈ R n×n is a Hankel matrix whose entires are independent Gaussian random variables with zero mean and unit variance, then
Similar results were established under even weaker constraints for the distribution of the entries by Adamczak [1] and Nekrutkin [20] ; the latter also treated non-square Hankel matrices. Unlike these results, our bound in Theorem 3.1 establishes an upper bound with a specified probability, and significant for our approach to estimating the McMillan degree, contains no unknown constants.
Heuristics for Estimating McMillan Degree.
Although rigorous estimates of the 2-norm of a random Hankel matrix have only been available for the past two decades, many authors in the 1970s, 1980s, 1990s recognized that the singular values of the noisy Hankel matrix H could reveal the McMillan degree using an estimate of G 2 . In 1985, Juang and Pappa suggested picking a threshold manually [13, p.622 ]; e.g., in Figure 1 .1 the desired threshold is obvious, but this can be misleading in other cases, as in Figure 5 .1 and Figure 5 .2. This manual selection approach also appears in more recent work using matrices related to H; see, e.g., [15, §16.3] , [27] , and [26] . Other authors attempted to provide estimates of G 2 . For example, Holt and Antill bounded G 2 by the Frobenius norm G F [11, eq. (19) ]. In the case where g ∼ N (0, I)
However this bound is far too pessimistic: if we take m = ⌊n/2⌋, it grows like O(n), which is faster than the bound of O( √ n log n) given in (2.1). Other authors have suggested a threshold of
3)] and [24, §IV.C]. However this estimate is asymptotically too optimistic, growing like O( √ n) and lacking the √ log n term present in (2.1). In contrast, our result Theorem 3.1 obtains the correct asymptotic growth rate.
Model Selection.
Model selection provides an alternative perspective on estimating the McMillan degree using generic statistical tools for selecting the most parsimonious model among a set of candidate models. In the context of estimating the McMillan degree, the candidate models are realizations {A, c, x 0 } of differing dimensions q. Although there are a large number of different criteria for selecting the most parsimonious model, see, e.g., [6] , here we focus on information theoretic approaches which score candidate models on both likelihood and number of parameters. The Akaike Information Criteria (AIC) [2] is one such popular model selection criteria where the score of each model is proportional to the number of free parameters minus the log-likelihood. In our context, denoting the output of the realization {A, x 0 , c} as y(A, x 0 , c) and assuming either g ∼ N (0, Σ) or g ∼ CN (0, Σ), the AIC score for a model of degree q is: A comparison of the upper bounds from Theorem 3.1 to the empirically estimated upper bound β with probability p. In this example, one thousand random realizations of G ∈ C (n/2+1)×(n/2) were constructed to estimate the 1st, 50th, and 99th percentiles of G 2 , shown as red bars. The corresponding bounds from Theorem 3.1 are shown with corresponding probabilities 1, 50, and 99 percent. In cases a and b, the bound is approximately 2.5 times larger than the empirical estimate.
Then the best model with respect to the AIC has dimension q that is a minimizer of AIC(q). In this expression, we have assumed there are 4q parameters although A, x 0 , c have a collective q 2 + 2q degrees of freedom. This is because, without loss of generality, we can assume c = 1 and that A is diagonal due to the continuity of the matrix exponential and the density of diagonalizable matrices in C q×q , leaving only 2q complex parameters or, equivalently, 4q real parameters. The challenge with this approach is its expense: for each candidate McMillan degree a minimal realization {A, c, x 0 } must be constructed. This motivates our simpler, although conservative, bound on the McMillan degree.
3. Random Hankel Matrix 2-Norm Bound. We now establish our main result: a probabilistic upper bound on the 2-norm of a random Hankel matrix whose entries are drawn from a multivariate normal distribution. This bound is the key ingredient in the McMillan degree lower bound given by Theorem 4.1.
n is a random variable and G ∈ C (n−m)×m is a Hankel matrix built from g as in (1.5) where
where p(α) depends on the distribution of g:
Before proving this result, we compare this bound to an empirical estimate of G 2 in Figure 3 .1. Although none of the bounds in Theorem 3.1 are sharp, the two cases where the entries of g are uncorrelated (a,b) appear to match the asymptotic growth rate of O( √ n log n) in (2.1) expected from the results of Meckes [18, Thm. 3] . In the complex normal case, we note that for a fixed probability p,
Hence, our probabilistic bound grows like O( √ n log n):
as n → ∞ with probability p.
Our proof of Theorem 3.1 is divided into two parts. The first component is a bound the 2-norm of a general Hankel matrix by the sup-norm of the discrete Fourier transform of its generating data in Lemma 3.2. The second component takes this bound and generates a probabilistic upper bound assuming a particular distribution of the entires. Each of the four cases in Theorem 3.1 is given by a separate lemma in subsection 3.2.
3.1. Circulant Embedding Bound. The first step in establishing Theorem 3.1 is to bound the norm of the Hankel matrix in terms of the DFT of the vector defining its entries. The strategy we employ below is to embed this Hankel matrix inside a circulant matrix and then diagonalize this circulant matrix using the DFT. This circulant embedding technique is one of two approaches for fast Hankel matrix-vector products [21, §3.4] , but, to the best of our knowledge, this is the first time this embedding technique has been used to obtain bounds on the norm of a Hankel matrix. n . Then,
Proof. Let C ∈ C n×n be the circulant matrix [12, §0.9.6] whose first column is g:
The Hankel matrix G appears in the boxed region of C with reversed columns. Hence the multiplication Gx can be written as
where I m ∈ C m×m is the identity matrix and J m ∈ C m×m is the identity matrix with columns reversed. Then, as the matrix 2-norm is induced by the vector 2-norm,
(3.8)
Finally, to bound the norm of C we note that since C is a circulant matrix, it has spectral decomposition [21, eq. (3.27)],
and then, as the 2-norm is unitarily invariant, (3.10)
Bounds on Noise.
With the preceding result of Lemma 3.2 bounding the norm of a Hankel matrix in terms of the sup-norm of the DFT of the vector defining its entries, we now seek to bound this sup-norm for different distributions of entries. The following four lemmas bound F n g ∞ for four different distributions of g: g ∼ N (0, I) and g ∼ CN (0, I) for which the bounds yield the asymptotically correct growth rate in Theorem 3.1 and g ∼ N (0, Σ) and g ∼ CN (0, Σ) which grow asymptotically faster than expected. We begin with the simplest case where g ∼ CN (0, I). F n g ∞ ≤ α with probability p(α) = (1 − e
−α
Proof. As the sup-norm of F n g is the largest magnitude entry of F n g, we first characterize the distribution of each entry of F n g. Using the affine transform property of a multivariate normal distribution [22, §2.3] , 
The analogous result for real Gaussian noise g ∼ N (0, I) requires additional care as the entries of F n g are no longer independent, with half the entries of F n g being conjugate pairs of the other half.
where erf is the error function, erf(x) = 2π
Proof. To begin, we write the real random variable g as a function of the complex normal variable z ∼ CN (0, I):
Then, defining w := F n z,
Above, the matrix F n F ⊤ n has the form
where J n−1 is the reversed identity matrix. Thus, the entries of F n g are:
Then since w ∼ CN (0, I), each entry of F n g is distributed like
with cumulative density functions
Then since the first ⌊n/2⌋ entries of F n g are independent of each other and the remaining are fully determined by this first half, cf. (3.18), the maximum of these entries has probability density
The next two lemmas provide a similar bound when g follows a real or complex Gaussian distribution with a general covariance matrix, however the resulting bound no longer obtains the desired asymptotic growth rate. The key difficulty is that the preceding lemmas exploited the fact that if the covariance of z is I, then the covariance of F n z is F n IF * n = I. In the general case though, where z has covariance Σ, the covariance of w is F n ΣF * n = I except in a few special cases. The following two lemmas avoid this difficulty by bounding the sup-norm with the 2-norm, allowing the Fourier matrix to be removed:
However, it is at this step we lose the desired growth rate. The following two lemmas provide estimates of the probability g 2 exceeds a threshold; however, it is likely these results could be sharpened following [19, §3] .
with probability
Proof. Invoking (3.22), we seek to bound g 2 . As g is similarly distributed to Σ 1/2 w where w ∼ N (0, I), then
The norm w 2 follows a χ-distribution with n degrees of freedom and the result follows from this density's cumulative distribution.
This same reasoning holds for complex noise, except now the χ-distribution has a total of 2n degrees of freedom, with half coming from the real part and half from the imaginary part.
with probability p(α) = 1 − Γ(n) −1 γ(n, α 2 /2).
McMillan Degree Lower Bound.
With a bound on the norm of a random Hankel matrix established in the preceding section, we now formally state our main result: a bound the McMillan degree given noisy impulse response measurements { y j } n−1 j=0 . This proof follows the outline presented in the introduction, which we provide for completeness. 
where σ k ( H) is the kth singular value of H, χ[·] is one if the statement inside is true and zero if false, and the probability p(α) depends on the distribution of g and is given in (3.2).
Proof. Suppose H is the Hankel matrix generated by {y j } n−1 j=0 as in (1.2). Since the perturbation is additive, H = H + ǫ G where G is a Hankel matrix constructed from g. By Weyl's theorem [12, Cor. 7 
hence any singular value of σ k ( H) exceeding ǫ G 2 implies σ k (H) is non-zero, and the number of nonzero singular values of H is the McMillan degree by [10] . Invoking Theorem 3.1 yields a probabilistic upper bound on G 2 , and consequently, a lower bound on the McMillan degree.
Before providing numerical examples in the next section, we briefly discuss two additional issues: how to compute the singular values of Hankel matrices efficiently and an alternative, empirical estimate of G 2 .
Fast Singular Value Computation.
Although computing the singular values of a dense matrix typically expensive, requiring O((n − m)m 2 ) operations for H ∈ C (n−m)×m , the structure of Hankel matrices allows this cost to be reduced. Using an iterative eigensolver like ARPACK [14] , the leading k singular values can be computed in approximately O(kn log n) operations by exploiting the fast Hankel matrix-vector product requiring only O(n log n) operations [21, §3.4].
Empirical Bound.
The key to our probabilistic bound on the McMillan degree was a probabilistic bound on G 2 given in Theorem 3.1. However, we could easily replace this bound on G 2 by an empirical estimate. For example, by sampling N realizations of noise {g k } N k=1 and constructing the Hankel matrix G k , the γth-
is an empirical estimate of the upper bound of G 2 with probability γ/100. The advantage of this estimate is two fold: it applies to any distribution of g and yields a sharper estimate of G 2 , and consequently the model order, than our probabilistic bound Theorem 3.1.
Numerical Examples.
This section provides two examples of our McMillan degree lower bound: one with complex valued data with a system known McMillan degree and another with real data with a highly reducible system. In these examples we compute the AIC score using HSVD [4] to estimate the optimal model parameters of each candidate McMillan degree. Code for constructing these examples is available at https://github.com/jeffrey-hokanson/McMillanDegree.
Complex Valued Data.
Here we consider a test problem from magnetic resonance spectroscopy [25, Tab. 1] . Although posed as a sum of complex exponentials y j = k a k e ω k j , the output {y j } n−1 j=0 is equivalent to the impulse response of the system {diag k (e ω k ), 1, a}. Hence our bound on the McMillan degree provides an estimate of the number of complex exponentials in the sum, which is a key parameter in algorithms that identifying the complex frequencies ω k and amplitudes a k .
This test case consists of eleven complex exponentials with n = 256 measurements (5.1)
with time step δ = on the number of complex exponentials. Curiously, the empirical bound provides a surprisingly accurate estimate of the number of exponentials, suggesting that the loss of accuracy in our bound occurs mainly in the embedding step (Lemma 3.2), not in the use Weyl's theorem in Theorem 4.1.
Real Valued Data.
As a second example, we consider the clamped beam model from the SLICOT benchmarks for model reduction [7] where the input models a force applied at the free boundary and the output is the displacement at this boundary. Although originally a continuous time model, we can convert this to a discrete-time system in the form of (1.1) using the matrix exponential
where we take time step δ = 0.1 and use the provided vector b as x 0 . Although this example has a McMillan degree of 348, corresponding to the dimension of A, it is highly reducible and the singular values of H decay rapidly. This is simulates real systems which may have components that cannot be resolved due to noise.
As an example of our bound we take n = 2 13 = 8192 samples of this system to which we add Gaussian noise with g ∼ N (0, 10 −2 I). Unlike the previous example, we have no hope of estimating the true McMillan degree of A, as even in the absence of noise only 105 singular values of H ∈ R 4097×4096 exceed 10 −10 . With the addition of noise and applying our bounds we obtain two different lower bounds on the McMillan degree: 8 using Theorem 4.1 and 12 using the empirical estimate of G 2 . Both of these are lower bounds on the estimate provided by the AIC. measurements in Theorem 4.1. As the examples in section 5 illustrate, this bound provides a useful lower bound on the McMillan degree that can be applied to both modal analysis and system identification. However, in engineering practice, we expect the empirically determined bound on G 2 to be more useful. Not only does it provide a sharper lower bound, but it can estimated without knowledge of the underlying distribution of noise by using measurements when the system is at rest.
