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ABSTRACT
Being born into circumstances of low-income, having a racial minority status,
and/or non-college educated families dwindle the opportunities for many students to
obtain a college degree (Cox, 2016; Engle & Tinto, 2008; Jenkins et al., 2013). While
many institutions of higher education have diligently worked to develop programs geared
towards attending the educational inequalities among diverse student populations, there is
still a great need for programs centered on the inequalities surrounding social support
(Cox, 2016; Ward et al., 2012; Soria & Stebleton, 2012).
The purpose of this study was to develop and assess a measure to examine
perceived social support for undergraduate students using the Culturally Engaging
Campus Environments (CECE) model of college success as a framework for developing
social support items that reflected specific events related to the college experience and
include questions specific to friend/classmate, family, and college faculty.
Using confirmatory factor analysis and multi-faceted Rasch modeling, the
researcher found that the measure demonstrated reliable model fit and was invariant
across a grouping variable designed to examine the relationship of the number of
marginalized identities and social support. The 3-factor model fit indices indicated that
the model had an excellent fit (χ2 (374) = 833.77, p < .001, RMSEA = 0.069, CFI =
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0.911, AIC = 955.77) and the factor loadings were all above the .70 cutoff, whereas the
1-factor model indices did not meet either of the suggested fit indices thresholds (χ2 (378)
= 3057.51, p < .001, RMSEA= 0.165, CFI = 0.472, AIC = 3171.51). The results were
further supported by running a χ2 difference test (χ2 (4) = 2223.74, p < .001). MFRM
results indicated that there was not a significant difference between the groups in logit
position for the family factor (χ2 (2) = 4.8, p = .09, SD = .07, Separation = 1.23, Strata =
1.97, Reliability = .60) or the friend/classmate factor (χ2 (2) = 4.6, p = .10, SD = .04,
Separation = .64, Strata = 1.19, Reliability = .29). However, there was a significant
difference between the groups for the faculty factor (χ2 (2) = 7.1, p = .03, SD = .07,
Separation = 1.24, Strata = 1.98, Reliability = .60).
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CHAPTER 1: INTRODUCTION
“The supply of and types of students served by colleges and universities in our
country has changed over time, moving from a small, selective, generally homogenous
group of privileged individuals to a diverse spectrum of individuals numbering in the
millions” (Berger, Ramirez, & Lyons, 2012, p. 8). This drastic shift in demographics
dated back to the “late 1940s and continued throughout the 1950s included[ing] the Civil
Rights movement, which created postsecondary opportunities that had not previously
been widely available for African Americans and other racial and ethnic minority groups”
(Berger, Ramirez, & Lyons, 2012, p. 20). In response to the change in demographics, the
higher education industry invested a plethora of resources into improving college access
for marginalized student populations such as low-income, first-generation, and culturally
diverse students (Crosling, Heagney, & Thomas, 2009).
Institutions began shifting their recruitment strategies and tailored their marketing
campaigns to get more diverse student populations through their doors. However,
institutions soon found out that getting marginalized students through the door was not
enough; they also had to learn how to keep the students enrolled (Berger, et al., 2012). As
Berger et al. (2012), further explains,
Attempts to promote access and diversity on college campuses led to many
challenges, some directly associated with the retention of students. Many
campuses were unprepared to deal with a more diverse student body and many
1

were unable or unwilling to create supportive environments for students of color.
Additionally, many students from underrepresented minority groups that were
now allowed greater access to higher education had not been provided adequate
educational preparation given the inequities in school systems throughout
America. As a result, retention rates were quite low for minority students. Lack of
preparation was not limited to students of color. The great expansion of the 1950s
permitted greater access to higher education for increased numbers of middle- and
lower-class students to attend college (p. 20).
The expansion caused researchers to start paying closer attention to retention, and since
that time, a vast amount of research has been devoted to retention within higher
education.
Still, over 50 years later, higher education institutions across the nation continue
to see a decline in retention rates, with the marginalized student population being among
the overabundance of students dropping out (NCES, 2018). More and more schools have
had to close their doors permanently or merge with more prominent institutions (Busta,
2019). While financial instability is often associated with these closures, a myriad of
factors plays a role (Lynch, 2018). For instance, researchers have found that despite
having more knowledge about getting into college, many diverse students have not had
the same access to resources needed to be successful in completing a degree program
(Engle & Tinto, 2008; Hsiao, 1992; Soria & Stebleton, 2012). More specifically, these
students lack the proper support systems required to navigate the college system
effectively.
Students from diverse backgrounds are often less prepared academically, less
financially secure, and much less likely to have a mentor figure to help them navigate the
college system (Barry et al., 2009; Engle & Tinto, 2008; Hsiao, 1992; Ward et al., 2012;
2

Soria & Stebleton, 2012). Colleges and universities have teamed up with high schools
and non-profit organizations to develop programs geared toward lessening the academic
gaps (Brewer & Landers, 2005). They have developed “bridge” programs to aid in the
transition between high school and college for underprivileged youth; many of which are
focused on providing more information on how higher education works, how to apply for
a variety of grants to aid financially, and to provide extra support for applying and
choosing the right schools. Despite these efforts, many colleges and universities are still
seeing a significant disparity in the retention of students from diverse backgrounds
(NCES, 2018; Engle & Tinto, 2008). They have focused on trying to provide access to
the academic and financial needs of the students. Still, it seems they missed the
underlying issue of the lack of social support often associated with students from these
diverse backgrounds. As the demographics of the student body change, so must the way
students are being supported (Crosling, Heagney, & Thomas, 2009; Konrad, 2019).
A closer exploration into the personal experiences of students from diverse
backgrounds highlighted that, while academic gaps and financial disparities were
significant components of their stories, the lack of social support in one form or another
was often an underlying theme (Cox, 2016; Soria & Stebleton, 2012; Ward et al., 2012).
The students’ narratives found in previous studies provided excellent examples of how
the lack of social support affected both academic and non-academic hardships faced by
these students and how those hardships often led to students dropping out of school
before obtaining their degree. Nevertheless, there continues to be a significant imbalance
of interventions based solely on academic difficulties. Perhaps one of the issues holding
3

back interventions designed around social support is the lack of an accurate social
support measure to use in determining the areas of social support in which students need
the most help. Thus, the goal of the current study is to alleviate this issue by developing a
social support measure explicitly designed for undergraduate students while taking in
account marginalized demographics.
Purpose Statement
“Every American should have the space and resources to construct,
independently, his or her own path through life” (Reeves, 2015, p. 22). Many would
argue that obtaining a college degree is a substantial resource needed in order for an
individual to create a life path that enables social mobility (Haskins, 2008; Leven, 2015;
Obama, 2016; Reeves, 2015). Haskins (2008) reported that as an individual’s level of
education increased, so did the income bracket, with individuals attaining a professional
or graduate degree in the top bracket. He also highlighted that the average income level
of individuals with college degrees often showed yearly increases of 1%. In contrast, the
incomes of individuals with only high school diplomas had stagnant incomes, and those
without high school diplomas saw a decline in average salary.
Coincidentally, research has indicated that the likelihood of obtaining a college
degree is dependent on income status (Cox, 2016; Engle & Tinto, 2008; Haskins, 2008;
Jenkins, Belanger, Connally, Boals, & Durón, 2013), thus creating a cycle of low social
mobility for the low-income population that only a small percentage of individuals can
break. The likelihood of obtaining a college degree further dwindles as the number of
marginalized identities an individual student has increases (Cox, 2016; Engle & Tinto,
4

2008). For example, low-income students whose parents have little-to-no education are
more likely to drop out of school than students who are either high-income or have
parents with college degrees (Engle & Tinto, 2008; Jenkins et al., 2013; Ward et al.,
2012). This discrepancy among student populations is seen even before students enter
school, specifically around college readiness.
College readiness consists of mathematical, reading, and writing abilities as
assessed with standardized testing (Byrd & Macdonald, 2005). College readiness also
involves a set of skills such as time-management, academic engagement, analytical and
critical thinking, and the ability to advocate for oneself (Byrd & Macdonald, 2005; Soria
& Stebleton, 2012). The level of college readiness is highly predictive of a student’s
ability to enroll, transition, and graduate from a postsecondary degree program. However,
research has indicated that marginalized students are often much further behind in their
college readiness when compared to their non-marginalized peers and are less likely to
obtain a college degree (Byrd & Macdonald, 2005; Museus, 2014; Soria & Stebleton,
2012; Terenzini et al., 1996).
Between 2015 and 2016, graduation rates ranged between 26 to 66% (NCES,
2018). Students enrolling in college, but not finishing their degree, can result in financial
burdens (i.e., unpaid student loan debts) and have negative consequences for obtaining
employment (i.e., not showing the ability to follow through with the program, not having
a degree). However, students are not the only people affected when they leave school. As
Sternberg (2013) stated:
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When students drop out, it is bad for them because they lose huge future career
and income potential; bad for the institution they leave because of lost reputation,
revenue, and opportunity to make a difference in the students’ lives; and bad for
society because of the need for an educated work force that is able to compete in
the global marketplace. (para. 1)
Schneider (2011) estimated that the US lost $3.8 billion in income, $566 million in
federal income taxes, and $164 million in state income taxes from students who had
enrolled full-time in bachelor degree programs during fall of 2002 but did not finish their
degree six years later.
While many institutions of higher education have diligently worked to develop
programs geared towards attending the educational inequalities among diverse student
populations, there is still a great need for programs centered on the inequalities
surrounding social support (Cox, 2016; Ward et al., 2012; Soria & Stebleton, 2012).
However, there has yet to be a measure created to precisely identify the social support
needs of college students (Ward et al., 2012).
The purpose of this study was to develop a measure to examine perceived social
support for undergraduate students. Moreover, the measure considered the marginalized
identities of students and takes a different approach to social support among
undergraduate students by using the Culturally Engaging Campus Environments (CECE)
model of college success as a framework for developing social support items that reflect
specific events related to the college experience and include questions specific to
friend/classmate, family, and college faculty.
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Research Questions and Hypotheses
In an attempt to provide a measure of social support directly related to the college
experience, this study intended to answer the following research questions:
Research Question 1:

Do the three dimensions of social support—support from
friend/classmate, support from family, and support from
college faculty—illustrate fit statistics that provide evidence
for a three-factor model within a one-factor higher order model
for the overarching measure of social support among
undergraduate students, meeting the psychometric
qualification for reliability and validity?

Research Question 2:

Does the SSUS function in the same way across participants
with varying marginalized identities?

Research Question 3:

Does the level of social support for each factor vary depending
on a grouping variable based on the number of marginalized
identities for which the participants identify?

Pertinent Concepts
Before moving into the literature review, several concepts must be clearly defined
(for a complete list of terms that have been defined for the current study, please see
Appendix A):
1. Attrition: Refers to a student who fails to re-enroll at an institution in consecutive
semesters (Berger, et al., 2012, p. 12).
2. Ability estimate: The location of a person on a variable, inferred by using the
collected observations (Bond & Fox, 2007).
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3. Academic Related Hardships: This concept refers to hardships faced by college
students that are directly related to a student’s academic college readiness. Please
see College Readiness for further explanation.
4. Cisgender: Denoting or relating to a person whose sense of personal identity and
gender corresponds with their birth sex (Merriam-Webster, 2015).
5. Collectivist cultural orientations: Cultural values that encourage collaboration and
mutual success, rather than individualism and competition, on campus (Kiyama,
Museus, Vega, 2015, p.33).
6. College Readiness: This term “refers to the set of skills, knowledge, and
behaviors a high school student should have upon graduation and entering their
freshmen year of college” (para 2, Wignall, 2019). College Readiness is often
measured by GPA and Collegiate test scores (GRE, SAT, ACT, etc.).
7. College Student: For this study, a college student refers to anyone currently
enrolled and participating in courses within a postsecondary institution (Trade
School, Community College, College, University, or Graduate School).
8. Cultural capital: Includes the aspects of culture, such as family background,
traditions, education, attitudes, behavior, and taste, that are privileged in society
and typically help one achieve economic success (Lane & Taber, 2012, p. 2).
9. Cultural community service: Refers to the extent to which students have
opportunities to engage in projects and activities to give back to and positively
transform their cultural communities (Kiyama, Museus, Vega, 2015, p.33).
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10. Cultural familiarity: The extent to which college students have opportunities to
physically connect with faculty, staff, and peers who understand their
backgrounds and experiences (Kiyama, Museus, Vega, 2015, p.33).
11. Culturally relevant knowledge: Refers to opportunities for students to learn and
exchange knowledge about their own cultures and communities of origin
(Kiyama, Museus, Vega, 2015, p.33).
12. Culturally validating environments: Refers to environments that validate students’
cultural knowledge, backgrounds, and identities (Kiyama, Museus, Vega, 2015,
p.33).
13. Dismissal: Refers to a student who is not permitted by the institution to continue
enrollment (Berger et al., 2012, p.12).
14. Dropout: Refers to a student whose initial educational goal was to complete at
least a bachelor’s degree, but did not (Berger et al., 2012, p.12).
15. Graduation Rate: The National Center for Education Statistics (NCES) define
graduation rate as a measure of “the % of first-time, full-time undergraduate
students who complete their program at the same institution within a specified
period of time” (2018, para. 1).
16. Holistic support: Characterized by the extent to which postsecondary institutions
provide students with access to at least one point person—a faculty member or
staff member whom those students trust to provide the information and offer the
assistance that they need, or connect them with a source of support who will
provide that information or assistance (Kiyama, Museus, Vega, 2015, p.34).
9

17. Humanized educational environments: Characterized by institutional agents who
care about, are committed to, and develop meaningful relationships with students
(Kiyama, Museus, Vega, 2015, p.34).
18. Inequality: Merriam-Webster (2015) defines inequality as “an unfair situation in
which some people have more rights or better opportunities than other people.”
19. Meaningful cross-cultural engagement: Involves students’ access to opportunities
to engage in meaningful interactions with peers from diverse backgrounds to
solve real social and political problems (Kiyama, Museus, Vega, 2015, p.33).
20. Mortality: refers to the failure of a student to remain in college until graduation
(Berger et al., 2012, p.12).
21. Non-Academic Hardships: This concept refers to the hardships faced by college
students that are directly related to a student’s physical, mental, and emotional
well-being. Examples of this may be the feeling of isolation, depression, stress.
While these issues are indirectly related to academic outcomes, they are typically
not addressed by studies concerning College Readiness.
22. Persistence: Refers to the desire and action of a student to stay within the system
of higher education from the beginning year through degree completion (Berger et
al., 2012, p.12).
23. Proactive philosophies: Drive the practice of institutional agents who go above
and beyond making information, opportunities, and support available to
encourage and sometimes pressure students to access that information,
opportunities, and support (Kiyama, Museus, Vega, 2015, p.33).
10

24. Retention: refers to the ability of an institution to retain a student from admission
through graduation (Berger et al., 2012, p.12).
25. Retention Rate: The National Center for Education Statistics (NCES) define
retention rate as a measure of “the % of first-time, full-time undergraduate
students who return to the same institution the following fall” (2018, para. 1).
26. Social Mobility: Encyclopedia Britannica (2014) defines social mobility as
“movement of individuals, families, or groups through a system of social
hierarchy or stratification” (para. 1).
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CHAPTER 2: LITERATURE REVIEW
When developing a psychological measure or scale, researchers are required to do
a deep dive into the literature to gain a comprehensive understanding of their construct of
interest (DeVellis, 2017). Thus, to develop a measure of social support among
undergraduate students, three main concepts were researched: retention, social support,
and Item Response Theory (IRT). The study implemented two theoretical models, the
CECE model of college success and the psychometric model, IRT, to guide the research,
development, and implementation of the SSUS measure.
The primary purpose of this research was to provide institutions with a tool that
could be used in improving their retention efforts. Thus, an extensive understanding of
retention along with a well-developed theoretical framework of retention was imperative.
However, when researching retention, the researcher found that retention seemed to be
more of an overarching concept with a variety of terms used to describe it: attrition,
dropout, mortality, persistence, and retention. A clear definition for each word was
included in Chapter 1 to assist with any confusion. However, it should be noted, many of
these words were often used interchangeably, depending on the research being discussed.
A discussion looking at how the concept of retention morphed over time better illustrates
this point

12

Theoretical Conceptualization of Retention in Higher Education
Students leaving college before completing their degree has been a critical focus
for higher education, and academic researchers since the establishment of formal
(Aljohani, 2016; Berger et al., 2012; Burke, 2019). However, the way the phenomenon
has been studied, and the terminology used has fluctuated over time. At first, researchers
viewed students who did not remain enrolled as dropouts, having personal character
flaws that caused them not to persist within their degree programs (Berger et al., 2012;
Tinto, 2007). Students who did not obtain their degree were often viewed as being “less
able, less motivated, and less willing to defer the benefits that college graduation was
believed to bestow” (Tinto, 2007, p. 2). Researchers were less focused on studying the
students who remained enrolled and instead focused on reporting existing demographic
trends of the students who left, using terms such as attrition or mortality to describe the
phenomenon. The research was viewed through a psychological lens in which researchers
associated attrition as a manifestation of the student’s personal attributes such as student
disposition, motivation, and maturity level (Berger et al., 2012; Tinto, 2007).
As Berger, et al. (2012) indicated, the primary consumers of American higher
education during the mid-nineteenth century consisted mainly of white men from elite
families who often “[…] did not take their studies seriously and a majority did not
graduate. There is no evidence that progress toward the attainment of a degree was even
expected by the faculty at these colleges” (p. 16). Thus, justifying why “[t]he first 250
years in higher education focused more on institutional survival than it did on student
persistence and retention” (p. 17). However, as America became more urban and
13

industrialized, the need for college degrees grew (Berger et al., 2012). The American
higher education system began to see a significant expansion, which was further
intensified by new government policies.
[…] government policy, in response to key events such as the Great Depression
and World War II, was a major contributor to the enrollment boom that began at
the close of the 1940s and shaped the rapid expansion of the 1950s. Immediately
prior to this period, the National Youth Administration was developed in 1935 to
help counter the effects of the Depression; it funded postsecondary educational
opportunities to hundreds of thousands of students who otherwise would not have
gone to college. The GI Bill had an even bigger impact, creating a tremendous
surge in enrollment as soldiers returned home from war to attend college en
masse. The primary purpose of the GI Bill was to help returning soldiers acquire
skills necessary to reengage in civilian life. Over 1.1 million ex-GIs took the
opportunity to further their education. Finally, the launch of Sputnik was a trigger
for the passage of subsequent federal policy interventions such as the National
Defense Education Act of 1958 and the Higher Education Act of 1965. These acts
encouraged college attendance and promoted education as necessary for the
stability of the United States. These acts also defined the role the federal
government would play in financially supporting higher education. (Berger et al.,
2012, p. 19).
As the demand for a college degree rose, the primary goals of college students deviated
from merely trying to learn new skills to focus on getting good grades so that they could
obtain a degree. This mindset caused a great deal of contention throughout America as
many students felt that college was supposed to flexible and a time for them to be
creative and challenged intellectually (Berger et al., 2012). The student unrest grew as the
inequalities saturated within higher education were becoming more and more evident as
the diversity within student bodies increased with the Civil Rights movement and the
Vietnam War. Berger et al. (2012) noted that “[t]hese events coincided with growing
recognition that student satisfaction with and departure from college was more
complicated than a simple matter of academic fit and success” (p. 21).
14

In the late 1960s, researchers began taking a more sociological approach to their
research by not just looking at the student’s attributes but also incorporating how college
impacted students (Aljohoni, 2016; Astin, 1971; Burke, 2019; Tinto, 1975; Tinto, 2007).
Which highlighted that research involving student attrition had continuously failed to
explain why students left or address how to keep students enrolled (Spay, 1971; Tinto,
1975). Researchers began moving away from the attrition/mortality framework and
started recognizing that the reasons students did not remain enrolled were much more
complicated than merely lacking persistence or being less capable.
In the 1970s, researchers began referring to student persistence as retention and
indicated that the institutions, especially faculty, played a role in a student’s decision to
continue their enrollment through the completion of their degree. This groundbreaking
discovery led to the development of retention models based in sociology (Aljohoni, 2016;
Astin, 1971; Bean, 1980; Burke, 2019; Spady, 1970; Tinto, 1987; Tinto, 2007)
Theoretical Models of Retention
Although numerous retention models have been developed since the early 1970s,
Tinto’s (1975, 1993) Institutional Departure Model (shown in Figure 1) continues to be
one of the most widely cited and influential retention theories (Aljohoni, 2016; Berger et
al., 2012; Burke, 2019; Hagedorn, 2004). Tinto’s (1975, 1993) model integrated
Durkheim’s (1951) suicide theory, Spady’s (1970) Undergraduate Dropout Process
Model (shown in Figure 2), Van Gennep’s (1960) work on the rites of passage, and the
theory of cost-benefit analysis. Tinto (1975) claimed
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Given prior levels of goal and institutional commitment, it is the person’s
normative and structural integration into the academic and social systems that
lead to new levels of commitment. Other things being equal, the higher the degree
of integration of the individual into the college systems, the greater will be his
commitment to the specific institution and to the goal of college completion (p.
96).
Tinto (1993) also recognized that the student’s level of commitment could vary over time
depending on different stages of separation, transition, and incorporation into the college
environment, explicitly noting that students are most at risk for leaving school during
their first year.
Tinto’s (1975, 1993) exploration into various aspects that shaped a student’s
decision to leave school was groundbreaking and the focus on student retention led to the
government passing the Student-Right-To-Know and Campus Security Act in 1990,
which included a declaration requiring institutions to report their retention rates on an
annual basis (Berger et al., 2012). Retention had become a key measure of college
success among institutions nationwide, and Tinto’s model was implemented as the
theoretical framework for a great deal of literature (Berger et al., 2012), which is
undoubtedly why his model has continued to be one of the most cited models to date.
Nevertheless, Tinto’s (1975, 1993) work also underwent a great deal of criticism
from various researchers. Museus (2014) specifically highlighted that the most common
of these critiques are the cultural foundations critique, self-determination critique,
integration viability critique, and psychological dimension critique. The cultural
foundations critique suggests that Tinto’s model does not take cultural differences among
students of color into consideration when expecting students to assimilate into the
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campus culture (Museus, 2014). The self-determination critique implies that, despite the
push for institutions to be held more accountable, it is up to the student to be determined
to succeed in school regardless of the variations of support students may have based on
their backgrounds. The integration viability critique highlights the issue of how academic
and social integration constructs have been conceptualized based on the college
experiences of white students and does not take into account how students with
marginalized identities experience college very differently (Museus, 2014). Finally, the
psychological dimension critique is concerned with the lack of a psychological
connection between the types of environments or campus cultures and the student’s
individual experiences (Museus, 2014).
The inadequacies associated with the lack of representation of a diverse student
body caused an outcry for new assessment instruments and theoretical frameworks to be
developed (Museus, 2014). Museus (2014) developed the Culturally Engaging Campus
Environments (CECE) model (shown in Figure 3). As Museus (2014) explains, “the
CECE model is hypothesized to explain how environments influence success among
racially diverse populations, including both White students and students of color” (p.
216). The model posits that there are four main categories of influences of college
success outcomes: precollege inputs (demographics, academic preparedness, and initial
academic disposition), external influences (finances, employment, family), individual
influences (sense of belonging, academic disposition, academic performance), and
culturally engaging campus environments. Although external influences and precollege
inputs do play a role in success, the CECE model considers the individual influences, and
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culturally engaging campus environments as the focal constructs, with the culturally
engaging campus environment making the most significant contribution to the model
(Museus, 2014).
The culturally engaging campus environments component consists of nine
indicators that have been linked to higher levels of persistence, degree completion, sense
of belonging, and engagement supported through two decades of research and empirical
data: cultural familiarity, culturally relevant knowledge, cultural community service,
meaningful cross-cultural engagement, culturally validating environments, collectivist
cultural orientations, humanized educational environments, proactive philosophies, and
holistic support (Museus, 2014). Grouped under cultural relevance, the first five
indicators “focus on the ways that institutional environments are relevant to the cultural
backgrounds, communities, and identities of diverse college students” (Kiyama, Museus,
& Vega, 2015, p. 32). The last four indicators are grouped under cultural responsiveness,
which focused on how “campus environments respond to the cultural norms and needs of
diverse students” (Kiyama, Museus, & Vega, 2015, p. 33).
Although the CECE model was built specifically with racial diversity in mind, the
current study posits that the model could be applied to various marginalized populations.
An examination of the research involving social support within a college setting will
further support this ideology, but first, the concept of social support must be further
explained.
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Figure 1
Tinto’s Institutional Departure Model (1975)

Source: Burke (2019)
Figure 2
Spady’s Undergraduate Dropout Process Model (1970)

Source: Burke (2019)
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Figure 3
The Culturally Engaging Campus Environments (CECE) Model

Source: Museus (2014)
Theoretical Conceptualization of Social Support
The concept of social support has proven to be complicated and has been defined
in a variety of ways. Sarason, Levine, Basham, and Sarason (1983) defined social support
as “the existence or availability of people on whom we can rely, people who let us know
that they care about, value, and love us” (p. 127). In that same year, Procidano and Heller
(1983) utilized an equivalent definition to describe a social network and claimed: “[…]
social support refers to the impact networks have on the individual” (p. 2). “With each
new study, a new definition of support surfaces” (Gottlieb, 1983, p. 50).
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Barrera (1986) understood the inconsistencies within the literature and contended,
“[t]hat the global concept of social support should be abandoned in favor of more precise
concepts that fit narrower models of stress-distress relationships” (p. 413). He
specifically discussed three broad categories of social support: social embeddedness,
perceived social support, and enacted support. Social embeddedness centered on the
“connections that individuals have to significant others in their social environments” (p.
415). Perceived social support “characterizes social support as the cognitive appraisal of
being reliably connected to others” (p.416). Enacted support refers to the “actions that
others perform when they render assistance to a focal person” (p. 417).
Using these categories of social support, Barrera (1986) reviewed studies that
compared various social support measures. He found that “reliable measures of social
embeddedness, perceived social support, and enacted support often show only mild
relationships to each other” (p. 418). He determined that measures of social support are
not interchangeable and that researchers must “carefully identify the social support
concepts that fit their research questions and to select measures that match these
concepts” (p. 420).
Of the three categories, perceived social support appeared most frequently and has
consistent findings of a negative relationship with measures of distress, life stress, and
strain (Barrera, 1986). Barrera’s results, coupled with the information gained through
reviewing the literature concerning the stress of being a college student, led to the
decision to focus the current study on perceived social support. Furthermore, Gottlieb and
Bergan (2010) stated that “people who have a strong psychological sense of support fare
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better in the face of adversity than those who are less sanguine about the support they can
garner” (p. 512). Thus, the current study will operationally define social support as the
perceived emotional, financial, and academic support directly related to the college
experience.
The Role of Social Support within a College Setting
Before delving into the literature discussing the role of social support in a college
setting, a brief personal story will shed light on the researcher’s lens used while
conducting this research.
Personal Account
While I do not remember ever having formal guidance in regards to going to
college during my years in secondary school, I do remember being consistently reminded
that as of 9th grade, everything I did in school would go on my “permanent record” and
impact my future. I was told to take college preparatory courses in high school to help me
get into college, but I was never told why I needed to go to college or how to do so. None
of my friends or family had gone to college except for my sister, who is ten years my
elder. I was quite young when she went to school, and we had never discussed her
experience.
Unfortunately, when it came time for me to graduate from high school, it had
been several years since my sister had attended college, and I had no one else in my life
who had any college experience. Thus, I had to navigate the college system on my own,
and after becoming extremely overwhelmed, I decided that I would do the same thing
that my sister had done and get a degree in medical assisting. Nevertheless, I quickly
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found out that I fainted at the sight of blood and decided to leave school after the first
semester.
I eventually went back to school after becoming friends with a group of seniors at
the local university. I had no clue at the time that the school was a private institution or
what that would mean financially or academically. I just knew that my friends were all
going there, and I hated being the only one without a college education. I thought this
would change once I entered school, but I always had the feeling that I was not good
enough to be there as if I were an imposter among my highly intelligent peers. During my
undergraduate years, I attended four different institutions and switched my major
approximately ten times. My family could not understand my experiences and were
unable to help me talk through my decisions. They thought I would never finish, and I
started to believe them. I dropped out of school “for good” when I was 23 years old and
had already surpassed $80,000 in student loans. I was despondent and felt a significant
void in my life, but I did not believe that I had what it took to see it through to the end. I
had no one to talk to about my experiences, and I was terrified that if I did, people would
confirm my fears of inadequacy. However, three years later, I ended up meeting someone
that changed my life.
I began dating a woman who was in the process of finishing her bachelor’s
degree. She came from a three-generation matriarch of educators, and everyone in her
immediate family, including her father, had at least a bachelor’s degree, one with a
master’s degree, and one with a doctorate. I was in awe of her and her family. I began
yearning for the opportunity to give college one more shot. Although my family laughed
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and teased that I was going back to school once again, she and her family pushed me to
give it everything I had. They were able to provide me the social support that my family
honestly did not know how to give. My family could not understand why I wanted to
waste my money once again, and they had no clue how to be there for me when I was
struggling with a class or started having doubts.
I was fortunate enough to find a fantastic support system through my now wife
and her family. Despite my feelings of inadequacy, they were continuously there to push
me to do more and I eventually graduated with High Honors from my undergraduate
program. A year later, I moved halfway across the country to complete a master’s degree,
passing my master’s comps with honors. While my family still teased that I would be in
school forever, they started taking pride in having someone in the family that was
pushing for more and got excited when I told them I had decided to continue on to get my
doctorate. I am now writing my dissertation as the final requirement to receive a Ph.D.
after completing my doctoral comps without revisions.
I had been ready to give up on my education and to give up on my potential to do
something more with my life. I thought that I was alone in my experience, but the
research for this study taught me that many students had very similar experiences.
What the Research States
The narratives of college students from marginalized identities, such as firstgeneration, low-income, racial minorities, and students over the age of 24 are saturated
with examples of not having support from their families or friends, not knowing how to
navigate the postsecondary educational system, and not knowing how to deal with
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financial hurdles (Byrd & Macdonald, 2005; Cox, 2016; Holley & Gardner, 2012;
Kiyama, 2010; Terenzini, Springer, Yaeger, Pascarella, & Nora, 1996). Similar to my
own experiences as a low-income, first-generation student, many students reported that
their families did not understand why they were trying to obtain a postsecondary degree
and that they had no one to talk to who understood what they were going through (Cox,
2016; Holley & Gardner, 2012; Lane & Taber, 2012). As researchers have pointed out,
having someone to discuss stressful situations or life events, such as transitioning into
college, can reduce stress and improve the student’s health and academic success (Barry,
Hudley, Kelly, & Cho, 2009; Kiyama, 2010; Kiyama et al., 2015; Museus, 2014).
In the past, the first-generation student population consisted of “predominantly white,
working-class, baby-boomers whose parents were often first and second-generation
European immigrants” (Merritt, 2008, p. 45). More recently, first-generation students
mainly consist of low-income families and/or racial/ethnic minority groups (Jenkins et
al., 2013). Tough (2014) reported that students, who come from high-income families,
specifically those from the top-quartile, have a higher chance of obtaining a four-year
degree (2 in 3 chance) than students from low-income families (1 in 6 chance). Cox
(2016) further highlights that low-income students face demanding situations that middleto high-income students may not.
Cox (2016) uses narratives from low-income students to illustrate how life
circumstances often cause the derailment of college plans, preventing students from
entering college, or at times, causing them to discontinue their programs. “The logic of
these students’ decision making was frequently based on urgent and immediate
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considerations. Each decision winnows the available postsecondary options until
students’ college expectations became less and less viable” (Cox, 2016, p. 12). Low
socioeconomic status forces many students to remain at home with their families while
completing their degree, which limits their college choices and further complicates their
family versus school priorities (Cox, 2016; Hsiao, 1992; Holley & Gardner, 2012).
Similarly, students who are married or have started college later in life may have
different obligations. When living at home, students often feel more obligated to their
families than their schoolwork (Hsiao, 1992). These students frequently report more nonacademic pressures compared to their college peers and are often less likely to complete
their degree programs (Cox, 2016; Hsiao, 1992; Terenzini et al., 1996; Ward et al., 2012).
Trying to live a double life, one in college and the other among friends and family
who do not have similar college experiences, is one of the most significant challenges
that many students face, and they often have to renegotiate those relationships (Hsiao,
1992). Although peer support is vital for students, most of that support comes from
people who do not understand their specific experiences (Hsiao, 1992). Students often
feel isolated, lack confidence in their academic abilities, and feel disconnected from their
peers (Engle & Tinto, 2008; Soria & Stebleton, 2012). Having someone who has faced
similar situations with comparable cultural backgrounds and can model success can help
students cope with the culture shock of entering college (Barry et al., 2009; Museus,
2014).
While the most often studied marginalized identities have been first-generation
students, racial minority students, and students from low socioeconomic status, other
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identities such as a student being married, the student starting school later in life (not
right after high school), student’s gender, student’s sexuality, or students with disabilities
have also been highlighted (Byrd & Macdonald, 2005; Cox, 2016; Kiyama et al., 2015;
Museus, 2014; Soria & Stebleton, 2012; Terenzini et al., 1996). Furthermore, a growing
body of literature postulates that, while each of the marginalized identities plays a role in
how a student may experience college, the intersection of multiple marginalized identities
may further impact the student’s personal experiences (Brockenbrough, 2015). Thus,
students who have multiple marginalized identities may experience social support
differently and may feel further isolated from their peers.
Maslow (1943) found that humans have an innate yearning to find a sense of
belonging or connection with their peers. Not having a connection or not feeling like
belonging among academics can be detrimental to students’ emotional and mental wellbeing (Baumeister & Leary, 1995; Pittman & Richmond, 2007). It can also affect
student’s grades and/or the probability of them obtaining their degree (Strayhorn, 2012).
Thus, there is a grave need for schools to be able to provide students with the individual
supports they may need to be successful. However, to give the students the appropriate
support systems, schools must determine what areas of support each student may need.
Unfortunately, despite the numerous existing measures of general social support, a social
support measure directly geared towards college students has yet to be created (Ward,
Siegel, & Davenport, 2012).
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Measuring Social Support
“Poor social support has been linked to depression and loneliness and has been
shown to increase the risk of depression, suicide, alcohol use, cardiovascular disease, and
altered brain function” (para 4, Cherry, 2018). Thus, it is not a mystery as to why so
many different researchers have focused on social support. However, as previously
discussed, social support is a very complex concept. Barrera (1986) avowed that “rather
than striving to identify a single model that represents the influence of global social
support, researchers could develop more precise models that depict the linkages between
specific support concepts, life stress variables, and indicators of distress” (p. 414-415).
However, several years after Barrera’s work, Williams, Barclay, and Schmied (2004)
declared that:
[…] the sheer volume of information about these concepts encourages some
researchers to ignore their complexity and employ simplified, generic
measurement tools in their work. Although these tools might have good
psychometric properties (though many do not), their relevance to a particular
group of people in a particular situation is unknown. (p. 944)
Gottlieb and Bergan (2010) further stressed, “[t]he measurement of social support
requires clarity about the aspects of the social surround that are most relevant to the aims
and context of research, and precision in their measurement” (p. 511). The evidence is
clear that researchers should ensure that the social support measure they are using is
specific to the phenomenon they are trying to study and includes items from various
sources that directly relate to the individual’s experience within that phenomenon.
Nevertheless, studies involving social support among college students have
continued to utilize generalized social support measures, such as the Multidimensional
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Scale of Perceived Social Support (MSPSS), Perceived Social Support Scale (PSSS),
Social Provisions Scale (SPS), and the Social Support Questionnaire (SSQ), failing to
take into account the situational uniqueness found in the college setting. For instance,
Jenkins et al. (2013) wanted to “compare stress reactions, use of social support, and two
aspects of psychological well-being in first- and non-first-generation students” (p. 130) in
the hope to identify areas that would benefit counselors in combating student attrition. To
do this, they utilized the MSPSS along with other measures looking at PTSD, depression,
and life satisfaction, and they found:
[…] in addition to the challenges identified in previous research, such as less
effective social support from family and friends, first-generation undergraduate
students may struggle with higher levels of PTSD symptoms and possibly
depression symptoms and less life satisfaction than non-first-generation students.
The pattern of associations among these variables did not differ notably between
generations, suggesting that the same basic processes relating to social support to
PTSD symptoms to general psychological well-being are at work in both groups.
These results suggest a need for higher levels of mental health services in
institutions with higher proportions of first-generation students, especially for
PTSD symptoms and academic acculturation-related challenges to psychological
well-being. (p. 137)
While the study does have some interesting findings, the type of social support measure
used could have convoluted the results by not incorporating the experience of being a
college student.
The MSPSS explores support from friends, family, and significant others using
broad statements such as “[m]y friends really try to help me” and “I can talk about my
problems with my family” (p. 133). However, there is nothing directly related to the
experience of a college student or the relationships they may have with their
faculty/professors. As Gottlieb and Bergen (2010) point out, “sensitive and
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comprehensive inquiry into social support must first map the participants’ larger social
field to ensure that all potentially relevant sources of support are taken into account” (p.
512). The MSPSS also does not include items capturing typical stressors found among
college students, such as issues with completing homework or living away from their
families. Thus, the MSPSS may not be an adequate representation of college students’
perceived social support and is unable to provide enough information to be used to
determine what areas of social support are problematic.
Like Jenkins et al. ’s (2013) study, Gloria and Kurpius (2001) also used a
generalized measure, the PSSS, to examine the influences of social support on the
retention of American Indian students. The PSSS was developed in 1983 by Procidano
and Heller and was validated using three different sets of college students as the
participants. Nonetheless, the items were very similar to the items used in the MSPSS in
how they broadly asked about having friends or family that supported them and did not
come close to gaining insight into the unique experience of being a college student. On
the other hand, Gloria and Kurpius’s (2001) study stands out from Jenkin et al. ’s (2013)
because they did acknowledge that looking at the support associated with a student’s
family and friends was not enough. They utilized the Mentoring Scale that Gloria had
previously developed in 1993, which examine:
[…] the degree to which students perceive that they have a mentor within the
academic community. Five items asses if they [students] have faculty/staff who
have encouraged them, faculty/staff who have taken them “under their wing,” a
mentor on campus, someone on campus who cares about their educational
success, and someone who is a role model. The response options were no one, one
person, two/three persons, and four or more persons, with scores ranging from 0
to 3. (p. 93)
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Gloria and Kurpius (2001) clustered the PSSS and Mentoring Scales together as a
measure of social support. They found that social support did appear to be a strong
predictor of the “academic nonpersistence decisions of American Indian undergraduates”
(p. 96).
Interestingly, when Gloria and Kurpius (2001) looked at the support and
mentoring scales separately, they found that there was not a significant correlation
between academic nonpersistence and support from friends or family. However, there
was a strong relationship with faculty/staff mentoring. Gloria and Kurpius (2001) implied
that these results could be because the support measured from friends and family was
more general and not related to academic persistence, which further supports the
argument to customize a social support measure with the undergraduate college
experience in mind. Although their study does not focus on social support for college
students, Boyar, Campbell, Moseley, and Carson’s (2014) work on developing a
work/family social support measure is an excellent example of how researchers can
customize a measure.
Boyar et al. (2014) set out to provide organizations with a “[…] more
sophisticated means of assessing social support where they can identify causes and
conditions associated with a particular type of support” (p. 914). Knowing that previous
research had demonstrated an essential link between an employee’s work and family life,
they knew that they had to include items/questions that examined the support received
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from various sources of support, including the supports received at work and those
received from family.
Boyar et al. (2014) also understood that in order to use the social support measure
to identify specific areas of support that could be potential issues for an employee, the
items/questions used in the Measure must link to experiences associated with being an
employee. Their Measure, Comprehensive Evaluation of Social Support (CESS),
included unique items such as “[m]y supervisor shares work ideas with me,” or
“[m]embers of my family help with routine household tasks” (p. 918). Boyer et al. (2014)
understood that they had to customize their Measure to capture the true essence of
balancing work and family life if they were to provide organizations with a measure that
could detect the areas of support in which their employees were struggling.
While Boyer et al. ’s (2014) study does not provide the exact tool needed for
measuring social support within the college setting, their work does further support the
importance of developing a social support measure customized to the phenomenon that
the researcher wants to study. Similarly, the current study utilized the knowledge gained
from past studies centered on the experiences of college undergraduates in conjunction
with the knowledge gained from previously created social support measures such as the
MSPSS, PSSS, SPS, SSQ, and the CESS (see Appendix A for a complete breakdown of
the social support measures reviewed for this study) to develop a unique social support
measure specifically tailored to measure social support within the undergraduate
experience.
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Item Response Theory
The primary goal of the current study was to develop a psychological measure for
perceived social support among undergraduate students. Thus, the researcher employed a
psychometric theoretical framework, Item Response Theory (IRT), to evaluate the
attributes of the psychological measure. Furr and Bacharach (2014) described IRT (also
referred to as latent trait theory) as “a psychometric approach emphasizing the fact that a
person’s response to a particular test item is influenced by qualities of the individual and
by qualities of the item” (p. 386). Instead of focusing on measuring overall performance,
such as its predecessor classical test theory (CTT), IRT aims to measure the principal trait
that produces the test performance. For instance, IRT takes into consideration that an
individual with a high level of perceived social support would be more likely to agree
with statements measuring social support than individuals with low levels of perceived
social support. Furr and Bacharach (2014) refer to this as the respondent’s trait ability.
Furthermore, IRT incorporates the various levels of difficulty for the items themselves
(i.e., item difficulty). As Furr and Bacharach (2014) explain:
At first, the notion of “difficulty” might not be intuitive in the case of some
psychological attributes. For example, it might be odd to think of a personality
inventory as having “difficult” items, but consider these two hypothetical items
that you might find on a questionnaire to measure extraversion: “I enjoy having
conversations with friends” and “I enjoy speaking before large audiences.”
Assuming that these two items are validly interpreted as measures of extraversion,
the first item is, in a sense, easier to endorse than the second item. That is, it is
likely that more people would say that it is enjoyable to have a conversation with
friends than to speak in front of a large audience (p. 387)
In the case of social support, it may be harder for someone to rate the level of social
support they receive from their parents than from a professor. Alternatively, it may be
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perhaps more comfortable to rate the level of support they receive on their homework
versus the level of support they receive financially.
Though trait ability and item difficulty may seem to be two separate issues, in
IRT the two concepts are fundamentally linked. “In fact, item difficulty is conceived in
terms of trait level” (Furr & Bacharach, 2014, p. 387). DeVellis (2017) explained, “IRT
explicitly examines what level of the attribute being measured most strongly influences
an item” (p. 207). For example, an individual with a low level of social support may
agree that they have someone in their family that will listen if they need to talk about
school. However, that same individual may not feel that their family understands their
college experiences.
For this reason, in IRT item difficulty and trait levels are set to a standardized
metric with item means at 0, and the standard deviations at 1 (Furr & Bacharach, 2014).
Bejar (1977) further explained that IRT classifies the participants’ “trait levels by their
position on a continuum, denoted by θ, which is assumed to be -∞ < 0 < ∞ “(p. 510). To
determine if the item is relevant to the trait measured, item discrimination can be used.
Furr and Bacharach (2014) elucidate:
An item with a positive discrimination value is at least somewhat consistent with
the underlying trait being measured, and a relatively large discrimination value
(e.g., 3.5 vs. .5) indicates a relatively strong consistency between the item and the
underlying trait being measured (p. 388).
Doing this allows IRT to enhance reliability by ascertaining better items—items that
more accurately relate to the latent trait, unlike CTT, which could enhance the reliability
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by increasing the number of unnecessary items (DeVellis, 2017). Thus, further supporting
the decision to apply IRT over CTT.
Item Response Model Selection
After deciding to implement IRT, the next step is to determine which model
would be best used to analyze the data. IRT models vary depending on the types of items
being used.
Items. As Ostini, Finkelman, and Nering (2015) explained, items with only two
responses, such as yes-no or true/false, would require a dichotomous response model of
IRT. If the items have multiple responses and are ordinal in nature, then a polytomous
model would be needed. Determining the type of items used in the measure is also
essential when it comes to boosting the precision of a person’s ability and item difficulty
estimations (Bond & Fox, 2007).
As additional items are positioned along the measured continuum, the scope of
person ability levels commonly identified increases and the estimation error between
participants’ true ability and estimated ability decreases (Bond & Fox, 2007). Similarly,
as the range of a person’s ability expands, then the accuracy of item difficulty estimation
also increases (Bond & Fox). Furthermore, adding more items and expanding the range
of person abilities along the measurement continuum increases the possible patterns of
responses which may generate a more accurate measurement of the latent construct
(Boone, Staver, & Yale,2014).
The goal is to form a measurement continuum that can clearly distinguish among
the levels of construct and ability (Boone et al., 2014). Thus, items must be carefully
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selected to generate a measure continuum that is useful for a wide range of ability levels.
As such, the current study integrated concepts from the CECE model and the research
concerning social support within higher education to develop items for the SSUS.
Furthermore, the research chose to implement a rating scale because it is “one of the most
common item formats […] widely used in instruments measuring opinions, beliefs and
attitudes” (DeVellis, 2017, p. 127).
Multi-Faceted Rasch Model. As previously discussed, one of the substantial
benefits of using IRT is that researchers can gain insight on both person ability and item
difficulty. However, the current study posits that there is a third dimension that needs to
be addressed when examining the SSUS, the marginalized grouping variable, because
past research has indicated that students who identify with a marginalized population,
such as racial minorities or first-generation students, are more likely to have less social
support than those who do not (Cox, 2016; Hsiao, 1992; Holley & Gardner, 2012).
Therefore, the researcher felt that the Multi-Facet Rasch model (MFRM) was the most
appropriate model to use for analyzing the psychometric qualities of the SSUS.
MFRM was developed to allow researchers to add facets to the usual person
ability and item difficulty facets examined using traditional IRT models (Smith & Smith,
2004). “We could regard these additional facets as decompositions of the original single
Rasch difficulty facet, for example, in which a number of aspects of the examination
process contribute to the difficulty that the candidates face in revealing their abilities”
(Bond & Fox, 2012, p. 159). As Wu and Tan (2016) explained, “MFRM simultaneously
and independently analyses the impact of different facets –student, rater and item – and
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calibrates the impact into one common log-linear scale (logit scale)” (p. 384). Linacre
(2014) gave the following example of a basic facets model:
log (Pnmijk / Pnmij(k-1)) = Bn - Am - Di - Cj - Fk
where
Bn is the ability of person n, e.g., examinee: Mary,
Am is the challenge of task m, e.g., an essay: “My day at the zoo”,
Di is the difficulty of item i, e.g., punctuation,
Cj is the severity of judge j, e.g., the grader: Dr. Smith,
Fk is the barrier to being observed in category k relative to category k-1.
Pnmijk is the probability of category k being observed.
Pnmij(k-1) is the probability of category k-1 being observed.
Persons, tasks, items and judges are facets. The elements include Mary, “My day
at the zoo”, punctuation, and Dr. Smith. (p. 13)
This type of model provides quality-control fit statistics, is robust against various misfit
forms, and is robust against missing data. MFRM can measure conflicting interactions
between elements of a variety of facets (Linacre, 2014). Linacre (2014) further explains
that after a measure is estimated, “differential facet functioning, equivalent to differential
item functioning or “item bias”, can be investigated automatically. A judge’s bias on one
item, or an item’s bias against a group of persons can be identified and its size and
statistical significance estimated” (p. 14). In the current study, the identity group serves
as the “judge” variable, thus allowing the researcher to determine if the is a constant
leniency among the identity groups, if there is a uniform distribution of the items across
the participant’s ability range, that the data has randomness which conforms to the Rasch
specifications, that there is a lack of interactions, and that the variance of the participants
is enough to inform decisions (Smith & Smith, 2004).
Instead of using the typical differential item functioning (DIF) that less complex
Rasch models use, MFRM examines differential facet functioning (DFF) “to detect
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whether the invariance expected under the model’s requirements actually are instantiated
empirically or whether some sort of bias exists” (Bond & Fox, 2012, p. 159). Like other
Rasch models, MFRM examines dimensionality, scale use, and person/item fit statistics.
These statistics are further explained in Chapter 3.
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CHAPTER 3: METHODOLOGY OF STUDY
The primary focus of this research is to explore social support among
undergraduate students. Additional information gathered through demographic questions
were used to explore if students responded differently based on demographic differences.
This study intended to answer the following research questions:
Research Question 1:

Do the three dimensions of social support—support from
friend/classmate, support from family, and support from
college faculty—illustrate fit statistics that provide evidence
for a three-factor model within a one-factor higher order model
for the overarching measure of social support among
undergraduate students, meeting the psychometric
qualification for reliability and validity?

Research Question 2:

Does the SSUS function in the same way across participants
with varying marginalized identities?

Research Question 3:

Does the level of social support for each factor vary depending
on a grouping variable based on the number of marginalized
identities for which the participants identify?

Instrument Development
The instrument consisted of three parts: Criterion-Based Questions, Demographic
Questions, and the Social Support among Undergraduate Students (SSUS) scale. The
criterion-based questions were added to ensure that participants were 18 years or older,
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current undergraduate college student, and not an international student (exclusion of
international students is further explained in the cognitive review section). The
demographic questions comprised a mixture of multiple-choice, open-ended, and matrixstyle questions that gave insight into whether or not the participant identified with the
marginalized identities discussed in past research (See Appendix B for a complete list of
demographic questions). The development of the SSUS was broken down into four steps
guided by DeVellis’s (2017) Guidelines in Scale Development: a literature review for
themes, initial item pool creation, expert review, and cognitive review. Each step built on
the previous step to create the final 32-item version of the SSUS. Although the review of
literature was discussed in depth in Chapter 2, it is important to highlight some of the
major themes that guided item development.
Literature Review for Themes
Scholars have indicated that social support measures must be grounded in the
concepts directly related to the context of the research being studied (Barrera, 1986;
Gottlieb & Bergen, 2010). The current study focused on developing a tool that can be
used to improve retention in higher education, consequently, social support was
researched in terms of college experience. And, as Museus (2014) revealed, incorporating
the college experiences of marginalized identities is imperative to developing adequate
assessments for diverse student populations. As such, the review of past literature focused
on finding retention trends, specifically within diverse student populations. Consequently,
several themes emerged and were used to guide the development of the items for the
SSUS.
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First and foremost, there seemed to be a commonality in the sources of support
discussed in past literature: support from family, friends, faculty, and staff (Altermatt,
2016; Byrd & Macdonald, 2005; Kiyama, 2010; Kiyama et al., 2015; Lane & Taber,
2012; Terenzini et al., 1996). The support from faculty and staff seemed to be discussed
interchangeably; therefore, the researcher grouped faculty/staff support together.
Secondly, the research highlighted that students had issues with having someone who
understood their experiences, could help them navigate the college system, help with
financing college, help them with their academics, and/or help them navigate their own
emotional well-being (Hsiao, 1992; Kiyama et al., 2015; Museus, 2014; Terenzini et al.,
1996; Ward et al., 2012), thus, the items for the SSUS were developed in a way that
would determine if students were receiving support in these specific areas.
A third key argument within the research was that the intersectionality of various
marginalized identities seemed to impact the students’ ability to remain in college (Cox,
2016; Eingle & Tinto, 2008). Thus, the researcher included a variety of demographic
questions to examine the impact of marginalized identities.
Initial Item Pool
In previously developed social support measures, the number of items varied from
6 items to 40 items with an average of 21 items. Using DeVellis’s (2017) suggestion of
creating three to four times as many items as needed, a pool of 75 items were created
with 25 referencing family, 25 referencing friend/classmate, and 25 referencing college
faculty/staff. Family items incorporated statements such as “I talk to my family if I am
upset about my classes” or “My family encourages me to further my education.” Items
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referring to friend/classmate included statements like “My friends encourage me to be a
student” or “I have at least one classmate that I could borrow notes from if I had to miss a
class.” The items concerning college faculty/staff comprised statements such as “My
advisor cares about me” or “My professors are interested in what I have to say” (for a
complete list of items, please see Appendix C).
All items are declarative statements in which participants are asked to rate their
agreement using a five-point rating scale (Strongly Disagree to Strongly Agree with a
midpoint answer of Neutral). The rating scale was chosen because it is “one of the most
common item formats […] widely used in instruments measuring opinions, beliefs and
attitudes” (DeVellis, 2017, p. 127). The rating scales were coded as ordered categories,
meaning that the more the person agreed to an item, the more social support the
participant is thought to have. The items were created using a blend of the external and
deductive approaches to scale construction, which Burisch (1984) referred to as a mixed
approach. The items were generalized to the college student experience and not specific
to a particular group of students, which demonstrates elements of the external approach.
However, many of the items were developed based on what the researcher deemed to be
logical adaptations of previously created social support measures, which pulls from the
deductive approach.
Burisch (1984) cautioned that creating items using the deductive approach could
be tricky because different people may have different interpretations of the construct. He
advised that researchers using the deductive approach should have “companions select
the most direct and accurate items from the lists” (p. 215). Similarly, DeVellis (2017)
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suggests having the initial item pool reviewed by a panel of experts to maximize the
scale’s content validity. Therefore, the second step for scale development consisted of an
expert review.
Expert Review
After the initial pool of items was created, the Measure was sent to four experts to
review for content, structure, and the difficulty to answer. The reviewers were four
professors from different disciplines within social sciences. Reviewer 1 is an expert in
psychometrics and identifies as a first-generation student. Reviewer 2 is an expert in
higher education policy and procedures, identifies as a Latina first-generation student,
and studies Latina/o first-generation student population. Reviewer 3 is an expert in
counseling psychology and studies underprivileged student populations. Reviewer 4 is an
expert in child and family-school psychology and researches school pathway programs
and underprivileged student populations.
Table 1
Reviewer Information
Reviewer

Professional Position

Sex

1

Professor

Female

2

Department Chair and Professor

Female

3

Assistant Professor

Male

4

Department Chair and Professor

Female

All four reviewers were emailed the item pool with a brief explanation of the project,
operational definitions, measure explanation, and a list of objectives. The reviewers were
asked to review each item and determine the following:
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•

Clarity and grammatical correctness

•

Relevance

•

Format

•

If the item reflects the appropriate dimension

•

Fairness/bias

•

Redundancy

The expert in psychometrics was also asked to rate the items on item position—item
difficulty (e.g., easy, moderate, or hard to agree with). This rating was then correlated
with empirical item difficulty from the Facets analysis.
Dropped Items. The reviewer’s responses were entered into a spreadsheet (please
see Appendix C for the spreadsheet) to help determine which items needed to be dropped
or fixed. Dropped items consisted of items deemed redundant, poorly written, or outside
the scope of the project. Based on responses from expert reviewers, the item pool was
narrowed to 33 items. The reviewers also suggested rewording items include the phrase
“one or more” or “at least one of” instead of generalized statements such as “my friends”
or “my professors.” Furthermore, reviewers felt that the roles of staff members varied
across colleges, which would complicate the findings in the faculty/staff section of the
measure. Instead, they suggested that the section only focused on faculty. The 33 items
were then given to three college students for further cognitive review.
Cognitive Review
After the expert review, the revised scale was given to three college students to
check for comprehension and cultural understanding. Reviewer 1 was an international
44

student, Reviewer 2 was a third-generation college student with an interest in diversity in
higher education, and Reviewer 3 was a college student and single mother from a lowincome family background. Each reviewer was asked to go through the items and provide
feedback on any item that they felt could be confusing based on their personal
experiences.
The reviewers highlighted that international students could have a completely
different cultural understanding of many of the items within the SSUS. Thus, the
researcher made the decision to only include domestic students for the current study.
Furthermore, two out of three of the reviewers gave feedback that the item in the faculty
section, “At least one of my professors care about my academic success,” was too similar
to another item “At least one of my professors encourages me to succeed academically.”
Consequently, that item was dropped to avoid redundancy making the final item count 32
(please see Appendix D for the final list of items included).
Sampling Procedures
The SSUS, along with the demographic questions and criterion verification
questions, were submitted to the University of Denver’s Institutional Review Board.
After obtaining approval, the Qualtric’s link for the measure was sent via email to a
contact person at colleges in North Carolina, Colorado, Vermont, and Alabama. These
states were chosen based on the researcher’s contacts. The contacts were asked to
distribute the link through school list-serves or to provide a list of student email
addresses. Out of the list of contacts, two schools agreed to send out the link, and one
provided emails. The researcher shared the link along with the participant criteria on
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Facebook via a personal account. Seventy-three of the researcher’s Facebook contacts
reshared the link on their profiles and on group profiles such as the LGBTQIA in Higher
Education.
Participants
Out of the 274 people who responded to the survey, 6 participants did not meet
the undergraduate criteria, and 6 more did not meet the domestic student criteria. Thus, a
total of 262 participants were included in the current student. There were 212 (81%)
female participants, 49 (19%) male participants, and 1 (<1%) trans sex participants. As
shown in Table 1, 235 of the participants (90%) were between the ages of 18 and 24.
Thus, supporting the decision to mark anyone 25 or older as belonging to a marginalized
identity group.
Table 2
Participant Breakdown by Age Range
Age Range
Count
18 - 24
235

Percentage
90%

25 - 34

20

8%

35 - 44

6

2%

45 - 54

1

<1%

As for the participant’s gender, 244 (93%) were identified as cisgender (see Table
3 for a breakdown by gender). Gender identities were checked against the participant’s
sex to verify that anyone who listed “Man” for gender also had “Man” for sex, and
anyone who listed “Woman” for gender had “Female” for sex. All matched accordingly
and were recoded together as cis-gendered. If they had not, they would have been
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recoded as gender non-conforming. Two participants selected “Other” for gender, but the
researcher was able to use the text provided by the participant to enter them into the
appropriate category:
•

The participant who stated, “Man, there are only 2 genders!!!” was listed in the
man gender category.

•

The participant who stated, “Agender” was listed in the Gender Queer/Gender
non-conforming/Gender Fluid category because Agender is another term used for
Gender Queer

The majority of the participants (93%) were listed as “Never Married” (See Table 4
for a breakdown by marital status), 72% of participants were listed as “Heterosexual”
(Table 5 for a breakdown of sexuality), and 77% of participants identified as
White/Caucasian (Table 6 for a breakdown of race/ethnicity). Each of the aforementioned
categories were considered to be non-marginalized identities based on past research and
how large their groupings were (Cox, 2016; Engle & Tinto, 2008; Hsiao, 1992; Jenkins et
al., 2013; Terenzini et al., 1996; Ward et al., 2012). However, the variables looking at the
education level of immediate family members were viewed differently.
Table 3
Participant Breakdown by Gender Identity
Gender Identity

Count Percentage

Exploring identity

3

1%

Gender Queer/Gender non-conforming/Gender Fluid

8

3%

Nonbinary Trans

4

2%

3
244

1%
93%

Trans-man
Cisgender
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Table 4
Participant Breakdown by Marital Status
Marital Status
Count

Percentage

Civil Union/Domestic Partnership

1

<1%

Divorced

1

<1%

Married

14

5%

Never married

243

93%

Separated

2

1%

Table 5
Participant Breakdown by Sexuality
Gender Identity
Count

Percentage

Asexual

8

3%

Bisexual

34

13%

Heterosexual

189

72%

Homosexual

10

4%

Other

2

1%

Pansexual

17

7%

Prefer not to say

2

1%
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Table 6
Participant Breakdown by Race/Ethnicity
Race/Ethnicity

Count

Percentage

American Indian or Alaska Native

1

<1%

Black or African American

22

8%

East Asian (e.g. Chinese, Japanese, Korean, Taiwanese)

3

1%

Filipino

1

<1%

Mexican American/Chicano

8

3%

More than one race/ethnicity

20

8%

Puerto Rican

1

<1%

South Asian (e.g. Indian, Pakistani, Nepalese, Sri Lankan)

3

1%

Southeast Asian (e.g. Cambodian, Vietnamese, Hmong)

1

<1%

202

77%

White/Caucasian

A great deal of research has been committed to examining first-generation status
among college students. Unfortunately, there have also been many discrepancies in how
the first-generation status has been defined. Some scholars and post-secondary
institutions defined a first-generation student as someone whose parents did not graduate
from a four-year college/university (Barry et al., 2009; Engle & Tinto, 2008; Hardwick,
2014). Whereas others have contended that a student is only eligible for the firstgeneration status if the parents did not attend college (Hardwick, 2014; Ishitani, 2006;
Lane & Taber, 2012). Kiyama et al. (2015) further stressed how relationships with family
members outside of the parents could also impact student retention.
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Having past literature supporting the idea of looking beyond just the parents along
with the researcher's personal experience of having a sibling with some college
experience, guided the researcher to include questions asking for the highest level of
education of the participant’s parents/guardians, grandparents, and siblings (see Table 7
for a breakdown of education level by family member). With the belief that having
someone in the immediate family with at least a bachelor’s degree could provide a
cultural capital that is unavailable to those who do not have someone in this capacity, the
researcher operationally defined that a first-generation student would be a student who
did not have anyone in the immediate family with at least a bachelor’s degree.
To determine the first-generation status, the researcher individually coded each of
the levels of education variables as 1 for a bachelor’s degree or higher and a 0 for less
than a bachelor’s degree. The three variables were then summed, and anyone with at least
one immediate family member with a bachelor’s degree or higher was coded as not being
first-generation (variable named Family Education Flag). For example, if a participant
indicated that their sibling had a bachelor’s degree, but their parent(s)/guardian(s) or
grandparent(s) had a high school diploma as their highest degree, the participant was not
considered a first-generation student and would have a 0 listed in the Family Education
Flag variable.
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Table 7
Breakdown of Family Member Highest Level of Education
Parent/Guardian
Sibling
Education Level

Grandparent

Count

Percent

Count

Percent Count Percent

Not Applicable

0

0%

50

19%

2

1%

Didn’t Complete High School

7

3%

24

9%

23

9%

High School / GED

30

12%

48

18%

82

31%

Some College

38

15%

53

20%

25

10%

Associate degree

31

12%

15

6%

14

5%

Bachelor's Degree

77

30%

54

21%

59

23%

Master's Degree

57

22%

11

4%

21

8%

Advance Grad Work or Doc

19

7%

4

2%

12

5%

Not Sure

1

<1%

0

0%

21

8%

Not Applicable

0

0%

50

19%

2

1%

Developing Grouping Variable
The primary purpose of this study was to develop a measure to examine perceived
social support for undergraduate students. However, research has indicated that students
from various marginalized identities experienced a lower level of social support than their
non-marginalized peers (Byrd & Macdonald, 2005; Cox, 2016; Kiyama et al., 2015;
Museus, 2014; Soria & Stebleton, 2012; Terenzini et al., 1996). The likelihood of
obtaining a college degree further dwindles as the number of marginalized identities an
individual student has increases (Cox, 2016; Engle & Tinto, 2008). Thus, the researcher
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aimed to develop a generalizable measure of perceived social support that could be used
for all student populations. Unfortunately, the more identity variables added to a measure,
the smaller the sample size becomes, making some analyses invalid and not useful.
Consequently, the researcher decided to develop a grouping variable with three
levels: Group 1-No marginalized Identities, Group 2-One Marginalized Identity, Group
3-Two, or More Marginalized Identities. To assign participants to the appropriate group,
the researcher created marginalized identity flag variables for each of the demographic
variables using the criteria listed in Table 8. If the participant met the criteria for being
considered a marginalized identity, they were given a score of one for that specific
demographic variable; if not, they received a zero. The researcher then summed the flag
variables (Flag_Total). The Flag_Total variable was then used to divide participants into
one of three identity groups: Group 1-No marginalized Identities (n = 107), Group 2-One
Marginalized Identity (n = 96), Group 3-Two, or More Marginalized Identities (n = 59).
Table 8
Criteria for Marginalized Identity Flags
Demographic

Criteria

Age

Anyone over the age of 24

Gender

Anyone not identified as “Cisgender”

Sexuality

Anyone not listed as “Heterosexual”

Marital Status

Anyone not listed as “Never Married”

Race/Ethnicity

Anyone not listed as “White/Caucasian”

Family Education Flag

No immediate family had at least a bachelor’s degree
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Data Analysis
Confirmatory Factor Analysis (CFA) and Multi-Faceted Rasch model (MFRM)
were the two primary analyses used in the current research study. The researcher
implemented CFA for the ability to look at the SSUS using a multi-dimensional approach
to test if the three-factors of social support came together to provide an accurate measure
of social support. However, the researcher further analyzed the data using MFRM for the
ability to look at each factor within a three-facet model. The MFRM provides greater
detail of how the items, person, and group variable falls on a logit continuum, whereas
the CFA does not. Further explanations of these methods will provide a more explicit
depiction of the benefits for each of the analyses.
Confirmatory Factor Analyses
The current study conducted confirmatory factor analysis (CFA) using IBM’s
SPSS AMOS program to examine the dimensional structure of the SSUS and to
determine if the model was invariant across identity group membership. Kline (2011)
explains that “the technique of CFA analyzes a priori measurement models in which both
the number of factors and their correspondence with the indicators are explicitly
specified” (p. 112).
CFA provides measurement error for each indicator, factor loadings, factor
covariances, and factor variances used for measurement validation. Kline (2011) suggests
all indicators associated with a specific factor should have factor loadings > .70 for a
model to demonstrate convergent validity and that correlation estimated between factors
should be < .90 for the model to demonstrate discriminant validity. Additionally, CFA
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provides model fit indices, which test “whether the covariance matrix implied by the
researcher’s model is close enough to the sample covariance matrix that the differences
might reasonably be considered as being due to sampling error” (Kline, 2011, p. 193).
Although several model fit indices are provided, the current study examined model fit
using the Root Mean Square Error of Approximation (RMSEA) and the Comparative Fit
Index (CFI).
Browne and Cudeck (1993) advised that models with RMSEA ≥ .10 had poor fit,
RMSEA between .05 and .08 suggested a reasonable error of approximation, and models
with values below .05 had a close approximate fit. Models that have CFI values ≥ .90
indicate reasonable model fit. When trying to decide between two models, the Akaike
Information Criterion (AIC) was for comparing two non-nested models, and the χ2
difference test was used when comparing nested models. Kline (2011) indicated that
models with lower AIC were the better fitting models and that if a χ2 difference test was
significant, then the model with more factors is a better fitting model.
The SSUS is comprised of three sources of support: friends, family, and faculty,
which would suggest a three-factor model. However, since the measure is a newly
developed model, each factor was also tested individually. After determining good
models for each individual factor, the researcher compared a hierarchical model with
social support as an exogenous second-order factor and friends, family, and faculty as
endogenous first-order factors against a single factor model to determine if the threefactor model was indeed the better fitting model.
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Cronbach’s Alpha
Reliability. Using IBM’s SPSS software, this study estimated Cronbach’s alpha,
which is one of the most reported reliability coefficients (DeVellis, 2012; Kline, 2011), to
test the homogeneity of the items within each factor of the SSUS. Cronbach’s alpha
“partitions the total variance among the set of items into signal and noise components”
(DeVellis, 2012, p. 35). Kline (2011) suggested that “reliability coefficients around .90
are considered “excellent,” values around .80 are “very good,” and variances around .70
are “adequate” (p. 70). If the coefficients were below .70, the Scale if Item Deleted
values were checked to determine if items should be deleted to obtain a more reliable
scale.
Multi-Faceted Rasch Model Analysis
The researcher conducted MFRM with Linacre’s Facets software to determine the
SSUS’s validity, dimensionality, scale use, item and person fit, and invariance.
Content Validity. “Content validity concerns item sampling adequacy—that is,
the extent to which a specific set of items reflects a content domain” (DeVellis, 2017, p.
84). To claim content validity for the SSUS, the researcher did an extensive review of
past literature concerning college students and social support measures (both intertwined
and separately). Items were formed based on past research and were then reviewed by
experts within the field of higher education and in measurement. Furthermore, item
difficulty measure scores generated by Facets, were correlated to the difficulty ratings
provided by the expert reviewer.

55

Dimensionality. Most IRT models require the researcher to examine eigenvalues
and variance explained by the first factor to determine unidimentionality of the model,
however, MFRM simply reports the variance explained by the overall model. Linacre
(2019) suggested that the amount of variance explained by the model must be > 30%.
Scale use. After determining that the measure had reasonably met the assumption
of unidimentionality, the categories of the scale were examined to check if each level of
the scale measured a specific ability level. Category probability curves and RaschAndrich thresholds were used to determine if the rating scales were used as intended,
meaning that there was not a misstep. Linacre (2012a) explained that the Rasch-Andrich
threshold “is the point on the latent variable (relative to the item difficulty, Di) where the
probability of being observed in category j equals that of being observed in category j-1”
(p. 19). The Rash-Andrich threshold is modeled as:
log(Pnix/Pni(x-1)) = Bn - Di – Fk and specifies the probability, Pnij, that person n of
ability Bn is observed in category j of a rating scale applied to item i of difficulty
Di as opposed to the probability Pni(j-1) of being observed in category (j-1).
(Linacre, 2012a, p. 19).
When examining the Rasch-Andrich threshold, the researcher is checking to ensure that
the scale is not disordered, meaning that it follows the categorical ordering intended.
Linacre (2019) indicated that categories might become disordered if they are not chosen
often enough. He further clarifies that the MNSQ infit values need to be less than 2.0 in
order to claim the absence of step misfit, that the thresholds are in order, there is 1.5 logit
distance between steps and a minimum of 10 cases per response category (Linacre,
2019).
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Person, Item, Group Fit. Building from the scale use, MFRM also provided
person, item, and group fit indices by comparing observed scores to expected scores.
Using MNSQ infit values, Rasch permitted the researcher to determine if there are any
persons, items, or group identities that would cause the model to be over or under fitting
(Boone et al., 2014; Linacre, 2019). As Wright and Linacre (1994) explained, “Mean
squares greater than 1.0 indicate underfit to the Rasch model, i.e., the data are less
predictable than the model expects. Mean-squares less than 1.0 indicate overfit to the
Rasch model, i.e., the data are more predictable than the model expects” (p. 370).
However, they further clarified that when developing a new measure using a rating scale
(such as the SSUS) that a reasonable value for MNSQ infit or MNSQ outfit would be
between .6 and 1.4, which was the criteria implemented in the current study.
In addition to the MNSQ fit indices, MFRM also provides the Wright Map, which
calibrates the participants, items, and grouping variable on a linear scale. This map can be
used to visualize how the three facets interact and give the researcher insight into how the
groups vary from each other across person ability and item difficulty. However, the map
is not the only way to view invariance.
Invariance. In addition to the fit indices, MFRM evaluated invariance using bias
interaction, which is Linacre (2019) refers to as differential facet functioning (DFF). If
grouping was not invariant, then the items did not function in the same way when given
to different demographic groups. Rasch implemented t-tests using the item logit positions
across group memberships. If the DFF statistic was found to be statistically significant at
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the 0.01 level, and the DFF contrast value was higher than 0.64, then the item was
considered to exhibit DFF.
Multiple Regression Analysis
To gain deeper insight of how the demographic variables interacted with the three
factors of social support, the researcher conducted a multiple regression analysis (MR)
using SPSS for each factor. MR examines the relationships between a set of independent
variables (IV) and one dependent variable (DV) and enables the researcher to determine
which IV work together to predict the DV (Tabachnick & Fidell, 2013). As Tabachnick
and Fidell (2013) explain:
The regression equation takes the following form:
Y’ = A + B1X1 + B2X2 + …. + BkXk
where Y’ is the predicted value on the DV, A is the Y intercept (the value of Y
when all the X values are zero), the Xs represent the various IVs (of which there
are k), and the Bs are the coefficients assigned to each of the IVs during
regression. (p. 118)
MR analyses require that all categorical IVs must be dummy coded into dichotomous
variables, however, Tabachnick and Fidell (2013) also stressed that if there were
variables with too few cases that the researcher must first collapse categories or possibly
drop categories or variables. Based on the number of cases for the demographic variables,
the researcher decided that using the dichotomous flag variables would be the best option
for Age, Gender, Marital Status. The researcher then collapsed the following categories:
•

Sexuality was collapsed into five categories from the original seven
o Asexual, Other, and Prefer not to say were combined into Other

•

Race was taken from 10 original categories down to 4
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o The researcher collapsed American Indian/Alaska Native, East Asian,
Southeast Asian, South Asian categories, Filipino, Mexican
American/Chicano, and Puerto Rican into “Other”
•

For the education level of the immediate family
o Some college and associate degree categories were combined to “Some
College”
o MA through Specialist Degree was combined to “Graduate School”
o Not applicable and Not Sure were collapsed to “NA”
o For the parent level of education, did not complete high school and not
sure were dropped due to extremely small sample sizes

The collapsed categories were then dummy coded to meet the MR requirement of having
dichotomous IVs. MR also has several other assumptions that must be met before the
model is reliable and valid.
Assumption 1. The relationship between the IVs and the DV is linear. This
assumption checks if the data can be characterized by a straight line. However, since the
IVs are all dummy coded variables, this assumption is automatically assumed.
Assumption 2. There is no multicollinearity (predictors are not highly correlated
with one another). This is tested by reviewing the collinearity diagnostics provided by
SPSS. The researcher followed the Assumptions of Multiple Regression (2013) rules of
thumb that the variance inflation factor (VIF) scores are well below 10 and the tolerance
scores are above .2.
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Assumption 3. The values of the residuals are independent. As explained in
Assumptions of Multiple Regression (2013), the assumption is tested using the DurbinWatson statistic provided by SPSS. The value of the Durbin-Watson should be close to
two, anything less than one or more than three could indicate that the analysis is invalid.
Assumption 4. The variance of the residuals is constant. This assumption is
testing for homoscedasticity by checking that the normal probability plot appears to be
random and not in the shape of a funnel (see figure 4 for an illustration).
Figure 4
Normal Probability Plot Testing for Homoscedasticity

Source: Assumptions of Multiple Regression Handout
Assumption 5. The values of the residuals are normally distributed. This
assumption is tested by looking at the P-P plot provided by SPSS to see the distribution
of the residuals. “The closer the dots lie to the diagonal line, the closer to normal the
residuals are distributed” (Assumptions of Multiple Regression, 2013, p. 11). Even if this
assumption is violated, the results may still be valuable, but the researcher is required to
make a note of the violation and advise that results should be interpreted with caution.
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Assumption 6. No influential cases are biasing the model. This assumption is
tested using Cook’s Distance values, which are calculated and saved as a new variable
through SPSS. For the assumption to be met, all cases should have a value less that one.
To quickly test this, the researcher ran descriptive statistics asking for the max value for
the Cook’s Distance of each factor. All max values were under one, which indicated that
the assumptions were met for all regression models.
After testing the assumptions for multiple regression, the researcher analyzed the
MR models to determine if the group of demographic variables were reliable predictors
of the factor scores by examining the F-value and significance level (p value) of the
model. If the p value ≤ .05, then the model is considered statistically significant and the
group of demographic variables reliably predicts the factor score (UCLA, 2019). The
researcher reports the R Square value as the proportion of variance for the factor score
that is explained by the demographic variables. The coefficients for each of the
demographic variables are then examined to determine which of the individual identities
statistically predicted the factor scores. The values provide the score difference for each
of the demographic variables when holding the other demographic variables constant.
Thus, allowing the researcher to see how various identities are predicted to score for each
of the factors. However, if p > .05, then the model indicates that the demographic
variables as a group do not reliably predict the factor score. Still, the researcher can
examine the coefficients for each of the demographic variables to determine if there are
any individual identities that do statistically predict the factor scores.
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CHAPTER 4: RESULTS
CFA Results
The current study conducted confirmatory factor analysis (CFA) using IBM’s
SPSS AMOS program to examine the dimensional structure of the SSUS and to
determine if the model was invariant across identity group membership. The SSUS is
comprised of three sources of support: family, faculty, and friend/classmate which would
suggest a three-factor model. However, since the measure is a newly developed model,
each factor was also tested individually.
Modeling the Family Factor
The first factor model, Family Factor-All Items, consisted of the 11 items
developed to measure social support from family members. As previously mentioned,
Browne and Cudeck (1993) advised that models with RMSEA ≥ .10 had a poor fit,
RMSEA between .05 and .08 suggested a reasonable error of approximation, and models
with values below .05 had a close approximate fit. Models that have CFI values ≥ .90
indicate reasonable model fit. The results of a CFA indicated that the Family Factor-All
Items model had good fit (χ2 (35) = 133.83, p < .001, RMSEA = 0.084, CFI = 0.959, AIC
= 168.53).
Furthermore, Kline (2011) suggested all indicators associated with a specific
factor should have factor loadings > .70 for a model to demonstrate convergent validity.
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All items included in the Family-All Items model had factor loadings above .70 (see
Appendix F for the model).
Modeling the Faculty Factor
The second factor model, Faculty Factor-All Items, consisted of the 10 items
developed to measure social support from faculty members. Although the RMSEA for
the Faculty Factor-All Items model was slightly over the cutoff for a good fitting model,
the CFI was above the threshold and all factor loadings were above .70 (χ2 (35) = 133.83,
p < .001, RMSEA = 0.104, CFI = 0.949, AIC = 173.83); thus the model was deemed to
be a good fit (see Appendix G for the model).
Modeling the Friends/Classmates Factor
The Friends/Classmates-All Items Model consisted of the 11 items developed to
measure social support from friends and classmates (See Appendix H for the model). The
Friends/Classmates-All Items model did not exhibit a good fit (χ2 (44) = 282.93, p <
.001, RMSEA = 0.144, CFI = 0.833, AIC = 326.93). Further exploration into the factor
loadings indicated that three items did not meet Kline’s (2011) recommended > .70 rule
of thumb (see Table 10 for the misfitting items and their loadings).
Table 9
Friend/Classmate Items with Insufficient Factor Loadings
Items

Loading

FR_2. I talk to at least one of my friends about my college experiences.

0.651

FR_4. My friends understand if I am busy with my schoolwork.

0.599

FR_9. I can count on at least one of my classmates when doing group

0.470

projects.
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The researcher removed the three items from the factor and reran the CFA (see
Appendix I for the model). Similar to the Faculty-All Items model, the updated
Friends/Classmates-Without Items 2, 4, 9 model did not meet the RMSEA threshold, but
it did surpass the CFI threshold and the remaining item factor loadings were all above .70
(χ2 (20) = 85.93, p < .001, RMSEA = 0.112, CFI = 0.932, AIC = 117.93). Due to the
models not being nested, the researcher compared the AIC values of the two
Friends/Classmates models and determined that the Friends/Classmates-Without Items 2,
4, 9 model was the better fitting model. However, the researcher made the decision to
further test this by running the three-factor model with each of the Friends/Classmates
models and comparing which had a better fit overall.
3-Factor Model
After finding that the three individual factor models had good fit, the researcher
created two hierarchical models with social support as an exogenous second-order factor
and friends, family, and faculty as endogenous first-order factors. The first model
included the Friend/Classmate-All Items model for the friend/classmate factor and met
the RMSEA threshold of < .08, but did not meet the CFI threshold of > .90 (χ2 (461) =
1152.89, p < .001, RMSEA = 0.076, CFI = 0.879, AIC =1266.89). However, all factor
loadings were now above the .70 cutoff. The researcher then took out the three
friend/classmate items previously discussed and reran the CFA.
The 3-Factor Friend/Classmate (without 2, 4, 9) model fit indices all indicated
that the model had a good fit (χ2 (374) = 833.77, p < .001, RMSEA = 0.069, CFI = 0.911,
AIC = 955.77) and the factor loadings were all above the .70 cutoff. To further support
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using the 3-Factor Friend/Classmate (without 2, 4, 9) model, the researcher conducted a
χ2 difference test. The χ2 difference test was used instead of comparing the AIC because
the models were nested. Please see Figure 5 for the model comparison and fit indices.
Figure 5
3-Factor Model Comparison

65

As depicted in Figure 5, the χ2 difference test further supported that the 3-Factor
Friend/Classmate (without 2, 4, 9) model was the best fitting model (χ2 (87) = 319.12, p
= 3.15).
Comparing 1 Factor Model to 3-Factor Model
In order to determine if the three dimensions of social support—support from
friend/classmate, support from family, and support from college faculty—illustrated fit
statistics that provided evidence for a three-factor model within a one-factor higher order
model for the overarching measure of social support among undergraduate students, the
researcher compared the 3-Factor Friends without 2, 4, 9 model against a 1-factor model
where all individual items from the 3-Factor model were directly loaded into the latent
variable of social support.
The 1 Factor model with all items kept for the final 3-factor model did not meet
either of the suggested fit indices thresholds (χ2 (378) = 3057.51, p < .001, RMSEA=
0.165, CFI = 0.472, AIC = 3171.51), which suggested that the 3-factor model was the
best model for measuring social support. The results were further supported by running a
χ2 difference test (χ2 (4) = 2223.74, p < .001). Please see Figure 6 for the model
comparison with fit indices.
After determining that the 3-Factor model was the best fitting model for the
Social Support among Undergraduate Students measure, the researcher conducted
invariant CFAs to determine if there was variance across the grouping variable for the
number of marginalized identities in which the participant identified (Group 1-No
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marginalized Identities, Group 2-One Marginalized Identity, Group 3-Two, or More
Marginalized Identities).
Figure 6
Comparison of 1 Factor Model to 3-Factor Model
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Testing for Invariance Across Grouping Variable
To test for invariance across the grouping variable, the researcher added the
grouping variable to the 3-Factor model and began testing model fit with a fully
constrained model (see Figure 7 for model constraints). The RMSEA was well below .80
and all factor loadings were above .70, but the CFI was not above .90 (χ2 (1244) =
2519.06, p < .001, RMSEA = 0.063, CFI = 0.78, AIC = 2641.06). To see the model with
factor loadings and fit indices, please refer to Appendix M.
Figure 7
Fully Constrained 3-Factor Model

The researcher then removed all constraints from the model and reran the CFA.
Similar to the fully constrained model, the fully free model’s RMSEA model fit was well
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below the .80 suggestion, but the CFI was not above the .90 suggestion (χ2 (1122) =
2189.61, p < .001, RMSEA = 0.061, CFI = 0.816, AIC = 2555.6). A χ2 difference test
between the two models indicated that there was not a significant difference between the
two models (χ2 (122) = 329.45, p = 5.50). Please see Figure 8 for model comparison.
Figure 8
Comparison between Fully Constrained and Fully Free Models
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CFA Follow-Up Analysis
To gain further insight into the low CFI, the researcher conducted correlation
analyses for each factor per group to determine if different items were highly correlated
(.8 or above) based on group identification. The researcher found that none of the items
from the friend/classmate factor were highly correlated for any of the groups. However,
Fa_10 “One or more of my family members provides me with moral support” and Fa_11
“My family and I can openly discuss feelings about higher education” were highly
correlated for Group 1 (.830), but not for Group 2 (.640) or Group 3 (.646). However,
Fa_10 was highly correlated with Fa_9 “My family and I can openly discuss feelings
about higher education” for Group 3 (.830), but not for Group 2 (.623) and just barely
under the .8 cutoff for Group 1 (.750). Additionally, Group 3 had a third item, Fa_1 “I
have someone in my family that will listen to me when I need to talk about school” that
was highly correlated to Fa_9 (.828) and Fa_10 (.848), but not for Group 1 (Fa_9: .622,
Fa_10: .709) or Group 2 (Fa_9: .652, Fa_10: .602).
Group 3 also had high correlations between Pr_5 “I feel comfortable talking to at
least one of my professors when I am struggling in class” and Pr_6 “One or more of my
professors provides me with moral support” (.806), but Group 1 (.682) and Group 2
(.622) did not. Group 2 had high correlations for Pr_2 “One or more of my professors
cares about me” and Pr_3 “One or more of my professors encourages me to succeed
academically” (.821), but Group 1 (.674) and Group 3 (.603) did not.
Cronbach’s Alpha Results
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After determining that the SSUS was a 3-factor model, the next step was to look
at the reliability of the individual factors. The reliability and item analysis of the
individual social support factors (friend/classmate, family, and faculty) were analyzed
using SPSS. As previously discussed, Kline (2011) suggested that “reliability coefficients
around .90 are considered “excellent,” values around .80 are “very good,” and variances
around .70 are “adequate” (p. 70). The friend/classmate consisted of eight items and had
a Cronbach’s alpha of .88. One item, I have at least one classmate that I could borrow
notes from if I had to miss a class, had a corrected Item-Total Correlation of .44, but all
other items fell between .63 and .75. Please see Table 10 for a breakdown of item results.
Table 10
Friend/Classmate Item Statistics
Item
Fr_1. I talk to at least one of my friends about
problems I am having at school.
Fr_3. At least one of my friends asks me about how
I am doing in school.
Fr_5. I seek advice from at least one of my friends
when dealing with a tough situation at school.
Fr_6. I feel comfortable talking to at least one of
my friends about my schoolwork.
Fr_7. At least one of my friends enjoys hearing
about the work I am doing in school.
Fr_8. I have at least one classmate that I could
borrow notes from if I had to miss a class.
Fr_10. At least one of my friends gives me good
ideas about how to do something for my classwork.
Fr_11. I can go to at least one of my friends for
support when I am feeling down.
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Mean

Std.
Dev.

Corrected
Item-Total
Correlation

4.43

0.91

0.68

4.22

1.01

0.63

4.27

1.01

0.75

4.48

0.80

0.71

4.16

0.95

0.70

4.11

1.12

0.44

3.98

1.02

0.64

4.44

0.83

0.65

The family factor consisted of 11 items and had a Cronbach’s alpha of .93. All
items had corrected item-total correlations between .60-.83. Please see Table 11 for the
family item statistics.
Table 11
Family Item Statistics
Item

Mean

Std.
Dev.

Fa_1. I have someone in my family that will
listen to me when I need to talk about school.
Fa_2. I talk to someone in my family if I am
upset about my classes.
Fa_3. I have at least one family member that
understands why I am in school.
Fa_4. Someone in my family enjoys hearing
about my experiences as a college student.
Fa_5. I feel comfortable asking someone in my
family for financial help with school.
Fa_6. I contact someone in my family when I am
feeling lonely.
Fa_7. At least one family member encourages me
to further my education.
Fa_8. My family understands if I am busy with
my schoolwork.
Fa_9. Someone in my family praises me when I
achieve something at school.
Fa_10. One or more of my family members
provides me with moral support.
Fa_11. My family and I can openly discuss
feelings about higher education.

4.36

0.86

Corrected
Item-Total
Correlation
0.83

4.01

1.17

0.71

4.55

0.74

0.76

4.38

0.88

0.78

3.72

1.40

0.60

3.70

1.33

0.67

4.56

0.73

0.70

4.25

1.01

0.66

4.37

0.91

0.75

4.37

0.86

0.82

4.23

1.06

0.78

The faculty factor consisted of 10 items and had a Cronbach’s alpha of .94. All
items had corrected item-total correlations between .93-.94. Please see Table 12 for the
faculty item statistics.
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Table 12
Faculty Item Statistics
Item

Mean

Std.
Dev.

Pr_1. I get advice from at least one of my professors
when I am facing a problem at school.
Pr_2. One or more of my professors cares about me.

3.87

1.17

Corrected
Item-Total
Correlation
0.94

4.27

0.92

0.93

Pr_3. One or more of my professors encourages me
to succeed academically.
Pr_4. At least one of my professors understands me.

4.37

0.81

0.93

3.93

1.08

0.93

Pr_5. I feel comfortable talking to at least one of my
professors when I am struggling in class.
Pr_6. One or more of my professors provides me
with moral support.
Pr_7. I could go to at least one of my professors
when I am feeling down.
Pr_8. At least one of my professors makes me feel
like I belong in my school.
Pr_9. At least one of my professors offers me advice
on how to manage my schedule.
Pr_10. At least one of my professors is interested in
what I have to say.

4.04

1.04

0.93

3.92

1.09

0.93

3.45

1.33

0.93

4.21

0.99

0.93

3.91

1.07

0.94

4.24

0.89

0.93

Multi-Faceted Rasch Model Results
To test if the SSUS measure met the set criteria for dimensionality, model fit, item
fit, reliability, and validity, the researcher conducted a 3-facet MFRM for each of the
three social support factors (family, faculty, friend/classmate) looking at person ability,
item difficulty, and group differences. MFRM output is available in Appendix O.
Family Factor
The MFRM results indicated that the variance explained by the family factor
model was 57%, which was well over Linacre’s (2019) suggested rule of thumb of >
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40%. The mean residual (.00) and the mean standardized residuals (.01) were close to the
0.0 guideline, and the standard deviations for the standardized residuals (1.03 for
Population and 1.04 for Sample) were close to the 1.00 suggestion (Linacre, 2012b) for
determining adequate fit.
Scale Use. To determine if the five-point scale implemented for the SSUS was
used as intended, the researcher examined the probability curves and the Rasch-Andrich
thresholds. As previously mentioned, Linacre (2019) suggested that MNSQ fit values
need to be less than 2.0 in order to claim the absence of step misfit, that the thresholds are
in order, there is 1.5 logit distance between steps and a minimum of 10 cases per response
category. As shown in Table 13, the MNSQ fit values were all under 2.0, however, the
Rasch-Andrich thresholds were out of order, specifically around scale level 3 (neutral),
indicating that the rating scale was not used as intended. Likewise, the percentage value
of the neutral rating was extremely low (3%). Figure 9 further supports this result by
showing that the 3rd rating level had a low probability of being chosen.
Table 13
Rating Scale Results for the Family Factor
Category
Counts

Scale Total Used
1
2
3
4
5

75
268
96
934
1509

75
268
96
934
893

Quality Control

Rash-Andrich

RashThurstone

Avg.
Exp.
Outfit
Measure S.E. Thresholds
Measure Measure MNSQ
3%
-1.51
-1.54
1.5
Low
12%
-.12
-.28
1.4
-2.07
.14
-2.12
4%
.45
.50
.9
1.14
.08
-.19
41%
1.32
1.46
.9
-1.33
.07
.04
39%
3.20
3.10
.9
2.26
.06
2.28
%
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Figure 9
Probability Curve for Family Factor

Person, Item, and Group Fit. The ability to examine the person ability, item
difficulty, and grouping variable individually and how they interact is the primary benefit
of conducting MFRM. Results indicated that there was not a significant difference
between the groups in logit position for the family factor (χ2 (2) = 4.8, p = .09, SD = .07,
Separation = 1.23, Strata = 1.97, Reliability = .60). However, there was a significant
difference across person ability (χ2 (261) = 1972.20, p < .001, SD = 1.52, Separation =
2.68, Strata = 3.90, Reliability = .88) and item difficulty (χ2 (10) = 542.70, p < .001, SD
= .72, Separation = 6.90, Strata = 9.10, Reliability = .98). This means that students
differed significantly in person position and items differed significantly in item position,
which is both expected and desirable. The researcher also examined the MNSQ infit and
outfit statistics using Wright and Linacre’s (1994) guideline that MNSQ should be
between .6 and 1.4. As shown in Table 14, all groups had adequate fit statistics.
However, the item fit statistics indicated that item Fa_5, “I feel comfortable asking
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someone in my family for financial help with school,” misfit (Infit MNSQ: 1.86, Outfit
MNSQ: 2.17). Table 15 provides the position, standard error, and fit indices for items.
Table 14
Group ID Measurement Report for Family Factor
Group

Measure

Group 1. No Marginalized Identities
Group 2. One Marginalized Identity
Group 3. Two or more Marg. Identities

-1.73
-1.85
-1.69

Model
S.E.
.05
.05
.06

Table 15
Item Measurement Report for Family Factor

Infit
MNSQ
1.07
1.16
1.01

Model
Infit
S.E. MNSQ

Outfit
MNSQ
1.01
1.16
1.05

Outfit
MNSQ

Factor

Measure

Fa_1. I have someone in my family that will
listen to me when I need to talk about school.

-0.28

0.11

0.53

0.61

0.59

0.09

1.14

1.37

-0.91

0.12

0.76

0.83

-0.34

0.11

0.8

0.7

1.16

0.08

1.86

2.17

1.19

0.08

1.39

1.5

-0.97

0.13

0.92

0.94

0.04

0.1

1.28

1.28

-0.29

0.11

0.93

0.91

-0.29

0.11

0.62

0.57

0.09

0.1

0.9

0.91

Fa_2. I talk to someone in my family if I am
upset about my classes.
Fa_3. I have at least one family member that
understands why I am in school.
Fa_4. Someone in my family enjoys hearing
about my experiences as a college student.
Fa_5. I feel comfortable asking someone in
my family for financial help with school.
Fa_6. I contact someone in my family when I
am feeling lonely.
Fa_7. At least one family member encourages
me to further my education.
Fa_8. My family understands if I am busy
with my schoolwork.
Fa_9. Someone in my family praises me when
I achieve something at school.
Fa_10. One or more of my family members
provides me with moral support.
Fa_11. I have someone in my family that will
listen to me when I need to talk about school.
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Figure 10, the Wright Map, displays the measurement units between −7 and +4
logits (log-odd-units) in the first column. The grouping variable (second column), person
ability (third column), item difficulty (fourth column) and rating scale functionality (fifth
column) are positioned on an equivalent interval scale to provide an overview of how the
three facets fall within one linear scale. For the family factor of perceived social support,
the Wright map suggests that the groups did not vary from each other and that the sample
was well targeted based on where the person abilities and items fell on the scale.
Figure 10
Wright Map for Family Factor

Invariance. In addition to the fit indices, MFRM also examines differential facet
functioning (DFF). The results for the family factor indicated that there was not a
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significant DFF (χ2 (33) = 29.1, p = .66). Thus, indicating that the items in the family
factor functioned comparably across groups.
Faculty Factor
The MFRM results indicated that the variance explained by the faculty factor
model was 60%, which was well over Linacre’s (2019) suggested rule of thumb of >
40%. The mean residual (.00) and the mean standardized residuals (.01) were close to the
0.0 guideline, and the standard deviations for the standardized residuals (1.01 for both
population and sample) were close to the 1.00 suggestion (Linacre, 2012b).
Scale Use. To determine if the five-point scale implemented for the faculty factor
of the SSUS was used as intended, the researcher examined the probability curves and the
Rasch-Andrich thresholds. As shown in Table 15, the MNSQ fit values were all under
2.0, however, the Rasch-Andrich thresholds were disordered, specifically around scale
level 3 (neutral), indicating that the rating scale was not used as intended. Likewise, the
percentage value of the neutral rating was low (8%). Figure 11 further supports this result
by showing that the 3rd rating level had low probability of being chosen.
Table 16
Rating Scale Results for the Faculty Factor
Factor
Category
Counts

Quality Control

Rash-Andrich

RashThurstone

3%

Avg.
Measure
-2.04

Exp.
Measure
-2.05

Outfit
MNSQ
1.4

257

12%

-.45

-.55

1.2

-2.50

.15

-2.56

180
1077
557

8%
50%
26%

.30
1.41
3.85

.34
1.48
3.75

1.1
.9
.9

.26
-.93
3.18

.08
.07
.07

-.54
-.06
3.18

Scale

Total

Used

%

1

89

69

2

257

3
4
5

180
1077
1017
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Measure

S.E.

Thresholds
Low

Figure 11
Probability Curve for Faculty Factor

Person, Item, and Group Fit. Results indicated that there was a significant
difference between the groups (χ2 (2) = 7.1, p = .03, SD = .07, Separation = 1.24, Strata
= 1.98, Reliability = .60), across person ability (χ2 (261) = 2387.60, p < .001, SD = 2.56,
Separation = 2.68, Strata = 3.91, Reliability = .88), and item difficulty (χ2 (9) = 440.50, p
< .001, SD = .69, Separation = 6.45, Strata = 8.94, Reliability = .98). The significant
difference in group logit position means that students’ position differs depending on
which group they are in. As shown in Table 17, all groups had adequate fit statistics.
However, the item fit statistics indicated that item Pr_1 (Infit MNSQ: 1.38, Outfit
MNSQ: 1.67) and Pr_9 (Infit MNSQ: 1.27, Outfit MNSQ: 1.47) were outside of the .6 –
1.4 threshold for good fit. See Table 18 for item fit statistics.
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Table 17
Group ID Measurement Report for Faculty Factor
Group

Measure

Group 1. No Marginalized Identities
Group 2. One Marginalized Identity
Group 3. Two or more Marg. Identities

-1.71
-1.60
-1.48

Model
S.E.
0.05
0.05
0.07

Table 18
Item Measurement Report for Faculty Factor
Factor

Measure

Pr_1. I get advice from at least one of my
professors when I am facing a problem at
school.
Pr_2. One or more of my professors cares
about me.

0.47

Infit
MNSQ
0.86
1.07
1.18

Model
Infit
S.E. MNSQ
0.1
1.38

Outfit
MNSQ
0.87
1.06
1.23

Outfit
MNSQ
1.67

-0.71

0.12

0.96

0.98

Pr_3. One or more of my professors
encourages me to succeed academically.

-1.13

0.13

0.95

0.79

Pr_4. At least one of my professors
understands me.

0.32

0.1

0.93

0.99

Pr_5. I feel comfortable talking to at least one
of my professors when I am struggling in
class.
Pr_6. One or more of my professors provides
me with moral support.

0.04

0.1

1.08

0.94

0.35

0.1

0.87

0.92

Pr_7. I could go to at least one of my
professors when I am feeling down.

1.39

0.09

0.96

1.09

Pr_8. At least one of my professors makes me
feel like I belong in my school.

-0.5

0.12

0.93

0.79

Pr_9. At least one of my professors offers me
advice on how to manage my schedule.

0.37

0.1

1.27

1.47

Pr_10. At least one of my professors is
interested in what I have to say.

-0.6

0.12

0.75

0.63
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Figure 12, the family factor of perceived social support, suggested that Group 2
and Group 3 did not vary from each other, but they both varied from Group 1. The figure
also showed that the sample was well targeted based on where the person abilities and
items fell on the scale.
Figure 12
Wright Map for Faculty Factor

Invariance. The results for the faculty factor indicated that there was not a
significant DFF (χ2 (30) = 7.5, p = .60). Thus, indicating that the items in the faculty
factor functioned comparably across groups.
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Friend/Classmate Factor
The MFRM results indicated that the variance explained by the friend/classmate
factor model was 48%, which met Linacre’s (2019) suggested rule of thumb of > 40%.
The mean residual (.00) and the mean standardized residuals (.01) were close to the 0.0
guideline, and the standard deviations for the standardized residuals (1.03 for both
population and sample) were close to the 1.00 suggestion (Linacre, 2012b).
Scale Use. To determine if the five-point scale implemented for the
friend/classmate factor of the SSUS was used as intended, the researcher examined the
probability curves and the Rasch-Andrich thresholds. As shown in Table 17, the MNSQ
fit values are all under 2.0, however the Rasch-Andrich thresholds are out of order,
specifically around scale level 3 (neutral) indicating that the rating scale was not used as
intended. Likewise, the percentage value of the neutral rating was low (8%). Figure 13
further supports this result by showing that the 3rd rating level had low probability of
being chosen.
Table 19
Rating Scale Results for the Friend/Classmate Factor
Category
Counts

Quality Control

Rash-Andrich

Scale

Total

Used

%

Avg.
Measure

Exp.
Measure

Outfit
MNSQ

1

45
153
61
785
1052

45
153
61
785
652

3%
9%
4%
46%
38%

-0.6
0.05
0.32
1.25
2.85

-0.7
-0.11
0.48
1.35
2.77

1.5
1.4
1
0.8
1

2
3
4
5
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Measure

-1.62
1.09
-1.68
2.21

RashThurstone

S.E.

Thresholds

0.17
0.1
0.09
0.06

low
-1.73
-0.32
-0.13
2.23

Figure 13
Probability Curve for Friend/Classmate Factor

Person, Item, and Group Fit. Results indicated that there was not a significant
difference between the groups for the family factor (χ2 (2) = 4.6, p = .10, SD = .04,
Separation = .64, Strata = 1.19, Reliability = .29). However, there was a significant
difference across person ability (χ2 (261) = 1415.70, p < .001, SD = 1.71, Separation =
1.72, Strata = 2.63, Reliability = .75) and item difficulty (χ2 (7) = 136.60, p < .001, SD =
.40, Separation = 4.04, Strata = 5.71, Reliability = .94). As shown in Table 20, all groups
had adequate fit statistics. However, the item fit statistics indicated that item Fr_8 (Infit
MNSQ: 1.74, Outfit MNSQ: 2.13) misfit. Please see Table 21 for a breakdown of item fit
statistics.
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Table 20
Group ID Measurement Report for Friend/Classmate Factor
Model
Group
Measure
S.E.
Group 1. No Marginalized Identities
-1.76
0.06
Group 2. One Marginalized Identity
-1.62
0.06
Group 3. Two or more Marg. Identities
-1.61
0.07
Table 21
Item Measurement Report for Friend/Classmate Factor

Infit
MNSQ
0.93
1.24
1.01

Model
Infit
S.E. MNSQ
0.11
1.12

Outfit
MNSQ
0.92
1.21
1.08

Outfit
MNSQ
0.85

Factor

Measure

Fr_1. I talk to at least one of my friends about
problems I am having at school.

-0.41

Fr_3. At least one of my friends asks me
about how I am doing in school.

0.15

0.09

1.1

1.13

Fr_5. I seek advice from at least one of my
friends when dealing with a tough situation at
school.

0.02

0.1

0.83

0.78

Fr_6. I feel comfortable talking to at least one
of my friends about my schoolwork.

-0.6

0.11

0.88

0.72

Fr_7. At least one of my friends enjoys
hearing about the work I am doing in school.

0.28

0.09

0.79

0.9

Fr_8. I have at least one classmate that I could
borrow notes from if I had to miss a class.

0.37

0.09

1.74

2.13

Fr_10. At least one of my friends gives me
good ideas about how to do something for my
classwork.

0.63

0.09

0.94

1.12

-0.45

0.11

1

0.87

Fr_11. I can go to at least one of my friends
for support when I am feeling down.

For the family factor of perceived social support, the Wright map (Figure 14)
suggested that Group 2 and Group 3 did not vary from each other, but they both varied
slightly from Group 1, with the difference not being statistically significant. The figure
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also showed that the sample was well targeted based on where the person abilities and
items fell on the scale.
Figure 14
Wright Map for Friend/Classmate Factor
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Invariance. The results for the friend/classmate factor indicated that there was
not a significant DFF (χ2 (24) = 18.5, p = .78). Thus, indicating that the items in the
friend/classmate factor functioned comparably across groups.
Multiple Regression Results
To gain insight into how the demographic variables interacted with the three
factors of social support, the researcher conducted multiple regression analysis (MR)
using SPSS for each factor.
•

Sexuality
o All Dichotomous Dummy Coded (0 = No, 1 = Yes)

•



Homosexual



Bisexual



Pansexual



Other

Race
o All Dichotomous Dummy Coded (0 = No, 1 = Yes)

•



Black/African American



Multiracial



Other

Family Education Level
o All Dichotomous Dummy Coded (0 = No, 1 = Yes)


High School



Some College
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Bachelor



Graduate Level



Not Applicable/Unsure (Parent Level did not have this code)

Before running the regression analyses, the researcher checked the assumptions
noted in Chapter 3. While most assumptions were met, the assumption of
multicollinearity was not met for Parent Education Level. The variance inflation factor
(VIF) scores should be below 10, and the tolerance scores above .2 (Table 22 shows the
breakdown for these scores). Please see Appendix P for the output of these regression
models. The Parent Education levels were then entered into regression models on their
own for each factor and the results still indicated multicollinearity, but even with that
aside, none of the models were significant and none of the separate levels of education
were significant (please see output for these regression models in Appendix P).
Table 22
Multicollinearity Assumption Violations
Parent Education Level Tolerance

VIF

High School

.196

5.09

Some College

.112

8.92

Bachelor

.106

9.43

Graduate Level

.102

9.76

The researcher removed the parent level variables from the regression models and
then reran the analyses for each of the factors (please see Appendix Q for analyses
output). All assumptions except for the assumption that residuals are normally distributed
were met. While the interpretations of the models should be viewed with caution, the
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violation of this assumption does not invalidate the results. Heteroscedasticity indicated
by this assumption violation could be due to the interaction of one or more IVs with
excluded IVs or IV levels, which could not be tested based on small sample sizes
(Tabachnick & Fidell, 2013).
The regression results for the family factor did not show that the group of
demographic variables were statistically significant predictors of perceived family social
support (F (20,241) = 1.57, p = .61). However, the group of demographic variables were
statistically significant predictors for the faculty factor (F (20,241) = 1.93, p = .011) and
the friend/classmate factor (F (20,241) = 2.38, p = .001). Still, the model only accounted
for 13.8% of the variance of the perceived social support from faculty and 16.5% of the
variance for friend/classmate.
As shown in Table 23, grandparent education levels were significant predictors
for both faculty and friend/classmate perceived social support. However, the marital
status flag predictor was significant for the friend/classmate perceived social support, but
not faculty perceived social support. Conversely, the race: multiracial category was a
significant predictor for faculty perceived social support and not friend/classmate social
support. Furthermore, the grandparents with a bachelor’s degree level (β = 5.17, p =
.022) and the race: multiracial category (β = - 4.10, p = .050) were the only predictors to
show as significant for the family perceived social support. Table 24 shows the
breakdown of factor descriptive statistics.
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Table 23
Slope and Significance for Predictors Across Factors
Family

Faculty

Slope
Sig.
-0.12 .953

Slope
Sig
0.28 .890

Friend /
Classmate
Slope
Sig
0.97 .464

Gender_Flag

-1.90 .437

-0.66 .782

-0.44 .778

Marital_Flag

-0.18 .940

-3.30 .151

-4.92 .001***

Age_Flag

Predictor

Grandparent_High School

3.55 .101

5.13 .015**

3.23 .021*

Grandparent_Some College

2.95 .202

6.08 .007**

4.38 .003**

Grandparent_Bachelor’s Degree

5.17 .022*

5.35 .015*

4.82 .001***

Grandparent_Graduate Level

4.61 .059

2.13 .368

4.12 .009**

Grandparent_NA/Unsure

1.71 .514

0.21 .936

0.72 .670

Sibling_High School

-2.08 .335

0.34 .872

2.67 .054

Sibling_Some College

-1.84 .371

-0.69 .732

1.66 .209

Sibling_Bachelor’s Degree

0.26 .901

0.89 .665

2.51 .066

Sibling_Graduate Level

1.77 .518

1.11 .677

2.24 .204

Sibling_NA/Unsure

1.34 .542

-0.15 .944

2.23 .114

Race_Black/African American

-1.75 .365

-2.66 .157

-0.82 .508

Race_Multiracial

-4.10 .050*

-5.57 .006**

-1.59 .235

Race_Other

-0.69 .757

-1.59 .463

2.24 .117

Sexuality_Homosexual

-1.00 .724

1.19 .667

1.41 .438

Sexuality_Bisexual

-1.02 .535

1.90 .238

-0.12 .906

Sexuality_Pansexual

-2.91 .219

-0.02 .993

0.44 .772

Sexuality_Other

-3.76 .174

-3.45 .201

-2.96 .096

*.05 Level
**.01 Level
***.001 Level
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Table 24
Descriptive Statistics for Factors
MR Results
Factor
Mean
SD
Family
46.49 8.543

Overall Descriptive Statistics
Mean
SD
Skewness Kurtosis
46.49 8.543
-1.187
1.340

Faculty

40.21

8.431

40.21

8.431

-.972

1.144

Friend/Classmate

34.10

5.644

34.10

5.644

-1.178

1.287
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CHAPTER 5: DISCUSSION
Being born into circumstances of low-income, having a racial minority status,
and/or non-college educated families dwindle the opportunities for many students to
obtain a college degree (Cox, 2016; Engle & Tinto, 2008; Jenkins et al., 2013) thus
creating a significant inequality with detrimental effects for the individual students, the
institutions they attend, and society (Schneider, 2011; Sternberg, 2013). Yet, society
claims that “every American should have the space and resources to construct,
independently, his or her own path through life” (Reeves, 2015, p. 22). Many would
argue that obtaining a college degree is a substantial resource needed in order for an
individual to create a life path that enables social mobility (Haskins, 2008; Leven, 2015;
Obama, 2016; Reeves, 2015). Haskins (2008) reported that as an individual’s level of
education increased, so did the income bracket, with individuals attaining a professional
or graduate degree in the top bracket. He also highlighted that the average income level
of individuals with college degrees often showed yearly increases of 1%. In contrast, the
incomes of individuals with only high school diplomas had stagnant incomes, and those
without high school diplomas saw a decline in average salary.
Coincidentally, research has indicated that the likelihood of obtaining a college
degree is dependent on income status (Cox, 2016; Engle & Tinto, 2008; Haskins, 2008;
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Jenkins, Belanger, Connally, Boals, & Durón, 2013), thus creating a cycle of low social
mobility for the low-income population that only a small percentage of individuals can
break. The likelihood of obtaining a college degree further dwindles as the number of
marginalized identities an individual student has increases (Cox, 2016; Engle & Tinto,
2008). For example, low-income students whose parents have little-to-no education are
more likely to drop out of school than students who are either high-income or have
parents with college degrees (Engle & Tinto, 2008; Jenkins et al., 2013; Ward et al.,
2012). Leaving school before obtaining a college degree has a substantial impact on the
student, the institution they leave, and society.
Students enrolling in college, but not finishing their degree, can result in financial
burdens (i.e., unpaid student loan debts) and have negative consequences for obtaining
employment (i.e., not showing the ability to follow through with the program, not having
a degree). Furthermore, as Sternberg (2013) stated:
When students drop out, it is bad for them because they lose huge future career
and income potential; bad for the institution they leave because of lost reputation,
revenue, and opportunity to make a difference in the students’ lives; and bad for
society because of the need for an educated work force that is able to compete in
the global marketplace. (para. 1)
Schneider (2011) estimated that the US lost $3.8 billion in income, $566 million in
federal income taxes, and $164 million in state income taxes from students who had
enrolled full-time in bachelor degree programs during fall of 2002 but did not finish their
degree six years later.
While many institutions of higher education have diligently worked to develop
programs geared towards attending the educational inequalities among diverse student
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populations, there is still a great need for programs centered on the inequalities
surrounding social support (Cox, 2016; Ward et al., 2012; Soria & Stebleton, 2012).
However, there has yet to be a measure created to precisely identify the social support
needs of college students (Ward et al., 2012).
The purpose of the current study was to develop a measure to examine perceived
social support for undergraduate students. Moreover, the measure considered the
marginalized identities of students and takes a different approach to social support among
undergraduate students by using the Culturally Engaging Campus Environments (CECE)
model of college success as a framework for developing social support items that reflect
specific events related to the college experience and included questions specific to
friend/classmate, family, and college faculty. The researcher noted the benefits of using
both the CFA and MFRM throughout the analysis process. While the CFA provided
insight using a multidimensional approach to determine if the three sources of social
support worked together to measure the overarching concept of social support, the
MFRM permitted the researcher to determine if the person ability, item difficulty, and
grouping variable worked together in the measurement of social support. Both types of
analyses further supported the findings from one another, but also provided unique
information. A review of the significant findings further demonstrates how these two
analyses worked together.
Major Findings
When reviewing the literature, the researcher found several themes. First and
foremost, there seemed to be a commonality in the sources of support discussed in past
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literature: support from family, friends, faculty, and staff (Altermatt, 2016; Byrd &
Macdonald, 2005; Kiyama, 2010; Kiyama et al., 2015; Lane & Taber, 2012; Terenzini et
al., 1996). The support from faculty and staff seemed to be discussed interchangeably and
item review from a group of experts in the fields of diversity in higher education and
psychometric theory suggested that the focus should be on faculty instead of faculty and
staff.
The second trend found in the research was that students often lacked someone in
their lives who understood their experiences in college, could help them navigate the
college system, help with financing college, help them with their academics, and/or help
them navigate their emotional well-being (Hsiao, 1992; Kiyama et al., 2015; Museus,
2014; Terenzini et al., 1996; Ward et al., 2012), thus, the items for the SSUS were
developed in a way that would determine if students were receiving support in these
specific areas.
Furthermore, the past literature also highlighted that student retention was further
impacted by the intersectionality of various marginalized identities (Cox, 2016; Eingle &
Tinto, 2008). Thus, the researcher posited the current study to answer the following
research questions:
Research Question 1:

Do the three dimensions of social support—support from
friend/classmate, support from family, and support from
college faculty—illustrate fit statistics that provide evidence
for a three-factor model within a one-factor higher order model
for the overarching measure of social support among
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undergraduate students, meeting the psychometric
qualification for reliability and validity?
Research Question 2:

Does the SSUS function in the same way across participants
with varying marginalized identities?

Research Question 3:

Does the level of social support for each factor vary depending
on a grouping variable based on the number of marginalized
identities for which the participants identify?

Research Question 1
Do the three dimensions of social support—support from friend/classmate,
support from family, and support from college faculty—illustrate fit statistics that provide
evidence for a three-factor model within a one-factor higher order model for the
overarching measure of social support among undergraduate students, meeting the
psychometric qualification for reliability and validity?
The researcher conducted confirmatory factor analysis (CFA) to determine if
perceived social support among college students was more accurately measured using a
three-factor model based on the source of social support than if looking at social support
as a one-factor model. The 3-factor model fit indices indicated that the model had an
excellent fit (χ2 (374) = 833.77, p < .001, RMSEA = 0.069, CFI = 0.911, AIC = 955.77)
and the factor loadings were all above the .70 cutoff, whereas the 1-factor model indices
did not meet either of the suggested fit indices thresholds (χ2 (378) = 3057.51, p < .001,
RMSEA= 0.165, CFI = 0.472, AIC = 3171.51). The results were further supported by
running a χ2 difference test (χ2 (4) = 2223.74, p < .001).
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The results of the confirmatory factor analyses and model comparison provided
evidence that perceived social support among college students is more appropriately
measured using a three-factor model with the source of support as the factors.
To claim content validity for the SSUS, the researcher did an extensive review of
past literature concerning college students and social support measures (both intertwined
and separately). Items were formed based on past research and were then reviewed by
experts within the field of higher education and in measurement. Furthermore, item
difficulty logit scores generated by the Facets program were found to have a statistically
significant positive correlation to the difficulty ratings provided by the expert reviewer (R
= .410, p = .027).
The researcher further examined the other psychometric properties of the SSUS
by conducting CFA, Cronbach’s Alpha, and multi-faceted Rasch modeling (MFRM).
CFA was used to determine if the items appropriately loaded to their corresponding
factor. The family factor had excellent model fit (χ2 (35) = 133.83, p < .001, RMSEA =
0.084, CFI = 0.959, AIC = 168.53). The researcher also deemed the faculty factor as a
decent model, but noted that only one of the two model fit indices met the suggested
thresholds for model fit (χ2 (35) = 133.83, p < .001, RMSEA = 0.104, CFI = 0.949, AIC
= 173.83). However, the first CFA model conducted with the friend/classmate factor
indicated that three items did not adequately fit the model.
The researcher reviewed the items in question and decided to drop the items
because there was a possibility that they were measuring something other than social
support. For instance, one could argue that the item “I can count on at least one of my
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classmates when doing group projects,” may be more of an indication of how the
participant views doing group projects than the participant perceiving social support.
After removing the three items, the researcher reran the CFA and found that the model
did not meet the RMSEA threshold, but it did surpass the CFI threshold (χ2 (20) = 85.93,
p < .001, RMSEA = 0.112, CFI = 0.932, AIC = 117.93), thus indicating that the model
had a decent model fit.
The researcher further analyzed the reliability of the factors by conducting
reliability and item analysis in SPSS. The results indicated that the family and faculty
factors had excellent reliability with Cronbach’s Alpha > .90, and the friend/classmate
factor demonstrated very good reliability with Cronbach’s Alpha > .80. The researcher
then conducted multi-faceted Rasch model (MFRM) analyses to further test the
psychometric qualities of the three confirmed factors.
MFRM tested for dimensionality, model fit, item fit, and reliability. Like the
results of the CFA and reliability analysis, the MFRM confirmed that all three factor
models exhibited a good fit overall. Nevertheless, the MFRM also highlighted a few
issues that were not caught by the other analyses. An assessment of the Rasch-Andrich
thresholds indicated that the 5-point rating scale did not work as expected. For all three
factors, the neutral level of the scale had a low probability of being chosen, which
indicated that participants had decided opinions about the items, and a four-category
scale might be more appropriate for measuring social support.
Although the items for each factor indicated reliable fit through the CFA and
Cronbach’s alpha, the MFRM indicated that there was one item each on the family and
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faculty factors and two items on the friend/classmate factor that misfit. However, since
the MFRM, CFA, and Cronbach’s Alpha all indicated that the models had a good fit
overall and the fact that the MFRM indicated that future use of the model would need a
revised rating scale, the researcher decided not to drop the items for the current study.
Research Question 2
Does the SSUS function in the same way across participants with varying
marginalized identities?
The primary purpose behind the researcher developing the SSUS was to provide
institutions with a tool to use in their retention efforts that could assess their students’
level of social support. However, the measure would be rendered useless if it were not
able to function in the same way across different student populations. Therefore, the
researcher added the three-level grouping variable to the models and tested for
invariance.
Using CFA, the researcher found that the three-factor model demonstrated
invariance (χ2 (1244) = 2519.06, p < .001, RMSEA = 0.063, CFI = 0.78, AIC = 2641.06).
However, like the results for the faculty and friend/classmate factors, the researcher noted
that while the RMSEA model fit indices suggested good fit, the CFI indices were just
below the suggested guideline. The misfit could be due to error covariances and possible
collinearity. The researcher further examined this by running item correlations for each
group and found that each group had different items on the various factors that were
highly correlated. These results could indicate that the intersectionality of marginalized
identities may change how they view certain aspects of social support, which would
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support the past research indicating that the likelihood of obtaining a college degree
further dwindles as the number of marginalized identities an individual student has
increases (Cox, 2016; Engle & Tinto, 2008).
As such, declaring that the model adequately demonstrated invariance on the
results of the CFA alone, could cause researchers to question the validity of the study.
However, the researcher further tested for invariance in each factor with MFRM and
confirmed that the model had demonstrated invariance. Thus, the SSUS functioned in the
same way regardless of the participant’s group membership.
Research Question 3
Does the level of social support for each factor vary depending on a grouping
variable based on the number of marginalized identities for which the participants
identify?
MFRM results indicated that there was not a significant difference between the
groups in logit position for the family factor (χ2 (2) = 4.8, p = .09, SD = .07, Separation =
1.23, Strata = 1.97, Reliability = .60) or the friend/classmate factor (χ2 (2) = 4.6, p = .10,
SD = .04, Separation = .64, Strata = 1.19, Reliability = .29). However, there was a
significant difference between the groups for the faculty factor (χ2 (2) = 7.1, p = .03, SD
= .07, Separation = 1.24, Strata = 1.98, Reliability = .60). These findings were consistent
with the research that has indicated that students who identify within a marginalized
population report lower levels of social support: the group with no marginalized identities
showed the least difficulty in achieving higher ratings while the group with 2 or more
marginalized identities showed the most difficulty. However, the grouping variable used
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in the current study may not have accurately represented the student populations so
further exploration is indicated.
To further investigate if the participant’s demographic identities could be
predictive of the amount of perceived social support they reported, the researcher ran
multiple regression (MR) analyses for each of the factors. Interestingly, the researcher
observed multicollinearity for each level of parent education and had to drop them from
the regression analyses to meet the analysis assumptions.
The MR results further supported that the group of demographic variables was not
statically significant predictors of the level of social support for the family factor (F
(20,241) = 1.57, p = .61). However, the group of demographic variables were statistically
significant predictors for the faculty factor (F (20,241) = 1.93, p = .011) and the
friend/classmate factor (F (20,241) = 2.38, p = .001). Nevertheless, the models only
accounted for 13.8% of the variance for the faculty factor and 16.5% of the variance for
friend/classmate factor.
Implications
The results of the current study indicated that the SSUS had support for reliability
and validity as a measure of social support. The results also indicated that the measure
could be used for students who did not identify with a marginalized identity and for those
who identified with one or multiple marginalized identities. The SSUS is the first social
support measure designed to measure social support within the college setting explicitly.
With a few minor adjustments and further testing, the SSUS has the potential to
transform how institutions understand their students’ needs and develop retention
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programs that could help lessen the discrepancy in the retention of diverse student
populations.
The global pandemic has highlighted the egregious amount of racism that has
continued to exist in society, and it has also heightened awareness of the disparities
within academia. The SSUS was designed to be a tool used by institutions to gain insight
into the areas of social support a student may be lacking while taking their identities into
consideration. Institutions can use the information garnered through the SSUS to develop
retention programs focused on the specific needs of their students. Likewise, the SSUS
provides feedback on specific demographic groups, which could lead to lessening the
disparity of retention among diverse student populations. For instance, if first-generation
students indicated that they have low social support from their family members, the
institution could implement a program that educates the students’ family on how to best
support their student while attending college. Furthermore, the SSUS took a different
approach to defining first-generation identity by including education of grandparents and
siblings. The results of the regressions indicated that the education level of grandparents
was a better predictor of social support than parent levels of education, which implies that
the multitude of schools looking only at the parents’ level of education to determine the
needs of first-generation students could be inaccurate.
Furthermore, the SSUS enables the institution to detect if there are marginalized
groups who receive less social support from their faculty. Having this information would
enable the institution to develop training programs for their faculty to ensure that faculty
know how to support each individual student. Also, the information provided by the
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friend/classmate factor of the SSUS could be used by the institution to develop student
groups geared toward promoting support or mentorship among the students.
Using this measure in conjunction with the CECE model to develop a campus
environment that is more supportive of the students’ individual needs could be
revolutionary in how we view retention in higher education. The CECE model provides
the framework for building a culturally engaging campus, but the SSUS provides a way
to dive deeper into student identities and highlights the people and the areas of support
that need the most attention. A measure like SSUS is needed now more than ever to
combat inequalities and to strive for providing each student with the support they
deserve.
However, it should be noted that the study’s attempt to provide evidence that the
level of social support varied depending on the number of marginalized identities was
inconclusive. The nebulous results surrounding how marginalized identification
interacted with social support could be connected to the various limitations the researcher
encountered while conducting the current study. As such, the researcher strongly advises
that these results be viewed and interpreted with caution. Explanation of the limitations
should further provide clarity on how to conceptualize the implications of the current
study.
Limitations and Recommendations
While implementing the current study and during the analyses of the results, the
researcher identified limitations that could have a potential impact on the outcome. The
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first and quite possibly, the most critical issue was the timing of when the measure was
implemented.
On January 30, 2020, a global health emergency was declared by the World
Health Organization (W.H.O.) due to a coronavirus (COVID-19) that was first discovered
in Wuhan, China during December of 2019 (Taylor, 2020). By March 7th, 2020
colleges/universities across the United States began sending students home and either
closed their doors or transitioned to remote learning for the remainder of the school year
(Hess, 2020). Fear, anxiety, frustration, and an immense amount of stress began rippling
across student bodies throughout the nation as campus evacuation notices were sent out.
Many students were facing logistical nightmares with trying to pack their belongings and
either return to their family homes or try to find a new place to live while keeping up with
college work (Hess, 2020).
The emotional and physical impact of the virus continued to grow as the number
of confirmed cases and deaths caused by the pandemic climbed. On March 26th, the
United States (US) had reported more cases than any other country in the world, with
over 1,000 deaths (Tayler, 2020). Unfortunately, the researcher received IRB approval to
implement the measure five days later. With no way of knowing when/if the pandemic
would end, the researcher decided to continue with the implementation of the study.
Though the pandemic’s impact severity is uncertain, the sample size of the study
was indubitably decreased due to the number of schools that had halted any surveying of
their students. Having a smaller sample size resulted in the ratio of cases to the number of
demographic variables to be smaller than desired, which made analyzing the
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intersectionality of student identities extremely complicated. The exclusion of
demographic questions such as physical/mental disabilities and socioeconomic status
could have also impacted how participants were grouped, which further convoluted the
interpretation of how marginalized identification interacted with perceived social support.
The indication that the neutral category was not used could have further negatively
impacted the model fit and how the grouping variable interacted within the factors.
In the future, the researcher recommends modifying the SSUS to a four-category
scale. Furthermore, the complexity shrouding the intersectionality of marginalized
identities and how intersectionality relates to retention in higher education must be
further investigated. The researcher also recommends the study be replicated with the
modified rating scale when/if the pandemic ends and the world returns to normal. To
further test the validity of the study, the researcher recommends that the SSUS be further
tested with a depression scale included in the analysis to test for divergent validity.
Conclusion
“The supply of and types of students served by colleges and universities in our
country has changed over time, moving from a small, selective, generally homogenous
group of privileged individuals to a diverse spectrum of individuals numbering in the
millions” (Berger, Ramirez, Lyons, 2012, p. 8). However, research has shown that being
born into circumstances of low-income, having racial minority status, and/or non-collegeeducated families dwindle the opportunities for many students to obtain a college degree
(Cox, 2016; Engle & Tinto, 2008; Jenkins et al., 2013). Higher education institutions
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across the nation continue to see a decline in retention rates, with the marginalized
student population being among the plethora of students dropping out (NCES, 2018).
The narratives of college students from marginalized identities are saturated with
examples of not having support from their families or friends, not knowing how to
navigate the postsecondary educational system, and not knowing how to deal with
financial hurdles (Byrd & Macdonald, 2005; Cox, 2016; Holley & Gardner, 2012;
Kiyama, 2010; Terenzini, Springer, Yaeger, Pascarella, & Nora, 1996). Thus, creating
significant inequality with detrimental effects for the individual students, the institutions
they attend, and society (Schneider, 2011; Sternberg, 2013).
The disparity in the retention of diverse students could be attributed to the fact
that many institutions have focused on trying to provide access to the academic and
financial needs of the students (Brewer & Landers, 2005) and have missed the underlying
issue of the lack of social support often associated with students from these diverse
backgrounds. However, to give the students the appropriate support systems, schools
must determine what areas of support each student may need. The Social Support among
Undergraduate Students (SSUS) measure is the first social support measure designed to
measure social support within the college setting explicitly. With a few minor
adjustments and further testing, the SSUS has the potential to transform how institutions
understand their students’ needs and develop retention programs that could help lessen
the discrepancy in the retention of diverse student populations.
The global pandemic has highlighted the egregious amount of racism that has
continued to exist in society, and it has also heightened awareness of the disparities
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within academia. A measure like SSUS is needed now more than ever to combat these
inequalities and to strive for providing each student with the support they deserve.
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Appendix A: Glossary of Terms
Ability: The level of successful performance of the objects of measurement (persons) on
the latent variable. Each person's location on the unidimensional variable measured in
"additive Rasch units", usually logits
Ability estimate: The location of a person on a variable, inferred by using the collected
observations (Bond & Fox, 2007)
Additive scale: Scale of measurement in which the units have the properties of simple
addition, so that "one more unit = the same amount extra regardless of the amount you
already have". Typical measuring devices such as tape measures and thermometers have
additive scales. Rasch additive scales are usually delineated in logits
Bias: A change in logit values based on the particular agents or objects measured
BOTTOM: The value shown in the Results Table for an agent on which all objects were
successful, (so it was of bottom difficulty), or for an object which had no success on any
agent (so it was of bottom ability)
Bottom Category: the response category at which no level of successful performance has
been manifested
Calibration: a difficulty measure in logits used to position the agents of measurement
(usually test items) along the latent variable
Cell: Location of data in the spreadsheet, given by a column letter designation and row
number designation e.g. B7
Classical Test Theory (CTT): Item analysis in which the raw scores are treated as
additive numbers
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Common person equating: The procedure that allows the difficulty estimates of two
different groups of items to be plotted on a single scale when the two tests have been
used on a common group of persons. (Bond & Fox, 2007)
Common test equating: The procedure that allows the ability estimates of two different
groups of people to be plotted on a single scale when the two tests have been used on a
common group of persons. (Bond & Fox, 2007)
Complete data: Data in which every persons responds to every item. It makes a
completely-filled rectangular data matrix. There are no missing data.
Construct validity: The correlation between the item difficulties and the latent trait as
intended by the test constructor. "Is the test measuring what it is intended to measure?"
Continuation line: A separate line of text which Winsteps analyses as appended to the
end of the previous line. These are shown with "+".
Contrast component: In the principal components analysis of residuals, a principal
component (factor) which is interpreted by contrasting the items (or persons) with
opposite loadings (correlations) on the component.
Control file: A DOS-text file on your disk drive containing the Winsteps control
variables.
Convergence: The point at which further improvement of the item and person estimates
makes no useful difference in the results. Rasch calculation ends at this point.
CTT: Classical Test Theory
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Deterministic: Exactly predictable without any uncertainty. This contrasts with
Probabilistic.
Dichotomous Response: A response format of two categories such as correct-incorrect,
yes-no, agree- disagree.
DIF Differential item functioning: Change of item difficulty depending on which person
classification-group is responding to the item, also called "item bias"
Difficulty: The level of resistance to successful performance of the agents of
measurement on the latent variable. An item with high difficulty has a low marginal
score. The Rasch item difficulty is the location on the unidimensional latent variable,
measured in additive Rasch units, usually logits. Item difficulty measures are the
locations on the latent variable (Rasch dimension) where the highest and lowest
categories of the item are equally probable, regardless of the number of categories the
item has.
Dimension: A latent variable which is influencing the data values.
Disturbance: One or more unexpected responses.
Diverging: The estimated calibrations at the end of an iteration are further from
convergence than at the end of the previous iteration.
Easiness: The level of susceptibility to successful performance of the agents of
measurement on the latent variable. An item with high easiness has a high marginal
score.
Eigenvalue: The value of a characteristic root of a matrix, the numerical "size" of the
matrix
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Element: Individual in a facet, e.g., a person, an item, a judge, a task, which participates
in producing an observation.
Equating: Putting the measures from two tests in the same frame of reference
Error: The difference between an observation and a prediction or estimation; the
deviation score (Bond & Fox, 2007)
Error estimate: The difference between the observed and the expected response
associated with item difficulty or person ability. (Bond & Fox, 2007)
Estimate: A value obtained from the data. It is intended to approximate the exactly true,
but unknowable value.
Expected value: Value predicted for this situation based on the measures
Expected Response: The predicted response by an object to an agent, according to the
Rasch model analysis.
Extreme item: An item with an extreme score. Either everyone in the sample scored in
the top category on the item, or everyone scored in the bottom category. An extreme
measure is estimated for this item, and it fits the Rasch model perfectly, so it is omitted
from fit reports.
Extreme person: A person with an extreme score. This person scored in the top category
on the every item, or in the bottom category on every item. An extreme measure is
estimated for this person, who fits the Rasch model perfectly, so is omitted from fit
reports.
Facet: The components conceptualized to combine to produce the data, e.g., persons,
items, judges, tasks.
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Fit: The degree of match between the pattern of observed responses and the modeled
expectations. This can express either the pattern of responses observed for a candidate on
each item (person fit) or the pattern for each item on all persons (item fit). (Bond & Fox,
2007)
Fit Statistic: A summary of the discrepancies between what is observed and what we
expect to observe.
Frame of reference: The measurement system within which measures are directly
comparable
Hypothesis test: Fit statistics report on a hypothesis test. Usually the null hypothesis to be
tested is something like "the data fit the model", "the means are the same", "these is no
DIF". The null hypothesis is rejected if the results of the fit test are significant
(p≤.05) or highly significant (p≤.01). The opposite of the null hypothesis is the alternate
hypothesis.
Imputed data: Data generated by the analyst or assumed by the analytical process instead
of being observed.
Independent: Not dependent on which particular agents and objects are included in the
analysis. Rasch analysis is independent of agent or object population as long as the
measures are used to compare objects or agents which are of a reasonably similar nature.
Infit: An information-weighted or inlier-sensitive fit statistic that focuses on the overall
performance of an item or person, i.e., the information-weighted average of the squared
standardized deviation of observed performance from expected performance. The statistic
plotted and tabled by Rasch is this mean square normalized.
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Infit mean square: One of the two alternative measures that indicate the degree of fit of
an item or a person (the other being standardized infit). Infit mean square is a
transformation of the residuals, the difference between the predicted and the observed, for
easy interpretation. Its expected value is 1. As a rule of thumb, values between 0.70 and
1.30 are generally regarded as acceptable. Values greater than 1.30 are termed misfitting,
and those less than 0.70 as overfitting. (Bond & Fox, 2007)
Interval scale: Scale of measurement on which equal intervals represent equal amounts
of the variable being measured. Rasch analysis constructs interval scales with additive
properties.
Invariance: The maintenance of the identity of a variable from one occasion to the next.
For example, item estimates remain stable across suitable samples; person estimates
remain stable across suitable tests.
Item: Agent of measurement (prompt, probe, "rating scale"), not necessarily a test
question, e.g., a product rating. The items define the intended latent trait.
Item characteristic curve (ICC): An ogive-shaped plot of the probabilities of a correct
response on an item for any value of the underlying trait in a respondent. (Bond & Fox,
2007)
Item difficulty: An estimate of an item’s underlying difficulty calculated from the total
number of persons in an appropriate sample who succeeded on that item. (Bond & Fox,
2007)
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Item fit statistics: Indices that show the extent to which each item performance matches
the Rasch- modeled expectations. Fitting items imply a unidimensional variable. (Bond &
Fox, 2007)
Item reliability index: The estimate of the replicability of item placement within a
hierarchy of items along the measured variable if these same items were to be given to
another sample of comparable ability. Analogous to Cronbach’s alpha, it is bounded by 0
and 1. (Bond & Fox, 2007)
Item separation index: An estimate of the spread or separation of items on the measured
variable. It is expressed in standard error units, that is, the adjusted item standard
deviation divided by the average measurement error. (Bond & Fox, 2007)
Iteration: One run through the data by the Rasch calculation program, done to improve
estimates by minimizing residuals.
Latent Trait: The idea of what we want to measure. A latent trait is defined by the items
or agents of measurement used to elicit its manifestations or responses.
Local independence: The items of a test are statistically independent of each subpopulation of examinees whose members are homogenous with respect to the latent trait
measured. (Bond & Fox, 2007)
Local origin: Zero point we have selected for measurement, such as sea-level for
measuring mountains, or freezing-point for Celsius temperature. The zero point is chosen
for convenience (similarly to a "setting-out point"). In Rasch measurement, it is often the
average difficulty of the items.
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Logit: "Log-odds unit": the unit of measure used by Rasch for calibrating items and
measuring persons on the latent variable. A logarithmic transformation of the ratio
of the probabilities of a correct and incorrect response, or of the probabilities of adjacent
categories on a rating scale.
Logistic curve-fitting: An estimation method in which the improved value of an estimate
is obtained by incrementing along a logistic ogive from its current value, based on the
size of the current raw-score residual.
Logistic ogive: The relationship between additive measures and the probabilities of
dichotomous outcomes.
Logit-linear: The Rasch model written in terms of log-odds, so that the measures are
seen to form a linear, additive combination
Map: A bar chart showing the frequency and spread of agents and objects along the latent
variable.
Mean-square: Also called the relative chi-square and the normed chi-square. A meansquare fit statistic is a chi-square statistic divided by its degrees of freedom (d.f.). Its
expectation is 1.0. Values below 1.0 indicate that the data are too predictable = overly
predictable = overfit of the data to the model. Values above 1.0 indicate the data too
unpredictable = underfit of the data to the model
Measure/Measurement: The location (usually in logits) on the latent variable. The Rasch
measure for persons is the person ability. The Rasch measure for items is the item
difficulty.
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Misfit: Any difference between the data the model predictions. Misfit usually refers to
"underfit". The data are too unpredictable.
Missing data: Data which are not responses to the items. They can be items which the
examinees did not answer (usually score as "wrong") or items which were not
administered to the examinee (usually ignored in the analysis).
Model: Mathematical conceptualization of a relationship
Muted: Overfit to the Rasch model. The data are too predictable. The opposite is
underfit, excessive noise.
Noise: Randomness in the data predicted by the Rasch model.
Underfit: excessive unpredictability in the data, perhaps due to excessive randomness or
multidimensionality.
Normalized: The transformation of the actual statistics obtained so that they are
theoretically part of a unit-normal distribution. "Normalized" means "transformed into a
unit- normal distribution". We do this so we can interpret the values as "unit-normal
deviates", the x-values of the normal distribution. Important ones are ±1.96, the points on
the x-axis for which 5% of the distribution is outside the points, and 95% of the
distribution is between the points.
Linearly adjusting the values so they sum to a predetermined amount. For instance,
probabilities always sum to 1.0.
Odds ratio: Ratio of two probabilities, e.g., "odds against" is the ratio of the probability
of losing (or not happening) to the probability of winning (or happening).
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Outfit: An outlier-sensitive fit statistic that picks up rare events that have occurred in an
unexpected way. It is the average of the squared standardized deviations of the observed
performance from the expected performance. Rasch plots and tables use the normalized
unweighted mean squares so that the graphs are symmetrically centered on zero.
Outliers: Unexpected responses usually produced by agents and objects far from one
another in location along the latent variable.
Overfit: The data are too predictable. There is not enough randomness in the data. This
may be caused by dependency or other constraints.
Perfect score: Every response "correct" or the maximum possible score. Every observed
response in the highest category.
Person: The object of measurement, not necessarily human, e.g., a product.
Person fit statistics: Indices that estimate the extent to which the responses of any person
conform to the Rasch model expectation. (Bond & Fox, 2007)
Person measure/Person ability: An estimate of a person’s underlying ability based on
that person’s performance on a set of items that measure a single trait. It is calculated
from the total number of items to which the person responses successfully in an
appropriate test. (Bond & Fox, 2007)
Person reliability index: The estimate of the reliability of person placement that can be
expected if this sample of persons were to be given another set of items measuring the
same construct. Analogous to Chronbach’s alpha, it is bounded by 0 and 1. (Bond & Fox,
2007)

132

Person separation index: An estimate of the spread or separation of persons on the
measured variable. It is expressed in standard error units, that is, the adjusted person
standard deviation divided by the average measurement error. (Bond & Fox, 2007)
Point-measure correlation (PT-MEASURE, PTMEA): The correlation between the
observations in the data and the measures of the items or persons producing them.
Polarity: The direction of the responses on the latent variable. If higher responses
correspond to more of the latent variable, then the polarity is positive. Otherwise the
polarity is negative.
Polytomous response: Responses in more than two ordered categories, such as Likert
rating-scales.
Predictive validity: This is the amount of agreement between results obtained by the
evaluated instrument and results obtained from more directly, e.g., the correlation
between success level on a test of carpentry skill and success level making furniture for
customers. "Do the person measures correspond to more and less of what we are looking
for?"
Probabilistic: Predictable to some level of probability, not exactly. This contrasts with
Deterministic.
Rasch measure: linear, additive value on an additive scale representing the latent
variable
Rasch Model: A mathematical formula for the relationship between the probability of
success
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(P) and the difference between an individual's ability (B) and an item's difficulty (D).
P=exp(B-D)/(1+exp(B-D)) or log [P/(1-P)] = B – D
Rasch-Andrich Threshold: Step calibration. Location on the latent variable (relative to
the center of the rating scale) where adjacent categories are equally probable.
Rating Scale: A format for observing responses wherein the categories increase in the
level of the variable they define, and this increase is uniform for all agents of
measurement.
Raw score: The marginal score; the sum of the scored observations for a person, item, or
other element.
Reliability: Reliability (reproducibility) = True Variance / Observed Variance (Spearman,
1904, etc.). It is the ratio of sample or test variance, corrected for estimation error, to the
total variance observed.
Residuals: The difference between data observed and values expected.
Response: The value of an observation or data-point indicating the degree of success by
an object (person) on an agent (item).
Rigidity: When agents, objects and steps are all anchored, this is the logit inconsistency
between the anchoring values, and is reported on the Iteration Screen and Results Table.
0 represents no inconsistency.
Rule-of-thumb: A tentative suggestion that is not a requirement nor a scientific formula,
but is based on experience and inference from similar situations. Originally, the use of the
thumb as a unit of measurement.
Sample: the persons (or items) included in this analysis
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Scale: The quantitative representation of a latent variable.
Scree plot: Plot showing the fraction of total variance in the data in each variance
component.
Segmentation: When tests with items at different developmental levels are submitted to
Rasch analysis, items representing different stages should be contained in different
segments of the scale with a nonzero distance between segments. The items should be
mapped in the order predicted by the theory. (Bond & Fox, 2007)
Separation: The ratio of sample or test standard deviation, corrected for estimation error,
to the average estimation error.
This is the number of statistically different levels of performance that can be
distinguished in a normal distribution with the same "true" S.D. as the current sample.
Separation = 2: high measures are statistically different from low measures.
Standard Deviation: P.SD, S.SD The root mean square of the differences between the
sample of values and their mean value. In Winsteps, all standard deviations are
"population standard deviations" (the sample is the entire population) = P.SD. For the
larger "sample standard deviation" (the sample is a random selection from the population)
= S.SD, please multiply the Winsteps standard deviation by square-root (sample- size /
(sample size - 1)).
Standard Error: An estimated quantity which, when added to and subtracted from a logit
measure or calibration, gives the least distance required before a difference becomes
meaningful.
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Step difficulty: Rasch-Andrich threshold. Location on the latent variable (relative to the
center of the rating scale) where adjacent categories are equally probable.
Steps: The transitions between adjacent categories as ordered by the definition of the
latent variable.
Strata: = (4*Separation+1)/3 This is the number of statistically different levels of
performance that can be distinguished in a normal distribution with the same "true" S.D.
as the current sample, when the tales of the normal distribution are due to "true"
measures, not measurement error. Strata=3: very high, middle, and very low measures
can be statistically distinguished.
Targeted: When the item difficulty is close to the person ability, so that he probability of
success on a dichotomous item is near to 50%, or the expected rating is near to the center
of the rating scale.
Targeting: Choosing items with difficulty equal to the person ability.
Test reliability: The reliability (reproducibility) of the measure (or raw score) hierarchy
of sample like this sample for this test. The reported reliability is an estimate of (true
variance)/(observed variance), as also are Cronbach Alpha and KR-20.
TOP: The value shown in the Results Table for an agent on which no objects were
successful, (so it was of top difficulty), or for an object which succeeded on every agent
(so it was of top ability)
Top Category: The response category at which maximum performance is manifested.
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Threshold: The level at which the likelihood of failure to agree with or endorse a given
response category (below the threshold) turns to the likelihood of agreeing with or
endorsing category (above the threshold). (Bond & Fox, 2007)
True score model: The model indicates that any observed test score could be envisioned
as the composite of two hypothetical components: a true score and a random error
component. (Bond & Fox, 2007)
Underfit: The data are too unpredictable. The data underfit the model. This may be
because of excessive guessing, or contradictory dimensions in the data.
Unidimensionality: A basic concept in scientific measurement that one attributes of an
object (e.g., length, width, weight, temperature, etc.) be measured at a time. The Rasch
model requires a single construct to be underlying the items that form a hierarchical
continuum. (Bond & Fox, 2007)
Unweighted: The situation in which all residuals are given equal significance in fit
analysis, regardless of the amount of the information contained in them.
Weighted: The adjustment of a residual for fit analysis, according to the amount of
information contained in it.
Zero score: Every response "incorrect" or the minimum possible score. Every observed
response in the lowest category.
ZSTD: Probability of a mean-square statistic expressed as a z-statistic, i.e., a unit-normal
deviate. For p≤.05 (double-sided), ZSTD>|1.96|
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Appendix B: Existing Social Support Measures
The information for the MSPSS, the PSS, the SPS, and the SSQ were taken
directly from Lopez and Cooper (2011) pages 87-111:
MEASURE: MULTIDIMENSIONAL SCALE OF PERCEIVED SOCIAL
SUPPORT (MSPSS)
(Zimet, Dahlem, Zimet, & Farley, 1988)
The MSPSS assesses perceived social support:
Social support includes: emotional support & instrumental support
(helping to make decisions, take action, etc.).
Construct:

Administration:

Includes assessment of the perceived social support available &
the perceived adequacy of support received, across the 3-Factors
relating to the source of support (i.e., Family, Friends or
Significant Others; Zimet, et al, 1988).
12 items, self-administered
12 items, with 7 point Likert scale (1) very strongly disagree to (7)
very strongly agree
Calculate total score and scores for 3 subscales (Family, Friends or
Significant Others)
Sum all responses: Total score

Scoring:

Sum responses to items 1, 2, 5, 10: Significant Other subscale
score
Sum responses to items 3, 4, 8, 11: Family subscale score
Sum responses to items 6, 7, 9, 12: Friends subscale score
Higher scores indicate higher levels of perceived support (Calvete
& Connor-Smith, 2006)

Reliability

Internal reliability of total scale and subscales consistently >= .85
across studies with diverse samples (Calvete & Connor-Smith,
2006; Canty-Mitchell & Zimet, 2000; Clara, Enns, & Murray,
2003; Dahlem, Zimet, & Walker, 1991; Edwards, 2004; Kazarian
& McCabe, 1991; Landeta & Calvete, 2002; Miville &
Constantine, 2006; Zimet et al., 1988; Zimet, Powell, Farley,
Werkman, & Berkoff, 1990).
Test-retest reliabilities ranged from .72 - .85, at 2-3 months (Zimet
et al., 1988). Factor analyses consistently support 3-Factor
structure (Calvete & Connor-Smith, 2006; Canty-Mitchell &
Zimet, 2000; Dahlem, et al., 1991; Edwards, 2004; Kazarian &
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McCabe, 1991; Zimet et al., 1988).
Construct validity testing with MSPSS global perceived support
score: total score has been significantly and negatively
correlated with depression scores (Kazarian & McCabe, 1991;
Zimet et al., 1988) and a social support behavior scale (Kazarian
& McCabe, 1991).
Validity

Concurrent validity has been established in relationship to
the Social Support Behaviors Scale (Kazarian & McCabe,
1991).
Validity testing with MSPSS subscales: Family subscale is most
often tested subscale (of the three) and results provide evidence
for the subscale’s validity (Calvete & Connor-Smith, 2006;
Canty-Mitchell & Zimet, 2000; Edwards, 2004; Kazarian &
McCabe, 1991; Zimet et al., 1990).
Some studies specified use with low-income samples
(Canty-Mitchell & Zimet, 2000; Sigler & Renk, 2007;
Stephens, Stein, & Landrine, 2010).

Prior use with
lowincome/cultural
ly diverse
samples

Several studies specified use with an ethnically-diverse or
ethnic-minority sample (Canty-Mitchell & Zimet, 2000;
Dahlem, et al, 1991; Edwards, 2004; Miville & Constantine,
2006; Siegler & Renk, 2007; Stephens, et al, 2010).
One study included ethnically-diverse, low-income mothers in
the sample (Siegler & Renk, 2007). This study included
adolescent parents only.

MEASURE: Perceived Social Support Scale - PSSS
(Procidano and Heller, 1983)
The measure asseses perceived social support from friends
(subscale PSS-Fr) and family (subscale PSS- Fa) (Procidano
& Heller, 1983).
Construct:
The Measure captures the extent to which the
respondent feels his or her needs for emotional
support, information, and feedback are met by
family and friends (Procidano & Heller, 1983).
20 items per subscale, for a total of 40 items.
Administration:

Questions ask about whether or not the respondent has
encountered certain thoughts or experiences with family or
friends.
There are three possible responses: “Yes,” “No,” and “I don’t
know.”
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Scoring:

Responses that represent positive social support are scored 1,
and item scores are summed, so that total subscale scores
range from 0 (no perceived support) to 20 (maximum
support).
Some items are reverse-scored.

Reliability

An overall score is not typically calculated.
Internal consistency, subscale scores: PSS-Fa subscale =
.88; PSS-Fr subscale = . 90 (Procidano & Heller, 1983)
Internal consistency, subscale score: PSS-Fa subscale = .8992; PSS-Fr subscale = . 84-.92 (Lyons, Perrotta, & HancherKvam, 1998)
Construct validity: In an evaluation across three samples,
results indicated a .40 correlation btwn the PSS-Fr and PSSFa, though the correlation was only .18 for one of the other
samples (Lyons, Perrotta, & Hancher- Kvam, 1998)
Concurrent validity: In an early study, both PSS-Fa
and PSS-Fr scales were significantly & negatively
associated with a survey screening of psychiatric
symptoms (Procidano & Heller, 1983)

Validity:

Concurrent validity: There were no significant
relationships between PSS-Fa or PSS-Fr and positive
or negative life events (Procidano & Heller, 1983)
Concurrent validity, PSS-Fr: results indicated a
significant, positive relationship between friend social
support and measures of social assets (including social
competence & sociability) and a significant and
negative relationship between friend social support and
low social confidence (Procidano & Heller, 1983)
Concurrent validity, PSS-Fr: results indicated no
significant relationship between friend social support and
social desirability(Procidano & Heller, 1983)
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Concurrent validity, PSS-Fa: results indicated a
significant relationship between family social support and
social desirability (Procidano & Heller, 1983)
Concurrent validity: among diabetic patients, results indicated
a significant relationship between PSS-Fa and PSS-Fr with
respondents’ score on general well-being measures. Results
also indicated a significant association between PSS-Fr and
health status, but not between PSS-Fa and health status
(Lyons, Perrotta, & Hancher- Kvam, 1998)
Concurrent validity: among psychiatric patients, results
indicated a significant correlation of PSS-Fa (but not
PSS-Fr) with reported level of depression(Lyons, Perrotta, &
Hancher-Kvam, 1998)
Concurrent validity: results indicated a significant
association of PSS-Fa and PSS-Fr with gender, but not
with age (Lyons, Perrotta, & Hancher-Kvam, 1998)
Criterion validity: results indicated significant differences in
PSS-Fa and PSS-Fr scores among three groups: college
students, diabetic patients, & psychiatric patients (Lyons,
Perrotta, & Hancher-Kvam, 1998)
Prior use with lowincome/culturally
diverse samples

There have been a few studies that have used the PSSS with
low-income samples (Zambrana, Dunkel-Schetter &
Scrimshaw, 1991) and/or culturally or linguistically diverse
samples (Bordes, Sand, Arredondo, Robinson Kurpus & Rayle,
2006; Rodriguez, Mira, Myers, Morris, & Cardoza, 2003;
Rodriguez, Mira, Paez & Myers,2007;
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MEASURE: The Social Provisions Scale – SPS
(Russell & Cutrona, 1984)

Construct:

Administration:

The Social Provisions Scale (SPS) assesses six dimensions of
social support received within the context of interpersonal
relationships: (1) Guidance (receiving advice and/or
information), (2) Reliable alliance (feeling assured that one
can rely on certain others for concrete assistance if necessary),
(3) Reassurance of worth (feeling important to or valued by
others), (4) Opportunity for nurturance (feeling needed to
provide nurturing attention to others), (5) Attachments
(receiving a sense of emotional security from close
relationships), and (6) Social integration (feeling a sense of
belonging in a group, which includes others with similar
interests, values, or ideas)(Cutrona & Russell, 1987).
24 items, self-administered
Instructions request respondent to consider current
relationships with friends, family, co-workers, and members
of the community
Each subscale includes four items, two positively worded and
two negatively worded
Respondents are asked to rate each item according to how much
they agree with the item statement
Possible responses fall within a 4-point Likert scale, ranging
from “Strongly Disagree” 1, to “Strongly Agree,” 4
Total score and subscale scores may be calculated

Scoring:

Two items per subscale are reverse-scored
Total score and subscale scores are calculated by summing
response values
Instructions are straightforward and easy to follow
Internal consistency, total score: Reliability estimates have
ranged from .83 - .92 for the 24-item SPS (Green, Furrer, &
McAllister, 2010; Green, Furrer, & McAllister, 2007; Ribas
& Lamb, 2010; Russell & Cutrona, 1987; Vogel & Wei,
2005).

Reliability

Internal consistency, subscale scores: Reliability estimates
ranged from .65 - .76 in an early study by Russell and Cutrona
(1987); the Vogel and Weiss (2005) study generated estimates
that ranged from .60 - .83.
Spanish version:
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Internal consistency, total score and subscale scores:
Reliability estimates for the 24-item Spanish version
adapted by Martinez, Páramo, Tinajero, et.al (2010)
ranged from .49 - .70 for the 6 subscales and .85 for the
overall total score.
Although Ribas and Lam (2010) developed a Spanish version
of the SPS that was used by 23 of the 60 participants in their
study, the authors did not provide separate psychometric data
for those participants who completed the Spanish version.
Construct validity: Cutrona & Russell (1987) used
confirmatory factor analysis to test the factor structure of the
SPS. They found six first-order factors, which are the
subscales. They also detected a single, second order factor
that they believed helped explain the high correlation among
the six first-order factors. The authors concluded that the
Measure assesses an overall sense of social support as well
as specific components of social support.

Validity:

Concurrent validity: Cutrona & Russell (1987) used
hierarchical regression to explore the relationship between
SPS scores and depression scores. Controlling for social
desirability, neuroticism, and introversion, the authors
determined that (1) SPS scores were a significant predictor
of depression scores and (2) the interaction of SPS scores
and stress scores was also a significant predictor of
depression scores.
Concurrent validity: Green, Furrer, & McAllister (2006)
examined the relationship between social support, parent
attachment status, and parenting. Correlational analyses
indicated a significant relationship between SPS scores and
anxious/ambivalent attachment status, perceived stress scores,
and parent-child activities scores when the child was 14 and 36
months of age. Additional analyses also indicated that parent
attachment status mediated the relationship between social
support and changes in parenting behavior.
Concurrent validity: Ribas and Lam (2010) explored the
relationship between social support and quality of life.
Regression analyses indicated that SPS scores were a
significant predictor of quality of life scores, even when the
effects of the age and gender were controlled. Results also
indicated that there was not a significant relationship between
SPS scores and size of social support network.
Concurrent validity: Lindsey et al. (2008) used structural
equation modeling to document the relationship between
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social support & neighborhood satisfaction with caregiver’s
mental health problems and their children’s behavior. Results
indicated a strong, negative relationship between caregiver
level of support & neighborhood satisfaction with alcohol and
mental health problems. Results also indicated that caregivers
who had higher levels of social support and neighborhood
satisfaction and who also experienced alcohol or other mental
health problems were more likely to have children who
experienced emotional and behavior problems.
Convergent validity & Divergent validity: Cutrona & Russell
(1987) used hierarchical multiple regression to test the
variance in SPS scores due to social desirability, depression,
neuroticism, introversion-extraversion, and stress. These
variables, as a group, were significant predictors of SPS
scores. However, when the effects of these variables were
controlled, other social support indicators were also
significant predictors of SPS scores. The authors cite these
results as examples of convergent and divergent validity of
the SPS.
Convergent validity: Vogel and Wei (2005) explored the
relationship of social support, adult attachment, psychological
distress, and help seeking behavior. Results showed a
significant, negative correlation of attachment anxiety and
attachment ambivalence with perceived social support and a
significant, negative correlation of perceived social support
and psychological distress. Results also indicated that 22% of
the variance in social support scores was due to respondents’
anxious or avoidant attachment status.
Predictive validity: Green, Furrer, and McAllister (in press)
found that under certain conditions, social support scores
predicted decreases in mothers’ attachment anxiety scores
over time. Under low-stress conditions, perceptions of social
support led to changes in attachment anxiety, and under
high-stress conditions, social support and attachment anxiety
did not influence each other. Researchers used cross-lagged
path models for analysis.
The Measure has been used with low-income samples (Green,
Furrer, & McAllister (in press), 2007; Lindsey et al. 2008;
Lowe, Chan & Rhodes, 2010; Ribas & Lamb, 2010).
Prior use with lowincome/culturally
diverse samples

This Measure has been used with mothers of young children in
the United States (Cutrona & Russell, 1987; Green, Furrer &
McAllister (in press), 2007; Lindsey et al., 2008), although
primarily samples of Caucasian and/or African-American
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mothers.
This Measure has been used with African American
samples, including low-income mothers (Green, Furrer, &
McAllister (in press), 2007; Lindsey, et al., 2008).
This Measure has been used with Latino adults, both
in the U.S. (Ribas & Lamb, 2010), as well as in Spain
(Martinez, Páramo, Tinajero, et.al, 2010).
MEASURE: Social Support Questionnaire (SSQ)
(Sarason, Levine, Basham, & Sarason, 1983)
The measure asseses perceived availability of social support
and satisfaction with social support that has been received
(Sarason, Levine, Basham, & Sarason, 1983).
Construct:
The Measure captures relational aspects of social
support and does not assess instrumental social support
(Sarason et al., 1983).

Administration:

Scoring:

27 items, self-administered
Each item has a two-part response. In the first part, the
respondent lists all of the people (up to nine people) who he
or she believes would be available to provide support in the
area to which the item refers. In the second part, the
respondent rates his or her satisfaction with the social
support received.
Possible responses fall within a 6-point Likert scale, ranging
from “Very Dissatisfied” 1, to “Very Satisfied” 6.
Instructions also indicate that if no one is available to
provide support, the respondent will check the word “No
one,” but will rate his or her level of satisfaction (Sarason et
al., 1983).
The N score for each item is the number of social supports listed
by the respondent. Scores range from 1 to 9.
The S score for each item is the respondent’s satisfaction
with the social support available. Scores ranges from 1 to 6,
or from “Very Dissatisfied” to “Very Satisfied.”
An overall score is not typically calculated.
The overall Perceived Availability (SSQ-N) score is the sum
of all N scores (maximum sum is 243), divided by 27.
The overall Satisfaction (SSQ-S) score is the sum of all S
scores (maximum sum is 162), divided by 27.
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A Family score may be calculated by summing the number
of support members that are also family members (Sarason et
al., 1983).
·

Reliability

Validity:

Prior use with lowincome/culturally
diverse samples

Internal consistency, subscale scores: Perceived Availability
(SSQ-N) subscale = .97; Satisfaction (SSQ-S) scale = .94
(Sarason, et al., 1983)
Internal consistency, subscale score: Satisfaction (SSQS scale) subscale = .96 (Paukert, Pettit, Perez, &
Walter, 2006).
Test-retest reliability: at 4 weeks, n=105; the test-retest
correlation was .90 for the Perceived Availability
(SSQ-N) scale, and .83 for the Satisfaction (SSQ-S scale)
(Sarason et al., 1983).
Construct validity: In an early study, principal components
analyses results indicated that the first factor (SSQN) accounted for 82% of the common variance and the second
factor (SSQ-S) accounted for 72% of the common variance
(Sarason et al, 1983).
Construct validity: Results indicated that social desirability
scores were not significantly correlated with SSQ-N or SSQS scores.
Concurrent validity, SSQ-N: Results indicated that among
women respondents, there was a significant, negative
relationship between SSQ-N & SSQ-S scores and depression,
anxiety, and hostility scores (Sarason et al., 1983).
Concurrent validity, SSQ-N: Results indicated a significant,
positive relationship between SSQ-N scores and internal locus
of control scores, self-esteem scores, positive affect scores,
and extroversion scores (Sarason, et al., 1983).
The Measure has been used with a Spanish-speaking sample
of high school and college students in Mexico, and with a
Portuguese-speaking sample of pregnant, young women in
Brazil (Acuna & Bruner, 1999; Moreira & Sarreira, 2008).
The Measure has limited use with a low-income sample of
146

mothers in the United States, though information on the
psychometrics was not available for these studies (Taylor &
Kemper, 1998).

Other Measure Examined (information was pulled directly from the article discussing the
Measure):
Comprehensive Evaluation of Social Support (CESS)
(Boyar, Campbell, Mosley, & Carson, 2014)
We psychometrically distinguish between within and across
domain support for both work and family to include
Construct:
multiple sources of support from the organization,
supervisor, coworkers, and family, and for two important
types of support, emotional and instrumental
52 items
Administration:
Data were collected from an engineering firm in the
southern USA (n=250)
A five point Likert type scale was used with responses
ranging from strongly disagree (1) to strongly agree (5) for
Scoring:
all items other than demographic variables.
Marital status was coded as respondents who are single or
living alone (1) or those married or living with someone (2).
The overall fit of the full measurement model was
Reliability
acceptable (χ2(1154) = 2015.93, p=0.00, GFI = 0.85, AGFI
= 0.82, CFI = 98, NFI = 0.96, and RMSEA = 0.04)
Discriminant validity
The above provided support for the discriminant validity of
the measures of social support. In addition, the variance
explained for each Measure was larger than the square of
the correlation (F2), as shown in Table VII, supporting their
discriminant validity (Lichtenstein and Bearden, 1989).
Lastly, the confidence intervals around the factors are o1.0,
Validity:
supporting their discriminant validity (Anderson and
Gerbing, 1988).
Validation assessment
In an effort to provide an initial assessment of the validity
of the CESS, correlations among the various dimensions of
support and anticipated and relevant outcome variables
were considered (Eisenberger et al., 2002; Ford et al., 2007;
Rhoades and Eisenberger, 2002). Specifically, within
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domain support from the organization and supervisor for
both types, emotional and instrumental, should be related to
lower intentions to quit and greater job satisfaction, while
support from coworkers is posited to relate to more job
satisfaction. Both types of support from family should be
related to greater family satisfaction. Across domain
support for both types should have similar effects. WIF
support from the organization and supervisor for both types
should be related to lower intentions to quit, less WIF,
greater job satisfaction, and more work-to-family
facilitation (WFF). Whereas, WIF support from coworkers
for both types should be related to less WIF, greater job
satisfaction, and more WFF. Family-to-work support for
both types should be related to less FIW, greater family
satisfaction, and more family-to-work facilitation (FWF)
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Appendix C: Demographic Questions
Are you an International Student?
“An international student is defined as an individual who is enrolled for credit at an
accredited higher education institution in the U.S. on a temporary visa, and who is
not an immigrant (permanent resident with an I-51 or Green Card), or an
undocumented immigrant, or a refugee.” (UNESCO)
Yes
No
NOTE: If they answer yes to being an international student, they will be directed to
the end of the survey thanking them for their time.
Are you currently pursuing an undergraduate degree?
Yes
No
NOTE: If they answer no to pursing an undergraduate degree, they will be directed
to the end of the survey thanking them for their time.
Are you 18 years or older?
Yes
No
NOTE: If they answer no to being 18 years or older, they will be directed to the end
of the survey thanking them for their time.

149

150

151

Appendix D: Feedback from Expert Reviewers
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Appendix E: Finalized Survey Items
Q14 Please choose your agreement to the following statements about your friends and/or
classmates.
Strongly
Disagree

Disagree

Neutral

Agree

Strongly
Agree

I talk to at least one of my friends
about problems I am having at school.











I talk to at least one of my friends
about my college experiences.











At least one of my friends asks me
about how I am doing in school.











My friends understand if I am busy
with my schoolwork.











I seek advice from at least one of my
friends when dealing with a tough
situation at school.











I feel comfortable talking to at least
one of my friends about my
schoolwork.











At least one of my friends enjoys
hearing about the work I am doing in
school.































At least one of my friends gives me
good ideas about how to do something
for my classwork.











I can go to at least one of my friends
for support when I am feeling down.











I have at least one classmate that I
could borrow notes from if I had to
miss a class.
I can count on at least one of my
classmates when doing group projects.
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Q15 Please choose your agreement to the following statements about your family
(parents, guardians, siblings, aunts/uncles, etc.)
Strongly
Disagree

Disagree

Neutral

Agree

Strongly
Agree

I have someone in my family that will
listen to me when I need to talk about
school.











I talk to someone in my family if I am
upset about my classes.











I have at least one family member that
understands why I am in school.











Someone in my family enjoys hearing
about my experiences as a college
student.































At least one family member encourages
me to further my education.











My family understands if I am busy
with my schoolwork.











Someone in my family praises me
when I achieve something at school.































I feel comfortable asking someone in
my family for financial help with
school.
I contact someone in my family when I
am feeling lonely.

One or more of my family members
provides me with moral support.
My family and I can openly discuss
feelings about higher education.
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Q16 Please choose your agreement to the following statements about your professors.
Strongly
Disagree

Disagree

Neutral

Agree

Strongly
Agree

I get advice from at least one of my
professors when I am facing a problem at
school.











One or more of my professors cares about
me.











One or more of my professors encourages
me to succeed academically.











At least one of my professors understands
me.































I could go to at least one of my professors
when I am feeling down.











At least one of my professors makes me
feel like I belong in my school.











At least one of my professors offers me
advice on how to manage my schedule.











At least one of my professors is interested
in what I have to say.











I feel comfortable talking to at least one
of my professors when I am struggling in
class.
One or more of my professors provides
me with moral support.
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Appendix F: CFA Family-All Items Model
Sample Moments
Parameters
χ2 Fit Statistic
RMSEA
CFI
AIC
BIC
CAIC

66
22
χ2 (44) = 124.53, p < .001
0.084
0.959
168.53
247.04
269.04
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Appendix G: CFA-Faculty Model
Sample Moments
Parameters
χ2 Fit Statistic
RMSEA
CFI
AIC
BIC
CAIC

55
20
χ2 (35) = 133.83, p < .001
0.104
0.949
173.83
175.59
265.19
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Appendix H: CFA-Friends Model All Items
Sample Moments
Parameters
χ2 Fit Statistic
RMSEA
CFI
AIC
BIC
CAIC

66
22
χ2 (44) = 282.93, p < .001
0.144
0.833
326.93
405.43
427.43
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Appendix I: CFA-Friends Model (Without Items 2, 4, and 9)
Sample Moments
Parameters
χ2 Fit Statistic
RMSEA
CFI
AIC
BIC
CAIC

36
16
χ2 (20) = 85.93, p < .001
0.112
0.932
117.93
175.02
191.02
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Appendix J: CFA- 3-Factor Friend/Classmate-All Items
Sample Moments
Parameters
χ2 Fit Statistic
RMSEA
CFI
AIC
BIC
CAIC

528
67
χ2 (461) = 1152.89, p < .001
0.076
0.879
1266.89
1306.29
1592.97
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Appendix K: CFA- 3-Factor Friends (Without Items 2, 4, 9)
Sample Moments
Parameters
χ2 Fit Statistic
RMSEA
CFI
AIC
BIC
CAIC

435
61
χ2 (374) = 833.77, p < .001
0.069
0.911
955.77
971.62
1234.44
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Appendix L: CFA- Single Factor
Sample Moments
Parameters
χ2 Fit Statistic
RMSEA
CFI
AIC
BIC
CAIC

435
57
χ2 (378) = 3057.51, p < .001
0.165
0.472
3171.51
3186.32
3431.91
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Appendix M: CFA- Groups Fully Constrained
Sample Moments
Parameters
χ2 Fit Statistic
RMSEA
CFI
AIC
BIC
CAIC

1305
61
χ2 (1244) = 2519.06, p < .001
0.063
0.78
2641.06
Not Listed
Not Listed
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Appendix N: CFA- Groups Fully Free
Sample Moments
Parameters
χ2 Fit Statistic
RMSEA
CFI
AIC
BIC
CAIC

1305
183
χ2 (1122) = 2189.61, p < .001
0.061
0.816
2555.61
Not Listed
Not Listed

166

Appendix O: Output for MFRM models
OUTPUT for Family

Table 6
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168

StudentID Measurement Report (arranged by mN).
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170

171

172

173

OUTPUT for Faculty

Table 6

174

175

Students Measurement Report (arranged by mN).
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177

178

179
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OUTPUT for Friend/Classmate

Table 6
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182

Students Measurement Report (arranged by mN).
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184
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Appendix P: MR Output with Flagged and Collapsed Variables
Family Factor
Descriptive Statistics
Mean
Family_Total

Std. Deviation

N

46.49

8.543

262

Parent_HS

.11

.319

262

Parent_SomeCollege

.27

.443

262

Parent_Bach

.29

.456

262

Parent_Grad

.29

.456

262

GP_HS

.32

.466

262

GP_SomeCollege

.15

.357

262

GP_Bach

.23

.419

262

GP_Grad

.13

.341

262

GP_NA

.09

.284

262

Sib_HS

.19

.391

262

Sib_SomeCollege

.26

.439

262

Sib_Bach

.21

.405

262

Sib_Grad

.06

.247

262

Sib_NA

.19

.394

262

Race_BLK

.08

.278

262

Race_Multi

.08

.266

262

Race_Other

.07

.253

262

Sexuality_Homo

.04

.192

262

Sexuality_Bi

.13

.337

262

Sexuality_Pan

.06

.247

262

Sexuality_All_Other

.05

.209

262

Age_Flag

.10

.305

262

Gender_Flag

.07

.253

262

Marital_Flag

.07

.260

262
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Model Summaryb
Model

R

1

R Square
.350a

Adjusted R

Std. Error of the

Square

Estimate

.123

.034

Durbin-Watson

8.398

1.994

b. Dependent Variable: Family_Total

ANOVAa
Model
1

Sum of Squares
Regression

df

Mean Square

2334.305

24

97.263

Residual

16713.161

237

70.520

Total

19047.466

261

F

Sig.

1.379

.118b

a. Dependent Variable: Family_Total

Residuals Statisticsa
Minimum
Predicted Value

Maximum

Mean

Std. Deviation

N

36.68

52.14

46.49

2.991

262

-3.279

1.890

.000

1.000

262

1.627

4.168

2.515

.637

262

35.80

52.01

46.48

3.123

262

-27.867

14.751

.000

8.002

262

Std. Residual

-3.318

1.757

.000

.953

262

Stud. Residual

-3.626

1.892

.001

1.005

262

-33.277

17.106

.010

8.908

262

-3.723

1.902

-.002

1.011

262

Mahal. Distance

8.801

63.294

23.908

12.521

262

Cook's Distance

.000

.102

.005

.010

262

Centered Leverage Value

.034

.243

.092

.048

262

Std. Predicted Value
Standard Error of Predicted
Value
Adjusted Predicted Value
Residual

Deleted Residual
Stud. Deleted Residual

a. Dependent Variable: Family_Total
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Faculty Factor
Descriptive Statistics
Mean
Faculty_Total

Std. Deviation

N

40.21

8.431

262

Parent_HS

.11

.319

262

Parent_SomeCollege

.27

.443

262

Parent_Bach

.29

.456

262

Parent_Grad

.29

.456

262

GP_HS

.32

.466

262

GP_SomeCollege

.15

.357

262

GP_Bach

.23

.419

262

GP_Grad

.13

.341

262

GP_NA

.09

.284

262

Sib_HS

.19

.391

262

Sib_SomeCollege

.26

.439

262

Sib_Bach

.21

.405

262

Sib_Grad

.06

.247

262

Sib_NA

.19

.394

262

Race_BLK

.08

.278

262

Race_Multi

.08

.266

262

Race_Other

.07

.253

262

Sexuality_Homo

.04

.192

262

Sexuality_Bi

.13

.337

262

Sexuality_Pan

.06

.247

262

Sexuality_All_Other

.05

.209

262

Age_Flag

.10

.305

262

Gender_Flag

.07

.253

262

Marital_Flag

.07

.260

262
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Model Summaryb
Model

R

1

R Square
.392a

Adjusted R

Std. Error of the

Square

Estimate

.154

.068

Durbin-Watson

8.139

1.938

b. Dependent Variable: Faculty_Total

ANOVAa
Sum of
Model
1

Squares
Regression

df

Mean Square

2854.400

24

118.933

Residual

15699.631

237

66.243

Total

18554.031

261

F

Sig.

1.795

.015b

a. Dependent Variable: Faculty_Total

Residuals Statisticsa
Minimum
Predicted Value

Maximum

Mean

Std. Deviation

N

28.59

46.51

40.21

3.307

262

-3.516

1.904

.000

1.000

262

1.577

4.039

2.437

.618

262

30.01

47.38

40.23

3.428

262

-28.250

14.742

.000

7.756

262

Std. Residual

-3.471

1.811

.000

.953

262

Stud. Residual

-3.598

1.957

-.001

1.002

262

-30.835

17.600

-.011

8.593

262

-3.692

1.968

-.002

1.009

262

Mahal. Distance

8.801

63.294

23.908

12.521

262

Cook's Distance

.000

.056

.004

.008

262

Centered Leverage Value

.034

.243

.092

.048

262

Std. Predicted Value
Standard Error of Predicted
Value
Adjusted Predicted Value
Residual

Deleted Residual
Stud. Deleted Residual

a. Dependent Variable: Faculty_Total
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Model

Unstandardized

Standardized

Coefficients

Coefficients

B

Std. Error

(Constant)

34.858

3.463

Parent_HS

5.461

3.564

Parent_SomeCollege

2.558

Parent_Bach

Beta

t

Sig.

Tolerance

VIF

10.065

.000

.207

1.532

.127

.196

5.092

3.394

.134

.753

.452

.112

8.922

2.491

3.389

.135

.735

.463

.106

9.429

Parent_Grad

3.876

3.449

.210

1.124

.262

.102

9.763

GP_HS

4.134

2.250

.229

1.838

.067

.231

4.332

GP_SomeCollege

5.391

2.406

.228

2.241

.026

.345

2.901

GP_Bach

4.556

2.372

.226

1.921

.056

.258

3.882

GP_Grad

1.227

2.550

.050

.481

.631

.336

2.976

GP_NA

-.378

2.648

-.013

-.143

.887

.450

2.221

Sib_HS

-.131

2.141

-.006

-.061

.951

.363

2.757

Sib_SomeCollege

-.595

2.010

-.031

-.296

.767

.325

3.072

Sib_Bach

.817

2.070

.039

.395

.693

.361

2.773

Sib_Grad

.487

2.706

.014

.180

.857

.569

1.757

-.393

2.152

-.018

-.182

.855

.353

2.830

Race_BLK

-3.306

1.910

-.109

-1.731

.085

.901

1.109

Race_Multi

-5.878

2.037

-.185

-2.886

.004

.864

1.157

Race_Other

-1.998

2.203

-.060

-.907

.365

.814

1.228

.763

2.785

.017

.274

.784

.888

1.126

1.897

1.618

.076

1.173

.242

.855

1.170

.222

2.327

.007

.096

.924

.770

1.299

-3.362

2.729

-.084

-1.232

.219

.777

1.287

.251

2.027

.009

.124

.901

.666

1.502

Gender_Flag

-1.081

2.394

-.033

-.452

.652

.690

1.450

Marital_Flag

-3.627

2.314

-.112

-1.568

.118

.702

1.424

Sib_NA

Sexuality_Homo
Sexuality_Bi
Sexuality_Pan
Sexuality_All_Other
Age_Flag
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Friends/classmates

Descriptive Statistics
Mean
Friends_No_2_4_9

Std. Deviation

N

34.10

5.644

262

Parent_HS

.11

.319

262

Parent_SomeCollege

.27

.443

262

Parent_Bach

.29

.456

262

Parent_Grad

.29

.456

262

GP_HS

.32

.466

262

GP_SomeCollege

.15

.357

262

GP_Bach

.23

.419

262

GP_Grad

.13

.341

262

GP_NA

.09

.284

262

Sib_HS

.19

.391

262

Sib_SomeCollege

.26

.439

262

Sib_Bach

.21

.405

262

Sib_Grad

.06

.247

262

Sib_NA

.19

.394

262

Race_BLK

.08

.278

262

Race_Multi

.08

.266

262

Race_Other

.07

.253

262

Sexuality_Homo

.04

.192

262

Sexuality_Bi

.13

.337

262

Sexuality_Pan

.06

.247

262

Sexuality_All_Other

.05

.209

262

Age_Flag

.10

.305

262

Gender_Flag

.07

.253

262

Marital_Flag

.07

.260

262
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Model Summaryb
Model

R

1

Adjusted R

Std. Error of the

Square

Estimate

R Square
.415a

.173

.089

Durbin-Watson

5.388

2.239

b. Dependent Variable: Friends_No_2_4_9

ANOVAa
Sum of
Model
1

Mean

Squares

df

Square

F

Regression

1434.786

24

59.783

Residual

6880.634

237

29.032

Total

8315.420

261

Sig.

2.059

.003b

a. Dependent Variable: Friends_No_2_4_9

Residuals Statisticsa
Minimum
Predicted Value

Maximum

Mean

Std. Deviation

N

24.45

38.59

34.10

2.345

262

-4.115

1.916

.000

1.000

262

1.044

2.674

1.614

.409

262

21.37

39.40

34.11

2.490

262

-18.019

11.548

.000

5.134

262

Std. Residual

-3.344

2.143

.000

.953

262

Stud. Residual

-3.551

2.412

-.001

1.013

262

-20.401

14.631

-.008

5.812

262

-3.642

2.437

-.002

1.018

262

Mahal. Distance

8.801

63.294

23.908

12.521

262

Cook's Distance

.000

.141

.005

.012

262

Centered Leverage Value

.034

.243

.092

.048

262

Std. Predicted Value
Standard Error of Predicted
Value
Adjusted Predicted Value
Residual

Deleted Residual
Stud. Deleted Residual

a. Dependent Variable: Friends_No_2_4_9
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Unstandardized
Coefficients
Model

B

Std. Error

(Constant)

28.455

2.293

Parent_HS

1.232

2.359

Parent_SomeCollege

.538

Parent_Bach

Std Coeff.
Beta

Collinearity Statistics
t

Sig.

Tolerance

VIF

12.411

.000

.070

.522

.602

.196

5.092

2.247

.042

.239

.811

.112

8.922

.709

2.244

.057

.316

.752

.106

9.429

Parent_Grad

1.758

2.283

.142

.770

.442

.102

9.763

GP_HS

2.867

1.489

.237

1.925

.055

.231

4.332

GP_SomeCollege

4.180

1.593

.264

2.624

.009

.345

2.901

GP_Bach

4.347

1.570

.322

2.768

.006

.258

3.882

GP_Grad

3.548

1.688

.214

2.102

.037

.336

2.976

GP_NA

.543

1.753

.027

.310

.757

.450

2.221

Sib_HS

2.719

1.417

.188

1.918

.056

.363

2.757

Sib_SomeCollege

1.815

1.331

.141

1.364

.174

.325

3.072

Sib_Bach

2.539

1.370

.182

1.853

.065

.361

2.773

Sib_Grad

1.972

1.791

.086

1.101

.272

.569

1.757

Sib_NA

2.247

1.425

.157

1.577

.116

.353

2.830

Race_BLK

-1.048

1.264

-.052

-.829

.408

.901

1.109

Race_Multi

-1.684

1.349

-.079

-1.249

.213

.864

1.157

Race_Other

2.195

1.458

.099

1.505

.134

.814

1.228

Sexuality_Homo

1.256

1.844

.043

.681

.497

.888

1.126

Sexuality_Bi

-.234

1.071

-.014

-.219

.827

.855

1.170

.335

1.541

.015

.217

.828

.770

1.299

-3.154

1.806

-.117

-1.746

.082

.777

1.287

Age_Flag

1.136

1.342

.061

.847

.398

.666

1.502

Gender_Flag

-.435

1.585

-.020

-.275

.784

.690

1.450

Marital_Flag

-5.139

1.532

-.237

-3.355

.001

.702

1.424

Sexuality_Pan
Sexuality_All_Other
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Output for Parent Regression Models
Descriptive Statistics
Mean

Std. Deviation

N

Friends_No_2_4_9

34.10

5.644

262

Parent_ED_RE_2

.1145

.31903

262

Parent_ED_RE_4

.1183

.32361

262

Parent_ED_RE_3

.1489

.35663

262

Parent_ED_RE_5

.2939

.45642

262

Parent_ED_RE_6

.2176

.41337

262

Parent_ED_RE_7

.0802

.27205

262

Adjusted R

Std. Error of the

Model Summaryb

Model

R

R Square

Square

Estimate

Durbin-Watson

1

.149a

.022

-.001

5.646

2.209

a. Predictors: (Constant), Parent_ED_RE_7, Parent_ED_RE_2, Parent_ED_RE_4,
Parent_ED_RE_3, Parent_ED_RE_6, Parent_ED_RE_5
b. Dependent Variable: Friends_No_2_4_9

ANOVAa
Sum of
Model
1

Squares
Regression

df

Mean Square

185.318

6

30.886

Residual

8130.102

255

31.883

Total

8315.420

261

F
.969

Sig.
.447b

a. Dependent Variable: Friends_No_2_4_9
b. Predictors: (Constant), Parent_ED_RE_7, Parent_ED_RE_2, Parent_ED_RE_4,
Parent_ED_RE_3, Parent_ED_RE_6, Parent_ED_RE_5

200

Coefficientsa

Model
(Constant)

Unstandardized

Standardized

Coefficients

Coefficients

B

Std. Error

30.429

2.134

Parent_ED_RE_2

3.705

2.370

Parent_ED_RE_4

3.862

Parent_ED_RE_3

Beta

Collinearity Statistics
t

Sig.

Tolerance

VIF

14.258

.000

.209

1.563

.119

.214

4.680

2.363

.221

1.634

.103

.209

4.786

2.853

2.318

.180

1.231

.219

.179

5.593

Parent_ED_RE_5

3.442

2.229

.278

1.544

.124

.118

8.473

Parent_ED_RE_6

4.554

2.261

.334

2.014

.045

.140

7.154

Parent_ED_RE_7

4.524

2.464

.218

1.836

.068

.272

3.679

a. Dependent Variable: Friends_No_2_4_9
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202

203

Descriptive Statistics
Mean

Std. Deviation

N

Family_Total

46.49

8.543

262

Parent_ED_RE_2

.1145

.31903

262

Parent_ED_RE_4

.1183

.32361

262

Parent_ED_RE_3

.1489

.35663

262

Parent_ED_RE_5

.2939

.45642

262

Parent_ED_RE_6

.2176

.41337

262

Parent_ED_RE_7

.0802

.27205

262

Model Summaryb
Adjusted R

Std. Error of the

Model

R

R Square

Square

Estimate

Durbin-Watson

1

.198a

.039

.017

8.472

1.985

b. Dependent Variable: Family_Total

ANOVAa
Sum of
Model
1

Squares

df

Mean Square F

Sig.

Regression

746.219

6

124.370

.114b

Residual

18301.247

255

71.770

Total

19047.466

261

a. Dependent Variable: Family_Total

204

1.733

Coefficientsa

Model
(Constant)

Unstandardized

Standardized

Coefficients

Coefficients

B

Std. Error

43.143

3.202

Parent_ED_RE_2

1.957

3.556

Parent_ED_RE_4

4.051

Parent_ED_RE_3

Beta

Collinearity Statistics
t

Sig.

Tolerance

VIF

13.474

.000

.073

.550

.583

.214

4.680

3.545

.153

1.143

.254

.209

4.786

.396

3.478

.017

.114

.910

.179

5.593

Parent_ED_RE_5

3.610

3.344

.193

1.080

.281

.118

8.473

Parent_ED_RE_6

4.945

3.393

.239

1.457

.146

.140

7.154

Parent_ED_RE_7

5.571

3.697

.177

1.507

.133

.272

3.679

a. Dependent Variable: Family_Total
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206

207

Descriptive Statistics
Mean

Std. Deviation

N

Faculty_Total

40.21

8.431

262

Parent_ED_RE_2

.1145

.31903

262

Parent_ED_RE_4

.1183

.32361

262

Parent_ED_RE_3

.1489

.35663

262

Parent_ED_RE_5

.2939

.45642

262

Parent_ED_RE_6

.2176

.41337

262

Parent_ED_RE_7

.0802

.27205

262

Model Summaryb
Model

R
.180a

1

R Square

Adjusted R

Std. Error of the

Square

Estimate

.032

.010

Durbin-Watson

8.391

1.932

a. Predictors: (Constant), Parent_ED_RE_7, Parent_ED_RE_2, Parent_ED_RE_4,
Parent_ED_RE_3, Parent_ED_RE_6, Parent_ED_RE_5
b. Dependent Variable: Faculty_Total

ANOVAa
Model
1

Sum of Squares
Regression

df

Mean Square

601.428

6

100.238

Residual

17952.602

255

70.402

Total

18554.031

261

F
1.424

a. Dependent Variable: Faculty_Total
b. Predictors: (Constant), Parent_ED_RE_7, Parent_ED_RE_2, Parent_ED_RE_4,
Parent_ED_RE_3, Parent_ED_RE_6, Parent_ED_RE_5

208

Sig.
.206b

Coefficientsa

Model
(Constant)

Unstandardized

Standardized

Coefficients

Coefficients

B

Std. Error

32.857

3.171

Parent_ED_RE_2

9.110

3.522

Parent_ED_RE_4

6.788

Parent_ED_RE_3

Beta

Collinearity Statistics
t

Sig.

Tolerance

VIF

10.361

.000

.345

2.586

.010

.214

4.680

3.511

.261

1.933

.054

.209

4.786

7.220

3.444

.305

2.096

.037

.179

5.593

Parent_ED_RE_5

6.857

3.312

.371

2.070

.039

.118

8.473

Parent_ED_RE_6

8.634

3.360

.423

2.569

.011

.140

7.154

Parent_ED_RE_7

6.762

3.662

.218

1.847

.066

.272

3.679

a. Dependent Variable: Faculty_Total
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Appendix Q: MR Output Parent Education Removed
Family Factor
Descriptive Statistics
Mean
Family_Total

Std. Deviation

N

46.49

8.543

262

Age_Flag

.10

.305

262

Gender_Flag

.07

.253

262

Marital_Flag

.07

.260

262

GP_HS

.32

.466

262

GP_SomeCollege

.15

.357

262

GP_Bach

.23

.419

262

GP_Grad

.13

.341

262

GP_NA

.09

.284

262

Sib_HS

.19

.391

262

Sib_SomeCollege

.26

.439

262

Sib_Bach

.21

.405

262

Sib_Grad

.06

.247

262

Sib_NA

.19

.394

262

Race_BLK

.08

.278

262

Race_Multi

.08

.266

262

Race_Other

.07

.253

262

Sexuality_Homo

.04

.192

262

Sexuality_Bi

.13

.337

262

Sexuality_Pan

.06

.247

262

Sexuality_All_Other

.05

.209

262

Model Summaryb
Model
1

R
.339a

R Square
.115

Adjusted R

Std. Error of the

Square

Estimate
.042

b. Dependent Variable: Family_Total

212

8.363

Durbin-Watson
2.000

ANOVAa
Model
1

Sum of Squares
Regression

df

Mean Square

F

2191.955

20

109.598

Residual

16855.510

241

69.940

Total

19047.466

261

Sig.

1.567

.061b

a. Dependent Variable: Family_Total

Residuals Statisticsa
Minimum
Predicted Value

Maximum

Mean

Std. Deviation

N

36.71

51.57

46.49

2.898

262

-3.375

1.755

.000

1.000

262

1.409

4.023

2.282

.633

262

35.84

52.30

46.48

2.986

262

-28.442

14.207

.000

8.036

262

Std. Residual

-3.401

1.699

.000

.961

262

Stud. Residual

-3.669

1.788

.000

1.003

262

-33.109

15.731

.008

8.758

262

-3.768

1.796

-.002

1.009

262

Mahal. Distance

6.415

59.403

19.924

11.308

262

Cook's Distance

.000

.105

.004

.009

262

Centered Leverage Value

.025

.228

.076

.043

262

Std. Predicted Value
Standard Error of Predicted
Value
Adjusted Predicted Value
Residual

Deleted Residual
Stud. Deleted Residual

a. Dependent Variable: Family_Total

213

214

215

Faculty Factor
Descriptive Statistics
Mean
Faculty_Total

Std. Deviation

N

40.21

8.431

262

Age_Flag

.10

.305

262

Gender_Flag

.07

.253

262

Marital_Flag

.07

.260

262

GP_HS

.32

.466

262

GP_SomeCollege

.15

.357

262

GP_Bach

.23

.419

262

GP_Grad

.13

.341

262

GP_NA

.09

.284

262

Sib_HS

.19

.391

262

Sib_SomeCollege

.26

.439

262

Sib_Bach

.21

.405

262

Sib_Grad

.06

.247

262

Sib_NA

.19

.394

262

Race_BLK

.08

.278

262

Race_Multi

.08

.266

262

Race_Other

.07

.253

262

Sexuality_Homo

.04

.192

262

Sexuality_Bi

.13

.337

262

Sexuality_Pan

.06

.247

262

Sexuality_All_Other

.05

.209

262

Model Summaryb
Model
1

R
.371a

R Square
.138

Adjusted R

Std. Error of the

Square

Estimate
.066

216

8.147

Durbin-Watson
1.962

ANOVAa
Model
1

Sum of Squares
Regression

df

Mean Square

F

2558.507

20

127.925

Residual

15995.524

241

66.371

Total

18554.031

261

Sig.

1.927

.011b

Residuals Statisticsa
Minimum
Predicted Value

Maximum

Mean

Std. Deviation

N

30.69

46.03

40.21

3.131

262

-3.042

1.858

.000

1.000

262

1.373

3.919

2.223

.617

262

29.98

46.80

40.22

3.232

262

-28.924

17.730

.000

7.829

262

Std. Residual

-3.550

2.176

.000

.961

262

Stud. Residual

-3.639

2.290

.000

1.002

262

-30.394

19.631

-.006

8.527

262

-3.736

2.311

-.002

1.009

262

Mahal. Distance

6.415

59.403

19.924

11.308

262

Cook's Distance

.000

.056

.004

.008

262

Centered Leverage Value

.025

.228

.076

.043

262

Std. Predicted Value
Standard Error of Predicted
Value
Adjusted Predicted Value
Residual

Deleted Residual
Stud. Deleted Residual

a. Dependent Variable: Faculty_Total
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218

219

Friend/Classmate Factor
Descriptive Statistics
Mean
Friends_No_2_4_9

Std. Deviation

N

34.10

5.644

262

Age_Flag

.10

.305

262

Gender_Flag

.07

.253

262

Marital_Flag

.07

.260

262

GP_HS

.32

.466

262

GP_SomeCollege

.15

.357

262

GP_Bach

.23

.419

262

GP_Grad

.13

.341

262

GP_NA

.09

.284

262

Sib_HS

.19

.391

262

Sib_SomeCollege

.26

.439

262

Sib_Bach

.21

.405

262

Sib_Grad

.06

.247

262

Sib_NA

.19

.394

262

Race_BLK

.08

.278

262

Race_Multi

.08

.266

262

Race_Other

.07

.253

262

Sexuality_Homo

.04

.192

262

Sexuality_Bi

.13

.337

262

Sexuality_Pan

.06

.247

262

Sexuality_All_Other

.05

.209

262

Model Summaryb
Model
1

R
.406a

R Square

Adjusted R

Std. Error of the

Square

Estimate

.165

.096

Durbin-Watson

5.368

2.249

a. Predictors: (Constant), Sexuality_All_Other, Race_BLK, Sib_Grad, GP_SomeCollege,
Sexuality_Homo, Marital_Flag, Race_Other, Sib_HS, Sexuality_Bi, Race_Multi,
Sexuality_Pan, GP_NA, GP_Grad, Sib_NA, GP_Bach, Sib_Bach, Gender_Flag,
Age_Flag, Sib_SomeCollege, GP_HS
b. Dependent Variable: Friends_No_2_4_9

220

ANOVAa
Model
1

Sum of Squares

df

Mean Square

F

Regression

1371.290

20

68.564

Residual

6944.130

241

28.814

Total

8315.420

261

Sig.

2.380

.001b

a. Dependent Variable: Friends_No_2_4_9
b. Predictors: (Constant), Sexuality_All_Other, Race_BLK, Sib_Grad, GP_SomeCollege,
Sexuality_Homo, Marital_Flag, Race_Other, Sib_HS, Sexuality_Bi, Race_Multi, Sexuality_Pan,
GP_NA, GP_Grad, Sib_NA, GP_Bach, Sib_Bach, Gender_Flag, Age_Flag, Sib_SomeCollege,
GP_HS

Residuals Statisticsa
Minimum
Predicted Value

Maximum

Mean

Std. Deviation

N

25.03

38.83

34.10

2.292

262

-3.958

2.065

.000

1.000

262

.905

2.582

1.465

.406

262

23.45

39.31

34.10

2.368

262

-18.018

10.850

.000

5.158

262

Std. Residual

-3.357

2.021

.000

.961

262

Stud. Residual

-3.532

2.162

.000

1.008

262

-19.950

12.416

-.003

5.685

262

-3.620

2.179

-.002

1.013

262

Mahal. Distance

6.415

59.403

19.924

11.308

262

Cook's Distance

.000

.064

.005

.009

262

Centered Leverage Value

.025

.228

.076

.043

262

Std. Predicted Value
Standard Error of Predicted
Value
Adjusted Predicted Value
Residual

Deleted Residual
Stud. Deleted Residual

a. Dependent Variable: Friends_No_2_4_9

221

222

223

