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Geometric construction of Gelfand–Tsetlin modules
over simple Lie algebras
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Abstract
In the present paper we describe a new class of Gelfand–Tsetlin modules for an arbitrary
complex simple finite-dimensional Lie algebra g and give their geometric realization as the
space of ‘δ-functions’ on the flag manifold G/B supported at the 1-dimensional submanifold.
When g = sl(n) (or gl(n)) these modules form a subclass of Gelfand-Tsetlin modules with
infinite dimensional weight subspaces. We discuss their properties and describe the simplicity
criterion for these modules in the case of the Lie algebra sl(3,C).
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Introduction
A study of simple weight modules for a complex reductive finite-dimensional Lie algebra g is
a classical problem in representation theory. Such modules have the diagonalizable action of a
certain Cartan subalgebra h of g. However, a complete classification of simple weight modules
is only known for the Lie algebra sl(2,C) when the result is obvious. A classification of simple
sl(2,C)-modules was obtained in [1] and a classification of simple weight modules with finite-
dimensional weight spaces for any g was described in [5] and [18]. A larger class of weight modules
containing all modules with finite-dimensional weight spaces was extensively studied by many
authors during several decades for the Lie algebra g of type A. The corresponding modules are
called Gelfand–Tsetlin modules. They are defined in a similar manner as the weight modules but
instead of a Cartan subalgebra h of g one uses a certain maximal commutative subalgebra Γ of
the universal enveloping algebra U(g), called the Gelfand–Tsetlin subalgebra, see [3]. Let us recall
that Gelfand–Tsetlin modules are connected with the study of Gelfand–Tsetlin integrable systems
[14], [17], [13], [2]. Properties and explicit constructions of Gelfand–Tsetlin modules for the Lie
algebra g of type A was studied in [4], [3], [19], [20], [12], [6], [7], [9], [8], [11], [24], [22], [23], [21]
among the others.
Allowing only some generators of the Gelfand–Tsetlin subalgebra to have torsion on simple
gl(n,C)-modules leads to partial Gelfand–Tsetlin modules for gl(n,C) which were studied in [10].
These modules decompose into the direct sum of Γ-submodules parameterized by prime ideals of
the Gelfand–Tsetlin subalgebra Γ.
In the present paper, we study a special class of Gelfand–Tsetlin modules for gl(n) and their
analogues for an arbitrary complex simple finite-dimensional Lie algebra g. Let h be a Cartan sub-
algebra of g and b a Borel subalgebra of g containing h. The Beilinson–Bernstein correspondence
provides a geometric realization of Verma modules Mgb (λ) for λ ∈ h
∗. By this correspondence, to
the Verma module Mgb (λ) we associate the vector space of ‘δ-functions’ on the flag manifold G/B
supported at the point eB. From this point of view, we introduce a family of Gelfand–Tsetlin
modules W gb (λ) for λ ∈ h
∗ as the vector space of ‘δ-functions’ on the flag manifold G/B supported
at the 1-dimensional submanifold going through the point eB. Modules W gb (λ) provide first ex-
amples of Gelfand-Tsetlin modules for an arbitrary simple finite-dimensional g with respect to
certain commutative subalgebra Γ of the universal enveloping algebra U(g).
We will not discuss this geometric approach in details, instead we describe everything from
the algebraic point of view. However, geometry serves as a motivation for the purely algebraic
construction of g-modules W gb (λ) considered in this paper.
Verma module Gelfand–Tsetlin module
Mgb (λ) W
g
b (λ)
weights λ−Q+ weights λ−Q
infinitesimal character χλ+ρ infinitesimal character χλ+ρ
cyclic module cyclic module
weight h-module with
finite-dimensional
weight spaces
weight h-module with
infinite-dimensional
weight spaces
θ-Gelfand-Tsetlin module
with
finite Γθ-multiplicities
θ-Gelfand-Tsetlin module
with
finite Γθ-multiplicities
Table 1: Comparison of Verma modules and Gelfand–Tsetlin modules
The content of our article goes as follows. In Section 1, we recall a general notion of Harish-
Chandra modules and define a class of partial Gelfand–Tsetlin modules for an arbitrary complex
simple finite-dimensional Lie algebra g. We also introduce various tensor categories of partial
Gelfand–Tsetlin modules. In Section 2, we use the geometric realization of Verma modules Mgb (λ)
for λ ∈ h∗ described in [16] to obtain a geometric realization of a new family of Γθ-Gelfand–Tsetlin
modules W gb (λ) for λ ∈ h
∗ called θ-Gelfand–Tsetlin modules. We also discuss their properties,
which are summarized in Table 1. Our main result is the following theorem.
Theorem. Let g be a complex simple finite-dimensional Lie algebra with a Cartan subalgebra
h and the corresponding triangular decomposition g = n ⊕ h ⊕ n. Let θ be the maximal root in
∆+ and ∆+θ = ∆
+ \ {θ}. If λ ∈ h∗, then the vector space C[∂xα , α ∈ ∆
+
θ , xθ] has the structure
of a cyclic θ-Gelfand–Tsetlin g-module and every element a ∈ g acts as the following differential
operator
a 7→ −
∑
α∈∆+
[
ad(u(x))ead(u(x))
ead(u(x)) − id
(e− ad(u(x))a)n
]
α
∂xα + (λ+ 2ρ)((e
− ad(u(x))a)h),
where [a]α denotes the α-th coordinate of a ∈ n with respect to a root basis {fα; α ∈ ∆
+} of n, x =
{xα; α ∈ ∆
+} are the corresponding linear coordinate functions on n and u(x) =
∑
α∈∆+ xαfα.
2
Further an and ah are n-part and h-part of a ∈ g with respect to the trinagular decomposition
g = n⊕ h⊕ n.
Furthermore, we establish the simplicity criterion for W gb (λ) in the case of the Lie algebra
sl(3,C) (Theorem 2.16). Let us note that the notions of Gelfand–Tsetlin modules and θ-Gelfand–
Tsetlin modules coincide for sl(3,C). All such simple modules were classified in [6] (see also [9]).
We also describe a relation of Gelfand–Tsetlin modulesW gb (λ) to twisted Verma modulesM
g
b (λ)
w .
For the reader’s convenience, we remind in Appendix A several important facts concerning the
generalized eigenspace decomposition.
Throughout the article, we use the standard notation Z, N and N0 for the set of integers, the
set of natural numbers and the set of natural numbers together with zero, respectively.
1 Gelfand–Tsetlin modules
In this section we introduce a general notion of Harish-Chandra modules and then focus on a
particular class of partial Gelfand–Tsetlin modules and their analogues for an arbitrary complex
simple finite-dimensional Lie algebra.
1.1 Harish-Chandra modules and Gelfand–Tsetlin modules
For a commutative C-algebra Γ we denote by Hom(Γ,C) the set of all characters of Γ, i.e. C-
algebra homomorphisms from Γ to C. Let us note that if Γ is finitely generated, then there is a
natural identification between the set Hom(Γ,C) of all characters of Γ and the set SpecmΓ of all
maximal ideals of Γ, which corresponds to a complex algebraic variety.
Let M be a Γ-module. For each χ ∈ Hom(Γ,C) we set
Mχ = {v ∈M ; (∃k ∈ N) (∀a ∈ Γ) (a− χ(a))
kv = 0} (1.1)
and call it the Γ-weight space of M with weight χ. When Mχ 6= {0}, we say that χ is a Γ-weight
of M and the elements of Mχ are called Γ-weight vectors with weight χ. If a Γ-module M satisfies
M =
⊕
χ∈Hom(Γ,C)
Mχ, (1.2)
then we call M a Γ-weight module. The dimension of the vector space Mχ will be called the
Γ-multiplicity of χ inM . We say that a left A-module M is a Harish-Chandra module with respect
to Γ if M is a Γ-weight A-module.
Let A be a C-algebra and let Γ be a commutative C-subalgebra of A. Following [3] we denote by
H(A,Γ) the category of all Γ-weight A-modules and by Hfin(A,Γ) the full subcategory of H(A,Γ)
consisting of those Γ-weight A-modules M satisfying dimMχ < ∞ for all χ ∈ Hom(Γ,C). In the
case when the C-algebra A is the universal enveloping algebra U(g) of a complex Lie algebra g, we
will use the notation H(g,Γ) and Hfin(g,Γ) instead of H(U(g),Γ) and Hfinf(U(g),Γ), respectively.
If Γ and Γ˜ are commutative C-subalgebras of A satisfying Γ ⊂ Γ˜, then we have the following
obvious inclusions
Hfin(A,Γ) ⊂ Hfin(A, Γ˜) ⊂ H(A, Γ˜) ⊂ H(A,Γ),
which are strict in general.
Finally, let us recall that a commutative C-subalgebra Γ of A is a Harish-Chandra subalgebra
if the Γ-bimodule ΓaΓ is finitely generated both as left and as right Γ-module for all a ∈ A.
Example. If g = gl(n,C) and Γ is the Gelfand–Tsetlin subalgebra of U(g) then objects of H(g,Γ)
are the Gelfand–Tsetlin modules studied by many authors.
Let us note that the Γ-weight spaces in the case of the Gelfand–Tsetlin subalgebra Γ of
U(gl(n,C)) are always finite-dimensional in simple gl(n,C)-modules. This need not be the case for
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other commutative C-subalgebras of U(gl(n,C)). However, in all known to us cases the following
is true. We state it as a conjecture in general.
Conjecture. Let g be a complex simple finite-dimensional Lie algebra. If M ∈ H(g,Γ) is a simple
g-module and dimMχ <∞ for some Γ-weight χ of M , then M ∈ Hfin(g,Γ).
Remark. If M is a simple g-module such that Mχ 6= {0} for some χ ∈ Hom(Γ,C), then it is not
clear (and probably not true in general) whether M ∈ H(g,Γ).
1.2 θ-Gelfand–Tsetlin modules
In this section we introduce a class of partial Gelfand–Tsetlin modules for an arbitrary complex
simple finite-dimensional Lie algebra.
Let us consider a complex simple finite-dimensional Lie algebra g and let h be a Cartan subal-
gebra of g. We denote by ∆ the root system of g with respect to h, by ∆+ a positive root system
in ∆ and by Π ⊂ ∆ the set of simple roots. Further, we denote by θ the maximal root of g (by
definition, the highest weight of its adjoint representation) and by hα ∈ h the coroot corresponding
to a root α ∈ ∆.
Definition 1.1. Let sθ be the Lie subalgebra of g generated by an sl(2,C)-triple (eθ, hθ, fθ)
associated to the maximal root θ. Then we define the commutative C-subalgebra Γθ of U(g) as a
C-subalgebra of U(g) generated by the Cartan subalgebra h and by the center Z(sθ) of U(sθ).
The center Z(sθ) of U(sθ) is freely generated by the quadratic Casimir element Casθ defined
by
Casθ = eθfθ + fθeθ +
1
2h
2
θ. (1.3)
Hence, the C-algebra Γθ is freely generated by the coroots hα, α ∈ Π, and by the Casimir element
Casθ. As a consequence, we obtain that the complex algebraic variety corresponding to Hom(Γθ,C)
and SpecmΓθ is isomorphic to C
rank(g)+1. In the next, we will focus on the category H(g,Γθ).
The objects of this category will be called θ-Gelfand–Tsetlin modules.
Proposition 1.2.
(i) The commutative C-subalgebra Γθ of U(g) is a Harish-Chandra subalgebra of U(g).
(ii) Let M be a simple g-module such that Mχ 6= {0} for some χ ∈ Hom(Γθ,C). Then we have
M ∈ H(g,Γθ).
Proof. To prove the first statement it is sufficient to check it for the generators of the Lie algebra
g. Let a ∈ g be such a generator. We may assume that a ∈ gα for some α ∈ ∆. If α = ±θ, then
we have [Casθ, a] = 0. For α 6= ±θ, let us consider the sθ-module
gα,θ =
⊕
j∈Z
gα+jθ.
Since gα,θ is a simple finite-dimensional sθ-module, we obtain that [Casθ, a] = cαa, where cα ∈ C,
which together with [h, a] = α(h)a implies the first and also the second statement. 
We define the full subcategories Iθ,e and Iθ,f of the category of weight (with respect to h)
g-modules consisting of those g-modules on which eθ and fθ is locally nilpotent, respectively. Also
we set Iθ = Iθ,e ∩ Iθ,f .
Proposition 1.3.
(i) The categories Iθ,e, Iθ,f and Iθ are full subcategories of H(g,Γθ).
(ii) Let M be a simple weight g-module such that there exists an integer n ∈ N and a nonzero
vector v ∈ M satisfying enθ v = 0 (respectively, f
n
θ v = 0). Then we have M ∈ Iθ,e (respec-
tively, M ∈ Iθ,f), and hence M ∈ H(g,Γθ).
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Proof. If M ∈ Iθ,e, then Casθ is locally finite on M . This implies the first statement. The second
statement follows from the simplicity of M and item (i). 
We will denote Iθ,e,fin = Iθ,e∩Hfin(g,Γθ), and similarly Iθ,f,fin, Iθ,fin. Let Γ be a commutative
C-subalgebra of U(g) containing h and Z(sθ). Since Hfin(g,Γθ) ⊂ Hfin(g,Γ), we immediately have
the following statement.
Corollary 1.4. The categories Iθ,e,fin, Iθ,f,fin and Iθ,fin are full subcategories of Hfin(g,Γ).
One wonders how large all these categories are. Clearly, Iθ,fin contains all finite-dimensional g-
modules; Iθ,e,fin contains the whole category O and all parabolically induced g-modules when the
Levi factor l of the parabolic subalgebra p = l⊕u of g does not contain eθ, fθ and eθ ∈ u. Moreover,
it was shown in [6] that certain simple non-parabolically induced Gelfand–Tsetlin sl(3,C)-modules
with respect to the Gelfand–Tsetlin subalgebra belong to the categories Iθ,e,fin, Iθ,f,fin and Iθ,fin.
Such modules have infinite-dimensional weight spaces. Furthermore, using the parabolic induction
from such simple Gelfand–Tsetlin sl(3,C)-modules one can construct simple g-modules respectively
in categories Iθ,e, Iθ,f and Iθ for any g of rank rank(g) ≥ 3 (in order to have sl(3,C)+h as a Levi
factor of some parabolic subalgebra).
Let us note that H(g,Γθ), Hfin(g,Γθ), Iθ,e,fin, Iθ,f,fin and Iθ,fin are not tensor categories,
except the case g = sl(2,C) when Iθ,e,fin (respectively, Iθ,f,fin) consists of extensions of highest
(respectively, lowest) weight g-modules and their directs sums and Iθ,fin consists of sums of finite-
dimensional g-modules. Nevertheless, we have the following statement as a consequence of the
definitions.
Theorem 1.5. The categories Iθ,e, Iθ,f and Iθ are tensor categories.
2 Geometric construction of θ-Gelfand–Tsetlin modules
2.1 Geometric realization of Verma modules
Let us consider a complex simple Lie algebra g and let h be a Cartan subalgebra of g. We denote
by ∆ the root system of g with respect to h, by ∆+ a positive root system in ∆ and by Π ⊂ ∆
the set of simple roots. The standard Borel subalgebra b of g is defined through b = h ⊕ n with
the nilradical n and the opposite nilradical n given by
n =
⊕
α∈∆+
gα and n =
⊕
α∈∆+
g−α. (2.1)
Moreover, we have a triangular decomposition
g = n⊕ h⊕ n (2.2)
of the Lie algebra g. Furthermore, we define the height ht(α) of α ∈ ∆ by
ht(
∑r
i=1aiαi) =
∑r
i=1ai, (2.3)
where r = rank(g) and Π = {α1, α2, . . . , αr}. If we denote k = ht(θ), where θ is the maximal
root of g (by definition, the highest weight of its adjoint representation), then g is a |k|-graded
Lie algebra with respect to the grading given by gi =
⊕
α∈∆,ht(α)=i gα for 0 6= i ∈ Z and g0 = h.
Moreover, we have
n = g−k ⊕ · · · ⊕ g−1, h = g0, n = g1 ⊕ · · · ⊕ gk (2.4)
together with g−k = g−θ and gk = gθ. We also set
Q =
∑
α∈∆+
Zα =
r⊕
i=1
Zαi and Q+ =
∑
α∈∆+
N0α =
r⊕
i=1
N0αi (2.5)
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and call Q the root lattice. Let us note that for any positive root α ∈ ∆+, we have θ − α ∈ Q+.
Furthermore, we introduce the notation ∆+θ to stand for ∆
+ \ {θ}.
For λ ∈ h∗ we denote by Cλ the 1-dimensional representation of b defined by
av = λ(a)v (2.6)
for a ∈ h, v ∈ Cλ ≃ C (as vector spaces) and trivially extended to a representation of b = h⊕ n.
Definition 2.1. Let λ ∈ h∗. Then the Verma module Mgb (λ) is the induced module
Mgb (λ) = Ind
g
b Cλ ≡ U(g)⊗U(b) Cλ ≃ U(n)⊗C Cλ, (2.7)
where the last isomorphism of U(n)-modules follows from Poincaré–Birkhoff–Witt theorem.
In the next, we shall need the action of the center Z(g) of the universal enveloping algebra U(g)
on Verma modules Mgb (λ) for λ ∈ h
∗. Using (2.2) together with Poincaré–Birkhof–Witt theorem
we obtain
U(g) = U(h)⊕ (nU(g) + U(g) n). (2.8)
Let us consider the projection p : U(g)→ U(h) with respect to the direct sum decomposition (2.8)
and the C-algebra automorphism f : U(h)→ U(h) defined by
f(h) = h− ρ(h)1 (2.9)
for all h ∈ h, where ρ ∈ h∗ is the Weyl vector given through
ρ =
1
2
∑
α∈∆+
α. (2.10)
We denote by γ : Z(g) → U(h) the restriction of f ◦ p to the center Z(g) of U(g). The mapping
γ : Z(g)→ U(h) is a homomorphism of associative C-algebras and does not depend on the choice
of the positive root system ∆+. It is called the Harish-Chandra homomorphism.
A C-algebra homomorphism from Z(g) to C is called a central character. For each λ ∈ h∗ we
define a central character χλ : Z(g)→ C by
χλ(z) = (γ(z))(λ) (2.11)
for z ∈ Z(g), where we identify U(h) ≃ S(h) with the C-algebra of polynomial functions on h∗.
The action of the center Z(g) of U(g) on Verma modules Mgb (λ) for λ ∈ h
∗ is then given by
zv = χλ+ρ(z)v (2.12)
for all z ∈ Z(g) and v ∈Mgb (λ).
We briefly describe the geometric realization of Verma modules given in [16]. This nice ge-
ometric realization enables us to construct new interesting simple modules for the Lie algebra
g.
Let {fα; α ∈ ∆
+} be a basis of the opposite nilradical n. We denote by x = {xα; α ∈ ∆
+}
the corresponding linear coordinate functions on n with respect to the basis {fα; α ∈ ∆
+} of n.
Then we have a canonical isomorphism C[n] ≃ C[x] of C-algebras, and the Weyl algebra Agn of
the vector space n is generated by {xα, ∂xα ; α ∈ ∆
+} together with the canonical commutation
relations. For λ ∈ h∗ there is a homomorphism
πλ : g→ A
g
n
(2.13)
of Lie algebras given through
πλ(a) = −
∑
α∈∆+
[
ad(u(x))ead(u(x))
ead(u(x)) − id
(e− ad(u(x))a)n
]
α
∂xα + (λ+ ρ)((e
− ad(u(x))a)h) (2.14)
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for all a ∈ g, where [a]α denotes the α-th coordinate of a ∈ n with respect to the basis {fα; α ∈ ∆
+}
of n, further an and ah are n-part and h-part of a ∈ g with respect to the trinagular decomposition
g = n⊕ h⊕ n, and finally the element u(x) ∈ C[n]⊗C g is given by
u(x) =
∑
α∈∆+
xαfα. (2.15)
Let us note that C[n]⊗Cg has the natural structure of a Lie algebra. Hence, we have a well-defined
C-linear mapping ad(u(x)) : C[n]⊗C g→ C[n]⊗C g.
In particular, we have
πλ(a) = −
∑
α∈∆+
[
ad(u(x))
ead(u(x)) − id
a
]
α
∂xα (2.16)
for a ∈ n and
πλ(a) =
∑
α∈∆+
[ad(u(x))a]α∂xα + (λ + ρ)(a) (2.17)
for a ∈ h. The Verma module Mgb (λ) for λ ∈ h
∗ is then realized as Agn/IV, where IV is the left
ideal of Agn defined by IV = (xα, α ∈ ∆
+), see e.g. [16]. The g-module structure on Agn/IV is given
through the homomorphism πλ+ρ : g→ A
g
n
of Lie algebras.
In the next, we change the left ideal IV of the Weyl algebra A
g
n to produce a class of θ-Gelfand–
Tsetlin modules. These g-modules will be the subject of our interest.
2.2 Geometric realization of θ-Gelfand–Tsetlin modules
We need to introduce a suitable basis of the Lie algebra g. Let {eα; α ∈ ∆
+} be a root basis of
the nilradical n and let {fα; α ∈ ∆
+} be a root basis of the opposite nilradical n. If we denote
by hα ∈ h the coroot corresponding to a root α ∈ ∆
+, then {hα; α ∈ Π} is a basis of the Cartan
subalgebra h.
Let us note that the Lie subalgebra of g generated by {eα, hα, fα} for α ∈ ∆
+ is isomorphic
to sl(2,C).
Definition 2.2. Let λ ∈ h∗. Then the g-module W gb (λ) is defined by
W gb (λ) ≃ A
g
n
/IGT ≃ C[∂xα , α ∈ ∆
+
θ , xθ], IGT = (xα, α ∈ ∆
+
θ , ∂xθ), (2.18)
where the g-module structure on Agn/IGT is given through the homomorphism πλ+ρ : g → A
g
n of
Lie algebras.
Remark. Although, the definition ofW gb (λ) for λ ∈ h
∗ makes sense for any complex simple finite-
dimensional Lie algebra g, we exclude the case g = sl(2,C). For g = sl(2,C) the g-module W gb (λ)
is isomorphic to the contragredient Verma module Mg
b
(λ+ 2ρ)∗ for the opposite standard Borel
subalgebra b = h⊕ n.
Let M be an h-module. For each µ ∈ h∗ we set
Mµ = {v ∈M ; (∀h ∈ h)hv = µ(h)v} (2.19)
and call it the weight space of M with weight µ. When Mµ 6= {0}, we say that µ is a weight of
M and the elements of Mµ are called weight vectors with weight µ. If an h-module M satisfies
M =
⊕
µ∈h∗
Mµ, (2.20)
then we call M a weight module.
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Therefore, the first natural question is whether W gb (λ) is a weight module and how the action
of the center Z(g) of U(g) on W gb (λ) looks.
Lemma 2.3. Let λ ∈ h∗. Then we have
πλ(h) =
∑
α∈∆+
α(h)xα∂xα + (λ+ ρ)(h)
=
∑
α∈∆+
θ
α(h)∂xαxα + θ(h)xθ∂xθ + (λ− ρ+ θ)(h)
(2.21)
for all h ∈ h.
Proof. For h ∈ h we have
[u(x), h] =
∑
α∈∆+
xα[fα, h] =
∑
α∈∆+
α(h)xαfα,
which together with (2.17) enables us to write
πλ(h) =
∑
α∈∆+
α(h)xα∂xα + (λ+ ρ)(h)
=
∑
α∈∆+
θ
α(h)∂xαxα + θ(h)xθ∂xθ + (λ− ρ+ θ)(h)
for all h ∈ h, where we used (2.10) in the second equality. 
We denote by Z∆
+
and ZΠ the set of all functions from ∆+ to Z and from Π to Z, respectively.
Since we have Π ⊂ ∆+, an element of ZΠ will be also regarded as an element of Z∆
+
extended by
0 on ∆+ \Π. A similar notation is introduced for N∆
+
0 and N
Π
0 .
For a ∈ N∆
+
0 we define by
wλ,a =
∏
α∈∆+
θ
∂aαxαx
aθ
θ (2.22)
a vector in W gb (λ). The subset {wλ,a; a ∈ N
∆+
0 } of W
g
b (λ) forms a basis of W
g
b (λ). As wλ,a is a
weight vector with weight
µλ,a = −
∑
α∈∆+
θ
aαα+ aθθ + λ+ θ (2.23)
for all a ∈ N∆
+
0 , as easily follows from (2.21), we obtain that W
g
b (λ) is a weight module. However,
we need a basis of weight spaces. Since any positive root α ∈ ∆+ can be expressed as
α =
r∑
i=1
mα,iαi, (2.24)
where mα,i ∈ N0 for all i = 1, 2, . . . , r and Π = {α1, α2, . . . , αr}, we define tα ∈ Z
∆+ for α ∈ ∆+\Π
by
tθ(β) =


mθ,i for β = αi,
1 for β = θ,
0 for β 6= θ and β /∈ Π
(2.25)
and
tα(β) =


−mα,i for β = αi,
1 for β = α,
0 for β 6= α and β /∈ Π
(2.26)
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for α 6= θ. Furthermore, we define subsets Λ+ and Λ
θ
+ of Z
∆+ by
Λ+ = {
∑
α∈∆+\Π nαtα; nα ∈ N0 for all α ∈ ∆
+ \Π} (2.27)
and
Λθ+ = {
∑
α∈∆+
θ
\Π nαtα; nα ∈ N0 for all α ∈ ∆
+
θ \Π}, (2.28)
respectively.
Lemma 2.4. Let λ ∈ h∗ and a, b ∈ Z∆
+
. Then µλ,a = µλ,b if and only if
b = a+
∑
α∈∆+\Π
nαtα, (2.29)
where nα ∈ Z for all α ∈ ∆
+ \Π.
Proof. Let λ ∈ h∗ and a, b ∈ Z∆
+
. If b = a+
∑
α∈∆+\Π nαtα, where nα ∈ Z for α ∈ ∆
+\Π, then we
have µλ,a = µλ,b. On the other hand, let us assume that µλ,a = µλ,b. Then we set nα = bα−aα for
α ∈ ∆+ \Π and define c = a+
∑
α∈∆+\Π nαtα. Hence, we have cα = aα+nα = bα for α ∈ ∆
+ \Π
and cαi = aαi −
∑
α∈∆+
θ
\Π nαmα,i + nθmθ,i for i = 1, 2, . . . , r. Further, since µλ,a = µλ,b, we may
write
µλ,b − µλ,a =
∑
α∈∆+
θ
(aα − bα)α− (aθ − bθ)θ
=
r∑
i=1
(aαi − bαi)αi +
r∑
i=1
∑
α∈∆+
θ
\Π
(aα − bα)mα,iαi −
r∑
i=1
(aθ − bθ)mθ,iαi
=
r∑
i=1
(
aαi − bαi +
∑
α∈∆+
θ
\Π
(aα − bα)mα,i − (aθ − bθ)mθ,i
)
αi
=
r∑
i=1
(
aαi − bαi −
∑
α∈∆+
θ
\Π
nαmα,i + nθmθ,i
)
αi = 0,
where we used (2.24). As the set {α1, α2, . . . , αr} forms a basis of h
∗, we get
aαi − bαi −
∑
α∈∆+
θ
\Π
nαmα,i + nθmθ,i = 0,
which implies that cαi = bαi for i = 1, 2, . . . , r. Hence, we have cα = bα for all α ∈ ∆
+ and we are
done. 
Proposition 2.5. Let λ ∈ h∗. Then the set of all weights of W gb (λ) is {µλ,a; a ∈ Z
Π}. Moreover,
we have that W gb (λ) is a weight h-module with infinite dimensional weight spaces and the subset
{wλ,a+natθ+t; t ∈ Λ+, a+ natθ + t ∈ N
∆+
0 } (2.30)
ofW gb (λ)µλ,a forms a basis ofW
g
b (λ)µλ,a for all a ∈ Z
Π, where na ∈ N0 is the smallest non-negative
integer satisfying a+ natθ ∈ N
∆+
0 .
Proof. From the previous considerations we know that W gb (λ) is a weight h-module and that all
weighs are of the form µλ,a for some a ∈ Z
Π as follows from (2.23). Now, let us consider a ∈ ZΠ.
Since θ − α ∈ Q+ for all α ∈ ∆
+, i.e. mθ,i 6= 0 for all i = 1, 2, . . . , r, there exists the smallest
non-negative integer na ∈ N0 such that a+ natθ ∈ N
∆+
0 . Moreover, we have µλ,a = µλ,a+natθ ,
which implies that µλ,a is a weight of W
g
b (λ), since wλ,a+natθ is a weight vector with weight
µλ,a. Further, since a+ (na + n)tθ ∈ N
∆+
0 and µλ,a = µλ,a+(na+n)tθ for all n ∈ N0, we obtain
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that W gb (λ)µλ,a contains the subset {wλ,a+(na+n)tθ ; n ∈ N0}, which implies that the weight space
W gb (λ)µλ,a is infinite dimensional.
Let us assume that wλ,b ∈ W
g
b (λ)µλ,a for a ∈ Z
Π and b ∈ N∆
+
0 . Then we have µλ,a = µλ,b. By
Lemma 2.4 we get
b = a+
∑
α∈∆+\Π
nαtα,
where nα ∈ Z for all α ∈ ∆
+ \ Π. Therefore, we have bα = aα + nα = nα for α ∈ ∆
+ \ Π
and bαi = aαi + nθmθ,i −
∑
α∈∆+
θ
\Π nαmα,i for i = 1, 2, . . . , r. Since bα ∈ N0 for α ∈ ∆
+, we get
nα ∈ N0 for α ∈ ∆
+ \Π and
0 ≤ aαi + nθmθ,i −
∑
α∈∆+
θ
\Π
nαmα,i ≤ aαi + nθmθ,i
for i = 1, 2, . . . , r. Hence, we obtain that nθ ∈ N0 and a+ nθtθ ∈ N
∆+
0 . If we denote by na ∈ N0
the smallest non-negative integer satisfying a+ natθ ∈ N
∆+
0 , then we may write nθ in the form
nθ = na + n
′
θ for n
′
θ ∈ N0. This finishes the proof. 
Theorem 2.6. Let λ ∈ h∗. Then we have
zv = χλ+ρ(z)v (2.31)
for all z ∈ Z(g) and v ∈W gb (λ).
Proof. For λ ∈ h∗ we show that
πλ+ρ(z) = χλ+ρ(z)
for all z ∈ Z(g), which implies the required statement. For that reason, let us consider the Verma
module Mgb (λ) for λ ∈ h
∗. Then we have zv = χλ+ρ(z)v for all z ∈ Z(g) and v ∈ M
g
b (λ),
which follows from (2.12). As the Verma module Mgb (λ) is realized as A
g
n/IV ≃ C[∂xα , α ∈ ∆
+],
where the g-module structure on Agn/IV is given through the homomorphism πλ+ρ : g→ A
g
n of Lie
algebras, we have
πλ+ρ(z)v = χλ+ρ(z)v
for all v ∈ C[∂xα , α ∈ ∆
+]. Therefore, we have πλ+ρ(z) = χλ+ρ(z) for all z ∈ Z(g). 
In the following, we give an explicit form of πλ(Casθ) for all λ ∈ h
∗. Let us recall that the Lie
subalgebra of g generated by {eθ, hθ, fθ} is denoted by sθ.
For λ ∈ h∗ we introduce a linear mapping
σλ : g→ A
g
n (2.32)
by
σλ(a) = −
∑
α∈∆+
[
ad(v(x))ead(v(x))
ead(v(x)) − id
(e− ad(v(x))a)n
]
α
∂xα + (λ+ ρ)((e
− ad(v(x))a)h) (2.33)
for all a ∈ g, where
v(x) =
∑
α∈∆+
θ
xαfα (2.34)
and we use the same convention as in (2.14). In particular, we have
σλ(a) = −
∑
α∈∆+
[
ad(v(x))
ead(v(x)) − id
a
]
α
∂xα (2.35)
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for a ∈ n and
σλ(a) =
∑
α∈∆+
[ad(v(x))a]α∂xα + (λ + ρ)(a) (2.36)
for a ∈ h.
Proposition 2.7. Let λ ∈ h∗. Then we have
πλ(eα) = xθπλ([eα, fθ]) + σλ(eα) (2.37)
for α ∈ ∆+θ .
Proof. Let us assume that α ∈ ∆+θ . Since u(x) = v(x) + xθfθ and [v(x), xθfθ] = 0, we may write
e− ad(u(x))eα = e
− ad(v(x))−ad(xθfθ)eα = e
− ad(v(x))e− ad(xθfθ)eα
= e− ad(v(x))(eα − ad(xθfθ)eα) = e
− ad(v(x))(eθ + xθ[eα, fθ]),
which implies
(e− ad(u(x))eα)h = (e
− ad(v(x))eα)h (2.38)
and
(e− ad(u(x))eα)n = (e
− ad(v(x))eα)n + xθe
− ad(v(x))[eα, fθ]. (2.39)
Finally, using (2.14) we may write
πλ(eα) = −
∑
α∈∆+
[
ad(u(x))ead(u(x))
ead(u(x)) − id
(e− ad(u(x))eα)n
]
α
∂xα + (λ+ ρ)((e
− ad(u(x))eα)h)
= −
∑
α∈∆+
[
ad(v(x))ead(v(x))
ead(v(x)) − id
(e− ad(u(x))eα)n
]
α
∂xα + (λ+ ρ)((e
− ad(u(x))eα)h)
= −
∑
α∈∆+
[
ad(v(x))ead(v(x))
ead(v(x)) − id
(e− ad(v(x))eα)n
]
α
∂xα + (λ+ ρ)((e
− ad(v(x))eα)h)
−
∑
α∈∆+
xθ
[
ad(v(x))ead(v(x))
ead(v(x)) − id
e− ad(v(x))[eα, fθ]
]
α
∂xα ,
were we used [u(x), a] = [v(x), a] for all a ∈ n in the second equality and the formulas (2.38) and
(2.39) in the last equality. Therefore, we get
πλ(eα) = −
∑
α∈∆+
xθ
[
ad(v(x))
ead(v(x)) − id
[eα, fθ]
]
α
∂xα + σλ(eα) = xθπλ([eα, fθ]) + σλ(eα).
This finishes the proof. 
Proposition 2.8. We have
πλ(fθ) = −∂xθ ,
πλ(hθ) =
∑
α∈∆+
α(hθ)xα∂xα + (λ+ ρ)(hθ),
πλ(eθ) = xθ(πλ(hθ)− xθ∂xθ ) + σλ(eθ),
(2.40)
for λ ∈ h∗.
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Proof. Since fθ ∈ z(n), we have [u(x), fθ] = 0. Hence, from (2.16) we obtain
πλ(fθ) = −
∑
α∈∆+
[fθ]α∂xα = −∂xθ .
Further, we have
[u(x), hθ] =
∑
α∈∆+
xα[fα, hθ] =
∑
α∈∆+
α(hθ)xαfα,
which together with (2.17) gives us
πλ(hθ) =
∑
α∈∆+
[u(x), hθ]α∂xα + (λ+ ρ)(hθ) =
∑
α∈∆+
α(hθ)xα∂xα + (λ + ρ)(hθ).
Since u(x) = v(x) + xθfθ and [v(x), xθfθ] = 0, we may write
e− ad(u(x))eθ = e
− ad(v(x))−ad(xθfθ)eθ = e
− ad(v(x))e− ad(xθfθ)eθ
= e− ad(v(x))(eθ − ad(xθfθ)eθ +
1
2 ad(xθfθ)
2eθ) = e
− ad(v(x))(eθ + xθhθ − x
2
θfθ),
which implies
(e− ad(u(x))eθ)h = (e
− ad(v(x))eθ)h + xθhθ (2.41)
and
(e− ad(u(x))eθ)n = (e
− ad(v(x))eθ)n + xθ(e
− ad(v(x))hθ)n − x
2
θfθ. (2.42)
Finally, using (2.14) we may write
πλ(eθ) = −
∑
α∈∆+
[
ad(u(x))ead(u(x))
ead(u(x)) − id
(e− ad(u(x))eθ)n
]
α
∂xα + (λ + ρ)((e
− ad(u(x))eθ)h)
= −
∑
α∈∆+
[
ad(v(x))ead(v(x))
ead(v(x)) − id
(e− ad(u(x))eθ)n
]
α
∂xα + (λ+ ρ)((e
− ad(u(x))eθ)h)
= −
∑
α∈∆+
[
ad(v(x))ead(v(x))
ead(v(x)) − id
(e− ad(v(x))eθ)n
]
α
∂xα + (λ+ ρ)((e
− ad(v(x))eθ)h)
−
∑
α∈∆+
xθ
[
ad(v(x))ead(v(x))
ead(v(x)) − id
(e− ad(v(x))hθ)n
]
α
∂xα +
∑
α∈∆+
x2θ
[
ad(v(x))ead(v(x))
ead(v(x)) − id
fθ
]
α
∂xα
+ xθ(λ+ ρ)(hθ),
were we used [u(x), a] = [v(x), a] for all a ∈ n in the second equality and the formulas (2.41) and
(2.42) in the last equality. Therefore, we get
πλ(eθ) = −
∑
α∈∆+
xθ
[
ad(v(x))ead(v(x))
ead(v(x)) − id
(e− ad(v(x))hθ)n
]
α
∂xα +
∑
α∈∆+
x2θ[fθ]α∂xα
+ xθ(λ + ρ)(hθ) + σλ(eθ)
= −
∑
α∈∆+
xθ
[
ad(v(x))ead(v(x))
ead(v(x)) − id
(e− ad(v(x))hθ)n
]
α
∂xα + x
2
θ∂xθ
+ xθ(λ + ρ)(hθ) + σλ(eθ).
Further, since we have (e− ad(v(x))hθ)n = (e
− ad(v(x)) − id)hθ, we may write
πλ(eθ) = −
∑
α∈∆+
xθ
[
ad(v(x))ead(v(x))
ead(v(x)) − id
(e− ad(v(x)) − id)hθ
]
α
∂xα + x
2
θ∂xθ
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+ xθ(λ+ ρ)(hθ) + σλ(eθ)
=
∑
α∈∆+
xθ[ad(v(x))hθ ]α∂xα + x
2
θ∂xθ + xθ(λ+ ρ)(hθ) + σλ(eθ)
=
∑
α∈∆+
xθ[u(x), hθ]α∂xα − x
2
θ∂xθ + xθ(λ+ ρ)(hθ) + σλ(eθ)
= xθ(πλ(hθ)− xθ∂xθ) + σλ(eθ).
This finishes the proof. 
Theorem 2.9. Let λ ∈ h∗. Then W gb (λ) is a cyclic g-module.
Proof. Since the polynomials [(e− ad(v(x))eθ)h]α and [(e
− ad(v(x))eθ)n]α do not contain the constant
and linear term for all α ∈ ∆+, we obtain, using (2.33), that σλ+ρ(eθ)x
n
θ = 0 for n ∈ N0. Hence,
we have
πλ+ρ(eθ)x
n
θ = xθ(πλ+ρ(hθ)− xθ∂xθ)x
n
θ = xθ(xθ∂xθ + (λ + θ)(hθ))x
n
θ = (λ(hθ) + n+ 2)x
n+1
θ ,
πλ+ρ(hθ)x
n
θ = (2xθ∂xθ + (λ+ θ)(hθ))x
n
θ = (λ(hθ) + 2 + 2n)x
n
θ ,
πλ+ρ(fθ)x
n
θ = −nx
n−1
θ
for n ∈ N0, where we used (2.21), which gives us C[xθ] = U(sθ)1 provided λ(hθ) + 2 /∈ −N0 and
C[xθ] = U(sθ)x
−λ(hθ)−1
θ if λ(hθ) + 2 ∈ −N0.
From (2.16) and the identity
ad(u(x))
ead(u(x)) − id
a = a+
ad(u(x))− ead(u(x)) + id
ead(u(x)) − id
a
for all a ∈ n, we obtain
πλ+ρ(fα) = −∂xα + π
′
λ+ρ(fα)
for α ∈ ∆+, where
π′λ+ρ(a) = −
∑
α∈∆+
[
ad(u(x)) − ead(u(x)) + id
ead(u(x)) − id
a
]
α
∂xα .
Further, for k ∈ N0 we denote by FkW
g
b (λ) the vector subspace of W
g
b (λ) consisting of all poly-
nomials of degree at most k in the variables ∂xα , α ∈ ∆
+
θ . Hence, we have an increasing filtration
{FkW
g
b (λ)}k∈N0 on W
g
b (λ). As the polynomial[
ad(u(x)) − ead(u(x)) + id
ead(u(x)) − id
a
]
α
does not contain the constant term and does not depend on xθ for all α ∈ ∆
+ and a ∈ n, we get
π′λ+ρ(fα)(FkW
g
b (λ)) ⊂ FkW
g
b (λ)
for k ∈ N0 and α ∈ ∆
+. Therefore, we have
πλ+ρ(fα)(FkW
g
b (λ))/FkW
g
b (λ) = ∂xαFkW
g
b (λ)/FkW
g
b (λ)
for k ∈ N0 and α ∈ ∆
+, which together with F0W
g
b (λ) = C[xθ] gives us that W
g
b (λ) is generated
by C[xθ]. As C[xθ] is generated by one vector, we get that W
g
b (λ) is a cyclic g-module. 
Proposition 2.10. Let λ ∈ h∗. Then the Casimir operator πλ(Casθ) has the form
πλ(Casθ) = πλ(Casθ)s + πλ(Casθ)n, (2.43)
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where
πλ(Casθ)s =
1
2σλ(hθ)(σλ(hθ)− 2) (2.44)
is a semisimple operator and
πλ(Casθ)n = 2σλ(eθ)σλ(fθ) (2.45)
is a locally nilpotent operator. Moreover, the weight vector wλ,a+(na+nθ)tθ+t with weight µλ,a for
a ∈ ZΠ, nθ ∈ N0 and t ∈ Λ
θ
+ is an eigenvector of πλ+ρ(Casθ)s with eigenvalue
cλ,a,nθ =
1
2 (µλ,a(hθ)− 2(na + nθ))(µλ,a(hθ)− 2(na + nθ + 1)) (2.46)
provided a+ (na + nθ)tθ + t ∈ N
∆+
0 , where na ∈ N0 is the smallest non-negative integer satisfying
a+ natθ ∈ N
∆+
0 .
Proof. As Casθ = eθfθ + fθeθ +
1
2h
2
θ = 2fθeθ +
1
2hθ(hθ + 2), we may write
πλ(Casθ) = 2πλ(fθ)πλ(eθ) +
1
2πλ(hθ)(πλ(hθ) + 2)
= −2∂xθ(xθ(πλ(hθ)− xθ∂xθ) + σλ(eθ)) +
1
2πλ(hθ)(πλ(hθ) + 2)
= −2(xθ∂xθ + 1)(πλ(hθ)− xθ∂xθ)− 2∂xθσλ(eθ) +
1
2πλ(hθ)(πλ(hθ) + 2),
where we used Proposition 2.8. If we denote
πλ(Casθ)s = −2(xθ∂xθ + 1)(πλ(hθ)− xθ∂xθ ) +
1
2πλ(hθ)(πλ(hθ) + 2)
and
πλ(Casθ)n = −2∂xθσλ(eθ),
we obtain πλ(Casθ) = πλ(Casθ)s + πλ(Casθ)n. Further, we have
πλ(Casθ)n = −2∂xθσλ(eθ) = −2σλ(eθ)∂xθ = 2σλ(eθ)σλ(fθ)
and
πλ(Casθ)s = −2(xθ∂xθ + 1)(πλ(hθ)− xθ∂xθ ) +
1
2πλ(hθ)(πλ(hθ) + 2)
= −2(xθ∂xθ + 1)(σλ(hθ) + xθ∂xθ ) +
1
2 (σλ(hθ) + 2xθ∂xθ )(σλ(hθ) + 2xθ∂xθ + 2)
= −2σλ(hθ) +
1
2σλ(hθ)(σλ(hθ + 2) =
1
2σλ(hθ)(σλ(hθ)− 2),
where we used πλ(hθ) = σλ(hθ) + 2xθ∂xθ , which easily follows from (2.36) and Proposition 2.8.
Now, let a ∈ ZΠ. Then the weight vector wλ−ρ,a+(na+nθ)tθ+t with weight µλ−ρ,a for nθ ∈ N0
and t ∈ Λθ+ is an eigenvector of σλ(hθ) and therefore also of πλ(Casθ)s if a+ (na + nθ)tθ + t ∈ N
∆+
0 ,
since we have
σλ(hθ)wλ−ρ,a+(na+nθ)tθ+t = (πλ(hθ)− 2xθ∂xθ)wλ−ρ,a+(na+nθ)tθ+t
= (µλ−ρ,a(hθ)− 2(na + nθ))wλ−ρ,a+(na+nθ)tθ+t.
As {wλ−ρ,a+(na+nθ)tθ+t; a ∈ Z
Π, nθ ∈ N0, t ∈ Λ
θ
+, a + (na + nθ)tθ + t ∈ N
∆+
0 } forms a basis of
W gb (λ− ρ), we get that πλ(Casθ)s is a semisimple operator.
Since σλ(fθ) is obviously a locally nilpotent operator and σλ(fθ)σλ(eθ) = σλ(eθ)σλ(fθ), we
obtain that πλ(Casθ)n is also a locally nilpotent operator. 
The main disadvantage of g-modules W gb (λ) for λ ∈ h
∗, in comparison with objects of the
category O, is infinite dimensional weight spaces. However, we can enlarge the Cartan subalgebra
h of g to a commutative subalgebra Γθ of U(g) in such a way thatW
g
b (λ) for λ ∈ h
∗ is a θ-Gelfand–
Tsetlin module, i.e. W gb (λ) ∈ H(g,Γθ).
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Theorem 2.11. Let λ ∈ h∗. Then the g-module W gb (λ) is a θ-Gelfand–Tsetlin module with finite
Γθ-multiplicities, i.e. W
g
b (λ) ∈ Hfin(g,Γθ).
Proof. To prove that Γθ-weight spaces are finite-dimensional we apply Theorem A.2. For that
reason, let us introduce an N0-grading on W
g
b (λ). For r ∈ N0 we denote by W
g
b (λ)r the vector
subspace of W gb (λ) consisting of all homogenous polynomials of degree r in the variables ∂xα ,
α ∈ ∆+θ , and xθ. Moreover, we have dimW
g
b (λ)r < ∞ for all r ∈ N0. Since the polynomials
[(e− ad(v(x))eθ)h]α and [(e
− ad(v(x))eθ)n]α do not contain the constant and linear term for all α ∈ ∆
+,
we obtain, using (2.33), that
σλ+ρ(eθ)(FrW
g
b (λ)) ⊂ Fr−1W
g
b (λ)
for r ∈ N0, which together with
σλ+ρ(hθ)(W
g
b (λ)r) ⊂W
g
b (λ)r and σλ+ρ(fθ)(W
g
b (λ)r) ⊂W
g
b (λ)r−1
for r ∈ N0, according to Proposition 2.10, gives us
πλ+ρ(Casθ)s(W
g
b (λ)r) ⊂W
g
b (λ)r , πλ+ρ(Casθ)s(FrW
g
b (λ)) ⊂ Fr−2W
g
b (λ)
for all r ∈ N0. Therefore, the assumptions of Theorem A.2 are satisfied.
Let χ ∈ Hom(Γθ,C) be a Γθ-weight of W
g
b (λ). Let us denote µ = χ|h and c = χ(Casθ). Then
µ ∈ h∗ is an h-weight of W gb (λ) and we have W
g
b (λ)χ ⊂ W
g
b (λ)µ. By Proposition 2.5 we obtain
that there exists a ∈ ZΠ such that µ = µλ,a. The N0-grading on W
g
b (λ) induces the N0-grading
on W gb (λ)µa defined by W
g
b (λ)µa,r = W
g
b (λ)µa ∩W
g
b (λ)r for all r ∈ N0. Hence, by using Theorem
A.2 for the linear mapping πλ+ρ(Casθ) on the vector subspace W
g
b (λ)µa , we get that eigenvalues
of πλ+ρ(Casθ) onW
g
b (λ)µa are the same as eigenvalues of πλ+ρ(Casθ)s on W
g
b (λ)µa , and moreover
the dimensions of generalized eigenspaces corresponding to the same eigenvalue are equal. Hence,
by Proposition 2.10 there exists nθ ∈ N0 such that c = cλ,a,nθ . Further, from Proposition 2.5 and
Proposition 2.10 follows that the set
{wλ,a+(na+nθ)tθ+t; nθ ∈ N0, t ∈ Λ
θ
+, a+ (na + nθ)tθ + t ∈ N
∆+
0 }
forms a basis of W gb (λ)µa and wλ,a+(na+nθ)tθ+t is an eigenvectors of πλ+ρ(Casθ)s with eigenvalue
cλ,a,nθ . As we have cλ,a,nθ = cλ,a,n′θ for nθ, n
′
θ ∈ N0 if and only if n
′
θ = nθ or n
′
θ = µλ,a(hθ) −
2na − nθ − 1 provided µλ,a(hθ)− 2na − nθ − 1 ∈ N0, we obtain
dimW gb (λ)χ = ♮{a+ (na + nθ)tθ + t; t ∈ Λ
θ
+, a+ (na + nθ)tθ + t ∈ N
∆+
0 }
+ ♮{a+ (µλ,a(hθ)− na − nθ − 1)tθ + t; t ∈ Λ
θ
+, a+ (µλ,a(hθ)− na − nθ − 1)tθ + t ∈ N
∆+
0 },
which is obviously a finite number. This completes the proof. 
Corollary 2.12. The g-module W gb (λ) belongs to the category Iθ,f,fin for all λ ∈ h
∗.
Corollary 2.13. Let Γ be any commutative subalgebra of U(g) containing Γθ. Then the g-module
W gb (λ) belongs to the category Hfin(U(g),Γ) for all λ ∈ h
∗.
Hence, the θ-Gelfand–Tsetlin g-modules W gb (λ) is a Γ-weight module for any commutative Γ
containing Γθ. In particular, if g = sl(n) (or g = gl(n)) and Γ is a Gelfand-Tsetlin subalgebra of
U(g) containing Casθ then W
g
b (λ) is a Gelfand-Tsetlin module (with respect to a particular choice
of a Gelfand-Tsetlin subalgebra) [3] (in this case the chain of sl(m)-subalgebras contains sl(2)
associated to the root θ). Therefore, the g-modules W gb (λ) can be viewed as examples of Gelfand-
Tsetlin modules for an arbitrary simple finite-dimensional g with respect to any Γ containing
Γθ.
By duality we can similarly construct certain θ-Gelfand–Tsetlin modules in the category Iθ,e,fin.
A comparison of the basic characteristics of Verma modules and Gelfand–Tsetlin modules is given
in Table 1. Their realization is given by the following theorem.
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Theorem 2.14. Let λ ∈ h∗. Then the g-module
A
g
n/IGT ≃ C[∂xα , α ∈ ∆
+
θ , xθ], IGT = (xα, α ∈ ∆
+
θ , ∂xθ ), (2.47)
where the g-module structure on A
g
n/IGT is given through the homomorphism πλ+ρ : g → A
g
n of
Lie algebras with
πλ(a) = −
∑
α∈∆+
[
ad(u(x))ead(u(x))
ead(u(x)) − id
(e− ad(u(x))a)n
]
α
∂xα + (λ+ ρ)((e
− ad(u(x))a)h) (2.48)
for all a ∈ g, is a weight, cyclic θ-Gelfand–Tsetlin module with finite Γθ-multiplicities.
2.3 Gelfand–Tsetlin modules for sl(3,C)
In this section, we will focus more closely on the Gelfand–Tsetlin modules W gb (λ) for λ ∈ h
∗ over
the Lie algebra sl(3,C). In particular, we describe the irreducibility condition for these modules.
We use the notation introduced in the previous section.
Let us consider the complex simple Lie algebra g = sl(3,C). A Cartan subalgebra h of g is
given by diagonal matrices
h = {diag(a1, a2, a3); a1, a2, a3 ∈ C, a1 + a2 + a3 = 0}. (2.49)
For i = 1, 2, 3 we define εi ∈ h
∗ by εi(diag(a1, a2, a3)) = ai. The root system of g with respect to
h is ∆ = {εi − εj ; 1 ≤ i 6= j ≤ 3}. A positive root system in ∆ is ∆
+ = {ε1 − ε2, ε2 − ε3, ε1 − ε3}
and the set of simple roots is Π = {α1, α2} with α1 = ε1 − ε2 and α2 = ε2 − ε3. The remaining
positive root α1 + α2 = ε1 − ε3 is the maximal root θ of g.
Let us introduce a root basis of the niradical n by
eα1 =

0 1 00 0 0
0 0 0

, eθ =

0 0 10 0 0
0 0 0

, eα2 =

0 0 00 0 1
0 0 0


and a root basis of the opposite nilradical n through
fα1 =

0 0 01 0 0
0 0 0

, fθ =

0 0 00 0 0
1 0 0

, fα2 =

0 0 00 0 0
0 1 0

.
The coroots corresponding to the positive roots are given by
hα1 =

1 0 00 −1 0
0 0 0

, hθ =

1 0 00 0 0
0 0 −1

, hα2 =

0 0 00 1 0
0 0 −1

.
These generators fulfill, among others, the commutation relations [eα1 , eα2 ] = eθ and [fα2 , fα1 ] =
fθ. Moreover, we have that (eθ, hθ, fθ) is an sl(2,C)-triple.
Let us recall that {xα1 , xα2 , xθ} are the linear coordinate functions on n with respect to the basis
{fα1 , fα2 , fθ} of n and that the Weyl algebra A
g
n of n is generated by {xα1 , ∂xα1 , xα2 , ∂xα2 , xθ, ∂xθ}
together with the canonical commutation relations. For clarity, we denote x = xα1 , y = xα2 and
z = xθ.
Theorem 2.15. Let λ ∈ h∗. Then the homomorphism πλ : g→ A
g
n
of Lie algebras is given by
πλ(fα1) = −∂x +
1
2y∂z,
πλ(fα2) = −∂y −
1
2x∂z ,
πλ(fθ) = −∂z,
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πλ(eα1) = z(∂y +
1
2x∂z) + x(x∂x −
1
2y∂y + λ1 + 1) +
1
4x
2y∂z,
πλ(eα2) = z(−∂x +
1
2y∂z) + y(y∂y −
1
2x∂x + λ2 + 1)−
1
4xy
2∂z,
πλ(eθ) = z(x∂x + y∂y + z∂z + λ1 + λ2 + 2) +
1
2xy(x∂x − y∂y + λ1 − λ2) +
1
4x
2y2∂z ,
πλ(hα1) = 2x∂x − y∂y + z∂z + λ1 + 1,
πλ(hα2) = −x∂x + 2y∂y + z∂z + λ2 + 1,
πλ(hθ) = x∂x + y∂y + 2z∂z + λ1 + λ2 + 2,
where λ1 = λ(hα1) and λ2 = λ(hα2).
Proof. It follows immediately by a straightforward computation from (2.14). 
The homomorphism πλ : g → A
g
n of Lie algebras enables us to construct a wide class of inter-
esting g-modules. The easiest way is to take a left ideal I of Agn. Then A
g
n/I has the g-module
structure through the homomorphism πλ : g→ A
g
n
.
In the previous section, we considered only the two simplest possible left ideals of the Weyl
algebra Agn. The first one IV = (x, y, z) leads to the Verma modules M
g
b (λ) ≃ A
g
n/IV, while the
second one IGT = (x, y, ∂z) leads to the Gelfand–Tsetlin modules W
g
b (λ) ≃ A
g
n
/IGT. However,
we have much more options, where some of them lead to the so called twisted Verma modules
Mgb (λ)
w labeled by the elements w ∈ W of the Weyl group W of g, see [15].
The twisted Verma modules Mgb (λ)
w for λ ∈ h∗ and w ∈ W are realized as Agn/Iw, where Iw
is the left ideal of Agn defined by
Iw = (xα, α ∈ w
−1(∆+) ∩∆+, ∂xα , α ∈ w
−1(−∆+) ∩∆+) (2.50)
and the g-module structure on Agn/Iw is given through the homomorphism π
w
λ+ρ : g → A
g
n of Lie
algebras defined by
πwλ+ρ = πw−1(λ+ρ) ◦Ad(w˙
−1), (2.51)
where w−1 acts in the standard way and w˙ is a representative of w in the Lie group G = SL(3,C).
The list of all possibilities looks as follows:
1) w = e, Ie = (x, y, z), A
g
n/Ie ≃ C[∂x, ∂y, ∂z];
2) w = s1, Is1 = (∂x, y, z), A
g
n/Is1 ≃ C[x, ∂y, ∂z];
3) w = s2, Is2 = (x, ∂y , z), A
g
n/Is2 ≃ C[∂x, y, ∂z];
4) w = s1s2, Is1s2 = (x, ∂y , ∂z), A
g
n
/Is1s2 ≃ C[∂x, y, z];
5) w = s2s1, Is2s1 = (∂x, y, ∂z), A
g
n
/Is2s1 ≃ C[x, ∂y , z];
6) w = s1s2s1, Is1s2s1 = (∂x, ∂y, ∂z), A
g
n
/Is1s2s1 ≃ C[x, y, z].
The elements s1 and s2 of the Weyl group W denote the reflections about the hyperplanes per-
pendicular to α1 and α2, respectively.
In fact, we have another two possible left ideals of Agn, which look as follows:
7) IGT = (x, y, ∂z), A
g
n/IGT ≃ C[∂x, ∂y, z];
8) IGT∗ = (∂x, ∂y, z), A
g
n
/IGT∗ ≃ C[x, y, ∂z].
Hence, we have the complete list of left ideals of the Weyl algebra Ag
n
of the given type, where we
consider either xα or ∂xα for each α ∈ ∆
+.
Theorem 2.16. Let λ ∈ h∗. Then W gb (λ) is a simple g-module if and only if λ(hα1), λ(hα2 ) /∈ N0
and λ(hθ) /∈ Z.
Proof. Let M be a nonzero g-submodule of W gb (λ) for λ ∈ h
∗. Then M is a weight h-module,
since W gb (λ − ρ) is a weight h-module. Moreover, we have πλ(fθ) = −∂z, which implies that M
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contains a nonzero weight vector v satisfying ∂zv = 0. Hence, the weight vector v is of the form
v = ∂ax∂
b
y for some a, b ∈ N0. Further, by Proposition 2.8 and Proposition 2.7 we have
πλ(eθ) = z(πλ(hθ)− z∂z) + σλ(eθ)
and
πλ(eα) = zπλ([eα, fθ]) + σλ(eα)
for α ∈ ∆+θ . As we have [πλ(hθ), z] = 2z, we may write
(πλ(hθ)− 2)πλ(eα) = zπλ(hθ)πλ([eα, fθ]) + (πλ(hθ)− 2)σλ(eα)
and
πλ(eθ)πλ([eα, fθ]) = z(πλ(hθ)− z∂z)πλ([eα, fθ]) + σλ(eθ)πλ([eα, fθ])
for α ∈ ∆+θ . Since [πλ(fθ), πλ([eα, fθ])] = 0 for α ∈ ∆
+
θ and ∂zv = 0, we get
(πλ(hθ)− 2)πλ(eα)v = zπλ(hθ)πλ([eα, fθ])v + (πλ(hθ)− 2)σλ(eα)v,
πλ(eθ)πλ([eα, fθ])v = zπλ(hθ)πλ([eα, fθ])v + σλ(eθ)πλ([eα, fθ])v,
which implies that
((πλ(hθ)− 2)πλ(eα)− πλ(eθ)πλ([eα, fθ]))v = ((πλ(hθ)− 2)σλ(eα)− σλ(eθ)πλ([eα, fθ]))v
for α ∈ ∆+θ . If we denote
w1 =((πλ(hθ)− 2)σλ(eα1)− σλ(eθ)πλ([eα1 , fθ]))v,
w2 =((πλ(hθ)− 2)σλ(eα2)− σλ(eθ)πλ([eα2 , fθ]))v,
then we have w1, w2 ∈M and πλ(fθ)w1 = 0, πλ(fθ)w2 = 0. We may write
w1 =
(
(πλ(hθ)− 2)σλ(eα1) + σλ(eθ)πλ(fα2)
)
v
=
(
(x∂x + y∂y + λ1 + λ2)x(x∂x −
1
2y∂y + λ1 + 1)−
1
2xy(x∂x − y∂y + λ1 − λ2)∂y
)
v
= x(x∂x + λ1 + λ2 + 1)(x∂x + λ1 + 1)v = x(∂xx+ λ1 + λ2)(∂xx+ λ1)v
and similarly
w2 = ((πλ(hθ)− 2)σλ(eα2)− σλ(eθ)πλ(fα1))v
=
(
(x∂x + y∂y + λ1 + λ2)y(y∂y −
1
2x∂x + λ2 + 1) +
1
2xy(x∂x − y∂y + λ1 − λ2)∂x
)
v
= y(y∂y + λ1 + λ2 + 1)(y∂y + λ2 + 1)v = y(∂yy + λ1 + λ2)(∂yy + λ2)v,
where we used Theorem 2.15 and notation λ1 = λ(hα1) and λ2 = λ(hα2). Since v = ∂
a
x∂
b
y for some
a, b ∈ N0, we obtain
w1 = −a(λ1 + λ2 − a)(λ1 − a)∂
a−1
x ∂
b
y and w2 = −b(λ1 + λ2 − b)(λ2 − b)∂
a
x∂
b−1
y ,
which implies that a∂a−1x ∂
b
y, b∂
a
x∂
b−1
y ∈ M provided λ1, λ2, λ1 + λ2 /∈ N. As a consequence, we
get that 1 ∈ M if λ1, λ2, λ1 + λ2 /∈ N. Since W
g
b (λ) is generated by the vector 1 ∈ W
g
b (λ) for
λ1 + λ2 /∈ −N0, as follows from the proof of Theorem 2.9, we obtain that W
g
b (λ) is a simple
g-module if λ1, λ2 /∈ N and λ1 + λ2 /∈ Z.
Now, let us assume that λ1 + λ2 ∈ −N0. Let M be the g-submodule of W
g
b (λ) generated
by the vector 1 ∈ W gb (λ). For a vector v ∈ M we may write v = πλ(u)1, where u ∈ U(g),
which gives us πλ(eθ)v = πλ([eθ, u])1 + πλ(u)πλ(eθ)1. Since ad(eθ) is locally nilpotent on U(g)
and πλ(eθ)
−λ1−λ2+11 = 0, we obtain that πλ(eθ) is locally nilpotent on M . However, we have
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πλ(eθ)
kz−λ1−λ2+1 = k!z−λ1−λ2+k+1 for k ∈ N0, which implies that z
−λ1−λ2+1 /∈ M . Hence, we
get that W gb (λ) is not a simple g-module.
Further, let us assume that λ1 ∈ N. Then there exists a homomorphism
ϕλ : M
g
b (s1(λ+ ρ)− ρ)→M
g
b (λ)
of Verma modules. As the Verma module Mgb (λ) for λ ∈ h
∗ is realized as Agn/IV ≃ C[∂x, ∂y, ∂z],
where the g-module structure on Ag
n
/IV is given through the homomorphism πλ+ρ : g→ A
g
n
of Lie
algebras, we have
πλ(a)ϕλ(v) = ϕλ(πs1λ(a)v)
for all v ∈ C[∂x, ∂y, ∂z ] and a ∈ g. Moreover, we have ϕλ = (∂x +
1
2y∂z)
λ1 , as follows immediately
from [15, Theorem 2.1], which gives us πλ(a) ◦ ϕλ = ϕλ ◦ πs1λ(a) in the Weyl algebra A
g
n for all
a ∈ g. Therefore, we obtain a homomorphism
ψλ : W
g
b (s1(λ + ρ)− ρ)→W
g
b (λ)
of Gelfand–Tsetlin modules, such that ψλ = ϕλ if we realize the Gelfand–Tsetlin module W
g
b (λ)
for λ ∈ h∗ as Ag
n
/IGT ≃ C[∂x, ∂y, z]. As ψλ is not surjective, we obtain that W
g
b (λ) is not a simple
g-module. By a similar argument, we prove it in the case λ2 ∈ N or λ1 + λ2 ∈ N. If λ2 ∈ N, then
there exists a homomorphism
ϕλ : M
g
b (s2(λ+ ρ)− ρ)→M
g
b (λ)
of Verma modules with ϕλ = (∂y −
1
2y∂z)
λ2 . Finally, if λ1+λ2 ∈ N, then there exists a homomor-
phism
ϕλ : M
g
b (s1s2s1(λ+ ρ)− ρ)→M
g
b (λ)
of Verma modules with ϕλ =
∏k−1
j=0
(
(∂x +
1
2y∂z)(∂y −
1
2x∂z) −
1
2 (λ1 − λ2 − k + 2j)∂z
)
, where
k = −λ1 − λ2.
Therefore, the Gelfand–Tsetlin module W gb (λ) is a simple g-module if and only if λ1, λ2 /∈ N
and λ1 + λ2 /∈ Z. 
Appendix A Generalized eigenspace decomposition
For the reader’s convenience, we summarize and prove several important facts concerning the
generalized eigenspace decomposition.
Let V be a complex vector space and let T : V → V be a linear mapping. For each λ ∈ C we
set
Vλ = {v ∈ V ; (∃k ∈ N) (T − λ id)
kv = 0} (A.1)
and call it the generalized eigenspace of T with eigenvalue λ. When Vλ 6= {0}, we say that λ is
an eigenvalue of T and the elements of Vλ are called generalized eigenvectors with eigenvalue λ.
Further, let us note that ∑
λ∈C
Vλ =
⊕
λ∈C
Vλ, (A.2)
however it does not hold, in general, that V =
⊕
λ∈C Vλ.
Let V =
⊕
r∈N0
Vr be an N0-graded complex vector space. Then we denote by pr : V → Vr for
r ∈ N0 the canonical projection with respect to the direct sum decomposition. Furthermore, we
define
FkV =
k⊕
r=0
Vr (A.3)
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for all k ∈ N0, which gives us an increasing filtration {FkV }k∈N0 on V .
Lemma A.1. Let V =
⊕
r∈N0
Vr be an N0-graded complex vector space and let dimVr < ∞ for
all r ∈ N0. Further, let T : V → V be a linear mapping satisfying
T (FkV ) ⊂ FkV (A.4)
for all k ∈ N0. Then we have a decomposition
V =
⊕
λ∈C
Vλ (A.5)
called the generalized eigenspace decomposition of V with respect to T .
Proof. We already know that
⊕
λ∈C Vλ ⊂ V . Let us assume that v ∈ V . Then there exists k ∈ N0
such that v ∈ FkV . Since T (FkV ) ⊂ FkV and dimFkV <∞, we have the generalized eigenspace
decomposition of FkV with respect to T . Therefore, we obtain a decomposition v =
∑
λ∈C vλ,
were vλ ∈ Vλ ∩ FkV , which gives us the required statement. 
Theorem A.2. Let V =
⊕
r∈N0
Vr be an N0-graded complex vector space and let dimVr <∞ for
all r ∈ N0. Further, let Ts, Tn : V → V be linear mappings satisfying
Ts(Vr) ⊂ Vr and Tn(FrV ) ⊂ Fr−1V (A.6)
for all r ∈ N0. Then there exists an isomorphism
ϕ : V → V (A.7)
of vector spaces such that
ϕ(V sλ ) = V
s+n
λ (A.8)
for all λ ∈ C, where
V =
⊕
λ∈C
V sλ and V =
⊕
λ∈C
V s+nλ (A.9)
are the generalized eigenspace decompositions of V with respect to Ts and Ts + Tn, respectively.
Proof. Since Ts(FkV ) ⊂ FkV and (Ts + Tn)(FkV ) ⊂ FkV for all k ∈ N0, as follows immediately
from (A.6), we obtain by Lemma A.1 the generalized eigenspace decompositions
V =
⊕
λ∈C
V sλ and V =
⊕
λ∈C
V s+nλ
of V with respect to Ts and Ts + Tn, respectively.
Now, we construct a linear mapping ϕ : V → V . Since we have the direct sum decomposition
V =
⊕
r∈N0
⊕
λ∈C
(Vr ∩ V
s
λ ),
it is enough to define a linear mapping ϕ on Vr ∩V
s
λ , which we shall denote by ϕr,λ, for all r ∈ N0,
λ ∈ C and then extend linearly to V . To define ϕr,λ, let w ∈ Vr be a generalized eigenvector of Ts
with eigenvalue λ ∈ C. As w ∈ FrV and (Ts + Tn)(FrV ) ⊂ FrV , we get a decomposition
w =
∑
µ∈C
ws+nµ ,
were ws+nµ ∈ FrV ∩ V
s+n
µ for all µ ∈ C. Applying the projection pr : V → Vr on the previous
equation, we obtain
w =
∑
µ∈C
pr(w
s+n
µ ),
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since pr(w) = w. As w
s+n
µ ∈ FrV ∩ V
s+n
µ , there exists k ∈ N such that (Ts + Tn − µ)
kws+nµ = 0
and therefore we may write
0 = pr((Ts + Tn − µ)
kws+nµ ) = pr((Ts − µ)
kws+nµ ) = (Ts − λ)
kpr(w
s+n
µ ),
where we used (A.6), which gives us that pr(w
s+n
µ ) is a generalized eigenvector of Ts with eigenvalue
µ for all µ ∈ C. Hence, the decomposition w =
∑
µ∈C pr(w
s+n
µ ) implies that pr(w
s+n
µ ) = 0 for
µ 6= λ and pr(w
s+n
λ ) = w. Therefore, we may set
ϕr,λ(w) = w
s+n
λ
for all w ∈ Vr ∩ V
s
λ . The previous construction ensures that ϕr,λ : Vr ∩ V
s
λ → FrV ∩ V
s+n
λ is a
linear mapping. Moreover, we have ϕ(V sλ ) ⊂ V
s+n
λ for all λ ∈ C.
Further, since ϕ(FrV ) ⊂ FrV for all r ∈ N0, we obtain a linear mapping
grrϕ : FrV/Fr−1V → FrV/Fr−1V
for all r ∈ N0. As grrϕ = idFrV/Fr−1V by construction, we get that ϕ : V → V is an isomorphism
of vector spaces. 
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