
























Der vorliegende Interne Bericht enthlt die Beitrge zum Seminar NetzwerkManage
ment und HochgeschwindigkeitsKommunikation  das im Sommersemester 

 zum
sechzehnten Mal stattgefunden hat
Die Themenauswahl kann grob in folgende drei Blcke gegliedert werden
 Ein Block ist der ATMTechnologie gewidmet Im ersten Beitrag wird die Si
cherheit der Kommunikation in ATMNetzen untersucht und bestehende Anstze
vorgestellt Der zweite Beitrag beschreibt die Untersttzung fr Dienstqualitten
in ATMNetzen
 Ein zweiter Block beschftigt sich mit fortgeschrittenen Techniken im Internet
Hier werden zum einen RoutingMechanismen vorgestellt welche die Erbringung
von Dienstqualitten im Internet ermglichen sollen und zum anderen wird er
lutert welche Technologie zur Verfgung steht um Multimediale Konferenzen
im Internet abzuhalten
 Der dritte Block umfat den Themenbereich fortgeschrittene LANTechnologien
Hier wird die FibreChannel Technologie vorgestellt die bertragungsgeschwin
digkeiten im Gbit	sBereich ermglicht
Abstract
This Technical Report includes student papers produced within small lessons called
seminar of Network Management and High Speed Communications For the sixteenth
time this seminar has attracted a large number of diligent students proving the broad
interest in topics of network management and high speed communications
The topics of this report may be divided into three blocks
 One block is devoted to ATM technology At rst security of communication in
ATM networks is examined and existing approaches are described Subsequently
a description of support for quality of service in ATM networks is given
 A second block deals with advanced Internet technologies The rst article shows
routing mechanisms that should provide quality of service in the Internet The
second article describes which support currently exists in the Internet to provide
multimedia conferences
 The third block deals with new and advanced LAN technologies A technology
for transmitting data in the range of Gbit	s is presented the Fibre Channel 
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Vorwort
Das Seminar NetzwerkManagement und HochgeschwindigkeitsKommunikation er
freute sich in den letzten Jahren immer grerer Beliebtheit Gerade heutzutage sind
Stichworte wie ATM  Quality of Service  MobilKommunikation oder Internet in
aller Munde Daher sind die Forschungsgebiete in diesen Bereichen auch von allgemei
nem Interesse so da sie eine derartige Vielzahl von innovativen Arbeiten aufweisen
knnen deren Behandlung in anderen Lehrveranstaltungen so detailliert nicht mglich
ist
Jetzt liegt auch der nunmehr sechzehnte Seminarband als Interner Bericht vor Durch
die engagierte Mitarbeit der beteiligten Studenten konnte so zumindest ein Ausschnitt
aus dem komplexen und umfassenden Themengebiet klar und bersichtlich prsentiert
werden Fr den Flei und das Engagement der Seminaristen sei daher an dieser Stelle
recht herzlich gedankt




 ein derartiges Seminar  natrlich mit gendertem aktuellem Inhalt
 durchzufhren so da bald ein weiterer Interner Bericht mit neuen Forschungser
gebnissen aus innovativen Seminarbeitrgen erscheinen wird Doch vorerst sollen im
vorliegenden Band folgende Themengebiete vorgestellt werden
Sichere Kommunikation in ATMNetzen
Mit der zunehmenden Nutzung moderner Hochleistungsnetze auch fr nichtakade
mische Zwecke wchst auch der Bedarf fr eine Untersttzung grundlegender Sicher
heitsdienste in diesen Netzen In dem Beitrag Sichere Kommunikation in ATMNetzen
werden die an ATMNetze zu stellenden Sicherheitsanforderungen motiviert und drei
aktuelle Anstze auf diesem Gebiet miteinander verglichen
Untersttzung fr Dienstqualitten in ATMNetzwerken
Fortgeschrittene Anwendungen beispielsweise Telemedizin Telerobotik computer
untersttztes Gruppenarbeiten VideoKonferenzen usw bentigen sehr unterschied
liche Kommunikationsdienste Ein diensteintegrierendes Netzwerk wie etwa Breitband
ISDN BISDN mu daher auch in der Lage sein diese verschiedenen Dienste geeignet
zu untersttzen Fr audiovisuelle Daten werden insbesondere Dienste bentigt die
eine gewisse Dienstqualitt Quality of Service  QoS garantieren Durch Dienstqua
littsparameter wie etwa Durchsatz EndezuEnde Verzgerung Verzgerungsschwan
kung DelayJitter oder Zuverlssigkeit werden die Anforderungen an einen Kom
munikationsdienst ausgedrckt der durch geeignete Mechanismen die Einhaltung der
Vorgaben des Dienstnutzers sicherstellen mu Daher wurden fr ATMbasierte Netz
werke ATM ist die Basistechnologie fr BISDN verschiedene Dienstkategorien und
Dienstqualittsparameter deniert die eine entsprechende Untersttzung ermglichen
sollen Dieser Beitrag zeigt den Umfang auf in dem Dienstqualitten derzeit in ATM
Netzen untersttzt werden und welche Mechanismen dazu vorgesehen sind
iii
Qualittsbasiertes Routing im Internet
Anfang 

 formte sich in der IETF Internet Engineering Task Force eine neue Ar
beitsgruppe QoS Routing mit dem Ziel ein Rahmenwerk sowie Techniken fr ein
qualittsbasiertes Routing im Internet zu denieren Dieses qualittsbasierte Rou
ting soll Wege durch das Internet nden und verwalten die einzelne Datenstrme in
der geforderten Dienstqualitt untersttzen Im besonderen mssen dabei bereits exi
stierende Routingprotokolle wie beispielsweise OSPF Open Shortest Path First um
Aspekte der Dienstqualitt erweitert werden Der Beitrag Qualittsbasiertes Routing
im Internet stellt die ersten Arbeiten der QoS Routing Arbeitsgruppe vor Dabei
stehen erste Denitionen fr ein Rahmenwerk zum Routing sowie Erweiterungen des
OSPFProtokolls im Mittelpunkt
Multimediale Konferenzen im Internet
In den letzten Jahren wurde die Forderung nach multimedialen Konferenzen im Internet
immer massiver es fehlte jedoch an der entsprechenden Infrastruktur Im besonderen
existierte kein Protokoll zur Verwaltung und Koordination von MultimediaSitzungen
Aus diesem Grund etablierte sich die Arbeitsgruppe Multiparty Multimedia Session
Control kurz mmusic der IETF Internet Engineering Task Force Das Ziel die
ser Gruppe besteht darin Protokolle fr die Aushandlung der Sitzungsteilnehmer der
Kommunikationstopologie und der Medienkonguration zu denieren Erste Ergebnis
se bilden die Sitzungsverwaltungsprotokolle SDP Session Description Protocol SAP
Session Announcement Protocol und SIP Session Initiation Protocol sowie das Pro
tokoll RTSP RealTime Streaming Protocol zur Kontrolle der bertragung von Audio
und Video In dem Beitrag Multimediale Konferenzen im Internet werden die existie
renden Protokolle der MMUSICArbeitsgruppe mit ihren wichtigsten Charakteristiken
vorgestellt
Fibre ChannelGBits im Rechner und LAN
Fibre Channel ist ursprnglich eine Technologie um verschiedene Komponenten ei
nes Rechners Peripheriegerte miteinander zu verbinden So knnen zB Festplatten
oder Videokameras ber Fibre Channel angeschlossen werden Diese neue Technologie
erlaubt extrem hohe Datenbertragungsraten bis in den Gbit	sBereich und zeichnet
weiterhin durch groe Reichweite bis zu km und exible Kongurationen Topolo
gien aus Doch die Fibre Channel Technologie bietet weit mehr sie ermglicht eine
Vernetzung von Komponenten und Rechnern zum GigabitLAN und stellt eine Al
ternative bzw eine Konkurrenz zur ATMTechnologie dar Dieser Beitrag gibt einen
berblick ber die Fibre ChannelTechnologie
iv
Sichere Kommunikation in ATMNetzen
Jochen Katz
Kurzfassung
Bei der Einfhrung des Asynchronen Transfer Modus ATM wurde die Daten
sicherheit zunchst vernachlssigt In der Protokollhierarchie des ATM benden
sich deshalb keine Dienste zur Authentizierung oder fr Datensicherheit Diese
Arbeit gibt einen 	berblick ber die Artikel von Deng et al 
DeGL Chuang

Chua und Stevenson et al 
StHB die sich damit befassen wie die Kom
munikation ber ATM sicherer gestaltet werden kann
Zunchst werden anhand eines Frameworks des ATMForums 
Foru die Sicher
heitslcken von ATM beschrieben Forderungen an ein sicheres ATMNetzwerk
werden aufgestellt Anschlieend werden die drei Artikel vorgestellt analysiert
und verglichen Kriterien fr diesen Vergleich sind unter anderem die angebote
nen Sicherheitsdienste die Unterbringung dieser Dienste im Schichtenmodell und
die notwendigen nderungen im Netzwerk
 Einleitung
ATM erfreut sich aufgrund der Fhigkeit unterschiedlichste Anwendungsanforderun
gen zu erfllen immer grerer Beliebtheit Mit zunehmender Verbreitung werden auch
mehr schtzenswerte Informationen die das Ziel von Angrien sind ber ATMNetze
transportiert
Solche Angrie haben hug das Ziel anderen Teilnehmern die Benutzung von Netz
diensten zu verweigern Denial of Service bzw einen Datenaustausch zwischen zwei
Stationen mitzuhren oder die Daten dabei zu verndern
Abgewehrt werden solche Angrie durch Verschlsselung der Daten so da nur die
gewnschten Teilnehmer diese entschlsseln knnen Digitale Signaturen sorgen dafr
da der Empfnger nachprfen kann woher die empfangenen Daten stammen
Diese Verschlsselung und Authentizierung kann natrlich auf der Anwenderschicht
erfolgen Allerdings bleiben dann die Funktionen aller darunterliegenden Schichten
ungeschtzt Insbesondere knnen noch Angrie auf das Netz selbst erfolgen Ein
Bereitstellen von Sicherheitsdiensten auf der Netzebene ist also notwendig
Dieser Beitrag gibt zunchst eine Einfhrung in die Funktionsweise von ATM anhand
des Protokollreferenzmodells PRM des Broadband Integrated Services Digital Net
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work BISDN  Anschlieend wird das Security Framework des ATMForums vorge
stellt das die Gefahren in ATMNetzen beschreibt und Forderungen an ein sicheres
ATMNetz aufstellt Danach wird detailliert beschrieben wie in den drei Vorschl
gen ein sicherer Verbindungsaufbau stattndet und wie die Benutzerdaten geschtzt
werden Abschlieend werden die drei Lsungen miteinander verglichen
 Einfhrung in ATM
ATM ist eine zellorientierte Datenbertragungstechnik die als Transportmechanismus






















Abbildung  Protokollreferenzodell des BISDN
 Die Ebenen
Die Benutzerebene User Plane ist fr den Transport der Benutzerdaten zustndig
Innerhalb der Steuerebene Control Plane werden ber Signalisierung Verbindungen
auf und abgebaut und berwacht Beim Verbindungsaufbau werden die Kanaliden
tikation Virtual Channel Identier VCI und die Pfadidentikation Virtual Path
Identier VPI fr die Verbindung der ATMSchicht vergeben
Die Managementebene ist unterteilt in das Ebenen und das Schichtenmanagement
Das Ebenenmanagement koordiniert die Funktionen und Ablufe der drei Ebenen
und das Schichtenmanagement ist fr Metasignalisierung und den Austausch von Ma
nagementinformationen Operation and Maintenance OAM verantwortlich Metasi
gnalisierung wird bentigt um die Signalisierungskanle der Steuerebene aufzubauen
 BISDN ITUT International Telecommunication Union  Telecommunication Standardization
Sector Standard fr ein universelles weltweit einheitliches Hochgeschwindigkeitsnetz zur bertragung
von Sprach Daten Bild und Videodiensten	 
Kyas
Einfhrung in ATM 
abzubauen und zu berprfen OAMZellen die teilweise im Benutzerkanal gesen
det werden dienen der berwachung der Verfgbarkeit eines Pfades der Messung der
Netzwerkleistung und zum Weiterleiten von Fehlern und Alarmen
 Die Schichten
Die physikalische Schicht pat die Zellen der ATMSchicht an das verwendete bertra
gungsmedium an und bertrgt sie
Auf der ATMSchicht ndet der Transport der ATMZellen statt Zellen werden in
unidirektionalen Kanlen Virtual Channel VC bertragen Ein Bndel von Kanlen
wird zu Pfaden Virtual Path VP zusammengefat Die Kanal und Pfadkennungen
haben im Allgemeinen keine durchgehende Gltigkeit vom Sender zum Empfnger sie
werden in zwischenliegenden Switches umgesetzt Ein Switch kann dabei komplette
Pfade umsetzen wobei die VCIs unverndert bleiben oder Pfade aufspalten und neue
zusammensetzen wobei sich auch die VCIs ndern
Die Anpassungsschicht ATM Adaptation Layer AAL hat die Aufgabe die Anforde
rungen der Anwendungen auf die Zellstruktur der ATMSchicht abzubilden Es wurden
insgesamt fnf AALTypen deniert Eingesetzt wird aber vor allem der AALTyp
AAL Die AAL besteht aus einer Segmentierungs	Assemblierungsteilschicht SAR
und einer Konvergenzteilschicht CS Die Datenpakete werden von der CS mit einem
Trailer versehen und auf ein Vielfaches von  Byte aufgefllt Die SAR teilt sie auf
und bergibt sie der ATMSchicht
	 Signalisierung


















Abbildung  Signalisierung beim Verbindungsaufbau
ber den von der Metasignalisierung bereitgestellten Kanal werden die Nachrichten
ausgetauscht Da die Signalisierung exibel sein mu wird fr die unterschiedlichen
Nachrichtentypen nur ein fester Rahmen vorgegeben Innerhalb dieses Rahmens werden
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die Informationen ber Informationselemente Information Elements IE ausgetauscht
In der SETUPNachricht wird ber IEs unter anderem der geforderte AALTyp und
die ATMZellrate der Verbindung angegeben Die optionale Nachricht Call Proceeding
dient dazu die verfgbare Zeit zum Herstellen der Verbindung zu verlngern
 Das Security Framework des ATMForums
In diesem Kapitel werden anhand des ATM Security Frameworks des ATMForums
Foru
 zunchst die Hauptziele eines sicheren ATMNetzwerks vorgestellt Dann wird
erlutert wodurch diese Ziele bedroht werden Abschlieend werden die Forderungen
des ATMForums an ein sicheres ATMNetzwerk vorgestellt
	 Allgemeine Ziele eines sicheren Netzes
Die vier Hauptziele des Netzbetreibers und der Netzbenutzer sind
  Vertraulichkeit Condentiality
Daten die gespeichert oder bertragen werden drfen nur demjenigen zugnglich
sein fr den sie bestimmt sind
  Datenintegritt Integrity
Nachrichten Informationen Daten sind gegen unrechtmiges Lschen Verfl
schung Verzgerung und Wiederholung zu schtzen
  Verantwortlichkeit Accountability
Jeder ist fr die Auswirkungen seiner Aktivitten verantwortlich Der Netzbe
treiber kann feststellen welche Netzdienste benutzt wurden sowie wann und von
wem sie benutzt wurden
  Verfgbarkeit Availability
Die Dienste des Netzes mssen den autorisierten Benutzern zugnglich sein Fr
den Netzbetreiber mu das Netzmanagement verfgbar sein
	 Gefahren in ATMNetzen
Bedrohungen des Netzes die durch falsche	fehlende Administration oder die ohne Ab
sicht durch falsche Benutzung entstehen werden hier nicht nher behandelt Die hier
aufgefhrten Bedrohungen entstehen durch bewute Angrie auf das ATMNetz
Die folgenden Bedrohungen werden identiziert
  Maskierung Masquerade dh jemand gibt vor ein anderer zu sein
In der SETUPNachricht gibt es zwar ein Informationselement das den Initiator
identiziert dieses ist aber optional und wird vom Initiator gesetzt Der Gerufene
hat keine Mglichkeit die Korrektheit dieser Information zu berprfen
Das Security Framework des ATMForums 
  Mithren Monitoring von Daten die bertragen werden
In der Firma bei der Stevenson siehe Abschnitt  beschftigt ist wurde ein
Protokollanalysator erfolgreich eingesetzt um Loginsequenzen mitzuschreiben
  Unberechtigter Zugri auf Daten oder Ressourcen
Im entlichen Netz kann auf die Daten aller Kanle zugegrien werden Dies
kann zB in einem Switch einem Repeater oder auch direkt am bertragungs
medium geschehen
  Verlust oder Verflschung von Informationen
Im BISDNPRM ist kein Dienst enthalten der erkennt wenn Daten gelscht
eingefgt verndert umgeordnet wiederholt oder verzgert werden sofern die
Protokolle eingehalten werden
  Die Benutzung eines Dienstes wird abgestritten Repudiation
Es wird zwar ein Logbuch ber Kommunikationsvorgnge gefhrt trotzdem kann
der Netzbetreiber nicht zuverlssig genug nachweisen da jemand einen bestimm
ten Dienst benutzt hat
  Flschung Forgery dh jemand gibt vor Zellen abgeschickt oder empfangen
zu haben obwohl dies nicht geschehen ist
  Dienstverweigerung Denial of Service Andere Benutzer werden davon abgehal
ten einen Dienst zu benutzen
Mit Hilfe der RESTARTNachricht knnen Verbindungen VC anderer Teilneh
mer beendet werden da die Herkunft dieser Nachricht nicht berprft wird
		 Forderungen an ein sicheres ATMNetz
Nachdem das ATMForum die Bedrohungen analysiert hat wurden Forderungen auf
gestellt die ein sicheres ATMNetz erfllen mu
 Authentizierung der Nachrichtenherkunft
 Vertraulichkeit von Verbindungen und Nachrichten
 Schutz der Nachrichten vor Vernderung Wiederholung Verflschung Lschen
 Benutzerauthentizierung auf Endsystemebene
 Zugriskontrolle
 Verantwortlichkeit der Benutzer fr Aktionen im Netz
 Fhren eine Logbuchs ber sicherheitsrelevante Ereignisse und die Mglichkeit
dieses auszuwerten
Die RESTARTNachricht wird vom Netzwerk oder von einem Endsystem bei Fehlern benutzt um
die andere Station zu veranlassen alle Ressourcen eines oder mehrerer Kanle freizugeben	
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 Auslsen von Alarmen beim Auftreten von speziellen sicherheitsrelevanten Ereig
nissen

 Wiederherstellung der Netzfunktion nach erfolgreichen oder versuchten Angrien
auf die Sicherheit
 Ein Sicherheitsmanagement mu vorhanden sein
 Vorstellung der Lsungen
In diesem Abschnitt werden die drei Lsungen vorgestellt berlegungen die in meh
reren Vorschlgen vorkommen werden nur einmal beschrieben

 Der Vorschlag von Stevenson et al
Stevenson StHB
 fhrt zwischen dem als sicher geltenden ATMLAN und dem unsi
cheren entlichen ATMWAN eine Cryptounit ein die fr eine sichere bertragung
ber das WAN zustndig ist Auerdem mssen noch zwei Server ber das WAN er
reichbar sein die die Cryptounits mit Zertikaten und Informationen ber die Zugris
kontrolle versorgen Die Informationen dieser Server haben eine begrenzte Lebensdauer
und werden in regelmigen Abstnden erneuert Diese Erneuerung ndet unabhngig
von den sonstigen Aufgaben der Cryptounits statt die Server mssen also nicht bei














Station 1 Crypto-unit 1 Crypto-unit 2
C1, N1 C2, N2
S1(E2(N2,K12))
Abbildung  Sicherer Verbindungsaufbau nach Stevenson
Fr den Verbindungsaufbau stellt Stevenson ein einfaches Protokoll gem Abbildung
 vor Alternativen zu diesem Protokoll wie PunktzuMehrpunktVerbindungen wer
den in SHBW
 vorgestellt
Vorstellung der L	sungen 

Ci Zertikat von Cryptounit i
Ni Zufallszahl Nonce von Cryptounit i
SiX X signiert mit dem privaten Schlssel von Cryptounit i
EiX X verschlsselt mit dem entlichen Schlssel von Cryptounit i
Kij Schlssel fr den Datenstrom von i nach j
CONNECTED Nachricht ber die erfolgreiche Verbindung zur Station 
Tabelle  Erklrung zu Abbildung 
Bevor die Verbindung zwischen zwei Endsystemen aufgebaut wird handeln die betei
ligten Cryptounits fr jede Richtung einen Session Key aus die fr die Verschlsse
lung der Benutzerdaten verwendet werden Diese Aushandlung ndet normalerweise
im Benutzerkanal statt kann aber auch ber einen zustzlich eingerichteten Kanal
abgewickelt werden Dies ist zB bei PunktzuMehrpunktVerbindungen ntig bei
denen kein Rckkanal zur Verfgung steht Die Hauptanforderung an das Authenti
zierungsprotokoll ist da das Zeitlimit bis zum Senden der ConnectNachricht nicht
berschritten wird Die Zufallszahlen verhindern das Wiederholen der Nachrichten
	
 Verschlsselung der Benutzerdaten
Es ist mglich auf der physikalischen Schicht zu verschlsseln siehe Abbildung a
Dadurch kann auf dem bertragungsmedium nur noch ein kontinuierlicher Datenstrom
ohne Strukturinformationen mitgehrt werden Allerdings werden die Daten in jedem
Switch im Klartext verarbeitet Verschlsselung in der physikalischen Schicht sollte







































































c) Verschlüsselung auf der ATM-
b) Verschlüsselung auf der









Abbildung  Verschiedene Mglichkeiten der Verschlsselung
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Stevenson schlgt deshalb eine Verschlsselung in der ATMSchicht vor dh der Zell
kopf Header wird nicht verschlsselt Da es nicht besonders sicher erscheint alle
Zellen mit dem gleichen Schlssel zu verschlsseln siehe Abbildung b bleibt nur
die Mglichkeit fr jeden Kanal einen eigenen Schlssel zu verwenden siehe Abbil
dung c
Da die Zellen aller Kanle in einen kontinuierlichen Datenstrom gemultiplext werden
mu die Cryptounit in der Lage sein den Schlssel nach jeder Zelle zu wechseln Bei
 Mbps kann alle ns ein Schlsselwechsel stattnden da eine Zelle innerhalb die
ser Zeit bertragen wird und zwei aufeinanderfolgende Zellen zu verschiedenen Kanlen
gehren knnen Im UNIProtokoll betrgt die Anzahl der mglichen Kanle    dh
innerhalb ns mu anhand von VCI und VPI ein Schlssel aus    bestimmt und
geladen werden Anschlieend mssen noch die Daten verschlsselt werden Die Ver
wendung eines asymmetrischen Verschlsselungsalgorithmus ist daher nicht mglich
Zur Beschleunigung der Verschlsselung knnten die  Byte in mehrere Blcke aufge
spalten und parallel verarbeitet werden Hierbei sind Einschrnkungen des eingesetzten
Chirierverfahrens zu beachten
Es gibt Verschlsselungsalgorithmen die bei Verlust eines Teils der Daten die Synchro
nisation verlieren so da alle nachfolgenden Daten falsch entschlsselt werden Dies
ist zB beim Data Encryption Standard DES im OutputFeedbackModus der Fall
Andere Algorithmen DES im ElectronicCodebookModus oder DES im CipherBlock
ChainingModus erholen sich nach einem Datenverlust dh nur ein Teil der Daten
wird falsch entschlsselt
Da ATMZellen mit einer Wahrscheinlichkeit von ca   bei  Mbps ist das eine
Zelle in  Minuten verloren gehen mu man sich entweder auf die zweitgenannten
Algorithmen beschrnken oder man mu dafr sorgen da der Empfnger in regelm
igen Abstnden in einen denierten Zustand gesetzt wird
Stevenson setzt auf die exiblere zweite Lsung und deniert Verschlsselungsketten
die aus aufeinanderfolgenden ATMZellen eines Kanals bestehen Am Ende einer sol
chen Kette wird der Empfnger synchronisiert Es mu nun geklrt werden wie und
wann der Empfnger synchronisiert werden kann
Der optimale Zeitpunkt einer Synchronisation wre am Ende einer AALPDU da bei
einem Zellverlust sowohl die betroene PDU als auch die betroene Kette erneut ber
tragen werden mu In der ATMSchicht sind aber die PDUGrenzen der AAL nicht
bekannt sie drfen aufgrund des Schichtenprinzips nicht bekannt sein Die Cryptounit
kennt vom Verbindungsaufbau die Bandbreite eines jeden Kanals Da die PDUGre
etwa proportional zur belegten Bandbreite ist schlgt Stevenson vor Synchronisati
onszellen periodisch in Abhngigkeit von der belegten Bandbreite zu senden
Die Information ber das Ende einer Verschlsselungskette kann nicht im Kopf der
ATMZelle bertragen werden da dort keine Bits frei sind Aus diesem Grund schlgt
Stevenson vor am Ende einer Kette eine Synchronisationszelle zu senden Diese Zelle
mu im gleichen Kanal bertragen werden da ATM die Reihenfolge nur innerhalb eines
Kanals garantiert Es knnten OAMZellen oder normale Datenzellen verwendet wer
den Stevenson ist gegen die Verwendung von OAMZellen da dies nicht kompatibel
zu existierender ATMHardware wre Zur Synchronisation soll die Cryptounit in den
Datenstrom zustzliche Benutzerdatenzellen einfgen die im Datenfeld ein spezielles
Vorstellung der L	sungen 
Bitmuster enthalten Empfngt eine Cryptounit eine Zelle mit diesem Bitmuster in
terpretiert sie diese als Synchronisationszelle Hierdurch wird allerdings ein neues Pro
blem geschaen Enthlt eine Benutzerzelle dieses Bitmuster wird diese Zelle auch als
Synchronisationszelle betrachtet und aus dem Datenstrom entfernt Die empfangende
Cryptounit setzt sich zurck und die nachfolgenden Daten werden falsch entschls
selt Bei der erneuten bertragung der betreenden PDU knnte das gleiche wieder
passieren Diese Situation kann eventuell nur durch einen erneuten Verbindungsaufbau
behoben werden

 Der Vorschlag von Chuang
Chuang Chua
 geht vom gleichen Netzmodell aus wie Stevenson Auch er fhrt eine
zentrale Hardwarekomponente CryptoNode ein die sich allerdings im Gatewayswitch




Chuang mchte beim Authentizierungs und Schlsselaustauschprotokoll sehr exibel
sein da auch zuknftige Anforderungen erfllt werden knnen Aus diesem Grund soll
es mglich sein ein Verfahren mit WegeHandshake zu verwenden Das zugehrige
Signalisierungsprotokoll mu also auch ein WegeVerfahren sein
Weil das UNI Protokoll von ATM auf  Wege begrenzt ist weicht Chuang auf das
Signalisierungsprotokoll der MultiService Network Connection Management Archi
tecture MSNCMA Cros
  aus Dabei liegt die gesamte Netzkontrolle und das
Netzmanagement bei einigen Servern Mchte eine Station eine Verbindung aufbau
en signalisiert sie dies einem geeigneten Server ber einen entfernten Prozeduraufruf
Remote Procedure Call RPC Der Server sucht im Netzwerk einen geeigneten Weg




 Verschlsselung der Benutzerdaten
Auch er kommt zu dem Schlu da Benutzerdaten auf der ATMSchicht verschlsselt
werden und da fr jeden VC ein eigener Schlssel verwendet werden sollte Dieser
Schlssel soll in periodischen Abstnden abhngig von der Datenrate gewechselt wer
den um nicht zu viele Daten mit dem selben Schlssel zu verschlsseln Er verlangt
da bei einer Verbindung mit  Mbps der Schlssel etwa alle zehn Sekunden gewech
selt wird
Synchronisation der CryptoNodes wird durch Einfgen einer zustzlichen ATMZelle
CryptoTag in den Benutzerdatenstrom erreicht Hierbei verletzt Chuang bewut das
Prinzip des Schichtenmodells denn der CryptoTag soll an den PDUGrenzen der AAL
eingefgt werden Der CryptoTag besteht aus einer speziellen AALPDU bei der
das CPIFeld auf einen reservierten Wert gesetzt wird ber den CryptoTag werden
Der Common Part Identier ist ein  Bit langes Feld im AAL Trailer das bisher noch nicht
benutzt wird	
 Jochen Katz Sichere Kommunikation in ATMNetzen
Schlsselwechsel und Initialisierungsvektoren IV fr das Entschlsseln der nachfol
genden Zellen ausgetauscht Zudem ist eine digitale Signatur Message Authentication
Code MAC enthalten die die zuvor gesendete AALPDU und auch den CryptoTag
authentiziert siehe Abbildung 
TrailerTrailer
AAL-FrameAAL5-Frame
Key change + IVMAC
CryptoTag
Abbildung  Authentizierung durch den CryptoTag
Der CryptoNode der die verschlsselten Daten empfngt mu die letzte Zelle jeder
AALPDU so lange verzgern bis der MAC berprft wurde Falls der MAC nicht
korrekt ist wird die verzgerte Zelle verworfen wodurch das Endsystem keine gltige
AALPDU erhlt
Chuang unterscheidet zwischen Integrity und Condentiality um mglichst exibel zu
sein Eine Erweiterung des CryptoTags ist mglich da hierzu unterschiedliche CPI
Werte verwendet werden knnen

	 Der Vorschlag von Deng et al
Auch Deng DeGL
 betrachtet das private ATM Netz als sicher da hier der Betreiber
physikalischen Zugri hat Allerdings fhrt er keine zentrale Komponente ein sondern
fhrt die Verschlsselung und Authentizierung in den Endsystemen durch
	 Der Verbindungsaufbau
Deng deniert  neue Informationselemente siehe Tabellen  und  jeweils  In
formationselemente werden in der SETUP und der CONNECT Nachricht bertragen
Mit den IE  und  handeln die beiden Stationen einen Sicherheitskontext aus Die
IE 




 Verschlsselung der Benutzerdaten
Auch Deng isoliert die ATMSchicht und die AAL als mgliche Schichten fr eine
Verschlsselung der Benutzerdaten Da aber zustzlich noch eine Authentizierung
ermglicht werden soll bleibt fr ihn nur noch die AAL als optimale Lsung da eine
Authentizierung die bertragung zustzlicher Daten erfordert und in der SAR ohnehin
schon eine Segmentierung vorgenommen wird
Deng fhrt in der AAL zwischen CS und SAR eine neue Schicht ein die er Data Protec
tion Layer DPL nennt Dies hat vor allem den Vorteil da beliebige Verschlsselungs
und Authentizierungsalgorithmen eingesetzt werden knnen da eine etwaige Daten
expansion von der SAR ohne zustzlichen Aufwand abgefangen wird
Vergleich der drei L	sungen 
IE fr SETUPNachricht IE fr CONNECTNachricht










 Liste der mglichen Parameter fr
die Verschlsselung der
Benutzerdaten
 Gewhlte Parameter fr
Verschlsselung
 Liste der mglichen Parameter fr
die Authentizierung der
Benutzerdaten
 Gewhlte Parameter fr
Authentizierung

 Zertikat der rufenden Station  Zertikat der gerufenen Station
 SAfTA BEBfKAgg  SBfTB AEAfKBgg
Tabelle  Neue Informationselemente
Erklrung fr die Informationselemente  und 
SXfDg Die Daten D signiert mit dem privaten Schlssel von Endsystem X
TX Aktueller Zeitstempel von Endsystem X um Wiederholungen zu
erkennen
EXfDg Die Daten D verschlsselt mit dem entlichen Schlssel von
Endsystem X
KX Der Schlssel zur Verschlsselung der Daten von X zum anderen
Endsystem
Tabelle  Erklrung zu Tabelle 
	 Vergleich der drei Lsungen
Die drei vorgestellten Lsungen konzentrieren sich auf die Anforderungen    des
ATMForums aus Abschnitt  Die restlichen Anforderungen die hauptschlich fr
den Netzbetreiber von Interesse sind werden nicht betrachtet
Beim Verbindungsaufbau ndet bei den drei Vorschlgen eine gegenseitige Authenti
zierung der beteiligten Stationen statt Zufallszahlen oder Zeitstempel verhindern eine
Wiederholung der Nachrichten Whrend bei Deng und Chuang die Authentizierung
ber die Signalisierung abgewickelt wird geschieht dies bei Stevenson im Benutzerkanal
bzw einem zustzlich aufgebauten Kanal
Gemeinsam ist allen drei Lsungen da die Authentizierung der Benutzerdaten wenn
sie angeboten wird in der AAL implementiert wird da eine Authentizierung immer
die bertragung zustzlicher Daten bedeutet was in der ATMSchicht aufgrund der
festgelegten Zellgre nicht mglich ist Die Benutzerdaten werden auch nicht vor
Wiederholung geschtzt da dies in hheren Schichten besser erkannt werden kann und
  Jochen Katz Sichere Kommunikation in ATMNetzen
eine berladung der unteren Schichten mit zu vielen Funktionen vermieden werden
soll
Die Lsung von Stevenson erfordert keine !nderung am UNI Es mu eine komplexe
Hardwarekomponente zwischen LAN und WAN eingefgt werden !nderungen an den
Stationen oder im entlichen Netz sind nicht ntig abgesehen von zwei Servern die
Zertikate und Zugriskontrollinformationen bereithalten Stevenson bietet fr die
Benutzerdaten keine Authentizierung an Ein Aushandeln von Sicherheitsparametern
ist weder beim Verbindungsaufbau noch whrend der Verbindung mglich Fr die
Dauer der Verbindung wird nur ein Schlssel verwendet um die Daten zu schtzen
Fr Dengs Lsung mu das UNI erweitert werden und im PRM eine neue Teilschicht
eingefgt werden Das Aushandeln von Sicherheitsparametern ist sowohl beim Ver
bindungsaufbau als auch whrend der Verbindung durch DPLPDUs mglich Das
Authentizierungsprotokoll bleibt allerdings auf zwei Phasen begrenzt Fr die Ver
schlsselung und die Authentizierung der Benutzerdaten verwendet Deng den gleichen
Schlssel dh wenn dieser bekannt ist knnen sowohl die Benutzerdaten entschlsselt
als auch authentizierte Benutzerdaten erzeugt werden Da die Sicherheitsdienste in
der AAL angesiedelt sind bleiben die AALHeader ungeschtzt Dengs Lsung hat al
lerdings drei groe Vorteile Das Einfgen von zustzlichen Zellen fr das Sicherstellen
der Synchronisation zwischen Sender und Empfnger entfllt die Anforderung an die
Geschwindigkeit des Schlsselwechsels ist nicht so hoch und die Sicherheitsparameter
knnen in jedem Endsystem festgelegt werden
Chuangs Lsung ist sehr exibel Beim Verbindungsaufbau knnen die Sicherheitspara
meter und das Schlsselaustauschprotokoll ausgehandelt werden Fr Verschlsselung
und Authentizierung der Benutzerdaten werden verschiedene Schlssel verwendet die
auch whrend der Verbindung gewechselt werden knnen Allerdings verstt Chuangs
Lsung gegen das Schichtenprinzip und gegen die Philosophie des ATMForums das
die Netzkontrolle und das Netzmanagement dezentral organisiert hat Chuangs Lsung
erfordert auf jeden Fall eine Neustrukturierung des entlichen Netzes da er die Si
gnalisierung des MSNCMA bernehmen mchte Zudem mu der CryptoNode eine
Umsetzung der UNISignalisierung im LAN auf die MSNCMASignalisierung im WAN
vornehmen oder im LAN mu ebenfalls die MSNCMASignalisierung eingefhrt wer
den Hinzu kommt da die Signalisierung des MSNCMA auf RPCs basiert und RPCs
bisher durch keine Sicherheitsmanahmen geschtzt sind Eine Implementierung von
Chuangs Lsung setzt also auch eine Vernderung beim RPC voraus
Auch die Anforderungen an den CryptoNode sind hher als bei Stevenson Es wird
zustzlich ein MAC berechnet alle Zellen werden auf das Ende einer AALPDU un
tersucht und die letzte Zelle jeder AALPDU mu verzgert werden bis der MAC
berprft wurde
Einen berblick geben Tabellen  und 

 Schlubetrachtungen
In diesem Beitrag wurde gezeigt da Sicherheitsdienste in ATMNetzen eingefhrt
werden mssen Fr eine Plazierung dieser Dienste kommen die ATMSchicht und die





























































Tabelle  Vergleich der drei Lsungen Teil
ATMSchicht ist es sehr aufwendig einen MAC zu bertragen und fr die Synchroni
sation des Empfngers zu sorgen Diese Probleme gibt es bei einer Implementierung in
der AAL nicht dafr bleiben aber die Header der AAL ungeschtzt
Hohe Anforderungen werden an die Verschlsselungsgeschwindigkeit und an die Ge
schwindigkeit des Schlsselwechsels gestellt Fr die Verschlsselung der Benutzerdaten
kann daher nur ein symmetrisches Verschlsselungsverfahren eingesetzt werden
Eine Einfhrung von Sicherheitsdiensten sollte nur wenige !nderungen im ATMNetz
voraussetzen Diese Anforderung erfllt der Vorschlag von Stevenson am besten Die
meisten !nderungen erfordert der Vorschlag von Chuang Das Signalisierungsproto
koll mu durch ein neues ersetzt werden und da dieses die Sicherheitsanforderungen
ebenfalls nicht erfllt mssen in diesem erst Sicherheitsdienste implementiert werden
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Die ATMTechnologie ist zu dem Zweck konzipiert worden eine groe Vielfalt
von Diensten zu untersttzen die jeweils unterschiedliche Anforderungen an die
Dienstqualitt haben In diesem Beitrag wird der Begri der Dienstqualitt in
ATMNetzwerken przisiert Mit Hilfe von Verkehrs und Dienstqualittsparame
tern werden die Dienstkategorien des ATMForums vorgestellt die als Grundlage
fr Konzepte und Mechanismen zur Diensterbringung dienen
 Einfhrung
Sowohl Telekommunikationsanwendungen als auch deren Benutzer haben sehr unter
schiedliche Qualittsanforderungen an die Eigenschaften von Telekommunikationsver
bindungen Derartige Anforderungen wie beispielsweise die Einhaltung einer maxima
len Verzgerung welche die Daten whrend der bertragung innerhalb des Netzwerkes
erfahren oder die maximal tolerierbare Fehlerrate werden unter dem Begri Dienst
qualitt Dienstgte Quality of Service  QoS	 zusammengefat Dienstqualitt kann
weiterhin aufgefat werden als die qualitativen und quantitativen Eigenschaften die
einen Dienst nher spezizieren
Im folgenden wird der Begri der Dienstqualitt speziell fr ATMNetzwerke genauer
beschrieben Zu diesem Zweck werden verschiedene Parameter eingefhrt mit de
ren Hilfe sich mehrere Kategorien unterschiedlicher Dienstqualitt denieren lassen
Anschlieend werden Mechanismen zur Diensterbringung vorgestellt die fr die Auf
rechterhaltung der Dienstqualitt ber die Dauer einer ATMVerbindung sorgen sollen
 Dienstkategorien und Dienstklassen im ATM
Die Einfhrung eines diensteintegrierenden Netzwerkes in der Gestalt von Breitband
ISDN BISDN	 zusammen mit ATM Asynchronous Transfer Mode	 als Basistechno
logie macht es mglich ein vielfltiges Spektrum von Telekommunikationsanwendungen
zu untersttzen das sich von der gewhnlichen Dateibertragung bis hin zu Audio
Video und MultimediaApplikationen erstreckt Um den verschiedenen Anforderun
gen der einzelnen Anwendungen gerecht werden zu knnen wre es notwendig jeder
 J	rg Aerbach Untersttzung fr Dienstqualitten in ATMNetzwerken
Anwendung einen speziell fr sie geeigneten Dienst zur Verfgung zu stellen der die
bentigte Dienstqualitt anbietet Da dies nicht praktikabel ist klassiziert man die
Dienste entsprechend ihrer Dienstqualitt Eine Anwendung kann nun auf eine der
Dienstklassen zurckgreifen um die gewnschte Dienstqualitt zu erhalten Trotz der
unterschiedlichen Qualittsanforderungen kann man auf diese Weise allen Anwendun
gen eine angemessene Dienstqualitt bieten
 Dienstkategorien
Sowohl die International Telecommunications Union  Telecommunications Sector
ITUT als auch das ATMForum haben fr die ATMSchicht mehrere Klassen von
Diensten vorgeschlagen Im folgenden wird ausschlielich der Ansatz des ATMForums
vorgestellt Foru
a Foru
b  der die Unterteilung der Dienste in fnf Dienstkatego
rien vorsieht Diese Dienstkategorien unterscheiden sich im wesentlichen hinsichtlich
der Untersttzung die sie fr EchtzeitAnwendungen bieten EchtzeitAnwendungen
wie interaktive Audio und VideoApplikationen stellen strenge Anforderungen an die
maximale Verzgerung und die Verzgerungsschwankung der zu bertragenden Da
teneinheiten siehe Abschnitt  Fr traditionelle Datenbertragungsanwendungen
die ohne EchtzeitGarantien auskommen sind dagegen Verzgerung und Verzgerungs
schwankung nicht von Bedeutung Die Dienstkategorien der ATMSchicht sind aufge
schlsselt in
  Constant Bit Rate CBR	
  RealTime Variable Bit Rate rtVBR	
  NonRealTime Variable Bit Rate nrtVBR	
  Unspecied Bit Rate UBR	 und
  Available Bit Rate ABR	
Die Constant Bit Rate Dienstkategorie ist dazu gedacht solche EchtzeitAnwendungen
zu untersttzen die whrend der gesamten Verbindungsdauer mit einer konstanten Bi
trate senden wollen und daher eine fest zugewiesene Menge an Bandbreite bentigen
Mit Bandbreite ist hier die bertragungskapazitt gemeint die das Netzwerk der Ver
bindung zur Verfgung stellt Die Nutzung der CBR Dienstkategorie ist aber nur dann
sinnvoll wenn die Anwendung tatschlich mit einer konstanten bertragungsrate arbei
tet und so die ihr zur Verfgung stehende Bandbreite jederzeit voll ausnutzt Beispiele
fr Anwendungen die CBR nutzen sind Telefon und VideokonferenzSysteme die
einen unkomprimierten Audio oder Videostrom bertragen etwa um keine zustzliche
Verzgerung durch Kompression und Dekompression hinnehmen zu mssen Echtzeit
Anwendungen die nicht mit einer statischen sondern einer variablen bertragungsrate
arbeiten wie sie zum Beispiel fr komprimiertes Video bentigt wird wrden bei der
Nutzung von CBR NetzwerkRessourcen verschwenden und sollten statt dessen auf die
RealTime Variable Bit Rate Dienstkategorie zurckgreifen Da bei letzterer nur die im
Mittel bentigten Ressourcen reserviert werden kann die bertragungskapazitt des
Netzwerkes e%zienter ausgenutzt werden Allerdings mu dabei eine geringe Menge
Dienstkategorien und Dienstklassen im ATM 
an Zellverlusten in Kauf genommen werden was die Anwendungen aber in der Regel
tolerieren knnen
Whrend CBR und rtVBR EchtzeitAnwendungen untersttzen bieten die brigen
drei Kategorien keine EchtzeitUntersttzung an Diese drei Dienstkategorien sind
daher nur fr Anwendungen geeignet die keine besonderen Anforderungen an Ver
zgerung und Verzgerungsschwankung haben Die NonRealTime Variable Bit Rate
Dienstkategorie ist fr Anwendungen gedacht die mit einer variablen bertragungsrate
arbeiten und keine EchtzeitAnforderungen haben Durch Reservierung der im Mittel
bentigten Bandbreite wird bei der Nutzung von nrtVBR eine gewisse Hchstdauer der
bertragung nicht berschritten Daher eignet sich die nrtVBR Dienstkategorie fr
antwortzeitkritische Transaktionen wie sie beispielsweise beim OnlineBanking oder bei
Flugbuchungen auftreten Fr Anwendungen ohne EchtzeitAnforderungen die hinge
gen keine Dienstgarantien bentigen erzielt die Unspecied Bit Rate Dienstkategorie
die bestmgliche bertragung ohne jegliche Garantie Der Vorteil von UBR besteht
insbesondere in der Ausnutzung der Restbandbreite und den daraus resultierenden
gnstigen Tarifen Beispiele fr Anwendungen welche die UBR Dienstkategorie nutzen
sind traditionelle Anwendungen der RechnerRechnerKommunikation wie EMail oder
File Transfer Falls eine derartige Anwendung ihre bertragungsrate an die momentane
Netzlast anpassen kann empehlt sich die Nutzung der Available Bit Rate Dienstkate
gorie Zustzlich zur Reservierung einer minimal akzeptablen Zellrate verspricht ABR
eine geringe Zellverlustrate wodurch eine niedrigere bertragungsverzgerung als bei
der UBR Dienstkategorie erreicht werden kann Neben den Beispielanwendungen der
UBR Dienstkategorie sind Terminalemulation sowie Operationsausfhrungen in verteil
ten Systemen Remote Procedure Call als typische Anwendungen fr ABR zu nennen
 Dienstklassen
Auch die der ATM Schicht bergeordnete ATM Adaptation Layer AAL bietet ver
schiedene Klassen von Diensten an um den unterschiedlichen Anforderungen der Dien
ste der hheren Schichten gerecht werden zu knnen Aus den Unterschieden der Dien
ste bezglich der Zeitbeziehung zwischen Sender und Empfnger der Bitrate und des
Verbindungsmodus ergeben sich die vier Dienstklassen A B C und D siehe Tabel
le  Klasse A ist fr Dienste gedacht die mit einer konstanten Bitrate arbeiten
und bei denen eine Zeitbeziehung zwischen Sender und Empfnger besteht  also fr
Dienste mit EchtzeitAnforderungen Klasse B wird dagegen bei Diensten mit Echtzeit
Anforderungen verwendet die keine konstante Bitrate bentigen Verbindungsorien
tierte Dienste mit variabler Bitrate und ohne Zeitbeziehung zwischen Sender und Emp
fnger wie sie in der traditionellen RechnerRechnerKommunikation Verwendung n
den nutzen Klasse C Klasse D ist ebenfalls fr die RechnerRechnerKommunikation
ausgelegt im Gegensatz zu Klasse C aber fr verbindungslose Dienste
Obwohl keine feste Zuordnung der vier Dienstklassen zu den Diensttypen der AAL
oder den Dienstkategorien der ATMSchicht besteht ist es naheliegend Dienste der
Klasse A mit Hilfe des AAL Diensttyps zu erbringen da dieser die bertragung
konstanter Bitraten untersttzt Auf der ATMSchicht bietet sich die Verwendung
der CBR Dienstkategorie an Fr Klasse B eignet sich der AALDiensttyp  in Ver
bindung mit der rtVBR Dienstkategorie Die AALDiensttypen 	 und  knnen
gleichermaen die Dienste der Klassen C und D erbringen Da AAL	 jedoch einen
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Dienstklassse A B C D
Bitrate konstant variabel
Zeitbeziehung vorhanden nicht vorhanden
Verbindungsmodus verbindungsorientiert verbindungslos
AALDiensttyp AAL AAL AAL	
AAL
Tabelle  Die vier Dienstklassen der AAL
erheblich hheren Overhead als AAL mit sich bringt wird AAL	 blicherweise
nur fr verbindungslose Dienste der Klasse D eingesetzt Gora
 
 Verkehrs und Dienstqualittsparameter im ATM
In diesem Abschnitt werden Verkehrsparameter und Dienstqualittsparameter einge
fhrt die beide zur Beschreibung der Dienstkategorien verwendet werden Foru
b 
Im allgemeinen kann man auch die Verkehrsparameter als Dienstgteparameter auas
sen Da Verkehrsparameter einen Zellenstrom charakterisieren knnen sie aber auch
fr Dienste ohne Dienstqualittsanforderungen angegeben werden was die Unterschei
dung zwischen Verkehrsparametern und Dienstqualittsparametern sinnvoll macht
	 Verkehrsparameter
Der Zellenstrom den eine Anwendung an ein ATMNetzwerk bergibt wird mit Hilfe
von Verkehrsparametern charakterisiert Zu den Verkehrsparametern gehren
  Peak Cell Rate PCR	
  Sustainable Cell Rate SCR	
  Maximum Burst Size MBS	 und
  Minimum Cell Rate MCR	
Peak Cell Rate PCR Die Peak Cell Rate Rp ist eine obere Schranke fr die





 wobei T der
minimale zeitliche Abstand zwischen der Ankunft zweier aufeinanderfolgender ATM
Zellen ist T wird Peak Emission Intervall der Verbindung genannt 
Sustainable Cell Rate SCR Die Sustainable Cell Rate Rs ist eine obere Schranke






Rs  Rp gilt kann das Netzwerk die Ressourcen e%zienter zuweisen wenn die SCR
speziziert ist
 Diese anschauliche Denition des Peak Emission Intervalls ist lediglich eine grobe Annherung
an die sehr technische Denition des ATMForums vgl	 
Forub Abschnitt 		 und Anhang C		
Verkehrs und Dienstqualittsparameter im ATM  
Maximum Burst Size MBS Die Maximum Burst Size gibt an wieviele Zellen
maximal bei einer Zellrate von Rp Zellen pro Sekunde unmittelbar hintereinander ge
sendet werden knnen
MinimumCell Rate MCR DieMinimum Cell Rate Rm ist die minimale Zellrate






lich in der ABR Dienstkategorie verwendet siehe Abschnitt 
Cell Delay Variation Tolerance CDVT Ein weiterer Parameter der jedoch
nicht zu den Verkehrsparametern zhlt vgl Foru
b Anhang C  ist die Cell
Delay Variation Tolerance Sie wird vom Netzwerkbetreiber festgelegt und drckt die
akzeptable Abweichung der Zellenankunftszeiten vom Peak Emission Intervall T aus
	 Dienstqualittsparameter
Die EndezuEnde Dienstqualitt einer Verbindung in der ATMSchicht wird durch
Dienstqualittsparameter bestimmt Die folgenden drei Parameter werden zwischen der
Telekommunikationsanwendung und dem Netzwerk im Rahmen eines Verkehrsvertrages
siehe Abschnitt  ausgehandelt
  Cell Transfer Delay CTD	
  Cell Delay Variation CDV	 oder Jitter und
  Cell Loss Ratio CLR	
Nicht vorgesehen ist dagegen die Aushandlung von
  Cell Error Ratio CER	
  Severely Errored Cell Block Ratio SECBR	 und
  Cell Misinsertion Rate CMR	
Cell Transfer Delay CTD Die Cell Transfer Delay Zellbertragungsverzge
rung	 T k gemessen in s gibt die EndezuEnde Verzgerung der Zelle k an also
die Zeit die zwischen dem Senden des ersten Bits und dem Empfangen des letzten
Bits dieser Zelle vergeht Die fr die Anwendung maximal akzeptable CTD wird Tmax
genannt
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Cell Delay Variation CDV Auf seinem Weg durch das Netzwerk durchluft ein
Zellenstrom einen oder mehrere Vermittlungsknoten ATMSwitches in denen die an
kommenden Zellen verschiedener Verbindungen gemultiplext werden Das fhrt dazu
da einige Zellen warten mssen whrend andere weitergeleitet werden Auerdem
knnen Zellen durch den Einsatz von Operations and Maintenance OAM	 Zellen ver
zgert werden die zu berwachungs und Verwaltungszwecken in den Zellenstrom ein
gefgt werden Abhngig davon ob derartige Ereignisse auftreten ergeben sich fr
die Zellen eines Zellenstromes verschieden lange Zellbertragungsverzgerungen Diese
Schwankung der CTD heit Cell Delay Variation oder auch Jitter
Es existieren zwei Methoden um die CDV zu messen die OnePoint CDV und die
TwoPoint CDV Die Schwankung der Zellankunftszeiten wird bei der OnePoint CDV
an einem einzigen Mepunkt beobachtet whrend die TwoPoint CDV mit zwei ver
schiedenen Mepunkten arbeitet Die OnePoint CDV Vk der Zelle k ist deniert
als Vk  trk  tak wobei trk fr die Referenzankunftszeit und tak fr die
tatschliche Ankunftszeit der Zelle k steht tak wird nur an einem einzigen Punkt
im Netzwerk gemessen zum Beispiel am User Network Interface UNI Die TwoPoint
CDV V k der Zelle k ist deniert als V k  T k  Tr wobei T k fr die Cell
Transfer Delay der Zelle k steht und Tr fr die CTD einer denierten ReferenzZelle
T k sowie Tr werden zwischen zwei Punkten im Netzwerk gemessen beispielsweise am
UNI des sendenden Endsystems und am UNI des empfangenden Endsystems
Von der Zellbertragungsverzgerung hngt es unter anderem ab ob eine ATMZelle
als erfolgreich bertragen oder verlorengegangen gilt Trit eine gesendete Zelle beim
Empfnger pnktlich innerhalb von Tmax Sekunden fehlerfrei ein so spricht man von
einer erfolgreich bertragenen Zelle Eine Zelle die den Empfnger nicht erreicht oder
bei ihrer Ankunft Versptung hat so da ihre Nutzdaten unbrauchbar geworden sind
wird als verlorengegangen betrachtet Des weiteren knnen Streinsse die Ursache
fr fehlerhafte und falsch eingefgte Zellen sein Eine Zelle die zwar rechtzeitig beim
Empfnger ankommt jedoch Fehler aufweist heit fehlerhafte Zelle Aufgrund unent
deckter Fehler im Zellkopf kann beim Empfnger eine ATMZelle eintreen die nicht
vom Sender abgeschickt wurde Man spricht dann von einer falsch eingefgten Zelle
Unter Zuhilfenahme dieser Begrie lassen sich nun die brigen Dienstqualittsparame
ter denieren
Cell Loss Ratio CLR Die Cell Loss Ratio Zellverlustrate	 gibt das Verhltnis





Cell Error Ratio CER Die Cell Error Ratio Zellfehlerrate	 gibt das Verhltnis




Erfolgreich bertragene Zellen 	 Fehlerhafte Zellen
Verkehrs und Dienstqualittsparameter im ATM  
Severely Errored Cell Block Ratio SECBR Das Verhltnis von schwer feh
lerhaften Zellblcken zu insgesamt bertragenen Zellblcken einer Verbindung heit




Ein Zellblock ist eine Folge von n bertragenen aufeinanderfolgenden Zellen Falls
mehr als m der n Zellen eines Zellblocks fehlerhaft verlorengegangen oder falsch ein
gefgt sind handelt es sich um einen schwer fehlerhaften Zellblock
Cell Misinsertion Rate CMR Die Cell Misinsertion Rate gibt an wie oft falsch




Die CMR wird als Rate und nicht als Verhltnis Ratio deniert da die Anzahl der
falsch eingefgten Zellen nicht von der Anzahl der bertragenen Zellen abhngt
		 Denition der Dienstkategorien
Mit Hilfe der Verkehrs und Dienstqualittsparameter werden die Dienstkategorien im
folgenden genau deniert Dabei hngt es von der jeweiligen Dienstkategorie ab welche
Parameter speziziert werden
Constant Bit Rate CBR Benutzt eine Anwendung die Constant Bit Rate Dienst
kategorie wird ihr eine feste Menge an Bandbreite zugewiesen die durch die Peak Cell
Rate Rp bestimmt wird Da die Bandbreite der Anwendung exklusiv zur Verfgung
steht darf diese jederzeit Rp Zellen pro Sekunde senden Um EchtzeitAnwendungen
untersttzen zu knnen werden die Dienstqualittsparameter Cell Transfer Delay Cell
Delay Variation und Cell Loss Ratio speziziert
RealTime Variable Bit Rate rtVBR RealTime Variable Bit Rate Verbin
dungen werden durch die Peak Cell Rate die Sustainable Cell Rate und die Maximum
Burst Size charakterisiert Vom Sender wird erwartet da er mit einer variablen Bitrate
sendet Auch bei der rtVBR Dienstkategorie sind CTD CDV und CLR Bestandteil
der Spezikation
NonRealTime Variable Bit Rate nrtVBR Auch fr NonRealTime Varia
ble Bit Rate Verbindungen ist burstartiger Verkehr typisch der ebenfalls durch PCR
SCR und MBS charakterisiert wird Anwendungen die den ausgehandelten Verkehrs
vertrag siehe Abschnitt  einhalten wird eine niedrige Cell Loss Ratio garantiert
Da nrtVBR keine Untersttzung fr EchtzeitAnwendungen zur Verfgung stellt sind
keine Beschrnkungen hinsichtlich der Verzgerung von Zellen CTD und CDV  fest
gelegt
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Dienstkategorie CBR rtVBR nrtVBR UBR ABR
PCR          
SCR &     & &
MBS &     & &
MCR & & & &  
CTD       
CDV       
CLR         
Tabelle  Verkehrs und Dienstqualittsparameter der Dienstkategorien
Unspecied Bit Rate UBR Die Unspecied Bit Rate Dienstkategorie spezi
ziert lediglich die PCR als Verkehrsparameter Da keine Schranken im Hinblick auf
Verzgerung und Zellverlust CTD CDV und CLR festlegt werden bietet UBR kei
nerlei Garantien an und ist somit auch nicht fr EchtzeitAnwendungen geeignet
Available Bit Rate ABR Anwendungen die die Available Bit Rate Dienstkate
gorie verwenden haben Zugri auf die momentan ungenutzte Bandbreite Die von der
Anwendung maximal bentigte Menge an Bandbreite wird auch hier durch die Peak
Cell Rate Rp deniert whrend die minimal akzeptable Zellrate durch die Minimum
Cell Rate Rm festgelegt wird So kann der Anwendung eine Zellrate garantiert wer
den die aufgrund der variierenden Netzlast zwischen Rm und Rp schwankt Dadurch
bedingt knnen keine Garantien bezglich der Zellbertragungsverzgerung und der
Verzgerungsschwankung gegeben werden weswegen weder CTD noch CDV spezi
ziert werden EchtzeitAnwendungen werden demnach nicht untersttzt In der Regel
sollten ABR Verbindungen aber eine niedrige Cell Loss Ratio erreichen damit die fr
ABR typischen Anwendungen mglichst zgig abgewickelt werden knnen Ob die
CLR speziziert wird ist jedoch vom Netzwerk abhngig
Tabelle  fat zusammen in welcher Dienstkategorie welche Parameter speziziert  
bzw nicht speziziert  bzw nicht verwendbar & sind Die Aufteilung der Band
breite eines Mediums auf vier Verbindungen von denen jede eine andere Dienstkate
gorie in Anspruch nimmt ist in Abbildung  skizziert
 Mechanismen zur Diensterbringung

 Der Verkehrsvertrag
Wenn eine Anwendung eine neue ATMVerbindung aufbauen mchte mu sie dem
Netzwerk mitteilen welche Anforderungen sie an die Dienstqualitt dieser neuen Ver
bindung stellt Diese Anforderungen werden durch die Dienstqualittsparameter CTD
CDV und CLR beschrieben die mit dem Netzwerk ausgehandelt werden Weiterhin
gibt die Anwendung dem Netzwerk die Eigenschaften des zuknftig zu erwartenden
Mechanismen zur Diensterbringung  
t  [ s ]











Abbildung  Aufteilung der Bandbreite auf vier ATMVerbindungen
Zellenstromes in Form des Source Trac Deskriptors bekannt Im Source Tra%c De
skriptor sind die Verkehrsparameter PCR SCR MBS und MCR zusammengefat
Gemeinsam mit der CDVT und der in Abschnitt  beschriebenen Denition der
Konformitt bildet er den Connection Trac Deskriptor
Der Connection Tra%c Deskriptor und die Dienstqualittsparameter sind Bestandtei
le eines Verkehrsvertrages Trac Contract	 der fr jede Richtung der Verbindung
zwischen Anwendung und Netzwerk ausgehandelt wird In diesem Verkehrsvertrag
verpichtet sich das Netzwerk die vereinbarte Dienstqualitt zu garantieren solange
der von der Anwendung gesendete Zellenstrom die im Vertrag festgelegten Verkehrs
parameter einhlt

 Der Generic Cell Rate Algorithmus
ATMZellen welche die Verkehrsparameter des Verkehrsvertrages einhalten heien
konforme Zellen Mit Hilfe des Generic Cell Rate Algorithmus GCRA	 wird fest
gestellt ob eine Zelle konform ist Eine Realisierung des GCRA als Leaky Bucket
Algorithmus zeigt das Fludiagramm in Abbildung 
Der Algorithmus arbeitet mit einem Zhler X sowie zwei Parametern dem Inkrement
I und dem Limit L Falls bei Ankunft einer ATMZelle X  L gilt ist die Zelle
konform und der Zhler wird um I erhht Im Fall X  L wird die eingetroene Zelle
als nichtkonform eingestuft In jedem Fall erniedrigt sich der Zhler X pro Zeiteinheit
um  sofern er dabei nicht negativ wird Dieses Dekrementieren des Zhlers wird mit
Hilfe von tak dem Ankunftszeitpunkt der kten Zelle und tc dem Ankunftszeitpunkt
der letzten konformen Zelle ausgedrckt Wie der Name schon verrt kann der Leaky
Bucket Algorithmus als Eimer mit einem Fassungsvermgen von L	I Litern aufgefat
werden Dieser Eimer ist mit X Litern Wasser gefllt von denen pro Zeiteinheit  
durch ein Loch im Boden des Eimers ablaufen Jede ankommende ATMZelle kann
nun als eine Kanne angesehen werden die I Liter Wasser enthlt Falls die gesamte
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Wassermenge der Kanne noch in den Eimer passen wrde ohne da dieser berluft
X  L wird sie in den Eimer geschttet Die mit der Kanne gedanklich assoziierte
Zelle gilt dann als konform Das Beispiel in Abbildung  verdeutlicht den Ablauf des
Leaky Bucket Algorithmus Hier wird I  
 und L    angenommen Bei der Ankunft
der ersten Zelle wird der Zhler X mit  und die Variable tc mit ta initialisiert so
da im Beispiel tc  ta    gilt Es ergibt sich da Zelle  konform ist woraufhin
X um I erhht wird und somit den Wert  aufweist Auch die zweite Zelle ist konform
da die Hilfsvariable X  das Limit L erreicht jedoch nicht bersteigt X wird wiederum
um I erhht und erhlt den Wert  Auerdem wird tc auf den Wert von ta  gesetzt
so da nun tc  
 gilt Da bei der dritten Zelle schlielich X     L gilt wird diese
als nichtkonform eingestuft Die vierte Zelle dagegen wird wieder als konform erkannt
so da nun X   und tc   gilt
Ankunft der Zelle k zum Zeitpunkt t  (k)a
Zelle k ist nicht konform
X = X’ + I
X’ > L ?
X’ = max{ X - ( t  (k) - t  ), 0 }
Zelle k ist konform







t  :  Ankunftszeitpunkt der letzten konformen Zelle





X = 0 und t  = t (1)c a
Abbildung  Fludiagramm des Leaky Bucket Algorithmus

	 Verkehrs und Staukontrolle
Unvorhersehbare Schwankungen im Verkehrsaufkommen oder Fehler innerhalb des
Netzwerkes knnen eine berlast im Netzwerk bewirken Solche berlastsituationen
sind dadurch gekennzeichnet da das Netzwerk nicht mehr in der Lage ist allen der
zeit bestehenden Verbindungen die bentigte Menge an Ressourcen zur Verfgung zu
stellen Folglich kann nicht fr jede Verbindung die vereinbarte Dienstqualitt aufrecht
erhalten werden Durch den Einsatz geeigneter Verkehrs und Staukontrollmechanis
men wird angestrebt Anzahl und Dauer von berlastsituationen mglichst gering zu
Mechanismen zur Diensterbringung  
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Abbildung  Beispielablauf des Leaky Bucket Algorithmus
halten Aufgabe der Verkehrskontrolle ist es durch prventive Manahmen die berla
stung des Netzwerkes zu vermeiden whrend die Staukontrolle bei bereits bestehender
berlastsituation deren Auswirkungen begrenzen und den Stau beheben soll Folgende
Mechanismen werden vorgestellt
  Connection Admission Control CAC	




Connection Admission Control CAC Die Manahmen die das Netzwerk beim
Verbindungsaufbau ergreift um zu entscheiden ob die Verbindung angenommen oder
abgelehnt werden soll heien Connection Admission Control Im Rahmen dieser Zu
gangskontrolle wird ein Verbindungsaufbauwunsch nur dann akzeptiert wenn ausrei
chend Ressourcen in Form von Bandbreite und Puerspeicher verfgbar sind um der
neuen Verbindung die geforderte Dienstqualitt EndezuEnde zuzusichern Gleich
zeitig mu auch sichergestellt sein da die vereinbarten Dienstqualitten der bereits
bestehenden Verbindungen nicht durch die neue Verbindung beeintrchtigt werden Die
fr diese Entscheidung ntigen Informationen erhlt die CAC aus dem Verkehrsvertrag
Da zur Garantie der Dienstqualitt von CBR rtVBR oder nrtVBR Verbindungen die
bentigten Ressourcen vom Netzwerk reserviert werden mssen ist die CAC beim Ver
bindungsaufbau erforderlich Das gilt auch fr ABR Verbindungen die eine Minimum
Cell Rate Rm   fordern Die Verwendung der CAC fr UBR Verbindungen ist
optional
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Usage Parameter Control UPC Wrde eine Anwendung ihren Verkehrsver
trag nicht einhalten nhme sie zustzliche NetzwerkRessourcen insbesondere die von
anderen Verbindungen in Anspruch Da dies eine massive Einschrnkung der Dienst
qualitten der anderen Verbindungen nach sich zge mssen die NetzwerkRessourcen
vor derartigen bergrien geschtzt und die ausgehandelten Verkehrsvertrge durch
gesetzt werden Aus diesem Grund kontrolliert die Usage Parameter Control am User
Network Interface UNI die vom Endsystem kommenden Zellenstrme Als Teil der
UPC berwacht die sogenannte Network Parameter Control NPC	 die Verbindungen
am Network Node Interface NNI
Die berwachung des Zellenstromes einer Verbindung kann zum Beispiel mit Hilfe des
Generic Cell Rate Algorithmus aus Abschnitt  geschehen Konforme Zellen wer
den von der UPC normal weiterbefrdert whrend nichtkonforme Zellen entweder
gekennzeichnet tagged oder verworfen discarded werden Die Kennzeichnung einer
nichtkonformen Zelle geschieht durch das Setzen des Cell Loss Priority CLP	 Bits
im Zellkopf und ist nur dann mglich wenn das CLP Bit noch nicht gesetzt ist Ist bei
einer nichtkonformen Zelle das CLP Bit bereits gesetzt so wird sie verworfen
Priorittskontrolle Die Aufgabe der Priorittskontrolle besteht darin weitestge
hend zu verhindern da in einer berlastsituation Zellen verworfen werden die wich
tige Nutzdaten transportieren whrend Zellen mit weniger relevanten Nutzdaten er
folgreich bertragen werden Durch gezieltes Setzen des CLP Bits kann die sendende
Anwendung jeder Zelle eine Prioritt zuordnen Eine gesetztes CLP Bit macht eine
Zelle zu einer niederprioren Zelle deren Nutzdaten weniger wichtig sind In berlastsi
tuationen werden diese Zellen von der UPC zuerst verworfen Zellen die wichtige Daten
transportieren sollten also als hochpriore Zellen mit gelschtem CLP Bit gesendet wer
den Droht bei der Ankunft einer derartigen hochprioren Zelle in einem ATMSwitch
ein Puerberlauf so kann eine Zelle mit niedriger Prioritt aus dem Puer verdrngt
werden um Platz fr die neue hochpriore Zelle zu schaen Des weiteren besteht die
Mglichkeit Zellen mit hoher Prioritt in den ATMSwitches bevorzugt weiterzuleiten
damit sie die Verzgerungsbeschrnkungen besser einhalten knnen
Trac Shaping Durch den Einsatz von Trac Shaping werden die Charakteristi
ka des Zellenstromes einer Verbindung verndert um die E%zienz des Netzwerkes zu
erhhen oder die Konformitt des Zellenstromes zu sichern Die Modellierung des Zel
lenstromes kann beispielsweise durch eine Verringerung der Peak Cell Rate oder eine
Begrenzung der Maximum Burst Size erzielt werden Weiterhin kann man die Cell
Delay Variation einschrnken indem man die Zellen in angemessenen Abstnden wei
terleitet Zu beachten ist jedoch da durch Tra%c Shaping die Dienstqualitt der Ver
bindung nicht beeintrchtigt werden darf und da die Reihenfolge der Zellen erhalten
bleiben mu Die Orte an denen Tra%c Shaping eingesetzt wird sind vom jeweiligen
Netzwerk abhngig Beispielsweise kann innerhalb eines sendenden Endsystems die
Konformitt des gesendeten Zellenstromes durch Tra%c Shaping sichergestellt und so
das Verwerfen von Zellen durch die UPC vermieden werden
Ratenbasierte Flukontrolle Die ratenbasierte Flukontrolle sorgt dafr da der
Sender einer ABR Verbindung FeedbackInformationen erhlt anhand derer er ge
gebenenfalls seine Senderate dynamisch an die Netzlast anpassen kann Um diese
Zusammenfassung  
Informationen zu bekommen fgt der Sender in regelmigen Abstnden Resource
Management RM	 Zellen in den Zellenstrom ein die vom Empfnger zurckgeschickt
werden Sowohl der Empfnger als auch die Vermittlungsknoten knnen die RMZellen
mit FeedbackInformationen bestcken und auch ihrerseits RMZellen generieren um
sie an den Sender zu schicken Ein berlasteter oder voll ausgelasteter Vermittlungs
knoten kann darber hinaus das Explicit Forward Congestion Indication EFCI	 Bit
im Zellkopf einer gewhnlichen vorbeikommenden ATMZelle setzen um dem Endsy
stem auf der Empfngerseite die berlastung mitzuteilen Dieses wird daraufhin unter
Zuhilfenahme von RMZellen den Sender informieren
Die dynamische Anpassung der Senderate geht folgendermaen vor sich Der Sender
einer ABR Verbindung erhht seine Senderate schrittweise bis auf maximal Rp Zellen
pro Sekunde bis ihm die RMZellen einen Stau melden In diesem Fall und auch dann
wenn die RMZellen ganz ausbleiben liegt oensichtlich eine berlastung im Netzwerk
vor so da der Sender seine Senderate schrittweise drosseln wird  notfalls bis auf Rm
Zellen pro Sekunde Sobald kein Stau mehr angezeigt wird kann die Senderate wie
der erhht werden Zustzlich kann dem Sender die erlaubte Senderate auch explizit
mitgeteilt werden
	 Zusammenfassung
Da ATMNetzwerke vielen verschiedenen Anwendungen eine geeignete Dienstqualitts
untersttzung bieten sollen hat das ATMForum die Dienste in fnf Dienstkategorien
eingeteilt Die CBR Dienstkategorie untersttzt EchtzeitAnwendungen mit konstanter
Bitrate wie sie zum Beispiel bei unkomprimiertem Video vorliegt Die Notwendigkeit
unkomprimierte Videostrme in Echtzeit zu bertragen und damit knappe Netzwerk
Ressourcen zu belegen besteht bei der heutigen Kompressionstechnik fast nicht mehr
so da viele EchtzeitAnwendungen nach entsprechender Datenkompression mit der rt
VBR Dienstkategorie auskommen sollten Dennoch hat auch die CBR Dienstkategorie
ihre Existenzberechtigung In Bereichen wie der Telefonie oder der Telemedizin knn
te sich die geringe Zellverlustrate welche die rtVBR Dienstkategorie mit sich bringt
strend oder sogar gefhrlich auswirken Weiterhin ist es nicht allen Anwendungen
mglich ihre Daten entsprechend zu komprimieren Als Beispiel seien wieder telemedi
zinische Anwendungen genannt Schlielich ist die durch Kompression und Dekompres
sion entstehende Verzgerung manchmal nicht mit den EchtzeitAnforderungen einer
Anwendung zu vereinbaren In diesen Fllen kommt man also um den Einsatz von CBR
nicht herum Auch die Existenz der drei Dienstkategorien nrtVBR UBR und ABR
fr Anwendungen ohne EchtzeitAnforderungen ist berechtigt Whrend UBR keine
Garantien bietet kann bei ABR die minimal akzeptable bertragungsrate und die
Zellverlustrate festgelegt werden Die nrtVBR Dienstkategorie kann darber hinaus
durch Spezikation der mittleren Zellrate eine gewisse Hchstdauer der bertragung
garantieren Von den Qualittsanforderungen und auch von den akzeptablen Kosten
fr die Verbindung hngt es ab welche der drei letztgenannten Dienstkategorien eine
Anwendung nutzt
Jede der fnf Dienstkategorien hat also ihre Existenzberechtigung Nach heutigen Ma
stben ist durch diese Klassizierung allen denkbaren Telekommunikationsanwendun
gen eine geeignete Dienstqualittsuntersttzung gegeben Dennoch ist die Einfhrung
weiterer Dienstkategorien in Zukunft nicht ausgeschlossen
 J	rg Aerbach Untersttzung fr Dienstqualitten in ATMNetzwerken
Die optimale Ausnutzung der Dienste von ATM wird erst mit der Entwicklung von
neuen Anwendungen erreicht werden die von vorne herein auf die Nutzung der ATM
Technologie ausgerichtet sind Der Zugri auf das Netzwerk wird dann ber ein ATM
basiertes Application Programming Interface API	 abgewickelt werden Mit Hilfe des
APIs knnen die Fhigkeiten der ATMTechnologie zuknftig kostengnstig nutzbar
gemacht werden so da die Vorteile die ATM im Vergleich zu anderen Technologien
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Qualittsbasiertes Routing im Internet
Zhenbo Wang
Kurzfassung
Die im Internet immer huger auftretenden modernen Anwendungen verlan
gen gewisse Garantien bei der Dienstqualitt zB ist die Durchfhrung einer
Telekonferenz nur dann sinnvoll wenn die Verzgerung unter einem bestimm
ten Maximalwert liegt Das Internet Protokoll IP wurde fr eine bestmgliche
Datenbertragung besteort  entwickelt und bietet keine Garantie der Dienst
qualitt Um die Dienstqualittsanforderungen im Internet zu untersttzen ist
es notwendig das InternetRouting um Aspekte der Dienstqualitt zu erweitern
Beim QoSQuality of ServiceRouting geht es darumWege die geforderten Qua
litten zB Bandbreite Verzgerung usw erfllen im Internet zu nden und
zu verwalten In diesem Beitrag werden einige Anforderungen an das qualittsba
sierte Routing beschrieben Die whrend der Entwicklung entstandenen Fragen
werden diskutiert Ein Rahmenwerk zum qualittsbasierten Routing wird vor
gestellt Das bereits existierende Routingprotokoll OSPF Open Shortest Path
First wird um Aspekte der Dienstqualitt erweitert
 Einfhrung
Die bis heute existierenden Routingprotokolle konzentrieren sich meistens nur auf die
Topologie des Netzwerkes und bercksichtigen dabei die Auslastung von Netzwerkres
sourcen wie Bandbreite nicht Deshalb sind sie nicht zur Untersttzung von Da
tenverkehr mit Dienstqualittsanforderungen geeignet Folgendes Beispiel wird diese
Ansicht demonstrieren












Abbildung  Ein einfaches Routing Beispiel
Angenommen Endsystem H sendet Daten mit einer Datenrate von  kbit	s zu
Endsystem H Das Routingprotokoll zB OSPF berechnet den krzesten Weg zum
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Ziel anhand der NetzTopologie HRRH Ein Problem tritt auf wenn der
Router R nicht gengend Ressourcen an seinem Anschlu zu Router R hat um
die Anforderung von  kbit	s zu erfllen Der Weg HRRH der zwar
die Anforderung von  kbit	s befriedigen kann wird nicht benutzt weil das Rou
tingprotokoll nur den krzesten Weg betrachtet Die Grundidee solche Protokolle zu
verbessern ist da die Routingprotokolle zustzlich die Ressourceninformationen ne
ben der Topologieinformation bei der Wegewahl betrachten Damit bilden Topologie
und Ressourceninformation des Netzes die zwei entscheidenden Faktoren beim quali
ttsbasierten Routing Bei der erweiterten Version von OSPF QOSPF Quality Open
Shortest Path First wird fr die Verbindung dann bei obigem Beispiel der passende
Weg HRRH gesucht Man sieht der jetzt ausgesuchte Weg ist nicht mehr
der krzeste Weg aber er hat die ntigen Ressourcen fr die geforderte Qualitt der
Verbindung
Um allgemeine Qualittsanforderungen wie eine garantierte minimale Bandbreite und
maximale Verzgerung zu untersttzen sollen die folgenden Erweiterungen im Internet
reprsentiert werden RaNa
 
 neue zustzliche Dienstklassen neben der besteort Dienstklasse um gewisse
Garantien bei Durchsatz und Verzgerung fr die Anwendung sicherzustellen
 ein Mechanismus der erlaubt da die Anwendungen dem Netzwerk ihre Dienst
qualittsanforderungen signalisieren
 Mechanismen fr das Verkehrsmanagement in den Endsystemen und Routern
Die IETFInternet Engineering Task Force hat bereits erste Ergebnisse zu den bei
den ersten Anforderungen erarbeitet Zustzliche Dienstklassen neben der best
eort Dienstklasse und ein Ressourcenreservierungsprotokoll RSVP wurden de
niert RSVP wird benutzt um die Ressourcen des Netzwerkes zu reservieren und
dadurch die gewnschten Dienste zu erlangen Die Anforderung an das Verkehrsmana
gement wird auch von Firmen die sich mit Netzwerkaspekten beschftigen entwickelt
Mit der qualittsbasierten InternetRoutingArchitektur sollen qualittsorientierte We
ge im Internet fr Verbindungen in Bezug auf die gegenwrtige Topologie und Verkehrs
situation dynamisch gefunden werden Bei einer solcher RoutingArchitektur ist die
Wegewahl fr eine Verbindung sowohl von NetzwerkZustandsinformationen zB die
verfgbare Bandbreite bei verschiedenen Links als auch von Qualittsanforderungen
der Verbindung abhngig Die qualittsbasierte RoutingArchitektur ist gut geeignet
fr eine e%ziente Nutzung der Ressourcen und daraus folgt ein vorteilhaftes Netzwerk
Engineering
Es ist oensichtlich nicht wirtschaftlich ausschlielich die Ressourcen im Netzwerk
auszubauen um die Dienstqualittsanforderungen zu befriedigen Man soll auch sich
bemhen die e%ziente Nutzung der Ressourcen zu erziehen 'entliche oder private
Netzwerkbetreiber verlangen zum Beispiel maximalen Datenverkehr unter minimaler
Ressourcenauslastung zu erzielen Unter folgenden Umstnden wird ein QoSRouting
bentigt
  Erstens ohne QoSRouting verteilen Protokolle wie RSVP Resource Reservati
on Protocol zwar die Dienstqualittsanforderungen an die Router aber es wird
Anforderungen an qualittsbasiertes Routing 
nicht garantiert da ein passender Weg zwischen Sender und Empfnger gefun
den und benutzt wird
  Zweitens ein qualittsbasiertes RoutingVerfahren ist viel konomischer dh
beim qualittsbasierten Routing werden Ressourcen e%zienter benutzt als beim
traditionellen Routing zB IPRouting Mit einem zustandsabhngigen Rou
ting wird mehr Datenverkehr und hhere Leistung geschaen im Vergleich zu
einem zustandsunabhngigen Routing
Qualittsbasiertes Routing soll deswegen als eine wesentliche Komponente im Rahmen
werk des Internets integriert sein um die Qualittsanforderungen der Anwendungen
zu untersttzen
 Anforderungen an qualittsbasiertes Routing
Der erste Schritt bei der Entwicklung einer qualittsbasierten RoutingArchitektur be
trachtet die Anforderungen die unbedingt befriedigt werden mssen Wir betrachten
am Anfang nur die folgenden zugrundeliegenden Anforderungen
Metrik
  Untersttzung fr mehrere Metriken Bandbreite Verzgerung usw
  Die Fhigkeit zur dynamischen Bestimmung eines Weges der die Anforderungen
zB Bandbreite und Verzgerung befriedigen kann
  Die Dienstqualitt soll auch verschiedene Typen von Verbindungen untersttzen
Unicast und Multicast
  Untersttzung fr heterogene Dienstqualittsanforderungen von Empfngern
Robustheit
  Die Fhigkeit zur Entdeckung von dynamischen !nderungen der Ressourcenka
pazitt eines Links und geeignete Reaktionen
  Die Fhigkeit zur Weiterfhrung des WegewahlProzesses trotz mehrfachen Mi
erfolgen
E%zienz
  Die Fhigkeit zur Schaung einer Verbindung fr einen kurzlebigen shortlived
Datenaustausch mit minimalem Aufwand
  Die Fhigkeit zur e%zienten Benutzung der Netzwerkressourcen durch die Ver
teilung der Verkehrslast und eine globale Zugangskontrolle
  Minimierung der allgemeinen Kosten fr das Routing
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  Untersttzung der Ressourcenkontrolle dh die Fhigkeit zur Begrenzung des
Ressourceverbrauchs fr verschiedene Verkehrsklassen
Skalierbarkeit und Prioritt
  Routing in einem Netzwerk mit einer umfangreichen Menge von Links und Knoten
oder in einem Netzwerk mit groer Reichweite
  Untersttzung fr priorisierte Verbindungen dh Verbindungen mit hherer
Prioritt sollen mit Vorrang aufgebaut werden gegenber denen mit niedrigerer
Prioritt
InterdomainRouting
  Bei diesem Bereich soll man sich einige Gedanken ber die Anforderungen an
das InterdomainRouting machen Welche Informationen sollen an der Grenze
zwischen zwei administrativen Domainen ausgetauscht werden( Diese Frage mu
sorgfltig beantwortet werden Auf jeden Fall soll eine Strategie eingefhrt wer
den um den Austausch der RoutingInformationen zwischen zwei Organisationen
einzuschrnken
Ein aus solchen Anforderungen resultierendes Routing ist hher entwickelt als das bis
herige InternetRouting Im nchsten Abschnitt mchten wir einige Probleme die bei
der Realisierung der qualittsbasierten Internet RoutingArchitektur auftreten disku
tieren
 Probleme beim qualittsbasierten Routing
	 Informationsverbreitung
Beim LinkStateRouting hlt jeder Knoten die Informationen ber die Topologie des
Netzes und berechnet daraus beispielsweise die krzesten Wege fr die Verbindung 
typischerweise mit dem Verfahren von Dijkstra Um die Anforderung an die Dienst
qualitt zu bercksichtigen mu jeder Router zustzlich die Verfgbarkeit der direkt
verbundenen Links und seine eigene Ressourcenverfgbarkeit berwachen Das Link
StateRouting erfordert da die Router ihren lokalen Ressourcenzustand zB ver
fgbare Linkkapazitt Verzgerung usw und die lokale Topologieinformation durch
das ganze Netzwerk verbreiten Viele Routingprotokolle uten die Informationen um
!nderungen periodisch zu verbreiten Da diese Information von allen Knoten nach einer
gewissen Verzgerung bei einem neuen Knoten eintrit kennt er dann die komplette
Topologie und den Zustand des Netzwerks Die Verbreitung von Zustandsinforma
tionen kann hohen Kommunikations und Berechnungsaufwand verursachen Fr ein
e%zientes qualittsbasiertes Routing ist ein solches Fluten der Information nicht gut
geeignet Als alternative Technik wird zB ein baumbasiertes VorwrtsVerfahren vor
geschlagen um den Verbreitungsaufwand zu reduzieren Falls die Zustandswerte der
Links sich innerhalb einer kurzen Periode sehr schnell ndern Die !nderungen sollen
dann besser quantisiert werden um die Quote der Verbreitungen zu reduzieren Es ist
klar da je ungenauere Informationen beim Router vorhanden sind desto unwahr
scheinlicher ein geeigneter Weg gefunden wird Aber fr die Beschaung sehr genauer
Informationen bei den Routern mu man auch hohen Aufwand in Kauf nehmen
Probleme beim qualittsbasierten Routing 

	 Algorithmus fr einen UnicastWeg
Seien die Zustandsinformationen von jedem Router bekannt wie sollen dann die Wege
fr UnicastVerbindungen berechnet werden( Die Berechnung eines passenden Weges
fr eine gegebene Verbindung ist nicht schwer Jeder Router eliminiert alle unpassenden
Links und Knoten dh die die angeforderten Qualitten nicht untersttzen knnen
von seiner lokalen Reprsentation der Netzwerktopologie Mit dieser genderten To
pologie wird dann ein EndezuEndeWeg kalkuliert Aber bei der Untersuchung von
leitungsvermittelten Netzwerken hat sich gezeigt da solche Routingentscheidungen so
gar im Fall einer limitierten Topologie inakzeptabel sind Mit diesem Algorithmus wer
den weniger Verbindungen im Netz zugelassen als eigentlich mglich sind Auerdem
gibt es manchmal Informationsverlust bei der Aggregation der Zustandsinformationen
womit die richtige Routingentscheidung verhindert wird
Ein RoutingVerfahren mit lokaler Zugangskontrolle wird von der Arbeitsgruppe In
tegrated Services IETF deniert Das RoutingVerfahren bestimmt den Weg fr eine
Verbindung solange die Zugangskontrollkriterien jedes auf dem Weg stehenden Rou
tern der Verbindung passen Diese Art von Zugangskontrolle bercksichtigt nur die
Ressourcen bei jedem einzelnen Router und nimmt keine Rcksicht auf den globalen
Ressourcenverbrauch Um mehr E%zienz beim Routing zu erzielen soll eine zustz
liche Schicht fr Zugangskontrolle Higher Level Admission Control  implementiert
werden Diese sogenannte hhere Schicht fr die Zugangskontrolle betrachtet die Res
sourcenanforderungen von jeder Verbindung und die verfgbaren Ressourcen Dann
entscheidet sie ob es in Bezug auf die gesamte Sicht gnstig ist eine Verbindung auf
zunehmen Deshalb kann eine einzelne Verbindung vielleicht abgelehnt werden obwohl
ein passender Weg dazu existiert Denn das System ndet da durch die Aufnahme
dieser Verbindung die gesamte Anzahl der frderbaren Verbindungen verringert wird
Die Wegewahl fr eine Verbindung mit mehreren Anforderungen an die Dienstqualitt
ist ein schwieriges Problem In der Tat ist fr manche Kombinationen mit Anforde
rungen an die Dienstqualitt das Problem bereits NPvollstndig Algorithmen werden
vorgeschlagen wie ein Weg mit Anforderungen an Bandbreite und Verzgerung berech
net werden kann WaCr
 
		 Prioritten
Wenn eine kritische Verbindung hherer Prioritt als andere Verbindungen bewilligt
wird so mu ein Mechanismus im Netzwerk implementiert sein um die Prioritt zu er
kennen Hier wird angenommen da das Reservierungsprotokoll RSVP die Prioritt
der Verbindung signalisieren kann Es gibt zwei Aspekt bei der Priorisierung
 Es mu eine Strategie vorhanden sein um zu entscheiden welcher Benutzer wel
che Prioritten fr seine Verbindungen setzen kann(
 Eine Verbindung mit hherer Prioritt soll gewisse Vorteile haben gegenber einer
mit niedrigerer Prioritt bezglich der Erfllung von Dienstqualittsanforderun
gen
Der RoutingMechanismus zur Implementierung der Prioritt basiert auf der Kombi
nation von Verdrngung und dynamischem Rerouting der Verbindung mit niedrigen
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Prioritt Ein Beispiel Ein Router versucht bei der Wegewahl fr eine gegebene Ver
bindung zuerst einen Weg zu nden der gengend Ressourcen fr die Dienstquali
ttsanforderung der Verbindung besitzt Wenn es nicht klappt versucht der Router
dann eine Verbindung mit niedrigerer Prioritt zu verdrngen damit die freigegebenen
Ressourcen fr die Verbindung mit hherer Prioritt genutzt werden knnen Somit
wird ein passender Weg fr die Verbindung mit hherer Prioritt gefunden Der Rou




Sind mehrere Dienstklassen vorhanden so ist es ntig den Verkehrsbedarf jeder Dienst
klasse zu bestimmen Zu diesem Zweck soll der Administrator des Netzwerkes die
Ressourcen der Router und Links auf die verschiedenen Dienstklassen aufteilen Aus
einer zu strengen Aufteilung resultiert vielleicht eine ine%ziente Nutzung der Ressour
cen des Netzwerkes weil es vorkommen kann da bei einer Dienstklasse bermiger
Datenverkehr und zugleich bei einer anderen Dienstklasse nur wenig Verkehr herrscht
Deshalb ist es wnschenswert die freien Ressourcen dem Datenverkehr zuzuteilen der
solche Ressourcen dringend braucht Diese Art von gemeinsamer Benutzung der Res
sourcen soll nur vernnftig kontrolliert werden um zu vermeiden da einige Dienst
klassen die nicht ihnen gehrenden Ressourcen fr lange Zeit benutzen und dadurch
den Datenverkehr anderer Dienstklassen verhindern Solche Kontrollen sind Aufgabe
des Routings Bei dem RoutingVerfahren sollen die lokale Ressourcen aufteilung und
gemeinsame Nutzung der Ressourcen implementiert werden Das Design eines geeig
neten RoutingVerfahrens und wie ein solches Verfahren ins qualittsbasierte Routing
integriert werden soll braucht noch weitere Forschungsarbeit
	 Qualittsbasiertes Routing fr MulticastVerbindung
Die Berechnung qualittsbasierter Wege fr MulticastVerbindungen ist ein kompli
ziertes Problem besonders wenn Higher Level Admission Control  noch einbezogen
ist Die dynamische !nderung der Empfngermenge und die Heterogenitt der Emp
fnger machen das Problem schwierig Bei der Erweiterung von MOSPF Multicast
Extension of Open Shortest Path First zu QMOSPF ist das wesentliche Problem die
Skalierbarkeit
Die Ziele von qualittsbasiertem Routing fr MulticastVerbindungen sind folgende
 Skalierbarkeit fr groe Gruppe mit dynamischer Mitgliedschaft
 Robustheit bezglich der !nderung der Topologie
 Untersttzung empfngerinitiierten heterogenen Reservierungen
 Untersttzung gemeinsamer Reservierungen
 Untersttzung einer globalen Zugangskontrolle dh die administrative Kontrolle
fr den Ressourcenverbrauch bei MulticastVerbindungen
Bestimmung der Dienstqualitt und Ressourcenreservierung 
Ein mgliches Modell fr MulticastVerbindungen operiert folgendermaen Der Sender
benachrichtigt periodisch seine Empfnger ber die Charakteristik des Datenverkehrs
Nach dem Empfang der Nachrichten generiert ein Empfnger eine Nachricht zur Re
servierung der Ressourcen entlang des ganzen Weg der Verbindung Andere Modelle
sind auch mglich aber das oben vorgestellte Modell entspricht dem gegenwrtigen
RSVPModell
Das MulticastRouting versucht einen Weg vom Sender zu jedem Empfnger zu nden
der die Reservierungsanforderungen erfllen kann Das Routing versucht vielleicht
gleichzeitig die Nutzung der Netzwerkressourcen zu maximieren und die gesamt zuge
teilte Bandbreite fr die MulticastVerbindung zu minimieren oder andere Merkmale
zu optimieren
 Bestimmung der Dienstqualitt und Ressourcenre
servierung
Fr moderne multimediale Anwendungen ist es hilfreich die Anforderungen an die
Dienstqualitt zu signalisieren auszuhandeln und die bentigten Ressourcen zu reser
vieren So kann den Anwendungen der gewnschte Dienst garantiert werden Das
qualittsbasierte RoutingModell hat einige Implikationen auf die Signalisierung Un
ter diesem RoutingModell mssen die verlangten Dienstqualitten der Verbindung
speziziert werden bevor ein geeigneter Weg dafr gewhlt wird Im Gegensatz dazu
wird bei RSVP zuerst ein Weg zugrundegelegt dann werden die Ressourcen reserviert
Das RSVP benutzt eine PATHNachricht um die Empfnger ber die Kommmuni
kationssitzung und die Charakteristik des Datenverkehrs zu benachrichtigen und Zu
standsinformation in den Routern zu erstellen Beim qualittsbasierten Routing ist die
letzte Funktion nicht ntzlich weil die Wegewahl nur von den Empfngeranforderungen
abhngig ist Kombiniert man das gegenwrtige RSVPModell und das qualittsbasier
te Routing dann wird bei dem Aufbau einer UnicastVerbindung verlangt da eine
PATHNachricht von dem Sender zum Empfnger entlang des besteort Weges ge
sendet wird Der Empfnger sendet eine RESERVENachricht nachdem ein geeigneter
Weg erfolgreich gefunden wurde
Der Weg fr eine MulticastVerbindung unter der gegenwrtigen RSVPSpezikation
ist der IPInternet ProtokollMulticastbaum Um Wnsche nach einer bestimmten
Dienstqualitt zu uern mu jeder Empfnger eine RESERVENachricht in die Rich
tung der Wurzel des Baums senden Unterwegs sollen die Link und Routerressourcen
reserviert werden Dieses Verfahren erstellt den Multicastbaum unabhngig von den
Dienstqualittsanforderungen Deswegen wird es keine Garantie dafr geben da der
Empfnger die Ressourcen erfolgreich reservieren kann um die gewnschte Dienstqua
litt zu bekommen
Eine mgliche Lsung fr qualittsbasiertes MulticastRouting ist da die fr die
PATHNachricht benutzten Verbindungen und die fr den spteren Datentransport
benutzten Verbindungen getrennt werden sollen dh sie laufen nicht unbedingt auf
demselben Weg
Eine andere Methode kann den Multicastbaum schon mit Hilfe von den in der PATH
Nachricht erhaltenen Informationen bestimmen Das bedeutet der Verbindungsbaum
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wird durch die Kenntnis ber die Empfngermenge und die dazu angenommene ma
ximale Ressourcenreservierung bei jedem Router aufgebaut Ein mglicher Nachteil
einer solchen Methode ist da ein Verbindungsbaum nicht gefunden wird obwohl es
mglich ist Die Ursache ist da die angenommene maximale Reservierung hher als
die tatschlich von dem Empfnger gewnschte Reservierung ist
Wir sehen da das RSVPModell nicht reibungslos mit qualittsbasierten Routing
zusammenarbeitet Wie dieses Problem gelst wird ist noch eine oene Frage
	 IntradomainRouting und InterdomainRouting
 IntradomainRouting
Es gibt mehrere Vorschlge dazu wie das qualittsbasierte Routing innerhalb einer
Domain realisiert werden kann Diese reichen von OnDemandWegekalkulation wel
che auf der aktuellen Zustandsinformationen basiert bis zu angebotenen Wegen fr
bestimmte Dienstklassen Zustzliche Aspekte zur Leistungsoptimierung fhren zu
verschiedenen Lsungskonzepten Jenachdem welche Technik benutzt wird kann das
IntradomainRouting sowohl sehr hoch entwickelt als auch sehr einfach sein brigens
sind die gefrderten Dienstklassen sowie die untersttzten Dienstqualitten fr die je
weilige Dienstklasse auch von Domain zu Domain verschieden Wichtig ist daher wie
Anforderungen auf einer hheren Ebene fr IntradomainRouting bestimmt werden sol
len damit sowohl das qualittsbasierte Routing im Internet untersttzt wird als auch
die maximale Autonomie bei der Entwicklung des Lsungskonzepts erlaubt ist
Es mu eine minimale Menge von Anforderungen geschaen werden damit sich das
IntradomainRouting zum qualittsbasierten Routing entwickeln kann CNRS
 
 Das RoutingVerfahren mu entweder einen der Dienstqualitt entsprechenden
Weg fr eine Verbindung bereitstellen oder darauf hinweisen da wegen gewisser
Grnde der verlangte Weg nicht verfgbar ist und damit die Verbindung nicht
aufgebaut werden kann
 Das RoutingVerfahren mu Probleme auf dem aktuellen Weg anzeigen wenn
beispielsweise die Netztopologie sich ndert
 Das RoutingVerfahren mu bestmgliche Verbindungen ohne jede Signalisie
rungsanforderung bedienen Das heit bestmgliche Anwendungen und Pro
tokolle knnen ohne jede !nderung mit einem qualittsbasierten Intradomain
Routing benutzt werden
 Das RoutingVerfahren soll qualittsbasiertes Multicasting untersttzen welches
heterogene Empfnger und eine gemeinsame Reservierung erlaubt
Zustzlich sind die folgenden Eigenschaften auch zu empfehlen
  Die Fhigkeit zur Optimierung der Ressourcenbenutzung
  Implementierung einer Zugangskontrolle auf einer hheren Ebene um die Nut
zung der gesamten Ressourcen fr die einzelne Verbindung zu beschrnken
IntradomainRouting und InterdomainRouting 
 InterdomainRouting
Das InterdomainRoutingModell ist in Abbildung  gezeigt
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Abbildung  Das InterdomainRoutingModell
Domainen tauschen die standardisierten Routinginformationen durch die Randknoten
B aus In diesem Modell kann jede Domain selbst wieder aus mehreren Domainen
bestehen dh das InterdomainRoutingModell besitzt eine hierarchische Struktur
Und jede auf der tiefsten Ebene liegende Domain basiert auf dem qualittsbasierten
IntradomainRouting Bei einer solcher Struktur entstehen folgende Fragen CNRS
 
 Welche Informationen sollen zwischen den Domainen ausgetauscht werden(
 Wie sind die externen Routinginformationen innerhalb einer Domain reprsen
tiert(
 Wie werden die InterdomainWege kalkuliert(
 Welche Art von Kontrolle soll bei der InterdomainWegewahl benutzt werden(
 Wie wird das qualittsbasierte MulticastRouting auf der InterdomainEbene rea
lisiert(
Auf einer hohen Ebene ist die Antwort zu diesen Fragen abhngig von dem Routing
Paradigma Besonders wenn wir ber das Paradigma des LinkStateRoutings nach
denken besteht der Informationsaustausch zwischen Domainen aus abstrakten Re
prsentationen von den Domainen in Form von logischen Knoten und Links und der
dazuhrigen Eigenschaften und Ressourcenauslastung Die hierarchische Struktur der
Domain kann auch durch eine hierarchische LinkStateReprsentation mit geeigneter
Aggregation der Metriken dargestellt werden
LinkStateRouting ist nicht unbedingt vorteilhaft fr das InterdomainRouting aus
folgenden Grnden
 Ein Vorteil des IntradomainLinkStateRoutings ist da die detaillierten Link
StateInformationen benutzt werden um die Wege nach den angeforderten Qua
litten zu berechnen Die Aggregation von Zustandsinformation und Metriken
beim InterdomainRouting schwcht diesen Vorteil wesentlich
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 Domainen wollen vielleicht keine Details ber ihre interne Topologie oder die
Verfgbarkeit ihrer Ressourcen bekannt zu machen
 Skalierbarkeit beim InterdomainRouting kann nur dann erreicht werden wenn
der Informationsaustausch zwischen Domainen relativ selten ist Deshalb sieht
es praktisch so aus da der Informationsaustausch zwischen Domainen so weit
wie mglich begrenzt werden soll
Aus der Beschrnkung des Informationsaustausches zwischen Domainen resultiert die
Einfachheit und die Skalierbarkeit des Routings Der Informationsaustausch soll ge
wisse Basisfunktionen ermglichen
 Bestimmung der Erreichbarkeit verschiedener Ziele
 Ein schleifenfreier Weg fr die Verbindung
 Aggregation von Adressen wenn mglich
 Bestimmung der Dienstqualitt die der Weg besitzen soll
 Bestimmung mehrerer optionalen Wege fr ein gegebenes Ziel basierend auf der
Dienstklasse
Diese Eigenschaften werden durch die Benutzung von qualittsbasierten Wegevekto
ren LinkStateVerfahren oder anderen InterdomainRoutingVerfahren realisiert Die
Kernfrage beim InterdomainRouting ist vor allem welche minimale Information zwi
schen verschiedenen Domainen ausgetauscht werden soll damit ein EndezuEnde qua
littsbasiertes Routing realisiert werden kann Neben dieser Frage sollen weitere Anfor
derungen befriedigt werden um die qualittsbasierte InterdomainRoutingArchitektur
aufzubauen

 OSPFOpen Shortest Path FirstErweiterung
 NetzwerkRessourceninformation
OSPF Open Shortest Path First ist ein LinkStateVerfahren Bei diesem Verfah
ren speichert jeder Knoten die vollstndige Topologie des Netzes und er berechnet
daraus lokal die krzesten Wege Beim qualittsbasierten OSPF wird ein Weg fr ei
ne Verbindung basierend auf der Topologie der NetzwerkRessourceninformation und
der Anforderung an die Dienstqualitt berechnet Bei einem von QOSPF ausgesuch
ten Weg wird die Dienstqualittsanforderung einer Verbindung untersttzt aber es ist
nicht unbedingt der krzeste Weg
Die NetzwerkRessourceninformation besteht aus den verfgbaren LinkRessourcen
und den existierenden Reservierungen bei einem Router Diese Ressourceninformation
wird gesendet in Form von LinkResourceAdvertisements RESLSAs und Resource
ReservationAdvertisements RRAs ZSSC
 
Es ist ungnstig bei jeder !nderung der Ressourcenverfgbarkeit eine neue RESLSA
Nachricht zu generieren unabhngig davon ob diese !nderung berhaupt Einu auf
Verwandte Arbeiten 
den Datenverkehr hat Daher mu ein Algorithmus geschaen werden der nur bei einer
wichtigen !nderung eine neue RESLSANachricht erzeugt Die ResourceReservation
AdvertisementNachricht RRA beschreibt die Ressourcenreservierung bei einem Rou
ter fr eine bestimmte Verbindung Quelle Ziel Die RRAs sind besonders bei der
neuen Berechnung des Verbindungsbaums fr die Verbindung hilfreich Eine neue
RRANachricht wird generiert wenn eine oder mehrere Reservierungen sich gendert
haben
 Wegewahl
Bei QOPSF basiert die Berechnung eines qualittsbasierten Weges fr eine Verbin
dung auf der Quelladresse der Zieladresse und Anforderungen an Dienstqualitt un
abhngig davon ob es sich um Unicast oder Multicast handelt Im Gegensatz dazu
basiert UnicastOSPF auf der Zieladresse Es gibt zwei Grnde fr die Einbeziehung
der Quelladresse bei QOSPF ZSSC
 
 Ressourcenreservierungen und RRAs Reservation Advertisements basieren all
gemein auf Quelladresse und Zieladresse
 Wenn das Quelle ZielRouting benutzt wird knnen Verbindungen mit gleicher
Zieladresse aber von unterschiedlichen Quellen verschiedene Wege nutzen
Die Benutzung der Quelladresse bei QOSPF bedeutet nicht da die Quelle Wurzel des
verteilten Baumes sein mu Es bedeutet nur da die RoutingTabelle nicht nur das
Ziel sondern auch die Quelle bercksichtigt
Eine Frage bleibt noch oen soll die RoutingTabelle vor oder nach der Nachfrage
berechnet werden In Bezug auf diese Frage gibt es entsprechende Verfahren Bei dem
vorberechneten Verfahren wird die RoutingTabelle vor dem Aufbau der Verbindung
hergestellt und periodisch erneuert Ein geeigneter Weg wird anschlieend fr die
Verbindung gefunden Es kann aber vorkommen da der zugeteilte Weg nicht mehr
geeignet ist weil die fr die Berechnung der RoutingTabelle benutzten Informationen
nicht mehr aktuell sind
Daher ist es in manchen Situationen besser wenn es zB nur eine geringe Anzahl
von Anfragen nach einem qualittsbasierten Weg gibt die Berechnung des Weges auf
Anfrage durchzufhren Der Vorteil von diesem Verfahren ist da die Berechnung
einen besseren Weg durch die Benutzung der aktuellsten Verfgbarkeitsinformation
nden kann Ein weiterer Vorteil der Berechnung auf Anfrage ist da diese Methode
Speicherpltze beim Router spart
 Verwandte Arbeiten
Qualittsbasiertes Routing im Internet ist ein schwieriges Problem Auf der Intra
domainEbene soll ein RoutingVerfahren mit einigen der obengenannten Basisanfor
derungen entwickelt werden Die kommerziellen Lsungsanbieter fr Routingproblem
wie Cascade FORE und Stratacom demonstrieren eine Menge von den gewnschten
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qualittsbasierten Routingeigenschaften Eine Zusammenfassung der Arbeiten in den
verschiedenen Gebieten wird in folgenden Abschnitten vorgestellt
Unter den IntradomainRoutingVerfahren benutzt das LinkStateRoutingProtokoll
OSPF die verteilte Zustandsinformation Die NetzwerkTopologieinformation wird bei
OSPF durch das ganze Netzwerk verbreitet Jeder Knoten besitzt seine eigene Sicht
auf den Netzwerkzustand und ein Shortest Path Algorithmus wird zur Berechnung
der zielbasierten RoutingTabelle benutzt OSPF kennt zwei Hierarchieebenen Area
Backbone Im Vergleich zu OSPF verlangt ein qualittsbasiertes LinkStateRouting
die dynamische Ausbreitung der Link und Knoteninformation wenn die entsprechen
de Ressourcenverfgbarkeit sich ndert Aus Grnden der Skalierbarkeit sollte eine
baumbasierte Ausbreitung anstatt des Flutens benutzt werden Ein qualittsbasiertes
Routing sollte eine Wegewahl auf Anfrage benutzen Daraus entsteht aber ein hherer
Aufwand bei den Routern Ein e%zientes Verfahren sollte diesen Aufwand minimieren
InterdomainRoutingprotokolle wie BGP Border Gateway Protocol haben sich auf
die Kontrolle des Informationusses zwischen verschiedenen administrativen Domai
nen konzentriert Deswegen besitzen sie keine detaillierte Zustandsinformation ber
die RoutingDomainen BGP benutzt einen DistanzVektorAlgorithmus und berech
net den Weg zum Ziel mit einem zielorientierten Hop by Hop Vorwrtsverfahren
Qualittsbasiertes BGP bentigt noch weitere Arbeiten
Unter den neueren Verfahren nutzt SourceDemandRouting SDR die Wegewahl auf
Anfrage bei den Routern Ein strenges und lockeres SourceRouting werden implemen
tiert Das SDRVerfahren kann fr IntradomainRouting und InterdomainRouting
benutzt werden Die NimrodArchitektur bercksichtigt viele Konzepte zur Behand
lung der Skalierbarkeit und spezielle Methoden fr die Wegewahl
IPMulticasting konzentriert sich auf die Erstellung von Multicastbumen abhngig von
der !nderungen der Topologie und der Gruppenmitgliedschaft Dabei werden teilweise
die unterliegenden UnicastRoutingprotokolle zur Erstellung der Multicastbume be
nutzt !hnlich dem qualittsbasierten OSPF ist es auch mglich ein qualittsbasiertes
MOSPF zu entwickeln
Viele aktuelle MulticastRoutingprotokolle wie ProtocolIndependent Multicast und
CoreBased Trees hngen nicht von den speziellen UnicastRoutingVerfahren ab Sie
bentigen nur umfassende !nderungen um Anforderungen an die Dienstqualitt zu
integrieren
 Zusammenfassung und Schlufolgerung
Es gibt mehrere Grnde das qualittsbasierte Routing als eine wesentliche Komponen
te in der zuknftigen InternetInfrastruktur zu betrachten Der erste Schritt bei der
Entwicklung einer qualittsbasierten RoutingArchitektur ist die Spezikation ihrer An
forderungen In der Praxis mu man diese Anforderungen fr das InterdomainRouting
noch genauer untersuchen In diesem Beitrag werden einige potentielle Anforderun
gen an die Berechnung des Weges die E%zienz die Robustheit und die Skalierbarkeit
prsentiert Einige Probleme die bei der Realisierung der qualittsbasierten Routing
Architektur entstehen werden diskutiert Die Schlufolgerung ist da das qualittsba
sierte Routing ein Problem mit groer Herausforderung ist Jeder wichtige Bestandteil
Zusammenfassung und Schlufolgerung 
davon wie Wegewahl Skalierbarkeit und administrative Kontrolle besitzt seine eige
nen Probleme die bei der Entwicklung der RoutingArchitektur bercksichtigt werden
mssen
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Multimediale Konferenzen im Internet
Michael Judaschke
Kurzfassung
Der vorliegende Beitrag befat sich mit den Mechanismen zur Realisierung von
MultimediaKonferenzen im Internet Dies beinhaltet zum einen die Bekanntga
be der Daten die fr den Empfang einer Konferenz notwendig sind als auch den
Austausch von Befehlen die der Steuerung von Sitzungskomponenten wie zum
Beispiel VideoServer dienen Hierzu werden die zur Kontrolle einer Sitzung
eingesetzten Protokolltypen SDP Session Description Protocol SIP Session
Initiation Protocol SAP Session Announcement Protocol und RTSP Real Ti
me Stream Control Protocol vorgestellt Mit den Protokollen SDP SIP und
SAP wird eine Verteilung der Sitzungseckdaten vorgenommen Die Kontrolle des
Empfanges der Sitzung obliegt dann dem RTSP Unter einer Sitzung wird in die
sem Zusammenhang eine Menge von multimedialen Datenstrmen verstanden
die durch den Empfnger synchronisiert werden Eine Testumgebung in der die
vorgestellten Mechanismen zum Teil bereits umgesetzt werden ist das MBone
Die Gewhrleistung von Echtzeitbedingungen Dienstqualitt und die Problema
tik des Routing sind explizit kein Thema dieses Beitrages
 Einleitung
Multimediale Konferenzen das sind vom Grundsatz her nichts weiter als Konferenzen
im Internet die sich der Video und Audiobertragung bedienen Beispiele hierfr sind
Bildtelefon Videokonferenzen oder auch  videoondemand Lsungen Das Bildtelefon
stellt hierbei noch die einfachste Form der multimedialen Kommunikation dar Zwei
Teilnehmer unterhalten sich ber das Internet und erhalten durch die auf beiden Seiten
installierte Kamera die Mglichkeit ihren Gesprchspartner auch zu sehen Fr diese
Kommunikation werden zwei PunktzuPunktVerbindungen bentigt die im Idealfall
eine garantierte Bandbreite zur Verfgung stellen wrden
Videokonferenzen werden durch die Vielzahl der Benutzer komplexer da jeder im
schlechtesten Fall jeden sehen und hren will Die Frage bleibt nur )Wie wird diese
Kommunikation realisiert(*) Als naive Lsung wird man zwischen jedem einzelnen
Teilnehmer eine PunktzuPunktVerbindung etablieren Dies htte jedoch zur Folge
da bei n Teilnehmern n+n	 Verbindungen bentigt werden Neben einer erheb
lichen Netzbenutzung ist natrlich auch der Sender bei dieser Lsung stark belastet
da jedes Paket kopiert und nmal verschickt werden mu Man stelle sich eine Po
diumsdiskussion im Internet vor an der vier Gesprchsteilnehmer und ein Auditorium
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mit  Zuhrern teilnimmt Jedes Paket mte mal verschickt werden Ziel ist
also die Adressierung einer Gruppe von Empfngern
Die Realisierung dieser Gruppenkommunikation erfolgte ber die Einfhrung von so
genannten MulticastAdressen ber die jedes Gruppenmitglied angesprochen werden
kann So kann mit einem Paket eine unbeschrnkte Anzahl von Empfngern erreicht
werden Die Verteilung dieser Pakete erfolgt dann ber eine Baumstruktur in der die
multicastfhigen Router dafr sorgen da die eingehenden MulticastPakete an alle
Netzknoten weitergeleitet werden ber die Gruppenmitglieder erreicht werden Der
Kopiervorgang wird somit in die Router verlagert und die Netzlast durch die Einfach
nutzung von Wegen reduziert Die Integration von neuen Empfngern wird dadurch
sehr vereinfacht da diese lediglich ihre Teilnahme an einer MulticastGruppe bekannt
geben mssen Diese Bekanntgabe erfolgt zunchst an das Gateway des eigenen loka
len Netzes und wird solange weitergereicht bis ein Router erreicht wird an den bereits
Pakete fr die fragliche Gruppe weitergeleitet werden Dieser Router veranlat dann
da man die entsprechenden Pakete erhlt Analog funktioniert das Ausscheiden aus
einer Gruppe
MulticastAdressen werden in der Regel nicht statisch vergeben dh zu Beginn einer
bertragung wird jedem Datenstrom eine IPAdresse zugeordnet Nach Beendigung
der Konferenz fallen diese Adressen an den Adrepool zurck Fr diese dynamische
Adressvergabe ist der ClassDAdreraum reserviert
Ein Beispiel fr den Versuch MultimediaKonferenzen ber das Internet zu veranstal
ten ist das MBone Multicast Backbone  Hier wird das Problem da die mei
stens Router im Internet nicht multicastfhig sind durch Tunneling umgangen Die
MulticastPakete werden hierbei in  normalen IPPakete eingepackt und so zwischen
multicastfhige Teilnetzen verschickt Innerhalb dieser Teilnetze knnen dann die
MulticastPakete verschickt werden
Das dritte Beispiel fr multimediale Anwendungen ist Videoondemand Dies ist das
Abrufen von Videos die auf MedienServer gespeichert werden Hierfr wird wieder
nur eine UnicastVerbindung bentigt Dieser Abruf soll aber zum einen gegen Entgelt
und zum zweiten was entscheidender ist in Echtzeit erfolgen da der Benutzer whrend
der bertragung das Video anschauen mchte Desweiteren sollte der Benutzer die
Mglichkeit haben sein Video anzuhalten vorzuspulen etc
Die soeben umrissenen Anwendungen haben Anforderungen fr die das Internet nicht
ausgelegt ist Es mu also mit Hilfe von Protokollen eine Adaption der vorhandenen
Dienste an diese Anforderungen erfolgen Diese Anpassung wird zum Teil direkt in
der Anwendung oder aber unter Zuhilfenahme neuer Protokolle die auf die Trans
portdienste UDP und TCP des Internets aufsetzen realisiert Die bertragung der
multimedialen Datenstrme erfolgt dann ber RTP Real Time Transport Protocol
Desweiteren wurde eine Reihe von Protokolltypen entwickelt die der Steuerung der
Konferenzen dient Diese Protokolle werden im folgenden behandelt
 Nhere Informationen sind unter httpwww	mbone	com verfgbar	
Die Protokollfamilie fr multimediale Anwendungen 
 Die Protokollfamilie fr multimediale Anwendun
gen
Um den Echtzeitanforderungen der MultimediaAnwendungen Rechnung zu tragen
mute zunchst ein neuer Transportdienst entworfen werden Dieser Dienst wurde
durch die Protokolltypen RTP SJCF
 und RTCP RealTimeTransportControl
Protocol realisiert RTP ist ein Transportdienst der auf UDP aufsetzt und fr die
kontinuierlichen Auslieferung des Datenstromes sorgt Da RTP keine Dienstqualitt
garantiert wurde als zweite Komponente dieses Dienstes RTCP entwickelt Mit RTCP
wird die Dienstqualitt zwar nicht garantiert aber zumindest berwacht Wir haben al
so fr die Datenbertragung eines Dokumentes zB ein Tondokument zwei Prozesse
mit je einem Port Mit RTP und RTCP lt sich also bereits eine Datenbertra
gung steuern Fr die Steuerung der Sitzung werden aber noch weitere Protokolltypen
bentigt Diese sind SDP SAP SIP und RTSP SDP ist ein Format in dem Sitzungs
parameter ausgetauscht werde Es wird zum Beispiel von SAP verwendet um die
Sitzungsdaten an alle potentiellen Empfnger zu verteilen SIP dient der Integration
neuer sendender Teilnehmer zum Beispiel eines Videoservers und RTSP dient der
Kontrolle der laufenden Sitzung Mit RTSP knnen hierzu Befehle an einzelne Teil
nehmer verschickt werden Diese vier Protokolle sind hnlich wie HTTP textbasiert
und setzen auf UDP und TCP auf Dies soll insbesondere der einfachen Integration in
die bestehende InternetInfrastruktur dienen und zum zweiten die Verstndlichkeit fr
den Endbenutzer erhhen
 Protokolle zur Steuerung einer Sitzung RTSP
RTSP RealTime Stream Control Crotocol Schu
 ist das Steuerungselement ei
ner Sitzung Im Gegensatz zu den im Abschnitt  besprochen Protokollen die der
Bekanntgabe von Parametern dienen knnen Sitzungsteilnehmer Benutzer wie auch
integrierte Server mit RTSP Befehle austauschen RTSPPakete knnen hierzu mit
einem TransportProtokoll wie zum Beispiel TCP oder UDP bertragen werden Die
Anwendung die RTSP verwendet sollte aber mindestens TCP untersttzen
Da RTSP auch ber verbindungslose Dienste wie UDP verschickt werden kann wird
jede Nachricht besttigt Erfolgt keine Besttigung innerhalb der RTT roundtrip
time so wird das Packet einfach noch einmal verschickt Die RTT wird initial auf
 ms gesetzt kann aber an die reale Zeit nach unten angepat werden Dies ist
insbesondere in kleinen Netzen sinnvoll da ansonsten zuviel Zeit bis zum Timeout
vergeht
Zur Unterscheidung der einzelnen Anforderungen werden Sequenznummern vergeben
RTSP gewhrt aber trotz der Sequenznummer keine reihenfolgegetreue Auslieferung
der Pakete Die Applikation hat ber die Sequenznummer lediglich die Mglichkeit
eine genderte Reihenfolge zu erkennen und dann eine Fehlerbehandlung einzuleiten
Ein RTSPAnfragePaket gliedert sich in drei Abschnitte Den Nachrichtenkopf eine
Parameterliste und einen Nachrichtenteil MessageBody Eine minimale Nachricht
beinhaltet lediglich den Nachrichtenkopf der Methodenname Sitzungsname Versi
onsnummer und Sequenznummer enthlt Eine RTSPAnwort unterscheidet sich vom
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Aufbau nur im Nachrichtenkopf Mit diesem wird Versionsnummer eine Statusmel
dung siehe  und die Sequenznummer des Referenzpaketes angegeben Durch die
einfache Struktur textbasiert einfacher Aufbau kann der Funktionsumfang von RTSP
jederzeit erweitert werden Zur Zeit sind bereits eine Reihe von Methoden deniert
	 Die Methoden
Mit der Methode GET kann ein potentieller Teilnehmer von einem Server die Sitzungs
parameter abfordern Der Server verschickt dann ein Paket mit den Sitzungsdaten an
den Anfragenden Dieser hat zustzlich mittels eines ACCEPTParameters die Mg
lichkeit zu spezizieren in welchem Format die Antwort zu erfolgen hat Dies ist
vor allem dann sinnvoll wenn der potentielle Teilnehmer lediglich Pakete in einem
bestimmten Format auswerten kann
MultimediaKonferenzen sind ein dynamisches Forum Mit GET exestiert eine Metho
de mit der Empfnger durch die bermittlung der Sitzungsdaten die Mglichkeit zur
Integration in eine Sitzung erhalten Da aber auch Sender zu einer Sitzung hinzukom
men knnen ist es notwendig alle Teilnehmer ber Vernderungen des Gesamtzustan
des zu informieren Hierzu werden mit der Methode SESSION alle Sitzungsparameter
IPAdressen Ports etc im SDPFormat siehe Abschnitt  verschickt Eine selek
tive Aktualisierung der Daten erfolgt nicht da durch die Versendung der kompletten
Sitzungdaten auch die Eliminierung von Teilnehmer und damit die Freigabe von IP
Adressen ermglicht wird
Die Methode SET,PARAMETER dient der Festlegung einzelner Parameter einer lau
fenden Sitzung Hierzu gehren PortAdressen fr TCP und UDPStreams Netzwerk
adressen IP und IP werden zur Zeit untersttzt Gre der Dateneinheiten ber
tragungsgeschwindigkeit und die TTL Der Unterschied zum SESSIONBefehl besteht
darin da !nderungen der Anzahl der Sender unbercksichtigt bleiben Das Gegen
stck zur SET,PARAMETERMethode ist die GET,PARAMETERMethode Sie
dient der Abfrage einzelner dh pro Anfrage ein Parameter Parameter Abgefragt
werden knnen alle Parameter die mittels SET,PARAMETER gesetzt werden kn
nen Bei mehr als einem Parameter sollte GET verwendet werden
Es kann nun auch die Situation eintreten da der mit GET abgefragte Server nicht fr
die Sitzung zustndig ist In diesem Fall kann zum einen eine einfache Fehlermeldung
verschickt werden oder aber sofern Informationen ber die korrekte Adresse vorliegen
die Anfrage durch die Methode REDIRECT beantwortet werden REDIRECT schickt
hierzu die Anfrage zurck und gibt mit dem ParameterLOCATION im Header die URL
eines anderen Servers an an die die GETAnfrage gerichtet werden sollte Optional
kann auch ein Zeitpunkt speziziert werden ab dem die Umleitung Gltigkeit besitzt
Bislang wurden lediglich Methoden vorgestellt die der Verwaltung einer Sitzung dienen
Die Strke von RTSP liegt aber in der VCRFunktionalitt dh der Mglichkeit
Datenstrme einer Sitzung auf einem beliebigen Server zu speichern und Video als
auch Audiodaten in eine laufende Sitzung einzuspielen Den Anwendungen stehen
hierzu zur Zeit die Methoden PLAY RECORD und STOP zur Verfgung PLAY
fordert zum Abspielen einer Video	 Audiosequenz oder einer Prsentation auf Da
man davon ausgehen kann da in der Regel nicht eine komplette Sequenz abgespielt
werden soll wird der Parameter RANGE bergeben Dieser gibt dann Start und
Protokolle zur Steuerung einer Sitzung RTSP 
Endpunkt der bertragung an Start und Ende knnen relativ zum angeforderten
Medium sein zB lasse die ersten  Minuten fort und spiele dann  Minuten 
- RANGE smpte
 oder als absolute Zeit im NTPFormat Network
Time Protokoll angegeben werden Das Pendant der PLAYMethode ist RECORD
RECORD fordert zum Aufnehmen einer Sitzung oder eines bestimmten Datenstroms
auf Sofern die Sitzung bereits besteht soll die Aufnahme sofort beginnen Ansonsten
mu die Uhrzeit als absolute Zeit bergeben werden STOP dient der Beendigung
einer laufenden bertragung eines Datenstromes zB ein Video das gerade abgespielt
wird
Eine Anfrage zum Aufnehmen oder Abspielen kann selbstverstndlich auch abgelehnt
werden In diesem Fall mu aber im AntwortPaket mitgeteilt werden welchen Metho
den erlaubt sind Dies erfolgt mit dem Parameter ALLOW
Abschlieend bedarf es noch einer Verabschiedung eines Teilnehmers mit der ein ak
tiver Teilnehmer seine Teilnahme beenden kann oder aber zum Beispiel im Fall eines
VideoServers mit der die Sitzungsteilnahme explizit beendet wird Hierfr steht die
BYE Methode zur Verfgung
Optional zu diesen Methoden die fr die direkte Steuerung der Sitzung verwendet
werden knnen mit einem RTSPPaket noch zustzliche Parameter bergeben werden
Diese dienen der genaueren Spezikation der Anfrage bzw Antwort So kann durch die
Angabe der Parameter TRANSPORT SPEED TTL LOCATION eine recht genaue
Beschreibung der Wunschsitzung erfolgen Sofern ein Nachrichtenteil enthalten ist
mu noch dessen Lnge und der Inhalttyp bergeben werden Parameter CONTENT
LENGTH und CONTENTTYPE 
	 Die StatusMeldungen
Der wichtigste Inhalt einer Antwort besteht aus Statusmeldungen Hierfr wurden
Statuscodes deniert die bereits im wesentlichen in HTTP benutzt werden Die wich
tigsten Antwortklassen werden im folgenden vorgestellt
War die Anfrage erfolgreich so wird dies mit einem Statuscode der Klasse xx bli
cherweise . OK besttigt
Nun kann aber auch der Fall eintreten da der gewnschte Dienst lokal nicht erbracht
werden konnte In diesem Fall mu die Anfrage umgeleitet werden Umleitungen
werden mit Statuscodes der Klasse xx angezeigt Hierbei wird die Anfrage an den
Absender zurckgeschickt und dieser erhlt ber den Parameter LOCATION eine oder
mehrere IPAdressen an die die Anfrage gerichtet werden sollte
Fehlermeldungen sind die unangenehmere aber dennoch hug auftretende Variante
von Rckmeldungen Es kann zwischen zwei Ebenen unterscheiden auf denen diese
erzeugt werden Dies ist die Benutzerebene die Instanz die angefragt wurde und die
Betriebssystemebene der Server
Auf der Benutzerebene werden Fehlermeldungen erzeugt falls die Anfrage unauthori
siert oder verboten ist oder aber die Diensterbringung nicht akzeptiert werden kann
Fr den Fall da die vorliegenden Angaben nicht ausreichen um den angeforderten
Dienst zu erfllen erhlt der Sender ein entsprechendes Feedback Der Sender mu
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dann die Anfrage mit den erforderlichen Angaben wiederholen Desweiteren kann auch
ein Formatfehler aufgetreten sein so da die Nachricht berhaupt nicht interpretiert
werden konnte Die Ablehnung einer Anfrage kann aber auch als Ursache eine zu ge
ringe Bandbreite fr die bertragung haben Diese Fehlermeldungen werden in der
Klasse xx zusammengefat
Fr Fehlermeldungen des Servers die in der Klasse xx deniert sind gibt es im we
sentlichen vier Ursachen Der angefragte Dienst ist nicht implementiert kann aufgrund
mangelnder Kapazitten zur Zeit nicht erfllt werden oder aber die benutzte RTSP
Version wird nicht untersttzt Desweiteren kann es zu GatewayFehlern kommen wie
zum Beispiel eine falsche GatewayAdresse oder einem Timeout des Gateway
Da diese Meldung nach Mglichkeit auch fr den Benutzer den Menschen verstndlich
sein soll wird neben dem Statuscode auch die Meldung in Klartext anzeigt
		 Nachrichtenteil
Methoden Parameter und Statuscodes sind genau speziziert Um weitere Informatio
nen an den Kommunikationspartner zu bergeben ist im Paketformat ein Nachrich
tenteil vorgesehen In diesem knnen Sitzungsdaten im SDPFormat siehe Abschnitt
 RTPPakete oder einfach Klartext bertragen werden Der Empfnger der Nach
richt ersieht aus den Parametern CONTENTLENGTH und CONTENTTYPE ob ein
Nachrichtenteil folgt und welchen Inhalt dieser hat
	
 Ein Beispielpaket mit Antwort
PLAY donald,duck	video RTSP	 
Range smpte 
A fordert D auf ein Video mit der Bezeichnung Donald Duck abzuspielen Das Video
soll vom Start bis zum Ende abgespielt werden Die Anfrage wird im Format der RTSP
Version 
 gestellt und erhlt die laufende Nummer 
RTSP	   OK
D beantwortet die Anfrage positiv
 Protokolle fr die Integration von Teilnehmern
SDP SAP und SIP

 SDP
SDP Session Description Protocol HaJa
 speziziert ein Format in dem Sitzungs
parameter vorliegen sollten Dieses Format wird zum Beispiel bei der Initialisierung
mit SIP oder SAPPaketen siehe Abschnitt  und  benutzt Alternativ knnen
diese Sitzungsbeschreibungen auch als Email verschickt oder als Datei im WWW ab
gelegt werden In diesem Fall kann jedoch nicht davon ausgegangen werden da nur
potentielle Empfnger die Sitzungsdaten erhalten Nutzungsbeschrnkungen server
oder clientseitig knnen nicht bercksichtigt werden
Protokolle fr die Integration von Teilnehmern SDP SAP und SIP 
		 Sitzungsparameter
In einem SDPPaket werden als minimale Informationen die SDPVersion der Initia
tor einer Sitzung  die Sitzungskennung der Sitzungsname und die IPAdressen an die
die Datenstrme der Sitzung geschickt werden als Parameter bergeben Die Email
Adresse oder die Telefonnummer des Initiators mssen angegeben werden damit eine
Kontaktaufnahme einfach erfolgen kann Desweiteren mu zustzlich angegeben wer
den wann die Konferenz stattnden soll und welche Medien zum Beispiel Video oder
Audio benutzt werden diese Angaben werden spter in Abschnitt  behandelt
Die Sitzungskennung mu weltweit eindeutig sein Hierzu wird eine lokal eindeutige Sit
zungsidentikationsnummer verwendet die in Kombination mit dem Benutzername des
Initiators und der IPAdresse des Endsystems diese Anforderung erfllt Als Verbin
dungsdaten werden die IPMulticastAdressen angegeben die der Sitzung angehren
Sollte die Sitzungsbeschreibung verschlsselt sein so mu ein Hinweis auf den Schlssel
bergeben werden so da der Empfnger die Mglichkeit zur Entschlsselung erhlt
Diese Schlsselkennung mu jedoch lokal nicht eindeutig sein dh dem Empfnger
knnen zu einer Schlsselkennung veschiedene Schlssel vorliegen Im Zweifelsfall ms
sen alle in Frage kommenden Schlssel ausprobiert werden Neben diesen minimalen
Angaben knnen weitere Angaben als Parameter bergeben werden Hierzu zhlen
eine kurze Sitzungsbeschreibung in Klartext eine WWWAdresse um mehr Informa
tionen zu erhalten und die Vorgabe einer gewnschten Bandbreite Diese Angaben sind
lediglich als Hilfestellung fr den Benutzer zu sehen
Zustzliche Informationen knnen als Attribute bergeben werden Hierzu zhlen
Schlsselwrter Konferenztypen und Kategorien die der Suche dienen und Anga
ben ber die Tools die empfngerseitig gestartet werden sollten Neue Attributtypen
knnen jederzeit hinzukommen und so den Nutzungsumfang von SDP erweitern
	
 Zeitangaben
Der Zeitpunkt zu der die Sitzung	 Konferenz stattndet wird mit der Startzeit und
Stopzeit angegebenen Die Stopzeit gibt hierbei die absolute Endzeit an also im Falle
von Folgeterminen ist das Ende der letzten Sitzung gemeint Diese Angabe erfolgt in
Sekunden lt dem NTP und ist erforderlich Da eine Konferenz auch Folgetermine ha
ben kann knnen in einem separaten Feld Wiederholungen und Folgetermine deniert
werden Angegeben wird dann das Wiederholungsintervall die Konferenzdauer und
mglicherweise mehrere Osets zur Startzeit Als Wiederholung wird in diesem Zu
sammenhang ein regelmiger Termin verstanden der zum Beispiel wchentlich statt
ndet Fr den Fall  da aber die Konferenz mehrere Termine pro Woche hat werden
die Osets benutzt um die Startpunkte jedes weiteren Termines anzugeben Auch fr
dieses Feld erfolgt die Angabe idR in Sekunden fr eine bessere Verstndlichkeit
kann aber auch eine Schreibweise im Format d Tage h Stunden und m Minuten
gewhlt werden
Mit einem ZeitzonenFeld kann neben der Zeitzone auch ein Oset fr die Umstel
lung der Sommerzeit angegeben werden Man bedenke da Sitzungen weltweit zu
empfangen sind
 Michael Judaschke Multimediale Konferenzen im Internet
	 MedienBeschreibung
Bislang wurden lediglich allgemeine Eckdaten der Sitzung beschrieben Um die Daten
strme der einzelnen Medien zu empfangen bedarf es aber noch der Medienbeschrei
bung Diese gibt Auskunft ber Medienart also Video	 Audio	 Text die PortAdresse
zur Prozespezikation das verwendete TransportProtokoll blicherweise RTP ber
UDP und das bertragungsformat Eine mgliche Beschreibung wre somit m.video
	 RTP	AVP   es handelt sich also um ein Video das ber die Ports  
RTP und  RTCP anzusprechen ist AVP heit in diesem Zusammenhang Au
dio und Video Prol und gibt ein spezielles Format an in dem Video und Audiodaten
in RTPPaketen gepackt werden  So knnen zum Beispiel mehrere Audiokanle in
nerhalb eines Paketes verschickt werden was bei Stereoaufnahmen von Nutzen ist
Mit der Formatnummer kann dann zwischen MPEG WaveDateien etc unterschieden
werden Desweiteren besteht die Mglichkeit ber das Attribut a.rtpmap zustzliche
Informationen ber den Typ zu bergeben oder aber sogar eigene Formate zu testen
Optional knnen noch ein Medientitel ein Verschlsselungstyp und Verbindungsdaten
bergeben werden sofern diese von den Daten der Sitzung abweichen
	 Ein Beispielpaket
v. 
gibt die Versionsnummer an
o. mjudaschke   IN IP 

Sitzungskennung bestehend aus Benutzername Sitzungsnummer Instanznummmer
Netzbezeichnung hier Internet IPVersion und IPAdresse
s. donald,duck
Sitzungsbezeichnung













Start und Endzeit der Sitzung
r.d
die Sitzung wird wchentlich wiederholt
m. audio 	 RTP	AVP 
c. IN IP 	 
Der Audiostrom wird an die MulticastIPAdresse 

 PortNummern 
und  geschickt Als Transportprotokoll wird RTP AVP benutzt
m.video 	 RTP	 AVP 
c. IN IP 	 
Der Videostrom wird an die MulticastIPAdresse 

 PortNummern 
und  geschickt Als Transportprotokoll wird RTP AVP benutzt
Protokolle fr die Integration von Teilnehmern SDP SAP und SIP 

 Das SAPPaket
SAP Session Announcement Protocol Hand
 beinhaltet die Sitzungsparameter und
wird verwendet um die Sitzungsdaten an den potentiellen Benutzerkreis zu verteilen
Die Verteilung der Daten erfolgt in regelmigen Abstnden und mu bis zum Sitzungs
beginn mindest ein Mal erfolgt sein Die periodische Bekanntgabe hat zum einen den
Zweck die Sitzung aufrecht zu erhalten und hat natrlich den Vorteil da mgliche
Teilnehmer die erst spter hinzukommen die Daten auch erhalten
Der Hauptbestandteil eines SAPPaketes sind die Sitzungsdaten die in einem Textfeld
im SDPFormat bertragen werden Um mglichem Mibrauch vorzubeugen besteht
die Mglichkeit die Daten zu authentizieren und zu verschlsseln Die Authentizie
rung erfolgt mit Hilfe eines Authentizierungskopfes und soll sicherstellen da Pakete
wirklich vom angegebenen Absender stammen Eine weitere Sicherheitslcke ist das
Abhren Um dies zu verhindern kann die Beschreibung verschlsselt werden und
es wird dann eine SchlsselID bermittelt Diese SchlsselID dient als Zeiger auf
einen Schlssel beim Empfnger Falls diese beim Empfnger nicht eindeutig ist mu
er verschiedene Schlssel ausprobieren Neben diesen Sicherheitsaspekten bietet SAP
auch die Mglichkeit durch gzipKompression die Datenmenge zu reduzieren und da
mit die bertragungsgeschwindigkeit zu erhhen Sollte dies der Fall sein mu die
Kompression vor der Verschlsselung geschehen
Neben dieser regelmigen Bekanntgabe knnen mittels SAP auch Sitzungsparameter
gendert oder auch die komplette Sitzung gelscht werden Um zu unterscheiden




Wie bereits erwhnt werden SAP regelmig verschickt Nun fragt sich aber an wen die
Pakete geschickt werden Ein Broadcast ber das komplette Internet ist ebensowenig
sinnvoll wie die Adressierung jedes einzelnen potentiellen Epfngers Da eine Gruppe
angesprochen werden soll erfolgt der Versand also an eine MulticastAdresse Hier gibt
es zwei Mechanismen
 Die entliche Sitzung
Existiert keine genaue Vorstellung ber den potentiellen Benutzerkreis oder soll
die Sitzung aus anderen Grnden fr jeden zugnglich gemacht werden so wird
das SAPPaket an eine weltweit eindeutig bestimmte Adresse geschickt Diese
lautet  mit dem UDPPort 

In diesem Fall besteht ber eine vorgegebene TTL oder eine Verschlsselung die
Mglichkeit den Benutzerkreis einzuschrnken Die TTL dient hier jedoch nur
dazu zu bestimmen welche maximale Laufzeit die Pakete haben drfen und
stellt damit lediglich eine rumliche Selektion dar
Diese Form der Verbreitung der Daten ist fr alle entlichen Konferenzen ge
dacht Sie hat den Vorteil da potentielle Teilnehmer nur eine wohldenierte
MulticastAdresse abhren mssen und so weiterer administrativer Aufwand auf
der Benutzerseite ausbleibt
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 Die private Sitzung
Nun kann es aber auch durchaus sein da eine Konferenz ber das Internet
abgewickelt werden soll diese dennoch nicht entlich ist Dies kann zum Beispiel
dann der Fall sein wenn ein kleines Unternehmen die Kosten fr Standleitungen
sparen und deshalb die Infrastruktur des Internets benutzen mchte
Um eine solche private Sitzung abzuhalten wird zunchst ein Pool von Multicast
Adressen zum Beispiel 
  
 bentigt Dieser kann dann
benutzt werden um die Konferenz mit den vorgestellten Mechanismen durchzu
fhren Als RundrufAdresse wird dabei laut Konvention die hchste also hier

 des Adressenpools benutzt
Die potentiellen Teilnehmer mssen dann nur noch informiert werden auf wel
chen Rundrufadressen sie mithren mssen Im schlechtesten Fall wird zu diesem
Zweck jedem potentiellen Teilnehmer die Rundrufadresse per Email mitgeteilt




SIP Session Initiation Protocol ScHS
 ist ein Protokoll das verwendet wird um
neue Sender in einer Sitzung zu integrieren Hierzu kann auf zwei Methoden zurck
gegrien werden INVITE und OPTIONS Mit INVITE kann ein neuer Teilnehmer
oder aber auch zB ein Medienserver aufgefordert werden an einer Sitzung teilzuneh
men Die Aktivitt geht also von einem Sitzungsteilnehmer aus OPTIONS hingegen
bietet dem Benutzer die Mglichkeit eine Anfrage zu stellen Er kann dann an einer
Sitzung teilnehmen sofern Kapazitten vorhanden sind Die SIPPakete werden an
eine eindeutige URI verschickt wie zum Beispiel die EmailAdresse einer Kombinati
on aus Benutzername und IPAdresse oder dem login auf einem bestimmten Rechner
Die empfangende Instanz ist dann immer eine Applikation die die Sitzungsverwaltung
bernimmt SIP verwendet fr den Datentransport UDP oder TCP
Da jede Anfrage beantwortet werden mu gibt es folglich SIPAnfragen und SIP
Antworten die sich wie auch bei RTSP im Format unterscheiden Es wird mit diesen
beiden Paketen aber ausschlielich die Initialisierung durchgefhrt Eine SIPSession
gibt es nicht
	 SIPAnfragen
Die Anfrage besteht aus einer Anfragezeile die Methode Adresse des Empfngers und
die SIPVersion enthlt und einer oder mehrerer Nachrichten Diese bestehen aus
einem Kopf und einem optionalem Flietext
Nachrichtenkopf und Nachrichtentext
Da die Angaben der Anfragezeile gerade einmal ausreichen um das Paket zuzu
stellen und an den richtigen Proze zu leiten bedarf es fr eine Beantwortung
noch zustzlicher Angaben Diese werden in den Nachrichten konkretisiert Eine
Angabe die auf jeden Fall im Nachrichtenkopf stehen mu ist dabei die Adres
se des Initiators der Anfrage Optional knnen dann im Kopf weitere Angaben
Protokolle fr die Integration von Teilnehmern SDP SAP und SIP 

gemacht werden Hierzu zhlen das Datum das Transportprotokoll die Lnge
und Typ des Nachrichtentextesoder auch ein ACCEPTLanguage Parameter der
angibt in welcher Sprache die Fehlermeldung im Klartext erscheinen soll Es kann
zustzliche auch eine Auistung der Stationen enthalten sein die auf dem Weg
zum Empfnger passiert wurden Via     Dies schtzt den Sender davor da
er an einen Server verwiesen wird der die Anfrage bereits weitergeleitet hat




Einladung an IPAdresse 


 Portnummer  Verwendete SIPVersion
ist 
Via SIP	 	UDP 
 
Via SIP	 	UDP 





Fehlermeldungen sollen in Deutsch ausgegeben werden

 Die SIPAntwort
Die Anwort auf eine SIPAnfrage besteht hnlich wie diese aus einer Statuszeile und
einem darauolgenden Nachrichtenfeld Der wichtigste Inhalt der Antwort ist wie bei
RTSP mit dem Statuscode gegeben
Statusmeldungen Die Statuscodes werden in die gleichen Klassen wie bei RTSP ein
geteilt Es kommen lediglich zwei Klassen hinzu Die ist zum einen die Klasse
der xxNachrichten die der Zwischenbenachrichtigung dient falls die Anfrage
nicht zugestellt wurde aber weiterhin der Versuch unternommen wird die Anfra
ge zuzustellen Zum anderen kommt die Klasse der xxNachrichten hinzu die
fr Suchfehler verwendet wird
Nachrichtenkopf und Nachrichtentext
Der Nachrichtenkopf und Nachrichtentext in seiner Funktionalitt und Aufbau
den anderen Protokollen Lediglich drei Parameter sollen hier noch kurz vorge
stellt werden
 RetryAfter wird in den Antworten mit Statuscode  busy  not
found und  Service unavailable verwendet Der RetryAfterWert gibt
an ab welchem Zeitpunkt eine erneute Anfrage an den Server sinnvoll er
scheint Die Angabe kann als relativer oder absoluter Zeitwert erfolgen
 Reason gibt den Ablehnungsgrund im Klartext an
 Conrm dient als Auorderung zur Besttigung der Einladung Sollte in
der Antwort conrm . required gesetzt sein so mu der Client die Anfrage
mit conrm . true wiederholen
 Michael Judaschke Multimediale Konferenzen im Internet




Einladung wird angenommen From mj/anywherede
Via SIP	 	UDP 
 
Via SIP	 	UDP 

Contacthost 








die Einladung soll wiederholt werden eine Besttigung wird gefordert
	 Eine Beispielsitzung
Um noch die Funktionsweise der vorgestellten Protokolle zu veranschaulichen wurde
eine Beispielsitzung betrachtet An dieser Sitzung sollen zunchst drei Teilnehmer
beteiligt werden Thema der Konferenz sind die skandalsen Steuerhinterziehungen
eines gewissen Dagobert Duck
Zunchst mu die Sitzung unter einer neuen noch freien MulticastAdresse allokiert
werden Hierzu wurden fr die Videobertragung die IPAdresse  und fr den
Ton die IPAdresse  gewhlt Diese Daten werden dann mit einem SAPPaket
an die globale Adresse  mit dem UDPPort 
 geschickt so da der erste
Teilnehmer auf Sendung gehen kann Im folgenden werden noch SIPEinladungen an
Walt Disney und Theus Waigel geschickt die diese gerne mit SIP annehmen Da
beide auch ber Kamera und Mikrofon verfgen werden ihnen MulticastAdressen fr
die Video und Audiobertragung zugeteilt Diese Vernderung der Sitzungumgebung
wird per RSTPSession wieder an unsere globale IPAdresse geschickt
Der Datenverkehr wird nun ber die bekannten Adressen und Ports auf der Basis von
RTP	RTCP abgewickelt Die Steuerung der Sitzung erfolgt dann mit RTSPPaketen
Einer der drei Teilnehmer Walt Disney mchte nun um seine Aussagen ber die Tch
tigkeit und Ehrbarkeit des von ihm vertretenen Dagobert Duck zu untermauern ein
Video abspielen Hierzu schickt er eine Einladung an seinen VideoServer in Amerika
Da dieser zur Zeit im Zuge von videoondemand vollstndig berlastet ist wird seine
Anfrage abgelehnt Der RetryAfterParameter gibt an da der Server in zirka  Stun
den wieder verfgbar sein wird Nach diesem Fehlschlag verschickt Disney eine zweite
Einladung diesmal an seinen VideoServer in Paris Dieser kann den gesuchten Film
auch nicht bieten liefert aber in seiner Fehlermeldung eine alternative Adresse in Chi
na Der Server in China wird eingeladen und er antwortet mit einem einfachen OK Fr
diesen Server wird eine neue MulticastAdresse reserviert auf der das Video gesendet
wird Die Vernderung der Sitzungsdaten wird dann wieder per RTSPSessionPaket
an die globale IPAdresse geschickt
Nach der vollstndigen Integration aller aktiven Teilnehmer wird der VideoServer per
RTSPPLAY aufgefordert das von Disney gewnschte Video abzuspielen Der Server
beantwortet die Anfrage mit einem OK und beginnt dann das Video an die ihm zuge
ordnete MulticastAdresse zu senden Whrend des Abspielens das zirka  Stunden
dauert wird in regelmigen Abstnden ein SAPPaket mit den Sitzungsdaten an die
globale IPAdresse geschicktNachdem die Teilnehmer das Video zu einem groen Teil
Resmee 
gesehen haben sind sie von Dagoberts Unschuld und Tugendhaftigkeit berzeugt und
das Video kann angehalten werden Hierzu wird ein RTSPPaket mit STOPBefehl an
den Server geschickt Dieser quittiert den Erhalt stoppt das Video und verabschiedet
sich aus der Sitzung per RTSPBYEPaket Der gendert Zustand wird wieder an die
globale IPAdresse gemeldet
Die Diskussion wird noch eine Weile vorgesetzt am spten Abend jedoch aufgrund
der Ermdung aller Teilnehmer eingestellt Hierzu wird mittels eines SAPPaketes die
Sitzung ganz einfach gelscht

 Resmee
Die vorgestellten Protokolle benden sich zur Zeit noch in der Spezikation Es ist
daher davon auszugehen da noch kleinere Vernderungen im Protokollformat vorge
nommen werden Es ist weiterhin zu erwarten da hnlich wie bei HTTP lediglich
eine geringe Anzahl von Parametern Attributen und Methoden von Anwendungen un
tersttzt werden mu Durch den einfachen Aufbau der Paketformate ist aber insbeson
dere bei den Protokollen SDP und RTSP eine einfache Adaption an die individuellen
Bedrfnisse des Anwenders bzw der Anwendung mglich Die Hauptproblematik
die bei der Realisierung von multimedialen Konferenzen im Internet noch besteht ist
die mangelnde Multicastfhigkeit der meisten Router im Internet Dadurch sind die
vorgestellt Mechanismen auf Testumgebungen wie das MBone beschrnkt
 Michael Judaschke Multimediale Konferenzen im Internet
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Fibre Channel  GBits im Rechner und LAN
Timm Reinstorf
Kurzfassung
Fibre Channel tritt an die immer weiter steigenden Qualittsanforderungen jet
ziger und zuknftiger Anwendungen an die 	bertragungstechnologien wie Da
teientransport Videobertragung in Echtzeit usw zu erfllen Dabei vereinigt
Fibre Channel sowohl Kanaltechnologie als auch Netzwerktechnologie in sich und
bietet damit mit einer einheitlichen Technologie einen sehr exiblen Weg zur In
tegration verschiedener Bauteile im Rechner selbst sowie einzelner Rechner im
Netz untereinander Hohe 	bertragungsgeschwindigkeiten bis zu  GBits sowie
die Reichweite bis zu  km und die geringen Latenzzeiten von Fibre Channel
Kanlen machen Fibre Channel zu einer interessanten Alternative zu bisherigen
Standards
 Einleitung
Ende der achtziger Jahre stellte sich immer deutlicher heraus da der grte Engpa
zuknftiger und teils auch schon damaliger Anwendungen die zu geringe Datenbertra
gungsleistungen zwischen Rechnern und ihren Peripheriegerten sein wrden Whrend
Prozessoren durch hhere Taktung immer schneller wurden verbesserte sich die ber
tragungsleistung der Kanaltechnologien kaum So mute der Prozessor immer grere
Zeitspannen auf die Beendigung von Datenbertragungsoperationen warten Zustz
lich wurden die Mengen der zu bertragenden Daten beispielsweise durch multimediale
Anwendungen immer grer Vor allen Dingen Anwendungen im medizinischen Be
reich Visualisierungsanwendungen oder die Verarbeitung von Satellitenbildern stieen
an die Grenzen herkmmlicher Kanaltechnologien die nicht mehr als beispielsweise 
MByte	s WideSCSI bertragen konnten

 begann deshalb die Task Group for Device Level Interfaces der amerikanischen
Standardisierungsbehrde ANSI eine neue Kanaltechnologie zu denieren welche die
bisherigen Engpsse beseitigen sollte den Fibre Channel Fibre Channel sollte die
Nachteile anderer bertragungstechniken vermeiden und wurde am Anfang zum Bei
spiel als Alternative zu HIPPI High Performance Parallel Interface gesehen Fibre
Channel basiert im Gegensatz zu letzteren nicht auf paralleler sondern auf serieller
bertragung Der grundlegende Standard FCPH Fibre Channel Physical and Si
gnaling Interface siehe Abschnitt  sieht derzeit bertragungsleistungen bis zu 
Mbit	s vor Erweiterungen des Standards gehen aber noch weiter so da sich abzeich
net da mit Geschwindigkeiten von  Gbit	s Fibre Channel noch nicht ausgereizt ist
siehe Abschnitt 




















Abbildung  Beispiel eines Fibre Channel Systems
Inzwischen wurde zustzlich das Potential von Fibre Channel als Netzwerktechnologie
entdeckt und damit steht Fibre Channel auch in Konkurrenz zu ATM Asynchronous
Transfer Mode Dabei kommt neben den hohen erzielbaren Geschwindigkeiten ein
weiteres wesentliches Merkmal von Fibre Channel zur Geltung die groe Flexibili
tt des Standards Er erlaubt die einfache Migration von bestehenden Systemen hin
zu Fibre Channel Systemen durch die Untersttzung vieler Protokolle aus der Kanal
und Netzwerktechnik und bietet damit einen Schutz fr frhere Investitionen Die
Benutzung der gleichen Technik als Kanal und Netzwerktechnologie ist ein weiterer
Vorteil Gerade heutzutage wo die Vernetzung der Rechner untereinander aber auch
mit Druckern und Speicherplatten immer mehr um sich greift erscheint Fibre Chan
nel als die Technologie der Zukunft Ein beispielhaftes Fibre Channel System zeigt
Abbildung 
In den folgenden Abschnitten wird der Aufbau von Fibre Channel Systemen und deren
Architektur nher beschrieben sowie ein berblick ber die betreenden Standards
gegeben Abschlieend werden einige Einsatzmglichkeiten fr Fibre Channel vorge
stellt
 Fibre Channel Systeme
 Nodes
Mit Node werden die Einheiten in Fibre Channel Systemen bezeichnet die durch Fi
bre Channel miteinander verbunden sind Ein Node kann also ein Rechner in einem
Netzwerk aber zum Beispiel auch ein einzelnes Ein	Ausgabegert wie eine Festplatte
eine Videokamera oder ein Drucker sein Der Teil eines Nodes der diesen mit dem
Fibre Channel Link dem physikalischen Kabel verbindet wird mit N,port Node
port bezeichnet Ein Node kann einen oder auch mehrere N,ports besitzen Jeder
Port besitzt eine bit Adresse die ihm beim FabricLogin von der Fabric zugewiesen
wird und eindeutig unter allen an der Fabric angeschlossenen Ports ist












Abbildung  Beispielhafte Struktur eines N,port#s
Die N,ports bernehmen die Umsetzung der Daten aus dem NodeSpeicher Puer
auf das physikalische Medium Dabei ist durch den Standard nicht festgelegt welche
der dafr zu erbringenden Leistungen  wie Flukontrolle Fehlererkennung usw 
als Hardware im N,port oder als Software im Node selbst realisiert sein sollte Diese
Flexibilitt des Standards erlaubt sowohl leistungsfhige und damit teurere Lsungen
bei denen Funktionen als Hardware im N,port realisiert sind als auch kostengnstigere
Varianten von Fibre Channel Gerten die auf Softwarerealisierungen angewiesen und
dadurch langsamer sind Abbildung  zeigt beispielhaft die Struktur eines N,ports der
ua die Flukontrolle hardwareseitig vornimmt Folgender Unterabschnitt beschreibt
die verschiedenen mglichen Verbindungstopologien von Nodes
 Topologien
Zu Beginn der Standardisierung von Fibre Channel waren zwei Verbindungskonzepte
vorgesehen das der Fabric und PunktzuPunkt PointtoPoint Bei PunktzuPunkt
Verbindungen werden zwei N,ports bidirektional ohne zustzliche Bauteile verbun
den Dazu wird je ein Fibre Channel Link fr jede der beiden Richtungen benutzt
An Fabrics knnen dagegen mehrere Nodes oder andere Fabrics bidirektional ebenso
ber zwei Links an die F,ports Fabric ports der Fabric angeschlossen werden Die
Verbindungstopologie bleibt dabei verborgen Die Intelligenz des Netzwerkes steckt
in der Fabric zu weiteren Informationen ber das Routing bei Fibre Channel siehe
Sach
 
Um auch kostengnstige Fibre Channel Lsungen zu ermglichen wurde in einer Er
weiterung FCAL des Standards eine zustzliche Verbindungstopologie standardi
siert die Arbitrated Loop Die Gerte sind dabei unidirektional ber ihre Loop Ports
L,ports in einer Ringstruktur miteinander verbunden siehe Abbildung  und tei
len sich untereinander ein Medium shared media Die Arbitrierung fr das Medium
erfolgt unter Bercksichtigung verschiedener NodePrioritten dezentral zwischen den
angeschlossenen Nodes Bei dieser Verbindungstopologie wird die Fabric eingespart
Loops unterliegen aber einigen Einschrnkungen So mssen alle Verbindungen in ei
nem Loop die gleiche Datenrate benutzen whrend hingegen Nodes die ber eine
Fabric verbunden sind unterschiedliche Datenraten verwenden knnen Zustzlich ist
die Anzahl der Gerte in einem Loop auf  beschrnkt Zu einem beliebigen Zeit
punkt kann jeweils nur eine Verbindung zwischen zwei L,ports existieren Erst wenn
die beiden beteiligten L,ports die Verbindung wieder abgebaut haben knnen zwei
andere L,ports Daten austauschen Loops knnten zum Beispiel als Kanal in einem
Rechner eingesetzt werden an dem verschieden Peripheriegerte angeschlossen werden
vgl Frym
 






















Abbildung  Fibre Channel  Topologien
Alle drei Verbindungstopologien sind zueinander interoperabel das heit ein Node
ein sogenannter Loop Access Point in einem Loop kann zum Beispiel zustzlich eine
Verbindung zu einer Fabric besitzen und dadurch Daten von allen Nodes im Loop aus
dem Loop heraus versenden Die Ports solcher Nodes werden mit FL,ports und als
NL,ports bei einer zustzlichen PunktzuPunkt Verbindung bezeichnet
 Fibre Channel  Protokollarchitektur
	 berblick
Der Fibre Channel Standard ist in fnf Schichten FC bis FC siehe Abbildung 
strukturiert Die Grundlagen der Fibre Channel Technik sind dabei in den drei Schich
ten FC bis FC festgesetzt die im Standardisierungsdokument FCPH Fibre Chan
nel Physical and Signaling Interface beschrieben sind Sie decken die Funktionalitt
der Schichten  Physikalische Grundlagen und  Gesicherter Zugri auf das Daten
bertragungsmedium des ISO	OSI Referenzmodells ab In den Schichten FC bis
FC werden zum Beispiel verwendbare Medien angegeben sowie die Zeichenkodie
rung Fehlererkennung und Flukontrolle deniert Diese Schichten werden nher in
den Unterabschnitten  bis  beschrieben
FC-0 Medien, Geschwindigkeiten, Kanallängen
FC-1 Kodierung, Dekodierung (8B/10B)
Framing, Flußkontrolle, DienstklassenFC-2
SCSI HIPPI SBCCS 802.2 ATM IPIPIFC-4
Gemeinsame DiensteFC-3
FC-PH
Abbildung  Schichten des Fibre ChannelStandards
Fibre Channel  Protokollarchitektur 
Die auf den FCPH aufsetzenden Schichten FC und FC beschftigen sich mit hhe
ren Funktionen und der Benutzung von existierenden Kanal und Netzwerkprotokollen
basierend auf Fibre Channel
	 FC  Medien Geschwindigkeiten Lngen
Der Teil FC des Standardisierungsdokuments FCPH legt die physikalischen Grund
lagen fr Fibre Channel fest Dazu gehren die verwendbaren Verbindungskabel be
nutzbare Geschwindigkeiten und maximale Lnge einer Verbindung von einem Port
zum nchsten ohne zwischengeschaltete Repeater FC folgt dem Trend von Fib
re Channel in vielen Bereichen exibel zu sein Die physikalischen Festlegungen sind
keinesfalls starr Es knnen auer Glasfaserkabeln je nach Anwendung und bentigter
Geschwindigkeit auch Koaxialkabel oder sogar verdrillte Kupferkabel als Fibre Channel
Links benutzt werden Dadurch ergeben sich vielfltige Kongurationen Geschwin
digkeiten mit    und  Mbit	s und Maximallngen von  m Miniatur
Koaxialkabel bei einer Signalrate von  Gbit	s bis hin zu  km Glasfaserkabel bei
Signalraten bis zu  Gbit	s Den Signalraten von  bis zu  Mbit	s entspre
chen Nutzdatenraten von  bis zu  MByte	s die sich aus dem Overhead der
Kodierung siehe Abschnitt  berechnen Zustzlich zu den verwendbaren Medien
und dadurch resultierenden Geschwindigkeiten und Kabellngen deniert FC in Ab
hngigkeit davon auch die bentigte Transmittertechnik in den jeweiligen Ports Die
mglichen Kongurationen sind in Tabelle  dargestellt
Auerdem speziziert FC das Sicherheitssystem Open Fibre Control system OFC
fr Links mit Kurzwellenlaser Tritt ein Schaden der Glasfaser auf verringern sofort
Sender und Empfnger ihre Leistung und gehen automatisch nach Reparatur des Scha
dens wieder zur vollen Leistung zurck siehe Megg
 
		 FC  KodierungDekodierung
Die Schicht  des Physical and Signaling Interface legt das bertragungsprotokoll also
wie Daten ber die physikalische Leitung festgelegt durch FC vgl Abschnitt 
bertragen werden Steuerungszeichen und Fehlerbehandlung fest
Eine grundlegende Spezikation ist dabei die Kodierung des Datenstroms vor dem
Senden und entsprechend die Dekodierung beim Empfnger Der Datenstrom wird
in bit Zeichen zerlegt welche jeweils vor der bertragung in bit bertragungs
zeichen kodiert und in Wrtern von vier bertragungszeichen also  Bits gesendet
werden Diese von IBM  lizensierte B	B Kodierung erlaubt einerseits eine siche
re Synchronisation und einfache Taktrckgewinnung andererseits lassen sich so au
er  verschiedenen Datenzeichen zustzliche Steuerungszeichen bertragen Einige
Steuerungszeichen drfen in einem Datenstrom niemals vorkommen so da mit ihrer
Hilfe eine Synchronisation auf Zeichen oder Wortgrenzen mglich ist Auch das Id
leSteuerungszeichen das zwischen einzelnen Frames siehe Abschnitt  gesendet
wird dient zur Synchronisation Dekodiert der Empfnger ein bertragungszeichen
das weder Datenzeichen noch Steuerungszeichen ist liegt ein bertragungsfehler vor
ein sogenannter code violation error
 IBM verwendet eine BB Kodierung im ESCON Standard
 Timm Reinstorf Fibre Channel  GBits im Rechner und LAN
Medium Datenrate Signalrate Entfernung Transmitter
MBytes	 Mbits	

mMono   bis  km Longwave Laser
mode Glasfaser   bis  km Longwave Laser
mMulti    km Shortwave Laser
mode Glasfaser    km Shortwave Laser
  bis  km Longwave Laser
mMulti    km Longwave LED
mode Glasfaser    km Longwave LED
VideoKoaxial    m ECL
Kabel    m ECL
   m ECL
   m ECL
MiniaturKoaxial    m ECL
Kabel    m ECL
   m ECL
   m ECL
Shielded Twisted    m ECL
Pair    m ECL
LED Light Emitting Diode & ECL Emitter Coupled Logic
Tabelle  Einsetzbare Medien und damit erreichbare Geschwindigkeiten Quelle
GuWi
 
Jedes zu bertragende bit Zeichen besitzt zwei verschiedene bit Kodierungen Der
Sender ermittelt fr jedes Zeichen anhand des binren Parameters RD Running Dis
parity die zu verwendende Kodierung Der Empfnger dekodiert jedes empfangene
Zeichen anhand der momentanen RD und berechnet die neue RD mit dem gerade
empfangenen Zeichen Kann der Empfnger zu der aktuellen RD kein Codewort n
den zeigt er dem Sender eine disparity violation condition an vgl Megg
  Der
Sender und der Empfnger sind nach der bertragung des ersten Zeichens fr das der
Empfnger noch beide Kodierungen zult auf eine RD synchronisiert Die Benutzung
der Running Disparity dient einerseits dem Ziel eine mglichst gute Gleichstromfreiheit
bei der bertragung zu erreichen andererseits der Erkennung von bertragungsfeh
lern Die Kodierungsregeln erlauben dem Empfnger alle ungeradzahligen Bitfehler
und einige andere  wie einen code violation error  zu erkennen vgl Sach
 
	
 FC  Flukontrolle Rahmenprotokolle
Das Signalisierungsprotokoll festgelegt in FC stellt die Mechanismen fr eine ber
tragung von Anwendungsdaten ber Fibre Channel bereit und bietet dafr verschiedene
Dienstklassen an
Fibre Channel  Protokollarchitektur 

Die Hauptaufgabe des Signalisierungsprotokolls ist die Zerlegung des Datenstroms in
sogenannte Frames sowie die Bereitstellung einer Flukontrolle zwischen den Kommu
nikationspartnern die je nach in Anspruch genommenem Dienst anders ausfllt Auer
den Frames fhrt die FC Schicht aber noch weitere Blcke ein die hierachisch auf
einander aufbauen einige Blcke benutzen also andere und im folgenden vorgestellt
werden Im Anschlu daran folgt die Vorstellung der von Fibre Channel angebotenen
Dienste die in Klassen eingeteilt sind Unterabschnitt 
	 bertragungsblcke
Ordered Sets
Ordered Sets dienen allgemein der bertragung von Steuerungsdaten als auch anwen
dungsspezischer Daten Ordered Sets bestehen aus einem bertragungswort vier
bertragungszeichen entsprechend  bzw  Bit Mit Hilfe der Ordered Sets wird
unter anderem die im Abschnitt  angesprochene Synchronisation auf Wortgrenzen
erreicht oder das Steuerungszeichen Idle implementiert Ebenso sind die einen Frame
begrenzenden StartofFrame und EndofFrame Symbole SOF und EOF" siehe Ab
bildung  Ordered Sets Zu Ordered Sets gehren auch sogenannte Primitive Signals
die nicht in Zusammenhang mit anderen Konstrukten  wie etwa die SOF und EOF
mit Frames  auftreten Beispiele fr Primitive Signals sind das IdleSignal und Recei
ver Ready R,RDY welches anzeigt da der Interfacebuer des empfangenden Ports




















































Abbildung  Genereller Aufbau eines Frames Quelle Asso
 
Das Konzept der Primitive Sequence beruht ebenso auf Ordered Sets Es dient dazu
der Gegenstelle spezielle Zustnde mitzuteilen Dazu wird ohne Unterbrechung ein
Ordered Set solange mehrfach hintereinander gesendet bis die Gegenstelle zum Bei
spiel auch mit einer Primitive Sequence reagiert Durch FC festgelegte Primitive
Sequences sind zum Beispiel Oine OLS Not Operational NOS Link Reset LR
und zur Antwort darauf ein Link Reset Response LRR O$ine zeigt an da der das
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O$ine sendende Port abgeschaltet wird Andere Ports ignorieren daraufhin Fehler
meldungen die bei Verbindungsversuchen mit diesem Port auftreten Not Operational
sendet ein Port an sein Gegenber falls er kein ordentliches Signal empfangen konnte
 beispielsweise weil er sich nicht auf den Sender synchronisieren konnte LR und LRR
werden benutzt um eine dedizierte Verbindung siehe Teilabschnitt  Klasse 
abzubauen
Frames
Frames sind logische bertragungsblcke in denen die zu bertragenden Nutzdaten
als sogenannter Payload eingepackt werden Der Payload besteht dabei aus Orde
red Sets welche die Daten beinhalten Es gibt zwei Klassen von Frames Data und
Link Control Frames Letztere bernehmen Steuerungsaufgaben und sind in Acknow
ledge ACX und Link Response Frames unterteilt Link,Response Frames melden
Annahmeverweigerungen und Busy Zustnde Data Frames knnen Link Data oder
Device Data Frames sein je nachdem ob der Frame zwischen Peripheriegerten oder
in einem Netzwerk ausgetauscht wird
Ein Frame kann eine variable Lnge von bis zu  Bytes haben Davon sind minde
stens  Bytes Overhead so da sich  Bytes als grtmgliche Datenpaketlnge
ergeben Der von einer Anwendung zu versendende Datenstrom wird in Pakete von
maximal  Bytes zerlegt die jeweils innerhalb eines Frames verschickt werden
Abbildung  zeigt die generelle Struktur eines Frames Er wird von den Ordered Sets
SOF und EOF begrenzt Auf den StartofFrame folgt der Frame Header der die
IDs des Quell und Zielports des Frames sowie auer einigen Steuerungsinformationen
den Typ des Protokolls welches die Daten im Payload sendet enthlt Dieses Proto
koll kann ein Fibre Channel spezisches sein oder ein auf Fibre Channel adaptiertes
Protokoll siehe Abschnitt  Die weiteren Parameter im Frame Header SEQ,ID
SEQ,CNT OX,ID und RX,ID werden in den entsprechenden Abschnitten ber die
Sequences und die Exchanges siehe unten angesprochen Dem Payload folgt ein 
bit CRC Cycle Redundancy Check Feld das der Erkennung von bertragungsfehlern
dient
Sequences
Eine Sequence besteht aus einem oder mehreren Frames und beinhaltet die gesamten
Daten eines Sendebefehls die eventuell aufgrund ihrer Gre in mehrere Frames aufge
teilt werden muten Die Lnge einer Sequenz ist unbegrenzt Eine Sequenz ist unidi
rektional wird also nur in einer Richtung bertragen Jeder Frame hat in seinem Frame
Header eine eindeutige SequenzID SEQ,ID und Sequenznummer SEQ,CNT" siehe
Abbildung  Die Gegenseite kann mit Hilfe dieser Parameter den ursprnglichen Da
tenstrom wiederherstellen und an die nchsthhere Protokollschicht weiterleiten Die
Fehlerkorrektur die von einem hheren Protokoll erbracht werden mu arbeitet ge
whnlich auf Sequenzen Die Protokollschicht FC liefert nur eine Fehlererkennung
und anzeige so da ein fehlender oder fehlerhafter Frame in einer Sequenz die erneute
bertragung der gesamten Sequenz impliziert
Exchanges
Unter einem Exchange sind ein oder mehrere Sequenzen zusammengefat die zusam
men eine logische Kommunikation bilden Dies kann zum Beispiel eine Anfrage und die
zugehrige Antwort eines hheren Protokolls sein Sequenzen knnen dabei abwech
selnd aber nie gleichzeitig in unterschiedliche Richtungen bezogen auf zwei N,ports
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bertragen werden das heit ein Exchange kann unidirektional oder bidirektional sein
In jedem Frame Header ist die ID des Initiators und die des Beantworters OX,ID und
RX,ID gespeichert wodurch ein Exchange eindeutig identiziert wird

 Dienstklassen
FC deniert die verschiedenen Dienstklassen die Fibre Channel bietet Dieses sind
die Klassen  bis  und eine Kombination davon die Intermix genannt wird Als
Ergnzung wurde in der Erweiterung des FCPH FCEP zustzlich eine Klasse 
deniert Die Eigenschaften der einzelnen Klassen spiegeln die Anforderungen heutiger
und hoentlich knftiger Anwendungen wider Eine bersicht ber die Charakteristik
der Klassen  bis  gibt die Tabelle 
Klasse 	 stellt einen verbindungsorientierten Dienst mit dedizierter Leitung bereit
Leitungsvermittlung bidirektionaler Datenaustausch In einer Verbindungs
aufbauphase wird ein Pfad zwischen den beiden an der Kommunikation beteilig
ten Ports festgelegt also die genaue Route auch durch Fabrics hindurch Da
nach kann auf diesen Teilen der Leitung nur noch Kommunikation zwischen den
beiden betreenen Teilnehmern erfolgen Frames anderer Verbindungen werden
nicht bertragen Dadurch kann eine bestimmte Bandbreite garantiert werden
da die gesamte Bandbreite den beiden Teilnehmern exklusiv zur Verfgung steht
Auerdem ist die bertragung von Daten ber eine Klasse Verbindung sehr
e%zient da die Route der Frames nicht fr jeden Frame erneut gefunden wer
den mu Die Nachteile von Klasse  Verbindungen liegen sowohl in der langen
Dauer des Verbindungsaufbaus die bei  km schon  s dauert als auch in der
auschlielichen Nutzung der Leitung durch zwei Ports Auerdem bedingt die
Flukontrolle unter Umstnden hohe Latenzzeiten vgl Teilabschnitt 
Klasse 
 ist ein verbindungsloser aber gesicherter Dienst Jeder Frame wird einzeln
geroutet und Frames knnen auf einer Leitung gemultiplext werden Die Klasse 
bietet keine Bandbreitengarantien mehr verringert dafr aber die Latenzzeiten
Klasse  verhlt sich wie die Klasse  ohne Empfangsbesttigung unbesttigter Da
tagrammdienst Die Benutzung von Klasse  kann bei Anwendungen bei denen
eine Sendewiederholung im Fehlerfalle unntz wre zum Beispiel Videobertra
gung sinnvoll sein
Intermix erlaubt eine Kombination der Klassen  bis  Hierbei wird eine Leitung
fr eine Klasse  Verbindung mit der gesamten Bandbreite reserviert Wird diese
Bandbreite allerdings nicht voll ausgenutzt so knnen stattdessen auch Frames
der Klassen  und  bertragen werden Die vorhandene Bandbreite wird durch
diesen Dienst damit maximal ausgenutzt
Klasse  ist nicht im FCPH enthalten sondern wird als Erweiterung in FCEP ein
gehen Die Klasse  wird einen verbindungsorientierten Dienst zur Verfgung
stellen der sowohl anteilige Bandbreiten als auch Latenzzeiten garantiert wie es
zum Beispiel Echtzeitanwendungen erfordern
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Charakteristik Klasse  Klasse  Klasse 
Dedizierte Multiplex
Funktion Verbindung Frame Switched Datagramm
Fabric kann
Frames wegwerfen Nein Nein Ja
Verbindungstyp
zwischen Ports Eins zu Eins Viele zu Vielen
Initiale
Verzgerung Ja Nein Nein
Unidirektionale
Verbindung optional Nicht mglich
EndezuEnde
Flukontrolle Ja Ja Nein
PuerzuPuer Nur beim Ja durch Ja nur
Flukontrolle  Frame die Fabric N,port zu F,port
Fabric kann Ja bei Nein Frame
Frames ablehnen Nein Routingproblemen wird weggeworfen
Garantierte
Reihenfolgetreue Ja Hngt von der Fabric ab
Tabelle  Charakteristik der Dienstklassen  bis  Quelle Asso
 
 Flukontrolle
Die Flukontrolle verhindert den berlauf von Empfangspuern der Ports in dem
erst dann weitere Frames gesendet werden wenn entweder der Empfngerport den
Empfang des vorherigen Frames besttigt Klasse  vgl Teilabschnitt  oder
der Sendeport ein R,RDYSignal Receiver Ready bekommt Klasse  und  Die
dynamische Gre des Empfangspuers wird dem Sender vor dem Senden mitgeteilt
Es sind noch x Puerpltze frei Die Art der verwendeten Flukontrolle Endezu










Abbildung  Klasse  Flukontrolle
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In Klasse  ndet immer eine EndezuEnde Flukontrolle statt siehe Abbildung 
Der Sender sendet entsprechend der Puergre des Empfngers ein oder mehrere
Frames ab Danach wartet er auf die Empfangsbesttigungen Acknowledge ACK des
Empfngers Nach dem Empfang eines ACKs kann der Sender wieder einen Frame
senden Sendet der Empfnger anstatt eines ACK einen Reject Frame so konnte der















Abbildung  Klasse  Flukontrolle
Klasse  verwendet eine PuerzuPuer Flukontrolle Dabei bezeichnet Puer
einen Port der auf dem Weg vom Sender zum Empfnger liegt siehe Abbildung 
Der Sender schickt sofort weitere Frames nachdem er ein Receive Ready R,RDY
Signal von dem mit ihm verbundenen nchsten Port erhalten hat Dadurch kann die
Situation entstehen da der Empfnger den Frame nicht annehmen kann da sein
Empfangspuer voll ist In diesem Fall schickt er dem Sender ein Busy Signal das
den Sender zum Wiederholen der Sendung auordert Der Empfnger quittiert den
Empfang der Frames mit einem ACK
Die Flukontrolle der Klasse  ndet wie in der Klasse  auf Puerebene statt Puer
zuPuer Da aber keine Empfangsbesttigungen gesendet werden kann auf vom










Abbildung  Klasse  Flukontrolle
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	 FC	 Allgemeine Servicedienste
Der Standard sieht fr die Schicht FC die Spezikation von allgemein zu benutzenden
Diensten vor Folgende drei Konzepte sind bereits speziziert
Striping dient zur Erhhung der Bandbreite in dem Daten ber mehrere Ports und
parallele Leitungen gesendet werden
Hunt Groups erlauben mehrere Ports unter einer Aliasadresse zusammenzufassen so
da alle diese Ports Frames an diese Adresse annehmen knnen und dadurch die
Wahrscheinlichkeit von Geschwindigkeitseinbuen aufgrund belegter Ports ver
ringert wird
Multicast ermglicht e%ziente Gruppenkommunikation Mit Multicast knnen ei
ne Teilmenge oder alle Broadcast an einer Fabric angeschlossenen Ports eine
bertragung erhalten
	 FC
 Schnittstelle zu den Anwendungen
Ein weiterer wichtiger Teil des Fibre Channel Standards ist die Schicht FC denn
diese Schicht soll sicherstellen da Fibre Channel mglichst einfach und schnell in der
Praxis eingesetzt werden kann Ein neuer KommunikationsStandard selbst wenn er
neue Geschwindigkeitsstufen erreicht ntzt in der Praxis nur wenig wenn er keine
Mglichkeit bietet vorhandene Protokolle mit diesem zu benutzen
Erfreulicherweise existieren einige sogenannte Mapping Protokolle fr viele der wich
tigsten Kanal und Netzwerkprotokolle siehe Abbildung  Darunter sind sowohl
Umsetzungsstandards fr Protokolle die hauptschlich im Supercomputerumfeld ver
wendet werden IPI HIPPI aber auch solche die eine grere Verbreitung im Massen
markt haben SCSI Im Netzwerkbereich werden unter anderem ATM Asynchronous
Transfer Mode und IP Internet Protocol untersttzt
 Status der Standards

 Standardisierungsdokumente
Im Umfeld des Standardisierungsdokumentes FCPH das bereits fertiggestellt ist sind
vielzhlige weitere Dokumente entstanden die sich detaillierter mit Fibre Channel Fra
gen beschftigen siehe Tabelle 

 Organisationen und Gremien
Das groe Potential des Fibre Channel Standards lenkte schon frh das Interesse von
Rechner und Peripheriegerteherstellern auf sich Diese Gruppe war sehr an einer
schnellen und wirtschaftlichen praktikablen Nutzung der Fibre Channel Technologie
interessiert Aus diesem Grund wurde Anfang 

 die Fibre Channel Association
Status der Standards 

FCSB Umsetzung des Single Byte Command Code Set SBCCS
FCFP Umsetzung von HIPPIFP High Performance Parallel Interface
Framing Protocol
FCLE Umsetzung von IEEE  Link Encapsulation LLC
FCI Umsetzung von IPI
SCSIFCP Umsetzung von SCSI Small Computer System Interface
SCSIGPP Umsetzung des Generic Packetized Protocol
FCATM Umsetzung von ATM ATM Adaption Layer  AAL
FCAL Arbitrated Loop
FCSW Switch Fabric
FCFG Generic Fabric Requirements
FCEP Fibre Channel Enhanced Physical kompatible Erweiterung von
FCPH
FCGS Generic Services
FCIG Fibre Channel Implementation Guide
Tabelle  Fibre Channel Standards Quelle GuWi
 
FCA gegrndet ein Verband von namhaften Herstellern der sich zum Ziel setzte
einerseits die Arbeit des Standardisierungskomitees XT
 Task Group for Devive
Level Interfaces des Technical Commitee for IO Interfaces XT
 der ANSI Behrde




 wurde unabhngig von der FCA die Fibre Channel System In
itiative FCSI von IBM Sun und HP ins Leben gerufen die einige Beschrnkungen
der Optionsvielfalt des Fibre Channel Standards zur einfacheren Umsetzung in reale
Produkte empfahl Dabei hing es vom Anwendungsgebiet ab welche Teilmengen der
Fibre Channel Optionen in welchen Produkten sinnvoll einsetzbar seien Im Zuge der
Arbeit der FCSI entstanden eine Reihe von Dokumenten die zum Beispiel IP und SCSI
ber Fibre Channel aber auch die Benutzung von Fibre Channel in bestimmten Pro
jekten der Raumfahrtindustrie beschreiben und welche Herstellern von Fibre Channel
Produkten als Richtlinien dienen sollen

	 Produkte
Die ersten Fibre Channel Produkte hatten noch sehr mit Schwierigkeiten zu kmpfen
die spezizierten Geschwindigkeiten auch real anbieten zu knnen Viele der ersten
Produkte waren in GaAs Galliumarsenid Schaltkreistechnik gefertigt die zwar hohe
Schaltgeschwindigkeiten erlaubt aber fr den greren Markt unbezahlbar ist
Im Laufe des Jahres 

	
 kamen aber verstrkt auch CMOSbasierte Produkte auf
den Markt die durchaus die Honung weckten da Fibre Channel Technologie doch
bezahlbar wird Inzwischen gibt es weit ber  Hersteller die auf verschiedenen Ge
bieten  je nach Branche  Fibre Channel Produkte anbieten Ein Bereich betrit
Speicherperipheriegerte Dort existieren mittlerweile zahlreiche Fibre Channel fhige
Gerte wie zum Beispiel Festplatten Dieser Bereich basiert aus Kostengrnden haupt
schlich auf Arbitrated Loop Systemen und hat mglicherweise das grte Potential
die Fibre Channel Technologie im Massenmarkt zu etablieren Hersteller wie IBM und
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Ancor bieten aber auch Fibre Channel Systeme an die auf einer Fabric als Verbin
dungstopologie bauen Switches Hubs Adapterkarten Erst allmhlich kommen die
ersten Generationen von Gerten auf den Markt welche die Kinderkrankheiten der er
sten Produkte abgelegt haben Groe Probleme entstanden am Anfang durch kuriose
Kongurationsprobleme Karte xy luft nur im  Slot des Rechners z und durch
Kompatibilittsprobleme bei Verbindungen von Gerten unterschiedlicher Hersteller
Diese Probleme scheinen gelst zu sein und so ist mit einer weiteren Verbreitung von
Fibre Channel in Zukunft verstrkt zu rechnen
	 Zusammenfassung und Ausblick
 Anwendungsgebiete fr Fibre Channel
Fibre Channel kann berall dort eingesetzt werden wo ATM auch eingesetzt werden
knnte auch wenn Fibre Channel einige Vorteile gegenber ATM besitzt Die Vorteile
zieht Fibre Channel hauptschlich aus seiner Herkunft aus der Kanaltechnologie wo
durch Fibre Channel selbst noch krzere Verzgerungen als ATM erreicht Ein weiterer
Pluspunkt von Fibre Channel liegt in der Flexibilitt und dem Zusammenarbeiten mit
vielen Protokollumgebungen Auch die gebotenen Geschwindigkeiten sind vergleichbar
oder sogar um einiges hher als die von ATM bereitgestellten Datenraten Insgesamt
neigt Fibre Channel mehr zum LAN und rechnerinternen Einsatz whrend hinge
gen ATM grtenteils im Backbone und WANUmfeld benutzt wird Somit ist eine
Existenz beider Standards nebeneinander durchaus vorstellbar und wahrscheinlich
Eingesetzt wurde Fibre Channel in der Vergangenheit hauptschlich im professionellen
Supercomputerumfeld Beispielsweise wird Fibre Channel in Kliniken verwendet um
Rntgenbilder und hnlich groe Datenmengen in Echtzeit von Operationsrumen oder
Intensivstationen zu Arztbros zu transportieren Ein weiteres Einsatzgebiet fr Fibre
Channel sind Publishing Anwendungen die groe Bild oft mit  Millionen Farben
und Textdaten zwischen Filialen und Druckereien austauschen mssen Genauso knnte
auch die Trick Filmindustrie vom Fibre Channel Gebrauch machen um die riesigen
dort anfallenden Datenmengen zu bewltigen vgl GoKe
 
 Ausblick
Insgesamt scheint Fibre Channel den Anforderungen im zuknftigen Informationszeit
alter im lokalen Netzwerk und rechnerinternem KanalBereich am besten zu gegngen
Geschwindigkeiten im Gbits	s Bereich    und  Gbit	s sind als Erweiterungen fr
die Zukunft vorgesehen bis zu  km Verbindungslngen und eine groe Flexibilitt in
allen Bereichen zum Beispiel Umsetzung vorhandener Protokolle untermauern diesen
Anspruch Da zustzlich die praktischen Realisierungen von Fibre Channel Produkten
immer zahlreicher ausgereifter und preiswerter werden steht einem weiten Einsatz
von Fibre Channel im ganzen Anwendungsspektrum der datenintensiven bertragung
nichts mehr im Wege Dies wird zudem durch die breite Akzeptanz von Fibre Channel
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