Abstract
INTRODUCTION
Basically, there are two main areas for the application of a time series analysis to hydrological data, i.e., simulation and predictions (forecasts). Simulations, i.e., the stochastic generation of synthetic records sufficing the fitted model, are mainly used for long-term water resources design projects (such as for reservoir designs, water supply capacity expansion projects or determining the risk of failure (or reliability) of irrigation or hydroelectric systems). Here, reliability of the system means the probability "that a system will perform the required function for a specified period of time under stated conditions" (Koutsoyiannis, 2005) . The stochastic generation of synthetic records, which should be able to produce longer series than the measured records of data that are statistically indistinguishable from the historical data, has a long tradition in hydrology (e.g., Srikanthan and McMahon, 1980) . Such longer series (although they do not contain more statistical information) contain pattern fluctuations not observed DOI: 10.1515/sjce-2017-0011 in the measurements needed for risk-based designs. In addition, other justifications of stochastic approaches exist, such as efforts to explain and forecast long-term fluctuations of time series, including the attempt to explain certain fluctuations such as the Hurst phenomenon (e.g., Elek and Márkus, 2004; Fendeková et al., 2014; Szolgayová et al., 2014) .
Another important field where time series models are applied is in hydrological forecasting. It is widely acknowledged in the hydrological and meteorological communities that there is a continuing need to improve the quality of quantitative rainfall and river flow forecasts with different time steps (long-term forecasts for strategic management, seasonal forecasts for mid-term optimizations, and short-term forecasts for operational control and risk management (see, e.g., Pappenberger et al., 2005) for various water resources management problems (such as the safety of the drinking water supply from reservoirs, hydroelectric power generation, flood control, flood risk management, etc. (Arduino et al., 2005) . Approaches used for river flow forecasting cover a wide range of different methods from deterministic (usually conceptual water balance models) to stochastic approaches (mainly in the time series domain). In the recent past a so-called hybrid (combined deterministic-stochastic) modelling approach was proposed that tries to combine the advantages offered by both methods by modelling the system dynamics with a deterministic model and the forecasting error series with a data-driven model in parallel. Analyzing the structure of the error series of deterministic hydrological models and forecasting these with data-driven models allows, for an improvement of the overall forecasting performance and, given that a time series model will be used as a data-driven approach, for estimates of the overall output uncertainties (see, e.g., Komorníková et al., 2008) .
The ability to evaluate the uncertainties associated with a hybrid forecast is especially welcome, since this important information not only permits assessing the quality of the prediction, but can also serve as an input to operational actions and decisions conditioned on the distribution of the forecasted values (Todini, 2004) . In such a hybrid scheme stochastic models used for generating artificial time series can in turn be applied for forecasting during real-time operations of water resources systems. This clearly shows that proper attention has to be paid to the identification of the proper type of stochastic processes, which may subsequently be adequately described by time series models.
In this paper nonlinear time series models of the GARCH class are suggested for forecasting hydrological flood-routing model error time series. We will concentrate on verifying whether the use of a GARCH-type model is suitable for modelling time series of errors resulting in a different (conceptual) model applied to the runoff data (i.e., creating a component of a hybrid model) in Slovakia. We can produce one-step-ahead forecasts from the fitted models and compare the forecasting performance of nonlinear time series models with that of linear error series models, since there is limited knowledge of their predictive capabilities concerning the particular problem of forecasting modelling error series.
The structure of the paper is as follows: in chapter 2 we provide a brief overview of various approaches and recent developments in nonlinear time series analysis in hydrology. In chapter 3, we introduce basic definitions, the GARCH models and the statistical tests applied to the data analysis in this paper. In chapter 4 we delineate some specifications of the rivers and geographical areas on which the data was modelled. We also give a short description of the conceptual models used to obtain the error time series. Chapter 5 contains the actual data analysis. Chapter 6 summarizes what has been accomplished and includes concluding remarks.
NONLINEAR TImE SERIES ANALYSIS IN HYDROLOGY
Among the existing models for time series predictions, linear autoregressive integrated moving average types of models (ARMA, PARMA, ARIMA, SARIMA etc.) have been among the most applied models in hydrology and have been used to predict hydrological variables till the present (e.g., Pekárová et al., 2009; Valipour, et al., 2013; Wang et al., 2015; Valipour, et al., 2015; Moeni et al., 2017) . In general, however, applications of such time series models generally focus on modelling and predicting the mean behaviour or the first moment of the variable. These models are usually insufficient for capturing all the properties of the hydrological processes controlling the temporal variations of hydrological variables (Modarres and Ouarda, 2013) and especially those of forecasting error series. The processes to be modelled in hydrology are, in general, nonlinear (Wang et al., 2006) ; in addition, model error series may exhibit nonstationarity and heteroscedasticity. Therefore, the frequently used linear models originating from the classical Box-Jenkins methodology perform sub-optimally and have to be reconsidered and substituted for by approaches which take that in consideration.
Recently, several types of non-linear time series models (e.g., TAR, TARMA, SETAR, LSTAR, ATAR), which have been investigated in both the econometric and statistical literature, have also been shown to offer potential for explaining both the nonlinear behaviour of modelled hydrological time series and giving information on the forecast uncertainties (e.g., Tamea et al., 2005; Amendola, 2003; Wang et al., 2005; Liu and Chen 2007; Komorník et al., 2006; Chen et al., 2008; Komorníková et al., 2008; Valent et al., 2011) .
In the time series domain (Generalized) Autoregressive Conditional Heteroscedasticity models (ARCH, GARCH) are widely used in finance to deal with heteroscedastic data. The theoretical aspects of the models were first introduced by Engle (1982) and developed by Bollerslev (1986) . The modified ARCH model was further developed into models such as Nelson's EGARCH model (1991) .
Thus far, compared to linear models, only a few attempts to apply these new types of models have been reported in hydrology. We will introduce these models later on; here, we are giving some examples of their recent use. Tol (1996) fitted a GARCH model for the conditional variance and the conditional standard deviation, in conjunction with an AR(2) model for the mean, to model daily mean temperatures. Wang et al. (2005) proposed an ARMA-GARCH error model to capture the ARCH effect present in daily streamflow series, as well as to preserve seasonality in the variances of the residuals. Chen et al. (2008) tried to combine the ARCH, TAR and TARMA models to explain the streamflow of the wet season in Taiwan. Elek and Márkus (2008) analysed a conditionally heteroscedastic GARCH-type model, which is different from the more commonly used autoregressive moving average-generalized autoregressive conditionally heteroscedastic (ARMA-GARCH) processes, with a daily water discharge series observed along the Rivers Danube and Tisza in Hungary. Otache et al., (2012) used streamflow data (both daily and monthly) of the River Benue, Nigeria, to critically look at the subject of Autoregressive Conditional Heteroscedasticity (ARCH) and the volatility of streamflow processes. Modarres and Ouarda (2013) studied the advantages of a GARCH model against a linear ARIMA model by investigating three classes of the GARCH approach, namely the Power GARCH, Threshold GARCH and Exponential GARCH models, which use daily streamflow time series of the Matapedia River, Quebec, Canada. Modarres and Ouarda (2014) developed Vol. 25, 2017 , No. 2, 39 -48 Vol. 25, 2017 univariate and multivariate GARCH models for drought conditional variance-covariance, or volatility-covolatility, relationships with atmospheric indices.
These new types of non-linear time series models were shown to offer potential for explaining both the nonlinear behaviour of a modelled time series and giving information on the forecast uncertainty. Wang et al. (2005) and Chen et al. (2008) also showed the advantage of univariate GARCH models over linear models. However, as pointed out by Amendola (2003) , nonlinear time series structures have often led to good fitting performances, but the good fitting results of nonlinear models do not guarantee an equally good forecasting performance (Chatfield, 2001) . Indeed, more recently, Modarres and Ouarda (2013) indicated that the GARCH model does not exhibit superiority over seasonal autoregressive moving average models for modelling rainfall time series except for removing heteroscedasticity from the residuals of the linear model (Modarres and Ouarda, 2014) . Therefore, the development of nonlinear time series models for hybrid modelling frameworks and for modelling time series in hydrological applications needs to be case based. The investigation of model properties and performances has to be thoroughly tested under various conditions for their future practical applications and physiographic conditions. Another challenge for research with these purely data-driven models is how to choose an appropriate model class for forecasting problems with respect to the hydrological conditions and processes in a catchment.
THE KLN FLOOD ROUTING mODEL
In this study we have investigated the presence of heteroscedasticity in the KLN flood-routing model simulation error data series with daily frequencies from two measuring stations from the Hron (Brehy station) and Morava (Záhorská Ves station) Rivers in Slovakia. The setup and parametrisation of the KLN model, which was used to produce the series of errors, are taken from flow routing studies accomplished in a PhD thesis by Danáčová (2008) . A brief description of the rivers, followed by a short introduction of the hydrological model used for supplying the simulated discharge series (the error series) analysed in this study, is given here; details on both sites and the model can be found, e.g., in Szolgay et al. (2006) , Danáčová and Szolgay (2007) , or .
The KLN model belongs to a group of so-called conceptual models, which is between black-box models, which produce outputs based purely on calibrating measured input data, and physically-based models, which use theoretical physical and mathematical dependencies, thus minimizing the need for calibration. In a conceptual model, the modelling problem is divided into basic subproblems, which are treated separately and usually on a lumped (catchment or river reach) scale. In the KLN model the river is broken into sub-reaches; each is modelled by a linear reservoir with one parameter.
This model consists of a series of n linear reservoirs in series, each with the time constant (storage coefficient) k (see Fig. 1 ). The storage S i and discharge Q i relationship of the i-th reservoir in the series is considered to be S i = k.Q i . The input to the cascade is given by a vector I. Here, each reservoir is allowed to have an external input I i . In the first reservoir of the series, I 1 accounts for the inflow to the cascade at the cross section of the inlet of the modelled reach. In the subsequent reservoirs, I i stands for the lateral inflow (or withdrawal) of water into (from) the corresponding reservoir along the reach.
All the inputs I to the cascade are considered to be constant during the sampling interval (a; a+1) of the length T (the input hydrograph is schematised as a stepwise constant function of time (e.g., the mean flow during the sampling interval). The governing state-space equations of the model (the state equation and the outflow equation), S(a+1) = F(S(a); I(a; a+1), k); Q(a+1) = G (S(a + 1); k). The functions F(.);G(.) are exactly given, e.g., in Szolgay (2004) . The multilinear version of the discrete cascade model was used to generate the data for this thesis. In this extended version the state vector S(a+1) at the end of the computational step (a+1; a) is considered the initial condition for the next computational step (a+2, a+1); then, the value of k is re-estimated. Here, as proposed in Szolgay (2004) , empirical information on the variation of the travel-time of flood peaks with the input discharge in the modelled reach was used to directly estimate the time variability of time parameter k of the cascade of the reservoirs (Danáčová, 2008) .
mODELS AND mETHODS AppLIED TO ANALYzE THE FLOw ROUTING mODEL ERROR SERIES
When talking about time series of interest in hydrology, one has to distinguish between natural data, such as runoff, rain or temperatures, and time series which originate from other models, i.e., model error series. The latter case has scarcely been a point of research, but the interest in analyzing this kind of data is increasing (e.g., Svetlíková, 2008) . Here, we will be observing a series of errors resulting from the KLN flood routing models calibrated for the Morava and Hron Rivers.
Time series models
In general, we will consider here the time series as a sequence of random variables (1) From now on, let T denote the set of time indices. As indicated above, T = N or Z.
The hydrological time series consists in general of the following components:
Trend: The long-term component that represents the growth or decline in a time series over an extended period of time.
Seasonal component: A pattern of change in data that repeats itself from year to year. Since the data modelled in hydrology come from very different settings starting with the frequency of observations (as already stated, annual, monthly, daily or subdaily), being correlated and having non-linear behaviour, sometimes showing a long memory effect, and depending on geographical and climatic conditions as well and thus having different properties from case to case, a vast amount of research is being done to find suitable mathematical representations for all possible conditions (for a review, see, e.g., Salas, 1980; Kutsoyannis, 2005) . In hybrid modeling schemes, which are some of the oldest model classes, the family of autoregressive moving average models was applied (e.g., Szolgay, 1985; Szolgay and Minárik, 1992) . Here, these models will be used as a basis for comparison to the GARCH and EGARCH models of the model error time series.
The linear autoregressive moving average (ARMA(p,q)) is given by: (2) where ∈ t~ white noise (0,σ 2 ), and the autoregressive integrated moving average (ARIMA(p,q,d)) models are defined as
where B is the backshift operator, such that B k X t = X t-k , k ∈ Z\{0}, and d ∈ N is the so-called order difference, which completes the family of models suggested by Box and Jenkins (1976) .
These have been followed in hybrid forecasting by numerous other model classes, such as regime-switching models in, e.g., Svetliková (2008); Komorníková et al., (2008) . This study presents results concerning the possibility of using GARCH-types of models for such purposes. The basic idea is that unlike all of the models described above, the variance of the time series is not constant. Thus far, only a few attempts to apply GARCH-type time series models have been reported in the hydrological time series literature; none of these have been in the hybrid forecasting context. Figure 2 presents a sample error series of the KLN model on the Morava River. In this particular case the general property of the hydrological processes seems to be heteroscedascity, since the rise of discharges is rainfall driven (a highly nonlinear, chaotic and intermittent process), and decreases in discharges are ruled by the damping effects of the water storage in the driven system (catchment or river reach), which filters and smoothes the pulselike behaviour of the inputs. That this behaviour is present in a hydrological model error series can be explained by the fact that the modelling/routing and forecasting of floods (pulse-like rising discharges) is a more demanding task than that of forecasting droughts (slowly decreasing flows).
A time series is a GARCH (p, q) time series if it suffices that
Where e t is an i.i.d. white noise with variance 1 and mean 0, α 0 > 0, α i ,β i ∈R + ,∀i, and e t is independent of X (t-k) , k ∈ N, ∀t. When p = 0, X t is a so-called ARCH(q) time series (Kraus and Neuhaus, 2004) .
The conditional variance equation (5) is often found in the literature (see Artl, Artlová, 2003; Kirchgässner and Wolters, 2006) as (6) where ϵ t = e t σ t , with e t as above. One can consider more regressors in the conditional mean equation as well (in our case, we will fit ARMA or AR models). For example, when considering a GARCH (1,1) with an AR(1) regressor in a mean equation, one gets
Characteristic of a heteroscedastic hydrological model error time series is so-called volatility clustering. Volatility is another name for a time-varying variance. Volatility clustering means that small changes imply small changes and that a high variance "in forecasting will be sustained over a period before it dies away" (Fan and Yao 1995, see also Fig. 2) . Furthermore, one can often speak of a leverage effect, which means that the variance reacts more strongly to negative shocks than to positive ones. This asymmetrical effect is not in accord with the original GARCH model, and there are several variations designed to handle this effect, e.g., the exponential GARCH model, which will be used here.
Here, the variance equation is defined over the ln(σ t 2 ) values; thus one does not have any restrictions on the positivity of the parameters. The variance equation of a EGARCH(1,1) model is defined as follows: One can see that the g(e t ) function models the different effect of positive and negative shocks on the logarithm of the variance. If γ 1 = 0, one cannot speak of a different effect of a greater effect of positive or negative changes in the errors on the variance, γ 1 > 0 represents the leverage effect.
Data analysis
The actual data analysis was arranged as follows (some details on the methods are given below):
1. We estimated the basic descriptive statistics of the data and removed the deterministic components, i.e., the trend and cyclical components (seasonality was explicitly not considered in the model error time series). 2. We tested the stationarity using the ADF test and fitted an appropriate ARMA model on the residuals. 3. Then we examined the residuals for possible heteroscedasticity by viewing the ACF of the squared residuals and conducting the ARCH LM test. Subsequently, we fitted a GARCH-type model and examined the fit and residuals. 4. We provided a further analysis by comparing the performances of the one-step-ahead forecasts of the models obtained using the MDM test and the Nash-Sutcliffe coefficient.
A simple way of removing the trend component using regression was employed. For the removal of the cyclical components, spectral analysis methods were used. One assumes that the time series can be represented in means of (12) with ω j ϵ [0,2π] and finds all the significant frequencies ω j .
The Fisher test (Antoch, 1995) was used to determine the existence of cyclical components in the time series; if the hypothesis of the existence of cyclical components could not be rejected, it helped to determine the frequencies for which the cyclical components should be removed.
We needed to verify the stationarity, since it is assumed for ARMA models. There are several tests for determining the stationarity of time series (the so-called unit root tests), each having a slightly different null hypothesis; for the details, see, e.g., Artl and Artlová, 2003) . We used the Augmented Dickey-Fuller test (ADF test) here.
The choice of the order of the ARMA model was based on the shape of the autocorrelation and partial autocorrelation functions (ACF and PACF) (e.g., Box and Jenkins, 1976) . It may happen that several alternative parameters of a model seem acceptable. For this reason, the information criteria, which were based on comparing the residuals resulting from the different models, were designed (Artl and Artlová, 2003) . The most often used are the Akaike and Schwarz Bayes Information criteria (AIC/BIC), which were used here. A model with the minimum information criterion value was chosen, since all their definitions are based on comparing the maximum values of the log-likelihood function used when estimating the model parameters.
To test for the existence of heteroscedasticity, the ACF and PACF of the squared residuals were examined, and the LjungBox-Pierce Q-test was used on them to obtain the first estimate. To verify it, we used Engle's Langrange multiplier ARCH test (ARCH LM test). The use of this test is motivated by a fact which has especially been found with financial heteroscedastic time series. It has been observed that "the magnitude of residuals appeared to be related to the magnitude of recent residuals" (Engle, 1982; Eviews, 2002) .
In order to check the goodness of fit of the estimated model, we checked if the residuals suffice a white noise process and especially examined their lack of correlation and the significance of the parameter estimates (Aas and X.K. Dimakos, 2004; Kirchgässner and Wolters, 2006) . Considering the first issue, we visually examined the autocorrelation function, and, as, a more formal test, the Ljung-Box-Pierce Q-test was also applied. For the latter, we used the coefficient tests listed in Eviews (2002) . In our case, we also tried to verify the models by examining their forecasting performance.
In our case, we were more interested in the values of the actual forecasted time series; thus we did not go into detail considering the volatility forecasts. When constructing forecasts of the mean equation, there are several possible methods, for example, a method based on transferring the autocovariance matrix on the time series "into the future" as described in (Brockwell and Davis, 1998) . Given the hydrological context of the forecasting exercise, we used the "naive" method, described, for example, in Artl and Artlová (2003) . Here, one computes the expected conditional value E(X T+h | Ω T ), where h is the forecast horizon, T is the threshold of the prediction, and Ω T is the known past, since, as can be shown, this is the value with the minimum squared error.
We compared the predictions produced by GARCH-type models against an ARMA-type model. As the criterion, we used the modified Diebold-Mariano statistics (Diebold and Mariano, 1995; Harvey et al., 1997) ; the details of the test are also given in Komorník et al., (2006) . The comparisons between the distinct models were given in the form of a result table; the entries have 3 possible values: 0, when the models statistically have the same performance; 1, when model A delivers a statistically significant better performance than B; and -1, when model A delivers a statistically significant worse performance than B (for more details on the test, see, e.g., Komorník et al., (2006) .
The Nash-Sutcliffe coefficient, which is the most popular model performance criterion in hydrology, was also used. It can be written as (13) where n denotes the number of observations; Q obs ; Q comp stand for the measured and forecasted flow values, respectively, and Q ̅ obs is the sample mean. This number compares the model forecasts with the alternative that the next value would be approximated by the sample mean (of the forecasted period). Values close to 0 indicate that the fit of the model is no better than using just the sample mean; values close to 1 indicate a good performance.
THE pILOT SITES AND DATA
The lower Morava river is a typical alluvial river. It is located in western Slovakia and constitutes the border with Austria (see Fig. 3 ). The reach between Moravský Svätý Ján and Záhorská Ves with a length of 34.76 km and a slope of 0.2% was chosen. There are two significant measured inflows, i.e., the Zaya and the Rudava Rivers, in the reach. The unmeasured lateral inflow in the whole reach had to be estimated from the known discharges of these two tributaries by hydrological analogy. For basic hydrological forecasting, a daily time step is sufficient. The measured daily flow data and outputs from the KLN flow routing model at the Záhorská Ves station were also selected as a basis for analysis. The KLN simulation error series for time series analysis and time Vol. 25, 2017, No. 2, 39 -48 series model fitting was generated using 4 years of daily data of the Morava River for the period 1.11.1992 -31.10.1996. The subsequent hydrological year was used for comparing the forecasting performance of the fitted time series models. The Hron river springs at the base of the Lower Tatras; with its length of 298 km, it is the second longest river in Slovakia (see Fig.  4 ). ). Its basin has a size of 5465 km 2 and thus covers 11% of the area of Slovakia. In the upper mountain regions rainfall runoff processes dominate the flow regime. Flash floods from convective events represent a threat to local villages lying in narrow valleys, and rainfall of a cyclonic origin represents the main danger to major towns and industrial areas along the main river. In the lower part of the catchment, runoff concentration and routing dominate the flow processes. Therefore, flow-routing modelling with daily time steps is important in forecasting studies. The reach between Banská Bystrica and Brehy was chosen. The measured flow data and outputs from the KLN multilinear model for the Brehy station (where the river starts to have an alluvial character) will be analyzed here. We used the time period 1.11.1991 -30.10.1995 for generating the KLN model simulation error series and fitting the time series models; we then compared the forecasting performance of these models in the subsequent hydrological year.
RESULTS
In this section, we present the results of the model error time series analysis. There are two differences in the actual analysis of these data, which need to be considered compared to the analysis of a natural hydrological series:
1. The model error time series takes all possible values, not only positive numbers, so no initial transformation of the data is needed. 2. There is no physical justification for assuming seasonal dependencies within the series. The model errors depend much more on the inadequate description of the modelled process within the conceptual model and the inputs. Large errors can occur at any time. For this reason, we only analyzed the cyclical components in two alternatives, i.e., including and excluding the removal of the cyclical components. We will denote the version of a model where we removed the cyclical component as "-C". Table 1 contains the descriptive statistics of the error series for both rivers. The data are skewed, display excess kurtosis, and are strongly autocorrelated.
The Morava River error series
We analysed the data and fitted the models on 4 years of daily KLN model simulation error data of the Morava River for the period 1.11.1992 -31.10.1996 (November is the first month of the hydrological year). A slight trend was detected. We used the Fisher test to find the significant frequencies of the cyclical component. The fitted coefficients can be found in Table 2 . The Fisher test returned 13 significant values. Most of the values correspond to shorter time periods of approximately 1 month, except for the 365.25 day period. This is different compared to the natural data, where the majority of the frequencies would correspond to time spans longer than 1 year.
We analyzed removing the cyclical components one after another and compared the AIC/BIC values for an AR model fitted to the data. Generally speaking, the AIC/BIC values pointed to an improvement in fit with the increasing number of the removed components. In both cases (removing/not removing the cyclical components), we decided to fit an AR(3) model on the residuals. When examining the ACF of the residuals, they were not completely uncorrelated after the AR(3) fit. The time series also showed the presence of heteroscedasticity after the AR fit. The originally considered GARCH(1,1) model was not usable on either of the data sets. The ACF of the residuals improved after fitting the EGARCH model. The only case where the residuals were completely uncorrelated was the EGARCH -C model.
The forecasting performance was compared using 4 models, i.e., the AR(3) and AR(3)-EGARCH(1,1) models with and without removing the cyclical components. The results of the MDM test can be found in Table 3 ; the NS values are listed in Table 4 . Here, the two tests delivered slightly different results. The NS coefficients indicated the better forecasting performance of the EGARCH (1,1) over the other two models. However, the MDM test considered the EGARCH and AR(3) to be statistically equivalent. The models which did not have the cyclical component removed performed better.
The Hron River Error series
Using an analogous procedure as in the previous section, we used the daily data of the KLN simulation error series for measuring the Brehy station from the time period 1.11.1991 -30.10.1995 for the model fitting and produced/compared the forecasts for the subsequent year. The trend and cyclical component analysis, which is listed in Table 5 , showed similarly interpretable results as in the Morava error series. When fitting the baseline ARMA type model in the case of the Brehy error series dataset, it turned out that different ARMA models were suitable for the versions with/ without the cyclical component removed. Otherwise, the analysis yielded similar results as in the previous section. Removing the cyclical components followed the same pattern as in the Morava errors data set when analysing the AIC and BIC values. We decided for an AR(3) model when considering the "not-removing cyclical components" variant and for an ARMA(1,1) model in the other case. This was obviously based on the change in the structure of the ACF and PACF after removing the cyclical components. Again, the ARCH LM test rejected the hypothesis of no heteroscedasticity, and it was not possible to fit the traditional GARCH model (for similar reasons, i.e., either the algorithm did not terminate or the fitted coefficients were negative, which contradicts the definition). Thus we fitted an EGARCH(1,1) model on the residuals after the AR(3) and ARMA(1,1) (-C) models. The ARMA(1,1) residuals were statistically uncorrelated; the subsequent EGARCH fit actually made the ACF worse. On the other hand, fitting the EGARCH on the AR(3) residuals resulted in a statistically zero ACF and PACF. Vol. 25, 2017, No. 2, 39 -48 In the comparison of the forecasting performance of the Brehy error series models, according to the MDM tests (Tables 6), the AR(3)-EGARCH(1,1) and ARMA(1,1)-EGARCH(1,1)-C were equivalent in performance. They both outperformed the AR(3) model. The ARMA(1,1) was the worst performing model in the test. The NS coefficients (Table 7) confirmed these results by giving a slight advantage to the .ARMA(1,1)-EGARCH(1,1)-C model.
DISCUSSION
In general, heteroscedasticity was present in both data sets. The GARCH-type model proved to be well suited for removing it in all the cases. However, the GARCH model (tested here with the t-distribution) in its original form was not generally applicable; we had to use the EGARCH(1,1) model instead. Unlike in econometric time series, here the γ parameter was positive, which means that the data tended to react more strongly to positive changes, rather than to negative ones. In this particular case the general property of hydrological processes is that the rise of a discharge is rainfall/snowmelt driven and that the decrease in a discharge is ruled by the storage in the driven system (catchment or river reach), which filters and smoothes the pulse-like behaviour of the inputs. The analysis also showed that this behaviour is present in the hydrological model error series, which can be explained by the fact that the modelling and forecasting of floods is a more demanding task than that of low flows.
This result is of particular importance with respect to error time series of hydrological models. It underpins the need for a non-mechanistic approach in the case-based analysis of such data and the physical interpretation of statistical modelling results. However, in the case of hydrological data, they also imply that a pure GARCH may not be the best choice (because of the special structural character of the error series data) and that the use of the EGARCH type of models should be further explored. The usefulness of using EGARCH instead of GARCH has not been considered thus far in the hydrological literature, and other approaches were chosen instead, e.g., Elek, P. and Márkus, L. (2008) , who tried to overcome the fitting problems by mathematical modifications of the GARCH model.
For the hybrid framework, comparisons with ARMA models were considered as well for the modelling of error series, although the ARMA models may not properly reflect the structural properties of the heteroscedastic error series and may outperform the GARCH-type models in their practical performance. Indeed, as reported in the econometric literature, when considering the MDM test, the EGARCH model showed a better performance only on the Brehy data; otherwise, the forecasting performances were statistically equivalent with the respective ARMA models.
To improve the heteroscedastic model's performance, the need to conduct standard time series analysis, i.e., to consider cyclical components in the error series, was questioned. In all cases, not removing the cyclical components improved the model's forecasting performance, which confirmed the hypothesis, for no logical reason, as to why the error series should show cyclical behaviour. These results can be recommended to be followed in the setup of practical hybrid modelling frameworks and can be seen as a contribution to the development of such systems, which seem to be gaining increased popularity in hydrology. The cyclicity in the error series may possibly mask the inherent heteroscedasticity in the data which, however, should be properly considered in the modelling by a GARCH-type of model.
CONCLUSIONS
Thus far, only relatively few attempts to apply various nonlinear time series models have been reported in the hydrological time series literature. The fitting, forecasting and simulation performance of such models have to be explored on a case-bycase basis. This study presents results concerning the possibility of using GARCH-type models for such purposes. The innovative aspect of their application here was the development of nonlinear time series models for hybrid modelling frameworks. The hybrid modelling framework was created by analyzing the structure of the error series of the KLN deterministic multilinear flow routing model and forecasting these by various time series models. This approach allows for the improvement of the overall forecasting performance of the hydrological model. The investigation of the various time series model properties and performances was thoroughly tested on two river reaches in Slovakia.
As an overall recommendation for practical application, the EGARCH class of models seems to promise great potential for forecasting hydrological model error series. This potential should be further explored in the simulation of natural hydrological series, which may better prove the adequacy of this model type for a broader range of hydrological applications. The question as to whether such models may reproduce the characteristic statistical properties of annual and monthly data when aggregating them from daily series and if they can preserve the behaviour of extreme values constitutes an interesting challenge for future research.
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