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Let X be a real Banach space with dual X*. For each x E X let 
K(x) be a linear operator from X* to X and let F be a nonlinear 
mapping with domain in X and range in X*. In the present paper we 
establish existence theorems for the “generalized Hammerstein 
equation” 
u + K(u) F(u) = 0. (1) 
Equation (1) may be considered as a generalization of the “Hammer- 
stein equation” 
24 + m-(u) = 0, (2) 
where the operator K is independent of the solution u. Existence 
theorems for Eq. (2) have been established by several authors; for 
extensive literature we refer the reader to [9, 111. 
Generalized Hammerstein equations have recently been studied by 
Avramescu [3], Petry [ 13-151 and the author [4]. 
In the present note Eq. (1) will be considered under monotonicity 
conditions upon F and upon the linear operator K(x) and under 
suitable compactness assumptions upon the mapping x -+ K(x) as 
a mapping with domain X and range in the space of bounded linear 
operators from X* to X. The theorems established below generalize 
results of Petry [13, 141. Some applications of the generalized 
Hammerstein equation may be found at the end of the paper and in [4]. 
For additional results on Eq. (1) using degree theory for set contrac- 
tions we refer to [4]. 
DEFINITIONS AND STATEMENT OF THE MAIN RESULTS 
A mapping F from X to X* is called monotone if for all u, v E X we 
have (F(u) - F( v , u - v) 3 0 and it is called strictly monotone ) 
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provided (F(u) - F( ) v , u - ZJ) > 0 whenever u # v. F is said to be 
demicontinuous if it is continuous from the strong topology of X to the 
weak topology of X*. A mapping from a Banach space X to a Banach 
space Y is said to be bounded if it maps bounded sets into bounded 
sets and it is called compact if it maps bounded sets into relatively 
compact sets; a compact and continuous mapping will be called 
completely continuous. Finally we need the following definition. A 
mapping F: X -I+ X* satisfies condition (S), , if for any weakly 
convergent sequence (ui) in X with limit u for which i5ii,,(F(uj), 
uj - U) < 0 we have uj converging strongly to u and F(uJ converges 
weakly to F(u). 
Remark. Suppose that F satisfies condition (S), and let G be 
monotone and demicontinuous. Then (F + G) satisfies condition (S),. 
Proof. [4]. 
Some other sufficient criteria for condition (S), may be found in [9]. 
Let L(X*, X) d enote the space of bounded linear operators with 
domain X* and range in X with the uniform operator topology. 
After these preparations we state the first theorem. 
THEOREM 1. Let X be a reflexive Banach space. Let F be a monotone, 
bounded and demicontinuous mapping which satisfies condition (S), . 
Suppose that there exists R > 0 such that for u E X, 11 u 11 > R, we have 
(F(u), u) > 0. For each 11 u 11 < R let K(u) be linear and monotone 
and suppose that the mapping u -+ K(u) is completely continuous from X 
to L(x*, X). 
Then there exists a solution u, 11 u (I ,< R, of the equation 
u + K(u) F(u) = 0. 
The condition upon X and F can be relaxed provided we restrict 
ourselves to the case in which the linear operator K(x) is angle- 
bounded, 
We recall that a linear operator T from X* to X is called angb- 
bounded if it is monotone and if there exists a constant a 2 0 such that 
for all u and v in X* we have I(u, TV) - (v,Tu)[ < 2a(u, Tu)~/~(w, Tv)~/~. 
Obviously every monotone and symmetric linear operator is angle- 
bounded with constant a = 0. 
Other sufficient criteria for angle-boundedness are given in [l, 21. 
In case of an angle-bounded operator the following existence 
theorem for the generalized Hammerstein equation holds true. 
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THEOREM 2. For each x E X let K(x) be a linear angle-bounded 
operator from X* to X with constant of angle-boundedness a independent 
of x. Let the mapping x -+ K(x) be completely continuous from X to 
L(X*, X). Suppose that there exists a constant y > 0 such that for 
each x E X we have 11 K(x)~],,(~*,~) < y. Let F be a continuous and 
bounded mapping which satis$es the inequality 
(F(u) -F(w), u - w) 3 -c 11 2A - v 112 
for u, v E X, where c < (1 + a2)-ly1. 
Then the equation u + K(u)F(u) = 0 has at least one solution in X. 
If we drop the condition that sup{II K(x)]1 1 x E X> < co we can 
still guarantee the solvability of the generalized Hammerstein equation 
under a suitable condition at infinity upon F. 
COROLLARY 1. Let all the hypotheses of Theorem 2 be satisfid 
except the condition that sup{jl K(x)11 1 x E X} < co. Suppose, in addition, 
that there exists R > 0 such that for II u II 2 R we have (F(u), u) > 0 
and assume that for all u, v E X F satis$es the inequality 
(F(u) - F(w), u - w) > -c 1124 - w 112 
where c < (1 + a2)-ly-l, y := sup{lj K(u)11 I II u 11 < R}. 
Then there exists u E X such that u + K(u)F(u) = 0. 
It sometimes will be useful to solve the generalized Hammerstein 
equation in a dual space X* of a Banach space X. Therefore we 
state the following: 
COROLLARY 2. Theorem 2 and Corollary I remain valid sf we 
exchange X and X*. 
Until now we considered the case in which the mapping x + K(x) 
is completely continuous from X into the space of bounded linear 
operators endowed with the uniform operator topology. We can 
considerably weaken our assumptions upon K if we impose some 
stronger conditions on the Banach space X and on the mapping F. 
Thus we obtain the following result. 
THEOREM 3. Let X be a separable Banach space. Suppose that for 
each w E X* the mapping K(*)w: X --t X is completely continuous and 
that for each x E X K(x) is linear and monotone. Let F be continuous and 
bounded. 
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Then we have: 
(a) If X is reflexive and ifF satisjies the inequality 
(F(u) -F(v), 24 - v) > c 11 u - v j/2 u, v E x 
for some constant c > 0, the equation u + K(u)F(u) = 0 is solvable 
in X. 
(b) If the linear operator K(x) is angle-bounded with constant a 
independent ofx, if there exists a constant y such that sup{]I K(x)j[r(xW,x) 1 
x E X} < y and z~F satis$es the inequality 
(F(u) - F(a), u - IT) 3 -c 11 u - v 112 
where c < (1 + a2)--Ly-l, the equation u + K(u)F(u) = 0 has a solution 
in X. 
PROOFS OF THE THEOREMS 
For simplicity of notation let B, = {x E X I // x jl < Ii). 
To prove the stated theorems we shall use the following two results: 
PROPOSITION 1. (a) Let X be a rejexive Banach space. Let F: 
X --t X* be demicontinuous, bounded and monotone. Suppose that there 
exists R > 0 such that for Ij u 11 > R we have (F(u), u) > 0. 
Let K be a mapping with domain BR x X* and range in X such that 
for each x E B, the operator K(x): X* -+ X is linear and monotone. 
Then for each x E BR there exists u E B, such that u + K(x)F(u) = 0. 
(b) If, in addition, F is strictly monotone, the solution u of .the 
equation u + K(x) F(u) = 0 is unique; i.e., there exists an operator 
L,: B, -+ BR such that L,(x) = u is equivalent to u + K(x) F(u) = 0. 
Proof. The solvability of the equation u + K(x) F(u) = 0 is a 
consequence of known results [9], while uniqueness follows imme- 
diately from the strict monotonicity of F. 
PROPOSITION 2. Let Q be a subset of a Banach space X. Let K be a 
mapping of Q x X* into X such that for each x E Q K(x): X* + X is 
a linear and angle-bounded operator with constant of angle-boundedness a, 
independent of x E 52. Suppose that there exists y < co such that 
sup{I/ K(x)lI I x E 52) d Y. 
Let F: X --+ X* be a continuous and bounded mapping which satisjes 
the inequality 
(F(u) - F(w), II - v) > -c I( u - a 112, u, VEX 
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c < (1 + u2)-1 y-1. 
Then for each x E 1;2 there exists exactly one solution u of the equation 
24 + K(x) F(u) = 0, 
i.e., there exists an operator L,: Q -+ X such that L,(x) = u is equivalent 
to u + K(x)F(u) = 0. 
Moreover, for each x E Q the mapping (id + K(x)F)-1 is continuous 
from X to X. 
Proof [9]. The basic idea in solving the generalized Hammerstein 
equation is the following. 
For fixed x E X we apply Proposition 1 and Proposition 2 to the 
equation 
21 + K(x) F(u) = 0. 
Obviously the solvability of the equation 
u + K(u)F(u) = 0 
will follow if we are able to show that there exists a fixed point of the 
operators Liz X -+ X, i = 1, 2, defined in Proposition 1 respectively 
in Proposition 2. 
To apply known fixed point theorems to the operators Li we have to 
study the properties of L, resp. L, under appropriate conditions on X 
and on K. 
The following proposition will be of fundamental importance in 
proving the existence of a fixed point of the operator L,: 
PROPOSITION 3. Let X, K and F satisfy the assumptions of Proposi- 
tion l(a). Let (x3.) be a sequence in B, and T: X* --t X a continuous linear 
operator such that 
EiI I+,) = T 
in the un$nm operator topology. 
Suppose that 
where lim+, vj = 0. 
uj + K(Xj) F(Uj) = wj 
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Then there exists a subsequence (uj,) of (uj) which converges weakly to 
a solution u of the equation 
24 + W(u) = 0. 
If F satisfies condition (S), , (uj,) converges strongly to a solution u of the 
equation u + TF(u) = 0. 
If, in addition, F is strictly monotone, the whole sequence (uj) converges 
to the unique solution u of u + TF(u) = 0. 
Proof. First of all we note that there exists a solution of the equation 
u + TF(u) = 0, for T is the limit of K(xJ and therefore monotone. 
Since X is reflexive there exists a subsequence (z+,) of (z+) and an 
element ?i E B, such that 
uj, - ii. 
We shall show that & is a solution of u + TF(u) = 0. Since F is 
bounded there exists v E X* and a subsequence of (z+,), which we 
denote once more as (uj,) for simplicity of notation, such that 
F(u,,) - v. 
T: X* --t X is linear and bounded; therefore T is weakly continuous 
[12], hence 
TF(u,,) - Tv 
Set 
wjb := ujk + TF(u,,) 
= TF(uJ - K(xjJ F(u5J + VJ~ * 
l-ff+gi~ pgd9 w4) converges to T, and (vi,) converges to 0, 
e 
lim w*n = 0. 
j,- 
Moreover 
TF(UjJ = Wjk - ~5~ 1 --P 
and 
imply 
TF(u,,) -1 TV 
TV = --ii 
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Since T is monotone, we see that 
We know that 
k$W(u,J, w + (WY T%,))l = w, TV) 
and hence that 
$L?&tF(ujk)~ TF(u5J) b Cap Tw)- 
Therefore uj, - zi implies 
Eii (@j,), uj* - q < 0. ilc+m (*) 
Let x be an arbitrary element of X. By the monotonicity of F we have 
tF(%,) - F(x)~ ujk - x> >, 0 
and 
tFtu5J, %J = tF(%J - F(xh %k - %) + (F(ujJl x, + tFtx), %J - tFtx)7 x, 
with 
j~$p@.iJ~ 4 + P(x), %a) - (WY 4 = (W> 4 + VW, q - (F(x), x). 
Then (*) implies 
(w, 4 2 ]py(%J u5J 
3 (a, -4 + (F(x), q - (F(x), x), 
i.e., (71 -F(x), E - x) > 0. 
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0 = ii + TF(ii). 
Assume in addition that F satisfies condition (S), . Then by definition 
inequality (*) implies the norm-convergence of (z+) to in. 
Finally suppose that F is strictly monotone. Then the solution u of 
the equation 0 = u + TF( u is unique and we obtain u = u and ) 
uj, - 24 resp. ujk -+ u. 
Moreover, the uniqueness of the solution implies that not only the 
subsequence (z+,) but also the whole sequence (ui) converges weakly 
resp. strongly to u, whence the assertion follows. 
In case of a strictly monotone F the following proposition holds true. 
PROPOSITION 4. Let X be a reflexive Banach space and leti? X--P X* 
be a bounded, demicontinuous and strictly monotone mapping satisfying 
condition (S), . Suppose that there exists R > 0 such that for u E X, 
I/ u 11 2 R, we have (F(u), u) 2 0. For each x E BR let K(x): X* --+ X 
be linear and monotone. Assume that the mapping x + R(x): BR + 
L(X*, X) is completely continuous. 
Then there exists u E BR such that u + K(u) F(u) = 0. 
Proof. Since F is strictly monotone, for each x E X there exists 
exactly one solution of the equation ec + K(x) F(u) = 0 and Proposi- 
tion 1 implies the existence of the operator L,: BR -+ B, , where 
L,(x) = u is equivalent to u + K(x) F(u) = 0. To prove the existence 
of a fixed point ofL, , i.e., the existence of a solution of the generalized 
Hammerstein equation, we shall show thatl, is completely continuous. 
Let (xi) be a sequence in B, such that xj converges trongly to x in B, . 
Since the mapping x -+ K(x): BE -+ L(X*, X) is continuous, K(x& 
converges to K(x) in the uniform operator topology. 
Let yj = 0, T = K(x). Then, by Proposition 3, condition (S), 
upon F implies the convergence of ui = L,(xj) to u = L,(x). Hence L, 
is continuous. 
Since the mapping x ---t K(x) is compact we know that the set 
{K(x) / x E BR) is relatively compact in L(X*, X). 
Let (z+) be a sequence in L1(BR), uj = L,(q). Then there exists a 
subsequence (xi,) of (xi) and a bounded linear operator T EL(X*, X) 
such that K(xi,) converges to T. 
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Let vj = 0. By Proposition 3 it follows that z+, = L,(x,,) converges 
to the solution u of the equation u + W(u) = 0. Therefore L1(BR) 
is relatively sequentially compact and the existence of a fixed point of 
L, follows immediately. 
After these preparations we are ready to prove Theorem 1: 
Proof of Theorem 1. Since X is reflexive there exists an equivalent 
norm on X and X* such that X and X* are strictly convex [16]. 
Hence we may assume without loss of generality that X and X* 
are strictly convex. 
Therefore there exists a mapping 
G:X-+X* 
with (G(u), U) = 11 G(u)\1 * 11 u 11, I/ G(u)/1 = 11 u 11, and G is demicon- 
tinuous, bounded, and strictly monotone. 
As a consequence, we have 
(G(u), 4 = II u II2 > 0. 
for u # 0 [7, 8, lo]. 
For each E > 0 we introduce a mapping F,: X--f X* given by 
F, = F + EG. 
It follows that F, is demicontinuous, bounded and strictly monotone, 
and for II u I/ > R we have 
(Fe04 4 3 0. 
If F satisfies condition (S), , so does F, , since G is monotone. 
Applying Proposition 4 to F, we see that for each E > 0 there exists 
U, E B, such that U, + K(u,) Fc(uE) = 0. Hence 
u, + I&) F(uJ = -dC((u,) G(uJ =: zu, . 
Since {K(u,)G(u,)) is bounded it follows that lim,,, wu, = 0. Since the 
mapping x + K(x) is completely continuous there exists a sequence 
cqey; rE,L(x*7 -9 such that K(u,J converges to T in L(X*, X). 
i F,. Proposition 3 implies that there exists a subsequence 
(z+) of (uFi) converging to a solution u of the equation 
u + TF(u) = 0. 
Since r+ - u we have K(u,) - K(u), F(uJ - F(u) such that 
u + K(u) F(u) = 0 
and the proof is complete. 
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Remark. Let X be separable. Then Theorem 1 remains valid if 
we drop condition (S), on F and assume in addition that for each 
sequence (xi) in B, which converges weakly to an element x the 
sequence (K(x,)) converges to K(x) in the uniform operator topology. 
Proof. The proof is based on Tychonoff’s fixed point theorem, 
since X is reflexive and B, is weakly compact. For details see [4]. 
To prove Theorem 2 we first state some important properties of 
angle-bounded operators [9]. 
PROPOSITION 5. Let X be a Banach space, T: X* -+ X a linear, 
angle-bounded operator with constant of angle-boundedness a 3 0. Then: 
(1) There exists a Hilbert space H, a linear bounded operator 
S: X” + H and a skew-adjoint, bounded linear operator B: H -+ H, 
such that 
T = S*(id + B)S 
and 
II S II2 < II T/l, II B II G a. 
(2) T satisjies the inequality 
(u, Tu) 3 (1 + a2)-l II T 11-l IITu l12. 
Proof of Theorem 2. By Proposition 2 it follows that there exists an 
operator L,: X + X such that 
L,(x) = u 
is equivalent to the equation 
u + K(x) F(u) = 0. 
Since K(x) is angle-bounded with constant of angle-boundedness a, 
we know by the previous proposition that 
(W, W4 W4) 2 (1 + a2Y 7-l II W W12, 
where Y = sup(Il JWll I x E x>. Therefore we obtain for x E X and 
24 = L,(x): 
0 = W), 4 + (W9 W) w4 
2 --c II 1~ It2 - II W)ll II 21 II + (1 + a2F1 y-l II 24 II2 
= II 24 II(((1 + e1 Y-l - 4 II iJ II - II moll~~ 
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i.e., u = L,(x) implies 
II u II < llw9lll((l + e-1 Y-l - 4 
Hence LB(BR) C B, if we define 
R := IIF(O)lj/((l + 2)-l y-l - c). 
If we can show that L, is completely continuous we may apply 
Schauder’s fixed point theorem to prove the existence of a fixed point 
OfL,. 
Let (xi) be a sequence in B, which converges to an element x E B, . 
We have to prove that uj = ,5,(x,) converges to u = L,(x). 
We have 
Wj : = Uj + K(X) F(Uj) 
= K(x) F(u,) - K(‘q) F(Uj). 
Since F is bounded and since K(xJ ---t K(x) in L(X*, X), we obtain 
fiil wg = 0. 
By Proposition 2 we know that (id + K(x)F)-l is continuous. Hence 
~3 = (id + K(x)F)-’ (wj) 
converges to 
u = (id + K(x)F)-’ (0). 
Thus L, is continuous. 
Finally, let {xJ C B, be given. By hypothesis there exists a sub- 
sequence (xi) and an operator T E L(X*, X) such that K(xJ -+ T in 
L(X*, X). Obviously T is angle-bounded with constant a and satisfies 
the inequality 1) T 11 < y. 
Hence by Proposition 2 there exists a uniquely determined u E X 
with 
24 + m(u) = 0 
and we know that (id + TF)-l is continuous. 
Let 
2(, = W,), 
W3 = 213 + TF(#j) 
= (id + Z’F)(U~) = TF(uj) - K(x~) F(u,). 
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We conclude that lim+, wj = 0 and 
b$id + TF)-l (wuj) = +$TJ uj = U. 
Hence L&B,) is relatively sequentially compact. 
Schauder’s fixed point principle now implies the existence of a fixed 
point ofL, , i.e., of a solution u E BR of the equation u + K(u)F(u) = 0. 
Proof of Corollary 1. We conclude from the proof of Theorem 2 
that the operator L,: X -+ X is completely continuous. 
To apply the Leray-Schauder principle we shall show that for each 
t E [0, I] there exists no solution u of the equation 
24. - tL,(u) = 0 
on the boundary of B, . 
Suppose, on the contrary, that there exists t E [0, l] and U, /I u 11 = R, 
such that 
0 = u - tL,(u). 
Without loss of generality assume that t E (0, l), hence j[ (l/t)u jj > 
II u II = R and (F((l/t)u), (l/t)4 > 0. 
Since u + tL,(u) = 0 for t # 0 is equivalent to the equation 
we obtain: 
0 = (WW), (W) + (wlw~ w w/w 
b (1 + a2Y II W)ll-l II W ~((W)l/2 
= (1 + a2)Y II Wll-l (I/t”) II 24 II2 
which contradicts the fact that jj ZJ /j = R > 0. Hence we may apply 
the Leray-Schauder principle to ensure the existence of a fixed point 
of L, and the desired conclusion follows. 
Proof of Corollary 2. For the proof of Corollary 2 we note that the 
conclusions of Proposition 2 and Proposition 5 remain valid if we 
replace X by X* and X* by X [9]. It then follows immediately that X 
and X* may be exchanged in the proofs of Theorem 2 and Corollary 1. 
For the proof of Theorem 3 we shall first recall some known results 
about the space of bounded linear operators endowed with the 
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topology of pointwise convergence or equivalently with the strong 
operator topology. Let X and Y be Banach spaces and denote by 
L,(X, Y) the space of bounded linear operators with the strong 
operator topology. We recall that the topology in L,(X, Y) is defined 
by the family of neighborhoods 
N(T; A, c) = (R E&(X, Y) I Ij TX - Rx II < l , x E A} 
where A is a finite subset of X and E > 0 is arbitrary [5, 61. Thus a 
sequence of operators ( Ti) converges strongly to an operator 
T E L,(X, Y) if and only if ( Tix) converges to TX for each x in X. 
Theorem 3 will be a consequence of the following proposition. 
PROPOSITION 6. Let X and Y be Banach spaces; let X be separable. 
For a given R > 0 let 2, := {T E L,(X, Y) / j/ T 11 < R} be endowed 
with the strong operator topology and let M be a subset of Z, . Assume 
that for each x E X Mx = {TX 1 T E M) is relatively compact in Y. 
Then M is relatively sequentially compact. 
Proof. The proof is based on the well-known theorem of Tychonoff 
which establishes that the product of compact spaces is compact, and 
on the fact that 2, satisfies the first axiom of countability in the strong 
operator topology. For details see [4]. 
Proof of Theorem 3. By hypothesis (F(U) - F(O), U) > c /I u 1j2. 
Hence it follows that 
for each UEX, I] ~11 3 R,, with R, := /I F(O)ll/c. Let R, : = 
jl F(O)ll/((l + a2)-ly--l - c). By Proposition 1 and Proposition 2 there 
exist operators 
L,: BR,- BR, 
and 
L,: BRA - BRA 
such that 
L,(x) = 24, i = 1,2, 
is equivalent to the equation 
u + K(x) F(u) = 0. 
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To prove the existence of a fixed point of Li , i = 1,2, we shall first 
show the compactness of L, and L, . 
Let R denote R, resp. R, according as we have L, resp. L, . We know 
by hypothesis that for each w E X* the set (K(x)w j x E BR} is relatively 
compact in X. As a consequence it follows by the assumptions in part 
(a) that WI > I x w x E BR} is bounded in X, such that there exists y < co 
with su~{ll JWII I x E BR} < y by the uniform-boundedness-principle 
[12]. In case (b) we had assumed that such a bound for {I/ K(x)lj) exists 
independent of x. 
It follows from Proposition 6 that 
M = {K(x) 1 XEB,} 
is relatively sequentially compact in 2, in the strong operator topology. 
Hence there exists a sequence (xi) in BR and an operator T E 2, , 
such that for each w E X 
lim K(q)w = Tw. 
i&m 
T is monotone resp. angle-bounded according to the properties of 
KW . 
Thus Proposition 1 and Proposition 2 imply that there exists u E X 
such that 
u + TF(u) = 0. 
Let z.+ = L,(xj) resp. ui = L,(q). The compactness of L, resp. L, 
will follow if we show that 




uj + I‘+,) F(uJ = 0 
u + TF(u) = 0. 
Let bi := -K(x,)F(u). Since lim,,, K(x,)F(u) = TF(u) = --u we 
obtain limj,, bi = u and Emi,, F(bj) = F(u). If we define ei := 
bj + K(x,)F(b,) we see that 
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i.e., limj,,l i c = 0. Since Ei = bj - Uj + K(Xj)(F(bj) - F(Uj)) we have 
II 4 II II WJ,) - maI 3 Wd - e5), 9) 
= (F(6j) - F(ffj), 63 - Uj) 
+ W,) - Wj), wwv5~ - wm t**> 
If we restrict ourselves to the operator L, we obtain by hypothesis: 
II 9 II IIF(b5) - F(“j)ll 2 c II Uj - 65 11’9 
3’-)m bj = u and hence we conclude that 
which proves the compactness of the operator L, . 
If we apply (**) to L, , we obtain 
II 9 II II V5) - F(“j)\l 
>, --C \I uj - bj II2 + (I i- a2)-l Y-l II K(X,)(F(bj) - F(%))tt2 
= -c (1 uj - 6, [[2 + (1 + uy-1 y-1 )I uj - bj + Ej 112 
>, --C I/ Uj - bj 11’ 
+ t1 + u2>-1 P(ll ?i - bj II2 + II % II2 - 2 II 4 11 IIb5 - 4 II) 
3 W2) II uj - 65 II2 + 41 - GWN II % II2 > W) II 113 - 4 II2 
- P2/6) II 4 II2 
where 6 = (1 + $)-$J-~ - c > 0 and a: -I 8 + c. 
We recall that (z+ , bi) is bounded and that lim,,, 4 = 0 and 
limj,, Sj = u, hence limj,, ui = limj,, L,(q) = u, i.e., L,: BR -+ BR 
is compact. 
To prove continuity of L, and L, let (xi) be a sequence in BR with 
limit x. By hypothesis we know that 
lim K(x& = K(x)w. Xi~S 




j = lir@(Xj) = u = L,(x) 
lim uj = Ii+iL2(Xj) = u = L,(x). 
j-xn 
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Therefore the statement of Theorem 3 follows from Schauder’s fixed 
point principle applied to the operators 
resp. 
Applications. Finally we shall give some application to Corollary 2 
of Theorem 2. For this purpose we consider the singular quasilinear 
boundary value problem in R, given by 
with boundary condition 
u(O) bounded, 
u(1) + U’(1) = 0. 
(2) 
Assume that f and a satisfy the following hypotheses: 
(1). (4 f : P9 11 x R -+ R satisfies the Caratheodory condition, 
i.e., f( y, U) is continuous in u for almost all y and measurable in y 
for each u E R. 
(b) f is bounded on bounded subsets of [0, 1) x R. 
(c) For each U, v E R and for each x E [0, I] f satisfies the 
inequality 
(f(x, u) - f(X, $1 * (u - fJ) < c(u - q2 
where c < 1. 
II. a: [0, I] x R -+ R, = (5 E R 1 5 > 0) is continuous and for 
each 5 E R we have a( 1, 5) = 0. 
We obtain the following result: 
THEOREM 4. If we impose condition I and II on f resp. on a there 
exists a function u E L&O, 1) such that u has a continuous derivative 
in (0, 11, satisfies the boundary condition (2) and satis$es the dzyeerential 
equation (1) almost everywhere in (0, 1). 
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Proof. Let F be given by F(u) := f(*, u(a)) and define 
P-q+4(~) := i1 4% x9 r> NY) 4 
where tz(v; x, y) is Green’s function of the differential operator L(V) 
with boundary condition (2), where 
[Jqv)w](x) := -{((l/.4 + a@, 44)>-’ 44’ + ((lb) + 4% fw)) w(x). 
For the proof that K and F satisfy the hypothesis of Corollary 2 of 
Theorem 2 with X = L,(O, l), X* = L,(O, 1) we refer to [4]. 
Hence Corollary 2 implies that there exists a function u EL,(O, 1) 
such that u + K(u)F(u) = 0. 
The integral representation of u then yields regularity of U. It 
should be remarked that the above defined linear operator K(o): 
L,(O, 1) 3 L&O, 1) is not compact. 
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