Abstract. In an empirical comparisons of algorithms we might compare run times over a set of benchmark problems to decide which one is fastest, i.e. an algorithmic horse race. Ideally we would like to download source code for the algorithms, compile and then run on our machine. Sometimes code isn't available to download and sometimes resource isn't available to implement all the algorithms we want to study. To get round this, published results are rescaled, a technique endorsed by DIMACS, and those rescaled results included in a new study. This technique is frequently used when presenting new algorithms for the maximum clique problem. We demonstrate that this is unsafe, and that if carelessly used may allow us to draw conflicting conclusions from our empirical study.
Introduction
How can we determine if one algorithm (A) is better than other (B)? Most often we will put them to the test in the guise of a simple beauty contest, or what David Johnson has called a "horse race" [8] . Given a set of benchmarks apply algorithms A and B to problems and measure the number of times the principal activity of the algorithm is executed and the run time, on each problem instance. But how can we get accurate and reliable measures of run time performance?
Run times of an algorithm are influenced by many factors such as programming language, compiler, machine, operating system and of course programmer ability! We would like efficient implementations of algorithms A and B to run on our machine against a recognised set of publicly available benchmark problems. Ideally we would like to download source code for A and B and compile and run on our machine. But often this is not possible because a published result used a commercial toolkit (such as in [14] ) that we cannot afford or the policy adopted by an employer or laboratory prevents the release of code. Therefore we might implement both algorithms ourselves, and then make our code and results available to all. But what if we do not have the time or the ability to implement an algorithm in our study? What we might do is compare against published results, taking into consideration speed differentials between our machine and that used in the publication, rescale results accordingly and then use those results in our study. This is an approach proposed in the Second DIMACS Implementation Challenge [7] .
In this paper we examine two state of the art algorithms for the maximum clique problem. They are applied to a recognised set of benchmarks and we conclude that one algorithm is faster than the other. We then pretend that only one of these implementations is available to us and then use the rescaling technique that is widely used [7] , i.e. we run two different algorithms on two different machines and scale run times based on a benchmark program and problems, i.e. we put the rescaling technique to the test. We use three different machines and two programming languages and show that rescaling produces wildly inaccurate results and worse still, allows us to show that our fastest algorithm is the slowest: we demonstrate that using this rescaling technique we can draw whatever conclusion we want.
The Maximum Clique Problem and Two Algorithms
We now present the maximum clique problem and give a brief overview of exact algorithms for this problem. We then present the two algorithms used in this study.
The maximum clique problem
A graph G consists of a pair of sets (V, E), where V is the set of vertices and E ⊆ V × V is the set of edges. We say vertices u and v are adjacent if {u, v} ∈ E. Throughout, our graphs are simple (no vertex is adjacent to itself), and undirected (if u is adjacent to v then v is adjacent to u). A clique is a set of vertices C ⊆ V such that every distinct pair of vertices in C is adjacent in G. Finding a clique in a given graph is one of the six basic NP-complete problems given in [6] . It is posed as a decision problem [GT19]: given a simple undirected graph G = (V, E) and a positive integer k ≤ |V |, does G contain a clique of size k or more? The optimization problems is then to find a maximum clique, whose size we denote ω(G).
A graph can be coloured, by that we mean that any pair of adjacent vertices must be given different colours. We do not use colours, we use integers to label the vertices. The minimum number of different colours required is then the chromatic number of the graph χ(G), and ω(G) ≤ χ(G). Finding the chromatic number is NP-complete.
We can address the decision and optimization problems with an exact algorithm, such as a backtracking search [5, 14, 22, 3, 12, 11, 16, 15, 9, 19, 20, 10, 2] . Backtracking search incrementally constructs the set C (initially empty) by choosing a candidate vertex from the candidate set P (initially all of the vertices in V ) and then adding it to C. Having chosen a vertex the candidate set is then updated, removing vertices that cannot participate in the evolving clique. If the candidate set is empty then C is maximal (and if it is a maximum we save it) and we then backtrack. Otherwise P is not empty and we continue our search, selecting from P and adding to C. There are other scenarios where we can cut off search, e.g. if what is in P is insufficient to unseat the champion (the largest clique found so far) search can be abandoned, i.e. an upper bound can be computed. Graph colouring can be used to compute an upper bound during search; if the candidate set can be coloured with k colours then it can contain a clique no larger than k [22, 5, 16, 9, 19, 20] .
MCSa and BBMC
In our study we compare two exact algorithms. The first is MCSa and corresponds to MCSa1 in [13] and is essentially Tomita's MCS [20] with the colour repair step removed. Our second algorithm is BB-MaxClique [16] and we will call it BBMC (where BB abbreviates "Bit Board"). It is at heart a bit-set encoding of MCSa with the design goal of exploiting bit parallelism, and is again reported in [13] . We describe MCSa and BBMC with the aid of the generic algorithm MC (Algorithm 1).
Algorithm M C explores a backtrack tree to find a largest clique in G via a call (line 5) to procedure expand (lines 7 to 18) and takes three arguments: the growing clique C (initially empty), the candidate set P (initially all the vertices in the graph sorted in non-increasing degree order, to improve sequential colouring) and the graph G. Search starts by sequentially colouring the graph [21] induced by P (line 9), delivering a pair (S, colour) where S is a stack of vertices, colour is an array of colours and the vertices in the stack are in colour order (highest coloured vertex at top of stack). If Vertex v is at the top of the stack then vertex v has colour colour v and all vertices in the stack have a colour less than or equal to colour v . Consequently the graph induced by the vertices in S can be coloured with colour v colours and must then have a clique no larger than colour v . The vertex v is popped from S (line 11) and if the colour of that vertex is too small then the graph induced by v and the remaining vertices in S and the vertices in the growing clique C will be insufficient to unseat the current champion and search can be terminated (line 12). Otherwise the vertex v is added to the clique C (line 13) and a new candidate set is produced P (line 14) where P is the set of vertices in P that are adjacent to the current vertex v (where N (v, G) delivers the set of vertices adjacent to v in the graph G, i.e. the N eighbourhood of v). Consequently each vertex in P is adjacent to all vertices in C. If the new candidate set is empty then C is maximal and if it is larger than the largest clique found so far it is saved (line 15). But if P is not empty C is not maximal and C can grow via recursive calls to expand. Regardless, when all possibilities of expanding the current clique with the vertex v have been considered that vertex can be removed from the current clique and from the candidate set (lines 17 and 18).
In BBMC all sets are represented as bit strings. Initially the graph is permuted, i.e. vertices are renamed such that they are in non-decreasing degree order and this is done to improve sequential colouring (this replaces the sort in line 5). Search in BBMC is identical to that in MCSa with the exception of set union and intersection operations (lines 13 and 14): these are replaced with logical bit operations in an attempt to exploit bit-parallelism. There is also a difference in the implementation of the vertex colouring algorithm (colourSort, Algorithm 1: The generic maximum clique algorithm MC
P ← P \ {v} line 9): in MCSa colouring iterates over vertices assigning a colour to each in turn; in BBMC colour classes are iterated over adding un-coloured non-adjacent vertices to the current colour class (the colour class is then an independent set).
MCSa versus BBMC: a maximum clique horse race
We now report on "the horse race" to decide which algorithm is better. We use the DIMACS instances [1] , the default benchmark suite used for algorithmic comparison of maximum clique algorithms. The algorithms were coded up in Java version 1.6.0 07 and experiments run on our reference machine (named Cyprus), a machine with two Intel E5620 2.4 GHz quad-core processors with 48 GB memory, running Linux CentOS 5.3.
In Table 1 we tabulate Goldilocks instances from the benchmark suite: we remove the instances that are too easy (take less than a second, i.e. Pet Peeve 3 [8] ) and those that are too hard (take more than 4 hours, Pet Peeve 8 [8] ) leaving those that are "just right" for both algorithms. We tabulate the number of calls to expand (and this is the same for both algorithms), the size of the maximum clique (ω), run time in whole seconds for MCSa and BBMC, and on the far right the ratio of MCSa's run time over BBMC's run time (and a value greater than 1 shows that BBMC was faster by that amount 
Calibration of results
For the maximum clique problem authors compile and run a standard C program, dfmax, against a set of benchmarks. These run times are then used as a conversion factor, and results are then taken from one publication, scaled accordingly, and then included in another publication. This technique has been used for more than a decade. Some recent examples of this are [11] including rescaled results from [17] ; [14] including rescaled results from [11] , [22] and [5] ; [18] including rescaled results from [11] , [5] and [17] ; [20] including rescaled results from [14] and [11] ; [16] including rescaled results from [9] ; [15] including rescaled results from [16] and [20] ; [10] including rescaled results from [18] and [14] and most recently [4] including results from [16] , [15] and [20] . These rescalings are presented in Figure 1 as a directed graph where a directed edge v −→ w means rescaled results from paper [v] are included in paper [w] . Is this rescaling procedure safe? To answer this we take two additional machines, Fais and Daleview, and calibrate them with respect to our reference machine Cyprus. We then run experiments on each machine using the Java implementations of the algorithms against some of the DIMACS benchmarks. These results are then rescaled. If the rescaling gives substantially different results from those on the reference machine this would suggest that this technique is not safe. Vertices with in-degree zero do not include rescaled results and are coloured pink. Table 2 gives a "Rosetta Stone" for the three machines used in this study. The standard program dfmax 2 was compiled using gcc and the -O2 compiler option on each machine and then run on the benchmarks r* on each machine. Run times in seconds are tabulated for the five benchmark instances, each machine's /proc/cpuinfo is given and a conversion factor relative to the reference machine Cyprus is then computed in the same manner as that reported in [16] "... the first two graphs from the benchmark were removed (user time was considered too small) and the rest of the times averaged ...". Therefore when rescaling the run times from Fais we multiply actual run time by 0.41 and for Daleview by 0.50. machine r100.5 r200.5 r300.5 r400.5 r500. Table 2 . Conversion factors using dfmax on three machines: Cyprus, Fais and Daleview Table 3 shows the results of the calibration experiments. Tabulated are a subset of DIMACS instances that took more than 1 second and less than 2 hours to solve using MCSa on our second slowest machine (Fais). Run times are tabulated in seconds and the actual ratio of Cyprus-time over Table 3 . Calibration experiments using DIMACS instances, two algorithms (MCSa and BBMC) and three machines. For each algorithm we tabulate for each machine (Fais, Daleview, Cyprus) the ratio of run time against the reference machine (Cyprus) and (in brackets) the actual run time in seconds on that machine.
for each data point. Two algorithms are used, MCSa and BBMC. The last row of Table 3 gives the relative performance ratios computed using the sum of the run times in the table. Referring back to Table 2 we expect a Cyprus/Fais ratio of 0.41 but empirically get 0.12 when using MCSa and 0.14 when using BBMC. We expect a Cyprus/Daleview ratio of 0.50 but empirically get an average 0.26 with MCSa and 0.10 with BBMC.
The conversion factors in Table 2 consistently over-estimate the speed of Fais and Daleview. For example, we would expect MCSa applied to brock200-1 on Fais to have a run time of 19.343 × 0.41 ≈ 7.9 seconds on Cyprus. In fact it takes 4.8 seconds. If we use the derived ratio in the last row of Table 3 we get 19.343 × 0.12 ≈ 2.3 seconds. As another example consider san1000 using BBMC on Daleview. We would expect this to take 54.816 × 0.50 ≈ 27.4 seconds on Cyprus. In fact it takes 5.9 seconds! If we use the conversion ratio from the last row of Table 3 we get a more accurate estimate 54.816 × 0.10 ≈ 5.5 seconds.
But maybe this is because we have used a C program (dfmax) to calibrate a Java program. Would we get a reliable calibration if a C program was used? Ostergård's Cliquer program was downloaded and compiled on our three machines and run against DIMACS benchmarks, i.e. the experiments in Table 3 were repeated using Cliquer and dfmax with a different, and easier, set of problems (as these algorithms are much slower). The results are shown in Table 4 3 . What we see is an actual scaling factor of 0.62 for Cliquer on Fais when dfmax Table 4 . Calibration experiments for Cliquer and dfmax. predicts 0.41 and for Cliquer on Daleview 0.26 when we expect 0.50; again we see that the rescaling procedure fails. The last three columns show a dfmax calibration using problems other than the r* benchmarks and here we see an error of about 5% on Fais (expected 0.41, actual 0.39) and about 16% on Daleview (expected 0.50, actual 0.43). Therefore it appears that rescaling results using dfmax and the five r* benchmarks is not a safe procedure and can result in wrong conclusions being drawn regarding the relative performance of algorithms.
Relative algorithmic performance on different machines
But is it even safe to draw conclusions on our algorithms when we base those conclusions on experiments performed on a single machine? Previously, in Table 1 we compared MCSa against BBMC on our reference machine Cyprus and concluded that BBMC was typically twice as fast as MCSa. Will that hold on Fais and on Daleview? Table 5 takes the data from Table 3 and divides the run time of MCSa by BBMC for each instance on our three machines. On Fais BBMC is rarely more than 50% faster than MCSa and on Daleview BBMC is slower than MCSa more often than not! If experiments were performed only on Daleview using only the DIMACS instances we might draw entirely different conclusions and claim that BBMC is slower than MCSa! 4 
Changing language
What happens if we change the implementation language? Our two algorithms were recoded in C++ and the experiments in Table 3 repeated. On Fais and Daleview our code was compiled with g++ 3.4 and g++ 4.7 on our reference machine Cyprus. Again, we see the standard rescaling procedure overestimating the speeds of Fais and Daleview. We also see again that the rescaling ratio varies depending on the algorithm used: the Cyprus/Daleview ratio is 0.29 for MCSa but 0.14 for BBMC (the same phenomena we see in Table 3 ). But what of the relative performance of MCSa with respect to BBMC? In Tables 5 we saw that on Daleview BBMC was slower than MCSa. In our C++ encoding this does not occur and on all of our machines BBMC is faster than MCSa.
Conclusion
In this day and age, the day of the download, we expect that code used in experiments will be available on the web and that we can download it, or that we can email authors and personally ask for their code. In the experiments here code was available from Patric R. J.Östergård (Cliquer), Janez Konc and Dusanka Janezic (MaxCliqueDyn), and of course dfmax. Jean-Charles Régin's algorithm is implemented in ILOG Solver, a commercial toolkit, so this was excluded from this study. No source code or programs were available for BB-MaxClique or for MCQ, MCR and MCS. Therefore to include these algorithms in a study two options are available: roll your own or rescale. Here, we rolled our own 5 . But if we are put in the unfortunate position where we are forced to rescale, what are the consequences? Rescaling is unsafe and should not be trusted. Nevertheless, this procedure is still in use today [4] .
There are, unfortunately, examples in the literature of how not to do it. A closer inspection of Figure 1 shows that some authors have gone so far as to rescale their own results. Furthermore, a close reading of the literature shows cases where small samples (size 10) of random problems are used as benchmarks. Authors then compare rescaled results across publications that use a different small set of random problems. There are also numerous examples of cherry picking where some DIMACS instances (66 in all) are omitted from studies with no explanation.
In our study of MCSa and BBMC we have used three machines and two implementation languages. We had the following choices available to us: choose a machine for each algorithm, either the same (3 ways) or different (3 ways and use rescaling); implement BBMC in C++ or Java (2 ways) and the same for MCSa (2 ways). This gives us (3+3)×2×2 possible designs for our experiments. We have explored only a subset of these 24 designs, but the data presented in our Tables allows the reader to make what he will. In a nutshell, from our study we can draw whatever conclusion we like.
The Java code used in this study is available online at http://www.dcs. gla.ac.uk/~pat/maxClique along with instructions on how to run the code, the DIMACS instances, random problem generator and run time results. The C++ code used in this study is available at https://github.com/ciaranm/ multithreadedmaximumclique/archive/master.zip
