Related to Networked Control Systems, the interaction between information theory and control theory is expected to be more and more important to improve the performance of control loops closed over wireless communication networks. In this work, we consider quantized state measurements relayed to a controller via a communication network adopting the standard network coding model. We address and solve the optimal co-design of data-rate and network coding with stability and capacity constraints. We show that such problem can be formalised as a Mixed Integer Linear Program where data-rates are the continuous variables and network coding coefficients are the binary variables. We show with an illustrative example that exploiting our modeling framework and method, it is possible to stabilise control loops that cannot be stabilised using the existing methods in the literature.
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INTRODUCTION
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The relationship between information, control and communication theories has been studied intensely in the past ten to fifteen years. In particular, control with capacity constraints has been addressed in Nair and Evans (2004), Nair and Evans (2000), Tatikonda and Mitter (2004) , Liberzon and Brockett (2000) , Liberzon (2003) , Liberzon (2003) . For a detailed survey, we refer the reader to Matveev and Savkin (2009), Nair et al (2007) . In Tatikonda and Mitter (2004) , the minimal rates guaranteeing asymptotic stabilization and state estimation for discrete-time linear systems have been derived. In Nair and Evans (2007), necessary conditions for decentralized stabilizability of discrete-time linear systems are obtained: verification of such conditions is related to a multiple unicast routing problem, which is equivalent to a multi-commodity flow problem. Further, in Rotkowitz and Nair (2008) , it is shown that such stabilizability conditions can be verified by Linear Programing (LP). With such LP formulation, one can also minimise data rate guaranteeing stability in polynomial time. In Nair (2011), it is shown that if the network topology satisfies the downward dominance property, then a given combination of source signals, demand Figure 1 . Networked control loop scheme. rates and channel capacities is achievable if and only if the network supports a multi-commodity flow. In other words, Nair (2011) characterizes a non-trivial class of directed network structures for which achievability is essentially equivalent to the existence of a feasible multi-commodity flow. Sufficient conditions to check downward dominance are also given in Nair (2011). However, it is shown that such a condition is not necessary. As a consequence, the existence of a polynomial time algorithm to decide whether a network is downward dominated cannot be established. In all of these results network coding (NC) methods are not exploited. When Linear NC is taken into account, each node in the network is able to send a linear combination of the information received from predecessor nodes with coefficients chosen from a finite field GF (2 k ) of a certain dimension. Since its introduction in (Ahlswede et al (2000)), network coding has been studied deeply so that it became a relevant subfield of information/communication theory and many papers emphasise the improvement, in PapersOnLine 50-1 (2017) 6397-6402 terms of the throughput of a network, with respect to classical routing methods (Langberg and Médard (2003)). An important classification of the NC methodologies can be done according to two main communications techniques: multicast, when a node is restricted to send the same information to all its neighbors and multiple unicast when a node can differentiate the information to be sent to its successors. The advantages of NC in the first case are well studied and efficient algorithms have been developed (Yeung, Li, Cai, and Zhang (2006)), but obtaining general results in the second case is a very challenging task; in A. Rasala Lehman (2005) , it is shown that for more general network configurations, determining if a linear solution to the network coding problem exists or deciding the smallest NC alphabet size is NP-hard; moreover for some class of problems, there are instances that do not permit linear solutions but are solvable with vector linear codes. In general, it has not been proven yet whether the network coding problem is decidable. In this paper, we exploit NC and consider a discrete-time linear system where information between sensors and distributed controllers/actuators is relayed following a multiple unicast formulation as in the papers above (see Figure 1 ). There can be situations where bottlenecks are present in a network, and using classical routing (e.g. exploiting the methods in Nair and Evans (2007) and Rotkowitz and Nair (2008)) is not enough to send enough information from the sensors to the controllers in order to stabilize the system. To overcome this issue, we address the problem of co-designing data-rate and NC configuration in a network to minimize the total amount of information to be transmitted (or to maximise the system's state convergence rate) while guaranteeing capacity, stability and reconstructability constraints. Two different optimization problem will be defined and the optimal NC strategies will be provided when the NC coefficients are chosen in GF(2). In a related paper (Park et al (2013) ), network coding and a decentralized control system are approximated as linear time-invariant systems, i.e. NC is approximated via linear combination of relayed data. It is shown that linear time-invariant controllers in a decentralized linear system "communicate" via linear newtork coding to stabilize the plant. Then it was shown how the stabilizability condition for decentralized linear systems is related to the underlying communication constraints. Our approach is different since we consider quantized states measurements transmitted via a communication network to the controllers and we adopt the standard NC model.
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MATHEMATICAL MODEL AND PROBLEM FORMULATION
Let us consider a plant modelled by a discrete-time linear system S = (A, B, C) , where x ∈ R n , A ∈ R n×n , B ∈ R n×p , C = I n . Each component x i of the state is quantized at rate R i and then sent to the controllers via a multi-hop communication network; specifically R i is the number of bit used to represent the information of the i − th state of the system. We definex i the quantized version of x i . We define e(k) . = x(k)−x(k) the quantisation error. The encoding/decoding scheme that we consider in this work is the same in Tatikonda and Mitter (2004) .
′ be the vector containing all the quantisation rates. 
, Γ is the diagonalized dynamic matrix A of the plant and c is a constant.
In Tatikonda and Mitter (2004) , each component of the state is assumed to be transmitted to a controller via a direct link (single hop), and necessary and sufficient conditions on the quantisation rates have been derived in order to ensure the stabilizability and observability of the closed-loop system. In particular, the quantisation error converges to zero with a speed that it is upper bounded by the absolute value of the largest of the eigenvalues {λ r 2 −Rr } n r=1 of ΓF R . As in Nair and Evans (2007), we assume that a multi-hop communication network is used to transmit the quantized measures of the system's state to the controllers. We model such network as an acyclic directed graph G = (V, E, C), where V is the set of communication nodes, E ⊆ V × V is the set of available communication links and the function C : E → R + assigns to each link (v i , v j ) its capacity c ij expressed in bits per unit of time. Specifically, each link is modelled as a noiseless digital channel that can transmit at each time only a finite number of bits. We partition the set of nodes as follows:
(1) V S = {s 1 , . . . , s n } (Set of sensor nodes): each sensor node s r measures the state component x r and quantizes it asx r at rate R r ; (2) V N = {v 1 , . . . , v b } (Set of relay nodes): relay nodes inside the network that are able not only to store and forward information but also to do some bit processing, in particular the XOR operation on bits; (3) V A = {a 1 , . . . , a p } (Set of actuator nodes): nodes that are directly connected to the actuators. Each actuator node receives a combination of the original information sent by the sensor nodes and decodes it.
It is clear that V = V S ∪ V N ∪ V A and n + b + p = |V |. For each node v i ∈ V , the set P re(v i ) is the set of predecessors of node v i and N i = |P re(v i )| is the cardinality of such set, i.e. the number of incoming edges in v i . Clearly, P re(s r ) = ∅ ∀r = 1, . . . , n. In Rotkowitz and Nair (2008), the problem of designing routing and quantisation rate R has been addressed, with the aim of minimising the total amount of the information rate in the network satisfying the capacity constraints of each link and the stabilisability conditions given in Nair and Evans (2007) . In particular, it has been proven that such problem can be solved with Linear Programming. Consider the simple example depicted in Fig. 2 where a two dimensional plant connected to the controller by a butterfly network with two sensor nodes and two actuator nodes. Assume that, to satisfy controllability conditions in Rotkowitz and
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