Abstract. Scaling frame vectors is a simple and noninvasive way to construct tight frames. However, not all frames can be modifed to tight frames in this fashion, so in this case we explore the problem of finding the best conditioned frame by scaling, which is crucial for applications like signal processing. We conclude that this problem is equivalent to solving a convex optimization problem involving the operator norm, which is unconventional since this problem was only studied in the perspective of Frobenius norm before. We also further study the Frobenius norm case in relation to the condition number of the frame operator, and the convexity of optimal scalings.
Introduction

A family of vectors Φ = {ϕ
is a frame in an N -dimensional Hilbert space H N if there are constants 0 < A ≤ B < ∞ so that for all x ∈ H N ,
The largest A and smallest B satisfying these inequalities are called lower and upper frame bounds, respectively. One often also writes Φ for the N × M matrix whose ith column is the vector ϕ i . When A = B, the frame is called an A-tight frame. Furthermore, A = B = 1 produces a Parseval frame. In the sequel, the set of frames with M vectors in H N will be denoted by F(M, N ). It is well known that Φ is A-tight if and only if
where I N is the identity matrix in H N , and S is the frame operator of the frame. We refer to [15] for an introduction to frame theory and to [8] for an overview of the current research in the field.
Frames have traditionally played a significant role in the theory of signal processing, but today they have found application to packet based network communication [7, 18] , wireless sensor networks [9, 10, 11, 12] , distributed processing [7] , quantum information theory, bio-medical engineering [2, 25] , compressed sensing [3, 14] , fingerprinting [26] , spectral theory [6, 19, 20] , and much more.
Some of the applications of frames result from their ability to deliver redundant, yet stable expansions. The redundancy of a frame is typically utilized by applications which may require robustness of the frame coefficients to noise, erasures, quantization, etc. In this setting tight frames can give fast convergence and recovery. It is known that unit norm tight frames are characterized in terms of the frame potential [1] . There have been various works on constructions of tight frames [4, 6, 10, 11, 24, 27] . However, it is desirable to construct tight frames by just scaling each frame vector as it is noninvasive, and frame properties such as erasure resilience or sparse expansions are left untouched by this modification.
This procedure is called frame scaling. To be specific, a frame Φ = {ϕ i } M i=1 for H N is called scalable if there exist scalars
is a tight frame for H N . By the nature of scaling, if a frame is scalable, there exist scalars such that the scaled frame is a Parseval frame. So by (1), a frame is scalable if and only if there exists c i ≥ 0 such that
The c i here corresponds to each scalar as c i = |s i | 2 ≥ 0. The notion of a scalable frame was first introduced in [22] . In [22] , characterizations of scalable frames, both of functional analytic and geometric type were derived in the infinite as well as finite dimensional settings. The work [5] considers the complex case as well, and it was shown that the set of all possible sequences of scalars is the convex hull of minimal scalars. The paper [16] focuses on the numerical algorithms to find different scalings with different purposes. Recently, the work [13] studies the case when a frame is not scalable by measuring (2) min
using the minimal ellipsoid of the convex hull of the frame vectors, where · F is the Frobenius norm. The theory of frame scalings has also been extended to matrices with Laurent polynomials (with applications to construct tight wavelet filter banks) [21] , and probabilistic frames [23] . When a frame is not scalable, we wish to find scalars such that
is as tight as possible. This should naturally mean that
is the best conditioned in the sense that the ratio of upper and lower frame bounds is the closest to 1. However, it is not clear whether solving (2) gives the best conditioned frame.
In this note, we study the scalability of frames by s i so that {s i ϕ i } M i=1 is best conditioned. For a given square matrix T , we define cond(T ) := biggest singular value of T smallest singular value of T .
We include the singular case where condition number is ∞. We wish to solve (3) min
is exactly the ratio of the upper and lower frame bounds of the scaled
. For convenience of discussion, we include "frames" that do not span, whose condition number is ∞.
The first contribution of this paper is to establish an equivalence between (3) and the following problem: (4) min
where · 2 is the operator norm of a matrix. We prove this equivalence in Theorem 6 of Section 3. This means that rather than solving the scalability problem with the Frobenius norm, using the operator norm is more efficient if one wants to find the best conditioned frame by scaling, which is the original goal of scaling. Moreover, it is not very clear how one can solve problem (3) at first glance. With Theorem 6, we have converted it to a convex programming Problem. Some properties of the minimizer of (4) are also established in Section 3.
The second contribution of the paper is to study how solving (2) is related to solving (3). Unfortunately, we show in Section 4.1 that the best scaled "frame" from (2) may not even span the space (hence is not a frame). Theorem 17 lists a sufficient condition for when the best scaling corresponds to a frame in H N . In the end, we further study the convexity of all the optimal scalings (a polytope), and show that the vertices of this polytope are the so called minimal optimal scalings. This is interesting in its own right.
Notations and convexity of optimal scalings
, which is the Gram matrix of the frame of the outer products
be the vector of norms squared.
Some of the notations are common for both (2) and (4), so · could be either the operator norm or the Frobenius norm in the following. Let
an optimal scaling and
T Φ is not necessarily unique for the operator norm (See Example 2), in which case T Φ will mean the set of optimal operators. So in the definition of minimal optimal scaling above, "span T Φ " means span any operator in T Φ . In fact, the concept of minimal optimal scaling is much more meaningful in the Frobenius norm case as we will see in Section 4.3.
The following theorem states that O Φ is a convex set. But for the Frobenius case, we can actually say much more, see Section 4.3. Theorem 1. With either operator norm or Frobenius norm, the set of optimal scalings O Φ is a convex set.
∈ O Φ be two optimal scalings, and
be the corresponding optimal operators. For any a,
is an optimal scaling too since
Minimizing with the operator norm
This section focuses on problem (4), which uses the operator norm for the scaling problem. Once again, let (5) min
The optimal operator T Φ does not need to be unique here.
is a frame of R 3 . For any c i ≥ 0, it is straightforward to calculate the eigenvalues of the operator
One can obtain, without much effort, that (5) is minimized when c 1 = c 2 = 2/3, and c 3 takes on any value in [ 
The following proposition is obvious.
Proposition 3. If a positive semi-definite matrix T has eigenvalues
The next proposition is essential in proving that solving (4) optimizes the condition number. It essentially says that the optimal operator comes to a balance when the largest and the smallest eigenvalue have equal distance to 1.
and consequently λ 1 + λ N = 2.
Proof. We check
and
Now assume T = T Φ and we check two cases.
In this case, c < 1 and λ 1 > 1. So
which is a contradiction to (5).
In this case, c > 1 and λ N < 1. So
which is a contradiction to (5). So we must have c = 1 and therefore
The proof of Proposition 4 immediately implies
and equality holds if and only if c = 1. Now we are ready to prove the main theorem.
Theorem 6. Problem (3) and Problem (4) are equivalent in the sense that (a) Solving (4) gives the minimal condition number among
achieves the minimum in (4) for some c > 0. As a consequence of (a), if
, and the condition number of the optimal operator has an upper bound as
, we have by Proposition 4,
This shows that solving (4) gives the minimal condition number among all scalings c i .
has the smallest condition number after solving (3), and T has eigenvalues
By Corollary 5,
Remark 7. From the proof of Proposition 4, Corollary 5 and Theorem 6, Theorem 6 also holds for the case when Φ is not a frame (do not span H N ).
If we do start with an actual frame Φ, since the condition number of T Φ has a finite upper bound, we immediately have Corollary 8. Given Φ ∈ F(M, N ), using the operator norm, any optimal operator T Φ , as in 
Moreover, given an arbitrary ǫ > 0, there exists a frame Ψ = {ψ i } M i=1 such that min
To prove the tightness part of this theorem, we need a few lemmas first.
is a unit norm frame in H N and
. . , M. Proof. Assume the optimal operator T Φ has eigenvalues λ 1 ≥ · · · ≥ λ N . By Proposition 4,
defined on N × M matrices with unit norm columns, is continuous with respect to Φ.
Proof. Given a sequence of N × M matrices with unit norm columns Φ(n) = {ϕ i (n)} M i=1 such that lim n→∞ Φ(n) = Φ, we need to prove lim n→∞ f (Φ(n)) = f (Φ).
Choose {d i (n)} M i=1 so that
Since the {d i (n)} are uniformly bounded by the previous Lemma, by switching to a subsequence we may assume lim
we are done. For any scalar c i ≥ 0,
which means that the scalars (d i ) M i=1 achieves the minimum, hence (6). Proof of Theorem 9. Let f (Φ) be as defined in Lemma 11 .
Let e 1 = [1, 0, · · · , 0] ∈ H N , and Φ 1 := {e 1 , · · · , e 1 }, which is M copies of e 1 . Then f (Φ 1 ) = 1. Choose Ψ that is close enough to Φ 1 but spans H N (a frame), then we have f (Ψ) is close to f (Φ 1 ) = 1.
Minimizing with Frobenius norm
This section focuses on Problem (2). Notice for the Frobenius norm, the optimal operator T Φ is the projection of I N onto the cone
Since C Φ is closed and convex, we have the uniqueness of T Φ . To remind the reader of the notation, let min c i ≥0
4.1. Invertibility of T Φ . We are still interested in the condition number of the optimal operator T Φ . Surprisingly, T Φ does not need to be invertible, or equivalently, T Φ may not be a frame operator. We need some basic facts to set up counterexamples. Let (7) min
Notice we allow c i to be negative here, so P Φ is the projection of I N onto the subspace spanned by
Taking the partial derivative with respect to c i , we get
Therefore if
where F is as defined in Section 2 as
is linearly independent, in which case c = F −1 g is the global minimum of (7). Furthermore, if it so happens that the coordinates of c = F −1 g are all nonnegative, then naturally P Φ = T Φ .
Equation (10) is not a necessary condition for c to be an optimal scaling because we are minimizing h(c) over the first orthant (rather than over the whole space). But given an optimal scaling, we still have ∂h ∂c i = 0 for i ∈ {j : c j > 0} since it does not sit on the boundary of the first orthant. To summarize,
is linearly independent, then c = F −1 g is the unique solution of (7). If further c = F −1 g ≥ 0 (component wise), c is the unique solution of both (2) and (7), and
i=1 is an optimal scaling, then 
It is easy to check that 2c 2 < 1. Now, {ϕ i } N i=1 is a frame of R N . We display the first two columns of F :
Once again, if T Φ were invertible, we require c i > 0, and F c = g. However, the solution of F c = g is
Remark 15. The example above can be generalized to arbitrarily many frame vectors. Indeed, define ϕ i , i = 1, 2, · · · , N as in Example 14, and add 
The following proposition shows that in R 2 , the optimal operator is always invertible. Proposition 16. Given any frame Φ ∈ F(M, 2), the optimal operator T Φ for the Frobenius norm is invertible.
Proof. Suppose the eigenvalues of T
In order to prove λ 2 > 0, it suffices to show that I N − T Φ F < 1.
Pick two independent vectors, say ϕ 1 , ϕ 2 from the frame. It suffices to show that min c i ≥0
With rotation and adding a negative sign to the vectors, we can assume without loss of generality that ϕ 1 = (a, b) and ϕ 2 = (a, −b).
We can further assume that they are both unit norm as a 2 + b 2 = 1 and a ≥ b.
A direct calculation shows that the eigenvalues of the frame operator S of {ϕ 1 , ϕ 2 } are {2a 2 , 2b 2 }.
When is T Φ invertible?
It is not easy to find a condition on the frame so that its optimal operator is guaranteed to be at least invertible. But the situation can be simplified when the frame Φ is full spark (every N frame vectors from Φ span H N ), and the outer products {ϕ i ϕ * i } M i=1 are linearly independent. In this case, if the solution c = F −1 g happens to be c i ≥ 0, and #(supp(c)) ≥ N, then we are guaranteed to have an invertible T Φ because the scaled frame { √ c i ϕ i } will for sure span. Moreover, the condition that both Φ is full spark and {ϕ i ϕ * i } is independent is not harsh when M is no greater than the real dimension of the N × N symmetric matrices (N 2 for C, and N (N + 1)/2 for R). In fact, such sets of frames are generic.
The following theorem also provides a sufficient condition for the invertibility of T Φ , when the outer products are independent. Moreover, the advantage of this sufficient condition is that it is directly on the frame.
be a unit norm frame for H N and let
where λ is the smallest singular value of the the matrix F , then
Proof. By Proposition 12, it suffices to show that the solution of F a = g has positive coordinates. This is equivalent to showing that det F i > 0, where F i denotes the matrix F with its ith column replaced by g, since det F > 0.
First note that if
Let M ij be the determinant of the matrix obtained by deleting the ith row and jth column of F . For fixed i, let
On the other hand, since λ is the smallest singular value of F ,
By (14), (18) and (19),
The convexity of optimal scalings with the Frobenius norm is thoroughly studied in [5] , in the case when frames are scalable. We wish to generalize it to any frames. Minimal optimal scalings play an important role in the structure of O Φ , so we make some important observations of minimal optimal scalings first, which are missing in [5] .
is a minimal optimal scaling, then the outer products associated with it, i.e., {ϕ i ϕ * i : c i > 0}, are linearly independent. (b) Different minimal optimal scalings have different supports.
Proof. (a) Let I = {i : c i > 0}. {ϕ i ϕ * i } i∈I is linearly independent if and only if there is only one point in the set SS = {(x i ) i∈I : i∈I x i ϕ i ϕ * i = T Φ , x i ∈ R}. Suppose to the contrary that SS is a nontrivial affine subspace (more than one point). If we call {(x i ) i∈I : x i ≥ 0} the positive orthant, then the affine subspace SS intersects the positive orthant since we have a scaling to begin with. Therefore, it will also intersect the boundary of the positive orthant, providing a solution of {(x i ) i∈I : i∈I x i ϕ i ϕ * i = T Φ , x i ≥ 0} with at least one x i to be 0, which contradicts to the fact that {c i } M i=1 is minimal. (b) If they have the same support I, then having two minimal scalings means that {ϕ i ϕ * i } i∈I is linearly dependent, which is not true by (a).
We already know that O Φ is convex. But for the Frobenius norm, it is a polytope, with minimal optimal scalings as its vertices. The proof is similar to that of [5] .
Theorem 19. With Frobenius norm, the set of optimal scalings O Φ is a polytope. Moreover, O Φ is the convex hull of the minimal optimal scalings, i.e., the vertices of O Φ are minimal optimal scalings.
Proof. O Φ is a polytope because it is an intersection of half planes:
To prove the vertices part, we first show any vertex must be a minimal optimal scaling of O Φ . Let u ∈ O Φ be a vertex, and assume to the contrary that u is not minimal. Then there exists v ∈ O Φ whose support is a proper subset of u's. Let w(t) = v + t(u − v). We observe that w(t) ∈ O Φ if and only if every component of w(t), w(t) i ≥ 0. Pick
We observe that t 0 > 1 and w(t 0 ) i ≥ 0, so w(t 0 ) ∈ O Φ , which indicates that u lies on the line segment with endpoints v and w(t 0 ), hence not a vertex. This is a contradiction. Now suppose we are given a minimal scaling w which is not a vertex of O Φ . Then we can write w as a convex combination of vertices, say w = t i v i , where we know at least two t i 's are nonzero, say t 1 and t 2 . Since both t 1 and t 2 are positive and all the entries of v 1 and v 2 are nonnegative, it follows that supp(v 1 ) ∪ supp(v 2 ) ⊆ supp(w). Moreover, supp(v 1 ) = supp(v 2 ) by Proposition 18(b). This contradicts to the fact the w is a minimal scaling.
The theorem above does not work for the operator norm case because the optimal operator is not necessarily unique.
