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Field-theoretic models have been used extensively to study the phase behavior of inhomogeneous polymer
melts and solutions, both in self-consistent mean-field calculations and in numerical simulations of the full
theory capturing composition fluctuations. The models commonly used can be grouped into two categories,
namely species models and exchange models. Species models involve integrations of functionals that explicitly
depend on fields originating both from species density operators and their conjugate chemical potential
fields. In contrast, exchange models retain only linear combinations of the chemical potential fields. In
the two-component case, development of exchange models has been instrumental in enabling stable complex
Langevin (CL) simulations of the full complex-valued theory. No comparable stable CL approach has yet been
established for field theories of the species type. Here we introduce an extension of the exchange model to
an arbitrary number of components, namely the multi-species exchange (MSE) model, which greatly expands
the classes of soft material systems that can accessed by the complex Langevin simulation technique. We
demonstrate the stability and accuracy of the MSE-CL sampling approach using numerical simulations of
triblock and tetrablock terpolymer melts, and tetrablock quaterpolymer melts. This method should enable
studies of a wide range of fluctuation phenomena in multiblock/multi-species polymer blends and composites.
I. INTRODUCTION
Self-consistent field theory (SCFT) is a versatile and
well-established numerical method for studying the meso-
scopic self-assembly and equilibrium thermodynamic be-
havior of polymeric melts and solutions1,2. In con-
trast to microscopic simulation methods like molecu-
lar dynamics3 or coarse-grained Monte Carlo4, parti-
tion functions containing particle-particle interactions
are transformed mathematically such that the fundamen-
tal objects in SCFT are auxiliary chemical potential fields
and their conjugate monomer species densities. While
the field theories underpinning SCFT are formulated in
continuous space, a range of numerical methods are avail-
able including projection of the fields onto a finite set of
basis functions5,6, real-space solutions via finite differ-
ences on a computational lattice7, or pseudo-spectral so-
lutions on a collocation grid invoking fast Fourier Trans-
forms (FFTs)8,9. In all of these techniques the continuum
SCFT equations are transformed into a large but finite
set of non-linear equations that are solved iteratively by
relaxation methods. The stationary solutions are discrete
representations of the saddle-points of the field theory,
and hence constitute mean-field approximations to the
full theory. For each iteration of the field relaxation, a
modified diffusion equation must be solved to deduce the
statistical properties of non-interacting chains in a set
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of static external chemical-potential fields; this consti-
tutes the vast majority of the computational cost of the
method.
For inhomogeneous polymer systems, a frequent topic
of study is the self-assembly of constituents into a va-
riety of complex mesoscale morphologies (e.g., lamellae,
bicontinuous networks, or hexagonally packed cylinders).
SCFT allows phase diagrams to be constructed in the
space of architectural parameters (e.g., the block molec-
ular weights in copolymers) and segmental interaction
parameters between the constituent species. Being a
mean-field approximation, however, SCFT neglects fluc-
tuations in composition profiles; this approximation is
valid only for very dense systems, such as melts, in re-
gions of the phase diagram that are sufficiently removed
from critical phase transitions. To capture fluctuation
effects, simulations of the full field theory are needed.
A major impediment to a straightforward implemen-
tation of simulations of the full theory is what is known
in the quantum field-theory literature as the sign prob-
lem: the occurrence of rapidly oscillating complex ex-
ponential factors making the direct evaluation of sta-
tistical averages intractable. Until recently, strategies
for handling the sign problem in polymer field theories
had been developed and applied only for two-species sys-
tems. In one attempt the partial saddle-point method
approximates the full theory by restricting fluctuations
to fields without rapid oscillations10,11. This approach is
suitable mainly for two-species incompressible systems
as it neglects fluctuations in the pressure mode gov-
erning total local densities, but it nevertheless consti-
tutes an uncontrolled approximation. A more compre-
hensive solution, which captures fluctuations of all fields
2in the full theory, involves applying the complex Langevin
(CL) method12,13 for generating importance-sampled se-
quences of field configurations. This method tolerates
the sign problem by analytically continuing the theory
into the space of complex fields, and sampling stochas-
tically along high-dimensional paths that are locally of
near-constant phase. Estimates for physical properties
(thermal averages) remain real valued. This method
has previously been used to study a variety of prob-
lems including the fluctuation-induced shift in the order-
disorder transition in symmetric14 and asymmetric15 di-
block copolymers, and the complexation of oppositely
charged polyelectrolytes16.
Not surprisingly, a simulation method capturing the
full statistical field theory faces several numerical chal-
lenges. As in SCFT, diffusion equations must be solved
at each CL field iteration step. In contrast to SCFT how-
ever, where the purpose of iterating the fields is to ap-
proach a saddle-point solution, field updates in CL serve
to sample representative field configurations with proba-
bility consistent with the partition function. An impor-
tant efficiency consideration then is to ensure that field
updates are performed in a manner that is both stable
and accurate, and to propagate the system as quickly as
possible between statistically uncorrelated field configu-
rations. Lennon et al. have discussed the performance
of several explicit and implicit field-update algorithms in
selected two-component test cases17. Another numeri-
cal concern is the choice of a suitable algorithm to solve
the diffusion equations in the presence of rough, stochas-
tically generated fields. Recently Audus et al. demon-
strated that higher-order diffusion solvers can be less
stable than low-order solvers when subjected to fields
containing white noise18. While these considerations are
important from a practical standpoint, a parallel concern
is the stability of the CL equations in multi-component
systems, which are of growing interest in the design and
fabrication of novel nanostructured materials19. In par-
ticular: How can one construct a field-theoretic model
and a corresponding CL stochastic dynamics for sampling
the fields that is stable for systems containing more than
two monomer species? We address this challenge in the
present article by generalizing the commonly used ex-
change model to polymer systems with more than two
species, demonstrating for the first time that CL can be
applied to polymeric fluids with many chemically distinct
components; the method in principle extends to an arbi-
trary number of species.
A detailed discussion of field-theoretic models for poly-
meric melts and solutions can be found, e.g., in Ref. 1.
We here briefly review the two broad classes of mod-
els, which are in principle thermodynamically equiva-
lent. In density-explicit species-type models, a pair of
thermodynamically conjugate complex fields arises for
each monomer/segment species : an auxiliary chemical-
potential field and a density field. In addition, incom-
pressible models feature a “pressure” field conjugate to
the total density at each point in space. Hence, for S
species, a typical density-explicit species model formally
involves 2S+1 independent fields. In contrast, exchange-
type models, which prior to this work have been formu-
lated only for S = 2 component systems, decouple the
interactions using the normal modes of the interaction
matrix rather than the species fields themselves; the de-
coupling allows redundant degrees of freedom to be inte-
grated out of the problem (provided the pair interaction
is invertible). As a result, exchange-type models utilize
only S fields for S components, and are therefore more
efficient in their representation of a multi-component sys-
tem. This is a first indication that exchange models are
better suited to CL than species-type models, as impos-
ing independent fluctuations on an over-complete set of
fields can be imagined to produce numerical instabili-
ties. Indeed, even for a simple two-species system, such
as an incompressible AB diblock copolymer melt, one
can show that the linearized CL equations for the species
model possess eigenvalues of mixed sign, symptomatic
of an unstable scheme. In contrast, the exchange for-
mulation of the model has been shown to enable sta-
ble CL simulations of the same diblock copolymer melt
model14,15,17. We note that a third type of simulation
method has been recently explored20, utilizing an ex-
change mapping for each pair of species. The method
was demonstrated to be stable for conducting simulations
of a nanocomposite melt of linear AB polymer chains in-
teracting with nanoparticles of a third distinct species,
though the method requires 2S + 1 fields for S species.
We expect that the MSE approach presented here will be
more efficient and stable as the number of distinct species
is increased.
This paper is organized as follows. In Section II, we
generalize the two-species exchange model to an arbi-
trary number of species for incompressible and weakly
compressible melt models. In Section III we devise a
complex Langevin (CL) sampling scheme for conducting
field-theoretic simulations based on the new multi-species
exchange (MSE) model, and discuss numerical aspects
that affect efficiency. In section IV, we apply our model
and methods to symmetric ABC triblock and ABCA′
tetrablock terpolymer melts, and to ABDC tetrablock
quaterpolymer melts; we show that CL sampling is sta-
ble both for disordered melts at low segregation strength
and for ordered mesophases at intermediate segregation
strength. We further demonstrate that the sampling is
accurate by comparing structure factors in the disordered
melt to those obtained by the random phase approxi-
mation, and through the recovery of the correct mean-
field limit. Finally, we demonstrate that the compressible
model fully recovers the incompressible one in the appro-
priate limit, while in some cases permitting more stable
and efficient simulations.
3II. THEORY
A. The multi-species exchange model of strictly
incompressible melts
Coarse-grained particle model: We begin with the fol-
lowing canonical partition function for a coarse-grained
particle model of a multi-species polymer melt:
Zc = 1∏P
p=1 λ
3npNp
T np!
n∏
i=1
∫
Drie−βU0−βU1δ

 S∑
j=1
ρˆj(r)− ρ0

 . (1)
In a volume V , there are a total of n molecules with P
distinct molecule types. Each molecule type p ∈ [1, P ]
has np indistinguishable copies, such that n =
∑P
p=1 np,
and Np degrees of freedom. Assuming the molecules are
all linear polymer chains (without loss of generality on
the field-theory transformation), the degree of polymer-
ization of each chain type is Np, and we choose arbitrarily
a reference N such that Np = Nαp. The overall density
of monomers in the melt is ρ0 =
∑P
p=1 npNp/V , and we
assume that all statistical segments have a common ref-
erence volume v0 = 1/ρ0. λT is the thermal wave length.
A total of S distinct chemical (“monomer”) species are
distributed in arbitrary sequences in the chains. For
a continuous-chain model, as employed throughout this
work, the species density operators are
ρˆj(r) =
P∑
p=1
np∑
i=1
∫
s∈j
ds δ (r− rpi (s)) , (2)
where the integration bound s ∈ j includes all statistical
segments of chemical species j in the chain-contour inte-
gral (i.e., repeated blocks, e.g., in linear ABA polymers,
are handled implicitly by repeated summation). rpi (s)
is the space-curve of polymer chain i of type p, parame-
terized as a continuous linear filament with contour vari-
able s. The functional integrals Dri run over the possible
space curves r (s) for the ith polymer chain. The delta
functional in Eqn. 1 strictly enforces incompressibility in
the melt by projecting onto a configuration subspace for
which the microscopic densities sum to a uniform con-
stant segment density (ρ0) throughout space.
The energy weights in Eqn. 1 are βU0, the conforma-
tional statistics of a single chain in free space (e.g., chain
stretching term such as the Wiener weight for a contin-
uous Gaussian chain), and βU1, the potential energy for
interactions between distinct segments. For linear con-
tinuous chains with Gaussian stretching statistics, the
conformation term is
βU0 =
P∑
p=1
np∑
i=1
∫ Nαp
0
ds
3
2b (s)2
∣∣∣∣dr
p
i (s)
ds
∣∣∣∣
2
, (3)
where b (s) is the statistical segment length of a monomer
at contour position s.
For Flory-like contact interactions, the potential en-
ergy term is
βU1 =
1
2ρ0N
S∑
i,j=1
∫
dr ρˆi(r)χijNρˆj(r) (4)
=
1
2ρ0N
∫
dr ρTχNρ, (5)
where ρT = (ρˆ1, . . . , ρˆS) and χ = (χij) with i, j ∈
{1, . . . , S}. In this model it is assumed that χii = 0 ∀i ∈
{1, . . . , S} and χij = χji ∀i, j ∈ {1, . . . , S}. βU1 is
responsible for the many-body character of the prob-
lem, and will be replaced by particle-field interactions
using Hubbard-Stratonovich transformations. However,
since the interaction matrix χijN is usually not positive
definite, direct Hubbard-Stratonovich transformation is
usually not possible, and must instead be accompanied
by decomposition into normal modes (“exchange map-
ping”).
Field Theory: Appendix A details the derivation of
an exchange-mapped field theory corresponding to the
canonical partition function Eqn. 1. The resulting parti-
tion function is
Zc = Z0
∫
Dµ1 . . .
∫
DµS−1
∫
Dµ+ e−H[{µi},µ+] (6)
with
H [{µi} , µ+] = C

− S−1∑
i=1
1
2di
∫
drµ2i (r) +
S−1∑
i,j=1
OjiχjSN
di
∫
drµi(r)−
∫
drµ+(r)−
P∑
p=1
V φp
αp
lnQp
[
Aµ
] , (7)
4and Z0 is a constant, including ideal gas terms, fully
defined in Appendix A. Eqns. 6 and 7 constitute a full
description of the field theoretic canonical partition func-
tion. The fields µ1, . . . , µS−1, µ+ are auxiliary exchange-
mapped chemical potential fields that are related to the
species chemical potential fields ψA(r)N, . . . , ψS(r)N by
a linear transformation. µ+ is responsible for enforcing
incompressibility of the melt. di and Oij are respectively
the eigenvalues and eigenvectors of the (S − 1)× (S − 1)
matrix Xij = χijN − 2χiSN . All lengths are non-
dimensionalized using the radius of gyration of a ref-
erence ideal polymer chain, Rg = b (N/6)
1/2
, with ref-
erence statistical segment length b and reference poly-
merization degree N . C = ρ0R
3
g/N is a dimensionless
polymer chain number density parameter. Qp is the par-
tition function of a single molecule of type p experienc-
ing the S µ fields, while φp is the overall volume frac-
tion of the system occupied by molecules of type p (i.e.,∑
p φp = 1). The functional integrals
∫ Dµi are over all
configurations of real fields if di < 0, and over purely
imaginary fields otherwise (i.e., fields corresponding to
repulsive interactions, which have saddle point configu-
rations of physical relevance that are purely imaginary,
have been Wick rotated to bring the saddle-point onto
the real axis, as discussed in Appendix A). The S×S ma-
trix A specifies the linear transformation from exchange-
mapped fields to the species chemical potential fields,
i.e., ψi(r)N =
∑
j Aijµj(r), which enter the single-chain
partition function:
Aij =
(
Oij 1
0 1
)
. (8)
The inverse transformation A−1 takes the form
A−1ij =
(
Oji Xi
0 1
)
, (9)
where Xi = −
∑S−1
k=1 Oki. The need for the inverse trans-
formation arises only during initialization of {µi} , µ+
based on stored species-field configurations {ψiN}. It
is usually more convenient to initialize calculations from
species fields because the precise meaning of exchange
fields can change significantly with system parameters.
Once initialized, however, a CL or SCFT simulation will
proceed without requiring the inverse transformation.
The single-chain partition functions Qp
[
Aµ
]
are eval-
uated for continuous linear chains according to
Qp =
1
V
∫
dr qp
(
r, αp;
[
Aµ
])
, (10)
where the propagators qp(r, s) are governed by the diffu-
sion equation
∂
∂s
qp (r, s) =
[
b (s)2
b2
∇2 −Nψp (r, s)
]
qp (r, s) , (11)
qp (r, 0) = 1, (12)
which must be solved along the contour variable s ∈
[0, αp]. The external field Nψp (r, s) is equal to ψA(r)N ,
ψB(r)N , etc., depending on the chemical identity of
the segment at contour position s, where ψi(r)N =∑
j Aijµj(r) are the “species” chemical potential fields.
The forward propagator, qp(r, s), can be combined with
a backward propagator, q†p(r, s), governed by
∂
∂s
q†p (r, s) =
[
b (s)
2
b2
∇2 −Nψ†p (r, s)
]
q†p (r, s) , (13)
q†p (r, 0) = 1, (14)
with ψ†p defined by traversing polymer p in the contour
parameter s from the opposite chain end, to deduce di-
mensionless monomeric density operators, ϕi (r), which
are required for CL and mean-field relaxation dynamics.
The density operators are
ϕj(r; [{µi}, µ+]) =
∑
p
φp
Qpαp
∫
s∈j
ds qp(r, s)q
†
p(r, s),
(15)
where s ∈ j denotes contour segments along chain p oc-
cupied by monomers of species type j. These segment
densities are normalized so that their expectation val-
ues over all field configurations weighted by exp(−H)
yield the local volume fraction of type-j segments, i.e.,
ρ0 〈ϕj(r)〉{µ} = 〈ρˆj〉{rpi }, where the former is a field-
based operator and the latter is a microscopic density op-
erator averaged over particle coordinates. It is straight-
forward to extend this definition of propagators and den-
sity operators to non-linear/branched polymer architec-
tures, and to discrete-chain models.
Although not used in the present study, we note for
completeness the form of the action in the grand canon-
ical ensemble:
HG [{µi} , µ+] = C

− S−1∑
i=1
1
2di
∫
drµ2i (r) +
S−1∑
i,j=1
OjiχjSN
di
∫
drµi(r) −
∫
drµ+(r)

− P∑
p=1
zpV lnQp
[
Aµ
]
, (16)
where zp is the activity of chain p, related to the chemi-
cal potential µp by zp = exp (βµp). For a strictly incom-
pressible melt, the compositional redundancy manifests
5as an arbitrary scaling of chain activities: only ratios of
zp affect the thermodynamics. All other symbols have
the same definitions as in the canonical ensemble.
Complex Langevin Sampling: It is now appropriate to
discuss the use of the MSE model for complex Langevin
(CL) simulations of polymer systems containing an arbi-
trary number of chains P and species S. Key to devising
a stable CL scheme is writing Langevin equations not
for the species potentials, but for the generalized eigen-
mode potentials {µj} , µ+. In the canonical “diagonal”
CL dynamics adopted here, the relaxational part of the
field dynamics is in the direction of the generalized force
acting on that same field. Including random force terms,
the full stochastic CL equation for fields {µj} , µ+ are:
∂µi (r, t)
∂t
= −λiγ2i
δH [{µi}]
δµi (r, t)
+ γiηi (r, t) , (17)
where t is a fictitious simulation time variable, λi > 0
is a real-valued relaxation rate parameter, and i is an
S-dimensional index spanning [1, S − 1] and +. The pa-
rameters γi arise from the Wick rotation of the pressure
and pressure-like fields, defined by
γ+ = i, (18)
γj =
{
1, dj < 0
i, dj > 0
, (19)
where i =
√−1. Finally, the fields ηi(r, t) are purely
real and independent Gaussian white (in both space and
time) noise terms obeying the fluctuation dissipation the-
orem:
〈ηi (r, t)〉 = 0
〈ηi (r, t) ηi (r′, t′)〉 = 2λiδ (r− r′) δ (t− t′) . (20)
The CL equations (Eqns. 17) involve thermodynamic
forces that are expressed as functional derivatives of the
action with respect to the generalized field variables. The
relevant derivatives can be expressed in terms of the gen-
eralized potentials and the species density operators by
the following expressions:
δH [{µi} , µ+]
δµi(r)
=
C
di

−µj (r) + S−1∑
j=1
OjiχjSN


+ C
S−1∑
j=1
Ojiϕj (r) (21)
δH [{µj} , µ+]
δµ+ (r)
= C

 S∑
j=1
ϕj(r) − 1

 (22)
An interesting observation from Eqn. 22 is that the
force on the µ+ field has no explicitly linear component.
Furthermore, the spatial average of the sum of normal-
ized species density operators is guaranteed to be unity
for any configuration of the fields {µi} , µ+. Hence, the
spatial average of the force on µ+ is zero for any µ+
configuration. This reflects an invariance of the species
densities to a shift in the average value of µ+, which
originates from the invariance of the exponential form of
the incompressibility delta functional to such a shift. A
practical consequence is that upon application of noise,
the average value of the µ+ field will drift arbitrarily.
However, all physical properties should be invariant to
this drift. This invariance can be seen in H , because the
linear term in −n lnQp (Sec. III B) exactly cancels the
explicit µ+ integral in H . We have nevertheless found
it convenient to constrain
∫
drµ+(r) = 0 during our CL
and SCFT simulations, a choice with no thermodynamic
consequences.
An interesting feature of the complex Langevin method
is that instantaneous samples of thermodynamic oper-
ators are complex. However, as required on physical
grounds, all observables become real upon thermal (time)
averaging.
We note that eliminating the noise terms in Eqns.
17 leads to deterministic relaxation equations that have
mean-field saddle-point solutions as the long-time sta-
tionary state; i.e., all fields relax until
0 =
δH [{µi} , µ+]
δµi,+(r)
∣∣∣∣
{µi}={µ⋆i },µ+=µ⋆+
(23)
is satisfied. One convenient aspect of SCFT is the im-
mediate availability of the Helmholtz free energy βF =
− lnZc ≈ − lnZ0+H⋆, since under the saddle-point ap-
proximation Zc ≈ Z0 exp
(−H [{µ⋆i } , µ⋆+]). This fea-
ture makes constructing SCFT phase diagrams straight-
forward for a predetermined set of candidate phases.
Finally, it is important to recognize that all saddle-
point field configurations are independent of the C chain
number density in this model. This invariance means
that the molecular weight of polymers in the melt enters
only in unison with the interaction parameters through
the χN terms. In contrast, inclusion of composition fluc-
tuations generates a family of models for different C chain
densities, where the C parameter depends implicitly on
the number of statistical segments present in the polymer
chains. Hence, beyond-mean-field simulations acquire a
molecular-weight dependence beyond χN to all thermo-
dynamic observables.
B. Weakly compressible multi-species melt
Coarse-grained particle model: In this case, the fol-
lowing particle model is used:
6Zc = 1∏P
p=1 λ
3npNp
T np!
∫
. . .
∫ n∏
i=1
Dri exp (−βU0 − βU1 − βU2) . (24)
βU0 and βU1 are identical to the previous model,
while the delta functional that enforced incompressibil-
ity has been replaced by a Helfand21 weak compressibil-
ity penalty βU2 =
ζN
2ρ0N
∫
dr
(∑S
j=1 ρˆj(r) − ρ0
)2
. The
Helfand compressibility ensures that the thermally and
spatially averaged density is ρ0 (mass conservation), but
local fluctuations around the spatial average density are
permitted in the thermally averaged density profiles.
This type of model can be numerically advantageous over
the strictly incompressible model by making the complex
Langevin dynamics less stiff, at the expense of introduc-
ing one extra parameter (ζ).
Field Theory: Appendix B details the derivation of
the exchange-mapped field theory for the compressible
melt canonical partition function (Eqn. 24). The result-
ing partition function is
Zc = Z0
∫
Dµ1 . . .
∫
DµS e−H[{µi}], (25)
with action
H [{µi}] = C

− S∑
i=1
(ζN)
− 1
2
2di
∫
drµ2i (r) −
S∑
i,j=1
Oji
di (ζN)
− 1
2
∫
drµi(r)− V
P∑
p=1
φp
αp
lnQp
[
Oµ
] , (26)
Z0 a constant, and di and Oij are eigenvalues and eigen-
vectors of the S × S matrix
(
χN (ζN)
− 1
2 + (ζN)
1
2 1
)
,
where 1 is an S × S matrix with all entries equal to
1. Other symbols are as defined in the previous section.
Note that all sums include a full S count of exchange-
mapped fields, and there is no separate pressure field.
The transformation matrices from exchange to species
fields and vice versa are directly O and OT respectively.
For reference, the action of the grand partition function
in this model is
HG [{µi}] = C

− S∑
i=1
(ζN)
− 1
2
2di
∫
drµ2i (r)−
S∑
i,j=1
Oji
di (ζN)
− 1
2
∫
drµi(r)

− V P∑
p=1
zpQp
[
Oµ
]
. (27)
In contrast with the incompressible case, the absolute
magnitude of chain activities {zp} is not arbitrary; the
total mass of the system is not specified by parameter
constraints, and the absolute values of zp combine with
the compressibility parameter to determine the equilib-
rium monomer density of the system. In this case, the
quantity ρ0 should be considered to be the inverse of a
reference volume of a statistical segment.
Complex Langevin Sampling: We use the following
equation of motion for all fields in the Helfand-type MSE
model:
∂tµi(r) = −λiγ2i
δH
δµi(r)
+ γiηi (28)
where the forces are given by
δH
δµi(r)
= C

− (ζN)−1/2
di
µi(r)− 1
di (ζN)
− 1
2
S∑
j=1
Oji
+
S∑
j=1
Ojiϕj (r)

 . (29)
One point of caution is that the spectrum of eigenval-
ues becomes very broad if ζN becomes large (approach-
ing the incompressible limit), so that the relaxation rates
of different fields are strongly disparate. Efficient sam-
pling can often be restored by adjusting the λi parame-
ters appropriately. An analysis of efficiency and mobility
optimization is provided in Section IV.
7III. NUMERICAL METHODS
Our numerical methods are based on pseudospec-
tral collocation with periodic boundary conditions and
second-order operator splitting for contour-stepping the
modified diffusion equations8,9,17,18, which are solved as
an inner loop for each instantaneous configuration of
the auxiliary fields {µ}. Pseudospectral collocation with
plane waves is ideally suited for complex Langevin simu-
lations because it makes accessible large simulation cells
(e.g., beyond the solution/melt correlation length) and
does not rely on symmetric field configurations. Con-
sequently, spatially decorrelated noise can be applied to
the fields discretized on the computational lattice to af-
fect unbiased stochastic sampling.
We find counter to intuition that solving the diffusion
equation with a low-order (second) solver in the presence
of rough fields makes for more stable CL trajectories18
when compared with nominally higher-order solvers. In
all of the present work, unless otherwise specified, we use
second-order operator splitting with a contour step size of
∆s = 0.01N for computing the chain propagators (Eqns.
12, 14). It now remains to discuss the relevant discretiza-
tions for the CL equations of motion, which stochastically
evolve field configurations in an outer loop.
The complex Langevin (CL) method1,14,17,22 allows
sampling the full partition function (e.g., Eqns. 6 and
25) by moving along paths of approximate local con-
stant phase, thus avoiding adverse efficiency loss from
strongly oscillating terms. To numerically implement CL,
the equations of motion must be discretized in space and
time. All of the CL equations of motion provided in Sec-
tions IIA and B have the generic continuum form
∂tµ (r, t) = −λγ2 δH [{µ}]
δµ (r, t)
+ γη (r, t) , (30)
with Gaussian white noise statistics 〈η (r, t)〉 = 0,
〈η (r, t) η (r′, t′)〉 = 2λδ (r− r′) δ (t− t′). For spatial dis-
cretization, we first generate all functional derivatives in
the continuum representation, then discretize the result-
ing functions onto the collocation mesh23. The resulting
equation of motion on the computational lattice takes the
form
∂tµ
r (t) = −λγ2
[
δH [{µ}]
δµ (r, t)
]r
+ γηr (t) , (31)
now with noise statistics 〈ηr (t)〉 = 0,
〈
ηr (t) ηr
′
(t′)
〉
=
2λ (∆V )
−1
δr,r′δ (t− t′), where ∆V = V/M , and M is
the number of cells on the spatial collocation mesh. No-
tice that the equations of motion are local in space, which
makes the computational effort of solving the CL field-
update equations insignificant compared to the inner loop
consisting of diffusion equations (Eqns. 12, 14).
A. Complex Langevin time integrators
We now discuss a variety of time integration algorithms
with a range of computational costs and accuracy, sta-
bility, and efficiency profiles. In practice, we have found
that when used in tandem with appropriate semi-implicit
time integration schemes, the discretized CL dynamics
schemes presented in the previous section can be made
both stable and accurate for arbitrary numbers of species
and choices of interaction parameters in the weak and
intermediate segregation regime. A number of the algo-
rithms discussed here were presented in the context of
two-species simulations by Lennon et al.17, and all are
compared in the context of multi-species simulations in
Section IV.
Euler-Maruyama: The simplest discrete time step-
per for evolving the complex Langevin equations is the
Euler-Maruyama method, which is the stochastic analog
of forward Euler stepping. The discretized equation of
motion is
µr,t+∆t = µr,t − λ∆tγ2
[
δH [{µ}]
δµ (r, t)
]r,t
+ γηr,t, (32)
with 〈ηr,t〉 = 0,
〈
ηr,tηr
′,t′
〉
= 2λ∆t (∆V )
−1
δr,r′δt,t′ ,
where ∆t is the time-step size. This algorithm is accurate
only to first order in the relaxation term and, being an
explicit scheme, suffers from poor stability at very large
time steps. However, the small time step required to
control inaccuracies from the time-step bias mean that
stability is less of a concern than accuracy when using
this algorithm in CL simulations. (SCFT, in contrast,
is primarily limited by stability, because accurate trajec-
tories are unimportant provided the method eventually
converges to a stationary saddle-point solution).
1S first-order semi-implicit: A stochastic exten-
sion to the SIS method introduced by Ceniceros and
Fredrickson24, the 1S semi-implicit method takes the lin-
ear part of the relaxation term to the future time:
µr,t+∆t = µr,t − λ∆tγ2
([
δH [{µ}]
δµ (r, t)
]r,t
+
[
δH [{µ}]
δµ (r, t)
]r,t+∆t
lin
−
[
δH [{µ}]
δµ (r, t)
]r,t
lin
)
+ γηr (t) , (33)
with 〈ηr,t〉 = 0,
〈
ηr,tηr
′,t′
〉
= 2λ∆t (∆V )
−1
δr,r′δt,t′ .
By using the linear response kernel for the homogeneous
state, which is isotropic and translationally invariant (see
Sections IIIB and C), the linearized part of the force can
be written in the form[
δH [{µ}]
δµ (r, t)
]
lin
≈ (κ ⋆ µ) (r) (34)
with Fourier transform κˆ(k)µˆ(k), where {k} are vectors
on the reciprocal lattice, and κˆ(k) is a linear-response
kernel that can be computed analytically for any polymer
8model. The 1S time stepper can then be rearranged to
solve for µt+∆t in reciprocal space, yielding
µˆk,t+∆t = µˆk,t − ∆tλγ
2
1 + ∆tλγ2κˆ (k)
̂
[
δH [{µ}]
δµ (r, t)
]k,t
+ γηˆk,t
(35)
The term preceding the Fourier transformed force is an
effective k-dependent time step that can be precom-
puted (and recomputed whenever the cell shape or vol-
ume changes). Note that only force terms for which
γ2κˆ(k) > 0 for all k should be made semi-implicit in
this fashion; other modes are destabilized by making this
transformation. In addition to linearized forces, explic-
itly linear terms in the force can be treated implicitly in
the same way. All forces in the MSE scheme, except for
δH/δµ+ in the strictly incompressible case, have explic-
itly linear terms that can be treated implicitly.
Exponential time differencing: Exponential time dif-
ferencing was introduced in the context of complex
Langevin simulations by Villet and Fredrickson (Refs. 25
and 26). The method takes the linearized and explicitly
linear parts of the relaxational force as an integrating
factor over the interval t→ t+∆t, resulting in
µk,t+∆t = µk,t −
(
1− e−λ∆tγ2κˆ(k)
κˆ (k)
)
̂
[
δH [{µ}]
δµ (r, t)
]k,t
+
(
1− e−λ∆tγ2κˆ(k)
2λ∆tγ2κˆ(k)
)
ηk,t, (36)
Weak second-order predictor-corrector methods: One
of the disadvantages of the algorithms presented in the
previous sections is the reliance on linearization of the
relaxational terms of the CL dynamics to improve both
stability and accuracy over each time step. In practice,
the linearization is performed with an isotropic, transla-
tionally invariant kernel that is accurate only for weak
perturbations around a homogeneous state. In the limit
of strongly segregated (inhomogeneous) polymer melts,
the stability and accuracy of methods employing such
kernels is less certain. One option for moving beyond this
limitation is to employ predictor-corrector algorithms,
which divide the propagation of fields into two steps and
average the force between present and estimated future
times for the corrected time step. No assumption about
the nature or amplitude of inhomogeneity is required.
These schemes offer weak second-order convergence to
the continuous-time Langevin dynamics.
In the scheme due to O¨ttinger27 and Petersen28 (PO),
the predictor step consists of an explicit forward step
which, taken alone, reduces to the Euler-Maruyama
scheme. The corrector step then not only introduces a
stabilizing implicit dependence but, in addition, adds and
subtracts the approximately linearized and explicitly lin-
ear derivatives at the future (t + ∆t) and the predictor
(t˜) time steps, respectively. The predictor and corrector
update steps are:
µˆk,t˜ = µˆk,t − λ∆tγ2
̂
[
δH [{µ}]
δµ (r, t)
]k,t
+ γηˆk,t (37)
µˆk,t+∆t = µˆk,t − λ∆tγ
2
2

 ̂[δH [{µ}]
δµ (r, t)
]k,t
+
̂
[
δH [{µ}]
δµ (r, t)
]k,t˜
−
̂
[
δH [{µ}]
δµ (r, t)
]k,t˜
lin
+
̂
[
δH [{µ}]
δµ (r, t)
]k,t+∆t
lin


+ γηˆk,t, (38)
Note that this method requires two full sets of solutions
of the chain propagator modified diffusion equations to
complete a time step, so that the computational cost is
doubled, but importantly the same stochastic realization
of ηti applies in both the predictor and corrector steps.
The PO method is significantly more accurate than the
first order methods. If the linear response kernel is not
employed in the corrector step, the method reduces to an
Euler-Maruyama Predictor Corrector (EMPEC) method:
µˆk,t˜ = µˆk,t − λ∆tγ2
̂
[
δH [{µ}]
δµ (r, t)
]k,t
+ γηˆk,t (39)
µˆk,t+∆t = µˆk,t − λ∆tγ
2
2

 ̂[δH [{µ}]
δµ (r, t)
]k,t
+
̂
[
δH [{µ}]
δµ (r, t)
]k,t˜
+ γηˆk,t, (40)
which performs similarly well in many cases, but does
not rely on force linearization.
Finally, a third type of predictor-corrector algorithm,
ETDPEC, was introduced by Villet and Fredrickson25.
ETDPEC uses exponential time differencing with force
linearization for both the predictor and corrector steps:
µk,t˜ = µk,t −
(
1− e−λ∆tγ2κˆ(k)
κˆ (k)
)
̂
[
δH [{µ}]
δµ (r, t)
]k,t
+
(
1− e−λ∆tγ2κˆ(k)
2λ∆tγ2κˆ(k)
)
ηk,t (41)
µk,t+∆t = µk,t − 1
2
(
1− e−λ∆tγ2κˆ(k)
κˆ (k)
) ̂[δH [{µ}]
δµ (r, t)
]k,t
+
̂
[
δH [{µ}]
δµ (r, t)
]k,t˜+
(
1− e−λ∆tγ2κˆ(k)
2λ∆tγ2κˆ(k)
)
ηk,t. (42)
9We now discuss the derivation of weak-inhomogeneity
linear response kernels, κˆ (k), for linear multiblock poly-
mer chains.
B. Weak inhomogeneity expansion
A weak inhomogeneity expansion assumes that local
field deviations from a homogeneous saddle-point are
weak, such that a power-series expansion of the action in
a small perturbation parameter can be truncated beyond
the quadratic term. The explicit field dependences of the
action of both incompressible and weakly compressible
melt models appear only to second order, but the lnQp
term is a non-linear, non-local functional containing all
powers of the fields. An expansion of lnQp to second or-
der in the field perturbations yields the following weak in-
homogeneity expansion for the MSE-mapped action of an
incompressible melt of linear multiblock polymer chains:
H ≈ H0 − CV
2
∑
k 6=0

S−1∑
j=1
1
dj
µˆj (−k) µˆj (k)
+
∑
p
φp
αp
NB∑
ij=1
S∑
lm=1
gˆpij(k)ASilµˆl (−k)ASjmµˆm(k)

 ,
(43)
where H0 is evaluated for the homogeneous saddle-point
configuration, and we have used periodic boundary con-
ditions with the Fourier transform conventions fˆk =
V −1
∫
dr f(r) exp (−ik.r), f(r) = ∑
k
fˆk exp (ik.r). NB
is the number of distinct blocks along the copolymer
backbone, and Si is a length-NB map vector that spec-
ifies the chemical species index for block i. φp is the
volume fraction of the pth polymer chain type, and αp is
its chain length relative to N . gpij(k) is a Debye pair cor-
relation factor in reciprocal space applied between blocks
i and j of uniform species index on polymer chain type
p:
gˆpij(k) =
{
gˆ (|k| , fpi ) , i = j
hˆ (|k| , fpi ) hˆ
(|k| , fpj ) lˆ (|k| , dpij) , i 6= j
(44)
with the scalar-valued functions
gˆ (k, f) = 2k−4
(
e−fk
2
+ fk2 − 1
)
(45)
hˆ (k, f) = k−2
(
1− e−fk2
)
(46)
lˆ (k, d) = e−dk
2
(47)
where fpi is the normalized contour length (such that∑
i f
p
i = 1 ∀ p regardless of αp) of a sequential block
of segments of species i on chain p, and dij is the sum
of all normalized block lengths between, but not includ-
ing, blocks i and j along the chain contour. Notice that
gˆpij (k) is only evaluated for block pairs (i, j) belonging to
the same polymer component p. Higher-order inter-chain
terms do not appear, because those are handled by the
explicit interaction terms in the action, while lnQp is the
normalized partition function of non-interacting chains
in external fields. Similar expressions can be derived for
branched polymer chain architectures using perturbation
theory1.
For a weakly compressible melt, the weak inhomogene-
ity expansion is:
H ≈ H0 − CV
2
∑
k 6=0

 S∑
j=1
(ζN)−
1
2
dj
µˆj (−k) µˆj (k)
+
∑
p
φp
αp
NB∑
ij=1
S∑
lm=1
gˆpij(k)OSilµˆl (−k)OSjmµˆm(k)

 ,
(48)
with the same Debye correlation functions as in the in-
compressible model.
C. Linearized derivatives
The linearized forces employed in Sec. IIIA can be ob-
tained by functional derivatives of the second-order weak-
inhomogeneity expansions provided in the previous sec-
tion. For the incompressible model:
̂
[
δH [{µ}]
δµl(r)
]k
lin
= −Cµˆl(k)
dl
−
∑
p
Cφp
αp
NB∑
ij=1
S∑
m=1
gˆpij(k)ASilASjmµˆm(k)
̂
[
δH [{µ}]
δµ+(r)
]k
lin
= −
∑
p
Cφp
αp
NB∑
ij
S∑
m=1
gˆpij(k)ASi+ASjmµˆm(k).
(49)
For the purposes of stabilizing the time stepping algo-
rithms presented earlier, it is advantageous to only con-
sider those parts of the linearized derivatives that are
proportional to the field whose derivative is calculated;
contributions proportional to other fields are in general
not stabilizing. Hence,
̂
[
δH [{µ}]
δµi(r)
]k
lin
≈ κˆi(k)µi(k), (50)
where κˆ is a linear-response kernel. Moreover, instead of
the full functions κˆi(k) we retain only those terms whose
sign suggest that they are stabilizing for implicit time
stepping, resulting in
κˆj(k) = −C
dj
θ (−di)−
∑
p
Cφp
αp
S∑
il=1
gˆpil(k)AijAlmθ (AijAlmdj)
(51)
κˆ+(k) = −
∑
p
Cφp
αp
gˆ (|k| , αp) (52)
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with the Heaviside function θ (x) = 1 for x > 0 and = 0
otherwise. The θ terms are introduced so that only terms
with the correct sign for stable implicit time stepping
are included in κ. For the results presented in Section
IV, we use only κˆ+, together with all explicitly linear
terms, for implicit time stepping. Further improvements
in time stepping stability and accuracy might be achieved
by also using Eqn. 51. Analogous expressions can be
developed for the compressible model, though the model
in general lacks a pure pressure-like field analogous to
µ+. Our present strategy mirrors the non-pressure modes
of the compressible model: we take only the stabilizing
explicitly linear terms for implicit time stepping.
IV. RESULTS
A. Mean-field Theory
As discussed in Section IIA, the complex Langevin dy-
namics used for sampling the field theoretic partition
function will return mean-field saddle-point solutions if
the driving noise is eliminated. This approximation be-
comes asymptotically exact for C →∞, a limit for which
the noise strength is naturally vanishing14,17,29 relative to
δH/δµ. Although the primary focus of the present work
is the development of stable schemes for propagating CL
dynamics, as a first test of the correctness of the MSE
mapping we here explore mean-field simulations for linear
ABC triblock melts and compare to known results.
Consistency of ABC mean-field phase diagram:
Throughout this work we consider only conformationally
symmetric systems (that is, those for which the statistical
segment lengths are all equal to the reference b); this re-
striction is easily lifted. The parameter space for incom-
pressible melts of linear, monodisperse triblock polymers
is then five dimensional: two block fractions (fA, fB, and
fC = 1 − fA − fB), and three χN parameters (χABN ,
χACN , χBCN). For a three-species incompressible melt,
the reduced interaction matrix Xij = χijN − 2χiSN be-
comes a 2 × 2 matrix. If we further restrict our initial
tests to the case of χN = χABN = χACN = χBCN , we
find
X = χN
( −2 −1
−1 −2
)
, (53)
O =
1√
2
( −1 −1
−1 1
)
, (54)
d1 = −3χN, d2 = −χN. (55)
These quantities fully describe the MSE mapping
and the meaning of the exchange-mapped fields
µ1(r), µ2(r), µ+(r) for this specific system.
A partial SCFT phase diagram was first presented by
Matsen30 for symmetric triblock polymers (fA = fC).
As a first test of the correctness of the MSE mapping,
Matsen’s ABC phase diagram is partially reproduced in
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FIG. 1. Phase diagram for an incompressible symmetric ABC
triblock melt with χN = χABN = χBCN = χACN . Panel (a)
shows the SCFT free energy, computed as H of Eqn. 7 at the
saddle-point field configuration ({µ⋆}) for each phase under
consideration, plotted against the A block fraction fA(= fC)
at χN = 45. Lines are cubic-spline interpolants. Phase tran-
sitions are shown as vertical grey lines. Panel (b) shows a re-
production of Matsen’s phase diagram30 with selected phase
boundary points from the MSE-SCFT method denoted as red
circles. The dashed line shows the cut at χN = 45 used to
generate panel (a).
Fig. 1. Excellent agreement between the MSE-SCFT re-
sults and Matsen’s species-model SCFT phase diagram
is observed.
Invariance of thermodynamic properties to eliminated
species: A feature of the MSE model of an incompress-
ible melt is the elimination of ρˆS by employing the delta
functional subspace projection. An important test case
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FIG. 2. Helmholtz free energy per chain and stress tensor
as a function of cubic lattice parameter for the alternating
double-gyroid phase with space group I4132, demonstrating
the invariance of thermodynamic observables to the species
that is eliminated in the incompressible MSE mapping. Cal-
culations were conducted at χN = 35 and fA = fC = 0.19.
The stress tensor is related to the derivative of the inten-
sive free energy with respect to lattice parameters at constant
concentration, and is used as the relevant operator in our
variable-cell method31. The stress-free configuration has lat-
tice parameter 6.53Rg. Inset shows isosurfaces of A and C
normalized density equal to 0.85.
then is to demonstrate that the thermodynamic proper-
ties computed from SCFT and CL simulations are invari-
ant to the choice of species that is eliminated. For exam-
ple, in an ABC triblock melt, the C (= S) species, being
the highest indexed, is eliminated by default, but we are
free to eliminate any other by permuting the species la-
bels. This test, shown in Fig. 2, is made with SCFT
calculations of the alternating gyroid phase of an ABC
triblock melt, using the free-energy variation with lattice
parameter and the stress tensor as example thermody-
namic properties.
Reduction to two-species exchange-mapped field theory:
As a further test of the MSE mapping, we consider the
special case of a system consisting of two species. In
this case the interaction matrix Xij has only one entry
X11 = −2χABN . The parameters that enter the action
are therefore d1 = −2χABN and O11 = 1, and the action
itself is
H = C
[
1
4χABN
∫
drµ1(r) −
∫
dr
(
µ+(r) +
µ1(r)
2
)
−
P∑
p=1
V
φp
αp
lnQp
]
. (56)
The species chemical potential fields that enter the Qp
functionals are defined in terms of the exchange fields
through the Aij matrix as ψA(r)N = µ1(r) +µ+(r), and
ψB(r)N = µ+(r). The traditional two-species exchange-
mapped field theory1 has the relationships ψA(r)N =
1 2 3 4
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FIG. 3. Density profiles (upper panel) and exchange field
configurations (lower panel) for mean-field configurations of
an incompressible AB diblock copolymer melt in the lamel-
lar phase (χN = 25, fA = 0.4) using both the traditional
1
two-species exchange mapping (dashed lines) and MSE (solid
lines). The density profiles match between the two methods.
The fields are in agreement with the appropriate mapping
(see text) apart from an arbitrary shift of the pressure field,
as discussed in Section IIA, CL.
µ
(2)
+ (r) + µ
(2)
− (r), and ψB(r)N = µ
(2)
+ (r) − µ(2)− (r). We
therefore expect to find consistent saddle-point field
configurations between the two methods if we identify
µ+(r) + µ1(r)/2 = µ
(2)
+ and −µ1(r)/2 = µ(2)− . Fig. 3
shows such an example for the saddle-point solutions of
an AB diblock copolymer melt in the lamellar phase. The
normalized species densities (upper panel) are immedi-
ately equal between the reduced MSE and traditional
two-species exchange mapping (as are scalar thermody-
namic quantities such as the free energy and components
of the stress tensor), but the auxiliary exchange chemical
potential fields (lower panel) require the mapping above
to be brought into agreement. This test verifies that MSE
correctly reduces to the traditional two-species exchange
mapping in the appropriate limit, up to an arbitrary shift
in the µ+(r) field.
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FIG. 4. Cross-sectional profiles of SCFT monomer densities
for an incompressible melt (grey) and weakly compressible
melt (black), with Helfand penalty ζN = 100, of an ABC tri-
block polymer melt in the lamellar phase. The system param-
eters are χABN = χBCN = χACN = 30 and fA = fC = 0.3.
Finite compressibility: Here we demonstrate the ef-
fect on SCFT morphologies of permitting weak violation
of the incompressibility condition by the introduction of
a Helfand compressibility penalty. Figure 4 demonstrates
the monomer density profiles in the saddle-point approx-
imation of an ABC triblock polymer melt in the lamel-
lar phase. The compressible model (black lines) has a
non-uniform total density ρˆA(r) + ρˆB(r) + ρˆC(r) 6= ρ0,
with strongest violations in the vicinity of interfaces. Fig.
5 shows the continuous approach to the incompressible
limit of both the free energy and total density profiles of
the same ABC triblock melt. Relaxing the incompress-
ibility constraint can be numerically advantageous in a
number of situations, especially in cases for which the
incompressible constraint is difficult to satisfy, such as in
systems constrained to have non-uniform total density,
e.g., due to boundary conditions.
Efficiency of the saddle-point search in a compress-
ible model: For simplicity we make our analysis of
time stepping efficiency for the same system as in
Fig. 4: an ABC linear triblock polymer melt in the
lamellar phase with all binary χN interactions equal.
This specific choice makes the interaction matrix, X =(
χN (ζN)
− 1
2 + (ζN)
1
2 1
)
introduced in Appendix B,
have one eigenmode equal to (1, . . . , 1), mirroring the
character of the pure pressure field in the incompress-
ible model. Furthermore, the X matrix has only two
distinct eigenvalues: di = −χN/
√
ζN for i ∈ [1, S − 1],
and dS = (SζN + (S − 1)χN) /
√
ζN for the pressure-
like mode. Consequently, dS diverges as the incompress-
ible limit is approached, while all other di → 0. This
expansion of the eigenvalue spectrum leads to a critical
slowing of the relaxation rate of the compressible model
as the incompressible limit is approached.
Studying the form of Equations 28 and 29 indicates
0.0 1.0 2.0 3.0 4.0 5.0
x (Rg)
0.990
0.995
1.000
1.005
1.010
To
ta
l D
en
si
ty
Incompressible
ζN = 50000
ζN = 10000
ζN = 5000
ζN = 1000
ζN = 500
1e-05 0.0001 0.001 0.01
(ζN)-1
7.72
7.73
7.74
7.75
7.76
7.77
7.78
Fr
ee
 E
ne
rg
y/
ch
ai
n,
 H
/n
kT
Compressible
Incompressible
FIG. 5. The same system as in Fig. 4. Upper panel: sections
of total density profiles (ρA(r)+ ρB(r)+ ρC(r)) approach the
incompressible limit (= ρ0 for all r) as the ζN penalty is in-
creased. Lower panel: the SCFT free energy per chain contin-
uously approaches that generated by the fully incompressible
model as ζN is increased.
that scaling the mobility λi ≈ di might largely com-
pensate for the spectrum broadening. However, this
proposed startegy is oversimplified, because the density
fields ϕi(r), or equivalently the single-chain conforma-
tional term lnQ, entangles all modes to all orders, as
revealed even in the lowest-order expansion of the forces
in Eqn. 48. Lacking a general strategy for efficient se-
lection of mobility coefficients, we instead derive under-
standing by studying rates of convergence numerically.
Figure 6 shows an analysis of a map of the number of
mean-field relaxation steps required to converge to the
lamellar saddle-point solution as a function of λi mobility
coefficients. Mirroring the separation of the eigenvalue
spectrum, we explore scalar-valued mobility coefficients
λi 6= λS with ∆t = 1, and determine the stability enve-
lope as well as the number of SCFT iterations required
to reach the saddle point configuration.
For the incompressible model, the fastest convergence
to the saddle-point configuration (to a tolerance of less
than 10−6 in the L2 norm of all forces) was achieved
with λi∆t = 0.75, with approximately 15, 000 iterations
of the SIS field updater. For moderately larger λi∆t,
the number of iterations is increased due to a damped
oscillatory approach to the solution. Further increases in
the mobility coefficient lead to non-damped oscillations
or divergent trajectories. From the compressible data,
the following observations can be made:
• Almost without exception, the pressure-like mode,
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FIG. 6. (Color online) Number of time steps required to reach the saddle-point solution as scalar mobility coefficients are varied
for an incompressible system (left) and three different compressibile systems. The system is an ABC linear-chain triblock melt
in the lamellar phase with all χN = 30 and fA = fC = 0.3. The SIS field updater was used for all calculations. For the
incompressible model, the mobilities of all modes are varied together, mirroring typical use. For compressible models, the
mobilities were partitioned into variation for the pure pressure-like mode, λ3, and for the remaining modes, λ1 = λ2, mirroring
the separation of MSE-mapping eigenvalues. Circles show convergent simulations, with background shading obtained via
interpolation. The unshaded regions had no convergent simulations.
µ3, required a mobility at least as large as the other
modes for stable field trajectories.
• For weak compressibility penalty (more compact
eigenvalue spectrum), optimal performance can be
achieved with λ3 ≈ λ1,2. In contrast, strong com-
pressibility penalties (wide eigenvalue spectrum)
favor a strong asymmetry in mobility coefficients.
In that case, increasing λi for i ∈ [1, S − 1] does
not significant increase the rate of convergence; in-
creasing λS does.
• With an appropriate choice of {λi}, the inefficiency
related to the sparse eigenvalue spectrum on the ap-
proach to the incompressible limit is significantly
ameliorated, while a poor choice leads to either in-
creased computational cost or instability.
• If λi∆t = 1.00 is chosen, the ζN = 100, 1, 000
and 10, 000 models required respectively ∼ 62, 000,
∼ 70, 000, and ∼ 510, 000 iterations of the SIS field
updater. In contrast, tuning to the optimal mobil-
ity coefficients in the space of λ1 = λ2 6= λ3 re-
sults in a minimum iteration count of ∼ 2, 500 for
ζN = 100, ∼ 11, 500 for ζN = 1, 000, and ∼ 85, 000
for ζN = 10, 000, at least a factor 5 improvement.
• Fig. 5 shows that ζN = 1000 differs from the in-
compressible limit by ∼ 0.05% in the SCFT free
energy and by a peak of ∼ 1% in the spatial varia-
tion of the total segment density. The ζN = 1, 000
model required approximately 30% fewer time steps
than the incompressible model in this test case.
B. Complex Langevin Simulations
Time-integration algorithms: Figure 7 shows the
variation of the thermal average of a trial operator, 〈H〉,
as the time integration algorithm and time-step size are
both varied for a selection of multi species incompressible
melts. Only simulations that did not yield divergent tra-
jectories have data included. A crucial finding is that all
methods are stable (no divergent trajectories observed)
and accurate (time-step error controlled compared to sta-
tistical uncertainties) for sufficiently small values of ∆t.
However, working with small ∆t is very inefficient, be-
cause the correlation time, and therefore the number of
discrete time steps required to move between statistically
distinct configurations, is long. The number of statisti-
cally decorrelated configurations used in computing ther-
mal averages is a crucial quantity for finding the standard
error of the mean, and therefore determining stochastic
uncertainty on predictons of observables. The standard
error of the mean decreases as the square root of the num-
ber of decorrelated field configurations sampled. For Fig.
7, simulations of the incompressible model were ran long
enough to yield standard errors smaller than or equal to
the symbol size (i.e., smaller ∆t simulations completed
more time steps). Stability and accuracy trends are sim-
ilar for the compressible model.
Fig. 7 shows that Euler-Maruyama and 1S methods,
while quite stable at the ∆t range of interest, are least
effective from the viewpoint of sampling efficiency due
to a large time-step bias. Exponential time differencing
shows significant improvements in accuracy, permitting
approximately one order of magnitude improvement in
efficiency. Each of these methods has essentially equal
computational cost per CL time step, which is dominated
by solving the modified diffusion equations for chain
propagators. EMPEC, the simplest predictor-corrector
method, improves accuracy further while doubling the
runtime per CL time step. Finally, Petersen-O¨ttinger
and ETDPEC methods demonstrate univerally excellent
accuracy in all tests, with time step sizes being limited
by stability rather than accuracy. Table I summarizes a
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FIG. 7. Influence of time step size on the value of 〈H〉 obtained from CL simulations. Different time integration algorithms
are compared (see text). (a) A symmetric ABC triblock melt in the disordered phase with fB = 0.6, χABN = χBCN = 10,
χACN = 14 and C = 100. (b) As panel (a), with C = 30 (stronger fluctuations). (c) The same melt at χABN = χBCN =
χACN = 30 and C = 50 in the alternating gyroid phase (Fig. 2). (d) A symmetric ABDC tetrablock melt in the disordered
phase with fA = fC = 0.2, fB = fD = 0.3. Neighboring blocks on the chain interact with χN = 10, non-neighbors with
χN = 14. Filled symbols are predictor-corrector algorithms, and open symbols are single-shot time integrators. Standard
errors of the mean estimate, plotted as vertical error bars, are significantly smaller than the symbol size in all panels except
(c). In order to keep the error-bar size consistent with reducing ∆t, we scale the total number of CL steps (and hence the total
simulation time) inversely.
quantitative comparison of sampling efficiency for each
time-step method. It is evident that predictor-corrector
methods are crucial for efficient access to advanced ap-
plications of CL sampling.
Now that we have demonstrated controlled stability
and accuracy of the stochastic sampling, we address the
physical correctness of the CL-MSE method.
Structure factors: One physical test of the CL-MSE
simulations involves comparing the melt structure fac-
tors in the disordered phase to the RPA predictions of
the same quantity. Since RPA structure factors contain
fluctuations to Gaussian order, the numerical and an-
alytical predictions should be in good agreement, pro-
vided the fluctuations are not sufficiently strong to en-
gage higher-order terms. This will be the case for high
molecular-weight melts with weak interactions far from
an order-disorder transition.
The structure factor components are defined for trans-
lationally invariant systems as
Sij(k) =
1
V
∫
dr
∫
dr′e−ik.(r−r
′) 〈δρˆi(r)δρˆj (r′)〉 (57)
where δρˆi(r) = ρˆi(r)−〈ρˆi(r)〉, and i, j ∈ [1, S] are species
labels. Using our Fourier transform conventions detailed
in Section IIB, the structure factors become
Sij(k) = V 〈δρˆi (k) δρˆj (−k)〉 . (58)
Since the microscopic density operators ρˆi are integrated
out of our field theory, we must use the methods de-
scribed in Reference 1 to derive an appropriate field-
based structure-factor operator. We arrive at
Sij(k)
ρ0N
= CV
〈
S−1∑
k=1
A−1ki µˆk(k)
dk
ϕˆj (−k)
〉
− CV
〈
S−1∑
k=1
A−1ki µˆk(k)
dk
〉〈
ϕˆj (−k)
〉
(59)
for incompressible systems, and
Sij(k)
ρ0N
= CV
〈
S∑
k=1
Oikµˆk(k)
(ζN)
1/2
dk
ϕˆj (−k)
〉
− CV
〈
S∑
k=1
Oikµˆk(k)
(ζN)
1/2
dk
〉〈
ϕˆj (−k)
〉
(60)
for the compressible case, where ϕj(r) is defined in Eqn.
15. These expressions were derived using a single func-
tional integration by parts, which yields the least noisy
estimator out of those tested.
Fig. 8 shows the structure factor for an ABC triblock
melt with fA = fC = 0.2 and χABN = χBCN = 10,
χACN = 14 for both a normalized chain number den-
sity of C = 100, corresponding to very high molecular
weight and weak composition fluctuations, and C = 20,
smaller molecular weight with stronger fluctuations. The
disorder-phase structure factor contains a single peak re-
sulting from short-length-scale correlations in the fluid.
CL data are almost statistically indistinguishable from
RPA curves for this system, which is sufficiently removed
from the order-disorder transition.
Efficiency of weakly compressible CL simulations:
Fig. 9 presents data collected from complex Langevin
simulations of a weakly compressible ABC triblock melt
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Time Stepper ∆tmax
a Nmint
b 〈H〉 τcorr (∆tmax) runtime (sec)
EM 0.002 16500 265.72(3) 420 760
Linear ABC 1S 0.002 20000 256.45(3) 630 880
DIS phase ETD 0.020 2450 256.45(3) 85 108
χN = 10, 14, 10 EMPEC 0.050 1250 256.41(3) 70 103
C = 30 PO 0.100c 500 256.59(3) 60 44
ETDPEC 0.100c 500 256.52(3) 55 44
EM 0.005 180000 700.98(3) 260 12200
Linear ABC 1S 0.002 321500 700.41(3) 400 16600
GYR phase ETD 0.020 49000 700.42(3) 65 3580
χN = 30, 30, 30 EMPEC 0.050c 18000 700.61(3) 60 1465
C = 50 PO 0.050c 13600 700.63(3) 50 1320
ETDPEC 0.020c 33850 700.64(3) 65 3260
a ∆t required to converge 〈H〉 to within 0.05% of low-∆t value.
b Nt (∆tmax) is the number of time steps required to reduce the standard error of the mean (ǫ) sufficiently so that 3ǫ is no larger than 1
in the 4th significant figure of 〈H〉
c Unstable before inaccurate
TABLE I. Quantitative comparison of CL time stepper performance during a single calculation. Since CL is a stochastic
method, some variability in the data should be expected in repeated trials. The time step is chosen to be equal to ∆tmax,
defined as the time step required to converge the estimate of 〈H〉 to within 0.05% of the low-∆t value. For the chosen time
step, each simulation ran for a number of time steps required to make the error of the mean sufficiently small to resolve four
significant figures. Test systems were a disordered phase at low C with asymmetric χN parameters, and an alternating gyroid
phase at moderate C with symmetric χN parameters. Both phases employed a spatial collocation mesh of 323, second-order
operator splitting for solving the modified diffusion equation with contour discretization ∆s = 0.01, and a periodic simulation
cell with a volume of 512R3g for the disordered phase and 303.5R
3
g for the gyroid phase. Runtimes are for a single NVIDIA
Tesla C2070 GPU32. Scalar operators are block-averaged over blocks of 50 time steps, so Nt is required to be a multiple of 50
in these tests.
in the alternating gyroid phase with fA = fC = 0.2
and all binary χN = 30. Simulation trajectories are
more accurate for λi∆t → 0, but the result is a slower
time evolution and longer correlation time so that a
significant increase in the number of time steps is re-
quired to accurately evaluate thermally averaged opera-
tors. The cost of simulations as mobility coefficients are
varied can be evaluated using a relative efficiency met-
ric, ǫ2ζN ({λi}) /ǫ2∞,ref , where ǫ is the standard error of
the mean of 〈H〉. ǫ∞,ref is a reference standard error
taken from an incompressible simulation with optimal
time step ran for the same number of iterations. An ef-
ficiency greater than 1.0 implies that the simulation can
be ran for proportionally fewer time steps to achieve the
same standard error as the reference. In a compressible
model with all binary χN equal, the MSE eigenvalue
spectrum is split as detailed in Section IVA. Similarly
grouping the mobility coefficients λ1 = λ2 6= λ3 in this
case can significantly improve both simulation stability
and efficiency, as shown in the lower panels of Fig. 9.
V. CONCLUSIONS
We have introduced a multi-species-exchange field-
theoretic model for multi-species, multiblock polymers
and blends with arbitrary chain architectures. We have
demonstrated that the method can be used as a ba-
sis for stable and accurate numerical simulations of the
full field theory, including composition fluctuations, us-
ing the complex Langevin sampling scheme. Such fully
fluctuating simulations were demonstrated to reproduce
RPA structure factors for high-molecular-weight triblock
copolymer melts deep in the disordered phase. In addi-
tion, mean-field (SCFT) solutions of the MSE model are
readily available within the same framework and were
shown to reproduce known phase boundaries in an ABC
triblock terpolymer melt
We have detailed the efficiency and accuracy of a va-
riety of field update algorithms for complex Langevin
sampling, and explored the use of asymmetric mobility
coefficients to recover stability and efficiency in weakly
compressible melt models in both mean-field and non-
mean-field simulations.
It is anticipated that the MSE method will be an
important vehicle for the efficient study of fluctuation
phenomena, including beyond-mean-field corrections to
phase diagrams of multi-species melts. In addition, al-
though a comparison has not been made in the present
work, it is conceivable that the MSE approach may
perform better than traditional density-explicit species
methods for mean-field saddle-point searches, due in part
to the relaxation along normal modes of the interaction
matrix.
We note that the ultra-violet sensitivity1,26,33 present
in many polymer field theories remains present in the
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FIG. 8. Six structure factor components of an ABC sym-
metric triblock melt in the disordered phase with fB = 0.6,
χABN = χBCN = 10, χACN = 14. The simulation cell is a
cube of side 8Rg with a spatial collocation mesh of 32×32×32.
High contour resolution is required to properly converge the
high-k decay of the structure factor; in this case 400 con-
tour samples were used with a second-order operator splitting
pseudospectral algorithm18 . CL calculations were conducted
at C = 100 (weak fluctuations) and C = 20 (moderately
strong fluctuations). Increasing fluctuation strength weakly
dampens the amplitude of the dominant scattering peak (in-
set). For comparison, the RPA structure factor is plotted
(solid lines), which contains composition fluctuations on the
Gaussian level1.
simulations presented here. However, a systematic strat-
egy is available to regularize the field theory, which is
entirely compatible with the MSE scheme.26,33 We will
explore this aspect in future work.
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FIG. 9. Complex Langevin simulations using the ETDPEC
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copolymers in the alternating gyroid phase, with fA = fC =
0.2 and all χN = 30. The upper panels show the error intro-
duced in the estimate of 〈H〉 as the mobility coefficients are
varied, with reference value taken from the small λi limit with
the same compressibility. The lower panels show the relative
efficiency, measured by ǫ2ζN ({λi}) /ǫ
2
∞,ref , where ǫ is the stan-
dard error of the mean of 〈H〉 (here computed from 50, 000 CL
time steps for each simulation). ǫ∞,ref is a reference standard
error of the mean taken from an incompressible simulation
with optimal time step and λi = 1 ∀i. The efficiency mea-
sures the relative length of simulation (number of samples)
required to achieve a stochastic uncertainty of the estimate of
〈H〉 that is equal to the reference. Optimal choice of mobility
coefficients can improve sampling efficiency by ∼ 10×–100×.
1.
Appendix A: Exchange Mapping and Field Theory
Transformation for Incompressible Multi-species Melt
We begin with the canonical partition function from
Eqn. 1. Incompressibility can be enforced explicitly in
the interaction term by replacing ρˆS = ρ0 −
∑S−1
j=1 ρˆj .
Defining PT = (ρˆ1, . . . , ρˆS−1), X = (χijN − 2χiSN),
andXS = (χiSN) for i, j ∈ [1, S − 1], and using χSS = 0,
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we have
βU1 =
1
2ρ0N
S−1∑
i,j=1
∫
dr ρˆi(r)χijNρˆj(r)
+
1
ρ0N
S−1∑
i=1
∫
dr ρˆi(r)χiSN

ρ0 − S−1∑
j=1
ρˆj(r)

 (A1)
=
1
2ρ0N
∫
dr
(
PTXP + 2PTXSρ0
)
(A2)
=
1
2ρ0N
∫
dr
(
P +X−1XSρ0
)T
X
(
P +X−1XSρ0
)
− 1
2ρ0N
∫
drXTSX
−1XSρ
2
0. (A3)
where the latter expression is obtained by completing the
square.
We now diagonalize the X matrix using a similarity
transform: X = ODOT , where O is an orthogonal ma-
trix with columns equal to the eigenvectors of X. D is
a diagonal matrix containing the eigenvalues of X, {di}.
Without loss of generality, we here assume that X has
no zero eigenvalues, i.e., all di are nonzero. The presence
of any di = 0 indicates a singular interaction matrix,
pointing to redundancies in the way the species are la-
beled. For example, a model with three species A, B,
and C for which χAB = χAC and χBC = 0 should be
rewritten as a two-species model because B and C are
indistinguishable. All zero-eigenvalue modes can thus be
deleted and the remaining modes renumbered. Inserting
the similarity transform into Eqn. A3, we find
βU1 =
1
2ρ0N
∫
dr
S−1∑
i=1
di
[
OT
(
P + ρ0X
−1XS
)]2
i
− ρ0
2N
∫
dr
S−1∑
i=1
[
OTXS
]2
i
d−1i , (A4)
where we have made use of the fact that O−1 = OT , and
[. . .]i selects the ith component of a vector. We now split
Eqn. A4 into two parts: βU1 = βU¯1+βU¯ref , where βU¯ref
depends only on the number of species and their mutual χ
interactions. With convenient non-dimensionalizations:
βU¯ref = −CV
2
S−1∑
i=1

S−1∑
j=1
OjiχjSN


2
d−1i , (A5)
which depends only on the {χN} parameters together
with the dimensionless chain density, C, and the cell vol-
ume, V . This constant term, which can be precomputed,
enters SCFT and CL calculations only as a free-energy
shift; it does not depend on np for any of the molec-
ular constituents, and consequently does not affect the
chemical potential references. The remaining part of the
interaction term can be written as
βU¯1 =
1
2ρ0N
∫
dr
S−1∑
i=1
diσ
2
i (r), (A6)
where σi(r) =
[
OT
(
P (r) + ρ0X
−1XS
)]
i
are linear com-
binations of the original microscopic density operators,
ρˆi(r), with χN -dependent constant shifts originating
from completing the square. The purely quadratic form
of Eqn. A6 permits a direct decoupling of interactions
through Hubbard-Stratonovich transformation. For this
task we make use of the following Gaussian functional
integral (GFI) identity (Eqns. C.27 & C.28 of Ref. 1):
exp
(
γ2
2
∫
dr
∫
dr′J(r)A−1 (r, r′)J (r′)
)
=
∫ Df exp (− 12∫ dr ∫ dr′f(r)A (r, r′) f (r′)− γ∫ drJ(r)f(r))∫ Df exp (− 12∫ dr ∫ dr′f(r)A (r, r′) f (r′)) , (A7)
where γ = ±i or ±1. In this definition of the Hubbard-Stratonovich transformation, ∫ Df is a functional integral over
real-valued configurations of the field f(r). Let A−1 (r, r′) = |di|ρ0N δ (r− r′), then
e−βU¯1 =
S−1∏
i=1
exp
( |di| γ2i
2ρ0N
∫
dr σ2i (r)
)
(A8)
=
S−1∏
i=1
(
D−1i
∫
Dwi exp
(
− ρ0N
2 |di|
∫
drw2i (r)− γi
∫
drwi(r)σi(r)
))
, (A9)
where we have used γi = 1 for di < 0 and γi = i otherwise. wi(r) is an auxiliary chemical potential field that
is conjugate to σi(r) – the exchange-mapped linear combination of species microscopic density operators. Di is a
Gaussian functional integral denominator that contributes to the overall measure of the partition function:
Di =
∫
Dwi exp
(
− ρ0N
2 |di|
∫
drw2i (r)
)
. (A10)
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Hence,
Zc = Zig
(
S−1∏
k=1
D−1k
)∫ n∏
i=1
Dri
∫ S−1∏
j=1
Dwj exp
[
−βU0 −
∑
i
(
ρ0N
2 |di|
∫
drw2i (r) + γi
∫
drwi(r)σi(r)
)]
δ [ρˆ+(r)− ρ0] ,
(A11)
where ρˆ+(r) =
∑S
i ρˆi(r) and Zig = exp
(−βU¯ref) (∏Pp=1 λ3npNpT np!)−1.
We now transform the functional delta to exponential form1. This leads to
Zc = Z ′ig
∫ n∏
i=1
Dri e−βU0
∫ S−1∏
j=1
Dwj
∫
Dw+ exp
[
−
S−1∑
i=1
(
ρ0N
2 |di|
∫
drw2i (r) + γi
∫
drwi(r)σi(r)
)
− i
∫
drw+(r) (ρˆ+(r)− ρ0)
]
, (A12)
with
Z ′ig =
1∏P
p=1 λ
3npNp
T np!
e−βU¯ref
(∫ S−1∏
i=1
Dwi e−
∑S−1
i=1
ρ0N
2|di|
∫
drw2i (r)
)−1(∫
Dw e− 12
∫
drw2(r)
)−2
. (A13)
Upon re-inserting the full expression for σi, we find
Zc = Z ′ig
∫ S−1∏
j=1
Dwj
∫
Dw+ e−
∑S−1
i=1
ρ0N
2|di|
∫
drw2i (r)+i
∫
drw+(r)ρ0
×
∫ n∏
i=1
Dri e−βU0−
∑S−1
i,j=1 γiOji
∫
drwi(r)(ρˆj(r)+ρ0
∑S−1
k=1
X−1
jk
χkSN)−i
∫
drw+(r)
∑S
i=1 ρˆi(r) (A14)
⇒ Zc = Z ′ig
∫ S−1∏
j=1
Dwj
∫
Dw+ e−
∑S−1
i=1
ρ0N
2|di|
∫
drw2i (r)−ρ0
∑S−1
i,j=1 γiOji
∑S−1
k=1
X−1
jk
χkSN
∫
drwi(r)+i
∫
drw+(r)ρ0
×
∫ n∏
i=1
Dri e−βU0−
∑S−1
i,j=1 γiOji
∫
drwi(r)ρˆj(r)−i
∫
drw+(r)
∑S
i=1 ρˆi(r). (A15)
The final part of Eqn. A15 is a partition function of non-
interacting chains subject to external fields {wi(r)}. Note
that ψj(r) :=
∑
iOjiγiwi(r) + iw+(r) is conjugate to
ρˆj(r), and as such ψj can be defined as “species” chemical
potential fields.
We now make the following transformation to the
exchange-mapped auxiliary fields {wi,+}: µi(r) =
γiwi(r)N , µ+(r) = iw+(r)N . This mapping includes a
Wick rotation for pressure-like fields – those with di > 0
and w+. We do this in all terms in Zc, including the
Gaussian functional integral denominators in Z ′ig, so that
the implied Jacobians cancel regardless of discretization
strategy. Note that Wick rotations of the subset of the
fields with pressure character changes their integration
domain so that
∫ Dµ is over purely imaginary fields for
that subset. With this mapping, the partition function
becomes
Zc = Z ′ig
∫ S−1∏
j=1
Dµj
∫
Dµ+ e
∑S−1
i=1
C
2di
∫
drµ2i (r)−C
∑S−1
i,j=1 Oji
∑S−1
k=1
X−1
jk
χkSN
∫
drµi(r)+C
∫
drµ+(r)
×
∫ n∏
i=1
Dri e−βU0−
∑S
i,j=1 Aij
∫
drµj(r)ρˆi(r)/N , (A16)
where C = ρ0R
3
g/N is a dimensionless polymer chain number density, and we have non-dimensionalized all
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lengths with respect to the radius of gyration of a ref-
erence ideal polymer chain, Rg = b (N/6)
1/2
with a ref-
erence statistical segment length b and degree of poly-
merization N . We have made use of the fact that
|di| γ2i = −di ∀i. The factor 1/N in the latter terms can
be absorbed by rescaling the contour variable to [0, αp]
in ρˆ. We have defined the matrix Aij that transforms
from exchange fields, ({µi(r)} , µ+(r)), to the species
fields (ψA(r)N, . . . , ψS(r)N) that are directly conjugate
to ρˆi(r), i ∈ [1, S]:
Aij =
(
Oij ei
0 1
)
, (A17)
where e is a column vector containing ones with S − 1
entries. Note that µ+(r) = ψS(r)N . Due to the orthog-
onal nature of O, the inverse of A is readily identified to
be
A−1ij =
(
Oji Xi
0 1
)
, (A18)
whereXi is a (column) vectorXi = −
∑S−1
k=1 Oki with S−
1 entries. Though A−1ij is never needed during the course
of a field theoretic simulation, in which the fundamental
degrees of freedom are the fields {µi}, µ+ entering the
functional integrals, having this transformation can be
useful for seeding a calculation using the species fields.
Initialization with species fields is preferred, because then
field definitions are independent of the exchange-mapping
strategy (e.g., elimination of a species other than S when
applying the incompressibility constraint).
Isolating the single-chain part of Eqn. A16, we have
∫ P∏
p=1
np∏
l=1
Drpl exp
(
−
P∑
p=1
np∑
l=1
∫ αp
0
ds
3N
2b (s)
2
∣∣∣∣dr
p
l (s)
ds
∣∣∣∣−
P∑
p
np∑
l
S∑
i
∫
s∈i
dsNψi (r
p
l (s))
)
, (A19)
where i indexes chemical species, p indexes chain types,
and l indexes members of each type. The contour variable
s has been rescaled by N . In this expression, the micro-
scopic density operator has been substituted and the δ
functions over particle coordinates evaluated, ψ = Aµ
Evaluating
∑
i and expanding the exp (. . .) leads to
P∏
p=1
np∏
l=1
[∫
Drpl exp
(
−
∫ αp
0
ds
3N
2b (s)
2
∣∣∣∣dr
p
l (s)
ds
∣∣∣∣−
∫ αp
0
dsNψp (r
p
l (s) ; s)
)]
:=
P∏
p=1
(
V gNpQp
[
Aµ
])np
(A20)
where V gNp is the reference single-chain partition function of an ideal polymer in free space of volume V (Ref. 1),
and ψp (r (s) ; s) := ψi (r (s)) for s in the i block (i.e., ψp has a parametric dependence on s, switching between the
different species fields depending on the statistical segment on which it is acting).
Now use the following relation:
∑
j OjiX
−1
jk = O
TX−1 =
(
XO
)−1
= D−1OT to give C
∑S−1
i,j,k=1OjiX
−1
jk χkS =
C
∑S−1
i,j=1 (di)
−1
OjiχjSN . Then the partition function becomes
Zc = Z0
∫
Dµ1 . . .
∫
DµS−1
∫
Dµ+ e−H[{µi},µ+] (A21)
H [{µi} , µ+] = −
S−1∑
i=1
C
2di
∫
drµ2i (r) +
S−1∑
i,j=1
C
di
OjiχjSN
∫
drµi(r)− C
∫
drµ+(r)−
P∑
p=1
np lnQp
[
Aµ
]
, (A22)
where Z0 = Z ′igV n
∏P
p=1 g
np
Np
. (i.e., Z0 now contains all
terms required for an ideal gas of polymers chains, to-
gether with the Gaussian denominators introduced dur-
ing Hubbard-Stratonovich transformations). It is con-
venient to always work with volume fractions instead of
explicit particle/molecule numbers. The np of the final
term can be replaced as follows:
ρ0 =
∑
p
npNp
V
= CN (A23)
⇒ CV =
∑
p
npαp (A24)
φp :=
npNp∑
q nqNq
≡ npαp∑
q nqαq
(A25)
⇒ np = CV φp
αp
, (A26)
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where φp is the chain volume fraction (i.e., the fraction of
the total count of monomers originating on chains of type
p), and αp is the chain length relative to the reference N .
Similar derivations for branched polymers result in the
αp denominator being replaced by a sum of sub-chain
lengths relative to N .
The normalized single-chain partition function for a
linear chain in a collection of external fields can be writ-
ten
Qp
[
Aµ
]
=
1
V
∫
dr qp (r, αp) , (A27)
where qp is computed through
∂sq (r, s) =
b (s)
2
b2
∇2q (r, s)−Nψp (r; s) q (r, s) , (A28)
with s ∈ [0, αp], and q (r, 0) = 1 is the initial condition for
untethered, unconstrained polymer chains. All lengths
are scaled to units of Rg = b (N/6)
1/2
.
Appendix B: Exchange Mapping and Field Theory
Transformation for Compressible Multi-species Melt
In the case of a weakly compressible melt, we do
not eliminate one of the species in favor of the total
polymer density — all spatially inhomogeneous micro-
scopic density operators must be retained. The strat-
egy here involves completing the square in the expo-
nent, diagonalizing the resulting coupling matrix, and
making a Hubbard-Stratonovich transformation of all
normal-mode density operators. We will use the sym-
bol e = (1, . . . , 1)
T
, a rank-one vector with S elements,
and 1 an S×S matrix with all entries equal 1. Consider
βUint = βU1 + βU2 from Eqn. 24:
βUint =
1
2ρ0
∫
dr
[
ρT (r)χρ(r) + ζ
(
ρT (r)e − ρ0
)2]
(B1)
=
1
2ρ0
∫
dr
[
ρT (r)χρ(r) + ζρT (r)ρ(r)− 2ζρ0ρT (r)e+ ζρ20
]
(B2)
=
1
2ρ0N
∫
dr
[(
ρ(r) + ν
)T (
χN + ζN
) (
ρ(r) + ν
)− νT (χN + ζN) ν + ζNρ20] (B3)
where the last step comes from completing the square,
which demands that ν = −ρ0ζN
(
χN + ζN
)−1
e. The
symbols ρ(r), χ and ρ0 are as defined in Appendix A. One
option to proceed from here is to directly diagonalize the
matrix
(
χN + ζN
)
to decompose exp (−βUint) into nor-
mal modes. However, the large difference in the common
magnitude of {χijN} versus that of ζN can cause numer-
ical problems. The matrix becomes singular for ζN large
(approaching the incompressible limit) which makes the
inversion involved in ν problematic. Likewise, extracting
a factor of ζN from the matrix results in χN/ζN , which
approaches zero (numerical under-run) when a strong
compressibility penalty is imposed, also resulting numer-
ically in a singular matrix. For typical magnitudes of the
matrix entries, extracting a factor of (ζN)
− 1
2 tends to
make the eigenvalues close to order 1. Then
βUint =
(ζN)
1
2
2ρ0N
∫
dr
[(
ρ(r) + ν
)T
X
(
ρ(r) + ν
)− νTXν]
+
ρ0V ζN
2N
, (B4)
with X =
(
χN (ζN)
− 1
2 + (ζN)
1
2 1
)
, and ν =
−ρ0 (ζN)
1
2 X−1e. We now diagonalize the matrix using
X = ODOT .
βUint =
(ζN)
1
2
2ρ0N
∫
dr
[(
ρ(r) + ν
)T
ODOT
(
ρ(r) + ν
)
− νTXν + ρ20 (ζN)
1
2
]
(B5)
=
(ζN)
1
2
2ρ0N
∫
dr
[
S∑
i=1
diσ
2
i (r) +K
]
(B6)
where σi(r) =
∑S
j=1Oji (ρˆj(r) + νj) and K =
ρ20 (ζN)
1
2 − ρ20ζN
∑S
i,j X
−1
ij , where the last term comes
from νTXν = ρ20e
T (ζN)
1
2
(
X−1
)T
XX−1 (ζN)
1
2 e =
ρ20ζN
∑
i,j X
−1
ij . Now we split the interaction energy into
a constant reference shift and a remainder that depends
on the system configuration.
βUref =
CV
2 (ζN)−1

1− 1
(ζN)
− 1
2
S∑
i,j=1
X−1ij

 (B7)
=
CV
2 (ζN)−1

1− 1
(ζN)
− 1
2
S∑
i=1
d−1i

 S∑
j=1
Oji


2

 .
(B8)
The Hubbard-Stratonovich transformations introduced
in Equation A7 can be used with the positive-definite
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interaction potential A−1i (r, r
′) = |di|(ζN)
1
2
ρ0N
δ (r− r′). −di = |di| γ2i with γi = ±i if di > 0, γi = ±1 other-
wise.
e−βUint = e−βUref
S∏
i=1
[
exp
(
γ2i
|di| (ζN)
1
2
2ρ0N
∫
dr σ2i (r)
)]
(B9)
= e−βUref
S∏
i=1
[
D−1i
∫
Dwi exp
(
− ρ0N
2 |di| (ζN)
1
2
∫
drw2i (r)− γi
∫
drwi(r)σi(r)
)]
(B10)
The Gaussian functional integral denominator is
Di =
∫
Dw exp
(
− C
2 |di| (ζN)
1
2
∫
drN2w2(r)
)
(B11)
Now substituting σ(r) and collecting terms that depend on particle coordinates:
e−βUint = e−βUref
∫
D {wi} exp
(
−
S∑
i
ρ0N
2 |di| (ζN)
1
2
∫
drw2i (r)−
S∑
i
γi
∫
drwi(r)
[
OT ν
]
i
)
× exp
(
−
S∑
i=1
γi
∫
drwi(r)
[
OTρ(r)
]) S∏
i=1
D−1i , (B12)
(B13)
Since O is orthogonal, X = ODOT , and ν =
−ρ0 (ζN)
1
2 X−1e, then OT ν = −ρ0 (ζN)
1
2
(
OD
)−1
e and
[(
OD
)
e
]
i
=
∑
j d
−1
i Oji. We now make the replacement
γiNwi(r) = µi(r), which includes a Wick-rotation for
repulsive modes and a factor to scale out the reference
polymer chain length.
e−βUint = e−βUref
∫
D {µi} exp

 S∑
i
C (ζN)
− 1
2
2di
∫
drµ2i (r) +
C
(ζN)
− 1
2
S∑
i,j=1
∫
dr
Ojiµi(r)
di


× exp

− S∑
i=1
∫
drµi(r)
S∑
j=1
Ojiρˆj(r)/N

 S∏
i=1
D−1i , (B14)
The decoupled interaction potential is inserted into the partition function such that
Zc = Zige−βUref
∫
D {µi} exp

 S∑
i=1
C (ζN)
− 1
2
2di
∫
drµ2i (r) +
C
(ζN)
− 1
2
S∑
i,j=1
∫
dr
Ojiµi(r)
di


×
∫
D {ri} exp
(
−βU0 −
S∑
i=1
∫
drψi(r)ρˆi(r)/N
)
(B15)
where ψi(r)N :=
∑
j Oijµj(r), i.e., defining a species field that is conjugate to ρˆi(r). Zig =(∏P
p=1 λ
3npNp
T np!
)−1∏S
i=1D
−1
i .
Finally,
Zc = Z0
∫
D {µi} e−H[{µi}], (B16)
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where
Z0 =
[
P∏
p=1
V npg
np
Np
λ
3npNp
T np!
]
e−βUref
S∏
i=1
D−1i (B17)
H [{µi}] = −
S∑
i=1
C (ζN)
− 1
2
2di
∫
drµ2i (r)−
C
(ζN)
− 1
2
S∑
i,j=1
∫
dr
Ojiµi(r)
di
− CV
P∑
p=1
φp
αp
lnQp
[
Oµ
]
(B18)
Qp [{ψi}] =
(
V gNp
)−1 [∫ Drp exp
(
−3N
2b2
∫ αp
0
ds
∣∣∣∣drpds
∣∣∣∣
2
−
S∑
i=1
∫
s∈i
dsψi (r
p (s))
)]
(B19)
=
1
V
∫
dr qp (r, s = αp) (B20)
Note that the compressibility penalty appears as
(ζN)
−1/2
everywhere, including in the X matrix. We use
(ζN)−1 as a convenient control parameter that recovers
the incompressible limit at 0.
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