We respond to •everal criticisms of the view that there is a physical linkage between solar activity and the dynamics of the troposphere and lower stratosphere, and we provide further evidence in support of a mechanism for such a linkage involving atmospheric electricity and cloud microphysics. The main criticisms are (1) that the decadal time scale variations in stratified data result from aliasing introduced by the sampling process and are not responses to a decadal time scale physical input; (2) that the observed correlations are due to chance coincidence or an atmospheric periodicity that is not uniquely related to solar variability; and O) that there are no plausible mechanisms that can amplify one of the weak solar-varying inputs in the region where the correlations are found. We show that the aliasing criticism is inadequate because the real quasi-biennial oscillation departs from an ideal sine wave in a way that reduces aliasing effects to insignificant levels. The nonuniquenessof identification of the 11-year solar cycle as the period of the arctic forcing for the Arctic winter strawspheric temperatures is a problem only for the short 33-year record of polar temperatures; in much longer time series of unstratified climate data the periods of 11 and 22 years are prominent. Highly unique signatures of solar wind forcing of tropospheric dynamics exist on the day-to-day time scale via two independent inputs to atmospheric electricity. These are (1) through changes in tropospheric ion production as a result of solar wind modulation of galactic cosmic rays and (2) through changes in the potential difference between the polar ionospheres and the surface, forced by the solar wind By component. The product of the cosmic ray flux and the ionospheric potential determines the vertical air-earth electrical current. In the presence of clouds of large horizontal extent, this current determines the rate of polarization charging of the clouds via the accumulation of positive electrostatic charges on droplets near cloud tops. The observed correlations, and theoretical and laboratory results for the effects of electrostatic charges on droplets and aerosols on the rates of ice nucleation, are consistent with the postulate that for certain regions and seasons and atmospheric levels the large-scale atmospheric electrical parameters have significant effects on the rates of initial ice nucleation. In such cases the chain of consequences includes changes in the rates of precipitation, net latent heat release, vertical motions, atmospheric vorticity, and ultimately in the general circulation. Much more work is required before the mechanism can be considered to have a secure basis in laboratory experiment and quantitative atmospheric modeling.
The lack of a mechanism that can amplify a weak solar input in the region where the correlations are found has been stated in essentially all critical discussions as a weakness of the view that correlations between atmospheric parameters and solar variability are caused by real physical connections. What calls for explanation is not only the Labitzke and van Loon [1988] results for decadal oscillations in the stratosphere but also numerous reports of apparent responses to solar activity in the troposphere both on the decadal (and longer) time scales and on the day-to day time scales. The stratospheric oscillations, if real, might be excited by an in situ solar forcing, by effects propagating downward from the mesosphere and thermosphere, or by effects propagating upward from solar forcing of the troposphere. It was pointed out by Holton [1982] that effects are much more likely to propagate upward than downward.
For identifying processes that might link solar inputs to atmospheric responses, it is advantageous to examine short-term variations, since the several solar inputs each have unique signatures on the day-to-day time scale and it is therefore possible to identify any of the inputs that might be involved; this is not 10 possible on the decadal time scale. We will examine in Section 4 two independent sets of apparent responses to varying solar inputs, both of which are short term and occur in the troposphere. They point to the existence of a single physical process linking changes in tropospheric dynamics to changes in atmospheric electricity as it responds to external forcing by the solar wind. The process also implies variations in tropospheric forcing on the decadal time scale. We will discuss to what extent such tropospheric forcing, propagating upward as waves to the stratosphere while being modulated by the QBO, can account for the apparent responses there on the decadal time scale. The possibility that the solar wind, via changes in its magnetic field, affects inputs into atmospheric electrical processes and the global electric circuit has been suggested previously [Ney, 1959; Dickinson, 1975 , Markson, 1978 . The solar wind is the outward extension of the highly conducting solar corona, moving at supersonic speed past the earth, and it transmits to the ionosphere and global electrical circuit the effects of changes of solar activity and in the large-scale solar magnetic fields. These fields also modulate cosmic ray fluxes from galactic sources as they flow into the inner solar system. The cosmic ray flux is the dominant ionization source in the troposphere and lower stratosphere. However, the amount of energy involved in these electrical inputs into the atmosphere is a factor of about 109 less than the total solar irradiance and a factor of about 106 less than variations in the visible-infrared and UV photon inputs [Newkirk, 1982] . This has been an impediment to serious consideration of solar wind forcing of weather and climate. However, the solar wind-modulated electrical energy is deposited directly in the troposphere; has a relatively large amplitude as a fraction of its mean value and is an input that provides considerably more energy per particle than thermal energy for catalyzing or controlling (on the microscale) chemical and physical changes of state. This energy requires an amplification by more than a factor of 106 to significantly affect atmospheric dynamics. However, the mechanism proposed by Zinsley [1990] and Tinsley and Deen [1991] connecting atmospheric electricity and the rate of contact ice nucleation in clouds can satisfy that requirement on a time scale of hours. By affecting the release of latent heat, it changes vertical motions, atmospheric vorticity, and atmospheric pressure. This mechanism was proposed to explain the short-term correlations of tropospheric dynamics with short term modulation of the galactic cosmic ray flux by the solar wind during active solar conditions. We will discuss it also as a candidate to explain the completely independent correlations of tropospheric dynamics with changes in ionospheric electric fields related to changes in the solar wind magnetic fields under quiet solar conditions.
NATURE AND EXTENT OF ALIASING EFFECTS
The aliasing question has been emphasized by Wallace [1988] , Teitelbaum and Bauer [1990] , Dewan and Shapiro [1991] , and $alby and $hea [1991] . The possibility is raised that the change in Arctic stratospheric temperature is due to forcing by the QBO alone (no input from the varying sun), and that the apparent correlation with the 11-year solar cycle is a result of aliasing by the annual sampling. We first test this by examining the aliasing effect of sampling a synthetic QBO and comparing the result with the observations. We then examine the aliasing effect of sampling the real QBO and comparing the results with observations. Since the temperature samples are made at 12-month intervals, for a pure sinusoid of period 28 months there would be a 2-month phase shift of each yearly datum point with respect to the synthetic QBO. With stratification of the datum points with respect to whether they were in the positive (e.g., west) or the negative (e.g., east) phase of the synthetic QBO, the result shown in Figure 2 is obtained. For both phases the stratified data show the effect of aliasing, giving a sinusoidal output of period 7 years. (When the phases are sampled separately at 12-month intervals, the sampling shifts in phase by 4 months per 28-month QBO cycle [4 = 28 -24], so that in exactly three QBO cycles or 7 years the shifts total 12 months, repeating the initial conditions.) A key point to be noted is that for the positive phase the amplitude is the top 30% of the range of the synthetic QBO and for the negative phase it is the bottom 30%, with no overlap of the two ranges. This nonoverlap must necessarily be the case for any stratification according to positive and negative phases of the same forcing function that generates the unstratified time series. An overlap can, of course, be produced if the synthetic or real QBO is sampled with stratification by other than the synthetic or real Therefore, there are two arguments against aliasing of QBO forcing (without input from the varying sun) as an explanation of the data in Figure 1 . The argument just in terms of mathematics is that the sampling and stratification should produce outputs with some long period-aliasing, but no overlap of the stratified outputs. This is contrary to the observations, which show complete overlap. The second and stronger argument rests on the empirical result (as shown in Figures 3b and 3c ) of sampling the real QBO, in contrast to the mathematical result of sampling a pure sinusoidal QBO, which shows even less resemblance to the observations. As a commentary, but not as part of the argument, we note that Figure 3a shows the way in which the real QBO departs from a pure sinusoid' the west phase variation resembles a square wave (and the sampling of a pure square wave stratified by its own phase does not result in aliasing), and the period is variable.
In the intervals from 1954 to 1964 and from 1968 to 1974, the period was shorter than average, and in the remaining intervals the period was longer. The QBO is partially phase locked to the higher-altitude semiannual oscillation [Gray and Pyle, 1989 ], tending to switch phases at about the same time each year (missing some years). A wave completely phase locked to a semiannual oscillation would show no aliasing with annual sampling.
In summary, although it is true that analyses that resemble that made by Labitzke and van Loon [1988] 
Forcing by Changes in Polar Cap Ionospheric Potential
We now describe a completely independent set of correlations on the day-to-day time scale, which are found for quiet solar wind conditions with relatively little change in cosmic ray flux. to be present also. Although the atmospheric and polarization fields remain small compared with these fluctuating fields, in the context of section 4 we are considering averages over regions hundreds of kilometers across. The points in Figure 7c are averages of 50 days or more of measurements. In addition, the amplitudes of the fluctuating cloud fields may scale with the ambient atmospheric field. Although the understanding of the cloud-charging process is still in an exploratory stage [Beard and Ochs, 1986 ], it appears that for the cloud stage of interest here, i.e., before significant amounts of ice are produced, the electric field fluctuations are produced by convection and turbulence, redistributing both the atmospheric charge density (as a result of the constant vertical current in the presence of vertical gradients in atmospheric conductivity) and the polarization charge density. Therefore, a spectrum of fluctuations would be generated with overall sealing for amplitude proportional to the ambient vertical atmospheric electric field (in the absence of cosmic ray variations). It should be noted that we do not intend to imply that such charging processes are responsible for lightning electric fields, since alter ice formation takes place other charge separation processes become important [Beard and Ochs, 1986] .
If the abov• ocenario is generally correct• the contributions
to droplet charging from both the average and the strongest cloud fields would be responsive to the product of the cosmic ray flux and the local ionospheric potential. The electrofreezing mechanism postulates that variations in the amount of such charge affect the rate of initial ice generation at the tops of clouds. Ice generation is not well understood, although it is the first step in the standard Wegener-Bergeron-Findeison mechanism for precipitation. In their recent study, Hobbs and Rangno [1990] suggested that contact ice nucleation at the tops of cumuliform clouds occurs first and is followed by deposition or condensationø freezing nucleation. There is at least one process by which electrostatic charging of cloud droplets and aerosols will enhance the contact ice nucleation rate, and quite plausibly two. The process already recognized is the increase in collection efficiency for aerosols (acting as ice nuclei) by charged droplets compared with that by uncharged droplets. From models, the effect is an increase by up to an order of magnitude for collection of aerosols between 10 -2 and 1 t•m in radius by droplets of a few tens of #m in radius with typical cloud charges [Wang et al., 1978] . Measurements of the effect show an increase by up to two orders of magnitude [Barlow and Latham, 1983] . The second process is that of electrostatic charge effects on the physics of nucleation itself, for which laboratory evidence has been reviewed by Tinsley and Deen [1991] . The most recent laboratory evidence is that of Gavish et al. [1992] , who reported on a comparison of the icenucleating ability of polar and nonpolar crystals that were otherwise closely matched, with neither having a structural match to ice. The polar crystals were much more efficient nucleators than the nonpolar crystals were. The ice nucleation was observed to occur at submicroscopic cracks in the crystal, which suggests that it is the microscale electric fields, due to electrostatic charges that appear on opposite walls of cracks in polar crystals, that are the significant physical agent ordering water molecules (or embryonic ice crystals below the critical size) and promoting ice nucleation. Therefore, in the atmosphere, the microscopic electric field that exists at the moment of contact of oppositely charged supercooled water droplets and aerosols may similarly promote ice nucleation.
The successive steps in the chain of processes linking changes in ice nucleation with changes in atmospheric dynamics and/or temperature may be different in winter and summer. Clouds are colloidal suspensions which are unstable gravitationally, and they are also unstable thermodynamically to changes of phase when above the freezing altitude. When the droplets are induced to freeze and/or grow and coalesce and precipitate before they evaporate, there are large effects on atmospheric dynamics because of net latent heat rele•ise and consequent changes in vertical air motions, which affect atmospheric vorticity and atmospheric pressure. There may also be effects due to changes in cloud radiative forcing. The electrofreezing process will change the particle size distribution even in those clouds in which the ice crystals do not grow large enough to affect precipitation, and the process will affect the water content as well as cloud albedo in those clouds that do precipitate. There may also be effects due to water vapor radiative forcing, as a result of changes in the amount of water vapor that remains in the atmosphere when clouds dissipate after ice crystals grow large enough to affect precipitation. Since water vapor is the most important greenhouse gas (it is 100 times more abundant than CO 2 at low latitudes and low altitudes), small systematic changes in its concentration could have significant effects on climate. Although the theory of all of these processes in the context of real clouds is still in an exploratory stage, and although other processes may be important, we suggest that the rate of cloud droplet charging affects the rate of initial ice nucleation and ultimately atmospheric dynamics and/or temperature. In this way it is possible to account for the observed correlations of atmospheric dynamics and temperature, both with cosmic ray flux changes on the day-to-day and decadal time scales and with electric field changes on the day-to-day time scale.
For winter conditions, the temperature contrast between polar air masses and relatively warm water, as well as the presence of a well developed baroclinic instability, favors the chain of processes progressing from ice nucleation through the seederfeeder process [Rutledge and Hobbs, 1983] . The steps include the release of latent heat, the increase in vertical motions within cloud systems, and consequent changes in vorticity and surface pressure. In warm-core winter cyclones, the final step is the conversion of the linear kinetic energy of the general circulation to eddy kinetic energy, producing waves that propagate out of the region and changes in the general circulation, as discussed in Tinsley et al., [1989] [1991] on the propagation of planetary waves, originating in the troposphere at low latitudes, to the high-latitude stratospheres and their effects on stratospheric warming there. They found that the effects were greater during east phase QBO conditions than during west phase conditions. Taken with greater planetary wave generation by intensification of winter cyclones at solar minimum compared with solar maximum, there is the possibility of explaining the east phase variation of the relationships in Figure  1 . The west phase variation would have to be explained separately. In this context it may be important that the upper boundary condition for propagation of waves in the stratosphere is subject to significant 11-year cycles due to the solar ultraviolet variability. QBO effects on stratospheric water vapor and minor chemical concentrations [Chipperfield and Gray, 1992 ] that may be carried into the polar vortex by meridional stratospheric circulation also remain to be explored, in the context of possible effects of stratospheric ionization on the nucleation of stratospheric sulfate aerosols [Dickinson, 1975] and on the formation and rate of sedimentation of type I polar stratospheric clouds [Dye et al., 1992; ArnoM et al., 1992] . These may in turn affect polar ozone concentrations and the temperature structure. Although the above speculative discussion may show little similarity to the eventual explanation of the relationships in Figure  1 , its purpose is to draw attention to the uncertainties in our understanding the polar stratosphere, and the effect on them of physical changes related to QBO phase and solar inputs, which leave adequate room for an explanation by some such combination of physical and chemical processes. The complexities of the system are such that the explanation is unlikely to be found without a serious research effort directed toward finding it.
CONCLUSIONS
The aliasing effects of annual sampling of a suggested atmospheric forcing by the QBO alone provide an inadequate explanation of the reported correlations of winter stratospheric temperature and other atmospheric parameters, stratified by the QBO, with the 11-year solar cycle. In long time series of unstratified climate data, the solar periods of 11 and 22 years are prominent, as are longer solar periods, and support the concept of forcing on these time scales as being due to solar activity. Day-today correlations between solar wind magnetic field changes and atmospheric dynamic variations are found for two independent inputs to atmospheric electricity and support a mechanism (electrofreezing) in which the solar wind affects electrostatic charging of supercooled water droplets and aerosols at the tops of clouds, thereby increasing the rate of ice nucleation. This in turn would affect latent heat release, vertical motions, storm dynamics, and the general circulation and would affect higher levels of the atmosphere through upward propagation of gravity and planetary waves. For summertime conditions, the effects of changes in radiative forcing as a result of electrofreezing may be more important. Much more work is required before these mechanisms can be considered to have a secure basis in laboratory experiment and quantitative atmospheric modeling.
