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Chapter 1
Summary
Eastern Europe and Western Russia experienced a strong heat wave during the summer months of 2010. Ex-
treme temperatures resulted in over 54,000 of heat-related deaths and many wildfires, inflicting large economic
losses on Russia (Beilharz et al., 2013). The heat wave was due to a strong atmospheric blocking that persisted
over the Euro-Russian region from late June to early August (Matsueda, 2011). Understanding the physical
internal processes that produce this blocking will be important for improving regional projections, and may also
provide an improved capability for predicting some extreme events. In the case of the 2010 Russian heat wave,
it was not readily anticipated from knowledge of either prior climate trends or specific climate forcings, and for
which advance warning may thus be limited (Dole et al., 2011).
The present work is a study of the atmospheric transport of air particles during the described blocking
event, using concepts and methodologies developed in the frame of dynamical systems theory. In particular,
the key tool used in this work is the concept of finite-size Lyapunov exponents (FSLE). They measure the
relative dispersion of transported particles and, what is more important, can be used to detect Lagrangian
coherent structures (LCSs) in the flow. These dynamical structures can be visualized in the atmospheric flow
like vortices, barriers to transport or fronts. The use of this kind of techniques has contributed to a better
understanding of mixing and transport in the ocean (Herna´ndez-Carrasco, 2013; d’Ovidio et al., 2004) and in
the stratosphere (Joseph and Legras, 2002; de la Ca´mara, 2013). However, Lagrangian tools have never been ap-
plied to the case of a tropospheric blocking event. Would they also help to understand tropospheric phenomena,
where much more diffusive, turbulent and vertical movements are present and spatio-temporal scales also differ?.
Chapter 2. contains an introduction and a theoretical background about the different topics concerning this
work. Firstly, we give an overview of the different processes responsible of the transport in the atmosphere
such as advection and diffusion. After that, we introduce how the transport in a time-independent flow can be
characterize by hyperbolic points and the associated unstable and stable manifolds, that control the motion of
the fluid. In the case of time-independent flows like the atmosphere, these manifolds can be ”generalized” in
LCSs. They act as transport barriers in the fluid motion and order the flow into different regions corresponding
to different dynamical behavior of the trajectories. Finally, we talk about the blocking event, the atmospheric
conditions derived from it and the social consequences that it had.
The data and tools used in this work are described in Chapter 3. Here we introduced the Lagrangian particle
dispersion model FLEXPART, that allowed to reproduced the required particle trajectories. We also described
the procedure to calculate the finite-size Lyapunov exponents fields, the essential variable to extract LCSs.
The results of this work are presented in Chapter 4 and the derived conclusions in Chapter 5. The first
part of Chapter 4 is dedicated to the study of a temporal sequence of the FSLE fields for the last days of
July, when the maximum temperatures were reached in East-Europe. Later, we compare these results with
particle trajectories and some typical Eulerian fields like geopotential height and temperature. Final Chapter 5
summarizes the work, exposes conclusions from the results and proposes some ideas that can be developed in
the future.
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Chapter 2
Introduction
2.1 Transport and mixing in the atmosphere
The study of fluid flows is becoming a relevant topic due to the fact that they are present in nature and
technology on all length scales. When increasing velocity, fluids start to become unstable. This fundamental
property of fluid motion makes the flows to be time-dependent. In contrast to steady flows, time-dependent
flows efficiently mix the fluid, i.e., the properties of the fluid, as impurities, the concentration of a physical or
chemical quantity or also discrete solid particles, are transported by the fluid in a highly irregular way (Batch-
elor, 1952).
In nature, the most important examples of time-dependent flows are the atmosphere and the oceans. They
play a key role on the global scale transport of heat from the tropics towards the poles, which determines the lo-
cal climate in many regions of the world. In general, most transport processes in geoscience are linked to moving
fluids, as e.g., the erosion of solid material by rain and rivers; the dispersion of dust, moisture, and volcanic ashes
in the atmosphere; or the transport of nutrients, marine wildlife, dissolved gases or contaminations in the ocean.
Figure 2.1: Atmospheric scale definitions. From Lin (2007).
The air that continuously moves around in the Earth‘s atmosphere forms a complex physical system which
has challenged scientists for thousands of years (in fact, the term ’meteorology’ comes from the book entitled
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”Meteorologica” wrote by Aristotle, 340 B.C, a philosophical treatise that included theories about the forma-
tion of rain, clouds, hail, wind, thunder, lightning, and hurricanes). The abrupt changes in the particle motion
provide a fairly chaotic view of the flow field. Atmospheric motion consists of a wide range of spatial and tem-
poral scales (Fig. 2.1) associated with different phenomena, from the very small viscous processes dissipating
kinetic energy to the large planetary waves feeding energy to the high and low pressure systems. In between
these two extremes, i.e. at intermediate scales, wave interactions cause a continuous transfer of energy among
different scales of motion. These interactions cause major mixing and transport of atmospheric components,
e.g. chemical species, contaminants, etc., and is crucial to how these are spread and distributed.
The atmosphere is typically divided into different layers following the vertical temperature gradient (Fig.
2.2). The first layer is the troposphere (approximately the lowest 10-12 km of the atmosphere), here the temper-
ature decreases with height and, although the associated density stratification is stable, the stability is relatively
weak. In the stratosphere (roughly 10-50 km) the temperature is constant in height or increases with height and
the stability is much stronger than in the troposphere. The layer which separates troposphere and stratosphere
is called the tropopause. In both troposphere and stratosphere the stable density stratification, together with
rotation, inhibit three-dimensionality of the flow. Thus three-dimensional turbulence tends to be confined to
relatively localized regions, in the troposphere it is confined in the atmospheric or planetary boundary layer
(PBL), localized about the first kilometer influenced by the Earth’s surface, and in convective clouds and local-
ized regions of turbulence that result from dynamical instabilities. Outside the PBL or other turbulent regions,
and at sufficiently large scales, more than few tens of kilometers, the atmospheric flow can be considered as
quasi-horizontal, with air parcel trajectories going along weakly sloping surfaces, so that horizontal motion is
normally much relevant than vertical motion.
Figure 2.2: Sketch with the lower layers of the atmosphere and temperature gradients (red line). (from
Windows to the Universe: R. Russell).
In order to study the transport in the atmosphere we need to look at the movement of the fluid. There are
two different reference systems to describe the motion of fluid: the Lagrangian frame and the Eulerian frame.
In the Lagrangian frame the coordinate system is moving with fluid parcels and we evaluate the processes that
act on an infinitesimal fluid parcel to obtain differential equations for its behavior. The term Lagrangian is
also often used more generally to refer to methods that are explicitly based on trajectories. In the Eulerian
frame, we use a Cartesian coordinate system fixed in a certain point of space, which is more convenient for the
representation of fields. Both frames are related by the material derivative:
D
Dt
=
∂
∂t
+ v · ∇. (2.1.1)
Now, considering the transport and mixing properties of flows, it is useful to distinguish between two basic
processes: advection and diffusion.
The first one is the dominant mechanism in the motion of a fluid. Through advection, parcels are moving
away from one place to another. It is the deterministic motion given by a velocity field. The particles or
properties of the flow are described by a concentration field C(x, t). Considering passive and inert particles, the
evolution of C by advection follows the equation:
∂C
∂t
+∇ · vC = ∂C
∂t
+ v · ∇C = S(x, t), (2.1.2)
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where S(x, t) represent sources and sinks and the second equality is true for incompressible flows (∇ · v = 0).
Diffusion is a transport process induced by random motion at molecular scales. The transport is produced
from high to low concentration places (strong concentration gradients), and an equilibrium state is reached
when the concentrations equal. The evolution of the concentration field C(x, t) under the effect of only diffusion
is given by:
∂C
∂t
= D∇2C, (2.1.3)
where D is the diffusion coefficient. Due to the typical values of D, molecular diffusion alone is not efficient in
macroscopic scale but it is at molecular scale.
Both two basic transport processes are present in all real fluid flows and the interaction of both leads to
very efficient mixing. The advection-diffusion equation combine both effects:
∂C
∂t
= −v · ∇C +D∇2C + S(x, t), (2.1.4)
valid for incompressible fluids.
In the homogenization process of a fluid different stages can be found (Eckart, 1948). When an inho-
mogeneous fluid is started to be shaken, diffusion is not relevant because despite the high concentration of
inhomogeneities, the contact surface with the rest of the fluid is small. In this phase, advection is the impor-
tant process: the deformation of the geometric field displaces close parcels to distinct regions of the domain,
increasing gradients in the concentration field. This stage is known as stirring. When chaotic advection makes
the contact surface of the inhomogeneities large and concentration gradients are strong enough, the effect of the
diffusion is enhanced. Molecular diffusion interchange material between different parcels in the fluid, effectively
homogenizing the mixture (mixing phase).
Coming back to the case of the atmosphere, three-dimensional turbulence on the one hand and the large-
scale quasi-horizontal flow on the other have very different stirring and mixing properties. In three-dimensional
turbulence the strong vortex stretching, and accompanying cascade of energy to small scales imply that the
velocity gradient increases as horizontal length scale shrinks. It follows that deformation at a given scale is
dominated by the flow at that scale. This has two important implications. The first is that the time taken
to stir a field from some finite scale to the scale at which molecular diffusion is important is independent of
diffusivity (when the latter is small). The second is that the spatial structure of the concentration field is highly
complex, since it reflects the complex spatial structure of the underlying three-dimensional flow.
In the large-scale quasi-horizontal flow, on the other hand, the velocity field has a finite spatial scale and
there is no strong increase of velocity gradients as horizontal length scale shrinks. It follows that the deformation
at given scale is dominated by the flow at the large-scale. This implies that the time taken to stir a certain field
from some finite scale to the scale at which molecular diffusion is important increases logarithmically with the
inverse of diffusivity (when the latter is small). It also implies that at small scales the structure of the field is
locally one-dimensional, consisting of filaments (in two dimensions) or sheets (in three dimensions). Flows with
these properties are often called ’chaotic advection’ flows (e.g. Wiggins and Ottino, 2004). This work is focused
on transport and mixing by the large-scale quasi-horizontal atmospheric flow.
2.2 Lagrangian Transport from a dynamical systems point of view
In the late 19th century and during 20th some scientists like Poincare, Hopf or Kolmogorov, among others,
introduced the first approach to the concept of chaotic systems. In 1963, the mathematician and meteorolo-
gist Edward Lorenz published a paper titled ”Deterministic Non-periodic Flow”. He was the first to recognize
the chaotic behavior in the mathematical modeling of weather systems. To explore the underlying mathe-
matics, he introduced in his paper the notion of chaotic attractors in dissipative systems and discovered that
simply-formulated systems with only a few variables can display highly complicated and unpredictable behavior.
In order to bring out the geometry of mixing in time-dependent fluid flows we take the Lagrangian approach
and analyze trajectories of infinitesimal fluid parcels. We represent these fluid parcels by point particles in the
fluid.
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(a) (b)
Figure 2.3: a) Linear strain flow defining a dynamical system with a hyperbolic fixed point x∗ = (0, 0). The
x-axis and y-axis are the stable and unstable invariant manifolds of the hyperbolic fixed point. Fluid parcels
in each quadrant are confined to the respective quadrant by the hyperbolic manifolds (from Huhn, 2012). b)
Unstable manifolds (red curve) inferred from stretching cloud patterns in a time-periodic atmospheric flow
generated by winds blowing past Guadalupe, a volcanic island off Mexico’s Baja California (from Peacock and
Haller, 2013).
Their trajectories are the solutions of the dynamical system:
dx(t)
dt
= v(x, t), (2.2.1)
x(t0) = x0 , (2.2.2)
where the velocity field v(x, t) is assumed to be known from experimental measurements or numerical models.
Particle trajectories can be obtained from the numerical integration of the Eulerian velocity field (Eqs.(2.2.1)
and (2.2.2)). Although the present work is focused in the two-dimensional approximation, a generalization of
the concepts can be done for three-dimensional systems.
The mixing patterns appearing in chaotic flows are only determined by the previous dynamical system that
governs the advection. The patterns can be extracted from the trajectories that solve by applying methods
of dynamical system theory. In particular, this deals with the analysis of the phase space: the space of the
dynamic variables of the system. In this work, the phase space is the real space in a two-dimensions (x, y)
approximation. The topology of the phase space determines the dynamics of the trajectories, i.e., it controls in
which direction fluid can flow. We try to separate regions of different dynamics in the fluid by analyzing the
portrait of the phase space of the flow.
2.2.1 Stable and unstable manifolds in a steady flow
In order to understand the basic concepts of hyperbolic fixed points, stable and unstable manifolds and their
role in structuring the phase space of a simple two-dimensional dynamical system (Ott, 1993), a simple example
is studied.
Let us consider a simple 2D linear strain flow (Fig. 2.3) that defines a time-independent or autonomous
dynamical system:
x˙(t) = v(x, t) = b
( −x
y
)
, (2.2.3)
where the parameter b is a strain amplitude.
The hyperbolic fixed point of the system is the one which satisfies v(x∗) = 0, in this case x∗ = (0, 0). If a
small perturbation, δx(t), is applied around the fixed point, its evolution will be:
˙δx(t) = v(x∗ + δx)− v(x∗) ≈ ∇v(x∗)δx. (2.2.4)
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In order to integrate the differential equation for the perturbation, we notice that the gradient of the velocity
field is:
∇v(x∗) =
(
∂xvx ∂yvx
∂xvy ∂yvy
)∣∣∣∣
x∗
= b
( −1 0
0 1
)
. (2.2.5)
Therefore, the evolution of perturbation is exponential in time influenced by the eigen-values of ∇v:(
δx(t)
δy(t)
)
=
(
e−btδx0
ebtδy0
)
. (2.2.6)
The stable and unstable directions of the hyperbolic fixed point coincide with the X and Y axis respectively.
All points on the x-axis asymptotically converge to the fixed point while they always stay on the x-axis. There-
fore, the x-axis is the stable invariant manifold of the hyperbolic point x∗. On the other hand, all points on the
y-axis asymptotically diverge away from the fixed point while they always stay on the y-axis. This makes the
y-axis to be the unstable invariant manifold. These manifolds separate regions in the phase space with different
dynamics. As they are material lines, i.e., they consist of fluid particles, they cannot be crossed by fluid and
act as a transport barrier. In this case of a system whose velocity field is independent of time (autonomous),
they completely separate the fluid into four regions without exchanges.
Material lines can be found in periodic and quasi periodic flows, where they act as key structures of observed
tracer patterns. In nature find them is extremely rare. An example is presented in Fig.2.3 b) where organized
cloud features in the wake created by steady wind blowing past the Mexican island of Guadalupe.
However, in the case of more real time dependent flows, fluid exchange between different regions is possible.
The stable and unstable manifolds determine the geometry of this exchange and are therefore of high interest to
obtain the geometry of mixing in the fluid. The identification of these dynamical skeletons for mixing patterns
in flows with complex spatial and temporal structure presents an ongoing challenge.
2.2.2 Lagrangian Coherent Structures in an unsteady flow
When we want to extract stable and unstable manifolds in a time-dependent flow, the approach is different
from what we have seen. In the area of geophysical fluids, these structures are called Lagrangian coherent
structures (LCS). LCS are defined as structures which organize centers for Lagrangian patterns; as material
lines or transport barriers, and as structures that locally exhibit the strongest attraction, repulsion or shearing
in the flow (Haller, 2011). LCS associated with hyperbolic trajectories are directly related to the concept of
stable and unstable manifolds of hyperbolic fixed points.
In the case of the steady or periodic flow, stable and unstable manifolds of hyperbolic fixed points are
asymptotic concepts, i.e., they are defined for infinite time and space. Nevertheless, in many geophysical flows
like the atmosphere or the ocean, or in technical flows in chemical engineering, we are interested in chaotic
transport on relatively short time and space scales, while the asymptotic mixing is irrelevant. Therefore, in the
last two decades many theoretical and applied studies presented different definitions of non-asymptotic stable
and unstable manifolds.
2.2.3 Detection of LCS in an unsteady flows: Non-Asymptotic Lyapunov Expo-
nents
A dynamical system is classified as chaotic when depends sensitively on initial conditions, doesn’t allow long-
term predictions and shows fractal patterns in the phase-space. Therefore, small (infinitesimal) perturbations
introduced in the system will grow exponentially with time, a fact which is connected with a positive Lyapunov
exponent.
The standard Lyapunov exponent is defined as the exponential rate of separation, averaged over infinite
time, of particle trajectories initially separated infinitesimally. Consider x(t0) and x(t) = x(t0) + δ(t) as two
particle trajectories separated initially by a distance δ(t0). The Lyapunov exponent is defined by:
λ = lim
t→∞ limδ(t0)→0
1
τ
ln
‖δ(t)‖
‖δ(t0)‖ . (2.2.7)
The Lyapunov exponents can be either positive or negative indicating exponentially diverging or converging
pairs of trajectories. When λ < 0 the solutions are stable in dissipative or non-conservative systems. In these
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systems the orbit attracts to a stable fixed point. On the other hand, if λ > 0 the orbit is unstable and chaotic,
and nearby points will diverge. Under the incompressibility assumption, λ is also the growth rate of tracer
gradient perpendicularly to the direction of separation (Batchelor, 1952).
The standard Lyapunov exponents concerns long-time growth rates, namely the expansion or contraction of
an infinitesimal perturbation followed, in principle, over infinite time. For this reason, they are also called global
Lyapunov exponents. Because of the long-time limit, they are independent of the specific orbit on the system
attractor and are invariants of the dynamical system. This property makes standard Lyapunov exponents useful
in the study of time-independent dynamical systems. However, due to its asymptotic nature, they are not suited
in the analysis of time-dependent ones or those that are only defined on a finite time-space interval. This is
the case of important dynamical systems such fluid flows, where this approach seems to be limited for practical
analysis. The infinite-time limit doesn’t work when working with experimental data, while infinitesimal pertur-
bation at t0 makes λ even more difficult to be measured neither experimentally nor computationally.
Extending the idea, a generalization of the Lyapunov exponent has been proposed: the Local Lyapunov
Exponent (LLE) (Abarbanel et al., 1991). The LLE of a dynamic system characterizes the rate of separation
of infinitesimally close points of an orbit. They depend on the position in system phase-space where the per-
turbation is made. This last property make the LLEs the practical quantity that controls the limit on the
predictability that is connected with the inherent dynamical instability in a chaotic system.
Depending on what asymptotic character is removed, there are two non-asymptotic Lyapunov exponents:
finite-time and finite-size Lyapunov exponents.
Finite-time Lyapunov Exponents (FTLEs)
In order to quantify the stretching of fluid parcels during a finite time, the standard Lyapunov exponent is
modified to a finite-time version (relaxing the limit t→∞ ), the finite-time Lyapunov exponent (FTLE) (Ott,
1993).
An expression for FTLE can be obtained studying the stretching between two neighboring particles. Consider
an arbitrary point x0 in phase space at time t0 advected by the flow a time interval τ . Because the flow is
highly dependent on initial conditions, an arbitrary point close x0 at time t0 will behave similarly as x0 when
advected by the flow, at least locally in time. Nevertheless, as time evolves, the distance δx(t0) between this
neighboring point and the point x0 will be δx(t0 + τ). We obtain an expression for the finite-time Lyapunov
exponent (FTLE) at the initial point x0 at time t0 with a finite integration time τ :
λ(t0, τ) =
1
τ
ln
δ(t0 + τ)
δ(t0)
. (2.2.8)
A definition related to the deformation of the fluid, useful to compute fields of the FTLE in a flow, is given
using the flow map φτt0 . This function takes initial positions x0(t0) at time t0 of any fluid element advected by
the flow and provides its final position x(t0 + τ) after a finite time τ :
x(t0 + τ) = φ
τ
t0(x0(t0)). (2.2.9)
Linearly, if an infinitesimal perturbation δx(t0 + τ) is added to the initial position x0 , after a time τ it will
be deformed by the flow map as:
δx(t0 + τ) ≈ ∇
[
φτt0(x0)
]
δx0(t0) = ∇ [x(t0 + τ)] δx0(t0). (2.2.10)
In order to find out the length of the perturbation after the integration time τ , the norm (by the inner
product) can be calculated:
‖δx(t0 + τ)‖ =
√
〈∇φτt0(x0)δx0 ,∇φτt0(x0)δx0〉 =
√
〈δx0 ,C(x0)δx0〉, (2.2.11)
where C(x0) is the finite-time version of the Cauchy-Green deformation tensor (Haller, 2001). It is a
symmetric tensor and has real eigenvalues:
C(x0) =
[∇φτt0(x0)]T [∇φτt0(x0)] . (2.2.12)
The maximum stretching of the perturbation length, S(x0), is related to the maximum eigenvalue of C(x0), γi:
S(x0) =
√
max
i=1,N
γi(C(x0)). (2.2.13)
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Finally, the FTLE field depending on the initial position, x0 , and time, t0, and the integration time, τ , as
well is given by the expression:
λ(x0 , t0, τ) =
1
τ
lnS(x0). (2.2.14)
Finite-size Lyapunov Exponents (FSLEs)
Similarly, another definition of a non-asymptotic Lyapunov exponent can be obtained with the finite-size
Lyapunov exponent (FSLE). In this case, the limit δ(t0)→ 0 is relaxed. FSLE is used to extract mixing patterns
in unsteady flows as well, but instead of fixing a finite time and evaluating the deformation of the fluid after
that time, a finite length scale of typical flow structures, ∆, is predefined. That is, FSLE quantifies the time it
takes for a perturbation to grow from an initial size δ to a given but arbitrary size ∆.
In the case of using FSLE to study the dispersion of particles in a flow, distances between particles are
chosen as the perturbations. The easiest way to fix the value ∆ is to be proportional to the initial perturbation
δ, defining the dispersion factor: r = ∆/δ (Peikert, 2014):
λ(δ) =
1
τ(δ, rδ)
ln(r). (2.2.15)
Therefore, τ is the needed time to increase the distance between particles by a factor r. The procedure
to calculate FSLE fields consists of following a particle trajectory and its neighbors, measuring the distance
between them until it reaches a certain threshold. Usually, when the integration of the velocity field is stopped
after a reasonable time, only a small part of the trajectories have reached the fixed final separation. If we
follow the trajectories for a certain time t, but the particles never reach the required final distance to exceed
the threshold, so τ is larger than t, we define λ = 0.
The largest Lyapunov values (initial positions of the trajectories with the strongest separation rate)concentrate
along characteristic lines which are the LCSs (Herna´ndez-Carrasco et al., 2011; Josep and Legras, 2002), estima-
tors for the stable/unstable manifolds of the unsteady flow. The structure of these material lines resembles the
structure of ridges of the FTLE field. When r is of the order of a few units, λ describes the stirring properties
at scale δ0 and can be interpreted as the inverse of a local turbulence time (Koh and Legras, 2002). If, on the
contrary, r >> 1, the stable and unstable hyperbolic material lines can be obtained by plotting the extrema of
λ for forward and backward advections, respectively.
FSLE represents the inverse time scale for mixing up fluid parcels between the two length scales, the initial
separation δ0 and the final one δf , therefore it depends critically on their choice (the rate r). The variation
of this parameter allows studying different structure sizes (LCS). As we said, there are two possibilities to
perform the particle trajectories to calculate the time integration: forward or backward in time, depending in
the interest of study stable or unstable manifolds. For the time-backwards evolution, the highest FSLE values
locate strongly attracting lines which approximate the flow unstable manifolds (Herna´ndez-Garc´ıa et al., 2010).
As a consequence, these lines of maximum separation or convergence rates, move with the flow as if they were
material lines and define fluid domains with different origin and characteristics. Backward FSLEs’ lines have
been interpreted as fronts of passive scalars driven by the flow (d’Ovidio et al., 2009). These ridges of maximum
values organize the flow since they act as a transport barriers in the motion of the particles. They constitute a
powerful tool for predicting fronts generated by passive advection, eddy boundaries, material filaments, etc.
The definition of the finite-size Lyapunov exponent was introduced in the context of predictability in sys-
tems with many characteristic scales by Aurell et al. (1997) and has been used to study tracer dispersion in
enclosed flow domain (Artale et al. 1997) and buoy dispersion in semienclosed oceanic basins (Lacorata et al.
2001). The usefulness of this quantity in identifying qualitatively different mixing regions in atmospheric flows
(Pierrehumbert 1991a; Pierrehumbert and Yang 1993; Pierce et al. 1994) as well as in oceanic flows (d’Ovidio,
2004; d’Ovidio, 2009; Herna´ndez-Carrasco, 2013) have been demonstrated in several studies.
Comparison between FTLE and FSLE
In order to characterize regions of different finite-time dynamics in a flow, several methods have been pro-
posed that compute scalar quantities from properties of trajectories. Sometimes, the preference for one or the
other methods seems to be based more on a tradition within a scientific community than on proven advantages.
Therefore it is useful to compare them and discuss some advantages and disadvantages.
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Calibration of parameters can produce similar FTLE and FSLE fields and thus similar visualizations of the
LCSs in a flow dataset (Peikert et al., 2014, see next section). Differences still exist, but seem to be less funda-
mental than was claimed in literature. To compare both methods, pairs of parameters τ and r have to be found
such that the corresponding FTLE and FSLE fields are similar, i.e., highly correlated. Observed differences can
be due to poor choice of parameters as well as sampling artifacts.
While the actual results that can be achieved by FTLE and FSLE are rather similar, it is worthwhile noting
the subtle conceptual difference between the two methods: The FSLE allows us, by the choice of the parameter
r, to focus on local separation above a certain threshold. Additional information about the typical time- scale
of the observed mixing/transport is also provided, which can be a valuable additional information. The FTLE,
on the other hand, operate with a fixed time-scale and detect separation at all spatial scales. This allows us also
to assess the interplay of the detected structures. Depending on prior knowledge about the time- and spatial
scales of interest for a specific application, as well as whether or not the interplay of structures is of interest,
FTLE may be a more appropriate choice than FSLE, and vice versa.
Lagrangian Coherent Structures (LCS) as ridges in the FSLE field
As we said in previous sections, for time-independent systems, separatrices that organize the dynamics are
given by the stable and unstable manifolds of hyperbolic fixed points. However, in the case of time-dependent
systems, these structures, now LCS, are often hidden if we look at the Eulerian velocity field or even particle
trajectories.
A simple example to understand how LCS organize fluid transport is given by the so called double-gyre
problem (Fig.2.4). Although, this is a time-periodic flow that can be analized with more traditional methods,
the double-gyre problem has become a canonical flow field for testing LCS ideas. This flow is described by the
stream-function:
ψ(x, y, t) = Asin(pif(x, t))sin(piy), (2.2.16)
where
f(x, t) = a(t)x2 + b(t)x, (2.2.17)
a(t) = sin(ωt), (2.2.18)
b(t) = 1− 2sin(ωt). (2.2.19)
The analytical forms of the parameters in Eq.(2.2.19) were chosen to produce a simple time-dependent flow
with fixed boundaries. Suggested parameters are A = 0.1,  = 0.25, ω = 2pi/10 and a domain (0, 2)× (0, 1).The
velocity field is given by:
u = −∂ψ
∂y
= −piAsin(pif(x))cos(piy), (2.2.20)
v =
∂ψ
∂x
= piAcos(pif(x))sin(piy)
df
dx
. (2.2.21)
In the example, at t0 (Fig.2.4 a) ) we release a blob of black dye between two oppositely swirling gyres
(vortices). The strength and location of these gyres vary periodically in time. Some time after, at t1 (Fig.2.4
b) ), we see that the dye has been stretched and transported in the fluid but the final shape can’t be discern
from neither the velocity field at t1 nor at t0.
The structures that are responsible for organizing the shape of the dye streak between t0 and t1 are LCS.
In Fig.2.4 c) and d) strongest repelling and attracting structures at t0 are shown. They reveal that the blob is
going to be separated by the flow when going to the bottom of the figure and then when they are in the top,
they almost re-encounter due to the attracting LCS plotted in black lines. It is clear that while the two LCS
candidates are quite different from the the velocity field, they nicely organize the transport of the dye blob.
Using the fields of FSLE, we can observe analogous ridges or material lines that divide dynamically different
regions and are time-dependent as well. Thus, a time-dependent flow can be studied in terms of LCS in a similar
way as a time-independent flow in terms of stable and unstable manifolds. Attracting (repelling) LCSs corre-
spond to FSLE fields obtained from particle trajectories integrated backward (forward) in time. Some previous
works (Joseph and Legras, 2002; d’Ovidio et al., 2004, 2009) showed many examples where well-defined ridges,
local maxima, in the FSLE fields lead the global flow structure.
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Figure 2.4: Flow in a double gyre. (a) At time t0, a blob of black dye is released in a time-periodic flow field
with two vortices or gyres. The velocity field at that moment is indicated by the blue arrows. (b) Dye and
velocity field at t1, after being transported by the time-dependent flow. (c) A candidate for the strongest
repelling Lagrangian coherent structure (LCS) (white line) at t0 bisects the initial dye blob. (d) A candidate
for the strongest attracting LCS (black line) at t1, responsible for the shape of the blob of dye at that time
(from Peacock and Haller, 2013).
More precisely a definition of a ridge in the FSLE field can be thought intuitively. A ridge is a curve such
that if somebody is walking along it and then deviate to the left or right just a step, s/he would be descending.
For FTLE, a mathematical theory proves that LCSs represent invariant manifolds, but in contrast it is not well
established in the case of FSLE. Nevertheless, based on previous studies it can be assumed that ridges in the
FSLE field follow the LCS.
Although, there are not theorems for FSLE, we can extract some properties of LCSs derivated from previous
studies (Joseph and Legras, 2002; d’Ovidio et al., 2004, 2009; Herna´ndez-Carrasco et al., 2011):
• For well-defined LCS, which are obtained from FSLE field with an enough spatial difference between the
initial and the final separation of particles, the flux of matter across such structures is expected to be small.
• The FSLE measures the integrated effect of the flow, so if the time τ is too small then this integrated effect
is ignored and thus the FSLE is not very indicative of Lagrangian behavior.
• LCS can be computed below the spatial resolution of the velocity field.
• LCS are robust when errors are introduced in the velocity data and in the particle trajectory.
• LCS (at least the ones which are clearly visible in the FSLE fields) are invariant manifolds for all practical
purposes.
2.3 Characterization of the atmospheric blocking event
Atmospheric blocking is a nonlinear phenomenon that produces anomalously stable anticyclonic conditions
in the atmospheric pressure field of mid-latitudes, effectively ’blocking’ or redirecting migratory cyclones. They
are one of the most important meteorological systems under study due to their influence in the weather and
climate of the regions they appear. Although they have been well-known during long time, scientific community
still tries to fully understand their dynamics and implementation in atmospheric models.
These blocks are synoptic scale (≥ 2000 km, see Fig. 2.1) systems that can remain in place between 5-15
days and sometimes even a month. Commonly, they appear in spring and winter, but also in autumn and
summer with less frequency. Blocking events can essentially be considered as Rossby wave-breaking episodes,
thus they are more frequent in mid-latitudes. Based on their morphology, blocks are classified as (Fig. 2.5):
- Rex blocks: This pattern is characterized by strong easterly winds at and below 500mb between the
high and low. Upstream from the block, west of the deformation zone, conditions are typical of zonal flow. After
the recombination of the split flow on the east side of the block, warming and drying conditions are expected.
- Cut-off high or blocking highs: Under this blocking pattern warm and dry conditions will occur,
and may develop into drought conditions, depending on length of residency of the block. Blocking highs, when
centered on the eastern, equatorward coast of a continent can produce severe convective events known as the
”Ring of Fire”.
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- Cut-off low : This pattern produces cool temperatures and precipitation, with possible flooding on
the eastern side, as multiple vorticity maxima round the base of the low.
- Omega block : is a combination of two cut-off lows and one blocking high that form the Greek letter
Omega (Ω). The westerly upper-level inflow abruptly splits westward and poleward of the first cyclonic cir-
culation (L1), it also extends cyclonically equatorward of the second cyclonic circulation (L2). Omega blocks
bring warmer and drier conditions to the areas that they impact and colder, wetter conditions in the upstream
and downstream. Persistent and stationary blocking can induce extreme temperatures and severe precipitation
anomalies over the surrounding area (Black et al., 2004).
(a) Rex Block (b) Cut-off high (c) Cut-off low
(d) Omega Block
Figure 2.5: Blocking patterns at 500 hPa. Blue lines represent regions with same geopotential heights at 500
hPa. Green lines are deformation lines. From The COMET Program.
In the summer of 2010, an Euro-Russian Omega blocking persisted for most of the summer months, produc-
ing an intense heat wave over Eastern Europe and Western Russia. The heat wave was more intense and covered
a wider area of the Euro Russian region than the heat wave over Europe in the summer of 2003 (Stott et al.,
2004) (Fig. 2.6). Russia’s extreme heat started in early July nearly coincident with the peak temperatures in the
annual cycle, intensifying human and environmental impacts. During July, when daily temperatures (Fig. 2.7)
were near or above record levels, the heat wave covered western Russia, Belarus, Ukraine, and the Baltic nations.
For the 2003 western European heat wave, human influences and anomalous sea surface temperatures (SSTs)
are estimated to have at least doubled the risk for such an extreme event (Stott et al., 2004). However, in the
case of the Russian heat wave, there were no hint of the record heat and studies point to a primarily natural
cause (Dole et al., 2011). The event appears to be mainly due to internal atmospheric dynamical processes that
produced and maintained an intense and long lived blocking event. In addition, it is likely that the intensity of
the heat wave was further increased by regional land surface feedbacks.
The strong high pressure system led to record warmth over many locations in central and eastern Europe.
Most of western Russia had the hottest summer in recorded history (Fig. 2.6): Moscow (55.7N, 37.6E, Russia)
got its highest temperature of 39C on 30th July during the prior 90 years (Grumm, 2011).
The 2010 summer heat wave had devastating social consequences. The mortality rates due to the unprece-
dented extreme temperatures and air pollution were much larger than the normal rates for summer, especially
in major urban areas such as Moscow. More than 600 forest and peat fires resulted in smog levels that were five
to eight times higher than normal, leading to widespread illness (State of the Climate Global Hazards). Addi-
tionally, these wildfires amplified the impacts of the drought in the area and led to a 25% significant decrease
of the annual crop production (Barriopedro et al. 2011). It turned to be one of the world most severe disasters
of the latest decade incurring over 54,000 of additional deaths and economic damage of 1.4% gross domestic
product, GDP (Beilharz et al., 2013). In addition, the downstream trough of the Euro Russian blocking induced
catastrophic flooding over Pakistan in July 2010 (Webster et al., 2011).
As we said, the underlying features of this heat wave and its origins were intimately related to intrinsic
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Figure 2.6: Observed time series of western Russia July temperature anomalies for the period 1880 to 2010
indicated as positive (red) and negative (blue) temperature anomalies relative to the base period from 1880 to
2009. Numbers indicate the years of the ten most extreme positive anomalies. The red asterisk indicates year
2010. (From Dole et al., 2011).
Figure 2.7: Daily Moscow temperature record from November, 1 2009 to October, 31 2010. Red and blue
shaded areas represent departures from the long-term average (smooth curve) in Moscow. Temperatures
significantly above the long-term average scorched Moscow for much of July and August. (From the Global
Summary of the Day produced by National Climatic Data Center, NOAA).
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dynamics of the upper level atmospheric flow. In meteorology, a block episode can be detected in terms of the
gradient of the geopotential height at 500hPa (Z500) which helps for locating troughs and ridges, the upper
level counterparts of surface cyclones and anticyclones. The geopotential height of the 500 hPa pressure surface
shows approximately how far one has to go up in the atmosphere before the pressure drops to 500 hPa. On
average this level is around 5.5 km above sea level. This level is often referred to as a steering level, because
the weather systems beneath, near to the Earth’s surface, roughly move in the same direction as the winds at
the 500 hPa level. The Z500 contours effectively show the main tropospheric waves that ’control’ our weather:
low heights indicate troughs and cyclones in the middle troposphere whilst high heights indicate ridges and
anticyclones.
Figure 2.8: Monthly anomalies of surface temperature (oC), ST (shaded) and geopotential height at 500hPa
(m), Z500 (contour) in a) July, b) August 2010. The climatology used is 1981-2010 to match the new climate
normal time-period. Plot computed with data from NCEP/NCAR reanalysis.
Figure 2.8 shows Z500 and surface temperature anomalies for July and August 2010. Flow exhibits an
Omega blocking, with a structure of low/high/low pressure system, as we can see from Z500 contour map
(Fig.2.8 a) ). The highest July 2010 surface temperature anomalies were recorded in the center of the block,
where factors like displacement of subtropical air northward, descending air and reduced cloudiness contributed
to produce extremely warm STs. In the east of the warmest region, it is possible to observe anomalously
cooler temperatures with a southward transport of polar air. The distance between centers of the temperature
anomalies is comparable to the scale for stationary upper-air Rossby waves (Held, 1983), consistent with the
role of atmospheric dynamical processes in accounting for the persistence of this pattern. The drought during
the event may have produced a feedback effect from land surface that amplified the intensity of the heat wave,
as has been observed in prior severe droughts (Fischer et al., 2007).
In August (Fig. 2.8 b) ), highest STs continue almost enclosed in the same region and with quite similar
intensity, although heat is lightly spread southward. Oppositely, high-pressure system is weaker in this second
month, where the blocking is present during early August.
Climatologically Russia is prone to blocking events during summer (Tyrlis and Hoskins, 2007), and many of
its previous heat waves were associated with blocks. However, Dole et al. (2011), showed that the strength of
all the ten largest July heat waves in this region since 1880 together are comparable with the single 2010 July
heat wave, remarking the importance of this last one.
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Methodology
The interest of this study is to find out coherent structures associated to the Lagrangian dynamic during
the blocking episode. A Lagragian particle dispersion model is used with this purpose. Description and config-
uration of the Lagrangian model is presented in Section 3.2. Inputs include different velocity fields and other
meteorological variables that help to model unsolved scales.
Once particles trajectories are integrated with the Lagrangian model, FSLE fields are calculated and their
extrema will determine LCSs. The method to obtain these LCSs is described in 3.3. Section 3.1 includes a de-
tailed description of all the data sets required for the input/output of the Lagrangian model as well as Eulerian
fields used to compare with the results in Chapter 4.
3.1 Data
The input data for the model was provided by NCEP Climate Forecast System Reanalysis, CFSR(Saha et
al., 2010). A reanalysis is the assimilation of historical observational data spanning an extended period, using a
single consistent assimilation (or ’analysis’) scheme throughout. NCEP Reanalysis was initially completed over
the 31-year period from 1979 to 2009 and extended to March 2011. CFSR was initialized 4 times per day 00:00,
06:00, 12:00, and 18:00 UTC, i.e every 6 hours. However, a temporal resolution of 3 hours (adding the times
03:00, 09:00, 15:00 and 21:00 UTC), required for the Lagrangian dispersion model, can be obtained. Hourly in-
tervals for the parameter/level(s) needed for this work are already assembled by NCEP Climate Forecast System
Reanalysis (CFSR) Selected Hourly Time-Series Products. The atmospheric, oceanic and land surface analyzed
products have a 0.5o × 0.5o horizontal resolution. The spatial coverage contains a range of longitudes of 0oE to
359.5oE and latitudes of 90oS to 90oN. The needed data for the input fields in the Lagrangian dispersion model
include dew point temperature, geopotential height, land cover, planetary boundary layer height, pressure and
pressure reduced to mean sea level (MSL), relative humidity, temperature, zonal and meridional component
of the wind, vertical velocity and water equivalent to accumulated snow depth. All these fields are provided
by CFSR data on 26 pressure levels. Finally, model simulations provide as output particle three-dimensional
position at every time step (output time step is set to one hour) used to compute the FSLE fields in Chapter 4.
For a general visualization of the blocking event during the summer, two different data fields from the
NCEP/NCAR reanalysis (Kalnay et al., 1996) have been used: geopotencial height at 500hPa (Z500) and sur-
face temperature (ST) monthly anomalies for July and August 2010 (used in Section 2.3), with the reference
climatologic period 1981-2010. In order to study particular days and times, 4-times daily observed products of
Z500 and ST from NCEP/NCAR reanalysis are required (Chapter 4). The 4x daily data are available at 00:00,
06:00, 12:00, and 18:00 UTC. However, only 00:00 and 12:00 will be used to compare with the results. The
spatial coverage of both monthly anomalies and 4x daily data is 2.5o × 2.5o filling up a global grid of 0oE to
357.5oE and 90oN to 90oS.
3.2 Lagragian Particle Dispersion Model FLEXPART
The numerical model used to integrate particle velocities is the Lagrangian particle dispersion model FLEX-
PART version 8.2. (Stohl et al., 2005, 2010). In the version 8.2 of FLEXPART, the representation of physical
processes was improved as well as a number of technical changes and bug-fixes implemented.
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Originally, the model was released in 1998 with the main purpose of calculating the long-range and mesoscale
dispersion of air pollutants from point sources, for instance after an accident in a nuclear power plant. Dur-
ing years of expansion and adjustments, it has been generalized into an important tool to model and analyze
atmospheric transport. Nowadays, apart from the initial application to study air pollution, it is used to study
all type of situations where atmospheric transport plays a role: greenhouse gas cycles, exchange between the
stratosphere and troposphere, the global water cycle and others. The model is now being used by at least 35
groups from 14 different countries and is seeing both operational and research applications.
Lagrangian particle models compute trajectories and concentrations of atmospheric particles, not necessar-
ily real particles, but infinitesimally small air parcels, in order to describe transport and diffusion of tracers
in the atmosphere. The aim of FLEXPART is to simulate the long-range and mesoscale transport, diffusion,
convection, dry and wet deposition and radioactive decay of these tracers. In addition, the resolution of a
Lagrangian model can be infinitesimally small. The tracers can be released from point, line, area or volume
sources. It can also be used in a domain-filling mode where the entire atmosphere is represented by particles of
equal mass. FLEXPART can be used both forward in time to study the dispersion of tracers from their sources,
and backward in time to find a possible contributing sources for a receptor.
FLEXPART most commonly uses meteorological input fields from the numerical weather prediction model
of the European Centre for Medium-Range Weather Forecasts (ECMWF) as well as the Global Forescast Sys-
tem GFS (GFS) or CFSR models from NCEP. These fields are forecast or analysis in Gridded Binary (GRIB)
format in version 1 or 2 on a latitude/longitude grid and on native ECMWF model levels as input. Optionally,
GRIB data from NCEP’s GFS model, available on pressure levels, can be used. Thus, to produce trajectories,
the input velocity data are interpolated on the present particle position, to advect the particle. The data can
be global or only cover a limited area. A domain with higher resolution can also be nested into a mother domain.
Particle trajectories are calculated by FLEXPART just integrating the trajectory equation:
dX
dt
= v [X (t)] , (3.2.1)
with t being time, X the vector position of the air particle, and v = v¯+vt+vm the wind vector that is composed
of the grid scale wind v¯, the turbulent wind fluctuations vt and the mesoscale wind fluctuations vm .
Turbulent motions vt for wind components i (u,v,w) are parameterized assuming a Markov process based
on the Langevin equation:
dvti = ai(X,vt , t)dt+
∑
j
bij(X,vt , t)dWj , (3.2.2)
where the drift term a and the diffusion term b are functions of the position, the turbulent velocity and time.
dWj are incremental components of a Wiener process with mean zero and variance dt, which are uncorrelated
in time. This stochastic scheme describes diffusive processes.
Particle transport and turbulent dispersion are handled by the model with procedures that interpolate
winds and other data to the particle position and the Langevin equations are solved. The poles are singular-
ities on a latitude/longitude grid. Thus, horizontal winds poleward of certain latitudes (±75o by default) are
transformed to a polar stereographic projection on which particle advection is calculated and then switched to
latitude/longitude grid again, so no additional interpolation is made.
On the other hand, mesoscale motions (vm) are neither resolved by the input data nor covered by the
turbulence parameterization. This unresolved spectral interval needs to be taken into account at least in an
approximate way, since mesoscale motions can significantly accelerate the growth of a dispersing plume. There-
fore, an independent Langevin equation for the mesoscale wind velocity fluctuations is solved based on the
method of Maryon (1998). The idea is to assume that the variation of winds on the Eulerian input grid scale
must be of a similar magnitude to the variation within a grid box.
3.2.1 Configuration of the Model
The particles are released from random locations at a certain time within a three-dimensional box extending
from the lower to the upper level above a rectangle (on a latitude/longitude grid) defined by the geographical
coordinates. A continuous release of particles in time can be selected but in this work a instantaneous release
is chosen. Besides, with some of the spatial coordinates set identically, surface, line or point sources can be
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specified. For all the simulations, 65500 particles were released in the level 5.5 km (mean height of the 500
hPa pressure surface), since the motion on the scale of interest is assumed to be highly two dimensional. The
releases grid covers an area between 0-80oE/40-70oN, with a default resolution of 0.1o × 0.1o. Therefore, the
average initial separation between particles is approximately ≈ 20 km. The model computes particle positions
every hour. Chemical descriptions of neither the particles nor the atmospheric composition were needed for this
work. Thus, all such settings were neglected in the model setup.
In order to study the blocking event from Lagrangian particle trajectories, we focused in the time range
of end of July, where the highest temperatures were reached. All the simulations have been run during 8
days. FLEXPART can run forward in time, particles are released from a number of sources and properties are
determined downwind on a grid. However, FLEXPART can also run backward in time, in that case, particles
are released from a receptor location (e.g., a measurement site) and ended in the sources positions. In this
thesis, both kind of simulations have been used for different purposes and they will be detailed in next sections.
Table 3.1 shows a summary of the selected options for the different run of the model in this work:
FLEXPART parameters
Input data CFSR model
Simulation time 8 days
Simulation mode Forwards and backwards
Number of particles 65500
Type of particle Air parcel
Release locations 0-80oE/40-70oN
Release height 5.5 km
Output grid resolution 0.1o × 0.1o
Output time step 1 hour
Output fields 3-D particle position
Table 3.1: FLEXPART configuration for the simulations.
3.3 Computation of Lagrangian Coherent Structures (LCS) from
FSLE fields
The model FLEXPART was configured to produce 3D positions of particles every time step of one hour.
In backwards simulations, the end position of the particles form a rectangle in the 5.5 km level, corresponding
to the particle source. Inside the rectangle, particles are randomly located by the model which determines an
irregular grid of points. This fact constitutes a big difference with the previous computational work to obtain
FSLE fields, since, in general, a regular grid of points is used for the calculations. For a sake of simplicity and
to take into account different directions, four nearest neighbors have been considered in regular grid, choosing
just northern, southern, eastern and western neighbors. However, in the irregular grid the process is not so
simple and another method is needed.
To calculate the FSLE fields in this work, we look for the four nearest neighbors of each particle at the
initial position X0 in the irregular grid. The particle positions are given by the model in spherical coordinates:
latitude, longitude and altitude. Consequently, the distance D between a selected particle and one of the rest
is calculated, assuming that both particles are in a 2D atmospheric level, as the arc formed by connecting two
positions times the distance to Earth’s center:
D = (Rt + Z)arccos{sin(ϕ1)sin(ϕ2)cos(θ1 − θ2) + cos(ϕ1)cos(ϕ2)}, (3.3.1)
where ϕ is the angle from the north pole down to the geographical location (pi/2–latitude), θ is the angle to
the east of the prime meridian (longitude), Rt is the Earth’s radius (6373 km in our computations) and Z is
the height of the considered atmospheric level.
Once the four nearest neighbors are identified, we follow the selected particle and its neighbors in time,
calculating their distances every time step. When one of the neighbors is far enough to reach a certain threshold:
r = δf/δ0, we record the time τ , at which two fluid particles initially separated by a distance δ0 reach a final
separation distance δf (see Fig. 3.1). Therefore, the expression for the FSLE in the initial spatial position x0
(irregular grid) of the considered particle is given by:
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Figure 3.1: Motion of a selected particle and its neighbors during the request time τ to increase the distance
between them and the particle by a factor r = 50.
λ(x0, t0) =
1
τ
ln(r). (3.3.2)
It is important to remark that we have explain the procedure to calculate FSLE for a forwards simulation
due to its simplicity to be understood. However, just backwards simulations will be used to calculate attracting
barriers therefore its enough to change ’initial position’ to ’final position’ and viceversa to understand the
procedure for FSLE in backwards time.
In this work, we focus on backwards FSLE and we try to identify the transport barriers in the flow. Besides,
we fixed the separation rate r = 100 in order to study synoptic/mesoscale structures (≈ 2000 km, see Fig. 2.1),
since average initial particle distance was about 20 km as we discuss in Section 3.2.1. Finally, attracting LCSs
will correspond to the maxima in the backwards FSLE field.
18
Chapter 4
Results
In previous studies, description of the blocking event has been done in terms of Eulerian quantities (e.g.
Dole et al., 2011; Matsueda et al., 2011). In this work we aim to study the episode with Lagrangian tools,
looking at the correspondence with the literature. These Lagrangian techniques have already been applied in
the ocean and stratosphere, so we will check if they help to study the troposphere as well, where much more
diffusive, turbulent and vertical movements are present and spatio-temporal scales also differ.
Upon considering this, backwards FSLE fields are calculated in Section 4.1. Subsequently, a comparison
with particle trajectories will be carried out to see if, despite all the turbulent and vertical processes, horizontal
LCSs still play a relevant role controlling the mixing in the fluid (Section 4.2). Finally, this trajectory-based
point of view is compared with the typical Eulerian fields in Section 4.3.
4.1 Temporal Sequence of FSLE Fields
As a first result, we compute the sequence of FSLEs by backwards time integration using the model FLEX-
PART. FSLE fields are sampled for the last days of July (from 23rd to 29th), when the highest temperatures
were recorded. In order to observe smooth changes in the sequence, the temporal interval between two FSLE
fields is set to 12 hours. Table 4.2 compiles all the 8-days simulations done for this section.
Backwards Simulations July 2010
1 16th - 12h to 23rd - 11h
2 17th - 00h to 23rd - 23h
3 17th - 12h to 24th - 11h
4 18th - 00h to 24th - 23h
5 18th - 12h to 25th - 11h
6 19th - 00h to 25th - 23h
7 19th - 12h to 26th - 11h
8 20th - 00h to 26th - 23h
9 20th - 12h to 27th - 11h
10 21st - 00h to 27th - 23h
11 21st - 12h to 28th - 11h
12 22nd - 00h to 28th - 23h
13 22nd - 12h to 29th - 11h
14 23rd - 00h to 29th - 23h
Table 4.1: Days and time of the simulations. Last date correspond to the moment in which particles are
released from a source. First date is the end of the backwards simulations, when particles are scattered.
It is useful to remind that backwards simulations start from 16th to 23rd July with scattered particles (like
the final position for a forwards simulation) and end from 23rd to 29th July in a rectangular domain. It is in this
regular area (specifically 40-70oN/ 0-80oE) where FSLE fields are represented. A temporal sequence of FSLE
fields is shown in panels of Fig. 4.1. Repelling LCSs can be identified as the darkest ridges in the FSLE data.
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(a) 23rd - 11h (b) 23rd - 23h
(c) 24th - 11h (d) 24th - 23h
(e) 25th - 11h (f) 25th - 23h
(g) 26th - 11h (h) 26th - 23h
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(i) 27th - 11h (j) 27th - 23h
(k) 28th - 11h (l) 28th - 23h
(m) 29th - 11h (n) 29th - 23h
Figure 4.1: Backwards FSLE fields (Values in the color bar have units of hours−1, h−1) for last days and
different hours in July 2010.
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In all the plots, a central region around 40-50oE/ 52-57oN remains nearly all the time with low values of
FSLE and is bounded by a circle of filaments with high values of FSLE that we can identify with LCSs. This
circle of structures approximately corresponds with the boundaries of the blocking event. In particular, we can
distinguish a thick zonal filament between 60-70oN that persists from 23rd to 26th. It seems that the filament is
propagating clockwise (anticiclonically) until 26th when it forms a small vortex and disappears from the region.
From 27th to 29th a big ridge develops almost meridionally around 30-40oE. It constitutes a barrier to the
transport between the East of Europe and Western Russia, and particle exchange wouldn’t happen between
these two regions.
In next section we will prove that particles belonging to the central region are trapped by the LCSs during
the chosen period of time. Besides, following particle trajectories, we will analyze how these attracting barriers
do not allow particle transport through them.
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4.2 FSLE and Particle Trajectories
Particle trajectories have been computed to verify if attracting LCSs still have relevance in the fluid transport
despite diffusive, turbulent and vertical movements in the troposphere. Different forwards simulations have been
run and the particle positions as time draws on are plotted. In the previous section, FSLE fields are shown in
the period 23rd to 29th of July 2010. Since particles need some time to spread far enough from the source until
they reach the structures, we started the first forwards simulation the day 21rd, releasing particles at 01:00 h.
Table 4.2 shows the additional forwards simulations used in this section. Particles were released in two different
locations: one group of 300 particles was initially placed inside the central region where LCS are not present
(55-57oN/ 40-45oE) and the other group of 300 particles was outside this region, limiting with the boundary of
the sample FSLE grid (55-57oN/0-5oE).
Forwards Simulations July 2010
1 21st - 01h to 29th - 23h
2 23rd - 01h to 29th - 23h
3 25th - 01h to 29th - 23h
Table 4.2:
When time evolves and particles scatter, their positions seem to be accurately guided by LCSs. At the
beginning of the simulations particles are too close and at the end they mix up, in both cases not filamentation
is observed in the particles clouds. Therefore, intermediate times between the release and the end of the simu-
lation have been chosen to get a good agreement between FSLE and trajectories. Some examples can be seen
in Figs. 4.2, 4.3 and 4.4.
(a) 23rd - 23h (b) 24th - 11h
Figure 4.2: Particle positions the days a) 23rd at 23h and b) 24th at 11h in July 2010. Particles were released
on 21st July 2010 in locations 55-57oN/ 40-45oE (green stars) and 55-57oN/ 0-5oE (red stars). Backwards
FSLE fields in shaded (color bar units are h−1).
Fig. 4.2 nicely shows how particles, initially placed in the central region (green particles), stretch following
an attracting barrier during the days 23rd and 24th July 2010 (particles were released on 21st). On the other
hand, particles placed outside at the beginning (red ones) split into two groups, one spreading southwards and
the other following the almost zonal structure located around 60-70oN.
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(a) 25th - 11h (b) 25th - 23h
Figure 4.3: Particle positions the day 25rd July 2010 at a) 11h and b) 23h. Particles were released on 23rd
July 2010 from same locations as in in Fig. 4.2. Backwards FSLE fields are shown in shaded (color bar units
are h−1).
If particles are released on 23rd, after two days, red particles stretch along the meridional ridge around 20oE.
Then, they find a gap in the structure and get inside the central region (Fig. 4.3). In contrast, green particles
remain close to the initial position without a big expansion of the particles.
(a) 28th - 11h (b) 29th - 11h
Figure 4.4: Particle positions the days a)28rd and b) 29th July 2010, both at 11h. Particles were released on
25th July 2010 from same locations as in in Fig. 4.2. Backwards FSLE fields in shaded (color bar units are
h−1).
A last example can be seen in Fig. 4.4, in which particles were released on 25th July 2010. The comparison
between FSLE fields is shown about three and four days later. The strong meridional structure described at
the end of the previous section force the two groups of particles to remain completely separated without any
mixing, and blocking the entrance of red particles inside the central region.
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4.3 FSLE versus Eulerian Fields
In this section we extract LCSs from FSLE fields and compare with two Eulerian fields: the geopotential
height at 500 hPa (Z500) and the surface temperature (ST). These fields are available at 00:00, 06:00, 12:00,
and 18:00 UTC, but FSLE fields in Section 4.1 were calculated for 11:00 and 23:00h, therefore to compare with
ST and Z500, the closest times have been chosen: 00:00 and 12:00h. LCSs are extracted from the fields in Fig.
4.1, keeping just the highest values of the Lyapunov exponents λ. In this case we have used λ > 0.06 h−1. Fig.
4.5 shows the repelling LCSs (blue shaded) overlapped with ST (shaded) and Z500 (contour) maps.
In figures 4.5 (a) to (n), regions associated with the blocking episode, whose area is highlighted by Eulerian
fields, are roughly similar to the limits depicted by the LCSs. Another fact to consider is that several of the
LCSs are associated to strong temperature gradients, as it can be observed in Figs.4.5 (e) or (m). During the
nights, temperatures decrease and the central region in the ST maps becomes smaller. Nevertheless, observing
Fig. 4.5 (e) and (f), for instance, LCSs don’t follow this reduction of the high temperature area but continue
tracking the isobaric lines of 5700-5800 hPa. Hence, diurnal variation is not reflected in the LCSs.
High temperature regions almost coincide with high pressure ones. However, LCSs don’t close completely
the anticyclonic region with high temperatures but surround the most part. There are places where the cor-
respondence between Eulerian and Lagrangian point of view is not accurate. An example can be observed in
Fig. 4.5 (g), (h) and (n), where LCSs seems to penetrate inside the cyclonic regions eastwards (for the first two
figures) and westwards (for the last one) of the central area, following a counterclockwise rotation that didn’t
appear in any other regions.
One last observation is that attracting LCSs are expected to be found around the perimeter of the anti-
cyclonic region but the precise position of the ridges can’t be determined just looking at ST and Z500 maps.
In Fig. Fig. 4.5 (j)-(n), the strong meridional ridge that is forming is located in the left side of the hight
temperatures region but an explanation of why it is there and not in the right side can’t be extracted when one
only sees the Eulerian maps.
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(a) 23rd - 12h (b) 24th - 00h
(c) 24th - 12h (d) 25th - 00h
(e) 25th - 12h (f) 26th - 00h
(g) 26th - 12h (h) 27th - 00h
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(i) 27th - 12h (j) 28th - 00h
(k) 28th - 12h (l) 29th - 00h
(m) 29th - 12h (n) 30th - 00h
Figure 4.5: Observed ST (oC), shaded, and Z500 (m), contour, compared with LCS for last days and different
hours in July 2010.
27

Chapter 5
Conclusions
The aim of this work was the analysis of particles transport in a complex, time-dependent flow (the atmo-
sphere) from a Lagrangian point of view. Specifically, the study was focused on an atmospheric blocking event
that took place in the Euro-Russian region in the summer of 2010, and produced an extreme heat wave with
devastating social consequences.
A Lagragian particle dispersion model called FLEXPART was used to integrate wind velocity fields from
CFSR data, and particles trajectories were obtained. Subsequently, backwards FSLE fields were computed
which allowed to extract repelling LCSs, i.e. material lines that repel nearby fluid trajectories at the highest
local rate relative to other material lines nearby. In Chapter 4, we obtain backwards FSLE fields every 12 hours,
covering a temporal range from 23rd to 29th July 2010, in which the maximum temperatures were reached. Af-
terwards, we compared forward trajectories from the Lagrangian model with the calculated FSLE fields in order
to visualize effective transport barriers and flow exchange. Lastly, typical Eulerian variables such as ST and
Z500 were represented from NCEP Reanalysis data and compared with repelling LCSs obtained from FSLE.
Conclusions can be drawn.
In the ocean surface, (Herna´ndez-Carrasco et al., 2011), showed that even if some dynamics is missed, FLSEs
results would still give an accurate picture of Lagrangian properties, valid for the solved scales. They are shown
to be robust against sources of error such us noise or uncertainties in the velocity data. When FSLE were
represented (Section 4.1), we obtained coarse-grained fields which were translated into pixelated LCS. This fact
might be due to the high diffusion and noise that the model FLEXPART introduces. Nevertheless, in agree-
ment with (Herna´ndez-Carrasco et al., 2011), we can still distinguish the most robust LCSs even if small-scale
filamental structures are lost.
Structures are found to be very dynamic and change faster in time than expected. In the work we found
that it is enough to sample the FSLE fields every 12 hours to get nearly smooth varying LCSs. Previous studies
(d’Ovidio et al., 2004) revealed the strong difference with the ocean, where one week is needed. Moreover,
LCSs do not give a complete idea about how particles go in and out of the vortex during the blocking episode,
although it produces a large period with very stable Eulerian atmospheric conditions.
LCSs were interpreted assuming quasi-horizontal motion of the flow in the 500 hPa isobaric surface since we
were interested in synoptic/mesoscale scales. Indeed, the two-dimensional approximation can be a controversial
limit. It is well-known that vertical motion in the atmosphere has more relevance than in the ocean. The oceanic
flow can be considered nearly laminar specially close to the sea surface. However, in this work we proved that
horizontal LCSs are still present despite the three-dimensionality of the atmosphere.
Simulated particles trajectories from inside and outside the blocking region are forced to remain separated,
as we expected from LCSs maps. Including effects of horizontal noise, vertical motion, turbulence, etc., previous
ideas still work in this atmospheric example and general features of the blocking can be identified in particles
trajectories.
Traditionally, transport information has been inferred with Eulerian diagnosis based on the analysis of in-
stantaneous snapshots of tracers and velocity fields. However, Lagrangian techniques have proved to better
detect the presence of large-barriers to the transport and unveil filaments generated by chaotic stirring. Simi-
larities between both points of view might not appear. That happens when comparing LCSs with Eulerian fields
in this work. With the Lagrangian analysis, we can distinguish the contribution of just particles trajectories
and transport to the general Eulerian maps, which include the effect of other atmospheric variables like solar
29
CHAPTER 5. CONCLUSIONS
radiation or surface temperature.
To bring to an end, we can say that FSLE is a robust and powerful technique that has worked to organize
particles transport in a two-dimensional approximation of an atmospheric event, despite diffusion and noise
introduced by the Lagrangian model. Future related studies could include an improvement of the resolution
in the FSLE fields, a calculation of attracting LCSs, a comparison with other Lagrangian models or a three-
dimensional analysis of LCSs in the atmosphere.
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Glosary of terms
CFSR: Climate Forecast System Reanalysis.
FTLE: Finite-time Lyapunov exponent.
FSLE: Finite-size Lyapunov exponent.
GFS: Global Forecast System.
GRIB: Gridded Binary.
LCS: Lagrangian coherent structures.
LLE: Local Lyapunov exponents.
MSL: Mean sea level.
NCEP: The National Centers for Environmental Prediction.
PBL: Planetary boundary layer or Atmospheric boundary layer (ABL).
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