We derive heuristically formula for the k-moments M k (x) of the gaps between consecutive primes< x represented directly by xπ(x) -the number of primes up to: 
Let p n denotes the n-th prime number and d n = p n+1 − p n denotes the n-th gap between consecutive primes. Let us introduce moments of arbitrary order k of gaps between consecutive primes:
The symbol f (x) ∼ g(x) means here that lim x→∞ f (x)/g(x) = 1. Presumably for the first time the second moment of gaps M 2 (x) pn<x (p n+1 − p n ) 2 was considered in 1937 by H. Cramer [3] . Assuming the validity of the Riemann Hypothesis he obtained:
for every > 0. In 1943 A. Selberg in [11] , also assuming the Riemann Hypothesis, has proved:
In [6] D.R. Heath-Brown conjectured that
For the history of the problem and review of results see [7] ; see also problem A8 in [4] . In [9, p.2056 ] the Heath-Brown-Oliveira conjecture was formulated:
In [9] authors made a remark after equation (5) that k ≥ 1, but even for k = 0 it produces correct answer as M 0 (x) is by 1 less then the number of primes up to x: M 0 (x) = π(x) − 1 (here, as usual, π(x) = n Θ(x − p n ) and Θ is a unit step function: Θ(x) = 1 for x > 0 and Θ(x) = 0 for x ≤ 0). By the Prime Number Theorem (PNT) the number of prime numbers below x is very well approximated by the logarithmic integral
.
Integration by parts gives the asymptotic expansion which should be cut at the term n 0 = ln(x) :
Let τ d (x) denote the number of pairs of consecutive primes smaller than a given bound x and separated by d:
In [13] (see also [14] ) we proposed the following formula expressing function τ d (x) directly by π(x):
Here 
We will assume that for sufficiently regular functions f (n) the following formula holds:
In other words we will replace the product over p|d in (8) by its mean value as E. Bombieri and H. Davenport [1] have proved that the number 1/ p>2 (1−
Later H.L. Montgomery [8, eq.(17.11) ] has improved the error term to O(log(n)). (5), eq. (12) and eq. (13) respectively presented up to 4 figures. We will use the notation M k (x) = k!x log k−1 (x) and expressions for i = 2 and i = 3 we will derive below. For second moments using the differentiated geometrical series we obtain (we have extended the summation over d = 2n up to infinity and used (10) , then the dependence on c 2 drops out)
For large x skipping in the big bracket above term π(x)/x ∼ 1/ log(x) we obtain
2 (x) (13) what for π(x) ∼ x/ log(x) gives exactly (4). In the similar manner for third moment we obtain using (8) the expression:
Putting here π(x) ∼ x/ log(x) in the limit of large x we obtain M 3 (x) ∼ 6x log 2 (x), i.e. (4) for k = 3.
For fourth moment similarly we obtain:
4 (x) ≡ 24
and for large x it goes to 4!x log 3 (x). We stop with these particular moments and we will derive the formula for moments of general order k. From the formula (8) we obtain :
To proceed further we need formula for the k-times differentiated geometrical series:
where |q| < 1 and n i
are Eulerian numbers (should not be confused with Euler numbers E n ), see [10, p.54] and eq. (7) in entry Eulerian numbers in [12] . In our case q = 1 − 2π(x)/x and for large x we have q → 1 hence in nominator we obtain k! because the Eulerian numbers satisfy the identity
see [2, eq.(1.8)] and entry Eulerian numbers in [12] . The denomiator is (2π(x)/x) k+1 and the power 2 k+1 cancels out. Finally we obtain
and for π(x) ∼ x/ log(x) it goes into (5). For k = 1 from above equation we obtain M 1 (x) = x and for k = 0 we obtain M 0 (x) = π(x) as it should be. 18 and x = 4 × 10 18 . In the tables I, II and III we present comparison of the actual values of M k (x) calculated from these computer data k = 2, 3, 4 and the prediction given by formulas for M As the rule the best approximations are given by (13) , (14) and (15), next by (19) and the least accurate are values predicted by (5) .
We can try to determine the form of error terms in the formulas (12), (13), (14) and (19). In figure 1 , we present plots of the differences of experimental values of moments M k (x) calculated from the real computer data and appropriate formulas for M (i) k (x). All these plots suggest that the error term is given by A k x α , where α is very close to 1 and the prefactors A k increases rapidly with the order k of moments. Because all approximate expressions M 
In the Table IV we present a sample of coefficients A (i) k calculated from the above equation for x = 4 × 10 18 , as then the exponent in power of x is closest to 1. Thus, generalizing to non-integer k, we formulate the Conjecture: In paper [9] on p. 2057 the authors consider corrections to (5) given by the series in powers of 1/ log(x): 
