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Abstract
Pseudospectra and structured pseudospectra have been investigated widely. In this paper, for the matrix spectral norm we give
a new equivalent deﬁnition of structured pseudospectra of a matrix triplet (A,B,C) via the so-called restricted singular value
decomposition (RSVD). According to this deﬁnition we provide a solution of structured Wilkinson’s problem, which concerns
structured sensitivity of eigenvalues of square matrices. Several examples are given to illustrate our results. Also, we extend the new
deﬁnition of structured pseudospectra to polynomial eigenvalue problems.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
Pseudospectra are an important tool for investigating the sensitivity of the eigenvalues of a matrix to perturbations.
They are also widely used to analyze the properties of the matrix or operator which is non-Hermitian, or more generally,
nonnormal (roughly, having nonorthogonal eigenvectors). We refer to Trefethen [21–23] for thorough surveys of pseu-
dospectra and their computation for an arbitrary matrix; see also Pseudospectra Gateway [10]. Structured pseudospectra
are very useful tools in control theory and other ﬁelds [13,20]. We refer to Tisseur and Higham [20] for computation
of structured pseudospectra.
In this paper, we investigate structured pseudospectra of a matrix triplet (A,B,C). The main purpose is to solve the
problems associated with structured sensitivity of eigenvalues of square matrices.
An n × n matrix is said to be simple [24] if it has n distinct eigenvalues and is said to be nonsimple [24] if it has
multiple eigenvalues. Then we have the following structured Wilkinson’s problem.
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1.1. Structured Wilkinson’s problem
Let A ∈ Cn×n be a simple matrix, B ∈ Cn×s and C ∈ Ct×n be ﬁxed (either full-rank or rank-deﬁcient).
Suppose that A is subject to structured perturbations A˜ = A + BC, where  ∈ Cs×t is arbitrary, determine
d(A;B,C)=min{‖‖ : A+BC is nonsimple} and a nonsimple matrix A˜=A+BC such that ‖‖= d(A;B,C).
When both B and C are identity matrices, this problem reduces to the well-known Wilkinson’s problem [1,24].
For spectral and Frobenious norms, Wilkinson’s problem has been studied extensively by many researchers (see, for
example, [1,8,16,17] and references therein). Alam and Bora [1] solved this problem perfectly using pseudospectra.
In this paper, we use structured pseudospectra and the so-called restricted singular value decomposition [27] to solve
structured Wilkinson’s problem. All our main tricks as follows: ﬁrstly, prove d(A;B,C); secondly, ﬁnd a  with
‖‖ =  such that A + BC is nonsimple, then we have d(A;B,C) = .
This paper is organized as follows. In Section 2, we give a new equivalent deﬁnition of structured pseudospectra and
review some basic properties of structured pseudospectra. In Section 3, we give a solution of structured Wilkinson’s
problem. Several examples are given to illustrate our results in Section 4. In Section 5, we extend our new deﬁnition to
the structured pseudospectra for polynomial eigenvalue problems. In last section, we give some concluding remarks.
Notation: Throughout this paper, Cm×n denotes the set of m × n complex matrices. For A ∈ Cn×n, B ∈ Cn×s and
C ∈ Ct×n: we denote the spectrum of A by (A); for any z ∈ C, set A(z) := zI − A, where I is the identity matrix
with compatible dimension; for z ∈ C\(A), set G(z) := C(zI − A)−1B. For any z ∈ C, R(z) and I(z) denote the
real part and the imaginary part of z, respectively. For any A ∈ Cm×n, A∗ denotes the conjugate transpose of A. We
denote the determinant, trace and rank of matrix A by det(A), trace(A) and rank(A), respectively. We shall assume
that ‖ · ‖ is operator norm deﬁned by ‖A‖ := max‖x‖=1‖Ax‖ and that ‖ · ‖2 is the matrix spectral norm deﬁned by
‖A‖2 := max‖x‖2=1‖Ax‖2. For any > 0, we set () := { ∈ Cs×t : ‖‖2}.
2. Structured pseudospectra
In this section we ﬁrst give a new equivalent deﬁnition of structured pseudospectra for spectral norm, and then review
some basic properties which are relevant for us.
2.1. A new equivalent deﬁnition
For the matrix triplet (A,B,C), where A ∈ Cn×n, B ∈ Cn×s and C ∈ Ct×n, the standard deﬁnition of structured
-pseudospectrum (A;B,C) is given by [13–15,20],
(A;B,C) :=
⋃
∈Cs×t ,‖‖ 
(A + BC) (2.1)
=(A) ∪
{
z ∈ C\(A) : ‖G(z)‖ 1

}
. (2.2)
These sets (with ‘’and ‘’replaced by ‘<’and ‘>’, respectively) have been called ‘spectral value sets’byHinrichsen,
Kelb and other researchers [13–15]. It is easy to show that only slight differences exist between structured pseudospectra
and spectral value sets.
According to the restricted singular value decomposition (RSVD) [27], we can give a new equivalent deﬁnition
of structured -pseudospectrum for spectral norm. We use the following notation for convenience: let A ∈ Cn×m,
B ∈ Cn×l and C ∈ Cp×m, denote
ra = rank(A), rb = rank(B), rc = rank(C),
rab = rank[A B], rac = rank
[
A
C
]
, rabc = rank
[
A B
C 0
]
,
k1 = rabc − rb − rc, k2 = rab + rc − rabc,
k3 = rac + rb − rabc, k4 = ra + rabc − rab − rac,
k5 = k1 + k2 + k3 = rab + rac − rabc.
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Deﬁnition 2.1 (Zha [27]). The restricted singular values of a matrix triplet (A, B, C) are deﬁned as follows:
˜k(A,B,C) := min
D∈Cl×p
{‖D‖2 : rank(A+BDC)k − 1}, k = 1, . . . , m. (2.3)
The property of restricted singular values ˜k(A,B,C) is important in our main results Theorems 3.3, 3.6, 3.7 and
3.8. Although the RSVD is ﬁrst presented in Zha [27], for convenience, we adopt the formulation introduced by Chu
and Moor [6].
Lemma 2.1 (RSVD, Zha [27]). GivenA ∈ Cn×m, B ∈ Cn×l and C ∈ Cp×m. Then there exist nonsingular matrices
X ∈ Cn×n, Y ∈ Cm×m and unitary matrices U ∈ Cl×l ,V ∈ Cp×p such that
XAY=
k1
k2
k3
k4
rab − ra
n − rab
k1 k2 k3 k4 rac − ra m − rac⎡⎢⎢⎢⎢⎢⎣
I
0
0
0
0
0
0
I
0
0
0
0
0
0
I
0
0
0
0
0
0
SABC
0
0
0
0
0
0
0
0
0
0
0
0
0
0
⎤⎥⎥⎥⎥⎥⎦
,
XBU=
k1
k2
k3
k4
rab − ra
n − rab
l − rb k3 k4 rab − ra⎡⎢⎢⎢⎢⎢⎣
0
0
0
0
0
0
0
0
I
0
0
0
0
0
0
I
0
0
0
0
0
0
I
0
⎤⎥⎥⎥⎥⎥⎦
,
V∗CY=
p − rc
k2
k4
rac − ra
k1 k2 k3 k4 rac − ra m − rac⎡⎢⎣
0
0
0
0
0
I
0
0
0
0
0
0
0
0
I
0
0
0
0
I
0
0
0
0
⎤⎥⎦ ,
whereSABC=diag{˜k5+1, . . . , ˜k4+k5}, and ˜i ˜i+1 > 0, i=k5 +1, . . . , k4 +k5 −1 are deﬁned to be the nontrivial
restricted singular values of the matrix triplet (A, B, C).
From Lemma 2.1, we know
˜1(A,B,C) = ˜2(A,B,C) = · · · = ˜k5(A,B,C) = ∞
and
˜k4+k5+1(A,B,C) = · · · = ˜m(A,B,C) = 0.
See [27] for a proof.
Note that ifA ∈ Cn×n is nonsingular, then
˜min(A,B,C) = ˜n(A,B,C), (2.4)
where ˜min(A,B,C) is the smallest nontrivial restricted singular value. IfA is singular with r = rank(A)<n, then
˜min(A,B,C) = ˜r (A,B,C)> ˜r+1(A,B,C) = · · · = ˜n(A,B,C) = 0. (2.5)
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Corollary 2.2 (Zha[27]). LetA be nonsingular and the nonzero singular values of CA−1B be
1 · · · r > 0,
then the matrix triplet (A,B,C) has r nontrivial restricted singular values
1
r
 · · ·  1
1
> 0 and ˜min(A,B,C) = 1
1
.
Proof. Using the RSVD and rab − ra = rac − ra = 0, we can show that
V∗CA−1BU=
[0 0 0
0 0 0
0 0 S−1ABC
]
.
The diagonal elements ofS−1ABC are nonzero singular values of CA
−1B. 
As a result of Lemma 2.1, we know for every z ∈ C\(A) there exist nonsingular matrices Xz ∈ Cn×n, Yz ∈ Cn×n
and unitary matrices Uz ∈ Cs×s , Vz ∈ Ct×t such that
XzA(z)Yz = Xz(zI − A)Yz =
⎡⎢⎣
I 0 0 0
0 I 0 0
0 0 I 0
0 0 0 SA(z)BC
⎤⎥⎦ , (2.6)
XzBUz =
⎡⎢⎣
0 0 0
0 0 0
0 I 0
0 0 I
⎤⎥⎦ , (2.7)
V ∗z CY z =
[0 0 0 0
0 I 0 0
0 0 0 I
]
. (2.8)
Since SA(z)BC is nonsingular with dimension r = rank(G(z)), then
G(z) = C(zI − A)−1B = Vz
[0 0 0
0 0 0
0 0 S−1A(z)BC
]
U∗z . (2.9)
And from (2.2) we can get the following equivalent deﬁnition of structured -pseudospectrum for spectral norm,
(A;B,C) = (A) ∪ {z ∈ C\(A) : ˜min(A(z), B,C)}, (2.10)
where ˜min(A(z), B,C) denotes the smallest nontrivial restricted singular value of the matrix triplet (A(z), B,C).
From (2.4), (2.5) and (2.10), we can give an alternative deﬁnition of structured pseudospectra (2.10), which is
(A;B,C) = {z ∈ C : ˜n(A(z), B,C)}, (2.11)
where ˜n(A(z), B,C) is the nth restricted singular value of the matrix triplet (A(z), B,C).
For computation of RSVD, we refer to Chu et al. [7] and Zha [28] for the numerical algorithms. All of their tricks
as follows: ﬁrst reduce the matrix triplet (A,B,C) to lower dimensional submatrices A˜, B˜ and C˜ with B˜ and C˜
nonsingular, then compute the SVD of the matrix product B˜−1A˜C˜−1. For more details, see [7,28].
2.2. Basic properties
We brieﬂy review a few basic properties of structured pseudospectra of a matrix triplet (A,B,C). For simplicity, we
denote the strict structured pseudospectra ˜(A;B,C) by
˜(A;B,C) := (A) ∪
{
z ∈ C\(A) : ‖G(z)‖> 1

}
.
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Proposition 2.1 (Compactness and closure). Let > 0.
(i) (A;B,C) is a compact set.
(ii) The set of isolated points of (A;B,C) is contained in (A).
(iii) ˜(A;B,C)\(A) is a open set and ˜(A;B,C) = (A;B,C).
Proof. See [13–15]. 
Proposition 2.2. Let , 1, 2 > 0.
(i) If 12 then 1(A;B,C) ⊆ 2(A;B,C).
(ii) ⋂>0 (A;B,C) = (A).
(iii) The connected components of(A;B,C) are path connected and each of these connected components contains
at least one eigenvalue of A. Consequently, the number of connected components is no larger than the dimension
of A.
Proof. See [13–15]. 
As  increases fromzero to inﬁnity, the sets(A;B,C) take different forms. For small values of , the set(A;B,C)
is a union of disjoint closed neighborhoods of the movable eigenvalues 1, . . . , k of A and the set of ﬁxed eigenvalues
of A (isolated points of (A;B,C)), with increasing  these neighborhoods expand and merge until, for large ,
(A;B,C) is a connected bounded closed subset of C. Note that all ﬁxed eigenvalues of A must not be poles of
‖G(z)‖, and they are removable isolated singular points of ‖G(z)‖. This can be proved by the maximum modulus
principle for analytic function (see [13]). If z0 satisﬁes G(z0) = 0, then we call z0 zero point of the function G(z). If
we denote the set of zero points of G(z) by N(G(z)), then (A;B,C) → C\N(G(z)) as  → ∞. For more geometry
and topological properties, we refer to [11,13–15].
3. Solution of structured Wilkinson’s problem
Throughout this section, suppose A is a n × n complex simple matrix and is subject to structured perturbations that
can be expressed as A˜ = A + BC, where B ∈ Cn×s and C ∈ Ct×n are ﬁxed (either full rank or rank-deﬁcient) and
 ∈ Cs×t is arbitrary. For convenience, we denote the smallest nontrivial restricted singular value of the matrix triplet
(A(z), B,C), ˜min(A(z), B,C), by ˜(z). We also use the following notation: for every z ∈ C, let RSVD of the matrix
triplet (A(z), B,C) be given in terms of Uz, Vz,Xz and Yz. Note that Uz, Vz,Xz, Yz and ˜(z) vary as z varies in C.
SinceA is simple, then for sufﬁciently small > 0,(A;B,C) consists of n disjoint components. If z˜ is a removable
isolated singular point of ‖G(z)‖2, then we call {z˜} trivial component of(A;B,C). If a component is not an isolated
point of (A;B,C), then we call it nontrivial component. The number of trivial components is no more than n, and
there exist n trivial components if and only if for all , BC=0.When(A;B,C) consists of n disjoint components,
we have the following lemma.
Lemma 3.1. Let A˜ = A + BC. If (A;B,C) consists of n disjoint components, then for any  ∈ (), A˜ has no
multiple eigenvalues.
Proof. If (A;B,C) consists of n disjoint components, then A has n distinct eigenvalues denoted by 1, . . . , n. Let
0 t1, then for any  ∈ (), ‖t‖2. Therefore,
(A + tBC) ⊆ (A;B,C).
For every ﬁxed , if we denote the n eigenvalues of A + tBC by 1(t), . . . , n(t) and that of A˜ by 1, . . . , n, then
i (t) is continuous function of t and
i (0) = i , i (1) = i , i = 1, . . . , n.
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That is to say, there exists a continuous path i (t) that connects i = i (0) with i = i (1) inside (A;B,C). Since
(A;B,C) consists of n disjoint components and every component contains an eigenvalue of A, therefore, every
component contains an eigenvalue of A˜. Hence A˜ has no multiple eigenvalues. 
As a result of Lemma 3.1, we have the following lemma. The proof is straightforward and we omit it.
Lemma 3.2. If (A;B,C) consists of n disjoint components, then d(A;B,C)> .
We freely use MATLAB style notation in the following theorems.
Theorem 3.3. Let z0 ∈ C\(A).
(i) If A˜ = A + BC is any matrix with a multiple eigenvalue z0, then ‖‖2 ˜(z0).
(ii) Suppose that ˜(z0) is multiple and has multiplicity m. If set
= ˜(z0)Uz0(:, s − m + 1 : s)Vz0(:, t − m + 1 : t)∗
and A˜ = A + BC, then ‖‖2 = ˜(z0) and z0 is a multiple eigenvalue of A˜ of geometric multiplicity m.
Proof. (i) Since z0 ∈ C\(A), then
˜(z0) = ˜n(A(z0), B,C), rank(z0I − A) = n.
If z0 ∈ (A˜), then
det(z0I − A˜) = 0, rank(z0I − A˜)n − 1.
From Eq. (2.3), we obtain ‖‖2 ˜n(A(z0), B,C) = ˜(z0).
(ii) Clearly ‖‖2 = ˜(z0). From Lemma 2.1, we know
Xz0A(z0)Yz0 =
⎡⎢⎣
I 0 0 0
0 I 0 0
0 0 I 0
0 0 0 SA(z0)BC
⎤⎥⎦ ,
Xz0BUz0 =
⎡⎢⎣
0 0 0
0 0 0
0 I 0
0 0 I
⎤⎥⎦ ,
Vz0CYz0 =
[0 0 0 0
0 I 0 0
0 0 0 I
]
,
then
z0I − A˜ = A(z0) − BC = X−1z0
⎡⎢⎣
I 0 0 0
0 I 0 0
0 0 I 0
0 0 0 S˜A(z0)BC
⎤⎥⎦Y−1z0 ,
where S˜A(z0)BC is the matrix SA(z0)BC with the last m diagonal elements replaced by 0. So rank(z0I − A˜) = n − m,
then z0 is a multiple eigenvalue of A˜ of geometric multiplicity m. 
It is evident that for sufﬁciently small > 0, (A;B,C) consists of exactly n disjoint components. As  increases
gradually, the size of these components increase, of geometrically, and coalesce with each other. Consequently, the
number of connected components is less than n for  sufﬁciently small.
508 K. Du, Y. Wei / Journal of Computational and Applied Mathematics 197 (2006) 502–519
In the rest of this section, in order to express conveniently, we need the following notation.
• P(A;B,C) denotes the set of all common boundary points of components of (A;B,C).
• F(A;B,C) denotes the set of all removable isolated singular points of ‖G(z)‖2.
• F(A;B,C) := {z ∈ F(A;B,C) : lim →z,
=z
‖G()‖2 = 1 }.
Remark 3.1. (i) Obviously, for sufﬁciently small , P(A;B,C) is the empty set. If P(A;B,C) = ∅, then the number
of connected components of (A;B,C) must be less than n.
(ii) F(A;B,C) is independent of . For any  ∈ Cs×t , F(A;B,C) ⊆ (A + BC). If z ∈ F(A;B,C), then there
exists a positive number z such that lim →z,
=z
‖G()‖2 = 1z .
(iii) The set of all boundaries of nontrivial components of (A;B,C) can be expressed by{
z ∈ C\(A) : ‖G(z)‖2 = 1

}
∪ F(A;B,C).
The following lemma proves that P(A;B,C) is a ﬁnite point set.
Lemma 3.4. For a ﬁxed , the set of common boundary points of components of (A;B,C) is at most a ﬁnite set.
Thus, the boundaries of two nontrivial components of (A;B,C) cannot coalesce along a line or a curve.
Proof. The common boundary point of a trivial component and a nontrivial component is obviously the trivial com-
ponent itself, so we only consider the common boundary points of the nontrivial components. It is easy to see that 1/
is a singular value of G(z) if and only if [5]
G(z) :=
⎡⎣ −1 I G(z)
G(z)∗ −1

I
⎤⎦
is singular. Let
z = x + y, = √−1, f (x, y) = det(G(x + y))
and
L(f ) := {(x, y) : f (x, y) = 0}.
Since L(f ) is an algebraic curve, it is well-known (see, for example, [3]) that the curve L(f ) intersects itself only at a
ﬁnite number of points. Since the set of all boundaries of nontrivial components is the set{
z ∈ C\(A) : ‖G(z)‖2 = 1

}
∪ F(A;B,C),
then it is a subset of L(f ) ∪ F(A;B,C). Consequently, the boundaries of components of (A;B,C) coalesce only
at a ﬁnite number of points. 
Before we proceed further, we want to illustrate the foregoing with a simple example.
Example 3.1. Suppose A results from the second order ordinary differential equation
d2x
dt2
− a dx
dt
= f, a = 0
then A has the form
A =
[
0 1
0 a
]
,
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and only a is subject to errors. Let a = 1 and
B =
[
0
1
]
, C = [0, 1].
Then 1/2(A;B,C) has two disjoint components: the trivial component (isolated point) {0} and the nontrivial compo-
nent D1/2 ={z : |z−1| 12 }. Obviously, 0 is a removable isolated singular point of ‖G(z)‖2. When =1,1(A;B,C)
is the closed disk D1 ={z : |z− 1|1}, obviously it only has a connected component. For convenience, sometimes we
also say 1(A;B,C) has two components with boundary {0} and {z : |z− 1| = 1}. Note that the analogous convention
is also used in the rest of this section. Using the foregoing notation, we have F(A;B,C) = {0}; and when  = 1,
P(A;B,C) = {0} and F(A;B,C) = {0}.
We identify R2 with C and for the rest of this section and assume ˜(z)= ˜(x, y), where z=x+ y. For simplicity, we
set ¯(z) = 1/˜(z). Thus, we treat ¯ as a map from R2 to R as well as from C to R. Similarly, we identify (A;B,C)
as a subset of R2. To proceed further, we need the following result.
Lemma 3.5. Suppose z /∈(A), z0 = x0 + y0 /∈(A) and ˜(z0) is simple. Let ¯(z) = 1/˜(z), then ¯(z) is a simple
nonzero singular value of G(z) and ¯(z) = ¯(x, y) is continuously differentiable at (x0, y0), furthermore,
¯x(x0, y0) = −R(v∗C[(x0 + y0)I − A]−2Bu)
and
¯y(x0, y0) = I(v∗C[(x0 + y0)I − A]−2Bu),
where u and v are the last columns of the matrix Uz and Vz, ¯x(x, y) and ¯y(x, y) denote the partial derivatives of
¯(x, y) with respect to x and y, respectively.
Proof. From Corollary 2.2, it is obvious that ¯(z) is a simple nonzero singular value ofG(z) and the corresponding unit
left and right singular vectors are v and u, respectively. From [19, Theorem 1.2], ¯(x, y) is continuously differentiable
at (x0, y0) and
¯x(x0, y0) =R
[
v∗
(
G(x + y)
x
)
u
]
,
¯y(x0, y0) =R
[
v∗
(
G(x + y)
y
)
u
]
.
Since G(x + y) = C[(x + y)I − A]−1B, then
¯x(x0, y0) = −R(v∗C[(x0 + y0)I − A]−2Bu)
and
¯y(x0, y0) = I(v∗C[(x0 + y0)I − A]−2Bu). 
Remark 3.2. These derivative formulas in Lemma 3.5 could be used to construct a curve-tracing algorithm similar
to the one proposed in [4] for the standard pseudospectrum. It is worth noting that the restricted singular values
are not continuous functions of z when z passes through a ﬁxed eigenvalue of A, so some special details should be
considered.
Obviously, for sufﬁciently small , P(A;B,C) is the empty set. With increasing , P(A;B,C) = ∅. The elements
of P(A;B,C) may be common boundary points of trivial and nontrivial components of (A;B,C), or common
boundary points of nontrivial and nontrivial components. We will discuss them in the next theorem,
respectively.
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Theorem 3.6. Let  satisfy that P(A;B,C) is not the empty set.
(i) If z0 ∈ P(A;B,C) ∩ F(A;B,C), i.e., z0 is a common boundary point of a trivial component and a nontrivial
component, then
= ˜(z0)Uz0(:, s − 1)Vz0(:, t − 1)∗
satisﬁes that z0 is a multiple eigenvalue of A + BC.
(ii) If z0 ∈ P(A;B,C)\F(A;B,C) such that ˜(z0) is simple, then
= ˜(z0)Uz0(:, s)Vz0(:, t)∗
satisﬁes that z0 is a nonderogatory defective eigenvalue of A + BC.
(iii) If z0 ∈ P(A;B,C)\F(A;B,C) such that ˜(z0) is multiple with multiplicity m, then
= ˜(z0)Uz0(:, s − m + 1 : s)Vz0(:, t − m + 1 : t)∗
satisﬁes that z0 is a multiple eigenvalue of A + BC of geometric multiplicity m.
Proof. (i) Since z0 ∈ P(A;B,C) ∩ F(A;B,C), then z0 ∈ (A). Let
A˜ = A + ˜(z0)BUz0(:, s − 1)Vz0(:, t − 1)∗C,
then
z0I − A˜ = X−1z0
⎡⎢⎣
I 0 0 0
0 I 0 0
0 0 I 0
0 0 0 S˜A(z0)BC
⎤⎥⎦Y−1z0 ,
here S˜A(z0)BC is a diagonal matrix with the last two diagonal elements 0. Therefore, rank(z0I − A˜) = n − 2 and z0 is
a multiple eigenvalue with geometric multiplicity 2.
(ii) Since z0 ∈ P(A;B,C)\F(A;B,C), i.e., z0 = x0 + y0 is a boundary point of a nontrivial component and
z0 /∈(A), then ‖G(z0)‖2 = 1/. From Corollary 2.2, we obtain ˜(z0) = . Suppose ˜(z0) is simple, we shall show
Vz0(:, t)∗C[z0I − A]−2BUz0(:, s) = 0.
Since z0 is a common boundary point, by Lemma 3.4, in a neighborhood of (x0, y0),
{z ∈ C : ¯(z) = ‖G(z)‖2 = 1/˜(z) = 1/}
consists of arcs having a common point (x0, y0). Suppose that
(¯x(x0, y0), ¯y(x0, y0)) = (0, 0).
Without loss of generality, assume that ¯y(x0, y0) = 0. Then by the Implicit Function Theorem [18], in a small
neighborhood of (x0, y0) the curve ¯(x, y) = 1/ is the graph of a function y = g(x). This contradicts that z0 is a
common boundary point. Therefore, (¯x(x0, y0), ¯y(x0, y0)) = (0, 0). Consequently, by Lemma 3.5,
Vz0(:, t)∗C[z0I − A]−2BUz0(:, s) = 0.
Let
A˜ = A + ˜(z0)BUz0(:, s)Vz0(:, t)∗C,
and
p∗ = Vz0(:, t)∗C[z0I − A]−1, q = [z0I − A]−1BUz0(:, s).
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Obviously, p = 0, q = 0 and p∗q = 0. By Eqs. (2.6)–(2.8), we can verify that p∗A˜= z0p∗ and A˜q = z0q with ease. It
is well known [25,26] that an eigenvalue is multiple if and only if it has a pair of orthogonal left and right eigenvectors.
Hence z0 is a multiple eigenvalue of A˜. It is easy to verify that rank(z0I − A˜) = n − 1, then z0 is a nonderogatory
defective eigenvalue of A˜.
(iii) This is a direct result of Theorem 3.3. 
Remark 3.3. Theorem 3.6 shows that any point in P(A;B,C) is a multiple eigenvalue.
Next we give our main results which solve the structured Wilkinson’s problem. In Theorem 3.7 and Theorem 3.8,
suppose 0 is the smallest value for which the number of connected components of 0(A;B,C) is less than n.
Theorem 3.7. Suppose P0(A;B,C) ⊆ F0(A;B,C), then for any z0 ∈ P0(A;B,C),
˜(z0)0.
Furthermore,
d(A;B,C) = 0.
Proof. From (i) of Theorem 3.6, we know for any z0 ∈ P0(A;B,C) ∩ F0(A;B,C), z0 is a multiple eigenvalue of
A + ˜(z0)BUz0(:, s − 1)Vz0(:, t − 1)∗C, then d(A;B,C) ˜(z0). From Lemma 3.2, we know d(A;B,C)0, then
˜(z0)0.
Since z0 ∈ F0(A;B,C), then
lim
→z0,
=z0
‖G()‖2 = 1
0
.
For any 	> 0, let
B	(A, z0;B,C) :=
{
 ∈ C\(A) : 0< |− z0|< 	 and ‖G()‖2 = 1
0
}
.
B	(A, z0;B,C) is a nonempty set follows immediately from the fact that z0 is a common boundary point of trivial and
nontrivial components, then from Corollary 2.2, we know for any  ∈ B	(A, z0;B,C),
˜() = 0. (3.1)
Suppose (A)={1, 2, . . . , n} and for any > 0, the number of nontrivial components of (A;B,C) is k. Without
loss of generality, let
F(A;B,C) = {k+1, k+2, . . . , n}
and z0 = n.
If d(A;B,C)> 0, then for any  ∈ (0), A + BC has n distinct eigenvalues, i.e., A + BC is diagonalizable.
Note that for any  ∈ (0),
F(A;B,C) ⊆ (A + BC),
hence there exists a nonsingular matrix T such that[12]
A + BC = T
[
E 0
0 F
]
T −1 ,
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whereE=diag(1(), 2(), . . . , k()) andF =diag(k+1, k+2, . . . , n). Obviously, i () is continuous function
of  and i (0)=i , i=1, . . . , k. Then rank(z0I −E)=k follows immediately from the fact that d(A;B,C)> 0 and
z0 = n. Then we have min(z0I − E)> 0 is true for any  ∈ (0), where min(z0I − E) is the smallest singular
value of z0I − E. Since E = diag(1(), 2(), . . . , k()), then it is easy to see that
min(z0I − E) = min1 ik |z0 − i ()|.
Obviously, not only is min(z0I − E) continuous function of , but the set (0) is compact. Hence the minimum
over this set will be obtained for some ; call this minimum 
. Then we have for any  ∈ (0), there exists 
> 0 such
that
min(z0I − E)
.
Thus, there exists 	0, 0< 	0 < 
 such that for any  ∈ (0) and any  ∈ B	0(A, z0;B,C),
min(I − E)> 0.
So for any  ∈ (0) and any  ∈ B	0(A, z0;B,C), we have
rank(I − A − BC) = rank(I − E) + rank(I − F) = n.
From Eq. (2.3), we know ˜()> 0, this contradicts to Eq. (3.1). So we have
d(A;B,C) = 0. 
Remark 3.4. In Theorem 3.7, we show that minz∈P0 (A;B,C) ˜(z)0. We conjecture that minz∈P0 (A;B,C) ˜(z) = 0.
If it is true, let ˜(z0)=minz∈P0 (A;B,C)˜(z), then from Theorem 3.6, we know that = ˜(z0)Uz0(:, s − 1)Vz0(:, t − 1)∗
satisﬁes that ‖‖2 = 0 and z0 is a multiple eigenvalue of A + BC.
Theorem 3.8. Suppose P0(A;B,C)\F0(A;B,C) = ∅.
(i) If z0 ∈ P0(A;B,C)\F0(A;B,C)such that ˜(z0) is simple, then d(A;B,C)=0 and=˜(z0)Uz0(:, s)Vz0(:, t)∗
satisﬁes that ‖‖2 = 0 and z0 is a nonderogatory defective eigenvalue of A + BC.
(ii) If z0 ∈ P0(A;B,C)\F0(A;B,C) such that ˜(z0) is multiple with multiplicity m, then d(A;B,C) = 0 and
 = ˜(z0)Uz0(:, s − m + 1 : s)Vz0(:, t − m + 1 : t)∗ satisﬁes that ‖‖2 = 0 and z0 is a multiple eigenvalue of
A + BC of geometric multiplicity m.
Proof. From Lemma 3.2, we know d(A;B,C)0. Note that for any z0 ∈ P0(A;B,C)\F0(A;B,C),
˜(z0) = 0,
then (i) and (ii) are direct results of Theorem 3.6. 
Remark 3.5. We deﬁne the structured pseudospectra for Frobenius norm by
,F (A;B,C) :=
⋃
∈Cs×t ,‖‖F  
(A + BC),
where ‖‖F :=
√
trace(∗). We note, however, that for Frobenius norm, Eqs. (2.1) and (2.2) are not equivalent.
Since ‖‖F ‖‖2, then we know
,F (A;B,C) ⊆ ,2(A;B,C),
where ,2(A;B,C) denote the structured pseudospectra for spectral norm.
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We denote solutions of structured Wilkinson’s problems for spectral norm and Frobenius norm by dF (A;B,C) and
d2(A;B,C), respectively. If there exists 0 such that dF (A;B,C) = ‖0‖F , then A + B0C is a nonsimple matrix.
Since ‖0‖F ‖0‖2, then we know
dF (A;B,C)d2(A;B,C). (3.2)
Let P0(A;B,C) satisfy the hypotheses of Theorem 3.8. Note that if there exists
z0 ∈ P0(A;B,C)\F0(A;B,C)
with ˜(z0) is simple, thenwe can ﬁnd a such that ‖‖F =‖‖2=d2(A;B,C). FromEq. (3.2), we have dF (A;B,C)=
d2(A;B,C). If for any z0 ∈ P0(A;B,C)\F0(A;B,C), ˜(z0) ismultiple, let=˜(z0)Uz0(:, s−1 : s)Vz0(:, t−1 : t)∗,
then z0 is a multiple eigenvalue of A + BC and ‖‖F =
√
2‖‖2. So we have dF (A;B,C)
√
2d2(A;B,C).
Next, we give a relationship between d(A;B,C) and d(A; I, I ). For convenience, we denote (A; I, I ) and
d(A; I, I ) by (A) and d(A), respectively.
Proposition 3.1. Assume that B = 0 and C = 0, then
d(A)‖B‖2‖C‖2d(A;B,C).
If B and C are square and orthogonal, then we have
d(A) = d(A;B,C).
Proof. Since
‖BC‖2‖B‖2‖C‖2‖‖2,
then for any  ∈ (),
‖BC‖2‖B‖2‖C‖2.
From (2.1), we know
(A;B,C) ⊆ ‖B‖2‖C‖2(A).
It follows from Lemma 3.2, Theorems 3.7 and 3.8 that
d(A)‖B‖2‖C‖2d(A;B,C).
If B∗B = In and CC∗ = In, then it is easy to prove that
(A;B,C) = (A).
Thus, we have
d(A) = d(A;B,C). 
4. Numerical examples
This section we report several numerical examples illustrating our main results. All our examples are implemented
in MATLAB (version 6.5). And in these examples, we freely use MATLAB style notation.
Examples 4.1 and 4.2 illustrate Theorem 3.7 and (ii) of Theorem 3.8.
Example 4.1. Let
A =
[1 0 0
0 2 0
0 0 3
]
, B = [0 0 1]T, C = [0 0 1].
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Obviously, 0 = 1 and P0(A;B,C) = {2}. Consequently, we have d(A;B,C) = 1.
Example 4.2. Let
A =
⎡⎢⎣
4 0 0 0
0 5 0 0
0 0 6 0
0 0 0 7
⎤⎥⎦ , B =
⎡⎢⎣
0 0
0 0
1 0
0 1
⎤⎥⎦ , C = [0 0 1 00 0 0 1
]
.
Fig. 1 shows contour plot of(A;B,C) for =0.25, 0.5, showing coalescence of components at z0 =6.5 for 0 =0.5.
Note that there are two trivial components {4} and {5}. Here, ˜(z0) is twofold, and d2(A;B,C) = 0.5.
Examples 4.3 and 4.4 illustrate Proposition 3.1 and (i) of Theorem 3.8. The values of  have been rounded to 3-digits.
Example 4.3 (Wilkinson’s matrix). Let A be the 20 × 20 bi-diagonal matrix whose diagonal entries are 20, 19, . . . , 1
and the super-diagonals are 20.
(i) LetB1=[0 · · · 0 1]T ∈ C20×1 andC1=[1 · · · 0 0] ∈ C1×20. This example has been considered byWilkinson
[24]. Our computation shows that the coalescence of components at z0 = 10.5 for 0 = 7.80 × 10−14. See Fig. 2. Here
˜(z0) is simple. Consequently, we have d2(A;B1, C1) = dF (A;B1, C1) = 7.80 × 10−14. Note that in [1], Alam and
Bora showed that d2(A) = 6.13 × 10−14, so d2(A)d2(A;B1, C1) = ‖B1‖2‖C1‖2d2(A;B1, C1).
(ii) Let B2 and C2 be given by the MATLAB commands [B2, R1]=qr(rand(20)) and [C2, R2]=qr(rand(20)). Our
computation shows that the coalescence of components at z0 = 10.5 for 0 = 6.13 × 10−14. See Fig. 3. Here, ˜(z0) is
simple. Obviously, d2(A) = dF (A) = d2(A;B2, C2) = dF (A;B2, C2) = 6.13 × 10−14.
3.5 4 4.5 5 5.5 6 6.5 7 7.5 8
-0.5
0
0.5
Real
Im
ag
in
ar
y 0.5
0.25
0.5
0.25
Fig. 1. Contour plot of (A;B,C) for = 0.25, 0.5, showing coalescence of components at z0 = 6.5 for 0 = 0.5.
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Fig. 2. Contour plot of(A;B1, C1) for = 7.00× 10−14, 7.80× 10−14, showing coalescence of components at z0 = 10.5 for 0 = 7.80× 10−14.
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Fig. 3. Contour plot of(A;B2, C2) for = 5.50× 10−14, 6.13× 10−14, showing coalescence of components at z0 = 10.5 for 0 = 6.13× 10−14.
Example 4.4 (Kahan matrix). Let A be the n × n Kahan Matrix [21]. The n × n Kahan Matrix A is given by
A =
⎡⎢⎢⎢⎢⎢⎢⎣
1 −c −c −c −c −c
s −sc −sc −sc −sc
s2 −s2c −s2c −s2c
s3 −s3c −s3c
. . .
...
sn−1
⎤⎥⎥⎥⎥⎥⎥⎦
with sn−1 = 0.1 and c = √1 − s2.
(i) For n = 6, let
B1 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0.11960352859078 0.07571266220325 0.12254768813315
0.18661191027264 0.19968829617302 0.20211845107188
0.04125544290887 0.21495951073422 0.04941430023461
0.01706394754603 0.04329548166466 0.02630990254262
0.07386640403597 0.19132253085979 0.00704747968165
0.04143949081104 0.22962855396418 0.14536133122621
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
and
CT1 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0.20509072601777 0.18739098496123 0.03073006405269 0.15856763813096
0.02783946943363 0.24576683854969 0.14428260829646 0.03443367763937
0.09835935030448 0.19878597010408 0.09530949664840 0.09821487989690
0.14693944847351 0.05009753613710 0.24077501878761 0.05813464369142
0.05449125354145 0.21017811995423 0.18174981348548 0.22309489192539
0.12748094326140 0.11322958154797 0.21791601985151 0.06874494079958
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Our computation shows that the coalescence of components at z0 = 0.131 + 0.000250 for 0 = 4.07 × 10−3. See
Fig. 4. Here ˜(z0) is simple. So we have d2(A;B1, C1)=dF (A;B1, C1)=4.07×10−3. In [1], Alam and Bora showed
that d2(A)=4.70×10−4. Since ‖B1‖2 =0.53359926609934 and ‖C1‖2 =0.67377081627689, our computation shows
that d2(A)< ‖B1‖2‖C1‖2d2(A;B1, C1).
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Fig. 4. Contour plot of (A;B1, C1) for  = 4.70 × 10−4, 4.07 × 10−3, showing coalescence of components at z0 = 0.131 + 0.00025 for
0 = 4.07 × 10−3.
(ii) For n = 10, let B2 = rand(10, 4) and C2 = rand(3, 10). In our computation,
B2 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0.65375720638052 0.34225911333406 0.40917710942412 0.57914134848940
0.74684801424538 0.23384207067127 0.41101998117356 0.77887358070910
0.09475629801627 0.65450476810635 0.67856109821428 0.29278967043779
0.09523360843933 0.26143033474391 0.93047701776257 0.22290608474165
0.90970652997869 0.44962193118983 0.04433926493110 0.54838704995625
0.77744264871018 0.65070818789813 0.92331198302297 0.86400475076943
0.14983175711777 0.18219539996712 0.41505362453604 0.45655210003928
0.11367891832242 0.46682947493457 0.00282038021472 0.71258360466878
0.22175104632132 0.53282073503992 0.33664271920060 0.32946459771394
0.71381426629969 0.61627926914981 0.22356831202061 0.41575875246999
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
and
CT2 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0.19038807921921 0.83117718635800 0.86872360208163
0.61782506803279 0.11614269400376 0.60818294660465
0.43632643190185 0.43282873477540 0.63319988483717
0.59611176892182 0.33614758758863 0.21087926717179
0.44068968522815 0.26833934090013 0.56814457430612
0.12476750057249 0.73817319180762 0.84884008113352
0.98243152718170 0.62037751195450 0.55467589533982
0.59613626274570 0.88711163435800 0.94020374616797
0.81776840590488 0.14588925572004 0.72980959314269
0.97305160685362 0.78054168383194 0.22341562709182
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Our computation shows that the coalescence of components at z0 = 0.114 + 0.0003 for 0 = 8.85 × 10−6. See Fig. 5.
Here ˜(z0) is simple. So we have d2(A;B2, C2) = dF (A;B2, C2) = 8.85 × 10−6. In [1], Alam and Bora showed that
d2(A) = 7.28 × 10−6.
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Fig. 5. Contour plot of (A;B2, C2) for  = 7.28 × 10−6, 8.85 × 10−6, showing coalescence of components at z0 = 0.114 + 0.0003 for
0 = 8.85 × 10−6.
In Examples 4.3 and 4.4, d(A;B,C) and d(A) do not differ very much: at most by an order of magnitude. It is easy
to construct other examples where the difference is much greater. For example, take
A =
[0 1 0
0 	 0
0 0 1
]
, B =
[0
0
1
]
, C = [0 0 1],
where −1>	< 0. Then from [1, Proposition 2.3] and [2, Theorem 7.2], we should have d(A) ∼ 	2/4 as 	 → 0, while
d(A;B,C) = 1.
5. Structured pseudospectra for polynomial eigenvalue problems
In this section, we extend our new deﬁnition (2.10) to structured pseudospectra for polynomial eigenvalue problems.
We investigate structured pseudospectra for polynomial matrices
P() = mAm + m−1Am−1 + · · · + A0, (5.1)
where Ak ∈ Cn×n, k = 0, 1, . . . , m. The polynomial eigenvalue problem is to ﬁnd the solutions (x, ) of
P()x = 0,
where P() is of the form (5.1). If x = 0 then  is called an eigenvalue and x the corresponding right eigenvector;
y = 0 is a left eigenvector if y∗P() = 0. The set of eigenvalues of P is denoted by (P ). When Am is nonsingular P
has mn ﬁnite eigenvalues, while if Am is singular P has inﬁnite eigenvalues. Let
P() = mAm + m−1Am−1 + · · · + A0. (5.2)
In [20], for a perturbation structure, i.e.,
[A0, . . . ,Am] = D[E0, . . . , Em],
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with D ∈ Cn×s ,  ∈ Cs×t and E = [E0, . . . , Em] ∈ Ct×n(m+1), and let
E() = E[In, In, . . . , mIn]T = mEm + m−1Em−1 + · · · + E0.
Tisseur and Higham [20] deﬁne the structured -pseudospectrum of P by
(P ;D,E) = { ∈ C : (P () + DE())x = 0 for some x = 0, ‖‖}. (5.3)
They assume Am, Am + Am, D and E are of full rank.
Becausemany problems arising in control theory concern the singularly perturbed linear systems, i.e.,Am,Am+Am,
D and E are not of full rank (see, for example, [9] and references therein). So we give a more general deﬁnition of
structured pseudospectra via relaxing the two assumptions: (i) Am and Am +Am are nonsingular; (ii) D and E are of
full rank.
Deﬁnition 5.1. Let Ak ∈ Cn×n, k= 0, 1, . . . , m, D ∈ Cn×s , E =[E0, . . . , Em] ∈ Ct×n(m+1) be ﬁxed (either full rank
or rank-deﬁcient), and ∈ Cs×t be arbitrary, then the structured -pseudospectrum of P(),(P ;D,E), denoted by
(P ;D,E) = { ∈ C : (P () + DE())x = 0 for some x = 0, ‖‖}.
It is easy to verify that (P ) ⊆ (P ;D,E). Obviously, our new deﬁnition only makes sense if there exists
 such that det(P ()) = 0. We note that most results in [20] can be extended straightforwardly to our structured
pseudospectra. As a consequence of the above deﬁnition of the structured pseudospectra, we have for any nonsingular
matrices X ∈ Cn×n and Y ∈ Cn×n,
(P ;D,E) = (XPY ;XD,E · Y ), (5.4)
where E · Y = [E0Y, . . . , EmY ]. Similar to the derivation of [20], an equivalent deﬁnition of structured pseudospectra
is given by
(P ;D,E) = (P ) ∪ { ∈ C\(P ) : ‖E()P ()−1D‖−1}. (5.5)
For the spectral norm, via RSVD and similar to (2.10), we can provide the following equivalent deﬁnition of structured
pseudospectra:
(P ;D,E) = (P ) ∪ { ∈ C\(P ) : ˜min(P (),D,E())}, (5.6)
where ˜min(P (),D,E())denotes the smallest nontrivial restricted singular valueof thematrix triplet (P (),D,E()).
Furthermore, for any nonsingular matrices X ∈ Cn×n, Y ∈ Cn×n and unitary matrices U ∈ Cs×s , V ∈ Ct×t ,
(P ;D,E) = (XPY ;XDU,VE · Y ), (5.7)
where VE ·Y =[VE0Y, . . . , V EmY ]. Notice that according to the numerical algorithms for computing RSVD [7,28],
from the new deﬁnition we can get an approach to computing the structured pseudospectra.
6. Concluding remarks
In this paper, we solve the spectral norm structured Wilkinson’s problem via the structured pseudospectra and
RSVD. In Remark 3.5, a partial solution of Frobenius norm structured Wilkinson’s problem is also provided. It is
natural to ask whether we can use these techniques to analyze other norm structured Wilkinson’s problem and stable
eigendecomposition [8] under structured perturbations. They will be future research topics.
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