Abstract. Salinity is a major problem in many regions of Australia, and is predicted to get considerably worse over the next 30-50 years. Most effort has focused on the terrestrial environment, and specifically on the loss of productive agricultural land. Increased salinity can also result in unwanted changes to aquatic ecosystems in rivers, streams and particularly wetlands.
Introduction
Salinity now affects a very large area of rural Australia. At least 5% of cultivated land is now affected by dryland salinity and this could rise up to as high as 22% over the next 50 years (PMSEIC 1998; NLWA 2001) . Increased salinity can have significant adverse effects on both agricultural production and the ecosystem services provided by terrestrial and aquatic systems. The focus of this paper is on the effects of salinity on aquatic ecosystems.
Natural resource managers in Australia have relatively few tools to assist them to assess the risk of adverse effects of future salinity increases on such ecosystems, and what to do to minimise these risks. This paper discusses the use of ecological risk assessment (ERA) as a relatively new decision support tool to assess the risks to aquatic resources from salinity. On-going work to assess the ecological risks to aquatic systems in the Goulburn-Broken catchment in Victoria (G-B ERA project) is used to illustrate the technique.
Traditionally, ERAs have focused on single contaminants (e.g. heavy metals, pesticides, toxic organic compounds), and the effect of these toxicants on particular key species (fish, macroinvertebrates, macrophytes) inhabiting the ecosystem(s) being assessed. More recently, however, there have been moves to take a more holistic approach, where the aim is to assess the risks to the whole ecosystem or catchment. However, this expansion of the scale of interest has thrown up a number of additional challenges, not the least being selection of appropriate catchment-based assessment endpoints.
This paper aims to (1) show that any assessment of the risks of adverse effects of salinity increases on terrestrial or aquatic ecosystems needs to consider both the causes of the salinity increases and the responses of terrestrial and aquatic ecosystems to these increases, and that developing such a disturbance-response (conceptual) model at the catchment or landscape level should be an essential first step in any risk assessment;
(2) outline the development of an ecological risk assessment approach to assess the risks to wetlands and rivers from salinity increases in the Goulburn-Broken catchment in Victoria; and (3) discuss two key aspects that must be addressed in order to make ecological risk assessments more quantitative-how to better quantify the linkages between the key stressors and the biotic components, and how to better handle uncertainties.
Ecological effects of salinity increases in a catchment context
In this section, we argue that developing a disturbanceresponse (conceptual) model at the catchment or landscape level is an essential first step in any natural resource management risk assessment. Here we use salinity as the major disturbance and focus on the response in aquatic systems.
Salinity as a disturbance
We consider the following two main sources of salinity: irrigation enterprises and dryland agricultural regions. 'Natural' high salinity from shallow saline groundwater is not covered in this paper. The generation of saline runoff by irrigation systems generally occurs through a lack of adequate drainage, which leads to increased groundwater recharge and the rise of higher-salinity ground waters to near the surface of the soil profile. This higher-salinity water is eventually collected in drains and discharged to nearby rivers, wetlands, or in some cases salt disposal areas (NLWA 2001) . More problematic is dryland salinity, recently labelled as the most pressing natural-resource management issue in Australia (Cramer and Hobbs 2002) . The causes of dryland salinity are now well known and are related to altered groundwater hydrology (George 1992; NLWA 2001) . In brief, the clearing of deep-rooted perennial vegetation and its replacement with shallow-rooted annual crop plants has lead to decreased interception of rainfall by the vegetation, and in turn to increased groundwater recharge. The rising ground water is able to mobilise salt stored in the soil profile, and bring the salt to the soil surface where it can have serious effects on terrestrial vegetation and aquatic systems. Most catchments that have been extensively cleared for agriculture either already have salinity problems or are likely to experience them in the future (NLWA 2001 ).
An important characteristic of dryland salinity is that the cause of the problem-clearing of native vegetation and rising ground water-may occur far from the most seriously affected regions of the catchment. Cramer and Hobbs (2002) have pointed out that the systems most at risk from salinity increases are those that occur in the lowest positions in the landscape-wetlands, streams and riparian vegetation.
Most aquatic systems in Australia are characterised by high temporal variability in concentrations of dissolved salt, even where there is no salinity problem. Generally in streams, the pattern is towards higher salinity at lower flows and lower salinity at higher flows, but this depends on the magnitude and duration of the different flows and on the relative contribution of groundwater into the system. This pulsed salinity effect is most noticeable in ephemeral streams and wetlands just before they dry up. High salinities may also occur in perennial systems during extended droughts (Lake 2003) . However, in aquatic systems undergoing progressive salinisation, the annual pulses may be superimposed by a continual and steady increase in salinity (a ramp disturbance-sensu Lake 2000).
It is important to realise that different disturbances in a landscape may operate at different spatial-temporal scales. Thus, in creeks in the Goulburn-Broken catchment, O'Connor and Lake (1994) described the effects of the longterm disturbance of sedimentation of creek channels that greatly exacerbated the effects of the short-term disturbance of winter flooding. Similarly with salinisation, within the large-scale inexorable disturbance of salinisation, there may be short-term pulse disturbances caused by rapid changes in flow.
While the focus of this paper is on the adverse effects of increases in salinity, we recognise that it will be rare that salinity is the only stressor acting on an ecosystem. For example, salinity-affected wetlands also commonly experience water logging (Cramer and Hobbs 2002) . In other situations, a lack of water because of diversions is more common (Cullen et al. 1996) . Additionally, many wetlands also experience poor water quality (e.g. higher concentrations of nutrients, suspended particulate matter and toxicants) and major changes to habitat caused by stock grazing, in addition to stressors associated with changed flow regimes.
A challenge we explore later in this paper is how best to consider the combined effects of multiple stressors, as this will have major implications for recommendations regarding possible management actions and their likelihood of success.
System responses
Increases in salinity can be a hazard to the integrity of freshwater ecosystems. Generally, changes to ecosystem integrity are assessed by considering the effects of salinity on the biota that inhabit the particular ecosystem. A number of reviews are available showing that salinity can affect a wide range of freshwater biota (Hart et al. 1991; Bailey and James 2000; Nielsen and Hillman 2000; Clunie et al. 2002) . These include effects on the following:
Fish-adult Australian freshwater fish are generally tolerant to salinities up to or greater than ~10000 mg L -1 ; however, eggs and larvae seem more sensitive than adults.
Aquatic plants-many aquatic plants are salt-sensitive, with salinities of 1000-2000 mg L -1 likely to be lethal. Aquatic plants also exhibit many sublethal responses to increasing salinity, including loss of vigour and reduced species diversity. Riparian vegetation-many species of riparian plants are salt-sensitive, with adverse effects apparent at salinities greater than 2000 mg L -1 . Invertebrates-these species seem to be among the most sensitive of freshwater animals to increases in salinity, with adverse effects apparent for some species at salinities as low as 1000 mg L -1 . Microalgae-the diversity of diatom community composition generally falls with increasing salinity and the growth of some diatom taxa is also influenced by the ionic composition of the water. Community structure-although some freshwater organisms can adapt to saline conditions, freshwater biota in general do not extend into saline waters.
The mature stages of the life cycle of most freshwater biota tested seem to be the most tolerant to increased concentrations of salt (Nielsen and Hillman 2000) . However, although many taxa may be able to survive at elevated salt concentrations, reproduction, recruitment and growth of juveniles may be substantially reduced, with profound consequences to subsequent generations.
Unfortunately, there are few studies of the effects of salinity on freshwater ecosystem processes, such as primary production, metabolism, respiration, nitrification or denitrification. One recent study by P. Davies (unpubl. data) found that increased salinity in a section of the Collie River, Western Australia, resulted in reduced community metabolism. Studies of this type will be required in many more salinity-affected wetlands and streams before any general patterns can be determined.
Which systems are most at risk?
It is clear that two factors in particular are important in assessing which freshwater systems are most susceptible to salinity increases-the location of the systems in the catchment (see above), and the current condition (or ecological 'health') of the system, i.e. whether the system is already degraded as a result of the actions of stressors (which may or may not include salinity)?
The ability of the biotic components of an ecosystem to withstand disturbances, such as salinity increases, depends on the resilience (and resistance) of the system's components and their current condition (Scheffer et al. 2001; Walker et al. 2002) . Resistance is simply the capacity of a system to resist change in structure and function, while resilience is the capacity of a system damaged by disturbance to return to its prior state if the disturbance is removed (Peterson et al. 1998; Carpenter et al. 2001; Gunderson and Holling 2002) . For most freshwater biota, resilience is usually a function of the use and availability of refugia (Sedell et al. 1990) . For example, with salinisation of a wetland, biota such as insects may leave for less saline wetlands and recolonise the affected wetland later if the salinity drops. Similarly, in streams, if downstream salinisation occurs and is then subsequently abated, biota from unaffected upstream sections may recolonise downstream. If, however, the salinisation persists, then the system does not recover and the original species are lost and replaced by a reduced set of more tolerant species.
It is generally assumed that excessive disturbance can tip an ecosystem from a desired state to one of less value (an alternative state). A system's resilience governs its capacity to return to its previous state, following the cessation of the disturbance, rather than be tipped permanently into the alternative state. The concept is shown schematically in Fig. 1 . Curve (a) illustrates an ecosystem that changes in a smooth, almost linear way in response to a disturbance gradient, while curve (b) illustrates an ecosystem that is relatively stable until a critical level (threshold) is reached, when it very rapidly changes to another state. The ecosystem illustrated by curve (c) has two stable states separated by an unstable equilibrium. When this ecosystem is in a state on the upper branch, it will not pass to the lower branch (new state) smoothly. Instead it is able to resist the disturbance and maintain the majority of its environmental condition up to a point (x) when it undergoes a major shift to the lower, less favourable state. To restore such an ecosystem to its original state is not a simple matter, as there is a strong hysteresis to such change (Scheffer et al. 2001) . Scheffer et al. (2001) have provided examples of shifts between alternative states in lake, coral reef, woodland, desert and ocean ecosystems. Most relevant to our work are the well documented changes in shallow lakes from clear, macrophyte-dominated conditions to turbid, cyanobacteriadominated conditions that are caused by excessive nutrients .
Resilience is often considered to be conferred by biological diversity (i.e. species richness)-the higher the diversity of a system, the more ecologically stable it is and the greater the resilience (Peterson et al. 1998; Gunderson and Holling 2002) . Hence, if the diversity of a system has been reduced as a result of the impact of stressors, such as flow changes, habitat deterioration and water-quality degradation, it will be less resilient to further disturbance from salinity. However, this resilience-biodiversity nexus is not universally supported. Carpenter et al. (2001) defined three properties of resilience: the amount of change the system can undergo, the degree to which the system is self-organising, and the degree to which the system can adapt to the disturbance. Both Carpenter et al. (2001) and Walker et al. (2002) argued that resilience must be considered in the context of both the biophysical ecosystem and the social system impinging upon it (the social-ecological system). They argue that an assessment of resilience must consider feedback (response) mechanisms, including both ecological feedbacks, and also social and (adaptive) management responses.
The clear message for risk assessors is that they must go beyond the simple biophysical cause-effect type relationships generally considered when assessing the risk of adverse effects caused by contaminants (stressors) on ecosystems.
While resilience is a useful theoretical concept, there is still insufficient knowledge to allow us to measure a system's resilience and to use this to set thresholds for particular disturbances. However, this knowledge may well come in the next few years. For example, Davis et al. (2003) recently identified three alternative states in shallow wetlands influenced by increased salinity. With increasing salinity, freshwater emergent macrophyte-dominated wetlands can be changed to submerged macrophyte-or phytoplanktondominated systems. These phytoplankton-dominated systems may then change to microbial mat-dominated systems with further increases in salinity. They suggest that salinity of about 100000 mg L -1 may be an important threshold between macrophyte-dominated communities and microbial mat-dominated communities.
Clearly, to set priorities for protecting and restoring aquatic systems at risk in salinising landscapes, naturalresource managers need tools that will assist in assessing the threats from increased salinity, the probability of persistence or recovery of the system, and in identifying the key management actions required. In the next section, we discuss the use of ecological risk assessment for this purpose.
Ecological risk assessment framework
Ecological risk assessment (ERA) is a relatively new technique that is now available for assessing the level of risk to the health of river ecosystems posed by multiple stressors (e.g. salinity, toxicants, nutrients, temperature, flow, habitat, exotic fish species). In general terms, risk is often defined as the product of the probability or likelihood of a hazard and the consequence if that hazard occurs. Ecological risk is defined as:
Ecological risk = likelihood of ecological effect × consequence of that effect.
Thus, ERA provides a basis for comparing and ranking risks, so that natural-resource managers can focus attention on the most severe risks first. Ideally, the ERA process should be iterative, allowing new information to be incorporated into the risk assessment as it becomes available.
Most applications of ERA are for situations where the risk of adverse changes caused by new stressors (e.g. application of a new pesticide, changes to a river flow because of additional water being abstracted for irrigation) is to be predicted or assessed (Calow 1995; USEPA 1998; AS/NZS 1999; Hart et al. 2001) . However, ERA can also be used (retrospectively) to predict the probability that particular rehabilitation management actions will lead to improvements in a degraded ecosystem (USEPA 1998).
Many risk assessments continue to be qualitative (or semiquantitative at best), with descriptive ratings (e.g. unlikely, possible, likely, highly likely) being used to describe the risk. This approach has been criticised for its failure to account explicitly for subjectivity and uncertainty (Burgman 2001 ). The aim always should be to use numerical data for both the consequence and likelihood components, and to use methods that make these assessments transparent and internally consistent (Burgman 2001; Hart et al. 2001) , a theme that is taken up later in this paper.
While the majority of ecological risk assessments still focus on single issues and a limited number of stressors, there are now a number of initiatives aimed at further developing the ERA technique to provide a framework for considering a wider number of interacting stressors within a catchment or river-basin context (Cormier et al. 2000; Hart et al. 2001; Leuven and Poudevigne 2002) .
The main steps involved in an ecological risk assessment (problem formulation, risk analysis and risk characterisation) and the subsequent management and monitoring programs are shown in Fig. 2 . These are discussed below, using examples from a current project-assessing the salinity risks to aquatic systems in the Goulburn-Broken catchment in Victoria-to illustrate the key processes.
Goulburn-Broken catchment
We are working with the Goulburn-Broken Catchment Management Authority (G-BCMA) to develop an ERAbased decision-support tool to assist them in identifying and prioritising aquatic systems (e.g. rivers, streams, wetlands, storages) in the catchment that are most at risk from increases in salinity. This information will be used by the G-BCMA to assist them in focusing future investment decisions.
The Goulburn-Broken catchment, which covers 17% of Victoria and has a population of ~250000, supports major agricultural (dryland and irrigated), food-processing, forestry and tourism industries. The catchment extends from the Great Dividing Range to the River Murray, and can be divided into the following three broad regions: an upstream largely forested area above Lake Eildon (c. 30%), a middle region devoted largely to dryland agriculture (c. 50%) and the lower flat irrigation region (c. 20%). The three regions are shown on Fig. 3 , together with the areas in the dryland region recently designated as at high risk from salinity.
Salinity has been a high priority issue in the Goulburn-Broken catchment for some time (MDBC 1999) , with the predictions being that there will be significant increases in salinity in particular areas of the Goulburn-Broken catchment over the next 20-30 years unless some major management interventions are undertaken. The initial salinity focus was on the Shepparton Irrigation Region, where 45% of the region is currently underlain by shallow water tables, and this will rise to 60% if nothing is done (G-BC&LPB 1996) . The annual losses are expected to double to $90 million by 2020 (MDBC 1999). More recently, attention has also focused on dryland salinity problems in the catchment. Currently, ~1% (or 4500 ha) of the dryland agricultural area is heavily salinised, but this salinity-affected area is predicted to increase 8-fold (up to 38000 ha) in 50 years if nothing is done (G-BC&LPB 1996). Gill et al. (1999) have nominated the high-risk areas in the dryland region, based on potential increases in groundwater levels (Fig. 3) .
The main aquatic systems at risk from increases in salinity are the rivers, streams and wetlands located in the middle and lower sections of the catchment (Fig. 3) . The two main river systems in the catchment, the Goulburn and Broken Rivers, are both expected to increase in salinity over the next 30-50 years (NLWA 2001) . The Goulburn is expected to increase from 130 µS cm -1 (in 2000) to 230 µS cm -1 by 2050, while the Broken River is expected to be even more affected, increasing from the present value of 114 µS cm -1 to 970 µS cm -1 by 2050. The Goulburn-Broken catchment also contains a large number of wetlands (1818 covering a total area of 82200 ha), of which the Barmah Forest is perhaps the best known. Approximately 450 of these wetlands are identified as important, either because they are designated State or Territory important wetlands, or are considered an important breeding or feeding ground, supporting a large number of plant and animal taxa or containing rare or threatened species. It has been estimated that c. 32400 ha of these wetlands have been affected by drainage and altered water regimes, and that over 40% will have shallow water tables and possible salinity effects by 2050 (G-BCMA 2002) .
Problem formulation
This is the planning phase that establishes the goals, breadth and focus of the risk assessment. Key outputs from this stage are identification of the ecosystem(s) to be considered, their ecological values and the stressors that threaten these values. It is highly desirable that this step be undertaken with stakeholder involvement (Borsuk et al. 2001a) .
For this study, the stakeholder workshop determined that the focus of the assessment would be the risk to two categories of waterbody (wetlands and rivers or streams), and that three time scales should be addressed-present, medium-term (i.e. about 20 years hence) and long-term (c. 100 years). Initially, small subsets of water bodies from each category are being considered as case studies (Hart et al. 2002) . Salinity is the main stressor being considered in the G-B ERA study. Where possible, attempts will be made to include other stressors, but at this early stage this will simply involve categorising the aquatic systems into those that are currently largely unmodified and those that are already modified.
The main measurement endpoint chosen was species richness. The risks to all recorded species of algae, plants and animals at any particular site will be assessed in terms of whether they are likely to be lost from an environment as a result of salinisation. Additionally, the risks to a nominated group of 'flagship' species (e.g. Murray cod, trout cod, platypus) are also being assessed.
Conceptual models
Conceptual models are useful in focusing the riskassessment process, and in providing a basis for discussions about a particular ecosystem with stakeholders. Such models are representations of our present understanding of the overall ecosystem or components of the system. We believe there is advantage in preparing two types of conceptual models: (a) a 'big picture' (or macro-scale) model for the catchment showing the important components of the system and the regions in this landscape where salinity risks are likely to be greatest (Fig. 3) , and (b) system-specific (or meso-scale) conceptual models, where the key stressors are linked to the ecological effect (see Fig. 4 for an example of such a model for a floodplain wetland in the dryland agricultural region).
System-specific conceptual models are useful in forming the basis for quantitative ecological models in systems where there is both sufficient knowledge about the linkages and sufficient data to quantify these linkages (Borsuk et al. 2001a; Reckhow 2003) .
For this first phase of the salinity-ERA development, we have assumed that the relevant conceptual model is the part of Fig. 4 shown in bold, i.e. that salinity increases have the greatest effect on the wetland biota. We discuss how the other factors might be incorporated into a larger, quantitative model of the system in the last section.
Risk analysis
During this phase, information relevant to each key issue (e.g. loss of wetland biodiversity caused by an increase in salinity; increased frequency of cyanobacteria blooms; reduction in abundance and diversity of native fish) is gathered on the two components of risk, likelihood and consequence of the effects, and this information is combined to provide estimates of risk.
Effects characterisation
The purpose here is to identify and quantify the adverse effects on the environmental value of concern caused by a stressor. Unfortunately, for the G-B ERA study, there is insufficient knowledge on the specific biological or ecological effects of salinity to build a model based on our understanding of the system, such as described above. Consequently, a very simple cause-effect conceptual model has been developed that links the stressor (salinity increases) within a particular environment to the loss of extant taxa as their salinity sensitivity is exceeded.
We have used the large salinity effects database prepared by Bailey and Boon (2002) to obtain salinity sensitivity information on the biological species known (or predicted) to occur in each specific aquatic system. The database contains information on c. 1000 aquatic species, generated from surveys of presence/absence of taxa from environments with known salinity levels. The database also contains salinity sensitivity information based on ecotoxicity studies, but these data are not used in the present study. The presence/ absence data allow an estimation of the maximum salinity at which taxon will be found (EC max ), but do not reveal why a particular taxon is lost above this figure. Figure 5 shows a typical species sensitivity distribution curve, in this case for Hughes Creek located in the Goulburn catchment.
Likelihood characterisation
Here the objective is to measure (or predict) the spatial and temporal distribution of the stressor (salinity). For quantitative risk assessments, some modelling (or estimation) of the stressor concentration distributions is normally undertaken, particularly to obtain information relevant for future scenarios.
For the Goulburn-Broken, the salinity distribution curves (likelihood data) for each of the rivers and wetlands being studied will be obtained either from available monitoring data or by using a hydrological-water quality model (REALM). Figure 5 provides an example of a salinity distribution curve for one of the designated case studies, Hughes Creek, using the output of the model for the year 2000 (SKM 2003) . Future salinity-distribution curves will be estimated by using predicted rates of change of salinity in each of the Goulburn-Broken subcatchments. These trajectory data will be applied to the REALM model to create distributions of likely future salinities.
Risk characterisation
Here we consider how best to combine the two components of risk, the effects or consequences and the likelihood. A probabilistic approach has been used to assess the risks from salinity in the Goulburn-Broken catchment (Solomon et al. 1996 (Solomon et al. , 2001 USEPA 1998) . This approach determines system-specific species sensitivity distribution (SSD) for the stressor of interest (salinity), using data for as many species as possible that live in the system, and then estimates the proportion of these species likely to be subjected to intolerable salinity levels given the expected salinity concentration distribution.
The approach is shown schematically in the bottom panel of Fig. 5 . Both the likelihood (salinity) and effects data are approximately log-normally distributed, although this is not always the case (Newman et al. 2000) . If the data are expressed as cumulative frequency histograms, the point of overlap between the two distributions represents risk to the system. Figure 5 shows how these distributions can be used to estimate the salinity (x-axis) that exceeds the tolerance for a particular proportion of the species (right-hand, y-axis). Thus, in Hughes Creek, the most saline 10% of daily salinity values exceed the tolerance value for 1.8% of taxa recorded in the area. If measures of uncertainty are incorporated into the cumulative frequency distributions, the actual procedure will be a little more complicated (e.g. van Dam et al. 2003) .
As mentioned above, the likelihood data for this example were daily EC values for the year 2000 drawn from a REALM model of the Goulburn catchment (SKM 2003) . The consequence data were the maximum salinity value at which the taxon has previously been found in the field (EC max ) taken from Bailey and Boon (2002) . Species lists were obtained from the Department of Sustainability and Environment (DSE) and the Victorian EPA. A taxon was assigned an EC max estimate if one was available at species, genus or family level. This approach was made necessary by the lack of salinity-tolerance data, and by the fact that many biological survey data only identify organisms to family level. Even with these generalisations, only c. 50% of the recorded aquatic and riparian taxa for the Hughes Creek area could be assigned an EC max value. It should also be noted that there were no algal species recorded in the species lists for the area, and these often have some of the lowest tolerance values. A feature of robust and credible ERA's is that the assumptions and data limitations are clearly documented.
The following three main outputs will be provided from the risk-assessment process: (i) the probability of exceeding the salinity tolerances for varying proportions (e.g. 1, 5, 10%) of the taxa present, (ii) an expectation of the effect on aquatic biodiversity over a given time frame (e.g. expect 8% of species from this wetland to be affected by salinity over the next 30 years, given the species currently living there and the expected increases in salinity), and (iii) identification of the expected loss of any 'flagship species' (e.g. Murray cod is at high risk of being affected by salinity in this stretch of river over the next 30 years).
Three aspects of this probabilistic approach require comment. The first relates to selection of the level of protection or the threshold concentration from the species sensitivity distribution. This can vary depending on the characteristics of the stressor and the ecosystem at risk (Solomon et al. 1996; ANZECC/ARMCANZ 2000) . For example, the Australian and New Zealand water-quality guidelines recommend that for toxic stressors, site-specific trigger values should protect 95% of species, but suggest a higher level of protection (99%) for special high-value ecosystems. However, Solomon et al. (1996) used the 10 percentile of the SSD as the appropriate level of protection for atrazine.
The second decision (or judgement) comes in deciding how often this threshold may be exceeded before significant ecosystem effects will occur. The selection of an exposure cut-off is arbitrary, and will be influenced by the mechanism by which the stressor interacts with the biota. In assessing the risks from exposure to atrazine, Solomon et al. (1996) considered that low-risk situations were represented where the 90th percentile of the in situ concentration distribution was less than the 10th percentile of the SSD.
Finally, we note that this approach focuses largely on the sensitivity of individual species to salinity increases and takes no account of their resilience. As noted previously, resilience of most freshwater biota is a function of the use and availability of refugia (Sedell et al. 1990) . Therefore, even though particular species are killed during a highsalinity event, they may recolonise the stream from upstream, unaffected sections once the salinity abates.
Risk investigations
In undertaking a risk assessment, it is often found that further investigations are needed to provide more information before the detailed assessment can be undertaken (Fig. 2) . For the example case above, the risk assessment would be improved by more inclusive species lists for the area under investigation, and by more and better estimates of the salinity tolerance of individual taxa. Here we highlight the differences between 'normal' (null-hypothesis testing) scientific investigations and those required for risk assessments.
Natural-resource managers are concerned with the costs of two kinds of mistakes, namely declaring that there is an impact when there is none (false positive or Type I error), or declaring a situation is safe when it leads to unacceptable environmental impact (false negative or Type II error) (Downes et al. 2002) . Null-hypothesis tests in these circumstances have been of limited value because, traditionally, they focus on just the Type I error, which by convention is set at 0.05, and ignore the possibility of the other kind of error (Mapstone 1995; Quinn and Keough 2001; Reckhow 2003) .
Additionally, the risk investigator is focused more on quantifying the relationships between cause and effect, or more often, between indicators of cause and effect, rather than in determining whether statistically significant effects have occurred as a result of the imposition of a stressor on the ecosystem. Given the complexity and variability of most natural systems, and the inherent considerable level of uncertainty, a statistically significant finding often requires that many samples are collected over a long period of time. This often results in prohibitively expensive investigations that are either done poorly or not at all.
For these reasons, Bayesian methods are gaining increased favour for risk investigations (Reckhow and Chapra 1999; Borsuk et al. 2001a Borsuk et al. , 2001b Reckhow 2003) . Bayesian methods have a number of advantages, the most important being that probabilistic predictions can be obtained, that existing information and knowledge (via expert opinion) can be used, and that predictions can be obtained even in situations that are data-poor, a situation that exists for many ecosystems we are required to manage.
Decision processes
A powerful feature of the risk-assessment process is that consistent information on the risks associated with a number of possible scenarios or management options can be provided to the manager. For example, there are now many cases in Australia where high-value wetlands are being adversely affected by rising salinity, and possible management (rehabilitation) options are being investigated. These include short-term engineering options, such as groundwater pumping or the construction of deep drains to divert groundwater from entering the wetland, and longer-term options, such as catchment revegetation (Jolly et al. 2002) . ERA could provide a rigorous and consistent framework for comparing the likely ecological benefits of such options.
Risk management
The information developed in the previous stage can then be used with economic, social and cultural information to develop a management plan to minimise the risk to the particular ecosystem. Generally, ecosystems at risk fall into one of the following four broad management categories (Rutherfurd et al. 1998 ):
(i) Protection-for ecosystems that are assessed as being at low risk of adverse effects in the medium-to long-term. Previous research has estimated that it is at least 10 times cheaper to protect and maintain existing ecosystems than to restore and repair lost ecosystem function (Balmford et al. 2002; Morton et al. 2002) ; (ii) Active management-for ecosystems that are assessed at high risk now or will be in the near future; (iii) Rehabilitation-systems that are currently in poor to reasonable condition; (iv) Low priority for any action-systems that are currently in poor condition and at high risk of further adverse effects. The exceptions here are aquatic systems that are highly valued by the community.
Possible management actions that might be contemplated in response to information on risk and the present condition of the system are shown in Table 1 . Information derived from the risk assessment, and particularly that derived from a well constructed conceptual model of the system, should assist the natural-resource manager in deciding those factors (or stressors) that contribute most to the risk, and which of these are possible targets for management action.
Monitoring
Without a robust monitoring and assessment program, it is impossible to know whether the various management actions have had the desired effect. Additionally, information derived from the monitoring program will be vital in determining the trajectory of any change, i.e. whether the system is improving, getting worse or being maintained? Such information is an essential component of adaptive management. Unfortunately, in many situations too little effort is expended in monitoring the behaviour of the system.
Challenges facing ecological risk assessments
Ecological risk assessments aim to predict the likelihood that particular disturbances will result in unacceptable changes to ecosystems. However, the assessment process is challenged by the fact that the processes driving these ecosystems are characteristically dynamic and variable in space and time, and that we often have limited knowledge of these ecological processes and how disturbances affect them. Consequently, ERA's are frequently qualitative and rely heavily on 'expert' advice, often without specifically acknowledging the assumptions and uncertainties associated with the inputs made by these 'experts'.
In this section, we address the challenge of making the ecological risk assessment method more quantitative. Two particular aspects of this challenge are discussed: (i) how to better quantify the linkages between the key stressors and the biotic components, and (ii) how to better handle uncertainties.
Why quantitative risk assessments?
Qualitative risk assessments frequently fail because they do not fully identify the levels of subjectivity associated with the assessment (Burgman 2001) . A substantial body of research in the psychology of risk perception suggests that, because of the perceptions of the people performing the assessments, it is very difficult to obtain reliable results from subjective risk assessments. Human psychology is not well suited to the task, even when experts make judgements in their area of expertise (Zeckhauser and Viscusi 1990; Fischhoff 1995) .
People colour their judgement about risky situations with perceptual idiosyncrasies. The degree to which an individual is prepared to tolerate a risk depends on the utility they expect from the outcome, and the extent to which they appreciate the tenuousness of assumptions on which judgements are made (Fischhoff 1995) . Because decisions about the use of the environment almost inevitably conflict with other priorities, the decisions are laden with subjective values and interpretations. In addition, unless great care is used to ensure terms are interpreted the same way by all those involved, arbitrary linguistic uncertainty further clouds subjective estimates of risk (Burgman 2001; Regan et al. 2002) .
The alternative to qualitative risk assessments is to invest additional time and effort to perform a quantitative risk analysis, which provides elements of transparency, internal consistency and freedom from ambiguity that are difficult to obtain in subjective assessments.
Quantifying the linkages
In an attempt to overcome the problems with qualitative assessments of risk, there is now a worldwide push to develop more quantitative (model-based) risk-assessment methods (Cormier et al. 2000; Hart et al. 2001; Leuven and Poudevigne 2002; Reckhow 2003) . These activities include the use of conceptual models that more transparently identify the linkages between stressors and ecological consequences (Borsuk et al. 2001a; Hart et al. 2001) , fault and event trees, interval arithmetic, probability arithmetic, Bayesian methods (Lathrop et al. 1998; Borsuk et al. 2001a Borsuk et al. , 2001b Stow et al. 2001; Reckhow 2003) , Monte Carlo simulations (Burgman et al. 1993; Stewart and Melchers 1997) and ROC curves (Swets et al. 2000) .
We have found that the formulation of both 'big picture' and system-specific conceptual models is a crucial part of the problem-formulation stage (see Figs 3 and 4) because (i) they assist in ensuring that scientists and managers are talking about the same system or parts of it (i.e. spatial and temporal scales are agreed), and in forcing the scientists to define the system and its ecological interactions (i.e. gets the knowledge out on paper); (ii) they help with identifying the key linkages and defining which of the drivers or stressors might best be managed to reduce the risk; and (iii) they can be used to define the key knowledge gaps, and as a result help to prioritise future research activities.
Conceptual models may be quite simple and just identify the key components in the systems and the linkages between these. However, the most useful conceptual models are those that specifically link the key stressors with the ecological consequence, and which can then be used to develop more quantitative cause-effect relationships.
Until quite recently, predictive ecological models were largely process-based (mechanistic, deterministic), where an attempt was made to identify and simulate all important physical, chemical and biological processes occurring in the system. However, the complexity of ecosystems makes this Additionally, ecosystems are made up of a hierarchy of processes operating at a range of scales, with these likely to differ depending on the specific variable or processes being studied. Clearly, the key to successful prediction lies in choosing scales at which predictable patterns emerge. Considerable progress has been made in recent years through the use of Bayesian probability methods that have the capacity to capture the best elements of process-based models, statistical correlations and existing 'expert' judgements, and to also provide essential information on the uncertainty in the final prediction (Ellison 1996; Borsuk et al. 2001a Borsuk et al. , 2001b Reckhow 2002) . In particular, Bayesian networks are now being used for a number of ecological issues, including predicting levels of cyanobacteria (Stow et al. 1997) , predicting nutrient reduction strategies for an estuaries (Lathrop et al. 1998; Borsuk et al. 2001a) , predicting benthic oxygen demand on the basis of carbon input (Borsuk et al. 2001b) , and predicting the changes to native fish abundance and diversity caused by irrigation systems (C. A. Pollino, P. Feehan, M. Grace and B. T. Hart, unpubl. data).
As noted above, the first-stage development of a salinity ERA for the Goulburn-Broken catchment has employed a very simple conceptual model (Fig. 4) . This assumed that salinity is the major stressor influencing the ecological integrity of wetlands and streams in the region, and employed a probabilistic method to relate the likelihood of adverse effects on the biota with the consequences if these effects occurred. In the second stage, we propose to develop a Bayesian network that will include other stressors that could also influence the response of ecosystems. The network for wetlands in the dryland agricultural region of the Goulburn-Broken catchment will be based on a multistressor conceptual model shown in Fig. 4 .
How to better handle uncertainty?
A number of researchers have argued that the specific analysis of uncertainty can produce a better understanding of risk, promote transparency, enhance credibility and generally improve decision making (Pate-Cornell 1996; Burgman 2001) . Characterisation of uncertainty helps answer the question: 'How likely is a predicted outcome?', and needs to be an integral part of any ecological risk assessment.
Risk assessments must deal with the following three types of uncertainty (Regan et al. 2002) Two fundamental approaches to uncertainty calculations have been identified: approximations (focus on where one thinks the answer is by minimising the bias), and bounding (focus on where one knows the answer is not by tightening the range of variables) (S. Ferson, pers. comm. 2002) .
A range of mathematical techniques is now available to assist with uncertainty calculations, including worst-case analysis, interval arithmetic, probability theory (Monte Carlo analysis) and Bayesian analysis (Nayak and Kunda 2001; Reckhow 2003) . There are also a number of specific computer packages available for this purpose [e.g. RAMAS Risk Calc (www.ramas.com), NETICA (www.norsys.com), WinBUGS (www.mrc-bsu.cam.uk/bugs)].
It should be noted that in the main these methods essentially aim to quantify the uncertainty associated with variability. Situations where there is a lack of knowledge or ignorance about how a system functions, cannot be assisted by these methods (with the possible exception of interval analysis).
Although we have argued that uncertainties need to be quantified to produce a transparent and credible risk assessment, such information can lead to exactly the opposite conclusion by the community (and some managers). For example, a risk statement that there is a 70% likelihood that an adverse ecological effect will result from a particular action, would probably be interpreted by all as suggesting that this action should not be activated (or that it needs to be reassessed). However, if it is further stated that while 70% is the most likely result, the probability could range from 40% to 85% likelihood of an adverse outcome, the management decision depends on whether one is risk adverse or a risk taker. Statement of such uncertainties can be disconcerting to the community.
Summary
Salinity is already a major problem in many parts of Australia, and is predicted to get considerably worse over the next 30-50 years. Most of the efforts have focused on the loss of productive agricultural land and terrestrial vegetation. There is now a recognition that increased salinity can also result in adverse changes to aquatic ecosystems in rivers, streams and particularly wetlands.
Although there is considerable information throughout Australia on the changes in salinity level in many of these aquatic systems, there is currently a lack of information on the effects of salinity on aquatic biota. Moreover, there are few methods for drawing together information on environmental salinity levels and species sensitivity data, to provide assessments of the risk of adverse effects.
The paper reports work aimed at developing a decisionsupport tool, based on the newly emerging science of ecological risk assessment, to assist in identifying and prioritising the aquatic systems in the Goulburn-Broken catchment (Victoria) that are most at risk from salinity increases over the medium (20 years) and long (100 years) term. This information will be important for focusing investment decisions and management actions.
We first reviewed the importance of assessing risks from salinity increases within a broad landscape or catchment context, and introduced a disturbance-response conceptual model to assist with the understanding of such situations. Two factors were shown to be particularly important in assessing which freshwater systems will be most susceptible to salinity increases: the location of the systems in the catchment (e.g. the wetlands, streams and riparian vegetation that occurs in the lowest positions in the landscape) and the current condition (or ecological health) of the system. The resilience of an ecosystem to salinity disturbances, or its capacity to return back to its prior state if this disturbance is removed, was shown to be a useful concept that with further knowledge may be incorporated in risk-assessment approaches.
Considerable progress has been made in developing a new salinity ecological risk assessment framework for assessing risk to aquatic systems in the Goulburn-Broken catchment. We provided an example where a probabilistic approach was used to combine the two components of risk-effects and likelihood-to assess the risks from salinity in Hughes Creek located in the Goulburn catchment. The likelihood data were obtained by using a linked hydrological-salinity model and the effects data (or species sensitivity distribution) were obtained by using a national salinity-tolerance database and the species known to be present in this creek. This assessment showed that current salinity levels are low enough to present a low risk to the biota in Hughes Creek.
Finally, the paper addressed a major challenge facing all ecological risk-assessment methods, i.e. how to make them more quantitative. Two key aspects of this challenge are addressed-how to better quantify the linkages between the key stressors and the biotic components, and how to better handle uncertainties.
