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Abstract Changes in Arctic sea ice have been proposed to affect midlatitude winter atmospheric
circulation, often based on observed coincident variability. However, causality of this covariability
remains unclear. Here, we address this issue using atmospheric model experiments prescribed with
observed sea surface temperature variations and either constant or time‐varying sea ice variability. We
show that the observed relationship between late‐autumn Barents‐Kara sea ice and the winter North
Atlantic Oscillation can be reproduced by simulated atmospheric internal variability but is not simulated
as a forced response to sea ice. Observations and models suggest reduced sea ice is linked to a weaker
Aleutian Low. We show that simulated Aleutian Low variability is correlated with observed sea ice
variability even in simulations with fixed sea ice, implying that this relationship is not incidental. Instead,
we suggest that covariability between sea ice and the Aleutian Low originates from tropical sea surface
temperature and rainfall variations and their teleconnections to the extratropics.
Plain Language Summary Recent dramatic changes in Arctic sea ice due to climate change have
been linked to changes in weather patterns across the Northern Hemisphere. Many studies have
proposed such links, but correlation does not necessarily imply causality. Here, we explore the causality
of this link using atmospheric models run with observed sea surface temperature variations and either
constant or time‐varying sea ice. We find that changes in weather patterns over the Atlantic that are
correlated with sea ice variations are not caused by changes in sea ice. Instead, the correlation appears to
be an incidental occurrence due to internal atmospheric variability. Additionally, we find that changes
in weather patterns over the North Pacific, which are also correlated with sea ice variations, are
reproduced in model experiments with no knowledge of these sea ice variations. In this case, the
correlation appears to arise due to a third factor: rainfall variations over the tropical Pacific Ocean,
which can affect midlatitude weather irrespective of sea ice changes.
1. Introduction
The loss of Arctic sea ice in recent decades has been widely linked to variability in midlatitude weather,
including aspects such as the jet stream (Francis & Vavrus, 2015), cold air outbreaks (Collow et al., 2019;
Liu et al., 2012), sudden stratospheric warmings (Kim et al., 2014), and the North Atlantic Oscillation
(NAO) (Petoukhov & Semenov, 2009). There is, however, little consensus on how interannual variability
and trends in Arctic sea ice affect midlatitude weather variability. For example, modeling studies produce
a spectrum of responses in the NAO due to Arctic sea ice loss, with no consensus even on the sign of the
response (Smith et al., 2017). Reasons for these discrepancies may include a large component of internal
variability masking forced signals (Screen, 2017), differing background states of the climate models (Smith
et al., 2017), or varying representations of stratosphere‐troposphere coupling (De & Wu, 2019). Given the
rapid decline in Arctic sea ice, furthering our understanding of the relationship between Arctic sea ice
and the midlatitude circulation is imperative for societal adaptation to climate variability and change.
Interannual sea ice variability is nonuniform across the Arctic and the locations of greatest variability are
dependent on season. In late autumn/winter, variability is particularly pronounced in the Barents and
Kara (BK) Seas (Onarheim et al., 2018). Many studies have related autumn variability and loss of BK sea
ice to winter midlatitude circulation patterns (e.g., Vihma, 2014; Sun et al., 2015; Zhang et al., 2018;
Liptak & Strong, 2014), either via a stratospheric pathway (Kelleher & Screen, 2018; McKenna et al.,
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2018) through modulation of upward planetary wave propagation into the stratosphere (Kim et al., 2014).
This can weaken the polar vortex, exerting a lagged tropospheric influence later in winter (Kidston et al.,
2015); or via a tropospheric route through deepening the Icelandic node of the NAO regionally due to
surface heating anomalies related to sea ice loss (Orsolini et al., 2012; Cassano et al., 2014).
Some studies have sought to exploit connections between interannual sea ice variability and the extratropi-
cal atmospheric circulation for seasonal predictions of the winter NAO. Both Hall et al. (2017) and Wang
et al. (2017) used autumn BK sea ice to construct empirical predictions of the winter NAO, and Scaife
et al. (2014) identified an apparent dependence of dynamical winter NAO forecasts to the sea ice conditions
in the Kara Sea during November. However, while Arctic sea ice may serve as a good statistical predictor of
the winter NAO, or of the spread in dynamical forecasts, this does not necessarily imply the relationship is
causal. While advanced statistical tools have been developed, such as causal network analysis (Runge et al.,
2015), which indicate a causal link between BK sea ice and the Arctic Oscillation (Kretschmer et al., 2016),
they are susceptible to limitations such as the subjective inclusion (or not) of all important mediating pro-
cesses and assumptions of stationarity (Runge et al., 2015). The latter may be especially problematic for
the relationship between autumn BK sea ice and the winter NAO (Kolstad & Screen, 2019).
Separately, variability in the tropics has also been linked to Arctic sea ice variability through poleward heat
fluxes and changes in the radiation budget (Baxter et al., 2019; Lee, 2012; Lee et al., 2011). Such teleconnec-
tion is mooted to be triggered by the El Niño–Southern Oscillation (ENSO) or the Madden‐Julian Oscillation
(Henderson et al., 2014), through changes in tropical convection and upper‐level divergence that can gener-
ate poleward propagating Rossby waves (Sardeshmukh & Hoskins, 1988; Scaife et al., 2017; Trenberth et al.,
1998). Rossby wave dynamics connecting tropical rainfall variability and the winter midlatitude circulation
are well established (e.g., Cassou, 2008; Knight et al., 2017; Toniazzo & Scaife, 2006).
Given that tropical variability is known to influence the extratropical circulation, and potentially sea ice
variability (e.g., Gong et al., 2017; Park et al., 2015; Woods et al., 2013; Woods & Caballero, 2016), we
hypothesize that observed relationships between Arctic BK sea ice and the midlatitude winter circulation
could be partially explained by a common driver: tropical variability. In this paper, we explore this hypoth-
esis using both reanalysis and parallel multimodel atmospheric model experiments with and without sea
ice variability.
2. Data and Methods
We use ERA‐Interim (ERA‐I) (Dee et al., 2011) monthly‐mean mean sea level pressure (MSLP) fields span-
ning the period 1980–2015. We focus on atmospheric conditions in winter defined here as December to
February average. We define the NAO index by subtracting the winter MSLP over Iceland (16–25°W,
63–70°N) from that over the Azores (20–28°W, 36–40°N), following Dunstone et al. (2016). To generate
our BK sea ice time series, we use the Hadley Centre Sea Ice and Sea Surface Temperature data set
Version 2 (Titchner & Rayner, 2014) monthly‐mean sea ice concentration in November for the period
1980–2015 and calculate the total ice‐covered area where sea ice concentration is greater than 15% in the
domain 10–100°E, 65–85°N. As a proxy for tropical atmospheric convection, we use precipitation fields from
the Global Precipitation Climatology Project (Adler et al., 2003) over the period 1980–2015 and derive
an index of September–October mean precipitation over the western tropical Pacific (110–140°E, 5°S to
25°N), following Scaife et al. (2017). Our motivation for using this region stems from work suggesting
Madden‐Julian Oscillation Phase 5–7 is particularly effective at stimulating planetary waves which can affect
sea ice variability, both in summer and winter (Henderson et al., 2014), and is strongly linked to ENSO
variability (Lee, 2012; Moon et al., 2011). The choice of September/October tropical rainfall, November
BK sea ice, and December–February winter MSLP allows a lagged linear regression to be constructed.
For the model intercomparison, we use atmospheric model simulations from the Facility of Climate
Assessments repository. This contains four models: GFSv2 (Saha et al., 2014), ECHAM5 (Roeckner et al.,
2003), CAM4 (Neale et al., 2010), and CAM5.1 (Neale et al., 2010). For each model, 20 ensemble members
are used, producing a multimodel ensemble of 80 members. We used the period 1980–2015 in line with
the reanalysis. Two experiments were performed: one containing observed sea surface temperature (SST)
variability and observed sea ice variability (hereafter AMIPOBS) and the other with observed nonpolar
(SST) variability but climatological sea ice and polar SSTs (hereafter AMIPCLIM). Note that the
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experiments differ only in their representation of polar sea ice and SSTs; both include the same extratropical
and tropical SST variability. Sun et al. (2016) and Mori et al. (2019) used the same simulations to investigate
the recent Eurasian cooling trend and its potential relationship to sea ice loss.
An additional experiment was performed to isolate the influence of ENSO (hereafter AMIPENSO). This com-
prises ECHAM5, CAM4, and GFSv2, with each model containing 20 ensemble members (total 60 members).
This experiment was constructed through adding the global detrended leading empirical orthogonal func-
tion of SST anomalies onto the monthly varying climatological SSTs. The leading mode of variability is
the ENSO pattern in the Pacific Ocean. More details, along with the loading pattern can be found in
NOAAERSL (2019). We note that while this experiment excludes observed interannual SST variability unre-
lated to ENSO, it contains observed sea ice variability.
3. Variability in Winter MSLP
Our first analysis verifies that the simulations capture interannual winter variability in MSLP similarly to
reanalysis. The regions of maximum interannual variability (Figure 1a) are located in the Atlantic and
Pacific storm tracks, and over the Arctic. Interannual variability across all members in AMIPOBS
(Figure 1b) shows a similar spatial pattern and magnitude to that in ERA‐I (Figure 1a), and the differences
are small compared to the magnitude of MSLP variability itself (Figure 1c). The model therefore well simu-
lates internal variability, but to further assess the importance of these small differences, we identified regions
Figure 1. a) Standard deviation of interannual winter mean sea level pressure (MSLP) in ERA Interim. (b) Same as in (a),
except for AMIPOBS. Here the standard deviation is first calculated for each ensemble member individually and then
averaged. (c) Difference between the standard deviation of winterMSLP in ERA Interim andAMIPOBS. At each grid point,
the standard deviation of MSLP is calculated for each member. Regions where reanalysis fall outside 5–95% range of the
ensemble PDF are contoured. (d) Difference between the standard deviation of winter MSLP in AMIPOBS and AMIPCLIM.
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where the MSLP variance in reanalysis lied outside the 5–95% range of standard deviation values obtained
from the individual ensemble members. Small regions over the Azores were identified where the magnitude
of variability in the reanalysis were outside this 5–95% range (Figure 1a). However, similar‐sized regions also
occurred when we compared a single model realization to the distribution obtained from all members, and
therefore, we cannot rule out that such differences are just a chance occurrence rather than indicative of
model error.
We next compare the standard deviation of MSLP in AMIPOBS and AMIPCLIM to examine whether it is
necessary to prescribe sea ice in order to simulate realistic MSLP variability. The differences in MSLP var-
iance between simulations with observed time‐varying and fixed climatological sea ice are minimal
(Figure 1d), suggesting that sea ice (and polar SST) variability has little effect on interannual variability of
winter MSLP, even in the Arctic. We next consider how well the simulations capture the observed interann-
ual variability of the winter NAO. Here we use the multimodel ensemble‐mean to extract the forced compo-
nent of NAO variability. We perform a linear Pearson correlation on the two multimodel ensemble means,
with the observed NAO index derived from ERA‐Interim MSLP data. The multimodel ensemble‐mean win-
ter NAO index for AMIPOBS is weakly, but significantly, correlated with the ERA‐I NAO index (r = 0.33, p =
0.05). We note that the differences between the models in this regard are small, with correlations of 0.2–0.3
for model‐specific ensemble means. The multimodel ensemble‐mean winter NAO index for AMIPCLIM is
also weakly correlated with the observed NAO index (r = 0.29, p = 0.09). Although the latter correlation
is weaker, it is not statistically different from the former correlation. This suggests that the modest model
“skill” in reproducing the observed NAO originates from sources other than Arctic sea ice variability, such
as nonpolar SST variability. The lack of any significant increase in skill in AMIPOBS compared to AMIPCLIM
suggests the inclusion of variability in sea ice and polar SST's does not drive NAO variability, at least in these
models. The limited NAO skill in the AMIP simulations is likely due to a lack of stratospheric initial condi-
tions, which have been shown to be important in more sophisticated forecast systems (Nie et al., 2019).
4. November BK Sea Ice and the Subsequent Winter Circulation
We now turn to the relationship between autumn BK sea ice variability and the subsequent winter circula-
tion, both in AMIPmultimodel experiments and in reanalysis. By regressing observed November BK ice onto
observed DJF sea level pressure at each grid point, we reveal a pattern that projects strongly onto the nega-
tive phase of the NAO. Additionally, increased MSLP across the Arctic and North Pacific in relation to low
sea ice is found (Figure 2a). This observed relationship between low autumn sea ice and the negative NAO
relationship has been well documented (Kim et al., 2014; Petoukhov & Semenov, 2009; Yang & Christensen,
2012), along with increased blocking over the BK seas and Eurasia in relation to low sea ice (Gastineau et al.,
2017; Mori et al., 2014). We note that despite this strong projection onto the NAO, there is a large standard
error about the regression coefficient in reanalysis, due to large variability and limited sample length (as dis-
cussed in Screen et al. (2017)).
Each member in the model ensemble contains internal variability as well as any forced response. Given a
sufficiently large ensemble, the ensemble mean only retains the forced response as internal variability can-
cels out through averaging the ensemble members. To determine whether members can reproduce the NAO
pattern and magnitude via internal variability, we repeat the regression of November BK sea ice onto the
individual ensemble members and select the member with the strongest link to the NAO (see methods for
the box used) (Figure 2b). This ensemble member well reproduces the negative NAO associated with
reduced BK sea ice, consistent with the idea that the link could be apparent and due to internal variability.
Nevertheless, the magnitude of this pattern is weaker to that found in reanalysis (Figure 2a), and there are
regions where the observed regression coefficient lie outside the 5–95% confidence interval of regression
coefficients calculated from each member separately (Figure 2a). As before, repeating this comparison but
replacing observations with individual ensemble members generates apparent discrepancies of similar spa-
tial extent in approximately 10% of cases (not shown). We therefore cannot reject the null hypothesis that
apparent differences between the observed and simulated regression patterns are due to sampling uncer-
tainty. That said, we are mindful of the caveat that the models may respond too weakly to surface forcing,
for example, sea ice variability, even though they capture fairly well the observed MSLP variability, the
so‐called signal‐to‐noise paradox (e.g., Scaife & Smith, 2018).
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Next we explore the relationship between observed November BK ice and the multimodel ensemble mean in
both AMIP experiments to identify forced relationships. The regression of autumn BK sea ice onto the
ensemble‐mean MSLP from AMIPOBS (Figure 2c) yields a weak and even opposite pattern in the North
Atlantic to that found in reanalysis, with reduced sea ice linked to a weakly positive NAO index. This again
implies that the observed relationship between BK sea ice and the NAO could just be a manifestation of
internal variability, consistent with the nonstationary of the relationship (Kolstad & Screen, 2019). This
result supports the conclusions of Peings (2019), who found a very weak atmospheric response to BK sea
ice variability in a high top model. In contrast, the ensemble‐mean regression over the North Pacific is simi-
lar to that found in reanalysis, suggesting this spatial aspect of the regression onto autumn BK sea ice is
forced. When repeating the analysis for each model separately, the regression patterns are highly similar,
suggesting a weak dependence on the model used (Figure S1).
When the analysis is repeated for AMIPCLIM, which contains no information about sea ice variability, the
same pattern is found as in AMIPOBS (Figure 2d), including over the North Pacific. This suggests that the
forced changes in the North Pacific, which are correlated with BK sea ice variability, are not caused by
sea ice variability and, instead, must originate from other aspects of the ocean boundary conditions. The only
difference between the ensemble‐mean regression in AMIPCLIM and AMIPOBS is directly over the BK seas
Figure 2. (a) Linear regression of standardized November Barents‐Kara sea ice onto winter mean sea level pressure
(MSLP) in ERA‐Interim. Stippling is shown where the regression coefficient is statistically different from zero at the
95% confidence level. All regression coefficients have been multiplied by −1 to infer the relationship with low sea ice.
Regions where the reanalysis regression coefficient falls outside the 5–95% confidence range of ensemble member
regression coefficients is contained by a thick black line. (b) Same as the regression in (a), except for AMIPOBSMember 13,
selected because it was the realization with a regression pattern that projected mostly strongly onto the negative phase of
the North Atlantic Oscillation. (c) Same as in (b), except for AMIPOBS ensemble mean. (d) Same as in (b), except for the
AMIPCLIM ensemble mean.
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region, where in the inclusion of sea ice variability in AMIPOBS leads to enhanced near‐surface temperature
(not shown) andMSLP variability related to BK sea ice. Additionally, given that Hudson Bay sea ice covaries
with BK sea ice, the MSLP above this region is also significantly related to BK sea ice variability.
5. Tropical Origins of Links Between Sea Ice and Winter Circulation
Given the similarity between Figures 2c and 2d, we can infer a minimal causal influence of sea ice on the
simulated MSLP regressions onto autumn BK sea ice. This begs the following question: What is the cause
of the observed and simulated coverability between autumn BK sea ice and winter MSLP? Given that
AMIPENSO only contains the leading empirical orthogonal function of SST's (i.e., ENSO) and observed sea
ice variability and that the latter has minimal effect on the winter circulation in the model, we can use
AMIPENSO to isolate the ENSO influence on the covariability between sea ice and MSLP. The regression
of ensemble‐meanMSLP fromAMIPENSO onto observed November BK sea ice produces a very similar, albeit
weaker (by roughly half over the North Pacific), regression pattern to that in AMIPOBS (not shown). We
hypothesize that ENSO, and tropical rainfall variability in general, can partly account for covariability
between sea ice and MSLP, especially in the North Pacific.
Figure 3. Winter circulation patterns related to preceding tropical Pacific rainfall in reanalysis and model experiments.
(a) Linear regression of observed WPSO (standardized) onto DJF MSLP at each grid point in observations, showing the
regression coefficient. Stippling is where this regression coefficient is statistically non‐zero at the 5% level. (b) Performing
the same procedure as (a), except on each individual member in AMIPOBS using that members standardized WPSO
rainfall. The member with the strongest latitude‐weighted pattern correlation north of 20°N is selected, with the
correlation coefficient shown. (c) Same as in (a), except performing analysis on the ensemble mean in AMIPOBS. (d) Same
as in (a), except for the ensemble mean in AMIPCLIM.
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To further test this hypothesis, we now investigate whether variability in tropical rainfall can partially
explain the ensemble‐mean regression patterns in Figures 2c and 2d. Preceding tropical West Pacific rainfall
(WPSO) is weakly, but statistically significantly, anticorrelated with November BK sea ice (r = −0.36,
p < 0.05) in reanalysis, so we repeat the analysis in Figure 2 but using WPSO rather than November BK
sea ice. Note that unlike the case in Figure 2 with sea ice, precipitation is not prescribed and so we perform
the regressions onto the simulated WPSO in each ensemble member. Figure 3a shows a strong relationship
between the Aleutian Low and WPSO in reanalysis. Given WPSO is increased/decreased during La Niña/El
Niño, this confirms the regression pattern related to BK sea ice loss is also related to La Niña. By repeating
the regression for each member in AMIPOBS experiments (member WPSO onto member winter MSLP), and
performing a weighted linear pattern correlation on the regression patterns north of 20°N, a member is
found with the strongest correlation (Member 32, r = 0.85; Figure 3b), which reproduces both the spatial
pattern and regression strength closely with reanalysis and indicates the model can simulate the
observed pattern.
We investigate the forced model relationship betweenWPSO and the winter circulation by taking the ensem-
ble mean of WPSO in the AMIP experiments and regressing this onto the respective ensemble‐mean winter
MSLP. The pattern in AMIPOBS and AMIPCLIM is very similar to the ensemble‐mean MSLP regression onto
BK sea ice (Figures 2c and 2d). Additionally, the relationship is very similar when performed for each model
separately (Figure S2). We argue that the apparent relationship between North Pacific MSLP and BK sea ice
is primarily a consequence of the anticorrelation betweenWPSO and BK sea ice and that the variability in the
Aleutian Low is forced by tropical variability and not BK sea ice variability. Physical mechanisms that sup-
port this teleconnection from the tropical to extratropical Pacific involve divergence/convergence in the
upper tropical troposphere, which excite Rossby waves that propagate into the midlatitudes modifying the
large‐scale circulation (Brönnimann et al., 2007; Garfinkel & Hartmann, 2008; Scaife et al., 2017).
6. Conclusions
Our results provide new evidence in support of the notion that the observed relationship between autumn
BK sea ice variability and the winter midlatitude circulation is noncausal. Instead, we argue that this rela-
tionship arises in part due to atmospheric internal variability in the Atlantic and in part originates in the tro-
pical Pacific. The former provides a possible, and arguably most likely, explanation for apparent connections
between autumn BK sea ice and winter MSLP in the North Atlantic (i.e., NAO). Although individual ensem-
ble members can reproduce a negative NAO‐like regression pattern with November BK sea ice, the forced
response is weak and different to the apparent response in reanalysis. An important caveat to this work is
that we cannot fully rule out that there is a causal link between sea ice and the NAO that models do not faith-
fully capture (Scaife & Smith, 2018). That said, our conclusion that the forced circulation response to BK sea
ice is weak is supported by past work based on various independent data sets and methods (e.g., Blackport
et al., 2019; Koenigk et al., 2019; McCusker et al., 2016; Ogawa et al., 2018; Peings, 2019; Sun et al., 2016).
The apparent connection between autumn BK sea ice and winter MSLP in the North Pacific has a forced
component. However, this covariability appears to be driven by a third factor: tropical convection in the wes-
tern Pacific. Autumn tropical rainfall variability in the West Pacific has long been known to affect midlati-
tude winter circulation in the North Pacific. Here we have argued that the anticorrelation between West
Pacific rainfall and BK sea ice leads to covariability between Arctic sea ice and the winter extratropical atmo-
spheric circulation, even in the absence of a causal connection between BK sea ice and the extratropics,
which is a novel result. An open question to be explored in future work is whether there is a causal relation-
ship between tropical rainfall and Arctic sea ice.
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