Abstract. DNA computing has a lot of potential, in terms of ability to implement a relational database with circular molecules. In this work, a new DNA-based semantic model is proposed and described theoretically for implementing DNA based memories. This model, referred to as 'semantic model based on molecular computing' (SMC), has the structure of a graph formed by the set of all attribute-value pairs contained in the set of represented objects, plus a tag node for each object. Each path in the network, from an initial object-representing tag node to a terminal node represents the object named on the tag. Input of a set of input strands will result in the formation of object-representing dsDNAs via parallel self-assembly, from encoded ssDNAs representing (value, attribute)-pairs (nodes), as directed by ssDNA splinting strands representing relations (edges) in the network. The computational complexity of the implementation is estimated via simple simulation, which indicates the advantage of the approach over a sequential model. We believe that the semantic models are rather suitable for DNA-based memory, and that this proposal is the first such approach in the semantic networks area.
Introduction
Our research group focuses on development in the area of semantic networks (semantic nets) [14] , via a new computational paradigm. Human information processing often involves comparing concepts. There are various ways of assessing concept similarity, which vary depending on the adopted model of knowledge representation. In featural representations, concepts are represented by sets of features. In Quillian's model of semantic memory, concepts are represented by the relationship name via links. Links are labeled by the name of the relationship and are assigned criteriality tags that attest to the importance of the link. In artificial computer implementations, criteriality tags are numerical values the represent the degree of association between concept pairs (i.e., how often the link is traversed), and the nature of the association. The association is positive if the existence of that link indicates some sort of similarity between the end nodes, and negative otherwise. For example, superordinate links (the term used for 'is-a . . .' relationships) have a positive association, while "is-not-a" links have a negative association. Just as there are at least two research communities that deal necessarily with questions of generalization in science, there are at least two bodies of knowledge concerned with representation of the known world as discovered and explained by science. On one hand, knowledge can be fundamentally procedural and causal; on the other, knowledge is fundamentally judgemental [19] . Naturally, the knowledge representation schemas are quite different; thus, the manners in which knowledge may be processed to generate new knowledge in the two models are also quite different. Semantic modeling provides a richer data structuring capability for database applications. In particular, research in this area has articulated a number of constructs that provide mechanisms for presenting structurally complex interrelations among data typically arising in commercial applications.
Baum [4] first proposed the idea of using DNA annealing to perform parallel associative search in large databases encoded as sets of DNA strands. This idea is very appealing since it represents a natural way to execute a computational task in massively parallel fashion. Moreover, the required volume scales only linearly with the database size. Retrievals and deletions under stringent conditions occur reliably (98%) within very short times (100's of milliseconds), regardless of the degree of stringency of the recall or the number of simultaneous queries in the input. Adleman's [11] ground-breaking work demonstrated a way to use molecules for computational purposes. The extreme compactness of DNA as a data storage medium is nothing short of incredible. Since a mole contains 6.02 × 10 23 DNA base monomers, and the mean molecular weight of a monomer is approximately 350 grams/mole, then 1 gram of DNA contains 2.1 × 10 21 DNA bases. Since each DNA base can encode 2 bits (there are 4 types of bases), it follows that 1 gram of DNA can store approximately 4.2 × 10 21 bits of information. In contrast, conventional storage technologies can store at most roughly 10 9 bits per gram, so that DNA has the potential of storing data on the order of 10 12 more compactly than conventional storage technologies [9] .
In this paper, we propose a semantic model and molecular computation algorithm for implementing a DNA based semantic memory system using DNA reactions in a straightforward manner. It is demonstrated that a DNA-based molecular computing strategy may be applied in the area of semantic networks. The basis of the strategy is an Adleman-like scheme which exploits the random motion of DNA strands in the vessel to effect parallel computation.
Rotation of DNA
The proposed model in this paper is represented by double-stranded DNAs (dsDNA) from theoretical point of view. In the vessel, after the strands have been mixed at defined conditions, circular strands will be formed via self-hybridization. Although most theoretical works on DNA-based computation do not consider computational feasibility, and very little experimental work has been reported [7, 22] , in this section two experimental works regarding database operations using rotation of DNA molecules are introduced. The mechanism of forming circular DNAs is made clear by using virtual DNA fragments. In addition, the essential tools of biochemical operations are outlined.
Related works
A strategy for an inference engine based on circular DNA molecules derived from a plasmid is introduced, along with details regarding practical implementation [16] . A set of indirect rules may be interpreted as a rule tree. Indirect rules create the edges of the tree, each of which is implemented with an indirect rule molecule. At the tree nodes, a process of indirect rule self-hybridization is performed. Rules as edges of a graph have created the complete rule tress with a root at the top and leaves at the bottom. The resulting inferences can be 'read' following the experiments with higher precision and efficiency. Arita, et al. [12] suggests a method for encoding data, and reports experimental results for performing concatenation and rotation of DNA. This work uses fewer enzymes, and is more reliable. Furthermore, the concatenation and join procedure is much more reliable and efficient than a method previously proposed in [8, 15] . This work's principal significance is in the demonstration of the possibility of DNA computing in terms of a relational database with circular molecules. These works also contributed to the development of 'memory machines', which are machines employing a very large memory that implement simple operations. However, these works are not based on semantic networks. A semantic network would be an effective model to store a set of knowledge in circular molecules. It is thought that one method of constructing a memory with power near to that of man is to construct a semantic model based on molecular computing. In this light, we ask: 'what type of the model is most suitable for implementing such a DNA-based architecture?' We then present a semantic model derived from the concepts of basic semantic networks, with simple chemical protocols for implementation.
DNA Computing approach with principal bio-chemical operations
In Adelman's scheme [11] , each edge and node of a Hamilton Path Problem instance graph is represented by a single-stranded DNA (ssDNA) of length 20 bases. The edge u → v from node u to node v is constructed to be Watson-Crick complementary to the node sequences derived from the 3 10-mer of node u and the 5 10-mer of node u . For instance, Figure. 1(a) illustrates a set of DNA fragments representing a path from A → B → C → D → A, adding a last edge fragment D → A to form a closed circuit, which plays an important role in forming a circular DNA.
We next outline the principal operations from DNA biotechnology involved in model implementation, such as hybridization and ligation. DNA computation also requires the tools of PCR (Polymerase chain reaction) and gel electrophoresis for analysis, as described below.
Hybridization & Ligation: The set of DNA fragments is inserted into a test tube. Each ssDNA will anneal to a complementary sequence under defined reaction conditions in the tube. The DNA sequences are mixed in the presence of a DNA ligase. This enzyme will form a covalent bond between each pair of DNA molecules, as long as they are splinted by a third strand formed by adjacent complementary PCR: PCR is a technique which is used to amplify the number of copies of a specific region of DNA, in order to produce enough DNA to be adequately tested. This technique can be used to identify, with very high-probability, disease-causing viruses and/or bacteria, a deceased person, or a criminal suspect.
Gel electrophoresis: Gel electrophoresis refers to the technique in which molecules are forced across a span of gel by application of an electrical potential gradient, as shown Fig. 8(a) . Activated electrodes at either end of the gel provide the driving force. A molecule's shape determines how rapidly the electric field drives it through the gelatinous medium.
Structure of basic semantic model
In this section, we describe how to design a semantic model based on DNA computing. Semantic networks would mimic the intellectual ability of people if they were based on associative memories. The basic structure of a semantic network is a two-dimensional graph, similar to a network. It is relatively easy for humans to deal with a semantic network, because it represents an object (or concept) constructed from knowledge based on human memories. The semantic network consists of a set of ternary relations formed by: an Object, O; an Attribute, A; and an Attribute Value, V. In general, this list representation is denoted as: A basic semantic network may be described as a graph with nodes, edges, and labels representing the set of relations, as shown in Fig. 2 . O is reasoned out by the relation between A i and V ji . Because the semantic network is simply standardized with vertexes and connecting edges, it is a suitable system to support the search for multiple objects in parallel, and for use as a knowledge-based system. In general, semantic network size increases with the number of attributes or attribute values.
The other hand, it is imperative to transform complicated graphs into simpler ones. An AND/OR graph enables the reduction of graph size, and facilitates easy understanding. Thus, instead of using the standard existing semantic network structure described above, in the next section we define a new model, developed to make the most of DNA computing.
Newly-defined semantic model based on DNA computing
Firstly, a tag with a name of an object is assigned to an initial vertex in the graph. After we determine the number and the kinds of the object's attributes, each (attribute, attribute value) pair is assigned to an additional vertex. Secondly,the relationship between vertexes and edges is represented using a new defined AND/OR graph. As shown in Fig. 3(a) , a directed edge in the terminal direction is inserted between the vertexes in series except for the following case. If there are two vertices which have same attributes but different attribute values, each of the directed edges is connected in parallel, as shown in Fig. 3(b) . Each edge denotes only the connection between the vertexes in the directed graph. Finally, labels are attached to the vertexes, such as '(Tag)' and '(Attribute, Attribute Value)'.
Each node denotes either the name of the object or both an attribute and an attribute value. In short, a single path from an initial node to a terminal node corresponds to one object named on the tag. We newly define this graph as the knowledge representation model. This model represents an object, as described by the combinations between the nodes connected by the edges. For example, Fig. 4 illustrates this object representation in the context of an apple (named via the tag). An overall graph is then formed by the union of a set of such basic objects, each of which is described in similar, simple fashion. Figure 5 shows an example of such a network. We name such a graph a semantic model based on molecular computing (SMC). An SMC contains all of the attributes common to every object as well as each of the attribute values. Attribute layers consist of attribute values, lined up. If an object has no value for a certain attribute, that attribute value is assigned 'no value'.
DNA computation for semantic memory
In this section, a computational algorithm is described for a DNA-based semantic memory system, using SMC. Here, there are an input object and two reference objects. An input object is given by:
Reference objects are separately given by (p = q):
Semantic information regarding O (P ) and O (Q) is stored in the semantic memory as knowledge bases. As a result of the algorithm, O (I) is classified into the two reference objects using DNA molecules.
DNA representation of SMC
Each of the nodes and edges within an SMC may be represented by a DNA strand, as follows. Each node is mapped onto a unique ssDNA oligonucleotide, in a DNA library of strands. In the DNA library, rows indicate attributes, while columns indicate attribute values. Each DNA sequence is designed according to these relations to prevent mishybridization with other unmatching sequences. For example, if oligonucleotides are encoded with a strand length of 20 bases, the reference objects, O (P ) and O (Q) may be represented by the tag-node sequences shown in Table 1 . Each edge is then constructed according to Adleman's scheme. In addition, a fragment representing an edge from each terminal node to an initial node is added in order to form circular DNA.
In this way, the model's reference objects, O (P ) and O (Q) are represented by assembled dsDNAs. Figure 6 illustrates one of the paths shown for the apple model in Fig. 4 , as represented by a dsDNA molecule (Apple) → (Shape, Circle) → (Color, Red) → (Size, Medium) → (Apple). 
Experimental protocols
Synthesis of a set of DNA fragments representing the reference objects, and an input object proceeds as follows.
-Reference object
The ssDNA representation of each edge, except a fragment representing an edge from each terminal node to an initial node, and tag in the network is synthesized as a knowledge based molecule.
Attribute values are extracted from an input object separately, for a previously determined set of attributes, {A i }. Using the attributes and attribute values, a ssDNA is synthesized as an input molecule to be combined with the DNA library.
The following steps demonstrate the overall experimental protocol, using primitive chemical operations.
Step 1: For reasonable operation, each of the knowledge based and the input molecules must first be amplified to a sufficiently high concentration. Knowledge based molecules are first inserted into a test tube, followed by addition of the input molecules. It is assumed that each ssDNA will spontaneously anneal to complementary sequences present in the mixture, under defined reaction conditions. The ssDNA sequences are then mixed in the presence of DNA ligase. As a result, all possible linear dsDNAs representing the paths are generated at random.
Step 2: The ligation products are first divided into two equal aliquots in test tube P and Q as shown Fig. 7 . PCR process is executed to each solution with different primers for increasing sufficiently. We could find the sequences for the primers from complement to the tag sequence and from complement to the terminal edge of SMC, not the final circularizing ssDNAs, such as (Color, Red) → (Size, Medium) strand in Fig. 6 . Second, the final circularizing fragments amplified adequately in dsDNA representing reference objects O (P ) and O (Q) is separately added to each of the tubes. Finally, the linear dsDNAs come to circular dsDNAs in the presence of DNA ligase.
Step 3: The resulting set of dsDNAs must then be analyzed to determine the specific set of represented objects produced by the reaction. The DNA mixtures are each subjected to gel electrophoresis to determine the presence of the dsDNAs representing the correct strands, which then appear as discrete bands on the gel. The length of each generated dsDNA, denoted as L S, is given by the simple relation: where L D is the length of each synthesized DNA fragment, and N A is the number of attribute layers. From the tubes, the products from reaction P, Q are placed into lanes P and Q respectively. For instance, consider that the reference object is an apple as shown in Fig. 4 , L D = 20, N A = 3. After gel electrophoresis is executed, the result of the analysis is shown in Fig. 8(b) . We find out dsDNAs of 80 bp (base pair) exist in the lane.
Simple simulation approach
The proposed model is a knowledge based memory, implemented via DNA molecules, which is in some sense similar to human memory due to its inherent massive parallelism. This performance is not realized in artificial, sequential models of computing. Although simulations will be interesting, the inherent advantages provided by the design will therefore be evident only when using real DNA molecules.
It might be necessary to evaluate the advantages of the proposed DNA-based model, as compared with performance on a silicon-based computer. It is commonly regarded as difficult to evaluate the simulation of a chemical reaction on a silicon-based computer. DNA-based computers integrate software with hardware and calculate in parallel. A direct attempt to simulate the implemented reaction on a normal silicon-based computer will be compromised by the potential for a combinatorial explosion in the number of distinct path molecules. Some studies on artificial intelligence have been performed with regards to avoiding such increases in knowledge and computational complexity. For this reason, in order to demonstrate the advantage of the proposed model over a sequential model, we estimate the computational complexity required for solution, assuming that every ssDNA encounters all others in the test tube. It is possible to classify into a certain object by the combinations between input molecules and knowledge based molecules. Therefore, it is reasonable to expect the number of combinations to increase with the number of objects and attributes. Figure 9 shows the relationship between the attribute layers and the number of combinations. The number of combinations is estimated separately for a simple, sequential architecture, and for a DNA-based architecture when 3, 100, and 1000 reference objects exist in the semantic memory in order to investigate the characteristic of exponential increase. The operation number required for a sequential architecture in which there are 3, 100 and 1000 objects is illustrated by blue, green and red lines, respectively. Each of these lines increases exponentially with the number of attribute layers. In contrast, a single light blue line indicates the operation number required for a DNA-based architecture for each of the case of 3, 100, and 1000 objects. This line increases logarithmically with the number of attribute layers. In this case, the number of combinations does not depend on the number of target objects, since the proposed application requires only DNA self-assembly, which proceeds for all objects in parallel. The transverse axis of Fig. 9 denotes the number of attributes. Even if this value increases, computational complexity logarithmically increases. It is clear that DNA computing approach is effective in spite of treating complicated representation. Although if reasonable computation is performed in vitro, a huge number of DNA molecules will be required for initial pools, our idea is concentrated to building a SMC proposed here.
Practical issues and applications for artificial intelligence
It provides a necessary DNA computing-chemical process including experimental operation implementations which relied on previous works. However, the adopted protocol is very simple. Standard techniques from DNA biotechnology, such as annealing, ligation, and gel electrophoresis are required. Several experiments have been conducted to assess the performance of a DNA-based database realized by biochemical reactions. The result of these experiments indicates the interesting features of the method. In this work, each (attribute, attribute value) pair is represented by a random length-20 DNA oligonucleotide, encoded as a string on {A, T, C, G}. There are two issues to consider: the choice of appropriate strand length, and the sequence design of the DNA. As a given set of knowledge increases, it may not be possible to reliably represent each of the node and edges in the accompanying network with 20-mers. However, this issue can be resolved simply by adopting a longer fragment length. In practical sequences design, we have to consider an effective way to select sequences which avoid mismatched error hybridizations. Word design strategies for DNA-based computation have already been investigated. Substantial progress has been reported on this issue [1, 23, 6, 10, 14, 17, 21, 22] . We expect that this issue, which is critical to overall process reliability, will be resolved satisfactorily in the near future. In the light of these issues, we will need to carefully design best sequences, prior to actual experiment.
Some work in the artificial intelligence field has been focused on how to arrange and store a set of knowledge within memories. By semantic model composed of nodes and edges, not logical rule, a certain object is assigned by a tag node which links other nodes have information on itself. By picking the nodes up, it is possible to reach for the object at a stretch. If different objects have common attribute and attribute value nodes, they can share the node, which enables a reduction in the number of required DNA fragments. Moreover, SMC is represented by both attributes and attribute values with the concept of an AND/OR graph. As a result, the knowledge representation capacity of the proposed semantic model is very much greater than that of others [4, 7, 8, 21, 23] . Therefore, we believe that the proposed semantic model is very suitable for a DNA-based memory, and that this proposal is the first such approach in the semantic networks area. We have the idea of supporting emerging applications with the model, as shown in Fig. 10 , which illustrates a generalized QA system, using DNA computing for the artificial intelligence. In a DNA-based semantic memory, DNA concatenation works in solution in an automatic and parallel fashion, as directed via encoded Watson-Crick complementary. A large scale semantic information set is stored in the vessel and reacts chemically, from which a correct answer is then extracted. Perhaps writing steps may be done with extreme rapidity.
Conclusion
In this paper, a novel approach for a semantic model of DNA-based memory has been discussed. set by means of DNA circular molecules, along with a simple implementation of semantic retrieval. Our theory shows that a molecular approach is potentially valuable for building the most suitable model. It is possible to treat any objects if they are represented by the proposed model. This approach exhibits a number of advantages over traditional electronic machines. The simulation result suggests the proposed model be effective in parallel computation even if complicated models representing reference objects increase. The process of molecular self-assembly mimics the properties of an associative memory. In the future work a sophisticated model should be developed, with an improved knowledge-representation capacity. In addition, it is important to consider about a huge number of DNA molecules for initial pools. To achieve reliable performance, the optimization of some parameters, such as reaction-temperature, oligonucleotide concentrations, reaction time, etc. will be experimentally tested.
