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INTEGRALITY AND GAUGE DEPENDENCE
OF HENNINGS TQFTS
QI CHEN AND THOMAS KERLER
Abstract. We provide a general construction of integral TQFTs over a general
commutative ring, k, starting from a finite Hopf algebra over k which is Frobenius
and double balanced. These TQFTs specialize to the Hennings invariants of the
respective doubles on closed 3-manifolds.
We show the construction applies to index 2 extensions of the Borel parts of
Lusztig’s small quantum groups for all simple Lie types, yielding integral TQFTs
over the cyclotoic integers for surfaces with boundary.
We further establish and compute isomorphisms of TQFT functors constructed
from Hopf algebras that are related by a strict gauge transformation in the sense
of Drinfeld. Formulas for the natural isomorphisms are given in terms of the gauge
twist element.
These results are combined and applied to show that the Hennings invariant asso-
ciated to quantum-sl2 takes values in the cyclotomic integers. Using prior results of
Chen et al we infer integrality also of the Witten-Reshetikhin-Turaev SO(3) invariant
for rational homology spheres.
As opposed to most other approaches the methods described in this article do
not invoke calculations of skeins, knots polynomials, or representation theory, but
follow a combinatorial construction that uses only the elements and operations of
the underlying Hopf algebras.
May 21, 2018
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2 QI CHEN AND THOMAS KERLER
1. Introduction and Main Results
The mathematical axiomatization of 2+1-dimensional Topological Quantum Field
Theory (TQFT) due to Atiyah [At89] has been refined in numerous ways since its
original formulation. Among the most interesting generalizations is the extension
of the definition of a TQFT to a functor from a particular cobordism category to
the category of k-modules for some commutative ring k, generalizing the category
of complex vector spaces. A sufficiently rich ideal structure of k will then allow to
capture more subtle topological information.
The most prominent example are TQFTs based on the famous Witten-Reshetikhin-
Turaev (WRT) construction [RT91, Tu10], which are a-priori formulated over the com-
plex numbers. It was soon realized in a series of articles [Mu94, MR97, Le93, MW98,
Gi04, CL05, Ha08] that the WRT-type invariants and TQFTs can be constructed, for
adequately restricted cobordisms, over the cyclotomic integers k = Z[ζ ] for a given
root of unity ζ . The ideal and integrality structure of Z[ζ ] has had useful topological
applications as described, for example, in [FK01, GKP02, CL04].
In this article we establish analogous integrality results for the family of so called
the Hennings TQFTs associated to a ribbon Hopf algebra H, as developed and stud-
ied in [He96, KR95, Ke97, Oh95]. Their construction starts, as for the WRT invariants,
from surgery presentations but uses elements of H directly in its algebraic assignments
and computations. The Hennings construction thus circumvents the use of the rep-
resentation theory of H as in [RT91, Tu10] or the respective (essentially equivalent)
combinatorial skein theory as in [BHMV].
The Hennings invariants (and TQFTs) coincide with WRT-type theories in the case
of semisimple algebras H as both approaches may be understood as special cases of
the same universal theory [KL01]. For non-semisimple ribbon Hopf algebras, however,
the two flavors of TQFTs exhibit manifestly different behaviors for manifolds with
non-trivial rational homology. Nevertheless, in the case of quantum sl2 at a root of
unity, close relations between the associated Hennings and WRT TQFTs can still be
established. See, for example, [CKS07, Ke95, FGST] as well as Theorem 1.7 below. It is
thus to be expected that the TQFTs constructed here also for higher rank Lie types
are closely related to the respective higher rank WRT theories as well.
1.1. Some Basic Terminology. The primary cobordism category we consider is de-
noted Cob• and has connected, compact, oriented surfaces with one boundary com-
ponent as objects and classes of relative, 2-framed cobordisms as morphisms. The 2-
framing may be more conveniently thought of as the signature of a bounding 4-manifold
[At90] or also the signature of a certain closure of the framed tangle representing the
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cobordism [Ke99]. The respective category Cob∅ with closed surfaces is related by an
obvious fill functor F∂ : Cob
• → Cob∅ which pastes a disk into the boundary
component of a surface. See [KL01] and Section 2 for more detailed definitions.
The target categories of the TQFT functors are defined with respect to a ribbon
Hopf algebra H over a commutative ring k, such that H is projective and finitely
generated as a k-module. Throughout this article we also assume all algebras and
rings to be unital and Hopf algebras to have antipodes.
We denote by proj(k) the category of finitely generated projective k-modules, and
by Hproj(k) the category of H-modules which are finitely generated and projective
as k-modules (but not necessarily as H-modules). Besides the forgetful functor these
categories are also related by the invariance functor
InvH : Hproj(k)→ proj(k) : X 7→ InvH(X) = HomH(1, X) . (1)
We also denote by H  free(k) and free(k) the respective subcategories of free k-
modules (for which the invariance functor is generally not well defined). The unit 1 of
Hproj(k) is, as usual, given by k with H-action defined by the counit.
In this article we will focus on Hopf algebras given as the Drinfeld doubleH = D(H)
of a Hopf algebra H [Dr87, Ka94] or occurring as tensor factors of such doubles. The
Hopf algebra H over a unital commutative ring k will need to satisfy two technical
conditions used in the TQFT constructions, namely, that H is finite, Frobenius and
double balanced. We review the definition of these terms next.
To begin with, an algebra H is said to be finite over a commutative ring k if it
is finitely generated and projective as a k-module. The Frobenius condition for an
algebra H is given as follows.
Definition 1.1 ([Pa71, KS01]). An algebra H over a commutative ring k is Frobenius
if H is finite over k, and if there is an isomorphism of right H modules
HH
∼=−→ H∗H . (2)
The condition in (2) is equivalent to the existence of a Frobenius homomorphism
φ ∈ H∗ characterized by the condition that a 7→ (φ ↼ a) = φ(a_) : H → H∗ is a
bijection.
The Frobenius condition, when applied to finite Hopf algebras over a (unital) com-
mutative ring k, implies the existence results of integrals such as that the space of left
integrals
∫ ℓ
H
= {Λ : xΛ = ǫ(x)Λ ∀x ∈ H}, as a k-module, is a free, rank one, direct
summand of H . See Section 7.1 for details.
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The existence of integrals also implies the existence of moduli, which are distin-
guished group-like elements g ∈ H and α ∈ H∗. These famously enter Radford’s
formula, S4 = ad(g) ◦ ad∗(α), for the fourth order of the anitpode.
As detailed in Definition 7.7, we say that a finite Frobenius Hopf is double bal-
anced if these moduli admit well behaved group like square roots b ∈ H and β ∈ H∗
implementing S2. In this case the balancing element
θ = β(b) ∈ k× (3)
turns out to be a root of unity.
1.2. Statements of Main Results. With the definitions above we can now state
the first of our main results.
Theorem 1.2. Suppose H is a finite double balanced Frobenius Hopf algebra over a
unital commutative ring k .
(a) Then there are TQFT functors V
∅
D(H) and V
•
D(H) from cobordism categories to
categories of k-modules as indicated in the horizontal arrows in Diagram (4) below.
Moreover, this diagram of functors commutes.
Cob∅ proj(k)
V
∅
D(H)
//
Cob•
F∂

D(H)proj(k)
V
•
D(H)
//
InvD(H)

(4)
(b) For θ as defined in (3) or (109) and a closed 2-framed 3-manifold M∗, the value
of V
∅
D(H) is related to the Hennings invariant ϕD(H) for D(H) as follows
ϕ
D(H)(M) = θ
3σ(M∗) · V ∅D(H)(M∗) , (5)
where M is the underlying 3-manifold of M∗ and σ(M∗) is the signature corre-
sponding to the 2-framing of M∗.
(c) If H is a free k-module of finite rank then V
•
D(H) restricts to a TQFT functor
V
•
D(H) : Cob
• → D(H) free(k) . (6)
Theorem 1.2 is based on the more general Theorem 4.5, which asserts the existence
of a TQFT functor, constructed explicitly in Section 2,
V
•
H : Cob
• → Hproj(k) (or H free(k)) (7)
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for a topogenic Hopf algebra, that is, a ribbon Hopf algebra H satisfying a list of
technical assumptions described in detail in Section 2.2. The upshot of Theorem 1.2 is
that all these technical assumptions are automatically fulfilled for the quantum double
of a double balanced Hopf algebra.
The Frobenius condition is essentially equivalent to the existence of free and comple-
mented integral spaces and may be inferred in several situations from other criteria.
The first, due to Pareigis, uses an invariant of only the ground ring k, namely, its
Picard group Pic(k) .
Lemma 1.3 (Corollary 1 in [Pa71]). Suppose H is finite Hopf algebra over a commu-
tative ring k.
If Pic(k) = 0 then H is Frobenius.
If k is a ring of integers or a Dedekind domain the Picard group coincides with the
ideal class group of k. Thus the condition in Lemma 1.3 is equivalent to assuming
that k is a PID. See, for example, [Lm99, Ln94, Ln02]. In the case of quantum algebras
the ground ring is typically given by cyclotomic integers Z[ζ ] with ζ an ℓ-th root of
unity. In this situation Lemma 1.3 can be used to infer the Frobenius condition only
for finite number of values of ℓ. Specifically, as noted in [Wa97], Z[ζ ] is a PID if and
only if ℓ =3, 4, 5, 7, 8, 9, 11, 12, 13, 15, 16, 17, 19, 20, 21, 24, 25, 27, 28, 32, 33, 35,
36, 40, 44, 45, 48, 60, 84.
In other situations the explicit structure of the quantum algebra, rather than just
its ground ring, needs to be put to use. A class of algebras H for which the functors
from Theorem 1.2 are most closely related to the usual Reshetikhin-Turaev TQFTs is
given by the Borel parts of Lusztig’s small quantum groups as described in [Lu90b] and
also [Lu90a].
Specifically, for any simple Lie type g and any integer ℓ ≥ 2 Lusztig defines a small
quantum Borel algebra Bζ(g) over the domain k = Z[ζ ] of cyclotomic integers where ζ
is a primitive ℓ-th root of unity. In Section 9 we further define an index two extension
B′ζ(g) of Bζ(g) by a group like element. For a given Lie algebra g and integer ℓ we
denote by ρ half of the sum of all positive roots and by ϑℓ the highest element in the
root lattice of g that appears in the grading of Bζ(g), see (207).
Theorem 1.4. For any simple Lie type g, any integer ℓ ≥ 2, and primitive ℓ-th root
of unity ζ we have that the algebra B′ζ(g) as constructed in Section 9.2 is a finite
Frobenius Hopf algebra over Z[ζ ].
Moreover, B′ζ(g) is double balanced if (ρ, ϑℓ) ≡ 2w mod ℓ for some integer w ∈ Z.
In this case the balancing parameter is given by θ = ζw.
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The values of the Cartan inner product (ρ, ϑℓ) are provided in Table 1 and various
criteria for the condition above are listed in Corollary 9.8. We also note that the
existence of a PBW basis assures that B′ζ(g) is in fact a free module over Z[ζ ].
Corollary 1.5. Let B′ζ(g) be as in Theorem 1.4 above.
Then there exist associated Hennings-TQFT functors V
•
D(B′
ζ
(g)) and V
∅
D(B′
ζ
(g)) in
the sense of Theorem 1.2 with ground ring k = Z[ζ ] and balancing parameter θ = ζw.
The target for V
•
D(B′
ζ
(g)) is the free module category D(B
′
ζ(g)) free(Z[ζ ]).
In the second major goal of this paper is to describe the behavior of Hennings
TQFT functors with respect to (strict) gauge transformations of the coalgebra and
quasi-triangular structure of H. The notion of gauge transformations was introduced
by Drinfeld in [Dr90] for quasi Hopf algebras, see also Section XV.3 of [Ka94]. Here
an invertible element F ∈ H⊗H is used to define gauge transformed coproducts and
R-matrices by ∆F(x) = F∆(x)F
−1 and RF = F21RF
−1. We denote by HF the ribbon
Hopf algebra with the so transformed coproduct and R-matrix.
In this article we confine ourselves to strict quasi-triangular Hopf algebras with
trivial associators, which imposes an additional cocycle condition given in (52).
Theorem 1.6. Suppose H is a ribbon Hopf algebra fulfilling the prerequisites for the
Hennings TQFT construction and F ∈ H⊗H fulfills the cocycle conditions from (52).
Then there exists a natural isomorphism of TQFT functors
γF : V
•
H
•−→ V •HF . (8)
We will give an explicit formula for γF in (94).
Of particular interest is the case when H is the Borel subalgebra B◦ζ (sl2) of the
quantum group Uζ(sl2) where ζ is a root of unity of odd order. Theorem 1.2 can now
be used to infer integrality of the associated TQFT functor and Hennings invariant as
stated in Corollary 8.4 below.
The Hennings invariant for D(B◦ζ (sl2)) is closely related to the WRT invariant
τ
SO(3)
ζ , which is also constructed via the same surgery presentations from categories
obtained from Uζ(sl2) . In order to state the precise relation we introduce the following
semi-classical invariants. The first is
h(M) =
{ |H1(M,Z)| for β1(M) = 0
0 for β1(M) > 0
. (9)
The second is the MOO invariant Zζ(M) introduced in [MOO92] (see also Section 8.1),
which is computed from only the linking matrix of a representing framed link.
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Theorem 1.7. Let M be a closed oriented 3-manifold and ζ be a root of unity of odd
order ℓ. Let h(M) and Zζ(M) be as above. Then the Hennings invariant ϕD(B◦
ζ
(sl2))
and the WRT SO(3) invariant τ
SO(3)
ζ are related as follows:
ϕ
D(B◦
ζ
(sl2))(M) = h(M)Zζ(M) τ
SO(3)
ζ (M) . (10)
Theorem 1.7 is obtained from the more general Theorem 8.10 asserting an anal-
ogous factorization of TQFTs, which, in turn, is based on the almost factorization
of D(B◦ζ (sl2)) into a version Uζ of quantum-sl2 and and algebra A underlying the
MOO invariant. The subtlety that prevents a strict factorization is that R-matrix
and coproduct of D(B◦ζ (sl2)) differs from that of Uζ ⊗A by a Drinfeld gauge twist as
described above, see Proposition 8.6.
Thus Theorem 1.6 needs to be invoked and enters the proofs of Theorem 1.7 and
Theorem 8.10. The gauge twist F and isomorphism γF can be defined over Z[ζ,
1
ℓ
].
An immediate corollary and application of Theorem 1.7 is the rederivation of the
integrality result given by Le in [Le08]. Unlike the original proof no reference to the
colored Jones Polynomial or representations of quantum algebras is made here.
Corollary 1.8 ([Le08]). Suppose ζ is a root of unity of odd order ℓ > 1 and M is a
rational homology sphere. If h(M) and ℓ are coprime then τ
SO(3)
ζ (M) ∈ Z[ζ ].
Proof. Since ϕD(B◦
ζ
(sl2)) extends to an integral TQFT V
•
D(B◦
ζ
(sl2))
as in Theorem 1.2 we
find ϕD(B◦
ζ
(sl2))(M) ∈ Z[ζ ]. Given (h(M), ℓ) = 1 we have by Lemma 8.1 that Zζ(M) =
±1 so that Equation (10) implies h(M) τSO(3)ζ (M) ∈ Z[ζ ]. As remarked in the end of
Section 1 of [KM91] we also have τ
SO(3)
ζ (M) ∈ Z[ζ, 1ℓ ] and hence ℓm τSO(3)ζ (M) ∈ Z[ζ ]
for some m ∈ N . Using again (h(M), ℓm) = 1 this immediately implies τSO(3)ζ (M) ∈
Z[ζ ] . 
We note that the result in [Le08] has been generalized in [BL07]. In particular,
the fact that M is a rational homology sphere and that (h(M), ℓ) = 1 are no longer
required to ensure integrality. An argument similar to one used in the above proof can
be found in [CYZ12].
1.3. Further Remarks and Directions. The approach via Hopf algebras to the
construction of integral TQFTs developed in this article fundamentally differs from
the other constructions based on WRT-type TQFTs. The existence of such TQFTs is
established in [Gi04] and [CL05] indirectly from the known existence [Mu94, MR97, Le93]
of integral invariants for closed 3-manifolds using properties of Dedekind domains or
the Kontsevich integral respectively.
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Explicit integral bases for the SO(3)-theory are obtained [GM07] carefully and in-
tricately chosen combinations of skeins that span an invariant Z[ζ ]-lattice.
In our construction natural integral bases for Z[ζ ]-lattices associated to bounded
surfaces are readily obtained from a PBW basis of H and thus exist for all Lie types g.
The more difficult question is integrality and the construction of bases in the restriction
the TQFTs in Corollary 1.5 to closed surfaces.
Integrality will still be given in the finite number of cases where Z[ζ ] is a PID
as in the list following Lemma 1.3. Particularly, Theorem 1.2 implies that the Z[ζ ]-
modules associated to closed surfaces as finitely generated projective modules and thus
automatically free.
For other roots of unity the general structure of finitely generated projective mod-
ules of Dedekind domains implies that the Z[ζ ]-modules assigned to closed surfaces
are of the form M ∼= F ⊕ I where F is a free Z[ζ ]-module and I an ideal of Z[ζ ].
Moreover, M depends up to isomorphism only on the rank of F and the class [I] in
the ideal class group Cζ of Z[ζ ] (see for example, [Ln02] Ch.III, Exercises 11-13). In
abstract terms the possible deviation from traditional integrality is thus given by only
a single element in Cζ .
In order to determine the exact structure and generators of the modules associated
to a closed surface the subspace in D(H)⊗g invariant under the adjoint action of D(H)
has to be computed over Z[ζ ], which is technically more involved and not considered
in this paper.
1.4. Overview and Organization of Article. Section 2 reviews definitions of cobor-
dism categories, their tangle presentations, and properties of Hopf algebras that will
be required for the subsequent TQFT constructions. In Section 3 we describe in more
formal terms the TQFT construction for surfaces with one boundary component that
generalizes the Hennings invariant for closed 3-manifolds, introducing auxiliary cate-
gories ofH-labeled planar curves that will play an important technical role throughout
the paper. Several functors involving these categories are constructed, assuming a list
of properties of the underlying Hopf algebra from which the TQFT is assembled.The
extension of the TQFT functor to closed surfaces as well as the specialization to closed
manifolds, resulting in the original Hennings invariant are discussed in Section 4.
There the existence of TQFT functors for general topogenic Hopf algebras established
throughout these sections in Corollary 3.2, Corollary 4.2, and Theorem 4.5.
Section 5 begins with a review of Drinfeld’s notion of gauge transformations of quasi-
triangular Hopf algebras in the strict case where the transformation element has to
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fulfill a cocycle condition. We extract canonical elements associated to a gauge trans-
formation that are used to provide explicit formulae for the change of the antipode,
balancing and ribbon elements as well as the integrals under the gauge transforma-
tions. This is applied in Section 6 to describe the effect of gauge transformations on the
Hennings TQFT construction, resulting in the proof of Theorem 1.6 above together
with an explicit formula for the natural isomorphism.
In Section 7 we develop the structure theory for quantum doubles of finite Frobenius
Hopf algebras over commutative rings as it pertains to the TQFT construction given in
Section 3. This involves the existence of integrals, moduli, double balancing structures,
and ribbon elements, as well as their proper normalizations and projective phases. This
analysis, summarized in Proposition 7.11, entails the proof of Theorem 1.2 given in
Section 7.4.
The general theory is illustrated in greater detail in Section 8 using example of the
Borel subalgebra B◦ζ (sl2) of quantum-sl2 at an odd root of unity. In Proposition 8.6
and Theorem 8.10 we provide the factorization up to gauge isomorphism of D(B◦ζ (sl2))
and the associated TQFT respectively. This implies then the proof of Theorem 1.7
given in Section 8.4.
Finally, in Section 9 we review the definition and constructions of the Borel part of
Lusztig’s small quantum group mainly following [Lu90b] with emphasis on its natural
grading in the root lattice and introducing the above mentioned index 2 extension
of the Cartan torus. Integrals and balancing structures are discussed in detail in
Section 9.3, which is eventually used to prove Theorem 1.4.
2. Topological and Algebraic Prerequisites
In this section we provide some technical background required for the construction
of Hennings TQFTs . Particularly, we describe the definition of cobordism categories,
their tangle presentations, and various relevant definitions and properties of Hopf
algebras. In particular, we introduce the notion of topogenic Hopf algebra which
absorbs the requirements for the TQFT construction given in the subsequent section.
2.1. The Cobordism Category. We summarize here the definition of the cobor-
dism category Cob• from [KL01]. The set of objects Obj (Cob•) consists of compact,
connected, oriented surfaces with one boundary component. In addition, each surface
Σ• ∈ Obj (Cob•) comes equipped with a fixed orientation preserving homeomorphism
∂Σ•֌S1 . We also assume that for each integer g ∈ {0, 1, 2, . . .} the set Obj (Cob•)
contains exactly one surface of genus g . For two surfaces Σ•1 and Σ
•
2 consider the closed
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surface obtained by sewing a cylinder C = S1 × [0, 1] between the two surfaces using
the boundary homeomorphisms. We denote the resulting closed surface as follows:
Σ•1≻Σ•2 := −Σ•1
⊔
∂Σ•1∼S1×0
S1 × [0, 1]
⊔
∂Σ•2∼S1×1
Σ•2 (11)
Here (−Σ•1) denotes the surface with opposite orientation. Thus, using the isomor-
phisms ∂Σ•i
∼= S1 and ∂C ∼= −S1 ⊔ S1 the combined surface Σ•1≻Σ•2 will admit an
orientation compatible with its pieces −Σ•1 and Σ•2. See Figure 1 for two equivalent
depictions of Σ•1≻Σ•2 in the case where g1 = 2 and g2 = 3.
∼
=
Figure 1. A morphism M : Σ•1 → Σ•2 in Cob•
A cobordism is represented by a compact oriented 3-manifold M with corners,
together with a homeomorphism ξ : Σ•1≻Σ•2 ֌ ∂M , mapping the S1-strata in (11) to
the 1-dimensional corners of M . As usual, we consider cobordisms (M, ξ) and (M ′, ξ′)
between the same surface to be equivalent if there is a homeomorphism η :M ֌ M ′
such that η ◦ ξ = ξ′ .
A morphism in Cob• is now an equivalence class of cobordisms [M, ξ] together
with a 2-framing of M , or, equivalently, the signature of a 4-manifold bounding a
standard closure of M . For simplicity we will occasionally abuse notation and write
M for a morphism instead of [M, ξ]. Composition in Cob• is defined by gluing over
the respective surface pieces and rescaling of the cylindrical pieces. The composition
is extended to include the signature information by gluing together representing 4-
manifolds. See [KL01] for detailed definitions and constructions.
The objects of the category Cob∅ are the same surfaces from Obj(Cob•) but with
a standard disc D2 glued in along each boundary S1 ∼= ∂Σ• yielding a closed surface
Σ = Σ•⊔D2. Cobordisms are defined in exactly the same way as for Cob•. Moreover,
given a cobordismM : Σ•1 → Σ•2 in Cob• we can obtain a cobordismMo : Σ1 → Σ2 in
Cob∅ by gluing in a full cylinder D2× [0, 1] along the boundary piece C = S1× [0, 1] ⊂
∂M . This filling is consistent with the standard closure from which the signature
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extension is constructed (see [KL01]). Consequently, we have a well defined surjective,
cylinder-filling functor:
F∂ : Cob
• Cob∅// //. (12)
2.2. Algebraic Prerequisites for Hennings TQFTs. Throughout this article H
is a Hopf algebra over a commutative ring k with invertible antipode. We denote by
H∗ = Hom
k
(H,k) the dual space of H. An element λ ∈ H∗ is called a right integral
on H if
λf = f(1)λ, ∀f ∈ H∗. (13)
An element Λ ∈ H is called a left (resp. right) integral in H if
xΛ = ǫ(x)Λ (resp. Λx = ǫ(x)Λ), ∀x ∈ H,
where ǫ is the counit of H. Note that the definition in (13) can be rewritten as∑
λ(x′)x′′ = (λ⊗ id)(∆(x)) = λ(x)1 ∀x ∈ H ,
where we use Sweedler’s notation for the coproduct
∆(x) =
∑
x′ ⊗ x′′, ∀x ∈ H.
Let us also review a few standard notations for actions of H and H∗ on each other.
H∗ carries a natural H-bimodule structure given by the formulas and notation
(f ↼ a)(b) = f(ab) = (b ⇀ f)(a), (14)
for all f ∈ H∗, a, b ∈ H. Similarly, H can be endowed with an H∗-bimodule structure
via the formulas
f ⇀ a =
∑
f(a′′)a′ and a ↼ f =
∑
f(a′)a′′, (15)
A Hopf algebra H is said to be unimodular if there exists a non-zero left integral in
H that is also a right integral in H. Given a right integral λ ∈ H∗ and a two-sided
integral Λ ∈ H with λ(Λ) = 1 define now maps
β : H → H∗ with β(a) = a ⇀ λ
β : H∗ → H with β(f) = Λ ↼ f (16)
It is well known that these are isomorphisms. Particularly, the following relation is
easily verified.
β ◦ β = S (17)
For H over a field it follows in [Ra98] that unimodularity implies (and in fact is
equivalent) to the following identities.
S(Λ) = Λ and λ(xy) = λ(S2(y)x) . (18)
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The relations in (18) are essentially the duals of Proposition 5 and Lemma 3 in
[Ra98] respectively using that the comodulus α = ǫ in the unimodular case. If H is
finitely generated over some domain k these equations still hold in H⊗K where K is
the field of factions of k. Thus equations (18) also hold in H provided that Λ and λ
are also elements of H and H∗ and provided that k is a domain.
Integrals in H and H∗ exist and are unique up to scalars if k is a principal ideal
domain and H is a free k-module of finite rank [LS69]. Conversely, Sweedler also
showed in [Sw69] that for H over field this implies that H is finite dimensional. In
[Lo04] this implication is generalized, namely, that if k is an integral domain and H
has an integral then H is finitely generated over k. Thus we will always assume or
imply that H is finitely generated over k.
The next required ingredient for H is quasi-triangularity as defined by Drinfeld
[Dr87], which stipulates the existence of an R-matrixR ∈ H⊗2 with functorial properties
as follows.
∆⊗ id(R) = R13R23 id⊗∆(R) = R13R12
R∆(x) = ∆′(x)R ∀x ∈ H .
(19)
Here ∆′ denotes the opposite coproduct. For other notations and more details see
Section VIII.2 in [Ka94] or Section 10 in [Dr87].
A quasi-triangular Hopf algebra H is called ribbon if it also contains an element
r ∈ H with the following properties.
r is central, S(r) = r, and R21R = (r⊗ r)∆(r−1) . (20)
See also equation (2.48) in [Ke95]. Here R21 =
∑
j fj ⊗ ej denotes the element R =∑
i ei ⊗ fi with transposed tensor factors. Note that r2 is already determined by the
quasi-triangular structure alone via m(id⊗S)(R21R) = r2 so that the ribbon condition
is really about the existence of compatible square roots.
The ribbon structure for a quasi-triangular Hopf algebra may, alternatively, be
described as a balancing. To this end consider the canonical element
u =
∑
i
S(fi)ei . (21)
It is well known [Dr89] that this element satisfies uxu−1 = S2(x) ∀x ∈ H and that
uS(u)−1 is group like. A balancing element κ is defined to be a group like element for
which the following hold.
κ2 = uS(u)−1 = S(u)−1u, S2(x) = κxκ−1, ∀x ∈ H. (22)
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The existence of a balancing element is equivalent to the existence of a ribbon element
r and the two are related by
r = uκ−1 . (23)
Yet another standard condition for the construction of TQFTs is modularity, which,
in the original categorical framework, has been formulated as the invertibility of the so
called “S-matrix”. In the setting of Hennings TQFTs this may be rephrased to require
that the element
M = R21R =
∑
ij
fjei ⊗ ejfi (24)
is (left) non-degenerate in the sense that the map
M : H∗ → H : l 7→ l ⊗ id(M) (25)
is an injection. It would, in indeed, be more accurate to speak of left modularity and
consider as well the notion right modularity given by injectivity of l 7→ id ⊗ l(M).
These two conditions will turn out to be equivalent to each other and to a number of
other conditions which will be discussed in greater detail in Lemma 3.1 below.
At this point let us formalize the requirements on H needed for the construction of
a Hennings TQFT from H .
Definition 2.1. Let H be a quasi-triangular Hopf algebra, finitely generated over
a commutative ground ring k. We say H is topogenic if it satisfies the following
additional conditions:
(1) H is ribbon or, equivalently, balanced with elements r and κ.
(2) H is modular in the sense that (25) is an isomorphism.
(3) There is a right integral λ ∈ H∗ such that λ(r)λ(r−1) = 1.
(4) H admits a two-sided integral Λ ∈ H with λ(Λ) = λ(S(Λ)) = 1 .
In Sections 3 and 4 we will show that any topogenic Hopf algebra gives rise to
associated TQFT functors V
•
H and V
∅
H, as described in Theorem 1.2, following the
methods and constructions in [KL01] and [Ke03].
2.3. Tangle Presentations. The first key ingredient in the TQFT construction is
a surgery presentation of cobordisms extending Kirby’s calculus of links for closed 3-
manifolds. Instead of links we consider a category of admissible tangles Tgl . Its set
of objects is the set of non-negative integers Z+ = N ∪ {0}. For any pair n,m ∈ Z+
the set of morphisms HomTgl(n,m) = {[T ] : n → m : T = admissible} is given
by equivalence classes of generic diagrams of admissible planar framed tangles in the
strip R× [0, 1]. Each tangle consists of n top components, m bottom components, (each
∼= [0, 1]) and any number of closed components (each ∼= S1). The end points of the j-th
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top component connects the integers 2j − 1 and 2j in the upper boundary R × {1}
of the strip, and the k-th bottom component connects 2k − 1 and 2k in the lower
boundary R × {0}. Figure 2 depicts an example of an admissible tangle T : 2 → 1.
The equivalences of tangle diagrams, defining the classes [T ] ∈ HomTgl (n,m), are given
PSfrag replacements
T : 2→ 1 =
1 2
1 2 3 4
Figure 2. A tangle presentation of a morphism in Cob•
by isotopies of the diagrams in the plane and the usual Reidemeister moves for framed
tangle diagrams. Consequently, we can think of the sets of morphisms in Tgl also as
isotopy classes of admissible, framed tangles in R2 × [0, 1]. As usual when drawing
diagrams we assume that the framings of tangle components are give by the blackboard
framing. Composition is defined my stacking diagrams on top of each other.
From any admissible tangle in R2 × [0, 1] we obtain a cobordisms by adding 1-
handles to the R2 × {1} boundary of the 3-dimensional slice and continuing the top
components through them. Moreover, we drill out holes along the bottom components
of the tangle. This turns the bottom boundary of the slice into an open genus m
surface and the top part into a genus n surface, which are canonically compactified
as such that their boundary is a circle. The remaining closed as well as closed-off top
components thus constitute a framed link L. The cobordism is finally obtained by
performing surgery in the usual fashion along L.
This process thus describes a functor K ∗ from the category of tangles to the cat-
egory of cobordisms defined thus far, which assigns to each integer n a surface Σ•n
of genus n, and to each tangle T : n → m a cobordism M = K ∗(T ) : Σ•n → Σ•m .
This functor is surjective on morphisms – that is, any cobordism can be obtained
by this type of surgery. However, generalizing the ordinary Kirby calculus for closed
3-manifolds, different tangles will yield the same cobordisms if and only if they are
related by a sequence of the following moves [KL01]:
(T0) Isotopies
(T1) Addition and removal of a pair of isolated unknots with framings +1 and -1.
(T2) O2-slides of any component over a closed component.
(T3) The σ-Move at any pair, see [KL01] or Section 3.4 below.
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We denote by TC• the category obtained from Tgl by quotienting the morphism sets
by the additional equivalences (T0)-(T3), and by M • : Tgl → TC• the functor that
assigns a tangle its equivalence class with respect to these moves. We obtain the
following commutative diagram.
Tgl
TC•
M •
$$ $$❍
❍
❍
❍
❍
❍
❍
❍
❍
❍
❍
❍
❍
❍
Cob•
22 K
22 22❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡22
∼= 22 22
K ∗
--❬❬❬❬❬❬
❬❬❬❬
❬❬❬❬
❬❬❬❬
❬❬❬❬
❬❬❬❬
❬❬❬❬
❬❬❬❬
❬❬❬❬
❬❬❬
(26)
It follows from the calculus described in Section 2.5.2.A of [KL01] that the functor K
is indeed an isomorphism of categories. Let us add a few more comments on the moves
above:
The σ-Move (T3) is given by replacing the tangle configuration Π depicted in
Figure 11 by two parallel strands connecting respective points at the top and bottom
line.
Instead of (T1) the move described in [KL01] actually involve both the addition of
Hopf links 0©©0 and 0©©1 for which one component is 0-framed and the other
can have framing either 0 or 1. The diagrams 0©©1 and −1©⊔©1 differ only
by a 2-handle slide. The calculation in Figure 3, which is essentially the same for the
PSfrag replacements
0 0
1
1
1
1
1 0
1
O2 O2
Figure 3. Equivalence of Hopf link inclusions
corollary following Proposition 2 in [Ki78], shows that 0© 0 and 0© 1 are equivalent by
2-handle slides in the presence of an isolated ©1. Thus, if addition or removal of the
pair 1©⊔©−1 is considered an equivalence besides the 2-handle slides it follows from
0©©0 ∼ 0©©0 ⊔ 1©⊔©−1∼ 0©©1 ⊔ 1©⊔©−1∼ 1©⊔©−1 ⊔ 1©⊔©−1∼ ∅
that also the second Hopf link move is already implied. Thus (T1) suffices as an
equivalence.
3. The Hennings TQFT Construction
The Reshetikhin-Turaev construction of 3-manifold invariants and TQFTs [RT91]
uses certain semisimple braided tensor categories. These categories are typically ob-
tained as subquotients of representation categories of quantum groups or similar Hopf
algebras.
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Subsequently, Hennings formulated in [He96] an invariant for closed 3-manifolds
which entirely circumvents representation theory and, instead, computes the invariant
directly from the elements of a quasi-triangular Hopf algebra. This simplified con-
struction was further developed by Kauffman and Radford in [KR95], where also the
role of the right integral is clarified.
The Hennings invariant has been extended to an algorithm for constructing TQFTs
in [Ke97]. Furthermore, the more abstract constructions in [KL01] provide a unifying
framework in which both the WRT and Hennings TQFTs occur as special cases.
In this section we will review and further develop the Hennings TQFT constructions
described in [KL01, Ke97, Ke03]. Particularly, it will be useful to break the construction of
the TQFT functor V
•
H into that of two functors that are composed over an intermediate
category of H-labeled planar curves Dc(H) as indicated in the following commutative
diagram.
Tgl
TC•
((
M • (( ((◗◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗
Dc(H)
ZH
// Hm(k)
EH
//
V
•
H ◦K
44✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐
(27)
Here we consider both the projective and free case by setting
m(k) =
{
proj(k) whenever H ∈ proj(k)
free(k) whenever H ∈ free(k) . (28)
We begin with the description of Dc(H) in Section 3.1 followed by the construction
of the functors ZH and EH in Section 3.2. In Sections 3.3 and 3.4 we show that the
composite EH ◦ ZH is invariant under the moves (T0)-(T3), which implies that the
functor factors into a functor TC• → Hm(k) as indicated. Composing this with the
inverse of the presentation isomorphism from (26) yields the desired TQFT functor.
3.1. The Category of H-labeled Planar Curves. We start with the definition of
the category Dc(H) of H-labeled planar curves. The objects of the category Dc(H)
are integers as for Tgl .
The morphisms of Dc(H) are equivalence classes of H-labeled planar curves with
transverse double points and the same component and boundary structure as required
for admissible tangles in Tgl .
Formally, we can define an H-labeled planar curve as a pair (D, a), where D is
a planar immersed curve in general position with N ordered markings and a is an
element in H⊗N . If a =
∑
ν a
ν
1 ⊗ . . . ⊗ aνN we also write (D, a) as a formal sum,
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also with summation index ν, of the same planar marked curve with elements in H
associated to each marking. The label at the j-th marking of the ν-th diagram would
thus be aνj .
We consider D to be in general position if it locally looks like either non-horizontal
smooth intervals, such intervals with a marking, crossings without horizontal pieces, or
non-degenerate maxima or minima. Moreover, we may require all markings, crossings,
and extrema to occur at different heights.
The labeled curves (D, a) are subject to equivalence relations as depicted in the
Figure 4, Figure 5, and Figure 6 as well as their various reflections and general planar
isotopies that preserve the extrema of the diagram. Here κ is the balancing element
from (22). The formal meaning of the equivalence on the right side of Figure 4,
for example, is that (D, a) ∼ (D′, a′) where D′ is obtained from D by combining
two markings, and a′ ∈ H⊗(N−1) is obtained by applying the multiplication map
m : H⊗2 → H to the two tensor positions of a ∈ H⊗N (after suitable permutations of
factors). The second equivalence (D, a) ∼ (D′, a′) indicates that D′ is obtained from
D by moving the marking over an extremum and a′ ∈ H⊗N is found from a ∈ H⊗N
by applying S to the tensor position in H⊗N corresponding to this marking. The
remaining equivalences are described analogously. We denote the equivalence class for
(D, a) by [D, a] ∈ HomDc(H)(n,m) .
Composition of two planar curves, D1 : n → p and D2 : p → m, with N1 and N2
markings respectively is given by stacking the two diagram and shifting the numbering
of the marking inD2 by N1 denoted byD
∗+N1
2 . The composition ofH-labeled diagrams
is thus given by (D2, a2) ◦ (D1, a1) = (D∗+N12 ◦D1, a1 ⊗ a2), which is easily shown to
be also well defined on the equivalence classes defining the morphisms in Dc(H) . The
tensor product of diagrams is defined analogously using juxtapositions.
PSfrag replacements
x
y
yx
S(x)
x
x
x
== =
Figure 4. Label sliding
3.2. Functors on Dc(H). The functor ZH : Tgl → Dc(H) is identity on the set of
objects. For a tangle T representing a morphism in Tgl the diagram for ZH(T ) is
obtained by replacing positive or negative crossings of T by a diagram with double
point with a (sum of) labeled markings as depicted in Figure 7. The elements ei, fi ∈ H
are the ones appearing in the expression for the universal R-matrix R =
∑
i ei ⊗ fi ∈
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PSfrag replacements
κ= =
Figure 5. Crossing removal
PSfrag replacements
===
=
Figure 6. Passing extrema and crossings
H ⊗ H , and S is the antipode of H, suppressing summation signs over diagrams
depending on a summation index i .
More formally, a tangle diagram T is assigned to an H-labeled diagram (D, a),
where D is obtained from T by flattening each crossing and two adding markings just
above or below the crossing depending on the orientation of the crossing in T . If T has
p positive crossings (as defined by the left side of Figure 7) and q negative crossings
then a = (R)⊗p ⊗ (R−1)⊗q ∈ H⊗2(p+q), assuming an appropriate numbering of the
markings and using R−1 = S ⊗ id(R) .
PSfrag replacements
ei fi
S(ei) fi
7→ 7→
7→
Figure 7. Definition of ZH at crossings
The fact that ZH is well defined on isotopy classes of framed tangle diagrams
follows in standard fashion from the usual relations for R that can be derived from
the axioms in (19), see [He96].
The functor EH : Dc(H) → H m(k) is constructed as follows. On the level of
objects we set
EH(n) = H
⊗n ∈ Hm(k) . (29)
Here m(k) is as in (28) since the tensor product of projective k-modules is again
projective and similarly for free modules. The H-action on H⊗n is given by the n-fold
tensor product of the adjoint action. This will be discussed in more detail in Section 4.
In order to define the linear map EH([D, a]) : H
⊗n → H⊗m for anH-labeled planar
curve (D, a) : n → m note that the moves in Figure 4 and Figure 5 can be used to
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remove all intersections from the planar diagram and move and combine the elements
along a particular component to a single element on this component. We thus obtain
an equivalent H-labeled planar curve (G, b), where G consists of n top arcs, m bottom
arcs, and some number p of isolated circles. The p +m + n components are disjoint
and carry one marking as depicted in Figure 8 for each type. Thus, for an adequate
numbering of these markings, we have b ∈ H⊗p ⊗H⊗m ⊗H⊗n .
Requiring that H is topogenic we may now assume the existence of a right integral
λ with all of the listed properties listed in Definition 2.1. Considering the integral as
a map λ : H → k, the linear morphism assigned by EH is now given by the following
formula:
EH([D, a])(x1 ⊗ . . .⊗ xn) = EH([G, b])(x1 ⊗ . . .⊗ xn)
= λ⊗p ⊗ id⊗m ⊗ λ⊗n ((1⊗p+m ⊗ S(x1)⊗ . . .⊗ S(xn))b) . (30)
In the more combinatorial language indicated above this can be rephrased as an
assignment of rank one linear maps to pure tensors as follows. We write the element
b =
∑
ν r
ν
1 ⊗ . . .⊗ rνp ⊗ sν1 ⊗ . . .⊗ sνm⊗ tν1 ⊗ . . .⊗ tνn so that the H-labeled planar curve
(G, b) can be expressed by the union over indices i, j, k and summation over the index
ν of the pictures in Figure 8.
The diagrammatic rules to assign linear morphisms to building blocks of G are now
as indicated by the mappings in Figure 8. Specifically, we assign to a top arc with
marking labeled by an element in t ∈ H the element S∗(t ⇀ λ) ∈ Hom
k
(H,k) = H∗,
to a bottom arc the label s ∈ H considered as an element in Hom
k
(k,H) = H, and
to each isolated circle with label r ∈ h the element in λ(r) ∈ k .
PSfrag replacements
7→ 7→7→ λ(rνi ), 1 7→ sνj , x 7→ λ(S(x)tνk)r
ν
i sνj
tνk
Figure 8. Maps constructed from diagrams
We thus take an ordered tensor product along the indices i, j, k of these factors
we obtain, for fixed ν, an element in Hom
k
(H,k)⊗n ⊗
k
k
⊗p ⊗
k
Hom
k
(k,H)⊗m ⊆
Hom
k
(H⊗n,H⊗m) . Summing over all indices ν yields the desired morphism EH([D, a])
more formally described in (30).
We conclude this section with a minor but often useful extension of the tangle
presentations of cobordisms described in Section 2.3 in which the notion of admissible
tangles is generalized to include one more type. In addition to top, bottom, and closed
components we also allow pairs of strands that connect a pair of markings {2k−1, 2k}
to another pair of markings {2l − 1, 2l}. The surgery functor K ∗ extends to such a
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configuration in the obvious manner. The 1-handle at the markings {2k − 1, 2k} is
attached first and an arc along the core of the handle connecting the two markings
is joined with the two strands. Along the resulting interval connecting the bottom
markings {2l − 1, 2l} a hole is drilled out as for bottom components.
Although in this setting the category Tgl contains additional morphisms, dividing
by the equivalences (T0)-(T3) above still yields the same category TC• ∼= Cob•.
The Dc(H) are extended analogously by allowing pairs of strands with the same
connectivities as admissible H-labeled planar curves, allowing a corresponding exten-
sion of the functor ZH : Tgl →Dc(H) .
The functor EH : Dc(H) → H m(k) defined on the additional types of pairs of
strands by assigning the map f : H→ H, to be inserted in the respective factors, can
be obtained by applying substitutions of Figure 7 and relations of Figures 4 and 5.
The value f(x) is obtained by adding a cap as in the middle picture of Figure 8 but
with x instead of sνj and collect elements along the resulting bottom arc. The resulting
rules are as follows:
PSfrag replacements
a b
2k − 1 2k
2l − 1 2l
7→ x 7→ axS(b)
2k − 1
2k − 1
2k
2k
7→ x 7→ κ−1S(x)
Figure 9. Maps constructed from diagrams
3.3. Invariance under T0-T2 Moves. In order to establish the functors in (27) one
has to check that the composite EH ◦ZH indeed factors through M • . This means we
need to verify that two morphisms given by admissible framed tangles related by the
moves (T0)-(T3) above are mapped to the same linear map by EH ◦ZH given that H
is a topogenic Hopf algebra.
Invariance under (T0) is implied by isotopy invariance on tangles in Tgl . In order
to see invariance under (T1) observe that EH ◦ ZH (©−1) = λ(r) . This follows from
the application of relations in Dc(H) as depicted in Figure 10. For the recombination
of elements in the last step we compute∑
i
S(ei)κfi =
∑
i
S(ei)S
2(fi)κ = S(
∑
i
S(fi)ei)κ = S(u)κ = uκ
−1 = r .
where we make use of the relations from (22).
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.
.
. .= = =
..
PSfrag replacements
−1
S(ei)
S(ei)
fi
fi
κ r
Figure 10. The ribbon element
A similar calculation for ©+1 shows more generally that
EH ◦ ZH (©∓1) = λ(r±1) . (31)
Since all invariants factor over disjoint diagrams the addition of an isolated pair of
±1-framed unknots ©−1⊔©+1 results in an extra factor λ(r)λ(r−1). Property (3) of
Definition 2.1, however, implies that this factor is one so that the assignment of linear
morphisms is indeed invariant under the (T1) move.
Invariance under the (T2) move is a direct consequence of the defining properties
of integrals in (13). See, for example, [KR95].
3.4. Modularity and T3 Move. The (T3) or σ-Move (see also Section 3.1.3 of
[Ke99]) is closely related to the modularity condition (2) required in Definition 2.1 and
defined via injectivity of the mapping in (25). We discuss next the equivalence of
several conditions for modularity that arise in the context of the Hennings formalism.
To this end we introduce in Figure 11 special morphisms in Tgl .
PSfrag replacements
Q =
Π =S+ =
S− =
Γ− =
Γ+ =
Figure 11. Tangles related to modularity
The tangles S± and Π are admissible in the conventional sense and Γ± are ad-
missible in the extended sense explained at the end of Section 3.2 assuming suitable
labels at the top and bottom lines of the diagrams. The following relations are readily
verified by composition of tangles and applications of isotopies.
Γ− = (Γ+)−1
22 QI CHEN AND THOMAS KERLER
Γ− ◦ S+ = S− (32)
Π = S+ ◦ S− = S− ◦ S+
For convenience let us denote by T = EH ◦ ZH(T ) ∈ Homk(H⊗n,H⊗m) the image
of a tangle under the composite functor. It follows readily from the rules laid out in
Section 3.2 that S+(x) =
∑
ij λ(S(x)fjei)ejfi , which can be expressed as
S+ = M ◦ β∗ ◦ S . (33)
with M as in (25) and β as in (16).
Note also that, by functoriality, the relations (32) also hold for the respective linear
maps such as, for example, Π = S+ ◦ S−. Indeed this morphism can be computed also
by using the fact that doubling a strand is the same as taking a coproduct. That is,
we have
Π(x) =
∑
λ(S(x)Q′)Q′′ , (34)
where Q is the element defined by the last tangle in Figure 11 and give explicitly by
Q = id⊗ (λ ◦ S)(R21R) =
∑
ij
eifj · λ(S(fiej)) . (35)
Using the rules depicted in Figure 9 we can also evaluate the morphisms for the
diagrams for Γ± as
Γ−(x) = u−1
∑
i
S(fi)S(x)ei and Γ+(x) = S(u)
∑
i
S2(ei)S(x)fi . (36)
The squares of these are given by the following well known identity.
Γ±
2
(x) = ad(r±1)(x) . (37)
We are now in a position to prove the following lemma relating conditions of mod-
ularity.
Lemma 3.1. Suppose H is a quasi-triangular ribbon Hopf algebra with a right integral
λ ∈ H∗ and a left integral Λ ∈ H such that λ(Λ) = λ(S(Λ)) = 1. Then following are
equivalent.
i) H is left modular. ii) H is right modular.
iii) S+ is injective. iv) S− is injective.
v) S+ is invertible. vi) S− is invertible.
vii) Π is injective. viii) Π is invertible.
ix) Π = id. x) Q = Λ.
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Proof. i)⇔ii): Note that by (20) and (24) we have M = (r ⊗ r)∆(r−1). If we denote
ρL(l) = l ⊗ id(∆(r−1)) the map in (25) can be written as l 7→ r · ρL(l ↼ r). Since
r is invertible left modularity is thus equivalent to injectivity of ρL. Similarly right
modularity is equivalent to injectivity of l 7→ ρR(l) = id ⊗ l(∆(r−1)) . Using S ⊗
S(∆(r−1)) = ∆′(S(r−1)) = ∆′(r−1) we obtain the identity S ◦ ρL ◦ S∗ = ρR so that
injectivity of ρL and ρR are obviously equivalent. The equivalence i)⇔iii) follows from
(33) and invertibility of β given that λ(S(Λ)) = 1.
iii)⇔iv): Since ZH is already invariant under isotopy we have by (32) that Γ± is
invertible and by (32) that Γ− ◦ S+ = S− and Γ+ ◦ S− = S+ . Given this equivalence
we also have that both iii)⇒vii) and iv)⇒vii), since by (33) we have
Π = S+ ◦ S− = S− ◦ S+ . (38)
vii)⇔viii) and vii)⇔ix): These equivalences follow from the tangle identityΠ2 = Π ,
as computed, for example, in the proof of Lemma 4 of [Ke03] using only isotopy (T0),
handle slides over circles (T2) and the cancellation of 0©©0 implied by (T1). We
already verified that the functor EH ◦ ZH is already invariant also under these moves
so that Π is also an idempotent, that is, Π
2
= Π. The claimed equivalences are now
immediate.
The implications ix)⇒v) and ix)⇒vi) are obvious from (38), and the implications
v)⇒iii) and vi)⇒iv) are trivial. Hence i) through ix) are all equivalent and it remains
to show ix)⇔x):
If Λ is a left integral with λ(S(Λ)) = 1 S(Λ) is a right integral so that by (34)
Π(Λ) =
∑
λ(S(Λ)Q′)Q′′ = λ(S(Λ))Q = Q so that Π = id implies Q = Λ . Con-
versely, if Q = Λ is a left integral it follows by combining (17) and (18) that Π(x) =∑
λ(S(x)Λ′)Λ′′ = λ(Λ) · x = x . 
The conclusion from Lemma 3.1 most relevant to our construction is that modu-
larity implies Π = id, and hence also that EH ◦ ZH is invariant under the required
σ-move in (T3). Except for equivariance with respect to the H-action we have proved
the following.
Corollary 3.2. Give a topogenic Hopf algebra H and functors EH and ZH as above.
Then the composite EH ◦ ZH : Tgl −→ m(k) is invariant under equivalences (T0)
through (T3) and hence factors in a functor V
•
H ◦K : TC• −→ m(k) as indicated in
Diagram 27.
In this corollary the target of functors is still only the category of free or projective
k-modules without consideration of the H-action. The latter will be described in the
following section, proving that the image of these functors lies indeed in Hm(k) .
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4. Equivariance, Closed Surfaces, and Closed Manifolds
In this section we treat various aspects of equivariance of Hennings TQFTs with
respect to the adjoint H-action, starting with the outline of a diagrammatic proof of
the same in Sections 4.1 and 4.2. In Sections 4.3 and 4.4 we discuss the invariance
functor and use it to construct a TQFT functor for closed surfaces. Finally, we will
define in Section 4.5 an invariant with values in the underlying ring k for closed 3-
manifolds without framings via the usual framing renormalization and identify it with
Hennings’ original invariant.
4.1. H-Action and Equivariance inDc(H). The fact that for any admissible tangle
class T : n→ m the morphism EH◦ZH(T ) intertwines the adjoint actions on the tensor
products of H can be inferred in an abstract manner from the construction in [KL01]
that assigns a TQFT functor VC to a suitable category C , and the fact that Hennings
TQFT is equivalent to VC given that C = H−mod .
It is useful, however, to describe the H-action and equivariance also concretely
within the formalism of the combinatorial Hennings TQFT construction described
thus far. For an element x ∈ H and an integer g we assign a morphism in the
extended version of Dc(H) by
✷
(2g)(x) =
[|•1 . . . |•2g, ∆(2g−1)(x)] : g −→ g , (39)
where the underlying labeled planar curve is given by 2g parallel strands, each with
one marking in consecutive labels, and ∆(2g−1)(x) =
∑
x(1) ⊗ . . .⊗ x(2g) ∈ H⊗2g is the
2g-fold coproduct of x . Figure 12 shows the respective picture of this morphism is the
previously described diagrammatic language.
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PSfrag replacements
∆(2g−1)(x) = x(1) x(2) x(2g−1) x(2g)
Figure 12. Diagrammatic H-action
Equivariance in the diagrammatic context is now given by the following statement.
Lemma 4.1. Suppose T : g → h is a tangle in Tgl and x ∈ H then
ZH(T )✷
(2g)(x) =✷
(2h)(x)ZH(T ) . (40)
Proof. Note that the categories Dc(H) and Tgl can be extended to categories Dc0(H)
and Tgl0 respectively in which all of the connectivity requirements for admissible
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tangles or diagrams are dropped. The larger morphism sets of Tgl0 have a simple set
of generators given by over- and under-crossings as well as maxima and minima.
Using the same assignments given in Section 3.2 we obtain a functor Z0H : Tgl
0 →
Dc0(H) such that ZH is given precisely as the restriction of Z
0
H to Tgl . Moreover, the
construction in (39) obviously generalizes to morphisms ✷
(N)(x) in Dc0(H) with an
odd number of parallel strands. For a generating tangle T of Tgl0 with N top and M
bottom end points we can now verify the intertwining relation
Z0H(T )✷
(N)(x) =✷
(M)(x)Z0H(T ) . (41)
Particularly, T is a crossing (with possibly more parallel strands to the right and left)
this relation follows directly from coassociativity as well as the second line in (19)
after multiplying elements along strands. If T is a maximum or minimum (41) is a
consequence of the antipode axiom and the relations in Figure 4.
Since every tangle is a composite of these generators (41) holds for all morphisms
in Tgl0. The claim now follows by restriction to Tgl . 
An immediate consequence of (41) is that string links N = M = 1 yield elements
in the center of H, see for example [Re90, KRS98].
4.2. H-Equivariance of the Hennings TQFT. As described at the end of Sec-
tion 3.2 the fiber functor EH is defined on the extended version of Dc(H) and thus
also on the morphisms ✷
(2g)(x) for any x ∈ H . The action of ✷(2g)(x) is readily
found from the rule in Figure 9 to be just the g-fold tensor of the adjoint action of H
on H⊗g.
EH(✷
(2g)(x))(b1 ⊗ . . .⊗ bg) =
∑
x(1)b1S(x
(2))⊗ . . .⊗ x(2g−1)bgS(x(2g))
=
∑
ad(x(1))(b1)⊗ . . .⊗ ad(x(g))(bg)
= ad(x)⊗g(b1 ⊗ . . .⊗ bg) .
(42)
Applying the functor EH to Lemma 4.1 and using (42) we thus arrive for any tangle
T : n→ m at the desired H-equivariance relation
T · ad(x)⊗n = ad(x)⊗m · T , (43)
where we denote with T = EH ◦ ZH(T ) . This also implies that the target category of
the functor EH ◦ ZH is the one of H-modules. Since EH ◦ ZH = V •H ◦K ◦ M • and
K ◦M • is a full functor we can now refine the statement of Corollary 3.2 as follows.
Corollary 4.2. Suppose H is a topogenic Hopf algebra. With notations as above we
have a TQFT functor
V
•
H : Cob
• −→ Hm(k) . (44)
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4.3. The τ-Move for Closed Surfaces and the Invariance Functor. Let us now
discuss the two main ingredients for extending the TQFT from Corollary 4.2 above
to the category Cob∅ of cobordisms between closed surfaces. Like Cob• the category
Cob∅ is represented by a tangle category TC∅ which is obtained from the category Tgl
by dividing out relations (T0)-(T3) as for TC• but in addition also the
(T4) τ -Move
defined in [Ke99] (Figure 3.32, see also TS4 of Section 2.3.3 of [KL01]). This move allows
passing a piece of a strand L through the entire collection of 2g parallel strands near
the top (or bottom) end of the diagram as depicted in Figure 13.
. . . . . . 
PSfrag replacements
L
L↔
11 22 2g − 12g − 1 2g2g
Figure 13. τ -Move
In order to describe the difference between these diagrams in the Hennings formal-
ism we apply ZH to the left tangle piece with 4g crossings. Denoting by M = R
′R =∑
mj ⊗ nj and repeatedly applying the relations in (19) we find that the resulting
H-labeled planar curve piece in Dc(H) can be written as(|•1 . . . |•2g |•2g+1, ∆(2g−1) ⊗ id(M)) . (45)
where the last strand with marking numbered (2g + 1) belongs to L. That is, in
diagrammatic terms we have a marking on L labeled by elements nj and elements
∆(2g−1)(mj) distributed over the 2g parallel top strands with markings as in Figure 12.
We use this observation now as follows.
Lemma 4.3. Suppose v ∈ H⊗g such that ad(x)⊗g(v) = ǫ(x)v for all x ∈ H. Then
T 7→ EH ◦ ZH(T ).v is invariant under the τ -Move given in Figure 13.
Proof. Let Tl and Tr be the tangles depicted on the left and right side of Figure 13, and
let (D, a) be the H-labeled planar curve obtained from Tr by application of the rules
in Section 3.2. Moreover, let D′ be the diagram D but with one additional marking
on the L piece and numbering such that [D, a] = [D′, a⊗ 1] .
The diagram assigned to Tl consists of 4g additional crossing and thus 8g additional
markings, of which each vertical strand carries two and the piece L has 4g. Multiplying
the elements along each of these strand pieces using equivalences in Figure 4 leaves
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(2g + 1) markings (one for each piece). As argued above the iteration of relations in
(19) shows that the tensor assigned is as in (45). Writing this labeled curve piece as
a sum
∑
j
(|•1 . . . |•2g |•2g+1, ∆(2g−1)(mj)⊗ nj), we can further move all of the first 2g
markings along the parallel strands upwards so that they are separated by horizontal
line from the rest of the diagram. For fixed j the resulting diagram can consequently
be expressed as a composition of the piece
(|•1 . . . |•2g, ∆(2g−1)(mj)) with the remainder
of the diagram, which, in turn, represents the morphism from (45) for x = mj . This
implies the relation
ZH(Tl) =
∑
j
[D′, a⊗ nj ] ◦✷(2g)(mj) . (46)
For an element v ∈ H⊗g as assumed in the lemma we thus compute
EH(ZH(Tl)).v =
∑
j
EH ([D
′, a⊗ nj])EH(✷(2g)(mj)).v
by(42)
===
∑
j
EH ([D
′, a⊗ nj ]) .(ad(mj)⊗g(v))
=
∑
j
EH ([D
′, a⊗ nj]) .(ε(mj)v)
= EH ([D
′, a⊗ 1]) .v = EH ([D, a]) .v = EH(ZH(Tr)).v
(47)
where we also used ǫ⊗ id(M) = 1. 
Thus the restrictions of the morphisms EH ◦ ZH(T ) to the invariance subspace
InvH(H
⊗g), given by all elements v ∈ H⊗g with ad(x)⊗g(v) = ǫ(x)v implements the
τ -Move. Regarding integrality this restriction will not necessarily preserve freeness of
k-modules but only projectiveness as described next.
Lemma 4.4. Suppose k is Noetherian. Then the restriction to invariance subspaces
InvH(M) = {v ∈M : x.v = ǫ(x)v ∀x ∈ H} of modules yields a functor
InvH : Hproj(k)→ proj(k) M 7→ InvH(M) .
Proof. The definition of InvH extends to morphisms since invariance spaces are mapped
to each other by equivariance. Moreover, as a finitely generated module of a Noetherian
ring k also M is Noetherian so that the subspace InvH(M) is Noetherian as well and
thus finitely generated. Finally, the fact that finitely generated modules are projective
precisely when they are torsion-free (e.g., §9 of [Ln94]) implies that InvH(M) has to be
projective as well since submodules of torsion free modules are obviously again torsion
free. 
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4.4. Hennings TQFT for Closed Surfaces. In order to organize and summarize
the TQFT constructions thus far let us consider the quotient functor Fτ : TC
• → TC∅,
which quotients morphism sets by the additional τ -Move, as well as the filling functor
F∂ : Cob
• → Cob∅ that was introduced in (12). Observe that an isotopy class of a
tangle in D2+ × [0, 1] modulo the τ -Move is the same as its isotopy class in S2 × [0, 1]
after a complementary D2−× [0, 1] is glued in. The move really describes the transverse
passage of a piece of a strand L through D2− × [0, 1].
Clearly we obtain the same cobordism in Cob∅ whether we first surger along the
tangle and then glue in D2− × [0, 1] or whether we first add D2−× [0, 1] and then carry
out the surgery. Formally this can be expressed by the following relation of functors
K
∅ ◦Fτ = F∂ ◦K , (48)
where K ∅ : TC∅ → Cob∅ is the isomorphism functor providing a presentation of
the category of cobordisms between closed surfaces analogous to K defined in (26).
We summarize the existence and corresponding relations of TQFT functors in the
following theorem.
Theorem 4.5. Suppose H is a topogenic Hopf algebra over a Noetherian ring k, which
is, as a k-module, projective and finitely generated over k.
Then there is TQFT functor V
∅
H : Cob
∅ → proj(k) and a commutative diagram of
functors as given in (49), where V
•
H is as in Corollary 4.2, F∂ as in (12), and InvH
as in Lemma 4.4.
Cob∅ proj(k)
V
∅
H
//
Cob•
F∂

Hproj(k)
V
•
H
//
InvH

(49)
Proof. Combining Lemma 4.3 and Corollary 3.2 we find that the composite InvH ◦
EH ◦ ZH is invariant under moves (T0)-(T4). Consequently it factors through the
functor M ∅ : Tgl → TC∅ quotienting out all these moves, which, in turn, is given by
M ∅ = Fτ ◦M • with Fτ as in (48).
Analogous to the construction of V
•
H and using the representation isomorphism K
∅
we thus infer a TQFT functor V
∅
H with InvH ◦EH ◦ZH = V ∅H ◦K ∅◦M ∅. Substituting
the above expression for M ∅, and using EH ◦ ZH = V •H ◦K ◦M •, which is implied
by Corollary 3.2 , we obtain InvH ◦V •H ◦K ◦M • = V ∅H ◦K ∅ ◦Fτ ◦M •. Since M •
is surjective we obtain InvH ◦ V •H ◦K = V ∅H ◦K ∅ ◦Fτ = V ∅H ◦F∂ ◦K using also
(48). Given that K is an isomorphism we conclude (49). 
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The problem remains how to obtain topogenic Hopf algebras that fulfill the pre-
requisites of Theorem 4.5 and Definition 2.1. We will show in Section 7 that a large
naturally constructed family of topogenic Hopf algebras is given by quantum doubles
of double balanced Hopf algebras.
4.5. The Hennings invariant for closed 3-manifolds. The TQFT functors can
be used to associate an invariant for a closed, connected, compact, oriented 3-manifold
M as follows. We remove a 3-ball from M with boundary S2 ∼= D2≻D2. This defines
a relative cobordism M∗ : D2 → D2. It is easy to see that different choices of 3-
balls and parametrizations of the S2 boundary will yield equivalent cobordisms due to
connectedness ofM and the fact that the oriented mapping class group of S2 is trivial.
If we endow M∗ with a 2-framing we obtain a morphism in Cob• on which we can
evaluate V
•
H . By construction we have V
•
H (D
2) = H⊗0 ∼= k so that End(V •H (D2)) =
{x · id : x ∈ k} is the free rank one k-module with canonical generator given by the
identity on V
•
H (D
2). We thus have
V
•
H (M
∗) = ϕ˜H(M∗) · id (50)
for a unique ϕ˜H(M∗) ∈ k. Although this element of k does not depend on the choice
of the removed ball and the parametrization of the bounding sphere, it still depends on
the choice of the 2-framing on M∗ or signature of a 4-manifold . It does so, however,
in an easily described manner.
The signature of a bounding 4-manifold is given by the signature σ(L) of the linking
matrix of a framed link L representingM∗ orM by surgery. It follows from elementary
matrix algebra that σ(L) is invariant under the moves (T0), (T1), and (T2) from
Section 2.3 and, hence, depends only on M∗ so that we may write σ(L) = σ(M∗) .
For a given framed link L in S3 let us denote L↓ = L⊔©−1 the link with an isolated,
additional (-1)-framed unknot. The respectively represented morphisms M∗ and M∗↓
differ only by a shift in framing so that we haveM = M↓ for the underlying (unframed)
3-manifolds. By definition, σ(L↓) = σ(L)− 1 so that also σ(M∗↓ ) = σ(M∗)− 1.
We also observe from the constructions in Section 3 that the evaluation of EH ◦ZH
on disjoint unions of links is multiplicative. The value of this functor on ©−1 is given
in (31) as λ(r) . It follows that V
•
H (M
∗
↓ ) = λ(r)V
•
H (M
∗) and the analogous relation
for ϕ˜H. Combining these relations we find that ϕH(M∗↓ ) = ϕH(M
∗) where
ϕ
H(M) = λ(r)
σ(M∗) · ϕ˜H(M∗) . (51)
Since ϕH(M) is invariant under shifts of framings or signatures it does indeed depend
only on the underlying topological 3-manifold. We will refer to ϕH(M) as the Hennings
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invariant ofM for the algebraH. Note that in this definition the normalization is such
that ϕH(S3) = 1, which also allows ϕH(S1 × S2) = λ(1) to be non-invertible [Ke98].
5. Gauge Transformations of Hopf algebras
The concept of gauge transformations of Hopf algebra structures naturally arose
in Drinfeld’s discussion of quasi Hopf algebras in [Dr90]. In this section we investigate
the effect of such transformations on the resulting TQFTs. Our study is motivated by
the proof of Theorem 1.7 in Section 8 where we use the fact that the double of the
quantum Borel algebra of sl2 is equivalent to the tensor product of quantum sl2 and
a cyclic group algebra – but only up to a non-trivial gauge transformation.
For this purpose we will focus on the situation of gauge transformations between
strictly associative Hopf algebras, which will require an additional cocycle condition
but, in return, avoids the use of associators. A generalization of the following discussion
to quasi Hopf algebras with non-trivial associators Φ ∈ H⊗3 is expected to generalize
to respective TQFT constructions for quasi Hopf algebra as in [Ge13].
5.1. Cocycle Condition, Special Elements, and Relations of Gauge Trans-
formations. For a Hopf algebra H we say that an element F ∈ H⊗H is a cocycle if
it satisfies the conditions
(1⊗ F)(id⊗∆)(F) = (F⊗ 1)(∆⊗ id)(F)
ǫ⊗ id(F) = 1 = id⊗ ǫ(F)
(52)
We say that a cocycle F ∈ H⊗2 is a gauge transformation of Hopf algebras (as opposed
to quasi Hopf algebras) if it also has an inverse F−1 ∈ H⊗2. Note that one particular
class of gauge transformations is given by coboundaries which are defined for any
invertible element c ∈ H by Fc = (c−1 ⊗ c−1)∆(c) .
Before discussing the modifications imposed on the Hopf algebra structure by a
gauge transformation let us explore several useful relations implied by the cocycle
condition. We use the following notations for the cocycle tensor expressions.
F =
∑
iAi ⊗ Bi and F−1 =
∑
i Ci ⊗Di .
We also denote the maps J = (id⊗m)(∆⊗ S) and J = (m⊗ id)(S ⊗∆) from H⊗H
to itself, where m : H⊗2 → H is the multiplication. For convenience we record the
explicit action of J, J, and their inverses on elements of H⊗2.
J(a⊗ b) =∑ a′ ⊗ a′′S(b) J(a⊗ b) =∑S(a)b′ ⊗ b′′
J−1(a⊗ b) =∑ a′ ⊗ S−1(b)a′′ J−1(a⊗ b) =∑ b′S−1(a)⊗ b′′ (53)
INTEGRALITY AND GAUGE DEPENDENCE OF HENNINGS TQFTS 31
The two transformations are in fact conjugate by
J = T ◦ J ◦ T−1 with T := (S ⊗ S) ◦ τ (54)
where τ(a⊗ b) = b⊗ a . The following additional relations are readily verified as well.
J ◦ J = T ◦ J−1 and T2 ◦ J = J ◦ T2 with T2 = S2 ⊗ S2 . (55)
We also associate the following special elements associated to a gauge transforma-
tion.
and
xF = m(id ⊗ S)(F) =
∑
iAiS(Bi)
xF = m(S ⊗ id)(F−1) =
∑
i S(Ci)Di.
(56)
They will play an important role in later formulae and duality consideration. For a
coboundary Fc is readily computed as xFc = c
−1S(c)−1 and xFc = S(c)c . Note also
that if F is a cocycle then also
F
† := T(F−1) (57)
is a gauge transformation for H . This can be iterated to obtain more gauge transfor-
mations F†† = (S2⊗ S2)(F), F††† etc. for the same H . With the above convention we
may now list several useful relations.
Lemma 5.1. Suppose H is a Hopf algebra and F a gauge transformation with xF as
above. Then the following hold.∑
iCixFS(Di) = 1 =
∑
i S(Ai)xFBi (58)
xF = x
−1
F
(59)
F
−1 = J(F)(1⊗ x−1
F
) = J
−1
(F)(S−1(x−1
F
)⊗ 1) (60)
F = (xF ⊗ 1)J(F−1) = (1⊗ S−1(xF))J−1(F−1) (61)
F
† = S ⊗ S(τ(F−1)) = (x−1
F
⊗ x−1
F
)F∆(xF) (62)
Proof. The relations in (58) immediately follow by applying m(id⊗S) andm(S⊗id) to
the equation F−1F = 1 respectively. If we apply m23(id⊗2⊗S) and m21(S−1⊗ id⊗2) to
the cocycle equation (52) we find 1⊗ xF = F (
∑
iA
′
i ⊗ A′′i S(Bi)) as well as S−1(xF)⊗
1 = F (
∑
iB
′
iS
−1(Ai)⊗B′′i ) respectively. The latter imply F−1(1 ⊗ xF) = J(F) and
F
−1(S−1(xF)⊗ 1) = J−1(F) . Applying m(S⊗ id) to both of these equations we obtain
xFxF = 1 and xFxF = 1 respectively, which proves (59).
Given invertibility of xF the previous equations can be solved for F
−1 yielding (60).
The second set of equations in (61) is obtained similarly by applying m12(S ⊗ id⊗2)
and m32(id
⊗2 ⊗ S−1) to the inverse of the cocycle equation given by
(id⊗∆)(F−1)(1⊗ F−1) = (∆⊗ id)(F−1)(F−1 ⊗ 1)
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respectively. For the last identity we compute
(1⊗ xF)T(F−1) by(54)=== T((S−1(xF)⊗ 1)F−1) by(55)=== J(J(J((S−1(xF)⊗ 1)F−1)))
by(53)
=== J(J((xF ⊗ 1)J(F−1))) by(61)=== J(J(F)) by(60)=== J(F−1(1⊗ xF))
by(53)
=== J(F−1)∆(xF)
by(61)
=== (x−1
F
⊗ 1)F∆(xF)
which readily implies (62). 
5.2. Gauge Transformed Quasi-Triangular Structure. Let us now turn to defin-
ing the gauge transformed Hopf algebra structures. The following is well known and
implied, for example, by specializing computations in [Dr90] to the strictly associative
case with trivial associators.
Lemma 5.2. Suppose H is a Hopf algebra and F a gauge transformation of H as
defined above. Then a Hopf algebra HF can be defined with the same algebra structure
as H but with a Hopf algebra structure as given follows:
∆F(a) = F∆(a)F
−1 (63)
ǫF = ǫ (64)
SF(a) = xFS(a)x
−1
F
(65)
If H is a quasi-triangular with R-matrix R. Then HF is also quasi-triangular with
RF = F21RF
−1 (66)
where we use the usual notation F21 = τ(F) with τ(a⊗ b) = b⊗ a.
Proof. The counit and coassociativity axioms immediately follow from (52). Also
∆F(ab) = ∆F(a)∆F(b) is clear from (63). For the antipode we compute
m(id ⊗ SF)∆F(a) =
∑
ij Aia
′CjxFS(Dj)S(a′′)S(Bi)x−1F =
by (58) =
∑
iAia
′S(a′′)S(Bi)x−1F = ǫ(a)
∑
iAiS(Bi)x
−1
F
= ǫ(a)xFx
−1
F
= ǫF(a) .
The other antipode equationm(SF⊗id)∆F(a) = ǫF(a) follows similarly from the second
relation in (58). For the quasi-triangular structure the identity ∆′
F
(a)RF = RF∆F(a),
where ∆′
F
denotes the opposite coproduct, is immediate by conjugation.
Although already implied by computations in [Dr90] for quasi Hopf algebra let us
also give a derivation of the remaining quasi-triangularity axioms as a warm up for
later uses of the cocycle equation (52). To this end denote the left and right side of (52)
by Υ[3] = F12(∆⊗id)(F) = F23(id⊗∆)(F) ∈ H⊗3. For π a permutation on n letters let
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σπ denote the automorphism on H
⊗n given by σπ(a1 ⊗ . . .⊗ an) = aπ(1) ⊗ . . .⊗ aπ(n) .
The following two relations in H⊗3 are then easily verified.
(RF)12 ·Υ[3] = σ(12)(Υ[3]) · R12 and (RF)23 ·Υ[3] = σ(23)(Υ[3]) · R23 .
Combining these two identities we find
(RF)13 · (RF)23 ·Υ[3] = σ(23)
(
(RF)12 ·Υ[3]
) · R23 = σ(123) (Υ[3]) · R13 · R23 .
We also compute
(∆F ⊗ id)(RF) ·Υ[3] = F12 · (∆⊗ id)(RF) · (∆⊗ id)(F)
= F12(∆⊗ id)(F21) · (∆⊗ id)(R) = σ(123)
(
Υ[3]
) · (∆⊗ id)(R) .
Now since (∆ ⊗ id)(R) = R13 · R23 by assumption and Υ[3] is invertible the identities
above can be combined to yield the desired axiom (∆F ⊗ id)(RF) = (RF)13 · (RF)23
for quasi-triangular Hopf algebras. The second axiom (id⊗∆F)(RF) = (RF)13 · (RF)12
follows entirely analogously. 
5.3. Gauge Transformed Ribbon and Balancing Elements. We next discuss
the effect of a gauge transformation on balancing and ribbon elements. To this end it
is useful to introduce the following element.
zF := xFS(xF)
−1 (67)
Lemma 5.3. Suppose H is balanced with ribbon element r ∈ H and balancing element
κ ∈ H, and F is a gauge transformation as above. Then HF is also balanced with
elements as follows:
uF = zFu rF = r κF = zFκ (68)
Proof. Given that RF =
∑
ikj BiekCj ⊗ AifkDj we compute uF as follows.
uF =
∑
ikj SF(AifkDj)BiekCj
by(65)
===
∑
ikj xFS(Dj)S(fk)S(Ai)x
−1
F
BiekCj =
by(58)
===
∑
kj xFS(Dj)S(fk)ekCj =
∑
j xFS(Dj)uCj = xF
∑
j S(Dj)S
2(Cj)u
= xFS(
∑
j S(Cj)Dj)u
by(59)
=== xFS(x
−1
F
)u = zFu .
We verify the ribbon element using the characterization in (18). If we set rF = r
centrality is obvious since multiplication is the same in HF. This also implies SF(rF) =
xFS(r)x
−1
F
= xFrx
−1
F
= r = rF . Moreover, we find
(RF)21RF = FR21RF
−1 = F(r⊗ r)∆(r−1)F−1 = (r⊗ r)∆F(r−1) ,
where we use again that r and hence r⊗r is central. Finally, the equivalence of a ribbon
structure and a balancing (see [Ke95]) implies that κF = uF(rF)
−1 = zFur−1 = zFκ as
desired. 
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Note that Lemma 5.3 implies that κF as given in (68) is group like with respect
to ∆F. This is indeed true even without an underlying quasi-triangular structure as
verified in the following lemma.
Lemma 5.4. Suppose H is a Hopf algebra with gauge transformation F and κ is a
group like element with S2(a) = κaκ−1. Then κF = zFκ is group like in HF and
satisfies S2
F
(a) = κFaκ
−1
F
.
Proof. Iterating (65) we find that S2
F
(a) = zFS
2(a)z−1
F
which implies immediately that
S2
F
is given by conjugation with κF. Moreover, using (62) we compute
(κ⊗ κ)F∆(κ−1) = (κ⊗ κ)F(κ−1 ⊗ κ−1) = S2 ⊗ S2(F) = T((T(F−1)−1)
= T(∆(x−1
F
)F−1(xF ⊗ xF)) = (S(xF)⊗ S(xF))T(F−1)∆(S(xF)−1)
= (S(xF)x
−1
F
⊗ S(xF)x−1F )F∆(xF)∆(S(xF)−1) = (z−1F ⊗ z−1F )F∆(zF) .
which implies κF⊗κF = (zF⊗ zF)(κ⊗κ) = F∆(zF)∆(κ)F−1 = ∆F(κF) as claimed. 
Similar calculations to the ones above, using a different formalism, occur in [AEGN].
5.4. Gauge Transformed Integrals. We finally consider the effect of gauge trans-
formations on integrals of H. In our discussion we confine ourselves to the unimodular
case (that is, when Λ ∈ H is a two-sided integral) since this is the only relevant case
for TQFT constructions. Generalizations to the non-unimodular case follow the same
lines with additional elements such as (α ⊗ id)(F) ∈ H where α is the comodulus.
Details are left to the interested reader.
In the unimodular case ΛF = Λ is clearly also a two-sided integral in HF since the
algebra structure remains the same. This simple observation allows us to determine
λF using non-degenerate forms on H and H
∗ obtained from integrals as in [LS69].
Lemma 5.5. Let H be a unimodular Hopf algebra with right integrals λ ∈ H∗ and
Λ ∈ H with λ(Λ) = 1. Then
λF = λ ↼ z
−1
F
(69)
is the unique right integral for HF with λF(ΛF) = λF(Λ) = 1.
Proof. The strategy is to determine λF from (17) by computing βF from formulae for
βF and SF in HF. In order to determine βF observe that J(a⊗ b)∆(Λ) = J(a⊗ bΛ) =
ǫ(b)J(a ⊗ Λ) = ǫ(b)(S(a) ⊗ 1)∆(Λ) and, by similar calculation, ∆(Λ)J−1(a ⊗ b) =
∆(Λ)ǫ(b)(S−1(a) ⊗ 1). This implies by (52) that J(F−1)∆(Λ) = ∆(Λ) = ∆(Λ)J−1(F)
and, hence,
∆F(ΛF) = F∆(Λ)F
−1 = (xF ⊗ 1)J(F−1)∆(Λ)J−1(F)(S−1(x−1F )⊗ 1)
= (xF ⊗ 1)∆(Λ)(S−1(x−1F )⊗ 1)
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The value for βF(f) is now obtained by applying f ⊗ id to ∆F(ΛF). Expressing the
multiplication by the elements in the first tensor factor by the actions in (14) we find
βF(f) = β
(
S−1(x−1
F
) ⇀ f ↼ xF
) ⇒ β −1
F
(a) = S−1(xF) ⇀ β
−1
(a) ↼ x−1
F
Now λ = β(1) = (β)−1(S(1)) = (β)−1(1) and similarly λF = β
−1
F
(1) so that
λF = S
−1(xF) ⇀ λ ↼ x−1F . (70)
This can be rewritten as λF(a) = λ(x
−1
F
aS−1(xF)) = λ(S(xF)x−1F a) = λ(z
−1
F
a) where
we also used (18). 
6. Gauge Transformations for Hennings TQFTs
In this section we will study how the TQFTs constructed in Section 3 behave under
gauge transformations of the underlying Hopf algebras. Particularly, we will construct
an explicit natural isomorphism between functors V
•
H and V
•
HF
for a given topogenic
Hopf algebra and gauge transformation F . The main goal of this section is thus to
prove Theorem 1.6.
6.1. Gauge Elements for Higher Tensor Products. The first ingredient in the
construction of an isomorphisms between these functors is the extension of F as an
intertwiner of coalgebra structures to higher tensor powers as follows. We start by
defining the operation
∇ : H→ H⊗H : x 7→ F∆(x) and ∇ : H→ H ⊗H : x 7→ ∆(x)F−1
∇(n)i = id⊗(i−1) ⊗∇⊗ id⊗(n−i) : H⊗n → H⊗(n+1)
(71)
and analogously ∇(n)i : H⊗n → H⊗(n+1). Moreover, for a sequence of integer indices
(i1, . . . , in) with 1 ≤ ik ≤ k for all k we define
Υ[n+1] := ∇(n)in ◦ ∇(n−1)i(n−1) ◦ . . . ◦ ∇
(1)
i1
(1) ∈ H⊗(n+1)
Υ[n+1] := ∇(n)in ◦ ∇
(n−1)
i(n−1)
◦ . . . ◦ ∇(1)i1 (1) ∈ H⊗(n+1)
(72)
For example, we have Υ[1] = F, and Υ[1] = F
−1. For n = 2 we obtain the two sides
of the cocycle condition (or its inverse) depending on whether we choose i2 = 1 or
i2 = 2. That is, Υ[2] = (F ⊗ 1)(∆ ⊗ id)(F) = (1 ⊗ F)(id ⊗ ∆)(F) = and Υ[2] =
(∆⊗ id)(F−1)(F−1⊗ 1) = (id⊗∆)(F−1)(1⊗F−1) are inverses and independent of the
choice of i2. This observation and other properties of F are generalized to Υ[n] next.
Lemma 6.1. For Υ[n] and Υ[n] as above and for any f ∈ H∗ , x ∈ H and i = 1, . . . , n
we have the following identities.
Υ[n] does not depend on the choice of indices (i1, . . . , in) but only on n (73)
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id⊗i−1 ⊗ ǫ⊗ id⊗(n−i)(Υ[n]) = Υ[n−1] (74)
Υ
−1
[n] = Υ[n] (75)
Υ[n]∆
(n)(x) = ∆
(n)
F
(x)Υ[n] (76)
(1⊗i−1 ⊗ RF ⊗ 1⊗(n−i))Υ[n+1] = σ(i,i+1)
(
Υ[n+1]
)
(1⊗i−1 ⊗ R⊗ 1⊗(n−i)) (77)
(id⊗i−1 ⊗ (f ◦m◦(id⊗ S))⊗1⊗(n−i))(Υ[n+1]) = f(xF)Υ[n−1] (78)
(id⊗i−1 ⊗ (f ◦m◦(S ⊗ id))⊗1⊗(n−i))(Υ[n+1]) = f(x−1F )Υ[n−1] (79)
Proof. For the statement in (73) observe that (52) and coassociativity imply that
∇(3)1 ◦∇ = ∇(3)2 ◦∇ and hence ∇(n+1)i ◦∇(n)i = ∇(n+1)i+1 ◦∇(n)i . Assuming the statement
in (73) is true for n = m− 1 we may set im−1 to be im. We find Υ[m+1] = ∇im(Υ[m]) =
∇im(∇im(Υ[m−1])) = ∇im+1(∇im(Υ[m−1])) = ∇im+1(Υ[m]) . That is, im may be replaced
by im+1 implying independence of the choice of im. (73) thus follows by induction in
m.
Identity (74) follows immediately from (ǫ ⊗ id)(∇(x)) = (id ⊗ ǫ)(∇(x)) = x .
For (75) note that ∇(x)∇(y) = ∆F(xy) so that, again by induction in n, we find
Υ[n+1]Υ[n+1] = ∇1(Υ[n])∇1(Υ[n]) = (∆F ⊗ id⊗n−1)(Υ[n]Υ[n]) = (∆F ⊗ id⊗n−1)(1) = 1 .
Similarly, ∇(x)∇(y) = ∆(xy) implies Υ[n+1]Υ[n+1] = 1. The induction step for proving
(76) is as follows.
Υ[n+1]∆
(n+1)(x) = (F⊗ 1⊗n−1)(∆⊗ id⊗n−1)(Υ[n]∆(n)(x))
= (F⊗ 1⊗n−1)(∆⊗ id⊗n−1)(∆(n)
F
(x)Υ[n])
= (∆F ⊗ id⊗n−1)(∆(n)F (x))(F⊗ 1⊗n−1)(∆⊗ id⊗n−1)(Υ[n])
= ∆
(n+1)
F
(x)Υ[n+1] .
For (77) substitute Υ[n+1] = ∇i(Υ[n]) and observe that RF∇(x) = F21R∆(x) =
σ(12)(F)σ(12)(∆(x))R = σ(12)(∇(x))R . Substituting also Υ[n+1] = ∇i(Υ[n]) but using
(f ◦m ◦ (id⊗ S))(∇(x)) = f(
∑
i
Aix
′S(Bix′′)) = f(
∑
i
Aix
′S(x′′)S(Bi)) =
= ǫ(x)f(
∑
i
AiS(Bi)) = ǫ(x)f(xF)
we prove (78) using also (74). Equation (79) follows analogously. 
6.2. Gauge Transformations of Planar Diagrams. Next relate the algebraic for-
malism of gauge transformations above to the combinatorial calculus introduced in
Section 3.1 for categories of H-labeled planar diagrams. Consider the following map
of decorated diagrams which inserts into a given diagram an additional element x±1
F
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near each maximum and minimum as indicated in Figure 14 but leaves the diagram
unchanged otherwise.PSfrag replacements
7→ 7→xF x−1F
Figure 14. Extrema insertions
Lemma 6.2. The map of decorated diagrams defined in Figure 14 factors into a well
defined functor
IF : Dc(HF) −→ Dc(H) . (80)
Proof. We need to check that equivalence classes of diagrams in Dc(HF) are mapped
to classes for Dc(H). The fact is clear for the planar second and third Reidemeister
moves since these do not involve extrema. Similarly, moving an extremum through a
crossing follows since the extra x±1
F
can be moved through the crossing as in Figure 4.
Cancellation of a maximum and a minimum is seen by canceling the xF assigned to
the maximum with the x−1
F
added near the minimum. It remains to verify the moves
in Figures 4 and Figure 5. The first and third picture in Figure 4 as well as the first in
Figure 5 are immediate. For the second equivalence in Figures 4 we apply IF to either
side of the equation (in Dc(HF)) which yields the diagrams in Dc(H) as depicted in
Figure 15. Clearly, by (65), the resulting diagrams are the same.
PSfrag replacements
IF
IFx x
S(x)
x
−1
F
x
−1
Fx
−1
F S(x)x−1
F
=
==
SF(x)SF(x) x
−1
F
SF(x)
Figure 15. IF-invariance for move through minimum
For the second picture in Figure 5 we proceed similarly by applying IF to both sides
of the equivalence as indicated in Figure 16. The equality of the resulting diagrams
in Dc(H) is implied by (67), (68) and (22), as well as x−1
F
κF = x
−1
F
zFκ = S(x
−1
F
)κ =
κS−1(x−1
F
). 
We observe next that the elements Υ[n] ∈ H⊗g introduced in (72) can be thought
of as a collection of morphisms in the categories of decorated diagrams by distributing
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x
PSfrag replacements
IF
IF
x
−1
F
x
−1
F
S−1(x−1
F
)
=
==
κ
κFκF x
−1
F
κF
κS−1(x−1
F
)
Figure 16. IF-invariance for first Reidemeister move
the tensor factors of Υ[n] =
∑
Υ
(1)
[n] ⊗ . . . ⊗Υ(n)[n] over n parallel strands exactly as we
did for ∆(2g−1)(x) in (12).
In the categoryDc0(H) of decorated diagrams without connectivity constraints (see
beginning of Section 4) this yields a collection Υ0[∗] = {Υ0[n] : n → n} of isomorphisms
in Dc0(H). In the (sub) category Dc(H) we thus obtain a collection Υ[∗] = {Υ[2k] :
k → k} of isomorphisms.
In the next lemma we will interpret Υ0[∗] andΥ[∗] as natural transformations between
functors with target categories Dc0(H) and Dc(H) respectively.
Lemma 6.3. With conventions as above we have the following natural isomorphism
of functors from Tgl to Dc(H):
Υ[∗] : ZH
•−→ IF ◦ ZHF . (81)
Proof. We will in fact prove that the isomorphism Υ0[∗] : Z
0
H
•−→ IF ◦Z0HF is defined on
general tangles without connectivity constraints, which obviously implies Lemma 6.3.
Explicitly we need to show that for every tangle T with N end points at the top and
M end points at the bottom we have
Υ
0
[M ] · Z0H(T ) · (Υ0[N ])−1 = IF
(
Z0HF(T )
)
. (82)
By functoriality it suffices to prove (82) for the generators of Tgl . The three types of
generators are a single maximum, a single minimum, and a single positive crossing, each
having some number of parallel strands to the right and left. In the following picture
we evaluate the left hand side of (82) by making use of the identities in Lemma 6.1.
In the evaluation of a crossing in Figure 17 we first apply the rule from Figure 7
assigning the factors of R ∈ H⊗2 to the two markings and then conjugate the diagram
by Υ[n+1] assuming we have n+1 strands. The equality between the last two diagrams
follows by multiplying them both byΥ[n+1] and a crossing from the bottom. Given that
conjugation of Υ[n+1] by crossings is the same as transposition of factors the resulting
equality is the same as (77).
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Figure 17. Z
Υ
0
[∗]
H
for crossing
Since there are no extrema involved in a crossing the resulting diagram in Dc0(HF)
is the same as evaluating IF ◦Z0HF on a single crossing so that (82) holds for this case.
The proof for maximum proceeds similarly as depicted in Figure 18. For the last
identity we can multiply the diagram from the top with Υ[n−1] and evaluate the com-
bined decoration along the arc with an arbitrary linear form f ∈ H∗. The identity to
prove is then the same as in (78) where the map m◦(id⊗ S) accounts for combining
the i-th and i+ 1-st factors of Υ[n+1] along the arc using the rules in (4).
The resulting diagram in Dc0(HF) is again clearly the same as evaluating IF ◦ Z0HF
on a single maximum. The case for a minimum follows analogously from (78). Thus
(82) holds on all generators of the tangle category.
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Υ
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for maximum

6.3. Gauge Transformations of Modular Evaluations. The relation between the
evaluation functors EH and EHF also involves a natural transformation, which we de-
fined next. Let us denote right multiplication by xF as
ρF : H −→ H : z 7→ zxF . (83)
In order to describe equivariance of a tensor power ρ⊗g
F
that maps H⊗g to itself
(as a k-module) we need to identify the latter space as an H-module. One H-action
is given by the usual g-fold tensor product of adjoint action on H with respect to
the transformed coalgebra structure given by ∆F and SF. We denote the respective
H-module by H⊗g
F
.
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Another H-action is defined similar to the adjoint action using the transformed
coproduct ∆F but the original antipode S. That is, if ∆
2g−1
F
(x) =
∑
x
(1)
F
⊗ . . .⊗ x(2g)
F
then x.(b1 ⊗ . . . ⊗ bg) =
∑
x
(1)
F
b1S(x
(2)
F
) ⊗ . . . ⊗ x(2g−1)
F
bgS(x
(2g)
F
) . It is obvious that
this also defines an H-module which we denote by H˜⊗g . We also readily verify that
the morphisms in
ρ∗F = {ρ⊗gF : H⊗gF → H˜⊗g} . (84)
indeed commute with the H-action on the so defined modules. Particularly, with
∆2g−1
F
(x) =
∑
x
(1)
F
⊗ . . .⊗ x(2g)
F
as before we have
x.(ρ⊗g
F
(b1 ⊗ . . .⊗ bg)) = x.(b1xF ⊗ . . .⊗ bgxF)
=
∑
x
(1)
F
b1xFS(x
(2)
F
)⊗ . . .⊗ x(2g−1)
F
bgxFS(x
(2g)
F
)
by(65)
===
∑
x
(1)
F
b1SF(x
(2)
F
)xF ⊗ . . .⊗ x(2g−1)F bgSF(x(2g)F )xF
= ρ⊗g
F
(∑
adF(x
(1)
F
)(b1)⊗ . . .⊗ adF(x(g)F )(bg)
)
= ρ⊗g
F
(ad⊗g
F
(x)(b1 ⊗ . . .⊗ bg))
(85)
The maps in (84) are thus morphisms in H  m(k) . In the next lemma we will
interpret the collection ρ∗
F
of these isomorphisms as a natural transformation.
Lemma 6.4. With conventions as above we have the following natural isomorphism
of functors:
ρ∗F : EHF
•−→ EH ◦ IF . (86)
Proof. Expressing naturality of (86) more explicitly we have to show for every class of
diagrams D : g → h in Dc(HF) that
ρ⊗g
F
· EHF(D) · (ρ⊗hF )−1 = EH (IF(D)) . (87)
As before we can use functoriality to reduce the proof to generators of Dc(HF).
Moreover, all functors and natural transformations in (86) also respect the tensor
product so that we need to verify (87) only for generators of Dc(HF) as a tensor
category. As explained in Section 3 all diagram morphisms are composites of tensor
products of the five types of diagrams depicted in Figures 8 and 9. It thus suffices to
prove (87) for each of these.
We start by evaluating EH ◦ IF on the second picture in Figure 8. The functor
IF inserts a xF right above the decoration with label s
ν
j which combines to a single
decoration sνjxF in place of s
ν
j . EH assigns to this the map v
ν
j : k → H : 1 7→ sνjxF.
On the other side EHF assigns to the same picture the map w
ν
j : k → H : 1 7→ sνj .
Clearly, ρ⊗1
F
◦ wνj ◦ (ρ⊗0F )−1 = ρF ◦ wνj = vνj .
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Next we evaluate EH ◦ IF on the third picture in the same figure. IF inserts a x−1F
directly below the tνk which combines to x
−1
F
tνk in place of t
ν
k. EH assigns to this the
form lνk : H→ k : x 7→ λ(S(x)x−1F tνk) . If we apply EHF to the same picture we obtain
the form mνk : HF → k : x 7→ λF(SF(x)tνk) . We verify (87) by computation:
ρ⊗0
F
◦mνk ◦ (ρ⊗1F )−1(x) = mνk(ρ−1F (x)) = λF(SF(xx−1F )tνk)
by(69)
=== λ(z−1
F
SF(xx
−1
F
)tνk)
by(65)
=== λ((xFS(xF)
−1)−1xFS(xx−1F )x
−1
F
tνk)
= λ(S(xF)x
−1
F
xFS(xF)
−1S(x)x−1
F
tνk)
= λ(S(x)x−1
F
tνk) = l
ν
k(x)
(88)
The first picture is a consequence of the second and third by composing them
(setting sνj = 1 and t
ν
k = r
ν
k).
In Figure 9 we start with the left picture. Since no extrema are involved EH ◦ IF
assigns to this diagram the morphism f : H → H : x 7→ axS(b). Similarly, EHF
assigns to it the map g : H → H : x 7→ axSF(b). We compute ρ⊗1F ◦ g ◦ (ρ⊗1F )−1(x) =
ρF(g(ρ
−1
F
(x))) = (a(xx−1
F
)SF(b))xF = axx
−1
F
xFS(b)x
−1
F
xF = f(x).
Finally, EH ◦ IF assigns to the picture on the right of Figure 9 the map q : H →
H : x 7→ κ−1S(x) and EHF assigns to it p : H → H : x 7→ κ−1F SF(x) . As before
verification of (87) is done by computing ρ⊗1
F
◦ p ◦ (ρ⊗1
F
)−1(x) = ρF(p(ρ−1F (x))) =
κ−1
F
SF(xx
−1
F
)xF
by(68)
=== κ−1z−1
F
xFS(xx
−1
F
) = κ−1z−1
F
xFS(x
−1
F
)S(x) = q(x) . 
6.4. Construction of a Natural Isomorphism and Proof of Theorem 1.6.
In order to construct the natural transformation from Theorem 1.6 we also need to
consider the evaluation of the transformations in Lemma 6.3.
Υg = EH(Υ[2g]) : H
⊗g → H˜⊗g (89)
Denoting Υ[2g] =
∑
Υ
(1)
[2g] ⊗ . . . ⊗Υ(2g)[2g] the explicit form of Υg is readily derived from
Figure 9 as
Υg(b1 ⊗ . . .⊗ bg) =
∑
Υ
(1)
[2g]b1S(Υ
(2)
[2g])⊗ . . .⊗Υ(2g−1)[2g] b1S(Υ(2g)[2g] ) . (90)
If we consider H⊗g to be a H-module equipped with the tensor product of the regu-
lar adjoint action and H˜⊗g with the action defined for (84) above the maps Υg also
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commute with the actions of H. This is follows from the following calculation.
x.
(
Υg(b1 ⊗ . . .⊗ bg)
)
=
= x.
(∑
Υ
(1)
[2g]b1S(Υ
(2)
[2g])⊗ . . .⊗Υ(2g−1)[2g] bgS(Υ(2g)[2g] )
)
=
∑
x
(1)
F
Υ
(1)
[2g]b1S(Υ
(2)
[2g])S(x
(2)
F
)⊗ . . .⊗ x(2g−1)
F
Υ
(2g−1)
[2g] bgS(Υ
(2g)
[2g] )S(x
(2g)
F
)
=
∑
x
(1)
F
Υ
(1)
[2g]b1S(x
(2)
F
Υ
(2)
[2g])⊗ . . .⊗ x(2g−1)F Υ(2g−1)[2g] bgS(x(2g)F Υ(2g)[2g] )
by(76)
===
∑
Υ
(1)
[2g]x
(1)b1S(Υ
(2)
[2g]x
(2))⊗ . . .⊗Υ(2g−1)[2g] x(2g−1)bgS(Υ(2g)[2g] x(2g))
=
∑
Υ
(1)
[2g]x
(1)b1S(x
(2))S(Υ
(2)
[2g])⊗ . . .⊗Υ(2g−1)[2g] x(2g−1)bgS(x(2g))S(Υ(2g)[2g] )
= Υg
(∑
x(1)b1S(x
(2))⊗ . . .⊗ x(2g−1)bgS(x(2g))
)
= Υg
(
ad⊗g(x)(b1 ⊗ . . .⊗ bg)
)
(91)
Proof of Theorem 1.6. Applying the functor EH to Equation (81) in Lemma 6.3 we
obtain the natural transformation EHΥ[∗] : EH ◦ ZH •−→ EH ◦ IF ◦ ZHF , where the
isomorphisms of EHΥ[∗] are given by the Υg from (89). Similarly, (6.4) implies a natural
isomorphism ρ∗
F
ZHF : EHF ◦ ZHF •−→ EH ◦ IF ◦ ZHF which combines to
γ˜F := (ρ
∗
F
ZHF)
−1 • (EHΥ[∗]) : EH ◦ ZH •−→ EHF ◦ ZHF . (92)
Given that for objects ZHF(g) = g , the morphisms for (92) are given by
(γ˜F)g : H
⊗g H˜⊗g// //
Υg
// // H
⊗g
F
.// //
(ρ⊗g
F
)−1
// // (93)
As shown in (91) and (85) above both Υg and ρ
⊗g commute with the respective actions
of H so that also each γ˜F(g) is a morphism in H  m(k) .
Substituting the functor composites in (92) using (27) we thus have the natural
isomorphism γ˜F : V
•
H ◦K ◦M • •−→ V •HF ◦K ◦M • . Clearly, the functor K ◦M •
is a one-to-one correspondence on objects (with K ◦M •(g) = g) and maps morphism
spaces surjectively onto each other. This ensures that γ˜F indeed gives rise to a natural
isomorphism γF : V
•
H
•−→ V •HF defined by the same set of morphisms given in
(93). 
The explicit form of the morphisms of the natural transformation is readily worked
out from (89) and (83) to be
γF(g)(b1 ⊗ . . .⊗ bg) =
∑
Υ
(1)
[2g]b1S(Υ
(2)
[2g])x
−1
F
⊗ . . .⊗Υ(2g−1)[2g] bgS(Υ(2g)[2g] )x−1F . (94)
Finally, let us note that the assignment of natural transformations F 7→ γF is well
behaved under compositions of gauge transformations. More precisely, if G is a cocycle
INTEGRALITY AND GAUGE DEPENDENCE OF HENNINGS TQFTS 43
with respect to ∆F then G · F is a cocycle with respect to ∆ and (HF)G = HG·F. In
this case we have that
γG·F = γG • γF . (95)
7. Integral TQFTs from Quantum Doubles
In this section we specialize the previous TQFT constructions to the case in which
the underlying algebra is the Drinfeld quantum double H = D(H) of a Hopf algebra
H over k. The conditions that ensure integrality of the resulting TQFT on Cob∅
and Cob• as postulated for the general case in Theorem 4.5 will reduce to only a few
very mild assumptions on the algebra H . Our findings will cumulate in the proof of
Theorem 1.2.
7.1. Finite and Frobenius Hopf Algebras. As noted in the introduction all alge-
bras and rings are assumed to be unital and Hopf algebras to have antipode. Following
terminology used in literature cited here we will say that an algebra H over a (unital)
commutative ring k is finite if it is projective and finitely generated as a k-module.
Note that for the dual space H∗ = Hom
k
(H,k) this condition implies that H∗ is
also finite, that is, projective and finitely generated. Moreover, the condition implies
that the canonical map
η : Hom
k
(H,M)⊗
k
N −→ Hom
k
(H,M ⊗
k
N) (96)
given by η(f ⊗ y)(x) = f(x) ⊗ y is an isomorphism. See, for example, Exercise 6
on Page 155 in Section 3.10 of [Ja89]. Specializing (96) to M = k and N = H∗
yields H∗ ⊗
k
H∗ ∼= Hom
k
(H,H∗) = Hom
k
(H,Hom
k
(H,k)) . Using the adjointness
relation Hom
k
(H,Hom
k
(H,k)) ∼= Hom
k
(H⊗
k
H,k) (see, for example, Proposition 3.8
in Section 3.8 of [Ja89]) this yields that the canonical map
τ : H∗ ⊗
k
H∗ (H ⊗
k
H)∗// // // with τ (l ⊗m)(x⊗ y) = l(x) ·m(y) (97)
is an isomorphism forH as above. The relevant implication of (97) is that we can define
a coalgebra structure also onH∗ with coproduct τ −1◦µ∗ : H∗ → H∗⊗H∗ . It is readily
verified that this makes H∗ into a Hopf algebra with product ∆∗ ◦τ : H∗⊗H∗ → H∗
and antipode S∗ : H∗ → H∗.
The finiteness condition on H also allows us to apply the Dual Basis Lemma as
in Proposition 3.11 and the following corollary in Section 3.10 of [Ja89], which asserts
that there is a finite collection of pairs (hi, h
i) with hi ∈ H and hi ∈ H∗ such that
x =
∑
i
hi(x)hi ∀x ∈ H . (98)
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In order to formulate the Frobenius condition and its equivalences we introduce
notation for spaces of integrals following, for example, [KS01]. We denote space of left
integrals as
∫ ℓ
H
= {y ∈ H : xy = ǫ(x)y} and, analogously, the space of right integrals∫
r
H
= {y ∈ H : yx = ǫ(x)y} in H . Given that H is finite, we may characterize the
dual space as
∫ ℓ
H∗
= {φ ∈ H∗ : (id⊗ φ)∆(x) = φ(x) · 1 ∀ x ∈ H}.
The Frobenius condition given in Definition 1.1 will play a central role as well as
the following definition by Pareigis that relates a Frobenius structure to a coexisting
Hopf algebra structure:
Definition 7.1 ([Pa72]). A finite Hopf algebra H over a commutative ring k is a left
FH-algebra if it admits a Frobenius homomorphism φ ∈ H∗ which is also a left integral,
that is, φ ∈ ∫ ℓ
H∗
.
Right FH-algebras are defined analogously by replacing left by right integrals. Next
we summarize equivalent conditions for the Frobenius condition that can be extracted
from results by Pareigis as well as Kadison and Stolin. Here we say that a k-submodule
is a k-summand of H if it is a direct summand of H and isomorphic to k as a k-module
over itself.
Proposition 7.2 ([KS01, Pa71]). Let H be a finite Hopf algebra over a commutative
ring k. Then the following are equivalent:
(i) H is a Frobenius algebra.
(ii) H is a left FH algebra.
(iii) H is a right FH algebra.
(iv) H∗ is a (right or left) FH algebra.
(v)
∫ ℓ
H
(∫
r
H
)
is a direct k-summand of H.
(vi)
∫ ℓ
H∗
(∫
r
H∗
)
is a direct k-summand of H∗.
Proof. As noted in Section 4 of [Pa71] Definition 1.1 is independent of the choice of sides
of the modules for finite Hopf algebras and the same Frobenius homomorphism that is
a free generator of H∗ as a right H-module is also a free generator as a left H-module.
In particular, for a given Frobenius homomorphism φ also b 7→ (b ⇀ φ) = φ(_b) is
also an isomorphism from HH to HH
∗ . See also Section 2 in [KS01] for an explanation
of the same fact using Frobenius coordinates.
Since the antipode is invertible (see Proposition 4 in [Pa71]) we have that S∗(φ) =
φ ◦ S is also a Frobenius homomorphism. For the equivalence of (ii) and (iii) now
follows from the observation that φ is a left integral if and only if S∗(φ) is a right
integral.
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The equivalence of (i) and (ii) (or (iii)) is shown in Proposition 4.4 of [KS01], see
also Proposition 3.7 in [KS99]. Proposition 4.3 of [KS01] ensures the equivalence of (ii)
(or (iii)) with the respective property stated in (iv).
The implication (v)⇒(ii) is a consequence of Theorem 1 in [Pa71], and the reverse
implication follows from Theorem 3 in [Pa71]. See also Proposition 3.1 in [KS01].
The fact that the invertible antipode provides a bijection between
∫ ℓ
H
and
∫
r
H
shows
that the two statements in (v) are equivalent. The statement in (vi) is a consequence
of the equivalence of (iv) with the other statements and their rephrasing for H∗. 
For later application we also introduce the following criterion.
Lemma 7.3. Let H be a finite Hopf algebra over a Dedekind domain k. Suppose
further that N is a k-summand of H with N ⊆ ∫ ℓ
H
.
Then N =
∫ ℓ
H
and, hence, H is an FH algebra.
Proof. A decomposition H = N ⊕ Q (given that N is a k-summand) also implies a
decomposition
∫ ℓ
H
= N ⊕ Z as a k-modules. We prove the lemma by contradiction,
assuming Z 6= 0. Since k is a Dedekind domain it is also Noetherian as well as a
Prüfer ring (see, for example, Section C.5. in [MP02]).
Denote by F the field of fractions of the domain k . Since H is projective H is
also torsion-free and, hence, any k-submodule M ⊆ H is also torsion-free. Since k
is Noetherian and H finitely generated we have that H is a Noetherian module (e.g.,
Ch. X, §1 in [Ln02]). Thus, by definition, M is finitely generated.
By Theorem C.5.5(2) in [MP02] and the fact that k is a Prüfer ring we thus have
that M is projective and, in particular, flat. Given that k →֒ F is an injection of
k-modules with thus have that M = M⊗
k
k → M := M⊗
k
F : m 7→ m⊗ 1 is also an
injection. (See, for example, Ch.XVI, §2 in [Ln02]; also Theorem C.5.5(4) in [MP02]).
In particular, N 6= 0 and Z 6= 0. Moreover, we have ∫ ℓ
H
= N ⊕ Z = N ⊕ Z ⊆ ∫ ℓ
H
.
Thus, dim(
∫ ℓ
H
) ≥ 2 for the Hopf algebra H over the field F. This contradicts the
uniqueness results for integrals of finite dimensional Hopf algebras (over fields) as in
[Sw69]. 
Recall that an element x is said to be group-like if ∆(x) = x⊗ x. Denote the set of
group-like elements of H by G(H) which is clearly a group itself. The respective set
G(H∗) is, correspondingly, the group of multiplicative forms on H with values in k.
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Following Section 3 [Wt75] we have for any finite Hopf algebra H group like elements
α ∈ G(H∗) and a ∈ G(H), so called moduli, with the following properties:
Λx = α(x)Λ ∀x ∈ H, ∀Λ ∈ ∫ ℓ
H
(99)
(λ⊗ id)∆(x) = λ(x)a ∀x ∈ H, ∀λ ∈ ∫ ℓ
H∗
(100)
The following choices of integrals with simultaneous normalizations and the exis-
tence of special groups-like elements are an important ingredient in the construction
of TQFTs.
Proposition 7.4. Let H be a finite Hopf algebra over a commutative ring k which
is Frobenius. Then the spaces
∫ ℓ
H
of left integral in H and
∫
r
H∗
of right integral in
H∗ are generated freely over k by elements Λl and λr with the following simultaneous
normalization:
λr(Λl) = λr(S(Λl)) = 1. (101)
Moreover, there exits moduli α ∈ G(H∗) and g ∈ G(H) with the following properties:
Λlx = α(x)Λl, and fλr = f(g)λr, ∀x ∈ H, f ∈ H∗. (102)
Proof. By Proposition 7.2 we may assume that H is an FH algebra and that
∫ ℓ
H
and∫ ℓ
H∗
are free k-modules. Definition 1.1 implies that the Frobenius homomorphism
φ = λl is a left integral and the associated Frobenius isomorphism implies that there
is an element Λl ∈ H such that Λl ⇀ λl = ǫ. A standard argument (Section 3 of [KS01]
or Section 4 in [Pa71]) shows that Λl needs to be a left integral. Moreover, the required
normalization follows from 1 = ǫ(1) = (Λl ⇀ λl)(1) = λl(Λl) . See also arguments in
Section 3 of [Wt75] that infer this normalization.
Note, with notation as in Section 2.2, he have that for any χ ∈ H∗
λl(Λl ↼ χ) = (χ · λl)(Λl) = χ(1)λl(Λl) = χ(1) . (103)
By Theorem 3 in [Wt75] and Item (iii) in Theorem 1 in [Wt75] we find that for any
Frobenius Hopf algebra over a general commutative ring k and any h ∈ H we have
Λl ↼ (λl ↼ h) = S
−1(h)a .
Substituting h = Λl and applying λl on both sides we thus obtain for the left hand
side
λl(Λl ↼ (λl ↼ Λl))
by (103)
= (λl ↼ Λl)(1) = λl(Λl) = 1
and for the righ hand side, using that a is group like,
λl(S
−1(Λl)a) = λl(S−1(a−1Λl)) = ε(a−1)λl(S−1(Λl)) = λl(S−1(Λl)) .
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This implies the second normalization relation λl(S
−1(Λl)) = 1. Setting λr(x) =
λl(S
−1(x)) for any x ∈ H we find that λr ∈
∫
r
H
and the respective normalizations in
(101).
We note the first relation (102) is identical to (99). For the second relation we note
that S∗ and its inverse act as anti-automorphisms on H∗ which yields
fλr = f(S
∗−1(λl)) = S∗−1(λl(S∗f))
by (100)
= S∗−1(λl(S∗f)(a)) = (104)
= S∗−1(λl)f(S(a)) = λrf(a−1) = λrf(g) (105)
where we set
g = a−1 . (106)

In [Wt75] Waterhouse also generalizes Radford’s famous formula for the fourth order
of the antipode, which we recall here.
Theorem 7.5 ([Ra98, Wt75]). Let H be a finite Frobenius Hopf algebra over a commu-
tative ring k. With g ∈ G(H) and α ∈ G(H∗) as above and any x ∈ H we have
S4(x) = g(α ⇀ x ↼ α−1)g−1 = α ⇀ (gxg−1) ↼ α−1 . (107)
Note that (107) may be written more succinctly as S4 = ad(g) ◦ ad∗(α) using
notations for adjoint and coadjoint actions. Let us also recall and summarize here the
general finite order results given in Theorem 5 of the same article:
Theorem 7.6 ([Wt75]). Let H be a finite Hopf algebra over a commutative ring k.
Then all elements in G(H) have finite order.
The ribbon or balancing property assumed in Definition 2.1 applied to the double
of a Hopf algebra H is essentially equivalent to requiring that the moduli of H admit
well behaved square roots. This is formalized in the next definition.
Definition 7.7. Let H be a finite Hopf algebra over a commutative ring k with moduli
g ∈ G(H) and α ∈ G(H∗) a before. Then H is called double balanced if there are
group like elements b ∈ G(H) and β ∈ G(H∗) such that
β2 = α, b2 = g, and S2 = ad(b) ◦ ad∗(β) . (108)
The moduli imply an invertible element α(g) ∈ k× in the units of the ground ring
and, in the case of a double balanced Hopf algebra, we define the respective fourth
root θ ∈ k× as
θ = β(b) with θ4 = α(g) . (109)
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The finite orders of group like elements in Theorem 7.6 now imply the analogous
statements for automorphisms and units:
Corollary 7.8. The order of the antipode S, the order of α(g) ∈ k×, as well as the
order of θ ∈ k× (in the double balanced case) are all finite.
Several criteria for the existence of a double balancing that require S2, g, and α to
have odd orders are explored in [KR93].
7.2. Quantum Doubles for Projective Hopf Algebras. In this section we de-
scribe the construction of a quantum double D(H) of a Hopf algebra H over a (unital)
commutative ring k instead of a field. As usual we will denote the multiplication of
H by µ : H ⊗ H → H with unit 1 ∈ H , its comultiplication by ∆ : H → H ⊗ H
with counit ǫ : H → k and its antipode by S : H → H , all of which are k-module
morphisms.
As a coalgebra the quantum double of H is defined as D(H) = H∗cop ⊗H , where
H∗cop is identical to H∗ except that the opposite comultiplication is used. As an
algebra D(H) is defined as a bi-crossed product for which the multiplication is given
as follows with notation as in (14) and (15).
(p⊗ x)(q ⊗ y) =
∑
(q)
pq′′ ⊗ (S∗(q′) ⇀ x ↼ q′′′)y . (110)
Furthermore, we note that (96) yields in the case of M = k and N = H an
isomorphism η : H∗ ⊗ H → End(H) which shows that the dual bases can also be
defined as η−1(idH) =
∑
i h
i ⊗ hi. The existence of dual bases, thus, allows us to
define a quasi-triangular structure. Particularly, we can use the tensor
∑
i h
i ⊗ hi to
define a canonical universal R-matrix for D(H) by
R =
∑
(ǫ⊗ hi)⊗ (hi ⊗ 1) . (111)
These structures are next combined to defined doubles over general rings:
Lemma 7.9. Suppose H is a finite Hopf algebra over a commutative ring k.
Then D(H) is a finite quasi-triangular Hopf algebra over k with multiplication as
defined in (110), and R-matrix as in (111).
Proof. The proof of the consistency bi-crossed structure as well as the usual Drinfeld
relations for quasi-triangularity (see [Dr87]) for the R-matrix are verbatim the same
as the ones given in, for example, Section IX of [Ka94]. Particularly, the calculations
there do not invoke any assumptions on the ground field and only use the dual basis
relation in (98).
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In order to prove the existence of an antipode we use again invertibility of S as
ensured by Proposition 4 of [Pa71]. This allows us to define an antipode on D(H)
consistent with this bi-algebra structure by the following composition of isomorphisms:
SD : D(H) = H
∗ ⊗H H∗ ⊗HS
∗−1 ⊗ S
// H ⊗H∗
σ(12)
// D(H)
·
// (112)
As before σ(12) denotes the transposition of tensor factors, and the last arrow denotes
the bi-crossed product map onto D(H) given by x ⊗ l 7→ (ǫ ⊗ x)(l ⊗ 1) using the
specialization of (110) above. The verification of the antipode axiom for SD as given
in (112) is exactly the same well known calculation for Hopf algebras over fields (see
again Section IX of [Ka94]).
Finally, given that H is finite we also have that H∗ is also finite. This clearly
implies that also H ⊗H∗ is also finitely generated as well as projective. Thus D(H)
is also finite over k. 
We conclude this section with a couple of useful formulae assuming invertibility
of S. The first is a simple consequence of the fact that squares of antipodes are
homomorphisms of H .
S2D = S
∗−2 ⊗ S2 . (113)
Moreover, the second equivalent version of the bi-crossed product can now also be
written as follows:
(p⊗ x)(q ⊗ y) =
∑
(x)
p(x′ ⇀ q ↼ S−1(x′′′))⊗ x′′y (114)
7.3. Ribbon Elements and Integrals for Doubles over Frobenius Hopf Alge-
bras. This section establishes the ribbon and balancing structure for Drinfeld doubles
of Frobenius Hopf algebra as constructed in the previous section. The next lemma re-
calls and generalizes the result in [KR93].
Lemma 7.10. Let H be a finite Frobenius Hopf algebra over a commutative ring k
with moduli g ∈ G(H) and α ∈ G(H∗) as in (102).
Then D(H) is a ribbon Hopf algebra if and only if H is double balanced.
Moreover, if b ∈ G(H) and β ∈ G(H∗) are the respective square roots of moduli as
in Definition 7.7 the ribbon element from (20) and balancing element from (22) are
given by
r =
∑
SD(fi)ei(β
−1 ⊗ b−1) , and κ = β ⊗ b (115)
where SD is the antipode of D(H) and R =
∑
ei⊗fi is the canonical universal R-matrix
of D(H).
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Proof. Then main observation is that Drinfeld’s formula in Proposition 6.1 in [Dr89]
for a canonical group element of a quasi-triangular Hopf algebra that implements S4
in the case of a double D(H) also holds when the Hopf algebra H is defined over a
ring as above. In our notation and conventions it is expressed as
uS(u)−1 = α⊗ g ∈ D(H) , (116)
where u is as in (21) and the moduli α and g are as in Section 7.1. The proof in [Dr89]
relies, besides Radford’s formula as given in (107) for k, only on computations using
Hopf algebra operations that easily extend to general commutative rings.
The first condition for a balancing element κ as stated in (22) thus becomes κ2 =
α⊗ g. Note that for a Hopf algebra A over k that is projective and finitely generated
as a k-module we still have G(A∗) = Alg
k
(A,k). Using this and the duality properties
given in Section 7.2 it follows that the canonical map G(H∗)× G(H) → G(D(H)) is
a group isomorphism by adapting the proof of this statement for Hopf algebras over
fields given by Radford in Proposition 9 of [Ra93].
The existence of a group like element κ that fulfills the first identity in (22) is thus
equivalent to finding group like square roots β and l for α and g respectively so that
κ = β ⊗ b ∈ D(H). With this the second condition in (22) combined with the general
formula in (113) turns out to equivalent to the formula in (108) by a straightforward
calculation as given in [KR93], for which the assumption that H is over a field is, again,
not required.
As noted in Section 2.2 the existence of a balancing element is equivalent to the
existence of a ribbon element via the relation in (23). In our case the latter readily
translates into Formula (115) above. 
The previous results are now drawn together in the following proposition that sum-
marizes the integral and balancing structure of the doubles in the case of finite Frobe-
nius Hopf algebras.
Proposition 7.11. Let H be a finite double balanced Frobenius Hopf algebra over a
commutative ring k. Moreover, let λr ∈
∫
r
H∗
and Λl ∈
∫ ℓ
H
generators of integral spaces
with normalizations as in (101). Denote also the assumed square roots of moduli as
β ∈ G(H∗) and b ∈ G(H) as in Lemma 7.10 and the root of unity θ = β(b) as in
(109).
Then λD ∈ D(H)∗ defined by
λD(f ⊗ x) = θ−2f(Λl)λr(x), ∀f ∈ H∗, x ∈ H (117)
is a generator of the ideal of right integrals of D(H) with
λD(r) = θ
3 and λD(r
−1) = θ−3 . (118)
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Moreover, the element ΛD ∈ D(H) defined by
ΛD = θ
2S∗(λr)⊗ S(Λl) (119)
is a two-sided integral in D(H) which generates
∫
r
D(H)
=
∫ ℓ
D(H)
and for which
λD(ΛD) = 1 and SD(ΛD) = ΛD . (120)
Proof. In order to show that λD is a right integral for D(H) we need to verify that for
every f ∈ H∗ and x ∈ H ,∑
(f ⊗ x)′′λD((f ⊗ x)′) = (ǫ⊗ 1)λD(f ⊗ x). (121)
Using that D(H) = H∗cop⊗H as a co-algebra as well as the integral conditions for λr
and Λl we compute that
LHS of (121) =
∑
(f ′ ⊗ x′′)λD(f ′′ ⊗ x′) = θ−2
∑
(f ′ ⊗ x′′)f ′′(Λl)λr(x′)
= θ−2
∑
f ′′(Λl)f ′ ⊗ λr(x′)x′′ = θ−2
∑
f ′′(Λl)f ′ ⊗ λr(x) · 1
= θ−2f(Λl)ǫ⊗ λr(x) · 1 = θ−2f(Λl)λr(x)(ǫ⊗ 1)
= RHS of (121).
A similar calculation shows that
gD = α⊗ g (122)
is the modulus for the right integral λD as in (102). In order to prove that ΛD as in
(119) defines a integral in D(H) we recall from Proposition 5 in [Ke95] that if µ ∈ ∫ ℓ
H∗
and Λ ∈ ∫ ℓ
H
are left integrals then
Λ♭D := µ⊗ S−1(Λ) ∈ H∗ ⊗H = D(H) (123)
is a two-sided integral in D(H). Although [Ke95] generally assumes H to be over
a field, the proof of Proposition 5 only depends on calculations with Hopf algebra
operations as well as the existence of moduli and dual bases, which are given also for
finite Frobenius Hopf algebras. The proof thus extends verbatim to finite Frobenius
Hopf algebras over rings.
Given that λr is a right integral we can define a left integral as µ = S
∗3(λr). Now
by Proposition 5 in [Ke95] we also have SD(Λ
♭
D) = Λ
♭
D and, using the expression in
(113), also Λ♭D = S
2
D(Λ
♭
D) = S
∗(λr)⊗S(Λl). Clearly the multiple ΛD of this expression
is then also an SD-invariant two-sided integral.
The normalization condition in (120) is a straightforward calculation from the for-
mulae in (117) and (119) as λD(ΛD) = (θ
2λr(S(Λl))(θ
−2λr(S(Λl)) = 1 using (101).
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This in turn readily implies that both λD and ΛD are generators using arguments
similar to those in the beginning of the proof of Proposition 7.4 above.
The formulae for the integral evaluations in (118) are obtained by the following
calculations. One can rewrite r using the canonical universal R-matrix R in (111) as
follows.
r =
∑
SD(h
i ⊗ 1)(ǫ⊗ hi)(β−1 ⊗ b−1)
=
∑
(S∗−1(hi)⊗ 1)(ǫ⊗ hi)(β−1 ⊗ b−1)
by (110) =
∑
(S∗−1(hi)⊗ hi)(β−1 ⊗ b−1)
by (110) =
∑
S∗−1(hi)β−1 ⊗ (β ⇀ hi ↼ β−1)b−1
by (108) =
∑
S∗−1(hi)β−1 ⊗ b−1S2(hi).
Combining this expression for r with (117) we obtain the following calculation.
θ2λD(r) =
∑
(S∗−1(hi)β−1)(Λl) · λr(b−1S2(hi))
since b ∈ G(H) =
∑
S∗−1(hi)(Λ′l)β
−1(Λ′′l ) · λr(S2(b−1hi))
=
∑
hi(S−1(Λ′l))β
−1(Λ′′l ) · S∗2(λr)(b−1hi)
=
∑
hi(S−1(Λ′l))(S
∗2(λr) ↼ b−1)(hi)β−1(Λ′′l )
by (98) =
∑
(S∗2(λr) ↼ b−1)(S−1(Λ′l))β
−1(Λ′′l )
=
∑
S∗2(λr)(b−1S−1(Λ′l))β
−1(Λ′′l )
since b ∈ G(H) =
∑
S∗2(λr)(S−1(Λ′lb))β
−1(Λ′′l )
since β ∈ G(H∗) =
∑
S∗(λr)(Λ′lb)β
−1(Λ′′l b)β
−1(b−1)
= (S∗(λr)β−1)(Λlb)θ
= (S∗(λr)β−1)(Λl)α(b)θ
= S∗(βλr)(Λl)α(b)θ
= β(g)S∗(λr)(Λl)β(b2)θ
= β(b5)λr(S(Λl))
= θ5 .
Hence λD(r) = θ
3 as asserted. The equation λD(r
−1) = θ−3 follows from a similar but
simpler calculation starting from the following known identity for the inverse of the
ribbon element.
r
−1 =
∑
(hi ⊗ 1)S2D(ǫ⊗ hi)(β ⊗ b).
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This concludes the proof of the proposition. 
Finally, combining Corollary 7.8 with (118) we observe the following:
Corollary 7.12. Let H and k be as above and λD ∈ D(H)∗ and r ∈ D(H) the integral
and ribbon element of D(H) as in Proposition 7.11.
Then λD(r) and λD(r
−1) are roots of unity.
7.4. Proof of Theorem 1.2. This section now combines the special algebraic prop-
erties of quantum doubles of finite Frobenius Hopf algebras as laid out in the preceding
sections with the general TQFT constructions from Section 3. The main observation
is the following characterization of topogenic doubles.
Lemma 7.13. Suppose H is a double balanced finite Frobenius Hopf algebra over a
(unital) commutative ring k.
Then its double D(H) is a topogenic Hopf algebra.
Proof. We will verify each of the four conditions from Definition 2.1: The ribbon or
balancing property (1) follows immediately from Lemma 7.10.
In order to prove the modularity condition (2) of Definition 2.1 we note that by
standard arguments τ# : H∗⊗H → (H∗⊗H)∗ = D(H) given by τ#(l⊗ x)(k⊗ y) =
k(x)l(y) is an isomorphism if H is finite (that is, projective and finitely generated)
over k. We can derive an explicit expression for the composition of τ with the map
in (25) using duality relation in (98), the form of R in (111), as well as the bi-crossed
product in (114) as follows:
M(τ#(l ⊗ x)) = τ#(l ⊗ x)⊗ id(R21R)
= τ#(l ⊗ x)
∑
ij
(hj ⊗ 1)(ǫ⊗ hi)⊗ (ǫ⊗ hj)(hi ⊗ 1)
=
∑
ij
τ#(l ⊗ x)(hj ⊗ hi)(ǫ⊗ hj)(hi ⊗ 1)
=
∑
ij
hj(x)l(hi)(ǫ⊗ hj)(hi ⊗ 1)
= (ǫ⊗ x)(l ⊗ 1) =
∑
(x)
x′ ⇀ l ↼ S−1(x′′′)⊗ x′′
(124)
It is now easily verified from Hopf algebra axioms that the map
H∗ ⊗H → H∗ ⊗H : k ⊗ y 7→
∑
(y)
S−1(y′) ⇀ k ↼ y′′′ ⊗ y′′ (125)
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is a two-sided inverse for M ◦ τ#. Thus also M is invertible as required in (2) of
Definition 2.1.
The normalization required in (3) of Definition 2.1 is immediate from (118) in
Proposition 7.11. Finally, condition (4) is also implied by Proposition 7.11 using both
parts of (120). 
Part (a) of Theorem 1.2 now follows by specialization of Corollary 4.2 and Theo-
rem 4.5 to the case where H = D(H) and using Lemma 7.13 above. The specialization
to the Hennings invariant ϕD(H) in Part (b) of Theorem 1.2 follows from (51) and (118)
which determine the signature phase as λD(r
±1) = θ±3 .
Finally, to see Part (c) we note that by (29) the space associated to a surface of
genus n (and one boundary component) is given by D(H)⊗n. As a k-module this is a
tensor product of copies of H and H∗. Thus if H is a free k-module is also H∗ and
hence also D(H)⊗n.
8. The Hennings TQFT for the quantum double of B◦ζ (sl2)
In this section we illustrate the previously developed techniques, as summarized in
Theorem 1.2 and Theorem 1.6, with explicit computations of all details in the case of
the (naïvely) truncated quantum Borel algebra H = B◦ζ (sl2) at an ℓ-th root of unity
ζ . This also provides a warm-up for Section 9 where we verify the basic properties
for doubles of Borel algebra of Lusztig’s small quantum groups for general Lie types
under slightly different conventions, but omit the discussion of factorizations up to
gauge twists given in this section.
The main results of this section include Theorem 8.10 below on the factorization of
the associated TQFT and the proof of Theorem 1.7. In Section 9 below we will also
treat the case of general Lie types in a more abstract fashion and using Lusztig’s divided
power generators for the positive Borel algebra instead of the truncated algebra.
The ground ring for the examples in this section as well as in Section 9 is the domain
of cyclotomic integers k = Z[ζ ], which may be considered either as subring of C or as
the polynomial ring Z[x] modulo the respective cyclotomic polynomial.
The first example given by Drinfeld in [Dr87] for his quantum double construction
is that for the quantum universal enveloping algebra U~b where b is the Borel algebra
associated to a simple Lie algebra g. He shows in Section 13 that D(U~b) = U~g⊗Uh,
where h is a second copy of the Cartan algebra of g.
In Proposition 8.6 of Section 8.3 we will establish an analogous factorization in the
case of the algebra B◦ζ (sl2) which is of finite rank over Z[ζ ]. The generating set of the
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dual algebra is essentially the opposite Borel part of the divided powers introduced by
Lusztig in [Lu93]. The analogous product relation will hold naïvely only on the level
of associate algebras but requires an additional gauge twist, as discussed in Section 5,
to yield a factorization of quasi-triangular Hopf algebras.
In Section 8.4 this is used to establish the respective factorization of TQFTs and
Hennings invariants and infer the formula in Theorem 1.7. In Section 8.1 we discuss
the Hennings invariant associated to the Cartan algebra, and discuss in detail the
double construction over B◦ζ (sl2) and choices of generators in Section 8.2.
Throughout this section we assume that ℓ is an odd integer and ζ is a primitive ℓ-th
root of unity. In numerous calculation we will need the multiplicative inverse of 2 in
Z/ℓ, for which we thus introduce the following notation:
1/2 =
ℓ+ 1
2
. (126)
8.1. The MOO invariant. The MOO invariant was introduced by Murakami, Oht-
suki and Okada in [MOO92]. Its construction generalizes Kirby and Melvin’s formula
for the WRT SU(2) invariant at the third root of unity in [KM91]. The construction
of the MOO invariant as described in Section 7 of [MOO92] follows the standard WRT
process starting from a particular ribbon Hopf algebra, which is defined as follows.
For ℓ an odd integer, let A := Aℓ be the Q[ζ,
√−1]-algebra generated by z with
the relation zℓ = 1. Then A is a Hopf algebra with
S(z) = z−1, ∆(z) = z ⊗ z, ǫ(z) = 1.
A is endowed with a ribbon Hopf algebra structure as follows: The universal R-matrix
is given by
RA =
1
ℓ
ℓ−1∑
i,j=0
ζ−2ijzi ⊗ zj , (127)
where ζ is again a primitive ℓ-th root of unity. We compute for the canonical element
from (21) that
uA =
1
ℓ
ℓ−1∑
i,j=0
ζ−2ijzi−j =
γℓ
ℓ
ℓ−1∑
n=0
ζ
1/2·n2zn . (128)
where 1/2 as in (126) and we denote the Gauss sum
γℓ =
ℓ−1∑
m=0
ζ−1/2·m
2
= εℓ
√
ℓ
(p
ℓ
)
, so that |γℓ|2 = ℓ . (129)
Here εℓ = 1 if ℓ ≡ 1 mod 4 and εℓ =
√−1 if ℓ ≡ 3 mod 4 . Moreover, p is defined
by ζ−1/2 = e2π
√−1 p
ℓ and
(
.
.
)
is the Jacobi symbol. Since S(uA ) = uA and S
2 = id for
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the above definitions the balancing and ribbon structure for A are trivial in the sense
that
rA = uA and κA = 1 . (130)
Since A is semisimple it follows from Lemma 1 in [Ke97] that Zζ can also be
computed using the Hennings algorithm as described in Section 4.5 of this article.
That is, we have
Zζ = ϕA . (131)
Let λA be the element in A
∗ defined by
λA (z
a) =
√
ℓδa,0 . (132)
Note that (129) implies that
√
ℓ ∈ Z[ζ,√−1] . It is easy to check that λA is a right
integral for A and λA (rA )λA (r
−1
A
) = 1.
The results in [MOO92] imply an explicit formulae for the values of Zζ . If the order
of the first homology h(M) as defined in (9) is coprime to ℓ they simplify to Jacobi
symbols as follows.
Lemma 8.1 ([MOO92]). Suppose M is a rational homology sphere, and let ℓ be an odd
integer with (h(M), ℓ) = 1. Then Zζ(M) =
(
h(M)
ℓ
)
where
( ·
·
)
is the Jacobi symbol.
Proof. Suppose ℓ = pn11 . . . p
nk
k is the prime factorization of ℓ with each nj > 0 . It
follows by iteration of Proposition 2.3 of [MOO92] that
Zζ(M) = Zζ1(M)Zζ2(M) . . .Zζk(M) , (133)
where ζj is a primitive p
nj
j -th root of unity. Since M is a homology sphere with
(h(M), ℓ) = 1 we have pj 6 | |H1(M,Z)| < ∞ so that H1(M,Z) cannot have any
pj-torsion or free parts. Consequently, H1(M,Z/pj) = H1(M,Z) ⊗ Z/pj = 0 with
j = 1, . . . , k .
Corollary 4.8 of [MOO92] now asserts that Zζj (M) =
(
h(M)
pj
)nj
where
( ·
·
)
is the
Legendre symbol. Combined with (133) this yields
Zζ(M) =
(
h(M)
p1
)n1
. . .
(
h(M)
pk
)nk
=
(
h(M)
ℓ
)
as claimed. 
8.2. The Borel subalgebra and its quantum double. The quantum double de-
scribed here is the same as the one in [Ke98] except that ours has a different ground
ring. In order to simplify notation we will use B = B◦ζ (sl2) to denote the Borel subal-
gebra of quantum sl2 at the root of unity ζ . It is defined as the Z[ζ ]-algebra generated
by e and k with relations
kℓ = 1, eℓ = 0, and kek−1 = ζe . (134)
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It is a Hopf algebra with structural maps:
∆(k) = k ⊗ k, S(k) = k−1, ǫ(k) = 1,
∆(e) = e⊗ 1 + k2 ⊗ e, S(e) = −k−2e, ǫ(e) = 0. (135)
Obviously B is a free Z[ζ ]-module with basis {eikj | 0 6 i, j 6 ℓ− 1}. A left integral
in B is
Λ = (
ℓ−1∑
j=0
kj)eℓ−1, (136)
and a right integral λ for B∗ is given by
λ(enkj) = δn,ℓ−1δj,0. (137)
These are readily checked to fulfill the normalizations in (101) that are required in
Proposition 7.11. The moduli α and g defined in Proposition 7.4 are
α(eikj) = δi,0ζ
j and g = k−2 . (138)
They have group like square roots
β(eikj) = δi,0ζ
j(1−ℓ)
2 and b = k−1. (139)
One can easily check that (108) holds in B for these choices. Proposition 7.11 thus
implies that the quantum double D(B) is a ribbon Hopf algebra.
We next describe this ribbon algebra in terms of generators and relations starting
with explicit formulae for the dual algebra B∗. They will involve the so called q-number
expressions in Z[ζ ] denoted as follows:
[i] =
ζ i − ζ−i
ζ − ζ−1 , [n]! =
n∏
i=1
[i] and
[
a
b
]
=
[a]!
[a− b]![b]! . (140)
For k, s ∈ {0, 1, . . . , ℓ− 1} we define special elements f (k) and ωs with in B∗ by
f (k)(enkj) = δn,k and ωs(e
nkj) = δn,0δs,j . (141)
We note that α and the ωj are related by transformations
αk =
ℓ−1∑
j=0
ζkjωj and ωj =
1
ℓ
ℓ−1∑
i=0
ζ−ijαi , (142)
where the second relation is to be used with caution as it is strictly only defined over
Q(ζ). The next lemma describes the dual algebra B∗ and readily follows from the
relations for B above.
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Lemma 8.2. Let B∗ = HomZ[ζ](B,Z[ζ ]) be the algebra over Z[ζ ] dual to B with co-
product denoted by ∆∗. Then {f (n)ωj}06n,j6ℓ−1 is a basis of B∗ dual to {enkj}06n,j6ℓ−1.
Moreover, B∗ is isomorphic to the bi-algebra over Z[ζ ] given by generators {f (n)}
and {ωj} subject to the relations
f (n)f (m) = ζmn
[
n+m
n
]
f (n+m) , ωj+2nf
(n) = f (n)ωj , and ωiωj = δi,jωj (143)
as well as co-relations
∆∗(f (n)) =
n∑
q=0
f (n−q)αq ⊗ f (q) and ∆∗(ωj) =
ℓ−1∑
s=0
ωj−s ⊗ ωs . (144)
Note that the first relation in (143) implies that f (n)f (m) = 0 whenever n+m ≥ ℓ.
We also imply
∑
i ωi = α
0 = ǫ = 1. The evaluation of the bi-crossing formluae in
(110) and (114) on these generators yields the relations in D(B) as follows
kf (n) = ζ−nf (n)k , eωj = ωj−2e , kωj = ωjk
and ef (n) = f (n)e+ f (n−1)(α− ζ−2(n−1)k2) .
(145)
Give that a set of free generators over Z[ζ ] for D(B) = B∗ ⊗ B is readily given by
such generators over B and B∗ and that the above relations can be used to write any
expression in terms of these we make the following observation.
Lemma 8.3. The double D(B) is freely generated as a Z[ζ ]-module by the basis
{f (m)ωi ⊗ enkj | 0 6 m,n, i, j 6 ℓ− 1} . (146)
It is, as an algebra over Z[ζ ], isomorphic to the algebra defined in terms of gener-
ators {e, k±1, ωj, f (n)}0≤j,n≤l−1 and relations (134), (143), and (145). The coalgebra
structure is given by (135) and ∆opp∗ as in (144) for these generators.
From now on we will use the fact that for f ∈ B∗ and x ∈ B we have (f⊗1)(ǫ⊗x) =
f ⊗x in D(B) to omit the tensor symbol and simply write fx for the same expression.
We next list the remaining ingredients of D(B) relevant to the TQFT construction.
The antipode SD(B) of this double is identical to the one in (135) for the generators of
B and on the remaining generators it is given by
SD(B)(f
(n)) = (−1)nζ−n(n−1)f (n)α−n and SD(B)(ωj) = ω−j . (147)
The quasi-triangular structure of a double is given by the canonical universal R-
matrix as in (111). For D(B) this can be factored as follows.
RD(B) =
∑
06m,i6ℓ−1
emki ⊗ f (m)ωi =
(
ℓ−1∑
m=0
em ⊗ f (m)
)
DD(B), (148)
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where we denote
DD(B) =
ℓ−1∑
i=0
ki ⊗ ωi (149)
which is sometimes called the diagonal part of RD(B). The special group like element
defined in (22) is readily found from the group like square roots given in (139) to be
κD(B) = β · b = α1/2k−1 , (150)
and the root of unity defined by the contraction of these elements is
θ = β(b) = ζ−1/2 . (151)
In order to determine the special integrals from Proposition 7.11 note first that we
can express the integral from (137) as λ = f (ℓ−1)ω0 so that also S∗(λ) = SD(B)(λ) =
ζ2f (ℓ−1)ω2. Using also (136) this implies
ΛD(B) = ζf
(l−1)ω2(
ℓ−1∑
i=0
ζ iki)e(l−1) = ζω0(
ℓ−1∑
i=0
ki)f (ℓ−1)e(ℓ−1) . (152)
Combining (117) of Proposition 7.11 with (151), (137), (136), as well as
f (m)ωi(Λ) = f
(m)ωi(k
ieℓ−1) = f (m)ωi(ζ−ieℓ−1ki) = ζ−iδm,ℓ−1
we obtain the following formula for the normalized right integral D(B) of Proposi-
tion 7.11.
λD(B)(f
(m)ωie
nkj) = ζ1−iδm,ℓ−1δn,ℓ−1δj,0, (153)
Furthermore, we compute the ribbon element from (148), (21), (150), (23), and the
relations of D(B):
rD(B) =
ℓ−1∑
n,j=0
(−1)nζ1/2j+n(n+j+1)f (n)ω−j−2nenkj+1 (154)
The evaluation of the integral on the ribbon element is given by (118) in Proposi-
tion 7.11 using (151) but can also be obtained by applying (153) to (154) directly.
λD(B)(r
±1
D(B)) = θ
±3 = ζ±
(ℓ−3)
2 (155)
Since B = B◦ζ (sl2) is a free module over the Dedekind domain k = Z[ζ ] and double
balanced by (139) we can apply Theorem 1.2 to construct TQFTs.
Corollary 8.4. With B = B◦ζ (sl2) as above there is a TQFT functor
V
•
D(B◦
ζ
(sl2))
: Cob• → D(B) free(Z[ζ ]) , (156)
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that assigns to a surface of genus n the module D(B)⊗n . Its evaluation on the framed
S3 represented by ©−1 (or framing anomaly) is given by θ
3 = ζ
ℓ−3
2 . In particular the
associated Hennings invariant is integral in the sense that
ϕ
D(B◦
ζ
(sl2)) ∈ Z[ζ ] . (157)
The bi-algebra B∗cop ⊂ D(B) with B∗ as described in Lemma 8.2 above has a
simpler subalgebra B† that is generated by the group like element α from (138) as well
as f = f (1). Their powers are related to the original generators through (142) as well
as
fn = ζ
n(n−1)
2 [n]! f (n) . (158)
The relations and co-relations for D(B) imply the following for these generators:
αfα−1 = ζ2f, f ℓ = 0, ef − fe = α− k2,
αeα−1 = ζ−2e, αℓ = 1,
kfk−1 = ζ−1f, αk = kα
(159)
The relations in (159) imply that the bicrossing closes in the subalgebra so that
D(B)† = B† ⊗ B ⊆ B∗cop ⊗ B = D(B) is indeed a subalgebra over Z[ζ ] with an
analogous PBW type basis {fmαienkj} . It follows that D(B) may be equivalently
defined in terms of generators {f, α, e, k} and relations (134) and (159).
Note that the transformation formulae in (138) and (158) also imply that the field
completion as the same, that is, B† ⊗ Q(ζ) = B ⊗ Q(ζ) as well as D(B)† ⊗ Q(ζ) =
D(B)⊗Q(ζ). Finally, B† inherits a well defined Hopf algebra structure given by
∆(α) = α⊗ α, ∆(f) = f ⊗ α + 1⊗ f,
S(α) = α−1, S(f) = −fα−1. (160)
This identifies D(B)† as a Hopf algebra. Note, however, that the quasi-triangular
structure will generally not extend over Z[ζ ] to this subalgebra so that one has to
consider the field completions.
8.3. Rational Factorization of a Gauge Twisted D(B). Theorem 1.7 is based on
the fact that the Hennings invariant for D(B◦ζ (sl2)) can be written as the product of
the Hennings invariant for the standard quantum-sl2 and the MOO invariant, which
is also the Hennings invariants for the algebra A as discussed in Section 8.1.
The aim of this section is to prove this fact by establishing a respective factorization
for the associated Hopf algebras. More precisely, our goal is to identify the double
D(B) as a product of the standard quantum sl2 and the group algebra of the cyclic
group of order ℓ. This will not only imply the identities between invariants but also
factorizations of the associated Hennings TQFTs.
INTEGRALITY AND GAUGE DEPENDENCE OF HENNINGS TQFTS 61
The factorization of Hopf algebras will, however, not hold in the naïve sense. The
first caveat is that the ground ring needs to be extended since, in particular, Uζ is not
naturally defined over Z[ζ ]. The second subtlety is that the factorization is only true
up to a gauge twist transformation of the coalgebra structure, for which we developed
the general theory in Section 6.
The sought identities of invariants will not depend on these modification since an
equality in an extended ring will obviously imply equality in the original ring and since
the associated gauge transformations of TQFTs are trivial on genus zero surfaces.
We begin by defining the following change of generators for De(B) = D(B)⊗Q(ζ):
E :=
α−1/2k−1e
ζ − ζ−1 , F := −f, K := α
−1/2k, Z := α1/2k . (161)
The inverse relations are as follows:
e = (ζ − ζ−1)ZE, f = −F, k = K1/2Z1/2, α = K−1Z. (162)
The relations (134) and (159) for De(B) are reexpressed in the new generators by
the following two sets of relations:
Zℓ = 1, ZK = KZ, ZE = EZ, ZF = FZ (163)
and
KEK−1 = ζ2E, Kℓ = 1,
KFK−1 = ζ−2F, (ζ − ζ−1)(EF − FE) = K −K−1 .
(164)
Note, relations (163) imply that Z generates a central subalgebra A ∼= Q(ζ)[Z/ℓZ]
in De(B). Moreover, the relations in (164) show that the set {E, F,K} generates a
subalgebra Uζ isomorphic to the standard quantum sl2 over Q(ζ). Thus as algebras
we have indeed a factorization
De(B) ∼= Uζ ⊗A . (165)
The factorization as algebras indicated above, however, does not extend to a fac-
torization of Hopf-algebras. Particularly, the co-relations (135) and (160) for De(B)
yield mixed terms as follows:
∆(Z) = Z ⊗ Z, ǫ(Z) = 1, S(Z) = Z−1,
∆(K) = K ⊗K, ǫ(K) = 1, S(K) = K−1,
∆(E) = E ⊗ Z−1 +K ⊗E, ǫ(E) = 0, S(E) = −ZK−1E,
∆(F ) = F ⊗K−1Z + 1⊗ F, ǫ(F ) = 0, S(F ) = −FKZ−1.
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Similarly, we can express the canonical R-matrix from (166) and (149) in terms
of the new generators. The resulting expression is not a product of R-matrices but
contains mixed terms of K and Z generators.
RD(B) =
(
ℓ−1∑
m=0
τmE
mZm ⊗ Fm
)
DD(B), (166)
with diagonal part
DD(B) =
1
ℓ
ℓ−1∑
i,j=0
ζ2ijKiZ i ⊗KjZ−j (167)
and coefficients
τm =
(ζ−1 − ζ)m
ζ
m(m−1)
2 [m]!
= (−1)m ζ
m(1−m)
2 (ζ − ζ−1)m
[m]!
. (168)
It is useful to introduce the following idempotents of A .
Pi =
1
ℓ
ℓ−1∑
i=0
ζ−2ijZj so that ∆(Pi) =
ℓ−1∑
s=0
Ps ⊗ Pj−s . (169)
With these conventions now we define the relevant gauge transformation.
Lemma 8.5. The element F ∈ D(B)⊗2 given by
F =
1
ℓ
ℓ−1∑
i,j=0
ζ−2ijKi ⊗ Zj =
ℓ−1∑
i=0
Ki ⊗ Pi (170)
is a gauge transformation.
Proof. It is readily computed that each side of (52) equals
∑
mjK
m ⊗KjPm−j ⊗ Pj .
Moreover, the counit condition is easily verified and the element has an inverse
F
−1 =
1
ℓ
ℓ−1∑
i,j=0
ζ2ijKi ⊗ Zj =
ℓ−1∑
i=0
K−i ⊗ Pi . (171)

The element F can thus be used to gauge transform the coalgebra structure of
D(B). In order to compute the coproduct and R-matrix of De(B)F it is useful to
record the following, easily verified identities:
F(E ⊗ 1)F−1 = E ⊗ Z and F(F ⊗ 1)F−1 = F ⊗ Z−1 . (172)
Moreover, we have commutation relations
[F, 1⊗ E] = [F, 1⊗ F ] = [F, g ⊗ h] = 0 with g, h ∈ {KiZj} . (173)
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Using equations (172) and (173) we find for the gauge transformed coproduct
∆F(X) = F∆(X)F
−1 by straightforward computation that
∆F(E) = E ⊗ 1 +K ⊗ E ∆F(K) = K ⊗K
∆F(F ) = F ⊗K−1 + 1⊗ F ∆F(Z) = Z ⊗ Z .
(174)
From the relations in (172) and (173) we also compute for the gauge twisted R-
matrix in the sense of (66) for this example:
(RD(B))F = F21RD(B)F
−1 = RUζ · RA . (175)
Here RA is as in (127) with z substituted by Z, and RUζ is defined as
RUζ =
(
ℓ−1∑
m=0
τmE
m ⊗ Fm
)
DUζ , (176)
where
DUζ =
1
ℓ
∑
06i,j6ℓ−1
ζ2ijKi ⊗Kj . (177)
The main steps in the calculation for (175) is the identity F21(E
mZm ⊗ Fm) =
(Em ⊗ Fm)F21 readily implied by (172) and (173) as well as F21F−1DD(B) = DUζRA ,
which is an exercise in resummations. We summarize our findings as follows.
Proposition 8.6. We have the factorization of quasi-triangular Hopf algebras given
by the canonical isomorphism
̟ : (De(B))F −→ Uζ ⊗A . (178)
which assigns a PBW basis element F aEbKcZd to F aEbKc⊗Zd. It is an isomorphism
of quasi-triangular algebras in the sense that
̟⊗2(RDe(B)F) = ̟
⊗2((RDe(B))F) = (RUζ )13(RA)24 = RUζ⊗A ∈ (Uζ ⊗A )⊗2 , (179)
where the R-matrix of Uζ is given by RUζ and the one of A is given by RA as above.
Proof. The factorization as associative algebras was already noted in (165). The co-
product in (174) clearly restricts to coproducts on Uζ and A . Moreover, RUζ and RA
are readily verified to be the R-matrices of these respective algebras and (175) show
that their product is the R-matrix of (RD(B))F. 
In the remainder of this section let us compute the other special elements associated
to this gauge transformation as defined in Section 6. To begin with the elements defined
in (56) are given by
xF =
1
ℓ
ℓ−1∑
i,j=0
ζ2jiKiZj =
ℓ−1∑
j=0
K−jPj and x−1F =
1
ℓ
ℓ−1∑
i,j=0
ζ−2jiKiZj =
ℓ−1∑
j=0
KjPj (180)
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where we use (59) as well as (171). From (180) we see that S(xF) = xF so that
zF = 1 (181)
for the element defined in (67). By Lemma 5.3 and Lemma 5.5 this implies that all
elements related to the ribbon structure and integrals remain unchanged under this
gauge twist. Particularly, we have
uF = u , κF = κ , rF = r , ΛF = Λ , and λF = λ . (182)
Combining (182) with Proposition 8.6 implies that in the basis chosen in (161)
and (162) the special elements of the untwisted De(B) indeed factor accordingly into
elements in or on Uζ and A . For later use let us list here in more detail the explicit
formulae for these factorized elements, starting with the canonical element u as defined
in (21). Particularly, we find
uD(H) = uUζuA with
uUζ =
(
γℓ
ℓ
ℓ−1∑
n=0
ζ−1/2n
2
Kn
)(
ℓ−1∑
m=0
(−1)mζm(m+1)τmFmEmKm
)
.
(183)
Here γℓ is as in (129) and uA as in (128) with z replaced by Z . Note further that
(130) and (150) imply
κD(H) = κUζ = K
−1 and κA = 1 . (184)
Consequently we also have
rD(H) = rA rUζ with rA = uA and rUζ = uUζK . (185)
Also the integral from (153) is reexpressed in the basis {F aEbKcZd} for De(B) as
defined in (161) and (162) in the following factorizable form.
λD(B)(F
aEbKcZd) = δa,ℓ−1δb,ℓ−1δc,ℓ−1δd,0
[ℓ− 1]!ℓ
(ζ − ζ−1)ℓ−1
= λUζ(F
aEbKc) · λA (Zd). (186)
Here λA is as in (132) and λUζ is the normalized right integral for Uζ given by
λUζ(F
aEbKc) = δa,ℓ−1δb,ℓ−1δc,ℓ−1
[ℓ− 1]!√ℓ
(ζ − ζ−1)ℓ−1 . (187)
As already mentioned in Section 8.1 , if ℓ ≡ 3 mod 4 we actually need to extend the
ground ring further to Q(ζ)[
√−1] in order to ensure that √ℓ lies in that ring so that
indeed λA ∈ A ∗ and λUζ ∈ U∗ζ . This technicality can also be circumvented at the level
of TQFTs by restricting to the index 2 subcategory of evenly 2-framed cobordisms as
defined in Lemma 10 of [Ke03].
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8.4. Factorization of TQFTs and Proof of Theorem 1.7.
We begin with a fairly straightforward observation about the factorization of a
general Hennings TQFT if the underlying quasi-triangular Hopf algebra is the direct
product of two quasi-triangular Hopf algebras.
Lemma 8.7. For two quasi-triangular ribbon Hopf algebras H and K satisfy the pre-
requisites of Theorem 4.5 over the same domain k then so doesH⊗
k
K for the canonical
product ribbon structure. Moreover, there is a canonical natural isomorphism of TQFT
functors
f : V
•
H⊗K
•−−→ V •H ⊗V •K , (188)
given by permutation of tensor factors.
Proof. The fact that the product of two topogenic Hopf algebras is again topogenic is
obvious from the product form of the various special elements. Also tensor products
of projective finitely generated modules are again projective and finitely generated.
For a particular genus g the natural isomorphism in (188) is given by the obvious
permutation of tensor factors (H ⊗K)⊗g ∼= (H⊗g)⊗ (K⊗g) with
fg ((h1 ⊗ k1)⊗ . . .⊗ (hg ⊗ kg)) = (h1 ⊗ . . .⊗ hg)⊗ (k1 ⊗ . . .⊗ kg). (189)
For an H⊗K-labeled planar curve (D, c) in the sense of Section 3.1 , where D has
N markings we similarly identify c ∈ (H ⊗ K)⊗Nwith an element c′ = ∑µ hµ ⊗ kµ
with hµ ∈ H⊗N and kµ ∈ K⊗N . It follows from the constructions in Section 3.2 that
EH⊗K([D, c]) is the same morphism as
∑
µ EH([D, hµ])⊗EK([D, kµ]) conjugated by the
respective permutations of tensor factors fn and fm.
We note that the images of ZH⊗K : Tgl → DcH⊗K have are all pure tensors in the
sense that if ZH⊗K(T ) = [D, c] for a tangle T : n → m we have that the respective
element c′ = h ⊗ k with h ∈ H⊗N and k ∈ K⊗N . Moreover, we have ZH(T ) = [D, h]
and ZK(T ) = [D, k]. This follows from the fact that a tangle T can be broken into
crossings, maxima, and minima, and the R-matrix, integrals, and balancing elements
assigned to these pictures for H ⊗K are the pure tensors of the respective elements
in the assignments for H and K.
Combining the properties of EH⊗K and ZH⊗K above we thus find that their compos-
ite maps a tangle T to the tensor product of the morphism EH ◦ZH(T ) and EK ◦ZK(T )
conjugated by fn and fm. The respective statement for the TQFT functors defined on
cobordisms instead of the representing tangles is immediate. 
In Section 6 we constructed the natural isomorphism between Hennings TQFTs
whose underlying Hopf algebras are related by gauge twisting. For the particular
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gauge transformation F from (170) this isomorphism takes on a special form which we
compute next.
Lemma 8.8. For the gauge transformation F as given in (170) the natural transfor-
mation Υg from (89) is given by factor-wise left multiplication by xF as in (180). That
is, we have
Υg(ag ⊗ . . .⊗ a1) = xFag ⊗ . . .⊗ xFa1 . (190)
Proof. We start by computing the special elements Υ[n] ∈ D(H)⊗n defined in (72). It
follows by induction that
Υ[n+1] =
ℓ−1∑
j1,...,jn=0
Kjn ⊗ Pjn−jn−1Kjn−1 ⊗ . . .⊗ Pj2−j1Kj1 ⊗ Pj1 (191)
where we use the iteration Υ[n+1] = ∇1(Υ[n]) as defined in (71) and the identity
∇(Kj) = F(Kj ⊗ Kj) = ∑J∗ Kj∗ ⊗ Pj∗−jKj. The action of Υg is now obtained
from Υ[2g] via the expression from (90). We compute
Υg(ag ⊗ . . .⊗ a1) =
∑
j1,...,j2g−1
Kj2g−1agS(Pj2g−1−j2g−2K
j2g−2)⊗ . . .
. . .⊗ Pj2k−j2k−1Kj2k−1akS(Pj2k−1−j2k−2Kj2k−2)⊗ . . .
. . .⊗ Pj2−j1Kj1a1S(Pj1)
=
∑
j1,...,j2g−1
Pj2g−2−j2g−1K
j2g−1agK
−j2g−2 ⊗ . . .
. . .⊗ Pj2k−j2k−1Pj2k−2−j2k−1Kj2k−1akK−j2k−2 ⊗ . . .
. . .⊗ Pj2−j1P−j1Kj1a1
(192)
where we used that S(Pj) = P−j and that the Pj are central. Since PaPb = δa,bPa we
only consider terms for which j2k − j2k−1 = j2k−2 − j2k−1 and j2 − j1 = −j1 . That is,
we have contributions only when 0 = j2 = . . . = j2k−2 = j2k = . . . = j2g−2 are all zero.
Relabeling the remaining summation indices as nk = j2k−1 we obtain
Υg(ag ⊗ . . .⊗ a1) =
∑
n1,...,ng
P−ngK
ngag ⊗ . . .⊗ P−nkKnkak ⊗ . . .⊗ P−n1Kn1a1 (193)
Clearly, the summation can now be distributed over the factors to yield the desired
form (190) using the expression in (180) for xF. 
We note that the natural isomorphism is γF from Theorem 1.6 as a map onH
⊗g is by
(93) actually the composite of Υg as computed above and (ρ
⊗g
F
)−1 which multiplies x−1
F
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from the right to each tensor factor, see also (94). Thus, for the gauge transformation
from (170) the natural isomorphism γF : V
•
De(B)
•→ V •De(B)F of TQFTs is given by
(γF)g = χ
⊗g
F
where χF(x) = xFxx
−1
F
. (194)
The latter inner automorphism can be reexpressed by multiplication of an element
by Z−d where d is the K-degree of the element. More precisely, the following can be
verified by a straightforward computation.
Lemma 8.9. Suppose for X ∈ D(B) we have KXK−1 = ζ2d. Then
χF(X) = XZ
−d . (195)
For example, we have χF(E) = EZ
−1, χF(F ) = FZ, and that χF is identity on K
and Z. In applications it is useful to think of (195) as the definition of χF. We denote
the composite with the isomorphism from (178) as follows:
χ̂F :De(B)
χF−→ De(B)F ̟−→ Uζ ⊗A
: F aEbKcZd 7→ F aEbKc ⊗ Zd+a−b .
(196)
Finally we note that there is an obvious natural isomorphism ̟ : V
•
De(B)
•→ V •Uζ⊗A
given by ̟g = ̟
⊗g. Composing the natural isomorphisms γF from (194) , ̟, and f
described in Lemma 8.7 we obtain the following isomorphism of TQFTs:
Theorem 8.10. Let l ≥ 3 be an odd integer as before. If ℓ ≡ 1 mod 4 or if we restrict
TQFT-functors to evenly framed cobordisms assume k = Q(ζ). If ℓ ≡ 3 mod 4 and
all framings of cobordisms are included let k = Q(ζ)[
√−1] .
Then there is a natural isomorphism of TQFT functors over k given by
η : V
•
De(B)
•∼=−−−−→ V •Uζ ⊗V
•
A (197)
with ηg = fg ◦ (χ̂F)⊗g : De(B)⊗g −→ (Uζ)⊗g ⊗A ⊗g .
As an application of Theorem 8.10 we consider the special case g = 0 which leads
to the respective invariants for closed 3-manifolds as described in Section 4.5. In all
cases the associated module is free of rank one. It is obvious that in this case η0 = id
so that we have strict equality V
•
De(B)(M
∗) = V •Uζ (M
∗)V •A (M
∗) for M∗ : D2 → D2
as in Section 4.5. It follows immediately from the factorizations in (185) and (186)
that the extra factor λ(r) occurring in (51) also factors as
λD(B)(rD(H)) = λUζ(rUζ )λA (rA ) . (198)
Combining our results with the definitions in (51) we thus find the following fac-
torization of the associated Hennings invariants.
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Proposition 8.11. Let M be a closed oriented 3-manifold and ζ be a root of unity of
odd order. Then
ϕ
D(B◦
ζ
(sl2))(M) = ϕUζ(M)ϕA (M) . (199)
Proof. Following the description of the construction of Hennings invariants in Sec-
tion 4.5 we first construct a cobordism M∗ : D2 → D2 for M (with choice of some
even framing). We note that in the case of g = 0 the associated modules are all free
of rank one. Thus, the isomorphism
Ad(η0) : End(V
•
D(B)(D
2)) → End(V •Uζ (D2))⊗ End(V
•
A (D
2))
is between rank one spaces. Indeed it is the canonical one mapping identities to each
other. Since, by Theorem 8.10 , it also maps the values of M∗ assigned by the TQFTs
to each other it follows from (50) that ϕ˜D(B)(M∗) = ϕ˜Uζ (M
∗)ϕ˜A (M∗) .
Given (198) above we see thus that all terms for D(B) in (51) factor into the
respective terms for Uζ and A , implying (199). 
Note that by choosing even framings for M∗ we avoid working over ring extensions
by
√−1 and all invariants are in Q(ζ). In fact, other results imply that they have
values in Z[ζ ]. The remaining ingredient in the proof of Theorem 1.7 is the following
relation established and proved in [CKS07] for a closed, connected, compact, oriented
3-manifold M .
ϕUζ (M) = h(M)τζ(M). (200)
Here τζ(M) denotes the Witten-Reshetikhin-Turaev SO(3) invariant associated to the
root of unity ζ , and h(M) is the order of first homology group as defined in (9).
Combining (200), (199), and (131) we infer (10) and thus Theorem 1.7.
9. Hennings TQFTs for General Lie Types g
Although we chose to focus in the previous section on the rank one case for the
purpose of illustration of the general construction, many of the results there generalize
without too much difficulty to higher rank Lie algebras. In this section we will review
the basic construction of the “small” quantum as defined by Lusztig in [Lu90b] (see also
[Lu90a]) and provide the relations and ingredients required for the respective TQFT
constructions.
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9.1. Lusztig’s small quantum Borel algebra u0,+. For a simple Lie algebra g of
rank n let Φ be a root system and denote by Φ+ the set of positive roots and by
△ = {αi : 1 ≤ i ≤ n} the set of simple roots. The ordering of simple roots is as in
§4.1 of [Lu90b] (also §2.1 of [Lu90a]). Further let Q be the associated root lattice with
the standard (coefficient wise) partial order 4 with respect to △ as a lattice basis.
Denote further by aij = 〈αi, αj〉 = 2 (αi,αj)(αi,αi) the Cartan matrix of Φ as well as the
integers di =
1
2
(αi, αi) ∈ {1, 2, 3}. As before set [n]q = qn−q−nq−q−1 , [n]q! = [n]q · [n −
1]q · . . . [2]q · [1]q, and
[
n
m
]
q
= [n]q!
[n−m]q[m]q . Following §1 in [Lu90b] and using qi = qdi let
U
0,+ ∼= U0 ⊗U+ be the algebra over Q(q) with generators {Ei, Ki : i = 1, . . . , n} and
relations
KiKj = KjKi , K
−1
i Ki = KiK
−1
i = 1 , KiEjK
−1
i = q
diaijEj ,
and
∑
r+s=1−aij
(−1)s
[
1− aij
s
]
qi
EriEjE
s
i = 0 for i 6= j . (201)
Moreover, a coproduct on U0,+ is defined by
∆(Ki) = Ki ⊗Ki , and ∆(Ei) = Ei ⊗ 1 +Ki ⊗ Ei . (202)
Lusztig introduces the divided power generators E
(n)
i = ([n]qi !)
−1Eni and we consid-
ers analogous to §1.3 of [Lu90b] the subalgebra U0,+ ofU0,+ generated by the E(n)i , K±1i ,
and additional elements
[
Kj; k
n
]
∈ U0 as an algebra over the ground ring Z[q, q−1].
In order to explain the dependence on the integers di, we use in this paragraph
the more explicit notation U0,+ = U(q, d) to indicate the dependence on the inde-
terminant q and on the choice of the tuple d = (d1, . . . , dn) of these integers. For a
number c ∈ N consider the ground ring extension U(qc, d) := U(q, d)⊗q=qc Q(q). The
structural statements in [Lu90b] and the following sections for U0,+ thus readily extend
to U(qc, d) as well. At the same time a presentation of U(qc, d) over Q(q) is obtained
by substituting q by q = qc in the relations in (201). Considering the parameters ap-
pearing in these relations we note that qdiaij = q(cdi)aij and qi = q
di = q(cdi). The same
relations are thus obtained by substituting each di by cdi so that U(q
c, d) ∼= U(q, cd).
Instead of a ground ring extension we may thus, equivalently, consider the di as
additional integer variables (not necessarily in {1, 2, 3}) subject only to the constraint
that diaij is symmetric. The added degree of freedom of rescaling di 7→ cdi will be
useful to ensure balancing structures in some case. In the language of root systems
the rescaling can also be understood as a rescaling of inner form ( , ) 7→ c( , ) that is
representing the same Cartan data.
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For an element β =
∑
i biαi ∈ Q denote byKβ = Kb11 . . .Kbnn . Assign to a monomial
X = KβEi1 . . . EiN a root lattice valued degree ν(X) ∈ Q given by ν(X) =
∑
k αik =∑
i aiαi where ai = |{k : ik = i}|. Since the relations and co-relations in (201) and
(202) are homogeneous with respect to this degree function we have thus a graded
Hopf algebra U0,+ =
⊕
ν U
0,+
ν where the direct sum runs over elements ν ∈ Q<0 with
non-negative coefficients. The grading clearly extends with ν(Fi) = −αi to the entire
quantum group U as noted in §1.6 of [Lu90b] as well as to the subalgebras U or U0,+
over Z[q, q−1].
Considering the algebra autormophisms Ti on the full quantum group introduced
in Theorem 3.1 of [Lu90b] and the form of the elementary Weyl reflection si at αi we
notice that
ν(Ti(X)) = ν(X)− 〈αi,ν(X)〉αi = si (ν(X)) . (203)
holds on all generators and thus on the entire algebra. Similarly, the extension of the
automorphism to general elements of the Weyl group W from Theorem 3.1 of [Lu90b]
obey ν(Tw(X)) = w(ν(X)) for all elements w ∈ W . In Section §4.1 of [Lu90b] elements
E
(N)
β = Twβ(E
(N)
iβ
) are introduced with β = wβ(αiβ), so that ν(E
(N)
β ) = ν(Twβ(E
N
iβ
)) =
ν(Twβ(Eiβ)
N) = N · ν(Twβ(Eiβ)) = N · wβ(ν(Eiβ)) = N · wβ(αiβ) = N · β. For a
function ψ : Φ+ → N ∪ {0} and using the ordering on Φ+ we thus have that for
Eψ :=
∏
α∈Φ+
E(ψ(α))α we have ψ̂ := ν(E
ψ) =
∑
α∈Φ+
ψ(α)α ∈ Q , (204)
considering the α as combinations of αi in the root lattice Q. Extending Assertion B
in [Lu90b] we have the following property of the coproduct.
Lemma 9.1. Assume notation as above. Then
∆(Eψ) = Eψ ⊗ 1 +K ψ̂ ⊗Eψ +M (205)
where M is a sum of terms with bigrading (ν, µ) where ν, µ 6= 0 and ν, µ ≺ ψˆ.
Proof. We show more generally that for X ∈ U+η with η ∈ Q<0 we have ∆(X) =
X ⊗ 1 + Kη ⊗ X + M where M consists of terms with bigrading (ν, µ) such that
ν + µ = η but ν, µ 6= 0 (and hence ν, µ ≺ η). To this end note that any such
X is a linear combination over Q(q) of monomials Ei1 . . . Eip with
∑
k αik = η. By
linearity of the statement it is thus enough to proof it for such monomials. Considering
the form of the coproduct we see that the (η, 0) and (0, η) graded components of
∆(Ei1 . . . Eip) =
∏
k(Eik ⊗ 1 + Kik ⊗ Eik) are
∏
k(Eik ⊗ 1) = (Ei1 . . . Eik) ⊗ 1 and∏
k(Kik ⊗ Eik) = (Ki1 . . . Kik) ⊗ (Ei1 . . . Eik) = Kη ⊗ (Ei1 . . . Eik), which is what we
needed to show. 
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In Section §8 of [Lu90b] the algebra U0,+ the indeterminant q is specialized to an ℓ-th
primitive root of unity ζ for any ℓ ∈ N, yielding an algebra U0,+ζ = U0,+⊗q=ζ Z[ζ ] with
ground ring Z[ζ ]. Denote by ℓi the order of ζ2di (i.e., ℓ = gcd(ℓ, 2di) · ℓi) and ℓα = ℓi
if α is in the same W -orbit as αi (that is, (α, α) = (αi, αi) = 2di). The specialization
now implies relations E
(i)
α E
(j)
α = 0 for i, j < ℓα but i+ j ≥ ℓα as well as K2ℓii = 1.
As in [Lu90b] u+ and u0 are the subalgebras U0,+ζ generated by the sets of elements
{E(N)α : α ∈ Φ+, 0 ≤ N < ℓα} and {K±1i : i = 1, . . . , n} respectively. Let Qℓ ⊆ Q
be the sublattice generated by {2ℓiαi} and write Q = Q/Qℓ for the respective finite
abelian group. Denoting the restricted exponent set Xℓ = {ψ : Φ+ → N ∪ {0}| 0 ≤
ψ(α) < ℓα} Theorem 8.3 of [Lu90b] states that
{Eψ : ψ ∈ Xℓ} and {Kβ : β ∈ Q} (206)
are PBW bases of u+ and u0 over Z[ζ ] respectively. The grading ν is inherited by
these subalgebra so that u+ =
⊕
ν u
+
ν and ν(u
0) = 0. The basis (206) implies now
that for
ϑℓ =
∑
α∈Φ+
(ℓα − 1)α ∈ Q , we have u+ν 6= 0 ⇒ 0 4 ν 4 ϑℓ . (207)
Let ψ⋆ ∈ Xℓ be given by ψ⋆(α) = ℓα − 1 for all α ∈ Φ+ and denote E⋆ = Eψ⋆ 6= 0.
The basis in (206) and the grading restriction in (207) now imply
u
+
ϑℓ
= Z[ζ ]E⋆ and EiE
⋆ = 0 = E⋆Ei (208)
since ν(EiE
⋆) = ϑℓ + αi 64 ϑℓ.
Lusztig’s small quantum Borel algebra u0,+ is now the subalgebra of U0,+ζ generated
by the E
(N)
α and K
±1
i as above so that u
0,+ = u0u+. The graded components of the
induced grading are given by u0,+ν = u
0
u
+
ν with ν ∈ Q.
The extension of the coproduct in (202) to elements E
(N)
i as in equation (a) of
§1.3 of [Lu90b] implies that u0,+ is indeed a Q-graded Hopf algebra over Z[ζ ] with
u
0,+
ν = 0 if ν 64 ϑℓ. Following Theorem 8.3 of [Lu90b] and (206) it has a PBW basis
{KβEψ : β ∈ Q , ψ ∈ Xℓ} so that u0,+ ∼= u0 ⊗ u+ as a free Z[ζ ]-module. Moreover,
Lemma 9.1 also holds as a co-relation in u0,+ and implies that
∆(KβEψ) = KβEψ ⊗Kβ +Kβ+ψ̂ ⊗KβEψ +M (209)
with M of mixed grading as before.
In the following section it will be useful to view the small Borel algebra as a semi-
direct product u0,+ ∼= u0 ⋉ u+ . Particularly, note that u0 ∼= Z[ζ ][Q]. The structure
of the semi-direct product is thus given by a homomorphism κ : Q → HAut(u+) :
β 7→ κβ , where HAut denotes the group of Hopf-algebra automorphisms. Given that
all elements of Q are group-like this also implies a consistent Hopf-algebra structure
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for the semi-direct product. The homomorphism is defined on an element X ∈ u+ν (in
fact, more generally, for X ∈ u0,+ν ) by
κβ(X) = K
βXK−β = ζ (β,ν)X . (210)
The latter equality follows readily by induction, noting for the exponent in (201) that
diaij =
1
2
(αi, αi)〈αi, αj〉 = (αi, αj).
9.2. The extended small quantum Borel algebra B′ζ(g). In this section we dis-
cuss balancing structures on small quantum Borel algebras which may require an index
2 extension of the algebra u0,+. We begin with an identity for the highest root lattice
vector ϑℓ given in (207).
Lemma 9.2. Using conventions as in Section 9.1 above we have
(αi, ϑℓ) = lcm(ℓ, ‖αi‖2)− ‖αi‖2 = lcm(ℓ, 2di)− 2di = 2di(ℓi − 1) . (211)
Proof. Recall that an elementary Weyl reflection si about a simple root αi is given by
si(α) = α− 〈αi, α〉αi and permutes the set of positive roots in Φ+− {αi} among each
other and maps αi to −αi. Moreover, we note that ℓα = ℓsi(α) as these number were
determined by their W -orbits. Consequently, we find that for the root lattice element
ϑ′ℓ =
∑
α∈Φ+−{αi}(ℓα− 1)α we have si(ϑ′ℓ) = ϑ′ℓ. Since ϑℓ = ϑ′ℓ + (ℓi− 1)αi this implies
si(ϑℓ) = ϑℓ−2(ℓi−1)αi so that 〈αi, ϑℓ〉 = 2(ℓi−1). Thus (αi, ϑℓ) = 12(αi, αi)〈αi, ϑℓ〉 =
(αi, αi)(ℓi − 1) = 2di(ℓi − 1). We further note 2diℓi = 2di ℓgcd(2diℓ) = lcm(2di, ℓ) which
implies (211). 
The argument above is analogous to that for the sum of positive roots 2ρ as in
Proposition 29 in Ch.VI§1.10 of [B81], which shows that (2ρ, αi) = (αi, αi). A conse-
quence of (211) is thus that
(αi, ϑℓ) ≡ −2di = − 2(αi, ρ) mod ℓ . (212)
For the purpose of constructing a balancing structure we would like to ensure that ϑℓ is
a multiple of 2 in Q. Equation (212) suggests that −ρ may be a choice for representing
half of ϑℓ. However, ρ ∈ Q only for about half of the simple Lie types, namely, A2k,
C4k, C4k+3, D4k, D4k+1, E6, E8, and G2. This is apparent from the explicit forms for
2ρ for all Lie types that can be found in Plaches I-IX in [B81].
For the general case we need to consider an index 2 extension of the abelian group
Q and the respective group algebra u0 over Z[ζ ]. The group extension is given by
Q̂ = Q ⊕ Zγ/〈2γ − ϑℓ〉. The respective extension û0 of u0 is given by introducing
an additional group-like generator J (alternatively denoted Kγ) with relation and
corelation
J2 = Kϑℓ and ∆(J) = J ⊗ J . (213)
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The inclusion of J into the small Borel algebra still requires an extension of the ho-
momorphism κ : Q → HAut(u+) to Q̂, which is given on an element X ∈ u+ν with
ν =
∑
i ciαi by
κγ(X) = JXJ
−1 = ζ−(ρ,ν)X = ζ−
∑
i cidiX , (214)
where we use (ρ, αi) =
1
2
(αi, αi) = di ∈ Z. It follows from (212) that κ respects the
relation ϑℓ = 2γ and is thus well defined on Q̂. The following proposition introduces
the extended version of Lusztig’s small quantum Borel algebra that we want to consider
and summarizes the applicable observations of this and the previous section.
Proposition 9.3. Let B′ζ(g) be defined as u
0,+ with an additional group-like generator
J and additional relations as in (213) as well as JEiJ
−1 = ζ−diEi. Then B′ζ(g) is a
Q-graded Hopf algebra with grading B′ζ(g)ν = û
0
u
+
ν .
As in (207) we have B′ζ(g)ν 6= 0 only if 0 4 ν 4 ϑℓ and B′ζ(g)ϑℓ = û0E⋆ so that
EiB
′
ζ(g)ϑℓ = 0 = B
′
ζ(g)ϑℓEi. Moreover, using the notation K
γ = J with γ ∈ Q̂ as
above, we have that {KβEψ : β ∈ Q̂ , ψ ∈ Xℓ} is a PBW basis of B′ζ(g), and that the
coproduct relations from (209) holds for all β ∈ Q̂.
As noted previously the statements in Proposition 9.3 and the following discussion
will also be valid if omitted the additional generators J for the Lie types listed above
for which ρ ∈ Q. In this case the Hopf algebra splits as a B′ζ(g) = u0,+ ⊗ Z, where Z
is the group algebra generated by the central element Z = JKρ and which may thus
be discarded without affecting the balancing structure.
9.3. Double Balancing of B′ζ(g). In this section we discuss double balancings on
B′ζ(g) as first described in (108) of the introduction and defined following Lemma 7.10
of Section 7.3. This requires the computation of integral and moduli. We start by
denoting the standard two-sided integral of the group algebra û0 ∼= Z[ζ ][Q̂] given by
the summation of all of the group element.
L =
∑
β∈Q̂
Kβ = (1 + J)
∏
i
(
2ℓi−1∑
j=0
Kji ) . (215)
Lemma 9.4. A non-zero left integral in B′ζ(g) is given by
Λ = LE⋆ (216)
and the respective comodulus is the algebra homomorphism αζ : B
′
ζ(g) → Z[ζ ] defined
on generators by
αζ(Ei) = 0 , αζ(Ki) = ζ
2di , and αζ(J) = ζ
(ρ,ϑℓ) . (217)
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Proof. We note that KβΛ = KβLE⋆ = LE⋆ = Λ = ε(Kβ)Λ for all β ∈ Q̂ since L is a
two-sided integral for the subalgebra of group like elements. Also EiΛ = 0 = ε(Ei)Λ
by Proposition 9.3 above so that Λ is indeed a left integral.
For the comodulus note that (210) specializes to KβE⋆K−β = ζ (β,ϑℓ)E⋆ so that
ΛKβ = LE⋆Kβ = ζ−(β,ϑℓ)LKβE⋆ = ζ−(β,ϑℓ)LE⋆ = ζ−(β,ϑℓ)Λ, and hence αζ(Kβ) =
ζ−(β,ϑℓ). For Ki = Kαi the expression in (217) now follows from Lemma 9.2. The
expression for J follows analogously from (214). Finally, Proposition 9.3 also implies
ΛEi = 0. 
Lemma 9.5. A right integral on B′ζ(g) is given on the PBW basis described in Propo-
sition 9.3 by
λ(KβEψ) =
{
1 if β = 0 and ψ = ψ⋆
0 otherwise
(218)
and the respective modulus is
g = Kϑℓ . (219)
Proof. Note that (218) implies that λ(X) = 0 if X ∈ B′ζ(g)ν with ν ≺ ϑℓ. Hence
also (λ⊗ id)(∆(X)) = (id ⊗ λ)(∆(X)) = 0 = λ(X)1 since ∆(X) contains only terms
with bigrading strictly less than ϑℓ in each component. We are thus left checking the
integral identity on B′ζ(g)ϑℓ , that is, terms of the form K
βE⋆. To this end consider
(209) for ψ = ψ⋆. Since, again, components of the bidegrees of the terms of M are less
than ϑℓ we have (λ⊗ id)(M) = 0 = (id ⊗ λ)(M), and clearly also λ(Kβ) = 0. Using
ϑℓ = ψˆ
⋆ we thus find
(λ⊗ id)(∆(KβE⋆)) = λ(KβE⋆)Kβ and (id⊗ λ)(∆(KβE⋆)) = Kβ+ϑℓλ(KβE⋆) .
The first equation reduces the integral identity to λ(KβE⋆)(Kβ − 1) = 0 which is
fulfilled with the definition in (218). The comodulus identity and the second equation
imply for β = 0 that λ(E⋆)(Kϑℓ − g) = 0 and hence (219).

Lemma 9.6. We have the following equality of automorphisms in HAut(B′ζ(g)):
κϑℓ = κ
2
γ = S
2 = ad(g) = ad∗(αζ) . (220)
Proof. The relation κϑℓ = κ
2
γ is immediate from the fact that κ is a homomorphism.
For the remaining automorphisms it is readily checked that they are all identity on
the group like generators so that it suffices to verify that their value on Ei is indeed
κϑℓ(Ei) = ζ
(ϑℓ,αi)Ei = ζ
−2diEi by (210) and (212).
For the next identity note that (202) implies that S(Ki) = K
−1
i and S(Ei) =
−K−1i Ei so that S2(Ei) = K−1i EiKi = ζ−2diEi. Also ad(g)(Ei) = ad(Kϑℓ)(Ei) =
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KϑℓEiK
−ϑℓ = κϑℓ(Ei) by definition. Finally, we note that an algebra homomorphism
χ : B′ζ(g) → Z[ζ ] (that is, a group-like element χ ∈ B′ζ(g)∗) is zero on nilpotent
generators Ei and give by a character in Hom(Q̂,Z[ζ ]×). Using notation from (15)
and again (202) we find that the coadjoint action of χ on Ei is given as
ad∗(χ)(Ei) = χ ⇀ Ei ↼ χ−1 = χ−1 ⊗ id⊗ χ(∆2(Ei))
= χ−1(Ki)Eiχ(1) = χ(Ki)−1Ei .
(221)
The last identity now follows by combining (221) and (217). 
Note that (220) immediately implies Radford’s expression for S4 as discussed in
the introduction. The double balancing elements described there are given as follows.
Lemma 9.7. Suppose there is an integer w ∈ Z such that (ρ, ϑℓ) ≡ 2w mod ℓ. Then
B′ζ(g) admits a double balancing in the sense of (108) with bζ = J and βζ given on
generators by
βζ(Ei) = 0 , βζ(Ki) = ζ
di = ζ (αi,ρ) , and θζ = βζ(J) = ζ
w . (222)
Proof. We first note that βζ is well defined on Q̂ (and hence onB
′
ζ(g)). In particular the
second identity implies βζ(K
2li
i ) = ζ
2diℓi = 1 (by definition of ℓi) as well as βζ(K
β) =
ζ (β,ρ) for β ∈ Q so that also βζ(J2) = ζ2w = ζ (ϑℓ,ρ) = βζ(Kϑℓ). The relations b2ζ =
J2 = Kϑℓ = g and β2ζ = αζ are immediate by construction.
Further, (214) implies that Ad(bζ) = Ad(J) = κγ. By (221) and (214) we have
ad∗(βζ)(Ei) = βζ(Ki)−1Ei = ζ−diEi = κγ(Ei) and hence ad∗(βζ) = κγ. Lemma 9.6 we
now have ad(bζ) ◦ ad∗(βζ) = κ2γ = S2, as required in (108). 
We end this section by compiling in Table 1 formulae for the expression (ρ, ϑℓ)
occurring in Lemma 9.7 as this determines balancing as well as the framing anomaly
θζ . To this end note that (211) implies
(ρ, ϑℓ) =
∑
i
di(ℓi − 1)si for 2ρ =
∑
i
siαi . (223)
The coefficients si for 2ρ can be found again in the Plaches I-IX in [B81]. Below we
further denote dˆ = min{di : i = 1, . . . , n} as well as ℓˆ, ℓˆ′, and ℓˆ′′ the orders of ζ2dˆ,
ζ4dˆ, and ζ6dˆ respectively. We next list a few situations in which the prerequisite of
Lemma 9.7 is fulfilled by inspection of the above formulae.
Corollary 9.8. The algebra B′ζ(g) is double balanced in any of the following cases:
(1) The Lie Type of g is not A4k+1, B2k+1, or E7.
(2) ℓ is odd or twice an odd integer.
(3) dˆ is even.
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Lie Type (ρ, ϑℓ)
An dˆ(ℓˆ− 1)
(
n+2
3
)
Bn 2dˆ(ℓˆ
′ − 1) [3(n+1
3
)
+
(
n
3
)]
+ dˆ(ℓˆ− 1)n2
Cn 4dˆ(ℓˆ− 1)
(
n+1
3
)
+ 2dˆ(ℓˆ′ − 1)(n+1
2
)
Dn 2dˆ(ℓˆ− 1)
[(
n+1
3
)
+
(
n
3
)]
E6 156 dˆ(ℓˆ− 1)
E7 399 dˆ(ℓˆ− 1)
E8 1240 dˆ(ℓˆ− 1)
F4 4dˆ[16(ℓˆ− 1) + 23(ℓˆ′ − 1)]
G2 2dˆ[5(ℓˆ− 1) + 9(ℓˆ′′ − 1)]
Table 1.
Proof. For (1) we note that the expressions for Lie types Cn, Dn, E6, E8, F4, and G2
are obviously even. The assertion follows by observing that Bn the expression is even
if n is even, and the binomial coefficient for An is even if n 6≡ 1 mod 4.Thus with the
stated exceptions we obtain an even expression for any choice of ℓ or di’s.
Clearly if ℓ is odd the prerequisite of Lemma 9.7 is always true. If ℓ is twice an
odd number then ℓˆ is an odd number so that the factor (ℓˆ− 1) is even. Other factors
in the above table such as (ℓˆ′ − 1) and (ℓˆ′′ − 1) are multiplied with even expressions.
Statement (3) is obvious, and may apply to all simply laced types, namely A, D, and
E. 
Thus there are only few situations in which B′ζ(g) does not fulfill the prerequisite
of Lemma 9.7, such as for B2k+1 with ℓ divisible by 4, and here a balancing is a-prior
not provided by the methods described.
9.4. Proof of Theorem 1.4 and Notes on TQFT’s Associated to B′ζ(g).
Proof of Theorem 1.4. The existence of a finite PBW basis for B′ζ(g) as in Proposi-
tion 9.3 implies thatB′ζ(g) is a finite algebra over Z[ζ ]. It is easy to check that the inte-
grals found in Lemma 9.4 and Lemma 9.5 fulfill λ(Λ) = 1 so thatB′ζ(g) = Z[ζ ]Λ⊕ker(λ)
as Z[ζ ]-modules. It is well known that Z[ζ ] is a Dedekind domain since it is the ring of
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integers of the cyclotomic field Q(ζ) for any integer ℓ > 1, see for example Theorem 2.6
in [Wa97].
Lemma 7.3 now implies that B′ζ(g) is a Frobenius Hopf algebra and that N = Z[ζ ]Λ
coincides with
∫ ℓ
B′
ζ
(g)
. The assertions on balancing in Theorem 1.4 follow directly from
Lemma 9.7. 
We conclude our discussion with a few more remarks and open questions on Hen-
nings TQFTs constructed from the previously introduced quantum algebras.
We first note that the sl2-algebra D(B) constructed and discussed in Section 8 is
mildly different from the version D(B′ζ(sl2)). Particularly, the generators of B are (up
to Cartan generators) ordinary powers en and divided powers f (n) provide the basis in
the dual algebra B∗. Conversely, for B′ζ(g) we start with divided powers E
(nα)
α which
leads to a description of the dual of B′ζ(g) in terms of ordinary powers F
nα
α . The
two descriptions are thus expected to lead to equivalent TQFTs as the differ only by
switching the roles of the Borel subalgebras.
The use of the additional generator J is also circumvented in the definition of B in
the sl2-case since we choose ℓ to be odd to begin with and since the only entry in the
Cartan matrix is even.
We also conjecture that the results from Proposition 8.6 and Theorem 8.10 can
be generalized to the case of B′ζ(g). In fact, such a factorization for doubles of small
quantum Borel algebras in the language and context of representation categories has
been given [AEGN].
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