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If the assumption of Proposition 2.1 holds and the rst-stage productivity
factor 1 is deterministically equal to 1, then
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Suppose d1 and d2 are symmetric random variables around zero, i.e.,
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demands for dierent tasks, d and d, are independent, continuous and can be written as
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