Abstract. We provide a detailed description of solutions of Curve Shortening in R n that are invariant under some one-parameter symmetry group of the equation, paying particular attention to geometric properties of the curves, and the asymptotic properties of their ends. We find generalized helices, and a connection with curve shortening on the unit sphere S n−1 . Expanding rotating solitons turn out to be asymptotic to generalized logarithmic spirals. In terms of asymptotic properties of their ends the rotating shrinking solitons are most complicated. We find that almost all of these solitons are asymptotic to circles.
Introduction
A family c : (t 0 , t 1 ) × R → R n of smooth parametrized curves in R n evolves by Curve Shortening if it satisfies (1) p cs c t = c ss where s is arc length along the curve, and p a denotes orthogonal projection along the vector a, so that p cs c t is the component of the velocity vector c t normal to the curve. If the curves are parametrized so that c t ⊥ c s at all times, then (1) is equivalent with c t = c ss . Curve Shortening for compact curves has been extensively studied, especially in the case of curves in the plane or on a surface (see e.g. [6] .) Here we look at Curve Shortening for noncompact curves in R n . More specifically, we consider solitons, i.e. self-similar solutions. Since noncompact curves can be geometrically much more complex than compact curves, it is to be expected that Curve Shortening for noncompact curves will present a much wider range of phenomena than for compact curves.
In geometric analysis, solitons are considered to be solutions of some geometric evolution equation that are invariant under some subgroup of the full symmetry group of the equation. The equation (1) is invariant under Euclidean motions in space, translations in time, and parabolic dilations of space-time. If G is the group generated by these transformations of space-time, then we will classify and describe all solutions of (1) that are invariant under some one-parameter subgroup of G. In §2 we classify the one-parameter subgroups of G up to conjugation and find three essentially different kinds of one-parameter subgroup and thus three types of self similar solution of (1) (see Table 1 ). Solutions with static symmetry: The first kind of solution we encounter ("category A" in Table 1 ) consist of curves that at each moment in time are invariant under some family of Euclidean motions. The most general static symmetry that is preserved by Curve Shortening is of the form (2) C → e θM C + θv, (θ ∈ R)
for any fixed skew symmetric matrix M and any fixed vector v with Mv = 0. Rotating and translating solitons: The solutions in category B (Table 1) are defined for all time t ∈ R. They are characterized by the fact that the curve c(t, ·) at any time t ∈ R is obtained from the initial curve c(0, ·) by a combination of translation and rotation, i.e.
c(t, ξ) = e tA c(0, ξ) + tv.
Here v is the translation velocity and A = −A t is an antisymmetric matrix representing the rate at which the soliton rotates. Rotating and dilating solitons: Solitons in category C (Table 1) are characterized by the condition that the curve c(t, ·) at any time t is obtained from the curve c(0) at time t = 0 by a combination of dilation and rotation, i.e. c(t, ξ) = (1 + 2αt) instead. Some special well-known solutions of Curve Shortening include straight lines (which fall under all three categories); circles (which have static symmetry, and which also evolve by dilating), the Grim Reaper, i.e. the graph of y = − log cos x (which moves by steady translation upward along the y-axis); the Yin-Yang curve (a spiral in the plane which moves by steady rotation); the Abresch-Langer curves (plane curves that evolve by shrinking dilation 1 ); the Brakke wedge (a convex plane curve that evolves by expanding dilation.) See Figure 1 . The case of plane solitons has been fully analyzed by Halldorsson in [8] , where one can also find many figures of plane solitons.
Summary of main results. The existence of special solutions with static symmetry was first reported in [3, 4, 2] where it was noted that under Curve Shortening a helix in R 3 will remain a helix, and that this helix will shrink to its central axis. Since Curve Shortening preserves the symmetries (2) , any solution of (1) whose initial curve is invariant under (2) will at all times be invariant under (2) . The symmetries in (2) form a one parameter group so that curves invariant under this group are exactly the orbits of the group action on R n . The Curve Shortening flow on curves invariant under (2) can thus be reduced to a finite system of ODEs. In §3 1 Abresch and Langer derived and analyzed the ODE that describes planar dilating solitons.
A main point of their paper [1] was to show that while most of these curves are not compact, there is a discrete family of compact immersed curves among them. Nonetheless, we will call both compact and non compact purely shrinking solitons "Abresch-Langer curves."
we derive this system and find that after a time change it is equivalent with the first order linear system x = M 2 x, which is trivially solved. Translating the solutions of x = M 2 x back to curves evolving by (1), we find two somewhat different cases. For v = 0 the solutions behave as in the Altschuler-Grayson helix example, namely, in backward time they are helix-like curves wound on a cylinder of radius O( √ −t) while in forward time the curves converge at an exponential rate to the line through the origin in the direction of v. For v = 0, solutions only exist for t ∈ (−∞, T ) for some T . At time t the curve is contained in a sphere of radius 2(T − t). After rescaling to the unit sphere, the solutions converge both as t → −∞ and as t → T to different great circles. In fact, after changing time, the rescaled solutions are solutions to Curve Shortening for immersed curves on the unit sphere S n−1 . Starting in §4 we consider solitons. Any rotating-translating or rotating-dilating soliton c(t) is completely determined by its initial curve c(0). A curve C is the initial curve of a rotating-dilating or a rotating-translating soliton exactly when it is the solution of the second order ODE (3)
where λ is determined by the condition C s ⊥ C ss . The parameters α, A and v are as above.
The case of non-rotating solitons, where A = 0, turns out not to present any new curves in higher dimensions. On one hand it is a well-known folk theorem that all purely translating solitons are planar, so that up to rotation and scaling they are equivalent to the Grim Reaper (we prove a more general statement in Lemmas 5.1, 5.2, and 5.4). On the other hand, it is also known that all purely dilating solitons are planar. They are therefore copies of the Abresch-Langer solitons. Again, Lemma 5.1 presents a generalization of this statement.
The classification in §2 of one-parameter subgroups of the complete group G of symmetries of Curve Shortening shows that we do not have to consider solitons that simultaneously dilate and translate. While the soliton equation (3) certainly has solutions when α = 0 and v = 0, these curves turn out to be non-translating solitons whose center of dilation and rotation is not at the origin. We therefore only consider rotating-translating or rotating-dilating solitons.
In studying the global behaviour of the curve we distinguish between unbounded ends of a soliton, and ends that stay within a bounded region. We show in §6 that the unbounded ends can be decomposed into high curvature and low curvature parts. The high curvature parts are characterized by the condition that the tangent and the vector a = (α + A)C + v are not almost parallel. These high curvature arcs are short (their length is O( a −1 )), and the further away they are from the origin, the better they are approximated by a small copy of the Grim Reaper. (See Figure 4 .) On the remaining low curvature arcs, which comprise most of the soliton, the tangent C s is almost parallel to a, so that these arcs are solutions of (4) λ dC ds = (α + A)C + v + a small error term.
After reparametrization this equation is linear, and easily solved. It should provide a good description of "medium length" sections of solitons. This description can in certain cases be shown to be globally correct (see below, and Lemma 7.7.) Of all the rotating-dilating solitons, the ones that rotate and expand are simplest to describe. The distance to the origin from a point on a rotating-expanding soliton is a function on the curve that has exactly one global minimum, and no other critical points. On both ends of the curve the distance to the origin grows without bound. Both ends are low curvature arcs, and using the approximate equation 4 we show that the ends are asymptotic to generalized logarithmic spirals (Lemma 7.7). In the very special case where A = 0 these spirals reduce to straight lines, and the solitons are just the Brakke wedges.
For purely rotating solitons the approximate equation (4) (with α = 0, v = 0) suggests that the ends will merely rotate. However we find in §6 that the ends must be unbounded, which shows that the ends of purely rotating solitons slowly "spiral off to infinity." If the null space N (A) is non-empty then either the soliton is contained in a proper subspace of R n , or else N (A) contains a line such that the orthogonal projection of the soliton onto is injective (Lemma 5.4). This must always be the case in odd dimensions; e.g. in R 3 the null space N (A) is the axis of the rotation generated by A, and Lemma 5.4 says that the soliton is either planar, or a graph over the axis of rotation.
A similar result holds for translating-rotating solitons (α = 0, Av = 0, v = 0.) Here the projection of the soliton onto its translation axis (the line through the Figure 1 . For three dimensional solitons the soliton equation (3) contains three essential parameters: the dilation rate α, the rotation rate ω, and the translation velocity v z . For each fixed choice of (α, ω, v z ) many solitons exist, namely, one through each point C ∈ R 3 and unit tangent vector T. This figure shows a few solitons in R 3 . The named solitons are well known planar examples.
origin in the direction of v) is bijective, or else the function x → v, x has a unique minimum on the soliton. In the latter case the projection onto the translation axis is two-to-one except at the point where v, x is minimal (see Figure 2 .) The quantity v, x is unbounded along each end. If v, x → ∞ along an end, then along this end the distance to the translation axis must also become unbounded. Any end along which v, x → −∞ converges to the translation axis (Lemma 6.4). The most complicated solitons are the rotating shrinking solitons (α < 0, A = 0, v = 0). First, given any A any circle of radius 1/ √ −α that is invariant under the rotations e θA is trivially a soliton that dilates and rotates with parameters (α, A). Similarly, any Abresch-Langer curve in N (A) is a dilating-rotating soliton with the same parameters. In §8 we show that any bounded end of a rotating shrinking soliton must converge to these trivial cases, i.e. e θA invariant circles, or Abresch-Langer curves in N (A).
The class of rotating shrinking solitons also includes the rotating solitons for Curve Shortening of immersed curves on the sphere S n−1 . These were studied by Hungerbühler and Smoczyk in [10] (in [10] solitons on other surfaces were also considered). The connection is explained in §3.1 and §6.3.
In Lemmas 8.1 and 8.3 we show that a shrinking-rotating soliton can have at most one unbounded end, unless it is a straight line in N (A). If a rotating-shrinking soliton has an unbounded end, then we find that there are two distinct cases. One possibility is that the distance from points on the end to N (A) never falls below a certain lower bound (specified in Lemma 7.7). In this case the end is asymptotic to a generalized logarithmic spiral. In Lemma 7.8 we prove existence of such solitons. The other possibility is that the unbounded end of the soliton stays within a fixed distance of N (A). In this case it must accumulate on Abresch-Langer curves and straight lines in N (A). Although we were initially inclined to conjecture that this last case could not occur, preliminary computations involving matched asymptotic expansions, which we intend to present in a forthcoming paper, indicate that that such exotic solitons may actually exist. 3D curve shortening solitons together with John Sullivan while at the IMA in 1990. This present paper owes much of its inspiration to those preliminary investigations.
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The symmetry group for Curve Shortening and its one-parameter subgroups
The Curve Shortening equation is invariant under translations in space-time, rotations in space, and, being a heat equation, parabolic dilations of space-time. In this section we classify the one-parameter subgroups of the full symmetry group of Curve Shortening. We then describe what solutions invariant under each of these subgroups look like, and derive the differential equations they satisfy.
Let G be the group of transformations of space-time R n × R of the form
where Θ > 0, b ∈ R, R ∈ O(n, R), and a ∈ R n . Any transformation g ∈ G leaves (1) invariant, i.e. it maps solutions of (1) to solutions of (1). Let (6) g (x, t) = Θ( )R( )x + a( ), Θ( ) 2 t + b( ) be a one-parameter subgroup of G. Such a subgroup is completely determined by the vector field
where θ, v, w, and M are defined by
Specifically, the orbit g (x 0 , t 0 ) = (x( ), t( )) through any point (x 0 , t 0 ) is the solution of the first-order differential equation (ẋ,ṫ) = V (x, t), where the dot denotes differentiation with respect to . Thus, the general one parameter subgroup of G is obtained by integrating the differential equations
for suitable choice of constants θ ∈ R, w ∈ R, v ∈ R n and M ∈ so(n, R) (i.e. M : R n → R n is antisymmetric). Instead of considering the most general one-parameter subgroup generated by (7) , one can simplify the problem by conjugating the subgroup with some h ∈ G, i.e. by applying a linear change of coordinates (x, t) = h(x,t). Below we choose simple representatives in each conjugacy class of subgroups.
Choice of parameter for the subgroup. If (θ, v, w, M) generates the subgroup {g }, then the one parameter subgroup {h } generated by any multiple (λθ, λv, λw, λM) is given by h = g λ . Therefore multiplying the vector field V with a constant does not change the subgroup it generates. In particular, we may always assume that (8) w ≥ 0.
Rotating the coordinates. We can rotate in space and substitute x = Sx, t =t, for any orthogonal S ∈ O(n, R). Thent and t satisfy the same equation, whilex satisfies
Since M : R n → R n is antisymmetric, its rank is even, say rank(M) = 2m, and there is an M-invariant orthogonal decomposition
in which each E j is two dimensional. This allows us to choose the rotation S so that after conjugation with S the matrix of M has the form
where the rotation rates ω j are positive and ordered
and where 0 n−2m is the (n − 2m) × (n − 2m) zero matrix.
Circles and Shrinking Helices
Translating and Rotating Solitons
Dilating and Rotating Solitons Table 1 . A taxonomy of one-parameter subgroups of G. Up to coordinate changes there are three categories of subgroups of G.
Translating in space. After rotating space, we can relocate the origin in space to p and substitute x =x + p, t =t. The equations (7) then become
If θ = 0 then, since M is antisymmetric, θ +M is invertible, and so we can choose p = −(θ + M) −1 v to makev = 0. In short: if θ = 0 then, after choosing a different origin in space, we may assume that v = 0.
If θ = 0 thenv = v + Mp, so that we can still choose p to makev ⊥ Range(M). Since M is antisymmetric, this is the same as choosing p so that M(v) = 0.
Translating in time.
Having chosen the origin in space, we can translate in time by setting t = ϑ +t. This leaves the equation for x in (7) unchanged and turns the t-equation into dt/d = 2θt + w + 2θϑ = 2θt +ŵ.
When θ = 0 this has no effect at all, but if θ = 0 we can choose ϑ = −w/2θ so that w = 0.
Dilating space and time. Finally, we can apply a parabolic dilation, x = ϑx, t = ϑ 2t , with ϑ > 0. If θ = 0 then we have already arranged that v = 0, w = 0 by appropriately choosing our origin in space-time. The equations (7) are in this case linear homogeneous and thus the dilation has no effect.
If θ = 0 then the dilation turns the t-equation into dt/d = ϑ −2 w =ŵ. Since w ≥ 0 by assumption (8) we are left with two options: either w > 0 and we can arrangeŵ = 1 by choosing ϑ = w −1/2 , or w = 0.
We conclude from the above discussion that after applying a suitable coordinate transformation we may always assume that the parameters θ, v, w, M belong to one of three categories, namely, A: θ = w = 0, Mv = 0; B: θ = 0, w = 1, Mv = 0; and C: θ = 0, w = 0, v = 0. (See Table 1 .)
Circles and Shrinking Helices
Let {g : ∈ R} be a one-parameter subgroup corresponding to category A and let {c(t) : t ∈ R} be a family of curves invariant under g . If (C 0 , t 0 ) is a point on one of these curves, then the g orbit through (C 0 , t 0 ) lies in the curve. Since the g do not change the time variable t, the g orbit of any point sweeps out a curve at time t parametrized by . Therefore a g invariant family of curves can be parametrized by choosing one point C 0 (t) on the curve for each time t, and then letting the group g act on that point. The result is (11) c( , t) = e M C 0 (t) + v.
If the vector v = 0 then one can always choose C 0 (t) ⊥ v.
Recall that we had chosen coordinates in which the matrix of M is given by (10) . The exponential e M therefore acts on R n by rotating the (x 2j−1 , x 2j ) component by an angle ω j for j = 1, . . . , m. In particular, in two and three dimensions e M performs a rotation by an angle ω 1 around the origin in R 2 or the x 3 -axis in R 3 , and we see that c( , t) traces out the circle in the x 1 x 2 -plane through C 0 if v = 0, or a helix around the x 3 -axis if v = 0.
In higher dimensions the curve traced out by c( , t) depends on the rotation frequencies ω 1 , . . . , ω m . If they are integer multiples of a common frequency, i.e. if
M is 2π/Ω periodic. If v = 0 then the curve c( ) = e M C 0 is a closed curve on the sphere with radius
, with p 1 , p 2 ∈ N, and for C 0 = (r 1 , 0, r 2 , 0) with r is a (p 1 , p 2 ) torus knot in S 3 . If the rotation rates ω j are not multiples of some common frequency, then the curve c( ) = e M C 0 is not closed, but instead is dense in a torus whose dimension is the largest number of ω j that are independent over the rationals. If v = 0, then the projection of c( ) = e M C 0 + v onto R 2m × {0} is the curvẽ c( ) = e M C 0 . Therefore c( ) = e M C 0 + v describes a generalized helix overc. Suppose now that c( , t) given by (11) is a family of curves evolving by Curve Shortening that is invariant under the one parameter group g . Then Curve Shortening implies a differential equation for the time evolution of C 0 (t), which we now derive.
Direct computation shows that
where is the derivative with respect to time. Since M is antisymmetric and since Mv = 0 we have e M v = v. From there we see that the two terms in c are orthogonal. Therefore
Hence the arc length derivative and derivative with respect to are related by
This allows one to compute
Together with c t = e M C 0 (t) this tells us that the family of curves (11) evolves by Curve Shortening if
Cancelling e M on both sides we see that (1) implies
This equation is essentially linear, after a time-change. If one introduces a new time variable τ , related to t by
Since M is given by (10), we have
for certain constant vectors C j ∈ E j (E j as in (9)). To eliminate τ , we observe that
and integrate (13) to get
One cannot explicitly solve this equation for t, but one can find approximate solutions when τ → ±∞. Assume that ω 1 ≤ ω 2 ≤ · · · ≤ ω m , and let k and l be the smallest and larges values of j respectively for which C j = 0.
As τ → −∞ we can approximate t by the largest term in (15), giving us
while, by (14),
These expansions for C 0 and t show that as τ → −∞, the actual time t also goes to −∞, and
Thus for t → −∞ the rescaled curves (−t) −1/2 c( , t) converge to a circle with radius 2/ω l in the E l plane. Examples: If C l is the only non zero C j , then (−t) −1/2 c actually coincides with this circle, but if there are other nonzero terms in (14), then when the ω j = p j Ω are integer multiples of a common rate Ω, the normalized curve (−t) −1/2 c(·, t) is a closed curve converging to a multiple cover of the circle with radius √ 2ω l ; if at least two ω j with C j = 0 are independent over Q, then (−t) −1/2 c(·, t) is densely wound on a torus, which converges to the circle in E l with radius √ 2ω l as t → −∞. The behaviour for τ → ∞ depends on whether or not v = 0. If v = 0, then (15) implies that
By (14), C 0 (t) decays exponentially as t → ∞, so that (11) tells us that the curve c( , t) converges at an exponential rate to the straight line c( ,
On the other hand, if v = 0, then (15) implies that
Reasoning as above we find that
Thus as t 0 the rescaled curves (−t) −1/2 c( , t) converge to a circle with radius 2/ω k in the E k plane.
3.1. Connection with Curve Shortening on S n−1 . The solutions we have found for v = 0 are related equivalent to certain special solutions of Curve Shortening on S n−1 .
Lemma 3.1. If C 0 (t) is a solution of (12) and if v = 0, then C 0 (t) 2 = 2(T − t) for some T ∈ R. The corresponding curve c(t, ) = e M C 0 (t) therefore lies on a sphere of radius 2(T − t).
Proof. We compute, using (12) and
which immediately implies the Lemma.
Lemma 3.2. Let c : (∞, T ) × R → R n be a family of curves with c(t, ) 2 = 2(T − t), and consider the family of curvesc on the unit sphere given by Proof. Since Curve Shortening for immersed curves in S n−1 is given byc θ =c ss +c, the lemma follows from a direct computation:
,
Putting these two Lemmas together we see that if c(t, ) = e M C 0 (t) is a solution to (1), then for suitably chosen T the family of curvesc(θ, ) defined by (18) is an eternal solution of Curve Shortening on S n−1 . The asymptotics derived in (16) and (17) imply thatc converges to a cover of some great circle on S n−1 , both for θ → ∞ and for θ → −∞.
Solitons
The one-parameter symmetry groups that led us to the shrinking helices left the time coordinate t invariant. From here on we will consider one-parameter symmetry groups {g } of G of categories B and C (see Table 1 ), for which dt/d = 0.
In this section we will derive an ODE whose solutions generate all solutions to (1) that are invariant under a one-parameter subgroup of G of category B or C. In both cases we start with a family of curves c(ξ, t). Assuming the family is invariant under a category B or C subgroup {g } we find an equation relating c t and c ξ . Combining this with the further assumption that c is a solution of (1), i.e. of p cs c t = c ss , we can eliminate the time derivative c t after which we are left with an ODE. This ODE must be satisfied by the curve c(·, t) at all times t.
4.1.
The ODE for Translating and Rotating Solitons. If {g } is of category B, then we have θ = 0, w = 1, Mv = 0, and the subgroup is given by
In words: g advances time by , and translates and rotates space by v and e M , respectively.
If a family of curves c(ξ, t) is known at time t = t 0 , and if the family is known to be invariant under the action of the subgroup g , then this action determines the curves at other times. Thus for any given c(ξ 0 , t 0 ) the point g c(ξ 0 , t 0 ), t 0 also belongs to the family of curves, so that a ξ 1 exists for which
holds. Different choices of will lead to different values of ξ 1 . We denote the function → ξ 1 defined in this way by ξ 1 = ξ( ). Consequently we have for all
Since ξ( ) is obtained by solving this equation, and since ξ → c(ξ, t) is an immersion, the Implicit Function Theorem implies that ξ( ) depends smoothly on . We can therefore differentiate (19) with respect to at = 0, which leads to
and, because of (1),
This equation contains no time derivatives and is in fact an ODE. Therefore we find that at any time t 0 the parametrized curve C(ξ) = c(ξ, t 0 ) is a solution of the ODE (20)
Conversely, if a parametrized curve C : R → R n satisfies (20), then the family of curves defined by (19) satisfies (1).
4.2.
The ODE for Dilating and Rotating Solitons. If {g } is of category C then we have θ = 1, w = 0, v = 0. The action of g is given by
If c(ξ, t) is a solution of (1) that is invariant under {g }, and if it is defined at some time t 0 ∈ R, then, reasoning as in the category B case above, we find
for some ξ( ) that depends smoothly on . Consequently,
Once again we can differentiate with respect to and set = 0, this time with result
Taking the normal component, and using (1) we arrive at the ODE (22) 2t 0 c ss = p cs c + Mc .
We now have to distinguish among the possibilities t 0 = 0 and t 0 = 0. If t 0 = 0, then (22) is not a second order differential equation at all. However, (21) implies that for some smooth → ξ( ) one has c(ξ( ), 0) = e e M c(ξ 0 , 0).
The curve at time t 0 = 0 is a reparametrization of a generalized logarithmic spiral: it is traced out by → e e M c 0 for some constant vector c 0 . If t 0 = 0, then we can divide both sides of (22) by 2t 0 and use (1) to obtain an ODE for the curve at time t 0 . Introducing the constants
we find that the parametrized curve C(ξ) = c(ξ, t 0 ) satisfies (24) C ss = p cs αC + AC whenever c is a {g }-invariant solution of (1). Conversely, if C : R → R n is a given solution to (24) for some α = 0 and some A ∈ so(R n ), then upon defining t 0 = 1/2α, M = 2t 0 A, one can use (21) to extend the curve C to a {g }-invariant family of curves c(ξ, t) that satisfies (1). We have not specified how to choose ξ( ) in (21), but in view of the invariance of Curve Shortening under reparametrization of the curves, the choice of ξ( ) is immaterial.
One could simply set ξ( ) = ξ 0 for all , so that our extension through (21) of C would be given by c(ξ, t) = e e M C(ξ), with = 1 2 log t t 0 .
This family of curves is defined for all t that have the same sign as t 0 . Thus if a given curve C satisfies (24) with α < 0, then the resulting family of curves is defined for all t < 0 and represents a rotating and shrinking soliton. If α > 0 then c is defined for all t > 0 and represents a rotating and expanding soliton.
The general soliton equation.
Equations (20) and (24) are both special cases of (3), i.e. C ss = (α + A)C + v + λC s . Here λ is a smooth function of the parameter and is uniquely determined by the requirement that C s ⊥ C ss .
Comparing the inner product with C s of both sides of (3) leads to
We can also write (3) in the following form
where T = C s is the unit tangent to the curve C. The soliton equation (3) defines a first order system of differential equations for (C, T),
Since C ∈ R n can be arbitrary and T is always a unit vector, this system defines a flow on R n × S n−1 . It is this system that we used to produce the soliton images in this paper.
Components in the Null space and range of A
In this section we split R n into the null space and range of A, i.e. R n = N (A) ⊕ R(A), and we consider the corresponding components of a soliton. Thus, for a given soliton we write
It is well known that non-rotating dilating or non-rotating translating solitons (i.e. those with A = 0) are planar. This fact continues to be true in a weaker sense in the case where the rotation matrix A does not necessarily vanish. Here we show that the projection Z of any rotating-dilating or rotating-translating soliton onto the null space N (A) is planar. In the case of purely rotating solitons, the projection Z is in fact at most a line segment, and the soliton is a graph over this line segment.
Lemma 5.1. Let C be dilating-rotating soliton satisfying (3) with v = 0. Then the orthogonal projection of C onto the null space N (A) of A is contained in a two dimensional subspace of N (A).
In particular, all purely dilating solitons (α = 0, A = 0, v = 0) are planar: they are copies of the Abresch-Langer curves. 
Let Φ 1 (s) and Φ 2 (s) be the two solutions of the general solution of the second order scalar linear differential equation Φ = αΦ + λ(s)Φ with Φ 1 (0) = 1, Φ 1 (0) = 0 and Φ 2 (0) = 0, Φ 2 (0) = 1. Then Z is given by
It follows that Z(s) is contained in the two dimensional subspace spanned by Z(0) and Z (0). Lemma 5.2. Let C be translating-rotating soliton satisfying (3) with α = 0. Then the orthogonal projection of C onto the null space N (A) of A is contained in a two dimensional affine subspace of N (A).
In particular, all purely translating solitons (α = 0, A = 0, v = 0) are planar: they are copies of the "Grim Reaper."
Proof. We again consider the projection Z = Π N C. Since we always assume v ∈ N (A), we have Π N v = v. Therefore Z satisfies
where s is still the arclength along the curve C. The general solution of the (scalar) ODE y − λ(s)y = 1 can be written as
where Φ 1 is the solution of the homogeneous equation with Φ 1 (0) = 0 and Φ 1 (0) = 1, while Φ p is the particular solution with
Therefore Z(s) is always contained in the plane through Z(0) spanned by the vectors Z (0) and v.
Corollary 5.3. Let T(s) be a smooth family of unit vectors, and let
be the corresponding curve in R n . If T(s) satisfies the differential equation
for some fixed vector v, then the curve C is a purely translating soliton with velocity vector v.
Lemma 5.4. Let C be a purely rotating soliton. Then its projection Z onto the null space N (A) is contained in some line ⊂ N (A). The projection consists of either one point, a half line obtained by splitting at a point P ∈ , or the line segment between two points P, Q ∈ .
If the projection is a half line or a line segment m ⊂ , then the soliton is a graph over m in m × R(A).
The projected soliton approaches any endpoint of m at an exponential rate, i.e. if lim s→±∞ Z(s) = P then Z(s) − P ≤ Ce −δ|s| for some C, δ > 0. This is illustrated in Figure 2 (top row). Non-planar rotating solitons in R 3 are graphs over the rotation axis, and if they are asymptotic to some plane orthogonal to the rotation axis, then they approach this plane at an exponential rate. Since Φ 1 is a monotone function the map s → Z(s) is one-to-one. The range of Φ 1 is an interval (φ − , φ + ) where
and the projection of the soliton is the line segment m ⊂ consisting of all points
where W is the projection of C(s) onto N (A) ⊥ = R(A). Regarding W as a function of φ ∈ (φ − , φ + ) we see that the soliton is indeed a graph over the line segment m.
We now estimate the rate at which Φ 1 (s) → φ ± as s → ±∞ from (31), which requires us to look at λ(s) given by (25). Under the assumptions of this lemma (25) reduces to λ(s) = − C s , AC . Differentiate, use (3), and keep in mind that C s ⊥ C ss :
Thus λ is strictly decreasing, except at points of zero curvature on the soliton. We distinguish between the following possibilities for the function λ(s). λ(s) = 0 for all s. In this case λ (s) = 0 and consequently C ss = 0 for all s. The soliton must be a straight line.
λ(s) changes sign, i.e. λ(s * ) > 0 > λ(s * * ) for certain s * < s * * . Let λ(s * * ) = −δ. Then λ(s) ≤ −δ < 0 for all s ≥ s * * . Hence Φ 1 (s)/Φ 1 (s * * ) = e s s * * λ(s )ds ≤ e −δ(s−s * * ) . Integrating we find that φ + is finite, and that |Φ 1 (s) − φ + | ≤ Ce −δs for all s ≥ s * * . An analogous argument applies to the behaviour of Φ 1 (s) for s → −∞.
λ(s) does not change sign, and λ(s * ) = 0 for some s * ∈ R. Without loss of generality we assume that λ(s) ≥ 0 for all s. As in the previous case where λ(s) changed sign we find that Φ 1 (s) converges exponentially as s → −∞. We must still examine the behaviour of the soliton as s → +∞.
The components Z and W of C satisfy linear differential equations
Multiply the second equation with the integrating factor and integrate. We get
We can choose s 0 so that Z s (s 0 ) = 0, for if we could not, then Z s (s) = 0 for all s, implying that Z(s) is constant, in which case the soliton would lie in an affine subspace parallel to R(A).
Since Z s is a projection of a unit vector, (34) implies that
for all s > s 0 . The integrand λ is nonnegative, so we can take the limit s ∞ to get
Recalling that λ(s) is non-increasing we conclude that lim s→∞ λ(s) = 0.
It follows from (34) and (35) that
exists, and is non-zero. Now that we know that λ(s) = o(1) as s → ∞, we see that the equation satisfied by W is a small perturbation of the constant coefficient equation
The eigenvalues of A, as a linear transformation on R(A) are {±iω 1 , . . . , ±iω m }. It follows that the characteristic exponents of the equation (36) are
We note that none of these exponents lie on the imaginary axis so that the associated system is hyperbolic. A perturbation theorem [7] therefore implies that the general solution of (32) can be written as
where W + (s) consists of exponentially growing terms, and W − (s) is exponentially decaying. We claim that the exponentially growing component W + vanishes. Indeed, 6. The Distance to the Origin and to the Null space of A 6.1. A differential equation for distance functions. If C : R → R n is a soliton, i.e. a solution of (3), then we again split C = W+Z, as in (28). The lengths of these components satisfy various monotonicity properties, depending on the parameters α, A, v. Lemma 6.1. If B : R n → R n is linear with AB = BA, Bv = 0, then the quantity
In particular, δ(s) = 1 2 W(s) 2 satisfies the differential equation
If C is non-translating soliton, so that v = 0, then δ(
Proof. The general case implies the special case by choosing B to be the orthogonal projection onto R(A) for (38) or by letting B be the identity for (39). To prove the general case we simply compute the derivatives of δ = 1 2 BC 2 ,
Lemma 6.2. Let C be a rotating soliton that is either translating (α = 0, Av = 0, v = 0) or not shrinking (α ≥ 0, v = 0). Let B again be linear with AB = BA and Bv = 0. Assume moreover that R(B) ⊂ R(A). If BC(s) = 0 for some s ∈ R, then BC(s) is either strictly monotone on the entire soliton, or else it has exactly one minimum.
The same statement applies to the length of W.
In the next section we will use this lemma with B = A. In the case that has the most natural interpretation B is the orthogonal projection on R(A), so BC = W.
Proof. Since BC(s) = 0 for some s ∈ R, we have δ(s) = 0 for at least some s ∈ R, where δ(s) = 1 2 BC(s)
2 . If δ s = 0 for all s then δ s must have the same sign for all s, and therefore δ is monotone.
The remaining case to consider is that δ s (s 0 ) = 0 for some s 0 . We will show that this implies δ(s) has a strict local minimum at s 0 , and in particular, that δ has no local maxima. This implies that a strict local minimum must be unique, since any two strict local minima would have to bracket a local maximum. Having established that δ has exactly one critical point s 0 it follows that δ(s) is decreasing for s < s 0 and increasing for s > s 0 .
Let s 0 be a critical point of δ. The differential equation for δ implies that
If either αδ(s 0 ) > 0 or BC s (s 0 ) = 0 then we have δ ss (s 0 ) > 0 so that δ has a local minimum at s 0 . We are therefore left with the possibility that both αδ(s 0 ) = 0 and BC s (s 0 ) = 0. If α > 0 then αδ(s 0 ) = 0 implies δ(s 0 ) = 0 and therefore BC(s 0 ) = 0. Applying B to both sides of the differential equation (3) and using the assumption that B commutes with A, we find that BC satisfies a linear homogeneous differential equation, It then follows from BC(s 0 ) = BC s (s 0 ) = 0 that BC(s) = 0 for all s. We had assumed this was not the case. Finally we have one more case left, namely, α = 0. Compute the next two derivatives of δ using (38): δ sss = λδ ss + λ s δ s + 2 BC s , BC ss δ ssss = λδ sss + 2λ s δ ss + λ ss δ s + 2 BC ss 2 + 2 BC s , BC sss .
At s 0 the conditions BC s = 0 and δ s = δ ss = 0 imply first δ sss = 0, and then δ ssss = 2 BC ss 2 . If BC ss (s 0 ) = 0, then (40) with α = 0 implies that ABC(s 0 ) = BC ss − λBC s = 0. Since A is invertible on R(A) and since R(B) ⊂ R(A) this forces BC(s 0 ) = 0. But then BC(s 0 ) = BC s (s 0 ) = 0 so that (40) implies BC(s) = 0 for all s, once more contradicting our assumption.
Since we have shown that BC ss (s 0 ) = 0 we know that δ ssss (s 0 ) > 0 and therefore δ has a strict local minimum at s 0 is this last case too.
Unbounded ends for non-shrinking solitons.
Lemma 6.3. If C is a rotating non-shrinking soliton, i.e. a solution of (3) with v = 0 and α ≥ 0, then both ends of C are unbounded, i.e. Proof. We have shown in the previous Lemma that C(s) can have at most one minimum. This implies that either lim s→∞ C(s) = ∞ or else sup s≥0 C(s) < ∞. We will show that the second alternative leads to a contradiction.
Suppose K = lim sup s→∞ C(s) < ∞. Choose a sequence s j → ∞ with C(s j ) → K, and consider the solitons defined by
On any bounded interval |s| ≤ L the C j are uniformly bounded. Their derivatives C j,s are unit vectors and hence also uniformly bounded, and by virtue of the differential equation (26) the second derivatives are also uniformly bounded. After passing to a subsequence we may therefore assume that the C j converge in C ∞ loc to a solution C * of (26). This limit satisfies C * (s) ≤ K for all s ∈ R, and
Thus C * is a rotating-expanding soliton on which δ(s) = Since α ≥ 0 we see that δ ss (0) ≥ 1 > 0 so that δ(s) has a local minimum at s = 0. This is our contradiction.
A slight modification of these arguments shows that the other end of the soliton is also unbounded, i.e. that lim s→−∞ C(s) = ∞. exists. Consider the sequence of translates C j (s) = C(j + s) − Z(j) (j ∈ N) of our given soliton. These curves are again solutions of (3) (since α = 0 the equation is invariant under translations parallel to N (A)). Extracting a convergent subsequence one finds a soliton C * (s) for which 1 2 W * (s) 2 = δ ∞ is constant. According to Lemma 6.2 this is impossible unless W * (s) = 0 for all s. So we see that for our original soliton we either have W(s) → ∞ or W(s) → 0 as s → ∞.
The case s → −∞ follows by reversing the orientation of the curve and applying the same arguments.
For z(s) one has a differential equation,
This equation implies, as before, that z is either strictly monotone or has a unique local minimum, which then also is a global minimum. We also have the following trivial bound for z s
Case 1: assume that z s ≥ 0 for s ≥ s 0 . The coefficient λ is given by (25), which in the current context is λ = C s , AC + v . As before we have
We therefore know that λ is decreasing. To show that z(s) → ∞ we distinguish between a few cases, depending on the behaviour of λ for large s. If λ(s) > 0 for all s ≥ s 0 , then (42) implies z ss ≥ λz s which, in turn, implies
Since z s ≤ v for all s, we find that
The integrating factor for (42) is given by
In view of (43) we conclude that there exist m ± such that
Integrating (42) we get
Thus z s → ∞, which cannot be, since z s ≤ v . The contradiction shows that λ cannot stay positive for all s ≥ s 0 . Since λ is strictly decreasing we must have λ(s) < 0 for all large enough s. We may assume that λ(s) ≤ −δ is s ≥ s 1 for certain δ, s 1 . Applying the variation of constants formula to (42) we find z s (s) = e 
−λ(s) .
The formula (25) for λ implies
Thus we have z s ≥ C/(1 + s), which, upon integration, shows that z(s) → ∞ as s → ∞. We are done with the case in which z s > 0 for s ≥ s 0 .
Case 2: assume that z s ≤ 0 for s ≥ s 0 . If additionally we assume that λ ≤ 0 for large enough s, then z ss = λz s + v 2 ≥ v 2 . Integrating, we find that z s would have to become positive for large enough s, which rules out the possibility that λ(s) ≤ 0 for some large enough s.
We are left with the case that λ ≥ 0 for all s ≥ s 0 . Since λ is decreasing this implies 0 ≤ λ(s) ≤ λ(s 0 ) for all s ≥ s 0 .
Again consider the integrating factor m(s) from (44). We have for s 0 < s < s 1
All terms are positive so we can let s 1 → ∞ and conclude that ∞ s0 m(s)ds < ∞.
Since m(s) is nonincreasing this implies that lim s→∞ m(s) = 0, so that we can also conclude from (45) that
and from there
λ(s 0 ) for all s ≥ s 0 . After integration this implies that lim s→∞ z(s) = −∞.
Rotating Shrinking Solitons in R
n and Rotating Solitons on S n−1 . We observed in §3.1 that there is a one-to-one correspondence between Curve Shortening on the sphere S n−1 and certain shrinking solutions of Curve Shortening in R n . Under this correspondence some of the rotating shrinking solitons we study in this paper correspond to purely rotating solitons on S n−1 as studied by Hungerbühler and Smoczyk in [10] (e.g. see Figure 6 in [10] ). In particular, every rotating soliton on S n−1 is also a shrinking rotating soliton for Curve Shortening on R n . The following Lemma shows directly that there is a large class of rotating shrinking solitons that lie on a sphere. Lemma 6.5. Let α < 0 and v = 0. Then the rotating soliton that is tangent to the sphere with radius (−α) −1/2 is entirely contained in that sphere.
Proof. The squared distance δ(s) = 1 2 C(s) 2 to the origin satisfies (39). Uniqueness of solutions of differential equations implies that if δ(s 0 ) = 1/(−2α) and δ (s 0 ) = 0 holds for some s 0 then δ(s) = 1/(−2α) for all s ∈ R.
7. Behavior at infinity 7.1. High and low curvature decomposition of soliton ends. In this section we consider the behaviour of solitons far away from the origin. The main finding is that when C (or rather its projection onto R(α + A)) is large, the soliton C decomposes into two parts. One part consists of short arcs of high curvature on which C is approximately constant. On such arcs the soliton is approximated by a solution of (46) C ss = p Cs (a)
for some constant vector a (one has a ≈ (α + A)C + v). The solutions to (46) with constant a are exactly the Grim Reapers with translation velocity vector a.
On the other part of the soliton the curvature C ss is small, and in fact much smaller than the remaining terms in (26). It follows that on these low curvature arcs the vector (α + A)C + v is nearly parallel to C s . Low curvature arcs are therefore approximately solutions of
After reparametrization (47) is equivalent to a linear equation. Namely, if one introduces a parameter related to arc length via
then (47) is equivalent with C σ = a C s = ±a(C), i.e.
(50)
When α = 0 we may assume that v = 0, and the solutions to (50) are given by
for arbitrary C 0 . These curves rotate according to A and simultaneously move toward or away from the origin at an exponential rate e ασ . In the simplest, twodimensional case we get logarithmic spirals; in higher-dimensional cases we get curves that spiral inward or outward on cones. Below we show that the low curvature parts of any soliton with α = 0 are actually O(1) close to one of the generalized logarithmic spirals (51).
If the dilation parameter α = 0, then we must allow v = 0, although we still have v ∈ N (A). In this case we can split C into its components in the null space and range of A,
Then (50) decouples into W σ = AW, Z σ = v, which shows that the general solution to (50) is
The simplest case is again two dimensional with N (A) = {0} and v = 0. Here the rotating solitons are the Yin-Yang curves that spiral outward. On the other hand, the corresponding solution (52) to (50) parametrizes a circle; in particular, it remains bounded. This suggests that for α = 0 the solution of (52) can provide a good approximation of finite length segments of the solitons, but that the approximation is not uniform as σ → ±∞.
Small and distant Grim
Reapers. In what follows we will make the preceding discussion precise. We write the soliton equation (26) as (53) T s = a p T (â), and consider the quantities
Here µ the cosine of the angle between the unit tangent T andâ(C). If µ = ±1 thenâ = ±T. More generally, if µ is close to ±1 thenâ almost lines up with T. In particular, we have the identities
Since C ss = a − a, T T = a â − µT , and since C ss and T are orthogonal, one finds that the curvature of the soliton is given by
can be interpreted as a scale-invariant curvature of the soliton. We begin with an estimate for the rate at which µ and ν change along a soliton.
Lemma 7.1. There is a constant C, which only depends on α and A, such that µ satisfies
The quantity
Proof. We begin with
This leads to
The quantity ν = a
Using (56) and a s ≤ a s = (α + A)T ≤ α + A we find that when µ > 0 one has
The inequality for µ < 0 follows in the same way.
The following lemma tells us where the regions of large curvature are.
Lemma 7.2. There is a constant C < ∞ depending only on α and A such that for any point C 0 = C(s 0 ) on a solution of (26) that satisfies Since the quantity µ measures how well the unit tangent T matches the vector a(C), this lemma says that if at some point C 0 on a soliton the unit tangent is not very close to eitherâ(C) or −â(C), then the point C 0 is contained in an arc on which the unit tangent T turns from almost −â(C) to +â(C). The larger A 0 is, the smaller the upper bound (60) for the length of the arc; if the arc is very short then C ≈ C 0 on the arc, and it approximately satisfies (46) with a = a(C 0 ), i.e. the arc is approximately a Grim Reaper. See Figure 4 .
Proof. Consider the arc of length 2 centered at C 0 . Along this arc we have C − C 0 ≤ 1, and hence
If we assume that A 0 ≥ 2C then this implies that
Along this arc it follows from (56) that
0 . Integrating the differential inequality (62) we find that the length of any arc containing C 0 on which the above inequality holds is at most
If A 0 is sufficiently large then CA −1 0 ln A 0 < 1, and the arc is contained within the arc of length 2 with which we began the proof. 
If a ≥ C and µ ≤ −1 + C a −4 , then
Proof.
where we have used that (T, AT) = 0 and (T, T) = 1. Hence
Thus (63) is proved. To prove (64) we assume µ ≤ −1 + C a −4 and use (54) again to conclude that â + T ≤ C a −2 . From there we get
Lemma 7.4. There is a constant C depending only on α and A such that for α > 0 it follows from a ≥ C that a is increasing when µ ≥ 1 − C a −4 and decreasing when µ ≤ −1 + C a −4 . On the other hand, if α < 0 and a ≥ C then a is decreasing when µ ≥ 1 − C a −4 and increasing when µ ≤ −1 + C a −4 .
Proof. In the case α > 0 we let C 1 be the constant from (63). Then if a ≥ α/2C 1 then (63) implies that d a /ds ≥ 1 2 α > 0. So the Lemma holds if we set C = α/2C 1 .
The case α < 0 is entirely analogous.
Consider the two regions
where a = (α + A)C.
Lemma 7.5. For any C ∈ R n one has
Proof. The second inequality is just the definition of the operator norm α + A . The first inequality follows from the fact that A is antisymmetric. By Cauchy's inequality and (C, AC) = 0 one has
which implies the Lemma. 
μ=〈ȃ, T 〉 Figure 5 . A caricature of the soliton flow (27) in the cases α > 0 and α < 0.
Lemma 7.6. If K is large enough then for any solution (C(s), T(s)) to (27) with a(0) ≥ 2K one has
Moreover, s ± are bounded by
Proof. This is a reformulation of Lemma 7.2.
Lemma 7.7. If α > 0 then for sufficiently large K the region R + (K) is forward invariant and the region R − (K) is backward invariant under the soliton flow (27) on
for some constant vector Γ = 0, provided σ is defined as in (49). If α < 0, then there is a K < ∞ such that any solution C(s), T(s) of (27) that remains in R − (K) for all s ≥ 0 satisfies
for some constant vector Γ = 0, again, provided σ is defined as in (49).
Proof. In the region R + (K) we have a ≥ K, and hence, by Lemma 7.5,
We also have ν ≤ K in R + (K). By definition of ν this implies µ ≥ 1 − CK/ a 4 . According to Lemma 7.4 we find that for sufficiently large K one has
Thus the only way that a solution could escape from R + (K) is by violating the inequality ν ≤ K. However, in R + (K) we have, by Lemma 7.1,
If at any point on a solution in R + (K) one has ν = K, then one also has
If K is large enough this implies dν ds < 0 when ν = K. Therefore R + (K) is forward invariant when K is sufficiently large.
The exact same arguments show that R − (K) is backward invariant, especially if one observes that the transformation (C, T) → (C, −T) maps R + (K) to R − (K) and reverses the orientation of the soliton flow. Therefore forward invariance of R + (K) is equivalent with backward invariance of R − (K).
We now turn to the proof of (65). If a soliton satisfies C(s), T(s) ∈ R + (K) for all s ≥ 0, then we have ν ≤ K and hence µ ≥ 1 − C a −4 for all s ≥ 0. We are assuming that α > 0, so we have
Recall thatâ = a/ a and a = (α + A)C (since α > 0 we have v = 0). We get
Defining σ as in (49), we arrive at
In particular, g(σ) is bounded since C is bounded away from 0 in R + (K). Multiply (69) with the integrating factor e σ(α+A) and integrate:
Since A is antisymmetric e σA is orthogonal and e σ(α+A) = e σα . Therefore boundedness of g(σ) implies that the integrand in (70) decays exponentially. This allows us to take the limit σ * → ∞ and conclude that
exists. Moreover, we have
and therefore
This last integral can be estimated by
In particular, the integral is bounded. It follows that Γ = 0, for if Γ were to vanish then (72) would imply that C(σ) is bounded for all σ ≥ 0. This is impossible when α > 0 because (67) says that a must keep growing as long as the solution stays in R + (K).
Having established (72) with Γ = 0 we can conclude that C ≥ Ce ασ . Combined with g ≤ C/ C this implies g(σ) ≤ Ce −ασ . Our estimate for the integral in (72) then implies that this integral is O(e −ασ ), as claimed in (65). To prove (66) one can use very similar arguments. Since C(s), T(s) ∈ R − (K) for all s > 0 we have µ < −1 + C C −4 , and hence â + T ≤ C C −2 . From there one concludes that
which then leads to (66).
When α < 0 the regions R ± (K) are no longer invariant for the soliton flow in either forward or backward direction, and most orbits that enter R − (K) will leave R − (K) after a while. However, there do exist solutions of the soliton flow that, if you follow them in the direction of T, remain in R − (K) forever. We have just shown in Lemma 7.7 that such orbits are again asymptotic to logarithmic spirals. The following Lemma constructs these special solitons via a topological "shooting method."
Proof. The map φ : (C, T) → (a, T) = ((α + A)C, T) is a homeomorphism of the set R − (K) with
The boundary of R − consists of two parts,
and
As above one concludes that within R − (K) one has
Therefore any solution that starts in R − (K) can never reach R in again, since a = k on R in ; if a solution starts in R − (K) and then exits R − (K), it must hit R ex . The same arguments which used Lemma 7.1 to establish forward invariance of R + (K) when α > 0 show in the case α < 0 that, when a solution within R − (K) reaches ν = K, one has ν s > 0. Hence solutions that start in and then exit R − (K) cross R ex transversally when they exit. It follows that for those initial data (C 0 , T 0 ) ∈ R − (K) whose orbit {(C(s), T(s)) : s ≥ 0} under the soliton flow eventually exits R − (K), the point E(C 0 , T 0 ) ∈ R ex at which they exit is a continuous (and even smooth) function of the initial point (C 0 , T 0 ). We call the map E : (C 0 , T 0 ) → E(C 0 , T 0 ) the exit map.
We now consider the topology of the exit set R ex .
For any fixed a with a ≥ K the set of unit vectors T ∈ S n−1 ⊂ R n that satisfy
is an (n − 2)-dimensional sphere in a hyperplane in R n perpendicular to a. From this one sees that the map
is a homotopy equivalence of R − (K) with the unit tangent bundle T 1 S n−1 of S n−1 . Under this homotopy equivalence the set of initial data (C 0 , T 0 ) with prescribed C 0 maps to the fiber overâ 0 .
It is a fact from homotopy theory that the fiber in the unit tangent bundle T 1 S n−1 → S n−1 is not contractible in T 1 S n−1 . Indeed, the fiber bundle S n−2 → T 1 S n−1 → S n−1 leads to a long exact sequence of homotopy groups
. Both π n−2 (S n−2 ) and π n−1 (S n−1 ) are isomorphic to Z, and by explicit computation one finds that ∂ * vanishes when n is odd, and acts by multiplication with 2 when n is even. Thus for even n we find that π n−2 (T 1 S n−1 ) Z 2 , while for odd n we have π n−2 (T 1 S n−1 ) Z. In either case, the fiber S n−2 represents a homotopy class that generates π n−2 (S n−2 ), and does not lie in the image of ∂ * . Its image in π n−2 (T 1 S n−1 ) is therefore nontrivial, and so the fiber is not contractible in T 1 S n−1 . To prove the Lemma we consider the given set of initial data: we are given one point C 0 , and we let T be any unit vector that satisfies
This set of points forms an (n − 1)-dimensional ball B n−1 ⊂ R − (K). If the orbit starting at all possible initial data T 0 in this ball B n−1 were to exit R − (K), then the exit map E restricted to B n−1 would provide a continuous map B n−1 → R ex . On the other hand, the points on the boundary of B n−1 are already in the exit set R ex , so the exit map restricted to ∂B n−1 is the identity. Under the homotopy equivalence (73) the boundary ∂B n−1 maps to a fiber in the unit tangent bundle T 1 S n−2 . The exit map restricted to B n−1 would then provide a contraction of this fiber within T 1 S n−2 to a point, which is impossible. We therefore conclude that for at least one choice of T 0 satisfying (74) the orbit of the soliton flow will not leave R − (K).
Global behavior of Rotating-Dilating Solitons

Decomposition of R
n into complex subspaces determined by A. In the previous section we have seen that rotating-dilating solitons can have ends that are asymptotic to logarithmic spirals. Here we determine all possible asymptotic behaviours that an end of a rotating-dilating soliton can have.
There are a number of trivial rotating-dilating solitons, namely, circles with appropriate radius, and Abresch-Langer curves in case N (A) is nontrivial. We will show that all bounded ends of rotating-dilating solitons must be asymptotic to these simpler solitons.
It will be convenient to change our notation for the normal form of the infinitesimal rotation matrix A. Recall that in a suitable basis A is of the form (10). In the most general case several of the rotation frequencies ω j may coincide. We now denote the set of distinct nonzero eigenvalues of iA by {±Ω k : 1 ≤ k ≤m} with 0 < Ω 1 < Ω 2 < · · · < Ωm, and withm ≤ m. The matrix A can then be written as
The subspaces F k are invariant under A. Restricted to each F k the matrix A satisfies
k A defines a complex structure on F k .
8.2.
An almost Lyapunov function for the dilating-rotating soliton flow. The dilating-rotating soliton equation defines a flow on the unit tangent bundle R n × S n−1 of R n . When the rotation matrix A vanishes, one can use Huisken's monotonicity formula for Mean Curvature Flow [9, 5] Since geodesic flows are Hamiltonian systems one expects a high degree of recurrence in the flow, and, indeed, all dilating, non-rotating solitons are either circles or Abresch-Langer curves. However, as we are about to show, when A = 0 the flow becomes dissipative and most trajectories accumulate on a small number of circles or Abresch-Langer curves. Here we will exhibit an "almost Lyapunov function" for the flow (3) with A = 0 and v = 0. Recall that a Lyapunov function for a flow is a function which is non-decreasing along all orbits of the flow, and is in fact strictly increasing except at fixed points of the flow. A flow that has a Lyapunov function cannot have periodic orbits, and therefore the soliton equation cannot have a true Lyapunov function, since the dilating-rotating circles from §8.3 are periodic orbits for the flow. The following lemma presents us with a function that is non-decreasing along orbits of the soliton flow, and that is constant only on the trivial dilating-rotating solitons from §8.3. 
In particular one has dV ds ≥ 0 with equality only if AC is a multiple of T.
Proof. Differentiating V , we get
The last term can be expanded using antisymmetry of A and the equation for T s ,
Substituting this in (77) we get
By definition of p T one has w = p T (w) + w, T T for any vector w. Therefore
The first term on the right vanishes. Indeed, antisymmetry of A implies that C, AC = 0, while Av = 0 also implies v, AC = − Av, C = 0. This implies (76). For the circles in F k one has
with the sign depending on their orientation.
Proof. Since V is constant on C we have AC 2 = T, AC 2 and hence AC = γ(s)T for some smooth function γ. Keeping in mind that T is a unit vector, so that T s ⊥ T, we conclude from
that γ must in fact be a constant. If γ = 0, then AC = 0. The soliton lies in the kernel of A, and must therefore be an Abresch-Langer curve. Clearly we have V = 0 on any curve in N (A). If γ = 0, then we have
On the other hand, by taking the inner product with T on both sides of the soliton equation (3) we get
where we have used
It follows that λ = −γ. Using AC = γT once more we can rewrite the soliton equation as
Differentiating (79) we also get
Combining these last two equations we see
so that C must be an eigenvector of A 2 with eigenvalue γ 2 α. Thus for some k we have C ∈ F k and γ
By equation (79) we have
which shows that C is a circle in the complex line in F k that contains C(0). The radius of the circle is C(0) , and is determined by the condition C s = 1:
The value of V on this soliton is
8.4.
Compactification of the Soliton Flow. One obstacle for studying the global behaviour of solitons is that the phase space R n × S n−1 on which the soliton flow (27) is defined is not compact. To overcome this we show here that, after reparameterizing the flow, one can compactify the phase space and extend the flow by adding points at infinity.
We map R n onto the interior of the unit ball via C → P,
The inverse of this map is given by
A short computation shows that if (C, T) satisfy (27), then
This implies
The evolution of T can be written as
Hence, if we introduce a new parameter ς along the soliton that is related to arc length via dς = ds
then the soliton system (27) is equivalent with the following system for (P, T)
This system is obviously well-defined at all (P, T) ∈ R n × S n−1 . The original phase space, which was described in terms of C and T, is embedded in the (P, T) phase space as {(P, T) : P < 1, T = 1}. The closure of this set,
is invariant under the extended flow (8.4), and it is also compact. The almost Lyapunov function V also extends to the compactified phase space, at least when α < 0. Indeed, direct substitution shows that V = e α P 2 /(1− P 2 ) 1 − P 2 −1/2 AP, T for P < 1. When α < 0 the exponential is the dominant factor, which causes the whole expression to extend to a C ∞ function on B n × S n−1 . One has V = 0 at "the points at infinity," i.e. when P = 1.
Since V is constant on the added points at infinity, one easily verifies that the continuous extension of V to B n × S n−1 still is an almost Lyapunov function for the flow (8.4): Figure 6 . Rotating and shrinking solitons limit to a circle. Shown are solitons that rotate around the z-axis and shrink toward the origin simultaneously. A circle in the xy-plane with radius √ 2 is one such soliton. Both ends of any generic soliton of this type are asymptotic to the special circle. Lemma 8.3. Let X(ς) = (P(ς), T(ς)) be an orbit in B n × S n−1 of the compactified soliton flow (8.4) . Then ς → V (X(ς)) is either strictly decreasing or constant along the entire orbit.
If V (X(ς)) is constant then X corresponds to one of the trivial solitons from Lemma 8.2, or the entire orbit X(ς) consists of "points at infinity," i.e. P(ς) = 1 for all ς ∈ R.
8.5. The ends of rotating-dilating solitons. Let C : R → R n be a solution of (3) with α < 0, and write X(s) = (P(s), T(s)) ∈ B n × S n−1 for the corresponding solution to the system (8.4) . By definition, the ω-limit set of the orbit {X(s) : s ∈ R} consists of all possible limits X * = lim n→∞ X(s n ) one can obtain by choosing arbitrary sequences s n ∞, i.e. The second description shows that ω(X) is always a compact connected subset of B n × S n−1 , which is invariant under the flow (8.4). , Ω 2 = 2. One end of the soliton is colored blue and the other red, so one can see that both ends are asymptotic to the same circle, but with opposite orientations. The limiting circle is the unit circle in the eigenspace F 2 (which appears as the larger ellipse in this projection), while the middle part of the soliton remains close to the unit circle in the eigenspace F 1 .
The α-limit set α(X) of the orbit {X(s) : s ∈ R} is defined similarly as the set of all possible limits of X(s n ) for sequences s n −∞. The compactification of the soliton flow, and the almost Lyapunov function now give us the following description of the global behaviour of rotating-dilating solitons.
Let C : R → R n be a rotating-dilating soliton, i.e. a solution of (3) with α < 0, and let X(ς) = P(ς), T(ς) be the corresponding orbit of (8.4). Then, since V is monotone along the soliton, and since V is obviously bounded, the limits
must exist. One has V − ≤ V + . Moreover, V is constant on both ω(X) and α(X) with V | α(X) = V − , V | ω(X) = V + .
By Lemma 8.3 both α and ω limit sets must consist of trivial rotating-dilating solitons, Abresch Langer curves in N (A), or points at infinity. We consider the possibilities for the ω-limit set (the α-limits are analogous.)
Lemma 8.4. If V + = 0 then V + = ±Ω k / √ −eα for some k, and ω(X) consists of complex circles with radius (−α) −1/2 in the subspace F k , as found in Lemma 8.2. In the special (but generic) case that all eigenvalues iΩ k of A are simple, the subspaces F k are two-dimensional, and they contain exactly one soliton-circle: when this happens ω(X) contains that circle, and the soliton C is asymptotic to the circle.
The case V + = 0 is more complicated. If V + = 0 then ω(X) could contain points at infinity, compact Abresch-Langer curves in N (A), or straight lines through the origin in N (A).
Lemma 8.5. Assume V + = 0. If ω(X) is not contained in N (A) × S n−1 then C(s) ∈ R − (K) for some large enough K and all large enough s. In this case the soliton C is asymptotic to a log spiral as in (66). In particular ω(X) is disjoint from N (A).
Proof. Since V + = 0 we know that ω(X) is a subset of (∂B n ∪ N (A)) × S n−1 . If there is a (P 0 , T 0 ) ∈ ω(X) ∩ ∂B n with AP 0 = 0, then we can choose a sequence s n → ∞ for which C(s n ) → ∞, and C(s n )/ C(s n ) → P 0 .
In view of a(s n ) = (α + A)C(s n ) we have lim n→∞ a(s n ) = ∞.
If ν(s n ) > K and if (C(s n ), T(s n )) ∈ R − (K) ∪ R + (K) then Lemma 7.2 implies that for some s n = s n + o(1) one has (C(s n ), T(s n )) ∈ R + (K). So after changing the s n slightly we may assume that (C(s n ), T(s n )) ∈ R − (K)∪R + (K). If (C(s n ), T(s n )) ∈ R + (K), then at s = s n we have Since we are assuming that (C(s n ), T(s n )) ∈ R + (K) we know that T(s n ) − a(s n ) → 0, and therefore we end up with
This is impossible since we have assumed P 0 ∈ N (A). The contradiction shows that we must have (C(s n ), T(s n )) ∈ R − (K) for all n. Moreover, if (C(s n ), T(s n )) ∈ R − (K) and if (C(s), T(s)) were to leave R − (K) for some s ≥ s n then it follows from Lemma 7.2 that (C(s), T(s)) would end up in cR + (K). The previous arguments show that this again contradicts V + ≤ 0. We can therefore conclude that (C(s), T(s)) must remain in R − (K) for all s ≥ s n . Lemma 7.7 implies that the soliton is asymptotic to a generalized logarithmic spiral.
If ω(X) is contained in N (A) × S n−1 then all we can say now is that ω(X) consists of lines and Abresch-Langer curves (and ω(X) must of course be compact and connected.) It would be natural to conjecture that if ω(X) contains an AbreschLanger curve, then that curve is all of ω(X), and the soliton converges to that Abresch-Langer curve. It is also natural to conjecture that ω(X) can never contain a straight line, since the soliton would have to march up and down this line infinitely often. However, preliminary computations involving matched asymptotic expansions seem to show that even in the 3 dimensional case a shrinking-rotating soliton exists for which α(X) is a circle in the xy-plane, while ω(X) consists of the entire z-axis. The construction and analysis of this solution will be the subject of a future paper.
