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“La souris est un animal qui, tué en quantité suffisante et dans
des conditions contrôlées, produit une thèse de doctorat.”
Woody Allen (1935 – )
Introduction
Contexte de la thèse
La reconstruction de champs de vents turbulents est un enjeu majeur en géosciences.
En effet, il n’existait pas de méthode pour apprendre, à l’aide d’observations, les caracté-
ristiques turbulentes d’un milieu. Or le manque d’information sur la turbulence entraîne
la perte d’efficacité, par exemple pour l’éolien ou pour la gestion du trafic sur un aéroport
([4] et [5]). Le problème est que les appareils de mesures ne donnent que des observations
ponctuelles alors que la turbulence est un phénomène extrêmement variable en espace
(voir par exemple [42] ou [32]).
Dans cette thèse, on a mis en place un algorithme qui permet, non pas d’estimer la
valeur du champ en tout point, mais de prendre en compte la turbulence sur la grille
d’observations. On a donc à la fois une méthode pour filtrer une grille d’observations et
un moyen de caractériser l’influence des phénomènes sous-maille. Dans le cas de données
LIDAR, on a ainsi une caractérisation de la turbulence, ce qui, a priori, est suffisant pour
traiter les problèmes industriels (voir [68] et [69]).
Problématique physique liée aux données LIDAR
Données LIDAR
Le LIDAR (LIght Detection And Ranging) est un appareil de la gamme du RADAR
ou du SONAR. Il émet une onde lumineuse infrarouge et récupère l’onde rétrodiffusée par
l’atmosphère ([29], [31], [18], [19] et [20]). L’écart entre les caractéristiques de l’onde émise
et de celle rétrodiffusée permet de calculer la valeur de certaines variables environnemen-
tales. On distingue deux types de LIDAR que nous étudierons : le LIDAR dit Doppler
qui mesure un déphasage et calcule la vitesse du vent radiale et le LIDAR dit aérosol qui
mesure une intensité et calcule la concentration de l’atmosphère en un certain type de
particules (qui dépend de la longueur d’onde utilisée). Notre but est donc d’exploiter les
relations entre ces données afin de mesurer des caractéristiques plus fines de l’atmosphère
observée.
On observe donc un milieu rétrodiffusant à l’aide d’un LIDAR. Dans la pratique l’at-
mosphère est un milieu rétrodiffusant grâce aux différents aérosols en suspension. On
définit donc une zone d’observation et notre étude a pour but de mesurer différentes ca-
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ractéristiques de l’atmosphère dans cette zone durant la période de mesure. Dans le cas
où le vent est laminaire, c’est-à-dire que son évolution est organisée, les informations déjà
calculées par le LIDAR permettent de connaître un grand nombre de caractéristiques du
milieu (voir [23], [28] et [50]). Dans le cas opposé, appelé turbulent, des caractéristiques
simples du milieu, comme l’énergie cinétique ou son taux de dissipation, ne peuvent être
estimés (comme par exemple dans [30], [45] et [82]). Notre but est donc de proposer un
algorithme permettant de calculer ces variables dans le cas d’un vent trubulent.
Problématique
Nous utiliserons dans un premier temps uniquement un LIDAR Doppler à 5 visées
développé par la société Leosphere [2] de modèle windcube. Ce type de LIDAR permet de
mesurer le vent radial (c’est-à-dire dans la direction du faisceau laser) dans 5 directions :
une verticale et quatre obliques. Les obliques ont le même angle avec l’horizontale et
sont réparties uniformément autour. Le faisceau porte jusqu’à 200 mètres et donne une
observation tous les 20 mètres de hauteur. Ces observations ne sont pas affectées à des
points de l’atmosphère, elles représentent des moyennes volumiques.
Pour simplifier la partie théorique, on considère que chaque mesure sera affectée à un
point de l’espace correspondant au milieu de la zone qu’elle représente. On obtient donc
une grille d’observations. On se heurte alors au premier problème : l’atmosphère est un
milieu continu qu’il va falloir reconstruire à l’aide d’un ensemble discret d’observations.
Les méthodes classiques de filtrage considèrent que les différents points d’observation sont
indépendants (pour simplifier l’étude théorique), voir [17]. Or notre but est de tirer partie
des dépendances entre les différents points d’observation pour être capable d’obtenir plus
d’informations à partir de ces données. Il va donc nous falloir développer un nouvel algo-
rithme de filtrage qui non seulement ne nécessitera pas l’indépendance entre les données,
mais qui, en plus de cela sera en mesure de calculer la dépendance.
Mise en place d’un début de solution
Nous proposons donc une méthode qui se base sur l’étude d’un champ complet et non
de ses différentes composantes indépendamment. Cela semble analogue aux méthodes de
reconstruction de champ telles que le krigeage [11], le filtre d’Asselin ([7] et [67]), ou la
paramétrisation de modèle ([12] et [77]). Cependant, on sait d’après la loi de Kolmogorov
[32], que les phénomènes de taille inférieure à celle de la grille ajoutent de l’énergie à
notre système. Or ces méthodes nécessitent la connaissance de cette énergie, ce qui n’est
pas notre cas. Nous ne pourrons donc pas nous contenter d’utiliser des méthodes de
reconstruction classiques de champ continu.
On va choisir d’utiliser le filtrage non linéaire pour filtrer les observations de la grille
et apprendre les remontées d’échelle. On montrera que le fait de ne pas considérer le
champ uniquement à chaque pas de temps mais de prendre en compte son évolution
au cours du temps nous permettra de passer outre la limitation du théorème de Shannon
[72]. Cependant, pour pouvoir faire du filtrage, il faut, en plus des observations, un modèle
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dynamique pour le processus. Il va donc nous falloir un modèle dynamique pour l’évolution
du vent.
On va alors développer un modèle Lagrangien (voir [66] et [65]), qui pourra ainsi être
couplé à l’utilisation d’un système de particules. En effet, avoir une dynamique Lagran-
gienne signifie que l’on va représenter l’évolution du processus grâce au mouvement de
particules portées par le flux du vent. On pourra alors mettre en place un filtre particu-
laire où les particules seront à la fois fluides, pour représenter la dynamique du vent, et
numériques, pour estimer le processus sur les points de grille, en utilisant les observations.
On va tester cet algorithme, avec pour objectif de le valider, sur un cas jouet purement
numérique et sur un cas de données réelles de LIDAR. On aura ainsi vu que la méthode
que l’on a choisie est compatible avec le problème. Il faudra ensuite mettre en place la
théorie du filtrage qui soutiendra les expériences que l’on souhaite mener.
Étude du filtrage non linéaire
La théorie du filtrage non linéaire a été développée autour de l’étude des noyaux
dynamiques ([61], [60] et [59]). Son but est de formaliser l’écriture d’algorithmes utilisant
conjointement un modèle et des observations pour estimer la loi d’un processus.
Filtres à particules
Les systèmes de particules sont des outils qui se sont révélés très utiles dans ce cadre
([48] et [47]). En effet, en échantillonnant de manière aléatoire la loi initiale d’un processus,
on est capable d’estimer sa loi au cours du temps, d’après le principe de Monte Carlo,
en utilisant la dynamique temporelle du processus. On trouve notamment dans [56], [57],
[13] et [58] des résultats montrant la convergence d’algorithmes particulaires.
Le plus simple de ces algorithmes est le filtre Sequential Monte Carlo (SMC) ([15] et
[55]). Il utilise un système de particules pour échantillonner la distribution initiale a priori
du processus, transporte cette loi au cours du temps grâce à un modèle de dynamique du
processus et est corrigé en rééchantillonnant le système de particules avec une fonction
de vraisemblance associée aux observations. On donnera des résultats de convergence de
cet algorithme issu de [54], [53]. Il y a deux résultats importants : le premier montre
la convergence uniforme en temps de la distribution empirique des particules vers la
distribution réelle quand le nombre de particules augmente, avec la vitesse de convergence.
Le second est le théorème central limite associé à cette convergence. On sait que dans le
cas où on disposerait d’un nombre infini de particules, le filtre SMC est équivalent au
filtre de Kalman dans le cas linéaire Gaussien.
A l’aide de ce filtre à particules de base, on peut construire d’autres algorithmes par-
ticulaires. Cette construction se base sur la Rao-Blackwellisation. C’est le fait de pouvoir
décomposer un processus en deux processus, dont on connaît les dynamiques. Dans des
cas particuliers où l’une de ces parties a une dynamique simple ou si elle est estimable
avec une méthode plus simple que le filtre SMC, on peut améliorer l’estimation de la
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distribution (voir [35], [14] et [63]). Par exemple dans le cas des filtres RBPF et IKF, on
suppose qu’une partie du processus a une dynamique linéaire. On peut alors utiliser un
filtre de Kalman, qui est optimal, pour l’exprimer. La seconde partie, qui est non linéaire,
sera toujours estimée grâce au filtre à particules. Cependant, comme on a déjà une bonne
estimation de la partie linéaire, l’estimation de ce processus sera elle aussi meilleure.
De manière plus générale, on peut aussi appliquer un algorithme à particules dans le
cas où l’on veut estimer la distribution d’un paramètre duquel on n’a pas d’observation
directe. Pour cela il faut avoir un processus, dont la dynamique est influencée par ce
paramètre, qui est observé. Si la loi du paramètre est constante, on peut utiliser une
méthode de type Metropolis-Hasting (détaillé dans [16]). Si elle évolue au cours du temps,
on peut l’estimer à chaque pas de temps en utilisant un nouveau système de particules.
On obtient ainsi un algorithme avec deux niveaux de particules : un pour estimer la loi
du paramètre, où les particules sont des appelées des îles, et un pour chaque île pour
estimer la distribution conditionnée au paramètre du processus observé. Cet algorithme,
avec deux systèmes de particules imbriqués, est appelé le filtre SMC2.
Problème engendré par le filtrage d’une grille d’observation
Le problème que l’on rencontre dans les outils du filtrage non linéaire classique est qu’il
faut toujours connaître parfaitement le modèle pour la dynamique du processus. Même
dans le cas du filtre SMC2, il faut connaître la dynamique du paramètre et celle du pro-
cessus, conditionnée au paramètre. Or nous ne sommes pas dans cette configuration. En
effet, quand on veut filtrer un processus sur une grille d’observations, on doit utiliser un
modèle sur la grille. Or un tel modèle ne peut pas prendre en compte de manière suffisam-
ment précise l’influence des phénomènes sous-maille (voir par exemple [17]). Cependant,
dans le cas de vents turbulents, on sait d’après la loi de Kolmogorov que les remontées
d’échelle vont prendre une part importante dans la dynamique du processus sur la grille.
On ne peut donc a priori plus utiliser le filtrage non linéaire dans ces conditions. On a
donc décider de reprendre la théorie du filtrage pour l’adapter à notre problématique.
Filtrage en sous-espaces orthogonaux
Le cadre qui correspond au problème physique est celui de la décomposition en deux
sous-espaces orthogonaux. Le premier contient les processus à l’échelle de la grille et le
second les processus de taille inférieure. Quand on suppose que le processus vérifie les
hypothèses du filtrage non linéaire classique, on sait qu’il pourrait être filtré avec les
méthodes déjà connues. Les deux parties du processus pourront donc, dans ce cas, être
filtrées. Cependant, cela ne correspond pas au cas pratique que l’on s’est fixé. En effet,
on ne dispose a priori pas d’information dans le sous-espace qui représente les processus
sous-maille.
On va donc prendre un cadre un peu plus complexe où le premier espace contient les
dynamiques principales, que l’on connaît, et où le processus qu’il contient est observé.
Dans le second espace, on ne dispose pas d’observation et on ne connaît pas non plus le
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modèle pour les dynamiques. Cela correspond exactement au problème physique que l’on
s’est posé. On appelle, dans ce cadre, le second sous-espace, le sous-espace aveugle.
Notre but a alors été, dans un premier temps, de constater ce que l’on perd du fait
de ce manque d’informations. Cela nous a conduit à reprendre le filtrage en espaces
orthogonaux et à développer un estimateur de noyaux du filtrage : la novation. On a dû
poser les hypothèses qui permettaient de continuer à filtrer quand il manque une partie
de la dynamique d’un processus. C’est en fait un problème équivalent au cas de l’erreur
modèle.
Notre étude théorique nous a permis de développer un algorithme basé sur une mini-
misation variationnelle et un système de particules. La minimisation variationnelle permet
d’apprendre les dynamiques manquantes, qui représentent l’influence de l’espace aveugle.
Cela correspond à un estimateur de moyenne conditionnelle. On justifiera son utilisa-
tion en montrant que le processus du sous-espace aveugle intervient en moyenne dans
les dynamiques du processus du sous-espace principal. Le système de particules permet
d’apprendre en même temps la loi du processus et un paramètre, qui est généralement
l’équivalent de la matrice de gain du filtre de Kalman. Cet algorithme a été validé sur des
cas jouets.
Couplage de données d’un traceur passif
Il existe des modèles en point de grille pour la simulation de transports de concen-
trations de l’atmosphère en aérosols. On peut citer l’exemple de MOCAGE [3], qui se
décline en plusieurs sous modèles, développé au CNRM et qui traite essentiellement les
polluants. D’un autre côté on dispose d’appareils de mesures, tel que le LIDAR aérosols,
qui permettent d’avoir des données de concentrations en aérosols. On peut donc penser à
combiner ces observations avec un modèle pour pouvoir faire du filtrage comme pour le
vent. Cependant il n’existe pas de théorie soutenant un algorithme de ce type.
Or on sait que les modèles dynamiques pour les concentrations doivent être couplés à
un modèle de vent. On va donc développer un modèle spécifique pour notre cadre, que
nous ne chercherons pas à valider par l’expérimentation, et qui pourra être couplé à notre
modèle Lagrangien du vent. On ouvrira ainsi la porte du filtrage d’un processus, augmenté
d’un de ses traceurs passifs.
Ce pan du filtrage n’étant pas très développé (voir [80]). On introduira nos notations
et on montrera que l’ajout d’un traceur passif améliore le filtrage du processus. Ainsi, on
aura mis en évidence que l’utilisation combinée de LIDAR Doppler et aérosols permet
d’apprendre de manière plus précise les paramètres de la turbulence.
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Plan du manuscrit
Chapitre 1
La première partie se consacrera à l’étude des différentes caractéristiques des données
mesurées par un LIDAR ainsi qu’aux problèmes qui en découlent. Le problème, assez
classique en traitement du signal, de l’étude d’un milieu continu à l’aide d’observations
discrètes sera développé. C’est le point principal de cette thèse. Bien qu’il y ait déjà
des méthodes pour le traiter, nous montrerons que notre cas précis ne permet pas de
les utiliser. Nous étudierons en particulier les problèmes posés par le fait d’avoir une
grille d’observations dans le cas où les phénomènes de petite taille ont une énergie non
négligeable. Nous allons alors devoir développer une nouvelle méthode. Pour cela on va
se baser sur la théorie du filtrage non linéaire. On représentera les différentes échelles du
champ comme des composantes orthogonales. Cela donnera un nouveau cadre pour notre
étude théorique. Le but d’avoir repris la théorie du filtrage non linéaire est de pouvoir
utiliser la capacité des filtres à particules à estimer la loi conditionnelle du processus à
filtrer. Avant de commencer l’étude théorique, on va vérifier que l’utilisation de méthodes
particulaires est bien compatible avec notre problématique. On met donc en place, dans
un premier temps, un modèle pour la dynamique du vent qui permettra de faire évoluer
un jeu de particules. Pour cela on aura recours à la description Lagrangienne du fluide.
Dans un deuxième temps on fera deux expériences numériques. La première est un modèle
jouet où l’on simulera des données de vent récoltées par un anémomètre sonique 3D. La
deuxième est une expérience sur des données réelles de LIDAR vertical, en 1 dimension.
Cela nous permettra de valider la méthode.
Chapitre 2
La seconde partie du manuscrit nous permettra de voir l’état de l’art en matière de
filtrage non linéaire. Nous présenterons donc les outils théoriques pour pouvoir étudier
les filtres non linéaires : le noyau de McKean pour décrire l’évolution du processus. Nous
montrerons comment fonctionnent les systèmes de particules, base des algorithmes à partir
desquels on développera notre théorie. On pourra alors donner les résultats de convergence
de l’algorithme à particules le plus classique : le filtre SMC. Ces résultats sont issus du livre
[54]. Nous présenterons alors différents filtres qui utilisent un système de particules et qui
résolvent chacun des cas particuliers. Nous expliciterons aussi une méthode d’estimation
de moyenne conditionnelle qui nous sera utile dans la suite de cette thèse.
Chapitre 3
La troisième partie correspond à l’étude théorique du filtrage en espace orthogonaux.
Cela correspond au cas général du problème posé dans le chapitre 1. On reprendra tout
d’abord la théorie du filtrage non linéaire décrite dans le chapitre 2 et on l’adaptera dans
notre cadre. Cela imposera donc une réécriture complète des noyaux et des dynamiques
avec un processus se décomposant en une somme directe de deux processus. Il faudra
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ensuite ajouter à cette théorie l’hypothèse qui correspond au problème physique : on ne
sait pas ce qu’il se passe sous-maille. On supposera donc qu’un des deux espaces est aveugle
pour notre processus : on ne connaitra pas la dynamique et on n’aura pas d’observation
pour le processus dans ce sous-espace. Cela entraînera une réécriture de la théorie du
filtrage en espaces orthogonaux. Il faudra aussi proposer une méthode pour apprendre
l’influence du processus que l’on ne peut pas estimer. On appellera un tel procédé une
novation. On donnera alors un algorithme qui permettra de filtrer dans ces conditions
et qui utilisera une minimisation variationnelle. On complétera cette algorithme à l’aide
d’un filtre à particules pour permettre d’apprendre des paramètres manquants et d’estimer
la distribution du processus. Cette étude théorique sera validée grâce à des expériences
numériques sur des cas simples et sur un modèle géophysique basé sur les équations de
shallow water. En plus de confirmer le fait que notre algorithme est capable de filtrer
des informations sur une grille, cela fera naître une remarque sur le nombre de particules
nécessaires pour pouvoir filtrer ce genre de problème [38].
Chapitre 4
Enfin le dernier chapitre traitera de l’introduction de traceurs passifs dans l’algorithme.
Avant de pouvoir définir d’un point de vue mathématique ce qu’est un traceur passif, il
faudra mettre en place un modèle pour la dynamique des concentrations, traceurs passifs
du vent dans notre problème physique. Le but est de pouvoir coupler ce modèle à celui
pour la dynamique Lagrangienne du vent développé dans le chapitre 1. On pourra alors
reprendre toute la théorie du chapitre 3 dans ce nouveau cadre. On montrera comment
on peut continuer de vérifier les hypothèses du filtrage avec un sous-espace aveugle et
ainsi pouvoir utiliser l’algorithme du chapitre précédent. On montrera d’ailleurs que le
fait d’avoir ajouter un traceur passif améliore l’estimation du processus à la fois au niveau
de la sélection et du calcul de la novation. On validera alors ces résultats théoriques sur
une expérience jouet. On utilisera notre modèle pour le couple vent/concentration pour
simuler une grille d’observations que l’on filtrera avec notre algorithme.
On conclura alors sur l’efficacité des méthodes, théoriques et numériques, que l’on a
mises en place au cours de cette thèse.
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“Si nous attribuons les phénomènes inexpliqués au hasard,
ce n’est que par des lacunes de notre connaissance.”
Pierre-Simon de Laplace (1749 – 1827)
1
Analyse du traitement des données LIDAR
Le but de cette thèse est de donner une méthode permettant d’utiliser des LIDARs
pour apprendre des paramètres turbulents de l’atmosphère. On va dans ce chapitre intro-
duire le problème physique généré par ce cadre et le formaliser pour l’étude mathématique.
La nécessité de bien introduire le cadre vient du fait que l’on aura besoin de plusieurs
domaines des sciences différents pour résoudre ce problème. En effet le problème de base
porte sur la dynamique de l’atmosphère et correspond donc au domaine de la physique.
Pour le résoudre nous allons devoir faire du traitement du signal et de la théorie du fil-
trage qui appartiennent au domaine des mathématiques. Enfin le résultat attendu est un
algorithme pouvant s’appliquer au LIDAR, ce qui correspond à un travail d’ingénierie.
Nous étude repose donc à la conjonction de 3 domaines : la physique, les mathématiques
et l’ingénierie. Le but principal de cette thèse est de développer la partie mathématique du
problème c’est-à-dire : formaliser la problématique, faire une étude théorique permettant
de construire une méthode de filtrage et développer un algorithme théorique apportant
une solution au problème posé.
Il faut cependant bien poser le cadre physique et les questions d’ingénierie pour pou-
voir développer une théorie qui donne la solution au bon problème. L’étude mathématique
sera abordée dans les chapitres suivants. Dans ce chapitre nous voulons dans un premier
temps partir de la problématique de la thèse à savoir l’utilisation de donnée LIDAR pour
l’étude de l’atmosphère. Nous présenterons l’outil et son fonctionnement ainsi que les
défauts des données qu’il fournit. Ceci nous amènera à une première formalisation mathé-
matique du problème. Nous présenterons ensuite les méthodes, théoriques ou empiriques,
classiques qui permettent de résoudre généralement ce type de problème et nous explique-
rons pourquoi elles ne peuvent pas s’appliquer dans le cadre bien précis de notre étude.
Nous présenterons ensuite la partie physique du problème. Le but de cette partie sera non
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seulement de décrire les équations que nous aurons à manipuler et de savoir quelles en
sont les caractéristiques. Nous voulons aussi expliciter les informations sur l’atmosphère
que nous souhaitons extraire des données LIDAR. Enfin nous présenterons des résultats
d’algorithmes dans des cas simples.
1.1 Reconstruction d’un champ de vent à partir d’un
LIDAR
Le LIDAR, acronyme pour LIght Detection And RAnging, est un outil de télédétection
conçu à partir du début des années 60 dans la foulée de l’invention du laser. C’est un
cousin du RADAR (RAdio Detection And Ranging) et du SONAR (SOund Detection
And Ranging). L’appareil émet un faisceau de lumière monochromatique (longueur d’onde
allant de l’ultra-violet à l’infrarouge thermique en passant par le visible et le proche
infrarouge). La lumière se propage dans le milieu sondé qui sera pour nous l’atmosphère.
Au cours de la propagation, elle subit des interactions avec le milieu. L’une d’elles est la
diffusion par les molécules d’air ou des particules (poussières se déplaçant avec l’air dites
aérosols, hydrométéores). Une fraction de la lumière diffusée revient vers le LIDAR - on
parle de rétrodiffusion - et est captée par un télescope puis détectée et analysée. L’analyse
permet de restituer certaines propriétés du milieu sondé ou des diffuseurs. Dans cette
étude, nous utiliserons deux types de LIDARs (plus de détail dans [41]) :
— le LIDAR Doppler qui mesure la composante du vecteur vitesse des diffuseurs dans
l’axe du faisceau laser en déterminant le décalage en fréquence par effet Doppler
entre l’onde émise par le laser et l’onde rétrodiffusée captée par le télescope. Il existe
plusieurs types de LIDARs Doppler. Celui que nous considérons dans cette thèse
est industrialisé, fonctionne dans le proche infrarouge (λ = 1, 5µm). La lumière est
diffusée par les aérosols et les hydrométéores.
— le LIDAR aérosol qui donne accès à une information sur la nature et la quantité des
aérosols ou hydrométéores présents dans l’atmosphère en mesurant la puissance du
signal optique capté. Une couche d’aérosols (ou un nuage) va en effet apparaître
dans le signal par une puissance accrue du signal. On pourra en situer la position et
avoir une idée de la concentration (plus celle-ci est élevée, plus intense est le signal
rétrodiffusé). Attention, une variation de la puissance détectée peut aussi provenir
de la croissance de la taille des aérosols par absorption d’eau (liquéfaction de la
vapeur d’eau environnante sur la particule). Nous ferons l’hypothèse simplificatrice
dans notre étude que le facteur dominant reste cependant la concentration.
Le LIDAR Doppler est donc un appareil permettant de mesurer la vitesse du vent et le
LIDAR aérosol apporte des informations complémentaires sur les traceurs passifs du vent
que sont les aérosols. Le premier problème dans l’utilisation de données LIDAR est que
les informations sont toujours obtenues dans la direction du faisceau. Pour obtenir par
exemple la vitesse du vent dans les trois directions, il faudrait donc que 3 faisceaux passent
par ce point, ce qui est clairement impossible avec un LIDAR fixe au sol. L’autre solution
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est de supposer une partie de l’atmosphère comme localement homogène et utiliser 3
faisceaux suffisamment proches pour connaître la vitesse du vent dans une zone. Cette
méthode, bien qu’efficace dans le cas où le vent est laminaire (c’est-à-dire que la cohérence
du fluide est conservée au cours de l’évolution), tombe en défaut quand l’écoulement est
turbulent et que l’on souhaite estimer les paramètres de la turbulence. En effet supposer
que l’atmosphère est localement homogène revient à biaiser les paramètres turbulents en
les lissant (on peut par exemple penser à la covariance spatiale).
Le second problème posé par les données LIDAR est que ses données sont quasi ponc-
tuelles (en fait moyennées dans un volume cylindrique axé sur la direction de visée du
LIDAR, de quelques centimètres de rayon et de quelques dizaines de mètres de longueur).
Avec un ensemble de faisceaux LIDAR on peut créer une grille d’observation comme le
montre la figure 1.1.
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Figure 1.1 – Représentation des faisceaux d’un LIDAR Windcube V2 (Leosphere)
Comme précédemment on pourrait, pour résoudre le problème, considérer que l’at-
mosphère est localement homogène entre les points de la grille. Cependant la résolution
de la grille, ou sa longueur caractéristique, est supérieure à la taille des paramètres que
l’on veut étudier. En faisant cette hypothèse, d’après le théorème de Shannon (voir [72]),
on annihile nos chances d’obtenir les caractéristiques de l’atmosphère que l’on voulait
connaître. Notre objectif est alors de trouver une méthode pour utiliser ces données sans
l’hypothèse d’homogénéité. Cela implique donc d’utiliser des données ponctuelles radiales
et d’en déduire de l’information sur ce qu’il se passe entre les points de grille. La figure
suivante, 1.2, donne une bonne idée des problèmes rencontrés dans notre cadre.
Les points bleus représentent les points d’acquisition (dans une coupe verticale) et les
traits bleus les tirs LIDAR (5 en tout). On remarque donc que spatialement, les points
d’acquisition sont éparses (de plus en plus avec l’altitude) donc ils apportent de moins
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en moins d’informations les uns sur les autres ce qui établira une première limite à notre
algorithme. De plus les LIDAR mesurent des quantités radiales, donc les acquisitions en
deux points situés sur des tirs différents du LIDAR n’ont pas la même nature. Ils ne
pourront pas être comparés tels quel. En général il sont considérés comme indépendants,
ce qui a pour effet néfaste de rendre moins efficaces les systèmes de particules que nous
comptons utiliser.
W E
Figure 1.2 – Champ de vent en 2 dimensions (coupe E/W de la figure (1.1)) observé
sur une grille (en bleu) par un LIDAR Doppler. Les flèches noires représentent le champ
de vent, les flèches rouges la valeur du vent donnée par le LIDAR et les flèches vertes la
vraie valeur du vent en ce point.
On comprend donc que les phénomènes sous-maille vont avoir une réelle importance
sur le processus sur la grille. Avant même de parler de faire évoluer le processus au cours
du temps, on voit que si une perturbation n’est observée que par un seul point de la grille,
cette perturbation ne sera pas retranscrite dans l’observation en vertu du théorème de
Shannon. Pour avoir une chance d’avoir des informations sur ce genre de perturbation
il faudra dans un premier temps qu’elle soit observée sur plusieurs pas de temps, et
dans un second temps que le filtre que nous mettrons en place soit capable de générer
de telles dynamiques. Ce problème d’avoir un filtre pouvant prédire des dynamiques est
un point important de la thèse puisqu’il n’existe pas de méthode de reconstitution qui
en soit capable (nous l’expliquerons dans la section suivante). En effet on sait que nous
partirons, dans le cas général, d’un processus ne contenant qu’une partie du processus
réel, notamment à cause du problème soulevé par la figure 1.2. Il faudra donc que le filtre
soit capable, petit à petit, de corriger cette erreur. Encore une fois ce problème nous
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renvoie au fait que le filtre soit capable d’accepter des phénomènes extrêmes (au sens
des probabilités). On peut prendre l’exemple donné par la figure 1.3 pour comprendre ce
qu’il se passerait dans le cas d’un filtre qui ne ferait que propager le processus à partir de
observations.
On comprend bien l’importance que va prendre le fait de ne pas se contenter d’être
proche des observations. On risque de perdre une grande partie de l’énergie de notre
processus. En fait on pourra, une fois que nous serons capable de filtrer dans ces conditions,
calculer la différence d’énergie entre un processus qui n’utilise que les observations et sa
dynamique, et notre filtre. Cela donnera une bonne idée de l’influence des phénomènes
sous-maille et une première approximation des paramètres turbulents.
Figure 1.3 – Graphiques représentant la différence entre une vague propagée avec sa
vraie dynamique (on assimile la petite grille à un milieu continu) et propagée sur une
grille plus large, uniquement à partir d’observations initiales.
Il va donc falloir mettre en place un formalisme mathématique permettant de traiter
des données sur une grille, tout en considérant le processus qui vit sous la grille. Notre
méthode va consister à considérer le vent comme une vitesse. Il transporte ainsi des par-
ticules en suspension, qui peuvent aussi être suivis par des traceurs passifs. On supposera
que les structures des particules sont les mêmes que celles du fluide. On pourra donc
calculer les paramètres turbulents du fluide à l’aide de ces particules.
Un autre problème classique dans la littérature (par exemple [37]) est l’utilisation
en filtrage de plusieurs observations de natures différentes. En effet, l’hypothèse simpli-
ficatrice généralement utilisée dans le cas où l’on dispose de plusieurs observations d’un
milieu continu en différents points est de considérer ces observations indépendantes. On
peut alors étudier chacun des points de manière séparée dans le filtrage. Le premier pro-
blème que cela engendre est que cela fait perdre la cohérence spatiale entre les observations
et ne permet donc plus d’estimer les paramètres sous-maille. Le second problème est que,
dans le cadre de grilles de grandes tailles, le nombre de dimensions augmente, ce qui nous
placerait dans un contexte qui n’est pas propice à un filtrage de qualité. On peut espérer,
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en supposant que les observations sont corrélées, réduire grandement la dimension du
problème.
On voit que la plupart des problèmes de ce cadre sont induis par le théorème de
Shannon : pour obtenir des informations de longueur caractéristique λ, il faut des mesures
de longueur caractéristique au maximum 0.5λ. La taille de la grille de notre LIDAR fixe
donc a priori la quantité maximum d’information que l’on peut obtenir. Notre but est de
montrer que l’utilisation conjointe des observations et de la dynamique dans un algorithme
prévu à cet effet permet de récupérer des informations sur les phénomènes sous-maille.
Un exemple dont nous verrons les détails dans la section 3 de ce chapitre est celui où l’on
peut utiliser un modèle Lagrangien : le transport d’un modèle Lagrangien contient des
informations équivalentes à celles que l’on souhaite obtenir. Ajouté aux mesures LIDAR
à l’aide d’un algorithme de filtrage, il nous permettra de reconstruire les fonctions de
structure du vent. On pourra alors compléter cet algorithme par l’utilisation de données
de LIDAR aérosols qui donneront des informations plus précises sur l’évolution spatiale
du modèle Lagrangien.
On va dans un premier temps développer le problème généré par l’étude d’un milieu
continu par une grille d’observation, c’est-à-dire un ensemble discret. On explicitera le
formalisme mathématique qui est associé et on donnera des méthodes qui ont déjà été
développées pour étudier ce problème. Nous expliquerons pourquoi ces méthodes tombent
en défaut dans notre cadre.
1.2 Problèmes d’observation discrète d’un milieu continu
Le problème des grilles d’observation est classique dans les géosciences (comme la
météorologie) et se développe de plus en plus dans le domaine du traitement du signal.
Il va donc falloir dans un premier temps définir le cadre précis de notre étude : ce que
l’on entend par une grille d’observation et ce que cela entraîne sur le processus. On veut
aussi expliciter les objets que l’on souhaite calculer au cours de notre étude. Nous poserons
alors le cadre mathématique et définirons les objets du problème de la grille d’observation.
La dernière partie servira à justifier le fait que nous devions développer notre propre
algorithme pour résoudre le problème posé par notre cadre physique.
1.2.1 Présentation du problème
On suppose que l’on dispose d’un milieu continu et d’une grille d’observation, c’est-
à-dire d’un ensemble de points situés dans un compact du milieu. Les observations, dans
notre cas, seront la vitesse du vent radial en ce point et éventuellement la concentration
de l’air en un certain aérosol. A priori, dès que l’on dispose d’une observation, il est
possible d’établir un filtre pour estimer la loi du processus en ce point sous condition de
connaître la dynamique du processus en ce point. Or dans le cas où les différents points
de la grille sont corrélés pour le processus observé, la dynamique d’un point ne peut plus
être traitée séparément. La dynamique du processus doit, dans ce cas, être considéré dans
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son entièreté, ou du moins sur le compact qui contient la grille, avec des conditions au
bord.
Il faut noter que l’étude des corrélations des points d’une grille n’est pas très dé-
veloppée. En effet il existe des méthodes comme le Krigeage, ou l’utilisation de cova-
riogramme, qui les supposent connues pour pouvoir reconstruire le processus. D’autres
méthodes consistent à les chercher de manière empirique comme dans le 3D-Var. Cepen-
dant il n’existe pas de méthode pour les estimer proprement. Dans [37], il est clairement
mis en évidence le fait que la connaissance de ces corrélations permettrait de simplifier la
création de filtres pour traiter des données sur une grille plongée dans un milieu continu.
Pour fixer les idées, on va choisir de voir ces corrélations comme des covariances spatio-
temporelles entre les différents points de grille. On va considérer un processus (Xn,K)n≥0
définit sur une grille K ⊂ Zd compacte. On dénote pour a ∈ K, Xn,a la valeur du proces-
sus au temps n et au point a. La grille K est plongée dans un milieu continu (K ⊂ Rd).
On suppose que l’on dispose de l’équation de la version continue du processus Xn,K .
Pour le faire évoluer au cours du temps on utilise donc une discrétisation de sa dyna-
mique continue. L’équation d’évolution du processus au cours du temps prendra la forme
suivante
Xn,K = Fn(Xn−1,K) + fn(Xn−1,K)
où (Fn)n sont les fonctions qui donne la dynamique dans le milieu continu et (fn)n sont les
erreurs de discrétisation. On a supposé que le processus était Markovien pour simplifier
le problème.
On prend maintenant deux points a, b ∈ K quelconques de la grille. On peut établir la
covariance spatiotemporelle ou structure de Xn,K entre les temps n− 1 et n et les points
a et b.
< Xn,aXn,b > = <
(
Fn(Xn−1,a) + fn(Xn−1,a)
)(
Fn(Xn−1,b) + fn(Xn−1,b)
)
>
= < Fn(Xn−1,a)Fn(Xn−1,b) >︸ ︷︷ ︸
SFnn−1(a,b)
+< fn(Xn−1,a)fn(Xn−1,b) >︸ ︷︷ ︸
Sfnn−1(a,b)
+ < Fn(Xn−1,a)fn(Xn−1,b) >︸ ︷︷ ︸
SK→n−1(a,b)
+ < fn(Xn−1,a)Fn(Xn−1,b) >︸ ︷︷ ︸
S→Kn,n+1(a,b)
avec
— SFnn−1 la structure du processus continu du pas de temps n− 1 au pas de temps n,
— Sfnn−1 la structure de l’erreur de discrétisation entre les temps n− 1 et n,
— SK→n−1 la structure du processus sur la grille qui retourne dans le milieu continu,
entre les temps n− 1 et n
— S→Kn−1 la structure du processus continu projeté sur la grille entre les temps n − 1
et n.
On écrit donc la structure au pas de temps n entre les points de grille a et b comme
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la somme
Sn(a, b) = SFnn−1(a, b) + S
fn
n−1(a, b) + SK→n−1 (a, b) + S→Kn−1 (a, b)
Il apparaît qu’une partie de ces structures pourra être mise en évidence sur la grille,
tandis que d’autres représentent des phénomènes de taille inférieure, dits sous-maille.
Typiquement la structure de l’erreur de discrétisation est un terme qui correspond aux
phénomènes sous-maille, alors que les termes SK→n−1 , S→Kn−1 correspondent à une interac-
tion entre le processus sur la grille et les phénomènes sous-maille. On dira que le terme
S→Kn−1 (a, b) correspond à une remontée d’échelle, c’est-à-dire à une influence des phéno-
mènes sous-maille sur le processus sur la grille, et réciproquement le terme SK→n−1 (a, b) sera
appelé descente d’échelle car il transporte des structures sur la grille vers le milieu continu.
De manière générale, l’erreur de discrétisation est un terme inconnu. Il existe différentes
méthodes pour l’approcher à partir de la dynamique continue (le schéma d’Euler par
exemple). Le problème est que pour être appliquées, ces méthodes nécessitent de connaître
la forme de cette erreur de discrétisation, comme par exemple sa structure. Or justement
dans notre cadre on souhaite les estimer. Une autre technique généralement employée dans
l’étude des processus sur grille correspond à considérer ces structures comme du bruit.
On remplace alors Sfnn−1(a, b) + SK→n−1 (a, b) + S→Kn−1 (a, b) par une matrice de covariance ΣU
associée à un bruit centré U dont on connaît la distribution, souvent Gaussienne. Dans
ce cas on a à la fois imposé une structure pour l’erreur de discrétisation, mais on a aussi
négligé l’influence que peuvent avoir les phénomènes sous-maille sur la grille d’observation.
On ne pourra pas, dans notre cadre faire cette hypothèse, mais on va cependant s’en
inspirer.
Pour cela il faut savoir exactement ce que l’on souhaite apprendre. A priori, si l’on
dispose de la dynamique, la structure SFnn−1(a, b) sera connue. La covariance Sfnn−1(a, b)
quant à elle ne concerne que des processus sous-maille, il est donc impossible que les
observations sur la grille puissent contenir des informations dessus. Le terme SK→n−1 (a, b)
représente des structures sur grille qui disparaissent sous la maille. Bien qu’il soit pos-
sible dans certains cas que ce terme soit identifiable, il ne sera pas utile pour filtrer les
observations sur la grille puisque l’information qu’il pourrait apporter au pas de temps
n ne sera pas retranscrite dans les observations de ce pas de temps. Enfin le terme de
remontée d’échelle S→Kn−1 (a, b) correspond à l’influence des phénomènes sous-maille sur la
grille. Il représente exactement ce qu’il nous manque pour connaître la dynamique sur la
grille d’observation. C’est donc lui que l’on va chercher à estimer. On va donc réécrire
Sn(a, b) = SFnn−1(a, b) + S→Kn−1 (a, b) + ΣU
où ΣU , comme dans l’exemple précédent, est la matrice de covariance d’un bruit centré U
dont on connaît la distribution. On a rangé dans cette matrice les structures que l’on ne
veut ou ne peut pas estimer. On sait, d’après le théorème de Shannon que, à chaque pas
de temps, on ne pourra pas obtenir des informations d’échelle inférieure à la résolution
de la grille. On verra que pour pouvoir obtenir des informations sur les phénomènes
sous-maille, il faudra utiliser le transport de ces structures à travers la dynamique du
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processus. Ce transport peut être mis en évidence sur la figure 1.4 qui représente des
résultats numériques.
On vient d’expliquer avec les mains la problématique d’un point de vue des mathé-
matiques. On voit donc l’importance du fait de considérer deux niveaux de processus, ou
deux échelles : cela nous permettra de séparer tout d’abord les informations dont on dis-
pose ou que l’on peut estimer de celles auxquelles nous n’aurons pas accès. Cela permettra
aussi de pouvoir traiter la dynamique des deux parties du processus différemment. Il va
maintenant falloir définir un cadre précis pour pouvoir expliciter proprement les équa-
tions ainsi que les estimations que l’on souhaite faire. Il nous faut également un cadre
dans lequel nous pourrons définir deux échelles de processus. Nous allons mettre en place
le formalisme mathématique de ce que nous venons de voir dans la sous-section suivante.
 0    
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 0.23 
 0.31 
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 0.077
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 0.31 
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Figure 1.4 – Illustration du transport des petites structures par le vent
1.2.2 Formalisme mathématique
On a mis en évidence le fait que le problème d’observation discrète d’un milieu continu
entraîne de nombreuses complications pour pouvoir utiliser comme on le souhaite les
observations. Nous allons donc mettre en place dans cette sous-section le formalisme
mathématique sous-jacent. Il s’agit de détailler notre problème en y posant des notations
mathématiques. On pourra ainsi mettre en avant les difficultés théoriques ainsi que les
objectifs.
Mise en place du cadre pour l’observation sur une grille
Soit E et E ′ deux espaces mesurables, séparables, et K un compact de E d’intérieur
non vide. E sera appelé l’espace d’état, représentant l’espace physique, et E ′ l’espace
des phases, contenant les valeurs des processus que nous étudierons. On considère une
EDP stochastique (D). Comme nous n’étudierons pas le processus sur l’espace E complet,
étant donné que l’on veut mettre en évidence des phénomènes de petite échelle, nous ne
considérerons que les solutions de (D) sur le compactK et on fixe des conditions aux bords.
L’équation (D) engendre un système dynamique qui permet de faire évoluer des conditions
initiales de la forme x0,K : K → E ′ qui, à un site s ∈ E , associe la valeur x0,s ∈ E ′. Cette
évolution au cours du temps permet d’obtenir un processus (X.,K)t≥0 : R+ ×K → E ′ qui
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pour chaque temps t ≥ 0 et chaque site s ∈ E associe la valeur Xt,s ∈ E . On peut ainsi
construire, à partir de conditions initiales, une solution de (D). Pour se placer dans le cadre
des méthodes que l’on souhaite utiliser, on suppose que le système dynamique de (D) est
Markovien, c’est-à-dire qu’il ne dépend que du pas de temps précédent. Il faut voir que
d’un point de vue des applications cela ne coûte pas très cher, tout système d’évolution
pouvant être rendu Markovien en ajoutant suffisamment de variables à l’intérieur du
processus.
On va maintenant simplifier le problème en discrétisant en temps les solutions de (D) et
donc son système dynamique. On aura alors des processus de la forme X.,K : N×K → E ′.
On va de plus supposer que les solutions de (D) sont continues, c’est-à-dire que pour tout
n ∈ N, Xn,K ∈ C(K, E ′), où C(K, E ′) est l’ensemble des fonctions continues de K dans E ′.
On génère une grille dans E , c’est-à-dire un ensemble de d sites (si)i∈{1,..d}, tels que
pour tout i, si ∈ ◦K, l’intérieur du compact K. On utilisera la notation s1,..,d pour la
famille (si)i∈{1,..d}. On peut restreindre une fonction x ∈ C(K, E ′) à la grille s1,..,d, on
obtient alors un ensemble de points de E ′ noté xs1,..d qui est l’ensemble des valeurs prises
par la fonction x sur la grille. On pourra aussi s’intéresser à la famille (si, xsi)i∈{1,..,d} qui
contient les couples site/valeur associée. On peut se représenter les éléments que l’on vient
de définir avec la figure 1.5 qui suit. Pour simplifier on s’est placé dans le cas d’une grille
régulière, ce qui ne sera pas le cas par la suite.
E
K
×× ×
×
×
× ×
××
××
s1..d
x.
E ′
×
××
×
×
×
×
×
×
×
×
xs1..d
Figure 1.5 – Représentation graphique d’une fonction sur une grille
Pour pouvoir formaliser les processus évoluant au cours du temps sur une grille, il faut
introduire les systèmes d’acquisitions mis en place dans [8]. Pour cela il faut supposer
que l’évolution Lagrangienne est compatible avec l’équation (D). Cela signifie qu’il existe
une version du système dynamique engendré par (D) qui, au lieu de faire évoluer le
processus point à point de manière Eulérienne (pour chaque site s on calcule la nouvelle
valeur Xn,s à partir du champ au pas de temps précédent Xn−1,K), on fait évoluer les
points en les faisant suivre le flux du processus (voir section 4 de ce chapitre). On déplace
donc l’ensemble des points pour calculer la nouvelle valeur du processus en chaque site.
On peut prendre comme exemple applicatif l’équation de Navier-Stokes, modélisée par le
modèle SLM. On sait que dans ce cas il existe une solution compatible avec l’évolution
Lagrangienne : NSE incompressible.
On peut alors considérer les systèmes d’acquisition Lagrangienne du processus (Xn,K)n.
Pour tout site s0 ∈ E on a une suite de sites (sn)n associée au processus (Xn,sn)n de manière
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à ce que la suite (sn)n suive le flux donné par le processus (Xn,sn)n. On définit alors le
processus d’acquisition, de condition initiale (s0, X0,s0), par pour tout n, An = (sn, Xn,sn).
On définit aussi le système d’acquisition d’une grille de taille d, avec condition initiale s1,..d0
et X0,s1,..d0 , par A
1,..,d
n = (s1,..,dn , Xn,s1,..,dn ) =
(
(s1n, Xn,s1n), .., (sd, Xn,sdn)
)
. On a ainsi définit le
mouvement Lagrangien d’un grille. On doit cependant travailler dans un espace compact,
et notre grille sera fixée.
Il faut donc, à partir des systèmes d’acquisition (définis dans [10]), définir un objet
permettant de tracer l’évolution d’une grille fixe. Pour cela on va conditionner nos sites
au cours du temps. On peut alors, sur la grille s1,..d, obtenir un processus d’acquisition
restreint à cette grille en prenant pour tout n ≥ 0, A1,..dn = (s1,..d, Xn,s1,..d). On conditionne
ainsi l’évolution à se faire sur la grille. Malgré tout, l’évolution reste Lagrangienne, la
valeur du processus Xn,s1,..,d est obtenu en prenant une grille qui, transportée par le flux
de Xn−1,K , donnera la grille s1,..,d. On a donc définit proprement le processus d’acquisition
de Xn,K sur la grille s1,..d.
Notre problématique principale consiste au traitement de données issues d’une grille
d’observation. On va définir ce qu’est une grille d’observation à partir de la définition
d’un système d’acquisition. En effet une observation des valeurs de Xn,K sur une grille
correspond à des observations de A1,..dn . On aura donc une grille d’observation Y 1,..dn définie
de la manière suivante.
Définition 1. Soit s1,..d une grille dans E. Soit Y un espace mesuré. Une grille d’ob-
servations associée à un système d’acquisition (A1,..dn )n sur la grille s1,..d est une suite de
fonctions (Yn,s1,..d)n telle que pour tout n, Yn : s1,..d → Y avec
Yn,s1,..d = Hn(A1,..dn ) + V 1,..dn
où les fonctions d’observations (Hn)n sont des fonctions mesurables de C(E , E ′) dans
F(s1,..d,Y). Les bruits d’observations (V 1,..dn )n sont des familles indépendantes de bruits
iid centrés.
On a ainsi posé le cadre et défini les objets que nous allons manipuler. On peut
ajouter les observations à la représentation graphique précédente pour fixer les idées. On
représente le nouveau schéma dans la figure 1.6
Soit (Xn,K)n une solution de (D) de condition initiale X0,K = x0,K . On pose une
grille s1..d et un système d’acquisition (A1,..dn )n de (Xn,K)n et (Yn,s1,..d)n le processus d’ob-
servation associé. Comme on l’a vu dans la sous-section précédente, d’après le théorème
de Shannon, nous ne pourrons retrouver qu’une partie de processus (Xn,K)n à l’aide des
observations (Yn,s1,..,d)n. On a aussi vu qu’il est important d’être capable de différencier
la partie du processus qui est reconstructible à partir de ces observations, appelée par-
tie résolue du processus, et la partie qui ne l’est pas, appelée partie irrésolue. Ces deux
bouts du processus peuvent être vus respectivement comme les phénomènes sur la grille
et ceux sous-maille. On va donc maintenant mettre en place un formalisme permettant
d’exhiber deux processus qui seront les projections du processus (Xn,K)n respectivement
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dans l’espace des processus résolus et celui des processus irrésolus pour les observations
(Yn,s1,..,d)n.
E
K
×× ×
×
×
× ×
××
××
s1..d
Xn,.
E ′
×
××
×
×
×
×
×
×
×
×
Xn,s1..d
A1,..dn = (s1..d, Xn,s1..d)
Y
××
×
× ×
×
×
×
×
×
Y 1..d
Figure 1.6 – Schéma représentant les objets pour le cas de la grille d’observation
Pour cela nous allons utiliser des outils d’analyse multi-résolution (AMR).
Présentation de l’Analyse Multi-Résolution
On veut construire deux ensembles de fonctions CR(E , E ′) et CI(E , E ′) de telle sorte
que C(E , E ′) = CR(E , E ′) + CI(E , E ′). Cela revient à faire de l’analyse multi-résolution
(AMR). On peut utiliser par exemple le théorème de Shannon pour avoir une limite en
énergie entre les deux espaces. Il suffit alors, pour séparer C(E , E ′) en deux, d’avoir un
outil décrivant l’ensemble des niveaux d’énergie d’un processus. On a choisit d’utiliser les
ondelettes. Cela correspond à associer à une fonction f ∈ C(E , E ′) une famille de réels(
φf (a, b)
)
a∈R∗+,b∈E
où a est le facteur de dilatation et b le facteur de translation. Pour cela
on utilise une base de fonctions (ψa,b)a,b telle que
ψa,b(s) =
1√
a
ψ
(
s− b
a
)
où ψ ∈ C(E , E ′) est une ondelette, c’est-à-dire une fonction L2(E , E ′), de moyenne nulle.
La famille (ψa,b)a,b est appelée une base d’ondelettes. On écrit alors pour f ∈ C(E , E ′),
a ∈ R et b ∈ C(E , E ′),
φf (a, b) =
∫
s
f(s)ψ∗a,b(x)dx
où ∗ est le conjugué pour le produit scalaire sur C(E , E ′) définit par< f, g >=
∫
s
f(s)g∗(s)ds.
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On peut donner des exemples classiques pour la fonction ψ.
— Le plus simple est la fonction d’Heaviside : soit A ⊂ E , ψA(s) =
 1 si s ∈ A−1 si s ∈ AC
— Une autre souvent utilisée est la courbe de Gauss : ψ(s) = 1√
2pim
exp
(
− 12s
T s
)
,
où m est la dimension de l’espace E .
— Enfin le chapeau mexicain : ψΓ(s) =
1√
3
4 |Γ|(2pi)d/4
(
1−sTΓ−1s
)
exp
(
− 12s
TΓ−1s
)
.
Le problème avec les ondelettes est que les niveaux d’énergie correspondent à ceux
calculés pour des grilles régulières. Cependant, dans [75], on trouve une méthode basée
sur des grilles non régulières. On va donc pouvoir construire à la main nos deux espaces.
On part de la grille s1,..d. On recouvre le compact K d’un ensemble d’ouverts (Bj)j∈{1,..,d}
de telle sorte que chacun des Bj ne contienne qu’un seul point de grille sj, j ∈ {1, .., d}.
On sait qu’une telle décomposition est possible car on a supposé que E était séparable. On
a ainsi une partition de K vérifiant P(si ∈ B˜j) = δi,j, δ étant ici le symbole de Kronecker.
Dans cette situation, on sait, en se référant à [75], qu’il est possible de construire une
base d’ondelettes (ψa,b)a,b telle que V0 = span
(
(ψa,j)j∈{1,..K(a)}, 0<a<l
)
⊂ C(E , E ′) avec l
correspond à la longueur caractéristique de la grille et K(a) le nombre d’ondelettes de
résolution a. Au vue des hypothèses que l’on a faites, on a clairement card
(
K(0)
)
=
d. On sait de plus que les ondelettes sont deux à deux orthogonales, c’est-à-dire que
card(K(0)) = d et que ∀i, i′ ∈ {1, .., d}, ψ0,i(si′) = δi,i′ .
On génère alors une famille d’espaces emboités (Vj)j≥0 et les espaces (Wj)j≥0 asso-
ciés, tels que, pour tout j ≥ 0, Vj ⊂ Vj+1 et Vj+1 = Vj ⊕Wj, c’est-à-dire que Wj est le
complémentaire de Vj dans Vj+1. Cette construction est identique à celle du cas classique
des ondelettes, on peut se référer à [46] pour plus de précisions. Cette méthode dévelop-
pée dans [75] s’appelle la construction d’une base d’ondelettes biorthogonale de seconde
génération (Theorem 12 et Lemme 14).
On a donc découpé l’ensemble de fonctions C(E , E ′) en la somme directe
C(E , E ′) = V0 ⊕
( +∞⊕
j=0
Wj
)
Étant donné que V0 contient les fonctions dont l’énergie correspond au critère de Shannon
sur notre grille, il nous suffit de prendre CR(E , E ′) = V0 et on aura alors CI(E , E ′) =
+∞⊕
j=0
Wj.
On voit donc qu’il est possible, en partant d’une ondelette mère, de créer une base d’onde-
lette permettant de décrire complètement les espaces résolus et irrésolus. Il faut mainte-
nant choisir l’ondelette génératrice. Clairement on ne choisira pas la fonction d’Heaviside
car elle correspond à un taux d’énergie nulle entre les mailles de la grille. Les fonctions
de l’espace résolu n’aurait, dans ce cas, aucun moyen de contenir des informations sur les
phénomènes sous-maille. On utilisera donc les ondelettes de type Gaussienne. Cet hypo-
thèse est assez proche de ce qui est constaté dans la réalité dans le cas des phénomènes
géophysiques. De plus nous justifierons ce choix dans la section 3 de ce chapitre à l’aide
de la dynamique de notre modèle.
On peut alors revenir à notre problème principal et à l’étude que l’on veut mener grâce
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à cette décomposition.
Utilisation de l’AMR pour le découpage en sous-espaces orthogonaux
Maintenant que nous avons défini nos espaces pour découper les processus en deux mor-
ceaux, il faut faire correspondre cela au cadre des systèmes d’acquisitions conditionnés à
une grille. On sait que pour tout n, A1,..,dn est un ensemble de couples point de grille/valeur
associée. Les A1,..,dn ne sont donc pas des éléments de C(E , E ′). On peut cependant consi-
dérer un système d’interpolation à partir des A1,..dn , qui eux seront des fonctions continues
de E dans E ′. Tout ce dont nous aurons besoin est que les fonctions x ainsi générées soient
C2 et dans L2(K). De cette manière les interpolations des systèmes d’acquisitions condi-
tionnés à la grille seront des éléments de CR(K, E ′), c’est-à-dire totalement résolus. Il en
est alors de même pour toute interpolation de l’observation. Il est important de noter que
l’interpolation n’est pas une phase cruciale du procédé. En effet, elle permet de replonger
les fonctions sur la grille dans l’espace continu. Qu’il soit possible de faire cela simplifiera,
d’un point de vue théorique, les comparaisons entre les différents processus. Cependant
d’un point de vue des applications, on ne cherchera jamais (en dehors des représentations
graphiques des résultats) à interpoler les différents processus sur la grille.
Le formalisme mathématique a donc été mis en place. Pour simplifier les écritures
et généraliser le cadre on va poser E = C(E , E ′) et les sous-espaces orthogonaux seront
notés E1 = CR(E , E ′) et E2 = CI(E , E ′) de manière à ce que l’on ait E = E1 ⊕ E2.
Les processus Xn,K seront notés, quand il n’y aura pas de confusion possible, Xn et
pourront être décomposés pour tout n en Xn = X1n + X2n avec X1n ∈ E1 et X2n avec
< X1n, X
2
n >= 0 pour tout n. Vues les hypothèses que l’on a faite, X1n et X2n dépendent à
la fois de X1n−1 et X2n−1. Les processus bien que orthogonaux s’influencent l’un l’autre au
cours de leurs évolutions via ce que nous avons appelé la remonté et la descente d’échelle.
Dans les chapitres suivants on généralisera au cadre de deux sous-espaces orthogonaux
sans forcément faire référence à un processus sur une grille. On peut résumer les objets
que nous venons de définir sur le schéma suivant.
X
X¹
X²
E¹
E²
Figure 1.7 – Représentation graphique d’un processus décomposé sur deux espaces or-
thogonaux
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Avant de passer à l’étude des différentes solutions déjà existantes qui pourraient être
mises en place pour résoudre le problème de la grille d’observation, nous allons faire une
remarque sur le système d’évolution de l’évolution (D). En effet, dans les géosciences,
la météorologie en particulier, l’évolution des processus est extrêmement dépendante des
conditions initiales, on dit que leur évolution est chaotique. Cela signifie que pour deux
conditions initiales x0 et x′0 proches (par exemple x′0 = x0 + dx), les solutions de (D)
seront rapidement divergentes l’une de l’autre. Le problème vient alors du fait que notre
connaissance de l’état initial n’est qu’approximative. Dans l’étude des processus sur la
grille il sera alors difficile de savoir quelle part prennent l’initialisation et la remonté
d’échelle dans la différence entre la dynamique sur la grille et les observations. On verra
dans le chapitre 3 qu’en utilisant des filtres stables, on sera capables, après quelques pas
de temps, de séparer l’influence de chacun de ces deux types d’erreur.
1.3 Solutions existantes pour des problèmes similaires
Dans cette partie on donne les différentes méthodes proposées par différents domaines
des sciences. En effet le problème de la grille d’observation se retrouve souvent à partir
du moment où l’on cherche à obtenir des données de manière continue. Les outils de
mesures donne en général uniquement des valeurs en des points discrets. On va voir
dans un premier temps une méthode mathématique développée pour la géostatistique :
le Krigeage. On verra ensuite comment le problème est traité en assimilation de données,
en météorologie et en modélisation numérique.
1.3.1 Dans le cadre mathématique : le Krigeage
Dans cette sous-section on va étudier la méthode du Krigeage, outil mathématique
développé pour la reconstruction d’un milieu continu à partir d’une grille d’observation.
C’est a priori ce que l’on souhaite faire dans notre cadre applicatif. On va cependant
voir que cette méthode ne convient pas dans notre cadre. On va tout d’abord expliquer
comment fonctionne le Krigeage ainsi que les pré-requis. Il existe deux méthodes basées
sur le même principe, le Krigeage et le co-Krigeage, nous présenterons uniquement la
première. On verra ensuite pourquoi on ne peut pas les adapter pour notre étude.
Le Krigeage a été développé dans les années 60 par Georges Matheron et est basé sur
les travaux de Danie G. Krige. Cette méthode est souvent utilisée dans les géosciences.
Elle permet d’interpoler, à partir d’une grille d’observation, un champ donnant les va-
leurs du processus continu sur l’ensemble de la zone considérée. C’est l’estimateur linéaire
garantissant le minimum de variance. On l’utilise par exemple en météorologie ou en mi-
néralogie. Pour être appliqué, il faut supposer que l’on dispose d’observations "propres",
c’est-à-dire qui ont déjà été filtrées ou débruitées. Pour cela on peut appliquer des mé-
thodes de filtrage classique sur chacun des points de grille. On notera (si)i∈{1,..,d} la grille
et z la fonction qui à chaque point de grille associe la valeur de l’observation propre. Dans
le cadre du Krigeage, on voit z(si) comme la réalisation d’une fonction aléatoire Z(si),
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pour tout i ∈ {1, .., d}.
Il faut alors, dans le cas d’une estimation sur la grille, supposer la connaissance du
variogramme du processus sur la zone où l’on veut l’estimer. Ce variogramme est généra-
lement obtenu de manière expérimentale. Le but est d’estimer la valeur du champ en un
point où l’on ne dispose pas d’observation. Par extension on pourra estimer la valeur du
champ en tout point de l’espace où l’on dispose d’observations (pour plus d’informations
sur ce sujet, voir [6]). Le Krigeage se décompose en quatre étapes qui correspondent à la
vérification de différentes hypothèses et qui permettent de construire pas à pas l’estima-
teur (comme par exemple dans [11]).
— La linéarité : on suppose que la fonction aléatoire Z en un point s’écrit comme
une combinaison linéaire de ses valeurs en d’autres points de la région considérée.
Ainsi on pourra avoir une estimation au point s0 de la forme Zˆ(s0) =
d∑
i=1
λiZ(si). On
transforme ainsi l’estimation de Z(s0) en l’estimation de la famille des pondérations
(λi)i∈{1,..,d}.
— L’autorisation : on doit être en mesure de connaître l’espérance et la variance
des pondérations, c’est-à-dire
d∑
i=1
λi et
d∑
i=1
λ2i . En outre, dans certains cas, il faudra
supposer que la moyenne est nulle :
d∑
i=1
λi = 0.
— Le non-biais : on construit l’estimateur Zˆ(s0) de Z(s0) de manière à ce qu’il n’ait
pas de biais, c’est-à-dire que E
[
Zˆ(s0)− Z(s0)
]
= 0.
— L’optimalité : on calcule alors les poids (λi)i de manière à ce qu’ils minimisent la
variance V ar
(
Zˆ(s0)− Z(s0)
)
.
Le Krigeage est donc une méthode qui permet d’estimer un champ complet à partir
d’une grille d’observation. Pour cela on estime le champ point par point en utilisant une
combinaison linéaire des données que l’on possède. Clairement c’est un estimateur qui n’est
valable que dans un domaine compact voisin de notre grille d’observation. Pour obtenir
ces estimations il suffit en fait de calculer les coefficients de chacune des observations
pour chaque point de l’espace. Cette étape se fait à l’aide du variogramme. On obtient
ainsi un champ dont l’information est maximum au sens du théorème de Shannon. De
plus l’estimation est sans biais et minimise la variance. On a donc a priori un procédé
d’estimation très puissant dans le cadre général des grilles d’observations.
Le problème majeur qui met en défaut l’utilisation du Krigeage dans notre cadre est
le fait que l’estimation se fasse de manière linéaire. On ne peut pas prévoir d’évènements
extrêmes au sens où le champ estimé sera une combinaison linéaire des observations. A
priori cela n’est pas gênant dans la plupart des cas à cause de la limite imposée par
le théorème de Shannon. Cependant dons notre cas, le but est connaître l’influence des
phénomènes sous-maille sur le processus sur la grille. Le fait qu’il y ait une remontée
d’échelle implique que ce qu’il se passe entre les points de grille doit avoir une importance
suffisante pour être en mesure de générer des phénomènes extrêmes, c’est-à-dire que le
processus peut prendre ses maxima en dehors des points de grille. De plus on doit étudier
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l’évolution du processus et on a vu que si l’on sous estime les phénomènes sous-maille,
on risque d’avoir une évolution biaisée due à la sous évaluation de l’influence de ces
phénomènes.
Cependant le Krigeage est une méthode optimale dans le cas où l’on veut faire une
estimation pas de temps par pas de temps. Il donne a priori l’énergie maximum récupérable
à partir des observations. Malgré cela, cette méthode ne permet pas de tirer profit de
l’évolution du processus au cours du temps. C’est a priori cela qui va nous permettre
de "repousser" les limites du théorème de Shannon. En effet, si une perturbation n’est
observée que par un seul point de grille au pas de temps n, on peut espérer que sa
propagation au cours du temps permettra de pouvoir l’estimer au pas de temps n+ 1 ou
n+ 2. Ainsi on pourra empêcher la déviation de processus due au caractère chaotique de
sa dynamique en récupérant les perturbations les plus influentes sur la grille en quelques
pas de temps. Il nous faut donc une méthode qui prend en compte l’évolution du processus
au cours du temps.
Un autre défaut du Krigeage est qu’il faut disposer d’un variogramme du processus
sur le domaine étudié. Bien que nous disposions d’informations sur les phénomènes sous-
maille dans le cadre physique de notre problème (voir section suivante), nous ne serons
pas capable de fournir un variogramme à partir de cela. Nous ne voulons pas non plus
partir d’un variogramme expérimental, ce qui reviendrait à imposer la forme des remon-
tées d’échelle (contrairement à ce que l’on a expliqué au début de cette section avec les
structures spatiotemporelles).
1.3.2 Dans le cadre numérique : le filtre d’Asselin
Le filtrage des observations nécessite l’utilisation d’un modèle. En général, pour des
raisons numériques, on utilise des schémas numériques. On dispose alors d’une grille d’ob-
servation, avec une certaine résolution associée et un système d’équations permettant de
faire évoluer le processus au cours du temps (que ce soit de manière implicite ou explicite).
Cependant on se rend compte que faire avancer le processus avec le schéma numérique
fait apparaître des fréquences supérieures à celles de la grille. Cela correspond à de l’in-
formation sur la remontée d’échelle.
Le problème est que les méthodes de filtrage ne sont pas adaptées pour traiter des
données avec une résolution inférieure à la maille de la grille. Si on ne les contrôle pas,
elles risquent de s’amplifier au cours du temps et de faire exploser le schéma numérique.
On va donc devoir trouver un moyen d’empêcher ces structures d’émerger. Un exemple est
le filtre de Asselin [7] ou de Robert [67]. Il consiste à prévenir la création de ces structures
de petite échelle en imposant une fréquence effective inférieure à celle de la grille. De cette
manière les échelles générées par le modèle auront une résolution correspondant à celle de
la grille.
Ces filtres sont basés sur des méthodes de second ordre (c’est-à-dire des dérivées dis-
crètes). On coupe les fréquences qui pourraient engendrer des phénomènes d’une résolution
inférieure à celle de la grille. Cette fréquence minimale de coupure est appelée la résolu-
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tion effective du schéma numérique. On empêche donc la dérive due à l’ajout de hautes
fréquences sans biaiser le processus. On introduit cependant une erreur sur les termes
d’ordre supérieur (le second ordre par exemple), puisque c’est sur lui que l’on agit pour
empêcher la remontée d’échelle. Différentes méthodes sont mise en place pour limiter cette
erreur (voir [24]).
Ces techniques montrent qu’il est difficile d’exploiter correctement l’influence des phé-
nomènes sous-maille et que, en première approximation, il vaut mieux les supprimer,
quitte à réduire les informations obtenues grâce aux observations. En effet cette influence,
si elle n’est pas contrôlée peut rapidement faire boule de neige et faire dériver très rapi-
dement le processus sur la grille. Notre but est donc d’être capable à la fois de l’estimer
mais aussi d’intégrer leur influence au modèle, de manière à ce que celui-ci reste stable.
1.3.3 Dans le cadre météorologique : paramétrisation du modèle
Les modèles, en météorologie, sont issus d’équations aux dérivées partielles physiques.
Pour générer un modèle à partir d’une EDP, il faut paramétriser le milieu que l’on étudie.
L’une des méthodes la plus utilisée s’appelle la fermeture du modèle. Cela consiste à
décider d’une échelle minimale pour notre étude et à donner une méthode, empirique,
théorique ou expérimentale, pour estimer les termes que l’on ne pourra pas calculer.
En effet, la loi de Kolmogorov montre que l’énergie cascade entre les différentes échelles
du processus. Ainsi le calcul d’un moment du processus fait intervenir les moments d’ordre
supérieur. On a affaire à une famille infinie d’équations à résoudre, ce qui pose problème
d’un point de vue numérique. La fermeture correspond alors à fixer un niveau jusqu’au
quel on est capable de calculer les moments, et de proposer une méthode pour calculer ce
dont on a besoin. Il existe différentes méthodes de fermeture [12].
Un exemple de fermeture consistant avec le problème sur grille est la fermeture de type
K. Le terme représentant les échelles de taille inférieure à celle que l’on souhaite considéré
est appelé K. C’est un coefficient d’échange entre les niveaux d’énergie, il dépend donc
du flow du champ. On a une formule permettant de calculer K. Cette formule contient
des termes ou des fonctions qui représentent des phénomènes de résolution inférieure. Au
lieu de chercher à trouver la formulation, on va baser leurs calculs sur des considérations
physiques ou expérimentales.
Ainsi on développera le calcul de K et chacun des termes sera estimé. On identifie les
paramètres importants, c’est-à-dire ceux qui seront vraiment difficiles à estimer, et ceux
qui peuvent être considérés comme constants d’un point de vue expérimental. Le but est
de décomposer petit à petit chacun des paramètres non constants en fonction d’autres
paramètres, jusqu’à arriver à des paramètres que l’on peut calculer à l’aide d’expérimen-
tations.
On a ainsi à estimer des fonctions de cette manière là. Pour cela on doit aussi passer
par l’expérimentation. Cependant il faut faire des hypothèses, qui proviennent de considé-
rations physiques, sur la forme que vont prendre les fonctions. Dans le cas de la fermeture
de type K, on fait des hypothèses de stabilité sur les fonctions.
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1.3.4 Dans le cadre de l’assimilation : design de la matrice de
covariance
Une manière d’incorporer l’influence des phénomènes sous-maille dans l’évolution du
processus, dans le domaine du traitement du signal, est l’assimilation de données. La
plupart des méthodes d’assimilation reposent sur le fait d’apprendre l’influence à l’aide
d’une minimisation variationnelle. Dans ces cas là, l’importance des phénomènes sous-
maille sur la grille est réglée par les paramètres de cette minimisation. De manière générale,
on fait un compromis-entre la prédiction donnée par le modèle et les observations. Le poids
des observations est intrinsèque à l’observation. Elle est donnée par l’appareil de mesures
utilisé pour faire les mesures. Le paramètre à estimer est donc celui qui donne le poids du
modèle.
Il s’agit, dans le cas général, d’une matrice de covariance qui est appelée background
error covariance matrix (matrice de covariance de l’erreur de fond). Les coefficients de cette
matrice ne sont pas calculables à partir des termes dont on dispose car ils correspondent à
l’influence des phénomènes sous-maille, comme les structures que l’on a présenté dans la
section 2 de ce chapitre. Il faut donc trouver une méthode pour l’estimer ou l’approximer.
Historiquement une des premières méthodes est celle de Hollingsworth and Lönnberg,
en 1986 dans [39]. Le problème est simplifié à l’extrême en supposant que toute la cova-
riance spatiale du processus provient de cette erreur de fond. Les observations sont alors
totalement décorrélées. Bien que simple, cette méthode n’est pas utilisable en pratique,
du moins dans notre cas, car nous avons supposé que les observations étaient dépendantes
les unes des autres.
Une autre méthode développée par la suite et utilisée jusqu’à récemment pour les
prédictions météorologiques est la méthode NMC (pour National Meteorological Center).
Elle a été développée par Parrish et Derber en 1992 dans [64] par exemple. On suppose
que l’erreur de fond varie de manière très lente en temps, en général on la considère
constante pendant 48 heures. On peut alors transformer la covariance spatiale en cova-
riance temporelle et ainsi estimer la matrice de covariance de l’erreur de fond de manière
empirique.
La méthode utilisée actuellement par l’ECMWF (European Center for Medium-Range
Weather Forecast) entre autres est l’analyse par ensembles. On crée des ensembles qui re-
présentent chacun un champ d’erreur de fond. On les fait évoluer au cours du temps
(pendant plusieurs jours) et en les comparant aux observations on obtient une statistique
des paramétrisations des perturbations. Généralement pour minimiser le nombre d’en-
semble, pour des soucis numériques, on disperse les ensembles de manière arbitraire pour
augmenter le champ des possibles.
1.3.5 Traitement des remontées d’échelle en filtrage classique
Le filtrage se fait généralement à partir d’une équation différentielle stochastique de
la forme
dXt = ft(Xt)dt+ σt(Xt)dWt
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où les (ft)t et les (σt)t sont des fonctions déterministes. Le processus (Wt)t est un mou-
vement Brownien. On dit que l’on dispose d’un modèle pour le processus (Xt)t quand on
connaît explicitement les fonctions ft et σt.
Dans le cas où l’on travail sur une grille d’observation, on ne va pouvoir filtrer que
sur les points de la grille. On va donc étudier la famille X1,..,dt = (X1t , ..., Xdt ), où d
est le nombre de points de grille. On devrait alors développer le modèle pour traiter ce
nouveau processus. Pour cela il faudrait faire des approximations et supposer la forme des
structures entre les points de grille. De manière générale on va plutôt utiliser une version
discrète du modèle dont on dispose.
dX1,..dt = ft(X1,..,dt )dt+ σt(X1,..dt )dW 1,..dt
où (W 1,..dt )t est la projection du mouvement Brownien Wt sur la grille.
Le problème de cette méthode est que l’on commet une erreur : les fonctions ft et σt
ne sont pas le modèle associé à X1,..,dt mais une approximation de son modèle f 1,..,dt et
σ1,..,dt . On peut alors quantifier l’erreur commise.
dX1,..dt = f 1,..dt (X1,..,d)dt+ σ1,..dt t(X1,..dt )dW 1,..,dt +
(
ft(X1,..,dt )− f 1,..dt (X1,..,d)
)
dt
+
(
σt(X1,..dt )− σ1,..dt (X1,..dt )
)
dW 1,..dt
En pratique, les termes ft(X1,..,dt ) − f 1,..dt (X1,..,d) et σt(X1,..dt ) − σ1,..dt (X1,..dt ) ne sont pas
calculables ni estimables. On les considère donc comme un bruit supplémentaire. Bien
que cela ne pose pas un gros problème pour le second terme qui correspond en effet à
un bruit centré (on risque juste de mal estimer sa variance), le premier terme pose un
vrai problème. En effet, comme dans le cas des structures sur la grille, il correspond à
une information d’un niveau supérieur à celui du bruit. Le fait de le considérer comme un
bruit Gaussien centré introduit un biais. En faisant cela on perd de plus les informations
qui pourrait apparaître entre les points de grille.
On ne va donc pas pouvoir utiliser cette méthode telle quelle. On remarque cependant
qu’elle donne une forme au problème semblable à celle que l’on voulait obtenir dans la
section 2. Nous allons nous baser sur ce genre de méthodes pour développer une théorie
permettant de traiter notre problème. Nous avons vu que nous avons besoin d’un modèle
pour utiliser le filtrage. Il va donc nous falloir définir un modèle pour la dynamique du
vent turbulent.
1.4 Modèle de dynamique pour le filtrage du vent
On a vu que pour utiliser des méthodes de filtrage, il faut à la fois des observations et
un modèle. On va donc dans cette section développé le modèle que nous utiliserons pour
étudier les vents turbulents. Nous le mettrons ensuite en œuvre, ainsi qu’une méthode de
filtrage développé avant le début de ma thèse, dans deux expériences : un modèle jouet
en 3 dimensions et un sur des données réelles de LIDAR en 1 dimension.
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1.4.1 Présentation du modèle
Notre problème physique porte sur l’étude du vent. Il y a de nombreux paramètres qui
déterminent les caractéristiques du vent. Le processus principal que l’on va considérer est
la vitesse du vent. Elle peut elle même être caractérisée à l’aide de plusieurs paramètres.
On a déjà parlé de vents laminaires et de vents turbulents. La turbulence représente la
désorganisation des particules en suspension dans l’air. Elle correspond au potentiel du
vent à faire cascader l’énergie des grandes échelles vers les petites et réciproquement. La
théorie qui régit les dynamiques du vent turbulent a été développée par Kolmogorov. En
particulier il montre que le logarithme de l’énergie doit suivre une pente en -5/3, c’est
la loi de Kolmogorov. Cette pente justifie les interactions entre les différentes échelles du
processus.
Il existe 2 façons de décrire un fluide. La description Eulerienne, attachée à l’espace,
et la description Lagrangienne. Les deux peuvent alors être liées.
— Eulerien : soit (t, z) ∈ [0, T ]× Rd, on note le champ Eulerien Ut,z = U(t, z) et pEt,z
la probabilité Eulerienne.
— Lagrangien : soit t ∈ [0, T ], un élément est caractérisé par sa position transportée
par le flot. Alors Xt = (Zt, Vt) est la position de l’élément et le relevé du champ
Ut,Zt au point Zt : Vt = Ut,Zt . On note pL la probabilité Lagrangienne.
Le mouvement d’une particule Lagrangienne peut alors être représenté à travers l’intégrale
de Stratonovich
Zt = z0 +
∫ t
0
Us,Zs ◦ dWs
avec le point de départ z0 et Wt un mouvement Brownien. On définit de plus la moyenne
< Q >t,z par
< Q >t,z=
∫
qt,zp
E
t,z(dq)
On peut caractériser localement la turbulence à partir de l’énergie turbulente (TKE)
du processus et de son taux de dissipation (EDR). La TKE se calcule comme une variance
d’énergie cinétique
K(z) = 12 < V
2− < V >2t,z>t,z
où V représente le vent. Son taux de dissipation quand à lui s’écrit comme la dérivée de
cette énergie
(z) =< ∂
∂zi
(V− < V >t,z) ∂
∂zj
(V− < V >t,z) >t,z
Le modèle dynamique que nous utiliserons a été mis en place par S. Pope dans [66].
Il caractérise la turbulence à l’aide des deux paramètres que l’on a définit précédemment
et il suit la loi de Kolmogorov. Il permet de simuler des situations de vents turbulents,
ce qui est notre cas. Il faut cependant noter qu’il n’est pas du tout adapter au change-
ment entre régime laminaire et régime turbulent. Il donne la dynamique du processus de
manière Lagrangienne, pour l’utiliser il faut donc remplir le domaine que nous étudions
de particules. Nous verrons dans la suite comment simplifier cela d’un point de vue des
29
algorithmes. L’équation donné par ce modèle est
Z0 = z0, V0 = v0
dZt = Vtdt
dVt = −∇z < p >t,Zt dt−
(1
2 +
3
4C0
) t
kt
[
Vt− < V >t,Zt
]
dt+
√
C0t dWt
où (Zt)t≥0 est la position de la particule, (Vt)t≥0 sa vitesse, p la pression atmosphérique,
(t)t≥0 représente le taux de dissipation de l’énergie turbulente et (kt)t≥0 est l’énergie
cinétique turbulente locale. (Wt)t≥0 est un processus Brownien stationnaire. La dérivation
∇z est une dérivation en espace et les < . >z signifie une moyenne Eulérienne au point
z. z0 et v0 sont la position et la vitesse initiale du processus. On trouve une explication
détaillée permettant d’obtenir cette équation dans [8] et [9].
Comme dans le cas théorique, nous allons travailler avec une discrétisation temporelle
du problème. En effet dans la suite, pour la partie filtrage, nous n’aurons des observations
que de manière discontinue en temps. La manière la plus simple de les traiter sera donc
d’avoir un algorithme lui aussi discret en temps. Les équations deviennent dans ce cas
Z0 = z0, V0 = v0
∆Zn = Vn−1δn
∆Vn = −∇z < p >n−1,Zn−1 ∆tn −
(1
2 +
3
4C0
) n−1
kn−1
[
Vn−1− < V >n−1,Zn−1
]
∆tn
+
√
C0n−1 ∆Wn
Les ∆ expriment une différenciation discrète, par exemple ∆Zn = Zn − Zn−1, et ∆tn
le durée entre les pas de temps n − 1 et n. C0 est une constante calculée de manière
empirique. On note que le bruit (Wn)n∈N étant Gaussien, stationnaire, à accroissements
indépendants, on peut remplacer ses différences finies ∆Wn = Wn −Wn−1 par un autre
processus Gaussien (W˜n)n mutuellement indépendant. Pour simplifier les écritures, nous
écrirons Wn au lieu de W˜n dans les équations.
Dans le cas de l’évolution temporelle, il est clair que la position du pas de temps
suivant est, comme dans la mécanique classique, la position du pas de temps précédent
au quel vient s’ajouter le mouvement effectué par la particule durant le laps de temps.
L’équation qui régit l’évolution de la vitesse est elle moins claire. On va maintenant en
décrire chacun des termes.
— Le premier terme −∇z < p >n−1,Zn−1 δn donne le champ moyen. C’est une
fonction quasi constante en fonction de z. Il représente plus ou moins la partie non
turbulente du processus et correspond au flux global sur le domaine considéré.
— Le second terme
(1
2 +
3
4C0
) n−1
kn−1
[
Vn−1− < V >n−1,Zn−1
]
∆tn est celui qui décrit la
turbulence du fluide. Le quotient n−1
kn−1
est la turbulence résiduelle au point où se
situe la particule. Le terme Vn−1− < V >n−1,Zn−1 est la fluctuation du processus
autour de sa valeur moyenne au point où se trouve la particule de fluide. C’est
un écart de la vitesse de la particule à la vitesse moyenne. C’est le terme qui
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caractérise la turbulence au sens où elle représente la dispersion des particules et
les désorganise.
— Le dernier terme
√
C0n−1 Wn est lui aussi un terme de turbulence et correspond
à la partie aléatoire du processus. Il permet lui aussi de désorganiser les particules
et de les disperser.
On dispose maintenant d’un modèle permettant de générer une dynamique turbulente
de manière Lagrangienne. Pour pouvoir l’utiliser il nous faut générer un ensemble de
particules fluides pour remplir la zone que l’on souhaite étudier. Par exemple, pour générer
une grille de données, il faudra remplir cette grille de particules de la manière suivante.
Points de grilles = données
Particules
Figure 1.8 – Système de particules pour simuler une grille de données de vent avec le
modèle Lagrangien
Les particules seront constituées d’une position et d’une vitesse. La moyenne des vi-
tesses des particules proches d’un point de grille permet d’avoir une estimation de la
vitesse du vent en ce point de l’espace des sites.
La dynamique des particules est basée sur le système discret que l’on a vu précé-
demment. Cependant on ne dispose pas a priori de ∇z < p >n−1,Zn−1 qui dépend de la
pression, et surtout on ne dispose pas des paramètres turbulents n−1 et kn−1. Quand on
fera de la simulation de processus, on leur donnera la forme que l’on souhaite. Quand on
voudra faire du filtrage à l’aide de ce modèle, il faudra être capable de les apprendre. Pour
cela on utilisera le système de particules.
Tout d’abord le terme de champ moyen An = −∇z < p >n−1,Zn peut être estimé
simplement en prenant la dérive moyenne des particules. Si on dispose de N particules
(Zin, V in)i∈{1,..,N}, on peut calculer ce terme de la manière suivante :
An =
1
δn
N∑
i=1
(
V in−1 − V in−2
)
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Pour cela on fait l’hypothèse que les variations de ce terme sont lentes, ce qui correspond
à ce qui est observé dans la réalité. Il faut remarquer qu’il est impossible, à partir d’un
système de particules comme on l’a défini, de calculer une moyenne Eulerienne. En effet,
la probibilité de présence en un point d’une particule est nulle. On remplace donc cette
moyenne ponctuelle par une moyenne locale. On pondère les particules proches du point
considéré proportionnellement à leur distance au point, par exemple avec un poids de
type Gaussien. On peut ainsi prouver le calcul de An en prenant l’espérance de l’équation
d’évolution du vent.
E[∆Vn] = −∇z < p >n−1,Zn−1 ∆tn −
(1
2 +
3
4C0
) n−1
kn−1
E
[
Vn−1− < V >n−1,Zt
]
∆tn
+
√
C0t E[Wn]
= −∇z < p >n−1,Zn−1 ∆tn
car les accroissements du mouvement Brownien sont centrés.
De la même manière, on peut calculer le taux de dissipation de l’énergie cinétique
turbulente. Pour cela on prend la variance de ∆Vn.
E
[
(∆Vn)2
]
= (−∇z < p >n−1,Zn−1 ∆tn)2
+E
[((1
2 +
3
4C0
) n−1
kn−1
[
Vn−1− < V >n−1,Zn−1 ]∆tn
)2]
+ C0n−1∆tn
Le premier terme correspond à E[∆Vn]2. De plus l’aléa étant contenu dans le bruit, le
second terme, qui correspond à une variance, est nul. Il nous reste alors
n−1 =
V ar(∆Vn)
C0∆tn
ce qui nous permettra donc de calculer le taux de dissipation à partir des particules.
Enfin on calcule l’énergie cinétique à l’aide des particules comme la variance de l’éner-
gie cinétique
kn−1 =< V 2n−1− < V >2n−1,Zn−1>n−1,Zn−1
Il s’agit ici encore d’une moyenne locale, c’est-à-dire pondérée par la distance des particules
au point étudié.
On a ainsi mis en place un algorithme permettant de simuler et un autre permettant
de filtrer, modulo le fait d’introduire une étape de filtrage, des données de vent sur une
grille.
On va présenter des résultats pour mettre en évidence la capacité des procédés de
filtrage, notamment les systèmes de particules (voir la présentation du filtre SMC dans le
chapitre 2), dans le cas de l’étude du vent. Les résultats qui vont suivre ont été validés
avant le début de ma thèse. Leur présentation permet de montrer au lecteur pourquoi
nous pensons qu’il est possible, à l’aide des bonnes méthodes, et dans le cadre précis de
notre étude, de "casser" la limite imposée par le théorème de Shannon.
Dans un premier temps on va essentiellement expliquer comment faire fonctionner un
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filtre à particules avec notre modèle de dynamique du vent. On le fera sur des données
simulées d’anémomètre sonique 3D. On détaillera ainsi notre algorithme de filtrage.
Dans un second temps on appliquera notre algorithme à des données réelles issues de
la campagne BLLAST (Boundary Layer Late Afternoon) qui correspond à des données
collectées dans la couche limite en fin d’après-midi à l’aide d’un LIDAR Doppler. On sait
que l’on aura des vents turbulents, qui est le cas dans lequel se place notre étude. Ces
données sont des données 1D. Comme il n’y a qu’une seule dimension, nous n’avons pas
le problème du fait que les données LIDAR sont radiales.
1.4.2 Utilisation pour le traitement de données d’un anémo-
mètre sonique
On commence par un modèle jouet pour tester à la fois notre modèle et notre algo-
rithme de filtrage. On veut simuler du vent turbulent dans les 3 directions en un point
au cours du temps. Cela correspond aux données d’un anémomètre sonique. On utilise
pour cela les équations que l’on a développé dans la sous-section précédente. Pour pouvoir
simuler on impose la structure des phénomènes sous-maille (c’est-à-dire la TKE (énergie
cinétique turbulente) et l’EDR (son taux de dissipation)) ainsi que le champ moyen. On
simule alors un système de particules Lagrangiennes qui sont conditionnées à rester dans
un domaine proche du point de mesure. On obtient les résultats suivants.
0 1 000200 400 600 800100 300 500 700 90050 150 250 350 450 550 650 750 850 950
0
−10
−15
−5
0 1 000200 400 600 800100 300 500 700 90050 150 250 350 450 550 650 750 850 950
0
−4
−2
2
0 1 000200 400 600 800100 300 500 700 90050 150 250 350 450 550 650 750 850 950
0
−6
−4
−2
2
4
6
Figure 1.9 – Séries temporelles des vents turbulents simulés à l’aide de notre modèle (le
temps en abscisse, la vitesse en m.s−1 en ordonnées). Les deux premiers sont les vents
horizontaux et le dernier le vent vertical
On voit la nature turbulente du processus. On peut le mettre en évidence grâce au
graphique des taux de dissipations d’énergie turbulente.
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Figure 1.10 – Séries temporelles des EDR simulées (taux de dissipation de l’énergie
turbulente). Les deux premiers sont les EDR horizontaux et le dernier l’EDR
La seconde méthode est l’étude des DSP (densités spectrales de puissance) qui repré-
sentent l’énergie du processus. Suivant la loi de Kolmogorov ces énergies doivent suivre
une décroissance exponentielle en −5/3. On trace donc le logarithme pour vérifier la
turbulence de nos simulations.
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Figure 1.11 – Densités Spectrales de Puissance du processus simulé. Les deux premiers
correspondent aux processus horizontaux et le dernier au processus vertical
On peut donc valider nos simulations et passer à la partie filtrage.
Pour le filtrage on utilise un système de particules qui estime la TKE, et apprend
l’EDR et le champ moyen. Encore une fois les particules sont conditionnées à rester
dans un domaine proche du point de mesure. Les observations sont générées à partir du
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processus simulé en y ajoutant un bruit Gaussien. Les vraisemblances des particules sont
donc calculées à l’aide de fonctions Gaussiennes.
L’algorithme commence tout d’abord par une initialisation puis par l’enchaînement de
trois étapes.
— La mutation : on fait évoluer le processus du pas de temps t− 1 au pas de temps
t à l’aide de notre schéma numérique.
— Le conditionnement : on replace les particules sorties du domaine, qui ne repré-
sentent plus le point de mesure, à l’intérieur du domaine, en recopiant une particule
qui est restée à l’intérieur.
— La sélection : on fait une sélection de type génétique, les particules sont pondé-
rées à l’aide de leur vraisemblance et sont soit rejetées soit conservées de manière
aléatoire. Les particules rejetées recopient une autre particule.
Cet algorithme permet d’obtenir les résultats suivants.
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Figure 1.12 – Séries temporelles des différents processus : le processus simulé (en noir),
l’observation (en bleu) et le résultat du filtrage (en rouge). (a) et (b) sont les vents
horizontaux et (c) est le vent vertical
Pour voir plus précisément la qualité de ces résultats, on va faire un zoom sur les séries
temporelles entre les pas de temps 550 et 650. On veut entre autre vérifier si l’amplitude
des oscillations du processus filtré est inférieure à celle de l’observation. Si c’est le cas, on
pourra dire que le filtre a été en mesure de récupérer, au moins en partie, la régularité
du processus simulé. Il aura alors vraiment débruité les observations. On peut voir les
résultats sur la figure 1.13.
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Figure 1.13 – Agrandissements des séries temporelles des trois composantes du vent
entre les pas de temps 550 et 650. Le processus simulé est en noir, son observation en bleu
et le résultat du filtre en rouge. (a) et (b) sont les vents horizontaux et (c) est le vent
vertical
On voit donc que notre procédé de filtrage est plus proche du processus filtré que
l’observation, et que sa dynamique semble avoir la même régularité que le processus filtre.
On sait que, dans le cas de vents turbulents, la dynamique doit suivre la pente en −5/3 de
la loi de Kolmogorov. On va vérifier sur la figure 1.14 si les DSP des résultats du filtrage
suivent bien cette loi.
On voit que non seulement les DSP des résultats du filtre suivent la pente en −5/3,
mais elles retrouvent en grande partie, au moins dans les basses fréquences, l’énergie du
processus simulé. Il faut remarquer que pour filtrer on ne dispose que du modèle sans
ses paramètres (EDR, TKE et champ moyen) et des observations tracées en bleu. Les
observations, d’un point de vue énergétique, ont une forme de bruit blanc (leur énergie est
quasiment constante). On est donc en mesure de récupérer des informations sur l’énergie
du processus, ce qui correspond à une échelle supérieure. On peut se demander si on a été
capable de récupérer les paramètres du processus simulé. On ne s’intéresse pas au champ
moyen qui est un paramètre de grande échelle. L’autre paramètre appris est le taux de
dissipation de l’énergie turbulente. Celles apprises par le filtre sont représentées sur la
figure 1.15.
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Figure 1.14 – DSP des différents processus suivant les trois composantes. Processus
simulé en noir, observation en bleu, résultat du filtrage en rouge et pente en −5/3 de la
loi de Kolmogorov en vert. (a) et (b) sont les vents horizontaux et (c) est le vent vertical
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Figure 1.15 – Taux de dissipation de l’énergie turbulente apprises par le filtre suivant
les 3 composantes. En noir celle du processus simulé, en rouge celles apprises par le filtre
On voit que l’information récupérée sur l’EDR est partielle. En effet l’EDR est sous-
évaluée par rapport à celle du processus simulé. Malgré cela, on voit qu’il y a une vraie
information obtenue puisque les piques de l’EDR apprise par le filtre correspondent aux
37
piques de celle du processus simulé. Comme on s’y attendait on ne récupère qu’une partie
de l’information haute fréquence, celle qui correspond à l’impact sur les hautes fréquences,
qui elles sont bien reconstruites (voir les DSP reconstruites).
On a donc vérifié que notre algorithme était fonctionnel pour des données simulées à
l’aide de notre modèle. Il nous faut maintenant le tester dans le cas de données réelles,
qui ne correspondent donc pas totalement au modèle, qui n’est qu’une approximation de
l’équation physique.
1.4.3 Utilisation pour le traitement de données LIDAR 1 di-
mension
Nous allons tester notre algorithme dans un cas très simple. En effet, le fait de traiter
des données en 1 dimension enlève la difficulté lié au caractère radiale des données LIDAR.
On ne va chercher à reconstruire le vent que dans la direction où il est mesuré.
Les données dont nous disposons sont des données tirées d’une campagne BLLAST
(Boundary Layer Late Afternoon and Sunset Turbulence) mesurées le 19 juin 2011 en fin
d’après-midi [33]. On a choisit ces données car on sait que durant cette période, le vent
dans la couche limite atmosphérique a toutes les caractéristiques d’un vent turbulent.
Le modèle que nous avons détaillé dans la section 4 de ce chapitre devrait donc être
parfaitement adapté à ce genre de problème.
On étudie un tir de LIDAR Doppler qui donne 9 observations, chacune correspondant
à une altitude. On les représentera graphiquement en tableaux 3× 3, qui devront être lus
de gauche à droite puis de haut en bas :

1 2 3
4 5 6
7 8 9
, 1 étant le niveau avec l’altitude la
plus faible et 9 celui avec l’altitude la plus haute. La première observation est faite à 100
mètres et on en a ensuite une toutes les 50 mètres. Cela fixe donc une grille d’observations.
D’un point de vue temporelle, on va traiter 1000 pas de temps, avec 5 secondes entre deux
tirs LIDAR. Cela correspond donc à environ 1h et 20 minutes de mesures.
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Figure 1.16 – Représentation graphique du tire de LIDAR pour la mesure des données
BLLAST
On présente les données obtenues par la LIDAR sous forme de séries temporelles de
vitesses du vent.
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Figure 1.17 – Vitesses du vent mesurées lors d’une campagne BLLAST le 19 juin 2011
en fin d’après-midi. On représente les 9 niveaux de mesures, le premier étant en haut à
gauche et le dernier en bas à droite
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On peut vérifier la turbulence de ces données en traçant leurs DSP sur la figure 1.18.
On le rappelle, dans le cas de vents turbulents, l’énergie des processus doit suivre une
pente en −5/3. C’est ainsi que l’on caractérise la turbulence.
On voit que, a priori, on se trouve bien dans une situation turbulente. Les graphes,
aussi bien des vents que ceux des DSP ressemblent à ceux du modèle jouet. On peut donc
s’attendre à être en mesure de filtrer ces données à l’aide de notre algorithme.
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Figure 1.18 – Densités Spectrales de Puissance du vent mesurées lors d’une campagne
BLLAST le 19 juin 2011 en find d’après-midi. On représente les 9 niveaux de mesures, le
premier étant en haut à gauche et le dernier en bas à droite
L’algorithme va être semblable à celui du cas précédent. Il va cependant falloir ajouter
une étape permettant de garder une certaine densité de particules à tous les niveaux.
En effet les mouvements convectifs pourraient entraîner un vide de certaines parties du
domaine, étant donné que l’on ne dispose que d’un faible nombre de particules (pour
des raisons numériques). Cette étape est donc purement numérique et permet de pouvoir
estimer, en tout temps, une valeur de vent pour chaque hauteur. On va supposer que le
processus mesuré nous donne une référence et qu’il s’agit du processus réel. On va donc
générer les observations à partir de celui-ci, on rajoutant des bruits Gaussiens indépen-
dants à chaque niveau. On obtient alors les résultats pour le filtrage du vent sur la figure
1.19.
On peut remarquer que, en dehors du niveau le plus bas (case en haut à gauche) et
du niveau le plus haut (case en bas à droite), les résultats du filtrage semblent très bien
retrouvé le processus réel. On peut expliquer l’erreur commise sur le premier et le dernier
niveau par le fait que ce sont les niveaux extrêmes. Étant donné que les particules ne
pourront plus entrer dans la boite numérique correspondant à ce niveau que par un côté,
on aura forcément moins d’informations propagées depuis les autres niveaux. Ces niveaux
auront de plus tendance à avoir un plus faible nombre de particules, ce qui explique aussi
que l’estimation soit moins bonne.
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Figure 1.19 – Vitesses du vent mesuré lors d’une campagne BLLAST le 19 juin 2011 en
fin d’après-midi. Le processus réel est en noir, l’observation en bleu et le résultat du filtre
en rouge
Comme dans le cas précédents, on doit vérifier si les processus filtrés obtenus suivent
bien la loi de Kolmogorov. On trace donc leur DSP.
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Figure 1.20 – Densités Spectrales de Puissance du vent mesuré lors d’une campagne
BLLAST le 19 juin 2011 en fin d’après-midi. Le processus réel est en noir, l’observation
en bleu et le résultat du filtre en rouge
On voit graphiquement que la DSP reconstruite par le filtre suit bien la même décrois-
sance en −5/3 que la DSP des données du LIDAR. De plus elle une forme semblable à
celle des données. On a donc bien récupéré les niveaux d’énergies turbulents des mesures,
contrairement aux observations qui ont une forme de bruit blanc. L’information obtenue
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peut aussi être représentée par le taux de dissipation de l’énergie turbulente que l’on a
été en mesure de calculer au cours de l’algorithme.
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Figure 1.21 – Taux de dissipation de l’énergie turbulente moyen du vent mesuré lors
d’une campagne BLLAST le 19 juin 2011 en fin d’après-midi. Le processus réel est en
noir, l’observation en bleu et le résultat du filtre en rouge
On peut voir que celui ci prend une forme semblable à celle de l’EDR dans le cas
jouet. Le modèle que l’on a choisi pour générer nos vents turbulents semblent donc être
le bon. De plus, on sait que dans le cas précédent, le taux de dissipation de l’énergie
turbulente du filtre donnait des informations sur celui simulé. On peut donc penser que le
graphe précédent apporte une information sur l’EDR du vrai processus durant la période
de mesures.
On a ainsi pu voir que des techniques ont déjà été mises en place pour résoudre des
cas simplifiés de notre problème physique. On a aussi vu que le modèle que l’on a choisi
pour représenter la turbulence semble être bon. Nous allons donc maintenant mettre en
place la théorie permettant de traiter le cadre plus général. La théorie que nous allons
développer repose dur le filtrage non-linéaire, tout comme l’algorithme que nous avons
utilisé dans ce chapitre. Nous allons donc dans un premier temps étudier les méthodes
classiques du filtrage non-linéaire ainsi que la théorie associée.
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“Ce que nous dénommons vérité n’est qu’une élimination
d’erreur.”
Georges Clemenceau (1841 – 1929)
2
Éléments de filtrage non-linéaire
Le filtrage est une partie des mathématiques du traitement du signal. Le but est de
reconstruire un processus à partir d’observations bruitées de celui-ci. Historiquement le
premier filtre développé est le filtre de Kalman qui permet de connaître la distribution
d’un processus Gaussien à dynamique linéaire. Ce filtre n’a donc besoin que d’estimer
une moyenne et une variance pour connaître la loi du processus. C’est un algorithme en
deux étapes : une phase de prédiction qui estime a priori la valeur du processus au pas de
temps suivant à partir de l’estimation du pas de temps précédent, et une phase de mise
à jour (ou correction) qui utilise l’observation pour raffiner l’estimation précédente et en
donner une plus précise, dite à postériori.
Depuis, de nombreuses méthodes ont été mises en place pour filtrer dans des conditions
moins restrictives. Dans ce manuscrit nous avons choisi d’utiliser des méthodes de filtrages
basées sur le principe de Monte Carlo, en particulier les systèmes de particules. La théorie
sur laquelle nous nous appuierons a été développé par P. Del Moral, par exemple dans
[54]. Notre but est d’étendre cette théorie dans notre cadre particulier. Dans cette section
nous allons donc présenter différentes méthodes de filtrage.
Dans un premier temps, nous allons fixer les notations et rappeler les différents résul-
tats du filtrage non-linéaire classique dans le formalisme de P. Del Moral. Nous explici-
terons ce que sont les filtres à particules (en particulier le filtre SMC) et nous donnerons
les résultats que nous utiliserons dans la suite de ce manuscrit. Nous donnerons alors un
aperçu des méthodes de filtrage proches de celles que nous utiliserons. Enfin nous conclu-
rons ce chapitre avec un procédé d’estimation de la moyenne à partir d’une minimisation
variationnelle, outil que nous utiliserons dans le chapitre suivant.
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2.1 Filtrage non-linéaire classique en temps discret
Le filtrage non-linéaire est un outil développé dans un premier temps pour étendre
le filtre de Kalman dans des cas où les dynamiques des processus ne sont ni linéaires ni
Gaussiennes. Bien que différentes méthodes soient proposées, nous utiliserons le forma-
lisme développé par P. Del Moral dans son livre Feynman Kac formulae ([54]) . Dans ce
contexte on ne peut plus se contenter d’estimer une moyenne et une variance, il va falloir
estimer l’ensemble de la loi du processus. Cependant nous n’aurons pas accès à la loi du
processus, notre but est alors d’estimer la loi conditionnelle du processus par rapport à
ses observations. Pour cela nous allons développer les équations en terme de noyaux pour
pouvoir écrire l’évolution sous forme linéaire.
2.1.1 Définition des objets
Commençons par poser les définitions des différents objets que nous utiliserons. Tout
d’abord nous travaillerons avec un espace d’état E et un espace des phases E ′. L’espace
d’état est l’espace physique qui contient les positions des points. L’espace des phases est
l’espace des valeurs des différentes variables du système. Nous serons intéressés par les
fonctions continues qui associent à un point de l’espace d’état une valeur dans l’espace des
phases : E = C(E , E ′). Les processus que nous étudierons appartiendront à cet ensemble
E. Les dynamiques de ces processus sont données par des fonctions F(E,E), tout comme
les fonctions d’observation. On ne suppose rien sur ces fonctions qui seront en général non
linéaires. Les distributions des processus sont des probabilités de l’ensemble P(E) = {µ ∈
M(E), µ(E) = 1}. Elles représentent la distribution des valeurs des processus. Enfin nous
utiliserons des noyaux,objets mathématiques, qui permettront d’exprimer l’évolution des
processus de manière linéaire. On note Bor(E) l’ensemble des Boréliens de E.
Définition 2. Un noyau K est un objet vérifiant :
— soit A ∈ Bor(E), l’objet K(., A) : E → E est une fonction mesurable de E dans E
et
sup
x inE
|K(x,E)| <∞,
— soit x ∈ E, K(x, .) : Bor(E)→ [0, 1] est une probabilité de l’ensemble P(E).
Avant de commencer à définir les objets propres au filtrage non-linéaire, nous allons
définir les différentes normes qui seront utilisées. Tout d’abord nous utiliserons deux types
de normes sur les fonctions de F(E,E).
• La norme infinie pour f ∈ F(E,E) bornée,
‖f‖ = sup
x∈E
|f(x)|
• La norme d’oscillation pour f ∈ F(E,E) bornée, à oscillation bornée est définie
par
‖f‖Osc = |f |+ osc(f)
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où l’oscillation de la fonction f est le réel
osc(f) = sup
x,y∈E
∣∣∣∣∣f(x)− f(y)x− y
∣∣∣∣∣
L’ensemble des fonctions mesurables de norme d’oscillation inférieure à 1 est notéOsc1(E).
Pour les probabilités, nous utiliserons la norme en variation totale, pour µ ∈ P(E)
‖µ‖tv = 12 supA,B∈B(E)(µ(A)− µ(B))
Nous utiliserons aussi la semi-norme de Zolotarev, pour µ, ν ∈ P(E),
‖µ− ν‖G = sup
f∈G
|µ(f)− ν(f)|
où G est un ensemble de fonctions mesurables E → R avec ‖f‖ ≤ 1.
Dans la suite nous aurons besoin d’une semi-norme sur les noyaux qui correspond à
la norme infinie sur la partie fonction et la semi-norme de Zolotarev sur la partie mesure.
Définition 3. Soit un noyau M et G un ensemble de fonctions mesurables de E. On
définit la fonction |||.|||G qui associe à un noyau un réel de la manière suivante
|||M |||G = sup
x∈E
‖M(x, .)‖G = sup
x∈E
sup
f∈G
|M(f)(x)|
= sup
f∈G
‖M(f)‖ = sup
f∈G
sup
x∈E
|M(f)(x)|
Propriété 1. La fonction sur les noyaux |||.|||G est une semi-norme quelque soit l’en-
semble de fonctions mesurable G.
Démonstration. Pour montrer que |||.|||G est une semi-norme, il faut vérifier les propriétés
d’homogénéité et de sous-additivité. Soit M un noyau sur E et λ ∈ R+, on a
|||λM |||G = sup
x∈E
sup
f∈G
|λM(f)(x)| = λ |||M |||G
d’où l’homogénéité.
Soit N un noyau sur E, on a
|||M +N |||G = sup
x∈E
sup
f∈G
|
(
M +N
)
(f)(x)|
= sup
x∈E
sup
f∈G
|M(f)(x) +N(f)(x)|
≤ sup
x∈E
sup
f∈G
(
|M(f)(x)|+ |N(f)(x)|
)
≤ |||M |||G + |||N |||G
ce qui montre la sous-additivité.
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On sait que les dynamiques des processus sont données par des fonctions et les dis-
tributions par des probabilités. Pour pouvoir décrire l’évolution des processus grâce aux
noyaux il faut étudier comment ils interagissent avec ces objets.
Définition 4. Soit f ∈ F(E,E), µ ∈ P(E) et K1, K2 deux noyaux. On décrit les inter-
actions entre ces objets par les formules qui suivent.
— µ(f) =
∫
x
f(x)µ(dx),
— soit x ∈ E, K1(x, f) =
∫
y
f(y)K1(x, dy),
— soit A ∈ P(E), µ(K1(., A)) =
∫
x
K1(x,A)µ(dx),
— soit x ∈ E,A ∈ P(E), K1K2(x,A) =
∫
y
K2(y, A)K1(x, dy)
On va maintenant fixer les idées en prenant un processus (Xn)n en temps discret
avec ∀n ∈ N, Xn ∈ E. Au lieu d’écrire l’évolution par Xn+1 = f(Xn) avec une fonction
stochastique f non linéaire et non gaussienne, nous allons utiliser le noyau d’évolution du
processus X.
Définition 5. On appelle noyau d’évolution du processus (ou de prédiction, mutation) le
noyau qui donne l’état du processus au pas de temps suivant en fonction du pas de temps
en cours :
M(xn, dxn+1) = P(Xn+1 ∈ dxn+1|Xn = xn)
La dynamique du processus peut alors être écrite comme un produit de noyau. Soit
∀n ∈ N, ηn(dxn) = P(Xn ∈ dxn) la distribution de Xn. On a l’équation ∀n ∈ N,
ηn = ηn−1Mn
et par récurrence
ηn = η0M1M2...Mn
On voit ainsi que l’on a pu mettre sous forme linéaire l’évolution non-linéaire du processus
Xn. La théorie des noyaux de Feynman-Kac permet donc d’écrire l’évolution du processus.
On va voir comment l’utiliser pour mettre en place la théorie du filtrage non-linéaire.
De manière générale, si l’on connaît parfaitement l’état η0 et les noyaux d’évolutions
(Mn)n∈N∗ , il suffit de faire évoluer notre processus en suivant sa dynamique pour tout
simplement récupérer la distribution du processus à chaque pas de temps. Cependant on
a bien souvent (en particulier dans les géosciences) qu’une estimation de η0. Dans les cas
où les dynamiques données par les noyaux Mn sont peu chaotiques, voire instables, il ne
sera plus possible de retrouver simplement les distributions du processus. Il va donc falloir
utiliser un outil permettant de combler le manque d’information sur l’état initial. Dans le
cas de la théorie du filtrage il s’agit des observations.
On définit alors un processus d’observation (Yn)n∈N selon le principe du Markov à
états cachés :
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... Xn−1 Xn Xn+1 ...
Yn−1 Yn Yn+1
Figure 2.1 – Schéma d’évolution d’un processus selon le principe du Markov à états
cachés
On voit que les états du processus sont indépendants de tout conditionnellement à son
état au pas de temps précédent. De même l’observation est indépendante de tout condi-
tionnellement à l’état dont elle est issue. On peut résumer par Xn
∐
Xn−1
(
(Xi)i6=n−1,n, (Yj)j
)
et Yn
∐
Xn
(
(Xi)i6=n, (Yj)j 6=n
)
. Ces faits nous permettront de traiter de manière simple l’in-
teraction entre les observations et le processus vrai.
2.1.2 Equations du filtrage non-linéaire
Il faut tout d’abord noter que dans ce cadre de filtrage nous n’avons plus accès aux
distributions du processus mais à ses distributions conditionnées aux observations. Ce ne
sont donc plus les distributions ηn que nous chercherons à estimer mais les distributions
η¯n(dxn) = P(Xn ∈ dxn|Y[0:n−1]) et ηˆn(dxn) = P(Xn ∈ dxn|Y[0:n])
où Y[0:n] = (Y0, Y1, ..., Yn). Ces deux probabilités représentent respectivement l’état a priori
du processus, c’est-à-dire sans connaître l’observation, et l’état a posteriori. On peut alors
écrire les relations entre ces deux probabilités à l’aide de calculs simples. ηˆn est donc la
meilleure estimation de la distribution réelle ηn.
η¯n(dxn) = P(Xn ∈ dxn|Y[0:n−1]) =
∫
xn−1
P(Xn ∈ dxn|Xn−1 = xn−1, Y[0:n−1])
× P(Xn−1 ∈ dxn−1|Y[0:n−1])
En utilisant l’indépendance conditionnelle de Xn on obtient
η¯n(dxn) =
∫
xn−1
Mn(xn−1, dxn)ηˆn−1(dxn−1) = ηˆn−1Mn(dxn)
Le passage entre ηˆn−1 et η¯n correspond donc à la prédiction de l’état a priori au pas de
temps suivant.
ηˆn(dxn) = P(Xn ∈ dxn|Y[0:n]) = P(Yn|Xn = xn, Y[0:n−1])P(Yn|Y[0:n−1]) P(Xn ∈ dxn|Y[0:n−1])
On remarque dans un premier temps que l’indépendance conditionnelle de Yn simplifie le
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numérateur en
P(Yn|Xn = xn, Y[0:n−1]) = P(Yn|Xn = xn)
De plus on peut réécrire le dénominateur
P(Yn|Y[0:n−1]) =
∫
ξn
P(Yn|Xn = ξn, Y[0:n−1])P(Xn ∈ dξn|Y[0:n−1]) =
∫
ξn
P(Yn|Xn = ξn)η¯n(dξn)
On a donc finalement
ηˆn(dxn) =
P(Yn|Xn = xn)∫
ξn
P(Yn|Xn = ξn)η¯n(ξn) η¯n(dxn)
Cette étape correspond à l’information apportée par l’observation. Le terme du déno-
minateur étant en fait un terme de renormalisation, on peut voir la fraction comme un
poids donné à la distribution a priori. Le terme P(Yn|Xn = xn) est un potentiel qui
représente la vraisemblance du processus a priori vis-à-vis de l’observation. On notera
Gn(xn, Yn) = P(Yn|Xn = xn) ce potentiel et on abusera souvent de cette notation en
écrivant Gn(xn, Yn) = Gn(xn) car les observations seront considérées comme ayant des
valeurs fixées. Nous utiliserons aussi la G˜n, la version renormalisée de Gn.
Cette dernière étape, appelée mise à jour ou sélection, sera représentée par le noyau
Sn,η. Il permet de déformer la distribution a priori du processus grâce à l’information
donnée par les observations. Nous verrons qu’il y a différentes façons de faire cela. On
peut remarquer que le ce noyau vérifie ∀η ∈ P(E),
ηSn,η(dxn) = η(dxn)
C’est en fait la seule hypothèse à satisfaire pour avoir un noyau de sélection. On peut
alors proposer différentes formes en se basant sur la fonction de Boltzmann-Gibbs
ψGn(η)(dxn) =
Gn(xn)
η(Gn)
η(dxn)
— L’algorithme bootstrap Sn,η(xn, dyn) = ψGn(η)(dyn) réinitialise la distribution a
priori en utilisant les observations.
— L’algorithme génétique Sn,η(xn, dyn) = G˜n(xn)δxn(dyn) + (1− G˜n(xn))ψGn(η)(dyn)
qui conserve les parties les plus vraisemblables de la distribution a priori.
On définit finalement le noyau de McKean pour simplifier l’évolution totale du pro-
cessus.
Définition 6. Soit (Xn)n∈N une chaîne de Markov et (Yn)n∈N ses observations.
• On peut décrire la dynamique du processus Xn grâce à ses noyaux d’évolution (ou
de mutation) (Mn)n∈N∗ avec ∀n ∈ N∗, ∀(xn−1, xn) ∈ E2, Mn(xn−1, dxn) = P(Xn ∈
dxn|Xn−1 = xn−1).
• L’information apportée par les observations peut être représentée pas les noyaux de
sélection (Sn,η)n∈N avec ∀η ∈ P(E), ηSn,η = η.
• Le noyau de McKean Kn,η résume les deux étapes d’évolution du procédé de filtrage
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∀η ∈ P(E), Kn,η = Sn−1,ηMn.
On peut alors utiliser ces définitions pour décrire l’ensemble du filtrage à partir des
observations faites précédemment.
Propriété 2. Les deux distributions η¯n et ηˆn, permettant d’estimer la vraie distribution
ηn, satisfont les équations suivantes :
— η¯n = ηˆn−1Mn
— ηˆn = η¯nSn,η¯n
— η¯n = η¯n−1Kn,η¯n−1
Le schéma suivant permet de résumer plus simplement les différentes dynamiques qui
entrent en jeu dans le filtrage.
η¯n−1 ηˆn−1 η¯n ηˆn
Sn−1,η¯n−1 Mn Sn,η¯n
Kn,η¯n−1
ηn−1 ηn
Mn
Figure 2.2 – Schéma représentant l’évolution des distributions du procédé de filtrage
non linéaire
Pour fixer les idées, on peut poser un système d’équations régissant l’évolution des
différents processus  Xn = Fn(Xn−1) +WnYn = Hn(Xn) + Vn
où les fonctions Fn et Hn respectivement fonction d’évolution du processus et fonction
d’observation sont mesurables. Les bruits (Wn)n∈N et (Vn)n∈N sont mutuellement indé-
pendants et indépendants à la fois entre eux mais aussi du processus Xn. Les fonctions
(Hn)n∈N sont des fonctions déterministes : la composante aléatoire des observations est
comprise dans le bruit Vn. Les fonctions (Fn)n∈N peuvent être stochastiques. Dans ce cas
là on suppose que l’on connaît leur distribution. Dans ce cas précis, la fonction potentiel
Gn peut s’écrire
Gn(xn, yn) = P(Yn = yn|Xn = xn) = P(Hn(xn) + Vn = yn)
Bien que cette théorie soit simple d’un point de vue mathématique, elle est difficile
à mettre en œuvre d’un point de vue algorithmique. Pour cela nous allons introduire un
outil particulièrement efficace dans ce domaine : les systèmes de particules ou filtres à
particules.
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2.2 Approximation particulaire du filtrage non-linéaire
2.2.1 Système de particules : SMC
L’un des outils utilisés dans le filtrage non-linéaire est le système de particules. Leur
utilisation est basée sur le principe de Monte Carlo. Le principe est assez simple : on
échantillonne une probabilité µ par un ensemble de N particules (ξi)i∈{1,..,N} de telle sorte
que µN = 1
N
N∑
i=1
δξi soit proche de µ. A partir de là il y a deux façons d’appliquer des
déformations sur µ : soit on applique une fonction à µ, ce qui peut être parfois laborieux,
soit on applique une version discrète de cette déformation à chacune des particules, ce qui
peut être long en temps de calculs mais simple à mettre en place. La seconde méthode
donne alors une estimation de la loi suivant la méthode de Monte Carlo. En itérant ce
procédé on peut alors connaître la loi du processus à tous les temps. Cet algorithme est
appelé Sequential Monte Carlo (SMC).
On voit rapidement apparaître le potentiel et les limites des systèmes de particules.
Avec suffisamment de particules on sera a priori capable d’estimer avec des calculs simples
la mesure après un certain nombre de déformations. Cependant, plus le nombre de parti-
cules sera grand, plus le temps de calcul sera long. Nous verrons au cours des applications
numériques les techniques misent en place pour pallier à ce genre de problèmes.
Les particules seront utilisées tout au cours de ce manuscrit. Elles viendront simplifier
l’algorithme du filtrage non-linéaire. En effet le noyau d’évolution Mn peut parfois être
difficile à appliquer. De plus le noyau de sélection Sn,η prendra une forme très simple dans
le cadre des systèmes de particules. On remplace donc les mesures (η¯n)n∈N et (ηˆn)n∈N par
les mesures (η¯Nn )n∈N et (ηˆNn )n∈N respectivement avec pour tout n ∈ N,
η¯Nn =
1
N
N∑
i=1
δX¯in et ηˆ
N
n =
1
N
N∑
i=1
δXˆin
Les processus (X¯ in)n∈N et (Xˆ in)n∈N pour i ∈ {1, .., N} sont des copies indépendantes de
(X¯n)n∈N et (Xˆn)n∈N respectivement et représentent une particule. Pour chaque n ∈ N on
a donc que les familles (X¯1n, .., X¯Nn ) et (Xˆ1n, .., XˆNn ) sont iid selon les lois η¯n et ηˆn. Pour
cela on échantillonne η0 à l’aide des (Xˆ i0)i∈{1,..,N} et on applique ensuite un algorithme en
deux étapes, correspondant à l’algorithme du filtrage non-linéaire.
L’étape d’évolution dans le cas des particules se fera grâce à la fonction d’évolution
du système Fn, on aura donc pour tout i ∈ {1, .., N} et pour tout n ∈ N∗
X¯ in = Fn(Xˆ in−1) +W in (2.1)
avec les bruits (W in)n∈N indépendants pour i fixé et (W in)i∈{1,..,N} iid pour n fixé. L’évolu-
tion des particules se fait alors de manière indépendante.
L’étape de sélection dans le cas du bootstrap peut s’écrire simplement. En effet cette
étape correspond à une déformation de la distribution a priori grâce aux observations.
Cette déformation se fait à partir de la fonction potentiel Gn qui représente la vraisem-
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blance. On peut donc fabriquer des poids correspondants à la vraisemblance de chacune
des particules. Le poids la particule i sera donc pin =
Gn(X¯ in)
N∑
j=1
Gn(X¯jn)
de sorte que
N∑
i=1
pin = 1
pour tout n. Pour obtenir les particules a posteriori on va donc tirer suivant la loi
N∑
i=1
pinδX¯in .
On va en fait rééchantillonner les particules suivant leur vraisemblance, cela s’appelle du
rééchantillonnage par importance (Importance Sampling).
On représente cette évolution en deux étapes sur un schéma pour plus de clarté.
η¯Nn−1 ηˆ
N
n−1 η¯Nn ηˆ
N
n
Sn−1,η¯n−1 Mn Sn,η¯n
ηn−1 ηn
Mn
X¯1n−1
...
X¯ in−1
...
X¯Nn−1
N∑
j=1
pin−1δX¯jn−1
Xˆ1n−1
...
Xˆ in−1
...
XˆNn−1
X¯1n
...
X¯ in
...
X¯Nn
N∑
j=1
pinδX¯jn
Xˆ1n
...
Xˆ in
...
XˆNn
Fn(X1n) +W 1n
Fn(Xin) +W in
Fn(XNn ) +WNn
Figure 2.3 – Schéma du filtrage non-linéaire avec des particules
Les systèmes de particules sont de plus en plus utilisés dans la théorie des filtres de
part leur simplicité de mise en œuvre. D’autres méthodes comme le filtre de Kalman en
interactions, le Sequential Monte Carlo ou le Rao-Blackwell Particle Filter sont basées
sur le même principe d’estimation de loi en faisant évoluer un échantillonnage de la loi
initiale.
Nous allons maintenant pouvoir énoncer les résultats issues du livre [54] qui seront la
base de l’étude que nous ferons par la suite.
2.2.2 Résultats de convergence
Les résultats de P. Del Moral sont soumis à deux hypothèses centrales dans son étude :
les hypothèses (G) et (M). L’hypothèse (G) est une hypothèse portant sur la fonction
potentiel.
Il existe une suite strictement positive de nombres εn(G) ∈ (0, 1]
telle que pour tout xn, yn ∈ E, Gn(xn) ≥ εn(G)Gn(yn) > 0 . (G)
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Cette hypothèse signifie que la vraisemblance ne doit pas s’éteindre sur les chemins du
processus. L’hypothèse (Mm) porte quand à elle sur le noyau d’évolution du processus.
Cette fois encore on veut empêcher l’extinction des possibilités du processus, c’est-à-dire
que la probabilité de tous les points de l’espace considéré soit non nulle. On introduit ici
une notation simplificatrice pour le produit de noyaux
Mp,p+m = Mp+1Mp+1...Mp+m
avec p ∈ N et m ≥ 1.
Il existe un entier m ≥ 1 et une suite de nombres εp(M) ∈ (0, 1) tels que pour tout p
et pour tout xp, yp ∈ E, Mp,p+m(xp, .) ≥ εp(M)Mp,p+m(yp, .) . (Mm)
Cette hypothèse est moins restrictive que la précédente. En effet, elle ne demande que, au
bout d’un certain nombre de pas de temps, tous les points de l’espace soient atteignables.
On a encore besoin d’introduire certaines fonctions utilisées dans les résultats que nous
allons citer de [54]. Tout d’abord la fonction N (,G, Lp(µ)) donne le nombre minimal de
boule Lp(µ) de rayon ε > 0 pour recouvrir un ensemble séparable de fonctions mesurables
G. On définit alors
N (ε,G) = sup{N (ε,G, L2(η)); η ∈ P(E)}
I(G) =
∫ 1
0
√
log
(
1 +N (ε,G)
)
dε
qui représentent respectivement le nombre de recouvrement uniforme et l’entropie moyenne.
On définit de plus des noyaux qui simplifierons l’écriture des résultats.
Définition 7. On définit tout d’abord le noyau
Qn+1(f)(x) = Gn(x)Mn+1(f)(x)
On peut réécrire l’évolution de la distribution de Feynman-Kac ηn = Φn(ηn−1) en prenant
Φn(η) = ψGn−1(η)Mn
On définit alors par récursion l’évolution de plusieurs pas de temps
Qp,n = Qp+1Qp+2...Qn
et
Φp,n = Φn ◦ Φn−1 ◦ ... ◦ Φp+1
On notera
Gp,n = Qp,n(1)
le potentiel du chemin du pas de temps p au pas de temps n. Le noyau du potentiel du
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processus est alors
Pp,n(fn) =
Qp,n(fn)
Qp,n(1)
On définit aussi le coefficient ergodique d’un noyau.
Définition 8. Le coefficient de contraction de Dobrushin ou coefficient ergodique β(M)
du noyau de Markov M est la quantité définie par
β(M) = sup{‖M(x, .)−M(y, .)‖tv; (x, y) ∈ E2} ∈ [0, 1]
Ce coefficient vérifie la propriété suivante.
Propriété 3. Soit M un noyau de Markov. Pour toute mesure µ ∈ P(E), on a l’estima-
tion
‖µM‖tv ≤ β(M)‖µ‖tv + (1− β(M))|µ(E)|/2
De plus, β(M) est la norme d’opérateur de M sur M0(E), les mesures de masse nulle,
et nous avons les formulations équivalentes :
β(M) = sup
µ∈M0(E)
‖µM‖tv
‖µ‖tv
On peut appliquer β à P et on obtient alors
β(Pp,n) = sup
xp,yp∈E
‖Pp,n(xp, .)− Pp,n(yp, .)‖tv
On définit aussi le paramètre
rp,n = sup
xp,yp∈E
Gp,n(xp)
Gp,n(yp)
qui représente les oscillations relatives de la fonction potentiel Gp,n.
Une autre propriété intéressante permet de mettre en relation les différents objets
introduits jusqu’à présent. Elle permet de quantifier la stabilité d’une dynamique : elle
donne l’écart entre deux mesures ayant suivi la même dynamique mais n’ayant pas la
même mesure d’origine.
Propriété 4. Soit 0 ≤ p ≤ n, µp ∈ P(E) et fn ∈ Bn(E) une fonction mesurable bornée
avec osc(fn) ≤ 1, respectivement ‖fn‖ ≤ 1. Il existe une fonction fµpp,n de Bb(E) avec
osc(fµpp,n) ≤ 1, respectivement ‖f (µp)p,n ‖ ≤ 1 telle que pour tout ηp ∈ P(E) on ait
|
(
Φp,n(ηp)− Φp,n(µp)
)
(fn)| ≤ β(Pp,n)‖Gp,n‖osc
ηp(Gp,n)
|(ηp − µp)(f (µp)p,n )|
et respectivement
|
(
Φp,n(ηp)− Φp,n(µp)
)
(fn)| ≤ β(Pp,n) 2‖Gp,n‖
ηp(Gp,n)
|(ηp − µp)(f (µp)p,n )|
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On peut à présent énoncer les résultats sur lesquels nous baserons notre travail.
Théorème 1. Pour tout n ∈ N, p ≥ 1 et fn ∈ Osc1(E), on a
√
N E
[
|
(
ηNn − ηn
)
(fn)|p
]1/p
≤ 2d(p)
n∑
q=1
rq,nβ(Pq,n)
avec la suite de constantes d(p) donnée pour tout p ≥ 1 par
d(2p) = (2p)p2−p et d(2p− 1) = (2p− 1)p√
p− 1/2
2−p−1/2
où (n)p =
n!
(n− p)! .
De plus si on suppose que l’on vérifie les hypothèses (G) et (Mm) avec m ≥ 1 entier
et les paramètres
(
εn(G), εn(M)
)
tels que ε(G) = ∧nεn(G) et ε(M) = ∧nεn(M) > 0. On
a alors l’estimation uniforme
sup
n≥0
sup
fn∈Osc1(E)
√
N E
[
|
(
ηNn − ηn
)
(fn)|p
]1/p
≤ 2d(p)
1/pm
ε(M)3ε(G)2m−1
Théorème 2. Pour tout n ∈ N, soit Gn une famille dénombrable de fonctions fn tels
que ‖fn‖ ≤ 1 et satisfaisant la condition d’entropie uniforme I(G) = sup
n≥0
I(Gn) <∞. On
suppose de plus que le semi-groupe Φp,n est asymptotiquement stable par rapport à la suite
(Gn)n∈N au sens où
lim
n→∞ sup
µq ,νq∈P(E)
sup
q≥0
‖Φq,q+n(µq)− Φq,q+n(νq)‖Gq+n = 0
Quand l’hypothèse (G) est vérifiée avec inf
n≥1
εn(G)
def= ε(G) > 0, on a alors la convergence
temporelle uniforme suivante
lim
N→∞
sup
n≥0
E
[
‖ηNn − ηn‖Gn
]
= 0
Si on suppose de plus que le semi-groupe Φp,n est exponentiellement stable, c’est-à-dire
qu’il existe des constantes positives λ > 0 et n0 > 0 telles que pour tout n ≥ n0
sup
µq ,νq∈P(E)
sup
q≥0
‖Φq,q+n(µq)− Φq,q+n(νq)‖Gq+n ≤ e−λn
Alors pour tout p ≥ 1, on a l’estimation uniforme
sup
n≥0
Nα/2E
[
‖ηNn − ηn‖pGn
]1/p
≤ a(p)
(
1 + eλ′I(G)
)
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quand N ≥ exp(2n0(λ+ λ′)) et avec
α = λ
λ+ λ′ et λ
′ = 1 + log(1/ε(G))
et a(p) ≤ c(p/2)! une constante positive indépendante de (ηn)n∈N.
Le premier donne un rythme de convergence vers la mesure cible et le second donne
une convergence uniforme avec des hypothèses plus souples.
On a décrit complètement les méthodes de filtrage non-linéaire que nous utiliserons
dans la suite de manuscrit. Nous allons maintenant le comparer à d’autres méthodes de
filtrages plus particuliers. Notre objectif est de passer en revu des procédés qui sont soit
des cas particuliers de la théorie que nous venons d’exposer, soit des algorithmes dont le
fonctionnement en est très proche.
2.3 Quelques filtres dans des cas particuliers
La théorie que nous venons de développer est assez générale et il y a différentes façons
de la mettre en application. Elle généralise en effet des méthodes de filtrages déjà connues
et continue, par son développement, à en engendrer de nouvelles. Ces méthodes sont
appelées des algorithmes de filtrage. Dans cette section nous allons nous concentrer sur
ceux ayant un lien avec la théorie de la section précédente.
Nous allons tout d’abord présenter le filtre de Kalman dans le cadre le plus simple :
le cas linéaire Gaussien. Cette première approche permettra au lecteur de comprendre ce
qu’est un filtre de manière général. Nous nous intéresserons alors à des cadres plus com-
plexes où nous pourrons résoudre le problème de filtrage grâce à des algorithmes basés
sur l’utilisation de particules et du filtre de Kalman. Enfin nous présenterons une exten-
sion du filtre SMC à des cas nécessitant l’utilisation de plusieurs niveaux de particules,
l’algorithme SMC2.
2.3.1 Filtre de Kalman : KF
Le filtre de Kalman a été développé dans les années 1960. Son cadre théorique est
le plus basique qui soit dans la théorie du filtrage : les dynamiques du processus sont
linéaires, les observations sont des fonctions linéaires du processus et tous les bruits sont
Gaussiens. La linéarité, à la fois du processus et des observations, va permettre d’écrire
les équations du filtrage sous forme matricielle. La manipulation des différents objets sera
donc simple. Le fait que les bruits soient Gaussiens donne au processus une distribution
Gaussienne. Il sera alors aisé d’estimer la distribution complète puisqu’il suffira de deux
paramètres : la moyenne du processus et sa covariance.
Nous allons commencer par mettre en équation le processus Gaussien à dynamique
linéaire. Soit E un espace métrique et (Xn)n∈N ∈ EN une processus linéaire Gaussien qui
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suit l’équation d’évolution X0 = x0∀n > 0, Xn = AnXn−1 +BnWn
où x0 est le point initial de (Xn)n. Les matrices (An)n∈N sont les matrices d’évolution du
processus et les matrices (Bn)n∈N sont celles de corrélation du bruit. Les bruits d’évolution
mutuellement indépendants suivent une loi Gaussienne (Wn ∼ N (0, Qn))n∈N avec pour
matrice de covariance (Qn)n∈N. On définit la matrice de covariance de (Xn)n par
∀n ∈ N, Pn = E[XnXTn ]
Le but du filtre de Kalman sera d’estimer pour tout n à la fois Xn et Pn.
Le filtre de Kalman se construit à partir d’observations du processus (Xn)n. Le pro-
cessus d’observation (Yn)n∈N est définit par l’équation suivante :
∀n ∈ N, Yn = CnXn +DnVn
où les bruits d’observation sont mutuellement indépendants et suivent une loi Gaussienne
(Vn ∼ N (0, Rn))n∈N avec (Rn)n∈N leurs matrices de covariances. Ils sont aussi indépen-
dants des bruits d’évolution du processus (Wn)n. Les matrices (Cn)n∈N sont les matrices
d’observation du processus et les matrices (Dn)n∈N sont les matrices de corrélation du
bruit d’observation.
On peut désormais construire le filtre de Kalman pour le processus (Xn)n. Celui-ci
repose sur deux étapes : une étape d’évolution (parfois appelée mise à jour) et une étape
de correction en utilisant la matrice de gain et l’observation. On pourra ainsi estimer à la
fois la moyenne (Xn)n du processus et la matrice de covariance (Pn)n. Pour cela on part
d’un point a priori Xˆ0 proche de la vraie moyenne x0. On applique ensuite les deux étapes
du filtre de manière récursive pour n ≥ 1. On aura ainsi deux estimateurs pour chacun
des objets : un estimateur après la phase de prédiction (X¯n, P¯n) et un estimateur après
la phase de correction (Xˆn, Pˆn). Il va de soit que l’estimateur le plus aboutit est (Xˆn, Pˆn)
puisqu’il est la version corrigée de l’estimateur brut (X¯n, P¯n).
— Prédiction de Kalman :
X¯n = AnXˆn−1
P¯n = AnPˆn−1ATn +BnQnBTn
La prédiction de la moyenne se fait en appliquant la matrice d’évolution à l’esti-
mation du pas de temps précédent. La matrice de covariance prédite correspond à
la matrice de covariance associée à cette moyenne.
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— Correction de Kalman :
Gn = P¯nCTn
(
CnP¯nC
T
n +DnRnDTn
)−1
Xˆn = X¯n +Gn(Yn − CnX¯n)
Pˆn =
(
I −GnCn
)
P¯n
On calcule dans un premier temps la matrice de gainGn qui donne l’importance que
va prendre la distance à l’observation dans le calcul de l’estimation de la moyenne
Xˆn. On peut alors avoir la nouvelle moyenne corrigée et sa covariance corrigée.
On sait que les estimateurs du filtre de Kalman vont converger en temps courts vers
les vraies moyennes et matrices de covariance et cela quelque soit le point de départ Xˆ0
choisi. Cette indépendance vient du fait que la linéarité apporte une très grande stabilité
au processus (Xn)n. On aura donc en quelques pas de temps une bonne estimation de
la loi du processus (Xn)n et ce pour tous les pas de temps suivants grâce à la structure
Markovienne du problème.
Le filtre de Kalman a permis de générer toute une famille de filtres. On peut citer par
exemple l’Extended Kalman Filter (EKF) (dans [73]), l’Unscented Kalman Filter (UKF)
(voir [71] et [70] ) ou l’Ensemble Kalman Filter (EnKF) (comme dans [34], [25] et [26]) et
autres ([44] par exemple).
On va maintenant étendre le filtre de Kalman au cas où une partie du processus est
non linéaire. On ne peut donc plus se contenter du cadre précédent qui ne permet que de
filtrer des processus entièrement linéaires. On va garder cependant l’hypothèse de bruits
Gaussiens.
2.3.2 Filtre à particules de Rao-Blackwell : RBPF
Le Rao-Blackwell Particle Filter (RBPF) est un filtre à particules qui optimise le
filtre à particule dans des cas bien précis, voir [22] et [21] Chapitre 24. En effet, quand
le processus X peut être décomposé en deux composantes X1n et X2n, on peut écrire la
probabilité du couple
p(X1n, X2n) = p(X2n)p(X1n|X2n)
De manière général, cela ne change rien au problème du filtrage. Cependant quand on
dispose d’un estimateur pour p(X1|X2) qui est de meilleur qualité que l’approximation
particulaire, on peut utiliser cette estimateur et ainsi réduire l’erreur commise.
Un exemple classique du RBPF est le cas où on dispose d’un processus (Xn)n qui se
décompose en deux processus (XLn )n, dont l’influence est linéaire, et (XNn )n, qui a une
influence non linéaire. Cela signifie que le processus (XLn )n influencera à la fois l’observa-
tion, sa dynamique et la dynamique de (XNn )n de façon linéaire. De plus tous les bruits
du système d’évolution et de l’observation doivent être Gaussiens. De même l’influence de
(XNn )n sera non linéaire. On va donc utiliser le filtre de Kalman pour estimer p(XL|XN)
car c’est l’estimateur optimal dans le cas linéaire Gaussien. On obtient alors le système
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suivant pour décrire l’évolution de ces deux processus.

XL0 = xL0 , XN0 = xN0
∀n > 0, XLn = ALn(XNn−1)XLn−1 + FLn (XNn−1) +BLn (XNn−1)WLn
∀n > 0, XNn = ANn (XNn−1)XLn−1 + FNn (XNn−1) +BNn (XNn−1)WNn
où (ALn)n et (ANn )n sont les matrices d’évolutions linéaires et sont fonctions de XNn−1. De
même les matrices de corrélation des bruits (BLn )n et (BNn )n sont fonctions de XNn−1. Les
fonctions (FLn )n et (FNn )n sont des fonctions de XNn−1 a priori non linéaires. Les bruits
(WLn )n et (WNn )n sont quand à eux indépendants des autres processus et suivent une loi
Gaussienne centrée de matrices de covariance respectives (QLn)n et (QNn )n.
Les termes ALn(XNn−1)XLn−1 et ANn (XNn−1)XLn−1 représentent la partie linéaire en fonction
de XLn−1 de l’évolution. Les termes FLn (XNn−1) et FNn (XNn−1) représentent la partie non
linéaire de l’évolution. On ajoute la dépendance des matrices A et B vis-à-vis de XNn car
cela ne rendra pas le problème plus difficile.
Pour construire un filtre, il faudra une observation de ces deux processus. L’observation
sera construite à partir des deux processus. Comme dans le système d’évolution, l’influence
de (XLn )n sur l’observation sera linéaire et l’influence de (XNn )n sera non linéaire. Pour
tout n ∈ N on écrit
Yn = HNn (XNn ) +HL(XNn )XLn +DnVn
où les bruits d’observations (Vn)n sont indépendants entre eux et des bruits d’évolution,
ils suivent une loi normale centrée de matrice de covariance (Rn)n. Les matrices (Dn)n
sont les matrices de corrélation du bruit et ne dépendent ni de (XLn )n ni de (XNn )n. Les
matrices d’observation (HLn (XNn ))n et (HNn (XNn ))n dépendent de processus à influence non
linéaire (XNn )n. On va maintenant pouvoir décrire le filtre permettant d’estimer (XLn )n et
(XNn )n à partir des observations (Yn)n.
Le filtre RBPF se fait en 4 étapes : 2 étapes qui correspondent au filtre de Kalman pour
la partie linéaire du processus et 2 étapes qui correspondent à un filtre à particule pour
la partie non linéaire. On va donc générer un ensemble de M particules (XL,i0 , XN,i0 , P i0),
pour i ∈ {1, ..,M}. On va alors appliquer récursivement les quatre étapes dans l’ordre
indiqué par le schéma suivant.
(XˆL,in−1, XˆN,in−1, Pˆ in−1) (Xˆ
L,i
n−1, X¯
N,i
n , Pˆ
i
n−1)
(X¯L,in , X¯N,in , P¯ in)(X˜L,in , XˆN,in , P˜ in)
(XˆL,in , XˆN,in , Pˆ in)
Prédiction de XNn
Prédiction
de Kalman
Sélection des particulesCorrection
de Kalman
Figure 2.4 – Représentation de l’algorithme du filtre RBPF
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Les différents processus X¯Ln , X¯Nn , XˆLn , X˜Ln , X¯Ln , Pˆn, P˜n et P¯n représentent les esti-
mateurs de XNn , XLn et Pn aux différentes étapes du filtre. On va maintenant décrire les
phases du schéma précédent.
La prédiction de XNn se fait tout d’abord avec l’équation d’évolution du processus et
indépendamment pour chaque particule à partir des (XˆL,in−1, XˆN,in−1). Pour i ∈ {1, ..,M} et
n > 0, on écrit
X¯N,in = ANn (Xˆ
N,i
n−1)XˆL,in−1 + FNn (Xˆ
N,i
n−1) +BNn (Xˆ
N,i
n−1)WN,in
où les bruits (WN,in )n,i sont iid de même loi que WNn . Durant cette étape les deux autres
estimateurs XˆL,in−1 et P in−1 restent inchangés.
On fait ensuite l’étape de prédiction de la partie linéaire. On considère dans cette
étape que la partie non linéaire est fixée et donc cela correspond à l’étape de prédiction
du filtre de Kalman. Pour i ∈ {1, ..,M} et n > 0
X¯L,in = ALn(Xˆ
N,i
n−1)XˆL,in−1 + FLn (XˆN,in ) + Lin
(
Zin − ANn (XˆN,in−1)XˆL,in−1
)
P¯ in = ALn(Xˆ
N,i
n−1)Pˆ in−1
(
ALn(Xˆ
N,i
n−1)
)T
+BLn (Xˆ
N,i
n−1)QLn
(
BLn (Xˆ
N,i
n−1)
)T − LinN in(Lin)T
Zin = X¯N,in − FNn (XˆN,in−1)
N in = ANn (Xˆ
N,i
n−1)Pˆ in−1
(
ANn (Xˆ
N,i
n−1)
)T
+BNn (Xˆ
N,i
n−1)QNn
(
BNn (Xˆ
N,i
n−1)
)
Lin = ALn(Xˆ
N,i
n−1)Pˆ in−1
(
ALn(Xˆ
N,i
n−1)
)T(
N in
)−1
Les derniers termes de X¯L,in et de P¯ in permettent d’enlever l’influence du bruit de X¯N,in sur
ces processus.
Après avoir prédit l’ensemble du vecteur d’états, il faut maintenant utiliser l’obser-
vation pour donner une estimation corrigée de ces états. On commence par le rééchan-
tillonnage des particules, qui correspond à la phase de filtrage de XNn . Pour cela il faut
pondérer les particules. On pose donc pour i ∈ {1, ..,M} et n > 0,
ω˜in =
1√
2pi|Γin|
exp
(
− 12
((
Yn −HNn (X¯N,in )−HLn (X¯N,in )X¯L,in
)(
Γin
)−1
×
(
Yn −HNn (X¯N,in )−HLn (X¯N,in )X¯L,in
)T))
avec la matrice de covariance de l’observation Γin = HLn (X¯N,in )P¯ in
(
HLn (X¯N,in )
)T
+ Rn. Ce
poids correspond au fait que l’erreur faite vis-à-vis de l’observation par notre estimateur
doit suivre la loi N
(
Yn − HNn (X¯N,in ) − HLn (X¯N,in )X¯L,in , Γin
)
. On utilisera alors les poids
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renormalisés
ωin =
ω˜in
M∑
j=1
ω˜in
Le rééchantillonage peut se faire de deux façons différentes au temps n > 0 :
— bootstrap : pour tout i, le triplet (X˜L,in , XˆN,in , P˜ in) est tiré suivant la loi empirique
M∑
j=1
ωjnδ(X¯L,jn ,X¯N,jn ,P¯n),
— génétique : pour tout i, le triplet (X˜L,in , XˆN,in , P˜ in) est tiré suivant la loi mixe
ωinδ(X¯L,in ,X¯N,in ,P¯ in) + (1− ω
i
n)
M∑
j=1
ωjnδ(X¯L,jn ,X¯N,jn ,P¯n) qui permet de garder avec plus forte
probabilité les particules qui sont déjà bien placées.
A la fin de cette étape le vecteur d’états entier a été rééchantilloné.
La dernière étape est la correction de la partie linéaire, indépendamment pour chacune
des particules. Comme dans le cas de la prédiction, une fois que XˆN,in est fixé, cette phase
est équivalente à une étape de correction du filtre de Kalman classique. On calcule donc
dans un premier temps la matrice de gain Gin puis on met à jour les processus du filtre.
Gin = P˜ in
(
HLn (XˆN,in )
)T(
HLn (XˆN,in )P˜ in
(
HLn (XˆN,in )
)T
+Rn
)−1
XˆL,in = X˜L,in +Gin
(
Yn −HNn (XˆN,in )−HLn (XˆN,in )X˜L,in
)
Pˆ in = P˜ in −Gin
(
HLn (XˆN,in )P˜ in
(
HLn (XˆN,in )
)T
+Rn
)(
Gin
)T
Dans le filtre que l’on vient de présenter, la partie linéaire (XLn )n est estimée aussi
précisément que l’aurait fait un filtre de Kalman trempé dans le processus (XNn )n, c’est-
à-dire qui connaîtrait toutes les valeurs exactes de ce processus. L’efficacité est donc à
l’aune de la convergence en temps court du filtre à particules. Bien qu’on sache que celui-
ci convergera en temps long et donc à long terme le filtrage sera optimal (voir section
précédente sur le filtre SMC), nous n’avons que peu de résultats en temps court. Il est
évident que plus la dynamique de (XNn ) sera simple et régulière, plus cette convergence
sera rapide. Dans ce cas là on aura aussi besoin de moins de particules. Par exemple, on
se ramène au cas du Kalman classique si on prend (XNn ) constant et XN0 connu. Il suffit
alors de prendre une seule particule.
Pour cet algorithme, il est nécessaire de bien connaître la dynamique de XNn et que
celui-ci soit observable grâce à l’observation Yn, c’est-à-dire que HNn ne doit pas être dégé-
nérée. Dans la suite on va se placer dans un cas où les matrices d’évolution du processus
linéaire dépendent d’un processus extérieur qui n’est pas nécessairement observable par
Yn. Pour pouvoir établir un filtre dans ce genre de problème, il faudra cependant se placer
dans un cadre moins général que celui du filtre RBPF.
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2.3.3 Filtres de Kalman en interactions : IKF
Le Interacting Kalman Filter (IKF) est un filtre développé pour les cas où les matrices
de l’évolution et d’observation dans le filtre de Kalman dépendent d’un paramètre θ, voir
[54] et [81]. On a donc un processus (Xn)n qui évolue linéairement et qui dépend d’un
processus (θn)n dont on connaît l’équation d’évolution. On suppose que seul le processus
(Xn)n est observé par le processus (Yn)n. On va donc pouvoir, une fois θn estimé, faire les
étapes classiques du filtre de Kalman pour estimer la distribution de (Xn)n. Le problème
réside dans le fait d’estimer la valeur du processus (θn)n. Pour cela on va utiliser des
particules qui seront pondérées grâce à l’observation Yn.
Pour fixer les idées on pose le système d’évolution suivant, initialisé par le couple
(x0, t0) : 
X0 = x0, θ0 = t0
∀n > 0, θn = Fn(θn−1) +W θn
∀n > 0, Xn = An(θn)Xn−1 +Bn(θn)WXn
où les matrices d’évolution (An(θn))n et les matrices de corrélation du bruit (Bn(θn))n
dépendent de (θn)n. Ce dernier processus évolue grâce aux fonctions (Fn)n et aux bruits
(W θn)n indépendants qui suivent une loi centrée quelconque. Les bruits (WXn )n suivent
aussi une loi normale centrée de matrices de covariance (QXn )n et sont indépendants entre
eux et des bruits (W θn)n.
Le processus d’observation est construit de la même manière que dans le cadre du filtre
de Kalman classique excepté que la matrice d’observation et la matrice de corrélation du
bruit d’observation peuvent dépendre de (θn)n.
∀n ∈ N, Yn = Cn(θn)Xn +Dn(θn)Vn
où (Cn(θn))n sont les matrices d’observation et (Dn(θn))n les matrices de corrélations du
bruit. Les bruits Vn suivent une loi Gaussienne centrée de matrices de covariance (Rn)n
et sont indépendants entre eux et des bruits (W θn)n et (WXn )n.
Maintenant que le cadre est fixé on va expliquer comment mettre en œuvre le filtre
IKF. Il faut tout d’abord remarquer que, une fois θn estimé, on pourra utiliser les matrices
An(θn), Bn(θn), Cn(θn) et Dn(θn) pour faire dans un premier temps la prédiction de
Kalman puis, dans un second temps, la correction de Kalman. Il faut donc commencer par
trouver une méthode pour estimer le paramètre θn. On va pour cela mettre plusieurs filtres
de Kalman en compétition : on va prendre N > 0, le nombre de particules. On va générer
N valeurs de θn et on pourra alors appliquer le filtre de Kalman aux N processus Xn
associés. On calculera finalement un poids pour chacun des couples (θin, X in), i ∈ {1, .., N}
et on pourra alors rééchantilloner ces couples pour obtenir une estimation de la loi de θn
suivant le principe de Monte Carlo.
Ce filtre, à l’instar du RBPF, se fait lui aussi en 4 étapes : 2 étapes correspondent au
filtre de Kalman et les 2 autres correspondent au filtrage du paramètre. Ces phases vont
s’enchaîner exactement dans le même ordre que dans la sous-section précédente. On va
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faire, dans l’ordre, la prédiction du paramètre puis celle de la moyenne et de sa covariance.
On va ensuite faire un rééchantillonage des particules permettant de filtrer le paramètre
et enfin une correction de Kalman. Il est important de comprendre que ce filtre n’a pas
pour but d’optimiser le filtrage sur (θn)n mais celui de (Xn)n. Il faut garder à l’esprit
que si le paramètre n’est pas observable à partir de (Yn)n (par exemple si A(θ) n’est pas
injective), nous ne pourrons pas le reconstruire. Dans ce cas nous obtiendrons une version
du paramètre qui donne la bonne dynamique du processus linéaire (Xn)n.
On commence tout d’abord par initialiser le filtre en prenant N particules (X i0, θi0, P i0)
pour i ∈ {1, .., N} où les X i0 sont tirés indépendamment suivant la loi a priori de X0, les P i0
sont toutes égales à la matrice de covariance de cette loi et les θi0 sont tirés indépendam-
ment suivant la loi a priori de θ0. On peut alors faire appliquer récursivement les 4 étapes
que nous allons décrire. L’ordre dans lequel se font ces étapes ainsi que les notations des
estimateurs durant les différentes phases du filtre sont résumées dans le schéma qui suit.
(Xˆ in−1, θˆin−1, Pˆ in−1) (Xˆ in−1, θ¯in, Pˆ in−1)
(X¯ in, θ¯in, P¯ in)(X˜ in, θˆin, P˜ in)
(Xˆ in, θˆin, Pˆ in)
Prédiction de θn
Prédiction
de Kalman
Sélection des particulesCorrection
de Kalman
Figure 2.5 – Représentation de l’algorithme du filtre IKF
La première étape consiste à prédire la nouvelle valeur du paramètre. Cette prédiction
se fait indépendamment pour chacune des particules et suivant l’équation d’évolution du
paramètre à partir de l’estimation du pas de temps précédent. On a pour i ∈ {1, .., N} et
n > 0
θ¯in = Fn(θˆin−1) +W θ,in
où les bruits (W θ,in )i sont indépendant et suivent la même loi que W θn .
On fait ensuite la prédiction de X¯ in et P¯ in avec θ¯in fixé. On applique tout simplement la
prédiction de Kalman correspondante, indépendamment pour chaque particule. On l’écrit
pour i ∈ {1, .., N} et n > 0
X¯ in = An(θ¯in)Xˆ in−1
P¯ in = An(θ¯in)Pˆ in
(
An(θ¯in)
)T
+Bn(θ¯in)QXn
(
Bn(θ¯in)
)T
On va maintenant filtrer le paramètre. Pour cela on va faire une sélection sur les
particules. Étant donné que seul le processus (Xn)n est observé, nous allons créer les
poids à partir des observations (Yn)n et des estimations (X¯ in)n. On va donc avoir des
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poids ω˜in pour i ∈ {1, .., N}, n > 0 qui vont s’écrire
ω˜in =
1√
2pi|Γin|
exp
((
Yn − Cn(θ¯in)X¯ in
)(
Γin
)−1(
Yn − Cn(θ¯in)X¯ in
)T)
où Γin = Cn(θ¯in)P¯ in
(
Cn(θ¯in)
)T
+Rn est la matrice de covariance de l’observation Yn condi-
tionnée à X¯ in. On définit alors les poids renormalisés pour i ∈ {1, .., N} et n > 0
ωin =
ω˜in
N∑
j=1
ω˜jn
Comme dans le cas du RBPF il y a deux manières de rééchantilloner les particules
(X˜ in, θˆin, P˜ in) : la méthode bootstrap avec la mesure empirique
N∑
j=1
ωjnδ(X¯in,θ¯in,P¯ in) ou avec
la méthode génétique et la mesure mixte ωinδ(X¯in,θ¯in,P¯ in) + (1− ωin)
N∑
j=1
ωjnδ(X¯in,θ¯in,P¯ in). Une fois
ce rééchantillonage effectué on a estimé de la meilleure manière possible le paramètre. Il
reste uniquement à corriger le processus linéaire.
Pour cela on applique la correction de Kalman. En effet, θˆin étant fixé et estimant
au mieux θn (ou un paramètre donnant la même dynamique), on se retrouve exactement
dans le cas du filtre de Kalman classique. Cette étape s’écrit donc pour i ∈ {1, .., N} et
n > 0 
Gin = P˜ in
(
Cn(θˆin)
)T(
Cn(θˆin)P˜ in
(
Cn(θˆin)
)T
+Rn
)−1
Xˆ in = X˜ in +Gin
(
Yn − Cn(θˆin)
)
Pˆ in =
(
I −GinCn(θˆin)
)
P˜ in
Ce qui conclut l’étape de correction.
On a ainsi décrit l’algorithme IKF. Tout comme le filtre RBPF, le filtre IKF est
équivalent au filtre de Kalman quand le paramètre (θn)n est entièrement connu. Il suffit
alors de prendre une seule particule pour se rendre compte que l’on revient exactement
au filtre de Kalman classique. La qualité de l’estimation de (Xn)n se fait donc à l’aune
de celle de (θn) (ou d’un paramètre donnant exactement la même dynamique pour le
processus). De manière générale l’estimation du paramètre converge à peu près de la
même manière que pour le filtre SMC à l’exception qu’il n’est pas directement observé. Il
est donc plus difficile d’avoir une convergence. Les hypothèses à poser sur les (Fn)n seront
plus lourdes. En ce sens là le IKF ne généralise pas RBPF qui, certes se place dans un cas
particulier, mais avec des hypothèses moins restrictives. Ces deux filtres sont cependant
des généralisations du filtre de Kalman classique au sens où, en trempant le problème
dans les bons processus, on retombe exactement sur un filtre de Kalman.
Nous allons maintenant étudier un filtre plus complexe, dont le but est de généraliser
tous ces filtres dans le cas où il n’y a plus ni de processus linéaire ni Gaussiens. Comme
pour les deux extensions du filtre à particules que nous venons de voir, nous allons estimer
les processus à évolution non linéaire à l’aide d’un système de particules.
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2.3.4 Ilots de particules : SMC2
Le filtre à îlots de particules est appelé SMC2 car il utilise deux niveaux de particules
(SMC), voir [78], [79] et [40]. Le but est d’avoir un filtre similaire au IKF pour des cas
où il n’y a pas de dynamique linéaire Gaussienne. La partie filtre de Kalman est donc
remplacé par un filtre à particules. On aura alors deux niveaux de particules : des grosses
particules qui échantillonnent le paramètre, appelées îles ou îlots, et qui contiennent cha-
cune un système de particules qui échantillonnent la loi du processus cible. Comme dans
le cas précédent, on ne dispose pas d’observation du paramètre mais uniquement d’une
observation du processus. Il va donc falloir, comme pour IKF, trouver une méthode pour
produire des poids représentant la qualité de la dynamique donnée par les paramètres.
La dynamique du processus (Xn)n ne doit plus être linéaire et doit dépendre du pa-
ramètre (θn)n. Le paramètre quand à lui ne peut pas dépendre du processus. Les bruits
peuvent ne pas être Gaussiens mais restent indépendants entre eux.

X0 = x0, θ0 = t0
∀n > 0, Xn = Fn,θn(Xn−1) +WXn
∀n > 0, θn = Gn(θn−1) +W θn
où les fonctions de dynamique (Fn,θn)n dépendent du paramètre et les bruits (WXn )n et
(W θn)n sont indépendants et centrés mais ne suivent pas nécessairement une loi normale.
On initialise le système par le couple (x0, t0). L’observation de (Xn)n est définie par
l’équation suivante, pour n ∈ N,
Yn = H(Xn) + VN
où (Hn)n sont les fonctions d’observation et les bruits (Vn)n sont indépendants, centrés,
éventuellement non Gaussiens. On ne va plus pouvoir se contenter d’estimer la moyenne et
sa covariance pour obtenir la loi complète ηn de Xn. Les particules vont donc être un atout
précieux car elles permettent, en suivant la méthode de Monte Carlo, d’échantillonner cette
loi. On aura comme dans le cas du filtre SMC de meilleurs résultats en faisant augmenter
le nombre de particules.
Le filtre va encore une fois se faire en 4 étapes : 2 pour le filtrage du paramètre et 2
pour le filtrage du processus. Les étapes vont se faire dans le même ordre que celles des
deux filtres précédents : d’abord la prédiction des paramètres puis celle des processus,
suivi du rééchantillonnage des îles puis de celui des particules. On initialise tout d’abord
en deux temps : on échantillonne en premier le paramètre avec N1 îles θi0, i ∈ {1, .., N1},
pour chaque paramètre on échantillonne alors la loi de X0 par un système de N2 particules
X
θi0,j
0 avec j ∈ {1, .., N2}. A chaque île est donc associé un paramètre θi0 et les particules
dans cette île sont les processus (Xθ
i
0,j
0 )j∈{1,..,N2}. Ces particules permettent de générer une
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loi empirique à chaque pas de temps n
ηθ
i
n,N
2
n =
1
N2
N∑
j=1
δ
X
θin,j
n
suivant le principe de Monte Carlo, estimant la distribution ηn de Xn conditionnée au
paramètre θin. Les objets que nous manipulerons seront les couples paramètre/mesure
empirique associée (θin, ηθ
i
n,N
2
n ) pour n ∈ N et i ∈ {1, .., N1}. On peut alors appliquer les
étapes du filtre dans l’ordre donné par la figure 2.6, de manière récursive pour obtenir
une estimation à chaque pas de temps n.
Nous allons maintenant décrire les quatre étapes du filtre SMC2. On suppose que l’on
a une estimation du couple (θn−1, ηn−1), n > 0, par des îles de particules (θˆin−1, ηˆ
θˆin,N
2
n−1 ),
i ∈ {1, .., N1}, et un jeu de particules (Xˆ θˆin,jn )j∈{1,..,N2}. On commence alors par prédire les
nouveaux paramètres en utilisant l’équation d’évolution, indépendamment pour chaque
île. Pour i ∈ {1, .., N1} on écrit
θ¯in = Gn(θˆin−1) +W θ,in
où le bruit W θ,in suit la même loi que W θn . La distribution et les particules restent inchan-
gées durant cette étape.
(θˆin−1, ηˆ
θˆin−1,N
2
n−1 ) (θ¯in, ηˆ
θˆin−1,N
2
n−1 )
(θ¯in, η¯θ¯
i
n,N
2
n )(θˆin, η˜θˆ
i
n,N
2
n )
(θˆin, ηˆθˆ
i
n,N
2
n )
Prédiction des îles
Prédiction
des particules
Sélection des îlesSélection
des particules
Figure 2.6 – Représentation de l’algorithme du filtre SMC2
Il faut ensuite prédire les nouvelles particules en utilisant les paramètres que l’on
vient de faire évoluer. On va pour cela utiliser encore une fois la dynamique d’évolution
imposée par les paramètres. Cette prédiction se fait de manière indépendante à l’intérieur
de chaque île. On a donc pour i ∈ {1, .., N1} et j ∈ {1, .., N2},
X¯ θ¯
i
n,j
n = Fn,θ¯in(Xˆ
θˆin−1,j
n−1 ) +WX,i,jn
où les bruits (WX,i,jn )i∈{1,..,N1}, j∈{1,..,N2} sont indépendants et suivent la même loi queWXn .
On reconstruit l’estimateur η¯θ¯in,N2n =
1
N2
N2∑
j=1
δ
X¯
θ¯in,j
n
de la loi.
Le rééchantillonnage des îles se fait à partir de l’observation Yn. On génère un poids
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pour chaque île grâce à ses particules. Pour i ∈ {1, .., N1} on a
Ω˜in =
1
N2
N2∑
j=1
ω¯i,jn
où les poids (ω¯i,jn )j∈{1,..,N2} sont les poids des particules dans l’île définis par ω¯i,jn =
gn(Yn, X¯ θ¯
i
n,j
n ) où gn est la fonction potentiel associée à l’observation Yn. Dans le cas Gaus-
sien on retrouve une forme similaire à celle du IKF ou du RBPF. On définit alors les poids
renormalisés par
Ωin =
Ω˜in
N1∑
k=1
Ωkn
et on peut faire une étape de sélection des îles en utilisant ces poids, soit avec la méthode
bootstrap
(
(θˆin, η˜θˆ
i
n,N
2
n ) ∼
N1∑
k=1
Ωknδ(θ¯kn,η¯θ¯
k
n,N
2
n )
)
, soit avec la méthode génétique
(
(θˆin, η˜θˆ
i
n,N
2
n ) ∼ Ωinδ(θ¯in, η¯θ¯
i
n,N
2
n )+(1−Ωin)
N1∑
k=1
Ωknδ(θ¯kn,η¯θ¯
k
n,N
2
n )
)
. On a ainsi rééchantillonner les
paramètres ainsi que les distributions empiriques qui leurs sont associés. Il faut cependant
noter que les systèmes de particules ont été préservés au sens où, quand une île est
sélectionnée, on remplace non seulement le paramètre par sa nouvelle valeur mais les
particules sont elles aussi recopiées. Cependant les particules ne sont pas modifiées à
l’intérieur de l’île. La sélection des particules à l’intérieur de chaque île est l’étape suivante.
Pour fixer les idées on va prendre un exemple : si l’ile 1 avec le couple (θ¯1n, η¯θ¯
1
n,N
2
n ) et
les particules (X¯ θ¯1n,jn )j∈{1,..,N2} est remplacée par l’île numéro 2, on aura (θˆ1n, η˜θˆ
1
n,N
2
n ) =
(θ¯2n, η¯θ¯
2
n,N
2
n ) et pour tout j ∈ {1, .., N2}, X˜ θˆ
1
n,j
n = X¯ θ¯
2
n,j
n , c’est-à-dire que le système de
particules de l’île numéro 2 est recopié à l’identique.
Le rééchantillonnage des particules se fait indépendamment pour chacune des îles. On
fixe donc un i ∈ {1, .., N1} et on prend des poids ayant la même forme que dans l’étape
précédente
ω˜i,jn = gn(Yn, X˜ θˆ
i
n,j
n )
où la fonction gn est la fonction potentiel associée à l’observation Yn. Comme d’habitude
on va utiliser les poids renormalisés
ωi,jn =
ω˜i,jn
N2∑
k=1
ω˜i,kn
pour la phase de sélection. Comme dans les cas précédents les particules à l’intérieur
de chaque île peuvent être rééchantillonnées soit avec une méthode bootstrap (Xˆ θˆin,jn ∼
N1∑
k=1
ωi,kn δX˜
θˆin,k
n ), soit avec la méthode génétique (Xˆ θˆ
i
n,j
n ∼ ωi,jn δX˜ θˆ
i
n,j
n +(1−ωi,jn )
N1∑
k=1
ωi,kn δX˜
θˆin,k
n ).
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On a alors une nouvelle mesure empirique associée à ce nouveau jeu de particules
ηˆθˆ
i
n,N
2
n =
1
N2
N2∑
j=1
δ
Xˆ
θˆin,j
n
ce qui conclut la description des quatre étapes du filtre SMC2.
On a donc un filtre capable de donner une estimation de la distribution de (Xn)n et
de celle d’un paramètre (θn)n qui donne la bonne dynamique pour le processus (Xn)n.
Comme dans le cas du IKF, on aura la vraie distribution du paramètre si les fonctions
sont toutes injectives en fonction de (θ)n. Si on a un problème dans lequel (θn)n est connu,
on se ramène au cas du filtre SMC vu dans la section précédente. Contrairement aux deux
filtres présentés dans les sous-sections précédentes, celui-ci n’est pas équivalent au filtre
de Kalman si on se replace dans le cas linéaire Gaussien simple. En effet, les particules,
bien qu’ayant l’avantage de s’adapter très bien au cadre non linéaire, ne permettent pas
d’obtenir l’optimalité du filtre de Kalman. Il faut donc faire attention au filtre que l’on
choisi : le filtre SMC2 très général, fonctionne dans tous les cas énoncés précédemment
mais donne une moins bonne estimation. Dans leurs cas respectifs, les filtres KF, RBPF
et IKF sont optimaux. Pour tous les autres cas on choisira donc d’utiliser le filtre SMC2.
Le filtre à plusieurs niveaux de particules a plusieurs limitations. La première que l’on
vient de voir est qu’il n’est pas optimal dans les cas particuliers. Un autre problème est son
manque de stabilité vis-à-vis des fonctions d’évolution et d’observation. En effet, moins
l’estimation de (θn)n sera bonne, moins celle de (ηn)n le sera. Plus les fonctions seront
régulières et donc la dynamique simple, plus l’estimation de ces processus sera simple. On
se rend donc compte que dans des cas où l’on n’a pas assez de régularité, on risque d’avoir
besoin d’un nombre élevé de particules. Ce qui nous conduit à la limite numérique des
systèmes de particules. Bien que faciles à mettre en œuvre d’un point de vue algorithmique,
le coût en temps des systèmes de particules est très élevé au niveau de la compilation.
Diminuer le nombre de particules nécessaire pour avoir une bonne estimation à chaque
niveau du filtre est donc un enjeu important de la théorie du filtrage. Enfin, la dernière
limite du filtre à plusieurs niveaux de particules que l’on vient de présenter, tout comme le
filtre IKF, est le fait que le paramètre ne peut pas dépendre du processus. La dépendance
doit être univoque au risque de ne plus pouvoir enchaîner les 4 étapes de ces filtres. Le
filtre RBPF n’a pas ce problème mais est restreint au cas très précis d’un processus à
influence linéaire et d’un processus à influence non linéaire avec bruits Gaussiens.
On a finalement présenter les filtres qui semblaient les plus appropriés pour résoudre
notre problème. Or comme on l’a vu dans le chapitre précédent, la dynamique des pro-
cessus géophysiques est généralement non linéaire et éventuellement non Gaussienne. De
plus les processus sur la grille et sous-maille s’influencent l’un l’autre suivant la loi de Kol-
mogorov. On ne se trouve donc dans aucun des cas des filtres que l’on vient de présenter.
On va donc devoir mettre en place un filtre permettant de traiter le problème posé dans le
chapitre précédent. On va utiliser pour cela un outil qui estime, dans un cas où l’on peut
poser le cadre du filtrage, la moyenne de processus. C’est un équivalent de l’estimation
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de la moyenne du filtre de Kalman mais dans des cas non linéaires.
2.4 Estimateur de moyenne conditionnelle : 3D-Var
On se place dans le cadre d’un processus stable au sens de [37], c’est-à-dire un proces-
sus observable et avec suffisamment de régularité pour pouvoir établir un filtre dessus. On
suppose qu’il a une dynamique non linéaire et des bruits éventuellement non Gaussiens.
Il est possible d’estimer la moyenne de ce processus à partir de l’estimateur 3D-Var avec
un coût bien inférieur à celui des particules. Il correspond à une extension au cadre non
linéaire de l’estimateur de la moyenne du filtre de Kalman. Cependant le 3D-Var ne peut
être considéré comme un filtre au sens où il n’est pas complet. En effet, comme pour le
filtre de Kalman, nous avons besoin, pour établir l’algorithme de cet estimateur, d’une
matrice dont la fonction est plus ou moins équivalente à celle de la matrice de gain. Dans
le filtre de Kalman cette matrice est calculée explicitement. Or ici cette matrice ne peut
pas être calculée au cours de l’algorithme. Dans le cas général elle est tout simplement
inconnue et est estimée par une méthode annexe. Dans certains cas simples, elle est cal-
culable uniquement avec les équations d’évolution. La plupart du temps dans le domaine
applicatif, elle est choisie de manière empirique. Les détails et résultats sont donnés dans
[27].
Le principe de cet estimateur se base sur une minimisation variationnelle. On veut
faire un compromis entre l’erreur faite par le modèle et celle faite par l’observation. Il
va donc falloir définir une fonction de coût qui sera le point de départ de la création de
l’algorithme.
On considère un processus (Xn)n ayant pour système d’évolution X0 = x0∀n > 0, Xn = Xn−1 + Fn(Xn−1) + σn(Xn−1)Wn
où les bruits (Wn)n sont indépendants, centrés, de loi quelconque, les fonctions d’évolution
(Fn)n du processus, (σn)n est la corrélation du bruit et x0 est l’état initial. Ce processus
est observé à l’aide du processus (Yn)n définit par
Yn = H(Xn) + ρVn
où les bruits d’observation (Vn)n sont indépendants, centrés, et ne suivent pas nécessaire-
ment une loi normale. Les fonctions (Hn)n sont les fonctions d’observation. Pour satisfaire
les besoins théoriques, les fonctions (Fn)n, (Hn)n et (σn)n sont C2 à dérivées bornées.
On décompose alors en fonction de la vraisemblance du processus de la manière sui-
vante
P(Xn|Yn) ∝ P(Yn|Xn)P(Xn)
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ce qui nous permet d’avoir une formule en fonction de la log-vraisemblance
log
(
P(Xn|Yn)
)
= log
(
P(Yn|Xn)
)
+ log
(
P(Xn)
)
+ C
où C est une constante. On pourra définir la fonction de coût à partir de cette log-
vraisemblance à partir du moment où log
(
P(Yn|Xn)
)
+ log
(
P(Xn)
)
est convexe.
De manière générale, on ne sait pas donner explicitement la forme de la fonction de
coût. Cependant dans le cas où les bruits sont Gaussiens et additifs, on définit la fonction
de coût pour un horizon fixé par
Jn(x0, w, v) = φ(x0) +
1
2
n∑
k=1
[
|wk|2 + |vk|2
]
où la fonction φ(x0) représente la log-vraisemblance de l’état initial x0 et v et w sont des
variables de contrôle. Le coût ainsi défini correspond donc bien à un compromis entre les
erreurs d’observation et de dynamique, intégrées au cours du temps. En utilisant l’équation
d’observation on peut réécrire le coût en
Jn(x,w) = φ(x0) +
1
2
n∑
k=1
[
|wk|2 + ρ−2|Yk −H(xk)|2
]
où x et w sont des variables de contrôle vérifiant, pour k = 1, .., n, xk = xk−1 +Fk(xk−1)+
σk(xk−1)wk et Yk = H(xk) + ρvk.
Le coût est donc fonction, dans ce contexte, de l’horizon n, des bruits (Wk)k∈{1,..,n} et
du processus (Xk)k∈{1,..,n} si l’on considère les observations (Yk)k∈{1,..,n} fixées. On mini-
mise tout d’abord cette fonction de coût par rapport au bruit de dynamique. En effet,
il correspond à une partie de la dynamique que l’on veut contrôler. On définit ainsi la
fonction
Vn(ξ) = min
w,x
Jn(x,w)
sous la contrainte xn = ξ, à l’instant final.
Cet objet est bien définit grâce aux hypothèses faites sur les fonctions. Le but est alors
de le manipuler pour créer un procédé d’estimation que l’on notera (Xˆk)k∈{1,..,n}. Pour
cela on va supposer de plus que V est de classe C2 et que la dérivée seconde de V en
fonction de x, notée Vxx, est strictement positive dans un voisinage du vrai processus. On
a dans ce cas un estimateur qui prend la forme suivante
Xˆn = Xˆn−1 + Fn(Xˆn−1) +
Hx(Xˆn)
ρ2Vxx(n, Xˆn)
(
Yn −Hn(Xˆn)
)
en utilisant le fait que Vx(n, Xˆn) = 0 et en prenant Xˆ0 = argmin φ(x). On peut vérifier
que cet estimateur est robuste au sens de [27], c’est-à-dire qu’il donne un coût inférieur
à une limite fixée arbitrairement. Cependant il est très difficile de calculer les valeurs de
la fonction Vxx et cet estimateur ne peut alors être utiliser que dans des cas où cette
fonction est explicitable en dehors de l’algorithme de (Xˆn)n ou en en utilisant une forme
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empirique, basée sur l’expérience de l’utilisateur.
On sait cependant que quelque soit δ > 0, il existe une matrice Γδn tel que l’estimateur
définit de la manière suivante
Xˆn = Xˆn−1 + Fn(Xˆn−1) + Γδn
(
Yn −Hn(Xˆn−1)
)
vérifie |Xn − Xˆn| < δ pour tout n > 0. Ainsi, d’un point de vue théorique, on peut
construire une estimation aussi précise qu’on le souhaite. Le problème réside dans le
fait de connaître cette matrice Γδn. Si on est capable de la calculer en ligne, on peut
développer un filtre permettant d’estimer aussi précisément qu’on le souhaite la moyenne
conditionnelle du processus réel. On voit donc la relation avec le filtre de Kalman, Γδn est
la matrice de gain et (Yn − Hn(Xˆn)) est l’innovation et on a l’optimalité sous condition
de pouvoir calculer la matrice Γδn pour δ > 0 aussi petit qu’on le souhaite.
On a donc décrit l’estimateur de moyenne conditionnelle du 3D-Var, qui nous servira
à mettre en place un filtre dans le cadre du problème physique. Nous allons devoir dans
un premier temps reprendre la théorie du filtrage non linéaire pour l’adapter au cadre du
problème sur une grille d’observation. On développera alors un algorithme en se basant
sur les filtres que l’on a présenté au cours de ce chapitre et sur l’estimation de moyenne
grâce à la minimisation variationnelle du 3D-Var.
2.5 Conclusion
Avant de passer à la suite de l’étude, on va présenter un tableau récapitulant les
différentes méthodes présentées au cours de ce chapitre.
Méthode Estimation Dynamique Observation Bruit
KF distribution linéaire linéaire Gaussien
RBPF distribution une partie linéaire combinaison Gaussien
une partie non linéaire de deux processus
IKF distribution processus linéaire linéaire en le processu Gaussien
paramètre non linéaire
SMC distribution non linéaire non linéaire quelconque
SMC2 distribution processus non linéaire non linéaire quelconque
paramètre non linéaire
3D-Var moyenne non linéaire linéaire Gaussien
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“Lorsque vous avez éliminé l’impossible, ce qu’il reste, si
improbable soit-il, est nécessairement la vérité.”
Sir Arthur Conan Doyle (1859 – 1930)
3
Filtrage avec un sous-espace aveugle
Le but de ce chapitre est de développer un algorithme pouvant filtrer dans un cas où
l’on dispose de deux processus qui s’influencent au cours de leur évolution de manière non
linéaire. Nous allons donc nous appuyer sur les outils du filtrage décrits dans la partie
précédente. Nous nous placerons dans un cadre plus général que celui des algorithmes du
chapitre précédent en posant deux espaces orthogonaux et en étendant le filtrage classique
dans ce cas. Pour cela nous développerons le cadre classique et établirons les hypothèses
pour pouvoir filtrer dans ces conditions.
Dans cette partie nous allons décrire nos principaux résultats. On veut en particulier
étendre le filtrage non-linéaire au cas où il manque des informations sur le processus dont
on veut filtrer les observations. Dans notre étude on ne s’intéressera que au cas où l’on peut
ranger les informations qui nous manquent dans un sous-espace orthogonal à celui dans
lequel on dispose d’observations. Ainsi on pourra découper l’espace en deux sous-espaces
orthogonaux. Dans ces conditions, le processus considéré ne vérifie plus les hypothèses du
filtrage non-linéaire classique. Nous allons, de plus, supposer que nous ne connaissons pas
une partie de la dynamique du processus. Cette hypothèse n’est en fait pas très restrictive
quand seulement une partie du processus est observée. On parlera alors de sous-espace
aveugle : on n’a pas d’observation sur ce sous-espace et on ne connaît pas les dynamiques
qui en émanent.
Par exemple dans le cas du LIDAR on ne dispose que d’observations sur la grille
formée par les points de mesure. Dans le cas d’un filtrage classique on ne pourrait filtrer
que si l’on dispose de la dynamique complète du processus sur la grille d’observation.
Cependant cette dynamique est extrêmement dépendante des phénomènes sous la grille. Il
en résulte que la non-connaissance du processus sous la grille entraîne la non-connaissance
des dynamiques du processus sur la grille. Dans ce cas le filtrage non-linéaire classique n’est
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même pas capable de filtrer les observations sur la grille indépendamment de l’estimation
de caractéristiques du milieu.
Nous allons donc commencer par mettre en place notre cadre. Dans un premier temps
nous allons reprendre la théorie du filtrage non-linéaire décrite dans le chapitre précédent
en réécrivant les noyaux d’évolution du procédé dans le cas où le processus peut se dé-
composer sur deux espaces orthogonaux. Nous développerons alors la novation, élément
central de notre théorie du filtrage. Nous donnerons ensuite un exemple d’algorithme ainsi
que ses résultats dans un cas particulier, celui de l’erreur modèle.
3.1 Filtrage en espaces orthogonaux
On veut appliquer les méthodes du filtrage non-linéaire dans le cas où l’espace E peut
être découpé en deux sous-espaces orthogonaux E1 et E2. Cela correspond au cadre fixé
dans le chapitre 1 pour l’étude des processus sur grille. L’hypothèse centrale de cette
partie est donc
E = E1 ⊕ E2 (H1)
Malgré le fait que cette hypothèse paraisse restrictive et un petit peu artificielle, elle
est en fait naturelle. En effet si on prend le problème d’un point de vue spatial, le fait
de découper les processus en différentes est une méthode classique de résolution. Par
exemple dans le cas de l’équation de Navier-Stokes, il y a différentes méthodes numériques
qui consistent à supprimer ou contrôler les processus de petite énergie. L’analyse multi-
résolution nous donne donc le cadre pour séparer notre espace E en deux sous-espaces qui
seront orthogonaux. Cette hypothèse d’orthogonalité justifie entre autre que l’on puisse
choisir les bruits sur les différents espaces non corrélés entre eux.
3.1.1 Système d’équations
Il faut tout d’abord noter que, dans un premier temps, nous considérons un processus
Xn = X1n + X2n, pour tout n ∈ N, avec X1n ∈ E1 et X2n ∈ E2, et dont on connaît toutes
les dynamiques. De plus les observations Yn = Y 1n + Y 2n , pour tout n ∈ N, sont elles aussi
entièrement connues. On est donc bien dans le même cadre que la partie précédente. On
sait qu’il est possible de mettre en place un algorithme de filtrage pour (Xn)n∈N. E1 et E2
étant orthogonaux, on sait que filtrer (Yn)n∈N revient à filtrer à la fois (Y 1n )n∈N et (Y 2n )n∈N.
Il est donc clair que nous n’aurons pas besoin d’hypothèses supplémentaires pour estimer
les distributions de X1n et X2n, pour tout n ∈ N. Cependant la description du procédé
de filtrage dans ce cas là n’est pas définie. Dans cette section nous nous contenterons de
développer les équations d’évolution. Notre but est de comprendre comment interagissent
les deux processus orthogonaux X1n et X2n.
Pour cela on reprend l’écriture du système d’évolution des processus Xn = Fn(Xn−1) +WnYn = Hn(Xn) + Vn (3.1)
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et décomposer l’évolution sur les deux sous-espaces orthogonaux. On obtient alors le
résultat suivant.
Proposition 1. Soient (Xn)n∈N ∈
(
E
)N
, (X1n)n∈N ∈
(
E1
)N
et (X2n)n∈N ∈
(
E2
)N
trois
processus vérifiant ∀n ∈ N, Xn = X1n + X2n. On suppose de plus qu’une des deux dyna-
miques (celle de E1 par symétrie) guide l’évolution des deux processus. L’évolution des
processus X1n et X2n peut être décrite par le système d’équations :
X1n = F 1,1n (X1n−1) + F
2,1
n,X1n−1
(X2n−1) +W 1n
X2n = F 1,2n (X1n−1) + F
2,2
n,X1n−1
(X2n−1) +W 2n
(3.2)
Les bruits (W 1n)n∈N et (W 2n)n∈N sont des familles non corrélées de bruits indépendants.
Les fonctions F 1,1n , F 1,2n , F 2,1n,. et F 2,2n,. sont des fonctions mesurables qui peuvent être sto-
chastiques.
Démonstration. On reprend la première partie de l’équation (3.1)
X1n +X2n = Xn = Fn(Xn−1) +Wn = Fn(X1n−1 +X2n−1) +Wn
On peut alors découper en un système de deux équations X
1
n = F 1n(X1n−1 +X2n−1) +W 1n
X2n = F 2n(X1n−1 +X2n−1) +W 2n
où Fn(Xn−1) = F 1n(Xn−1) + F 2n(Xn−1) et l’orthogonalité des espaces donne l’unicité de la
décomposition. De même, les bruits W 1n et W 2n sont non corrélés grâce à l’orthogonalité
des espaces.
Les fonctions F in, pour i = 1, 2, peuvent être décomposées de manière à privilégier le
processus qui guide la dynamique. Ainsi
F in(X1n−1 +X2n−1) = F 1,in (X1n−1) + F 2,in (X2n−1, X1n−1)
mais dans ce cas il n’y a pas a priori d’unicité dans la décomposition. Le but est d’isoler
au maximum l’influence du processus X1. En fait le choix de F 2,in sera restreint par les
hypothèses que nous aurons à faire dans les parties suivantes. Finalement on réécrit
F 2,in (X2n−1, X1n−1) = F
2,i
n,X1n−1
(X2n−1)
pour insister sur le fait que la plus grande partie de la dynamique provenant de X1n a été
écartée dans F 1,in . On obtient finalement (3.2).
Remarque 1. Quand on dit qu’un processus guide la dynamique, cela signifie que la
plus grande partie de la valeur du processus à un pas de temps dépend uniquement de la
valeur de ce processus au pas de temps précédent. Le fait d’imposer une prédominance va
permettre de simplifier les calculs et sera nécessaire dans la suite du manuscrit.
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Nous avons vu comment se développe l’équation d’évolution dans le cas des sous-
espaces orthogonaux, il reste à écrire les nouvelles équations d’observations. Nous allons
nous placer dans le cas très simple où la fonction d’observation peut s’écrire comme la
somme de deux fonctions : une sur chacune des deux espaces orthogonaux. Cette hypothèse
simplificatrice, tout comme celles faites précédemment, sera imposée par le cadre dans les
sections suivantes.
Proposition 2. Soit (Yn)n∈N le processus d’observation du processus (Xn)n∈N. L’ortho-
gonalité entre E1 et E2 induit une décomposition de ce processus d’observation en deux
processus (Y 1n )n∈N et (Y 2n )n∈N vérifiant ∀n ∈ N, Yn = Y 1n +Y 2n . On suppose de plus que les
fonctions d’observation (Hn)n∈N peuvent elles aussi se décomposer de manière orthogonale
Hn = H1n +H2n. Les équations d’observation sont données par le système Y
1
n = H1n(X1n) + V 1n
Y 2n = H2n(X2n) + V 2n
(3.3)
Les bruits (V 1n )n∈N et (V 2n )n∈N sont des familles de bruits mutuellement indépendants et
indépendants des autres processus. Les fonctions (H1n)n∈N et (H2n)n∈N sont mesurables et
déterministes.
Démonstration. On utilise à la fois la décomposition de Hn et de Yn pour avoir
Yn = Y 1n + Y 2n = Hn(X1n +X2n) + Vn = H1n(X1n) +H2n(X2n) + Vn
Enfin on décompose Vn en deux processus V 1n et V 2n , et on a unicité de cette décomposition
grâce à l’orthogonalité, pour obtenir (3.3).
On a ainsi pu développer le système d’équations régissant l’évolution des différents
processus 
X1n = F 1n(X1n−1 +X2n−1) +W 1n
X2n = F 2n(X1n−1 +X2n−1) +W 2n
Y 1n = H1n(X1n) + V 1n
Y 2n = H2n(X2n) + V 2n
(3.4)
Pour cela nous avons posé les hypothèses suivantes :
Le processus X1n guide les dynamiques des processus X1n et X2n. (H2)
Les observations (Yn)n∈N peuvent être décomposées en ∀n ∈ N, Yn = Y 1n + Y 2n où
Y 1n et Y 2n sont indépendants pour tout n. (H3)
Les fonctions d’observations (Hn)n∈N se décomposent ∀n ∈ N, Hn = H1n +H2n
avec H1n et H2n agissant de manière orthogonale sur F(E ,Y). (H4)
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On a ainsi décrit la dynamique pour les fonctions d’évolutions. On va maintenant re-
prendre le formalisme des noyaux pour décrire la dynamique de façon linéaire.
3.1.2 Décomposition des noyaux du filtrage non-linéaire
On reprend dans un premier temps le noyau de mutation Mn. Notre objectif est de le
décomposer de manière à représenter clairement l’évolution des processus. On part donc
de la définition du noyau
Mn(xn−1, dxn) = P(Xn ∈ dxn|Xn−1 = xn−1)
= P((X1n, X2n) ∈ dx1n × dx2n|X1n−1 = x1n−1, X2n−1 = x2n−1)
On peut alors utiliser l’orthogonalité entre X1n et X2n pour séparer cette probabilité en
deux probabilités représentant chacune l’évolution d’un des deux processus
P((X1n, X2n) ∈ dx1n × dx2n|X1n−1 = x1n−1, X2n−1 = x2n−1)
= P(X1n ∈ dx1n|X1n−1 = x1n−1, X2n−1 = x2n−1)⊗ P(X2n ∈ dx2n|X1n−1 = x1n−1, X2n−1 = x2n−1)
(3.5)
Le signe ⊗ souligne l’orthogonalité entre les processus. En effet, on a, pour f 1 : E1 → E,
f 2 : E2 → E, f = f 1f 2 et pour tout xn−1 ∈ E :
∫
xn
f(xn)Mn(xn−1, dxn) =
( ∫
x1n
f 1(x1n)P(X1n ∈ dx1n|X1n−1 = x1n−1, X2n−1 = x2n−1)
)
×
( ∫
x2n
f 2(x2n)P(X2n ∈ dx2n|X1n−1 = x1n−1, X2n−1 = x2n−1)
)
On va alors pouvoir décomposer parallèlement les deux parties du membre de droite
de (3.5). Le résultat est donné par le théorème suivant.
Théorème 3. Le noyau de mutation d’un processus (Xn)n∈N dont l’évolution est régie
par le système (3.4) peut se décomposer en un produit de deux noyaux
Mn(xn−1, dxn) = M1n(xn−1, dx1n)M2n(xn−1, dx2n) (3.6)
avec
M in(xn−1, dxin) = P(X in ∈ dxin|X1n−1 = x1n−1, X2n−1 = x2n−1)
pour i = 1, 2.
Chacun de ces deux noyaux peut aussi être décomposé en un produit de deux noyaux
M in(xn−1, dxin) =
∫
ξin
M1,in (x1n−1, dξin)M
2,i
n,F 2,i
n,x1
n−1
(x2n−1)
(ξin, dxin) (3.7)
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où les noyaux M j,in , i = 1, 2 et j = 1, 2, décrivent l’évolution étape par étape du processus.
M1,in (x1n−1, dξin) = P
(
F 1,in (X1n−1) +W in ∈ dξin|X1n−1 = x1n−1
)
M2,i
n,F 2,i
n,x1
n−1
(x2n−1)
(ξin, dxin) = P
(
X in ∈ dxin|F 1,in (X1n−1) +W in = ξin,L(F 2,in,x1n−1(x
2
n−1))
)
où les fonctions et les bruits sont les mêmes que dans le système (3.4).
Remarque 2. Bien que ce développement soit lourd au niveau des notations, les exposants
permettent de trouver facilement la signification du noyau. En effet l’exposant 1,1 est
associé au noyau décrivant l’influence du processus (X1n)n au pas de temps précédent sur
le processus (X1n)n au pas de temps en cours. Les exposants simples donnent la dynamique
d’évolution totale d’un des deux processus.
Remarque 3. Les conditions Xn−1 = xn−1 et X1n−1 = x1n−1, X2n−1 = x2n−1 sont équiva-
lentes à partir du moment où x1n−1 + x2n−1 est la décomposition orthogonale de xn−1.
Démonstration. La première partie est immédiate : il suffit d’utiliser la définition de M in,
i = 1, 2, dans l’équation (3.5).
La décomposition de chaque noyau, dans un deuxième temps peut se faire de manière
symétrique. On prend donc i = 1, 2 et on utilise la définition de M in
M in(xn−1, dxin) = P(X in ∈ dxin|X1n−1 = x1n−1, X2n−1 = x2n−1)
=
∫
ξin
P
(
X in ∈ dxin|X1n−1 = x1n−1, X2n−1 = x2n−1, F 1,in (X1n−1) +W in = ξin
)
× P
(
F 1,in (X1n−1) +W in ∈ dξin|X1n−1 = x1n−1, X2n−1 = x2n−1
)
Il faut maintenant travailler sur les conditions. On remarque tout d’abord que F 1,in (X1n−1)+
W in est non corrélé à X2n−1 car X1n−1 et X2n−1 sont orthogonaux et W in est indépendant de
X2n−1 par hypothèse. On peut donc réécrire la probabilité
P
(
F 1,in (X1n−1) +W in ∈ dξin|X1n−1 = x1n−1, X2n−1 = x2n−1
)
= P
(
F 1,in (X1n−1) +W in ∈ dξin|X1n−1 = x1n−1
)
qui n’est autre que le noyau M1,in appliqué à (x1n−1, dξin).
On peut réécrire la seconde probabilité en développant entièrement le processus X in
suivant son équation d’évolution
P
(
X in ∈ dxin|X1n−1 = x1n−1, X2n−1 = x2n−1, F 1,in (X1n−1) +W in = ξin
)
= P
(
F 1,in (X1n−1)+F
2,i
n,X1n−1
(X2n−1)+W in ∈ dxin|X1n−1 = x1n−1, X2n−1 = x2n−1, F 1,in (X1n−1)+W in = ξin
)
= P
(
ξin + F
2,i
n,X1n−1
(X2n−1) ∈ dxin|X1n−1 = x1n−1, X2n−1 = x2n−1, F 1,in (X1n−1) +W in = ξin
)
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On a alors que ξin est indépendant de Xn−1 conditionnellement à lui-même et que la loi
de
F 2,i
n,X1n−1
(X2n−1) est une fonction déterministe de (X1n−1, X2n−1). On en conclut finalement
P
(
X in ∈ dxin|X1n−1 = x1n−1, X2n−1 = x2n−1, F 1,in (X1n−1) +W in = ξin
)
= P
(
X in ∈ dxin|F 1,in (X1n−1) +W in = ξin,Loi(F 2,in,x1n−1(x
2
n−1))
)
ce qui correspond au noyau M2,i
n,F 2,i
n,x1
n−1
(x2n−1)
appliqué en (ξin, dxin).
La décomposition du noyau d’évolution du processus en espaces orthogonaux est donc
explicitée. Il faut maintenant développer le noyau de sélection. Pour simplifier les écri-
tures nous allons travailler sur la forme bootstrap de ce noyau. La forme génétique étant
simplement une combinaison linéaire avec un Dirac, les résultats démontrés dans le cas
du bootstrap seront toujours valables dans le cas génétique. On prend donc
Sn,η(x, dy) = ψGn(η)(dy)
avec ψGn(η)(dy) =
Gn(y)
η(Gn)
η(dy) la fonction de Boltzmann-Gibbs. On va montrer que le
noyau peut se décomposer en le produit d’un noyau de sélection classique sur chaque
sous-espace.
Proposition 3. Sous les mêmes hypothèses que le Théorème 3, et sous les hypothèses
(H) 1 à 4, le noyau de sélection Sn,η peut être décomposé en un produit de deux noyaux
Sn,η(x, dy) = S1n,η1(x1, dy1)S2n,η2(x2, dy2) (3.8)
avec les noyaux Sin,ηi, i = 1, 2, représentant une mise à jour du processus X i par l’obser-
vation Y i.
Démonstration. Dans un premier temps, on décompose la fonction potentielle Gn. En effet
on a supposé que l’on pouvait décomposer de façon orthogonale la fonction d’observation,
ce qui entraîne une écriture multiplicative pour la fonction potentiel
Gn(xn) = P(Yn|Xn = xn) = P(Y 1n , Y 2n |Xn = xn) = P(Y 1n |X1n = x1n)P(Y 2n |X2n = x2n)
Pour simplifier les opérations suivantes on va noter Gin = P(Y in|X in = xin), i = 1, 2. Il n’y a
pas de conflit de notation puisque les noyaux Gin, i = 1, 2, représentent bien une fonction
potentiel sur leurs sous-espaces respectifs.
On peut donc développer le noyau de sélection en utilisant cette décomposition
Sn,η(x, dy) = ψGn(η)(dy) =
Gn(y)
η(Gn)
dη(dy) = G
1
n(y1)G2n(y2)
η(G1nG2n)
η(dy)
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Il suffit alors de décomposer η en η1 ⊗ η2 sur les espaces orthogonaux pour obtenir
Sn,η(x, dy) =
G1n(y1)
η1(G1n)
η1(dy1)⊗ G
2
n(y2)
η2(G2n)
η2(dy2) = ψG1n(η
1)(dy1)⊗ ψG2n(η2)(dy2)
Enfin en notant pour i = 1, 2
Sin,ηi(xi, dyi) = ψGin(η
i)(dyi)
on arrive au résultat attendu.
On a donc décrit l’évolution du filtre non-linéaire sur deux sous-espaces orthogonaux
sous les hypothèses (H) 2 à 4 ( (H1) donnant l’orthogonalité des sous-espaces). Cette
évolution peut être résumée par la figure suivante.
η¯1n−1
η¯2n−1
ηˆ1n−1
ηˆ2n−1
η˜1n
η˜2n
η¯1n
η¯2n
ηˆ1n
ηˆ2n
S1n−1,η¯1n−1
S2n−1,η¯2n−1
M1,1n
M1,2n
M2,1
n,F 2,1
n,x1
n−1
(x2n)
M2,2
n,F 2,2
n,x1
n−1
(x2n)
S1n,η¯1n
S2n,η¯2n
η¯n−1 ηˆn−1 η¯n ηˆn
Sn−1,η¯n−1 Mn Sn,η¯n
ηn−1 ηn
Mn
Figure 3.1 – Schéma d’évolution du procédé de filtrage sur des sous-espaces orthogonaux
Nous n’écrirons pas le noyau de McKean dans ce cadre là car la formulation est extrê-
mement lourde et ne servira pas dans la suite de ce manuscrit. Nous allons donc passer
directement au cadre imposé par notre problème physique. Dans la section suivante nous
voulons savoir comment se transforment les équations développées au cours de cette sec-
tion dans le cas où l’on n’a plus d’information sur le sous-espace E2. Par plus d’information
on entend ni observation ni dynamique. On va donc se placer dans le cadre du sous-espace
aveugle.
3.2 Filtrage non-linéaire avec un sous-espace aveugle
Dans le cadre de notre problème physique nous n’avons pas d’information provenant
d’un des deux espaces. Nous supposerons que l’espace non observé est E2. Le lecteur
attentif pouvait en effet s’en douter : nous avions privilégié les dynamiques de E1. Par
non observé nous voulons dire que l’observation (Y 2n )n∈N existe mais n’est pas donnée
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aux personnes souhaitant filtrer le processus Xn. Autrement dit nous ferons l’hypothèse
suivante :
Le processus d’observation (Y 2n )n n’est pas une entrée de l’algorithme de filtrage. (H5)
Nous allons voir l’incidence de cette hypothèse sur le procédé de filtrage en espaces
orthogonaux mis en place dans la partie précédente.
3.2.1 Mise en place du cadre : sous-espace aveugle
Sous l’hypothèse (H5), on ne dispose pas de l’observation Y 2n , on ne peut donc plus pra-
tiquer l’étape de sélection pour le processus X2n. Cette étape est extrêmement importante
dans le processus de filtrage. En effet elle empêche le processus d’estimation de diverger
du vrai processus. On ne peut donc plus imaginer filtrer le processus X2n. On ne cherche
plus maintenant qu’à estimer le processus X1n. Le fait de supposer que l’on ne dispose pas
des dynamiques de X2n ne parait a priori pas restrictif. On fait donc l’hypothèse suivante :
Les fonctions d’évolution relatives au processus X2n ne sont pas connues au cours
du procédé de filtrage. (H6)
Cette hypothèse implique donc que l’on ne connait pas les fonctions F 1,2n , F 2,1n et F 2,2n .
Les hypothèses (H5) et (H6) correspondent au cadre fixé par le problème physique.
On ne dispose pas d’observation sur E2 et on ne connait pas la dynamique qui en émane.
Un tel sous-espace sera appelé un sous-espace aveugle.
Définition 9. On suppose que l’on dispose d’un espace E vérifiant (H1). On suppose qu’il
existe un processus Xn qui peut se décomposer en une somme constituée d’un processus sur
chaque sous-espace E1 et E2. On suppose de plus qu’il existe un processus d’observation
Yn qui se décompose lui aussi en deux processus Y 1n et Y 2n . On suppose finalement que les
processus suivent la dynamique imposée par le système (3.4).
Le sous-espace E2 est dit aveugle si on n’a pas accès à l’observation Y 2n et si on ne
connait pas les dynamiques relatives à E2, c’est-à-dire les fonctions F 1,2n , F 2,1n et F 2,2n .
Dans le cadre donné par cette définition, on ne décompose pas la mesure µ suivant
ses marginales. En effet dans ce cas on ne vérifierait pas les hypothèses (H5) et (H3). La
décomposition correspond en fait à la marginale µ1 sur E1, qui représente toute l’infor-
mation dont on dispose, et à la partie projetée sur le sous-espace aveugle, une fois exploité
toute l’information sur E1, qui est donc µ2|1. Pour ne pas s’embarrasser dans les calculs on
se contentera de noter µ2 tout en gardant en tête que cette mesure dépend de la première
marginale.
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Comme on ne peut pas filtrer le processus X2n, on ne pourra pas l’utiliser pour recons-
truire la dynamique de X1n. On ne peut a priori plus se satisfaire de la méthode classique
du filtrage non-linéaire pour filtrer le processus X1n à partir de son observation Y 1n . Nous
allons donc devoir développer une autre théorie, basée sur ce que nous avons vu dans
les parties précédentes, pour créer un algorithme permettant de filtrer X1n. Notre objectif
maintenant est de mettre en place un procédé associé à des hypothèses pour obtenir des
résultats similaires à ceux de P. Del Moral Théorème 1 et Théorème 2. Pour cela on va
reprendre l’écriture des trois noyaux qui composent l’évolution du procédé de filtrage.
3.2.2 Réécriture des noyaux du filtrage en espaces orthogonaux
On va dans un premier temps reprendre l’écriture du noyau de sélection Sn,η. Dans la
partie précédente, on a vu, dans le cas de deux espaces orthogonaux, et sous les hypothèses
(H3) et (H4), que ce noyau peut se décomposer en un produit de deux noyaux (Proposition
3).
Sn,η = S1n,η1S2n,η2 = ψG1n(η
1)ψG2n(η
2)
Quand on ne dispose pas du processus d’observation (Y 2n )n∈N, on ne peut pas utiliser la
fonction G2n. En effet, on le rappelle, la fonction G2n est une fonction de x2 ∈ E2 et de Y 2n
G2n(x2, y2) = P(Y 2n = y2|X2n = x2)
On ne peut donc plus utiliser le noyau S2n,η2 . On va devoir conserver la mesure a priori
sur E2. Le noyau de sélection dans ce cas devient donc
Sn,η(x, dy) = ψG1n(η
1)(dy1)η2(dy2) (3.9)
pour le noyau de sélection de type bootstrap.
Nous allons maintenant reprendre le noyau d’évolution du processus. Dans la partie
précédente nous avions pu décomposer le noyau Mn suivant le Théorème 3. La décompo-
sition totale peut s’écrire
Mn(xn−1, dxn) = M1n(xn−1, dx1n)M2n(xn−1, dx2n)
=
∫
ξ1n,ξ
2
n
M1,1n (x1n−1, dξ1n)M
2,1
n,F 2,1
n,x1
n−1
(x2n−1)
(ξ1n, dx1n)M1,2n (x1n−1, dξ2n)M
2,2
n,F 2,2
n,x1
n−1
(x2n−1)
(ξ2n, dx2n)
où les noyaux sont définis dans le Théorème 3. On cherche à connaitre le comportement
de ces noyaux durant leur intégration, c’est-à-dire quand on les applique à une mesure. On
va dans un premier temps faire en parallèle l’intégration des deux noyaux M in(xn−1, dxin),
i = 1, 2, contre une mesure µn−1, en utilisant la décomposition orthogonale des probabilités
(3.5).
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µn−1M in(dxin) =
∫
xn−1
∫
ξin
M1,in (x1n−1, dξin)M
2,i
n,F 2,i
n,x1
n−1
(x2n−1)
(ξin, dxin)µn−1(dxn−1)
=
∫
x1n−1
∫
ξin
M1,in (x1n−1, dξin)µ1n−1(dx1n−1)(∫
x2n−1
M2,i
n,F 2,i
n,x1
n−1
(x2n−1)
(ξin, dxin)µ2n−1(dx2n−1)
)
On voit alors que nous pouvons réécrire le noyau d’évolution dans le cadre de son
intégration. En effet le calcul précédent montre que la connaissance précise de M2,i n’est
pas nécessaire. L’objet qui nous sera utile est∫
x2n−1
M2,i
n,F 2,i
n,x1
n−1
(x2n−1)
(ξin, dxin)µ2n−1(dx2n−1)
qui représente le noyau intégré contre la mesure µ2n−1. On définit donc le noyau intégré
de M2,in .
Définition 10. Soit µ2n−1 ∈ P(E). On définit le noyau d’intégration de M2,in contre µ2n−1
par
M2,i
n,x1n−1,µ
2
n−1
(ξin, dxin) =
∫
x2n−1
M2,i
n,F 2,i
n,x1
n−1
(x2n−1)
(ξin, dxin)µ2n−1(dx2n−1) (3.10)
où x1n−1 ∈ E1, x2n−1 ∈ E2, ξin ∈ Ei et xin ∈ Ei.
Cette définition a deux objectifs : tout d’abord simplifier les calculs et mettre en
évidence le fait que le processus X2n n’intervient que de façon intégrée dans les équations
d’évolution du filtre. On peut alors écrire l’intégration du noyau M in contre µn−1,
µn−1M in(dxin) = µ1n−1M1,in M
2,i
n,.1,µ2n−1
(dxin) (3.11)
où le .1 représente une entrée imposée par µ1n−1. On a ainsi décrit les différentes étapes
regroupées dans le noyau d’évolution : une mutation provenant de la dynamique principale
induite par X1n dans un premier temps, puis une déviation générée par le processus X2n.
On peut maintenant écrire le noyau de McKean qui représente la dynamique totale
du filtre. On rappelle que le noyau de McKean Kn,η est le produit du noyau de sélection
et du noyau d’évolution
Kn,ηn−1 = Sn−1,ηn−1Mn
Pour cela on va utiliser les décompositions que l’on vient de mettre en place dans (3.9),
(3.11). Nous allons ainsi montrer le résultat suivant.
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Théorème 4. Le noyau de McKean peut se décomposer, dans le cadre des espaces aveugles
en un produit de deux noyaux de McKean
Kn,ηn−1(xn−1, dxn) = K1n,ηn−1(xn−1, dx
1
n)⊗K2n,ηn−1(xn−1, dx2n) (3.12)
où le symbole ⊗ souligne le fait que les deux noyaux K1n,η1n−1 et K
2
n,η2n−1
définissent un
noyau de McKean classique sur chacun des deux espaces orthogonaux E1 et E2.
Les noyaux Kin,ηn−1, i = 1, 2, sont des noyaux de McKean classiques et indépendant à
partir du moment où ηn−1 est connu.
Kin,ηn−1(xn−1, dx
i
n) = S1n−1,η1n−1M
1,i
n M
2,i
n,.1,η2n−1
(3.13)
Démonstration. On reprend la décomposition du noyau de sélection faite dans cette sec-
tion (3.9) ainsi que la décomposition du noyau d’évolution (3.6). Le noyau de McKean
peut alors se décomposer en
Kn,ηn−1(xn−1, dxn) = Sn−1,ηn−1Mn(xn−1, dxn)
=
∫
yn−1
Sn−1,ηn−1(xn−1, dyn−1)Mn(yn−1, dxn)
=
∫
yn−1
(
S1n−1,η1n−1(x
1
n−1, dy
1
n−1)⊗ η2n−1(dy2n−1)
)
(
M1n(yn−1, dx1n)⊗M1n(yn−1, dx1n)
)
=
(∫
yn−1
(
S1n−1,η1n−1(x
1
n−1, dy
1
n−1)⊗ η2n−1(dy2n−1)
)
M1n(yn−1, dx1n)
)
⊗
(∫
yn−1
(
S1n−1,η1n−1(x
1
n−1, dy
1
n−1)⊗ η2n−1(dy2n−1)
)
M2n(yn−1, dx2n)
)
Ainsi en dénotant pour i = 1, 2
Kin,ηn−1(xn−1, dx
i
n) =
∫
yn−1
(
S1n−1,η1n−1(x
1
n−1, dy
1
n−1)⊗ η2n−1(dy2n−1)
)
M in(yn−1, dxin)
on a bien la décomposition de Kn,ηn−1 annoncée.
Il nous faut maintenant travailler sur les noyaux Kin,ηn−1 pour retrouver la formulation
du théorème. Notons tout d’abord que les deux noyaux sont complètement symétriques
et pourront donc être traités simultanément. On prend donc i = 1, 2 et on décompose en
utilisant la formule (3.11). On rappelle que l’on travaille sur des mesures de probabilité,
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les intégrales sont donc toutes finies.
Kin,ηn−1(xn−1, dx
i
n) =
∫
yn−1
(
S1n−1,η1n−1(x
1
n−1, dy
1
n−1)⊗ η2n−1(dy2n−1)
)
M in(yn−1, dxin)
=
∫
yn−1
(S1n−1,η1n−1(x1n−1, dy1n−1)⊗ η2n−1(dy2n−1)
)
∫
ξin
M1,in (y1n−1, dξin)M
2,i
n,F 2,i
n,y1
n−1
(y2n−1)
(ξin, dxin)

=
∫
y1n−1
∫
ξin
Sn−1,η1n−1(x1n−1, dy1n−1)M1,in (y1n−1, dξin)(∫
y2n−1
M2,i
n,F 2,i
n,y1
n−1
(y2n−1)
(ξin, dxin)η2n−1(dy2n−1)
)
La dernière partie correspond exactement à la définition (3.10) c’est-à-dire
M2,i
n,y1n−1,η
2
n−1
(ξin, dxin) =
∫
y2n−1
M2,i
n,F 2,i
n,y1
n−1
(y2n−1)
(ξin, dxin)η2n−1(dy2n−1)
On peut alors reprendre le calcul précédent, tout d’abord en introduisant M, puis en
refactorisant les noyaux.
Kin,ηn−1(xn−1, dx
i
n) =
∫
y1n−1
∫
ξin
Sn−1,η1n−1(x
1
n−1, dy
1
n−1)M1,in (y1n−1, dξin)M
2,i
n,y1n−1,η
2
n−1
(ξin, dxin)
=
∫
y1n−1
Sn−1,η1n−1(x
1
n−1, dy
1
n−1)M1,in M
2,i
n,y1n−1,η
2
n−1
(y1n−1, dxin)
= Sn−1,η1n−1M
1,i
n M
2,i
n,.1,η2n−1
(x1n−1, dxin)
qui correspond à la forme attendue.
La décomposition ainsi produite indique tout d’abord que dans le cadre du sous-
espace aveugle, on peut décomposer le noyau de McKean qui représente le procédé de
filtrage en deux noyaux. Chacun de ces noyaux représente le filtre sur chacun des deux
sous-espaces orthogonaux et correspond à un noyau de McKean de filtrage classique à
partir du moment où on considère l’état au pas de temps précédent complètement connu.
La forme que prennent ces deux noyaux décrit clairement deux filtres parallèles en trois
étapes :
— une sélection classique sur l’espace E1 via le noyau Sn−1,η1n−1 ,
— une mutation incomplète contenant la partie principale de la dynamique via le
noyau M1,in ,
— une correction contenant les termes de plus petite ampleur dans la dynamique via
le noyau M2,i
n,.1,η2n−1
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On vient de le voir cette décomposition permet de paralléliser l’algorithme de filtrage.
En fait elle donne le résultat suivant.
Corollaire 1. Les noyaux K1n,ηn−1 et K2n,ηn−1 sont indépendants sachant ηn−1. On a donc
l’indépendance suivante
ηˆn−1K1n,ηn−1 = ηˆ
1
n
∐
ηˆn−1
ηˆ2n = ηˆn−1K2n,ηn−1
On peut donc reprendre la figure 3.1 dans le cadre de l’espace aveugle. La sélection
est remplacée par une sélection uniquement sur E1 et on utilise les noyaux intégrés M2,i
au lieu des noyaux M2,i pour i = 1, 2.

η¯1n−1
η¯2n−1


ηˆ1n−1
ηˆ2n−1

η˜1n
η˜2n

η¯1n
η¯2n


ηˆ1n
ηˆ2n

S1n−1,η¯1n−1
M1,1n
M1,2n
M2,1
n,.1,ηˆ2n−1
M2,2
n,.1,ηˆ2n−1
S1n,η¯1n
η¯n−1 ηˆn−1 η¯n ηˆn
Sn−1,η¯n−1 Mn Sn,η¯n
ηn−1 ηn
Mn
Figure 3.2 – Schéma d’évolution du procédé de filtrage sur des sous-espaces orthogonaux
avec l’espace E2 aveugle
Au cours de cette partie on s’est demandé comment changeait le procédé de filtrage
quand un des deux espaces était aveugle. On a cependant mis de côté le fait que l’on ne
disposait pas des dynamiques provenant de E2. On a vu que l’évolution des deux processus
se fait de manière indépendante à partir du moment où l’on dispose de la distribution
complète au pas de temps précédent. Or comme nous l’avons vu dans la section précédente
nous ne pourrons pas avoir accès aux distributions (η2n)n∈N. Nous ne chercherons pas non
plus à les estimer car nous ne disposons pas d’observation sur l’espace E2. Pour pouvoir
continuer notre étude il va tout de même être nécessaire de connaître la dynamique de
E1. On peut reprendre la dernière partie du schéma précédent pour décrire de manière
plus précise notre problème.
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(E1)
(E2)

η¯1n−1
η¯2n−1


ηˆ1n−1
ηˆ2n−1

η˜1n
η˜2n

η¯1n
η¯2n


ηˆ1n
ηˆ2n

S1n−1,η¯1n−1
⊗ η¯2n−1
M1,1n
M1,2n
M2,1
n,.1,ηˆ2n−1
M2,2
n,.1,ηˆ2n−1
S1n,η¯1n
⊗ η¯2n
Figure 3.3 – Schéma représentant l’algorithme de filtrage, l’espace aveugle et les dyna-
miques manquantes (en pointillés) dans le cadre de l’espace aveugle
La dynamique du filtre pour le processus (X1n)n∈N est donnée en trois étapes par
les noyaux S1n,η1n−1 , M
1,1
n et M
2,1
n,.1,η2n−1
. Les deux premiers peuvent être appliqués sans
problème à la mesure η1n−1 avec par exemple de algorithme de type filtre particulaire.
En effet, S1n,η1n−1 n’est rien de plus qu’une sélection exploitant l’observation Y
1
n de X1n, on
peut donc l’appliquer comme dans le filtrage classique. Le noyau d’évolution M1,1n quand
à lui, ne nécessite que la connaissance de η1n−1. Au contraire le noyauM
2,1
n,.1,η2n−1
nécessite la
connaissance de la mesure η2n−1 pour être appliqué. C’est donc lui qu’il va falloir estimer.
Pour cela nous allons mettre en place un nouvel outil que nous appellerons la novation.
3.2.3 Un nouveau terme : la novation
Le but de cette partie est d’imposer des critères pour savoir quand les noyaux (M2,1
n,.1,η2n−1
)n
sont bien estimés. Nous proposerons par la suite une méthode pour les estimer. Le fait que
ces noyaux prennent leurs valeurs sur un espace orthogonal à celui observé est le principal
problème. En effet on n’a aucun moyen "objectif" de savoir si l’estimation est cohérente
avec l’observation et donc le processus réel. C’est pour cela que nous devons mettre cette
théorie en place. Le schéma suivant montre plus clairement ce que représente la novation,
le processus de correction que nous noterons (Nn)n∈N.
Le processus (Nn)n∈N correspond donc à l’estimation de la valeur de la fonction F 2,1n,x1n−1
appliquée en x2n−1 à chaque pas de temps. Dans la section précédente nous avions pourtant
annoncé que l’on essaierait d’estimer un noyau. On a vu que le noyau que nous avons besoin
d’estimer est un noyau intégré, c’est-à-dire qui représente une influence moyenne. Il vient
donc naturellement qu’estimer ce noyau est équivalent au fait d’estimer un processus
aléatoire ou une loi. Nous verrons par la suite pourquoi nous n’avons pas besoin d’estimer
une loi.
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E1
E2
F1(X1n)
X1n
X2n
Nn Proj  (F(Xn))
E1
Xn=X1n+X2n
Proj  (F(Xn))=F1(X1n)+Nn
E1
Yn=Y1n=H(X1n)+Vn
Figure 3.4 – Représentation graphique des différents processus entrant en jeu dans le
problème du sous-espace aveugle
Il faut noter que l’on est, a priori, en mesure de pouvoir reconstruire le processus
total en utilisant les observations Y 1n et la dynamique F 1,1n . En effet, en se référant au
papier [36], on sait qu’à la fois la partie F 1,1n (X1n−1) et la novation sont observables par
notre système. On dispose alors, à condition de supposer une certaine régularité pour
l’évolution des processus, d’un filtre stable. On sait qu’il nous sera donc possible d’établir
des procédés pour reconstruire à la fois la dynamique du processus dans E1 et la novation.
Comme dans le cas de la théorie du filtrage non-linéaire développée dans le chapitre 2, on
veut être en mesure de retrouver la loi du processus X1n. Il faudra donc ajouter comme
hypothèse le fait que la novation a une loi à densité. Le cas contraire, on tomberait dans
des cas où la novation ne serait plus observable à l’aide de Y 1n .
Notre objectif est donc de trouver une méthode pour valider ou infirmer l’efficacité
des différentes novations qui pourraient être proposées. Une première approche pourrait
être de vouloir un procédé qui donne de meilleurs résultats que celui sans estimation du
noyau M2,1
p,.1,η2p−1
, c’est-à-dire un critère comme
∀n ∈ N, ‖ηvrain − ηnovationn ‖ < ‖ηvrain − ηbrutn ‖ (3.14)
où ‖.‖ représente une norme sur les distributions. Cependant un tel critère n’est pas très
clair et n’est pas facile à mettre en œuvre en pratique. Il va donc falloir expliciter cette
inégalité.
Dans un premier temps on va donner un résultat qui permet de contrôler la déviation
d’un algorithme d’estimation des mesures η1.
Théorème 5. Soit (ηn)n∈N une suite de mesures dont le processus sous-jacent (Xn)n
suit le système d’évolution (3.4). On suppose de plus que l’espace E2 est aveugle pour ce
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processus et que ses noyaux d’évolution vérifient les hypothèses (G) et (Mm). Soit (ηCn )n∈N
une suite qui estime la suite (η1n)n∈N dont l’évolution se fait de la manière suivante : η
C
0 = η10
∀ n > 1, ηCn = ηCn−1S1n,ηCn−1M
1,1
n M
N
n
On a alors l’inégalité suivante pour tout ensemble de fonctions G E-mesurables et de
norme infinie inférieure à 1 :
‖ηCn − η1n‖G ≤
n∑
p=0
K(p, n)
∣∣∣∣∣∣∣∣∣∣∣∣MNp −M2,1p,.1,η2p−1
∣∣∣∣∣∣∣∣∣∣∣∣G
avec |||.|||G la semi-norme sur les noyaux issue de la semi-norme de Zolotarev et de la
norme infinie et K(p, n) = β(Pp,n)
2‖Gp,n‖
ηp(Gp,n)
où β est le coefficient de contraction de Do-
brushin, P le noyau du potentiel du processus Pp,n(fn) =
Qp,n(fn)
Qp,n(1)
et Gp,n = Qp,n(1) de la
Définition 7.
Avant de commencer la démonstration de ce théorème, nous allons faire une remarque
qui permet de comprendre en quoi ce résultat répond au problème posé au début de cette
section. Les différents termes du majorant dans l’inégalité donnent une bonne idée des
conditions que doit satisfaire un processus pour bien estimer les lois η1 :
— K(p, n) est une constante dure qui ne dépend pas du procédé d’estimation choisie,
c’est la perte pure due au fait que l’on ne dispose pas de la vraie distribution au
temps p, il ne dépend que du vrai processus et de ses observations.
— ‖MNp −M2,1p,.1,η2p−1‖tv représente tout simplement la qualité de l’estimateur du noyau
M2,1
p,.1,η2p−1
. Meilleur est cet estimateur, meilleur sera l’estimation de la loi cible.
Ainsi nous n’aurons de pouvoir que sur le second terme, une fois l’estimateur MNn du
noyau M2,1
p,.1,η2p−1
choisi. Le premier, quant à lui, est intrinsèque au processus que l’on veut
filtrer. Ce terme nous permettra de donner des limites à chacune des novations proposées :
nous pourrons donner la puissance d’un algorithme qui dépendra des classes de processus
qu’il est en capacité d’estimer.
Démonstration. Dans un premier temps on rappelle des notations issues du filtrage non-
linéaire classique
Φn(η) = ψGn−1(η)Mn
et
Φp,n = Φn ◦ Φn−1 ◦ ... ◦ Φp+1
On peut les adapter dans notre cadre en remplaçant le noyau Mn par le noyau M1n,
on écrit donc
Φ1n(η) = ψGn−1(η)M1n = ψG1n−1(η)M1,1n M
2,1
n,.1,η2n−1
et
Φ1p,n = Φ1n ◦ Φ1n−1 ◦ ... ◦ Φ1p+1
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Soit n > 1 fixé, on veut travailler sur la différence de mesure ηCn − η1n. On peut alors
décomposer cette différence en la somme
ηCn − η1n =
n∑
p=0
Φ1p,n(ηCp )− Φ1p,n
(
Φ1p(ηCp−1)
)
(3.15)
avec la convention Φ0(ηC−1) = η0, qui correspond à l’initialisation ηC0 = η10, et en utilisant
le fait que Φn,n = Id et que Φ0,n(η10) = η1n. Cette décomposition vient simplement du fait
que
(
Φ1p,n(ηCp )−Φ1p,n
(
Φ1p(ηCp−1)
))
p∈{0,..,n}
est une suite télescopique. Il ne reste alors qu’à
majorer de manière isolée chacun des termes de cette suite.
Pour cela il faut tout d’abord remarquer que pour p fixé, Φ1p,n(ηCp ) correspond à l’évo-
lution d’un processus hybride : les p premiers pas de temps sont faits avec le procédé
d’estimation et les n − p derniers avec la dynamique du processus réel. Le second terme
Φ1p,n
(
Φ1p(ηCp−1)
)
correspond au même procédé mais uniquement les p− 1 première étapes
sont faites avec le noyau estimé. La différence entre ces deux termes est donc la différence
sur les mesures au temps n si au temps p on a évolué soit avec le noyau réel soit avec
son estimation. On ne s’intéresse donc pas uniquement à la différence entre les noyaux au
temps p mais aussi à la manière dont cette différence se propage au cours du temps.
On va alors utiliser la Propriété 3 qui permet de comparer la différence Φ1p,n(ηCp ) −
Φ1p,n
(
Φ1p(ηCp−1)
)
en fonction de ηCp −Φ1p(ηCp−1). On prend l’ensemble de fonctions G = {f ∈
Bb(E), ‖f‖ ≤ 1} c’est à dire les fonctions mesurables bornées de norme inférieure à 1. On
sait que pour chaque fonction f ∈ G, il existe une fonction f (ηCp ) ∈ G telle que∣∣∣∣∣
(
Φ1p,n(ηCp )− Φ1p,n
(
Φ1p(ηCp−1)
))
(f)
∣∣∣∣∣ ≤ β(Pp,n) 2‖Gp,n‖ηp(Gp,n)
∣∣∣∣∣
(
ηCp − Φ1p(ηCp−1)
)
(f (ηCp ))
∣∣∣∣∣
(3.16)
Pour simplifier les écritures on va noter K(p, n) = β(Pp,n)
2‖Gp,n‖
ηp(Gp,n)
. Il nous reste alors
à étudier la différence sur un pas de temps ηCp −Φ1p(ηCp−1). De manière symétrique au cas
de la dynamique réelle, on va noter
ΦCp (µ) = ψGp−1(µ)M1,1p MNp
et on a ηCp = ΦCp (ηCp−1) comme pour le vrai processus. On peut alors écrire la différence
de la manière suivante.
ηCp − Φp(ηCp−1) = ΦCp (ηCp−1)− Φp(ηCp−1)
= ψGp−1(ηCp−1)M1,1p MNp − ψGp−1(ηCp−1)M1,1p M2,1p,.1,η2p−1
= ψGp−1(ηCp−1)M1,1p
(
MNp −M2,1p,.1,η2p−1
)
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En replaçant ce résultat dans l’inégalité (3.16) on obtient
∣∣∣∣∣
(
Φ1p,n(ηCp )− Φ1p,n
(
Φ1p(ηCp−1)
))
(f)
∣∣∣∣∣
≤ K(p, n)
∣∣∣∣∣
(
ψGp−1(ηCp−1)M1,1p
(
MNp −M2,1p,.1,η2p−1
))
(f (ηCp ))
∣∣∣∣∣︸ ︷︷ ︸
(1)
(3.17)
Il faut maintenant isoler dans le second terme la partie qui correspond à l’estimation
du noyau M2,1
n,.1,η2p−1
. On reprend pour la suite du calcul la notation
(1) =
∣∣∣∣∣
(
ψGp−1(ηCp−1)M1,1p
(
MNp −M2,1p,.1,η2p−1
))
(f (ηCp ))
∣∣∣∣∣
(I) ≤
∣∣∣∣∣
∫
x
ψGp−1(ηCp−1)M1,1p (dx)
(
MNp −M2,1p,.1,η2p−1
)
(f (ηCp ))(x)
∣∣∣∣∣
≤
∫
x
ψGp−1(ηCp−1)M1,1p (dx)
∣∣∣∣(MNp −M2,1p,.1,η2p−1
)
(f (ηCp ))(x)
∣∣∣∣
≤
∫
x
ψGp−1(ηCp−1)M1,1p (dx)
∥∥∥∥MNp (x, .)−M2,1p,.1,η2p−1(x, .)
∥∥∥∥G
≤
∣∣∣∣∣∣∣∣∣∣∣∣MNp −M2,1p,.1,η2p−1
∣∣∣∣∣∣∣∣∣∣∣∣G
car ψGp−1(ηCp−1)M1,1p est une mesure de probabilité. On rappelle que pour un noyau M on
note la semi-norme |||M |||G = sup
x∈E
‖M(x, .)‖G.
Il suffit alors de prendre la semi-norme de Zolotarev dans le premier terme de (3.17)
pour obtenir∥∥∥∥Φ1p,n(ηCp )− Φ1p,n(Φ1p(ηCp−1))∥∥∥∥G ≤ K(p, n)
∣∣∣∣∣∣∣∣∣∣∣∣MNp −M2,1p,.1,η2p−1
∣∣∣∣∣∣∣∣∣∣∣∣G
On utilise ensuite la sous-additivité de la semi-norme de Zolotarev dans (3.15) pour
insérer le résultat précédent et avoir finalement
‖ηCn − η1n‖G ≤
n∑
p=0
K(p, n)
∣∣∣∣∣∣∣∣∣∣∣∣MNp −M2,1p,.1,η2p−1
∣∣∣∣∣∣∣∣∣∣∣∣G
Remarque 4. Dans le cas où M2,1
p,.1,η2p−1
= Id au sens des noyaux, il est évident qu’il n’y
aura aucun problème. En fait dans ce cas le processus X1 ne dépend pas du processus X2,
il est donc clair que la méthode de filtrage classique fonctionnera et nous n’aurons pas
besoin de toute la théorie que nous venons de mettre en place. On va donc se placer à
partir de maintenant dans le cas plus compliqué où M2,1
p,.1,η2p−1
6= Id pour presque tous les
p (on n’interdit pas que ponctuellement et de manière très peu fréquente le processus X1
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ne dépende pas du processus X2). On ajoute donc l’hypothèse suivante :
Il existe I ⊂ N fini, dont les points sont non consécutifs (et suffisamment éloignés
les uns des autres), tel que ∀p ∈ N \ I, M2,1
p,.1,η2p−1
6= Id.
(H7)
On dispose à présent d’un majorant de la déviation de l’estimateur de type novation. Il
se compose d’une somme qui représente l’empilement de l’erreur due au fait de ne connaitre
qu’une partie de l’évolution. A chaque pas de temps on a deux termes :
∣∣∣∣∣∣∣∣∣∣∣∣MNp −M2,1p,.1,η2p−1
∣∣∣∣∣∣∣∣∣∣∣∣G
représente la qualité de la novation et K(p, n) est un terme dépendant uniquement de la
dynamique du processus vrai.
Il faut maintenant mettre en place un critère qui permet de savoir quand un algorithme
estime bien le noyau M2,1
n,.1,η2n−1
. Ce terme représente la qualité de la novation. C’est donc
sur ce terme que va porter notre critère pour savoir quand l’estimateur est "bon".
Définition 11. Soit G un ensemble de fonction mesurable de norme infinie inférieur à 1.
On dit qu’un estimateur (MNn )n∈N du noyau (M
2,1
n,.1,η2p−1
)n∈N accomplit la novation quand
il vérifie pour tout p ∈ N ∣∣∣∣∣∣∣∣∣∣∣∣MNp −M2,1p,.1,η2p−1
∣∣∣∣∣∣∣∣∣∣∣∣G ≤ A(p)
avec (A(p))p∈N telle que pour tout n ∈ N,
n∑
p=0
K(p, n)A(p) < ‖η1n − ηIdn ‖G (3.18)
où ηIdn est la distribution sans estimation, du noyau M
2,1
p,.1,η2p−1
, c’est-à-dire qui suit le
système d’évolution  η
Id
0 = η10
∀ n > 1, ηIdn = ηIdn−1S1n,ηIdn−1M
1,1
n
On a donc défini une "bonne" novation comme un processus qui fait mieux que le pro-
cessus sans novation. Il est important de noter qu’une bonne novation n’est pas forcément
un bon estimateur mais seulement un estimateur qui donne de meilleurs résultats que
celui qui n’estime pas le noyau M2,1
p,.1,η2p−1
.
On remarque que le critère que nous venons de donner reprend l’esprit du critère brut
(3.14) donné au début de cette section. Ce critère est cependant un peu plus restrictif car
on peut écrire
∀n ∈ N, ‖η1n − ηCn ‖G ≤
n∑
p=0
K(p, n)A(p) < ‖η1n − ηIdn ‖G
Ce critère restreint donc le champ des recherches de novations à celles qui améliorent
effectivement l’estimation de la distribution vraie. Il est aussi plus commode à mettre en
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place en pratique : en effet de manière générale on va chercher dans les applications des
estimateurs qui vérifieront pour tout n ∈ N∣∣∣∣∣∣∣∣∣∣∣∣MNn −M2,1n,.1,η2n−1
∣∣∣∣∣∣∣∣∣∣∣∣ < ∣∣∣∣∣∣∣∣∣∣∣∣Id−M2,1n,.1,η2n−1
∣∣∣∣∣∣∣∣∣∣∣∣
Bien que cette condition semble proche de celle que nous avons énoncé, elle n’est ni
nécessaire ni suffisante. Il sera pourtant plus simple de vérifier notre critère pour des
noyaux vérifiant cette dernière condition. Dans la suite de notre étude nous supposerons
d’ailleurs que les estimateurs vérifient cette propriété.
Il reste à expliquer pourquoi on se contentera dans la suite de voir la novation comme
un processus (Nn)n∈N au lieu d’un estimateur. Dans un premier temps, il est évident que
c’est une simplification d’un point de vue des applications : un processus est plus facile
à estimer qu’un noyau. Ensuite nous ne sommes pas vraiment intéressés par le noyau en
lui-même, l’objectif étant de filtrer le processus (X1n)n, l’effet de ce noyau sur la mesure
η1n−1S
1
n,η1n−1
M1,1n sera amplement suffisant. De plus nous allons manipuler des processus
et non des mesures, et dans ce cas, appliquer un noyau revient à ajouter une variable
aléatoire qui dépend de l’état processus. Enfin le noyau que nous souhaitons estimer est
un noyau moyenné suivant le processus (X2n)n, on peut donc s’attendre à le voir prendre
de manière générale la forme d’une variable aléatoire.
Maintenant que nous avons établi un critère pour différencier les novations qui amé-
liorent véritablement l’estimation des distributions et que nous avons développé l’inter-
action entre les noyaux de novation et d’évolution, nous allons pouvoir réfléchir à la mise
en algorithme de ce principe. Tout comme pour le filtre non linéaire classique, on peut
mettre en œuvre différents procédés basés sur la même théorie (par exemple pour le fil-
trage non-linéaire classique : les SMC, MCMC, pMCMC, etc). Nous allons donc présenter
différentes méthodes basées sur des outils déjà développés à partir du filtre non linéaire
classique.
3.3 Mise en place d’un algorithme basé sur la nova-
tion
Dans cette section on veut montrer, en se basant sur la théorie développée dans la
section précédente, comment développer un algorithme permettant de filtrer le processus
(X1n)n∈N dans le cas où l’espace E2 est aveugle pour (Xn)n∈N. Nous allons présenter es-
sentiellement un algorithme qui utilise la même sélection que dans le cas des systèmes de
particules. Le vrai problème qui se pose consiste à trouver une manière d’estimer le noyau
de novation. Pour cela nous allons proposer différentes méthodes. Nous allons dévelop-
per en particulier une méthode utilisant une minimisation variationnelle, en considérant
la novation comme une moyenne. Il faudra alors montrer l’efficacité de cet algorithme
ainsi que donner les hypothèses nécessaires pour le faire fonctionner. Enfin nous mettrons
en place l’algorithme complet en concaténant cet algorithme avec la sélection grâce au
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système de particules.
Il faudra encore une fois démontrer les résultats théoriques d’un tel algorithme. Nous
supposons dans cette section que le processus vrai (Xn)n vérifie les hypothèses posées de-
puis le début du manuscrit, en particulier (H7). La novation sera vue comme la correction
de l’évolution partielle et sera dénotée par (Nn)n∈N. Ce processus sera considéré comme
indépendant du processus (X2n)n∈N et ne dépendra donc que du processus (X1n)n∈N. Dans
un premier temps, pour fixer les idées, nous allons écrire un procédé de novation dans le
cadre d’un linéaire gaussien d’un filtre de Kalman avec un sous-espace aveugle pour le
processus (Xn)n∈N.
3.3.1 Filtre de Kalman avec un sous-espace aveugle
On rappelle dans un premier temps les éléments du filtre de Kalman avec les notations.
Soit (Xn)n∈N ∈ EN une processus linéaire gaussien :
Xn = AnXn−1 +BnWn
et (Yn)n∈N son processus d’observation :
Yn = CnXn +DnVn
avec (Wn ∼ N (0, Qn))n∈N et (Vn ∼ N (0, Rn))n∈N deux suites indépendantes de bruits
gaussiens centrés mutuellement indépendants avec (Qn)n∈N et (Rn)n∈N les matrices respec-
tivement de covariance du bruit d’évolution et du bruit d’observation. (An)n∈N, (Bn)n∈N,
(Cn)n∈N, (Dn)n∈N sont les matrices respectivement d’évolution, de corrélation du bruit
d’évolution, d’observation et de corrélation du bruit d’observation.
On peut construire un filtre de Kalman sur ce genre de processus. Le filtre de Kalman
repose en deux étapes : une étape d’évolution (parfois appelée mise à jour) et une étape
de correction en utilisant la matrice de gain et l’observation. Le filtre de Kalman permet
à la fois d’estimer la moyenne (Xn)n∈N du processus mais aussi sa matrice de covariance
(Pn)n∈N = E[XnXn]. Pour cela on part d’un point point a priori Xˆ0 proche de la vrai
moyenne X0. On applique ensuite les deux étapes du filtre de manière récursive pour
n ≥ 1
— Évolution : 
X¯n = AnXˆn−1
P¯n = AnPˆn−1ATn +BnQnBTn
qui correspond à faire passer le processus d’estimation au pas de temps suivant
avec la matrice d’évolution et de calculer sa nouvelle matrice de covariance.
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— Correction de Kalman :
Gn = P¯nCTn
(
CnP¯nC
T
n +DnRnDTn
)−1
Xˆn = X¯n +Gn(Yn − CnX¯n)
Pˆn =
(
I −GnCn
)
P¯n
On calcule dans un premier temps la matrice de gainGn qui donne l’importance que
va prendre la distance à l’observation dans le calcul de l’estimation de la moyenne
Xˆn. On peut alors avoir la nouvelle moyenne corrigée et sa covariance.
Il est assez clair que le meilleur estimateur de Xn est Xˆn et le meilleur estimateur de Pn
est Pˆn. On sait alors que ces estimations du filtre de Kalman convergent vers les processus
vrais. On peut maintenant étudier le filtre de Kalman dans le cas de deux sous-espaces
orthogonaux. On alors Xn =
X1n
X2n
 avec X1n ∈ E1 et X2n ∈ E2 pour tout n ∈ N.
On peut alors réécrire les matrices de transitions des processus X et Y . Étant donné
que l’espace d’état à été décomposé en 2, les matrices vont être décomposées en 4 sous-
matrices.
An =
A1,1n A1,2n
A2,1n A
2,2
n
 , Bn =
B1,1n 0
0 B2,2n

Cn =
C1,1n 0
0 C2,2n
 , Dn =
D1,1n 0
0 D2,2n

Qn =
Q1,1n 0
0 Q2,2n
 , Rn =
R1,1n 0
0 R2,2n

La forme des matrices Bn, Dn, Qn et Rn vient du fait que l’on a supposé que les bruits
sont indépendants entre les deux espaces de par l’orthogonalité. On a donc représenté le
fait que les processus X1n et X2n ne s’influencent qu’au cours de leur évolution temporelle.
On va donc réécrire le filtre de Kalman avec X¯n =
X¯1n
X¯2n
 et Xˆn =
Xˆ1n
Xˆ2n
 pour tout
n ∈ N pour les moyennes et P¯n =
P¯ 1,1n P¯ 1,2n
P¯ 2,1n P¯
2,2
n
 et Pˆn =
Pˆ 1,1n Pˆ 1,2n
Pˆ 2,1n Pˆ
2,2
n
 pour les matrices
de covariances. Dans un premier temps on s’occupe de la mise à jour de Xn. Pour cela on
reprend l’équation X¯n = AnXn−1 et on utilise la nouvelle forme de An et Xn.
 X¯
1
n = A1,1n Xˆ1n−1 + A1,2n Xˆ2n−1
X¯2n = A2,1n Xˆ1n−1 + A2,2n Xˆ2n−1
Pour comparer à ce que l’on fait dans ce qui précède, le terme A1,1n Xˆ1n−1 correspond à
F 1,1n (X1n−1) et le terme A1,2n Xˆ2n−1 correspond à Fn,X1n−1(X
2
n−1) dans le système (3.4) dans
la section 2 de ce chapitre.
La mise à jour de la covariance se fait à partir de l’équation du filtre de Kalman
P¯n = AnPˆn−1(An)T + BnQn(Bn)T , en décomposant chacune des matrices et en décrivant
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les produits matriciels par blocs.

P¯ 1,1n = A1,1n Pˆ
1,1
n−1(A1,1n )T + A1,2n Pˆ
2,1
n−1(A1,1n )T + A1,1n Pˆ
1,2
n−1(A1,2n )T
+A1,2n Pˆ
2,2
n−1(A1,2n )T +B1,1n Q1,1n (B1,1n )T
P¯ 1,2n = A1,1n Pˆ
1,1
n−1(A2,1n )T + A1,2n Pˆ
2,1
n−1(A2,1n )T + A1,1n Pˆ
1,2
n−1(A2,2n )T + A1,2n Pˆ
2,2
n−1(A2,2n )T
P¯ 2,1n = A2,1n Pˆ
1,1
n−1(A1,1n )T + A2,2n Pˆ
2,1
n−1(A1,1n )T + A2,1n Pˆ
1,2
n−1(A1,2n )T + A2,2n Pˆ
2,2
n−1(A1,2n )T
P¯ 2,2n = A2,1n Pˆ
1,1
n−1(A2,1n )T + A2,2n Pˆ
2,1
n−1(A2,1n )T + A2,1n Pˆ
1,2
n−1(A2,2n )T
+A2,2n Pˆ
2,2
n−1(A2,2n )T +B2,2n Q2,2n (B2,2n )T
Les quatre blocs prennent la même forme qui correspond aux différentes parties de
la dynamique : les dynamiques qui proviennent de E1 avec A1,1n . (A1,1n )T , celles qui
proviennent de E2 avec A2,2n . (A2,2n )T , les dynamiques croisées avec A1,1n . (A2,2n )T ou
A2,2n . (A1,1n )T et enfin les dynamiques interdépendantes avec les noyaux A1,2n et A2,1n . On
a ainsi décrit l’étape de mise à jour.
La correction de Kalman se fait à partir de la matrice de gain Gn = P¯nCTn
(
CnP¯nC
T
n +
DnRnD
T
n
)−1
, on va donc commencer par développer son écriture dans notre cadre. Pour
cela nous allons avoir besoin de la matrice
Sn = CnP¯nCTn +DnRnDTn
qui va se décomposer de la manière suivante Sn =
S1,1n S1,2n
S2,1n S
2,2
n
 avec

S1,1n = C1,1n P¯ 1,1n (C1,1n )T +D1,1n R1,1n (D1,1n )T
S1,2n = C1,1n P¯ 1,2n (C2,2n )T
S2,1n = C2,2n P¯ 2,1n (C1,1n )T
S2,2n = C2,2n P¯ 2,2n (C2,2n )T +D2,2n R2,2n (D2,2n )T
Cette matrice représente la covariance du processus d’observation Yn =
Y 1n
Y 2n
.
Vue la forme de la matrice de gain, nous allons devoir calculer l’inverse de Sn que nous
noterons Tn = S−1n =
T 1,1n T 1,2n
T 2,1n T
2,2
n
. Pour cela on va utiliser la méthode d’inversion par
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bloc (on suppose que toutes les matrices mises en jeu sont inversibles) :

T 1,1n =
(
S1,1n − S1,2n (S2,2n )−1S2,1n
)−1
T 1,2n = −
(
S1,1n − S1,2n (S2,2n )−1S2,1n
)−1
S1,2n (S2,2n )−1
T 2,1n = −(S2,2n )−1S2,1n
(
S1,1n − S1,2n (S2,2n )−1S2,1n
)−1
T 2,2n = (S2,2n )−1 + (S2,2n )−1S2,1n
(
S1,1n − S1,2n (S2,2n )−1S2,1n
)−1
S1,2n (S2,2n )−1
La matrice de gain Gn =
G1,1n G1,2n
G2,1n G
2,2
n
 peut alors se décomposer de manière orthogo-
nale suivant son équation dans le filtre de Kalman classique.
G1,1n = P¯ 1,1n (C1,1n )TT 1,1n − P¯ 1,2n (C2,2n )TT 2,1n
G1,2n = P¯ 1,1n (C1,1n )TT 1,2n + P¯ 1,2n (C2,2n )TT 2,2n
G2,1n = P¯ 2,1n (C1,1n )TT 1,1n + P¯ 2,2n (C2,2n )TT 2,1n
G2,2n = P¯ 2,1n (C1,1n )TT 1,2n + P¯ 2,2n (C2,2n )TT 2,2n
La matrice de gain étant complètement développée, on peut écrire la moyenne corrigée
par le filtre de Kalman Xˆn =
Xˆ1n
Xˆ2n

 Xˆ
1
n = X¯1n +G1,1n
(
Y 1n − C1,1n X¯1n
)
+G1,2n
(
Y 2n − C2,2n X¯2n
)
Xˆ2n = X¯2n +G2,1n
(
Y 1n − C1,1n X¯1n
)
+G2,2n
(
Y 2n − C2,2n X¯2n
)
ainsi que la covariance corrigée Pˆn =
Pˆ 1,1n Pˆ 1,2n
P 2,1n Pˆ
2,2
n


Pˆ 1,1n =
(
I1,1 −G1,1n C1,1n
)
P¯ 1,1n +G1,2n C2,2n P¯ 2,1n
Pˆ 1,2n =
(
I1,1 −G1,1n C1,1n
)
P¯ 1,2n +G1,2n C2,2n P¯ 2,2n
Pˆ 2,1n = G2,1n C1,1n P¯ 1,1n +
(
I2,2 −G2,2n C2,2n
)
P¯ 2,1n
Pˆ 2,2n = G2,1n C1,1n P¯ 1,2n +
(
I2,2 −G2,2n C2,2n
)
P¯ 2,2n
On a ainsi reconstruit le filtre de Kalman en espace orthogonaux. On va maintenant
se replacer dans le cadre du sous-espace aveugle. On va donc supposer que l’on n’est
plus capable de calculer A1,2n Xˆ2n−1. On va donc remplacer ce terme par Nn, le terme de
novation. On suppose par ailleurs que toutes les covariances sont encore calculables. On
va donc réécrire la mise à jour du processus :
X¯1n = A1,1n Xˆ1n−1 +Nn
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Il faut alors donner une méthode pour continuer à filtrer dans ce cadre, c’est-à-dire trouver
comment calculer Nn à partir de ce dont on dispose de manière à pouvoir continuer à
utiliser le filtre de Kalman de manière optimale. Étant donné que le calcul des matrices
de covariance ne dépend pas de ceux des moyennes et vu que l’on a supposé que l’on
pouvait encore les calculer, il ne nous reste que le calcul de Xˆ1n à reprendre. Cependant
l’objectif n’est pas que la novation optimise juste le passage de X¯1n à Xˆ1n. Ce que l’on
veut c’est avoir une estimation Xˆ1n optimale, on va donc reprendre l’évolution complète
de Xˆ1n−1 à Xˆ1n.
Xˆ1n = A1,1n Xˆ1n−1 +Nn +G1,1n
(
Y 1n − C1,1n A1,1n Xˆ1n−1 − C1,1n Nn
)
+G1,2n
(
Y 2n − C2,2n X¯2n
)
On va noter K1n = P¯ 1,1n (C1,1n )TT 1,1n et K2n = P¯ 1,2n (C2,2n )TT 2,1n les matrices de gain partiel
(avec G1,1n = K1n +K2n). On a alors
Xˆ1n = A1,1n Xˆ1n−1 +Nn +K1n
(
Y 1n − C1,1n A1,1n Xˆ1n−1 − C1,1n Nn
)
+ K2n
(
Y 1n − C1,1n A1,1n Xˆ1n−1 − C1,1n Nn
)
+G1,2n
(
Y 2n − C2,2n X¯2n
)
= A1,1n Xˆ1n−1 +Nn︸ ︷︷ ︸
X¯1n
+K1n
(
Y 1n − C1,1n A1,1n Xˆ1n−1 − C1,1n Nn
)
︸ ︷︷ ︸
Correction de Kalman dans E1
+ K2n
(
Y 1n − C1,1n A1,1n Xˆ1n−1 − C1,1n Nn
)
+G1,2n
(
Y 2n − C2,2n X¯2n
)
︸ ︷︷ ︸
Terme de comparaison novation/processus vrai
Pour être en mesure d’appliquer le filtre que l’on vient de mettre en place il faut que
le terme de comparaison entre le processus vrai et la novation soit nulle, c’est-à-dire que
l’estimation soit parfaite. Il faut donc que
K2n
(
Y 1n − C1,1n A1,1n Xˆ1n−1 − C1,1n Nn
)
+G1,2n
(
Y 2n − C2,2n X¯2n
)
= 0
Si on suppose que toute les matrices sont inversibles, cela nous donne la forme que doit
prendre la novation optimale
Nn =
(
(C1,1n )−1Y 1n − A1,1n Xˆ1n−1
)
+ (C1,1n )−1(K2n)−1G1,2n
(
Y 2n − C2,2n X¯2n
)
Tous les éléments du premier terme sont accessibles, on peut donc le calculer. Dans
le second terme toutes les matrices (C1,1n )−1, (K2n)−1, (G1,2n ) et C2,2n sont connues. On ne
connait pas a priori, dans le cadre des espaces aveugles, Y 2n et C2,2n X¯2n. On sait cependant
que Y 2n = C2,2n X2n +D2,2n V 2n et donc
Y 2n − C2,2n X¯2n = C2,2n
(
X2n − X¯2n
)
+ V 2n
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On suppose alors que, étant donné qu’on ne connait pas le processus vrai X2n, la
différence X2n − X¯2n est très faible de manière à ce que
(
Y 2n − C2,2n X¯2n
)
∼ N (δ,Γ) avec
δ > 0, représentant l’erreur que l’on admet sur E2, aussi petit que l’on veut et Γ = B2,2n R2,2n
calculable.
On a ainsi vu que, sous l’hypothèse que la dynamique du processus sur E2 n’est
pas trop complexe, on est capable de produire un algorithme d’estimation du processus
sur E1 équivalent à celui proposé par le filtre de Kalman décomposé sur les espaces
orthogonaux. Pour cela on a eu besoin de pouvoir estimer parfaitement les covariances.
On va maintenant essayer de mettre en place un algorithme reprenant ces idées dans le
cas où la dynamique n’est pas linéaire et éventuellement non Gaussienne.
3.3.2 Algorithme correctionnel
Dans le cas linéaire on a utilisé un filtre qui permet d’estimer la moyenne d’un pro-
cessus. On va faire de même dans le cas non-linéaire. La méthode qui se rapproche le
plus du filtre de Kalman est le procédé de filtrage appelé 3D-Var. Celui-ci repose sur une
minimisation variationnelle pour estimer la moyenne à partir d’une innovation exacte-
ment comme dans Kalman. Ce filtre n’est plus optimal dans le cas non-linéaire pour deux
raisons : tout d’abord la forme de l’innovation Γn
(
Yn − Hn(X¯n)
)
où Hn est la fonction
d’observation et Γn une matrice, équivalent de la matrice de gain, est linéaire et ne peut
donc pas minimiser une erreur non-linéaire. De plus il n’y a pas de procédé pour estimer la
matrice Γn contrairement au cas linéaire où l’on pouvait écrire la matrice de gain Gn. Dans
la sous-section précédente, le fonctionnement du filtre reposait sur le fait que l’on était
capable de connaître cette matrice malgré le manque d’information sur E2. On a donc
deux problèmes à résoudre. Dans un premier temps on va voir comment écrire un filtre
qui permet d’estimer la novation puis nous proposerons des solutions pour l’estimation
de la matrice Γn.
On a vu dans ce qui précède que l’erreur commise quand on ne cherche pas à estimer
la novation est, en fait, une moyenne de l’influence du processus dans le sous-espace
orthogonal. On va donc utiliser une méthode basée sur l’estimateur 3D-Var. Pour cela il
faut définir une fonction de coût puis étudier les conditions que doit vérifier un estimateur
de la novation pour minimiser cette fonction de coût.
On va reprendre à partir de maintenant des bruits additifs de forme Gaussienne. Le but
est d’être en mesure d’écrire la fonction de coût de manière explicite. Tout ce qui va être
montré par la suite peut l’être dans le cas où l’on dispose d’une loi dont les deux premiers
moments sont finis et dont on peut écrire explicitement la fonction de coût associée. On
aura donc une fonction de coût de la forme
Jn(x,w1, v1) = φ(x10) +
1
2
n∑
k=1
(
|F 2,1
k,x1
k−1
(x2k−1) + w1k|+ |v1k|
)
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où les variables de contrôle x, v et w respectent les contraintes, pour k = 1...n,
x1k = F
1,1
k (x1k−1) + F
2,1
k (x2k−1) + w1k
Y 1k = H1(x1k) + v1k
dans le cas où les bruits v1k et w1k suivent une une loi Gaussienne centrée et sont non
corrélés. On ne suppose pas de structure sur les bruits dans le sous-espace E2. φ est ici
une fonction localement Lipschitz qui représente la vraisemblance de l’état initial. Dans
le papier [27], il a été montré que l’on peut obtenir, pour ce type de fonctions de coût, et
avec des fonctions d’évolution C2 comme on l’a supposé, un estimateur pour la moyenne
conditionnelle
In = F 1,1n (In−1) + ρ−1ψn
(
Y 1n −H1n(F 1,1n (In−1))
)
où ψn est une fonction et ρ une constante.
Dans le cas linéaire, ρ−1ψn est la matrice de gain pour le filtre de Kalman. F 1,1n (In−1)
est, dans ce cas, la valeur a priori et In l’estimateur a posteriori. Dans notre cas plus
général, il va falloir trouver un moyen de décrire cette fonction.
Il faut remarquer que l’on est dans des conditions parfaites pour appliquer un algo-
rithme de type 3D-Var. En effet, comme on l’a vu dans la section précédente, à la fois la
partie de la dynamique provenant de E1 est observable à l’aide de Y 1n mais la novation
l’est aussi. L’estimateur que l’on vient de voir est alors robuste au sens où il estime la
réalité aussi bien qu’on le souhaite, à condition d’avoir suffisamment d’informations au
départ. De plus on doit estimer une moyenne, il faut donc ajouter comme hypothèse que
la distribution de l’influence de E2 sur E1 dans la dynamique est diffuse. Dans le cas
contraire, nous risquerions de rester bloqué dans un mode alors que d’un point de vue
théorique c’est vraiment la moyenne que l’on veut être en mesure d’estimer.
Après ces différentes remarques, on revient au problème principal. On sait que l’esti-
mateur In, sous les bonnes hypothèses, que nous développerons dans la suite, est optimal.
Le problème est de connaître la fonction ψn. D’un point vue théorique cela ne pose pas de
problème, on peut supposer qu’on la connaît à chaque pas de temps. Pourtant, quand on
voudra créer un algorithme utilisable en pratique, il nous faudra une méthode pour l’es-
timer. Or estimer une fonction est quelque chose d’extrêmement complexe. Le problème
peut être simplifié grâce à des méthodes proches de la linéarisation. On peut utiliser la
matrice Rn(ξ) = min
x,w1,v1
Jn(x,w1, v1), sous la contrainte x1n = ξ, à l’instant final, et réécrire
notre estimateur
In = F 1,1n (In−1) + ρ−1
(
Y 1n −H1n(F 1,1n (In−1))
)∂H1n
∂x
(
F 1,1n (In−1)
)
(∂
2R
∂x2
)−1
La matrice ∂Hn
∂x
(
F 1,1n (In−1)
)
ne pose a priori pas de problèmes à être calculée. Toute
la partie inconnue de la fonction ψn a été stockée dans le terme (
∂2R
∂x2
)−1. Pour que ce
terme existe il faut supposer que la fonction de coût est C2, ce qui est évident étant donné
98
que l’on a supposé que toutes les fonctions d’évolution et d’observation sont C2. On voit
cependant que la novation doit prendre la forme
Nn = ρ−1
(
Y 1n −H1n(Fn(Xˆ1n−1))
)∂H1n
∂x
(
F 1,1n (Xˆ1n−1)
)
(∂
2R
∂x2
)−1
Le problème est donc maintenant d’être capable d’estimer cette matrice (∂
2R
∂x2
)−1.
Dans l’estimateur de moyenne conditionnelle 3D-Var, cette matrice est apprise de manière
empirique à l’aide d’expérimentation. Notre problème est de créer un algorithme qui ne
soit pas basé sur de telles considérations pour pouvoir montrer sa convergence théorique.
Pour plus de lisibilité, et pour relier notre problème à la théorie de Kalman, on va réécrire
la novation comme
Nn = Γn
(
Y 1n −H1n(F 1,1n (Xˆ1n−1))
)
ainsi toutes les informations inconnues seront contenues dans la matrice de gain Γn. On va
supposer dans cette partie que l’on est en mesure d’estimer aussi bien qu’on le souhaite
cette matrice. Nous donnerons dans la sous-section suivante une méthode, dont nous
prouverons la convergence, pour la calculer.
Notre but ici est alors de montrer que, dans notre cas, cette méthode permet, une fois
que l’on dispose de la bonne matrice de gain, d’estimer de manière aussi précise qu’on le
souhaite la novation. On va dans un premier temps étudier la différence entre le processus
réel, qui prend en compte l’influence du processus dans le sous-espace orthogonal, et un
qui l’estime avec la novation donnée un peu plus haut. On va supposer que l’on part du
même point x1n−1 pour un certain n > 0. Le résultat du processus réel sera x1n et celui de
l’estimateur xˆ1n. On écrit alors
x1n − xˆ1n =
(
F 1,1n (x1n−1) + F
2,1
n,x1n−1
(x2n−1)
)
−
(
F 1,1n (x1n−1) + Γn
(
Y 1n −H1n(F 1,1n (x1n−1))
))
= F 2,1
n,x1n−1
(x2n−1)− Γn
(
Y 1n −H1n(F 1,1n (x1n−1))
)
Le but est donc de minimiser la première partie. Avoir une bonne matrice de gain Γn
signifie alors que, pour tout δ > 0, on a une matrice Γδn telle que
‖F 2,1
n,x1n−1
(x2n−1)− Γδn
(
Y 1n −H1n(F 1,1n (x1n−1))
)
‖ < δ
On aura donc une suite (Γδn)δ>0 pour tout xn−1. On va noter la fonction Γδn(xn−1) qui,
à δ et xn−1, associe la matrice de gain au niveau δ pour le processus partant de xn−1.
On voit donc que l’on est capable de minimiser, en partant d’un même point, l’erreur
commise par l’estimateur. Cela veut dire que, de manière récursive, on va pouvoir estimer
avec la précision que l’on se fixe, le processus réel à chaque pas de temps. Or comme on
l’a vu précédemment, ce qui nous intéresse est la distribution du processus. On va donc
reprendre nos calculs pour montrer le résultat suivant.
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Théorème 6. On suppose que l’on souhaite estimer les distributions (η1n)n dont le pro-
cessus sous-jacent suit la dynamique (3.4). Pour cela on utilise une minimisation va-
riationnelle et on obtient l’estimateur (ηˆ1n)n. Pour cet estimateur, la novation prend la
forme
Nn = Γn(x1n−1, x2n−1)
(
Y 1n −H1n(F 1,1n (Xˆ1n−1))
)
= Γn
(
Y 1n −H1n(F 1,1n (Xˆ1n−1))
)
où Xˆn est le processus associé à l’estimateur. On suppose de plus que l’on connaît la
fonction de gain Γδn(x1n−1, x2n−1) telle que pour tout n > 0, δ > 0 et xn−1 ∈ E
‖F 2,1
n,x1n−1
(x2n−1)− Γδn(x1n−1, x2n−1)
(
Y 1n −H1n(F 1,1n (x1n−1))
)
‖ < δ
On a alors une borne Lp pour la déviation en un pas de temps de l’estimateur
∀δ > 0,
E[‖η1n − ηˆ1n‖pG∣∣∣∣ηn−1]
1/p ≤ δ
où ‖.‖G est la semi-norme de Zolotarev associée à l’ensemble de fonctions G mesurables
dans E telles que ‖f‖Osc < 1.
Remarque 5. Γ est à priori une fonction de X1 et X2. Or dans notre cas X2 est inac-
cessible par hypothèse. On ne pourra donc pas implémenter telle quel son estimation et
on ne cherchera pas à le calculer. Nous verrons plus loin que, sous de bonnes hypothèses,
nous serons en mesure d’utiliser ces résultats en pratiques.
Démonstration. La différence entre la distribution réelle η1n et la distribution de l’estima-
teur ηˆ1n peut être décrite à l’aide de la semi-norme de Zolotarev sur G
‖η1n − ηˆ1n‖G = sup
f∈G
|η1n(f)− ηˆ1n(f)|
On cherche donc à majorer |η1n(f)− ηˆ1n(f)| pour f ∈ G. Si on suppose que l’on part de la
même distribution ηn−1 pour les deux processus, on a alors, pour δ > 0,
|η1n(f)− ηˆ1n(f)| =
∣∣∣∣∣
∫ [
f
(
F 1,1n (x1n−1) + F
2,1
n,x1n−1
(x2n−1)
)
−f
(
F 1,1n (x1n−1)− Γδn(x1n−1, x2n−1)
(
Y 1n −H1n(F 1,1n (x1n−1))
))]
ηn−1(dxn−1)
∣∣∣∣∣
≤
∫ ∣∣∣∣F 2,1n,x1n−1(x2n−1)− Γδn(x1n−1, x2n−1)(Y 1n −H1n(F 1,1n (x1n−1)))
∣∣∣∣ηn−1(dxn−1)
en utilisant le fait que ‖f‖Osc ≤ 1. On a finalement, étant donné que le membre de
droite ne dépend pas de la fonction f de G que l’on a choisie, et en prenant l’espérance
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conditionnelle vis-à-vis de ηn−1,
E[‖η1n− ηˆ1n‖G|ηn−1] ≤
∫ ∣∣∣∣F 2,1n,x1n−1(x2n−1)−Γδn(x1n−1, x2n−1)(Y 1n −H1n(F 1,1n (x1n−1)))
∣∣∣∣ηn−1(dxn−1)
Il reste alors à utiliser l’hypothèse qui dit que pour tout δ > 0 et pour tout xn−1 ∈ E,
‖F 2,1
n,x1n−1
(x2n−1)− Γδn(x1n−1, x2n−1)
(
Y 1n −H1n(F 1,1n (x1n−1)
)
‖ < δ
étant donné que ηn−1 est une mesure de probabilité, on obtient finalement la borne Lp.
On a donc vu que la méthode variationnelle va nous permettre d’obtenir un algorithme
qui permet d’estimer la valeur moyenne de l’influence du processus vivant dans l’espace
orthogonal. Cet algorithme minimise, pas de temps par pas de temps, l’erreur que l’on
commet si l’on ne considère pas le processus X2n. Il correspond exactement à ce que
préconisait la théorie puisque l’influence que l’on ne connaît pas est bien une moyenne.
Toutes ces considérations sont basées sur le fait que l’on est capable de calculer les matrices
de gain Γδn. On va voir dans ce qui vient comment mettre en place une méthode pour les
estimer de manière plus efficace que par l’expérimentation.
3.3.3 Approximation grâce à un filtre à particules
Le but de cette sous-section est de présenter une méthode pour estimer la matrice de
gain de l’algorithme de la partie précédente. Pour cela on va avoir recours à un filtre à
particules de type SMC. Il faut noter que le but est de pouvoir donner un algorithme qui
permet d’utiliser ce que l’on a vu précédemment pour filtrer le processus X1n. On veut
donc une version de la matrice de gain qui donne le bon résultat pour le filtrage. On ne
se souciera pas de savoir si on a bien reconstruit la fonction Γδn à partir du moment où on
a bien estimé la distribution du processus X1n.
Pour cela on va supposer que l’on n’a pas une fonction mais uniquement une matrice à
estimer. On va donc supposer que Γδn(x) est constante sur la mesure réelle η1n du processus
X1n. De plus on veut avoir la matrice qui correspond au niveau δ > 0 le plus bas, de manière
à commettre le moins d’erreur possible.
On va utiliser un système particulaire qui contiendra des propositions Γin pour la
matrice de gain. Les particules seront donc des couples (X1,in ,Γin) pour i ∈ {1, .., N}, où
N est le nombre de particules. On aura alors la distribution de X1n en l’estimant avec la
distribution empirique des particules
ηNn =
1
N
N∑
i=1
δX1,in
L’algorithme va se faire en trois étapes. Avant cela on initialise les particules, la partie
processus avec la distribution initiale du processus réel η10 et la partie matrice de gain
soit de manière aléatoire soit de manière expérimentale. On a alors trois étapes qui s’en-
chaînent. Pour simplifier les écritures on va introduire trois processus X˜1n, X¯1n et Xˆ1n qui
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correspondent aux différentes étapes du filtrage. De même on dispose de deux processus
pour décrire l’évolution des matrices de gains : Γ¯in et Γˆin. L’initialisation correspond donc
à fixer Xˆ1,i0 suivant la loi η10 et fixer Γˆin pour i ∈ {1, .., N}.
— Une évolution en utilisant la dynamique dans l’espace E1. Cette évolution se fait
de manière indépendante pour toutes les particules, pour i ∈ {1, ., N},
X˜1,in = F 1,1n (Xˆ
1,i
n−1) +W 1,in
avec les bruits W 1,in sont centrés, indépendants et de même loi que W 1n .
— La correction via la minimisation variationnelle. On met tout d’abord à jour la
matrice de gain de chacune des particules. On calcule alors la novation associée à
chacune des particules de la manière présentée dans la sous-section précédente
N in = Γ¯in
(
Y 1n −H1n(F 1,1n (Xˆ1,in−1))
)
On corrige alors les particules à l’aide de cette novation
X¯1,in = X˜1,in +N in
— La sélection classique du filtre SMC. On rééchantillonne les particules
(
(X¯1,in , Γ¯in)
)
i∈{1,..,N}
en utilisant la fonction vraisemblance du processus X1n. On obtient alors les parti-
cules
(
(Xˆ1,in , Γˆin)
)
i
.
On représente graphiquement cet algorithme par la figure 3.5. Il permet d’estimer la
distribution du processus réel X1n à l’aide de trois mesures empiriques.
η˜1,Nn =
1
N
N∑
i=1
δX˜1,in , η¯
1,N
n =
1
N
N∑
i=1
δX¯1,in , ηˆ
1,N
n =
1
N
N∑
i=1
δXˆ1,in
Elles représentent respectivement les mesures sans novation, a priori et a posteriori. On
peut ainsi estimer la mesure conditionnelle E[X1n|Y 1[0:n]].
Xˆ1,1n−1 Mutation X˜1,1n Correction X¯1,1n Xˆ1,1n
Xˆ1,in−1 Mutation X˜1,in Correction X¯1,in Xˆ1,in
Xˆ1,Nn−1 Mutation X˜1,Nn Correction X¯1,Nn Xˆ1,Nn
Sélection
Particule 1
Particule i
Particule N
Figure 3.5 – Représentation de l’algorithme avec minimisation variationnelle et l’esti-
mation particulaire
Comme dans le cas des algorithmes particulaires, on peut montrer que les mesures
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empiriques convergent, suivant le nombre de particules, vers la vraie distribution. On
prouve dans un premier temps un résultat de convergence en moyenne avec une vitesse
de convergence.
Théorème 7. Soit G l’ensemble des fonctions mesurables bornées avec pour tout f ∈ G,
‖f‖Osc ≤ 1. On suppose que le semi-groupe Φp,n, qui représente l’évolution du processus,
est asymptotiquement stable, ce qui veut dire qu’il vérifie
lim
n→∞ supµ,ν∈P(E)
sup
q≥0
‖Φq,q+n(µ)− Φq,q+n(ν)‖G = 0
On suppose de plus que le processus vérifie l’hypothèse (G) avec inf
n≥1
εn(G) = ε(G) > 0.
On a alors la convergence uniforme en temps :
lim
N→∞
sup
n≥0
E
[
‖ηˆ1,Nn − η1n‖G
]
= 0
Si on suppose de plus que le semi-groupe Φp,n est exponentiellement stable, ce qui veut
dire qu’il existe λ > 0 et n0 ≥ 0 tels que pour n ≥ n0
sup
µ,ν∈P(E)
sup
q≥0
‖Φq,q+n(µ)− Φq,q+n(ν)‖G ≤ e−λn
On a alors pour tout p ≥ 1 l’estimation uniforme
sup
n≥0
Nα/2E
[
‖η1n − ηˆ1,Nn ‖pG
] 1
p ≤ a(p)
(
1 + eλ′I(G)
)
à partir du moment où N ≥ exp
(
2n0(λ+ λ′)
)
avec
λ′ = 1 + log
( 1
ε(G)
)
et α = λ
λ+ λ′
et a(p) est une constante qui dépend uniquement de p.
Démonstration. La démonstration se fait en concaténant le résultat de la sous-section
précédente (
E
[
‖η1n − ηˆ1n‖pG | ηn−1
])1/p
= 0
avec le Theorem 7.4.5 de [54] (qui correspond au Théorème 2 du manuscrit)
lim
N→+∞
sup
n≥0
E[‖ηˆ1n − ηˆ1,Nn ‖G] = 0
étant donné que l’on vérifie toutes les hypothèses pour avoir ces deux résultats.
Il faut remarquer que, étant donné que les fonctions de G vérifient ‖f‖Osc < 1, on a
directement que I(G) < ∞. La convergence peut être caractérisée à l’aide d’un résultat
de type théorème central limite, et donc être en mesure de donner la convergence des
moments d’ordre supérieur.
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Théorème 8. On suppose que l’hypothèse (G) est vérifiée avec I(G) < ∞. Le processus
empirique d’estimation
WNn : f ∈ G → WNn =
√
N
(
ηˆ1,Nn (f)− η1n(f)
)
converge en loi dans l∞(G), l’espace borné des suites d’éléments de G, vers le processus
Gaussien centré Wn(f), f ∈ G.
Démonstration. Soit f ∈ G, on peut décomposer le processus WNn en deux termes
WNn (f) =
√
N
(
ηˆ1,Nn (f)− ηˆ1,Cn (f)
)
+
√
N
(
ηˆ1,Cn (f)− η1n(f)
)
Le Théorème 9.6.1 de [54] nous donne la convergence du premier terme
√
N
(
ηˆ1,Nn − ηˆ1,Cn
)
vers un processus Gaussien centré suivant le nombre de particules N .
Le second terme est borné par δ > 0 aussi petit qu’on le souhaite (voir démonstration
du Théorème 6). En faisant tendre δ vers 0, on peut alors conclure sur la convergence de
WNn (f) vers un processus centré Gaussien Wn(f).
On a donc développé un algorithme qui est en mesure de résoudre le problème posé au
début de ce chapitre. C’est un algorithme basé sur le fait que, à chaque pas de temps, on
est capable d’estimer correctement l’erreur commise en négligeant l’influence du processus
dans le sous-espace orthogonal. Pour cela on suppose que l’on dispose d’un nombre suffi-
samment grand de particules et d’une estimation de la distribution initiale du processus
η10 très précise. A priori cela peut poser un problème en pratique, cependant on verra
que la structure robuste du filtre basé sur la minimisation variationnelle et le fait que
nos processus soient observables au sens de [36] font que le fait de partir d’une mauvaise
distribution peut être corrigé en quelques pas de temps.
Notre but est donc maintenant de valider notre algorithme par des cas applicatifs.
Pour cela il faut fixer un problème un peu plus général que celui que l’on a traité depuis
le début de ce chapitre. On va prendre le cadre de l’erreur modèle. L’objectif est d’être
capable de corriger l’erreur commise par un modèle pour éviter qu’elle prenne le pas et
génère une déviation du modèle vis-à-vis de la réalité.
3.4 Problème de l’erreur modèle
L’algorithme que l’on a développé dans la section précédente répond en fait à un
problème plus général que celui de la grille d’observation. Il s’agit du problème de l’erreur
modèle. On sait que la plupart des modèles sont obtenus soit de manière expérimentale,
soit en simplifiant des équations physiques. Cela fait que les modèles ainsi générés ne sont
pas complets et ne représentent pas de manière exacte toute la dynamique. On peut voir,
en forçant le trait, cela comme le fait que le modèle n’est pas capable de prédire une
partie des phénomènes possibles (par exemple dans les cas empiriques, les phénomènes
extrêmes au sens des probabilités, auront en fait une probabilité nulle). Dans notre cas
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on peut voir la novation comme une erreur modèle. On va montrer dans cette section que
les deux problèmes peuvent en effet se décrire de la même façon et que l’algorithme que
l’on a construit apporte bien une solution au problème de l’erreur modèle.
Dans un premier temps on définit notre processus (xn)n∈N par son équation d’évolution
et sa condition initiale.  x0 = ξ0∀n > 0, xn = Fn(xn−1) + wn
où (Fn)n sont les fonctions d’évolution du processus et (wn)n des bruits centrés et indé-
pendants. On définit le processus d’observation (yn)n du processus (xn)n par l’équation
suivante, pour tout n ∈ N
yn = Hn(xn) + vn
où les (Hn)n sont les fonctions d’observation et les (vn)n des bruits centrés, indépendants
entre eux et des autres processus.
On suppose que l’on ne dispose pas des fonctions d’évolution (Fn)n mais des modèles
(FMn )n approximant ces fonctions. On décrit alors l’évolution du processus (xn)n avec
notre modèle.  x0 = ξ0∀n > 0, xn = FMn (xn−1) + fn(xn−1) + wn
où les fonctions (fn)n sont les fonctions d’erreur modèle, qui donnent l’écart entre l’évo-
lution réelle du processus et celle de son modèle.
On remarque que si l’on essaie de filtrer les observations (yn)n à l’aide du modèle
(FMn )n, dans les cas où la dynamique du processus xn n’est pas complètement stable vis-
à-vis du modèle, on va avoir une déviation due à l’empilement de l’erreur modèle et au
fait que l’on estime de moins en moins bien les états du processus. En fait on peut réécrire
l’équation d’évolution avec le modèle de la manière suivante
xn − fn(xn−1) = FMn (xn−1) + wn
Il apparaît plus clairement que l’on ne pourra estimer qu’un état erroné pour le processus
xn et que, à partir de là, on ne pourra pas prédire l’état au pas de temps suivant. A part
dans des cas simples, on voit bien qu’il est important de pouvoir estimer l’erreur modèle
pour pouvoir filtrer le processus.
On va introduire le processus d’erreur modèle (zn)n définit pour tout n > 0 par
zn = −fn(xn−1)
Le but est à la fois, de débruiter l’observation, mais aussi d’être capable d’estimer la valeur
du processus zn de manière à pouvoir estimer xn à partir de FMn (xn−1). Ainsi de manière
récursive, en supposant que l’on est parti d’une condition initiale proche de ξ0, on aura
une bonne estimation du processus xn.
On peut alors calculer les différentes probabilités conditionnelles du processus pour
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tout n,
η˜n = P(xn + zn|y[0:n−1]) , η¯n = P(xn|y[0:n−1]) et ηˆn = P(xn|y[0:n])
où y[0:n] = (yi)i∈{0,..,n}. Les deux probabilités η¯n et ηˆn sont les distributions qui corres-
pondent au filtrage classique, avec un modèle parfait. La troisième mesure intervient du
fait de l’erreur modèle. Pour passer de l’une à l’autre on peut écrire les équations d’évo-
lution.
— ηˆn = η¯nSn,η¯n et η¯n = ηˆn−1Mn pour l’évolution du procédé de filtrage classique, où
Sn,ηn est le noyau de sélection et Mn le noyau de mutation du modèle parfait.
— η˜n = ηˆn−1MMn est l’évolution à l’aide du modèle imparfait dont MMn est le noyau.
— η¯n = η˜nCn est la correction du modèle imparfait qui se fait grâce au noyau de
correction Cn.
Étant donné que η¯n = ηˆn−1Mn et que η¯n = η˜nCn = ηˆn−1MMn Cn, on a queMMn Cn = Mn.
On ne dispose pas du noyau d’évolution du modèle parfait Mn. En fait on a uniquement
le noyau de mutation imparfaite MMn et le noyau de sélection Sn,η. On voit donc que l’on
ne pourra pas calculer le noyau de correction Cn. On se retrouve dans le même cas que
précédemment, avec un noyau à estimer. On va donc appliquer exactement l’algorithme
basé sur la novation développé dans la section précédente.
On va procéder en trois étapes pour pouvoir filtrer les observations à l’aide de notre
modèle imparfait. On génère tout d’abord un système de N particules suivant la loi
η0 = P(x0). On enchaîne alors les étapes suivantes de manière récursive.
— Sélection : on rééchantillone les particules suivant leur vraisemblance vis-à-vis de
l’observation yn−1, comme dans le filtrage classique.
— Mutation imparfaite : on utilise le modèle pour faire évoluer chacune des particules
indépendamment.
— Correction : on utilise une minimisation variationnelle pour estimer l’erreur modèle.
Pour cela, à chaque particule est associée une pondération pour la fonction de coût.
Les particules sont donc en fait un couple (xin, pin) où xin est la valeur du processus
estimé par la particule numéro i au pas de temps n et pin est la pondération associée. Le
problème de l’erreur modèle est donc bien semblable à celui que l’on a traité au cours de
ce chapitre. On utilise le même algorithme pour filtrer dans ce contexte.
Dans le cas pratique, le cadre de l’erreur modèle est plus facile à écrire et à mettre
en œuvre. On va maintenant appliquer notre algorithme dans des cas simples. Le but est
de le tester dans différents contextes pour, dans un premier temps le valider, puis ensuite
trouver ses limites.
3.5 Applications numériques à des cas simples
On va dans un premier temps tester notre algorithme dans des cas très basiques pour
vérifier son efficacité et le comparer à des méthodes classiques vues dans le chapitre 2. En
particulier on veut comparer notre algorithme au filtre de Kalman dans le cas où celui-ci
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est optimal. Cela nous permettra d’évaluer les capacités de notre méthode. Avant cela
on va d’abord regarder comment réagit notre algorithme à une réponse impulsionnelle.
C’est un premier test classique en traitement du signal. La dernière expérience consistera
à suivre le mouvement d’un pendule dans le cas où l’on n’observe pas sa vitesse angulaire,
le système n’est donc a priori pas observable mais on sait que le filtre de Kalman est
capable d’estimer la distribution du processus dans ce cas.
3.5.1 Processus de Poisson marqués
Dans cette sous-section on présente deux expériences. La première consiste à tester la
réponse impulsionnelle de notre algorithme dans le cas où l’on dispose d’une observation
parfaite, c’est-à-dire non bruitée. On parle de réponse impulsionnelle car on va tester
notre algorithme sur des fonctions créneaux, des fonctions constantes par morceaux. Le
changement d’état prend donc la forme d’une impulsion.
Ici notre algorithme va consister en un système de particules qui apprend la pondéra-
tion des observations et une minimisation variationnelle pour chaque particule qui apprend
l’erreur modèle en utilisant la pondération de sa particule. On va comparer notre algo-
rithme à deux autres méthodes : le filtre à particules (SMC) et l’estimation conditionnelle
à l’aide d’une minimisation variationnelle (3D-Var).
On donne le résultat sous forme d’une série temporelle qui contient les résultats des
trois algorithmes et le processus réel.
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Figure 3.6 – Comparaison de différents algorithmes pour la reconstruction d’une fonc-
tion créneaux dans le cas d’observations parfaites. Processus réel en noir, 3dvar en vert,
particules en bleu, notre algorithme en rouge
On peut voir que les résultats des trois méthodes d’estimations sont équivalents. On
savait déjà que l’on obtiendrait cela pour les deux procédés classiques. Ces résultats va-
lident donc le fait que notre algorithme est capable de suivre la bonne dynamique. Il faut
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maintenant connaître sa performance par rapport aux filtre à particules et au 3D-Var.
Pour cela on va reprendre une expérience semblable en ajoutant un bruit Gaussien à l’ob-
servation. Il va donc, falloir, en plus de suivre la dynamique, être capable de débruiter les
observations. On garde exactement les mêmes algorithmes que dans le cas précédent.
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Figure 3.7 – Comparaison de différents algorithmes pour la reconstruction d’une fonction
créneaux dans le cas d’observations Gaussiennes. Processus réel en noir, observation en
bleu clair, 3dvar en vert, particules en bleu foncé, notre algorithme en rouge
On voit que notre algorithme est beaucoup plus stable que les deux autres. Cela prouve
qu’il est en mesure d’apprendre la dynamique du processus. Pour vérifier si notre algo-
rithme est réellement plus performant que les deux autres on peut regarder la moyenne des
erreurs quadratiques (RMSE), c’est l’outil généralement utilisé en traitement du signal.
RMSE :
3D-Var Novation Particulaire Observation
0.0095909 0.0040732 0.0092485 0.0115576
On voit donc que les deux autres algorithmes améliorent l’estimation par rapport au
fait d’utiliser l’observation seule. On voit aussi que, dans ce cas, notre méthode basée sur
la novation est bien plus efficace, la RMSE est divisée par 2.
On voit donc que non seulement nous obtenons de meilleurs résultats que les algo-
rithmes classiques mais aussi que notre méthode apprend la dynamique du processus au
sens où les phases constantes sont mieux reconstruites et la convergence lors des change-
ments d’état est plus rapide.
Pour voir plus clairement la manière dont notre algorithme retrouve la dynamique du
processus réel on va afficher uniquement les résultats de notre méthode. On présente aussi
un graphe qui contient l’erreur réelle de notre algorithme et celle qu’il apprend.
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Figure 3.8 – (a) : résultat de notre algorithme, basé sur la novation, dans le cas de
reconstruction d’une fonction créneaux, le processus réel en noir, l’observation en bleu et
notre algorithme en rouge. (b) : comparaison entre l’erreur réelle du modèle (en noir) et
celle estimée par notre algorithme (en rouge)
Les oscillations de l’observation sont clairement lissées, ce qui montre que l’on a bien
filtré le bruit. De plus les changements d’état se font en 1 pas de temps comme pour le
processus réel. On a donc bien une méthode qui retrouve la dynamique du processus. De
même notre algorithme estime de manière assez précise l’erreur que commet son modèle.
Les grands pics, qui correspondent aux impulsions sont reconstruits quasiment entièrement
ce qui explique la rapidité des changements d’état.
On a donc un algorithme fonctionnel. Nous devons le tester dans des cas un peu
plus complexes pour être en mesure d’évaluer son potentiel. Nous allons tout d’abord le
comparer au filtre de Kalman.
3.5.2 Comparaison avec le filtre de Kalman
Le but de cette sous-section est de comparer notre algorithme au filtre de Kalman. On
va faire deux expériences : la première dans un cas où le filtre de Kalman est optimal et
une seconde où il ne l’est pas. Cela nous permettra d’étudier la différence entre les deux
algorithmes.
On sait que dans le cas linéaire Gaussien le filtre de Kalman est optimal, c’est-à-dire
que l’on ne peut espérer faire mieux avec n’importe quel autre filtre. On peut voir cela
comme le fait que le filtre de Kalman exploite au maximum les informations contenues
dans les observations. On veut savoir si il en va de même pour notre méthode basée sur la
novation. Pour cela on va tout d’abord confronter notre algorithme et le filtre de Kalman
dans un cas linéaire Gaussien sans erreur modèle.
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Figure 3.9 – Comparaison entre les résultats d’un filtre de Kalman (en vert) et de ceux de
notre algorithme (en rouge) dans un cas où le filtre de Kalman est optimal. Le processus
réel est en noir.
On voit que les résultats de notre algorithme ressemblent à ceux du filtre de Kalman
dans ce cas. Pour vérifier leur justesse on calcule la moyenne des erreur quadratiques.
RMSE :
Kalman Novation Observation
0.8239724 0.9537992 1.445238
Notre processus, dans ce cas, donne donc des résultats moins bons que ceux du filtre
de Kalman. On le savait déjà au vue du caractère optimal du filtre de Kalman dans ce
cadre. Cependant on se rend compte que notre méthode approche le filtre de Kalman.
D’un point de vue théorique, si l’on fait tendre le nombre de particules dans notre filtre
basé sur la novation, le résultat doit converger vers le filtre de Kalman. On explique donc
l’erreur commise par notre filtre par le fait que l’on ne dispose que d’un nombre fini de
particules.
On va maintenant faire la même expérience mais en ajoutant une erreur de modèle.
Dans notre cas il va s’agir d’un contrôle inconnu du système. On se place donc dans un
cas où le filtre de Kalman n’est plus optimal. Etant donné que le filtre de Kalman n’est
pas en mesure d’assimiler cette erreur, on s’attend à ce qu’il ne soit pas capable de filtrer
correctement les observations. Notre algorithme a lui été taillé pour ce genre de problèmes.
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Figure 3.10 – Comparaison entre les résultats d’un filtre de Kalman (en vert) et de ceux
de notre algorithme (en rouge) dans un cas où le filtre de Kalman n’est pas optimal. Le
processus réel est en noir.
D’un premier coup d’œil il est difficile de savoir lequel des deux filtres est le plus
performant. Notre algorithme semble plus réactif pour prévoir les dérives dues à l’erreur
modèle. Le filtre de Kalman semble cependant meilleur tant que cette influence n’est pas
apparue. Pour mettre les choses au clair on va regarder les moyennes d’erreur quadratique.
RMSE :
Kalman Correctionnel Observation
1.9926332 1.1110653 1.9924557
On se rend compte que le retard que prend le filtre de Kalman quand l’influence de
l’erreur modèle se répercute dans la dynamique est très grand et rend négligeable l’apport
sur les phases où l’influence est faible. Le filtre de Kalman, dans ce cas, n’apporte pas
vraiment d’information par rapport à l’observation seule. Plus précisément, l’information
perdue car le filtre de Kalman n’apprend pas l’erreur modèle est supérieure à celle apprise
quand il n’y a pas d’erreur modèle. Notre filtre cependant a vraiment appris l’erreur mo-
dèle puisque qu’il est meilleur que Kalman dans cette expérience. On a donc validé nos
conjectures : notre filtre est proche de Kalman quand le filtre de Kalman est optimal (mo-
dulo le fait de prendre un grand nombre de particules) et notre filtre est plus performant
dès lors qu’on introduit une erreur modèle.
On peut regarder, comme pour l’expérience précédente, la différence entre l’erreur
modèle et celle apprise par notre algorithme.
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Figure 3.11 – Comparaison entre l’erreur commise par le modèle (en noir) et celle estimée
par notre algorithme (en rouge) dans le cas du filtre de Kalman non optimal
On voit que l’erreur apprise par notre algorithme est cohérente avec l’erreur réelle,
bien que l’algorithme ait tendance à la sous évaluer, et donc a avoir besoin de plusieurs
pas de temps pour corriger son erreur. Il est probable que le fait d’augmenter le nombre
de particules réduise cet effet. Comme on s’y attendait depuis le chapitre 1, c’est le fait
d’utiliser la dynamique du processus qui permet d’apprendre l’erreur modèle.
On va maintenant prendre un problème plus complexe : celui du pendule. Bien que la
dynamique soit linéaire, nous allons nous placer dans un cas où l’on a une erreur modèle,
et donc où le filtre de Kalman ne soit plus optimal.
3.5.3 Le pendule
Les équations du mouvement d’un pendule en deux dimensions sont très simples. On a
en fait un mouvement en une dimension en considérant un fil inextensible. On ne considère
alors que le mouvement angulaire du pendule. Dans notre expérience on va supposer qu’un
faible vent souﬄe. Celui-ci va, aléatoirement, influencer la vitesse angulaire du pendule.
C’est ainsi que l’on va générer l’erreur modèle. De plus, vu le système que l’on considère,
il est facile d’avoir des observations de la position du pendule mais plus compliqué d’en
avoir de sa vitesse angulaire. On va donc considérer que l’on dispose d’observations de
la position du pendule mais pas de sa vitesse angulaire. On a une inconnue de plus dans
l’évolution. Les deux processus étant tout de même intimement liés, on pense que le filtre
de Kalman est en mesure de reconstruire les deux processus mais pas de manière optimale.
On va tout d’abord présenter les résultats sur l’angle du pendule.
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Figure 3.12 – Reconstruction du mouvement angulaire du pendule. En noir le processus
réel, en bleu l’observation, en vert le filtre de Kalman et en rouge notre algorithme
On voit que le filtre de Kalman est très discontinu. C’est du au fait que le filtre doit
traiter un problème non observable. Il perd donc en qualité sur son estimation. Notre algo-
rithme lui reconstruit assez bien la dynamique du processus. On voit cependant quelques
sauts qui correspondent à des erreurs modèles plus conséquentes. On peut imputer ces
erreurs au fait que, à ce moment, notre algorithme estime mal la vitesse angulaire. On
peut le vérifier en traçant les résultats des algorithmes sur les vitesses angulaires dans le
figure 3.13.
On remarque en effet que les sauts dans la position du pendule correspondent à des
erreurs dans l’estimation de sa vitesse angulaire. On voit aussi que notre méthode permet
d’estimer la vitesse angulaire et surtout de reproduire une dynamique cohérente.
On va cette fois encore regarder les moyennes d’erreur quadratique pour savoir si notre
algorithme a vraiment apporté des informations par rapport à l’utilisation des observations
seules.
Le filtre de Kalman a déjà été en mesure de débruité l’observation, mais notre algo-
rithme est clairement plus performant. Comme on s’y attendait, le fait d’être capable de
retrouver la dynamique du processus réel permet à notre algorithme d’être plus efficace
pour débruiter l’observation.
RMSE :
Kalman Novation Observation
0.1281595 0.0867274 0.2118308
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Figure 3.13 – Reconstruction de la vitesse angulaire d’un pendule. En noir le processus
réel, en vert le filtre de Kalman et en rouge notre algorithme
On va maintenant revenir à un problème plus proche de celui de notre problématique.
On va s’intéresser à un processus sur une grille et l’erreur modèle viendra des processus
sous-maille.
3.6 Modèle jouet type shallow water
Nous allons présenter un problème a priori assez simple mais qui reprend cependant
une grande partie des problématiques de notre problème physique du chapitre 1. On va
considérer les équations de shallow water qui donnent la dynamique d’une petite quantité
d’eau dans un bassin. On va placer une grille d’observation sur ce bassin. On aura ainsi,
comme expliqué dans le chapitre 1, deux échelles de processus : les processus sur la
grille et ceux sous-maille. On sait que dans les mouvements de liquides, les différentes
perturbations de petite taille peuvent s’amplifier. On est donc exactement dans le cadre
de notre étude.
Nous allons donc simuler un processus sur la grille d’observation et un de plus petite
taille. Le but de cette expérience est de montrer que notre algorithme est capable de
reconstruire l’influence des perturbations sur la maille. Ce problème peut aussi être vu
comme une erreur modèle : le modèle sur la grille ne prévoit pas l’influence des phénomènes
de petite échelle.
Nous allons tout d’abord présenter les équations de shallow water ainsi que l’expérience
que nous allons mener. Nous discuterons alors des résultats de notre algorithme.
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3.6.1 Construction du processus grâce aux équations de shallow
water
Les équations de shallow water sont issues des équations de Navier-Stokes. Elles per-
mettent de représenter des mouvements fluides quand la hauteur de liquide est relati-
vement faible (par exemple des petites vagues ou l’onde induite par une goutte). Elle
régissent trois quantités : la hauteur du liquide h et sa vitesse dans les deux directions
horizontales u et v (on appelle u la vitesse zonal et v la vitesse méridionale).

∂u
∂t
+ u∂u
∂x
+ v∂u
∂y
− fv = −g∂h
∂x
− bu
∂v
∂t
+ u∂v
∂x
+ v∂v
∂y
+ fu = −g∂h
∂y
− bv
∂h
∂t
= − ∂
∂x
(
u(H + h)
)
− ∂
∂y
(
v(H + h)
)
où x et y sont les directions horizontales respectivement de u et de v, H est la hauteur
moyenne du liquide (généralement considéré constante), h est l’écart à la hauteur moyenne,
g est la constante gravitationnelle, f est le coefficient de Coriolis et b est le coefficient de
traînée visqueuse.
Ces équations vont nous permettre de simuler nos processus. Il faut noter que ces
équations ne sont pas associé à une certaine échelle du processus, on peut donc représenter
à la fois les phénomènes sur la grille et les phénomènes sous-maille grâce à elles.
Nous allons travailler dans une bassine carré. On va fixer dessus une grille à l’intérieur
contenant 30x30 points. On va alors utiliser les équations de shallow water pour générer
le processus sur cette grille. Celui-ci consiste en une vague partant d’un des coins de la
bassine. Cette vague va alors se propager dans la cuve. On peut montrer cette évolution
sur la figure 3.14.
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(a) (b)
(c) (d)
Figure 3.14 – Évolution du processus sur la grille au cours du temps. (a) état initial
(t = 1), (b) t = 10, (c) t = 25 et (d) t = 60
On doit maintenant générer le processus sous-maille. D’un point de vue numérique on
ne peut pas générer un milieu continu. On va donc considérer la petite échelle comme
une grille de résolution supérieure. On aura donc deux grilles : la grille d’observation,
de grande échelle, sur laquelle on étudiera notre processus et la grille de fine échelle sur
laquelle vivra notre processus sous-maille. La grille de fine échelle aura une résolution 4
fois supérieure à celle de grande échelle.
Figure 3.15 – Différence entre une grille de résolution 1 (en noir) et une de résolution 4
(en rouge)
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(a) (b)
(c) (d)
Figure 3.16 – Évolution du processus sous-maille dans l’espace orthogonal au cours du
temps. (a) état initial (t = 1), (b) t = 10, (c) t = 25 et (d) t = 60
Sur cette grille on fera tomber des petites gouttes de manière aléatoire, en initialisant
avec 5 gouttes. On propagera ces perturbations à l’aide des équations de shallow water.
On obtient alors la figure 3.16.
On a représenté le processus dans l’espace orthogonal à la grille, c’est-à-dire que dès
qu’une structure devient résoluble sur la grande grille, elle disparaît de ces dessins. On ne
voit donc que la partie du processus qui reste sous la maille.
Le processus total sur la grille est donc la somme de ces deux processus. On ne repré-
sentera ce processus que sur la grande grille car c’est sur elle que nous allons l’étudier.
On ne verra donc du processus sous-maille que l’influence qu’il a à l’échelle de la grille.
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(a) (b)
(c) (d)
Figure 3.17 – Évolution du processus total sur la grille au cours du temps. (a) état initial
(t = 1), (b) t = 10, (c) t = 25 et (d) t = 60
Les observations de ce processus sont générées sur la grille en ajoutant un bruit blanc.
En chaque point de grille on ajoute à notre processus réel un bruit Gaussien décorrélé
en temps. Ces bruits sont indépendants entre les points de grille. On obtient alors le
processus décrit dans la figure 3.18.
Il est clair que le mouvement de grande échelle (la vague) est vu dans l’observation.
Cependant l’influence des phénomènes de petite échelle semble être noyée dans le bruit.
On a ainsi décrit le problème. On va maintenant mettre en pratique notre algorithme
pour essayer de récupérer les informations perdues dans l’observation.
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(a) (b)
(c) (d)
Figure 3.18 – Observations du processus total sur la grille au cours du temps. (a) état
initial (t = 1), (b) t = 10, (c) t = 25 et (d) t = 60
3.6.2 Résultats de notre algorithme
On va utiliser le même algorithme que dans la section précédente. Nous utiliserons un
jeu de particules pour apprendre la pondération pour la fonction de coût et une minimi-
sation variationnelle pour apprendre l’influence des phénomènes sous-maille. Il n’y a pas
besoin de système de particules supplémentaire car la dynamique de shallow water est
déterministe et ne dépend donc que des conditions initiales, si on exclut l’erreur modèle.
Notre algorithme se fera donc en 3 étapes. On prendra un système contenant 50
particules, et chacune d’elles propose une version complète du champ et une pondération
pour la fonction de coût.
— Mutation : on utilise la dynamique des équations de shallow water pour faire évoluer
indépendamment les processus de chaque particule. Chaque particule prédit aussi
une pondération pour sa fonction de coût.
— Minimisation variationnelle : chaque particule estime l’influence des perturbations
de petite échelle sur son processus sur la grille.
— Sélection : on rééchantillone les particules suivant leur poids vis-à-vis des observa-
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tions. Chaque particule contient un processus sur grille, on rééchantillonne donc
les grilles en entier et non point par point.
On initialise les particules à l’aide de l’observation. On risque donc d’avoir du bruit à
filtrer dans les premiers pas de temps.
On obtient alors les résultats suivants.
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
(a) (b)
(c) (d)
Figure 3.19 – Résultat de notre algorithme de filtrage sur la grille au cours du temps.
(a) état initial (t = 1), (b) t = 10, (c) t = 25 et (d) t = 60
On voit tout d’abord que l’on a clairement débruité l’observation et obtenu un pro-
cessus dont la dynamique semble la même que celle du processus réel. De plus on peut
voir que l’on a été capable de reconstruire en partie l’influence des phénomènes de petite
échelle. Pour mettre cela en évidence on va représenter côte à côte le processus réel, le
processus sur la grille sans l’influence des perturbations sous-maille et le résultat de notre
filtre.
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(a) (b) (c)
Figure 3.20 – Etat des processus au temps t = 25. (a) le processus sans les perturbations
sous-maille, (b) le processus réel sur la grille et (c) le résultat de notre algorithme
Il apparaît alors clairement que notre algorithme a été capable de récupérer, au moins
en partie, l’influence des petites échelles. Comme dans les cas plus simples étudiés précé-
demment on voit que nous avons tendance à sous-estimer les phénomènes de petite taille
au profit du fait d’avoir une dynamique cohérente avec le modèle. Cependant on est bien
en mesure de voir que les observations contenaient une vrai information qui était noyée
dans le bruit. Pour vérifier si notre filtre suit bien la dynamique du processus à chaque
point de grille, on va tracer la série temporelle du processus au cours du temps.
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Figure 3.21 – (a) : champ montrant le point de grille où est prise la série temporelle.
(b) série temporelle des différents processus en ce point de grille. Le processus réel est en
noir, l’observation en bleu et le résultat de notre filtre en rouge
On voit que notre algorithme prend une forme qui correspond bien à la dynamique des
équations de shallow water. Malgré le fait que l’on semble s’éloigner parfois du processus
réel, il faut se rappeler que les seules informations dont dispose notre algorithme sont
l’observation et le modèle qui ne prend pas en compte l’influence des processus sous-
maille. Notre algorithme semble donc minimiser l’impact des phénomènes sous-maille
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mais retrouve tout de même la dynamique du processus influencé par ces perturbations.
On peut voir, en regardant l’énergie des processus, que notre algorithme retrouve en fait
l’énergie qui correspond aux remontées d’échelle. Comme dans le chapitre 1, on va regarder
les densités spectrales de puissance (DSP) des processus, qui représente leur énergie.
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Figure 3.22 – (a) : DSP des processus sur la grille. (b) : DSP de l’influence des phéno-
mènes sous-maille sur le processus sur la grille. Le processus réel est en noir, l’observation
en bleu et le résultat de notre filtre en rouge
On voit donc que notre processus reconstruit bien l’énergie du processus sur la grille.
L’observation ne ressemble qu’à du bruit blanc. A part les très grandes structures, on
voit que l’énergie est noyée dans le bruit. Notre algorithme a pourtant très bien recons-
truit l’énergie sur la grille. On voit aussi qu’il reconstruit aussi les grandes structures de
l’influence des phénomènes de petite taille. Comme on l’avait prévu dans le chapitre 1, il
reste une partie de ces perturbations qui reste inaccessible. On a cependant été en mesure
d’en retrouver les piques d’énergies. Cela correspond aux perturbations qui vont pouvoir
générer des remontées d’échelle. On a donc bien développé un algorithme qui permet de
filtrer des observations sur une grille en utilisant le modèle sur la grille sans avoir une dé-
rive due aux remontées d’échelle, puisque celles qui génèrent des perturbations de grande
taille sont apprises.
Cette expérience a de nombreux points communs avec le problème initial de la thèse :
le traitement de données LIDAR. Tout d’abord on a deux processus sur grille avec une
influence qui provient de sous la maille. Comme dans le cas du LIDAR on n’observe qu’une
partie des informations nécessaire à la reconstruction totale du processus. En effet, ici seul
la hauteur d’eau en chaque point de grille est observé. On ne dispose pas d’observations des
vitesses horizontales. Cependant, contrairement au cas du LIDAR, les données en chaque
point de grille peuvent être comparées puisque que l’on observe partout une hauteur d’eau.
Dans le cas du LIDAR, en chaque point de grille, on observe uniquement le vent dans la
direction radiale et avec des angles différents.
On a remarqué au cours de cette étude que non seulement notre algorithme est capable
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de reconstruire l’influence des phénomènes sous-maille, mais il utilise aussi très peu de
particules. En effet, comme on l’a dit, on n’utilise que 50 particules pour obtenir nos
résultats. Hors notre problème contient 30×30×3 = 2700 dimensions. On sait que l’on se
trouve dans un problème de grande dimension, ce qui est souvent le cas dans le cadre des
grilles d’observations. Normalement dans ces cas là on considère les systèmes de particules
trop coûteux pour pouvoir être utilisés. Cependant si notre système ne contient que 50
particules, d’un point de vue numérique, c’est un algorithme qui reste utilisable, même
dans des cas plus complexes.
On va dans la suite expliquer en quoi notre algorithme est capable de réduire la
dimension du problème dans le cadre des grilles d’observations.
3.7 Novation sur une grille d’observation
On a vu dans l’application numérique précédente, que quand on traite une grille d’ob-
servation avec notre algorithme, nous n’avons besoin que de peu de particules pour obtenir
de bons résultats. Ceci n’est pas classique puisque dès que l’on parle de grille d’observa-
tions, on considère un problème de grande dimension. En effet, si on considère les points
de la grille comme indépendants, le problème contient rapidement un très grand nombre
de valeurs à estimer. On parle ainsi de la dimension réelle du problème. C’est en fait le
produit du nombre de points de grille et du nombre de variables dans le système dyna-
mique ou l’équation différentielle qui régit le processus. Pour bien prendre conscience de
l’étendu de ce que cela engendre, il faut savoir que en météorologie par exemple, on traite
en général des grilles contenant entre 10 000 et 100 000 points de grille et un système
d’environ une trentaine de variables. On se rend vite compte du coût astronomique en
temps de calcul pour filtrer les observations à l’aide d’un système particulaire.
Cependant notre algorithme ne semble pas être vraiment contraint par cet question
de dimension puisqu’il ne nécessite qu’un faible nombre de particules (50 particules) pour
résoudre un problème qui est considéré comme de la grande dimension (2700 degrés de
liberté). On cherchera dans un premier temps à expliquer ce qui provoque ce phénomène.
Dans un second temps on justifiera nos conjonctures à l’aide de résultats numériques.
3.7.1 Corrélation des observations
Le problème de filtrage en grande dimension est un domaine beaucoup étudié ces
dernières années. On sait en particulier que les filtres à particules sont peu performants
dans ce genre de cas. Il y a deux raisons à cela. La première est que, plus on considère de
dimensions, plus la probabilité qu’une particule ait une vraisemblance élevée est faible. En
effet si on prend l’exemple d’une loi normale, on sait qu’en grande dimension, la fonction
de répartition est "pointue". Cela correspond au fait que pour un rayon r > 0 fixé, la
probabilité de présence d’une particule dans la boule de rayon r décroit avec le nombre
de dimensions. La deuxième raison qui empêche l’utilisation de particules dans le cas de
grandes dimensions est que le nombre de particules nécessaires au filtrage augmente de
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manière exponentielle en fonction du nombre de dimensions. D’un point de vue numérique,
cela signifie qu’il faudrait environ exp(2700) particules pour pouvoir filtrer correctement
le processus du problème de la section précédente. On a cependant été capable de filtrer
les observations et de reconstruire l’influence des phénomènes sous-maille avec seulement
50 particules. Notre objectif est d’expliquer pourquoi notre algorithme n’est pas soumis
aux problèmes des grandes dimensions.
On sait que notre algorithme est en mesure de reconstruire des structures de plus
petite taille que celles de la grille. Si l’on reprend les notations du système (3.2), on peut
exprimer les fonctions de structures spatiotemporelles sur la grille. Pour cela on prend deux
points de grille a et b. Les structures sur la grille entre les points a et b correspondent
à la covariance E[X1n(a)X1n(b)]. On peut développer le calcul de cette covariance grâce à
l’équation d’évolution du processus.
E
[
X1n(a)X1n(b)
]
= E
[(
F 1,1n (X1n−1(a)) + F
2,1
n,X1n−1(a)
(X2n−1(a)) +W 1n(a)
)
×
(
F 1,1n (X1n−1(b)) + F
2,1
n,X1n−1(b)
(X2n−1(b)) +W 1n(b)
)]
= E
[
F 1,1n (X1n−1(a))F 1,1n (X1n−1(b))
]
︸ ︷︷ ︸
S1n−1(a,b)
+E
[
F 2,1
n,X1n−1(a)
(X2n−1(a))F 1,1n (X1n−1(b))
]
︸ ︷︷ ︸
S2→1n−1 (a,b)
+E
[
F 1,1n (X1n−1(a))F
2,1
n,X1n−1(b)
(X2n−1(b))
]
︸ ︷︷ ︸
S1→2n−1 (a,b)
+E
[
F 2,1
n,X1n−1(a)
(X2n−1(a))F
2,1
n,X1n−1(b)
(X2n−1(b))
]
︸ ︷︷ ︸
S2n−1(a,b)
en utilisant le fait que les bruits sont centrés et indépendants.
On a ainsi la structure qui correspond à la partie que l’on connaît de l’évolution :
S1n−1(a, b). Cette structure est automatiquement connue à partir du moment où on a
estimé le processus au pas de temps n− 1. La structure S2n−1(a, b) correspond à la partie
que l’on ne cherche pas à estimer. En effet il s’agit de la structure qui reste dans la petite
échelle et que nous pourront assimiler à du bruit. Les structures qui nous intéressent sont
donc S2→1n−1 (a, b) et S1→2n−1 (a, b). Ces structures correspondent respectivement à l’influence
des phénomènes de petites échelles autour du point de grille a sur le processus au point
de grille b, et inversement l’influence des phénomènes de petites échelles autour du point
de grille b sur le processus au point de grille a. Ce sont donc ces structures que l’on a
estimées à l’aide de notre algorithme.
Or l’information que l’on a obtenu vient de quelque part. On sait que c’est en partie
l’utilisation du modèle d’évolution qui a permis d’apprendre ces structures. Il est pour-
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tant clair que l’on devait disposer d’informations dessus dans une certaine mesure, sinon
l’algorithme de filtrage n’aurait pas été en mesure de les apprendre. On pense donc que
les observations doivent contenir, au moins en partie, des structures du processus. On
reprend l’écriture de l’observation du système (3.4). De la même manière que précédem-
ment, on développe la covariance spatiale des observations entre deux points de grille a
et b : E
[
Y 1n (a)Y 1n (b)
]
.
E
[
Y 1n (a)Y 1n (b)
]
= E
[(
H1n(X1n(a)) + V 1n (a)
)(
H1n(X1n(b)) + V 1n (b)
)]
= E
[
H1n
(
F 1,1n (X1n−1(a) + F
2,1
n,X1n−1(a)
(X2n−1(a)) +W 1n(a)
)
×H1n
(
F 1,1n (X1n−1(b) + F
2,1
n,X1n−1(b)
(X2n−1(b)) +W 1n(b)
)]
en utilisant encore une fois le fait que les bruits sont indépendants et centrés.
On peut constater que l’observation contient toutes les structures spatiotemporelles
du processus, modulo la troncature imposée par la fonction Hn. Par exemple dans le cas
simplifié où la fonction d’observation est linéaire, on voit que, à une constante multiplica-
tive près, l’observation contient vraiment toutes les structures du processus. Bien sûr dans
le cas général ce n’est pas aussi simple. On ne sait pas calculer d’emblée ces covariances
pour pouvoir connaître la perte sur les structures réelles du processus. On voit cependant
que les observations peuvent contenir une information sur ces structures. Le fait de ne pas
considérer les points de grille comme indépendants nous permet donc de propager l’in-
formation entre les points de grille et donc d’estimer la corrélation des observations. Ces
corrélations apportent des informations sur les covariances spatiotemporelles du processus
et permettent donc d’estimer la remontée d’échelle.
On voit alors que, quand on estime la remontée d’échelle avec notre algorithme, on
estime en même temps une partie de la corrélation des observations. On peut alors se
défaire de l’hypothèse qui correspond à dire que les observations sont indépendantes en
chaque point de grille. On diminue ainsi la dimension du problème. En effet quand on
suppose que les observations sont indépendantes, on écrit la dépendance sur la grille s1,..,d,
avec d le nombre de points de grille.
P
(
X1n(s1,..,d)|Y 1n (s1,..,d)
)
=
d∏
i=1
P
(
X1n(si)|Y 1n (si)
)
On voit que si chacune des probabilités du membre de droite est de l’ordre de 1/2, le
produit va rapidement tendre vers 0 avec le nombre de points de grille.
Lorsque que l’on prend en compte les corrélations entre les observations, et que l’on
est en mesure de les estimer, on peut changer la forme que prend la vraisemblance.
P
(
X1n(s1,..,d)|Y 1n (s1,..,d)
)
= P
(
X1n(sσ(1),..,σ(d
′))|Y 1n (sσ(1),..,σ(d
′))
)
=
d′∏
i=1
P
(
X1n(sσ(i))|Y 1n (sσ(i))
)
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Dans ce cas là, d′ est la dimension effective du problème. Cela signifie que lorsque l’on
connaît les covariances entre les points de grille, la connaissance du processus sur la grille
sσ(1),..,σ(d
′) suffit à estimer le processus sur la grille complète s1,..,d.
Dans le cas de l’expérience avec l’équation de shallow water de la section précédente,
on pense que la dimension effective du problème doit être de l’ordre de 3 ou 4, ce qui
expliquerait le faible nombre de particules nécessaires.
On ne connaît pas, a priori, de méthode pour calculer la dimension effective du pro-
blème. On pense cependant qu’elle dépend, entre autres, du processus que l’on considère,
de la forme de la grille et de la distance entre deux de ses points ainsi que de la nature des
observations. En effet on a déjà vu que si la fonction H est très régulière, voir injective,
on récupère entièrement, grâce aux observations, les covariances entre les points de grille,
ce qui diminuera la dimension effective. En outre, si la distance entre deux points grilles
est très grande par rapport aux structures du processus, on pourra se ramener au cas où
les observations sont en fait indépendantes et on aura une dimension effective égale à la
dimension réelle.
Dans le cas des phénomènes de vents générés par notre modèle, il n’est pas évident
que les observations contiennent bien des structures du processus réel. En effet, l’énergie
cascadant entre les différentes échelles, il est assez difficile de mettre une barrière franche
entre l’échelle de la grille et l’échelle sous-maille. On va donc vérifier, à travers une expéri-
mentation, que les corrélations entre les observations correspondent bien à des structures
du processus continu.
3.7.2 Résultats numériques
On va présenter des résultats d’expériences menées par des stagiaires : Samuel Groyer,
Marine Goret et Matthias Rocher, élèves ingénieurs de l’École Nationale de la Météoro-
logie. Le but est de mettre en évidence le fait que les observations contiennent bien une
information sur les structures de remontée d’échelle dans le cas de phénomènes de vents
turbulents. Pour cela on reprend le modèle que l’on avait introduit chapitre 1 section 4.
Ils ont mené deux expériences : la première consiste à traiter chaque point d’observa-
tion indépendamment des autres, la seconde les traitant tous en même temps. Pour cela
on se place dans un cadre en 2 dimensions avec un domaine rectangulaire. Les données
sont fournies à l’aide d’un générateur de champ de vents développé au CNRM et appelé
Meso-NH (voir [43]). On considère que ces données vont représenter la réalité et on va gé-
nérer des observations en ajoutant des bruits Gaussiens centrés et indépendants en chaque
point de grille.
Pour la première expérience ils ont donc pavé le domaine avec un ensemble de boites,
c’est-à-dire de sous-domaines rectangulaires, de manière à ce que chaque sous-domaine ne
contienne qu’un seul pont de grille. Ils ont alors traité les données séparément pour chaque
point de grille. Dans chaque sous-domaine, à la manière de notre expérience pour un ané-
momètre sonique dans le chapitre 1, ils ont utilisé un système de particules conditionnées
à ce sous-domaine pour filtrer les observations.
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Figure 3.23 – Représentation graphique des systèmes de particules pour l’expérience
avec les observations indépendantes
Comme on l’a vu dans notre expérience, on sait que, pour chaque point de grille, la
reconstruction du processus de vent sera bonne. Ce qui nous intéresse sont les structures
de plus petite échelle. On va donc présenter les résultats sur l’énergie cinétique turbulente
(TKE), qui représentent la répartition locale de l’énergie.
temps : 35
 0    
 0.08 
 0.16 
 0.24 
 0.32 
temps : 40
 0    
 0.08 
 0.16 
 0.24 
 0.32 
temps : 42
 0    
 0.08 
 0.16 
 0.24 
 0.32 
(a) (b) (c)
Figure 3.24 – Représentation graphique de la TKE dans le cas où l’on considère les
observations comme indépendantes. (a) t = 35, (b) t = 40 et (c) t = 42
On ne distingue pas de structure dans la distribution de la TKE. On voit que certaines
zones sont plus turbulentes que d’autres mais il ne semble pas y avoir de relations entre
les différents pas de temps. Bien qu’on soit en mesure d’estimer la TKE, on ne met aucune
cohérence d’un point de vue global. C’est assez logique puisque l’on a choisi de traiter
séparément chaque point de grille. On a ainsi été limité dans la reconstruction aux limites
imposées par le théorème de Shannon.
Le deuxième expérience, toujours dans le même cadre, ressemble plus à notre expé-
rience dans le cas de données LIDAR en 1 dimension. Ils ont noyé le domaine de particules.
L’ensemble de la zone est alors considéré comme une grande boite où les particules peuvent
évoluer. Elles sont tout de même conditionnées à rester dans le domaine.
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Figure 3.25 – Représentation graphique du système de particules pour l’expérience avec
le champ noyé de particules
Bien que l’évolution soit globale, le rééchantillonnge des particules se fait de manière
locale. A chaque pas de temps on découpe le domaine en sous-domaines comme dans
l’expérience précédente. On fait alors l’étape de sélection de manière indépendante dans
chacune de ces boites. Le changement par rapport à l’expérience précédente est que le
fait de laisser les particules évoluer dans tout le domaine va permettre de déplacer des
structures d’une observation vers une autre. On espère ainsi pouvoir estimer plus préci-
sément les phénomènes de petite échelle, en passant la limite imposée par le théorème de
Shannon. On obtient les résultats suivants.
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Figure 3.26 – Représentation graphique de la TKE dans le cas où l’on considère le
domaine dans son ensemble. (a) t = 35, (b) t = 40 et (c) t = 42
Dans ce cas de figure là, on voit clairement que l’algorithme a été capable de dégager
des structures dans la TKE. On voit ainsi des zones avec une forte turbulence et d’autres
avec une turbulence plus faible. On voit de plus que l’énergie est déplacée par le vent au
cours du temps, ce qui signifie que les phénomènes turbulents ont été transportés au cours
du temps. On parle d’advection de structures turbulentes.
Ces expériences ont donc mis en valeur le fait que les observations contiennent des
informations sur les remontées d’échelles. On a vu que ces informations sont contenues
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dans les interactions entre les observations. A partir du moment où l’on souhaite prendre
en compte l’influence des phénomènes de petite échelle, on ne peut alors plus considérer les
observations comme indépendantes. L’algorithme que nous avons développé apprend donc
les corrélations entre les observations ce qui lui permet d’estimer les remontées d’échelles
et de réduire la dimension effective du problème.
On sait, dans le domaine de la météorologie, que d’autres processus peuvent être trans-
porté par le vent. Dans notre cas on s’intéressera aux concentrations de particules. De
manière générale, de tels processus seront appelés des traceurs passifs, au sens où ils sont
transportés par le vent mais ne l’influencent pas directement. Ces traceurs passifs seront
advectés par le vent de la même façon que les phénomènes turbulents. On va mainte-
nant étudier l’impact d’ajout d’observations de traceurs passifs dans le but d’améliorer
l’estimation des corrélations entre les points de grille.
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“Une erreur originale vaut mieux qu’une vérité banale.”
Fiodor Dostoïevski (1821 – 1881)
4
Application à l’observation de traceurs passifs
Dans la partie application de cette thèse, on veut mettre en place un algorithme
permettant de traiter des données d’une combinaison de LIDAR Doppler et aérosols. On
veut, à partir de ces mesures, être capable de reconstruire le champ de vent continu alors
que nos mesures sont discrètes. Le LIDAR Doppler mesure la vitesse du vent en chaque
point de grille, ce qui correspond au champ que l’on considère. On a donc déjà développé
un algorithme permettant de traiter des données de LIDAR Doppler. On veut maintenant
trouver un moyen d’inclure les données de LIDAR aérosol dans notre algorithme.
Le LIDAR aérosol mesure la concentration de l’atmosphère en un certain type d’aé-
rosol. Tout comme le LIDAR Doppler, ses mesures sont prises sur une grille. A priori,
la concentration en aérosols en chaque point de grille n’apporte pas directement d’infor-
mation sur le vent dans la zone. Cependant, comme on l’a vu dans la dernière section
du chapitre précédent, le vent peut advecter des structures de petite échelle. De la même
manière, on va pouvoir advecter les concentrations en aérosols. On pourra ainsi avoir
des informations plus précises sur les corrélations entre les différents points de grille. Les
concentrations se comportent donc comme des traceurs passifs du champ de vent, c’est-
à-dire qu’ils n’influencent pas le processus de vent mais donnent des informations dessus
(voir [52] et [51]).
Le but de ce chapitre est donc d’introduire l’utilisation de traceurs passifs dans l’al-
gorithme du chapitre précédent. Pour cela on va dans un premier temps introduire les
équations des traceurs passifs que nous utiliserons dans le cas de la reconstruction du
champ de vent. Cela nous donnera une idée de ce que l’introduction de traceurs passifs
peut entraîner sur le filtre basé sur la novation. On exploitera cela pour reprendre entière-
ment le formalisme développé dans le chapitre précédent sur le filtrage avec un sous-espace
aveugle. On pourra ainsi réécrire notre algorithme dans ce nouveau cadre. On conclura
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en donnant des résultats numériques dans un cas de champ de vent en 2 dimensions.
4.1 Équations d’évolution pour un traceur passif du
vent : la concentration
On va développer un modèle pour l’évolution des concentrations dans le cas de vents
turbulents. Notre but final est de pouvoir tester l’algorithme que l’on va développer dans la
suite de ce chapitre. Les modèles de la littérature ne sont pas adaptés à notre méthodologie.
En effet, ils sont développés pour être couplés à un modèle météorologique Eulérien. Notre
objectif est d’avoir un modèle pratique, semblable au modèle Lagrangien pour les vitesses,
et reposant sur des considérations physiques simples. Dans ce travail d’écriture du modèle
pour nos simulations, nous n’avons pas cherché à faire de la validation expérimentale ou
à qualifier le modèle au regard de ce qui existe dans la littérature. On va procéder comme
pour le modèle du vent du chapitre 1. En effet les concentrations sont des traceurs passifs
du vent, il paraît donc normal que la dynamique des concentrations soit proche de celle
du vent.
On va partir d’une équation physique semblable à celle du vent ([65],[62],[49],[76]).
Comme pour celle du vent, elle correspond à la diffusion de la dérivée Lagrangienne au
cours du temps. On considère donc un champ Eulérien de vitesses Ut,z, à divergence
nulle (cas Navier-Stokes incompressible) et un champ Eulérien de concentrations γt,z où t
représente le temps et z la position. En exprimant le fait que l’évolution des concentrations
ne se fait qu’à travers une diffusion, on a l’équation :
∂
∂t
γt,z +∇(Ut,z.γt,x) = ∇(κ∇γt,z)
où l’opérateur ∂
∂t
+∇(Ut,z.) correspondant à la dérivée Lagrangienne du processus, aussi
notée D
Dt
, et ∇(κ∇) à une diffusion turbulente. κ est le paramètre de diffusion.
On reprend les notations et équations que l’on a étudiées dans la sous-section 1.4.1.
Ainsi, à partir du champ Eulérien, on dispose de processus Lagrangiens de la forme
Xn =
∣∣∣∣∣∣
Zn
Vn = Un,Zn
. Vn,Zn est la vitesse Lagrangienne de la particule suivant le mouvement
Zn imposé par le champ de vitesse Eulérien Un,z. On sait d’après ce que l’on a vu que
l’on dispose d’un modèle bien posé pour Xn qui est un processus de Markov. On souhaite
augmenter le vecteur d’état en ajoutant la concentration Lagrangienne Θn = γn,Zn . On
obtient alors le vecteur Xn =
∣∣∣∣∣∣
Xn
Θn = γn,Zn
=
∣∣∣∣∣∣∣∣∣
Zn
Vn(Zn)
Θn(Zn)
.
Le but est de mettre en place, à partir du modèle pour Xn et de l’équation précédente,
132
un modèle pour Xn. On a alors le système :
Z0 = z0 , V0(Z0) = v0 , Θ0(Z0) = θ0
∀n > 0, Zn = Zn−1 + Vn−1∆tn
∀n > 0, Vn(Zn) = Vn−1(Zn−1)−∇z < p >n−1,Zn−1 ∆tn
−
(1
2 +
3
4C0
) n−1
kn−1
[
Vn−1(Zn−1)− < V >n−1,Zn−1
]
∆tn +
√
C0n−1 ∆W Vn
∀n > 0, Θn(Zn) = Θn−1(Zn)−∇
(
Vn−1(Zn−1)Θn−1(Zn−1)
)
∆tn +
√
C0n−1∆WΘn
où on a repris la forme de la diffusion turbulente du vent. Le problème est que la concen-
tration Θn−1(Zn) dans cette équation correspond à la concentration au point Zn au temps
n−1. A priori, la particule se déplaçant suivant le vent, elle ne se situait pas à cet endroit
au pas de temps précédent. Étant donné que l’on étudie un processus, on ne s’intéresse
pas à une réalisation mais à sa loi. Il faut donc mettre en place une moyenne locale autour
de ce point pour pouvoir estimer la valeur de la concentration.
On va noter cet opérateur de moyenne locale
∏(
∆zΘn−1(Zn, Zn−1)
)
= Eβ
[Θn−1(Zn)−Θn−1(Zn−1)
Zn − Zn−1
]
où β est un noyau de régularisation locale. Dans la suite on fera une moyenne locale pour
l’estimer de la même façon que pour estimer la moyenne Eulérienne dans le chapitre 1.
La seule différence est qu’ici on calcule la moyenne en un point où l’on ne dispose pas de
particule. Cependant, comme on est dans une configuration d’évolution Lagrangienne, on
sait que, la zone étant noyée de particules, on aura des candidats proches pour calculer
notre moyenne locale.
On transforme alors notre modèle en
Θn(Zn) = Θn−1(Zn−1)︸ ︷︷ ︸
valeur initiale
+
∏(
∆zΘn−1(Zn, Zn−1)
)
︸ ︷︷ ︸
gradient spatial
−∇z
(
Vn−1(Zn−1)Θn−1(Zn−1)
)
∆tn︸ ︷︷ ︸
advection par la turbulence
+
√
C0n−1∆WΘn︸ ︷︷ ︸
diffusion turbulente
On voit alors que le modèle est bien posé en ajoutant la concentration puisqu’il n’est
pas anticipatif et n’utilise que des informations disponibles dans le modèle que l’on a
développé pour Xn.
Le terme Θn−1(Zn−1) est la valeur du processus au pas de temps précédent. Le second
terme
∏(
∆zΘn−1(Zn, Zn−1)
)
se calcule comme on l’a vu à l’aide d’une moyenne locale
pondérée par une Gaussienne par exemple. Le dernier terme
√
C0n−1∆WΘn est repris de
l’évolution du processus Vn, le vent turbulent Lagrangien. Le bruitWΘn est un mouvement
brownien avec la même fonction de covariance que WXn , le bruit de l’évolution du vent.
Enfin ∇z
(
Vn−1(Zn−1)Θn−1(Zn−1)
)
∆tn est le terme qui permet au vent d’imposer sa dy-
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namique aux concentrations. Pour éviter qu’il inclut la diffusion turbulente du vent, déjà
contenue dans le terme précédent, on va lisser son influence en faisant aussi une moyenne
locale. Cette moyenne correspondra exactement à ce que l’on avait fait pour approximer
la moyenne Eulérienne.
On voit alors que le modèle d’évolution des concentrations nécessite deux commandes :
Vn et n. Le processus Xn contient Vn. De plus le modèle que l’on a mis en place pour la
dynamique de (Zn, Vn) apprend la dissipation de l’énergie turbulente n. Le modèle est
donc fermé, au sens où on ne fait pas intervenir de paramètre extérieur au système.
On remarque en outre que le processus Xn est un processus de Markov. En effet Xn,
comme on l’a vu dans le chapitre 1, est un processus de Markov et la dynamique de
la concentration ne fait intervenir que des éléments de Xn−1. Le processus Xn, étant un
processus de Markov avec un modèle bien posé, on va pouvoir le filtrer. Pour cela on va
utiliser le système de filtrage du vent auquel on ajoute le modèle pour la dynamique de
la concentration.
Z0 = z0 , V0(Z0) = v0 , Θ0(Z0) = θ0
∀n > 0, Zn = Zn−1 + Vn−1∆tn
∀n > 0, Vn = Vn−1 + E[∆Vn]−
(1
2 +
3
4C0
) n−1
kn−1
[
Vn−1− < V >n−1,Zn−1
]
∆tn
+
√
C0n−1 ∆W Vn
∀n > 0, Θn(Zn) = Θn−1 +
∏(
∆zΘn−1(Zn, Zn−1)
)
−∇
(
Vn−1Θn−1
)
∆tn +
√
C0n−1∆WΘn
∀n > 0, n−1 = V ar(∆Vn)
C0∆tn
kn−1 =< V 2n−1− < V >2n−1,Zn−1>n−1,Zn−1
On a ainsi donné un modèle pour la concentration, le traceur passif du vent turbu-
lent. Il faut maintenant étudier la manière dont on peut inclure un traceur passif dans
notre théorie du filtrage non-linéaire. Le but est de pouvoir adapter notre algorithme et
d’améliorer ainsi l’estimation du vent.
4.2 Étude de la novation dans le cas de traceurs pas-
sifs
On a vu que l’on était en mesure de produire un modèle pour un traceur passif.
La dynamique de celui-ci dépend du processus de base. Dans cette section, nous allons
définir un traceur passif du point de vue mathématique. L’objectif final est de montrer
tout d’abord que le fait d’ajouter un traceur passif dans le filtrage du processus permet
d’améliorer l’estimation de ce dernier. On va aussi montrer que la théorie développée dans
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le chapitre précédent peut encore s’appliquer dans ce cas, sous certaines conditions que
nous énoncerons.
4.2.1 Filtrage non-linéaire avec un traceur passif
Notre objectif est de reprendre le formalisme du chapitre 3 en ajoutant un traceur
passif au vecteur d’état. Pour cela il va falloir dans un premier temps définir ce qu’est
un traceur passif d’un point de vue mathématique. Il va aussi falloir montrer que le fait
d’augmenter le vecteur d’état de cette manière améliore quantitativement l’estimation
de la loi du processus. Enfin on montrera que notre méthode s’applique encore dans ce
nouveau cadre.
On dispose donc d’un processus de Markov (Xn)n. On suppose que celui-ci peut être
filtré seul dans le cadre du sous-espace aveugle du chapitre 3 et qu’il vérifie donc toutes
les hypothèses nécessaires pour cela. On suppose que l’on a un système d’évolution pour
le processus Xn.  X0 = x0∀n > 0, Xn = FXn (Xn−1) +WXn
où x0 est la condition initiale, FXn la fonction d’évolution et (WXn ) une famille de bruits
centrés et indépendants.
On définit alors un traceur passif (Θn)n de (Xn)n de la manière suivante.
Définition 12. Un traceur passif de Xn est un processus Θn dont l’évolution est influencée
par le processus Xn. De plus le traceur passif ne doit pas influencer l’évolution du processus
Xn. Cela correspond à deux propriétés que le couple doit vérifier.
— (Xn,Θn) est un processus de Markov avec pour noyau d’évolution Mn, définit pour
tout n > 0 par
Mn
(
(xn−1, θn−1), d(xn, θn)
)
= P
(
(Xn,Θn) ∈ d(xn, θn)|(Xn−1,Θn−1) = (xn−1, θn−1)
)
et pour distribution initiale η0.
— Le processus Xn est un processus de Markov. De plus Θn est passif pour Xn au
sens où, pour tout n > 0,
P
(
Xn|(Xn−1,Θn−1)
)
= P
(
Xn|Xn−1
)
On notera alors Xn
→q θn.
Puisque (Xn,Θn) est, par hypothèse, un processus de Markov, on peut donner une
équation d’évolution du processus Θn. On définit le système dynamique suivant : Θ0 = θ0∀n > 0, Θn = FΘn,Xn−1(Θn−1) +WΘn
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où θ0 est la condition initiale, FΘn,Xn−1 est la fonction d’évolution du processus dépendante
de Xn−1 et (WΘn )n est une famille de bruits centrés et indépendants.
On suppose que l’on dispose d’observations pour les deux processus. Le système d’ob-
servation est alors définit de la manière suivante, pour tout n ∈ N, Y
X
n = HXn (Xn) + V Xn
Y Θn = HΘn (Θn) + V Θn
où les fonctions HXn et HΘn sont les fonctions d’observation respectivement des processus
Xn et Θn et les familles de bruits centrés, à densité, (V Xn )n et (V Θn )n sont indépendantes.
On peut donc décrire l’évolution du couple (Xn,Θn). Le but est maintenant de montrer
qu’il est possible de le filtrer et que le fait d’avoir ajouté le filtrage du processus Θn améliore
l’estimation du processus Xn.
Cas simplifiés
On peut se placer dans un cas simplifié du problème en supposant que la distribution
initiale ηΘ0 est invariante pour le noyau d’évolution. On peut alors utiliser des méthodes
telles que l’estimateur de Metropolis-Hasting ou les pMCMC (particule Markov Chain
Monte Carlo). On pourra ainsi estimer la mesure de Θn au cours du temps. Supposer que
la distribution est invariante au cours du temps entraîne deux sous cas.
Le cas le plus simple où l’on sait que la distribution de Θn est constante, c’est-à-
dire FΘn,x est constante. Xn n’influence donc pas Θn et la connaissance du traceur passif
n’améliorera pas l’estimation de Xn.
Le deuxième cas correspond à celui où la distribution initiale ηΘ0 est laissée invariante
mais n’est pas constante. Dans ce cas on peut espérer obtenir des informations sur Xn en
filtrant Θn. Ces informations émaneront du fait que les dynamiques des deux processus
sont liées.
Cas général
Dans le cas plus général où la distribution de θn évolue au cours du temps, il va falloir
en donner une estimation de manière séquentielle. Pour cela nous allons poser les mêmes
hypothèses sur (Xn,Θn) que celles que l’on a utilisées dans la théorie du filtrage non-
linéaire. On sait, par définition, que Θn n’est pas un processus de Markov seul. Cependant
on a supposé que le processus Xn = (Xn,Θn) l’est.
On peut, comme on l’a vu dans le chapitre 2, donner, dans ce cas, une estimation de
la loi de θn au cours du temps, par exemple à l’aide d’un système de particules. Dans ce
cas, il faut encore montrer que le fait d’estimer la loi de Θn améliore la vraisemblance
du processus Xn. Pour cela on effectue une Rao-Blackwellisation de Xn. Étant donné le
caractère passif de Θn vis-à-vis de Xn, la décomposition de la probabilité sera exacte,
contrairement à ce que l’on a pu voir dans le cas général de la Rao-Blackwellisation. Une
fois cette décomposition faite, on peut mettre en place l’un des filtres du chapitre 2 (IKF,
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RBPF, SMC2), suivant le cadre, pour filtrer les deux processus simultanément.
La fonction de vraisemblance du couple (Xn,Θn) peut s’écrire pour tout n ∈ N,
Gn
(
(xn, θn), (yXn , yΘn )
)
= P
(
(Y Xn , Y Θn ) = (yXn , yΘn )|(Xn,Θn) = (xn, θn)
)
= P
(
Y Θn = yΘn |Xn = xn,Θn = θn
)
P
(
Y Xn = yXn |Xn = xn
)
= GΘn,xn(θn, y
Θ
n )GXn (xn, yXn )
avec GXn la fonction de vraisemblance de Xn classique et GΘn,xn la vraisemblance de Θn
conditionnée à Xn = xn.
Conclusion
On peut alors conclure qu’augmenter le vecteur d’état a amélioré l’estimation de Xn.
On pourra donc mettre en place un filtre plus performant pour le processus Xn si l’on uti-
lise le couple (Xn,Θn) plutôt que le processusXn seul. En effet, on suppose que l’on dispose
d’un procédé de filtrage qui, quelque soit le processus qu’il étudie, échantillonne toujours
avec la même précision la fonction de vraisemblance. On aura ainsi que la fonction GXn ,
dans le cas du processus seul, et la fonction Gn, dans le cas du couple processus/traceur
passif, seront toutes les deux aussi bien échantillonnées par le filtre. On voit alors dans le
cas du couple que, à moins que la fonction de vraisemblance du traceur passif GΘn,Xn soit
estimée exactement à chaque pas temps (c’est-à-dire GΘn,Xn(Θn, θn) = 1 pour tout n), la
valeur de GXn sera plus grande dans le cas du couple que dans celui du processus seul. Il
faut noter que le cas où la fonction GΘn,Xn est à exclure car elle correspond à un traceur
passif toujours égal à son observation, que l’on est en train d’essayer de débruiter.
On voit donc que filtrer en augmentant le vecteur d’état avec un traceur passif permet
d’améliorer l’estimation du processus de base. On va, à partir de maintenant, étudier le
couple et nous noterons Xn = (Xn,Θn) pour simplifier les écritures. On va maintenant
reprendre le formalisme du chapitre 3 dans ce nouveau cadre.
4.2.2 Retour au problème du sous-espace aveugle
Notre but dans cette sous-section est de montrer que les outils développés dans le
chapitre 3 s’appliquent encore dans le cadre du vecteur d’état augmenté Xn. On va donc
reprendre les hypothèses et les adapter.
Nous travaillons dans le cas où le processus Xn peut se décomposer sur deux sous-
espaces E1 = E1X × E1Θ et E2 = E2X × E2Θ. Ces sous-espaces seront donc des espaces
produits, contenant la décomposition de Xn et de Θn. Il faut donc supposer que, tout
comme le processus sur lequel il se base, le traceur passif peut se décomposer sur deux
sous-espaces. Comme dans la théorie que nous avons développée, nous allons considérer
que le sous-espace E2 est aveugle pour le processus Xn. Cela signifie que les observations
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du couple peuvent être découpées de manière à ce que l’on en ait une sur chaque sous-
espace. De plus, étant donné que l’espace E2 est aveugle pour le processus Xn, l’observation
qui correspond à X 2n n’est pas accessible pour le filtrage. On doit donc supposer que le
découpage en espaces orthogonaux pour Θn correspond à celui de Xn.
On écrit alors le processus Xn sous forme décomposée : Xn =
∣∣∣∣∣∣
X1n ⊗X2n
Θ1n ⊗Θ2n
. L’observation
associée Yn =
∣∣∣∣∣∣
Y Xn
Y Θn
peut aussi être décomposée en Yn = Y 1n ⊗ Y 2n et on ne dispose que de
Y 1n .
Comme dans le problème du chapitre 3, on a tout de même besoin de connaître une
majeure partie de la dynamique. Ainsi, pour pouvoir appliquer notre algorithme, on va
supposer que les dynamiques des deux processus sont dirigées par le processus X 1n . Dans
ce cas on ne cherchera que à estimer le processus X 1n sachant l’observation Y 1n , ce qui
nécessite de connaître l’influence du processus X 2n .
On voit donc que l’on doit transposer les hypothèses que l’on avait faites sur Xn sur le
processus Xn. Cela implique que le processus Θn doit vérifier les mêmes propriétés que le
processus Xn. De plus la décomposition des deux espaces de Θn est imposée par Xn. Cela
correspond bien à ce que l’on attendait : Θn est un traceur passif de Xn, ce qui concerne
sa dynamique doit donc être dépendant de Xn.
On va alors pouvoir reprendre la théorie du filtrage non-linéaire avec un sous-espace
aveugle que l’on a développé dans le chapitre 3 pour Xn. On a vu comment vérifier les
hypothèses pour ce couple. Les théorèmes avec les noyaux sont les mêmes ainsi que les
résultats. On peut donc développer un algorithme correctionnel dans ce cas là.
4.2.3 Algorithme correctionnel avec un traceur passif
On veut appliquer l’algorithme correctionnel du chapitre 3 au processus Xn. On sait
déjà qu’il vérifie toutes les hypothèses pour le filtrage non linéaire avec un sous-espace
aveugle. Étant donné que l’on dispose d’une observation pour chacun des deux processus
X1n et Θ1n et que le couple est un processus de Markov vérifiant toutes les hypothèses pour
être observable (d’après [36]), on obtient donc que le processus X 1n est stable. Il suffit alors
de demander que le traceur passif vérifie les mêmes propriétés que le processus X1n pour
pouvoir appliquer notre méthode au processus couple X 1n .
On peut donc exprimer la novation sous la même forme que dans le chapitre 3, en
notant que l’on dispose d’une novation pour le couple
Nn = Γn
(
Y 1n −H1n(F 1,1n (X 1n))
)
avec Hn = (HXn , HΘn ) et Fn = (FXn , FΘn ). La minimisation variationnelle ne peut être
décomposée en deux car les processus ne sont pas indépendants l’un de l’autre. Cependant
la matrice Γn est proportionnelle à la Jacobienne de l’opérateur d’observation (voir sous-
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section 3.3.2). On peut donc la mettre sous la forme
Γn =
ΓX,Xn ΓX,Θn
ΓΘ,Xn ΓΘ,Θn

avec toutes les blocs non nuls.
La novation NXn pour le processus Xn peut s’exprimer comme la somme NXn = NX,Xn +
NΘ,Xn , où  N
X,X
n = ΓX,Xn
(
Y X,1n −HX,1n (FX,1,1n (X1n))
)
NΘ,Xn = ΓX,Θn
(
Y Θ,1n −HΘ,1n (FΘ,1,1n (Θ1n))
)
D’après la théorie développée au cours du chapitre 3, on sait que pour tout δ > 0
il existe Γδn telle que, si on note X1n le processus réel et Xˆ1n = FX,1,1n (X1n−1) + NX,δn le
processus utilisant la novation, on aura
‖X1n − Xˆ1n‖ < δ
On peut réécrire NX,δn = N (X,X),δ
′
n + N (Θ,X),δ
′′
n pour δ′, δ′′ > 0. La novation N (X,X),δ
′
n
correspond à la novation quand on étudie le processus seul. La connaissance du traceur
passif Θn apportant de l’information sur le processus Xn, on aura que δ′ = δ+ δ′′ > δ. La
novation, dans le cas où l’on ajoute un traceur passif, sera donc plus efficace. D’un point
de vue théorique, on pourra toujours obtenir des résultats aussi bons dans les deux cas.
Cependant, quand on a des informations supplémentaires sur le processus Xn, la même
précision sera plus facile à obtenir.
Le problème reste le même que dans le cas du processus seul, il faut estimer la matrice
Γn. Cette fois on va encore avoir recours à un système de particules pour cela. A priori il
faudra un nombre supérieur de particules pour estimer cette matrice de gain. Cependant
le processus Θ1n dépend fortement du processus X1n, les deux processus auront donc les
mêmes corrélations spatiales et leurs matrices de gain seront donc liées. En fait, en dehors
de la matrice de gain qui correspond à la novation pour X1n, il faudra essentiellement
estimer la partie qui correspond à la dépendance entre les deux processus.
On voit alors que le processus X 1n vérifie toutes les hypothèses pour que l’on puisse
appliquer les théorèmes de la section 3 du chapitre 3. On a alors une borne Lp, pas de temps
par pas de temps, pour l’algorithme connaissant la matrice de gain et une convergence
avec TCL pour l’algorithme l’apprenant à l’aide d’un système de particules.
Il faut remarquer que l’on a mis en place des hypothèses pour pouvoir étendre l’algo-
rithme à ce cas. En fait, en pratique, ces hypothèses sont directement vérifiées quand les
processus sont tous les deux définis sur la même grille et que le processus Xn dirige la
dynamique de Θn. On va voir dans la section suivante comment mettre l’algorithme en
pratique et comment vérifier ces hypothèses.
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4.3 Application pour le filtrage de données de vents
turbulents
On va se placer dans un cadre en deux dimensions. Le but est d’être en mesure de filtrer
des données d’un processus et d’un de ses traceurs passifs simultanément. Pour cela on
utilisera l’algorithme développé dans la section précédente, qui est basé sur l’algorithme
que nous avions utilisé pour traiter le cas du modèle jouet dont la dynamique suit les
équations de shallow water.
Nous allons travailler dans le cadre fixé par notre problème : on aura sur la grille des
données à la fois de vent et de concentration en particules. On va utiliser des données
simulées pour générer les observations.
Dans un premier temps on va détailler les paramètres de l’expérience que l’on va mener.
On va ensuite expliquer l’algorithme que l’on va appliquer pour résoudre ce problème.
Enfin on commentera les résultats numériques.
4.3.1 Mise en place de l’expérience
Direction moyenne
du champ de vent
Figure 4.1 – Représentation graphique de la grille pour l’expérience avec traceur passif,
avec les trajectoires des particules permettant de générer le champ
On reprend le modèle de dynamique du vent développé dans le chapitre 1 et on ajoute
le modèle pour la dynamique des concentrations de la section de ce chapitre. Ce modèle
combiné nous permettra de générer une série de données. Étant donné que ces modèles
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sont Lagrangiens, on va noyer le champ de particules pour simuler le champ de vent. Les
données seront obtenues sur la grille en moyennant les valeurs des particules autour de
chaque point de grille. On considèrera pour notre expérience une grille 5× 5 comme sur
la figure 4.1.
Les points de grille sont représentées par les croix rouges. Les carrés autour sont
considérés comme les zones homogènes, la valeur simulée est alors calculée en moyennant
la vitesse des particules pour le vent et la concentration qu’elles transportent pour le
traceur passif. C’est en fait une configuration semblable à celle de la figure 1.2 du chapitre
1. Les résultats de ces simulations seront considérés comme les processus réels, que l’on est
censé retrouver. Les observations seront générées en ajoutant un bruit Gaussien centré,
équivalent à un bruit de mesure.
Notre but est alors de mettre en application notre algorithme dans ce cas pour dé-
bruiter les observations et estimer les remontées d’échelle. On va donc voir comment le
mettre en place dans ce cadre, d’un point de vue applicatif.
4.3.2 Développement de l’algorithme basé sur la novation
On va utiliser un algorithme semblable à celui que l’on a décrit dans le cas de l’équation
de shallow water. Deux difficultés s’ajoutent par rapport à ce problème jouet. La première
est que l’on va devoir traiter un traceur passif en plus du processus. A priori ce problème
n’est que numérique au vue des remarques de la section précédente. La deuxième difficulté
est que le modèle dont on dispose pour faire évoluer nos processus au cours du temps est
aléatoire et Lagrangien.
Le fait que le processus soit aléatoire, et non déterministe, entraîne que l’on ne doit
plus estimer un état moyen mais une distribution. On va donc utiliser un système de
particules pour estimer les lois du processus et de son traceur passif, avec un algorithme de
type SMC. Étant donné que notre modèle est Lagrangien, les systèmes de particules vont
devoir noyer la zone qui concerne chaque observation. On va donc générer un système de
particules pour chaque point de grille. Ainsi les particules seront à la fois physiques, pour
suivre le mouvement Lagrangien, et numériques, pour estimer la distribution du processus
au point de grille. On va donc, pour chaque point de grille, appliquer un algorithme du
même type que celui de l’anémomètre sonique.
A ce stade du filtrage, chaque point de grille est considéré de manière indépendante.
Les corrélations entre les observations seront alors mis en évidence en appliquant notre
algorithme basé sur une minimisation variationnelle. L’algorithme complet sera alors à
trois niveaux : un système de particules pour estimer la distribution des processus, une
minimisation variationnelle pour estimer l’erreur modèle et des îles, au sens du filtre SMC2,
pour estimer les poids dans la fonction de coût pour la minimisation variationnelle. Le
filtre correspond donc à un SMC2 avec une minimisation variationnelle en plus.
On va maintenant décrire l’algorithme d’un point de vue numérique. On initialise tout
d’abord nos M îles avec les pondérations (Pˆ j0 )j∈{1,..,M}. Dans chacune de ces îles on va
placer un système de particules par point de grille. Dans une île il y aura donc 25 jeux de
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N particules que l’on notera (Xj,i,kn )n∈N,j∈{1,..,M},i∈{1,..,25},k∈{1,..,N}. Pour chaque quadruplet
i, j, k, n, la particule Xj,i,kn contient les informations suivantes : sa position Zj,i,kn , sa vitesse
V j,i,kn et sa concentration Cj,i,kn . On initialise donc les valeurs de ces trois processus pour
chaque île dans chaque particule de manière à obtenir l’initialisation complète des îles :
pour tout j ∈ {1, ..,M},
(
(Xˆj,i,k0 )i,k, Pˆ j0
)
. L’évolution se fera alors, pas de temps par pas
de temps, en 4 étapes. Ainsi pour n > 0 fixé on suivra le schéma suivant.
— Prédiction : on fait évoluer, dans chaque île et pour chaque point de grille, les
particules grâce à leur modèle. L’évolution entre les îles et les différents points
de grille est indépendante. Cela correspond à calculer, pour j ∈ {1, ..,M} et i ∈
{1, .., 25} fixé
X˜j,i,1:Nn = F (Xˆ
j,i,k,1:N
n−1 )
F représentant la fonction du modèle. Cette évolution contient, comme dans le
cas de l’anémomètre sonique, un conditionnement au domaine associé à chaque
système de particules. On donne en même temps une nouvelle pondération pour la
fonction de coût de chaque île P¯ jn = F P (P˜
j
n−1) pour tout j.
— Correction : pour chaque île, on calcule l’erreur modèle commise grâce à la fonction
de coût et à la pondération
Zj,in = argmin J(Xj,i,kn , Y j,in ;P jn)
Il faut noter que l’erreur est un champ, qui comprend donc des corrélations entre
les points de grille. On retranche ce champ d’erreur aux particules pour les corriger,
pour tout j, i, k,
X¯j,i,kn = X¯j,i,kn − Zj,in
— Sélection des particules : on effectue un rééchantillonnage pour chaque système de
particule. Cette étape est indépendante pour chaque île et chaque point de grille
et correspond à l’étape de sélection du filtre SMC. On obtient ainsi les nouvelles
particules pour tout j, i, k, ˆ¯Xj,i,kn .
— Compétition entre les îles : c’est le rééchantillonnage entre les îles du filtre SMC2.
Le but est d’estimer la meilleure proposition pour la pondération. A l’issue de cette
étape, on obtient de nouvelles îles, pour j ∈ {1, ..,M},
(
(Xˆj,i,kn )i,k, Pˆ jn
)
, qui sont
les meilleurs estimateurs des processus réels.
L’algorithme peut être résumé grâce à la figure 4.2. Dans ce graphique, on a volontai-
rement enlevé l’index sur les points de grille pour simplifier les notations.
A priori cet algorithme semble plutôt lourd d’un point de vue numérique. Cependant,
on sait grâce aux résultats du chapitre précédent, que l’on aura besoin de peu d’îles. De
plus le nombre de particules nécessaires pour chaque point de grille est inférieur à celui
pour noyer entièrement le domaine. On a donc a priori un algorithme qui, basé sur notre
méthode, est minimal en coût.
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Ile 1 Ile j Ile M
(Xˆ1,kn−1)k, Pˆ 1n−1 (Xˆ
j,k
n−1)k, Pˆ jn−1 (Xˆ
M,k
n−1)k, PˆMn−1
(X˜1,kn )k, P¯ 1n (X˜j,kn )k, P¯ jn (X˜M,kn )k, P¯Mn
(X¯1,kn )k, P¯ 1n (X¯j,kn )k, P¯ jn (X¯M,kn )k, P¯Mn
( ˆ¯X1,kn )k, P¯ 1n ( ˆ¯Xj,kn )k, P¯ jn ( ˆ¯XM,kn )k, P¯Mn
(Xˆ1,kn )k, Pˆ 1n (Xˆj,kn )k, Pˆ jn (XˆM,kn )k, PˆMn
Prédiction Prédiction Prédiction
Correction Correction Correction
Sélection Sélection Sélection
Compétition
entre les îles
Figure 4.2 – Représentation de l’algorithme, avec k = 1 à N pour chaque île, proposé
pour filtrer un processus sur grille, avec un traceur passif
On peut maintenant présenter les résultats de cette méthode pour l’expérience que
l’on a mise en place.
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4.3.3 Résultats numériques
On va maintenant présenter les résultats numériques de notre expérience. Il faut tout
d’abord noter que l’on va représenter les graphiques sous un format de tableau 5x5, dont
le positionnement correspond au point de grille de la figure 4.1. L’expérience est réalisée
sur 400 pas de temps.
Vents et concentrations simulées
On présente dans un premier temps les séries temporelles de la vitesse du vent dans les
deux directions ainsi que de la concentration en aérosols générée à l’aide de notre modèle.
Ce processus est simulé à l’aide 3000 particules qui noient l’ensemble du domaine et qui
évoluent grâce à notre modèle pour le couple vent/concentration. On a mis en annexe un
agrandissement des graphes de la figure 4.3.
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Figure 4.3 – Séries temporelles du processus simulé suivant les trois composantes des
particules. (a) Vents dans la direction méridionale (haut-bas), (b) Vents dans la direction
zonale (gauche-droite), (c) Concentrations
On peut aussi représenter de la même façon les densités spectrales de puissance (DSP)
de ces processus. En vertu du théorème de Kolmogorov, les DSP des deux composantes
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du vent sont censées suivre une pente en −5/3 pour que le processus puisse être qualifié
de turbulent. On s’attend à ce que les DSP des concentrations suivent la même loi étant
donnée que leur dynamique est donnée par le vent. On peut se référer à l’annexe pour
avoir un agrandissement des graphes de la figure 4.4.
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Figure 4.4 – DSP du processus simulé suivant les trois composantes des particules. (a)
DSP du vent dans la direction méridionale (haut-bas), (b) DSP du vent dans la direction
zonale (gauche-droite), (c) DSP de la concentration
On voit que les trois processus suivent plus ou moins la dynamique imposée par la
théorie de Kolmogorov, ce qui confirme que l’on est bien dans un cas de vents turbulents.
Le vent méridional (de haut en bas), qui correspond au sens dans lequel se fait l’écou-
lement, a des DSP qui suivent la pente en −5/3. On voit que le vent zonal a plus une
allure de bruit. Cela est en fait lié au fait que le processus dans cette direction a de faibles
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valeurs, et l’aléa a donc une part plus importante dans sa dynamique. Enfin les DSP
des concentrations suivent aussi la pente en −5/3, même si le processus manque parfois
d’énergie.
La ligne formée par les points de grille du haut correspond à l’endroit où sont injectées
les particules, étant donné le sens du flux. Les particules qui sont dans cette zone du
domaine ne contiennent en fait que très peu d’informations car elles n’ont pas évolué et
n’ont pas pris la dynamique turbulente du modèle. Ce problème se répercutera sur les
résultats des différents filtres.
Résultats de notre algorithme
On présente les résultats de l’algorithme développé dans la sous-section précédente.
On a implémenté l’algorithme avec N = 300 particules par point de grille et M = 30 îles.
On donne un agrandissement des graphes de la figure 4.5 en annexe.
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Figure 4.5 – Séries temporelles du résultat de notre algorithme suivant les trois com-
posantes des particules. Processus simulé en noir, observation en bleu et notre filtre en
rouge. (a) Vents dans la direction méridionale (haut-bas), (b) Vents dans la direction
zonale (gauche-droite), (c) Concentrations
On voit que la dynamique du processus simulé est bien retrouvée. En effet les pics, qui
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représentent les moments de turbulence du fluide, sont bien récupérés. En fait on voit que
les structures spatiotemporelles entre les observations, représentées par le déplacement
de ces augmentations subites de la valeur du processus, est bien récupérée. On peut se
demander si on représente bien les niveaux d’énergie du processus simulé. On trace donc
les DSP du résultat de notre algorithme. On peut trouver un agrandissement des graphes
de la figure 4.6 en annexe.
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(c)
Figure 4.6 – DSP du résultat de notre algorithme suivant les trois composantes des
particules. Processus simulé en noir, observation en bleu et notre filtre en rouge. (a) DSP
du vent dans la direction méridionale (haut-bas), (b) DSP du vent dans la direction zonale
(gauche-droite), (c) DSP de la concentration
Comme pour le processus simulé, l’énergie correspond bien à la théorie de Kolmogorov.
De plus on voit aussi que les DSP sont moins bonnes sur les bords, en particulier sur la
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première ligne, ce qui correspond, comme on l’a vu sur les séries simulées, à un problème
physique et est dû au choix faits pour conserver un nombre constant, lors de la simulation,
de particules dans le domaine. De plus les processus qui correspondent au point de grille
en haut à gauche et en bas à droite semblent tous les deux moins bons. Cela est dû à un
artefact numérique inhérent à notre algorithme. Notre algorithme a bien été en mesure
de débruiter les observations.
Comme dans les applications précédentes de cet algorithme, on sait que l’erreur modèle
estimée aura un sens physique et correspondra à l’influence des phénomènes sous-maille.
On les représentent sur la figure 4.7. On peut trouver un agrandissement de ces graphes
en annexe.
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Figure 4.7 – Séries temporelles de l’erreur modèle estimée par notre algorithme suivant
les trois composantes des particules. (a) Vents dans la direction méridionale (haut-bas),
(b) Vents dans la direction zonale (gauche-droite), (c) Concentrations
En effet, sur ces graphes il apparaît que les pics de valeurs du vent sont récupérés à
l’aide de la correction. Les grandes valeurs de l’erreur correspondent bien aux grandes
variations du processus réel, variations a priori non prévues par le modèle. De plus elles
sont propagées de point de grille en point de grille au cours du temps, ce qui explique la
qualité des résultats de notre algorithme.
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On peut tout de même se demander s’il n’était pas possible de tout de même retrouver,
avec une qualité semblable, l’estimation uniquement à l’aide d’un système de particules,
sans l’étape de correction de l’algorithme. De même on peut se demander si l’ajout du
traceur passif a réellement amélioré les résultats. On va, sans plus attendre, répondre à
ces questions dans les deux sous-sections qui suivent.
4.3.4 Comparaison avec l’algorithme sans la minimisation va-
riationnelle
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Figure 4.8 – Séries temporelles du résultat de notre algorithme et de la version sans
correction suivant les trois composantes des particules. Processus réel en noir, observa-
tion en bleu, notre filtre en rouge, algorithme sans correction en vert. (a) Vents dans la
direction méridionale (haut-bas), (b) Vents dans la direction zonale (gauche-droite), (c)
Concentrations
On commence tout d’abord par la comparaison avec un algorithme sans correction.
D’un point de vue théorique, il est évident par construction que notre algorithme est plus
performant. On s’attend donc à ce que les résultats sans utiliser l’estimation de l’influence
des petites échelles seront moins bons. Ils nous serviront de témoin, et permettra d’évaluer
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ce que l’on a gagné grâce à l’ajout de la minimisation variationnelle. Étant donné que,
comme on l’a vu dans la sous-section précédente, les processus sur les bords sont moins
turbulents, on va s’intéresser à la grille 3x3 intérieure. On présente alors les graphes dans
la figure 4.8.
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Figure 4.9 – Séries temporelles du résultat de notre algorithme et de la version sans
correction suivant les trois composantes des particules, sur deux points de grille. Processus
réel en noir, observation en bleu, notre filtre en rouge, algorithme sans correction en vert.
(a) et (b) Vents dans la direction méridionale (haut-bas), (c) et (d) Vents dans la direction
zonale (gauche-droite), (e) et (f) Concentrations. (a), (c) et (e) premier point de grille dans
le sens de l’écoulement, (b), (d) et (f) second point de grille
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On voit donc que notre algorithme est plus performant. Pour pouvoir mieux comparer
les résultats, on va s’intéresser uniquement à des points de grilles particuliers. On prend,
pour cela, deux points de grille qui se suivent suivant le sens de l’écoulement. Ce sont,
pour la grille 3x3, celui en haut à gauche et celui en dessous. On représente les trois séries
temporelles sur la figure 4.9.
On voit que, non seulement l’algorithme sans correction filtre très mal les observations,
mais en plus il est complètement incapable de prédire les variations qui ne sont pas
intrinsèques au modèle sur la grille. Il apparaît donc clairement que notre algorithme a
été en mesure de mettre de la cohérence spatiotemporelle entre les observations. En effet,
il utilise les informations apprises sur le premier point de grille pour prédire l’état du
processus sur le point de grille suivant.
Enfin on peut aussi regarder les DSP des différents processus, pour voir le niveau de
bruit contenu dans chacun d’entre eux. Cela nous permettra de vérifier qu’ils suivent bien
la loi de Kolmogorov.
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Figure 4.10 – DSP du résultat de notre algorithme et de la version sans correction
suivant les trois composantes des particules. Processus réel en noir, observation en bleu,
notre filtre en rouge, algorithme sans correction en vert. (a) DSP du vent dans la direction
méridionale (haut-bas), (b) DSP du vent dans la direction zonale (gauche-droite), (c) DSP
des concentrations
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On voit donc que l’algorithme sans correction est lui aussi en mesure de reconstruire des
processus turbulents. Pourtant ceux-ci n’ont pas une cascade énergétique correspondant
à celle du processus simulé. Notre algorithme a, quand à lui, une énergie bien plus proche
de celle du processus à estimé.
On a donc montré que, comme on s’y attendait, les résultats de notre algorithme
sont bien meilleurs, de tous les points de vue, que ceux d’un équivalent sans correction.
Bien que l’algorithme sans correction ne nécessite pas d’île, et soit donc beaucoup moins
coûteux en ressources numériques, il est moins intéressant puisqu’il donne des résultats
biens moins bons que notre algorithme. On peut maintenant regarder ce qu’a apporté le
fait de considérer les concentrations en plus du vent.
4.3.5 Comparaison avec le cas sans traceur passif
L’objectif principal de cette sous-section est de savoir si le fait d’avoir ajouté un tra-
ceur passif a amélioré l’estimation du processus. Théoriquement, on sait que les résultats
d’un algorithme qui utilise les concentrations seront meilleurs. Cependant, on peut se de-
mander si l’apport est vraiment intéressant vis-à-vis du coût numérique supplémentaire.
On présente tout d’abord les résultats de notre algorithme et de la version qui n’utilise
pas les observations de concentrations. Cette version utilise le même nombre de particules
et d’îles que notre algorithme, à savoir 300 particules et 30 îles.
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Figure 4.11 – Séries temporelles du résultat de notre algorithme et de la version sans
concentrations suivant les deux composantes du vent. Processus réel en noir, observation
en bleu, notre filtre en rouge, algorithme sans concentrations en vert. (a) Vents dans la
direction méridionale (haut-bas), (b) Vents dans la direction zonale (gauche-droite)
Cette fois il n’apparaît pas clairement que l’algorithme avec le traceur passif est plus
performant. On va donc faire un agrandissement du point de grille central. Les graphes
sont représentés sur la figure 4.12.
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Figure 4.12 – Séries temporelles du résultat de notre algorithme et de la version sans
concentrations suivant les deux composantes du vent en un point de grille. Processus réel
en noir, observation en bleu, notre filtre en rouge, algorithme sans concentrations en vert.
(a) Vents dans la direction méridionale, (b) Vents dans la direction zonale
On remarque, sur la version zoomée, que l’algorithme sans concentration a plus ten-
dance à suivre l’observation. On peut supposer qu’il compense un manque d’informations,
apportées pour notre algorithme par les concentrations, en ajoutant de la variance au pro-
cessus. On peut vérifier cela en représentant, sur la figure 4.13, et comme on l’a fait dans
la sous-section précédente, deux points de grille successifs dans le sens de l’écoulement.
On a repris les mêmes points, à savoir le point de grille supérieur gauche de la grille 3x3
et le point de grille en-dessous.
On voit bien que l’algorithme sans les concentrations a une variance plus grande, au
moins sur le vent dans la direction zonale. Cela est dû au manque d’information. On peut
repérer le même effet sur le vent dans la direction méridionale, même si celui-ci est bien
moindre. On explique cela par le fait que, dans la direction méridionale, qui est la direction
de l’écoulement, le vent apporte suffisamment d’informations pour pouvoir reconstruire
les covariances spatiales entre les points de grilles. Au contraire, dans la direction zonale,
les structures ne sont pas transportées par le vent. On voit alors que les concentrations
apportent une information supplémentaire sur la dynamique du processus.
On va achevé cette étude numérique en présentant les DSP d’un point de grille, sur la
figure 4.14. On voit que, malgré une variance trop grande, l’algorithme sans concentrations
reconstruit l’énergie du processus simulé presque aussi bien que l’algorithme complet.
Encore une fois, on voit que, dans la direction qui ne correspond pas à l’écoulement,
l’estimation sans les concentrations est moins bonne.
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Figure 4.13 – Séries temporelles du résultat de notre algorithme et de la version sans
concentrations suivant les deux composantes du vent, sur deux points de grille. Processus
réel en noir, observation en bleu, notre filtre en rouge, algorithme sans concentrations en
vert. (a) et (b) Vents méridionaux, (c) et (d) Vents zonaux. (a) et (c) premier point de
grille dans le sens de l’écoulement, (b) et (d) second point de grille
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Figure 4.14 – Séries temporelles du résultat de notre algorithme suivant les trois compo-
santes des particules. (a) Vents dans la direction méridionale (haut-bas), (b) Vents dans
la direction zonale (gauche-droite), (c) Concentrations
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On peut donc conclure que le fait d’avoir ajouté un traceur passif a vraiment amé-
lioré l’estimation du vent. En effet, dans la direction de l’écoulement, on était capable
d’apprendre les corrélations spatiales entre les points de grille sans les concentrations.
Cependant, dans l’autre direction, le processus était moins bien reconstruit. Si l’on tente
de faire de l’optimisation d’un point de vue numérique, il est important que toutes les
composantes soient aussi bien retrouvées. Il faut noté que l’on ne cherchera pas à comparer
notre algorithme avec un algorithme qui ne contient que des données de concentrations
puisque, comme on la vue dans la section 1 de ce chapitre, on ne peut pas filtrer les
concentrations seules.
On a validé nos résultats théoriques grâce à cette expérimentation. On a ainsi pu mettre
en évidence le fait que notre algorithme avait un apport, non seulement par l’estimation
de l’influence des phénomènes sous-maille, mais aussi grâce à l’ajout d’un traceur passif.
On peut conclure sur le fait que, grâce à l’algorithme que l’on a développé au cours de ce
chapitre, et de cette thèse, on a bien été en mesure d’améliorer la théorie du filtrage non
linéaire.
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“Derek dit toujours que c’est bien de terminer un devoir par une citation.
Il dit que quelqu’un a déjà dû en faire une bonne, si on ne peut pas faire
mieux, autant la lui emprunter carrément.”
Daniel Vinyard (American History X)
Conclusion
Bilan de l’étude
L’objectif de cette thèse est de mettre en place un algorithme permettant de traiter
des données de LIDARs Doppler et aérosols simultanément. L’idée était d’utiliser les
observations des concentrations pour améliorer l’étude des champs de vent.
Mise en place de la problématique
On s’est tout d’abord intéressé au problème posé par l’utilisation d’un outil de mesure
tel que le LIDAR. On a vu émerger essentiellement deux problèmes : les mesures sont
faites de manière radiale, avec des angles de tir différents. Les données mesurées par deux
faisceaux n’ont alors pas la même nature. Le second problème, qui est plus général dans
les mathématiques, est celui des grilles d’observation. On a vu que le fait d’avoir des
observations discrètes d’un milieu continu entraîne des problèmes pour pouvoir traiter
ces données. On constate ainsi, grâce au théorème de Shannon, que certaines échelles du
processus ne seront pas accessibles. Bien que dans le cas où le vent est laminaire cela
ne soit pas gênant, dans le cadre turbulent, celui que nous voulons étudier, les petites
structures ont une grande importance. Il nous fallait donc trouver une méthode pour les
prendre en compte au cours du temps, et ainsi avoir un modèle non biaisé.
Pour cela on a étudié des méthodes proposées par différents domaines du traitement
du signal. Celle qui nous a parus la plus pertinente, au vue de notre problématique, est
le filtrage non linéaire. On sait que cette méthode est capable de différencier la part des
observations qui correspond au bruit et celle qui correspond au processus réel. Le but
était de développer la théorie pour pouvoir créer un algorithme permettant en plus de
séparer la partie des observations qui correspond à la remontée des petites échelles. Pour
cela on a pris le parti de considérer que le champ continu peut se décomposé en deux
processus : un qui correspond à la grille d’observation, appelé résolu, et un qui représente
les échelles plus petites, appelé irrésolu. On a montré, sur un cas jouet et sur un cas
d’observations LIDAR réelles, qu’il est important de prendre en compte les remontées
d’échelle dans le cas de l’étude de vents turbulents. Pour cela on a du mettre en place un
modèle Lagrangien pour décrire la dynamique locale du vent.
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Description de l’étude théorique
Notre étude théorique a porté sur un problème plus général : celui du filtrage en espaces
orthogonaux. On a repris la théorie du filtrage non linéaire et on a montré comment elle
se développait dans le cas où le processus et ses observations pouvaient se décomposer en
une somme directe sur deux sous-espaces orthogonaux. On a réécrit tous les noyaux de
Markov et on a introduit les hypothèses permettant le filtrage dans ces conditions. On
a ainsi montré que l’on obtenait les mêmes résultats que ceux du le filtrage non linéaire
classique. Cependant ce cadre ne correspondait pas exactement à notre problématique.
En effet, dans le cas des données LIDAR, on ne dispose que d’observations sur la grille,
c’est-à-dire pour le processus résolu. On a donc du définir un sous-espace aveugle. En
supposant qu’on ne dispose ni d’observation ni de la dynamique du processus sur un des
deux sous-espaces, on a du reprendre notre théorie. En conséquence on a du réécrire les
noyaux pour mettre en évidence les informations que l’on a perdu à cause de ce sous-espace
aveugle. Cela nous a permit de développer une théorie dans laquelle on pouvait compenser
cette perte d’information grâce à un processus que l’on a introduit : la novation.
Cette étude théorique avait pour but de pouvoir développer, dans son prolongement,
un algorithme permettant de filtrer notre grille d’observation. A cette fin, on a étudié les
différents algorithmes qui découlaient de la théorie du filtrage non linéaire. Notre choix
s’est porté sur les filtres à particules car nous voulions estimer la loi du processus. Tous
sont basés sur le principe de Monte Carlo. Nous avons explicité différents exemples de
tels filtres et montré la théorie pour le filtre SMC, qui est le filtre à particules le plus
basique. C’est sur ce filtre que s’est porté notre choix pour développer notre algorithme,
étant donné nos besoins.
En effet, étant donné que nous avions montré que la partie manquante dans la dyna-
mique du processus sur la grille, à cause du sous-espace aveugle, est une moyenne, nous
avons choisi de l’estimer à l’aide d’une minimisation variationnelle. Après avoir développé
la théorie associée à ce genre de méthodes et posé les hypothèses pour pouvoir l’utiliser,
on s’est rendu compte qu’il nous fallait estimer une matrice de gain, qui n’était pas calcu-
lable, contrairement au cas du filtre de Kalman. L’estimation de cette matrice s’est alors
faite grâce à un algorithme à particules de type SMC. On a ainsi développé un algorithme,
basé sur notre théorie de la novation, combinant une minimisation variationnelle et un
système de particules. On a pu avoir les mêmes résultats de convergences que ceux pour
le filtre SMC.
Mise en application
L’algorithme a alors été validé sur différents cas tests. Le plus intéressant était un
modèle jouet dont la dynamique reposait sur les équations de shallow water. Celui-ci,
très proche du problème des données de LIDAR Doppler, nous a permis de constater
que notre filtre est bien en mesure d’estimer les remontées d’échelle entre les points de
grille. On a remarqué aussi que le nombre de particules dont nous avions eu besoin pour
filtrer est largement inférieur par rapport à ce que préconise les théories sur les systèmes
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de particules. Nous avons alors mené une étude qui a mis en évidence le fait que notre
algorithme retrouvait les corrélations spatiales entre les points de grille, qui sont fortement
liées aux remontées d’échelles. Ainsi, au lieu d’avoir une grille de points indépendants, on
pouvait remettre de la cohérence entre les observations, ce qui a pour effet de diminuer la
dimension effective du problème. Une expérience a été menée par 3 stagiaires et a permis
de valider notre théorie. Cela a conclut notre étude sur le filtrage non linéaire en espaces
orthogonaux, avec un sous-espace aveugle.
Etude du processus augmenté d’un traceur passif
Nous sommes alors revenu a une autre problématique de cette thèse : l’étude combinée
de données LIDAR Doppler et aérosols. Le LIDAR Doppler donne des données sur la
vitesse du vent et le LIDAR aérosol des données de concentration de l’atmosphère en
aérosols. On va considérer que les concentrations sont des traceurs passifs du vent. Ainsi
elles n’influencent pas le processus de vent mais elles contiennent des informations sur sa
dynamique. On a développé un modèle, basé sur des considérations physiques simples,
pour pouvoir ajouter les concentrations à notre système d’évolution Lagrangienne pour
le vent. Ce modèle n’a pas été validé par l’expérimentation mais se couple parfaitement
avec le modèle déjà développé pour la dynamique du vent.
On a alors repris toute la théorie que l’on a développé autour des espaces orthogonaux
et du sous-espace aveugle, en l’adaptant au couple processus/traceur passif. On montre
que le traceur passif doit vérifier les mêmes propriétés que le processus sur lequel il est
basé. A priori, dans le cas de la grille d’observation, étant donnée la manière dont sont
capturées les mesures, il est évident que le traceur passif aura les mêmes échelles que le
processus de base. L’algorithme que l’on a développé pour le processus seul pourra alors
être réutilisé. On montre que le fait d’avoir ajouté le traceur passif améliore l’estimation
du processus. En fait, on améliore le filtre sur deux plan : tout d’abord on a une fonction de
vraisemblance plus précise, et on a aussi une novation plus efficace grâce à la minimisation
variationnelle couplée. Le but a alors été de valider notre algorithme sur une expérience.
L’expérimentation a été faite sur une grille d’observation de données de vents et de
concentrations, ce qui correspond à la problématique de la thèse. Pour le filtrage, on utilisé
le modèle que l’on a développé pour le couple et un système de particules. Cependant, en
plus du jeu de particules pour estimer la matrice de gain pour la minimisation variation-
nelle, il faudra un jeu de particules pour représenter la dynamique Lagrangienne. On a
alors eu recours à un algorithme de type SMC2. On a ainsi pu valider notre théorie grâce
à cette expérience.
Conclusion
On a donc réussi à développer la théorie permettant de traiter simultanément des
données d’un processus et d’un de ses traceurs passifs dans deux espaces orthogonaux.
D’un point de vue applicatif, cela correspond à une grille d’observations de vitesses de vent
turbulent et de concentrations associées. Nous avons développé les algorithmes à partir
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de l’étude théorique et nous les avons validés sur des modèles jouets, correspondants à la
problématique de la thèse.
Perspectives
Validation sur des données réelles
Bien que nous n’ayons pas pu tester l’algorithme pour les concentrations sur des cas
réalistes, nous l’avons fait dans un cas jouet. Il faudrait le mettre en application sur
des cas de données réelles. Pour cela on pourrait utiliser des modèles météorologiques
comme MesoNH [43] ou AROME [1]. Ce sont des modèles en points de grille qui simulent
l’atmosphère de manière réaliste à une échelle kilométrique. Le traitement de ce type de
données à déjà été étudié dans un stage encadré par Lucie Rottner, au sein du CNRM.
Cependant, il faudrait retoucher notre modèle pour l’adapter à ce nouveau cas. Une autre
limite actuelle, au niveau de l’application numérique, sont les ressources du programme
que l’on utilise. En effet, l’ensemble des codes ont été faits sous Scilab qui admet une
mémoire tampon limitée. Pour pouvoir traiter une grille de taille comparable à celles des
modèles météorologiques, il faudrait passer l’ensemble des codes dans un langage ayant
plus de mémoire tampon, et qui sera aussi plus performant (avec éventuellement de la
parallélisation). On pense par exemple à un langage comme FORTRAN.
Etude de données de natures différentes
Une autre partie de la problématique que l’on n’a pas traité est celle de la nature
différente des observations entre les points de grille. Pour la minimisation variationnelle,
et essentiellement le calcul de la matrice de gain, cela pose un vrai problème d’un point de
vue théorique. Il faudrait donc reprendre cette partie de la théorie pour pouvoir adapter
l’algorithme correctionnelle dans ce cas.
Bien que nous n’ayons pas développé théoriquement cette problématique, nous sommes
plutôt confiants dans le fait que notre algorithme sera encore capable de filtrer dans ce
cadre. En effet, une étude a été menée par Lucie Rottner dans le cas du LIDAR windcube
([69], [68] et [74]). Cette étude a débouché sur un algorithme permettant de traiter des
données de LIDAR windcube en 3 dimensions à l’aide d’un système de particules. Son
algorithme, en plus d’apporter des informations sur la dynamique Lagrangienne du vent
turbulent, permet aussi de prendre en compte l’influence des remontée d’échelles.
Cela fait naître plusieurs remarques. Tout d’abord on voit que clairement il est possible
de mettre en place un algorithme permettant de filtrer un grille de données de natures
différentes. De plus on remarque qu’il est possible de prendre en compte les remontées
d’échelles uniquement à l’aide d’un système de particules dans le cas Lagrangien. Cepen-
dant, dans ce cas, on n’est pas en mesure d’identifier la partie du processus qui correspond
à l’influence des petites échelles. Il faudrait donc mettre en place une étude expérimen-
tale pour savoir quelle méthode est la moins coûteuse d’un point de vue numérique, et
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pour qualifier les remontées d’échelle dans le cas de l’algorithme particulaire seul en le
comparant à notre algorithme correctionnelle.
Comparaison aux autres méthodes
Enfin, on a présenté certaines méthodes d’estimation de champs continus à l’aide
d’une grille d’observation. D’un point de vue théorique on sait que l’on a développé un
algorithme plus performant. Il s’agirait cependant de mettre en place des expériences per-
mettant de valider numériquement le fait que notre algorithme améliore la reconstruction
du champ et qu’il apprend des informations supplémentaires par rapport à ces autres
méthodes. De plus, on a choisi de manière arbitraire, bien que l’on se soit basé sur des
considérations vis-à-vis de la forme des processus, la minimisation variationnelle pour es-
timer la novation. On pourrait alors, dans des cas particuliers, développer des algorithmes
plus performants.
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Figure A.1 – (a) de la figure 4.3 : Vent méridional simulé
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Figure A.2 – (b) de la figure 4.3 : Vent zonal simulé
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Figure A.3 – (c) de la figure 4.3 : Concentrations simulées
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Figure A.4 – (a) de la figure 4.4 : DSP du vent méridional simulé
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Figure A.5 – (b) de la figure 4.4 : DSP du vent zonal simulé
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Figure A.6 – (c) de la figure 4.4 : DSP des concentrations simulées
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Figure A.7 – (a) de la figure 4.5 : Vent méridional simulé (en noir), observé (en bleu) et
filtré (en rouge)
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Figure A.8 – (b) de la figure 4.5 : Vent zonal simulé (en noir), observé (en bleu) et filtré
(en rouge)
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Figure A.9 – (c) de la figure 4.5 : Concentrations simulées (en noir), observées (en bleu)
et filtrées (en rouge)
173
10
−1
10
0
0
−40
−20
−30
−10
−35
−25
−15
−5
5
 
10
−1
10
0
0
−40
−20
−30
−10
−35
−25
−15
−5
5
 
10
−1
10
0
0
−40
−20
−30
−10
−35
−25
−15
−5
5
 
10
−1
10
0
0
−40
−20
−30
−10
−35
−25
−15
−5
5
 
10
−1
10
0
0
−40
−20
−30
−10
−35
−25
−15
−5
5
 
10
−1
10
0
0
−40
−20
−30
−10
−35
−25
−15
−5
5
 
10
−1
10
0
0
−40
−20
−30
−10
−35
−25
−15
−5
5
 
10
−1
10
0
0
−40
−20
−30
−10
−35
−25
−15
−5
5
 
10
−1
10
0
0
−40
−20
−30
−10
−35
−25
−15
−5
5
 
10
−1
10
0
0
−40
−20
−30
−10
−35
−25
−15
−5
5
 
10
−1
10
0
0
−40
−20
−30
−10
−35
−25
−15
−5
5
 
10
−1
10
0
0
−40
−20
−30
−10
−35
−25
−15
−5
5
 
10
−1
10
0
0
−40
−20
−30
−10
−35
−25
−15
−5
5
 
10
−1
10
0
0
−40
−20
−30
−10
−35
−25
−15
−5
5
 
10
−1
10
0
0
−40
−20
−30
−10
−35
−25
−15
−5
5
 
10
−1
10
0
0
−40
−20
−30
−10
−35
−25
−15
−5
5
 
10
−1
10
0
0
−40
−20
−30
−10
−35
−25
−15
−5
5
 
10
−1
10
0
0
−40
−20
−30
−10
−35
−25
−15
−5
5
 
10
−1
10
0
0
−40
−20
−30
−10
−35
−25
−15
−5
5
 
10
−1
10
0
0
−40
−20
−30
−10
−35
−25
−15
−5
5
 
10
−1
10
0
0
−40
−20
−30
−10
−35
−25
−15
−5
5
 
10
−1
10
0
0
−40
−20
−30
−10
−35
−25
−15
−5
5
 
10
−1
10
0
0
−40
−20
−30
−10
−35
−25
−15
−5
5
 
10
−1
10
0
0
−40
−20
−30
−10
−35
−25
−15
−5
5
 
10
−1
10
0
0
−40
−20
−30
−10
−35
−25
−15
−5
5
 
Figure A.10 – (a) de la figure 4.6 : DSP du vent méridional simulé (en noir), observé
(en bleu) et filtré (en rouge)
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Figure A.11 – (b) de la figure 4.6 : DSP du vent zonal simulé (en noir), observé (en bleu)
et filtré (en rouge)
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Figure A.12 – (c) de la figure 4.6 : DSP des concentrations simulées (en noir), observées
(en bleu) et filtrées (en rouge)
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Figure A.13 – (a) de la figure 4.7 : Erreur modèle sur le vent méridional
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Figure A.14 – (b) de la figure 4.7 : Erreur modèle sur le vent zonal
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Figure A.15 – (c) de la figure 4.7 : Erreur modèle sur les concentrations
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Résumé
Reconstitution par ﬁltrage non linéaire de milieux turbulents et rétrodiﬀusants à l'aide d'une
combinaison de LIDARs Doppler et aérosols
Le but de cette thèse était de mettre en place un algorithme permettant de traiter des données de LIDAR
(LIght Detection And Ranging). On a principalement eu recours à des LIDAR de type Doppler et aérosols.
Les mesures de ces appareils sont obtenues de telle sorte que l'on dispose en fait d'une grille d'observation.
Cependant on souhaite avoir des informations sur l'atmosphère qui est un milieu continu.
Nous avons utilisé des méthodes d'analyse multi-résolution pour se placer dans un cadre mathématique
correspondant au problème physique. On a donc obtenu un découpage de l'espace d'évolution du processus en
deux sous-espaces orthogonaux, imposé par la structure des observations. Nous avons alors pu étendre la théorie
du ﬁltrage non linéaire dans ce cadre. Pour cela nous avons utilisé les noyaux de ﬁltrage de type Feynman-Kac.
Il nous a fallu reprendre les calculs et formulés des hypothèses cohérentes avec le problème physique pour obtenir
des résultats de convergence semblable à ceux de la théorie classique. Nous nous sommes alors ramené dans le
cadre adapté aux ﬁltres à particules.
Nous avons alors développé diﬀérents algorithmes basés sur les résultats théoriques obtenus. Diﬀérentes
applications de notre méthode nous a permis de mettre en valeur le fait que nous pouvions, dans une certaine
mesure, retrouver des paramètres de taille inférieur à la résolution donnée par la grille. Finalement nous avons
mis en place un cadre théorique ainsi qu'un algorithme permettant de traiter à la fois des données de LIDAR
Doppler et aérosols. Nous avons ainsi pu vériﬁer que nos estimations se raﬃnaient par l'ajout de traceurs passifs.
Summary
Retrieval of the properties of turbulent and backscattering media using non-linear ﬁltering
techniques applied to the observation data from a combination of a Doppler and an aerosol
LIDAR
The aim of this thesis was to set up an algorithm for processing LIDAR data (LIght Detection And Ranging).
LIDARs of the Doppler and aerosol type were mainly used. The measurements of these measuring devices are
obtained in such a way that only an observation grid is in fact available. However, it is desired to have information
about the atmosphere which is a continuous medium.
We used multi-resolution analysis methods to place ourselves in a mathematical framework corresponding
to the physical problem. We have thus obtained a division of the space of evolution of the process into two
orthogonal subspaces, imposed by the structure of the observations. We were able to extend the theory of
nonlinear ﬁltering in this framework. For this we used the ﬁlter kernels of Feynman-Kac type. We had to resume
the calculations and formulate hypotheses consistent with the physical problem in order to obtain results of
convergence similar to those of the classical theory. We then returned to the frame suitable for particle ﬁlters.
We developed diﬀerent algorithms based on the theoretical results obtained. Diﬀerent applications of our
method allowed us to highlight the fact that we could, to some extent, ﬁnd parameters smaller than the resolution
given by the grid. Finally, we set up a theoretical framework as well as an algorithm for processing LIDAR Doppler
and aerosol data. We were able to verify that our estimates were reﬁned by the addition of passive tracers.
Mots clés : ﬁltrage non linéaire, turbulence, grille d'observations, espaces orthogonaux, systèmes de parti-
cules, méthode de Monte Carlo
Key words : non linear ﬁltering, turbulence, grid of observation, orthogonals spaces, particle system, Monte
Carlo methods
