In a series of earlier papers we have examined the impact of exchange rate movements on employment and output in the manufacturing sector, disaggregated by industry sector and by production and non-production workers. In this paper we examine the impact of exchange rate movements on manufacturing employment, disaggregated geographically, using census divisions, regions, states and SMSA's as the unit of analysis. Empirical estimates of employment changes are first presented for the four census regions, the nine census divisions, and the fifty states plus the District of Columbia. For the country as a whole, we estimate that movements in the real exchange rate led to the loss of about 1 million manufacturing jobs over this period.
Introduction
In the first half of this decade the U.S. dollar experienced a dramatic appreciation against foreign currencies, reaching a peak in the first quarter of 1985, and falling since. In a series of earlier papers [Branson and Love, 1986; Branson 1986; Branson and Love, 1987] we have examined the impact of exchange rate movements on employment and output in the manufacturing sector, disaggregated by industry sector and by production and non-production workers.
In this paper we examine the impact of exchange rate movements on manufacturing employment, disaggregated geographically, using census divisions, regions, states and SMSA's as the unit of analysis.
In section II the econometric model and data are described, and in section III the empirical estimates of employment changes are presented for the four census regions, the nine census divisions, and the fifty states plus the District of Columbia. This includes a decomposition of the change in manufacturing employment from 1980 to 1985. For the country as a whole, we estimate that movements in the real exchange rate led to the loss of about 1 million manufacturing jobs over this period.
In section IV we examine in greater detail manufacturing employment in New York State, and report that exchange rate movements had a much larger impact in the areas outside of New York City than in the metropolitan area. This result is consistent with earlier work [Branson and Love, 1987] that found that 1 employment in management or research is not as sensitive to exchange rate movements as employment in production processes.
The New York results are followed by Section V, which is an examination of manufacturing employment in five southern states with large rural populations.
Many policy makers have expressed a concern that manufacturing employment in rural areas suffered more than in urban areas during the period of the dollar appreciation. We find that within these five states, the impact of the exchange rate on manufacturing employment in the non-SMSA areas was the same or less than was the case for employment within SMSA areas.
In Section VI we use a multivariate model to explore why manufacturing employment is more sensitive to exchange rate movements in some states than in others. Factors which are associated with greater sensitivity of manufacturing employment to exchange rate movements are: the percent of the population living outside of SMSA areas, the level of production worker wages, and crude oil production. Factors that are associated with less sensitivity of manufacturing employment to exchange rate movements include the percent of the population with 4 years or more of college or per-capita expenditures on public secondary schools, Once wages are controlled for, union membership is associated with less sensitivity of manufacturing employment to exchange rate movements, although this variable is only marginally significant. Factors that are not statistically significant include population growth and defense shipments or employment.
II. The Estimating Eauatiou and Data
The theoretical basis for the estimating equation used below is described in detail in Branson and Love (1986; 1987) . A model of supply based on the 2 product wage and demand based on income and relative home and foreign prices is used to derive the reduced form estimating equation described below. In our previous work that disaggregated manufacturing employment by industry we used the same estimating equation for each industry sector, ignoring special sectoral demand shocks and cost effects. The same approach is used here, where the one reduced form model is applied to all geographic areas.
The left-hand dependent variable is the natural logarithm of employment. the stochastic error term, and the 's are the parameters to be estimated. 3 The data used to estimate equation (5) are quarterly. The equations are estimated over a period that begins in first quarter 1970 and ends in first quarter 1986. In Branson and Love (1987) we experimented with different estimation periods and concluded that 1970 -1986 was most representative. The estimates are based on 65 observations and 46 degrees of freedom. The Beach-MacKinnon (1978) maximum likelihood procedure for correcting first order autocorrelation was used. for the sum of the exchange rate coefficients is also reported. In Table S The estimated coefficients presented in Tables S-l and S-2 provide one measure of the importance of the exchange rate to the manufacturing sector.
These estimated elasticities give the percentage changes in employment that are predicted for a percentage change in the exchange rate. It is often helpful, however, to have estimates of the number of jobs that will be affected by exchange rate movements. where the values for one of the independent variables remained at its 1980 6 level. The differences between the predictions based on the actual and the counter-factual values for the independent variables are the changes in employment that are attributed to the independent variables. These "components't of the change in employment are reported in columns (h), (i), (j) and (k), for each of the four independent variables. Column (1), which is labeled RESID, for the unexplained residual change, is the difference between the actual change, and the change attributed to the four independent variables1.
Looking for a moment at column (k), we see that for the country as a whole, an estimated 1. In New York and Pennsylvania, other factors were at work. Figure R -2 also shows that the dollar appreciation reduced manufacturing employment more in the central states than in the coastal and western states. Indeed, in 13 of 15 industries, the New York LREX coefficients are substantially more positive than is the case for the estimates for all workers for the nation as a whole.
Some of the difference appears to be related to the types of jobs that one would expect in New York. For example, for the Tobacco Manufactures, and
Electrical and Electronic Equipment sectors, the New York LREX coefficients have a different sign from the national estimates for all workers, but the same sign for non-production workers. Moreover, for both sectors, the coefficients for New York and the national non-production workers are statistically significant and close in size.
In The New York results are suggestive concerning the role of urban areas.
That fact that New York City has fared much better than the less urban upstate areas of New York state raises the possibility that urban areas in general may have been less effected than rural areas. Moreover, regional specialists who study rural economic development have expressed concern that the 1980-1985 dollar appreciation may have reversed a decade of rapid growth fri manufacturing employment in rural communities, and may lead to severe dislocation problems as these areas have become more dependent upon manufacturing as farm employment declines. Whether or not the more recent decline in the value of the dollar will lead to a return of the growth rates in manufacturing employment that were seen in the l97Os is uncertain, and depends upon the hysteresis effects discussed in Branson and Love (1987) .
In Columbia. There is a potential problem of hetroscedasticity, as some LREX coefficients are estimated more precisely than others. To correct for this, we use the method of weighted least squares, choosing our weights to be the inverse of the estimated standard errors for the LREX coefficients, as suggested by Saxonhouse [1976 Saxonhouse [ , 1977 . To provide a unit free measure of the importance of different area characteristics, the dependent and all independent variables transformed into standard normal variables [Z scores]. That is, we have subtracted the mean and divided each variable by its standard deviation-so that each variable has a mean of zero and a standard deviation of one.
15 variations of the model were estimated, and the results are presented in the degree of urbanization is controlled for, EDSPEND is no longer statistically significant, suggesting that the two variables are collinear.
The fraction of a state's work force that is college-educated reduces the sensitivity of its manufacturing employment to variations in the real exchange rate. This is consistent with the production vs. non-production worker differences found in Branson and Love (1987) , and the up-state vs. down-state differential in New York.
The variable NONSMSA, which is a measure of the degree of how rural [non urban] the state is, is used in 11 models. The coefficient is negative in all 11 models, ranging from -.25 to -.48, and is statistically significant at the .05 level in ten models. Like the coefficient for COLLEGE, the NONSMSA coefficient is robust to model specification. The negative sign means that the more rural the state, the more sensitive manufacturing employment in the state is to foreign trade.
The variable HRWAGE is used in 12 models. It is negative and statistically significant at the .01 level in all 12 models, with values ranging from -.43 to -.66. The negative sign means that the higher the production-worker wages in a state, the greater the sensitivity of manufacturing employment is to foreign trade. the higher the percentage of the work force belonging to a union, the less the sensitivity of employment to foreign trade. Possible explanations for this might be that high union membership reflects a more skilled work force that is not as easily displaced by foreign competition, or that union membership leads to political power and the ability to secure protection from foreign competition during periods of a currency appreciation. As noted above, however, the UNION coefficient is statistically significant at the .05 level when the NONSMSA variable is included, and the sign changes when the level of production worker wages is not controlled for.
The variable GROWTH is used in three models, but is never statistically significant.
The variable OILPROD is used in three models, and is negative in all three cases, and statistically significant at the .05 level twice. In interpreting this variable it is worth noting that the BLS does not include mining employment in the manufacturing employment series, and that the LREX coefficient was estimated in a model that included a separate variable, LRENGY, to control for changes in the relative price of energy. A negative sign for this variable means that the greater the oil production in the state, the more sensitive is manufacturing employment to the strength of the dollar. Whether the demand for manufactured goods in those states is a function of the income from oil production, or the production processes of crude oil or its products, 
Summary
The results for the NONSMSA variable in this section need to be reconciled with the urban-rural results in section V. In five southern states, the exchange-rate coefficients were not significant by different between urban (SMSA) and rural (NON SMSA) parts of the state. But across all states, the size of the (negative) coefficient is significantly positively related to the fraction of the state population living outside an SMSA. This suggests that there are strong urban-rural differences in other states than the five examined in section V. This is a topic we are now investigating.
18 FOOTNOTE S 1. The calculations reported in Table 2 are the average of quarterly values, simulated as described in the text. The predicted values for 1985 are based on lagged values for the independent variables, and calculations based on the summed lagged coefficients reported in Table 1 will lead to somewhat different answers than those in Table 2 , which are based on the particular lag structure estimated by the model.
2. The non zero value of the constant is due to the fact that a weighted least squares technique was used, and also due to a truncation of the sample size where there are missing values for independent variables.
3. Although not necessarily the same education system as that of the state itself.
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