Abstract-In our recent work, an adaptive composite control technique was suggested for nonlinear adaptive control with statistical learning methods. While this original work was restricted to a simple class of nonlinear SISO systems that were linear in the inputs, in this paper we present a more general treatment of learning a composite controller for the class of nonlinear systems characterized by the form j . = f(z)+y(z)u. We will first examine such systems in the first order SISO framework, and present a stability proof including a parameter projection method that is needed to avoid potential singularities during adaptation. Second, we generalize our adaptive controller to higher order SlSO systems, and discuss the application to MIMO problems. We evaluate our theoretical control framework in numerical simulations to illustrate the effectiveness of the prnposed learning adaptive controller for rapid convergence and high accuracy of control.
I. INTRODUCTION
Previously, several nonlinear adaptive control algorithms with function approximaton (e.g., [l], [21, [31, [41, [51) have been proposed from the view point of control theory. However, few of them address the statistical properties of function approximation, i.e., the incremental learning of a nonlinear function with unknown complexity and workspace coverage, which remains a difficult problem in statistical learning theory.
In our initial work [6], we proposed a provably stable learning adaptive controller by combining the statistical learning framework of nonparametric locally weighted learning, in particular the receptive field weighted regression @FWR) algorithm [7], and nonlinear control theory. In the proposed algorithm, the unknown model of the dynamical system is incrementally approximated by piecewise linear models while the number of local models and their coverage are automatically determined by the training data using sound statistical incremental cross validation techniques. Such automatic structure adaptation of the function approximator is particularly desirable when the domain of operation and complexity of the function to be approximated are not known in advance, as is often the case in high dimensional control systems where only unrealistic upper bounds of such values can he derived.
In this paper, we extend our learning adaptive controller originally developed for a simplified SISO nonlinear plant [6] to a class of more general higher order SISO and MIMO systems and present the added complexity of stability proofs and numerical robustness considerations.
A. Plant Dynamics and Objectives of nonlinear MIMO system of the form
The general structure of the system of our interest is a class
where x E W" is a state, z E 8" is an output, U E W" is an input, f : $3" --t Wn, G : W" --t Wnx" are unknown functions, and h : W" -t WP denotes a mapping from the state to the output. Our goal in this study is to design a provably stable adaptive controller with on-lie learning of unknown nonlinearities of the dynamical system which achieves accurate tracking and rapid adaptation. In our earlier work [6], we reported our initial mathematical developments of the learning adaptive controller using the locally weighted learning framework for a simplified first order SISO system 1 = f(s) + ti parameterized by some unknown function f(x). In [6], we presented Lyapunov stability analyses, and demonstrated the tracking performance and on-line function approximation with smcture adaptation of the proposed algorithm via numerical evaluations.
The objective of this paper is to generalize our initial work to cover a broader class of nonlinear systems:In the following sections, we first present an extension to a class of first-order SISO systems including a nonlinear gain g(z) for the inputs in the form of j . = f(z) + y(z)u in Section II. To avoid singularities at g(z) = 0 (g(z) denotes an estimate of g(z)) during adaptation', we employ a parameter projection method.
We provide a Lyapunov stability analysis. Then, we further generalize our learning adaptive control scheme to a class of higher order SISO and MIMO systems in Sections Ill and IV respectively. Finally, in Section V, numerical simulations will be presented to demonstrate the effectiveness of the proposed controller. We assume that D is compact and that j and g are smooth on D. We also assume tha;' the sign of g(z) is known and g(z)
-is lower~bounded by a known constant gi such that
Ankquivalent assnmptio~ for the case when g ( z ) is negative can be considered..
The functions y f , k ( X ) and gg,B(x) are locally linear models such-that 
We define the locally weighted regression error, which we would like to achieve asymptotically as where Sk denotes the support of the local model W k (I) With the choice of the control law (13),~the tracking error dynamics for e'= I -xd become
where 8, is the parameter error vector defined as 8, = 8f -Q f . and a similar definition applies to 8,:
C. Composite Adapration Law with Parameter Projection
Consider a composite parameter update in which the tracking error based adaptation and the RFWR estimation error based adaptation are combined (see [6] for details of derivation)
where @k is an estimate of ek, and Pk denotes the inverted covariance matrix of the weighted inputs to each locally linear model, e p k is a prediction ermr of the k-th local model defined by e p k = y -~k = y -i ; @ k , and x > o is a forgetting factor. The parameter update needs to be constrained within the following convex set, IIk, for each locally linear model to satisfy the assumption for g(z) in (7) . , page 512) , the solution of 6 h = Proj{r} is guaranteed to remain in n e , k assuming that 0 k ( 0 ) is chosen to be in II.,k. The complete p m f requires that these update laws be modified by appropriate deadzones to prevent parameter adaptation when the prediction and tracking errors become sufficiently small.
D. Stability Analysis
For our stability analyses, we choose the Lyapunov function Using the parameter adaptation law with projection (24) and which implies asymptotic convergence of the tracking error and the approximation error. In the case of imperfect approximation, the magnitude of U needs to be treated for introducing a deadzone as discussed in the following section. . 
V. EMPIRICAL EVALUATIONS
For an emprical evaluation of the proposed learning adaptive controller, we chose an application for a planar 2-DOF arm as an example of a nonlinear MIMO system. The plant dynamics take the form of of a standard two-link planar manipulator: will address an inverse model formulation which does not require matrix inversion and would be made suitable for such plant dynamics. Figure 2 illustrates the performance of the proposed learning adaptive controller in comparison to a low gain PD controller. In Figure 2 , Xdes is the desired end-effector trajectory, and X p o is the result of PD control. X,,,,,,,.
denotes tracking with the proposed controller after 60 seconds of learning on a slowly drifting figure-8 pattern around the desired trajectory. For our learning adaptive controller, learning staned from scratch with no local models, and new local models were added as necessary if a training point did not activate any local model by more than a threshold. The distance metric of the local model was also learned on-line. While the low gain PD controller has very large tracking errors that lead to a strongly distorted figure 8 pattern, the proposed controller achieved almost perfect tracking results after 60 seconds of learning. As a measure of the tracking performance, the La norm of the tracking errors in joint space is 4 . 8 0~ lo-' rad for the low gain PD controller and 1.37 x rad for the ro sed controller, which is defined by L2[e(t)] = 4 -where T = t f -to. These simulation results demonstrate rapid learning of the system dynamics and convergence of the tracking error of the proposed learning adaptive controller.
VI. CONCLUSION
In this paper, we presented a comprehensive development of a provably stable learning adaptive controller that covers a large class of nonlinear systems. The method employs a locally weighted learning framework [7], in which unknown functions are approximated by piecewise linear models and the learning parameters are updated by both tracking and function approximation errors. We extended our results from previous work to a class of first-order SISO systems with an unknown control input gain term g ( x ) . A parameter projection method [8] was included to avoid singularities during parameter adaptation. We also briefly presented a further generalization to a class of higher-order SISO systems and MlMO systems.
Stability analyses and numerical simulations were provided to demonstrate the effectiveness of the proposed algorithm.
Future work will address developments of theoretically sound learning and control algorithms toward real-time highdimensional system control including humanoid robots. Our current locally weighted learning algorithm for function approximation with piecewise linear models (RFWR) will become computationally very expensive for learning in highdimensional input spaces. As a replacement, we consider using an advanced statistical learning algorithm, locally weighted projection regression (LWF'R), proposed in 1121 which achieves low computational complexity and efficient learning in high-dimensional spaces. In this paper, from a control theoretic point of view, we considered a general forward dynamics representation. However, for the particular application to rigid body dynamics, we are more interested in an inverse model representation. We will adapt our framework to this special case of nonlinear. system and also compare it with biologically inspired internal model learning such as feedback error learning [131. (54)
where x E L", b E Ln is the parameter vector of the linear model, D is a positive definite distance metric, and fi is a constant which is representative of the local model boundary. Note that the h e a r model xTb does not include the bias for notational simplicity. The value of f(x) at (59) is given by XTb = *Jm, (60) Thus, the minimum of xTb subject to the constraint (54) is -J-~atx=-*D-'b.
