This paper deals with a predator-prey model with Beddington-DeAngelis functional response under homogeneous Neumann boundary conditions. We mainly discuss the following three problems: 1 stability of the nonnegative constant steady states for the reaction-diffusion system; 2 the existence of Turing patterns; 3 the existence of stationary patterns created by crossdiffusion.
Introduction
Consider the following predator-prey system with diffusion: where Ω ⊂ Ê N is a bounded domain with smooth boundary ∂Ω and ν is the outward unit normal vector of the boundary ∂Ω. In the system 1.1 , u x, t and v x, t represent the densities of the species prey and predator, respectively, u 0 x and v 0 x are given smooth functions on Ω which satisfy compatibility conditions. The constants d 1 , d 2 , called diffusion coefficients, are positive, r 1 and r 2 are the intrinsic growth rates of the prey and predator, K denotes the carrying capacity of the prey, and δu represents the carrying capacity of the predator, which is in proportion to the prey density. The function f is a functional response function. The parameters r 1 , r 2 , K, and δ are all positive constants. The homogeneous Neumann boundary conditions indicate that the system is self-contained with zero population flux across the boundary. For more ecological backgrounds about this model, one can refer to 1-6 . In recent years there has been considerable interest in investigating the system 1.1 with the prey-dependent functional response i.e., f is only a function of u . In 5, 6 , Du, Hsu and Wang investigated the global stability of the unique positive constant steady state and gained some important conclusions about pattern formation for 1.1 with Leslie-Gower functional response i.e., f βu . In 7, 8 , Peng and Wang studied the long time behavior of time-dependent solutions and the global stability of the positive constant steady state for 1.1 with Holling-Tanner-type functional response i.e., f βu/ m u . They also established some results for the existence and nonexistence of non-constant positive steady states with respect to diffusion and cross-diffusion rates. In 9 , Ko and Ryu investigated system 1.1 when f satisfies a general hypothesis: f 0 0, and there exists a positive constant M such that 0 < f u u ≤ M for all u > 0. They studied the global stability of the positive constant steady state and derived various conditions for the existence and non-existence of non-constant positive steady states. When the function f in the system 1.1 takes the form f βu/ u mv called ratio-dependent functional response, Peng, and Wang 10 studied the global stability of the unique positive constant steady state and gained several results for the non-existence of non-constant positive solutions.
It is known that the prey-dependent functional response means that the predation behavior of the predator is only determined by the prey, which contrasts with some realistic observations, such as the paradox of enrichment 11, 12 . The ratio-dependent functional response reflects the mutual interference between predator and prey, but it usually raises controversy because of the low-density problem 13 . In 1975, Beddington and DeAngelis 14, 15 proposed a function f βu/ 1 mu nv , commonly known as BeddingtonDeAngelis functional response. It has an extra term in the denominator which models mutual interference between predator and prey. In addition, it avoids the low-density problem.
In this paper, we study the system 1.1 with f βu/ 1 mu nv . Using the scaling
and taking r 2 1 for simplicity of calculation, 1.1 becomes 
In the system 1. Taking into account the population fluxes of one species due to the presence of the other species, we consider the following cross-diffusion system:
where Δd 2 d 3 uv is a cross-diffusion term. If d 3 > 0, the movement of the predator is directed towards the lower concentration of the prey, which represents that the prey species congregate and form a huge group to protect themselves from the attack of the predator. It is clear that such an environment of prey-predator interaction often occurs in reality. For example, in 19-21 , and so forth, with the similar biological interpretation, the authors also introduced the same cross-diffusion term as in 1.5 to the prey of various prey-predator models.
The main aim of this paper is to study the effects of the diffusion and crossdiffusion pressures on the existence of stationary patterns. We will demonstrate that the unique positive constant steady state u * , v * for the reduced ODE system is locally asymptotically stable if a 11 < 1, where a 11 1/β{m λ − u * 2 − βu * }. But u * , v * can lose its stability when it is regarded as a stationary solution of the corresponding reaction-diffusion system see Theorem 2.5 and Turing patterns can be found as a result of diffusion see Theorem 3.5 . Moreover, after the cross-diffusion pressure is introduced, even though the unique positive constant steady state is asymptotically stable for the model without crossdiffusion, stationary patterns can also exist due to the emergence of cross-diffusion see Theorem 4.4 . The main conclusions of this paper continue to hold for any positive constant r 2 . We also remark here that, there have been some works which are devoted to the studies of the role of diffusion and cross-diffusion in helping to create stationary patterns from the biological processes 22-25 .
Boundary Value Problems
This paper is organized as follows. In Section 2, we study the long time behavior of 1.3 . In Section 3, we investigate the existence of Turing patterns of 1.3 by using the LeraySchauder degree theory. In Section 4, we prove the existence of stationary patterns of 1.5 . We end with a brief section on conclusions.
The Long Time Behavior of Time-Dependent Solutions
In this section, we discuss the global behavior of solutions for the system 1.3 . By the standard theory of parabolic equations 26, 27 , we can prove that the problem 1.3 has a unique classical global solution u, v , which satisfies 0 < u x, t ≤ max{λ, sup Ω u 0 } and
Global Attractor and Permanence
First, we show that Ê 0¸ 0, λ × 0, λ is a global attractor for 1.3 . 
Proof. The first result of 2.1 follows easily from the comparison argument for parabolic problems. Then, there exists a constant T 0 such that u x, t < λ ε on Ω × T, ∞ for an arbitrary constant ε > 0, and thus,
Let v t be the unique positive solution of
2.3
The comparison argument yields
which implies the second assertion of 2.1 by the continuity as ε → 0. 
Proof. Since β < nλ 1, there exists a sufficiently small constant ε 1 > 0 such that λ nλ −β λ ε 1 > 0. In view of Theorem 2.1, there exists a T 0 such that v x, t < λ ε 1 in Ω × T, ∞ . Thus we have
2.9
By continuity as ε 1 → 0, we have lim t → ∞ inf Ω u x, t ≥ K. Similarly, we can prove the second result of 2.5 .
From Theorems 2.1 and 2.2, we see that the system 1.3 is permanent if β < nλ 1.
Local Stability of Nonnegative Equilibria
Now, we consider the stability of non-negative equilibria. Proof. The linearization matrix of 1.3 at λ, 0 is
It is easy to see that 1 is an eigenvalue of J 1 , thus λ, 0 is unconditionally unstable. where 21 1, a 22 −1.
2.13
A simple calculation shows
Hence, all eigenvalues of J 2 have negative real parts and u * , v * is locally asymptotically stable. If a 11 > 1, then traceJ 2 > 0, which implies that J 2 has two eigenvalues with positive real parts and u * , v * is unstable.
Similarly as in 23, 29 , let 0 μ 1 < μ 2 < μ 3 < μ 4 . . . be the eigenvalues of the operator −Δ on Ω with the homogeneous Neumann boundary condition, and let E μ i be the eigenspace corresponding to
2.15
Define i 0 as the largest positive integer such that d 1 μ i < a 11 for i ≤ i 0 . Clearly, if
Boundary Value Problems 7 then 2 ≤ i 0 < ∞. In this case, denote
The local stability of u * , v * for 1.3 can be summarized as follows. 
we can find that
It follows that μ is an eigenvalue of L if and only if the determinant of the matrix L i is zero for some i ≥ 1, that is,
where
Clearly, Q 1 > 0 since μ 1 0. If a 11 > 1, then traceJ 2 > 0 and P 1 < 0. Hence, L has two eigenvalues with positive real parts and the steady state u * , v * is unstable. 
Global Stability of u * , v *
The following three theorems are the global stability results of the positive constant solution u * , v * . In the sense of biology, our conclusion of the global stability of u * , v * implies that, in some ranges of the parameters λ, β, m, and n, both the prey and the predator will be spatially homogeneously distributed as time converges to infinity, no matter how quickly or slowly they diffuse.
Theorem 2.7. Assume that β < nλ 1 and
β λ u * K u * 1 mu * − 1 mK nK 1 mλ nλ < 1 mu * nv * 1 mK nK .
2.24
Then u * , v * attracts all positive solutions of 1.3 .
Proof. Define the Lyapunov function
u, v is a positive solution of 1.3 . Then E 1 t ≥ 0 for all t ≥ 0. The straightforward computations give that
2.27
Boundary Value Problems 9 where
2.28
From Theorems 2.1 and 2.2, there exists a t 0 0 such that K − ε < u x, t , v x, t < λ ε in Ω × t 0 , ∞ for an arbitrary and small enough constant ε > 0. By continuity as ε → 0, 2.24 implies that
in Ω × t 0 , ∞ . Applying the Young inequality to 2.27 , we have Proof. Define the Lyapunov function
2.35
From Theorems 2.1 and 2.2, there exists a t 0 0 such that K − ε < u x, t , v x, t < λ ε in Ω × t 0 , ∞ for an arbitrary and small enough constant ε > 0. Thus 2.31 implies that 
in Ω × t 0 , ∞ . Consequently, our analysis confirms that Theorem 2.8 holds. 
Remark 2.9. If we choose the common Lyapunov function
E 3 t Ω u − u * − u * ln u u * dx δ 3 Ω v − v * − v * ln v v * dx
Stationary Patterns for the PDE System without Cross-Diffusion
In this section, we discuss the corresponding steady-state problem of 1.3 :
3.1
The existence and non-existence of the non-constant positive solutions of 3.1 will be given. In the following, the generic constants C 1 , C 2 , C * , C, C, and so forth, will depend on the domain Ω and the dimension N. However, as Ω and the dimension N are fixed, we will not mention the dependence explicitly. Also, for convenience, we shall write Λ instead of the collective constants λ, β, m, n .
A Priori Upper and Lower Bounds
The main purpose of this subsection is to give a priori upper and lower bounds for the positive solutions to 3.1 . To this aim, we first cite two known results.
3.2
and
3.3
and w x 0 min Ω w x , then g x 0 , w x 0 ≤ 0. 
3.4
The results of upper and lower bounds can be stated as follows. 
3.5
Clearly, u x 1 < λ and v x 2 ≤ u x 2 ≤ u x 1 < λ. Moreover, we have 
Non-Existence of Non-Constant Positive Steady States
In the following theorem we will discuss the non-constant positive solutions to 3.1 when the diffusion coefficient d 1 varies while the other parameters d 2 , λ, β, m, and n are fixed. 
Assume that u, v is a positive solution of 3.1 , multiplying the two equations of 3.1 by u − u /u and v − v /v, respectively, and then integrating over Ω by parts, we have
3.11
From Theorem 3.3 and Young's inequality, we obtain
, ε , where ε is the arbitrary small positive constant arising from Young's inequality. By Theorem 3.3, we can choose ε ∈ 0, 1/λ . Then applying the Poincaré inequality to 3.12 we obtain
which implies that u u constant and
Existence of Non-Constant Positive Steady States
Throughout this subsection, we always assume that a 11 > 0. First, we study the linearization of 3.1 at u * , v * . Let
For the sake of convenience, we define a compact operator F : Y → Y by where γ is the sum of the algebraic multiplicities of the positive eigenvalues of − I − F e e * , 3.16 can be rewritten as
3.18
As in the proof of Theorem 2.5, we can conclude that μ is an eigenvalue of − I − F e e * on X ij if and only if it is a root of the characteristic equation det B i 0, where
The characteristic equation det B i 0 can be written as 
Then, e is a positive solution of 3.1 if and only if it is a positive solution of F 1; e e. It is obvious that e * is the unique constant positive solution of 3.22 for any 0 ≤ θ ≤ 1. By Theorem 3.3, there exists a positive constant C such that, for all 0 ≤ θ ≤ 1, the positive solutions of the problem F θ; e e are contained in B C ¸{e ∈ Y | C −1 < u, v < C}. Since F θ; e / e for all e ∈ ∂B C and F θ; · : B C × 0, 1 → Y is compact, we can see that the degree deg I − F θ; · , B C , 0 is well defined. Moreover, by the homotopy invariance property of the topological degree, we have
If 
3.25
Similar argument shows μ is an eigenvalue of − I − F e 0; e * if and only if it is a root of the characteristic equation
It is easy to check that all eigenvalues of 3. 
but it is an unstable steady state for the system
3.30
Moreover, the above reaction-diffusion system has at least one non-constant positive steady state.
Bifurcation
In this subsection, we discuss the bifurcation of non-constant positive solutions of 3. 
3.33
We note that for each d 2 > 0, Σ d 2 may have 0 or 2 elements. The result is contained in the following theorem. Its proof is based on the topological degree arguments used earlier in this paper. We shall omit it but refer the reader to similar treatments in 24, 32, 33 . 
such that for every d 2 ∈ σ 1 , σ 2 , 3.1 admits a non-constant positive solution.
Stationary Patterns for the PDE System with Cross-Diffusion
In this section, we discuss the corresponding steady-state problem of the system 1.5 :
4.1
The existence and non-existence of the non-constant positive solutions of 4.1 will be given. 
A Priori Upper and Lower Bounds

4.5
Denote
4.6
Hence, Lemma 3.2 implies that there exists a positive constant C Λ, d, D such that max Ω ϕ ≤ C min Ω ϕ. Moreover, we have 
4.9
Integrating by parts, we obtain that 
Non-Existence of Non-Constant Positive Steady States
