We describe and evaluate the application of a spectral clustering technique (Ng et al., 2002) to the unsupervised clustering of German verbs. Our previous work has shown that standard clustering techniques succeed in inducing Levinstyle semantic classes from verb subcategorisation information. But clustering in the very high dimensional spaces that we use is fraught with technical and conceptual difficulties. Spectral clustering performs a dimensionality reduction on the verb frame patterns, and provides a robustness and efficiency that standard clustering methods do not display in direct use. The clustering results are evaluated according to the alignment (Christianini et al., 2002) between the Gram matrix defined by the cluster output and the corresponding matrix defined by a gold standard.
Introduction
Standard multivariate clustering technology (such as k-Means) can be applied to the problem of inferring verb classes from information about the estimated prevalence of verb frame patterns (Schulte im Walde and Brew, 2002) . But one of the problems with multivariate clustering is that it is something of a black art when applied to high-dimensional natural language data. The search space is very large, and the available techniques for searching this large space do not offer guarantees of global optimality.
In response to this insight, the present work applies a spectral clustering technique (Ng et al., 2002) to the verb frame patterns. At the heart of this approach is a transformation of the original input into a set of orthogonal eigenvectors. We work in the space defined by the first few eigenvectors, using standard clustering techniques in the reduced space. The spectral clustering technique has been shown to handle difficult clustering problems in image processing, offers principled methods for initializing cluster centers, and (in the version that we use) has no random component.
The clustering results are evaluated according to their alignment with a gold standard. Alignment is Pearson correlation between corresponding elements of the Gram matrices, which has been suggested as a measure of agreement between a clustering and a distance measure (Christianini et al., 2002) . We are also able to use this measure to quantify the fit between a clustering result and the distance matrix that serves as input to clustering. The evidence is that the spectral technique is more effective than the methods that have previously been tried.
Verb valency description
The data in question come from a subcategorization lexicon induced from a large German newspaper corpus (Schulte im Walde, 2002) . The verb valency information is provided in form of probability distributions over verb frames for each verb. There are two conditions: the first with 38 relatively coarse syntactic verb subcategorisation frames, the second a more delicate classification subdividing the verb frames of the first condition using prepositional phrase information (case plus preposition), resulting in 171 possible frame types.
The verb frame types contain at most three arguments. Possible arguments in the frames are nominative (n), dative (d) and accusative (a) noun phrases, reflexive pronouns (r), prepositional phrases (p), expletive es (x), non-finite clauses (i), finite clauses (s-2 for verb second clauses, s-dass for dass-clauses, s-ob for obclauses, s-w for indirect wh-questions), and cop-ula constructions (k). For example, subcategorising a direct (accusative case) object and a non-finite clause would be represented by nai. Table 1 shows an example distribution for the verb glauben 'to think/believe'. The more delicate version of subcategorisation frame was done by distributing the frequency mass of prepositional phrase frame types (np, nap, ndp, npr, xp) over the prepositional phrases, according to their frequencies in the corpus. Prepositional phrases are referred to by case and preposition, such as 'Dat.mit', 'Akk.für'. The present work uses the latter, more delicate, verb valency descriptions. Walde and Brew, 2002) . We compared the results of k-Means clustering with a gold standard set prepared according to the principles of verb classification advocated by (Levin, 1993) , and reported on the sensitivity of the classes to linguistically motivated "lesioning" of the input verb frame. The verb classes we used are listed in Table 2 . The verb classes are closely related to Levin's English classes. They also agree with the German verb classification in (Schumacher, 1986) as far as the relevant verbs appear in his less extensive semantic 'fields'. The rough glosses and the references to Levin's classes in the table are primarily to aid the intuition of non-native speakers of German.
Clustering can be thought of as a process that finds a discrete approximation to a distance measure. For any data set of n items over which a distance measure is defined, the Gram matrix is the symmetric n-by-n matrix whose elements M ij are the distances between items i and j. The diagonal elements M ii of this matrix will all be 0. Every clustering corresponds to a blockdiagonal Gram matrix. Clustering n items into k classes corresponds to the choice of an ordering for the labels on the axes of the Gram matrix and the choice of k − 1 change points marking the boundaries between the blocks. Thus, the search space of clusters is very large. The available techniques for searching this large space do not (and probably cannot) offer guarantees of global optimality. Standard nostrums include transformations of the underlying data, and the deployment of different strategies for initializing the cluster centers. These may produce intuitively attractive clusters, but when we apply these ideas to our verb frame data many questions remain, including the following:
• When the solutions found by clustering differ from our intuitions, is this because of failures in the features used, the clustering techniques, or the intuitions?
• How close are the local optima found by the clustering techniques to the best solutions in the space defined by the data?
• Is it even appropriate to use frequency information for this problem? Or would it suffice to characterize verb classes by the pattern of frames that their members can inhabit, without regard to frequency?
• Does the data support some clusters more strongly than others? Are all the distinctions made in classifications such as Levin's of equal validity?
In response to these questions, the present paper describes an application to the verb data of a particular spectral clustering technique (Ng et al., 2002) . At the heart of this approach is a transformation of the original verb frame data into a set of orthogonal eigenvectors. We work 
The spectral clustering algorithm
The spectral clustering algorithm takes as input a matrix formed from a pairwise similarity function over a set of data points. In image segmentation two pixels might be declared similar if they have similar intensity, similar hue or similar location, or if a local edge-detection algorithm does not place an edge between them. The technique is generic, and as (LonguetHiggins and Scott, 1990 ) point out, originated not in computer science or AI but in molecular physics. Most of the authors nevertheless "adopt the terminology of image segmentation (i.e. the data points are pixels and the set of pixels is the image), keeping in mind that all the results are also valid for similarity-based clustering" (Meilȃ and Shi, 2001 ). Our natural language application of the technique uses straightforward similarity measures based on verb frame statistics, but nothing in the algorithm hinges on this, and we plan in future work to elaborate our similarity measures. Although there are several roughly analogous spectral clustering techniques in the recent literature (Meilȃ and Shi, 2001; Longuet-Higgins and Scott, 1990; Weiss, 1999) , we use the algorithm from (Ng et al., 2002) because it is simple to implement and understand.
Here are the key steps of that algorithm: Given a set of points S = {s 1 , . . . , s n } in a high dimensional space.
1. Form a distance matrix D ∈ R 2 . For (Ng et al., 2002) this distance measure is Euclidean, but other measures also make sense.
2. Transform the distance matrix to an affinity matrix by
The free parameter σ 2 controls the rate at which affinity drops off with distance.
4. Obtain the eigenvectors and eigenvalues of L.
5. Form a new matrix from the vectors associated with the k largest eigenvalues. Choose k either by stipulation or by picking sufficient eigenvectors to cover 95% of the variance 1 .
6. Each item now has a vector of k coordinates in the transformed space. Normalize these vectors to unit length.
7. Cluster in k-dimensional space. Following (Ng et al., 2002) we use k-Means for this purpose, but any other algorithm that produces tight clusters could fill the same role. In (Ng et al., 2002) an analysis demonstrates that there are likely to be k wellseparated clusters.
We carry out the whole procedure for a range of values of σ. In our experiments σ is searched in steps of 0.001 from 0.01 to 0.059, since that always sufficed to find the best aligned set of clusters. If σ is set too low no useful eigenvectors are returned, but this situation is easy to detect. We take the solution with the best alignment (see definition below) to the (original) distance measure. This is how (Christianini et al., 2002) choose the best solution, while (Ng et al., 2002) explain that they choose the solution with the tightest clusters, without being specific on how this is done. In general it matters how initialization of cluster centers is done for algorithms like kMeans. (Ng et al., 2002 ) provide a neat initialization strategy, based on the expectation that the clusters in their space will be orthogonal. They select the first cluster center to be a randomly chosen data point, then search the remaining data points for the one most orthogonal to that. For the third data point they look for one that is most orthogonal to the previous two, and so on until sufficient have been obtained. We modify this strategy slightly, removing the random component by initializing n times, starting out at each data point in turn. This is fairly costly, but improves results, and is less expensive than the random initializations and multiple runs often used with k-Means.
1 Srini Parthasarathy suggested this dodge for allowing the eigenvalues to select the appropriate number of clusters.
Experiments and evaluation
We clustered the verb frames data using our version of the algorithm in (Ng et al., 2002) . To calculate the distance d between two verbs v 1 and v 2 we used a range of measures: the cosine of the angle between the two vectors of frame probabilities, a flattened version of the cosine measure in which all non-zero counts are replaced by 1.0 (labelled bcos, for binarized cosine, in Table 3), and skew divergence, recently shown as an effective measure for distributional similarity (Lee, 2001 ). This last is defined in terms of KL-divergence, and includes a free weight parameter w, which we set to 0.9, following(Lee, 2001), Skew-divergence is asymmetric in its arguments, but our technique needs a symmetric measure,so we calculate it in both directions and use the larger value. Table 3 contains four results for each of three distance measures (cos,bcos and skew). The first line of each set gives the results when the spectral algorithm is provided with the prior knowledge that k = 14. The second line gives the results when the standard k-Means algorithm is used, again with k = 14. In the third line of each set, the value of k is determined from the eigenvalues, as described above. For cos 12 clusters are chosen, for bcos the chosen value is 17, and for skew it is 16. The final line of each set gives the results when the standard algorithm is used, but k is set to the value selected for that distance measure by the spectral method.
For standard k-Means, the initialization strategy from (Ng et al., 2002) does not apply (and does not work well in any case), so we used 100 random replications of the initialization, each time initializing the cluster centers with k randomly chosen data points. We report the result that had the highest alignment with the distance measure (cf. Section 5.1). (Meilȃ and Shi, 2001 ) provide analysis indicating that their MNcut algorithm (another spectral clustering technique) will be exact when the eigenvectors used for clustering are piecewise constant. Figure 1 shows the top 16 eigenvectors of a distance matrix based on skew divergence, with the items sorted by the first eigenvector. Most of the eigenvectors appear to be piecewise constant, suggesting that the conditions for good performance in clustering are indeed present in the language data. Table 3 : Performance of the clustering algorithms the eigenvectors appear to correspond to a partition of the data into a small number of tight clusters. Taken as a whole they induce the clusterings reported in Table 3 .
Alignment as an evaluation tool
Pearson correlation between corresponding elements of the Gram matrices has been suggested as a measure of agreement between a clustering and a distance measure (Christianini et al., 2002 ). Since we can convert a clustering into a distance measure, alignment can be used in a number of ways, including comparison of clusterings against each other. For evaluation, three alignment-based measures are particularly relevant:
• The alignment between the gold standard and the distance measure reflects the presence or absence in the distance measure of evidential support for the relationships that the clustering algorithm is supposed to infer. This is the column labelled "Support" in Table 3 .
• The alignment between the clusters inferred by the algorithm and the distance measure reflects the confidence that the algorithm has in the relationships that it has chosen. This is the column labelled "Confidence" in Table 3 .
• The alignment between the gold standard and the inferred clusters reflects the quality of the result. This is the column labelled "Quality" in Table 3 .
We hope that when the algorithms are confident they will also be right, and that when the data strongly supports a distinction the algorithms will find it.
Results
Table 3 contains our data. The columns based on various forms of alignment have been discussed above. Clusterings are also sets of pairs, so, when the Gram matrices are discrete, we can also provide the standard measures of precision, recall and F-measure. Usually it is irrelevant whether we choose alignment or the standard measures, but the latter can yield unexpected results for extreme clusterings (many small clusters or few very big clusters). The remaining columns provide these conventional performance measures.
For all the evaluation methods and all the distance measures that we have tried, the algorithm from (Ng et al., 2002) does better than direct clustering, usually finding a clustering that aligns better with the distance measure than does the gold standard. Deficiencies in the result are due to weaknesses in the distance measures or the original count data, rather than search errors committed by the clustering algorithm. Skew divergence is the best distance measure, cosine is less good and cosine on binarized data the worst.
Which verbs and clusters are hard?
All three alignment measures can be applied to a clustering as whole, as above, or restricted to a subset of the Gram matrix. These can tell us how well each verb and each cluster matches the distance measure (or indeed the gold standard). To compute alignment for a verb we cal- culate Spearman correlation over its row of the Gram matrix. For a cluster we do the same, but over all the rows corresponding to the cluster members. The second column of Table 4 , labelled "Support", gives the contribution of that verb to the alignment between the gold standard clustering and the skew-divergence distance measure (that is, the empirical support that the distance measure gives to the humanpreferred placement of the verb). The third column, labelled "Confidence" contains the contribution of the verb to the alignment between the skew-divergence and the clustering inferred by our algorithm (this is the measure of the confidence that the clustering algorithm has in the correctness of its placement of the verb, and is what is maximized by Ng's algorithm as we vary σ). The fourth column, labelled "Correctness", measures the contribution of the verb to the alignment between the inferred cluster and the gold standard (this is the measure of how correctly the verb was placed). To get a feel for performance at the cluster level we measured the alignment with the gold standard. We merged and ranked the lists proposed by skew divergence and binary cosine. The figure of merit, labelled "Score" is the geometric mean of the alignments for the members of the cluster. The second column, labelled "Method", indicates which distance measure or measures produced this cluster. Table 5 shows this ranking. Two highly ranked clusters (Emotion and a large subset of Weather ) are selected by both distance measures. The highest ranked cluster proposed only by binary cosine is a sub- Table 4 : Empirical support, confidence and alignment for skew-divergence set of Position, but this is dominated by skewdivergence's correct identification of the whole class (see Table 2 for a reminder of the definitions of these classes). The systematic superiority of the probabilistic measure suggests that there is after all useful information about verb classes in the non-categorical part of our verb frame data.
6 Related work Levin's (Levin, 1993) classification has provoked several studies that aim to acquire lexical semantic information from corpora using cues pertaining to mainly syntactic structure (Merlo and Stevenson, 2001; Schulte im Walde, 2000; Lapata, 1999; McCarthy, 2000; Lapata and Brew, 1999) . Other work has used Levin's list of verbs (in conjunction with related lexical resources) for the creation of dictionaries that exploit the systematic correspondence between syntax and meaning (Dorr, 1997; Dang et al., 1997; Dorr and Jones, 1996) . Most statistical approaches, including ours, treat verbal meaning assignment as a semantic clustering or classification task. The underlying question is the following: how can corpus information be exploited in deriving the semantic class for a given verb? Despite the unifying theme of using corpora and corpus distributions for the acquisition task, the approaches differ in the inventory of classes they employ, in the methodology used for inferring semantic classes and the specific assumptions concerning the verbs to be classified (i.e., can they be polysemous or not). (Merlo and Stevenson, 2001 ) use grammatical features (acquired from corpora) to classify verbs into three semantic classes: unergative, unaccusative, and object-drop. These classes are abstractions of Levin's (Levin, 1993) classes and as a result yield a coarser classification. The classifier used is a decision tree learner. (Schulte im Walde, 2000) uses subcategorization information and selectional restrictions to cluster verbs into (Levin, 1993) compatible semantic classes. Subcategorization frames are induced from the BNC using a robust statistical parser (Carroll and Rooth, 1998) . The selectional restrictions are acquired using Resnik's (Resnik, 1993) information-theoretic measure of selectional association which combines distributional and taxonomic information in order to formalise how well a predicate associates with a given argument.
Conclusions
We have described the application to natural language data of a spectral clustering technique (Ng et al., 2002) closely related to kernel PCA (Christianini et al., 2002) . We have presented evidence that the dimensionality reduction involved in the clustering technique can give kMeans a robustness that it does not display in direct use. The solutions found by the spectral clustering are always at least as well-aligned with the distance measure as is the gold standard measure produced by human intuition, but this does not hold when k-Means is used directly on the untransformed data.
Since we work in a transformed space of low dimensionality, we gain efficiency, and we no longer have to sum and average data points in the original space associated with the verb frame data. In principle, this gives us the freedom to use, as is standardly done with SVMs (Christianini and Shawe-Taylor, 2000) , extremely high dimensional representations for which it would not be convenient to use k-Means directly. We could for instance use features which are derived not from the counts of a single frame but of two or more. This is linguistically desirable, since Levin's verb classes are defined primarily in terms of alternations rather than in terms of single frames. We plan to explore this possibility in future work.
It is also clearly against the spirit of ( Levin, 1993) to insist that verbs should belong to only one cluster, since, for example, both the German "dämmern" and the English "dawn" are clearly related both to verbs associated with weather and natural phenomena (because of "Day dawns.") and to verbs of cognition (because of "It dawned on Kim that . . . "). In order to accommodate this, we are exploring the consequences of replacing the k-Means step of our algorithm with an appropriate soft clustering technique.
