An Uzawa method is presented for solving fuzzy linear systems whose coefficient matrix is crisp and the right-hand side column is arbitrary fuzzy number vector. The explicit iterative scheme is given. The convergence is analyzed with convergence theorems and the optimal parameter is obtained. Numerical examples are given to illustrate the procedure and show the effectiveness and efficiency of the method.
Introduction
A fuzzy linear system (FLS) is a linear system whose parameters are all or partially represented by fuzzy numbers. FLSs have many applications in control problems, information, physics, statistics, engineering, economics, finance and even social sciences. Therefore, it's important to establish mathematical models and numerical methods for fuzzy linear systems. In the (1990), Buckley et al. [13, 14, 15] investigated fuzzy equations in series. Hereafter, more and more people devote to studying fuzzy linear systems. Rao and Chen [24] considered the numerical solutions of FLSs in engineering analysis. Allahviranloo et al. proposed the fuzzy symmetric solutions and other algebraic solution for fuzzy linear systems [6, 11] , and the solutions of fully fuzzy linear systems [8, 9, 10, 12, 18, 19, 23] . Friedman et al. [21] suggested a general model for solving a class of n × n FLSs        a 11 x 1 + a 12 x 2 + · · · + a 1n x n = y 1 ,
where the coefficient matrix A = (a i j ) is a crisp matrix and y i is a fuzzy number, 1 i, j n. Many authors study numerical iterative methods for solving FLS (1.1), such as Abbasbandy [1, 2] , Allahviranloo [3, 4, 5] , Dehghan and Hashemi [17] , Fariborzi Araghi and Fallahzadeh [20] , Miao, Wang and Zheng [22, 25, 26] . In this paper, an Uzawa method (cf. [16] ) is provided for solving FLS (1.1) numerically. The paper is organized as follows. In Section 2, some basic definitions and results about fuzzy number and FLS are recalled. In Section 3, we propose the Uzawa method with the convergence theorems. The illustrated numerical examples are given in Section 4 and the conclusion is in Section 5.
Preliminaries
Following [21] , a fuzzy number is defined as (u(r), u(r)), 0 r 1, which satisfies, To define a solution to the system (1.1) we should recall the arithmetic operations of arbitrary fuzzy numbers x = (x(r), x(r)), y = (y(r), y(r)), 0 r 1, and real number k, (1) x = y if and only if x(r) = y(r) and x(r) = y(r), (2) x + y = (x(r) + y(r), x(r) + y(r)), and
is called a solution of the fuzzy linear system (
With (2.2), Friedman et al. [21] extend FLS (1.1) to a 2n × 2n crisp linear system
where S = (s kl ), s kl are determined as follows
and any s kl which is not determined by the above items is zero, 1 k, l 2n, and
What's more, the matrix S has the structure
and (2.3) can be rewritten as
follows { S 1 X − S 2 X = Y , S 2 X − S 1 X = Y , (2.4) where X =      x 1 x 2 . . . x n      , X =      x 1 x 2 . . . x n      , Y =      y 1 y 2 . . . y n      , Y =      −y 1 −y 2 . . . −y n      .
The following theorem indicates when FLS (1.1) has a unique solution.
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The following result provides a sufficient condition for the unique solution to be a fuzzy vector. Restricting the discussion to triangular fuzzy numbers, i.e. y i (r), y i (r) and consequently x i (r), x i (r) are all linear functions of r, and having calculated X which solves (2.3), most of the authors use the definition of the fuzzy solution to the original system given by (1.1) as follows. [7] showed that this definition is not always true, that is, it doesn't always produce a fuzzy number vector. Thus, this research line needs further investigation.
n} denote the unique solution of (2.3). The fuzzy number vector
U = {(u i (r), u i (r)), 1 i n} defined u i (r) = min {x i (r), x i (r), x i (1), x i (1)} , u i (r) = max {x i (r), x i (r), x i (1), x i (1)} is called the fuzzy solution of SX = Y . If (x i (r), x i (r)), 1 i n are all fuzzy numbers then u i (r) = x i (r), u i (r) = x i (r), 1 i n and U is called a strong fuzzy solution; otherwise, U is called a weak fuzzy solution. Recently, however, Allahviranloo et al.
The Uzawa method for FLS
For the case S is nonsingular, without loss of generality, assume that s ii > 0, i = 1, 2, · · · , 2n, by (2.4), we can get the Uzawa iterative scheme as follows,
where τ is a real parameter, and in matrix form, 6) in which
. Analyzing (3.6), we can get the following convergence theorem:
S 2 and Reλ its real part. The Uzawa method (3.5) converges if
(1) max{Reλ } > min{Reλ } 0 and
Proof. Let µ be an arbitrary eigenvalue of H τ . Then we have µ = 0 or µ = 1 − τλ . So the iterative scheme (3.5) converges if |1 − τλ | < 1, with Imλ denoting the imaginary part of λ , that is
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Then we have the Uzawa method (3.5) converges if (1) max{Reλ } > min{Reλ } 0 and 0 < τ < min{2Reλ / |λ | 2 };
(2) min{Reλ } < max{Reλ } 0 and max{2Reλ / |λ | 2 } < τ < 0. (1) 
We have the following convergence theorem: Proof. Eliminating X k+1 in the second equation in (3.5) we get
Obviously, (3.7) is the Richardson iteration for the Schur complement system of (1.1):
Let e X i = X − X i be the iteration error, then from (3.7) and (3.8) we have
As the spectral radius ρ of 
The exact solution is and the Hausdorff distances are 0.1115 and 0.4228, respectively. We can see that the approximate solution with τ = τ opt is nearest to the exact solution. As κ is not very large, the convergence rate is pretty good. and the Hausdorff distances are 0.0094 and 0.0075, respectively. We can see that the approximate solution with τ = τ opt is nearest to the exact solution. As κ is not very large, the convergence rate is pretty good.
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Conclusion
We present an Uzawa iterative method for n × n fuzzy linear system. If the proposed matrix S by Friedman et al. [21] is nonsingular, then for any initial vector X 0 , the Uzawa iteration will converge to the unique solution of SX = Y . The numerical examples show that the method is effective, and with the optimal parameter τ opt , it is expected to achieve higher accuracy or faster convergence rate than the known methods which have no parameters.
