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MODELING OF STATIONARY PERIODIC TIME SERIES
BY ARMA REPRESENTATIONS
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Dedicated to Boris Teodorovich Polyak
on the occasion of his 80th birthday
Abstract. This is a survey of some recent results on the rational circulant co-
variance extension problem: Given a partial sequence (c0, c1, . . . , cn) of covariance
lags ck = E{y(t+ k)y(t)} emanating from a stationary periodic process {y(t)} with
period 2N > 2n, find all possible rational spectral functions of {y(t)} of degree
at most 2n or, equivalently, all bilateral and unilateral ARMA models of order at
most n, having this partial covariance sequence. Each representation is obtained as
the solution of a pair of dual convex optimization problems. This theory is then
reformulated in terms of circulant matrices and the connections to reciprocal pro-
cesses and the covariance selection problem is explained. Next it is shown how the
theory can be extended to the multivariate case. Finally, an application to image
processing is presented.
1. Introduction
The rational covariance extension problem to determine a rational spectral density
given a finite number of covariance lags has been studied in great detail [1, 2, 3, 4, 6,
7, 5, 26, 27, 29, 34], and it can be formulated as a (truncated) trigonometric moment
problem with a degree constraint. Among other things, it is the basic problem in par-
tial stochastic realization theory [5] and certain Toeplitz matrix completion problems.
In particular, it provides a parameterization of the family of (unilateral) autoregres-
sive moving-average (ARMA) models of stationary stochastic processes with the same
finite sequence of covariance lags. We also refer the reader to the recent monograph
[11], in which this problem is discussed in the context of stochastic realization theory.
Covariance extension for periodic stochastic processes, on the other hand, leads
to matrix completion of Toeplitz matrices with circulant structure and to partial
stochastic realizations in the form of bilateral ARMA models
n∑
k=−n
qky(t− k) =
n∑
k=−n
pke(t− k)
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2 A. LINDQUIST AND G. PICCI
for a stochastic processes {y(t)}, where {e(t)} is the corresponding conjugate process.
This connects up to a rich realization theory for reciprocal processes [17, 18, 19, 20]. As
we shall see there are also (forward and backward) unilateral ARMA representations
for periodic processes.
In [21] a maximum-entropy approach to this circulant covariance extension prob-
lem was presented, providing a procedure for determining the unique bilateral AR
model matching the covariance sequence. However, more recently it was discovered
that the circulant covariance extension problem can be recast in the context of the
optimization-based theory of moment problems with rational measures developed in
[6, 7, 8, 27, 30, 31, 9, 32, 33] allowing for a complete parameterization of all bilateral
ARMA realizations. This led to a a complete theory for the scalar case [12], which
was then extended to to the multivariable case in [13]. Also see [14] for modifications
of this theory to skew periodic processes and [15] for fast numerical procedures.
The AR theory of [21] has been successfully applied to image processing of textures
[22, 37], and we anticipate an enhancement of such methods by allowing for more
general ARMA realizations.
The present survey paper is to a large extent based on [12], [13] and [21]. In
Section 2 we begin by characterizing stationary periodic processes. In Section 3
we formulate the rational covariance extension problem for periodic processes as a
moment problem with atomic measure and present the solution in the context of
the convex optimization approach of [6, 7, 8, 27, 30, 31, 9]. These results are then
reformulated in terms of circulant matrices in Section 4 and interpreted in term of
bilateral ARMA models in Section 5 and in terms of unilateral ARMA models in
Section 6. In Section 7 we investigate the connections to reciprocal processes of order
n [21] and the covariance selection problem of Dempster [35]. In Section 8 we consider
the situation when both partial covariance data and logarithmic moment (cepstral)
data is available. To simplify the exposition the theory has so far been developed in
the context of scalar processes, but in Section 9 we show how it can be extended to
the multivariable case. All of these results are illustrated by examples taken from [12]
and [13]. Section 10 is devoted to applications in image processing.
2. Periodic stationary processes
Consider a zero-mean full-rank stationary process {y(t)}, in general complex-valued,
defined on a finite interval [−N + 1, N ] of the integer line Z and extended to all of Z
as a periodic stationary process with period 2N so that
(2.1) y(t+ 2kN) = y(t)
almost surely. By stationarity there is a representation
(2.2) y(t) =
∫ pi
−pi
eitθdyˆ(θ), where E{|dyˆ|2} = dF (θ),
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(see, e.g., [11, p. 74]), and therefore
(2.3) ck := E{y(t+ k)y(t)} =
∫ pi
−pi
eikθdF (θ).
Also, in view of (2.1), ∫ pi
−pi
eitθ
(
ei2Nθ − 1) dyˆ = 0,
and hence ∫ pi
−pi
∣∣ei2Nθ − 1∣∣2 dF = 0,
which shows that the support of dF must be contained in {kpi/N ; k = −N+1, . . . , N}.
Consequently the spectral density of {y(t)} consists of point masses on the discrete
unit circle T2N := {ζ−N+1, ζ−n+2, . . . , ζN}, where
(2.4) ζk = e
ikpi/N .
More precisely, define the function
(2.5) Φ(ζ) =
N∑
k=−N+1
ckζ
−k
on T2N . This is the discrete Fourier transform (DFT) of the sequence (c−N+1, . . . , cN),
which can be recovered by the inverse DFT
(2.6) ck =
1
2N
N∑
j=−N+1
Φ(ζj)ζ
k
j =
∫ pi
−pi
eikθΦ(eiθ)dν,
where ν is a step function with steps 1
2N
at each ζk; i.e.,
(2.7) dν(θ) =
N∑
j=−N+1
δ(eiθ − ζj) dθ
2N
.
Consequently, by (2.3), dF (θ) = Φ(eiθ)dν(θ). We note in passing that
(2.8)
∫ pi
−pi
eikθdν(θ) = δk0,
where δk0 equals one for k = 0 and zero otherwise. To see this, note that, for k 6= 0,
(1− ζk)
∫ pi
−pi
eikθdν =
1
2N
N∑
j=−N+1
(
ζjk − ζj+1k
)
=
1
2N
(
ζ−N+1k − ζN+1k
)
= 0.
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Since {y(t)} is stationary and full rank, the Toeplitz matrix
(2.9) Tn =

c0 c¯1 c¯2 · · · c¯n
c1 c0 c¯1 · · · c¯n−1
c2 c1 c0 · · · c¯n−2
...
...
...
. . .
...
cn cn−1 cn−2 · · · c0

is positive definite for all n ∈ Z. However, this condition is not sufficient for c0, c1, . . . , cn
to be a bona-fide covariance sequence of a periodic process, as can be seen from the
following simple example. Consider a real-valued periodic stationary process y of
period four. Then
E


y(1)
y(2)
y(3)
y(4)
 [y(1) y(2) y(3) y(4)]
 =

c0 c1 c2 c3
c1 c0 c1 c2
c2 c1 c0 c1
c3 c2 c1 c0
 .
Then looking at the covariance matrix for two periods, we obtain
E


y(1)
y(2)
...
y(8)
 [y(1) y(2) · · · y(8)]
 =

c0 c1 c2 c3 c0 c1 c2 c3
c1 c0 c1 c2 c1 c0 c1 c2
c2 c1 c0 c1 c2 c1 c0 c1
c3 c2 c1 c0 c3 c2 c1 c0
c0 c1 c2 c3 c0 c1 c2 c3
c1 c0 c1 c2 c1 c0 c1 c2
c2 c1 c0 c1 c2 c1 c0 c1
c3 c2 c1 c0 c3 c2 c1 c0

,
which is a Toeplitz matrix only when c3 = c1. Therefore the condition c3 = c1 is
necessary. Consequently
T8 =

c0 c1 c2 c1 c0 c1 c2 c1
c1 c0 c1 c2 c1 c0 c1 c2
c2 c1 c0 c1 c2 c1 c0 c1
c1 c2 c1 c0 c1 c2 c1 c0
c0 c1 c2 c1 c0 c1 c2 c1
c1 c0 c1 c2 c1 c0 c1 c2
c2 c1 c0 c1 c2 c1 c0 c1
c1 c2 c1 c0 c1 c2 c1 c0

is a circulant matrix, where the columns are shifted cyclically, the last component
moved to the top. Circulant matrices will play a key role in the following.
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3. The covariance extension problem for periodic processes
Suppose that we are given a partial covariance sequence c0, c1, . . . , cn with n < N
such that the Toeplitz matrix Tn is positive definite. Consider the problem of finding
and extension cn+1, cn+2, . . . , c2N so that the corresponding sequence c0, c1, . . . , cN is
the covariance sequence of a stationary process of period 2N .
In general this problem will have infinitely many solutions, and, for reasons that
will become clear later, we shall restrict our attention to spectral function (2.5) which
are rational in the sense that
(3.1) Φ(ζ) =
P (ζ)
Q(ζ)
,
where P and Q are Hermitian pseudo-polynomials of degree at most n, that is of the
form
(3.2) P (ζ) =
n∑
k=−n
pkζ
−k, p−k = p¯k.
Let P+(N) be the cone of all pseudo-polynomials (3.2) that are positive on the
discrete unit circle T2N , and let P+ ⊂ P+(N) be the subset of pseudo-polynomials
(3.2) such that P (eiθ) > 0 for all θ ∈ [−pi, pi]. Moreover let C+(N) be the dual cone
of all partial covariance sequences c = (c0, c1, . . . , cn) such that
〈c,p〉 :=
n∑
k=−n
ckp¯k > 0 for all P ∈ P+(N) \ {0},
and let C+ be defined in the same way as the dual cone of P+. It can be shown [36]
that c ∈ C+ is equivalent to the Toeplitz condition Tn > 0. Since P+ ⊂ P+(N), we
have C+(N) ⊂ C+, so in general c ∈ C+(N) is a stricter condition than Tn > 0.
The proof of the following theorem can be found in [12].
Theorem 1. Let c ∈ C+(N). Then, for each P ∈ P+(N), there is a unique Q ∈
P+(N) such that
Φ =
P
Q
satisfies the moment conditions
(3.3)
∫ pi
−pi
eikθΦ(eiθ)dν(θ) = ck, k = 0, 1, . . . , n.
Consequently the family of solutions (3.1) of the covariance extension problem
stated above are parameterized by P ∈ P+(N) in a bijective fashion. From the
following theorem we see that, for any P ∈ P+(N), the corresponding unique Q ∈
P+(N) can be obtained by convex optimization. We refer the reader to [12] for the
proofs.
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Theorem 2. Let c ∈ C+(N) and P ∈ P+(N). Then the problem to maximize
(3.4) IP (Φ) =
∫ pi
−pi
P (eiθ) log Φ(eiθ)dν
subject to the moment conditions (3.3) has a unique solution, namely (3.1), where Q
is the unique optimal solution of the problem to minimize
(3.5) JP (Q) = 〈c,q〉 −
∫ pi
−pi
P (eiθ) logQ(eiθ)dν
over all Q ∈ P+(N), where q := (q0, q1, . . . , qn). The functional JP is strictly convex.
Theorems 1 and 2 are discrete versions of corresponding results in [6, 7]. The
solution corresponding to P = 1 is called the maximum-entropy solution by virtue of
(3.4).
Remark 3. As N → ∞ the process y looses it periodic character, and its spectral
density Φ∞ becomes continuous and defined on the whole unit circle so that
(3.6)
∫ pi
−pi
eikθΦ∞(eiθ)
dθ
2pi
= ck, k = 0, 1, . . . , n.
In fact, denoting by QN the solution of Theorem 1, it was shown in [12] that Φ∞ =
P/Q∞, where, for each fixed P ,
Q∞ = lim
N→∞
QN
is the unique Q such that Φ∞ = P/Q satisfies the moment conditions (3.6).
4. Reformulation in terms of circulant matrices
Circulant matrices are Toeplitz matrices with a special circulant structure
(4.1) Circ{γ0, γ1, . . . , γν} =

γ0 γν γν−1 · · · γ1
γ1 γ0 γν · · · γ2
γ2 γ1 γ0 · · · γ3
...
...
...
. . .
...
γν γν−1 γν−2 · · · γ0
 ,
where the columns (or, equivalently, rows) are shifted cyclically, and where γ0, γ1, . . . , γν
here are taken to be complex numbers. In our present covariance extension problem
we consider Hermitian circulant matrices
(4.2) M := Circ{m0,m1,m2, . . . ,mN , m¯N−1, . . . , m¯2, m¯1},
which can be represented in form
(4.3) M =
N∑
k=−N+1
mkS
−k, m−k = m¯k
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where S is the nonsingular 2N × 2N cyclic shift matrix
(4.4) S :=

0 1 0 0 . . . 0
0 0 1 0 . . . 0
0 0 0 1 . . . 0
...
...
...
. . . . . .
...
0 0 0 0 0 1
1 0 0 0 0 0
 .
The pseudo-polynomial
(4.5) M(ζ) =
N∑
k=−N+1
mkζ
−k, m−k = m¯k
is called the symbol of M. Clearly S is itself a circulant matrix (although not Her-
mitian) with symbol S(ζ) = ζ. A necessary and sufficient condition for a matrix M
to be circulant is that
(4.6) SMST= M.
Hence, since S−1 = ST, the inverse of a circulant matrix is also circulant. More gener-
ally, if A and B are circulant matrices of the same dimension with symbols A(ζ) and
B(ζ) respectively, then AB and A+B are circulant matrices with symbols A(ζ)B(ζ)
and A(ζ) + B(ζ), respectively. In fact, the circulant matrices of a fixed dimension
form an algebra – more precisely, a commutative *-algebra with the involution * be-
ing the conjugate transpose – and the DFT is an algebra homomorphism of the set of
circulant matrices onto the pseudo-polynomials of degree at most N in the variable
ζ ∈ T2N . Consequently, circulant matrices commute, and, if M is a circulant matrix
with symbol M(ζ) then M−1 is circulant with symbol M(ζ)−1.
The proof of the following proposition is immediate.
Proposition 4. Let {y(t); t = −N + 1, . . . , N} be a stationary process with period
2N and covariance lags (2.3), and let y be the 2N-dimensional stochastic vector y =
[y(−N + 1), y(−N + 2), · · · , y(N)]T. Then, with ∗ denoting conjugate transpose,
(4.7) Σ := E{yy∗} = Circ{c0, c1, c2, . . . , cN , c¯N−1, . . . , c¯2, c¯1}
is a 2N × 2N Hermitian circulant matrix with symbol Φ(ζ) given by (2.5).
The covariance extension problem of Section 3, called the circulant rational covari-
ance extension problem, can now be reformulated as a matrix extension problem. The
given covariance data c = (c0, c1, . . . , cn) can be represented as a circulant matrix
(4.8) C = Circ{c0, c1, . . . , cn, 0, . . . , 0, c¯n, c¯n−1, . . . , c¯1}
with symbol
(4.9) C(ζ) =
n∑
k=−n
ckζ
−k,
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where the unknown covariance lags cn+1, cn+2, . . . , cN in (4.7), to be determined, here
are replaced by zeros. A circulant matrix of type (4.8) is called banded of order n.
We recall that n < N . From now one we drop the attribute ‘Hermitian’ since we
shall only consider such circulant matrices in the sequel. A banded circulant matrix
of order n will thus be determined by n+ 1 (complex) parameters.
The next lemma establishes the connection between circulant matrices and their
symbols.
Lemma 5. Let M be a circulant matrix with symbol M(ζ). Then
(4.10) M = F∗diag
(
M(ζ−N+1),M(ζ−N+2), . . . ,M(ζN)
)
F,
where F is the unitary matrix
(4.11) F =
1√
2N

ζN−1−N+1 ζ
N−2
−N+1 · · · ζ−N−N+1
...
... · · · ...
ζN−10 ζ
N−2
0 · · · ζ−N0
...
... · · · ...
ζN−1N ζ
N−2
N · · · ζ−NN
 .
Moreover, if M(ζk) > 0 for all k, then
(4.12) log M = F∗diag
(
logM(ζ−N+1), logM(ζ−N+2), . . . , logM(ζN)
)
F.
Proof. The discrete Fourier transform F maps a sequence (g−N+1, g−N+2, . . . , gN) into
the sequence of complex numbers
(4.13) G(ζj) :=
N∑
k=−N+1
gkζ
−k
j , j = −N + 1,−N + 2, . . . , N.
The sequence g can be recovered from G by the inverse transform
(4.14) gk =
∫ pi
−pi
eikθG(eiθ)dν(θ), k = −N + 1,−N + 2, . . . , N.
This correspondence can be written
(4.15) gˆ = Fg,
where gˆ := (2N)−
1
2
(
G(ζ−N+1), G(ζ−N+2), . . . , G(ζN)
)
T, g := (g−N+1, g−N+2, . . . , gN)T,
and F is the nonsingular 2N × 2N Vandermonde matrix (4.11). Clearly F is unitary.
Since
Mg =
N∑
k=−N+1
mkS
−k
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and [S−kg]j = gj−k, where gk+2N = gk, we have
F(Mg) =
N∑
j=−N+1
ζ−j
N∑
k=−N+1
mkgj−k
=
N∑
k=−N+1
mkζ
−k
N∑
j=−N+1
gj−kζ−(j−k) = M(ζ)Fg,
which yields
√
2N(FMg)j = M(ζj)
√
2N(Fg)j, j = −N + 1,−N + 2, . . . , N,
from which (4.10) follows. Finally, since logM(ζ) is analytic in the neighborhood
of each M(ζk) > 0, the eigenvalues of log M are just the real numbers logM(ζk),
k = −N + 1, . . . , N , by the spectral mapping theorem [10, p. 557], and hence (4.12)
follows. 
We are now in a position to reformulate Theorems 1 and 2 in terms of circulant
matrices. To this end first note that, in view of Lemma 5, the coneP+(N) corresponds
to the class of positive-definite banded 2N × 2N circulant matrices P of order n.
Moreover, by Plancherel’s Theorem for DFT, which is a simple consequence of (2.8),
we have
n∑
k=−n
ckp¯k =
1
2N
N∑
j=−N+1
C(ζj)P (ζj),
and hence, by Lemma 5,
(4.16) 〈c,p〉 = 1
2N
tr(CP).
Consequently, c ∈ C+(N) if and only if tr(CP) > 0 for all nonzero, positive-
semidefinite, banded 2N × 2N circulant matrices P of order n. Moreover, if Q and P
are circulant matrices with symbols P (ζ) and Q(ζ), respectively, then, by Lemma 5,
P (ζ)/Q(ζ) is the symbol of Q−1P. Therefore Theorem 1 has the following matrix
version.
Theorem 6. Let c ∈ C+(N), and let C be the corresponding circulant matrix (4.8).
Then, for each positive-definite banded 2N×2N circulant matrices P of order n, there
is unique positive-definite banded 2N × 2N circulant matrices Q of order n such that
(4.17) Σ = Q−1P
is a circulant extension (4.7) of C.
In the same way, Theorem 2 has the following matrix version, as can be seen by
applying Lemma 5.
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Theorem 7. Let c ∈ C+(N), and let C be the corresponding circulant matrix (4.8).
Moreover, let P be a positive-definite banded 2N × 2N circulant matrix of order n.
Then the problem to maximize
(4.18) IP(Σ) = trace(P log Σ)
subject to
(4.19) En
TΣEn = Tn, where En =
[
In
0
]
has a unique solution, namely (4.17), where Q is the unique optimal solution of the
problem to minimize
(4.20) JP(q) = trace(CQ)− trace(P log Q)
over all positive-definite banded 2N × 2N circulant matrices Q of order n, where
q := (q0, q1, . . . , qn). The functional JP is strictly convex.
5. Bilateral ARMA models
Suppose now that we have determined a circulant matrix extension (4.17). Then
there is a stochastic vector y formed from the a stationary periodic process with
corresponding covariance lags (2.3) so that
Σ := E{yy∗} = Circ{c0, c1, c2, . . . , cN , c¯N−1, . . . , c¯2, c¯1}.
Let Eˆ{y(t) | y(s), s 6= t} be the wide sense conditional mean of y(t) given all {y(s), s 6=
t}. Then the error process
(5.1) d(t) := y(t)− Eˆ{y(t) | y(s), s 6= t}
is orthogonal to all random variables {y(s), s 6= t}, i.e., E{y(t) d(s)} = σ2 δts, t, s ∈
Z2N := {−N + 1,−N + 2, . . . , N}, where σ2 is a positive number. Equivalently,
E{yd∗} = σ2I, where I is the 2N × 2N identity matrix. Setting e := d/σ2, we then
have
(5.2) E{ey∗} = I,
i.e., the corresponding process e is the conjugate process of y [24]. Interpreting (5.1)
in the mod 2N arithmetics of Z2N , y admits a linear representation of the form
(5.3) Gy = e,
where G is a 2N × 2N Hermitian circulant matrix with ones on the main diagonal.
Since GE{yy∗} = E{ey∗} = I, G is also positive definite and the covariance matrix
Σ is given by
(5.4) Σ = G−1,
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which is circulant, since the inverse of a circulant matrix is itself circulant. In fact,
a stationary process y is full-rank periodic in Z2N , if and only if Σ is a Hermitian
positive definite circulant matrix [21].
Since G is a Hermitian circulant matrix, it has a symbol
G(ζ) =
N∑
k=−N+1
gkζ
−k, g−k = g¯k,
and the linear equation can be written in the autoregressive (AR) form
(5.5)
N∑
k=−N+1
gky(t− k) = e(t).
However, in general G is not banded and n << N , and therefore (5.5) is not a useful
representation. Instead using the solution (4.17), we have G = P−1Q, where P and
Q are banded of order n with symbols
P (ζ) =
n∑
k=−n
pkζ
−k and Q(ζ) =
n∑
k=−n
qkζ
−k,
and hence (5.3) can be written
Qy = Pe,
or equivalently in the ARMA form
(5.6)
n∑
k=−n
qky(t− k) =
n∑
k=−n
pke(t− k).
Consequently, by Theorem 6, there is a unique bilateral ARMA model (5.6) for each
banded positive-definite Hermitian circulant matrix P of order n, provided c ∈ C+.
Of course,we could use the maximum-entropy solution with P = I leading to an AR
model
(5.7)
n∑
k=−n
qky(t− k) = e(t).
Next, to illustrate the accuracy of bilateral AR modeling by the methods described
so far we give some simulations from [12], provided by Chiara Masiero. Given an AR
model of order n = 8 with poles as depicted in Figure 5.1, we compute a covariance
sequence c = (c0, c1, . . . , cn) with n = 8, which is then used to solve the optimization
problem (4.20) with P = I to obtain a bilateral AR approximations of degree eight
for various choices of N . In Figure 5.2, the left picture depicts the spectral density for
N = 128 together with the true spectral density (dashed line), and the right picture
illustrates how the estimation error decreases with increasing N .
12 A. LINDQUIST AND G. PICCI
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Figure 5.1. Poles of true AR model.
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Figure 5.2. Bilateral AR approximation: (left) spectrum for N = 128 and
true spectrum (dashed); (right) errors for N=32, 64, 128, 256, 512 and 1024.
6. Unilateral ARMA models and spectral factorization
As explained in Section 2, a periodic process y has a discrete spectrum, and Theo-
rem 1 provides values of
Φ(z) =
P (z)
Q(z)
only in the discrete points z ∈ T2N := {ζ−N+1, ζ−n+2, . . . , ζN}. Since Φ takes positive
values on T2N , there is a trivial discrete factorization
(6.1) Φ(ζk) = W (ζk)W (ζk)
∗ k = −N + 1, . . . , N.
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Defining
Wk =
1
2N
N∑
j=−N+1
W (ζj)ζ
k
j , k = −N + 1, . . . , N,
we can write (6.1) in the form
(6.2) Φ(ζ) = W (ζ)W (ζ)∗.
where W (ζ) is the discrete Fourier transform
W (ζ) =
N∑
k=−N+1
Wkζ
−k.
Applying Lagrange interpolation to W , we obtain a spectral factorization equation
(6.3) Φ˜(z) = W (z)W (z)∗, z ∈ T,
defined on the whole unit circle, where Φ˜(ζ) = Φ(ζ) on T2N . This is a spectral
density of non-periodic stationary process but should not be confused with Φ∞ in
Remark 3, which is the unique continuous Φ with numerator polynomial P and the
same covariance structure as the periodic process y, i.e.,∫ pi
−pi
eikθΦ∞(eiθ)
dθ
2pi
= ck, k = 0, 1, . . . , n.
In fact, although
(6.4)
∫ pi
−pi
eikθΦ˜(eiθ)dν(θ) = ck, k = 0, 1, . . . , n,
the non-periodic process with spectral density Φ˜ has the covariance lags
c˜k =
∫ pi
−pi
eikθΦ˜(eiθ)
dθ
2pi
, k = 0, 1, . . . , n,
which differ from c0, c1, . . . , cn. However, setting ∆θj := θj − θj−1 where eθj = ζj,
we see from (2.4) that ∆θj = pi/N and that the integral (6.4) with Φ˜ fixed is the
Riemann sum
N∑
j=−N+1
eikθj Φ˜(ζj)
∆θj
2pi
converging to c˜k for k = 0, 1, . . . , n as N →∞.
By Proposition 4, Φ(ζ) is the symbol of the circulant covariance matrix Σ, and
hence (6.2) can be written in the matrix form
(6.5) Σ = WW∗,
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where W is the circulant matrix with symbol W (ζ). The spectral-factorization (6.3)
has a unique outer spectral factor W (z); see, e.g., [11]. As explained in detail in [39],
this corresponds in the discrete setting to W (ζ) taking the form
(6.6) W (ζ) =
N∑
k=0
Wkζ
−k,
which in turn corresponds to W being lower-triangular circulant, i.e.,
(6.7) W = Circ{W0,W1, . . . ,WN , 0, . . . , 0}.
Note that a lower-triangular circulant matrix is not lower triangular as the circulant
structure has to be preserved. Since Σ is invertible, then so is W.
Next define the periodic stochastic process {w(t), t = −N + 1 . . . , N} for which
w = [w(−N + 1), w(−N + 2), . . . , w(N)]T is given by
(6.8) w = W−1y.
Then, in view of (6.5), we obtain E{ww∗} = I, i.e., the process w is a white noise
process. Consequently we have the unilateral representation
y(t) =
N∑
k=0
Wkw(t− k)
in terms of white noise.
To construct an ARMA model we appeal to the following result, which is easy to
verify in terms of symbols but, as demonstrated in [39], also holds for block circulant
matrices considered in Section 9.
Lemma 8. A positive definite, Hermitian, circulant matrix M admits a factorization
M = VV∗, where V is of a banded lower-diagonal circulant matrix of order n < N ,
if and only if M is bilaterally banded of order n.
By Theorem 6, Σ = Q−1P, where Q and P are banded, positive definite, Hermitian,
circulant matrices of order n. Hence, by Lemma 8, there are factorizations
Q = AA∗ and P = BB∗,
where A and B are banded lower-diagonal circulant matrices of order n. Conse-
quently, Σ = A−1B(A−1B)∗, i.e.,
(6.9) W = A−1B,
which together with (6.8) yields Ay = Bw, i.e., the unilateral ARMA model
(6.10)
n∑
k=0
aky(t− k) =
n∑
k=0
bkw(t− k).
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Since A is nonsingular, a0 6= 0, and hence we can normalize by setting a0 = 1. In
particular, if P = I, we obtain the AR representation
(6.11)
n∑
k=0
aky(t− k) = b0w(t).
Symmetrically, there is factorization
(6.12) Σ = W¯W¯∗,
where W¯ is upper-diagonal circulant, i.e. the transpose of a lower-diagonal circulant
matrix, and a white-noise process
(6.13) w¯ = W¯−1y.
Likewise there are factorizations
Q = A¯A¯∗ and P = B¯B¯∗,
where A¯ and B¯ are banded upper-diagonal circulant matrices of order n. This yields
a backward unilateral ARMA model
(6.14)
0∑
k=−n
a¯ky(t− k) =
0∑
k=−n
b¯kw¯(t− k).
These representations should be useful in the smoothing problem for periodic sys-
tems [20].
7. Reciprocal processes and the covariance selection problem
Let A, B and X be subspaces in a certain common ambient Hilbert space of
zero mean second order random variables. We say that A and B are conditionally
orthogonal given X if
(7.1) α− Eˆ{α | X} ⊥ β − Eˆ{β | X}, ∀α ∈ A,∀β ∈ B
(see, e.g., [11]), which we denote A ⊥ B | X, and which clearly is equivalent to
(7.2) E
{
Eˆ{α | X}Eˆ{β | X}
}
= E{αβ}, ∀α ∈ A,∀β ∈ B.
Conditional orthogonality is the same as conditional uncorrelatedness, and hence
conditional independence in the Gaussian case.
Let y[t−n,t) and y(t,t+n] be the n-dimensional random column vectors obtained by
stacking y(t−n), y(t−n+1) . . . , y(t−1) and y(t+1), y(t+2) . . . , y(t+n), respectively,
in that order. In the same way, y[t−n,t] is obtained by appending y(t) to y[t−n,t) as
the last element, etc. Here and in the following the sums t − k and t + k are to be
understood modulo 2N . For any interval (t1, t2) ⊂ [−N + 1, N ], we denote by (t1, t2)c
the complementary set in [1, 2N ].
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Definition 9. A reciprocal process of order n on (−N,N ] is a process {y(t); t =
−N + 1, . . . , N} such that
(7.3) Eˆ{y(t) | y(s), s 6= t} = Eˆ{y(t) | y[t−n,t) ∨ y(t,t+n]}
for t ∈ (−N,N ].
This is a generalization introduced in [21] of the concept of reciprocal process, which
can be trivially extended to vector processes. In fact, a reciprocal process in the
original sense is here a reciprocal process of order one. This concept does not require
stationarity, although in the paper it will always be assumed.
It follows from [11, Proposition 2.4.2 (iii)] that {y(t)} is reciprocal of order n if and
only if
(7.4) Eˆ{y(t) | y(s), s ∈ [t− n, t+ n]c} = Eˆ{y(t) | y[t−n,t) ∨ y(t,t+n]}
for t ∈ [−N + 1, N ]. In particular, the estimation error
d(t) := y(t)− Eˆ{y(t) | y(s), s 6= t}
= y(t)− Eˆ{y(t) | y[t−n,t) ∨ y(t,t+n]}
(7.5)
must clearly be orthogonal to all random variables {y(s), s 6= t}; i.e. E{d(t)y(s)} =
σ2δst, where σ
2 is the variance of d(t). Then e(t) := d(t)/σ2 is the (normalized)
conjugate process of y satisfying (5.2), i.e.,
(7.6) E{e(t)y(s)} = δts.
Since e(t + k) is a linear combination of the components of the random vector
y[t+k−n,t+k+n], it follows from (7.6) that both e(t + k) and e(t − k) are orthogonal
to e(t) for k > n. Hence the process {e(t)} has correlation bandwidth n, i.e.,
(7.7) E{e(t+ k) e(t)∗} = 0 for n < |k| < 2N − n, k ∈ [−N + 1, N ],
and consequently (y, e) satisfies (5.3), where G is banded of order n, which corre-
sponds to an AR representation (5.7).
Consequently, the AR solutions of the rational circulant covariance extension prob-
lem are precisely the ones corresponding to a reciprocal process {y(t)} of order n.
Next we demonstrate how this representation is connected to the covariance selection
problem of Dempster [35] by deriving a generalization of this seminal result.
Let J := {j1, . . . , jp} and K := {k1, . . . , kq} be two subsets of {−N + 1,−N +
2, . . . , N}, and define yJ and yK as the subvectors of y = (y−N+1, y−N+2, · · · , yN)T
with indices in J and K, respectively. Moreover, let
YˇJ,K := span{y(t); t /∈ J, t /∈ K} = YˇJ ∩ YˇK ,
where YˇJ := span{y(t); t /∈ J}. With a slight misuse of notation, we shall write
(7.8) yJ ⊥ yK | YˇJ,K ,
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to mean that the subspaces spanned by the components of yJ and yK , respectively,
are conditionally orthogonal given YˇJ,K . This condition can be characterized in terms
of the inverse of the covariance matrix Σ := E{yy∗} = [σij]Ni,j=−N+1 of y.
Theorem 10. Let G := Σ−1 =
[
gij
]N
i,j=1
be the concentration matrix of the random
vector y. Then the conditional orthogonality relation (7.8) holds if and only if gjk = 0
for all (j, k) ∈ J ×K.
Proof. Let EJ be the 2N×2N diagonal matrix with ones in the positions (j1, j1), . . . ,
(jm, jm) and zeros elsewhere and let EK be defined similarly in terms of index set K.
Then YˇJ is spanned by the components of y − EJy and YˇK by the components of
y − EKy. Let
y˜K := yK − Eˆ{yK | YˇK},
and note that its q × q covariance matrix
Σ˜K := E{y˜Ky˜∗K}
must be positive definite, for otherwise some linear combination of the components
of yK would belong yo YˇK . Let y˜K = GKy for some q × 2N matrix GK . Since
y˜K ⊥ YˇK ,
E{y˜K(y − EKy)∗} = 0
and therefore E{y˜Ky∗} = GKΣ must be equal to E{y˜K(EKy)∗}, which by y˜K ∈ Yˇ⊥K ,
in turn equals
E{y˜K(EKy)∗} = E{y˜KEˆ{(EKy)∗ | Yˇ⊥K}}.
However, since the nonzero components of Eˆ{EKy | Yˇ⊥K} are those of y˜K , there is an
2N × q matrix ΠK with the unit vectors e′ki , i = 1, . . . , q, as the rows such that
Eˆ{EKy | Yˇ⊥K} = ΠKy˜K ,
and hence
E{y˜K(EKy)∗} = E{y˜Ky˜∗K}Π∗K = Σ˜KΠ∗K .
Consequently, GKΣ = Σ˜KΠ
∗
K , i.e.,
GK = Σ˜KΠ
∗
KΣ
−1.
In the same way, y˜J = GJy, where GJ is the q × 2N matrix
GJ = Σ˜JΠ
∗
JΣ
−1,
and therefore
E{y˜J y˜∗K} = Σ˜JΠ∗JΣ−1ΠKΣ˜K ,
which is zero if and only if Π∗JΣ
−1ΠK = 0, i.e., gjk = 0 for all (j, k) ∈ J ×K.
It remains to show that E{y˜J y˜∗K} = 0 is equivalent to (7.8), which in view of (7.2),
can be written
E
{
Eˆ{yJ | YˇJ,K}{Eˆ{yK | YˇJ,K}∗
}
= {yJy∗K}.
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However,
E{y˜J y˜∗K} = E{yJy∗K} − E
{
Eˆ{yJ | YˇJ}{Eˆ{yK | YˇK}∗
}
,
so the proof will complete if we show that
(7.9) E
{
Eˆ{yJ | YˇJ}{Eˆ{yK | YˇK}∗
}
= E
{
Eˆ{yJ | YˇJ,K}{Eˆ{yK | YˇJ,K}∗
}
the proof of which follows precisely the lines of Lemma 2.6.9 in [11, p. 56]. 
Taking J and K to be singletons we recover as a special case Dempster’s original
result [35].
To connect back to Definition 9 of a reciprocal process of order n, use the equivalent
condition (7.4) so that, with J = {t} and K = [t − n, t + n]c, yJ = y(t) and yK are
conditionally orthogonal given YˇJ,K = y[t−n,t) ∨ y(t,t+n]. Then J × K is the set{
t × [t − n, t + n]c ; t ∈ (−N, N ]}, and hence Theorem 10 states precisely that the
circulant matrix G is banded of order n. We stress that in general G = Σ−1 is not
banded, as the underlying process {y(t)} is not reciprocal of degree n, and we then
have an ARMA representation as explained in Section 5.
8. Detemining P with the help of logarithmical moments
We have shown that the solutions of the circulant rational covariance extension
problem, as well as the corresponding bilateral ARMA models, are completely pa-
rameterized by P ∈ P+(N), or, equivalently, by their corresponding banded circulant
matrices P. This leads to the question of how to determine the P from given data.
To this end, suppose that we are also given the logarithmic moments
(8.1) γk =
∫ pi
−pi
eikθ log Φ(eiθ)dν, k = 1, 2, . . . , n.
In the setting of the classical trigonometric moment problem such moments are known
as cepstral coefficients, and in speech processing, for example, they are estimated from
observed data for purposes of design.
Following [12] and, in the context of the trigonometric moment problem, [25, 26, 27,
28], we normalize the elements in P+(N) to define P˜+(N) := {P ∈ P+(N) | p0 = 1}
and consider the problem to find a nonnegative integrable Φ maximizing
(8.2) I(Φ) =
∫ pi
−pi
log Φ(eiθ)dν =
1
2N
N∑
j=−N+1
log Φ(ζj)
subject to the moment constraints (2.6) and (8.1). It is shown in [12] that if there is
a maximal Φ that is positive on the unit circle, it is given by
(8.3) Φ(ζ) =
P (ζ)
Q(ζ)
,
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where (P,Q) is the unique solution of the dual problem to minimize
(8.4) J(P,Q) = 〈c,q〉 − 〈γ,p〉+
∫ pi
−pi
P (eiθ) log
(
P (eiθ)
Q(eiθ)
)
dν
over all (P,Q) ∈ P˜+(N)×P+(N), where γ = (γ0, γ1, . . . , γn) and p = (p0, p1, . . . , pn)
with γ0 = 0 and p0 = 1.
The problem is that the dual problem might have a minimizer on the boundary so
that there is no stationery point in the interior, and then the constraints (8.1) will
in general not be satisfied [12]. Therefore the problem needs to be regularized in the
style of [29]. More precisely, we consider the regularized problem to minimize
(8.5) Jλ(P,Q) = J(P,Q)− λ
∫ pi
−pi
logP (eiθ)dν
for some suitable λ > 0 over all (P,Q) ∈ P˜+(N) × P+(N). Setting Jλ(P,Q) :=
2NJλ(P,Q), (8.5) can be written
(8.6) Jλ(P,Q) = tr{CQ} − tr{ΓP}+ tr{P log PQ−1} − λ tr{log P},
where Γ is the Hermitian circulant matrix with symbol
(8.7) Γ(ζ) =
n∑
k=−n
γkζ
−k, γ−k = γ¯k.
Therefore, in the circulant matrix form, the regularized dual problem amounts to
minimizing (8.6) over all banded Hermitian circulant matrices P and Q of order n
subject to p0 = 1. It is shown in [12] that
(8.8) Σ = Q−1P,
or, equivalently in symbol form (8.3), maximizes
(8.9) I(Σ) = tr{log Σ} = log det Σ,
or, equivalently (8.2), subject to (2.6) and (8.1), the latter constraint modified so that
the logarithmic moment γk is exchanged for γk + εk, k = 1, 2, . . . , n, where
(8.10) εk =
∫ pi
−pi
eikθ
λ
Pˆ (eiθ)
dν =
λ
2N
tr{SkPˆ−1},
Pˆ being the optimal P .
The following example from [12], provided by Chiara Masiero, illustrates the ad-
vantages of this procedure. We start from an ARMA model with n = 8 poles and
three zeros distributed as in Figure 8.1, from which we compute c = (c0, c1, . . . , cn)
and γ = (γ1, . . . , γn) for various choices of the order n. First we determine the max-
imum entropy solution from c with n = 12 and N = 1024. The resulting spectral
function Φ is depicted in the left plot of Figure 8.2 together with the true spectrum.
Next we compute Φ by the procedure in this section using c and γ with n = 8 and
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Figure 8.1. Poles and zeros of true ARMA model.
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Figure 8.2. Bilateral approximations with true spectrum (dashed): (left)
bilateral AR with n = 12 and N = 1024; (right) bilateral ARMA with n = 8
and N = 128 using both covariance and logarithmic moment estimates.
N = 128. The result is depicted in the right plot of Figure 8.2 again together with
the true spectrum. This illustrates the advantage of bilateral ARMA modeling as
compared to bilateral AR modeling, as a much lower value on N provides a better
approximation, although n is smaller.
9. Extensions to multivariate case
To simplify notation we have so far restricted our attention to scalar stationary
periodic processes. We shall now demonstrate that most of the results can be simply
extended to the multivariate case, provided we restrict the analysis to scalar pseudo-
polynomials P (ζ). In fact, most of the equations in the previous section will remain
intact if we allow ourselves to interpret the scalar quantities as matrix-valued ones.
Let {y(t)} be a zero-mean stationary m-dimensional process {y(t)} defined on Z2N ;
i.e., a stationary process defined on a finite interval [−N + 1, N ] of the integer line Z
and extended to all of Z as a periodic stationary process with period 2N . Moreover,
let C−N+1, C−N+2, . . . , CN be the m×m covariance lags Ck := E{y(t+ k)y(t)∗}, and
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define its discrete Fourier transformation
(9.1) Φ(ζj) :=
N∑
k=−N+1
Ckζ
−k
j , j = −N + 1, . . . , N,
which is a positive, Hermitian matrix-valued function of ζ. Then, by the inverse
discrete Fourier transformation,
(9.2) Ck =
1
2N
N∑
j=−N+1
ζkj Φ(ζj) =
∫ pi
−pi
eikθΦ(eiθ)dν, k = −N + 1, . . . , N,
where the Stieljes measure dν is given by (2.7). The m×m matrix function Φ is the
spectral density of the vector process y. In fact, let
(9.3) yˆ(ζk) :=
N∑
t=−N+1
y(t)ζ−tk , k = −N + 1, . . . , N,
be the discrete Fourier transformation of the process y. Since
1
2N
N∑
t=−N+1
(ζkζ
∗
` )
t = δk`
by (2.8), the random variables (9.3) are uncorrelated, and
(9.4)
1
2N
E{yˆ(ζk)yˆ(ζ`)∗} = Φ(ζk)δk`.
This yields a spectral representation of y analogous to the usual one, namely
(9.5) y(t) =
1
2N
N∑
k=−N+1
ζtk yˆ(ζk) =
∫ pi
−pi
eikθdyˆ(θ),
where dyˆ := yˆ(eiθ)dν.
Next, we define the class P
(m,n)
+ (N) of m×m Hermitian pseudo-polynomials
(9.6) Q(ζ) =
n∑
k=−n
Qkζ
−k, Q−k = Q∗k
of degree at most n that are positive definite on the discrete unit circle T2N , and let
P
(m,n)
+ ⊂ P(m,n)+ (N) be the subset of all (9.6) such that Q(eiθ) is positive define for
all θ ∈ [−pi, pi]. Moreover let C(m,n)+ (N) be the dual cone of all C = (C0, C1, . . . , Cn)
such that
〈C,Q〉 :=
n∑
k=−n
tr{CkQ∗k} > 0 for all Q ∈ P(m,n)+ (N) \ {0},
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and let C
(m,n)
+ ⊃ C(m,n)+ (N) be defined as the dual cone of P(m,n)+ . Analogously to the
scalar case it can be shown that C ∈ C(m,n)+ if and only if the block-Toeplitz matrix
(9.7) Tn =

C0 C
∗
1 C
∗
2 · · · C∗n
C1 C0 C
∗
1 · · · C∗n−1
C2 C1 C0 · · · C∗n−2
...
...
...
. . .
...
Cn Cn−1 Cn−2 · · · C0

is positive definite [13], a condition that is necessary, but in general not sufficient, for
C ∈ C(m,n)+ (N) to hold.
The basic problem is now the following. Given the sequence C = (C0, C1, . . . , Cn) ∈
C
(m,n)
+ (N) of m×m covariance lags, find an extension Cn+1, Cn+2, . . . , CN with C−k =
C∗k such that the spectral function Φ defined by (9.1) has the rational form
(9.8) Φ(ζ) = P (ζ)Q(ζ)−1, P ∈ P(1,n)+ (N), Q ∈ P(m,n)+ (N).
Theorem 11. Let C ∈ C(m,n)+ (N). Then, for each P ∈ P(1,n)+ (N), there is a unique
Q ∈ P(m,n)+ (N) such that
(9.9) Φ = PQ−1
satisfies the moment conditions
(9.10)
∫ pi
−pi
eikθΦ(eiθ)dν = Ck, k = 0, 1, . . . , n.
Theorem 11 is a direct consequence of the following theorem, which also provides
an algorithm for computing the solution.
Theorem 12. For each (C,P ) ∈ C(m,n)+ (N)×P(1,n)+ (N), the problem to maximize the
functional
(9.11) IP (Φ) =
∫ pi
−pi
P (eiθ) log det Φ(eiθ)dν
subject to the moment conditions (9.10) has a unique solution Φˆ, and it has the form
(9.12) Φˆ(z) = P (z)Qˆ(z)−1,
where Qˆ ∈ P(m,n)+ (N) is the unique solution to the dual problem to minimize
(9.13) JP (Q) = 〈C,Q〉 −
∫ pi
−pi
P (eiθ) log detQ(eiθ)dν
over all Q ∈ P(m,n)+ (N).
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The proofs of Theorems 11 and 12 follow the lines of [12]. It can also be shown
that the moment map sending Q ∈ P(m,n)+ (N) to C ∈ C(m,n)+ (N) is a diffeomorphism.
To formulate a matrix version of Theorems 11 and 12 we need to introduce (Her-
mitian) block-circulant matrices
(9.14) M =
N∑
k=−N+1
S−k ⊗Mk, M−k = M∗k
where ⊗ is the Kronecker product and S is the nonsingular 2N × 2N cyclic shift
matrix (4.4). The notation S will now be reserved for the 2mN × 2mN block-shift
matrix
(9.15) S = S ⊗ Im =

0 Im 0 . . . 0
0 0 Im . . . 0
...
...
...
. . .
...
0 0 0 0 Im
Im 0 0 0 0
 .
As before S2N = S0 = I := I2mN , S
k+2N = Sk, and S2N−k = S−k = (Sk)T. Moreover
(9.16) SMS∗ = M
is both necessary and sufficient for M to be m ×m block-circulant. The symbol of
M is the m×m pseudo-polynomial
(9.17) M(ζ) =
N∑
k=−N+1
Mkζ
−k, M−k = M∗k .
We shall continue using the notation
(9.18) M := Circ{M0,M1,M2, . . . ,MN ,M∗N−1, . . . ,M∗1}
also for (Hermitain) block-circulant matrices.
The problem can now be reformulated in the following way. Given the banded
block-circulant matrix
(9.19) C =
n∑
k=−n
S−k ⊗ Ck, C−k = C∗k
of order n, find an extension Cn+1, Cn+2, . . . , CN such that the block-circulant matrix
(9.20) Σ =
N∑
k=−N+1
S−k ⊗ Ck, C−k = C∗k
has the symbol (9.8).
To proceed we need a block-circulant version of Lemma 5.
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Lemma 13. Let M be a block-circulant matrix with symbol M(ζ). Then
(9.21) M = F∗diag
(
M(ζ−N+1),M(ζ−N+2), . . . ,M(ζN)
)
F,
where F is the unitary 2mN × 2mN matrix
(9.22) F =
1√
2N

ζN−1−N+1Im ζ
N−2
−N+1Im · · · ζ−N−N+1Im
...
... · · · ...
ζN−10 Im ζ
N−2
0 Im · · · ζ−N0 Im
...
... · · · ...
ζN−1N Im ζ
N−2
N Im · · · ζ−NN Im
 .
Moreover, if M(ζk) is positive definite for all k, then
(9.23) log M = F∗diag
(
logM(ζ−N+1), logM(ζ−N+2), . . . , logM(ζN)
)
F,
where diag stands for block diagonal.
The proof of Lemma 13 will be omitted, as it follows the same lines as that of
Lemma 5 with straight-forward modification to the multivariate case. Clearly the
inverse
(9.24) M−1 = F∗diag
(
M(ζ−N+1)−1,M(ζ−N+2)−1, . . . ,M(ζN)−1
)
F
is also block-circulant, and
(9.25) S = F∗diag
(
ζ−N+1Im, ζ−N+2Im, . . . , ζNIm
)
F.
However, unlike the scalar case block-circulant matrices do not commute in general.
Given Lemma 13, we are now in a position to reformulate Theorems 11 and 12 in
matrix from.
Theorem 14. Let C ∈ C(m,n)+ (N), and let C be the corresponding block-circulant ma-
trix (9.19) and (9.7) the corresponding block-Toeplitz matrix. Then, for each positive-
definite banded 2mN × 2mN block-circulant matrices
(9.26) P =
n∑
k=−n
S−k ⊗ pkIm, p−k = p¯k
of order n, where P (ζ) =
∑n
k=−n pkζ
−k ∈ P(1,n)+ (N), there is a unique sequence Q =
(Q0, Q1, . . . , Qn) of m×m matrices defining a positive-definite banded 2mN × 2mN
block-circulant matrix
(9.27) Q =
n∑
k=−n
S−k ⊗Qk, Q−k = Q∗k
of order n such that
(9.28) Σ = Q−1P
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is a block-circulant extension (9.20) of C. The block-circulant matrix (9.28) is the
unique maximizer of the function
(9.29) IP(Σ) = tr(P log Σ)
subject to
(9.30) En
TΣEn = Tn, where En =
[
Imn
0
]
.
Moreover, Q is the unique optimal solution of the problem to minimize
(9.31) JP(Q) = tr(CQ)− tr(P log Q)
over all positive-definite banded 2mN × 2mN block-circulant matrices (9.27) of order
n. The functional JP is strictly convex.
For P = I we obtain the maximum-entropy solution considered in [21], where the
primal problem to maximize II subject to (9.30) was presented. In [21] there was also
an extra constraint (9.16), which, as we can see, is not needed, since it is automatically
fulfilled. For this reason the dual problem presented in [21] is more complicated than
merely minimizing JI.
Next suppose we are also given the (scalar) logarithmic moments (8.1) and that
C ∈ C(m,n)+ (N). Then, if the problem to maximize tr{log Σ} subject to (9.30) and
(8.1) over all positive-definite block-circulant matrices (9.20) has a solution, then it
has the form
(9.32) Σ = Q−1P
where the (P,Q) is a solution of the dual problem to minimize
(9.33) J(P,Q) = tr{CQ} − tr{ΓP}+ tr{P log PQ−1},
over all positive-definite block-circulant matrices of the type (9.26) and (9.27) with
the extra constrain p0 = 1, where Γ is the Hermitian circulant matrix with symbol
(9.34) Γ(ζ) =
n∑
k=−n
γkζ
−k, γ−k = γ¯k.
However, the minimum of (9.33) may end up on the boundary, in which case the
constraint (8.1) may fail to be satisfied. Therefore, as in the scalar case, we need to
regularize the problem by instead minimizing
(9.35) Jλ(P,Q) = tr{CQ} − tr{ΓP}+ tr{P log PQ−1} − λ tr{log P}.
This problem has a unique optimal solution (9.32) satisfying (9.30), but not (8.1).
The appropriate logarithmic moment constraint is obtained as in the scalar case by
exchanging γk for γk + εk for each k = 1, 2, . . . , n, where εk is given by (8.10).
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Figure 9.1. Poles and zeros of an ARMA 2× 2 model of order n = 6.
Again each solution leads to an ARMA model
(9.36)
n∑
k=−n
Qky(t− k) =
n∑
k=−n
pke(t− k),
where {e(t)} is the conjugate process of {y(t)}, Q0, Q1, . . . , Qn are m ×m matrices,
whereas p0, p1, . . . , pn are scalar with p0 = 1.
We illustrate this theory with a simple example from [13], where a covariance
sequence C := (C0, C1, . . . Cn) and a cepstral sequence γ := (γ1, γ2, . . . , γn) have been
computed from a two-dimensional ARMA process with a spectral density Φ := PQ−1,
where P is a scalar pseudo-polynomial of degree three and Q is a 2× 2 matrix-valued
pseudo-polynomial of degree n = 6. Its zero and poles are illustrated in Fig. 9.1.
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ARMA, n=6
Figure 9.2. The norm of the approximation error for a bilateral AR
of order 12 for N = 64 and a bilateral ARMA of order 6 for N = 32
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Given C and γ, we apply the procedure in this section to determine a pair (P,Q)
of order n = 6. For comparison we also compute an bilateral AR approximation with
n = 12 fixing P = I. As illustrated in Fig. 9.2, the bilateral ARMA model of order
n = 6 computed with N = 32 outperforms the bilateral AR model of order n = 12
with N = 64.
The results of Section 5 can also be generalized to the multivariate case along the
lines described in [39].
10. Application to image processing
In [21] the circulant maximum-entropy solution has been used to model spatially
stationary images (textures) [38] in terms of (vector-valued) stationary periodic pro-
cesses. The image could be thought of as an m × M matrix of pixels where the
columns form a m-dimensional reciprocal process {y(t)}, which can extended to a
periodic process with period M > N outside the interval [0, N ]; see Figure 10.1. This
Figure 10.1. An image modeled as a reciprocal vector process
imposes the constraint CM−k = CkT on the covariance lags Ck := E{y(t + k)y(t)T},
leading to a circulant Toeplitz matrix. The problem considered in [21] is to model
the process {y(t)} given (estimated) C0, C1, . . . , Cn, where n < N with an efficient
low-dimensional model. This is precisely a problem of the type considered in Section 9.
Solving the corresponding circulant maximum-entropy problem (with P = I), n =
1, m = 125 and N = 88, Carli, Ferrante, Pavon and Picci [21] derived a bilateral
model of the images at the bottom row of Figure 10.2 to compress the images in the
top row, thereby achieving a compression of 5:1. While the compression ratio falls
short of competing with current jpeg standards (typically 10:1 for such quality), our
approach suggests a new stochastic alternative to image encoding. Indeed the results
in Figure 10.2 apply just the maximum entropy solution of order n = 1. Simulations
such as those in Figure 8.2 suggest that much better compression can be made using
bilateral ARMA modeling.
An alternative approach to image compression using multidimensional covariance
extension can be found in the recent paper [40].
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Figure 10.2. Three images modeled by reciprocal processes (original
at bottom).
References
[1] Kalman, R. E.: Realization of covariance sequences, Proc. Toeplitz Memorial Conference, Tel
Aviv, Israel, 1981.
[2] T.T. Georgiou: Partial Realization of Covariance Sequences, Ph.D. thesis, CMST, University
of Florida, Gainesville 1983.
[3] Georgiou, T.T.: Realization of power spectra from partial covariances, IEEE Trans. on Acous-
tics, Speech and Signal Processing 35, 438-449 (1987)
[4] Byrnes, C.I., Lindquist, A, Gusev, S.V., Matveev, A.V.: A complete parameterization of all
positive rational extensions of a covariance sequence, IEEE Trans. Aut. Contr. 40, 1841–1857
(1995)
[5] Byrnes, C. I., Lindquist, A.: On the partial stochastic realization problem, IEEE Trans. Auto-
matic Control 42, 1049–1069 (1997)
[6] Byrnes, C. I., Gusev, S. V. , Lindquist, A.: A convex optimization approach to the rational
covariance extension problem, SIAM J. Contr. Opt. 37, 211–229 (1999)
[7] Byrnes, C. I., Gusev, S. V. , Lindquist, A.: From finite covariance windows to modeling filters:
A convex optimization approach, SIAM Review 43, 645–675 (2001)
[8] Byrnes, C. I.,, Georgiou, T.T., Lindquist, A.: A generalized entropy criterion for Nevanlinna-
Pick interpolation with degree constraint, IEEE Trans. on Automatic Control 45, 822-839 (2001)
[9] Byrnes, C. I., Lindquist, A.: The moment problem for rational measures: convexity in the
spirit of Krein, In: Modern Analysis and Application: Mark Krein Centenary Conference,
Vol. I: Operator Theory and Related Topics, Book Series: Operator Theory Advances and
Applications Volume 190, Birkha¨user, 157 – 169 (2009)
[10] Dunford, N., Schwartz, J.T.: Linear Operators, Part I: General Theory, John Wiley & Sons,
New York, 1958
[11] Lindquist, A. Picci, G.: Linear Stochastic Systems: A Geometric Approach to Modeling, Esti-
mation and Identification, Springer, Heidelberg, New York, Dordrecht and London, 2015.
[12] Lindquist, A., Picci, G.: The Circulant Rational Covariance Extension Problem: The Complete
Solution, IEEE Trans. Automatic Control 58, 2848–2861 (2013)
[13] Lindquist, A. Masiero, C., Picci, G.: On the multivariate circulant rational covariance extension
problem, Proc. 52st IEEE Conf. Decision and Control (2013)
[14] Ringh, A. and Lindquist, A.: Spectral estimation of periodic and skew periodic random signals
and approximation of spectral densities, in 33rd Chinese Control Conference (CCC), 5322–5327
(2014)
MODELING OF STATIONARY PERIODIC TIME SERIES 29
[15] Ringh, A. and Karlsson, J.: A fast solver for the circulant rational covariance extension problem,
in European Control Conference (ECC), July 2015, 727–733 (2015)
[16] Jamison, B.: Reciprocal Processes, Zeitschrift. Wahrsch. Verw. Gebiete 30, 65–86 (1974)
[17] Krener, A.J.: Reciprocal Processes and the stochastic realization problem for acausal systems,
In: Byrnes, C. I., Lindquist, A. (eds.): Modeling Identification and Robust Control, North-
Holland, 197–211 (1986)
[18] Krener, A. J., Frezza, R., Levy, B. C.: Gaussian reciprocal processes and self-adjoint differential
equations of second order, Stochastics and Stochastics Reports 34, 29-56 (1991)
[19] Levy, B. C., Ferrante, A.: Characterization of stationary discrete-time Gaussian reciprocal
processes over a finite interval, SIAM J. Matrix Anal. Appl.24, 334-355 (2002)
[20] Levy, B. C., Frezza, R., Krener, A.J.: Modeling and Estimation of discrete-time Gaussian
Reciprocal Processes, IEEE Trans. Autom. Contr. 35, 1013–1023 (1990)
[21] Carli, F. P., Ferrante, A., Pavon, M. Picci, G.: A Maximum Entropy Solution of the Covariance
Extension Problem for Reciprocal Processes, IEEE Trans. Automatic Control 56, 1999-2012
(2011)
[22] Chiuso, A., Ferrante, A., Picci, G.: Reciprocal realization and modeling of textured images,
Proc. of the 44rd IEEE Conference on Decision and Control (2005)
[23] Davis, P.,: Circulant Matrices, John Wiley & Sons (1979)
[24] Masani, P.: The prediction theory of multivariate stochastic processes, III, Acta Mathematica
104, 141-162 (1960)
[25] Musicus, B. R., Kabel, A. M.: Maximum entropy pole-zero estimation, Technical Re-
port 510, MIT Research Lab. Electronics, Aug. 1985; now available on the internet at
http://dspace.mit.edu/bitstream/handle/1721.1/4233/ RLE-TR-510-17684936.pdf.
[26] Byrnes, C.I., Enqvist, P., Lindquist, A.: Cepstral coefficients, covariance lags and pole-zero
models for finite datastrings, IEEE Trans. on Signal Processing 50, 677-693 (2001)
[27] Byrnes, C.I., Enqvist, P., Lindquist, A.: Identifiability and well-posedness of shaping-filter
parameterizations: A global analysis approach, SIAM J. Control and Optimization 41, 23-59
(2002)
[28] Enqvist, P.: A convex optimization approach to ARMA(n,m) model design from covariance and
cepstrum data, SIAM Journal on Control and Optimization43(3), 1011-1036 (2004)
[29] Enqvist, P.: Spectral estimation by Geometric, Topological and Optimization Methods, PhD
thesis, Optimization and Systems Theory, KTH, Stockholm, Sweden, 2001.
[30] Blomqvist, A., Lindquist, A., Nagamune, R.: Matrix-valued Nevanlinna-Pick interpolation with
complexity constraint: An optimization approach, IEEE Trans. Automatic Control 48, 2172-
2190 (2003)
[31] Byrnes, C.I., Lindquist, A.: The generalized moment problem with complexity constraint, In-
tegral Equations and Operator Theory 56, 163-180 (2006)
[32] Georgiou, T.T.: Solution of the general moment problem via a one-parameter imbedding, IEEE
Trans. Aut. Control 50, 811-826 (2005)
[33] Georgiou, T. T., Lindquist, A.: Kullback-Leibler approximation of spectral density functions,
IEEE Trans. Information Theory 49, 2910-2917 (2003)
[34] Pavon, M., Ferrante, A.: On the Geometry of Maximum Entropy Problems, SIAM review 55(3),
415-439 (2013)
[35] Dempster, A. P.: Covariance selection, Biometrics 28(1), 157-175 (1972)
[36] Krein, M. G. and Nudelman,A. A.: The Markov Moment Problem and Extremal Problems,
American Mathematical Society, Providence, Rhode Island (1977)
[37] Picci, G., Carli, F.: Modelling and simulation of images by reciprocal processes, Proc. Tenth
International Conference on Computer Modeling and Simulation UKSIM 2008, 513-518.
30 A. LINDQUIST AND G. PICCI
[38] Soatto, S., Doretto, G., Wu, Y.: Dynamic Textures, Proc. Intern. Conf. Computer Vision (July
2001), 439-446.
[39] Carli, F. and Picci, G.: A finite factorization approach to estimation of periodic processes, to
appear.
[40] Ringh A., Karlsson, J. and Lindquist, A: Multidimensional rational covariance extension with
applications to spectral estimation and image compression, submitted for publication.
