Abstract--A new analytic inequality for logarithms which provides a converse to arithmetic meangeometric mean inequality and its applications in information theory are given.
INTRODUCTION
The present paper continues the investigations started in [1] , where the main result is the following. We shall start to the following analytic inequality for logarithms which provides a different bound than the inequality of (1.1). i=l n for all Pi > 0, ~-~i=1Pi = 1, f a convex mapping on a given interval I and xi E I(i = 1,... ,n). Now, let consider the mapping f:
i.e., f is a strictly convex mapping on [1, oo) . Applying Jensen's discrete inequality for convex mappings, we have
which is equivalent to
and then the above inequality becomes
Now, as lOgb x = (ln x/ln b), inequality (2.4) is equivalent to the desired inequality (2.1).
The case of equality follows by the strict convexity of f and we omit the details. We give now some applications of the above results for arithmetic mean-geometric mean inequality. Also, using Theorem 2.1, we have another converse inequality for (2.5).
PROPOSITION 2.3. Let ~ be as above and 5 E R n with x~ >_ 1, i = 1,..., n. Then we have the inequality 
APPLICATIONS FOR THE ENTROPY MAPPING
Let us consider now, the b-entropy mapping of the discrete random variable X with n possible outcomes and having the probability distribution p --(p~), i = {1,..., n},
(1)
Hb (X) = Zpi log b .
i=l
We know (see [1] ) that the following converse inequality holds:
with equality if and only ifpi = 1in, for all i E {1,... ,n}.
The following similar result also holds. The equality holds iff ~i = ~j, for all i,j E {1,... ,n} which is equivalent to Pi = Pj, for all i,j E {1,...,n}, i.e., Pi = 1in, for all i C {1,...,n}. |
The following corollary is important in applications as it provides a sufficient condition on the probability p so that log b n -Hb(X) is small enough. 
p/2 _ (2 + k)p@j + pj _ _ _
Denoting t = p~/pj, the above inequality is equivalent to t 2 -(2 + k)t + 1 N 0, i.e., t E It1, t2], where 2+k-v/~+4) and t2
If we choose k = (4¢lnb/n (n -1)), then by (3.3) we have
and the corollary is proved. Now, consider the bounds We give an example for which M1 is less than M2 and another example for which M2 is less than M1 which will suggest that we can use both of them to estimate the above difference log b n -Hb (X). The following corollary is useful in practice. 
which is clearly equal to the desired result. The case of equality is obvious by Theorem 2.1. |
The following corollary is important in practical applications. 
