Abstract. We generalize the First Reconstruction Theorem of Kontsevich and Manin in two respects. First, we allow the target space to be a Deligne-Mumford stack. Second, under some convergence assumptions, we show it suffices to check the hypothesis of H 2 -generation not on the cohomology ring, but on an any quantum ring in the family given by small quantum cohomology. As an example the latter result is used to compute genus zero Gromov-Witten invariants of P(1, b).
However, this is only a theoretical generalization: unless X is a scheme H * orb (X ) is never generated by H 2 (X ). Thus we search for a more useful generalization. When the stack X satisfies deg c 1 (T X ) > 0 (or more generally satisfies a condition guaranteeing the convergence of the small quantum product, see Definition 2.1), H * orb (X ) is a specialization in a family of rings given by the small quantum ring QH * (X ). All the rings have the same underlying vector space, namely H * (Ī µ (X )), and we may weaken the above hypothesis by requiring H 2 (X )-generation not on H * orb (X ), but on any one of the specializations in the family. If q 1 , . . . , q d denote parameters on the base of the family andλ = (λ 1 , . . . , λ d ), let QH * λ (X ) denote the specialization of QH * (X ) given by setting q i = λ i . The following is then the main theorem of this article.
THEOREM 0.3. Let X be a smooth Deligne-Mumford stack with projective coarse moduli space satisfying the convergence criterion (Definition 2.1). Suppose for someλ, QHλ(X ) is generated by H 2 (X ), then all genus zero Gromov-Witten invariants can be reconstructed starting from 3-point invariants.
The paper is organized as follows. In Section 1, we recall the basic theory of Gromov-Witten invariants of Deligne-Mumford stacks as developed in [2] and [3] . Section 2 contains the conventions and definitions of small quantum cohomology and its specializations needed in the proof of Theorem 0.3 which is given in Section 3. Finally, Section 4 contains an application of Theorem 0.3 to the stacks P (1, b) . Here the proof gives an explicit algorithm for computing arbitrary genus zero invariants of P (1, b) . Example computations for low values of b are tabulated in the appendix. theory then begins by carefully characterizing these curves. For simplicity, we give the rigorous definition only over a point.
Twisted curves and twisted stable maps.
Definition 1.1. An n-pointed twisted nodal curve (C, Σ 1 , . . . , Σ n ) is a diagram
where (1) C is a proper Deligne-Mumford stack with coarse moduli scheme C.
) is a n-pointed nodal curve. (3) Over the node of C with local expression {xy = 0}, C hasétale chart
where the action is given by (x, y)
where the action is given by u → ξu and Σ i is the substack defined by u = 0. After appropriately defining n-pointed twisted nodal curves (and morphisms of n-pointed twisted nodal curves) over an arbitrary base scheme, we have the following theorem. Let X be a Deligne-Mumford stack with projective coarse moduli scheme X.
is an n-pointed twisted nodal curve.
(2) f is representable withf the induced map on coarse moduli spaces. (3)f is stable in the sense of Kontsevich [12] .
Let N 1 (X) be the group of numerical equivalence classes of curves in X, and let N + (X) := N + 1 (X) be the monoid of effective classes. Then for β ∈ N 1 (X) and for g a nonnegative integer, one says that (C f −→ X , Σ 1 , . . . , Σ n ) has degree β and genus g if the stable mapf does.
After appropriately defining n-pointed twisted stable maps (and morphisms of n-pointed twisted stable maps) over an arbitrary base scheme, we have the following theorem. 
Evaluation maps and inertia stacks.
To evaluate an n-pointed twisted
. . , Σ n ) at the i th substack Σ i , one merely wants to restrict f to obtain the representable morphism
This morphism, however, contains more data than merely a point in X , so to keep track of this structure the evaluation should take values in the cyclotomic inertia stack
where the superscript rep denotes the substack of representable morphisms (see [16] ). Note that each Σ i ∼ = B(µ r ) for some r. However, there is difficulty in defining the evaluation on arbitrary families of twisted stable maps. To remedy this we need to replace (1.2) with the rigidified cyclotomic inertia stack
whereĪ µr (X ) is the stack classifying µ r -banded gerbes in X . For base scheme T, an object ofĪ µr (X )(T) is a diagram 
where the union is over conjugacy classes ( g) of G, Y g denotes the fixed locus of g, and C( g) denotes the centralizer. Note that the cyclic group g acts trivially on Y g and thus C( g)/ g also acts on Y g . We then havē
Example 1.6. Let b ∈ Z >0 , and let
where the action is given by (x, y) → (ξx, ξ b y). We identify the only nontrivial isotropy group with the subgroup µ b ⊂ C * . Since C * is abelian we have
Moreover, we haveĪ
Finally, we have evaluation morphisms
and the twisted evaluation morphisms defined byě i := i • e i where i is the isomorphismĪ
Here τ : µ r → µ r is the involution sending ξ → ξ −1 and τ G denotes the gerbe induced by changing the µ r -banding on G by τ . In generalĪ µ (X ) has many components. IfĪ µ (X ) = i∈I X i is the decomposition into connected components, the evaluation morphisms induce a decompo-sition of K g,n (X , β) into open and closed substacks. Writing
we then have
1.3. Virtual fundamental classes. Gromov-Witten invariants require an intersection theory on K g,n (X , β). While this stack is in general singular and not equidimensional, K g,n (X , β, i 1 , . . . , i n ) at least has a constant expected dimension.
Consider the following universal diagram where U is the universal twisted stable curve, and f is the universal representable morphism:
where C is any closed curve in the family.
We compute the expected dimension using a Riemann-Roch theorem on twisted nodal curves. Since the data of a vector bundle on a twisted curve also encodes the action of an isotropy group on a fiber, this action may also play a role in a Riemann-Roch formula. This action is encoded via the notion of age.
This extends by linearity to a function on the representation ring age: Rµ r → Q.
For any diagram inĪ µr (X ):
The restriction of the vector bundle f * T X to any trivialization defines a representation of µ r . The age of this representation is independent of the trivialization, and we thus obtain a locally constant function also denoted by age:
The various uses of this notation will be clear from the context. The RiemannRoch theorem is then stated as follows:
. ([3]) Let E be a locally-free sheaf on a twisted nodal curve C. For each point p ∈ C, E| p has a G p -action where G p is the isotropy group at p and
The techniques of [6] and [5] can be used to construct a virtual fundamental class
These classes then give a virtual fundamental class on K g,n (X , β) by passing to the decomposition (1.3):
Gromov-Witten classes.
We now define Gromov-Witten classes. There are several conventions that we may proceed with, but for simplicity we work with cohomology classes and we assume X has only even cohomology. Moreover we shall work with coefficients in some field R.
Let e 1,···,n := e 1 ×. . .×e n denote the product of the evaluation maps. Consider the following diagram:
❄ and let r:Ī µ (X ) → Z be the locally constant function taking value r onĪ µr (X ). Denote also by r the induced class in H 0 (Ī µ (X )).
is a Gromov-Witten cohomology class.
Moreover, define the following cohomological Gromov-Witten numbers in R:
These will frequently also be called Gromov-Witten invariants or (n+1)-point invariants. It will be convenient to interchange between the two formalisms in the following sections. We see that the Gromov-Witten classes and numbers determine each other by the following lemma whose proof is left to the reader.
1.5. Properties. We introduce a couple more notational conventions to describe those properties of Gromov-Witten invariants we will need. Definition 1.13. The orbifold degree of γ ∈ H * (Ī µr (X )) is given by
This defines a grading on the vector space H * (Ī µ (X )), called the orbifold grading.
Next, let X p −→ X denote the morphism to coarse moduli space X. For any β ∈ N + (X) and any D ∈ H 2 (X ) we write
where β is any class with p * (β ) = β.
When X is a smooth projective variety, the following properties are well known and follow from [6] . For X a smooth Deligne-Mumford stack as above, the properties are proven in [3, Sections 7, 8] .
For the remainder of this article, we focus only on g = 0 Gromov-Witten invariants of a fixed smooth Deligne-Mumford stack X . Thus, X and g will be suppressed in our notation. In genus zero Gromov-Witten theory, an important theorem is the WDVV equation, proven in the Deligne-Mumford stack context in [1] and [3] . To state it, consider the shorthand: for any finite index set I = {1, . . . , n}, and for any collection {δ i ∈ H * (Ī µ (X ))} i∈I we write
, and any finite collection {δ i ∈ H * (Ī µ (X ))} i∈I indexed by I, the following equation holds in H * (Ī µ (X )):
In terms of a fixed additive basis α 0 , . . . , α p of H * (Ī µ (X )) and corresponding matrix g ij as in lemma (1.12), the formulas can be expressed via Gromov-Witten numbers: for all γ 1 , γ 2 , γ 3 , γ 4 , the following equation holds in R:
2. Quantum cohomology. Let X be a smooth, proper Deligne-Mumford stack with projective coarse moduli scheme X. The treatment here is standard; however, we shall desire to view the small quantum cohomology ring as a full deformation of H * (Ī µ (X ), Q), so we shall make some convergence assumptions. Definition 2.1. X satisfies the convergence criterion if for each constant C ∈ Q, there are at most finitely many classes β ∈ N + (X) for which β c 1 (T X ) < C.
As an example, any Fano scheme satisfies the convergence criterion (see [9, Chapter 8] ).
Let X satisfy the convergence criterion, and let α 0 , · · · , α m be an additive basis for H * (Ī µ (X ), Q) where α 0 = 1 and α 1 , . . . , α p span H 2 (X , Q). Let Q[N + (X)] be the monoid algebra of N + (X) over Q. The algebra Q[N + (X)] has generators {q β } β∈N + (X) and relations {q β 1 · q β 2 − q β 1 +β 2 } β 1 ,β 2 .
Consider the Q-vector space given by
Definition 2.2. The small quantum cohomology ring is the vector space QH * sm (X ) with product given on the Q[N + (X)]-basis by
PROPOSITION 2.3. QH * (X ) is a commutative, associative ring with identity.
Proof. Associativity follows from the WDVV theorem (1.4). Commutativity is clear from the definition. That α 0 is the identity follows from lemma (1.12).
One checks that this ring doesn't depend on the choice of basis of H * (Ī µ (X ), Q). Note that by the convergence criterion, the sum over β in (2.2) is finite. In some treatments, the convergence criterion is avoided by including formal variables corresponding to β when defining the small quantum ring.
The ring QH * sm (X ) is regarded as a family of rings over Q[N + (X)]. We now describe the specializations. For any point λ ∈ Spec Q[N + (X)], write Q(λ) for the residue field at λ. Definition 2.4. The quantum ring at λ, denoted QH * λ (X ), is given by
Note that for each point λ, QH * λ (X ) ∼ = H * (Ī µ (X ), Q(λ)) as Q(λ)-vector spaces, but not necessarily as rings. Also, note that if0 denotes the closed point corresponding to the ideal q β β∈N + (X) , then QH * 0 (X ) is the orbifold cohomology or stringy cohomology ring usually denoted as H * orb (X ) as defined in [7] and [2] . Furthermore, if X ∼ = X is a smooth projective variety, then QH * 0 (X) ∼ = H * (X, Q) is the usual cohomology ring.
Reconstruction.
Suppose that X is a smooth, proper Deligne-Mumford stack satisfying the convergence criterion. The following is the main result of this article. 
where the x i are indeterminants, and φ sends x i → α i . If φ| Q(λ) denotes the induced morphism
The condition is then equivalent to the surjectivity of φ| Q(λ 0 ) . Regarding φ as a morphism of free O Spec Q[N + (X)] -modules, the locus where φ fails to be surjective is precisely Supp(coker φ), a closed subset since coker φ is a finitely generated module. Now φ| Q(λ) is surjective for all λ in a open subset of Spec Q[N + (X)], so φ| Q(η) is surjective where η is the generic point of Spec Q[N + (X)]. Note that N 1 (X) is a finitely generated free abelian group, so Spec Q[N + (X)] is integral. Thus QH * η (X ) is generated by untwisted divisor classes. Next, consider computing the genus zero n-point Gromov-Witten invariant 1 , . . . , n β (3.1) with i ∈ H * (Ī µ (X ), Q) and β ∈ N + (X). Regard the i as elements of H * (Ī µ (X ), Q(η)). All the properties of Gromov-Witten invariants from the previous sections apply to these classes as well. By linearity we may assume 
= terms with lower point invariants.
The untwisted divisor axiom applies to the first and third terms while the fourth term is calculated from an n-point invariant involving n . We shall induct on n and k i . Solving for the second term, the collection of the remaining terms on the right are determined by 3-point invariants via the inductive hypothesis. Denoting these terms by Γ(β 3 ), we obtain the following equation in Q(η).
Now multiply (3.3) by q β 3 and sum over all β 3 to obtain
Thus we have the following equality in Q(η):
The right side of (3.4) is determined inductively and is defined on some open set of Spec Q[N + (X)]. Hence it uniquely determines its coefficients on the left side: the desired Gromov-Witten invariants.
Remark 3.2. Note that even when QH * λ 0 (X ) is not generated by H 2 (X ), we may restrict the Gromov-Witten invariants considered by only pulling back classes from the subring generated by H 2 (X ). The theorem then reconstructs these invariants from the 3-point invariants. P(1, b) . Let X ∼ = P (1, b) . Recall the description of the rigidified cyclotomic inertia stack from Example 1.6: The small quantum cohomology of X is computed in [3, Section 9] and is given by
Example:
Hence for the rest of the section we simply write α := α 1 .
Remark 4.1. Note that in [3] , small quantum cohomology ring (denoted QH * (X )) is defined as a formal deformation of H * (Ī µ (X )) circumventing the need for any requirement on convergence of (2.2). Since X satisfies the convergence criterion, both rings are defined and QH * (X ) is recovered from QH * sm (X ) by completing with respect to the ideal generated by q. Now for any λ ∈ Q, we have
and one can check directly that for any λ = 0, QH * λ (X ) is generated by the untwisted divisor x = α b . Theorem (3.1) then applies. Since P (1, b) has Picard number 1 and X is Fano, i.e.,
the WDVV equation (3.2) has an especially simple form. For instance, consider computing an arbitrary degree 0, 4-point invariant on P(1, b):
Proceed as in the proof of reconstruction. Write
By linearity, we may rewrite the second and fourth terms above. For instance in the second term
This allows us to simplify (4.2) using explicit knowledge of the small quantum product. Since (4.1) yields
3)
The first term in (4.2) admits two cases. 
It is clear that we can iterate this process increasing the exponent of α k 4 +1 and decreasing the exponent of α k 2 −1 . Assuming we have chosen k 4 as the largest exponent and k 2 as the next largest, we may iterate exactly b − k 4 times. Then α k 4 +(b−k 4 ) = α b is the divisor class and we obtain the formula
Making different choices to apply the above algorithm gives other compuations similar to (4.4) . By averaging these computations we obtain a formula independent of the various choices made:
Similarly we obtain
Closed formulae for higher point invariants are more complicated, however the reconstruction theorem still gives an explicit algorithm for computing an arbitrary genus zero Gromov-Witten invariant on P (1, b) . This algorithm was implemented in Maple and the appendix contains complete calculations for small b. Remark 4.2. The genus zero Gromov-Witten invariants of more general weighted projective spaces are investigated by Mann [14] , and more recently by Coates, Corti, Lee and Tseng [8] .
A. P (1, b) computations. Let X ∼ = P (1, b) and let α 0 , α 1 , . . . , α b−1 , x be the additive basis of H * (Ī µ (X )) as in Section 4. Consider the shorthand N d (k 1 , . . . ,
Omitting invariants with an untwisted divisor, the following computations tabulate all nonzero n > 3 invariants for P (1, b), b = 1, . . . , 6. 
