In the past, a few researchers predicted the compressive strength of concrete from its ingredients by employing artificial neural network (ANN). Evaluation of the models with different performance metrics, such as correlation coefficient and errors of estimation, indicated that there was scope for improvement in the prediction performance of ANN. In this paper development of prediction models has been carried out for superior performance with two concepts: single ANN and modular ANN. Experimental data from literature have been utilised for the study. Better overall performance of the developed ANN models than reported in the literature was ascertained by higher correlation, less root mean square error and mean absolute error. The performance of the modular ANN concept was superior to that of single ANN concept for the present application.
Introduction
Concrete is a mixture of aggregates both coarse and fine which is held together in cement and water paste. Other ingredients can include silica flume, fly ash, superplasticisers or additives for enhanced properties in case of high performance concrete (HPC). The strength of concrete increases with increasing age owing to the progressive hydration of the cement and other binders. The compressive strength of concrete at any particular time is influenced by many factors including mix proportions, curing conditions and methods of mixing, transporting, placing and testing the concrete. The prediction of concrete strength assumes importance in the modernised concrete construction and engineering. It
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is useful for estimating the time for concrete form removal, re-shoring to slab, project scheduling and quality control (Lee, 2003) .
For prediction of the strength of concrete at various ages, the traditional approaches are based on maturity concept where the time and the temperature above datum temperature are primarily considered. Such models are available in form of equations with certain number of parameters, and these would have been developed on limited data. Thus any variation in the ingredients could result in erroneous predictions and would call for either new values of parameters or even new form of equation.
Artificial neural network (ANN) does not need a-priori definition of the relationship between the different variables but can function when sufficient input-output datasets are available. It is tolerant to a certain amount of noise in the input data and further can continuously re-train the new data, thereby amenable to adaptation too. ANN has been employed in various applications for dealing with problems involving incomplete or imprecise information and has been successfully utilised for modelling nonlinear relationships. Thus ANN would be a good tool for development of flexible and robust models for prediction of the mechanical properties of concrete like compressive strength from the inputs which may be the different ingredients and the age of concrete at time of testing.
Lee (2003) developed a suite of five ANN-s for prediction of compressive strength of concrete with varying curing times ranging from less than 24 hours to 28 days. They concluded that ANN-based model predicts better than traditional maturity method within the cylinder test data used in their study. It was reported that modular neural networks wherein different ANNs predict concrete strength at different ages of testing are more suitable rather than a single one for predicting the concrete strength for all ages. For best performance, advanced algorithms like weighting and condensation techniques were proposed for searching the best performance network among the five modular ones. Oztas et al. (2006) predicted the compressive strength and slump of high strength concrete with ANN. The various input variables employed included water-binder ratio, water content, fly ash ratio, silica flume ratio, and superplasticiser. From the good correlation and low error values from the testing performance they concluded that ANN could be efficiently employed for prediction of compressive strength and slump of high strength concrete. Topcu and Saridemir (2008) used experimental data from literature to predict 7 days, 28 days and 90 days strength of the concrete containing high lime and low lime fly-ash using ANN and fuzzy logic models and concluded that both the methods has potential for such applications. Rasa et al. (2009) demonstrated the capability of ANN in prediction of the properties of cement paste like density and compressive strength with inputs including water-cement ratio, cement content, silica flume content, superplasticiser, and cement type. Using experimental data they developed a model to predict the mechanical properties of cement paste from the constituent ingredients -a relationship extremely difficult to establish by analytical methods.
More recently, Rao and Rao (2012) employed ANN for prediction of compressive strength of concrete from inputs like water-binder ratio, aggregate-binder ratio, fly ash content, and the age of concrete at time of testing. They used 103 sets of their experimental data for training ANN which had four inputs, three to four neurons in each of the two hidden layers and an output. The performance was evaluated only by the correlation coefficient which was more than 0.8. It is possible that training of 40 odd parameters of the aforementioned ANN with 103 data sets could result in non-optimal training. Chou et al. (2014) employed various machine learning tools for estimation of the compressive strength of high performance concrete with data from literature. The data belonged to different geographical locations including Taiwan, Chile, Hong Kong, South Korea and Iran. The comparison of results showed that ensemble learning techniques were better than individual learning techniques when used to predict HPC compressive strength. They reported support vector machine (SVM) and ANN (Multi layer perceptron, MLP) as the two single best learning models. The stacking-based ensemble model composed of MLP/CART (classification and regression tree), SVM, and linear regression (LR) in the first level and SVM in the second level resulted in the best performance measures. In their work, Nazari and Sanjayan (2015) employed SVM for prediction of compressive strength of geo-polymers, cement-free eco-friendly construction materials. They concluded that imperialist competitive algorithm (ICOA) and genetic algorithm (GA) were more suitable to optimise parameters of SVM for predicting compressive strength of the considered geo-polymers. They further mentioned that ANN model was one of the simplest approaches which can be used with reasonable accuracy.
From the foregoing discussion, it is evident that as a nonlinear modelling tool, ANN is a strong contender for the prediction of concrete properties like compressive strength, density and slump from the inputs like water content, water-binder ratio, aggregatebinder ratio, cement content, pozzolona (fly ash or silica flume) percentage, and additives, if any. Of the studies available in literature, only in one study by Rao and Rao (2012) data from Indian location was utilised. Analysis of their report brought out certain limitations of their model. Though the correlation was higher than 0.8, the associated errors like the root mean square error (RMSE) of 11.27 MPa, the mean absolute error (MAE) of 9.14 MPa, the overestimation of 7.35 MPa and the underestimation of 20.81 MPa of their model indicated that further research aimed towards achieving better performing networks is required for the Indian concrete cube records. This may be attempted by employing different architectures and learning algorithms for training of ANN. Further, as indicated earlier, the training of the 40 odd parameters of the ANN of Rao and Rao (2012) model with 103 datasets could result in non-optimal testing performance. This can be remedied either by using a longer dataset for training or by employing a simpler ANN architecture. The objective of the present paper is to develop a better performing model based on ANN for prediction of compressive strength of concrete from Indian test records addressing the limitations as indicated above. For this purpose, the dataset reported by Rao and Rao (2012) would be used.
Data and methodology
The data for the present study was taken from literature (Rao and Rao, 2012) which reported tests performed in India with Indian concrete mix design. The concrete mixes were prepared with 53 grade ordinary Portland cement, crushed coarse aggregate, river sand as fine aggregate, fly ash of grade C and potable water. The standard cubes were cast and tested at 28 days and 90 days, following the prevalent Indian codes of practice. The aggregate-binder ratio, the water-binder ratio and the fly ash percentage in the concrete were varied to generate data over a wide spectrum. The concrete cubes were tested for the compressive strength at the ages of 28 days and 90 days. Further details of the experiments may be obtained from literature (Rao and Rao, 2012) .
The ANN is a soft computing tool that maps a set of input vector to the corresponding set of output vector in a nonlinear manner and without involving any a-priori assumption on the dependency structure between the input and output. An ANN is an interconnection of neurons arranged in three or more layers (Figure 1) , the input layer, the output layer, and one or more hidden layers in between, to ensure the nonlinearity in the process. The function of a typical neuron [ Figure 1(a) ] is to accept a weighted sum of inputs, add a bias term to it, pass the sum through a transfer function and send the product to subsequent neurons. Each neuron combines the received information and passes it on to the neurons in the next layer only if the strength of the combination is strong. Generally, a layered structure (multi-layered perceptron, MLP) is adopted, comprising of the input layer, one or more hidden layers and the output layer [ Figure 1 (b)] (Wasserman, 1993; Bose and Liang, 1998; Haykin, 2008) . ANN is thus an efficient tool to model complex nonlinear relationships between two or more variables, which maybe poorly defined or contain inherent noise. As brought out in literature, ANN would thus be a good tool to model the relationship of the variables: the age of concrete at testing, the aggregate-binder ratio, the water-binder ratio and the fly ash percentage in the concrete with the compressive strength. In this study feed-forward back propagation (FFBP) network trained with resilient propagation algorithm gave better performance with less computational demand, as compared to the other options like Levenberg-Marquardt algorithm. In the first part of the study, the inputs to the ANN were the age of concrete at testing, the aggregate-binder ratio, the water-binder ratio and the fly ash percentage in the concrete and the targeted output was the compressive strength of concrete. This is the approach adopted by Rao and Rao (2012) and is called the 'Single ANN Concept' henceforth. The entire record contained 146 sets of data. As was done by Rao and Rao (2012) , around 70% (103 nos.) were employed for training of the network and remaining (43 nos.) were used for testing or evaluation of the performance of the network earlier trained.
In the latter part of the study, the 'modular ANN concept' proposed by Lee (2003) was employed for getting the predictions of compressive strength as output from the inputs including the water-binder ratio, aggregate-binder ratio, and the fly ash percentage. Here, different modules are developed for prediction of the compressive strength of concrete at different ages, viz. 28 days ANN module and 90 days ANN module. In this case, the dataset was further limited as the total records for 28 days strength was 79 in number and records for 90 days strength was 67 in number. Hence, around 80% of the dataset (64 for 28 days ANN module and 54 for 90 days ANN module) was used for training and the rest (15 for 28 days ANN module and 13 for 90 days ANN module) for testing.
Instead of the architecture with two hidden layers as was adopted by Rao and Rao (2012) , and mentioned in some of the other literature, here a simple three layer architecture is proposed which has a single hidden layer. The number of neurons in the hidden layer is restricted for ensuring optimal as well as parsimonious training of the network. The number of neurons in the hidden layer is varied targeted towards getting optimum performance. This exercise is repeated multiple times with random distributions of the dataset into the training and testing sets thus establishing the robustness of the proposed modelling approach.
In this paper, the performance of the different ANN-s has been evaluated with measures like RMSE, mean absolute error (MAE), and correlation coefficient (R). The RMSE is an error index which is sensitive to the extreme values. MAE gives an estimate of the accuracy of prediction in the absolute scale. The correlation coefficient indicates the degree of linear association between the estimation and the observation and while being sensitive to outliers it is insensitive to proportional or additive differences. Further, the extent of overestimation and underestimation for either scheme was evaluated. The scatter plots of the measured and predicted compressive strength of concrete help visual evaluation of the accuracy of the models. Rao and Rao (2012) evaluated the performance of their model with correlation coefficient and normalised scatter plot. As this study is based on the same dataset, the performance of the proposed models, as evaluated with all the metrics and scatter plot, is compared to that of the model by Rao and Rao (2012) .
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Results and discussion
Input and target data characteristics
The data statistics for the targeted output, i.e. the compressive strength of concrete for the complete dataset, the 28 days strength and the 90 days strength are presented in Table 1 . Source: Rao and Rao (2012) For the total data (146 nos.) it is noted that the mean and the median of compressive strength of concrete are quite close with long tails on either side and a high variability as indicated by the coefficient of variation of 0.25. The mean and the median are closely spaced for the segregated data too. As expected, the values of the range, the standard deviation and the coefficient of variation all reduce when the dataset is segregated according to the age of concrete i.e. for 28 and 90 days strength. Source: Rao and Rao (2012) The input variables had discrete values and their frequency for the entire dataset is presented for the total dataset in Figure 2 . For example for 'age' there were 79 entries with 28 days strength and 67 entries with 90 days strength. Similarly for 'aggregatebinder ratio' there were 55, 54 and 37 entries having values of 1.50, 1.75 and 2.00 respectively and so on for the other input variables. The frequency distributions for the input data for the 28 days strength and the 90 days strength are presented in Figure 3 , which may be interpreted like Figure 2 . In all the cases, the input variables had non-uniform distribution as can be observed in the bar charts.
Training and testing data characteristics: single ANN concept
The statistics for the compressive strength of concrete in the different training and testing runs for the Single ANN concept are presented in Table 2 . The range, the standard deviation, and the coefficient of variation remained similar for all the training and the testing runs for the present study as well as that of Rao and Rao (2012) . However, the standard deviations in testing runs 2 and 3 as well as of Rao and Rao (2012) are higher than the respective training datasets. In case of testing run 3, it is noted that the coefficient of variation is around 30% higher than that of the training data. Additionally, the mean and the median values, which themselves were closely spaced, displayed variations between the training and the testing datasets. Instead of the listing of the data, the distribution of inputs including age of concrete, the water-binder ratio, the fly ash percentage, and water-binder ratio, in the training and testing data sets are presented in Figures 4 to 6 as pictorial representations of the variation in the input variables. This is provided for the few sample runs of the Single ANN concept in present study and that of Rao and Rao (2012) study as well. Source: Rao and Rao (2012) 
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The figures demonstrate that whereas the performance was evaluated by Rao and Rao (2012) for one particular distribution of the input data for training and testing (Figure 7 ), the present approach has been tested for five random and different input data distributions between training and testing sets (Figures 4 to 6 ).
Training and testing data characteristics: modular ANN concept
The statistics for the compressive strength of concrete in the different training and testing runs for the modular ANN concept are presented in Table 3 . The mean and the median values, which themselves were closely spaced, displayed variations between the training and the testing datasets. The range for the testing sets were in general similar or less than the training sets. The standard deviation and the coefficient of variation of the testing datasets were less than the training sets except Run 1 of the 90 days ANN module where they were almost 1.5 times higher in the testing set. As was done for the single ANN concept, the distribution of inputs including the waterbinder ratio, the fly ash percentage, and water-binder ratio, in the training and testing data sets are presented in Figures 8 to 11 as pictorial representations of the variation in the input variables. This is provided for the few sample runs for both the 28 days ANN module and the 90 days ANN module. The figures demonstrate that in the modular ANN concept also, the networks have been evaluated for three random and different input data distributions between training and testing sets for both 28 days module (Figures 8 and 9 ) and 90 days module (Figures 10 and 11 ). 
Network performance: single ANN concept
As discussed earlier, the input datasets were randomly distributed into training (70%) and testing (30%) sets and the ANN was trained and tested. The performance was evaluated quantitatively in terms of the correlation, the RMSE, MAE, over and under estimations. The scatter plot gave a pictorial representation of the performance of the network. This exercise was repeated multiple times and the results of five such runs are reproduced in Table 4 . The performance reported by Rao and Rao (2012) is presented alongside for comparison. It may be noted that the number of training datasets (103) and number of testing datasets (43) in the present study and that of Rao and Rao (2012) are same. Rao and Rao (2012) From Table 4 , it can be clearly seen that along with improvement in the correlation coefficient from 0.8 (Rao and Rao, 2012) to more than 0.9 (the present study), the error measures (RMSE and MAE) have been brought down to less than half of the values achieved in the networks reported by Rao and Rao (2012) . The overestimation in the present models is slightly higher (up to 1.5 times) than the Rao and Rao (2012) model but the underestimation in the former have again been brought down to less than half of that of the latter. Thus, overall performance of the models presented in this study is definitely superior to that of the model reported in literature (Rao and Rao, 2012) . Even in run 3, where the coefficient of variation of the testing data is 30% higher than the training data (Table 2 ) the superior performance is observed and it is concluded that these models would be robust to variations in the data. The number of neurons in the hidden layer was typically three. The statistics of the ANN predictions of compressive strength for the different testing runs and the corresponding experimental observations are presented in Table 5 . It can be noted from the table that the ranges have, in general, reduced in the ANN predictions except for run 4, in which the coefficient of variation also increased over the one of the experimental data. Otherwise, the coefficient of variation is less in the ANN predictions indicating less variation in the results. In the work by Rao and Rao (2012) the range, the mean, the median, and the standard deviation reduced while the coefficient of variation increased in case of ANN indicating higher variation in the predictions. Now when the mean and median are compared, it is found in the present study that they are quite close for the experimental data and the ANN predictions. However, the results by Rao and Rao (2012) show that the ANN predictions have mean and median around 80% of that of the corresponding experimental records. This is another improvement over the model reported by Rao and Rao (2012) . The pictorial representation of the accuracy of ANN predictions are presented in Figure 12 for few sample runs of the present study and Figure 13 for Rao and Rao (2012) . Rao and Rao (2012) From the scatter plots it can be seen that the ANN models from the present study have less scatter as compared to that of Rao and Rao (2012) . It is further brought out that the Rao and Rao (2012) model grossly underestimates the compressive strength of concrete. This corroborates the earlier finding of 20% lower values of the mean and median of the predictions and the high maximum underestimation of around 40% of the value of mean compressive strength of concrete. The overall superior performance of the presently developed models over the models reported by Rao and Rao (2012) could be due to choice of a simpler architecture with optimal degrees of freedom. In the study by Rao and Rao (2012) training of 40 odd parameters had to be performed with 103 datasets, which could have lead to sub-optimal training. Adoption of a simpler architecture resulted in reduction of the number of training parameters to less than half and thus improved the performance of the ANN in prediction. Source: Rao and Rao (2012) From the fact that the performance was comparable for all the five sample runs in the present method, it is concluded that in addition to being of a simpler architecture, the proposed approach was robust to the variations in the input data distributions too.
Network performance: modular ANN concept
As discussed earlier, Lee (2003) proposed using different ANNs for prediction of the compressive strength of concrete at different ages. It is observed that the concrete strength data in the present study belonged typically to concrete at ages of 28 days and 90 days. There were 79 datasets for 28 days' strength and 67 datasets for 90 days' strength. This puts a severe limitation on the possible network architectures for optimal training. Still, it was felt worthwhile to try out the 'modular ANN' concept and explore whether further improvement in the prediction of the compressive strength of concrete over 'single ANN' concept can be effected. As before, a three-layered FFBP network trained with resilient propagation algorithm was employed for prediction of the compressive strength of concrete for a particular age. Thus, two different ANN modules were developed for the concrete age of 28 days and 90 days respectively. In this part of the study, the input datasets were randomly distributed into training (80%) and testing (20%) sets and the ANN was trained and tested. The ratio of datasets in training and testing phases was modified from earlier to increase the number of datasets available for training. The limitation in the exercise was that the testing datasets were reduced to 15 for 28 days strength and 13 for 90 days strength. This could be addressed partially by distribution of the entire dataset (for a particular age of concrete) randomly into training and testing sets multiple times and evaluating the overall performance, as was performed for the earlier 'Single ANN' concept.
The performance was evaluated quantitatively in terms of the correlation, the RMSE, MAE, over and under estimations. This exercise was repeated multiple times and the results of three such runs are reproduced in Table 6 separately for the two modules: 28 days ANN module and 90 days ANN module. From comparison of Tables 4 and 6 , it can be clearly seen that while the correlation are similar for both the single ANN models (Table 4) and modular ANN models (Table 6) , the error measures (RMSE and MAE) have been brought down in the latter from the single ANN models reported in the earlier section. The overestimation and the underestimation in the modular ANN are also less than the single ANN. Thus, overall performance of the modular ANN models are better as compared to the single ANN models even with the datasets available for training being brought down from 103 for the single ANN to 64 (28 days ANN module) and 54 for the (90 days ANN module). There is a possibility that with the availability of more numbers of experimental datasets for training of the modular ANN-s, the performance might be further improved. In this case, the number of neurons in the hidden layer was typically two.
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The statistics of the ANN predictions of compressive strength for the different runs and the corresponding experimental observations for the modular networks are presented in Table 7 . It can be observed in the table that the mean for the experimental results and the ANN predictions are quite close whereas the median, the standard deviation, the coefficient of variation all show some fluctuations between the two sets. This could possibly be because of the limited number of data (15 for the 28 days ANN module and 13 for the 90 days ANN module) in the testing sets. From the same considerations, the range of the data in experimental and ANN prediction are seen to be somewhat different, though in general there is very good matching of the ANN predictions with the experimental observations as was seen from the performance measures presented in Table 6 . The pictorial representation of the accuracy of ANN predictions is presented in Figure 14 and 15 for the few sample runs each for the 28 days ANN module and the 90 days ANN module. From the scatter plots in Figure 14 and 15 it can be observed that the scatter in the modular ANN models is quite low. Comparison of Figure 12 pertaining to the single ANN models and Figures 14 and 15 pertaining to the modular ANN models indicate that the scatter has been further reduced in the latter. The better performance of the modular ANN might be explained as follows. The relationship between the ingredients of concrete and its strength at a particular age is complex and nonlinear. This is the case of the modular ANN wherein this complexity was handled by the ANN. Further, different components of the cement and binders hydrate at their typical rates and thus their contribution to the overall concrete strength varies nonlinearly over time. In case of the single ANN where age of concrete was one input, the network had to model this additional temporal nonlinearity. However, there were data pertaining to two ages, namely, 28 days and 90 days. Possibly due to this data constraint, the ANN could not properly capture the age related nonlinearity in the prediction model. Hence, the single ANN had poorer performance when compared to the modular ANN. From the fact that the performance was comparable for all the three sample runs for both the 28 days module and the 90 days module it is concluded that even with the limitation imposed on network architecture by the reduced datasets the modular ANN concept proposed by Lee (2003) is very effective in the present study. The development of strength in concrete with age (viz. 28 days, 90 days, etc.) happens due to the extended hydration of the cement and pozzolona in the concrete, the process being highly nonlinear with time and the relative proportions of the various ingredients. Possibly due to this, the ANN models developed targeted towards prediction of concrete strength at a single age performed better. Over the years, several studies by different researchers strongly indicated the potential of soft computing tools like ANN for prediction of the properties of concrete like the compressive strength, slump, and density from the inputs like the various ingredients and ratios of mix design at different ages of concrete. One study conducted with results of experiments with concrete cubes prepared in India with Indian materials and according to the Indian codes of practice was reported by Rao and Rao (2012) . To overcome certain limitations of their study, the present paper proposed a simpler ANN architecture and further demonstrated the robustness of the approach by presenting the results of multiple runs in which the complete data was divided randomly into training and testing sets. For this purpose, the experimental results reported in literature (Rao and Rao, 2012) were utilised. Two different approaches have been explored, namely, single ANN concept in which a single ANN predicts compressive strength of concrete for all ages and modular ANN concept in which different ANNs predict the compressive strength of concrete at different ages. The following are the conclusions drawn from the study:
Complex ANN architecture when trained with limited data may result in sub-optimal training.
A three-layered ANN could be employed for reasonably accurate prediction of the compressive strength of concrete from the inputs like the age of concrete, water to binder ratio, aggregate to binder ratio and percent fly ash.
Using the same dataset and same number of data in training and testing sets, the performance obtained from all the five single ANN models presented in this study gave an overall performance, which was much superior to the model by Rao and Rao (2012) . The correlation (~ 0.9) was higher and the errors like RMSE, MAE, and underestimation in all the models in the present study were lower than those of the model by Rao and Rao (2012) though the overestimation in the present study was slightly on higher side.
The results by Rao and Rao (2012) showed that the ANN predictions had mean and median around 80% of that of the corresponding experimental records. In the present study, the mean and median of the output of ANN while testing matched very well with those of the experimental results thus making the proposed models better compared to Rao and Rao (2012) .
Modular ANN concept proposed by Lee (2003) was found very beneficial in getting more accurate predictions of the compressive strength of concrete in the latter part of the study.
The performance of both the 28 days ANN module and the 90 days ANN module was better and more accurate as compared to the performance of the single ANN models presented in the earlier part of the study. The errors were less and the scatter was less for the modular ANNs.
The approach proposed here is robust to the variations in the distribution of the input variables as was demonstrated by multiple runs, each with different random combinations of the input data.
