Motivation: Protein complexes are one of the keys to studying the behavior of a cell system. Many biological functions are carried out by protein complexes. During the past decade, the main strategy used to identify protein complexes from high-throughput network data has been to extract near-cliques or highly dense subgraphs from a single protein-protein interaction (PPI) network. Although experimental PPI data have increased significantly over recent years, most PPI networks still have many false positive interactions and false negative edge loss due to the limitations of high-throughput experiments. In particular, the false negative errors restrict the search space of such conventional protein complex identification approaches. Thus, it has become one of the most challenging tasks in systems biology to automatically identify protein complexes. Results: In this study, we propose a new algorithm, NEOComplex (NECC-and Ortholog-based Complex identification by multiple network alignment), which integrates functional orthology information that can be obtained from different types of multiple network alignment (MNA) approaches to expand the search space of protein complex detection. As part of our approach, we also define a new edge clustering coefficient (NECC) to assign weights to interaction edges in PPI networks so that protein complexes can be identified more accurately. The NECC is based on the intuition that there is functional information captured in the common neighbors of the common neighbors as well. Our results show that our algorithm outperforms well-known protein complex identification tools in a balance between precision and recall on three eukaryotic species: human, yeast, and fly. As a result of MNAs of the species, the proposed approach can tolerate edge loss in PPI networks and even discover sparse protein complexes which have traditionally been a challenge to predict.
Introduction
Understanding mechanisms underlying protein complexes is one of the keys to revealing the behavior of a cell system. Protein complexes are important functional units to biological processes within a living cell. Most proteins cooperate with their protein interaction partners and form a complex to perform their biological function.
To detect protein complexes, several experimental methods have been proposed. The Tandem Affinity Purification with mass spectrometry (TAP-MS) (Rigaut et al., 1999) is one of the most preferred experimental methods to detect protein complexes. In brief, TAP-MS adds a designed TAP tag on the C-terminal of a target protein and uses beads coated with antibodies or other proteins which can bind with the tag to catch the target protein and all other proteins which are binding with the target protein. Note that these experimental approaches produce high-throughput protein-protein interaction (PPI) data, but they actually result in false positives and false negatives in protein complex detection (Berger et al., 2013) due to the designed TAP tags (Xu et al., 2010) and multiple washing in the purification steps (Li et al., 2010) . Luminescence-based mammalian interactome mapping is another popular method to detect interaction between proteins (Blasche and Koegl, 2013) , but it has a similar disadvantage that proteins are linked to Renilla luciferase and affinity tags. The cell lysis step also causes the disruption of weak and transient PPIs (Sahni et al., 2015; Snider et al., 2015; Taipale et al., 2014) .
On the other hand, genome-scale PPI data are currently available through high-throughput methods such as yeast-two-hybrid. With the increasing amount of PPI data, automatically identifying protein complexes from PPI networks has become an efficient way to achieve the objectives of this study during the past decade. Many approaches have been developed to discover protein complexes, such as MCL (van Dongen, 2000) , MCODE (Bader and Hogue, 2003) , RNSC (King et al., 2004) , DPClus (Altaf-UI- Amin et al., 2006) , CFinder (Adamcsek et al., 2006) , PCP (Chua et al., 2008) , CMC (Liu et al., 2009) , COACH (Wu et al., 2009) , ClusterONE (Nepusz et al., 2012) and WPNCA (Peng et al., 2014) . All in all, these tools aim to extract from a single PPI network near-cliques or highly connected clusters, which may have the potential to be considered protein complexes. However, as mentioned earlier, most existing PPI networks have errors and missing interactions.
Therefore, other methodologies have provided different kinds of information, such as gene expression data (Maraziotis et al., 2007; Ulitsky and Shamir, 2007) , structural interface data of protein domains (Jung et al., 2010; Singh et al., 2010) and functional annotation (Cho et al., 2007 (Cho et al., , 2015 Li et al., 2007; Zhang et al., 2006) . The extra information might help search for protein complexes, but they require wet lab experiments. Also, the functional annotations of proteins may be unverified or outdated. In addition, machine learning techniques have been proposed based on topological properties of protein complexes to solve this problem (Qi et al., 2008) , but they require training data. Readers may refer to Li et al.'s (2010) survey for further details of these proposed approaches.
As more and more PPI data from different species have been obtained, a few studies have begun to use cross-species comparison to reveal conserved protein complexes (Davis et al., 2015; Dost et al., 2007; Hirsh and Sharan, 2006; Sharan et al., 2004) . Sharan et al. defined a complete node-and edge-weighted (pairwise) orthology graph, in which each node contains two proteins from different species, and it is weighted by the sequence similarity between these two proteins. Each edge is weighted by the weights of the two interactions within every PPI network of the two species. Then they used a probabilistic model to define the likelihood ratio score of each subgraph in the orthology graph and utilized a bottom-up seedand-extension approach to search for potential conserved protein complexes (Hirsh and Sharan, 2006; Sharan et al., 2004) . Later, Dost et al. (2007) developed a tool for querying similar subgraphs between PPI networks, called QNet. They considered both node and edge similarity as well as the penalty score for node insertion and deletion to define the similarity between two subgraphs. Then, QNet employed a color coding algorithm to perform tree queries in a bounded-treewidth graph. In their computational experiments, they obtained conserved complexes by querying known yeast protein complexes against the PPI network of fly. Dutkowski and Tiuryn (2007) exploited evolution-based PPI network alignment techniques to detect conserved functional modules across multiple species. They first clustered all the proteins from different species based on pairwise sequence similarity such that the proteins in each cluster are assumed to have an evolutionary relationship. Then, the conserved protein complexes were identified based on edge weights in a conserved PPI network, in which edge weights are defined under the duplication model and speciation mode of the PPI network. Recently, Davis et al. (2015) utilized canonical correlation analysis to analyze the relationships between topological features and biological function in PPI networks, and clustered functionally conserved proteins between different species.
In summary, these previous studies used network alignment or orthology information between different species to detect conserved complexes only. However, they found only functionally similar components between PPI networks of different species (Cho et al., 2016) . Moreover, network alignment approaches typically focus on clustering similar proteins across species, whereas solving the protein complex identification problem requires clustering proteins with high connectivity in the same species.
On the other hand, there are three significant challenges in protein complex identification. First, as mentioned, PPI networks may have many false positive interactions and false negative edge loss due to the limitations of high-throughput experiments, which result in the restricted search space of topology-based approaches because edge connectivity information is critical to such methods. Second, PPI networks could have gene duplication and interaction rewiring in the evolution process. More precisely, once gene duplication has occurred, the duplicated genes could have functional divergence due to sequence mutations, which may change the structure of the interface between interacting proteins (Zhao et al., 2014) . Moreover, interaction rewiring could also cause corresponding proteins to lose original interactions or make new interactions with other proteins (Arabidopsis Interactome Mapping Consortium, 2011; Berg et al., 2004; Wagner, 2001) . These evolutionary events may lead to distinct topology and a different number of constituent proteins in two functionally similar protein complexes from different species. To accurately determine protein complexes from topology-based PPI network alignment techniques is thus difficult.
Another problem which needs to be addressed is that the subunits of a heteromultimeric complex may not have similar sequences and functions. Therefore, sequence-only-based approaches have difficulty detecting such protein complexes.
Nevertheless, the aforementioned previous work shows that cross-species orthology information can enhance protein complex identification. For this reason, the aim of this study is to better address this challenging problem in a more principled and comprehensive way by utilizing functional orthology information across multiple species to expand the search space of protein complex identification and compensate for the false negative edge loss in PPI networks.
Unlike most of the previous protein complex identification approaches which searched for protein complexes in a single PPI network or aligned only conserved protein complexes across species, our algorithm, NEOComplex, provides a seed-and-extension approach for identifying protein complexes by appending MNAs. More importantly, the proposed algorithm discovers some biological examples that cannot be found by conventional complex identification tools. Precisely, this evidence, such as the Mob1p-Dbf2p kinase complex of human, the chaperonin containing TCP-1:oligomeric protein prefoldin (CCT:PFD) complex of yeast, and the tubulin complex of fly, derived from our computational experiment across the three species, have very low density. Furthermore, the proposed algorithm identifies the protein complexes even if the sequence similarity between the subunits in these complexes is nonobvious. Finally, we show that NEOComplex outperforms five popular complex identification tools on three species: human, yeast and fly. It is expected that approaches such as ours, which employ sequence and local topology through seed-and-extension, will expand protein complex identification as network data continues to grow.
Methods
We first find local clusters through seed-and-extension in a single PPI network and then pursue the intuition that by combing orthology information of each protein in these clusters across multiple species, the algorithm can compensate for missing PPIs and be tolerant to the effects of noise in PPI data. To achieve this goal, we also designed a new edge clustering coefficient (NECC) and apply this measure to orthology relationships which are incorporated into MNA.
New edge clustering coefficient
In order to better quantify the connectivity between two nodes, we present a new edge clustering coefficient (NECC) in this study. As the clustering coefficient of a node cannot indicate how its neighbors are interconnected (Soffer and V azquez, 2005) , Wang et al. (2012) and Peng et al. (2014) introduced the ECC to predict essential proteins and protein complexes. For each edge, they attempted to measure the closeness between its two end nodes as well as the entire neighborhood of the nodes.
where a PPI network is represented by an undirected graph G ¼ ðV; EÞ, and each node v 2 V represents a protein and each edge ðu; vÞ 2 E represents an interaction between nodes u and v. Z u;v is defined to be the set of all common neighbors of u and v. The degree of node u is denoted by d(u).
To characterize in-depth connectivity among the neighborhoods of the common neighbors of two adjacent nodes u and v, we introduce the following NECC. The main idea is to estimate the neighborhood connectivity of u and v in a more hierarchical way. Precisely, we further look at the common neighbors of the common neighbors of the two adjacent nodes. The NECC is defined as follows:
where
Obviously, NECC considers more widely the connectivity of the entire neighborhood of two adjacent nodes and may better determine whether a protein belongs to a complex. Based on such an NECC measure, we identify protein complexes in a given center species by using a seed-and-extension approach and combine this with the functional orthology clusters derived by MNA across other species. We remark that there have been several other mechanisms for describing local connectivity. For example, the edge-GDV (Graphlet Degree Vector) centrality (Solava et al., 2012) clusters edges based on the similarity of edge-GDV, where edge-GDV illustrates the topological feature of the involving neighborhood of an edge (Milenkovi c and Przulj, 2008; Milenkovi c et al., 2010) . Solava et al. (2012) showed that edge-GDV is a sensitive measure of the topological similarity of edges, and the proteins clustered through edge-GDV centrality have more closely related functions. In this study, we alternatively used NECC to cluster proteins due to its emphasis on the connectivity between their neighborhoods.
Weighted edge density
To ensure the high quality of our candidate complexes, we extend the definition of edge density defined by Coleman and More (1983) and redefined weighted edge density. We use weighted edge density to remove the proteins that have a weak connection with the other proteins in a candidate complex. Given a graph G ¼ ðV; EÞ; v 2 V; e 2 E, the weighted edge density is defined as follows:
where w(e) is the NECC weight of edge e.
Functional orthologs
Any kind of orthology relationship between different species can be used in NEOComplex. However, a series of studies used network alignment to construct the orthology relationship and find conserved patterns or pathways between PPI networks of different species (Kelly et al., 2003; Sharan et al., 2004) . In this study, we employed one of the popular MNA methods, IsoRankN (Liao et al., 2009) , to construct the functional orthology relationship between proteins of multiple species. IsoRankN builds up an MNA by using the Personalized PageRank algorithm to do the local partitioning of the functional similarity graph constructed by the IsoRank algorithm (Singh et al., 2008) ; it has been demonstrated that IsoRankN outperforms other existing global network alignment algorithms in coverage and consistency on multiple species. Also, IsoRankN is error tolerant, computationally efficient and can provide many-to-many functional similarity relationships between proteins in different species. In the Supplementary Material, we compare IsoRankN with several recent MNA tools and show the advantages of IsoRankN over them. Here, we note that the MNA tools cannot successfully derive protein complexes on their own because they consider functionally conserved clusters only as opposed to protein complex identification approaches.
Redundant complex filtering
We use the overlapping score OS(A, B) to measure the similarity of two protein complexes A, B and remove redundant predicted complexes. If the OS score of two protein complexes is larger than a given threshold, the complex with the lower weight edge density is eliminated. The definition of OS(A, B) is as follows:
where jV A j and jV B j are the protein numbers of a predicted complex A and a known complex B, respectively, and jV A \ V B j is the number of common proteins between complex A and complex B. Notably, the OS score has been used in many previous studies (Bader and Hogue, 2003; Jung et al., 2010; Li et al., 2008; Peng et al., 2014; Wu et al., 2009 ) to determine whether a predicted complex matches a known complex. Typically, if the OSðA; BÞ ! 0:2, A and B are considered to be matched. We count only those proteins that belong to at least one known complex in each output cluster.
Main algorithm
Our algorithm, NEOComplex, proceeds in the following steps:
1. For every protein v in a chosen species, order the neighbors of v by the NECC weight of the edge between v and its neighbors. 2. Let each protein be a seed. Insert one neighbor of the seed protein at a time into a set from the neighborhood with the highest NECC weight. Then, repeat to add neighbors of the neighbor, if needed, with the currently highest NECC, until the weighted edge density of the complex is lower than the threshold (i.e. denðGÞ < 0:009 3. After the extension step, such a complex is considered a candidate complex (called a NECC complex). 4. Collect all candidate complexes and filter out the highly overlapping candidate complexes and the candidate complexes with less than three member proteins. 5. For each of the target NECC complexes, include the previouslydetermined functional orthologs of all the proteins in the complex from the other species as a cluster. Consider those proteins which are included by a functional orthology relationship from the other species to be orthology complexes. For each orthology complex, calculate NECC pairwisely for those protein pairs which do not have an edge in their PPI network and add an edge between a protein pair if the NECC weight between them is non-zero. Finally, remove the proteins that do not have any edge in the orthology complexes. 6. Output complex clusters, where each cluster contains one NECC complex and several orthology complexes (as shown in Fig. 1 ).
Performance comparison
We compared the performance of NEOComplex against five protein complex identification approaches: MCL (van Dongen, 2000) , MCODE (Bader and Hogue, 2003) , CMC (Liu et al., 2009) , COACH (Wu et al., 2009) and ClusterONE (Nepusz et al., 2012) . Prior work: Basically, these approaches can be divided into two categories: local clustering of a single PPI network: MCL, MCODE and ClusterONE, and searching for clique-based complexes in a single PPI network: CMC and COACH. MCL (Markov Clustering) is a classic graph clustering algorithm which applied two operators, expansion and inflation, on an adjacency matrix to simulate random walks within the graph. The expansion operator was in charge of extending the distance of random walks. The inflation operator then changed the probabilities for all the walks in the graph, which increased the probabilities of intra-cluster walks and reduced the probabilities of inter-cluster walks. Finally, iterative expansion and inflation separated the graph into many different segments. MCODE is a seed-and-extension approach, which initially assigned every node a weight, based on their local neighborhood densities. Then, it chose the nodes with high weights as seed nodes to form initial clusters and expanded these clusters by outward traversing from the seeds. Finally, MCODE filtered out the non-dense subgraphs and outputted overlapping complexes. On the other hand, CMC, a maximal-clique-based algorithm proposed by Liu et al. (2009) identified protein complexes from a single PPI network. First, CMC applied a maximal clique mining algorithm (Tomita et al., 2006) to obtain all maximal cliques. CMC then weighed all the interactions based on a reliability measure (Liu et al., 2008) and ranked each clique with its weighted density. In the last step, for any two highly overlapping cliques, CMC either merged the two cliques into one or removed the one that had lower weighted density depending on its inter-connectivity. COACH (Wu et al., 2009 ) also detected protein complexes based on finding cliques or highly dense subgraphs. Moreover, it considered the core-attachment structure of protein complexes to provide insights into the inherent organization of protein complexes. Recently, ClusterOne (Nepusz et al., 2012) , which is most similar to local clustering, is one of the state-of-the-art protein complex identification algorithms. Nepusz et al. (2012) defined a cohesiveness score for a group of proteins based on two properties of a subgraph representing a protein complex: (1) the subgraph should have many reliable interactions between its subunits, and (2) it should be well separated from the rest of the graph. Also, a penalty term was defined to model the uncertainty in the data by assuming the existence of undiscovered interactions in the PPI network. Finally, they used a greedy seed-and-extension procedure to generate predicted protein complexes.
We refer to the previous studies (Brohee and van Helden, 2006; Liu et al., 2009; Nepusz et al., 2012; Wu et al., 2009 ) and follow their recommended settings. A list of the parameter settings used in our experiments is as follows. For MCL, we set inflation to 3.0. For MCODE, we set node score percentage to 0, depth to 100 and percentage for complex fluffing to 0.3 (Brohee and van Helden, 2006) . For CMC, we set the number of iterations to 1, filter method to Adjusted CD-distance, filter min score to 0, add method to Adjusted Fig. 1 . An example illustrating one of the output clusters derived by NEOComplex: each output cluster contains one NECC complex extracted from a single PPI network (e.g. the PPI network of human) based on NECC and may derive additional orthology complexes across other species (e.g. from yeast and fly) based on the orthology information of the proteins in the NECC complex CD-distance, add min score to 0, min size to 3, overlap threshold to 0.5 and merge threshold to 0.15 (Liu et al., 2009) . For COACH, we used the recommended setting. For ClusterONE, we used the recommended parameter setting and set density threshold to 0.6, merging threshold to 0.8, and penalty value of each node to 2 (Nepusz et al., 2012) .
Results
Here, we introduce the evaluation method and compare NEOComplex against the five well-known complex identification approaches. We demonstrate that our predicted complexes match with the reference set and the algorithm achieves the best balance in precision and sensitivity. Moreover, we show that MNA is capable of tolerating the edge loss of PPI networks and discovering very sparse complexes that have missing interactions in PPI networks. Note that we did not compare NEOComplex against the previous approaches for cross-species comparison because these studies focused on finding only conserved protein complexes between species rather than all possible protein complexes. Our goal is to use network similarity to expand the list of complexes.
Datasets
We carried out all the experiments on three eukaryotic PPI networks: Homo sapiens (human), Saccharomyces cerevisiae (yeast) and Drosophila melanogaster (fly). For human, the PPI network was constructed by combining the data from HPRD ( 
Reference sets
For the purpose of evaluating the predicted protein complexes, we used the protein complexes catalog compiled by Vinayagam et al. (2013) . The catalog was divided into two parts: one was extracted from the literature and the other was predicted by their approach. Here, we used only the former to compile our reference set due to the high confidence interactions. In particular, for human, they used the data collected from the Comprehensive Resource of Mammalian protein complexes (CORUM) (Ruepp et al., 2008) , and protein complexes were annotated by GO (Ashburner et al., 2000) , Proteins Interacting in the Nucleus database (PINdb) (Luc and Tempst, 2004) and KEGG modules (Kanehisa et al., 2012) . For yeast, the data source came from the Wodak database (CYC2008) (Pu et al., 2009) , PINdb and GO complexes. For fly, they used GO complexes and 556 protein complexes identified by the affinity purification mass spectrometry pull-down study (AP-MS) in Guruharsha et al. (2011) . There were 3638, 2173 and 3077 protein complexes for human, yeast and fly, respectively. We further eliminated those proteins that are not in our PPI networks. Moreover, complexes that contained at most two proteins were ignored. Consequently, there were a total of 2351, 1278 and 1637 protein complexes in the reference sets of human, yeast and fly, respectively.
Quality of complex identification
To formally evaluate the quality of our predicted results, we calculated two statistic measures which are widely used in the literature: precision and recall. Precision is the fraction of the number of the predicted complexes that match at least one known complex over the total number of all predicted complexes. On the other hand, recall is the fraction of the known complexes that match at least one predicted complex among all known complexes. The F-measure is the harmonic mean of precision and recall and shows the overall performance of a predicted result. The definition of F-measure is as follows:
As mentioned in Section 2, we used the overlapping score (OS) to determine the correctness of our predicted complexes. Note that a predicted complex is defined to be matched with a known complex if the OS score between them is not <0.2. Moreover, for each predicted complex, we only count its best match with the highest OS score in our experimental results.
Performance comparison result
We compared the performance of NEOComplex against the five protein complex identification approaches (see Section 2.6). For our algorithm, we found that the best value for the threshold of weighted edge density through experimental observation was 0.009. Similar to many previous studies, we set the OS threshold to 0.2 to determine whether two complexes are matched or not. For IsoRankN, since the topology of protein complex could be rewired between species, we set alpha to 0.2 to reduce the effect of topology, and set K to 3. Table 1 shows the comparison results in the PPI networks of the three species. The results demonstrate that NEOComplex outperforms the other approaches in F-measure in all cases. In particular, the performance of NEOComplex is stable in the PPI network of each species. This demonstrates that our algorithm has the best balance between precision and recall. More precisely, as shown in Table 1 , MCODE and MCL have good precision in yeast (and MCODE also has good precision in fly); however, their recall is very low due to the fact that the number of their total output complexes is small. The number of our output complexes is at least 42 and 5 times larger than that of MCODE's complexes in yeast and fly, respectively (777 versus 18 for yeast, and 483 versus 90 for fly). The number of our output complexes for yeast is 16 times as large as MCL's (777 versus 46). Moreover, although ClusterONE has better precision than NEOComplex for the three species, its recall is relatively smaller (0.26 versus 0.47 for human, 0.28 versus 0.41 for yeast and 0.19 versus 0.29 for fly). The number of our output complexes is at least twice as large as that of ClusterONE's complexes for every species (1154 versus 495 for human, 777 versus 259 for yeast and 483 versus 224 for fly). On the other hand, CMC and COACH generated a large set of predicted complexes, and thus have better results in #Matched complexes, i.e. more predicted complexes that match a known complex. However, NEOComplex actually has similar performance in the number of matched known complexes (see Column 4 in Table 1 ), though it generally has higher F-measure than that of CMC and COACH.
As shown in Table 1 , ClusterONE has good precision in the three species. Note that, like our algorithm, ClusterONE performed a greedy seed-and-extension approach to generating predicted protein complexes. The difference between these two seed-and-extension algorithms is how to quantify the within-connectivity of a protein complex. ClusterONE used a cohesiveness score to describe how likely a cluster of proteins is a complex (Nepusz et al., 2012) . In contrast, in this study, we developed NECC to measure the closeness between two proteins, i.e. the weight of their PPI edge. Moreover, we incorporated orthology information into protein complex identification by appending network alignments across multiple species. We have further compared with ClusterONE in the Supplementary Material.
Robustness and error-tolerance
Due to many false negatives in most PPI networks, we further verify the error tolerance of NEOComplex to PPI edge loss. For this purpose, we randomly removed the PPI edges from our test yeast network (with 6194 nodes and 74 852 edges) to create four simulated yeast networks, and evaluated the performance of NEOComplex on them (Liu et al., 2009) . The current edge density of the test yeast network is 0.0039. We reduced the edge number from 74 852 to 65 211, 55 621, 46 031 and 38 400 to uniformly decrease the edge density of the yeast network from 0.0039 to 0.0034, 0.0029, 0.0024 and 0.002, respectively. Note that the value of the lowest edge density, 0.002, is the same as the edge density of the yeast PPI network in highly reliable Krogan dataset (Krogan et al., 2006) . Another highly confident PPI datasets such as Gavin et al. (2006) and Collins (2007) have larger edge density though. Figure 2 shows that the performance of NEOComplex remains stable in F-measure for the four simulated yeast networks. Specifically, in comparison with the performance of the other approaches conducted in the simulated yeast network with the lowest edge density, the F-measure of NEOComplex is 0.31, while MCL, CMC, COACH and ClusterONE derived relatively lower Fmeasure: 0.03, 0.18, 0.19 and 0.24, respectively. Note that MCODE output only eight complexes in this experiment. These tools cannot perform as they did because the edge connectivity information is critical to them. NEOComplex utilized functional orthology information and can tolerate the effects of missing interactions in PPI data. More precisely, for the simulated yeast network with edge density equal to 0.002, 22% (143/641) of total output complexes, 25% (58/233) of matched complexes and 35% (119/343) of matched known complexes are contributed by orthology complexes in our result. We will discuss more benefits derived by the orthology complexes in the next section.
Orthology complexes
Our other contribution is that we demonstrate that there are some predicted complexes that cannot be revealed by other conventional approaches due to false negative edge loss in PPI networks. We call these complexes sparse complexes. These are in fact not sparse in real biological systems, but they are sparse in PPI networks due to experimental false negatives. Note that each cluster derived by NEOComplex contains one NECC complex and several orthology complexes, as illustrated in Figure 1 . In Figure 3 , the proteins colored in gray belong to the NECC complex in each cluster. Here, in particular, we consider the sparse orthology complexes and show the benefit of utilizing MNA. The number of such complexes is 17, 49 and 43 in human, yeast and fly, respectively. These complexes actually contain few PPI edges so that they are neither near-cliques # Matched complexes is the number of predicted complexes that match at least a known complex. #Total complexes is the total number of predicted complexes generated by each approach. #Matched known complexes is the number of known complexes in a reference set matched with the complexes derived by each approach. Note that the number of the known complexes in human, yeast and fly are 2351, 1278 and 1637, respectively. Fig. 2 . Simulation experiments for the robustness of NEOComplex nor highly dense clusters. Precisely, these complexes have very low density no matter what kind of edge weight is used to define density. The reason why such sparse protein complexes can be discovered by NEOComplex is that, MNA across different species can compensate for missing PPI edges in one species from the other species.
Figure 3a-c shows three examples of these predicted complexes. The first example is the Mob1p-Dbf2p kinase complex of human cells (see Fig. 3a ). There are only three edges between the member proteins in this complex, but our algorithm can correctly predict the Mob1p-Dbf2p kinase complex in the PPI network of human and match four proteins (in pink color) in the complex. For the other two examples, the CCT:PFD complex of yeast (see Fig. 3b ) and the tubulin complex of fly (see Fig. 3c ), they have few interactions between member proteins in their corresponding PPI networks (i.e. only one edge in the CCT:PFD complex and no edge in the tubulin complex), which results in restricted search space. Similarly, NEOComplex reveals these two complexes through network alignment across species. We specifically consider the performance of the orthology complexes derived by our algorithm. As mentioned, NEOComplex can extract sparse complexes, because they are actually derived from orthology complexes. Table 2 presents the detailed performance of the orthology complexes, which emphasizes the benefit of the multiple alignment process. The numbers of the total predicted orthology complexes are only 247, 195 and 147 for human, yeast and fly, respectively (i.e. only 21.4, 25.0 and 30.4% of the total output complexes obtained for human, yeast and fly, respectively). Note that the average precision of our orthology complexes can achieve over 32%, which guarantees the quality of such network-alignment-based complexes. Moreover, we filtered out those orthology complexes that can be identified by other approaches and derived the so-called sparse complexes (as shown in Fig. 3) . Most of the sparse complexes have too few interaction edges in their PPI networks to be detected. Our algorithm, surprisingly, can discover such complexes with the assistance of MNA across the three species. The ratios of the sparse complexes derived to the total output orthology complexes are 6.8% for human, 25.1% for yeast and 29.2% for fly.
Conclusion
This study has demonstrated the benefit of combing orthology relationships across species with the proposed seed-and-extension approach to identify protein complexes. Our algorithm, NEOComplex, can include the result of an arbitrary MNA algorithm as an input to provide orthology information. Moreover, in the Supplementary Material, we further analyzed the effect of weighted edge density threshold used in NEOComplex and ClusterONE. Also, we investigated the performance of using different functional orthology relationships obtained by different network alignment algorithms. The further comparison has showed the usefulness of our algorithm by incorporating orthology information. We hope that our algorithm fills the gap in network data to enable better identification of particularly sparse protein complexes, which may reveal novel biological findings.
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