Introduction
In natural language processing up to now mainly rule-based systems have been used. The rulebased approach has been successful for limited domains, where the manual construction of the rules is feasible. In recent studies, however, a need for automatic generation of the rules has been seen. On the other hand, when children learn their mother tongue no explicit rules seem to be needed. Therefore, in our study we try to examine how far we can get in natural language processing without any rules. Instead we use a statistical approach. It is based on our previous work in the field of associationism ), but also takes up results obtained by Hilberg who uses hierarchically structured networks to significantly reduce the redundancy of texts (Hilberg 1989 ).
An Algorithm to Predict Missing Words
Our system extracts its knowledge of a language from a large corpus of text. In this study we use about 90% of the text of "Grolier's Electronic Encyclopedia", which comprises about 10 million words, as our textual basis. We determine the frequencies of occurence of all words and word sequences (up to a maximum length of 20 words) occuring in this text corpus. This knowledge about the frequencies of word sequences is used to predict missing words in uncomplete sentences. For example, people have no problem to complete the sentence "on the hill there is ... old castle".
For this specific example we may find in our corpus the following relevant word sequences:
on the hill there is ... old castle __________________________________________ there is an old is an old is an an old there is the is the __________________________________________ This means, our system suggests either "an" or "the" as possible candidates to replace the missing word. In order to make a decision in favour of a particular word we use a formula that takes the frequencies and the lengths of the relevant word sequences into account: In order to determine which word fits best, by using equation 1 we assign to each word occuring in a predefined vocabulary a value, and then sort the vocabulary according to these values. For the above example ("on the hill there is ... old castle") we obtain the result given in 
Evaluation of Texts
In the previous section we presented an algorithm which ranks the words of a large vocabulary according to their suitability to substitute a missing word. Proceding from this, we now want to assign values to short texts, particularly to sentences. These values are intended to be some measure of how likely the occurence of a particular sentence is. Obviously, sentences which are syntactically and semantically correct should be expected to obtain better values than incorrect ones.
Our basic idea is that the value assigned to a sentence depends on how easily each word in the sentence can be predicted. More precisely, for every word position in the sentence, we delete the respective word and make a prediction for the appropriate word to fill the gap. Thus for every word position we obtain a sorted word list as described in the previous section. From these lists we determine the ranks of the deleted words. The arithmetic mean of these ranks is the value we assign to the sentence and which will later be referred to as M. Since ranks are involved, a low value for M corresponds to a high probability of occurence for a particular sentence.
This approach may be illustrated using the sentence "the word has seven letters": ______________________________________________________________ ... word has seven letters Rank of " • Text 1 is a sample of the 10% of Grolier's Electronic Encyclopedia which were not used as the text corpus to determine the frequencies of the word sequences.
• Text sample 2 was obtained by randomizing the word order of text 1.
• Text 3 is a sample of the 90% of the Grolier text corpus which were used to determine the frequencies of word sequences.
• Text 4 is a sample taken from the abstracts of a psychological data base. This is an example for a text which -with respect to content and stile -is very different from text 1 and 3.
All text samples in a length of approximately 250 words were extracted from the respective text corpus by taking the first sentences that fulfilled the following two requirements: First, only sentences consisting of words with a total frequency of 100 or higher were taken. This was to guarantee a good representation of each word in the corpus. We found a total of 7102 different words to have a frequency of at least 100 in Grolier's Electronic Encyclopedia. Second, the sentences had to be at least 30 words in length to provide enough context for each word.
Using formula (1) for texts 1 to 4 we obtain the following values for M: These results can be interpreted as follows: The value of 1.01 obtained for text 3 means that texts that have been read in are memorized and can be reproduced. If the system is given the beginning of a sentence that has previously been read in it will be able to continue the sentence correctly. If the starting text is ambiguous, it will continue with the text that has been read in more often.
The value of 196.49 obtained with text 1 is to be seen in comparison with the value of 2517.13 for the scrambled version of the same text (text 2). Obviously, the correct text is clearly preferred over the random sequence of words. On the other hand, even the scrambled text obtained a value that is better than chance, which would be half the total number of words in the vocabulary, i. e. 56809/2. This is due to the fact that -according to the text sample extraction procedure -it only contains frequent words. Despite this, text 4 with an M-value of 539.35 is still clearly better, which means, that for the particular language even for very different types of texts a generalization is achieved.
Verification of Syntactical Correctness
As the comparison of the M-values for text samples 1 and 2 suggested, M can be taken as a measure for syntactical correctness. Other than rule-based syntax-parsers, which usually provide a binary decision whether a sentence is correct or incorrect, our statistical system gives a gradually differentiated response. Depending on the application, this may be an advantage or a disadvantage.
If, for example, we evaluate the possible variations of the sentence "he/they has/have an/a old/new car" we obtain values for M as shown in 
Automatic Spelling Correction
Common spelling checkers compare each word found in a text with the entries of a dictionary. If a word is not found in the dictionary it is assumed to be misspelled. Based on lexical similarity, e. g. the number of corresponding trigrams (Angell 1990 ), suggestions are made, which correct word could be meant. Under consideration of context the user then selects one of the proposed words.
Because our system is able to make word proposals based on context, in this case it could take the decision task of the user. Let us consider the sentence "he did not expcet him to come." With a simple algorithm as described in Angell (1990) , based on lexical similarity for the wrongly spelled word "expcet" we may obtain the following alternatives: expect, excerpt, expects, excerpts, expected, excepted, expert, exempt, excite and excerpted. Now the incomplete sentence "he did not ... him to come" is offered to our system in order to find possible replacements for the missing word. In the proposal list produced by the system the ranks of the ten words mentioned above are determined and the word with the lowest rank is selected. The ranks gained from our actual simulation are shown in First simulations based on a text sample comparable to text 1 in section 2, which had been provided with random spelling errors, suggest, that using this method 83% of the detected misspellings can be corrected. This compares to 53% successful corrections if only the lexical method was used.
Future Work
We showed that using a simple statistical approach a syntax checker and a context-sensitive spelling checker can be built. However, there are numerous other applications of the model not mentioned yet. For example, by using the syntax checker, it can be tested which words can be replaced by others without making a sentence syntactically incorrect. This leads to an automatic system for word classification. In machine translation, the system can be used to facilitate word sense disambiguation.
However, more important seems to us the further development of the model. For example, due to the very low frequencies of long word sequences in effect there is a restriction to close neighborhood relations. This is unsatisfactory when complex syntactical structures are to be taken into account. Also, any of the above applications need further development. It is our intention to quantitatively compare results obtained with specialized versions of our system with results based on other models.
