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Department of Applied Mathematics and Computer Science
Technical University of Denmark
2800 Kgs. Lyngby, Denmark
Abstract. In electrical impedance tomography the electrical conductivity inside a phys-
ical body is computed from electro-static boundary measurements. The focus of this
paper is to extend recent results for the 2D problem to 3D: prior information about the
sparsity and spatial distribution of the conductivity is used to improve reconstructions for
the partial data problem with Cauchy data measured only on a subset of the boundary. A
sparsity prior is enforced using the `1 norm in the penalty term of a Tikhonov functional,
and spatial prior information is incorporated by applying a spatially distributed regular-
ization parameter. The optimization problem is solved numerically using a generalized
conditional gradient method with soft thresholding. Numerical examples show the effec-
tiveness of the suggested method even for the partial data problem with measurements
affected by noise.
1. Introduction. Sparse reconstruction for electrical impedance tomography (EIT) with
full boundary data has been utilized in [9, 14, 15] and are based on algorithms from [3, 4].
A similar approach was used for the 2D partial data problem in [8] by applying a spatially
varying regularization parameter; this paper extends the algorithm to the 3D partial data
problem. The main contributions are in deriving the Fre´chet derivative for the algorithm
and in the numerical results in 3D.
The inverse problem in EIT consists of reconstructing an electrical conductivity distribu-
tion in the interior of an object from electro-static boundary measurements on the surface
of the object. The underlying mathematical problem is known as the Caldero´n problem
in recognition of Caldero´n’s seminal paper [6]. While the Caldero´n problem can also be
considered in two dimensions, physical electric fields are intrinsically three dimensional, and
thus the reconstruction problem in EIT should ideally use a 3D reconstruction algorithm to
reduce modelling errors in the reconstruction.
Consider a bounded domain Ω ⊂ R3 with smooth boundary ∂Ω. In order to consider
partial boundary measurements we introduce the subsets ΓN,ΓD ⊆ ∂Ω for the Neumann
and Dirichlet data respectively. Let σ ∈ L∞(Ω) with 0 < c ≤ σ a.e. denote the conductivity
distribution in Ω. Applying a boundary current flux g (Neumann condition) through ΓN ⊆
∂Ω gives rise to the interior electric potential u characterized as the solution to
∇ · (σ∇u) = 0 in Ω, σ ∂u
∂ν
= g on ∂Ω,
∫
ΓD
u|∂Ω ds = 0, (1)
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where ν is an outward unit normal to ∂Ω. The latter condition in (1) is a grounding of the
total electric potential along the subset ΓD ⊆ ∂Ω. To be precise we define the spaces
L2(∂Ω) ≡
{
g ∈ L2(∂Ω)
∣∣∣ ∫
∂Ω
g ds = 0
}
,
H
−1/2
 (∂Ω) ≡
{
g ∈ H−1/2(∂Ω)
∣∣∣ 〈g, 1〉 = 0} ,
consisting of boundary functions with mean zero (here 〈·, ·〉 denotes the dual pairing), and
the spaces
H1ΓD(Ω) ≡
{
u ∈ H1(Ω)
∣∣∣ u|∂Ω ∈ H1/2ΓD (∂Ω)} ,
H
1/2
ΓD
(∂Ω) ≡
{
f ∈ H1/2(∂Ω)
∣∣∣ ∫
ΓD
f ds = 0
}
,
consisting of functions with mean zero on ΓD. Using standard elliptic theory it follows that
(1) has a unique solution u ∈ H1ΓD(Ω) for any g ∈ H−1/2 (∂Ω). This defines the Neumann-
to-Dirichlet map (ND-map) Rσ : H
−1/2
 (∂Ω) → H1/2ΓD (∂Ω) by Rσg = u|∂Ω, and the partial
ND-map as (Rσg)|ΓD for supp(g) ⊆ ΓN.
Recently the partial data Caldero´n problem has been studied intensively. In 3D unique-
ness has been proved under certain conditions on ΓD and ΓN [5, 13, 16, 18]. Also stability
estimates of log-log type have been obtained for the partial data problem [12]; this suggests
that the partial data problem is even more ill-posed and hence requires more regularization
than the full data problem which has log type estimates [2].
The data considered here consist of K pairs of Cauchy data taken on the subsets ΓD and
ΓN, i.e.
{(fk, gk) | gk ∈ H−1/2 (∂Ω), supp(gk) ⊆ ΓN, fk = (Rσgk)|ΓD}Kk=1. (2)
We assume that the unknown conductivity is given as σ = σ0 + δσ, where σ0 is a known
background conductivity. For some fixed c ∈ (0, 1) and σ0 ∈ H1(Ω) where c ≤ σ0 ≤ c−1,
define the closed and convex subset
A0 ≡ {δγ ∈ H10 (Ω) | c ≤ σ0 + δγ ≤ c−1 a.e. in Ω}. (3)
Similarly define
A ≡ A0 + σ0 = {γ ∈ H1(Ω) | c ≤ γ ≤ c−1 a.e. in Ω, γ|∂Ω = σ0|∂Ω}.
The inverse problem is then to approximate δσ ∈ A0 given the data (2).
Let {ψj}∞j=1 denote a chosen orthonormal basis for H10 (Ω). For sparsity regularization we
approximate δσ by argminδγ∈A0Ψ(δγ) using the following Tikhonov functional
Ψ(δγ) ≡
K∑
k=1
Jk(δγ) + P (δγ), δγ ∈ A0, (4)
with the discrepancy terms Jk and penalty term P given by
Jk(δγ) ≡ 1
2
‖Rσ0+δγgk − fk‖2L2(ΓD), P (δγ) ≡
∞∑
j=1
αj |cj |,
for cj ≡ 〈δγ, ψj〉H1(Ω). The regularization parameter αj for the sparsity-promoting `1
penalty term P is distributed such that each basis coefficient can be regularized differently;
we will return to this in Section 3. It should be noted how easy and natural the use of
partial data is introduced in this way, simply by only minimizing the discrepancy on ΓD
where the Dirichlet data is known and ignoring the rest of the boundary.
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Remark 1. The non-linearity of σ 7→ Rσ leads to a non-convex discrepancy term, i.e. Ψ is
non-convex. When applying a gradient based optimization method, the best we can hope
is to find a local minimum.
This paper is organised as follows: in Section 2 we derive the Fre´chet derivative of Jk and
reformulate the optimization problem using the generalized conditional gradient method
as a sequence of linearized optimization problems. In Section 3 we explain the idea of
the spatially dependent regularization parameter designed for the use of prior information.
Finally, in Section 4 we show the feasibility of the algorithm by numerical examples.
2. Sparse Reconstruction. In this section the sparse reconstruction of δσ based on the
optimization problem (4) is investigated for a bounded domain Ω ⊂ R3 with smooth bound-
ary. The penalty term emphasizes that δσ should only be expanded by few basis functions
in the given orthonormal basis. The partial data problem comes into play in the discrep-
ancy term, in which we only fit the data on part of the boundary. Ultimately, this leads to
Algorithm 1 at the end of this section.
For fixed g let u be the unique solution to (1). Define the solution operator Fg : σ 7→ u
and further its trace Fg : σ 7→ u|∂Ω (note that Rσg = Fg(σ)). In order to compute the
derivative of Fg, let γ ∈ A and g ∈ Lp(∂Ω) ∩ H−1/2 (∂Ω) for p ≥ 85 . Then following the
proofs of Theorem 2.2 and Corollary 2.1 in [15] whilst applying the partial boundary ΓD we
have
lim
‖η‖H1(Ω)→0
γ+η∈A
‖Fg(γ + η)−Fg(γ)− (Fg)′γη‖H1/2
ΓD
(∂Ω)
‖η‖H1(Ω) = 0. (5)
The linear map (Fg)′γ maps η to w|∂Ω, where w is the unique solution to
−∇ · (γ∇w) = ∇ · (η∇Fg(γ)) in Ω, γ ∂w
∂ν
= 0 on ∂Ω,
∫
ΓD
w|∂Ω ds = 0. (6)
Note that (Fg)′γ resembles a Fre´chet derivative of Fg evaluated at γ due to (5), however A
is not a linear vector space, thus the requirement γ, γ + η ∈ A.
The first step in minimizing Ψ using a gradient descent type iterative algorithm is to de-
termine a derivative to the discrepancy terms Jk. For this purpose the following proposition
is applied, and is a special case of [15, Theorem 3.1].
Proposition 1. Let Ω ⊂ R3 be open and bounded with smooth boundary ∂Ω. For γ ∈ A
there exists Q(c) > 2 depending continuously on the bound c from A, such that limc→1Q(c) =
∞. For q ∈ (2, Q(c))∩ [ 32 , 32p] and g ∈ Lp(∂Ω)∩H−1/2 (∂Ω), there is the following estimate
with C only depending on c, Ω and q:
‖Fg(γ)‖W 1,q(Ω) ≤ C‖g‖Lp(∂Ω). (7)
Now we can formulate the Fre´chet derivative of Jk.
Lemma 2.1. Let gk ∈ Lp(∂Ω) ∩ H−1/2 (∂Ω) with p ≥ 85 , and χΓD be a characteristic
function on ΓD. Then there exists c ∈ (0, 1) as the bound in A0 sufficiently close to 1, such
that γ = σ0 + δγ with δγ ∈ A0 implies
Ek ≡ −∇Fgk(γ) · ∇FχΓD (Rγgk−fk)(γ) ∈ L6/5(Ω) ⊂ H−1(Ω), (8)
and the Fre´chet derivative (Jk)
′
δγ of Jk on H
1
0 (Ω) evaluated at δγ is given by
(Jk)
′
δγη =
∫
Ω
Ekη dx, δγ + η ∈ A0. (9)
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Proof. For the proof the index k is suppressed. First it is proved that E ∈ L6/5(Ω). Write
h ≡ χΓD(Rγg − f) and note that Rγg ∈ H1/2ΓD (∂Ω) and f ∈ L2(ΓD), i.e. h ∈ L2(∂Ω) ⊂
L2(∂Ω) ∩H−1/2 (∂Ω). Now using Proposition 1, there exists Q(c) > 2 such that
‖Fh(γ)‖W 1,q(Ω) ≤ C‖h‖L2(∂Ω), (10)
where q ∈ (2, Q(c)) ∩ [ 32 , 3]. Since g ∈ L8/5(∂Ω) ∩H−1/2 (∂Ω) then Proposition 1 implies
‖Fg(γ)‖W 1,q˜(Ω) ≤ C˜‖g‖L8/5(Ω), (11)
for q˜ ∈ (2, Q(c))∩ [ 32 , 125 ]. Choosing c sufficiently close to 1 leads to Q(c) > 125 . By (10) and
(11) then |∇Fh(γ)|, |∇Fg(γ)| ∈ L12/5(Ω), and Ho¨lder’s generalized inequality entails that
E ∈ Lr(Ω) with 1r = 512 + 512 , i.e. r = 65 ,
E = −∇Fg(γ) · ∇Fh(γ) ∈ L6/5(Ω).
The Sobolev embedding theorem [1] implies the embedding H1(Ω) ↪→ L6(Ω) as Ω ⊂ R3.
Thus E ∈ L6/5(Ω) = (L6(Ω))′ ⊂ (H1(Ω))′ ⊂ (H10 (Ω))′ = H−1(Ω).
Next we prove (9). J ′δγη is by the chain rule (utilizing that Rγg = Fg(γ)) given as
J ′δγη =
∫
∂Ω
χΓD(Rγg − f)(Fg)′γη ds, (12)
where χΓD is enforcing that the integral is over Γ
D. The weak formulations of (1), with
Neumann data χΓD(Rγg − f), and (6) are∫
Ω
γ∇FχΓD (Rγg−f)(γ) · ∇v dx =
∫
∂Ω
χΓD(Rγg − f)v|∂Ω ds, ∀v ∈ H1(Ω), (13)∫
Ω
γ∇w · ∇v dx = −
∫
Ω
η∇Fg(γ) · ∇v dx, ∀v ∈ H1(Ω). (14)
Now by letting v ≡ w in (13) and v ≡ FχΓD (Rγg−f)(γ) in (14), we obtain using the definition
w|∂Ω = (Fg)′γη that
J ′δγη =
∫
∂Ω
χΓD(Rγg − f)(Fg)′γη ds =
∫
Ω
γ∇FχΓD (Rγg−f)(γ) · ∇w dx
= −
∫
Ω
η∇Fg(γ) · ∇FχΓD (Rγg−f)(γ) dx =
∫
Ω
Eη dx.
Define
J ′δγ ≡
K∑
k=1
(Jk)
′
δγ = −
K∑
k=1
∇Fgk(γ) · ∇FχΓD (Rγgk−fk)(γ).
We seek to find a direction η for which the discrepancy decreases. As J ′δγ ∈ H−1(Ω) it is
known from Riesz’ representation theorem that there exists a unique function in H10 (Ω),
denoted by G(δγ), such that
J ′δγη = 〈G(δγ), η〉H1(Ω), η ∈ H10 (Ω). (15)
Now η ≡ −G(δγ) points in the direction of steepest descend among the viable directions.
Furthermore, since G(δγ)|∂Ω = 0 the boundary condition δσ|∂Ω = 0 for the approximation
will automatically be fulfilled. Note that G(δγ) is the unique solution to
(−∆ + 1)v = J ′δγ in Ω, v = 0 on ∂Ω,
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for which (15) is the weak formulation. In each iteration step we need to determine a step
size si for an algorithm resembling a steepest descent δγi+1 = δγi − siG(δγi). As in [8] a
Barzilai-Borwein step size rule is applied
si =
‖δγi − δγi−1‖2H1(Ω)
〈δγi − δγi−1, G(δγi)−G(δγi−1)〉H1(Ω) . (16)
A maximum step size smax is enforced to avoid problems in the situation where 〈δγi −
δγi−1, G(δγi)−G(δγi−1)〉H1(Ω) ' 0.
With inspiration from [21], si will be initialized by (16), after which it is thresholded
to lie in [smin, smax] for two chosen positive constants smin and smax. It is noted in [21]
that Barzilai-Borwein type step rules lead to faster convergence if we do not restrict Ψ to
decrease in every iteration. Therefore, one makes sure that the following so-called weak
monotonicity is satisfied, which compares Ψ(δγi+1) with the most recent M steps. Let
τ ∈ (0, 1) and M ∈ N, then si is said to satisfy the weak monotonicity with respect to M
and τ if the following is satisfied
Ψ(δγi+1) ≤ max
i−M+1≤j≤i
Ψ(δγj)− τ
2si
‖δγi+1 − δγi‖2H1(Ω). (17)
If (17) is not satisfied, the step size si is reduced until this is the case.
To solve the non-linear minimization problem (4) we iteratively solve the following lin-
earized problem
ζi+1 ≡ argminδγ∈H10 (Ω)
1
2
‖δγ − (δγi − siG(δγi))‖2H1(Ω) + si
∞∑
j=1
αj |cj |
 , (18)
δγi+1 ≡ PA0(ζi+1).
Here {ψj}∞j=1 is an orthonormal basis for H10 (Ω) in the H1-metric, and PA0 is a projection
of H10 (Ω) onto A0 to ensure that (1) is solvable (note that H10 (Ω) does not embed into
L∞(Ω), i.e. ζi+1 may be unbounded). By use of the map Sβ : R→ R defined below, known
as the soft shrinkage/thresholding map with threshold β > 0,
Sβ(x) ≡ sgn(x) max{|x| − β, 0}, x ∈ R, (19)
the solution to (18) is easy to find directly (see also [7, Section 1.5])
ζi+1 =
∞∑
j=1
Ssiαj (dj)ψj , (20)
where dj ≡ 〈δγi − siG(δγi), ψj〉H1(Ω) are the basis coefficients for δγi − siG(δγi).
The projection PA0 : H10 (Ω)→ A0 is defined as
PA0(v) ≡ Tc(σ0 + v)− σ0, v ∈ H10 (Ω),
where Tc is the following truncation that depends on the constant c ∈ (0, 1) in (3)
Tc(v) ≡

c where v < c a.e.,
c−1 where v > c−1 a.e.,
v else.
Since σ0 ∈ H1(Ω) and c ≤ σ0 ≤ c−1, it follows directly from [20, Lemma 1.2] that Tc and
PA0 are well-defined, and it is easy to see that PA0 is a projection. It should also be noted
that 0 ∈ A0 since c ≤ σ0 ≤ c−1, thus we may choose δγ0 ≡ 0 as the initial guess in the
algorithm, which is appropriate as we expect the solution to be sparse.
The algorithm is summarized in Algorithm 1. In the numerical experiments in Section 4
the stopping criterion is when the step size si gets below a threshold sstop.
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Algorithm 1 Sparse Reconstruction for Partial Data EIT
Set δγ0 := 0.
While stopping criteria not reached
Set γi := σ0 + δγi.
Compute Ψ(δγi).
Compute J ′δγi := −
∑K
k=1∇Fgk(γi) · ∇FχΓD (Rγigk−fk)(γi).
Compute G(δγi) ∈ H10 (Ω) such that J ′δγiη = 〈G(δγi), η〉H1(Ω).
Compute step length si by (16), and decrease it till (17) is satisfied.
Compute the basis coefficients {dj}∞j=1 for δγi − siG(δγi).
Update δγi+1 := PA0
(∑∞
j=1 Ssiαj (dj)ψj
)
.
end while
Return final iterate of δγ.
3. Prior Information. Prior information is intrinsically linked to the penalty term P for
Tikhonov-like functionals, and the regularization parameter determines how much this prior
information is enforced. In the case of sparsity regularization this implies knowledge of how
sparse we expect the solution is in general. Instead of applying the same prior information
for each basis function, a distributed parameter is applied. Let
αj ≡ αµj ,
where α is a usual regularization parameter, corresponding to the case where no prior
information is considered about specific basis functions. The µj ∈ (0, 1] will be used to
weight the penalty depending on whether a specific basis function should be included in the
expansion of δσ. The µj are chosen as
µj =
{
1, no prior on cj ,
∼ 0, prior that cj 6= 0,
i.e. if we know that a coefficient in the expansion of δσ should be non-zero, we can choose
to penalize that coefficient less.
3.1. Applying the FEM Basis. In order to improve the sparsity solution for finding
small inclusions, it seems appropriate to include prior information about the support of the
inclusions. There are different methods available for obtaining such information assuming
piecewise constant conductivity [11, 17] or real analytic conductivity [10]. The idea is to be
able to apply such information in the sparsity algorithm in order to get good contrast in the
reconstruction while maintaining the correct support, even for the partial data problem.
Suppose that as a basis we consider a finite element method (FEM) basis {ψj}Nj=1 for
the subspace Vh ⊆ H10 (Ω) of piecewise affine functions on each element. Let δγ ∈ Vh
with mesh nodes {xj}Nj=1, then δγ(x) =
∑N
j=1 δγ(xj)ψj(x) and ψj(xk) = δj,k, i.e. for each
node there is a basis function for which the coefficient contains local information about the
expanded function; this is convenient when applying prior information about the support
of an inclusion.
When applying the FEM basis for mesh nodes {xj}Nj=1, the corresponding functional is
Ψ(δγ) =
1
2
K∑
k=1
‖Rσ0+δγgk − fk‖2L2(ΓD) +
N∑
j=1
αj |δγ(xj)|.
It is evident that the penalty corresponds to determining inclusions with small support, and
prior information on the sparsity corresponds to prior information on the support of δσ.
We cannot directly utilize (20) due to the FEM basis not being an orthonormal basis for
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H10 (Ω), and instead we suggest the following iteration step as in [8]:
ζi+1(xj) = Ssiαj/‖ψj‖L1(Ω)(δγi(xj)− siG(δγi)(xj)), j = 1, 2, . . . , N, (21)
δγi+1 = PA0(ζi+1).
Note that the regularization parameter will depend quite heavily on the discretization of
the mesh, i.e. for the same domain a good regularization parameter α will be much larger
on a coarse mesh than on a fine mesh. Instead we can weight the regularization parameter
according to the mesh cells, by having αj ≡ αβjµj . This leads to a discretization of a
weighted L1-norm penalty term:
α
∫
Ω
fµ|δγ| dx ' α
∑
j
βjµj |δγ(xj)|,
where fµ : Ω → (0, 1] is continuous and fµ(xj) = µj . The weights βj consists of the node
volume computed in 3D as 1/4 of the volume of supp(ψj) (if using a mesh of tetrahedrons).
This corresponds to splitting each cell’s volume evenly amongst the nodes, and it will not
lead to instability on a regular mesh. This will make the choice of α almost independent of
the mesh, and will be used in the numerical examples in the following section.
Remark 2. The corresponding algorithm with the FEM basis is the same as Algorithm 1,
except that the update is applied via (21).
4. Numerical Examples. In this section we illustrate, through a few examples, the nu-
merical algorithm implemented by use of the finite element library FEniCS [19]. First we
consider the full data case ΓD = ΓN = ∂Ω both without and with prior information, and
then we do the same for the partial data case.
For the following examples Ω is the unit ball in R3. The numerical phantom consists
of a background conductivity with value 1, a smaller ball inclusion with value 2 centred
at (−0.09,−0.55, 0) and with radius 0.35, and two large ellipsoid inclusions with value 0.5.
One ellipsoid is centred at (−0.55 sin( 512pi), 0.55 cos( 512pi), 0) and with semi-axes of length
(0.6, 0.3, 0.3). The other ellipsoid is centred at (0.45 sin( 512pi), 0.45 cos(
5
12pi), 0) and with
semi-axes of length (0.7, 0.35, 0.35). The two ellipsoids are rotated respectively 512pi and
− 512pi about the axis parallel to the Z-axis and through the centre of the ellipsoids; see
Figure 1.
Figure 1. Left: 3D illustration of the numerical phantom. Right: 2D
slice (z = 0) of the numerical phantom.
In this paper we do not consider choice rules for α; it is chosen manually by trial and
error. The parameters are chosen as σ0 ≡ 1, M = 5, τ = 10−5, smin = 1, smax = 1000, and
the stopping criteria is when the step size is reduced below sstop = 10
−3. Let Y mn denote
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Laplace’s spherical harmonics of degree n and order m, with real form
Y˜ mn =

i√
2
(Y mn − (−1)mY −mn ) for m < 0,
Y 0n for m = 0,
1√
2
(Y −mn + (−1)mY mn ) for m > 0.
(22)
The Neumann data consists of Y˜ mn for −n ≤ m ≤ n and n = 1, 2, . . . , 5, i.e. a total of
K = 35 current patterns. For the partial data examples a half-sphere is used for local data
Γ = ΓN = ΓD, and the corresponding Neumann data are scaled to have the same number
of periods as the full data examples.
When applying prior information, the coefficients µj are chosen as 10
−2 where the support
of δσ is assumed, and 1 elsewhere. The assumed support is a 10% dilation of the true support,
to show that this inaccuracy in the prior information still leads to improved reconstructions.
For the simulated Dirichlet data, the forward problem is solved on a very fine mesh,
and afterwards interpolated onto a different much coarser mesh in order to avoid inverse
crimes. White Gaussian noise has been added to the Dirichlet data {fk}Kk=1 on the discrete
nodes on the boundary of the mesh. The standard deviation of the noise is chosen as
maxk maxxj∈ΓD |fk(xj)| as in [8], where  = 10−2 corresponding to 1% noise.
Figure 2. Top: 2D slices (z = 0) through centre of ball domain. Bottom:
3D volume plot where the background value of 1 is made transparent. Left:
reconstruction with full data and no spatial prior information. Right:
reconstruction with full data and overestimated support as additional prior
information.
Figure 2 shows 2D slices of reconstructions from full boundary data. It is seen that the
reconstructions attain the correct contrast, and close to the boundary gives good approxi-
mations to the correct support for the inclusions. Using the overestimated support as prior
information gives vastly improved reconstruction further away from the boundary. This
holds for the entire 3D reconstruction as seen in the bottom part of Figure 2, and makes it
possible to get a reasonable separation of the inclusions.
From Figure 3 2D slices of partial data reconstructions are shown, and it is evident that
far from the measured boundary the reconstructions suffer severely. Reconstructing with
data on the lower part of the sphere gives a reasonable reconstruction with correct contrast
for the ball inclusion, however the larger inclusions are hardly reconstructed at all.
With data on the top half of the sphere yields a reconstruction with no clear separation
of the ellipsoid inclusions, which is much improved by use of the overestimated support.
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Figure 3. 2D slices (z = 0) through centre of ball domain Left: recon-
struction with data on lower half-sphere and no spatial prior information.
Middle: reconstruction with data on upper half-sphere and no spatial
prior information. Right: reconstruction with data on upper half-sphere
and overestimated support as additional prior information.
There is however an artefact in one of the reconstructed inclusions that could correspond
to data from the ball inclusion, which is not detected in the reconstruction even when the
additional prior information is used.
The reconstructions shown here are consistent with what was observed in [8] for the 2D
problem, and it is possible to reconstruct the correct contrast even in the partial data case,
and also get decent local reconstruction close to the measured boundary. However, the
partial data reconstructions seems to be slightly worse in 3D when no prior information
about the support is applied.
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