IMPORTANCE The use and misuse of P values has generated extensive debates. OBJECTIVE To evaluate in large scale the P values reported in the abstracts and full text of biomedical research articles over the past 25 years and determine how frequently statistical information is presented in ways other than P values.
M any research fields in biomedicine and other disciplines use statistical testing methods that report P values to convey inferences about study results. There is increasing concern that P values are often misused, misunderstood, and miscommunicated. [1] [2] [3] [4] [5] [6] Moreover, there is mounting evidence from diverse fields that reporting biases tend to preferentially select the publication and highlighting of results that are statistically significant, as opposed to "negative" results. [6] [7] [8] [9] [10] [11] [12] Such biases could have major implications for the reliability of the published scientific literature.
The aim of this study was to assess the reporting of P values across the biomedical literature over the past 25 years, evaluate the evolution of the use and reporting of P values over time in the overall biomedical literature and in specific types of articles, and determine how frequently statistical information is presented in other ways besides P values.
Methods

Eligible Articles for Text Mining
Automated text-mining analysis was performed on the entire MEDLINE database since 1990 and on a random sample of the PubMed Central (PMC) database. Both databases are freely accessible to the public. MEDLINE is the free bibliographic database of life sciences and biomedical information compiled by the US National Library of Medicine. PMC is a free repository of publicly accessible full-text scholarly articles from biomedical and life sciences journals.
For the MEDLINE text mining, all P value data were extracted from the MEDLINE archives from January 1, 1990 , to June 4, 2015, for all items with article meta-data that have an abstract. The same methodology was applied to a random sample of the PMC database (downloaded March 20, 2015) consisting of full-text articles with an abstract.
We defined a P value report as a string starting with either "p," "P," "p-value(s)," "P-value(s)," "P value(s)," or "p value(s)," followed by an equality or inequality expression (any combination of =, <, >, ≤, ≥, "less than," or "of <" and then by a value, which could include also exponential notation (for example, 10-4, 10(-4), E-4, (-4) , or e-4). See the eAppendix in the Supplement for further details of the structure of the generated data sets of P values, the process followed to homogenize P value expressions, and technical issues and validation of the results yielded by the automated text mining vs in-depth manual extraction of information.
Evaluated Categories of Articles
Besides the analysis including all MEDLINE abstracts and PMC articles with an abstract, specific predetermined categories of articles that may be most important for clinical medicine were examined separately. These categories were the subset of the Abridged Index Medicus journals (a list of 151 English-language core clinical journals [https://www.nlm.nih.gov/bsd/aim.html]) as well as the articles included in the categories clinical trial, randomized controlled trial, meta-analysis, and review that were classified as such by PubMed. The "core clinical journals" category includes articles of various study designs that are all published in these journals. To avoid overlap in the results, data in the clinical trials category exclude randomized clinical trials, and data in the reviews category exclude meta-analyses.
Main Analyses
The following characteristics of P value were evaluated: (1) the proportion of abstracts and full texts of articles that include P values and whether this is increasing over time; (2) the distribution of the reported P values, focusing in particular on the extent of reporting of very small P values (≤.001) vs the conventional P value of .05 (long considered a threshold of formal statistical significance); (3) the evolution of the minimal (best, most statistically significant) and maximal (worst, least statistically significant) reported P values across abstracts and full-text articles; and (4) the number and proportion of abstracts and full-text articles that included at least 1 P value ≤.05.
In-depth Manual Assessment of Random Samples
Data were manually extracted in duplicate from a random sample of 1000 abstracts drawn from MEDLINE articles with abstracts. Two reviewers (J.D.W., A.H.T.L.) extracted data independently and then compared data extractions; persisting discrepancies were resolved through discussion with a third reviewer (J.P.A.I.). In each of these abstracts, we assessed reporting of any Bayes statistics, any P values (and, if so, how many), any statistically significant P values (<.05), any CI, any effect sizes (and, if so, what type, eg, odds ratio, hazards ratio), and any other information that would allow the calculation of effect sizes (eg, a comparison of proportions). The number of abstracts that had at least 1 effect size reported along with at least 1 corresponding P value or CI also was recorded. In addition, the frequency of qualitative statements about significance without reporting at least 1 corresponding P value, whether these statements were positive (eg, "was statistically significant") or negative (eg, "was nonsignificant"), and whether there was any qualification of what type of significance was alluded to (statistical, clinical, biological, other) were recorded.
Of the 1000 abstracts, 796 were from articles reporting empirical data and, based on the abstract, reviewers felt that reporting of P values of effects in the full text could not be excluded; the others were from expert reviews or case reports where such reporting could reasonably be excluded. Of those 796, 100 were randomly selected and examined to determine whether the full text of the articles clearly specified the primary outcome(s) of interest and reported any P values, effect sizes, CIs, Bayesian methods or statistics, false-discovery rates (q-statistics), or sample size/ power calculations.
Results
Reporting P Values in MEDLINE Abstracts
From January 1, 1990, to June 4, 2015, the MEDLINE archives included 16 013 338 items with article meta-data, of which 12 821 790 (80%) had an abstract, including 1 608 736 abstracts that reported P values. From these abstracts, a total of 4 572 043 P values were extracted.
The number of articles published in MEDLINE increased from 408 551 in 1990 to 1 189 664 in 2014, a relative increase of 4.5% per year, and the number of abstracts reporting at least 1 P value increased from 20 769 in 1990 (7.3%) to 138 654 in 2014 (15.6%), a relative increase of 8.2% per year (eFigure 1 in the Supplement). However, there were differences in the reporting of P values among the categories of articles examined. In 2014, 33.0% (95% CI, 32.5%-33.5%) of the 29 725 abstracts of articles from the 151 core clinical journals reported P values. The proportion was 35.7% (95% CI, 34.5%-37.0%) in meta-analyses (n = 5620), 38.9% (95% CI, 37.5%-40.3%) in clinical trials (n = 4624, excluding randomized clinical trials), 54.8% (95% CI, 54.0%-55.6%) in randomized clinical trials (n = 13 544), and 2.4% (95% CI, 2.3%-2.5%) in reviews (n = 71 529, excluding meta-analyses) ( Figure 1) . The increase in the proportion of abstracts with P values over time pertains to all categories, with more prominent increases for meta-analyses (almost tripling in the last 2 decades).
Reporting P Values in Full-Text Articles
The random sample of the PMC database (downloaded March 20, 2015) included 843 884 full-text articles, of which 750 133 (89%) had an abstract, including 385 393 abstracts that reported P values. From these abstracts, 3 438 299 P values were extracted.
Based on the PMC sample of 750 133 full-text articles that had an abstract, 382 037 (50.9%) reported at least 1 P value in the full text, and 384 117 (51.2%) reported at least 1 P value either in the full text or in the abstract.
In the overall PMC sample, 25.3% (n = 97 463) of articles that reported any P values in the full text also reported at least 1 P value in the abstract (eFigure 2A in the Supplement). This proportion was steady over time (eFigure 2B in the Supplement), and in 2014 was 40.3% in core clinical journals, 44.7% in meta-analyses, 46.2% in clinical trials. 53.7% in randomized clinical trials, and 9.6% in reviews.
The proportions of PMC articles that reported at least 1 P value in either the full text or the abstract were 69.7% for core clinical journals (n = 6410), 82.7% for meta-analyses (n = 4688), 75.5% for clinical trials (n = 7731), 75.9% for randomized clinical trials (n = 14 646), and 22% for reviews (n = 47 191). When limited to the period 2011-2015, the proportions were 68.0% for core clinical journals, 83.7% for meta-analyses, 79.0% for clinical trials, 75.4% for randomized clinical trials, and 22.1% for reviews.
Distribution of P Values in Abstracts and Full Text
The distribution of reported P values, both in abstracts and in full text, showed strong clustering around some specific rounded P values, most commonly P values of .05 and of .001 or smaller, with less prominent clustering for values of .01. This distribution was similar for P values reported in full-text articles that had abstracts ( Figure 2 ), in PMC abstracts (eFigure 3 in the Supplement), and in PMC full-text articles (eFigure 4 in the Supplement), although more "strongly" significant results (ie, P values of .001 or smaller) were reported more commonly in abstracts than in the PMC full-text articles. For example, in the PMC abstracts, P values of .05 were much less frequent (0.59-fold [n = 50 084]) than P values of .001 or smaller (n = 85 195), whereas in PMC fulltext articles P values of .05 were slightly more frequent (1.10-fold [n = 935 627]) than P values of .001 or smaller (n = 837 761).
The distribution of reported P values varied across different categories of articles. The reporting of P values in meta-analyses, reviews, randomized clinical trials, clinical trials, and in articles in core clinical journals had showed more strongly statistically significant results (ie, P values of .001 of less) in abstracts compared with full-text PMC articles. For example, when limited to core clinical journals, P values of .001 or smaller were only slightly more frequent (1.2-fold [n = 15 001]) than values of .05 (n = 12 513) in the full-texts, but values of .001 or smaller were far more frequent (3.7-fold [n = 2782]) than values of .05 in the abstracts (n = 759). Similar enrichment in small P values was also seen for all study design types (Figure 2 ; eFigures 3 and 4 in the Supplement). The relative proportion of abstracts of PMC articles reporting highly statistically significant results (P values of .001 of less) was even greater, especially for reviews, meta-analyses, and articles in core journals.
Minimal and Maximal Reported P Values
In MEDLINE abstracts, the most statistically significant (minimal/ lower/"best") reported P value became more prominently significant over time, with a more rapid change in the period 1990-1995 and a slower change since then (eFigure 5 in the Supplement). At the end of 2014, the average −log 10 best reported P value was 2.48 overall (corresponding to P = .003) and ranged between 2.3 and 2.7 (corresponding to P = .002-.005) for the different categories of articles examined, except for meta-analyses, for which the −log 10 best reported P value exceeded 3.1; ie, the average meta-analysis reported at least 1 P value below .0008.
The least statistically significant (maximal/higher/"worst") P value in MEDLINE abstracts became slightly less prominently significant over time (eFigure 6 in the Supplement). At the end of 2014 the average −log 10 worst P value was 1.63 overall (corresponding to P = .02), 1.35 for randomized controlled trials (corresponding to P = .0437), and 1.52 to 1.63 for all other categories (corresponding to P = .02-.03). Thus, even the "worst" reported P values still remained mostly within the range of nominally statistically significant results (P < .05). In the PMC full-text articles, at the end of the study period the average −log 10 best P value reached approximately 2.57 overall, ie, P = .0027 (eFigure 7 in the Supplement).
In addition, the proportion of P values reported in MEDLINE abstracts as inequalities (eg, "P <" or "P ≤") decreased over time (a larger percentage of "P =" values were reported, eFigure 8 in the Supplement). When analyses were limited to precise P values ("P ="), at the end of the study period, across MEDLINE abstracts the mean −log 10 best reported P value was 2.2 (corresponding to P = .006) and the mean −log 10 worst reported P value was 1.45 (corresponding to P = .035), whereas the mean −log 10 best reported P value in PMC full-text articles was 2.42 (corresponding to P = .004) (eFigures 9-11 in the Supplement).
Frequency of Reporting of at Least 1 P Value of .05 or Less
Across the 1 608 736 MEDLINE abstracts with any P value reported, 96.0% reported at least 1 P value that was .05 or less, with a slight decrease over time from 97.9% in 1990 to 95.0% in 2014 ( Figure 3A) . Similarly high proportions of P values of .05 or less were reported across all specific categories of articles examined, including, in 2014, 93.8% in core clinical journals (n = 9193), 89.7% in meta-analyses (n = 1802), 93.1% in clinical trials (n = 1714), 91.4% in randomized clinical trials (n = 6784), and 90.1% in reviews (n = 1564). Similarly, among the 385 393 PMC articles with P values reported in the full text, 96.8% reported at least 1 P value that was .05 or less, and this proportion remained stable over time ( Figure 3B ). A wide variety of metrics were used to report effect sizes ( Table 2) . Among 269 reported effect sizes, only 66 (24.5% [95% CI, 19.5%-30.1%]) had a corresponding P value and only 40 (14.9% [95% CI, 10.8%-19.7%]) had a corresponding CI. Certain effect metrics, in particular ratios (relative risk or reduction, odds ratio, hazard ratio), were likely to be accompanied by P values, CIs, or both, whereas P values were not commonly reported for other metrics, such as fold difference or change, percent difference or change, and correlation coefficients.
In-depth Manual Assessment
Overall, 181 of the 1000 abstracts (18.1% [95% CI, 15.8%-20.6%]) included at least 1 qualitative statement (eg, "however, the difference of both parameters was not significant"; "no significant difference was found comparing Group 2 with Group 3") about significance without reporting at least 1 corresponding P value (included only positive statements: 113 [62.4%; 95% CI, 54.9%-69.5%]; only negative statements: 42 [23.2%; 95% CI, 17.3%-30.0%]; both positive and negative statements: 26 [14.4%; 95% CI, 9.6%-20.3%]). Effect sizes accompanying these statements were uncommon (n = 26 [14.4%; 95% CI, 9.6%-20.3%]), and measures of uncertainty were rarely presented (n = 3 [1.7%; 95% CI, 0.3%-4.8%]). Few abstracts (n = 16 [8.8%; 95% CI, 5.1%-14.0%]) had at least 1 statement with "statistical," "statistically," or a similar phrase accompanying the significance statement (Table 1) . Only 1 abstract mentioned clinical significance. specifically mentioned their primary outcome(s) of interest; of these, only 2 articles provided an effect size and P value for primary outcome(s) of interest (eAppendix in the Supplement).
Discussion
This evaluation of abstracts in the entire MEDLINE database from 1990 to 2015 and in a large number of recent full-text PMC articles showed an increasing prevalence of P values reported in the biomedical literature. Moreover, P values reported in abstracts were in general lower (showing greater statistical significance) than P values reported in the full text. The use of P values was even more common in core clinical journals and in influential articles such as randomized trials and meta-analyses. The selection of more statistically significant P values in the abstracts was prominent also in randomized trials and meta-analyses. In-depth manual analysis of a sample of 1000 abstracts and 100 full-text articles demonstrated that Bayesian methods and false-discovery rate methods were almost entirely absent, and use of CIs was seldom reported and provided mostly for risk metrics. Effect sizes were reported in a sizeable proportion of abstracts but almost always without information that would allow conveying their uncertainty. Furthermore, besides the substantial proportion of abstracts that report P values, a larger proportion of abstracts included qualitative statements about significance, mostly without any other quantitative information.
There is a long-standing debate about the use of P values. Many authors have recognized the limitations and problems of reliance on P values alone. 1-6 P values do not provide a direct estimate of how likely a result is true or of how likely the null hypothesis ("there is no effect") is true. Moreover, they do not convey whether a result is clinically or biologically significant. P values depend not only on the data but also on the statistical method used, the assumptions made, and the appropriateness of these assumptions. Nevertheless, the use of P values is not necessarily a problem. The wide use of P values in the literature may largely signify that more articles are using some sort of statistical analysis and that reporting results of these analyses using P values is the norm. The higher prevalence of P values in abstracts over time also may be associated in part with wider use of structured abstracts. 13 Problems arise when P values are frequently misinterpreted about what they mean, when they are selectively reported, and when they are not accompanied by estimates of effect size and uncertainty. 14, 15 Effect sizes and measures of uncertainty are key to understanding the results and making decisions. Other useful statistical approaches that may be more directly interpretable include Bayesian methods 16, 17 that focus on calculating posterior probabilities based on prior beliefs and observed data and falsediscovery approaches that aim to estimate the chance that a "discovery" is false.
In this study, there was strong clustering at specific rounded P values, especially at the value .05, both in the abstracts and in the full text. This is probably a consequence of the widespread use of this value in hypothesis testing. The common approach of reporting P values simply as P < .05 (or any other threshold) is inferior to providing precise values. These data indicate that over time more P values were reported more precisely ("P ="), but a large proportion were still presented with inequality thresholds.
In this study, the full texts of PMC articles had more P values of .05 as compared with values of .001 or less that are often labeled "highly statistically significant." Conversely, abstracts have a selection bias favoring results with very small P values. 18, 19 Thus, in the MEDLINE abstracts examined in this study, P values of .001 or less were far more commonly reported than values of .05. However, P values reported in the text also may be lower on average than the larger sample of those that are reported and typically were not automatically extracted by our screening tools. Furthermore, the P values in the full text or tables may be a select set of all P values obtained in all the analyses (published and unpublished) performed in a study. 20, 21 If so, the P values reported in abstracts may represent an even more highly selected sample. This suggests that abstracts may appear to provide a somewhat distorted picture of the evidence. However, many readers focus primarily on the abstracts of the articles. The low P values (ie, .001 or less) were reported in abstracts for meta-analyses and reviews and for abstracts from articles in core medical journals. These segments of the literature are influential in clinical medicine and practice, 22 and core medical journals are most influential in both clinical practice and research.
We also documented reporting of more statistically significant results (ie, lower P values) on average over time in abstracts, with a decrease in the average "best" (minimal) P value reported in an abstract. This pattern may be genuine to some extent; ie, results may become more statistically significant on average in more recent research. This may reflect an increasing number of measured variables and respective analyses (with more opportunities to obtain lower P values) or an increase in the sample size of studies performed in some fields. However, in our detailed review of 99 articles, only 3 included sample size calculations.
Alternatively, this phenomenon of lower P values reported over time may reflect a combination of increasing pressure to deliver (even more) significant results in the competitive, publish-or-perish scientific environment as well as the recent conduct of more studies that test a very large number of hypotheses and thus can reach lower P values simply by chance. Some fields, such as genetics, have adopted far more stringent rules of claiming statistical significance; eg, P < 10 −8 is a standard threshold for genome-related studies. 23, 24 In the present study, the pervasive presence of P values less than .05 in almost all abstracts that reported P values suggests that this threshold has lost its discriminating ability for separating false from true hypotheses; more stringent P value thresholds are probably warranted across scientific fields. 25, 26 There was also a small, but slowly increasing, number of reports that included only statistically nonsignificant results in the abstract. This is a welcome change and may suggest an increasing niche for the publication of "negative" studies. However, it is unclear whether these nonsignificant results are also interpreted as such by their authors. For example, there is evidence for spin effects, whereby investigators interpret nonsignificant findings as if they were significant. 27 Moreover, the majority of abstracts did not report a single statistically nonsignificant P value. Beyond biomedicine, other data suggest that "negative" results are disappearing from many scientific fields and from research conducted in many countries, 28 and there are spuriously too many statistically significant results, 29 while all results should be communicated in an unbiased fashion regardless of their statistical significance. 30 The biomedical literature contains more publications than any other scientific discipline. Analyses conducted in diverse biomedical and scientific fields may give comparative insights on the dynamics of using P values. 28,29,31-34 An evaluation 31 of abstracts with the Scopus search engine as a proxy (the Scopus database also includes other sciences) also showed a substantial increase over time in the number of abstracts reporting "P > .05" and a 10-fold increase between 1990 and 2013 in the number of P values in the range of .041 to .049. Although more nonsignificant P values are reported in absolute numbers, their proportion among all P values reported may not necessarily increase and may even decrease in many disciplines. 28 Moreover, several theoretical and empirical investigations 29,33,34 have suggested that concentration of P values in the .041 to .049 range is a sign of potential P value hacking, whereby investigators manipulate their analyses until they cross the desirable threshold of nominal statistical significance.
This study has some limitations. First, our mining of full-text articles excluded tables and other display items. Thus, if anything, the automated approach underestimates the prevalence of P values in the biomedical literature. Based on our manual in-depth evaluation, this underestimation is small. Second, no automated data extraction can verify the accuracy of the extracted information. However, our manual assessment also suggested that inaccuracies were not frequent. Third, some of the abstracts and articles (eg, case reports and reviews) may require no statistical tests.
Overall, we do not recommend that P values should be abandoned. Alternative statistics such as Bayes factors may also be warranted and helpful to consider in many cases, but even if there were a change from P values to Bayes factors or false-discovery rates, this would not necessarily reduce the problem of selective reporting and lack of reporting of important information on effect sizes, such as absolute and relative risk measures and mean differences. The transparency, accuracy, and information content of the biomedical literature would benefit from increased reporting of both effect sizes and measures of uncertainty or at least both effect size and P value in abstracts. Qualitative statements about significance in the absence of quantitative information are difficult to interpret and may be misleading because statistical, biological, and clinical significance are different concepts and subjective interpretation of significance may be incorrect. Therefore, such isolated qualitative statements should be avoided. By default, isolated reporting of P values also should be avoided, unless a cogent argument can be made that effect size is not relevant (eg, in some genomic studies). In addition, journals should en-courage investigators to report in their abstracts the quantitative findings of their main analyses and not necessarily those that were nominally statistically significant.
Conclusions
In this analysis of P values reported in MEDLINE abstracts and in PMC articles from 1990-2015, more MEDLINE abstracts and articles reported P values over time, and almost all abstracts and articles with P values reported statistically significant results. Rather than reporting isolated P values, articles should include effect sizes and uncertainty metrics.
