We present an analytical method for computing the mean cover time of a random walk process on arbitrary, complex networks. The cover time is defined as the time a random walker requires to visit every node in the network at least once. This quantity is particularly important for random search processes and target localization in network topologies. Based on the global mean first passage time of target nodes we derive an estimate for the cumulative distribution function of the cover time based on first passage time statistics. We show that our result can be applied to various model networks, including Erdős-Rényi and Barabási-Albert networks, as well as various real-world networks. Our results reveal an intimate link between first passage and cover time statistics in networks in which structurally induced temporal correlations decay quickly and offer a computationally efficient way for estimating cover times in network related applications.
I. INTRODUCTION
Random walks have been studied extensively for more than a century and emerged as an efficient descriptive model for spreading and diffusion processes in physics, biology, social sciences, epidemiology, and computer science [1] [2] [3] [4] [5] [6] . Because of their wide applicability and relevance to dynamic phenomena, random walk processes on complex networks have become a topic of interest [1] . In this context, the calculation of a resistor network's total resistance [5] , synchronization phenomena in networks of coupled oscillators [4] , the global spread of infectious diseases on the global air traffic network [7] and ranking the importance of single websites in the world wide web [8] are just a few examples of systems that have been investigated based on concepts derived from random walk theory.
Especially important is the understanding of temporal aspects of stochastic processes and how different network structures influence the equilibration process. Consequently, a lot of theoretical work focused on understanding the connection between network structure and relaxation time scales or first passage times (FPTs), i.e. the time it takes a single walker to travel from one node to another. Both, relaxation and first passage times quantify different aspects but fail to capture the characteristic time a walker requires on average to visit every node in a network, which is captured by the cover time of the process. This quantity, however, has important practical applications from biology to computer science, for instance, for estimating how long it will take to distribute a chemical or a certain commodity to every node in a network. Researchers have been able to obtain analytical, asymptotic results for the cover time for model networks, e.g. complete graphs, Erdős-Rényi (ER) and Barabási-Albert (BA) networks. Despite these results, analytical results, approximate results or heuristics concerning the mean cover time of real-world networks is lacking * bfmaier@physik.hu-berlin. de and it is unclear how a real-world network's mean cover time is related to other temporal features of random walks on networks and how higher order structures of a real network may impact the mean cover time.
In the following, we present a theoretical approach that predicts the cover time on arbitrary complex networks using only FPT statistics. We show that for networks on which random walks equilibrate quickly, the cover time can be estimated accurately by the maximum of a set of FPTs drawn from the ensemble of FPT distributions of all target nodes. Our method's predictions are in excellent agreement with results provided by computer simulations for a variety of realworld networks, as well as for ER networks, BA networks, complete graphs and the configuration model (uniform degree random networks). We furthermore show that our method produces results with significant deviations for lattice-like networks (e.g. subway networks [9] and two-dimensional regular lattices) that violate the assumption of rapid relaxation.
II. THEORY A. Random walks and first passage times
We investigate a simple discrete time random walk on complex networks. Given an unweighted, undirected, network composed of N nodes, E links and adjacency matrix A vu with A vu = 1 if node u and v are connected and A vu = 0 otherwise, a walker starts at t = 0 on any node u. Then it chooses one of u's neighbors v ∈ U at random and jumps to v, completing the transition from time t = 0 to time t = 1. This processes is repeated indefinitely and governed by the master equation
where P u (t) is the probability that the walker is at node u at time t, k u = A vu /k u is the transition probability of the walker going from node u to node v in one time step. We assume that the network has a single component, so every node can be reached, in principle, from every other node. Under relatively general conditions this process will approach the equilibrium
Central questions for random walks are often connected to first passage times (FPT), e.g. the mean first passage time τ vu (MFPT) between two nodes u and v. This time is defined as the mean number of steps it takes a random walker starting at node u to first arrive at node v. Another important quantity is the global mean first passage time of node v (GMFPT),
The GMFPT can be used as a measure of centrality for node v since a node which is quickly reachable from the whole network may be interpreted to be "important". Those passage times are well analyzed and often efficiently computable from network properties. One of those is the graph Laplacian, which emerges naturally when investigating diffusion on networks and is defined as
where δ vu denotes Kronecker's delta. Using this operator, the MFPT between two nodes can be computed by inversion of a reduced Laplacian (note that the operator above is singular and hence not invertible) [5] . A method described in [10] computes the GMFPT from the graph Laplacian's spectrum. Given its eigenvalues in increasing order 0 = λ 1 < λ 2 ≤ ... ≤ λ N and corresponding orthonormal eigenvectors µ i = (µ i1 , µ i2 , ..., µ i N ) T , one can compute node v's exact GMFPT as
A computationally more efficient method estimates the GMFPT by its lower bound, which is given by
if the process relaxates quickly, e.g. in time t N, as derived in [11] . In the same study it was shown that this result holds remarkably well for Erdős-Rényi (ER) and Barabási-Albert (BA) networks, as well as for a variety of real-world networks. Another temporal characteristic with practical relevance is the mean cover time T u , defined as the mean number of steps it takes a random walker starting at node u to visit every other node at least once. For various network models simple heuristics concerning the asymptotic scaling of the mean cover time with growing node number N have been derived [12] [13] [14] . For ER, BA and fully connected graphs it was shown that T ∼ Q N log N, with network specific prefactor Q. Such scaling relationships are useful for comparative analyses, e.g. when networks for different sizes of the same class are compared. They are less helpful when actual expected cover times need to be computed for empirical networks where N is fixed and comparative or relative statements are insufficient.
Unfortunately, a general procedure for estimating the actual cover time for arbitrary complex networks, as well as the connection between the mean cover time and FPT observables is lacking. In the following we present a method that estimates the cover time using passage time statistics.
B. Cover Time
Recently it has been found that if a random walk process equilibrates quickly, i.e. the initial concentration of random walkers approaches the equilibrium concentration in a small number of time steps t N, the information about the start node is lost [11] and the first passage time at destination v is (for larger times τ) distributed asymptotically according to
where τ v is the GMFPT of Eq. (1). τ v can differ between nodes and depends on the topological features of the network only. Note that in the following paragraphs we will often refer to the FPT decay rate β v = τ −1 v instead of the GMFPT, simplifying the notation.
In order to find the mean cover time from the collection of distributions p v (τ) we proceed as illustrated in Fig. 1 . Excluding the starting node u, we pick a FPT t v for each target node v from their respective FPT distribution p v at random, resulting in a set of N − 1 FPT that we call F . Consequently, the cover time T u is given as the maximum element of F . In order to find the distribution of this maximum, we compute the probability that a time T is equal to the maximum of this set as the probability that no element of F is larger than T, yielding
We further approximate our result by assuming a continuous time distribution, easing the computations without significantly changing the outcome. Then, the probability that any time t v ∈ F is lower than or equal to T is
Eqs. (5) and (4) yield the cumulative distribution function for the cover time, Figure 1 . Illustration of our approach. Each node of the network is viewed as an independent entity that can be visited by the walker starting at the green node. Each target node v has its own first passage time (FPT) distribution which is asymptotically distributed as ∼ exp(−τ/τ v ) with its global mean FPT τ v . In order to compute the cover time, we draw one FPT τ from every target's distribution. Then the cover time is given as the maximum time of all drawn FPTs.
and the expected cover time
We can find the global mean cover time by averaging over target nodes u as
with
However, as argued in App. B, without introducing too much error for N 1, we will make use of a simpler integral to find
Here, V is the set of all nodes and P * (V) is the set of all possible subsets of V excluding the empty set. Even though one can solve the integral Eq. (9) analytically to obtain the result above, in practice it is more feasible to solve the integral numerically than iterating over P * (V) which has 2 N − 1 elements and hence becomes very large rather quickly. Now, the estimation of the global mean cover time reduces to an efficient estimation of the FPT decay rates β v . There are two ways to estimate the decay rates with the GMFPTs as described in Sec. II A. Using the estimation of the lower bound Eq. (3), the estimated global mean cover time is given as
The advantage of this method is that only the network's degree sequence k v needs to be known in order to estimate the global mean cover time. However, this method can obviously only account for a lower bound. Secondly, we can compute the exact GMFPTs using Eq. (2). Then the computed global mean cover time is
C. Cover time of networks with equal GMFPTs
Let us consider a network where all nodes have approximately the same GMFPTτ and the structure is sufficiently random that we can estimate the mean cover time using Eq. (6). We find
where γ ≈ 0.57722 is the Euler-Mascheroni constant and ψ(z) = Γ (z)/Γ(z) the polygamma function. Barabási-Albert networks , and networks generated with the configuration model and nearly constant node degree (right). Shown are averages measured from 1000 simulations per data point ( ) and both estimations of the mean cover time using (♦) estimated GMFPTs from the target nodes' degrees Eq. (10) Table I . Mean cover times of simple random walks on the giant component of various networks, in units of the cover time on a complete graph with equal node count. Displayed is the number of nodes N, the mean degree k of the giant component and the measured mean cover time T sim extracted from 50 simulations per network with one walker starting on every node. Additionally shown are both theoretical estimations of the cover time using (a) estimated GMFPTs T es from the target nodes' degrees, Eq. (10) and (b) exact GMFPTs T ex computed from the graph Laplacian's spectrum Eq. (11) . Both estimations are given with their relative error to the simulated mean cover time. Note that all networks have been symmetrized and an unweighted link (u, v) has been created if a weight between two nodes was w uv > 0. For the Intra-organizational networks, we created a link if both nodes put something else than "I do not know this person" in their questionnaire. These values are additionally shown in Fig. 3 (top) .
An example for networks fulfilling the conditions above is the configuration model where all nodes have identical degree. This includes, e.g. the complete graph. The cover time of the complete graph scales as T ∼ N log N for large N [14] , a result which is reproduced by Eq. (12) since the GMFPT for each node isτ = N −1 (see App. A) and ψ(N) ∼ log N for large N.
III. RESULTS
We compared the predictions of Eqs. (10) and (11) with simulation results for single component ER, BA and realworld networks, as well as Eq. (12) for random networks with a strongly peaked degree distribution. On every node we placed a walker at time t = 0. Subsequently, we let each walker do a random walk as described in Sec. II A. Each walker proceeded until it visited each node at least once, completing total coverage and marking cover time T u . Then T was computed as the average of all T u . For a more detailed description of the numerical methods as well as the used code, see App. C.
For both ER and BA networks, we generated networks with N = 50, 100, 200, 400 nodes, ER networks with integer mean degree k ∈ [1, 20] , and BA networks with parameter m ∈ [1, 20] (new links per node at creation). In order to test Eq. (12), we generated networks using the configuration model with N = 50, 100, 200, 400 nodes and degree sequence k u = k ∀ u ∈ V, scanning integer degrees k ∈ [3, 20] .
After creation of each network, we extracted the giant component, deleted self-links and multiple occurences of unique links, ran the random walks and estimated the cover time using Eqs. (10), (11) and Eq. (12), respectively, for 1000 networks each. The theoretic results are in excellent agreement with the simulation results, as can be seen in Fig. 2 . The relative error made by our method decreases with increasing number of nodes N as well as increasing mean degree k and quickly reaches values below 1%. Unsurprisingly, our method performs better compared to the results of [12, 13] due to the asymptotic nature of the latter.
We furthermore simulated random walks on the giant component of 15 real-world networks, listed in Tab. I. Some of those are directed networks that we converted to undirected networks by converting every directed link to an undirected link. For weighted networks we assigned an undirected link (u, v) if a weight was w uv > 0. For the intra-organizational networks from [18] , employees had to fill out questionnaires regarding their relationships to co-workers. Here, we assigned an undirected link (u, v) if both u and v marked something else than "I do not know this person". As can be seen in Tab. I, our method produces results that are very close to the simulated values (mostly relative errors of ∼ 1% − 10%). One exception is the computed cover time for the E. coli protein interaction network [17] with a relatively high relative error of ∼ 23%. Generally, the more exact result of GMFPTs calculated via the graph Laplacian gives results with lower relative error than using lower bound GMFPTs, as expected.
Additionally, we performed simulations on two- (10) and ( ) theoretical result from exact GMFPTs computed from the graph Laplacian's spectrum Eq. (11). For both theoretic estimations the relative error is shown in the bottom plots; it is increasing with increasing system size.
dimensional square lattices of N ∈ [5 2 , 25 2 ] nodes. For those networks the GMFPT is roughly equal for all nodes, however, information of the starting node is very important for picking the right FPT of targets. Simply picking one FPT from a distribution is not a valid procedure anymore, due to high correlation of FPTs with lattice distance. Hence, we suspect that our method will not perform well for lattice-like networks. Indeed, as can be seen in Fig. 4 , the relative error between simulation and theoretic estimations increases with increasing N, up to ∼ 50% for the estimated GMFPTs and ∼ 20% for the exact GMFPTs. Similar results are obtained for lattice-like real-world networks such as subway networks [9] (shown in Tab. II and Fig. 3) . Here, the estimation from estimated GMFPTs systematically underestimates the cover time while using exact GMFPTs yielded an overestimation of the cover time by ∼ 20% − 40%.
IV. CONCLUSIONS
We studied the cover time of simple discrete time random walks on complex networks with N nodes. Treating each target node as independent from the start node, we were able to find the cumulative distribution function of the cover time by finding the maximum of N drawn FPTs from the N target nodes' FPT distributions which solely depend on their GMFPT. Using this method, the complexity of finding the mean cover time of an arbitrary complex network is heavily decreased since the problem is practically reduced to finding the nodes' GMFPTs using simple estimations or spectral methods, which is computationally much more feasible than simulating random walks starting on every node, especially for large networks.
We showed that this procedure yields reliable estimations of the mean cover time for a variety of networks where random walks decay quickly, namely ER networks, BA networks, random graphs with heavily peaked degree distributions, and a collection of real-world networks. We furthermore showed that for lattice-like networks our method does not produce reliable results since the information about the start node is important for picking the right FPT from the FPT distibution of the target nodes. While the spatial correlation of nodes is responsible for this deviation, it still remains unclear how to determine under which conditions our method is safely applicable. This is a task for future investigations.
Finally, note that even though we derived our results for unweighted networks, they can be easily made applicable to weighted networks and subclasses of directed networks, as they only depend on the calculation of GMFPTs. Those, in turn, depend solely on the transition matrix W vu = A vu / u A vu which is similarly defined for weighted and directed networks.
Appendix A: The GMFPT of a complete graph Suppose a random walker starts at any node u. The probability to reach any other node of the network in one time step is p = 1/(N − 1). Looking at a single target node v we want to calculate the probability that v is first passaged at time t, which is given as
Hence, the GMFPT for every target node is
Appendix B: Approximation of mean cover time integral
In the following, we show that instead of solving integral Eq. (7), one can safely use Eq. (9). We do so by calculating Table II . Same procedure as in Tab. I, but for subway networks of big cities, taken from [9] . These values are additionally shown in Fig. 3 (bottom).
the total difference between both as
defining Q(T) = meaning that for both integration limits, the integrand approaches 0. In the following we assume that the distribution of decay rates is relatively homogeneous in the region of small rates (implying that there are some rates that are of the same order as β min ). This is a relatively safe assumption for most network models and real-world networks as in most cases there are more nodes with small degree (hence small decay rates) than nodes with high degree (hence high decay rates). Now suppose the integration approaches a time where T ≈ β −1 min , implying that there are still some terms 1 − exp(−T β v ) 1, such that P(T) The code used for the random walk simulations is a standard implementation of discrete time random walks on networks and available online as a C++/Python/Matlab package, see https://github.com/benmaier/cNetworkDiff.
In order to evaluate the mean cover time, the integrals Eqs. (10) and (11) were solved numerically. Note that for the numerical integration, an upper integration bound of infinity can be problematic when the decay region of the integrand is unknown. Hence, we chose an upper integration limit T max where 1 − P(T max ) ≤ 10 −10 . The code is available online as a Python package, see https://github.com/benmaier/nwDiff. For solving the integral Eq. (11) we computed the GMFPT of each node via Eq. (2) with eigenvalues and -vectors computed using the NumPy implementation [27] of the standard algorithm for eigenvalue and -vector computation of Hermitian matrices [28] .
