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Shi Y, Apker G, Buneo CA. Multimodal representation of limb endpoint position in the posterior parietal cortex. J Neurophysiol 109: 2097 -2107 , 2013 . First published January 23, 2013 doi:10.1152 /jn.00223.2012 .-Understanding the neural representation of limb position is important for comprehending the control of limb movements and the maintenance of body schema, as well as for the development of neuroprosthetic systems designed to replace lost limb function. Multiple subcortical and cortical areas contribute to this representation, but its multimodal basis has largely been ignored. Regarding the parietal cortex, previous results suggest that visual information about arm position is not strongly represented in area 5, although these results were obtained under conditions in which animals were not using their arms to interact with objects in their environment, which could have affected the relative weighting of relevant sensory signals. Here we examined the multimodal basis of limb position in the superior parietal lobule (SPL) as monkeys reached to and actively maintained their arm position at multiple locations in a frontal plane. On half of the trials both visual and nonvisual feedback of the endpoint of the arm were available, while on the other trials visual feedback was withheld. Many neurons were tuned to arm position, while a smaller number were modulated by the presence/absence of visual feedback. Visual modulation generally took the form of a decrease in both firing rate and variability with limb vision and was associated with more accurate decoding of position at the population level under these conditions. These findings support a multimodal representation of limb endpoint position in the SPL but suggest that visual signals are relatively weakly represented in this area, and only at the population level.
proprioception; vision; cue integration; reaching; body schema VISUALLY GUIDED REACHING requires the integration of visual and proprioceptive feedback with predictions based on motor commands in order to estimate limb position before, during, and after movement. While behavioral correlates of this process have received considerable attention, the underlying neural mechanisms remain poorly understood. In nonhuman primates, several areas have been implicated in the integration of somatic (proprioceptive, efference copy) and visual information about limb position and could therefore serve as targets of investigation of the neural correlates of position estimation. These areas include the putamen, ventral/dorsal premotor cortex (PMv/d), and the following parietal areas: 5, 7, the medial intraparietal area (MIP), and the ventral intraparietal area (VIP) (Caminiti et al. 1996; Colby and Duhamel 1991; Duhamel et al. 1997; Graziano et al. 2004) .
Previous studies in humans and nonhuman primates suggest that the superior parietal lobule (SPL) would be a particularly good candidate for probing neural correlates of limb position estimation. For example, studies of nonhuman primates indicate that the SPL receives input from visual and somatosensory areas (Andersen et al. 1990; Caminiti et al. 1996; Cavada and Goldman-Rakic 1989) and may also receive an efference copy of arm movement commands (Rushworth et al. 1997) . Although the human and monkey parietal cortices are not completely homologous (Culham et al. 2006; Grefkes and Fink 2005; Orban et al. 2006) , the aforementioned findings are consistent with fMRI studies in humans, which have shown increased BOLD activation in the SPL with changes in limb position (Pellijeff et al. 2006 ) that may be partially driven by motor-related activity arising in the frontal lobe (Parkinson et al. 2010) . Finally, injury to the SPL in humans results in difficulty in maintaining limb position in the absence of vision, supporting a role for this structure in the multimodal estimation of limb "state" (Wolpert et al. 1998) .
Neurophysiological studies of nonhuman primates also point to a role for the SPL in cue integration. Graziano and colleagues (2000) studied the responses of area 5 neurons to changes in the position of a monkey's unseen arm as well as the position of a seen, but fake arm. Roughly one-quarter of the neurons examined responded to manipulation of both the seen and unseen arms, suggesting that area 5 is involved in integrating visual and somatic signals about limb position. In this study, however, animals were required neither to make a perceptual judgment nor to perform a motor task based on available sensory cues, which may have affected the manner in which proprioceptive signals from the real arm and visual signals from the fake arm were integrated (Angelaki et al. 2009 ). In addition, since animals were not required to actively maintain their limb position and in fact had their limbs passively moved between positions, the contribution of motor signals was not addressed. As a result, in the present study we probed the representation of limb endpoint position in the SPL under conditions in which visual, somatosensory, and motor signals should all be relevant to position estimation, i.e., during the active maintenance of limb positions in free [three-dimensional (3D)] space. Our findings support a multimodal representation of limb endpoint position in the SPL, but one that is dominated by somatic signals. Preliminary results of this work were previously reported at the 2011 Conference of the IEEE Engineering in Medicine and Biology Society (Shi and Buneo 2011) and in abstract form (Apker et al. 2009; Shi and Buneo 2009 ).
MATERIALS AND METHODS
Experimental apparatus. Two head-fixed animals (monkey X, monkey B; Macaca mulatta) were trained to make arm movements within a computer-generated 3D virtual environment, similar to that employed by Schwartz and colleagues (Taylor et al. 2002) . A schematic of the experimental apparatus is shown in Fig. 1A . Vision of the animal's real arm was blocked by a mirror, but the position of the wrist was viewed as a green spherical cursor ("arm cursor") displayed on a 3D monitor (Dimension Technologies) that projected onto the mirror. Arm movements were monitored with an active LED-based motion tracking system (Phoenix Technologies; sampling rate: 250 Hz, spatial resolution: 0.015 mm at 1.2-m distance). Eye movements were monitored with a remote optical eye tracking system (Applied Science Laboratories; sampling rate: 120 Hz, spatial resolution: 0.25°o f visual angle). Experimental paradigm. Animals performed a reaction-time task involving combined eye and arm movements from a single (central) starting position to one of eight peripheral targets, followed by a saccadic eye movement back to a central fixation point (Fig. 1B) . At the start of each trial, a green sphere was presented at the starting position, located in the center of the virtual workspace. Once this position was acquired by the arm cursor and maintained for 500 ms, a second target sphere was presented at one of eight locations arranged in a rectangle (monkey X) or a square (monkey B) in a frontal plane. The presentation of the target instructed the animal where to place its arm and also served as a "go" signal, cuing the animal to move its arm to the target. For monkey X, targets were separated by 5 cm along the horizontal axis and 4 cm along the vertical axis and were therefore up to 6.4 cm from the center of the workspace. For monkey B, targets were separated by 5 cm along both the horizontal and vertical axes and were therefore up to 7.1 cm from the center of the workspace. For convenience here and throughout, target locations are referred to by their direction with respect to the center of the display, with 0°indicating rightward movements (ipsilateral to the reaching arm, contralateral to the recording chamber in both animals) and increasing counterclockwise.
The arm cursor was visible at the beginning of each trial as well as during the movement toward the target. After the reach target was acquired, the target was extinguished after 300 ms (monkey X) or 400 ms (monkey B) and a yellow target sphere was presented at the center of the visual display, cuing the animal to saccade to the center. Once this central fixation position was acquired, a "static holding period" commenced in which animals were required to continue fixating the center of the display while maintaining their arm position at the peripherally located target for a period of 800 -1,200 ms. During this period, visual input of the arm's position was allowed on half of the trials [Vision (V) condition] but was disallowed on the remaining trials by blanking the arm cursor [No Vision (NV) condition]. Except where otherwise noted, data analysis focused on the last 800 ms of the static holding period.
Spherical behavioral windows with a radius of 2 cm (monkey X) or 2.4 cm (monkey B) surrounded each reach target, and a behavioral window with a radius of ϳ6.5°of visual angle surrounded the central fixation point. Animals were required to maintain position within these windows in order to successfully complete a trial. Five trials were performed for each target, which were pseudorandomly selected.
Behavioral analysis. Mean arm positions at a given target in the V and NV conditions were compared with a one-factor multivariate analysis of variance (MANOVA, P Ͻ 0.05). Variability along the horizontal (x), vertical (y), and depth (z) axes were also compared between conditions with Levene's test (P Ͻ 0.05). All analyses were conducted on position data recorded during the simultaneous acquisition of the neural data (described below).
Neurophysiology. All experimental procedures were conducted according to the Guide for the Care and Use of Laboratory Animals (NIH Pub. No. 86-23, revised 1985) and were approved by the Arizona State University Institutional Animal Care and Use Committee. Single-cell recordings (N ϭ 343; 219 from monkey X and 124 from monkey B) were made in the superficial cortex of the SPL (area 5), as judged by recording depth and similarity to previous recordings made in this area (Buneo et al. 2002 (Buneo et al. , 2003 (Buneo et al. , 2008 , with standard neurophysiological techniques. Activity was recorded extracellularly with varnish-coated tungsten microelectrodes (ϳ1-to 2-M⍀ impedance at 1 kHz). Single action potentials (spikes) were isolated from the amplified and filtered (600 -6,000 Hz) signal via a time-amplitude window discriminator (Plexon). Spike times were sampled at 2.5 kHz.
Analysis of neurophysiological data. Peristimulus time histograms (PSTHs) of the mean firing rate of single neurons were constructed for each target location by smoothing the spike trains with a Gaussian kernel ( ϭ 50 ms). At the single-cell level the effects of limb position and the visual conditions [vision of the hand (V) vs. no hand vision (NV)] on mean firing rate during the static holding period were assessed with a two-factor analysis of variance (ANOVA, P Ͻ 0.05; factors: target location, visual conditions). To assess whether effects of the visual conditions were associated with increases or decreases in firing rates, we also calculated two indexes of response enhancement/ suppression. The first compared the response of a neuron in the bimodal (V) condition with the maximal response in the unimodal (NV) condition (Meredith and Stein 1986): (1)
where NV pnv represents the mean firing rate at the preferred location in the NV condition and V pnv represents the corresponding rate in the V condition. We also calculated a modified version of the above index that controls for possible asymmetries in the degrees of enhancement and suppression (Avillac et al. 2007 ). This modified index gave very similar results in terms of classifying individual responses as suppressed or enhanced and differed only with regard to the degree of suppression/enhancement. Consequently, results obtained with this modified index are not reported here. Finally, to account for the possibility that some enhancement/suppression might arise from differences in tuning in the two conditions, we also compared the responses using an index that was based on the preferred location in each condition (as opposed to INDX 1 , which is based purely on the preferred location in the NV condition):
Cells with significant effects of vision as indicated by the ANOVA (main and/or interaction effects) were likewise considered to have statistically significant suppression/enhancement with either index. Indexes for all cells as well as for each subpopulation of cells identified by the ANOVA were represented graphically as bar plots.
In addition to assessing differences in firing rates between conditions, we also assessed differences in neural variability. This was done in several ways. First, for each cell we compared the variance in spike rate between the V and NV conditions, again focusing on the peak location defined in the NV condition. Neural variability is more typically assessed with metrics based on spike counts rather than spike rates such as the Fano factor (FF), which is the ratio of the spike count variance to the spike count mean, and the square of the coefficient of variation (CV 2 ) of the interspike intervals (Nawrot et al. 2008) . The FF can be influenced by both intratrial variability due to spike train irregularity ("spiking noise") and trial-by-trial variability in the underlying firing rate (Churchland et al. 2010) . In contrast, the CV 2 assesses variability due to spiking noise. Thus these two quantities were used not only to look for differences in variability in the V and NV conditions but also to probe the source of any potential differences in variability.
FFs were computed from the slope of the relation between spike count variance and spike count mean for the population, with data from the peak location defined in the NV condition (see Fig. 5 ). The CV 2 was calculated for each cell and condition, also with the data corresponding to the peak location in the NV condition. To assess differences in FF between conditions we performed a permutation test (P Ͻ 0.05). That is, we randomly assigned pairs of spike count means and variances from both conditions to one of two groups, calculated the FF for each group, and then took their difference. This was consistent with the null hypothesis that the FF for the two conditions was the same. The entire procedure was repeated 1,000 times, with the resulting distribution of FFs forming the reference distribution for determining statistical significance. Differences in CV 2 between conditions were assessed with the Kruskal-Wallis test (P Ͻ 0.05).
At the population level, we also computed Spearman rank correlation coefficients between the responses recorded on vision and no vision trials. Correlations were calculated for all recorded responses as well as for data sets where 1) mean endpoint positions differed and 2) mean endpoint positions were the same. To determine whether the correlation coefficients differed significantly between these latter two data sets we performed a permutation test (P Ͻ 0.05), using the same procedure described above for comparing the FF between conditions.
A decoding algorithm was used to assess how well area 5 activity could predict limb position in the presence and absence of limb vision. For this analysis, cells were considered to be simultaneously recorded and Poisson spiking statistics were assumed. Activity during the static holding period was used as input to a maximum-likelihood classifier that predicted the location of the target the animal reached to on a given trial given the neural population activity on that trial (Pouget et al. 2000) :
where P(r | S) is the likelihood of the population response r of n cells for final limb/target position S, r i represents the individual cell responses, and i,s is the expected response of a single cell for limb position S. The models for each final limb/target position ( i,s ) were trained with four trials of data, and the responses from the remaining trials were used to calculate the likelihood of the response for each position. The classifier then predicted the target at which the limb was being held on the basis of which direction maximized the likelihood of observing r:
where r is the predicted target position determined by the classifier. This leave-one-out procedure was repeated such that each trial was used as the test trial and the average decoding performance of the population was taken from the accuracy rate of the five test cases. To provide a more robust estimate of the position information encoded within the population, decoding performance was bootstrapped across the cells within the population (N ϭ 200). The percentages of correctly and incorrectly classified trials were represented graphically as confusion matrices (Scherberger et al. 2005) .
RESULTS
Behavior. In this initial investigation, we used a paradigm that maximized the likelihood that limb positions would be identical in the V and NV conditions. This was to ensure that any observed differences in neural activity could be explained only by the differing sensory conditions (presence or absence of limb vision) and not by the fact that the limb was held in slightly different positions in the two tasks. Figure 2 shows the arm position data obtained from all behavioral sessions in one animal (N ϭ 124 sessions); the average coordinates of the endpoint positions for both animals (N ϭ 343 sessions) are listed in Table 1 . The average percentage of sessions (across animals and targets) with a significant difference in mean position was 6.9 Ϯ 1.5% (MANOVA, P Ͻ 0.05). Similarly, the average percentages of sessions with a significant difference in variability along the horizontal, vertical, and depth axes were 5 Ϯ 1.9%, 4.7 Ϯ 1.6%, and 6 Ϯ 0.9%, respectively (Levene's test, P Ͻ 0.05). Thus relatively few single sessions showed differences in endpoint position or position variability, suggesting that the static holding behavior in the two conditions was largely the same.
Neurophysiology. At the single-cell level, neural responses were also largely similar between conditions. Figure 3 shows neurophysiological data from a single neuron aligned to the end of the static holding period. Each panel in Fig. 3 corresponds to a single location in the frontal plane; spike rasters and PSTHs of the mean firing rate during V and NV trials are shown. This cell exhibited tuned movement-related activity (as evidenced by differences in activity across targets between approximately Ϫ2 and Ϫ1.5 s) as well as tuned positional discharge. For both the V and NV conditions, discharge was greatest when the animal held its hand at the target located in the lower left part of the workspace (225°). The overall activity of this neuron was also very similar on V and NV trials. That is, even though the visual stimulus corresponding to endpoint position was extinguished well before the start of the analyzed holding period, the neuron continued to fire in roughly the same manner on both V and NV trials. An ANOVA on the mean firing rate of this cell during the static holding period indicated a main effect of position (P Ͻ 0.05) but no effect of the visual conditions and no position ϫ visual conditions interaction (P ϭ 0.52; P ϭ 0.64). Thus this neuron appeared to encode the static position of the limb using only somatically derived information.
The neuron shown in Fig. 3 was representative of the majority of neurons recorded in this study. First, sensitivity to movement direction/amplitude was common: when data during a 500-ms epoch centered on movement onset were analyzed, 41% (139/ 343) of the neurons were found to be modulated by the required movement vector (main and/or interaction effects; ANOVA, P Ͻ 0.05). In addition, although position sensitivity was commonly observed at the single-cell level, sensitivity to limb vision was less common. When data from the 800-ms static holding period were considered, 39% (135/343) of the neurons showed a significant main effect of position, while only 13% (44/343) showed a main effect of the visual conditions. Interaction effects of position and vision were found in 9% (27/343) of the neurons. Similar percentages were noted when the first 400 ms and the last 400 ms of the holding period were separately analyzed (31/9/5% and 29/10/ 4%, respectively). Overall, during the full holding period, 44% of the neurons showed some effect of position (cells with main and/or interaction effects) while 19% showed either main or interaction effects of the visual conditions. Most germane to the present investigation, 11% of the neurons demonstrated effects of both position and vision (main effects of both factors and/or interaction effects).
It is possible that effects of the visual conditions reflected slight differences in endpoint positions in the two conditions, as the percentage of neurons showing positional and visual effects (11%) was only slightly larger than the percentage of sessions showing differences in mean endpoint position at a given target (ϳ7%). To determine whether this was the case, we computed correlation coefficients between responses in the V and NV conditions for the following subsets of data: 1) instances where mean endpoint positions differed (data set 1) and 2) instances where mean endpoint positions were the same (data set 2). We found that the correlations were identical for these two data sets (r for data set 1: 0.9301; r for data set 2: 0.9281; permutation test, P Ͻ 0.05). Thus differences in mean firing rate arising between the V and NV conditions in visually sensitive cells did not appear to be associated with differences in endpoint position but instead appeared to be due to differences in available sensory cues.
An analysis of the differences in activity between conditions at the single-cell level indicated that for the majority of cells, even those without significant visual modulation by the ANOVA, activity was reduced in the bimodal V condition relative to activity in the unimodal NV condition. Figure 4 shows bar plots of the enhancement/suppression indexes (INDX 1 ; Eq. 1) for all of the neurons recorded in this study (Fig. 4A) as well as each subpopulation of neurons identified by the ANOVA (Fig. 4, B-D) . This figure clearly shows that for the majority of cells INDX 1 was negative. The percentage of cells with negative indexes was fairly consistent across the different populations (84%, 77%, 85%, and 84% for the populations shown in Fig. 4, A-D, respectively) . As discussed in MATERIALS AND METHODS, cells that did not demonstrate significant visual modulation by the ANOVA (including the "Position Only" cells shown in Fig. 4B) were not considered to have statistically significant suppression or enhancement. Not surprisingly then, the percentage of neurons with a negative INDX 1 was lowest for the cells shown in Fig. 4B (77%) and the mean INDX 1 was least negative (Ϫ13%). In contrast, the average index was most negative in the population of cells showing both positional and visual modulation by the ANOVA ("Position/Vision" cells, Fig. 4C; Ϫ31%) .
It should be noted that some (but not all) of this apparent suppression appeared to arise from changes in tuning in the two conditions. For example, Position/Vision cells that had their maximum responses at the same or immediately adjacent locations in the two conditions (22/38; 58%) had an average index of Ϫ24%, while those with larger differences in tuning also had larger indexes on average (Ϫ40%). When suppression and enhancement were assessed with an index that took into account possible differences in tuning between conditions (INDX 2 , see MATERIALS AND METHODS), rate differences between conditions were not strong but were still biased toward suppression, with average indexes of Ϫ9%, Ϫ13%, and Ϫ13% for the Position Only, Vision Only, and Position/Vision cells, respectively. Thus the negative indexes resulting from INDX 1 appear to be associated with both changes in tuning and suppressive effects in some cells, while for other cells these negative indices appear to reflect pure response suppression.
Neural variability also differed between the V and NV conditions and appeared to arise from changes in both intratrial variability and across-trial variability. First, an examination of the variance in spike rate between conditions showed a trend toward higher variances in the NV condition: the average variance (across cells) at the peak location in the NV condition was 56 (spikes/s) 2 , while in the V condition the average variance was 30 (spikes/s) 2 . In addition to quantifying rate variance, we also calculated variability, using measures based on spike counts. Figure 5 shows scatterplots of the mean spike count vs. the variance of the spike counts in each condition, which were used to arrive at the corresponding FFs (the slopes of the solid lines passing through the origin in each plot). Statistical analysis revealed that the FF was significantly larger in the NV condition (permutation test, P Ͻ 0.05). Interestingly, the CV 2 , which assesses variability in the interspike intervals, was also significantly larger in the NV condition (Kruskal-Wallis test, P Ͻ 0.05). The combination of large differences in FF and CV 2 suggests that the differences in variability between conditions are due to both changes in intratrial variability arising from spike train irregularity and changes in trial-by-trial variability in firing rate (Churchland et al. 2010; Nawrot et al. 2008) .
At the population level small but significant differences between the two visual conditions were found in the decoding of positional information. Figure 6 shows the results of a maximum-likelihood decoding analysis for the full 800-ms static holding period, using all of the neurons recorded in this study. The confusion matrix in Fig. 6 , top left, shows the results when the decoder was both trained and tested with data from the V condition, while the matrix in Fig. 6 , bottom right, shows the performance with training and testing data from the NV condition. The remaining matrices show performance when the decoder was trained with data from one condition but tested with the other. Decoding accuracy in all cases was generally very good, but performance was most accurate under conditions where the decoder was both trained and tested with data from the V condition (Fig. 6, top left) . For example, when data from the full 800 ms of the holding period were used, average decoding accuracy across targets in the V conditions was 91.6 Ϯ 9%. While accuracy decreased with shorter windows, no difference in decoding performance was found when the first 400 ms and the last 400 ms of the holding period were compared, indicating that position encoding did not appreciably differ throughout the holding period. In contrast, when the decoder was both trained and tested with data from the NV conditions (Fig. 6, bottom right) decoding accuracy fell to 81.9 Ϯ 18.0%. Here also, decode performance did not differ significantly between the first 400 ms and the last 400 ms of the holding period. The difference in decoding performance between the V and NV conditions was statistically significant (t-test, P Ͻ 0.05). Results from the analyses where the decoder was trained and tested with data from different conditions reinforce the idea that decoding of limb position degraded somewhat whenever data from the NV condition were used. Overall, these results suggest that visual signals play a small but significant role in representing limb endpoint position in this area under conditions requiring the sustained maintenance of motor output. It bears mentioning that the ANOVA may underestimate the number of neurons that are sensitive to both position and vision. This conclusion is based on a separate decoding analysis of neurons that did not show effects of position, vision, or their interaction according to the ANOVA. This analysis showed that for this subset of neurons decoding of position in both the V and NV conditions was better than chance for some target locations, suggesting latent positional sensitivity in this subset of neurons. Interestingly, average decoding accuracy was also slightly higher in the V condition than in the NV condition in this subset of cells (20% vs. 14%), similar in trend to what was observed for the entire population, though this difference was not statistically significant. Similarly, the analysis shown in Fig. 4 suggests the presence of latent visual sensitivity in this population. That is, neurons that were identified as having no visual modulation by the ANOVA had indexes of response suppression/enhancement that were biased toward negative values, similar to what was observed in neurons with significant response suppression.
DISCUSSION
Previous results have suggested that visual information about arm position is not strongly represented in area 5. However, these results were obtained in tasks where animals were not interacting (perceptually or motorically) with objects in their environment, which could have affected the manner in which the cells were driven by somatosensory and/or visual signals. The present study explored the role of these sensory Fig. 3 . Activity of a single neuron on V trials (red) and NV trials (blue). Peristimulus time histograms (PSTHs) and spike rasters for all target locations, aligned to the end of the static holding period (time zero), are shown. Small vertical bars below each histogram indicate the average beginning and end of each arm movement in the two conditions. Center: polar plot of the mean activity during the analysis window indicated by the gray rectangles in the histograms. signals, as well as motor signals, in the estimation of limb endpoint position under conditions in which all signals would be expected to contribute, i.e., during the active maintenance of limb positions in free space. We found that while many cells were modulated by limb endpoint position, relatively few individual cells differentiated between conditions with and without visual information about the endpoint position of the limb. Despite the relatively small number of individual neurons demonstrating significant visual sensitivity, a population decoding analysis suggested that the information conveyed by these neurons, and possibly others with latent visual sensitivity, plays a small but significant role in representing limb endpoint position in this area during the production and sustained maintenance of motor output.
Sensitivity to position and vision. The present results are consistent in many ways with previous work showing sensitivity to limb position in this area (Georgopoulos et al. 1984; Lacquaniti et al. 1995) . Our results are also consistent in many ways with the study by Graziano et al. (2000) , the only other study to date to extensively probe the multimodal basis of positional modulation in this region. In this latter study, 27% of neurons were found to be sensitive to both the felt position of the animal's own limb and the sight of a seen but fake monkey arm, effects that were statistically significant at the population level. The somewhat smaller number of neurons showing sensitivity to limb vision in the present study (11%) is likely related at least partially to the fact that recordings were restricted to the superficial cortex (dorsal area 5); in the study by Graziano et al. (2000) a significant proportion of the visually responsive neurons were found below superficial cortex, i.e., in ventral area 5 (MIP). This is in keeping with work from other groups suggesting that dorsal area 5 is dominated by somatic input while the adjacent MIP appears to represent visual and somatic signals more equally (Caminiti et al. 1996; Colby and Duhamel 1991; Kalaska and Crammond 1995) . Differences in the relative density of anatomical connections impinging on a given area may place limitations on the extent to which these inputs can be weighted in a given task . It should be mentioned that the present results are also consistent with a recent study by Buneo and Andersen (2012) , which showed that only ϳ18% of a small number of PPC neurons were modulated by vision of the starting position of the hand during a memory-guided reaching task.
The responses of some neurons were enhanced in the bimodal (V) condition while others were suppressed, in agreement with previous studies of multisensory integration in the SC of the cat (Kadunce et al. 1997) , and the PPC, ventrolateral prefrontal cortex (VPFC), and superior temporal sulcus of the monkey (Avillac et al. 2007; Barraclough et al. 2005; Graziano et al. 2000; Sugihara et al. 2006) . Regarding the PPC, Graziano et al. (2000) reported that when the position of a seen but fake monkey arm was congruent with the felt position of a real arm, single-cell activity generally increased with respect to activity when no visual stimulus was present. In contrast, when the felt and seen positions of the limb were incongruent, cell activity reportedly decreased. In the present study, where visual and somatic stimuli were always spatially congruent, we found a predominance of response suppression (Fig. 4, C and D) , which may point to different integration mechanisms for tasks involving active versus passive positioning of the limbs. The predominance of response suppression observed here is reminiscent of a recent study of visual-tactile integration in VIP (Avillac et al. 2007) . Here 41% of neurons showing statistically significant multisensory integration demonstrated enhancement of their responses in the presence of congruent stimuli applied near the face, while nearly 60% of these neurons demonstrated a suppression of their responses. A similar predominance of multisensory response suppression was reported in a recent examination of visual-auditory inte- gration outside the PPC, i.e., in VPFC (Sugihara et al. 2006) . Although the reasons for the predominance of cross-modal response suppression in these disparate studies are unclear, such suppression appears to be consistent with the predictions of a recent model of multisensory integration involving divisive normalization of cell activity by the net activity of a multisensory neural population (Ohshiro et al. 2011) .
Cross-modal suppression was associated with reduction in neural variability as well, which likely contributed to the more accurate decoding of limb position in the V condition. This reduction in variability is reminiscent of recent findings in other brain regions. For example, in many areas of the cortex and under many different experimental conditions, the FF has been shown to decline after stimulus onset, without a concomitant change in CV 2 , suggesting that stimulus onset reduces across trial variability, with little to no effect on intratrial variability (Churchland et al. 2010) . Here, we found large increases in FF after stimulus offset (i.e., in the NV condition), consistent with these previous findings. However, in addition to increases in FF we also found large increases in CV 2 ; these two findings suggest that stimulus offset leads to an increase in both intratrial and across-trial variability in area 5. Further work will be required to determine the precise contribution of spiking noise and other processes to this change in neural variability.
Additional factors influencing neural responses. A number of factors could have contributed to either an underestimation or an overestimation of the effects of endpoint vision on area 5 neurons in this study and deserve mention. Regarding possible underestimation of visual effects, preliminary analyses suggest that the relative lack of visual modulation was not related to the duration of the static holding period. In a subset of experimental sessions we extended the minimum duration of the holding period out to 1,200 ms and found no appreciable differences in either the behavior of the animals or the neural responses (Shi and Buneo 2009 ). In addition, it is possible that vision was required only minimally or not at all during the static holding period of this task (regardless of its length), i.e., once the target was acquired animals could have relied almost exclusively on a monitoring of proprioceptive and/or internally generated motor signals to maintain the correct position. As a result, cells that were ordinarily responsive to visual cues regarding limb position may not have responded as they would in other contexts, as visual information was not task relevant. To address this possibility, in one animal we quantified the number of aborted trials due to a failure to maintain position within the behavioral window surrounding the reach targets and tracked these errors as window size was varied (Shi and Buneo 2009 ). We found that as the window size decreased the number of aborted trials increased for both the NV and V conditions and, moreover, the number of these aborted trials was significantly greater on NV trials for smaller window sizes (t-test, P Ͻ 0.05). This suggests that animals did in fact use vision to help maintain position in our task. Thus if area 5 neurons normally integrate visual signals into their positional representation, this process should have been evident in our recordings. It should be noted, however, that the weighting of sensory cues is highly context dependent; therefore in other contexts the extent of visual modulation may be greater or less than what was observed here. Also regarding underestimation of visual effects, it is possible that after removal of the visual stimulus in the NV condition, the visually derived location of the hand was stored in working memory and was therefore still accessible to the neural systems involved in maintaining limb position, contributing to the similarity in responses in the V and NV conditions. However, Rolheiser et al. (2006) have demonstrated that the variability of arm movements increases at relatively short latencies (ϳ500 ms) after removal of visual feedback, suggesting that visual memory of limb position decays relatively quickly. In our task, the visual stimulus was extinguished on NV trials at the time the fixation position was cued. Thus, assuming a typical range of saccadic reaction and movement times, the static holding period does not begin until several hundred milliseconds after removal of the endpoint visual stimulus on NV trials and persists beyond that for at least an additional 800 ms. Thus, with the exception of possibly the earliest part of the static holding period, a visually derived memory trace of the endpoint position did not appear to influence the positional responses of neurons in this study. This is further supported by a separate decoding analyses of the early and late static holding period (see RESULTS) that showed no significant differences in decoding performance between these subepochs for either the NV or V condition.
Another factor that could conceivably have influenced the results is a difference in attentiveness/alertness between conditions, which may have led to either an overestimation or an underestimation of the effects of limb endpoint vision in this experiment. For example, the increased difficulty associated with holding the arm in the behavioral window in the NV condition could have required increased attentional resources that masked or confounded the effects of vision in this experiment. Such factors are notoriously difficult to contend with. However, since fixation positions are often associated with the locus of overt attention (Posner and Petersen 1990) , we looked for differences in fixation positions between conditions as a proxy for differences in attention/alertness in our task. We found that neither the average eye positions nor the variances of the horizontal or vertical components of eye position differed between the V and NV conditions for any target (MANOVA and Levene's test, respectively, P Ͻ 0.05). Thus we do not believe that differences in overt attention/alertness substantially affected our results, although we cannot rule out the potential influence of covert attention (Moore 2006) .
Other behavioral factors may ultimately prove to be more influential. For example, it is known that area 5 neurons are sensitive not only to endpoint position but to limb configuration as well (Ferraina and Bianchi 1994; Graziano et al. 2000; Lacquaniti et al. 1995; Scott et al. 1997 ). This raises the intriguing possibility that neurons in this area and others may be more strongly modulated by visual information about the entire limb configuration than by information simply about endpoint position. Although the role of visual information about limb endpoint position has been examined in many behavioral studies, the effect of visual information about limb configuration has been relatively ignored. Sabes and colleagues have argued that this information is inconsequential to planning reaches in the horizontal plane (Sober and Sabes 2005). This is not surprising, as in two dimensions limb configuration is completely defined by endpoint position. For unconstrained arm movements, visual information about limb configuration should be considerably more important, as the mapping between endpoint position and arm posture in 3D space is highly nonlinear, which has consequences not only for movement planning but for movement execution as well (Soechting et al. 1995) . As a result, the brain likely takes advantage of all sources of sensory and motor cues in estimating limb configuration, including vision, in keeping with the notion of optimal cue integration (Angelaki et al. 2009 ). Recent studies of reaching movements in 3D using altered visual environments are consistent with this view (Apker and Buneo 2012; Apker et al. 2011; Baraduc and Wolpert 2002) .
Role of area 5 in reaching. Previous findings in monkeys have suggested that one role of the SPL is to integrate visually derived target positions with limb position signals to derive a desired hand displacement vector (Buneo and Andersen 2006; Buneo et al. 2002) . Recent transcranial magnetic stimulation (TMS), imaging, and clinical studies in humans are consistent with this view (Beurze et al. 2006 (Beurze et al. , 2007 (Beurze et al. , 2010 Khan et al. 2007; Vesia et al. 2008) . The present results also support the idea that area 5 is involved in the sensorimotor guidance of arm movements (Kalaska 1996) but suggest that this process involves a comparison of visually derived signals about target positions with limb position signals that are derived largely from somatic sources. This is also consistent with recent findings showing an insensitivity of area 5 activity to proprioceptive versus visual targets (McGuire and Sabes 2011). The fact that differences in neural activity were not directly tied to differences in behavior in the present study may also point to a role for the SPL in forward predictions and state estimation (rather than the generation of motor output), as suggested recently by Andersen and colleagues (Mulliken et al. 2008 ).
