This paper addresses a maximum likelihood approach to source separation in the case of overdetermined mixtures corrupted by additive white Gaussian noise. We present an objective function that is an approximate likelihood function based on the Laplace approximation. Then we derive a natural gradient adaptation algorithm which maximizes the corresponding approximate likelihood function. Useful behavior of the proposed method is verified by numerical experiments.
INTRODUCTION
Source separation is a statistical method which aims at recovering unknown sources from their linear instantaneous mixtures without any prior knowledge of the mixing process nor sources. Source separation has drawn lots of attractions in signal processing and communications since it is a fundamental problem encountered in many practical applications
In the context of source separation, it is assumed that an m-dimensional observation vector z ( t ) = [ m ( t ) .
. . zm(t)lT
is generated by 11, 21 .
z ( t ) = A8(t) + v ( t ) ,
(1)
where A E ELmx" (m 2 n) is called the mizing matriz (column vectors of A correspond to steering vectors in the context of beamforming), e ( t ) is the n-dimensional vector whose elements are cailed sources, and v(t) is the additive white Gaussian noise vector that is assumed to be statistically independent of e(t).
The task of source separation is to recover possibly rescaled or/and re-ordered sources from only sensor signals A variety of methods for source separation have been developed (see [l] and references therein). Most methods of source separation considered complete (m = n) noise-free (v(t) = 0 ) mixtures. In such a case, the maximum likelihood methods were well studied (3, 41 and corresponding natural gradient adaptation algorithms were developed [l] .
In this paper we consider the caae of overdetermined (m > n ) noisy mixtures. In the framework of maximum likelihood, we employ the Laplace approximation to make the evaluation of the likelihood function to be mathematically tractable. Then we derive the natural gradient adap tation algorithm estimating the mixing matrix A. The resulting algorithm is referred to as Approximate Maximum Likelihood Source Separation (AMLSS).
COMPLETE NOISE-FREE MIXTURES
The complete noise-free mixtures assume the data model
~( t )
= A e ( t ) .
The number of sensors is assumed to be equal to the number of sources, i.e., m = n. A brief review of maximum likelihood source separation method is briefly review below. Let us consider a set of N independent observations, X = {~( t ) } t " ,~. Source signals { s , ( t ) } are assumed to be statistically independent and their probability density functions are denoted by {r,(.)}. The likelihood function is given by N p(XIA,r) = J-Jp(=(t)lA,r). Remark: Zhang et al. [5] showed that the algorithm (8) was also valid for overdetermined mixtures.
OVERDETERMINED NOISY MIXTURES
This section describes an objective function (that is an approximate log-likelihood) and the corresponding natural gradient algorithm.
We consider the linear data model (1) with m > n.
We assume that the noise vector v ( t ) is isotropic Gaussian with mean 0 and variance U ' , i.e., the probability density function of v ( t ) is 
where Note that the first-order derivative V&(B) in (14) is equal to zero. Thus, we have
Note that
One can easily see that
We assume the noise variance u2 is small, i.e., A~A U 2 . 
VZ&(b) M -

Natural Gradient Adaptation Algorithm
The natural gradient was shown to be efficient in on-line learning and to find the steepest direction when the parameter space is Riemannian manifold [7] . The natural gradient learning was successfully applied to the task of blind source separation and multichannel blind deconvolution [8, 1, 9, lo]. However, all these methods were restricted to the case of complete noise-free mixtures.
Here we derive the natural gradient algorithm for estimating the mixing matrix A. Some of the result here was motivated by Zhang et. 02 [5] where it was shown that even in the case of overdetermined mixtures, the natural gradient algorithm has the same form as given in (8) that was originally derived in the case of complete mixtures.
We define th'e manifold of the mixing matrices as GI(m,n) = { A E RmX"lrank(A) = n}. We denote tke natural gradient of the log-likelihood function (18) by VL.
The natural gradient V L is defined by [7] Comparing both sides of (31), we have where Therefore the updating rule for A is given by
where
In [5], they described which projection matrix NI was the best in the sense of minimizing the effect of additive noise. Although they considered a different cost function (based on mutual information minimization) and derived the algorithm for updating the demixing filter W , we can make a similar argument here. It was shown in [5] that the optimal projection Nr is chosen in such a way that the matrix C is vanished. In such a case, the updating rule is simplified as Algorithm Outline: AMLSS Given the current estimate of the mixing matrix, A(t),
we infer the source vector by
i ( t ) = (A'(t)A(t))-' A T ( t ) z ( t ) . (37)
Using i ( t ) and A(t), we find the new estimate of the mixing matrix, A(t + 1) by the algorithm (36) that can be written as
A(t + 1) = A ( t ) -qtA(t) { I -p ( i ( t ) ) i T ( t ) } . (38)
These two steps are repeated until A converges.
NUMERICAL EXPERIMENT
We demonstrate the useful behavior of our method that is summarized in (37) and (38). We compare our method to well-known blind source separation algorithm given in (8) (which is referred to as the conventional source separation method here).
We assume a uniform linear 4-element (m = 4) antenna array with each element being half wavelength spaced. We consider n = 2 digitally modulated QPSK sources with angles of arrival, 0" and 20".
We use the performance index (PI) that is defined by
(39)
where gij is the (i,j)-element of the global system matrix
We evaluated the performance of AMLSS and the conventional method (8) in terms of PI with SNR varying from 9 dB to 20 dB (see Fig. 1 ). Since sources are complex, the transpose operator is replaced by the Hermitian in both algorithms. Randomly-chosen initial value is assigned to A(0) or W(0). The learning rate vt = .01 was used. The cubic nonlinear function i(&) = )8i12& is used, which was shown to be a good choice for Sub-Gaussian source [2, 111. At each SNR, we performed 100 different runs and evaluated the average of the performance index. Fig. 1 shows that the AMLSS outperforms the conventional source separation method in whole range of SNR. This results from the objective function 18 which take the additive white Gaussian noise into account and our new natural gradient adaptation algorithm. G = ;~A = W A .
CONCLUSIONS
In this paper, we have presented a new method of blind source separation for overdetermined noisy mixtures. In the framework of maximum likelihood estimation, we have employed the Laplace approximation to arrive at a mathematically tractable optimization function. In the case of overdetermined problem, we have derived ah natural gradient algorithm for updating the estimate of the mixing matrix. Numerical experiments confirmed the useful behavior and high performance of the proposed method in noisy mixtures. Although we considered only LS estimate in inferring the most probable value of source, we could use ML, MAP estimate, or TLS estimate.
