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Resumo 
Iniciamos o trabalho tomando uma álgebra de Lie g complexa semi-simples e con-
siderando sua variedade bandeira maximal lF = C j P. onde C é um grupo de Li e 
complexo com álgebra de Lie g. P um subgrupo (parabólico minimal) de Borel de 
C. Se [. é um subgrupo compacto maximal de C pode-se escrever lF =U jT onde 
T C U é um toro ma,,imal. 
Com o objetivo de estudar as estruturas quase Hermitianas U-invariantes sobre 
JF. isto é. pares (J./1.) com J uma estrutura quase complexa im·ariante e A uma 
métrica Riemanniana invariante, no primeiro capítulo provamos que as estruturas 
quase Hermitiana quase Kiihler invariantes siio também Eiihler. 
Para cada alcova A associamos uma estrutura quase complexa im·ariante J (A). 
dita afim. e mostramos que esta admite uma métrica:\. que torna (1. 2)-simplético o 
par ( J. :\). A recíproca, isto é. a prova de que se o par ( J. c\) é (1. 2)-simplético. ent ao 
J é afim. passa pela construção fundamental deste trabalho. a saber a construção 
dos ideais abelianos. 
Desenvolvemos. a seguir uma fórmula que relaciona dois ideais abelianos diferen-
tes representando a mesma classe de equivalência. 
Com esta preparação. reduzimos as dezesseis classes de estruturas quase Hermi-
tianas invariantes dadas por Gray e Hen·ella em [GH] a apenas quatro. Grande parte 
das demonstrações envolvidas nesta redução são conseqüência direta das condições 
definida,s para as classes. O único caso que requer os resultados sobre as estruturas 
(1. 2)-simpléticas. é a prova de que estruturas ·'near" Eiihler im-ariantes são r,:ahler 
se a álgebra de Lie não é A2 . 
Abstract 
Let G be a complex semi-simple Lie group and form its m~>::imal flag manifold 
F= G / P = L/T where P is a mínima! parabolic subgroup, C a compact real form 
and T = L' n P a maximal torus of U. \\'e study U-invariant almost Hermitian 
structures on F. The (1. 2)-symplectic (or quasi-Kiihier) structures are naturally 
related to the affine Weyl groups. A special form for them. involving abelian ideais of 
a Borel subalgebra. is derived. From the (1. 2)-sympiectic structures a classification 
of the whole set of invariant structures is provided. showing. in particular. that near 
r,:ahler invariant structures are Kiihler. except in the ib case. 
Sumário 
Resumo 
Abstract 
Introdução 
1 Conceitos Básicos 
1.1 Algebras de Lie 
1.2 Variedades Bandeira 
1.3 'viétricas Invariantes 
1.4 Estruturas quase complexas invariantes 
1.5 Estruturas equivalentes 
1.6 Forma h:iihler 
2 Estrutura quase complexa invariante afim 
3 Ideais abelianos 
4 Estruturas (1. 2)-admissíveis são afins 
5 Equivalência de iac.s (1. 2)-admissíveis 
6 Classes de estruturas quase Hermitiana 
A Raiz Máxima 
IV 
v 
vi i 
1 
1 
6 
9 
11 
12 
18 
24 
40 
50 
58 
72 
Introdução 
Dada uma álgebra de Lie g complexa semi-simples. consideramos a variedade ban-
deira maximal correspondente lF = C/ P onde C é um grupo de Li e complexo com 
álgebra de Lie g e P um subgrupo parabólico minimal (de Borel) de C. Se U é 
um subgrupo compacto maximal de C podemos escrever F = U/T onde T C ú' é 
um toro maximal. Este trabalho estnda estruturas quase Hermitianas G'-invariantes 
sobre lF. C ma tal estrutura é composta de um par (J. A) com J uma estrutura quase 
complexa invariante e A uma métrica Riemanniana invariante. 
O entendimento da classe das estruturas quase Hermitianas quasi-háhler (ou 
(1. 2)-simpléticas) é o ponto central no estudo das estruturas quase Hermitianas. 
É utilizada a abreviaçáo iac.s para estrutura quase complexa invariante. Cma 
iac.s J é dita (1. 2)-admissível se existe uma métrica A tal que o par (J. A) é (1. 2)-
simplético. São dadas diferentes caracterizações para as iac.s (1. 2)-admissível. Cti-
lizamos as combinatórias geométricas dos sistemas de raízes e seus grupos de \\'eyl 
para obter os resultados desejados. Assim, tomamos ~ C g uma subálgebra de Car-
tan e TI o conjunto de raízes do par (g.~). C ma estrutura quase complexa invariante 
sobre lF é dada por uma aplicação a E TI ~ E o E { ± l}. com E -o = -é0 . Analo-
gamente. uma métrica invariante é dada por .\, > O com À_0 = À0 • o. E TI. Logo. 
uma estrutura quase Hermitiana inmriante é dada pelo par ( {E a}. {Àa} ). 
:\um primeiro passo mostramos que ( {sa}. {Ào}) é quase Káhler (isto é. a forma 
de Káhler. ou a 2-forma fundamental é simplética) se. e sornente se. o conjunto 
{a: é 0 = + 1} corresponde a uma escolha de raízes positivas em II. Com isto. estru-
turas quase h:ahler são Káhler. Como a escolha de um conjunto de raízes positivas 
é equivalente a escolhas de uma câmara de \Veyl. temos que o conjunto das iacs 
admitindo uma métrica quase Káhler está em bijeção com o conjunto de câmaras 
de Weyl em ~· que está por sua vez em bijeçáo com o grupo de \Yeyl !Y. 
Consideramos os correspondentes grupos de \Yeyl afim e o conjunto de alcovas 
em ~ para encontrar uma interpretação geométrica, semelhante às quase Kàhler. 
para as iacs (1. 2)-admissível. Fixamos então uma alcova básica A0 e associamos a 
Vlll 
uma alcova A uma estrutura quase complexa invariante J (A)= {o-n (A)}. Os sinais 
Ea (A) são obtidos contando módulo 2 o número de hiperplanos {o(-)= k E Z} 
separando A e A0 . Chamamos iac.s afim a uma do tipo J (A), para alguma alcm·a 
A 
A descrição geométrica é estabelecida quando finalmente provamos que uma iac.s 
é (1. 2)-admissível se. e somente se. ela é afim. Para isto passamos pela construção, 
de interesse independente. dos ideais abelianos. De fato. provamos que para qualquer 
iacs (1, 2)-admissível existe uma escolha de raízes positivas IF tal que o conjunto 
{o > 0: Óo = -1} é um ideal abeliano de n+ 
A bijeção entre as iac.s (1. 2)-admissíveis e as afim estabelece a conexão entre as 
estruturas quase Hermitianas (1. 2)-simpléticas e o grupo de Weyl afim. A técnica 
aqui une os resultado de Shi [YS] - caracterizando as coordenadas de uma alcova -
com a forma ideal abeliano admitida pelas estruturas (1. 2)-simpléticas. 
Embora algumas classes de equivalências de iac.s possam ser representadas por 
mais que uma J. todas as classes são representadas por alguma J afim. :\o capítulo 
.s relacionamos dois ideais abelianos diferentes representando a mesma classe de 
equivalência de estruturas quase Hermitianas. Até este capítulo as iacs afim entram 
somente como uma descrição adicional das estruturas (1. 2)-simpléticas. A análise 
das classes de equivalência é nossa primeira aplicação da descrição afim. 
:\o desem·olümento do estudo das estruturas quase Hermitianas im·ariantes so-
bre F notamos que a classe das (1. 2)-simpléticas é a principal entre as dezesseis 
classes dadas por Gray e Hervella [GHj. 'l!ostramos no capítulo 6 que estas dezesseis 
classes se reduzem a quatro classes de estruturas quase Hermitianas invariantes com 
trés possibilidades para as .Zac.s. Estas são a classe das estruturas Kii.hler, a classe 
das (1. 2)-simpléticas, a classe de todas as estruturas invariantes e uma quarta (a 
saber n·1 S H~3) que inclui toda toda íacs mas somente algumas métricas específicas. 
entre elas a de Cartan-Killing. 
Em todo o trabalho a variedade bandeira considerada é maximaL isto é. quando 
o subgrupo de isotropia é o ma,'Ümal de 1..:. O desafio a ser vencido no futuro é o de 
se considerar uma \·ariedade bandeira qualquer. com T não necessariamente sendo 
um toro maximaL 
Capítulo 1 
Conceitos Básicos 
:\este capítulo vamos introduzir os objetos de nosso estudo. Estaremos ocupados 
com definições, conceitos e resultados básicos que vão embasar os capítulos vindou-
ros. 
, 
1.1 Algebras de Lie 
' d '~ '!1 l f I d 'l b d L d i-iqui rranscre, .. elnos e l.J.I 1 a~guns atos envo Yen o age ras e ie. os qua1s 
vamos necessitar. 
Definição 1.1 SeJa g urn espaço uctoriaL Dizemos que g é ·urna álgebra de Lie 
se e.Tiste um produto (colchete) 
.1: g x g ~g 
que satisfaz: 
1. bilinearidade. 
2. anti-simetria . isto é. [X. X =O, pam todo X E g e 
3. a identidade de Jacobi. isto é. [X. ~y 2]] + [2. [X. Y]] + [Y '2. XJ: =O. pam 
todo X. Y. 2 E g 
Cm subespaço f) de g que é fechado pelo colchete. isto é. [.%". Y] E f) se X. Y E f) 
é chamado de subálgebm de g . .Já um subespaço f) de g que satisfaz [X. Y] E f). para 
todo X E g e Y E f) é dito um ideal de g. 
Definição 1.2 SeJam g uma álgebra de Lie. F um espaço vetorial e gl (V) a álgebra 
de Li e das tran.sfomwções linear-es de V. C ma aplicação linear p g - gl (F) 
CAPÍTULO 1 CO:YCEITOS R4SICOS 2 
que satisfaz p([X.Y]) = [pX.pY]. isto é. que é um homomorfismo é chamada de 
representação de g em F. 
Estaremos particularmente interessados na representaçà.o adjunta de g. que é 
dada por ad : g -• g[ (g) , onde ad (X) (Y) = [X. Y], X Y E g. 
Definição 1.3 Dada uma álgebm de Lie g definimos, por indução. os seguintes 
subespaços de g: 
'O' g• i= g e g' = g 
gl = [g g~ g2 = [g,g1 
(k'! r rk-1''1 (k-1': g . = lfl' i. g i J 
onde [A. B] denota o subespaço gemdo por {[X. Y): X E A. Y E B} , se A e B são 
b . t d D. (Q\ I I k' i i • d . d d su conJun os .e g. zzemos que g ·, g , ... , g• i, ••• e o serze erzva a e g e que 
g 1 . g2 ... gk ... é a série central descendente de g. 
Definição 1.4 Dada um álgebra de Li e g. dizemos que 
1) g é solúvel se existiT k0 2: L tal que g(kol = {O} e 
2) g é nilpotente se e:ristir k0 2: 1. tal que gko = {O}. 
O teorema de Engel diz que g é nilpotente se. e somente se. ad(.Y) é nilpoteme. 
para todo X E g. 
Conforme proposição 1.28 dada em [5 M]. temos que existe em g um único ideal 
solúveL chamado radical solúcel. r (g) C g que contém todos os ideais solúveis de g. 
Isto motiva a seguinte definição. 
Definição 1.5 Dada um álgebra de Lie g. dizemos que: 
1) g é semi-simples .se o radical .solúvel de g é nulo. 
2) g é simples se dimg # 1 e os únicos ideais de g são {O} e g. 
Temos que as álgebras simples são também semi-simples. 
A foTma de Cartan- Killing de uma álgebra de Li e g é a forma bilinear simétrica 
denotada por(.) e dada por (X Y) = tr (ad (X) ad (Y)). Envolvendo as definições 
anteriores temos os critérios de Cartan-I\illing, cujas demonstrações são encontradas 
na seção 3.2 de [SJI]: 
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1. Seja g uma álgebra de Lie de dimensão finita. Então g é solúvel se. e somente 
se. (X. Y) =O para todo X E g' e Y E g. 
2. A forma de Cartan-Eilling é não-degenerada. isto é. (X. Y) = O para todo Y 
E g implica X = O se. e somente se, g é semi-simples. 
O primeiro passo na direção das definições dos conceitos de peso (posteriormente 
raízes) e de snbálgebra de Cartan é o seguinte teorema. 
Teorema 1. 6 Sejam F um espaço vetorial de dimensão .finita sobre lK. um corpo 
algebricamente fechado. e p urna representação de g. urna álgebra de Lie nilpotente. 
em V. Então existem funcionais lineares À1 •...• À, de g tais que se 
F.\,= {v E V:\fX E g.:Jn 2:1. (p(X)- À; (X))" r= O}. 
então V.\, é invariante pela representaçã.o p. isto é. p (X) (1/.\,) C 1:'.\,. v X E g 
l:'Si:"Sse 
A demonstração deste teorema pode ser encontrada em [SJJ]. pág. 65. 
Definição 1. 7 Cm funcional linear À: g --+iK para o qual 
O f 1:~ ={v E F:\fX E g.:Jn 2: L(p(X)- À(X z• =O} 
é chamado de peso. Aqui g. V e a representação p são quaisquer. 
O subespaço FÀ da definição acima é dito 511bespaço de pesos associado a À. A 
dimensão de h é chamada de multiplicidade de À. 
Proposição 1.8 Se D • g -. g é uma deriwção. isto é. vma aplicação líneor que 
satisfaz D [X. Y] = [DX. Y] + [X. DY;. para todo),.' Y E g e 
é a decomposição primária de g. conforme [SJJ]. pág. 430. onde 
gÀ, ={X E g: (D- À,)" X= O. para algum 11 2: 1}. 
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Como ad(X) é uma derivação. para cada X E g. conforme [SM]. seção 1.-1. 
podemos reescrever a proposição acima. cuja demonstração pode ser encontrada em 
[SM]. seção 3.1. em termos de ad (X). :'\este caso. zero é sempre autovalor. pois 
X E ker ad (X). Denotamos por g0 (X) o auto espaço generalizado associado ao 
autovalor nulo de ad (X). 
Podemos agora definir subálgebras de Cartan. 
Definição 1. 9 Uma .subálgebm I) C g qv.e é nilpotente e cujo no-rmalizado-r em g é 
o próprio 1). isto é. {X E g: ad (X) I) C[]}= 1). é dita subálgebra de Cartan. 
:\o teorema 1.6. vamos tomar V = g e p a representação adjunta de I) em g. 
Como a representação adjunta de I) em si mesma é nilpotente. o funcional nulo é 
sempre um peso dessa representação. Denotamos por g0 o subespaço correspondente. 
As condições da definição de I) permitem ver que g0 = 1). 
Os pesos não-nulos da representação adjunta de I) em g são chamados de míze.s. 
Seu conjunto é denotado por IT e este gera o dual I)' de 1), ([SJI.Ij, lema 6.7). A 
existéncia de subálgebras de Cartan I) é garantida em [5.11]. pág. 104. Além disso. 
existe X E I) tal que I) = go (X). Outro fato releYante é que as subálgebras de 
Cartan são conjugadas entre si. isto é. uma é imagem da outra por automorfismos 
de g. ([SM]. teorema cl.lQ). 
Por tudo que vimos até aqui. se g é uma álgebra de Lie de dimensão finita sobre 
o corpo dos complexos. dada uma subálgebra de Cartan I) de g. denotando por TI o 
conjunto de raízes do par (g.l)). podemos escrever 
onde 9o = {X E g: 'i/H E~- (ad (H)- a (H))" X= O. para algum n 2: 1}. i\Ias. 
pela proposição 6 . .S e lema 6.8 de [SU]. 9o ={X E g: 'IH E 1). [H. X]= a (H) X} 
e este é unidimensional. 
Temos também que a forma de Cartan-I\illing de g é não-degenerada sobre 1). 
conforme lema 6.4 de [5 M]. Assim. a aplicação I) C? H ,.____, a H (-) = (H,.) E f)' é 
um isomorfismo entre I) e I)'. Para cada a E h'. denotamos por H0 sua imagem pela 
inversa desse isomorfirmo. Segue que a(·)= (Hc,. ·). 
Fixando estas notações. podemos definir a forma de Cartan-I\illing em I)' pondo 
(a. 3) = (H0 • H3). Denotamos por 
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o subespaço real gerado por H a. a E TI. e por (~'h = {L OnCl: 0 0 E iR} o sub-
o.ETI 
espaço real do dual ~' gerado pelas raízes. 
Fixada uma ordem lexicográfica. dada por uma base de ~(;. o conjunto 2.: C TI. 
formado pelas raízes simples, isto é. pelos elementos a que são positivos e para 
os quais não existem raízes positivas 3. -, satisfazendo a = 3 7 ; . é um sistema 
simples de raízes. Isto significa que 2.: é uma base de ~Ç e toda raíz .3 é escrita como 
3 = a 1a 1 +···+ata/. com a1 E Z e a 1 E L 1 :::; i:::;/. Reciprocamente. podemos 
partir de um sistema de raízes e definir um ordem lexicográfica em ~Q. 
Para uma escolha de raízes positivas n+ c TI. isto é, uma escolha de ordem 
lexicográfica. denotemos. como antes. por 2.: o correspondente sistema simples de 
raízes e por p = ~::::: n+. onde n+ = L 9a· a subálgebra de Borel gerada por n+ 
a:ETI-
Para os detalhes destas discussões devemos consultar o capítulo 6 de [SJvi]. 
Ao longo do texto estaremos sempre supondo que g é uma álgebra de Li e simples. 
Esta hipótese não causa perda de generalidade pois. se g é semi-simples, então g se 
decompõe em soma direta de ideais simples, ([SJI]. teorema 3.11). Os resultados 
no caso silÍ1ples se estendem facilmente às semi-simples. 
Vamos fixar algumas notações: 
Primeiramente fixamos uma base de \\'eyl de g que é formada por elementos 
da forma Xa E 9a· tal que (X,, X_n) = L (Xu. X = O se a- 3 f O. 
[X a· Xsj = mn.3Xa+3 com mu . .3 E R. m-u.-3 = -mu.a e mn.3 = O se a-,-- 3 
não for uma raiz. 
Tomando u uma forma real compacta de g. podemos supor que ué o subespaço 
gerado por i~s e A.". iSn, o E TI, onde Aa = X a- X_n e Sa = Xa +X-a· 
Temos que u é uma álgebra de Lie real simples. u:: = g e a forma de Cartan-
Killing em ué negativa definida. Para os detalhes sobre formas reais compactas 
e bases de Weyl devemos consultar [5J1]. seção 12.2. 
1.2 Variedades Bandeira 
Sejam G um grupo de Lie complexo com álgebra de Lie g e P = {g E G: Ad(g)p = p} 
o normalizador de p em G. Temos que a álgebra de Li e de Pé p. Como C é complexo. 
P é conexo e é o único subgrupo de G com álgebra de Lie p. 
Seja G,, (g) o conjunto das grasmannianas dos subespaços de dimensão k. onde 
k = dimp. Temos que .,; : G x C,, (g) -• G," (g). dada por.,; (g. q = Ad (g) F. 
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é uma ação de C sobre C r, (g). Também. v C I P --+ CP. dada por v (gP) 
Ad (g) p, é uma bijeção entre C I P e a órbita de p da ação ç, ou seja, C/ P se 
identifica com Cp = {Ad(g)p:g E C}. 
Podemos identificar C/ P também com o conjunto dos subgrupos conjugados a 
P. que é o conjunto dos subgrupos parabólicos minimais. Assim. podemos ver uma 
variedade bandeira maximal F de g como o conjunto de subálgebras conjugadas a p. 
Logo, jF =C/ P, onde P = {g E C: Ad(g)p = p} é o normalizador de p em C. Como 
a forma real compacta G' de C. correspondente a u. age transitivamente sobre IF. 
por restrição a G' da ação anterior. podemos escrever F = G- /T onde T = P i: U é 
um toro maximal de U. A álgebra de Lie de T é o subsespaço real t = i~"-· 
Denotando por b0 a origem de IF. visto como espaço homogêneo de C ou de [:. 
o espaço tangente em b0 se identifica naturalmente com o subespaço q = u C t C u. 
gerado por Aa. iSa. o E TI. Também. o espaço tangente complexo de F é identificado 
com qc = g C i) C g, gerado pelos espaços de raízes. A ação adjunta de T sobre g 
deixa q invariante. 
Queremos estudar estruturas quase Hermitianas G'-invariantes sobre IF. Cma 
estrutura quase Hermitiana U-im·ariante é composta de um par (J. ,\).onde J é uma 
estrutura quase complexa invariante e ;\ é uma métrica Riemanniana ilwariame. 
1.3 Métricas Invariantes 
Cma métrica Riemanniana à.s2 sobre lF que satisfaz para todo :r E lF 
é dita ~:i-invariante. Aqui estamos vendo g como uma a aplicação de lF em F. 
Lema 1.10 Se('.·) é um proàuto interno em q. então as seguintes afirmações soo 
equí valentes: 
1} ([Z. X], Y) +(X. [Z Y') =O. Z E L X y· E q. 
2) (X.Y) = (Ad(h) (X) .Ad(h) (Y)). X.Y E q e h E T. 
Demonstração: Supomos (2). Por hipótese 
(X Y) = (Ad (exptZ) (X). Aà (exptZ) (Y)). para todo tE iR. Z E te)(. Y E q. 
Logo. (X. Y) = (exp (tad (Z)) (X) .exp (tad (Z)) (Y)). 
i = O. temos que (ad (Z) (X). Y) + (X ad (Z) (Y)) 
()(. [Z. Y]) =O. Z E L X. Y E q. 
Deri,·ando esta igualdade em 
O . '·" .. 'Z. F\ = . ou seJa. ~ , f ; -,-
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Agora supomos (1). Consideremos a curva a dada por 
o. (t) = (exp (tad (Z)) (X) .exp (tad (Z)) (Y)). tE IR. Z E t e X. Y E q 
Temos que a' (t) = ([Z. )C]. Y) +(X. [Z. Y]) =O. por hipótese. Logo. o. é constante. 
Como o. (O)= (X. Y), de 
( exp (tad (Z)) (X) . exp (tad (Z)) (Y)) = (Ad ( exp tZ) (X) . Ad ( exp tZ) (Y)) 
segue que (Ad (exp Z) (X). Ad (exp Z) (Y)) =(X. Y), para todo elemento da forma 
exp Z E T. :\Ias, T é conexo. e dai que todo elemento h E T é da forma h = 
expZ1 • .. expZn,Z1 E t.l :Si :S n. Portanto, dado(XY) = (Ad(h) (X) .Ad(h) (Y)). 
X. Y E q. pois Ad é um homomorfismo. C 
Proposição 1.11 C ma métrica Riemanniana ['-invariante d.s2 sobre F é comple-
tamente determinada por seu valor na origem isto é, por um pmduto interno ( ·. ·) 
em q. que é invariante sob a ação ad]unta de T. 
Demonstração: Se (-. ·) é um produto interno em q. que é invariante sob a ação 
adjunta de T isto é. ([Z. X1. Y) +(X. [T Y]) =O. Z E t X. Y E q. dados x E lF e 
g E C. tal que gb0 = x. definimos 
d 2(v") ('d ~-lv·d ·-lF\ X'" T'Tl?• s ·". 1' . = ( 9&0 ; .~. \ 9oo) 1 ) para . 1 E x \R') . 
Temos. 
a. A definição de ds 2 independe da escolha de g. De fato. se gb0 = 'ijb0 . então 
g- 1gb0 = b0 e h= g- 1'ij E T. \'otemos que h: IF' -• F é dada por [g] ~ [hg] 
e [hg] = [hgh- 1]. pois (hg)- 1 hgh- 1 = h- 1 E T. Logo. dhoc = d(Ch) 00 = 
Ad (h). onde Ch: G -• G é dada por C;,(g) = hgh- 1 Temos que (X. Y) = 
(Ad(h)X.Ad(h)Y). h E T. X. Y E q e Ad(h) = dh00 . Queremos mostrar que 
( 'd •-I F 1d -! "') (1 .= ,-I X' (I:: )-! }'j' v }' ·y •F) ( 9&oJ .!\ · \ 9&o) f = \U9&o! · U9& 0 • • ·"' • ' E .Ti.' · 
:\las. 
((d J-1 F (d . -1 }') \ 9bo ·" · \ 9bo) ((d-I) X (d(- 1) Y) g gbo · 9 gbc 
- ((dhêj- 1) 6 X. (dhg- 1). , Y) \ . g c 91J(j 
( dho0 ( ( Og- 1 ) 960 X) · dhbo ( ( d'iJ- 1) gbo Y) ) 
( ( d'ij-l) gbc X • ( d'ij- 1) gbo Y) 
((d~ ·-!v r= ,-I v\ 
- .. 9bo) ·"'· U9bo; 1) · 
CAPÍTULO 1 CONCEITOS R:ÍSICOS 8 
como queríamos. 
b. ds 2 é U-invariante. De fato. se 7j E U. X. Y E Tx (F) e gbo = g:r. então 
( ·.rc ,-1 d- v (d- ~-1 .r}') (U9bo) 9x-~ · \ 9bo; ugx · 
(d(_ 1_) X.d(- 1-).Y! 9 9 X ,9 g X i 
pms (g- 17JI b0 =:r e por (a) a definição de d.s 2 independe da escolha de g. 
Qualquer produto interno em q. que é invariante sob a ação adjunta de T. tem 
a forma (X. Y).\ =- (AX. Y) com A: q ~ q positivo-definido com relação à forma 
de Cartan-Eilling. isto é. (c\X. Y) > O. para todo X. Y E q. ([SJI.fj, pág. 434). 
Podemos estender o produto interno (- .}\ para uma forma bilinear simétrica sobre 
a complexificação qc de q. pondo (X+ iY Z +iH}\ := (X. Z),\ +i (X. ll}\ + 
i (Y. Z) ,\ - (Y. H}\. C saremos a mesma nor ação ( ·. }\ para esta forma bilinear 
simétrica. bem como para a correspondente aplicação complexificada !\. que é dada 
A I v '}'' ·\ (v) ... A (}'' ' T . . d ·x· }'\ . . l por ",.~ + z ·! := . -~ + 1..', · !· ·"' -invarianc:a e ( • · !.\ e eqmva ente aos 
elementos da base canônica A0 . iS0 , o E IT. serem autowtores de A. para o mesmo 
autovalor .\0 . Assim. no espaço tangente complexo temos 
;\co; So) 
1 . 2 (.\oAo + .\oSo) 
~.\ (') )( . 
2 o -- o) 
Além disso . .\o > O. pois O < (:\(X0 ). X_a) = (.\nXa· )(_a) = Àn (X". X_n) = À0 . 
Também .\_"' = .\o, pois iLo = X_"'- X-:-o; = -Xn- X_o = -A0 . ou seja . 
.\_o A-o=,\ (A-o)= A ( -An) = -.\oAn. 
Denotamos por d.s7\ a métrica invariante dada por A. "'o que segue abusaremos 
da notação e diremos que ;\ é a métrica invariante. 
Escolhendo H na câmara de 1\'eyl positiva correspondeme a rr+ e pondo 
.\H= {.\o.= o(H): o> 0}. 
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temos uma classe de métricas invariantes. chamadas métricas de tipo Borel (ver 
[AB]). A descrição da bijeção entre as câmaras de Weyl e os conjuntos de raízes 
positivas em relação a alguma ordem lexicográfica é dada em [SML seção 9.2. 
1.4 Estruturas quase complexas invariantes 
Cma estrutura quase complexa U-ilwariante J, sobre lF (abreviada por ia.cs) é a 
associação. para cada x E JF. de um endomorfismo lx do espaço tangente Tx (JF) tal 
que ff, = -1 e dgx o lx = lgx o dgx· para todo g E U. onde 1 denota a aplicação 
identidade. 
Podemos mostrar que [J X. JY] = -[X. Y], para todo X. Y E q é equivalente a 
J o Ad(h) = Ad(h) o J. para todo h E T. de modo análogo ao lema 1.10. 
Proposição 1.12 Uma iacs é completamente determinada por um endomorfismo 
J : q ____, q, definido no espaço tangente da origem satisfazendo J2 = -1 e co-
mutando com com o ação adjunta de T sobre g. isto é. [X. JY] = J [X. Y] ou. 
equivalentemente. [JX. JY' =-[X. Y]. para todo X. Y E q. 
Demonstração: Tendo J nas condições da proposição. definimos 
do seguinte modo: Como a ação adjunta de r.c· sobre lF é transiti,·a. existe g E C. tal 
que x = gb0 . Consideramos g : lF -• F e definimos lx pondo 
Resta mostrar que: 
a) a definição de lx não depende da escolha de g E r.c·. 
b) f;= -1 
c) dgx o Jx = Jgx o d9x· 
Para mostrar a) tomamos g. íj E r.c·. tais que gb0 = íjb0 = x. Assim. g- 1íjb0 = b0 
e h= g- 1íj E T 
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Agora. observemos a seguinte equivalências: 
dgbo o J o (dg&0 )- 1 
J o dg; 1 
J o dg; 1 
J o dg;1 o áci&o 
J o d (g1g)bo 
J o dhbo 
J o Ad(h) 
Isto implica em a). 
Também. 
o que implica em b). 
ácf&o 0 J 0 (áfíoo)-l ~ 
(d -1 d~ j 'd~ ) -I . 
- gbo) 0 .gbo 0 · 0 \_ ·9bo -Ç=:::::;:? 
- dg; 1 0 áci&o 0 J 0 (ácf&o)- 1 ~ 
dg; 1 0 ácfoo 0 J ~ 
dh&0 o J ~ 
Ad(h) o J 
10 
Agora. queremos mostrar que dgx o lx = ]0x o dgx. que é equivalente a provar 
que dgx o d?fbo o J o (dg,0 )- 1 = díjbo o J o (díj,,0 )- 1 o dgx. onde íjbo = g:r e gbo =:r. 
Como gíj.To =:r. por a). basta provar que 
ou ainda. que 
d d -1 Y' j (d~ :-1 (d -1)-1 d~ j (d~ :-1 d 9x 0 g~p: 0 ugbo 0 8 . ·9bo) 0 ggx = gbo 0 0 . ·9bo) 0 .gx· 
d d _,. dêi J 'd~ )-1 ld -1)-1 9x 0 9gx' 0 9bo 0 • 0 I, 9&o 0 \ 9gx d~ J 'd~ :-1 (d -1)-1 9bc 0 0 \ 9bo) 0 .ggx 
dêi J . .Y:c )-1 d' -1)-1 
- 9bo 0 · 0 l ug&o 0 · \9 x 
d~ J I .r :-1 d 
- 9bc 0 0 ,ugbo) 0 9x· 
como queríamos. Isto completa a demonstração da proposição. 
Vamos denotar também por J sua complexificação a qç. A invariância de J 
assegura que J(g0 ) = g, para todo o E Il De fato. dado Y E J(fial- então Y = JX. 
X E fia· Pela definição de fio· devemos mostrar que [H. Y] = o (H) Y. para todo 
H c h 'via' fH }71- f}:.T JV'- J 'H v:- J lo 'H' V)- o· (H' 1]X''- Q (H)}·' '-- 1)·· '--':[. j-[ 1 · /\_j- l .. /\_1- \\. )~-'\.._- )\· ) \_ . 
para todo H E f). 
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Os autovalores de J são pois o polinômio característico de J é T 2 + 1. Os 
autovetores em qc são Xn, a E II. Assim. J(Xn) = i::aX0 . com 2:0 = ±1. l\otemos 
4 . ( ·s , v X' . r. (v . v , ' ? v D . X' 1 r 4 . t ·s ', que ... 0 -Z 'l o.)=~0..o.- -o.-1\?./\_oi~"--aj)=---'\..cv al o=2,~ a_-7.\J o)) 
e 
1 1 1 
-J (A"- i (iSo Ir) = - (lAo - il (iS,J) = -sai (Ao- i (iSo í) 2 } 2 ' ' 2 ' ! 
1 . "' 1 ·s 1 (. 4 ·s . 
-Zêo-Ao. + -SO:Z. 0 = - 'lE0 / o.+ E0 I 0 ). 2 2 2 
Tomando a igualdade das partes real e imaginária temos lAo = E0 (i50 ) e J íiSa) = 
-S0 iA0 . Como A,= -A-0 . então lA0 = 1 (-A-o)· ou seja. Ecc (i50 ) = -JA_0 = 
-E-o (iS_o). Agora. Sa = s_o e portanto Ea = -E:-a. 
Usualmente. os autovetores associados a +i são chamados de tipo (1. O). enquanto 
que os autovetores associados a -i são chamados de tipo (0.1). Daí. os vetores 
de tipo (1. O) são múltiplos de X a. Sa = +1. e os de tipo (0.1) são múltiplos de 
)C,Ea=-1. 
Cma iacs sobre lF é completamente determinada por um conjunto de smms 
koL,En- com Ea = -E_ 0 . '\o que segue abusaremos da notação e diremos que 
uma estrutura quase complexa ilwariante sobre F é J = {o0 }. 
Como lF é um espaço homogêneo de um grupo de Lie complexo. ele tem uma 
estrutura natural de uma variedade complexa. A estrutura quase complexa in-
tegrável lc é dada por E0 = +1 se a <O. A estrutura conjugada -lc é também 
integráveL Cma estrutura quase complexa J é dita integrável se não tem torsão. 
ou seja. [JX. JY] = [X, Y] -'- J [JX. Y] + J [X. JY]. '\a seção 1.6 proposição 1.19 
provaremos que - lc é integrável. 
1.5 Estruturas equivalentes 
Seja ll' o grupo de Weyl gerado pelas reflexões com relação as raízes a E IT. Sabemos 
que a ação deste grupo sobre~· deixa II invariante ([S!\I. págs. 229. 230). Também 
W é isomorfo a Yl (i]) /T. onde .Yc (I])= {u EU: Ad(u.)i] = 1]} é o normalizador de 
I] em [.' (ver [HS]). 
O grupo .Yt· (~) age sobre qc permutando os espaços de raízes U'flo = lh·o· onde 
a imagem deu· E w· pelo isomorfismo é denotada por TfT. u· E .Vc (I]). 
Como cada elemento de Se(~) pode ser visto como uma aplicação de qc _, q;::. 
podemos fazer a composição u•lu·- 1 se J é uma iacs e u· E .Yt· (1]). A aplicação 
dada por (u·. J) ~ v.·Jv- 1 é uma ação de jc\i. sobre o conjunto C das iacs. Em 
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termos dos sinais E". a ação de lF sobre o conjunto das iac.s é dada por 
Temos que as iacs dadas por J e a·Iu·- 1são equivalentes no sentido que uma é 
obtida da outra por uma aplicação bi-hoiomorfa. 
De modo analogo. o grupo de \\'eyl age sobre o conjunto das métricas invariantes 
por 
Estas duas ações fornecem uma ação sobre o conjunto das estruturas quase Her-
mitianas invariantes. a qual é dada por 
u·(J./1.) = (u:Ja·c\). 
:\o que segue diremos que a·J e a.·A são equivalentes a J e A. respectivamente. 
:\aturalmente. iacs equivalentes, bem como métricas equivalentes. compartilham as 
mesmas propriedades. Também. as iac.s tendo a forma a·],. a· E lF são provenientes 
de estruturas complexas. Chamamos estas de iacs canônicas. 
1.6 Forma Kãhler 
Podemos mostrar que qualquer métrica invariante ds71 é quase Hermitiana com res-
. d J . ' d 2 r;x· J}') d 2 ! v }'' D r d 2 ·;x· J , .. perto a ca a . rsto e . .s,1 ,. , · = .s,1 ,."'\. · !· e "ato, s,1 i. 0 . -"'a) 
ds~(ic:aXa.ÍEaXe) = -EaE3ds~()C,.X3). Agora. se o:= - 13. então -E0 Ee = 
-E a <C -o = 1 e temos a igualdade desejada. Por outro lado. se o: =F -3, como 
d 2 r v v ) _ 1 ·\"' x· , _ , r v v _ 0 , d 2 (Jx· 1x- , s:\ v-'1..a:/~-.3 -- ,. ~"'.n. 3/- -/\a \~.'\_o·-'\ - . l·anto .. sA. a· BJ· quanto 
ds~C:<a.Xa) são nulos. 
Seja n = nJ .. 1 a forma Eãhler correspondente a J e \. ou seja. 
(1.1) 
Esta forma estende-se naturalmente a uma 2-forma C-invariante na complexificação 
q;: de q. isto é. a uma 2-forma que é inYariante pelo pull-back de g. para todo g E g 
,-isto como aplicação de iF em lF. Esta extensão é também denotada por n. Temos 
que 
o' v v ' !\X' J v' \ n F . v \ . \ ·x· X' ~~\_J\o. ~"'-3) = ~ \· Q•. /\.;jj =- v'\aJ\o_.IE;3~""-3} = -IAoE3 \, O· (12) 
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C ;v v\ 0 - 3· _;_ 0 ;v· v 01110\~f\_ 0 ./i)J= sea+ r e\~/io.I'i._ 
o+ 3 f o e 51 (X o- X_o) = -iÀoE-o = iÀoEo-
13 
= Lentão 51(X0 . X.3i =O sempre que 
Ct.ilizando a invariância de 51. podemos calcular sua diferencial exterior a partir 
de uma fórmula canônica: Se X. Y Z E q são considerados como campos de vetores 
sobre F. então d51 na origem é dado por 
3do(x· }' Z' o ·•v }'- z· o(' v Z' }') o('}' Z' v) -~~ · -. -;=~--(l-0.. 'j. J-,_.,_L/I .. ~· -_ +~" l-· J./\ · (13) 
De fato. o próximo lema é a transcrição da proposição 3.11 de [E:\]. \'Olume l. 
Lema 1.13 Se CJ é uma 2·forma diferenciaL então 
dCJ (X. Y Z) = ~{X (CJ (Y Z)) + Y (ec. (Z. X))+ Z (CJ (){Y)) 
·rx· 1'1 Z) . ('}' Zl V\ ('Z x·· }'' 1 
-:.V'\.·_. -._v'\[-. 3·--1-)-W.~ ~ J·')J: 
para X.Y,Z E q. 
Como a derivada direcional X ( \1 (Y Z)) é dada por ;1; \1 ( Ad ( e1x) Y Ad ( e'x) Z) t=O 
e esta derivada é 51([X. Y]. Z) + \1 (Y [X. Z]). aplicando o lema anterior a 2-forma 
\1. temos 
1 {o'rX" Y' Z · OW'X' Z' · 0[1' Z X' 3 .. \ ,· . j ) + .. \ . l· ' )! + .. ( . . J . . ) 
+11 (Z. [Y X')+ í1([Z. X]. Y) + \1 (X [Z. Y) 
-O'fV}·'' z•-orr1-·z: V\_onzx·: 1'\} ,_,.\L-/\_~ J· ) '"'"'.L. j·-."\./ ~-\L. j· I 
1 {O .• [ . ' O : -· . ' O t • ' --
- 3 .. (L X.ZJ)+ .. (Z.[LX];--'-··\·LZ.lj)} 
1 { O(' - 'f ') O(' - ., . O" - ' 1 } 3 - .. l·X. Z;. 1 + .. [.X, Y 1 • Z) + .. (tY ZJ. X) . 
Isto implica na equação ( 1.3). 
Proposição 1.14 Se CL ; E II e o+ 3 +-, f O. então d51(X0 . X 3 . X.) = O. Caso 
contrário, se ct-'-- 3 + · = O. então 
)( )( \ 1 ·. (, . À ' d51(Xo-. 3-. ·) = -3Zin0 .3 \_c 0 Ào -r- Ef3 3 T (14) 
Demonstração: Pelas equações (1.2) e (1.3) temos que 
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Como (X,.X,1) =O se o+ 17 f O. segue que d0.(X0 .X3 .)C) =O se o+ 3 +~~f O. 
Agora se a+ 3 +! = O. por [SM] lema 6.8. m 0 . 3 = m 8 ., = m-.. a· Também 
1n0.~1 = -Jn~,.o:· pois -rn ........ o.X",-+n =- [)·(_,.~:X:n] = [)(n.)C~:J = ·m·a.--:.~:X:o.+:· Daí. 
do r v v v·; _ 3 ~~v"- o:· J\.,5. _/\_~: -
o que implica na equação (1.4). !J 
Considerando a expressão de dfL fazemos a seguinte distinção entre as triplas de 
raízes. 
Definição 1.15 Seja J = {s"}uma íacs. Uma triplo de míze-5 o.0.~1 tal que a+ 
3 + ~~ = O é chamada de 
1) Uma.{ O. 3}-tripla .se E0 = S3 = e 
2) Uma {1. 2}-tripla noutros casos. 
C ma variedade quase Hermitiana é chamada de (1. 2)-simplética ou qnasi-Kií.hler 
(respectivamente. (2. 1 )-simplética) se 
dO(Y v z·l- 0 '-w,~/'1._,], ) , 
quando um dos vetores é do tipo (1. O) e os outros dois sao do tipo (0.1) (res-
pectivamente, quando um dos vetores é do tipo (0.1) e os outros dois são do tipo 
(1.0)). 
Se o par (IA) é (1.2)-simplético. o mesmo ocorre com o par a·(J.:\). 
A próxima proposição diz que. no caso invariante. as variedades quase Hermitia-
nas (1. 2)-simpléticas são iguais as (2.1)-simpléticas. 
Proposição L 16 O par invariante ( J = {E a} . \ = {À,"}) é (1. 2) -simplético se, e 
somente se. 
E0 À0 + EaÀ.J +E.,. À •. = 0. 
para. toda {1. 2}-tripla {a .. 3. -}. 
Demonstração: Supomos que o par im-ariante é (1. 2)-simplético. Dada uma 
{1.2}-tripla {o.O.~:}, se um dos vetores é do tipo (1.0) e os outros dois são tipo 
(0.1). então. por hipótese e pela equação (1.4). 
O= d0.(Xa. X,. X,.)= -âimo3 (E'" À'"+ ":3À3 + À,). 
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ou seja, 
Se um dos vetores é do tipo (O. 1) e os outros dois são tipo (1. 0). não podemos usar 
a hipótese diretamente. \Ias. neste caso {-a. -J. -:} é uma (1. 2)-tripla com um 
dos vetores é do tipo (1. O) e os outros dois são tipo (O. 1 ). Daí. por hipótese. 
o que implica, 
Supomos agora Ea\o + E3 À3 + s, À-, = O para toda { 1. 2}-tripla {a, 3. -,}. Queremos 
provar que díl(Xa. Xs, )C) =O se um dos vetores é do tipo (1. O) e os outros dois 
são tipo (0, 1). Se o+ p-"- -; #O. então dQ(Xo..X 3 . X.,)= O. pela proposiç.ão 1.4. Se 
a-"- 3-+- -, = O. então {o. 3. -r} é uma {1. 2}-tripla. já que um dos vetores é do tipo 
(1. O) e os outros dois são tipo (0.1). :'\este caso. por hipótese e pela equação (1.4). 
Isto completa a demonstração da proposição. 
Definição 1.17 Dizemos que:\ é (1. 2)-simplética com respeito a J se o par inva-
riante (I i\) é (1. 2)-simplético. Também. J é dito (l. 2)-invariantemente ad-
missível ou. simplesmente (1. 2)-admissível. se e:ri.ste :\ tal que o par invariante 
(J. A) é (1. 2)-simplético. 
Lembremos que uma variedade quase Hermitiana é chamada quase hahler se fl 
é simplética. isto é. dfl = O e é chamada Eahler se. além disso. J é integrável. 
Pela igualdade (1.4) não existe {0.3}-tripla para J se o par (J.:\) invariante é 
quase Eahler. De fato. se dfl =O então EnÀo. +s3 À,3 +s.,À., =O quando a =O. 
Assim. para uma {0, 3}-tripla tem-se À0 + À3 + À1 =O, contradizendo o fato de que 
Às> O. 
Desta observação podemos encontrar as iac.s que fazem parte das estruturas 
quase Eahler. Em outras palavras, se J é uma iac.s para a qual existem {0. 3}-
triplas. então não existe uma métrica im·ariante tal que (J. "\) é quase Eahler. 
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Proposição 1.18 Se o par invariante (I/\) é quase K iihler. então P = {a: êa = + l} 
é uma escolha de raizes posiiivas com relação a alguma ordem lexicográfica em f)~. 
Demonstração: Se a .. 3 E P e a+ 3 é uma raiz. então a+ 3 E P. De fato. se 
Ea+3 = -1, temos a+ 3- (a + 3) = O. êa = é3 e E-(a+3) = -õa+:3 = +L implicando 
que {a. ;3. - (a + .3)} é uma {O. 3 }-tripla para J. Isto contradiz a observação feita 
acima. Além disso TI = P U (- P). onde - P = {a: E a = -1} . Estas duas proprie-
dades implicam que P é uma escolha de raízes positivas. D 
Proposição 1.19 Se o par invariante (J /\) é quase Kiihler, então J é integrável. 
isto é. J é uma estndum comple:ra, ([K!\lca.p{tulo 9, teorema 2.5). 
Demonstração: Pela proposição 1.18. P = { et: .': 0 = + 1} é uma escolha de raízes 
positivas. Assim. J = {E a} aEll· onde E a = +L se a > 0. Dados a, 3 E IT. temos que 
Também. 
1 v v l J ·v J v • ] 'J v v • L~f\.o· -'i-.3J + ~-'\.o:· -~3j +' [ ·"'-n·-f\.;Jj -
+J [iEoXa. Xs] 
ma.3Xo+3 + ÍE3J [Xa.X3; 
+iõ0 J [X a. Xs] 
- ma.3Xa+3-'- ÍE3J (ma.3Xa+3) 
+'i-=:aJ (rna.3-Ya+3) 
mü.3Xü+3 + i:::3rn.a.3iEa+3){o:+3 
+iE0 1Tla.3iEa+3Xa+.3 
Queren1os n1ostrar que -EaE3nl-r;_L}Xa+3 = lno. .. ::.){o.+3 (1- EsEo:+3- Eo.En...;_3)· o que é 
equh·alente a mostrar que -E0 E,s = (1- E3Ea+3- EaSn+3). Se a+ 3 não é uma raíz. 
ma.s =O e a igualdade é direta. Se a+3 é uma raíz. como não existem {0. 3}-tríplas 
para J. devemos verificar as seguintes possibilidades de sinais 
a tripla {o.3.-(a+:3)} (+,+,-).(-.-.+). -.+) = 7)~(+.-.-) = 
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(-.+,-).'\os dois primeiros casos temos E 0 E3 =L - EoSet+3 
1"' ~I 
2 e a 
igualdade desejada é válida. '\os dois últimos casos. E0 E3 = -1. -E3En~3 -E0 E0 +3 = 
O e a igualdade é mais uma vez verificada. 
Portanto J é integráveL 
Corolário 1.20 Uma e.strutura qua.se Hermitiana invariante sobre F é q1w.se Kiihler 
.se. e .somente se. ela é Kàhler. 
Demonstração: Que estrutura I-:ahler implica em quase Eahler é direto da de-
finição. Agora, se uma uma estrutura invariante é quase Kahler. emâo. pela pro-
posição 1.19. ela é integrável e portanto Eahler. 
Capítulo 2 
Estrutura quase complexa 
invariante afim 
Sabemos que o conjunto das estruturas invariantes quase Eahler (e Kahler) está em 
bijeção com o conjunto das câmaras de Weyl em ~:::- conforme [5M]. pág. 238 e 
capítulo L proposição 1.20. Com o objetivo de descrever a maior classe formada 
pelas estruturas (L 2)-simpléticas consideramos neste capítulo o conjunto de alcovas, 
ou equivalentemente. o grupo de \\'evl afim associado com o sistema de raízes TI. 
([J H]). 
Consideremos o subespaço ~"c- Em conformidade com a notação usual muitas 
vezes identificamos ~:' com o seu dual ~~e escrevemos (.r. o) no lugar de o(:r:). :r E 
~:o. o E ~~. Dados o E TI e k E Z definimos o hiperplano afim 
H(o. k) ={:r E~"': (:r. o)= k}. 
O grupo de \\"eyl afim H-a é o grupo de transformações afim de ~"- gerado pelas 
reflexões ortogonais com relação aos hiperplanos H(o. k). o E TI e k E Z. O grupo 
Wa deixa invariante a união dos hiperplanos H(o. k). o E TI. k E Z. Sabemos que H-a 
é o produto semi-direto de ll' pelo grupo de translações por elementos do reticulado 
L= Z- Tiv gerado sobre Z pelas co-raízes 
v { v 2o: } TI= o: =-,--1:oETI , \Q.QI ( [JH] . sec.4.2). 
Outro grupo rele\·ante de transformações afim é ll~,. que é o produto semi-direto 
de n· pelo grupo de t-ranslações por elementos do reticulado 
L= {:r E~: io E TI. (o:..T) E Z}. 
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O complementar A do conjunto dos hiperplanos H(o. k-)_ o E IT e k E Z. é a 
união de suas componentes conexas. Cada uma delas é um sirnplexo aberto chamado 
alcova. O grupo de \Veyl afim lFa age livre e transitivamente sobre o conjunto das 
alcovas, ([JH]. sec. 4.3). Assim lFa está em bijeção com A. O grupo H'a também 
age transitivamente sobre o conjunto das alco\·as mas, em geraL a ação não é livre. 
([J H]. sec 4-S). 
Dada uma alcova A e uma raiz o.. existe um inteiro kec = kec(A) tal que 
kec < (x-. o) < kec + 1. para todo x-E A.. 
Tem-se que kec = [o.(x-)]. para qualquer x- E A. onde [aj denota a parte inteira do 
número real a. isto é. [a] é o maior inteiro tal que a- [a] > O. ([J H]. sec. 4.3). 
Seguindo a denominação dada por [Y SJ, os inteiros kec (A) são chamados de coorde-
nadas da alcova A. C ma alcova é completamente determinada por suas coordenadas. 
'\1as. não é verdade que um conjunto arbitrário de inteiros kec, o E IT. são as coor-
denadas de alguma alcova. Em [Y 5] são determinadas as condições necessárias e 
suficientes para um conjunto de inteiros kec. o E IT formar as coordenadas de uma 
alcova. As condições suficientes serão vistas no capítulo 4. Por enquanto enunciamos 
as condições necessárias. 
Proposição 2.1 Se os inteiros kec. o E IT . .são as coordenada.< de u.mo alcova. então 
1) Lo = -kn- 1 e 
2) k. = kec + k3 ou k0 = ko + k:3 + 1 se-, =o + .3. 
Demonstração: Para demonstrar (1) devemos mostrar que -k:"- 1 < (x-. -o) < 
( -k:6 - 1 )+ 1. para todo x E A.. que é equivalente a mostrar que -k:n -1 < (:r. -o) < 
-k0 . \Ias. estas desigualdades são \·erdadeiras pois ko < (.r. o) < k:n +L para todo 
;r E A.. 
Para obter (2) de\'el110S mostrar que k:n-'- k3 < (x-. -,) = ko + k8 + 1 ou k" + k3 + l < 
(x1.!) = ko + k3 + 2. para todo x E A. se~· =o+ 3. Temos que kec < . o) < ko + 1 
e k3 < (x-.;3) < k; + 1. Assim. k:n + k:3 < (x.o) + .3) < k0 + k3 + 2 e 
kn+ka < (x-.o+J) < kn+k3+2. Logo. k:n+k:J < ~,) < ko+ks-'-2. Se 
k., f kn + k3, então k, > ko + k3. pois k, < ko + k3 implica k0 + l :S k:0 + k3 e daí 
(x,-,) <L,+ 1 :S ko + k3. o que é uma contradição. Também. k:, < k" + k3 + 2. 
pois k:., :0: kn + ke + 2 implica que ko + k3 + 2 :S k-, < (x-. ';) , o que é novamente 
uma contradição. Portanto se k:., f ko + k3 . então k •. = ko- ka + 1. u 
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Podemos agora. com o auxílio das coordenadas das alcovas introduzir a seguinte 
classe de iacs. 
Definição 2.2 Dada uma alcova A com coordenadas kn. a iacs J(A) = {so(A)} 
" d fi -d r 4' 1 1 )ko D- J " . fi I ' d f e e m .a por E a\" J = \- ~ _ zzemo.s q-u.e . e urna wcs a m se e a e .a arma 
J = J(A) para alguma alcova A. 
'\atemos que J (A) é de fato uma iac.s pois 
conforme proposição 2.1. 
A definição de iacs afim permite a seguinte interpretação geométrica. Dada nma 
escolha de raízes positivas IF C Il temos a alcova básica 
A0 = {x E f:Js:lia > 0.0 <(:r. a)< 1} 
com coordenadas ka = O. a > O. 
Dado um hiperplano H(a.k) .a E II e k E Z. cada alcova A está em um dos 
dois semi-espaços definidos por H (a. k). Dizemos que H (a. k). separa duas alcovas 
A e B se estas alcovas esrão em diferentes semi-espaços relati,·os a H (a. k). 
Se Ao e A são alcovas e a E rr+ denotamos por qa(A) o número de hiperplanos 
da forma H(a.k) separando A de A0 . Como a> O. q0 (A) = lka(A),. Logo. 
. l)k,(A\ ' l'q"1.4\ ' d Í- Í d 1 d A. ' . (- · = (- J - • • e o numero e 11perp anos separan o ·"' e . 0 aetermma 
J(A). 
Queremos mostrar que a aplicação A >-----+ J(A) que define as iac.s afim é bem 
comportada mediante a ação do grupo de \Ye~·L 
Lema 2.3 A aplicação A f------ J(A) é equivariante com relação a ação do grupo de 
H'eyl n·_ isto é, J(1rA) = v.·J(A). u.· E lL Aqui u-A é a restrição a H" da ação de 
H'a sobre A e v.· {so} = {:cu-10} é a ação de lli sobre o conjunto das iocs. definida 
anteriormente. 
Demonstração: '\atemos que k0 (v.-A)= ku-'o. (A)_ De fato. kn (v.·A) < (y. a) < 
kn (v.-A)+ L para todo y E v.-A Daí. kn (v.-A)< (v.·x.o) < kn (v.-A)+ L para todo 
x E A Logo. por [J H], pág. 99. kn (u:A) < (:r. v.·-1a) < 
x E A. Segue que ko (v.-A) = ku--'n (A). 
Temos que J (v.-A)= {s0 (v.-A)}. onde Sn (u.-.4) = (-1 
1,-j(é\i-u·{c (A.'\-{c - '4''} ~..- v : - ~o\~ ) J - -u'~'n \_~ ) · 
k0 (v.-A) + L para todo 
(tcAj 
e 
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Portanto. J(u.·A) 
[j 
Cm de nossos propósitos é mostrar que a classe das iacs (l. 2)-admissível e das 
iacs afim coincidem. 
A parte mais fácil é mostrar que as iacs afim são (1. 2)-admissí,·el. Veremos a 
recíproca no capítulo 4 e esta será feita em várias etapas. 
Teorema 2.4 Se .] = .J(A) é uma iacs afim. então J é (1. 2)-admissícel 
Demonstração: Queremos definir uma métrica invariante :\ tal que o par ( J. !\) 
seja (1. 2)-simplético. Sejam ko = ko(A) as coordenadas da alcova A Tomemos 
x E A e definamos a métrica im·ariante !\ = {Ào} por 
À . ( ( . k , 1- Eo { o(x .. ).- k.··a· .se E0 = +1 =c a x)- - • ' -0: '-O , . ·o:; I ') - 1 ' . , k· 
- -a(x)..,- o· sesa=-1 
Como ka = [a(x)]. ou seja O < a(x)- k:0 < 1. então Ào > O. para todo a. Pela 
proposição 2.1. k_0 = -k0 - 1. Assim. se Ea = +1. então ô_ 0 = -1 e À_0 = 
1- (-a) (x) +Lo= 1 +o (:r) -k0 -1 =a (x) -k0 = À0 . Agora. se S0 = -l. então 
::_0 = +1 e À_0 =(-o) (x)-k:_a =-a +k0 -,-1 = À0 . LogoÀ0 = À_a e A é uma 
métrica invariante bem definida. Resta provar que o par (J. .\) é (1. 2)-simplético. 
Vamos utilizar a proposição 1.16. Dada uma {1.2}-tripla {a.J.~}. temos que 
( ( ( \ k ) 1 - 5:0 . ~a~cnO'Xj-':a -1- 2 )+:::3 (3(:r) - k3) + 
. 1- E •. 
+s,.,,. (;(x)-k-.i)+ 
2 
) 
.c - 1 c.~ - 1 
a! :r·\- k -'--a -'- 3(~';- k -'- -··::..J __ \ ) o. ' 2 ' t - ...{_· -3 ' 2 
' \ :: .. - 1 
Í 'Y' I - k ..)_ --::--
\'-"-'! ''":• I 2 
1- ~3\ 
2 ) 
Óa + E3 +E- - 3 
_.:;. _ _:... _ __;_ __ + o 
2 
'·j(~'.L-1'~\ (l .. 'k 'k·) T _; 1..t..) I / \"'-)- \fl-0. 7 ·..)! '"• 
. . ' 
pois a+ 3 + ': = O e {::0 ) 2 (s3 ) 2 = (::J 2 = +1. Agora. pela proposição 2.1, 
k_., = k:a + k3 ou k:_., = (k:a + k:3) -'- 1. Assim k., = -(ku + k3) - 1 ou k., = 
-(k:o + k:3 )- 2. Isto significa que k., é determinado por k:0 , ks e as classes móduio 2 
de k:0 • k:3 e k1. Por outro lado. como J é afim. E&= ( -1 para toda raiz 6. Agora. 
CAPÍTULO 2. ESTRUTURA QUASE COMPLEXA L\'V4.RIA:YTE AFLU 22 
ko + k 3 + k, = -1 ou ka + k3 + k., = -2 e podemos nos decidir por um destes valores 
\'isto que (E" E,3 . ) são conhecidos. Com estas observações em mente podemos 
enfim mostrar que S0 Àa _,.. 'ô3À3 + À-. =O. De fato. 
-1. 
pois kn. k3 está na classe do zero módulo 2 e k •. na classe do 1. 
3. Se (c ... . c.·3· .) Í' 1 1 1)' ·- so+sc;+s-.- 3 - ') k ' !· ' k· = -'>. -~- .=,-+.-.-.entao 2 ---e 0 ..,-,,, •• -
)= 
' 
Todos os casos implicam ó 0 À0 + E3À3 + E,,À. = O. Os casos ( + 1. "'-1. + 1) e 
(-L-1.-1) não podem ocorrer, já que {a.J,·:} é uma {1.2}-tripla. Também. os 
casos (-L , -1) e ( -1. -1. + 1) são semelhantes a 3) e 2). Portamo o par ( J. A) 
é (L 2)-simplético. D 
Para finalizar este capítulo provaremos uma propriedade de homomorfismo de 
iacs afim. 
Como já foi mencionado. o grupo l·Fa (que contém lVa) age transiti\·amente sobre 
o conjunto de alcovas e é o produto semi-direto de ll' pelo grupo de translações por 
elementos do reticulado Í. ([J H]. sec.4.3). Assirn. para cada alcova A existe À E L 
e a· E lt'. tal que A= t;,u-.40 . Aplicando n·- 1 a esta igualdade. temos 
Temos que L é invariante por n·. De fato. tx : ~~: -: ~:c é a translação dada por 
t-'(a) = u+À. se v E ~R e a·- 1txu· = t,.-:.\, ([JH].sec. 4.1). Segue que toda alcova 
está na !F-órbita de alguma alcova obtida transladando a alcova básica A0 por um 
elemento de L. De fato. dada uma alcm·a A. A E 1-1' (tu--'-'A 0 ). pois A= u·tu·-'.\Ao, 
onde u· e À dependem de A e são dados acima. 
Como a aplicação A>-+ J(A) é equivariante. temos que toda iacs afim é equiva-
lente a uma iac.s da forma J(tÀA.0 ). À E L. pois se J = J (A) para alguma A. então 
J = J (A)= J (wtu-1.\Ao) = u· (J (tu.-1ÀA0)). onde u· e À são obtidos como antes e 
dependem de A 
Lema 2.5 Seja À E L. Então as coordenadas de t.\Ao são ko = (À. a) se a >O e 
portanto. ko =(À. a) -1. se a< O. 
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Demonstração: Dado x E A 0 , temos (t\:r.a) =(À +:r. a)= (À. a)+ .a). Daí. 
(À. a) < (t:.J. a) < (À. o.)+ l. se a> O pois O< (:r. a) < 1. Logo ko (t.v'io) =(À. a). 
Agora. se a <O. -a >O e -k0 - 1 =Lo (tÀAo) = (À. -a) = -(À. o). 
ko = (Ã,a) -1. 
ou seJa, 
Se o. (3 e o+ 3 são raízes positivas. o lema 2.-5 implica que kM 3 = (À. o+ .3) = 
(Ã, a) + (À, [3) = ko. + k3. Assim. J (tÀA) torna-se um homomorfismo quando 
restrito a n+. isto é. Eo+.3(tÀA0) = 1)k'"-31 = (-1)ko+ks = (-1)k" (-1)''3 = 
Ea (t.\Ao) E3 (t.>Ao). se a. 3 e o+ 3 E IJ+. Segue que qualquer iacs afim é equiva-
lente a uma satisfazendo esta propriedade multiplicativa sobre as raízes positivas. 
Proposição 2.6 Uma iac.s J = { E0 } é afim se. e somente se, existe uma escolha 
de raízes positivas IJ+ tal que Ea+.3 = E0 E3, onde o. 3 e o + f3 E IJ+ Em outras 
pa.la:ums, a restrição de J a n+ é um homomorfismo. 
Demonstração: Se J é afim. isto é. J = J (A) para alguma alcova A então 
J é equivalente a uma ioc.s da forma J ((\Ao). para algum À E i e, pela ob-
servação feita antes da proposição. esta satisfaz a propriedade multiplicativa so-
bre raízes positivas. Reciprocamente. supomos que exista uma escolha de raízes 
positivas tal que Ea+3 = éaE3. se o, 3 e o+ J E II+ Queremos mostrar que 
J = J (tÀA0 ). para algum elemento À E i. Devemos encontrar À E i tal que 
E 0 = ( -1)(-\.a). se a > O. Como = Eaé3 para raízes positi,·as. é suficiente 
ter E o, = ( -1) \Ã.o,) onde 2.: = { o 1 . · · · , a,} é o correspondente conjunto de raízes 
simples. pois toda raíz positi\·a é soma de raízes simples. Logo, o À requerido é dado 
por À= 01"-'"1 +···+Uno;,,. onde i"-'·i·OÚ = ÕiJ· Oi= 0. Se é 0 , = +1 e Oi= 1. se 
Sa, = -1. De fato: l)(À.a,) = (-lt1('""'l.a:)+--·.;..a";_, .. :,,.o.") = (-1 (.._·,_.a,) lt'. 
Portanto E o., = 1) (Ã.o,). 
Capítulo 3 
Ideais abelianos 
:'\este capítulo será provado que um par invariante ( J. A). (1. 2)-simplético satisfaz 
uma propriedade particularmente interessante. que a é propriedade de ideal abeliano 
com relação a 2::. 
Tomemos J = {-'a} uma iacs (1. 2)-admissível e seja .\ = {Àa} a métrica invari-
ante correspondente. chamada as vezes de métrica (1. 2)-simplética invariante. 
Definição 3.1 Uma raiz o é dita J -decomponível (ou simplesmente decomponíuel) 
se existem raízes :3. -, tais que o = .3+~ com E a = s 3 =E-.. Uma soma é u.ma J-
decomposição de o. Uma raiz que não é J-decomponíuel é dita J-indecomponível. 
Urna primeira obsen·ação válida é que o é decomponível se. e somente se. 
-o também o é. De fato. se o= .3-'- "'.com Sa = c: 3 = E0 . então -o= -3 ..;_ ( --1) 
e E-a = -E0 = -E3 = 5:_ 3 = s_.. Denotamos por I (J) ou simplesmente por 
I o conjunto das raízes J-indecomponíveis. Em geral. raízes J-indecomponíveis 
podem não existir. No entanto. a presença da métrica (1. 2)-simplética A permite 
um tratamento para I análogo ao da construção de um sistema simples de raízes. 
Para ver isto. iniciemos com o seguinte lema. 
Lema 3.2 Se o par invariante (J.A) é (1.2)-simplético, então I(J) f 0 
Demonstração: Dada uma l-decomposição o = 3 + ; . E a = 2: 3 = s,_. Daí. 
{-o. 3. -;} é uma {1. 2}-tripla. Como o par ( J. '\) é (1. 2)-simplético. pela proposição 
1.16, temos que E_aÀ-a-;- E3À3 + E0 À0 =O. Assim. -EaÀ-o + é3À3 + À, =O. ou 
ainda. -Ào +Às +À-. =O. Isto implica que À0 = À3 +À-. Logo Àa > À3 e Àa > À0 . 
Portanto. as raízes 5 E IT tais que À6 = min {À-:, E IT} são J-indecomponÍ\·eis. D 
}..Iostraren1os agora que I gera f)*. 
CAPÍTULO 3. IDEAIS A.BELIA.:\05 25 
Lema 3.3 Se o par invariante (I i\) é (1. 2)-.simplético. então toda raiz o pode .ser 
escrita como 
com or. E I e ec0 =eco,· i= 1. .... .s. Esta maneira de escrever o pode não ser única. 
Demonstração: Dada o E IT. se o é indecomponível. nada temos a provar. Se 
o é J-decomponíveL então o = 3 + ~·. com E0 = E13 = . Se 3 e -~ são ambas 
indecomponíveis o resultado está provado. Caso contrário. decompomos 3 ou -~. e 
possivelmente ambas. A cada passo. como na demonstração do lema 3.2. À0 > Às e 
Àa > À,. Assim os v·alores de À são estritamente decrescentes e a decomposição su-
cessiva finalmente acaba. Também. a cada decomposição o = 3 +"r e E a = ec3 = E-r· 
implicando a última afirmação. LJ 
Escrevendo 
I+={aEI:eca=+1}. 
temos que I= r+ u r-. se r- = -I.,. = {a E I: E o = -1}. Além disso. pelo lema 
3.3. r+ também gera ~' e. para uma raíz arbitrária o. temos 
com or E r+ De fato. dada uma raíz a. escrevemos a= 31 - · · · + 3,. com E o = Es,. 
i = 1 ..... s e 3; E I. Se é 0 = + 1 a afirmação já é verdadeira. Se 5:0 = -1. 
escrevemos a= E0 (a 1 +···+as)· onde a;= -,3;. 
Veremos que em geral r+ não é uma base de ~·. ::\o entanto. quando isto 
acontecer, isto é, quando ]I+]= dim f). r+ será. pelas observações feitas acima. um 
sistema simples de raízes. Além disso. temos o seguinte resultado: 
Corolário 3.4 Se o par invariante (J. \) é (1. 2)-.simplético e :r+ = dim f). então 
J é equivalente a iacs canônica Jc e portanto, (J. :\) é Iúihler. 
Demonstração: As hipóteses garantem que r+ é um sistema simples de raízes 
( [S:\1]. definição 6.22). Associado a r+ temos o conjunto de raízes positivas que é 
dado por ITi = {a: E a = +l}. De fato. se a é uma raíz tal que E0 = + 1. então o> O, 
pois a = E a ( o 1 + · · · +a.,), com o 1 E r+ ou seja. a é soma de raízes simples. ::\ão 
podemos nos esquecer que um sistema simples de raízes é sempre um subconjunto 
do conjunto das raízes positims. Agora. se .3 > O e Es = -1. então -.3 < O e 
"_3 = + l. Daí -.3 E {o: 5:0 = + 1}. :\las. pelo que acabamos de ver. {a: E a = + l} 
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está contido no subconjunto das raízes positivas. e isto implica que -3 > O. o que 
é uma contradição. Portanto, TI) = {o: 3'0 = + 1} é de faro uma escolha de raízes 
positivas. 
Como TI) é uma escolha de raízes posith·as. pela demonstração da proposição 
1.19. J é integrável. \'isto que o par (J.A) é (1.2)-simplético. pelas proposições 1.14 
e 1.16. basta verificar que d<J =O para {0.3}-triplas {a. ":}. II'Ias. não existem 
{0, 3}-triplas com relação a Tif. pois se a+ 3 +! = 0 e E0 = E3 = . então as três 
raízes são positivas ou as três raízes são negativas com a soma sendo zero. Isto é 
uma contradição. Portanto ( J. !\) é Kahler. O 
Consideremos as hipóteses do corolário anterior. Se a+ 3 + -1 = O . .3. -1 E Tij. 
entao {-a. "d é uma {1. 2}-tripla e -À0 + À3 +À, =O. isto é. Ào = À3-'- À,. Isto 
significa que a métrica é a de BoreL 
:Vlesmo quando r+ não é um sistema simples de raízes. este compartilha com o 
sistema simples de raízes a seguinte propriedade. que é bastante útiL 
Lema 3.5 Se o, ;3 E T". então o - 3 não é uma raiz. Assim. (o.. 3) < O. se 
o.. 3 E y+ a -# 3. 
Demonstração: Se o - 3 = ,. E I1 e E-. = + 1. temos que o. = 3 + i é uma 
]-decomposição. o que é uma contradição. já que o. E r~ Por outro lado. se 
E, = -1. então -3 = -1 + -(a) é uma ]-decomposição. levando a uma nm·a con-
tradição. Agora. a o-seqüência iniciada em 3 é 3-po. . . . 3. . . . 3 + qo.. Como o.- /3 
não é uma raiz. p =O e 2<::: = -q::; O. Portanto (3. o) ::; O. se o. 3 E y+. o-# 3. 'i 
Para um entendimento melhor do conjunto I+ tomemos a seguinte construção. 
Escrevemos 
onde m = li+ I. Seja V nm espaço vetorial m-dimensional com base B = {r~. .... vm}. 
Através da bijeção l'; E B ,__.. o. 1 E I+. obtemos uma aplicação linear sobreje-
tiva P V _..,. ~'. Consideramos a forma bilinear simétrica em F definida por 
(:r. y) = (Px. Py). x. y E 1/. 
Lema 3.6 Mantendo a notação anterior. 
ker P ={:r: E V: \f y E V (x. y) =O}. 
CAPÍTULO 3 IDEAIS ABELIA.\'OS 
Demonstração: De fato. se T E ker P. isto é. Px = O. dado y E 1'. (.r. y) = 
(Px. Py) = (0. Py) = O. Por outro lado, se (:L y) = O. para todo y E F. então 
(Px. Py) =O, para todo Py E []'. Como a forma de Cartan-Killing é não degene-
rada sobre f) e P é sobrejetiva, então P.r = O e x E ker P. o 
Também. para x E li (x.x) = (Px.Px) 2: O e daí(·.·) é positiva semi-definida, 
pois podemos ter x f O e Px =O. '\o entanto, (u.. v)> O para v E B. '\otemos que 
a forma de Cartan-Killing é positiva definida sobre f)'. ([S M]. lema 6.8). 
Agora. seja lV1 · o grupo gerado pelas reflexões 
X E V 
definidas pelos elementos da base B. Por [J H]. seção .5.3. H\· é a representação 
geométrica do grupo de Coxeter. Isso se deve aos inteiros de Cartan-Killing 
')(o· 1' 't 
- vj. 'o, 
' ' ·'' 
2(a,.a1 ) 
I , - -, \ • \G-~.Cl-r; 
\'oremos que. pelo lema anterior. estes inteiros formam uma matriz de Cartan 
generalizada. e então eles definem verdadeiramente um grupo de Coxeter. Como 
a forma (-, ·) é positiva semi-definida. n·v é um grupo de Coxeter de tipo afim. 
([J H]. sec.6.:S). Recordemos que o sistema de raízes de n·,. é definido como sendo 
o conjunto 
fi= {i?(u.): u E B. (i E ll\}. !'JH1 - 4) 1 ~ J . se c. o. . 
\!ais ainda. dado ü; E y+ P (s: (s: (v:)))= P (s: (-t•,)) = P (v:)= Gj. ou seja. 
y+ C P (fi) . onde P (fi) é a projeção de fi por P 
Lema 3.7 Mantendo as mesmas notações. P (fi) é o sistema de raízes em f)' ge-
rado por I+. 
Demonstração: Temos que: 
i) P (fi) gera f)'. pois y+ gera f)'. Também. P (íi( v)) = O implica (íi( u), y) = O, 
para todo y E V :.Ias. se y E B. como íi(u) E B. (i?(u), y) >O. Logo. O tf: P (fi). 
ii) Para todo a = P (i?( u)) definimos a reflexão 7'0 por T0 (3) = ;J - ~~~:;a. 
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Assim. se :3 = P (z( v)). então 
( i-:J\ 
Ta_\.U) = 
pms fi é o sistema de raízes de H'1 ·. 
28 
'"\ D d " . 3 c p (n) r;O\ .] p r~( )' 2(zi•·).0(v!!p r~( (\ p í~í 'J) 111; a O~Q:' '- ,!'0 \r.J 1 -; = \ZL'~J-(U'(.u).ú:(u)) \..?..C1J))- \::\V = 
2er,.; 0(u)\ p í ~(· )) . 'l . l d. U~(\:) .. W(vl) \u· 11 que e un1 mu t1p o e n. 
Logo. pela definição dada em [SAI]. pág. 229. P (n) é o sistema de raízes em 
f)' gerado por x+ 
Denotaremos este sistema de raízes por IT(I+). 
Lema 3.8 il:fantendo a notação anterior. Il(I+) c IT. 
Demonstração: Definimos as reflexões r 1(o) =o- ~(o.o,) o 1 com relação as raízes 
,n,,.o.,, 
em x+ Temos que p o B; = T; o P. De fato. 
Po.s1 (x) = 
') 'P (·:r) P 1 '"): ? 1P 1x' o: 
- P(:r)- -~~, ·) ·p 1','/ P(c1) = P(x)--:. 1 ;\ ' 1 o. 1 
\ \t:1 . (vi J \o:l.aii 
- r1(P(J:)) = r1 o P(x). x E'\'. 
Assim. para todo i? E n·,. existe u· E \V tal que P o i? = u· c P Logo. para todo 
ú'(v.) E fi. P(íi(v.)) = v.·(P(u)). para algum u: E \F v E B e Pu E I+. Como \V 
deixa IT invariante. P (i? (v.)) E TI. Segue que IT (I+) c IT. o 
Para mostrar que IT C IT(I~). consideremos o caso G2 separadamente. com o 
objetivo de simplificar os argumentos envolvendo diagramas com ligações múltiplas. 
Em G2 • conforme [SM]. sec. 8 . .:J. seus subsistemas próprios são: 
1. O conjunto das raízes curtas. cujas raízes positivas são { o 2 . o 1 + o 2 . o 1 + 2o2}. 
2. O conjunto das raízes longas. cujas raízes positims são { o 1 . o 1 + 3o 2 . 2o1 + 3o2}. 
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3. Os redutíveis. composto de duas raízes ortogonais. 
Os subsistemas (1) e (2) são ambos isomorfos a A2 . Os conjuntos { a 2 . 2a1 + 3a2 }. 
{a1 + 3a2 , a 1 + a 2 } e {o. 1 + 2o 2 . oJ} formam as raízes positivas para os possíveis 
subsistemas redutíveis. Verifiquemos agora que os subsistemas (1). (2) e (3) não 
podem ser il(I+). As raízes longas não geram G2 sobre Z. De fato. se ao 1 + b(o1 + 
3a2 ) + c(2a1 + 3a2 ) = a 2 . então a+ b + 2c =O e 3b + 3c = 1. Esta última igualdade 
é impossível com a. b. c E Z. '\Ias. pelo lema 3.3 e observação feita na seqüência, 
il(I+) gera G2 sobre Por outro lado. o conjunto de raízes curtas não possui 
um conjnnto gerador satisfazendo o lema 3.5. pois isto viola a propriedade que a 
diferença de duas raízes não é uma raiz. Notemos que o. 1 + a 2 - o. 1 = a 2 . o. 1 + 
2a2 - (o. 1 + a2) = o 2 e 0.1 + 2a2- o.2 = o. 1 -,- o.2 . ou seja. qualquer que seja o 
conjunto gerador. a diferença entre as raízes do conjunto gerador continua sendo 
uma raiz. Além disso. um par de raízes ortogonais não gera G2 sobre Z. De fato. 
não é possível escrever a 1 = aa2 -'- b (2a1 + 3o.2 ) com a. b E Z. O mesmo ocorre com 
a 2 =a (a1 + 3a2) + b (a1 + a 2 ) e com o 2 =a (a 1 + 2a2)-,- ba1. Como ll (I+) é um 
sistema de raízes em n e não é um subsistema próprio. demonstramos a seguinte 
proposição: 
Proposição 3.9 il(I+) = n. no caso G2 . 
Para o caso geral. consideramos as raízes o..;] E n (I+) e comparamos as seqüências 
de raízes 
.:3- pyo ..... J + qya E il(I+) e :3 - po. . .... 3 + qa E ll. 
formadas em cada sistema ll (I+) e ll. As seqüências são dadas pela conhecida 
fórmula de Cartan-killing ([SM]. pág.154) 
2 (a. 
p-q= (n. n) 
O segundo membro desta fórmula é independente do sistema de raízes. !'vias. os p's 
e q·s podem ser diferentes em dois sistemas de raízes. Descartando G2 . existem as 
seguintes possibilidades: 
1. (o.. # O e as raízes possuem o mesmo comprimento. :\este caso os números 
de Killing são ~~~~~> = 21!;:i~> = ::': 1. Como as raízes não são ortogonais e estamos 
descartando G2 , então o subespaço gerado por o. e 3 intercepta n (I+) e nem 
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um A2-subsistema. .'l.mbas as seqüências dependem somente do subsistema. 
e então elas são as mesmas. independentemente do sistema de raízes. (Ver o 
segundo diagrama ela figura 3.1). 
2. (o:. 3) f O e as raízes o e 3 possuem comprimentos diferentes. (3. 3) /(a. a) = 
2 ou (;3. 13) /(a. a) = ~- pois o sistema não é G2 . Como as raízes não são 
ortogonais e estamos descart anelo G2 . então o subespaço gerado por a e 3 in-
tercepta TI (I+) e TI em um B2-subsistema. Logo. as seqüências são as mesmas. 
(Ver o terceiro diagrama ela figura 3.1). 
3. (o:. 8) =O. isto é. p = q. Se as duas raízes são longas. então o subespaço gerado 
por o. e 3 intercepta TI (I+) e TI em um B2-subsistema. pois em .'b não existem 
duas raízes ortogonais e num sistema onde a ± 3 não é raiz. as duas raízes 
são curtas. Também. não pode ocorrer de uma raiz ser curta e outra ser longa 
pois. neste caso. a e 3 não são ortogonais. já que estamos descartando G2 . Se 
as duas raízes são curtas o subespaço gerado por a e 3 pode interceptar TI (I+) 
em um subsistema onde o ± 3 não é uma raíz. :\este caso pode aparecer ou 
o primeiro diagrama ou as raízes o e o. ~ 3 do terceiro diagrama. Como a 
interseção elo subespaço gerado por n e 3 com I1 é um Bz-subsistema. esta é 
a única possibilidade para as seqüências serem diferentes. .\s figuras abaixo 
mostram as possí,·eis raízes ela o.-seqüência iniciada em 3. 
(3 (3 a+f3 a+/3 (3+2a 
a 
---------*---------"' 
-{3 
Figura 3.1: subsistemas A1 ::::: A1. A2 e B2 . respecti\'amente. 
Com esta preparaçáo podemos provar o resultado desejado. 
Lema 3.10 I1 (I+)= TI. 
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Demonstração: Falta provar que I1 c I1 (I+). Esta inclusão é provada por 
indução. Escrevemos {o E I1:E0 = +1} = {o 1 ... as}· ordenado de modo que 
Queremos mostrar que Ct: E I1 (I+) por indução sobre 1. Se i = 1, et 1 é indecom-
poníveL pois Àa, = min {À-,:; E I1}. Assim. et 1 E I" c I1 (I~). "\ossa hipótese 
de indução diz que dado i= 1. ... , N. então et.i E I1 (I+). para todo j < i. Pode-
mos supor que a, é J-decomponíveL pois do contrário a, já está em I1 (I+). Então 
a: = 3 +~i. com E a, = E3 = = +1 e existem índices j. k tais que 3 = et1 e- = ok. 
Agora. À0 , = Àa + À- = Ào, + Ào~c. pois o par ( J :\) é tomado (1. 2)-simplético. Daí 
j, k < i. Da hipótese de indução tanto ,3 como" estão e I1 (I+). Para provar que 
o, E I1 (I+) devemos verificar que as seqüências de raízes determinadas por 3 e ~~ em 
I1 e I1 (I+) são as mesmas. Pelas observações feitas anteriormente. somente o caso 
quando ,3 +r E I1 e (3. = O. isto é, 3 e 1 são raízes curtas no B2-subsistema dado 
pelo interseção de I1 com o subespaço gerado por 3 e ~-. merece cuidado. Existem 
duas possibilidades: 
1. Se Ee-- = +1. então ;3 = (3- ;) +;é uma I-decomposição e. pela demons-
tração do lema 3.2. \3 = ÀJ--, + À,. Assim. À3 _, < À3 < À0 , e a hipórese de 
indução implica que 13- ~: E I1 (I+). Agora, 3- -:e! possuem comprimentos 
diferentes. e daí a fórmula de Killing implica que a: = 3 + ~, é também uma 
raíz de I1 (I"). 
2. Se se-c= -1. isto é. 5[,_ 3 = +1. então~~=(-- 3)+3 é uma }-decomposição 
e podemos repetir todos os argumentos de (1) para concluir que ~.+3 E I1 (I+). 
Como as seqüências sào as mesmas. segue que et, E: I1 (I+). mostrando que {a: Sn = -'-1} 
c I1 (I+). Visto que I1 (T") é sistema de raízes. segue que I1 c I1 (I+). D 
\lostremos que o grafo de Coxeter de H'1 · é conexo. 
Lema 3.11 Supomos que B = B1 U B2 com B1 !; B2 
u E B1 e v E Bz. Então B 1 ou B2 é vazio. 
0 e (v.. c) O. para todo 
Demonstração: Seja v; o subespaço linear gerado por B,. i = 1. 2. Temos que 
F = F1 e V2 e estes espaços são mutuamente ortogonais com relação a C. ·). Como 
ll'1 · é gerado por reflexões com relação aos elementos de B. segue que 
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pois íi(c'i) E 1j. se 1.'; E 1j. 1:::; i:::; m. j = 1.2. ii E H\. Por outro lado. 
r+ = PB1 U PB2 é a união disjunta de subconjuntos ortogonais com relação a forma 
de Cartan-Eilling em f)'. Também f)'= ?Vi+ ?1•2. pois I+ gera f)' e PB, gera PV,, 
i = 1. 2. Logo. PV1 é ortogonal a P\!2 e daí f)' = P\11 S P\!2. Agora. usando o fato 
que TI (I+) = I1. temos que 
TI TI (r+) = P (fi) = P ( ( \'J'Í.l) u ( ~72 n fi)) 
P ( Fr n1 fi) u P ( V2 n fi) c ( PV1 n TI) u ( P\2 n TI) . 
Logo. TI= (P\!í n TI) U (PV2 n TI). 
Como g é simples. temos que TI é irredutÍ\·el ([SM]. sec. 8.3). A.ssim PF1 = 0 
ou P\i2 = 0. implicando que B1 ou B2 é vazio. cJ 
A classificação de grupos de Coxeter afins irredutíveis é feita em :.1 H]. Em 
qualquer um destes o radical da forma bilinear correspondente ('. ·) possui dimensão 
no máximo igual a 1. ([JH]. sec.6.3 e 6.5) 
dim ({2· E 1': V y E V. (x.y) =O}):::; 1. 
Logo dim ker P :::; 1 e daí dim V = dim f) ou dim V = dim f) + l. Isto pro,·a a 
seguinte proposição: 
Proposição 3.12 li+ I= dim f) ou li+ i= dim f)+ 1. 
Como já \·isto no corolário 3.4 e na observação que lhe antecede. se i I+ I = dim f). 
então r+ é um sistema simples de raízes e J é equivalente a iac.s canónica. Por outro 
lado. se [I+ = dim f)+ 1. lc\'1· é verdadeiramente um grupo de Coxeter afim. 
A seguinte descrição de um grupo de afim. proveniente de um grupo de \Veyl 
finito. é encontrada em [\'E]. capítulo 6. 
Proposição 3.13 Yo espaço V de realização geométrica do sistema de raízes afim 
existem 
1 Cm subespaço U C F de codimensão 1 (C "=' f)'). 
2. Cm sistema de raízes finito sobre U. denotado por I1 (V). 
3. Um sistema simples de raízes 2.: (F) C D (F) e 
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4- Um gerador J de ker P (subespaço l-dimensional complementar de c'). tal que 
a ba.se B = { v1 . . . 1:nJ é dada por 
B=L(F)u{J-pt}. 
onde fLl é a raíz de altura máxima ou peso máximo com relação a L(\'). 
Vamos agora juntar todas as partes das discussões anteriores para chegar a se-
guinte caracterização do conjunto J-indecomponÍ\·el de raízes. 
Teorema 3.14 Mantendo as notaçõe.s de antes. existe um si.stema simples de mízes 
L c n tal que T" =L ou I+= LU { -;..;}. onde p é a miz de altura má.rima com 
relação a L. 
Demonstração: Temos que I+ = PB. Se li+ i = dim f), então e I~ é o sistema 
simples de raízes contido em n. Se li+ I = dim f) + 1. pela proposição 3.13. 
I+= PB = P(L(V) U {J- ;..;.!}) = P(L(V)) u P(-;..;.1) =LU {-p}. 
onde fL é a raiz de altura máxima com relação a L. '\otemos que J E ker P. isto é. 
P(J)=O. C 
Observação: Através do lema 3 .. 5 podemos ver que se existe um sistema simples 
de raízes L contido em I+ então T" = L ou I+ =LU { -p}. De fato. se o. E I+ e 
a~ L. então a-3 não é uma raíz para todo :3 E I+ Logo. a-Jnão é uma raíz para 
todo ,:3 E I:. Isto implica. pelo que acabamos de ver que a = -p. '\ão provamos 
diretamente. sem a ajuda dos grupos de \\'eyl afim. que J+ contém um sistema 
simples de raízes. '\otemos que a condição do lema 3.5 sozinha não é o bastante 
para garantir que um conjunto contém nm sistema simples de raízes. mesmo que o 
conjunto gere h'. Por exemplo. em B 2 o conjunto L = { a 1,- (a1 + a 2 )} gera h' e 
satisfaz (a1.- (a,+ a 2 )) =- (a1 + a 1)- (a~. a 2 ) = -2 ...- 1 = -1 <O. :\las. não 
contém um sistema simples de raízes. Generalizando. em nm sistema de raízes B1• o 
conjunto L que é dado pela união do conjunto das raízes simples longas com as raízes 
mais curtas (não simples) geram h' e satisfazem (a. 3) < O para todo a. :3 E L. Mas 
não existe sistema simples de raízes de B 1 contido em L. 
Para definir ideal abeliano necessitamos do próximo lema. 
Lema 3.15 Seja :\!c n~. Então são equivalentes: 
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a. o + -, E :VI. se o E ;\f e -, E I: são tais que o + '1 é uma mzz. 
b. a + í E M. se o E M c , E n+ são tais que et + ~1 é uma mzz. 
c. Supondo que existem raízes simple.c et 1 •.... Cts e o E Jf. tais que 3z - o + 
a 1 + · · · + Ok é uma raíz para todo k = 1 .... s. então 3k E :11. 
d. Denotando por 11 a raíz posítiz:a mais alta e supondo que existem raízes simples 
ClJ, ...• Gs· tais que o= f.I- 01 -···-Os E JI. e 3k = 11- ClJ - · · ·- Ok é 
uma raíz para todo k = 1. .... s. então 3k E M. 
Demonstração: Supomos (a). Dados o E M e -c E n+ tais que et-:- í é uma 
raiz. se ' 1 E L por (a). et + ~1 E M. Se i E n+\:S. então. pelo lema A.õ. existem 
raízes simples Cl1 ..... Cts tais que i = et 1 + · · · + O.s e todas as somas intermediárias 
o+o.1 +· · · 1 :S k :S s são raízes. Assim. por (a). o.+o.1 E NI. Agora, et+o.1 E M. 
o.2 E I: e et + o.1 + o.2 é uma raiz. Daí. também por (a). o.+ et1 + et2 E U. Repetimos 
o argumento até que et + o. 1 + · · · -r- Cts = et + ~1 esteja em AI. Portanto (a) implica 
(b). 
Como :S c n+ segue que (b) implica (a). 
Tendo (b) como hipótese. dadas as raízes simples a 1 + · · · + o., e o. E M. tais 
que 3k = o. + a1 + · · · + ak é uma raiz para todo k = 1. .... s. queremos mostrar 
que 3k E M. Temos que J1 = a+ o 1 . o E Me o 1 E L Logo. por (b). 31 E M. 
Como ;31 E M. 02 E I: e 31 + o 2 = 32 é uma raiz. então novamente por (b). 
32 =o+ o1 + 02 E :\!. Repetimos o argumento até que 3k. k = 1. .... s. esteja em 
;\1. Portanto. (b) implica (c). 
Queremos agora provar que (c) implica (d). Dadas as raízes simples o. 1 •.... Os. 
tais que o = 11 - 01 - · · · -o, E J;J, e 3k = 11 - O.t - · · · - o.k é uma raiz para todo 
k = 1. .... .s. queremos mostrar que ,3k E H. Temos que o 1 ..... o., E L o E AI e 
1]1 = 0: + O:s = fJ.- 0:1 - · · · - O:s-l = 3s-l · 1]2 = O.+ O:s-1 + O:s = fJ.- 0.1 - · · · - O:s-2 = 
3s-2· .... TJk-1 =O+ OJ +···+Os-! =fi- Ot = 31. 1)k =O+ 01 + · · ·-'- 0. 8 = /1 SãO 
raízes. Por (c) 7)k EM. Portamo 3k EM. 1 :S k :S .s. :\otemos que 3, =o E JJ por 
hipótese. Portanto (c) implica (d). 
Resta pro\·ar que (d) implica (a). Dadas as raízes et E l1 e'; E I: tais que o+ r: 
é uma raiz. pelo lema A. S. existem raízes simples r: 1 ..... '" t.ms que '1 = ~ 1 + · · · +~·s 
e todas as somas intermediárias o+ ~11 + · · · + 'rk· 1 :S k :S .s são raízes. Escrevemos 
o + ~. + ,31 + · · · + = 11 de modo que o + c + 31 + · · · + .31 é uma raiz para 
todo i = 1. .. t. conforme comentário que sucede a proposiç.ão A.±. Logo. o = 
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fi- 3,- · · · - 6, - A 1.,- · · · - ~·1 E J:J. Além disso. 
Ç1- p-;3,=o+r+f3,+···+),_,. 
6 fi - 3, - 3,_1 = o + i + ,J1 + · · · + 3,_2. 
ç, fi - ;3, - ... - ;31 = (l + (. 
6+., - !1 - J, - · · · - J1 - !s - · · · - ~11 = O 
são raízes. Por (d). Ç1 E M.l :S j :S t + .s. Em particular ç, =o.+ A 1 E JJ. 
A definição anunciada é a seguinte. 
Definição 3.16 Fixemos um sistema simples de raízes L com n+ o correspondente 
conjunto de raízes positivas. Um .subconjunto M c n+ é chamado de ideal abeli-
ano se: 
1) AI é abeliano. isto é. o+ 3 não é uma raíz .se o, 3 E M. 
2) Uma das quatro condições equivalentes do lema 3.15 é satisfeita. 
Estamos agora preparados para expor o principal resultado deste capítulo. 
estabelecendo uma forma especial para as estruturas quase Hermitianas (1. 2)-simpléticas 
inYariantes. 
Teorema 3.1 i Sejam (J = {sa} 1 .\ = {Àn}) um par (1. 2)-simplético invariante e 
:8 um .si.stema simples de raízes J -indecomponível contido em y+. conforme teorema 
3.14. Denotemos por n+ o conjunto de raízes positivas e por p a raiz de altura 
máxima com relação a L Se.7a 
Então. 
1. M (J, :8) é um ideal abeliano. 
2. M(J.L)ni:=0. 
3. Para o E M ( J I:) .supomos que o = fi - o 1 - · · · - o, com ok E L e fi - o 1 
· ·- Ok razz. para todo k = 1. .... .s. Então Àa =À"+ Àa, +···+À".·. 
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4- Seja o: E TI+\Ji (J. 2::). tal que a= o 1 + · · · + o:s com a 1 + · · · + ok raíz, para 
todo k =L .... S. Então À0 = À01 + · · · + À0 ,. 
5. Se o E j\:f (J. L) e 3 E n+ são tais que o+.3 é uma raiz. então Àa+3 = Àa- À.,. 
Demonstração: Sejam a EM (J e·~ E L: tais que o+ "r é uma raiz. Queremos 
provar que o+: E M (J L:). Se Eo+o = +L então i = (o.+~,)+ (-a) é uma ]-
decomposição de ~1 , contradizendo o fato de qne ":é J-indecomponíveL Logo. a+"! E 
!'vi (J L) e é verdadeira a segunda condição da definição 3.16. 
A afirmação ( 2) é verdadeira por construção. Temos que J\!I (I L:) = {a E n +: ::o = -1} 
e L: C I+= {a E I;sa = +1}. 
Provemos a afirmação (3). Supomos que a E Ai (I L:). a= J1- a 1 -···-as 
com O:k E L: e .3k = fJ - a 1 - · · · - ak raiz, para todo k = 1 ..... s Pela quarta 
condição das quatro equivalentes da definição 3.16. 3k E c\1 (I L:). k = L .... s. 
Temos que a = Ps-l -as. E o = -L ê3_,_ 1 = -L E c. .• = +L Logo {o .. -3s-1· as} é 
uma { 1. 2}-tripla. Como o par invariante é (L 2)-simplético. pela proposição L 16, 
E0 À0 +E-3,_ 1 À3_,_ 1 +sa, Ào. .• = O. ou seja, - Ào + Àa,_ 1 + À0 _, = O. Isto implica que Àa. = 
À3,_, + Àa,· Agora. 3,_1 = 3s-2- Ct.,-J. Ó3s-l =-L éo.,_l = +1 e = -1. Daí. 
{3s-!· -,3s-2,a,_l} é {L2}-tripla e À3,_ 1 = Àj,_ 2 + À0 ,_ 1 . Repetindo o argumento 
com 3s-2· Ôs-3· .... Ô1 = jJ- 01, obtemos Ào = À0-o1 - À02 +···+À,,,. :\o último 
passo remos J1 - a 1 E J\1 ( J L:), ::,_01 = -1. = -:-1 e = -1 pois. pelo teorema 
3.14. -p E z+ (:\ote que I+ = L: implica. pela demonstração do corolário 3.4. 
;\I (J I:)= 0). Segue que {p- o 1 • a 1. -p} é uma {L 2}-tripla e /\p-cq = À1, + Àcq· 
Isto conclui a prova de (3). 
Queremos agora provar a afirmação ( 4). Temos que o E fi+ \);f (I 2::) . tal que 
a = a 1 + · · · + o, com o 1 + · · · -L ok raiz. para todo k = 1 ..... s. Daí. o = 
(a1 +···-L as_J) +Os, Eo =+L Eo, =+L Além disso. 01 + · · · + as-1 !f: M (I L), 
pois do contrário, pelo que já foi provado. o = (a1 + · · · + a,_ 1) +as estaria em 
'vf(IL:). o que é uma contradição. Logo {-a.(o1 + · .. +as_ 1) .o,} é uma {1.2}-
tripla e Ào = Àn, + .. +n,_, + Àa,. Analogamente. o 1 + · · · + a.,- 1 = (o1 + · · · -:- a 8 _ 2 ) + 
1 = ..:.... 1 e 0.1 + · · · + ús-2 'i JI ( J. L) pois ú1 + · · · + 
Os-2 +Os-! !f: M (I I:). Isto nos dá a 
{L 2} -tripla {- (o1 + · · · + Os-J). (o1 + · · · + as-2). o,_J} 
e a igualdade /\11 .;- .. + 0 .• _ 1 = Àcq +· +n.,_ 2 -L Àn.,. 1 . Repetindo o argumento com as 
raízes 01 + · · · + Os-2· o 1 + · · · + 0 8 _ 3. · · · . a 1 . obtemos a expressão desejada para 
Ào· 
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Falta provar a afirmação (5) e a propriedade abeliana da definição 3.16. :\o 
entanto. podemos obsenar que as duas são equi\·alentes: de fato. se o E JI (J I:) e 
:3 E M ( J L:). supondo (5). se o -'- 3 é raiz. então À".c-3 = .\, - ,\3 . Por outro lado. 
Eec = Es = Sn+G = -1. donde { (o+ 3) . -o.- 3} é uma {1. 2}-tripla. Isto implica 
que Àn+G = Àec + >. 3 . o que é uma contradição. Reciprocamente. se o E M (J. I:) 
e .3 E rr+ são tais que o + 3 é uma raiz. então s3 = + 1. pois a condição abeliana 
implica qne ,3 f/:. M ( J L:). Além disso. a segunda das quatro condições equi,·alentes 
da definição 3.16 implica que o+ ;3 E AI (J. I:). Segue que {o+ ,3. -o. -3} é uma 
{1. 2} -tripla e -Ào+3 + Àn- Às= O. isto é. Àec+3 = Àn- À.e . Portanto. a condição 
abeliana implica (.S). 
Provemos a afirmação (.S). Sejam o E M (J I:) e !3 E rr+ são tais que o-'-
.3 é uma raiz. pela segunda das quatro condições equivalentes da definição 3.16. 
o+.3 E i\!I(J.:Z::). Se Ea = , então temos {o.J.-(o-T-,3)} uma {1.2}-tripla 
e EecÀec + EaÀ3 + é-(o+B)Ào+B = O. ou seja. Àn - Às = Ào+3· Logo. a afirmação 
.5) é verdadeira se =:3 = + 1. Se =:3 = -1. isto é . . 3 E Ai ( J L:). então escrevendo 
o+ :3 + 11 + · · · + ":s = J1. com "1; E I: e o+ 3-,- ~ 1 + · · · + -~k raiz para todo 
1 :::; k :::; .s. temos por 3), Àn+3 = ).,, + >.,, + · · · + >.,,. Também. pelo lema A.5. 
podemos escrever ,3 = 31 + · · · + 31• com o+ 31 + · · · + 3J raiz para todo 1:::; j:::; l. 
Assim. novamente por (3), Àa = ,\ -:- >.,, + · · · + >.,, + >. 3 , + · · · + À3,. Segue que 
Àec+3- Ào = -Às1 - · · ·- À31 <O. Por ontro lado. En = -1.€3 = -1.En+:l = -1 
e {o.j3.- (o+ 3)} uma {1.2}-tripla. Daí. S0 Àn + E3À.3 + S-(o+3)Ào+3 =O, ou seja, 
-À0 - À.3 + Àn+3 =O. Assim Àec+3- Àn = À3 >O o que é uma contradição. Logo. 
não pode ocorrerEs= -1. Portanto a afirmação (5) é verdadeira. 
Definição 3.18 Dizemos que uma ia.cs J satisfaz a propriedade de ideal abeliano 
com relação a I: se M (I I:) é um ideal abeliano tal que J\I (J. I:) Íl I:= 0 Neste 
caso, J tem a forma ideal abeliano com relação a L 
Podemos ver que se H (I L:) é um ideal abeliano. então as expressões dadas no 
teorema 3.17 para A de fato definem uma métrica (1. 2)-simplética com relação a 
J. mostrando que J é (L 2)-admissível. De fato. consideremos as expressões dadas 
no teorema. Queremos prm·ar que para toda {L 2}-tripla {o, -J. E0 Àcc + E3À3-!-
,\, = O. Vamos supor que o. ,3 E rr+ Se é a = -1 e E,3 = +L então ôcc+a = -L 
pois o + 3 é raiz e o E J\1 (I I:). :\este caso a igualdade desejada passa a ser 
- À0 + >., -;- ,\, = O. \las. pela expressão dada na afirmação (.Sl do teorema. esta 
igualdade é verdadeira. Se E o = + 1 e E 3 = -1 a verificação da igualdade é feita da 
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mesma forma. O caso S0 = s3 =-L pela propriedade abeliana. não ocorre. Resta 
verificar o caso En = E3 = + 1 e s. = -1. 
Podemos escrever o = o 1 + · · · + 0 5 • .3 = 31 + · · · + 3k· onde todas somas 
intermediárias são raízes (i S M] . pág. 165). Pela afirmação ( 4) do teorema. À0 = 
À,>t + · · · + Àa,. Às = À.31 + · · · + À:h e Ào + À13 = Ào 1 + · · · -'- Ào, + À a, + · · · + Às". 
Também, -; >O. -( é/: M (J. I:) e-~ = o 1 + · · · + 0. 5 -,. 31 + · · · + 3;. Pelo lema 
A.5. todas as somas intermediárias o.+ .31 + · · · + 31 são raízes. Logo. pela afirmação 
( 4). Ào+3 = Ào 1 + · · · + Ào, + Àa 1 + · · · + Àa". como queríamos. 
:\o próximo capítulo a presença da métrica (1, 2)-simplética será garantida mos-
trando que J é afim se M ( J. I:) é um ideal abeliano. 
É natural perguntar neste momento se as formas ideal abeliano do teorema 3.17 
determinam as classes de equivalência das estruturas (L 2)-simpléticas sob a ação 
de lV. Claramente. estruturas equivalentes podem ser colocadas na mesma forma 
ideal abeliana. 'vias. não é verdade que duas estruturas J 1 f J 2 satisfazendo a 
propriedade de ideal abeliano com relação a mesma I: são equivalentes. Assim. 
a forma ideal abeliana não é uma forma verdadeiramente canônica. no sentido que 
classes de equivalência não são determinadas pelas forma ideal abeliano. Voltaremos 
neste assunto no capítulo 5 quando estabelecermos a correspondência entre iac.s 
(L 2)-simplética com as iac.s afim. 
Finalizaremos este capítulo explicitando o seguinte fato. 
Proposição 3.19 Se J .satisfaz a p-ropriedade de ideal abeliano com relação a L 
então r+(J) =I: se M(J. I:)= 0 e T+(J) =LU { -p} se .U(J. I:) f 0 
Demonstração: Supomos que U(J. I:) = 0. Dado a E y+ ( J) = {o. E T: E o = -'-1}. 
se a E n-. então -o. E TI~ e E_ 0 =-L implicando que -a E M(J.I:). o que é 
uma contradição. Logo a E n+\'U (J. I:). Se a c:j: L então o.= 3 +~,.com 3. ~ >O. 
Como Ai (J. I:) = 0. E3 = = + 1 e a= .3 +" é uma ]-decomposição para a, o que 
contradiz a hipótese sobre a. Segue que o E L 
Reciprocamente, dado o E L E0 = +1. pois M(J. I:)= 0. Se a c:j: T+(J). então 
existem raízes ,3. ~: tais que o = 3 + ~· com s3 = 
ambas raízes negativas pois. do contrário. estariam em JJ (J. I:). Segue que 3 e~, 
são positivas e isto contradiz a definição para o. simples. 
Agora supomos M(J.L) o/0. Se o E L E0 = +l. pois M(J.L) n L= 0. Se 
o é/: r+(J). então a= 3-'- ~~com E0 = E3 = = +l. Como a E L então a ou .3 
é uma raiz negativa. Digamos ;3 < O. Daí. -3 > O. f_ 3 = -1 e -3 E M (J. I:). 
Segue que o - .3 = 1 E :U ( J. I:) e E- = -L o que é uma contradição. o E y+ ( J). 
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Queremos provar -fL E I+(J). Temos que s_, = +1. De fato. como M (J ~)f 
0. existe a E A! (J ~) e podemos escre,·er a+ a 1 + · · · + Gn = 11· com a, E ~ e 
Ok = a+ a1-'- · · · + Gk raíz para todo 1 ::; k ::; n. Segue que a-:- a. 1 E JJ (J ~). 
Repetindo o argumento obtemos que 11 E M ( J 2::). ou seja. f_" = + 1. Também. se 
-11 é decomponíveL então /i também o é. :\este caso, /i = a-'- 3 e óp = "" = s3 = -1. 
Além disso a. 3 E n+ pois. /i é a raiz de altura má'Cima. Logo a. 3 E M (J 2::) e 
a+ 3 = 11 é uma raiz. Isto é uma contradição. Logo fL é J- indecomponíveL Portanto 
-p. E I+(J). 
Agora. ~·é um sistema simples de raízes contido em I+ (J) e. pela obsermção 
que sucede o teorema 3.14. I+ (J) = 2:: L { -p}. D 
Capítulo 4 
Estruturas (1, 2)-admissíveis sao 
afins 
:\o capítulo 2 assoCiamos a uma alcova A uma iacs afim denotada por J(A). 
Também. no teorema 2.-± foi exibida uma métrica invariante que é (1. 2)-simplética 
com relação a J(A). A proposta deste capítulo é provar que esta construção co-
bre todas as iacs (1. 2)-invariantemente admissível. Começando com J. uma iacs 
(1. 2)-admissíveL vamos procurar uma alcova A. tal que J = J(A). A maneira de 
A não exige a métrica, mas somente o fato de que J pode ser colocada na forma 
ideal abeliano descrita no teorema 3.17. Logo. nosso objetivo é provar a seguinte 
afirmação. 
Teorema 4.1 SeJa J = {so} uma estrutura quase complexa invariante. Fixamos 
um sistema simples de raízes 2.: e supomos que 
é um ideal abeliano. Então existe uma alcoua A tal que J = J (A). 
'\o teorema 3.17 obtemos que .11 (J. L:) í', 2.: = 0. Contudo, a prova de que J 
é afim se este possui a forma ideal abeliano permite que exista raiz simples a com 
Sa = -1. 
A demonstração do teorema 4.1 é baseada nos resultados de [Y S] sobre as coor-
denadas de uma alcO\·a. Estes resultados foram estabelecidos com uma normalização 
específica de nosso sistema de raízes IT que é \'isto como o conjunto de co-raízes de 
outro sistema de raízes. ([J H]. sec. 2.9). 
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Assim sendo. começamos com um sistema de raízes TI. normalizado de tal modo 
que (a. a) = L para todo a E TI. se este só tem ligações simples e (a. o) = 1 para as 
raízes curtas noutros casos. Dada a E TI. seja a v = (~~~ a correspondente co-raiz. 
Sabemos que o conjunto Tiv de co-raízes de TI é também um sistema de raízes. e 
vice-versa. todo sistema de raízes é o conjunto de co-raízes de outro sistema. 
Vemos nosso sistema de raízes TI original como um conjunto de co-raízes: 
- { ?a -} TI = TI v = ov = ..,..:::.__) : a E TI . (a. a 
(por exemplo. se TI= B1• então TI= C1 e vice-versa ([J H]. pág. 40 )). Se TI só tem 
ligações simples. então TI = 2TI. pois este caso (a. a) = L para todo a e ambos os 
sistemas são isomorfos (pela aplicação 2a r-;. o). :VIas. se o diagrama de Dynkin 
de TI possui ligações múltiplas. então as raízes longas de TI são as co-raízes ov com 
a percorrendo as raízes curtas de TI e reciprocamente. 
Agora. consideremos o sistema afim associado a TI. Os hiperplanos afins são 
definidos por 
I .\' \ \X. ü / k}. o E TI. k E Z. 
Dada uma alcova A e uma raiz o E TI. existem inteiros ko = ko(A) tais que k" < 
(x. ov) < ko + 1. Estes inteiros definem a alcova A. mas existem redundâncias nas 
desigualdades. Isto é, nem todo conjunto de inteiros ko é o conjunto das coordenadas 
de uma alcova. As condições necessárias e suficientes para que um conjunto de 
inteiros ka forme as coordenadas de uma alcova são dadas por [Y 5]: lema 1.2 e 
proposição -S. L Explicitemos estas condições. 
Proposição 4.2 Um conjunto de inteiros k0 . o E n+ forma as coordenadas de 
uma alcova se. e somente se. para todo par de raízes a. ,3 E TI tal que a+ 3 E TI, 
as seguintes desigualdades são válidas: 
2 k ' I 12 . 1·3' :2 • I . ' 312 • 
,./3 I ,Qi -j- i i T Q T ;' , - l. ( 4.1) 
Recordemos que na construção da wcs J(A) = {Eo (A)} associada a alcova A. 
t.emo~ c = f -1\kc,(A) ~ ·~a \ J • 
Dessa forma, para provar o teorema 4.1 é suficiente encontrar. para uma iacs 
J = {êa} dada. um conjunto de inteiros k" satisfazendo as desigualdades (4.1) e tal 
que s" = ( -l)ka Logo. o teorema 4.1 é uma conseqüência da seguinte construção. 
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Proposição 4.3 Sejam J = {Ea} uma iacs, L: um sistema simples de raizes fiw e 
H (J I:)= {a E IJ+:E0 = -1} um ideal abeliano. Para a> O, seyam 
k = { O, a tJ. M (J L:) . isto é. E a = + 1 
o 1 n c 1J· 'J "' 'sto e' ~ - 1 •lÁ'-A''\..L...);ú -C 0 -
Então as desigualdades (4.1) são satisfeitas pelos inteims ko. que estamos conven-
cionando ser igual a ko • . a E II . 
.:\otemos que as desigualdades ( 4.1) são dadas em termos de triplas de raízes 
em II. Contudo. a definição de k0 . na proposição 4.3. consiste em escrever as 
desigualdades em termos das raízes em II. 
A demonstração da proposição 4.3 é feita em várias etapas . .:\a primeira delas 
vamos considerar o caso onde o diagrama de II só tem ligações simples . .:\este caso 
II = 2TI e ambos os sistemas são isomorfos. Isto implica que para a. 3 E fí. o+.3 E fí 
se. e somente se. o v+ 3v E Il Além disso. para qualquer tal tripla as desigualdades 
( 4.1) reduzem-se a 
kn + ks + 1 ::=; kn+3 + 1 ::=; kn + k3 + 2. 
Consideremos as possibilidades para k0 . a> O. que estão definidas em (4.2) por 
meio dos sinais E0 . Escrevendo (sn, s0 . Eo+3) = (±. ±.±).temos 
1. Se os sinais são 
são 1 :::; 1 :::; 2. 
.+.+).então ko = k3 = k,h3 =O. e daí as desigualdades 
2. Se os sinais são ( +. +.-). então kn = k3 = O, ko+a = L e daí as desigualdades 
são 1 :::; 2 :::; 2. 
3. Se os sinais são (+. -.-).então k'" =O. k3 = ko+3 =L e daí as desigualdades 
são 2 ::=; 2 ::=; 3. 
Os sinais ( +, -. +) não são considerados pois, por hipótese. Ji ( J L:) é um ideal 
e o sinais ( +. -. +) contradizem a segunda das quatro condições equi\·alentes da 
definição 3.16. Analogamente. os sinais (-. -. -) e (-. -. +) não são considerados 
pois estes contradizem a condição abeliana da definição 3.16. Já os sinais (-. +.-) 
e(-.+.+) se comportam como os sinais(+.-. e ( +. -. +), respecti vmnenre. 
Isto conclui a demonstração da proposição no caso de ligação simples. 
CAPÍTULO 4. ESTRl7URAS (12)-ADMISSÍVEIS si~ o AFrvs 43 
Para os casos de ligações múltiplas adiamos a análise de G2 para simplificar 
alguns dos argumentos. Assim. na discussão que segue vamos supor que lol 2 = 1 ou 
lni 2 2. se o E II. 
Cada par de desigualdades é dado por uma tripla (o. o+ 3) de raízes em 
TI. Escrevendo l para raiz longa e s para raiz curta. temos quatro possibilidades: 
(s. s, s). (I. U). (s.l . .s) e (s, s, /). O caso (L L s) não ocorre. De fato. em um sistema 
de raízes a soma de duas raízes longas nunca é uma raiz curta (observemos 5 2 ou 
G2 ). O caso (l.s.s) é igual ao caso (sJs). 
Vamos verificar por que o caso (I. s./). que é igual a (s./.1). não ocorre. 
Fora G2 , a única possibilidade para combinar raízes do tipo l e do tipo s é em 
um 5 2-subsistema. 
Escrevendo sempre o conjunto de raízes simples por {o1 ..... o1}. em 5 1. l 2: 2. 
o 5 2-subsistema é formado por {o1_ 1.o1}. O mesmo ocorre com C1. I 2: 2. Já em 
F4 o 5 2-subsistema é formado por { o 2 . o 3 }. 
Calculemos as raízes positivas de um sistema 5 2 . com or. o 2 as raízes simples. 
[ 
2 -1 l 
longa e curta, respectivamente e _
2 2 
J a matriz de Canan. A or-sequéncia 
iniciada em o 2 tem p = O e q = L enquanto que a o 2-sequência iniciada em or 
tem p = O e q = 2 na fórmula de Killing. Logo ar + a 2 é a única raiz de altura 
2. Também or + 2o2 é única raiz de altura 3. '\ão temos raiz de altura 4. pois 
2o1 + 2a2 é múltipla de o 1 + a 2 e ar + 3o2 . pelo que já dito. não é raiz. Logo. 
as raízes positi,·as são {o 1 , 02. or + a 2 . o r+ 2a2 }. onde ore o 1 + 2a2 . o 2 e o 1 .;.. o 2 
são as raízes longas e curtas. respecti,·amente. Quando combinamos um raiz curta 
e uma raiz longa. o resultado é uma raiz curta (o1 a 2 ). Isto exclui o caso (l. s.l). 
Voltemos às possibilidades dadas anteriormente. Traduzimos as possibilidades 
(s. s. s). (/././). (s.l .. s) e (s. s, I) para triplas em IT. Tomando co-raízes chegamos aos 
casos (I. U), (s. s, s). (l. s, I) e (l.l. s). '\os dois primeiros casos ov + = (o+ 3) v 
De fato. a v= 2o. 3v = 23 e (o+ 3)" = 2 (o+ 3). pois o, 3.o + 3 são do tipo 
s. Também o v = o. 3v = 3 e (o + 3) v = o + 3. pois a. 3 e o + 3 são do tipo l. 
Logo. (a, 3. a+ 3) corresponde a tripla ele raízes (u. v. v+ v) em IT. Os outros dois 
casos não correspondem a tais triplas em TI. mas a triplas obtidas do seguinte modo: 
Dada uma tripla (o. 3. a+ 3) do tipo (s.l. s) em IT. temos a v+ 21JV = 2a + 23 = 
2 (o+ 3) =(a+ J)v e reciprocamente. a tripla (u.c-.u·) do tipo (l.s.l) em I1 vem 
de uma do tipo (s./. s) em IT. se u + 2t: = u·. Analogamente. para triplas do tipo 
I I) rr~ a' 3 1 2n . 03 3 1 O\ V · \s . .s.-, en1 . te1nos 2 + 2 = 2 + -2 = o.+ .. ·· = \O+ /J J e rec1procm11ente. a 
tripla (u. c, u:) de tipo (I./. s) em !1 \'em de uma do tipo (s. s.l) em TI. seu·="~'. 
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Tendo estabelecido esta correspondência. reescrevemos a proposição .±.2 para 
sistemas de ligações duplas. 
Proposição 4.4 Seja II um sistema de raízes de ligações duplas. Um conjunto de 
inteiros ko.. a E rr+. forma as coordenadas de uma alcova se as segu.intes desigual-
dades são satisfeitas para as wrrespondentes triplas de raízes em rr+: 
1) (a.;3.o+:3) (/.1.1).· ko.+ka-'-1 :':.: ko+a+1 :':.: kQ+k3 2. 
2) (o..6.a+ 3) (s.s.s): 2ka + 2k3 + 1 :':.: 2kQ+3 + 2 :':.: 2ka + 2k3 + 5. 
3) (o. . .6.o + 2J) = (/.s.l).· ko + 2ka + 1 :':.: ko+23 + 1:::; ko. + 2k3 +3. 
4) (o.;J, "; 3 ) = (1./.s). kQ + k,-+-1 :':.: 2ka;3 + 2 :':.: ko. + k3 + 3. 
Os valores de k0 . definidos na proposição 4.3. devem agora satisfazer estas de-
sigualdades. Como kQ é dado por Eu. escrevemos as possibilidades em termos de 
sinais. :\os dois primeiros casos somente os sinais ( +. +. +) . ( +. -'-.-) e (-, +.-) = 
( +, -. -) aparecem. De fato. ( -. -. +) e ( -. -. -) contradizem o fato de AI (J. 'E) 
ser abeliano e (-, +, +) = ( +. -. +) contradiz a segunda das condições equivalentes 
a definição 3.18. Para os sinais possíveis temos. 
I(+.-:-.+)!(+ +.-J i\- + :J i 
(ui) 1 1 =:.: 1 =:.: 2 i 1 =:.: 2 =:.: 2 ! 2 :::; 2 =:.: 3 1 
(s.s.s) ll:::;2=:;5j l:S4:::;Si3:S4:S71 
Os outros casos são descritos abaixo. 
O caso (o.. :3. o.+ 23) = (L s./). Tomemos o.. ;3 E rr+ tal que a+ 23 E rr+ 
Então s3 =+L De fato .E3 = -1 implica que a+ :3 E :U(J.'E). Logo, 
pela propriedade abeliana _(o.+ ;3) -'- :3 = o.+ 2:3 não é raiz_ o que é uma 
contradição. Também. se sQ = -1. como E a = + 1. a segunda das condições 
equivalentes da definição 3.16 implica que Ea+S = -l. Os mesmos argu-
mentos aplicados a 3 e o + nos dá sQ+23 = -1. Isto exclui os casos 
(-.+.+),(-.-.+).(-,---) (-_- e(+.-.-). Restam somente três 
casos. com as correspondentes desigualdades: 
(a) (-L.+,+): 1 =:.; 1 :':.: 3. 
(b) ( + + -) : 1 :::; 2 :::; 3 
(c) (-.+. : 2 :':.: 2:::; 4. 
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Ocaso (a.3. ";3 ) = (1./ . .s). Tomemosae3raízespositivastalque";3 E TI+. 
Podemos identificar a interseção de TI com o subespaço gerado por a e 3 
com o sistema de raízes B2 . cujas raízes positivas. conforme computação feita 
anteriormente. são 
{ar. a2. a 1 + a 2 . a 1 + 2a2}. 
A identificação é feita de modo que a = a 1 . • 3 = a 1 + 2a2. Assim. ";3 = 
a 1 + a 2 . Se s,_, = Es = -1 então s o-s = -l. De fato. usando a identificação 
2 
B . . o+B -'- a+3 . , 3 .\ · a+3 • com 2 vemoo que "2 = a , a2 e - 2- = a 1 -,- a 2 = · - a 2 . .~ssrm, "2 e 
maior que o ou {3 dependendo se o 2 é positiva ou negativa em TI. Em ambos 
os casos E +l contradiz o fato de que Jf(I I:) é um ideal. :\otemos 
que S 0 = -1 e 02 > O implica que a ..L a 2 = "; 3 E :\1 (J I:). Já E3 = -1 
e o 2 < O implica. do mesmo modo, que 3 - a 2 = a;e E M ( J Assim. 
os sinais (-. nao ocorrem. Por outro lado. se E0 = ::3 = + 1. emão 
E o-s = +L De fato. se o 2 é negativa em TI. como "; 3 = o + o 2 . isto é. 
";;
3 
- a 2 = a, então 0 ; 3 E :H (J. I:) implica a E M (J. I:). o que é uma 
contradição. Se a 2 é positiva em TI. como 0 ; 3 = 3- a 2. isto é. ";3 -'- a 2 = .3. 
então ";3 E lvf ( J. I:) implica 3 E .1! (I I:) . uma nova contradição. Assim. os 
sinais ( +. +.-) não ocorrem. Os outros sinais. mesmo que possiv·elmente não 
ocorram. não im·alidam as desigualdades. Vejamos os sinais e suas respectivas 
desigualdades. 
(a)(+.+.+) l:S2:S3. 
(b) (+.--+): 2 :S 2 :S 4. que se comporta como(-.+.+). 
(c)(+.-.-): 2:S4:S4.quesecomportacomo(-.+.-). 
(d) (-.-. 3 :S 4 :S S. 
Isto conclui a prova da proposição 4.3 (e daí do teorema 4.1). para os diagramas 
de ligação dupla. 
Agora consideramos G2. isto é TI = G2 . Escrevemos suas raízes positivas como 
0] 
a 1 + o2 ar-'- 2a2 o 1 -'- 3a2 2o1 + 3o2 ([SM].pág. 168). 
Então as possíveis J tal que .11 ( J L:) é um ideal abeliano são 
+ 
++++.-h= +++-,1.3= + ++- -. J" = + -;-- --
+ 
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-1 não ocorrem pois. o 1 + o 2 é uma raiz e o ideal não 
seria abeliano. Isto elimina as possibilidades ::"::±::::::::. 
Se = -1 e 
Üj + (etl + 3et2) 
= --7-1. então -So 1 +a2 =-L E02 -:-2n 2 =-L +:3n2 = -1. :\las. 
= 2o 1 + 3et2 não seria uma raiz. Isto elimina as possibilidades 
Analogamente. E01 = + 1 e Sn2 = -1 impediria et1 + 2et2 de ser raiz. eliminando 
+ 
os casos ±±± 
Consideren1os agora Ea_1 = + 1 e éo: 2 = e Ecq +o..2 = -1. Assin1 Ea 1 +2o2 = -1 
e (et 1 + o 2 ) + (o1 + 2o2 ) = 2o1 + 3et2 não seria uma raiz. Logo. as possibilidades 
~ 
- ± ± = estão descartadas. 
+ 
Se So.l = Eo:2 = Sol +az = + 1 e Ecq +2a2 = -1. então êal +3o.z = -1 e é2cq +3a2 = -1. 
+ Isto exclui as possibilidades +- + ±. 
+ 
+ 
eliminando o caso 
+ 
Finalmente. se 
-- -l. 
' ' ' 
-r-r--;-. 
+-- +. Portanto. 1;. i= 12. 3. 4. apresentadas 
+ 
acima são as únicas iacs possíveis tal que \1 ( J. :S.::) é abeliano. 
Queremos agora prü\·ar a proposição 4.3 quando TI = C2 . Vamos verificar as 
desigualdades ( 4.1) para cada uma das possÍ\·eis iacs dadas acima. Consideremos 
o 1 raiz longa e o 2 raiz curta. onde :S.:: = { o 1 . o 2 } é o sistema simples de raízes. As 
possíveis triplas de raízes (o. ô. -,) em fL para as quais o+ 3 = -: são: 
L (o 1 . Oz, o 1 + o 2 ) = (I, s. s). levada a uma tripla do tipo (s./,1) em TI. 
2. (o.2 . 01 + o 2 . o 1 + o 2) = (s. s. s). le,·ada a uma tripla do tipo (1.1.1) em TI. 
3. (o 1 + 02. o 1 + 2o 2 . 2o 1 + 3o2 ) = (s. s. I). levada a uma tripla do tipo (1.1. s) 
em II. 
4. (o2 . 01 + 2o2 . o 1 + 3o2 ) = (s . .s.l). le,·ada a uma tripla do tipo (/.1. s) em II . 
. J. (o 1.o1 +3o2 .2o 1 +3o2 ) = (1./.1). levada a uma tripla do tipo (.s.s.s) em TI. 
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Em TI. (c:~. o) = 1 se o é raiz curta . .Já que o ângulo entre o 1 e o 2 é '; ([SM]. 
pág. 210). obtemos que (o1. o 2 ) = -~. ?\otemos que (o1, o,) = 1 e (oz. o 2 ) = 3 
([S!vi]. pág. 255). 
Daí oi'= ~o,. a~= 2a2. (a1 + az)v = 2 (a1 + a2). (a,+ 2o2)v = 2 (o1 + 2az). 
(a 1 + 3a2 )v = ~ (o 1 + 3a2 ) e (2a1 + 3o2)v = ~ (2a1 + 3a2 ). Logo. podemos tradu-
zir a< possibilidades de triplas em Co para triplas em TI pela se<ruinte tabela: c 
-
b 
' Gz =TI TI I comprimento em TI[ i ! 
f \01-a2.01 + oz) (u. t', 3v. + t•) I (I. .ss) ! 
(a2 . a 1 + 02, o,+ 02) (v.r.u+v) (s. s. s) 
I ( o 1 + 02. o, + 2az. 2a1 + 3az) (<u. u;v) I (.s. s I) 
(az. o, + 2o2. a1 + 3a2) 
I 
(v.·c l!±l:) 3 I (s. s I) I 
') 
' 
\ i ( '\ (I I./) 
A proposição 4.4. para TI = G2 , tem o seguinte enunciado: 
Um conjunto de inteiros ka, a E TI+. forma as coordenadas de uma alcova se as 
seguintes desigualdades são sati.~feitas para: 
1) (a.8,3a + .8) = (s,l,/): 3ka + k_, + 1 :S: k3a~3 + l :S: 3k0 + k3 + -±. 
2) (a, :3. O+ :3) = (I. I./) : ka + k3 + 1 :S: ko+3 + 1 :S: ko + k3 + 2. 
3) (o.J. 0 i 3 ) = (l.l.s): ka + ka + 1 :S: 3 (ko~3 + 1) :S: ko + k3 +4 
4) (o. 8. ";3 ) = (1.1. s): ku + ka + 1 :; 3 ( kn~3 + 1) :; ka + k3 + 4 
5) (o.:J.o + :3) = (s.s.s): 3ku +:3k3 + 1 :S: 3(kn+3 + 1) :S: 3ka +3ks + 8 
Computemos para a tripla (a. 3. 3o + 3). as possibilidades de sinais (E0 . E3 . E30+3 ). 
Se E a = -1. E3 = -1, então a + .3 e 3a + 13 não são raízes. Isto exclui os sinais 
(-. -. ±). Se :-:o = -1. S3 = + 1. então o + :3 E M ( J 'f.) e 2o + 3 e 3a + :3 não 
são raízes. Isto exclui os sinais(-.+.±). Também. se 5:0 = +l.s3 = -1. então 
a+ ;3 EM (J L:) e 3a + 3 E J1 (I L:). Logo temos três possibilidades de sinais com 
as respectivas desigualdades: 
a. (+.+.+):1:S:l:S:4. 
b. +.-)•l:S:2:S:4. 
i• '·?<n<" C.\-,-.-.-),-- L-;), 
Para as triplas (a,}. o + 3). apresentadas na segunda e na quinta linha da tabela 
acima. temos as seguintes possibilidades de sinais para (E a- ;c 3 . Sa+ 3 ): Se S0 = E3 = 
-1. e11tão O+.· .:3 na-o e' ra1·z. 'ie c --1 c,- +1 (c - '1 c"- -li e11tco c . -
'--' '-Q- -~3 , ·-o_-T ··-J- ;· a -a-r/3-
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-L Logo, podemos excluir os sinais(-.-.-).(-.-.+).(+.-. 
Assim, os possíveis sinais com suas respectivas desigualdades são: 
48 
e (-.+. 
a. (-i-. -i-.+) : 1 ::; l ::; 2. se a tripla for do tipo (l./.1) ,1 ::; 3 ::; 8, se for do tipo 
(s.s.s). 
b. . -i-.-) : 1 ::; 2 ::; 2. se a tripla for do tipo (1.1.1), 1 ::; 6 ::; 8. se for do tipo 
(s.s.s). 
c. ( +, -.-): 2::; 2::; 3. se a tripla for do tipo (1.1.1). 4::; 6::; 11. se for do tipo 
(s,s.s). 
d. .+. -): 2::; 2::; 3. se a tripla for do tipo (1.1.1) .4::; 6::; 11. se for do tipo 
(s, s.s). 
Tratemos o caso(n. 13, "!3 ). Podemos identificar a interseção de IT com o sub-
espaço gerado por n e 3 com sistema de raízes G2 . A identificação é feita de modo 
que n = n 1 . 3 = 2n 1 + 3a2 e ";·' = a 1 -:- a 2 . :\las, com esta identificação. necessa-
riamente ên. = Sn = + 1 e E o~3 = 
~ :r +o, = +L conforme verificação elas possíveis 
J. feita anteriormente. 
Logo temos as seguintes possibilidades ele sinais acompanhados ele suas respec-
ti,·as desigualdades: 
a. : 1 ::; 3 ::; 4. 
b. : 2 ::; 3 ::; .S. 
Já que as desigualdades relativas as linhas 3 e 4 ela tabela acima são as mesmas. 
concluímos a demonstração ela proposição 4.3. também para o caso G2. 
Em resumo: 
1. Toda iacs afim é (L 2)-admissível. conforme teorema 2.4: 
2. Toda iacs (L 2)-aclmissível está na forma ideal abeliano com relação a algum 
sistema simples ele raízes L conforme teorema 3.17: 
3. Toda iacs na forma ideal abeliano com relação a I: é afim. conforme teorema 
4.1. 
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C ma outra forma de ver que as estruturas 11 . h. ]3 e ]4 são afins é desenhando 
o conjunto de alcovas. :\este desenho ex é a raiz longa e 3 a raiz curta. 
Capítulo 5 
Equivalência de zacs 
(1, 2)-admissíveis 
~este capítulo buscaremos as classes de equivalência das estruturas invariantes (1. 2)-
admissíveis, sob a ação do grupo de \\'eyl. Já vimos que qualquer tal estrutura pode 
ser colocada na forma ideal abeliano. Resta determinar quando dois pares ( ] 1 . :\I) 
e (h, :\ 2 ) satisfazendo a propriedade de ideal abeliano com relação ao mesmo I: são 
equivalentes. Vamos então fixar um sistema simples de raízes L e verificar se existe 
u· E li" tal que 12 = u· · .11. Tendo isto em mente desenvolveremos aqui uma fórmula 
para M ( u· · .J. L) quando tanto J quanto zc · J satisfazem a propriedade de ideal 
abeliano com relação a I:. 
Temos que se .J = {sa}· então zc.J = {su.-10}. Assim. toda raiz o é J-decomponí-
vel se. e somente se. wo é ( u·.J)-decomponíwl. De fato. se o é .J-decomponível. 
então o.= 3 + -~· com So = S3 = Queremos provar que u:o. = 31 + "n, o.nde 
5,ro. = Ó31 = cL,. 1 • isto é. 2o. = 2 1r-lJ1 = Eu,-l--: .. 1 - ~Tas. v~a = u-<3 + zr-,., e 5:0 = 
Eu--l(u·o) = Eu·-'(u·3) = éw-l(u-)· Logo u·o. é u·.J-decomponível. Reciprocamente. se 
zro. é u.·.J-decomponível. então u·o. = 3 + ; e E0 = ""·-'(uo) = ':'u-'.J = Eu--1-. Daí 
o.= u·- 13 + u·- 1! e o é .1-decomponível. Logo I (u·.J) = zci (J). 
A próxima proposição caracteriza estes u· E H. que não destroem a propriedade 
de ideal abeliano. 
Proposição 5.1 Fixado um sistema simples de raízes I:. se;a f:= LU { -p}. Se 
os pares invariantes (.11 . A;) e (.h. i\2 ) são equivalentes e possuem a forma ideal 
abeliano com relação a I:. então existe u· E W sati.sfazendo zci: = I:. Por outro lado. 
se (.11 . \ 1) é (1.2)-.simplético. satisfaz a propriedade de ideal abelino com relação a 
I: eu· E W satisfaz u·L = L então (.h. A2) = u· (.11 . A1) satisfaz a propriedade de 
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ideal abeliano com relação ao mesmo L 
Demonstração: Vamos supor que os pares ilwariantes (11. /'q) e (12 . i\2 ) possuem 
a forma ideal abeliano com relação a :Z::: e são equivalentes. Segue que existe tr E lF, 
tal que v: (11.AJ) = (h:\2). Pomos .h= {t:o} e 12 = {bn}. Pela proposição 3.19 
Além disso. I (12 ) =I (u·11 ) = u·I (1,) e u·- 1I (]z) =I (11). Daí u: e u·- 1 aplicam 
o subconjunto (±:Z:::) U { ±p} sobre si mesmo. Queremos mostrar que I+ ( 1,) = 
I+ ( 12 ) = :Z::: U {-11} é também invariante por u·±1 Se a E L então S 0 = ÍÍ0 = + 1 
pois •\J (11. :Z:::) e !'vi (h. :Z:::) não interceptam L Mas Ó0 = Su-1 0 e S0 = Óvn· Logo. 
'U.·:Z::: c :Z::: U { -p,} e u·- 12: c :Z::: U { -f.l}. Kotemos que E-p = +1. pois -p E I+ (11), 
conforme proposição 3.19. Se u·- 12: C :Z:::. então u· = 1 eu·~= ~. Caso contrário. 
existe o E :Z::: tal que u·- 1a = -p. isto é. '/.L' ( -p) =a. Isto significa que '/.L'~=~ e 
u-- 1 ~ =~.ou seja. ~é invariante por u: e por u·- 1 
Agora. supomos que :Z::: U {-fi} é invariante por u·±1 E H'. Então 2:1 = ·u.·- 1 :Z::: 
é uma outra escolha de um sistema simples de raízes dentro de :Z::: U { -p }. Logo. 
pelo teorema 3.17. ] 1 e u:11 estão na forma ideal abeliano com respeito tanto a :Z::: 
quanto a 2:1. 
Denotamos por n·~ o subconjunto de H. que deixa :Z::: invariante. Devido a bijeção 
de W com o conjunto dos sistemas simples de raízes. ([SM]. pág.240). temos que lV~ 
está em bijeção com o conjunto dos sistemas simples de raízes contidos em L Estes 
sistemas podem ser determinados com a ajuda dos grafos de Coxeter dos grupos de 
Weyl afim (diagramas de Dynkin estendidos). ([1H] ,sec.4.7). 
Lema 5.2 Um subconjunto 2: 1 C ~ = :Z::: U { -~1.} é um sistema simples de raízes 
se. e somente se. 2:1 é um subgrafo do diagrama estendido. igual ao diagrama de 
Dynkín de L 
Demonstração: Supomos que :S1 C :Z::: é um sistema simples de raízes. Como :Z::: 
é o diagrama de Dynkin estendido. então 2:1 é um subgrafo do diagrama estendido, 
igual ao diagrama de Dvnkin. 
Para a recíproca devemos olhar os diagramas estendidos ( [ J H] . pág. 96). Os 
subgrafos 2: 1 que são isomorfos a :S são obtidos retirando de~ a raiz -11 ou uma raiz 
simples em um subconjunto ~ C L Verificando os coeficientes de 11 com relação a 
:Z::: ( [J H]. pág. 99). vemos que os coeficientes de cada a E ~ é 1. Tomemos uma 
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raiz positiva .8 = I>v;. n., 2: O. Se a E ll. n-. = O ou n., = 1. pois n" é menor ou 
'/-E I: 
igual que o coeficiente de 11 com relação a a. Agora. 3 é uma combinação linear de 
(L:\ {a}) U { -p} com coeficientes inteiros m,. que são todos maiores ou iguais a zero 
se n" =O e menores ou iguais a zero se no= 1. De fato. se nn =O. 3 é combinação 
linear de 2::\ {a} C (2::\ {a}) U { -p} U e os coeficientes são todos não negativos. Se 
na = 1. escrevemos 
p = a + L 5 + L n<r e i3 = a+ L n,E,. 
óE.ó..\{et} -:,EI:\.ó.. EE2:\{a} 
Daí.;3=-(-p)- L 5- L nc"i+ L n,E,=-(-p)- L Ó-"- L m-"1• 
ÕEA\{o:} '":'EI:\.â.. ~EE\{o:} ÕE.ó..\{o.} ~1 E2:\A 
onde m-. :S O pois os coeficientes de p são maiores ou iguais que os coeficientes de 
Isto implica que (L:\ {a}) U { -p} , a E ll é uma sistema simples de raízes, 
([S:VI], pág. 162). D 
Examinando a tabela dos diagramas estendidos encontramos os seguintes 
sistemas simples de raízes 2:: 1 C 2::: 
2:: I !n-·-1 i I: I {raízes simples} ll 
AI I l + 1 {aJ .. .. az} { Oj. .... a;} 
Bt 2 {aJ ... .. a1} { 0;1} 
Cz i 2 {a 1 , ...• af} {at} 
Dz 4 {aJ ... .. az} {a 1 .at_1 .at} I'JH' 
E6 3 {aJ .. . .. a6} {a1.aG} .. d I · 
pág . 98) . 
I E, I 2 
I 
{aJ .. ... a,} {a7} ! I 
Es I 1 I {aJ,. .. ,as} 0 i 
i G2 1 {a1.a2} 0 
= 
1 0 
Os números desta tabela são precisamente os índices de conecti ,-idade dos grupos 
afim H·a· Este índice é a ordem de lFa/Wa ou. de forma equh·alente. a ordem do 
~ 
subgrupo de H•a que deixa invariante a alcova básica A0 . 
Isto sugere uma relação entre o subgrupo l'l'a que deixa ilwariante a alcova básica 
A0 e ll.l:. De fato. temos a seguinte construção: Seja P o paralelepípedo aberto 
P = {:z: E f),: V a E 2::. O< (x, a) < 1}. 
Dado w E W, existe exatamente um Pu· E L tal que tpwU' (Ao) C P. ([J Hj ,pág. 
99), onde tÀ é a translação afim por À. (tÀ(u) = u +À). 
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Pomos L = { o 1 ..... o 1} e seja { zc 1 .... , u:i} definido por (11:1. oJ = ii1J. Por [ J H]. 
pág. 99. Pw =I:, a,u·1 com a1 = O. se u·- 1o1 > O e a, = 1 se u.·- 1o, < O. Dado u· E 
H'í"· existe justamente uma raiz simples. digamos Ov·· tal que u·- 1o,. = -jJ. Para 
as outras raízes a E L:. v_·- 1a E e então 'lL'- 1a > O. Logo. Pcc = ·u·.;. se a1L. =a;. 
Isto vem da definição de lFf'. 
Lema 5.3 Sejam u: E n·f: e o > O. Então u·- 1o > O se. e somente se. (pu .. o) =O 
e u:- 1o <O se, e somente se, (Pu·: o)= 1. 
Demonstração: Sejam u· E H\,, e o > O. Temos que o coeficiente b"" de Ou· em 
o= I:,h3 é (pu. o). De fato. s~ Ou= o,. Pu= u:, e (Pu·· o)= j U';. ~b3ô) = 3E~ \ 3EE 
baw (u.·,, Ou·)= ba"· Além disso. o coeficiente da raiz de altura m<L-::ima jJ na direção 
de o,. é 1 (observemos a demonstração do lema .).2. \'o sistema simples 2:: 1 = 
{ wo 1 ..... wo1}, a raiz retirada é Ou·, ou seja. Ou, E 6). Como (Pu·. o). o coeficiente 
de o na direção de Ou .. é menor ou igual que o coeficiente de 11 na direção de Ou. 
então (pu .. o) = O ou (pu .. o) = 1 Se u·- 1o > O. significa que o é uma combinação 
linear de L:\ {ow}· isto é. (p.u .. o) =O. Se u.·- 1o <O. significa que Ou contribui na 
expressão de o como combinação linear de L. ou seja. (pu .. o) = 1 
Reciprocamente. se (Pu·, o) = O. então u·- 1o é uma combinação linear. com in-
teiros positivos. de u·- 1 (L:\ {a,v}) C L. ou seja. u·- 1o >O. \'otemos que u·- 13 E L 
se .3 f Ow, 3 E L Por outro lado. se (Pu. a) = 1 então u·- 1o = -p + ~· com ; 
uma combinação linear de u·- 1 (L:\ { au·}). com coeficientes necessariamente menores 
que os coeficientes de fJ· Logo. ao menos um dos coeficientes de u·- 1a é negativo. 
implicando que u·- 1o <O. 
O próximo lema estabelece uma conexào entre H't e o subgrupo de H-~ que 
deixa Ao invariante. 
Lema 5.4 Seu· E lVf:, então tp".U' (.40 ) = A0 . 
Demonstração: Dado x E Ao e uma raiz positiva a. temos que tcx. a) -
(wx+pu.o) = (pu .. o) + (x.zL·- 1o). ([JH], pág.99). Se u·- 1o >O. entào O< 
(x. u·-'a) < l e. pelo lema .5.3. (pu .. o) = O. Assim. O < (tp" u.·x:, a) < 1 e daí 
tPuu·x E A0. Analogamente. se u:- 1a <O. emào (pu., o)= l e -1 < (x.u·- 1o) <O. 
Logo. O < (tp"u·x:. o) < 1 e podemos concluir que tp,u·A0 C A0 . A igualdade 
vem do fato de que alcovas são abertos disjuntos. separados pelos hiperplanos 
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n LJ 
Retornemos à questão da equi\·alência. Seja J = J (A) uma íac.s afim e suponha-
mos que esta satisfaz a propriedade de ideal abeliano do teorema 3.17. com !\1 (J I:) 
o correspondente ideal abeliano. Pelo teorema -!.1 e proposição 4.3. podemos supor 
que as coordenadas ka = ko. (A). o> O. de A são kQ =O. se Ct r;fc M (J I:) e ko =L 
'1 'J) se o E JV \ . ~). 
Fixemos estas notações. Vamos usar os lemas acima para calcular as coorde-
nadas das alcovas Pu-wiL para ·u.· E VV:t. Com este objetivo. observamos que os 
hiperplanos separando Ao e A são H (et.l). o E Af (J I:). pois as coordenadas da 
alcova básica são ko (A0 ) =O. se Ct > O. Recorrendo a aplicação afim tPu·n·. vemos 
que os hiperplanos separando tp,u:A e tp"wA0 A 0 são 
tp,uB (et.1) = tPwH (wet.1) =H (wet.l + (Pu··li'et)), et E JVJ (J I:) n· E Ht, 
(5.1) 
conforme [JH]. pág. 88. 
Lema 5.5 Dados n· E lF;c e Ct > O. então 
• . , .\ _ { O . .se wo > O 
\Pu .. UCt;- -l. 
se u·et <O 
Demonstração: Queremos calcular o coeficiente de lfet na direção de Ctu- Seja 
et1 E I: tal que u'Ct; = -11. Temos et1 = ·u·- 1 ( -p) e. como ·u,- 1 E H':t . concluímos 
que o coeficiente de p na direção de Ctj é L De fato. no sistema simples de raízes 
{n·- 1et1 ..... u.·- 1etJ}, et1 é a raiz retirada. ou seja, et1 E 6. :\atemos que U'Ctk E I:. 
se k =fj. Pelo lema .5.3. u·et >O se, e somente se. (u·1 .et) =O, pois v.:1 = Pu-1. 
Agora. u·- 1etu· = -p. o que implica que não existe raiz simples Ok- tal que 
u'Ok = Ou.. Isto significa que a única possibilidade para wet ter coeficiente não nulo 
na direção de au. isto é. ter (Pu. 1m) =f O é quando (u·J. a.) =f O. Logo. (Pu. u·et) =O 
se (u·J· o.)= O, isto é. se u·o >O. Por outro lado. se (u·1. a) =f O, o coeficiente de u·et 
na direção de a". é o coeficiente de -p na direção de Ctu. que é -1. 
Por este lema os hiperplanos dados em (5.1). separando 
tp,u·A0 . u· E lY3:. são reescritos. para Ct E 11 (J. I:). como 
H(u·o.l). seu·et>O 
H(u·o.O). se u'O <O (5.2) 
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Isto implica nas seguinte expressões para as coordenadas de tp" 'irA: 
Lema 5.6 Se u- E H.t e ,3 > O. então 
Demonstração: Os hiperplanos separando tp" u-A e A0 possuem a forma H (u-cL k} 
a E M (J I:), k = O. L Logo. se 3 f. =u-M (I 2:), nenhum hiperplano da forma 
H (;3. k) separa tp"uA e A0 , implicando que k3 (tp"'u:A) =O. Agora. se 3 = u-o >O. 
o E M (J. 2:). então H (:3,1) é. por (5.2)_ o único hiperplano ortogonal a .3 sepa-
rando tp"_u·A e Ao- Daí ks (tp" uA) = L Por fim_ se 3 = -wa > O. o hiperplano 
separando tp" 11-A e Ao é H (3. O) =H (u·o. O)_ Logo ks (tp"uA) = -1. D 
Vamos obter agora as coordenadas da alcova u-AL 71' E n·f:-
Lema 5.7 Seu· E n·f: e ,3 >O. então 
blu·4\= 
,J \ ~ ) 
O. se 3 f. ±u·M (J. 2:) e (pu .. 3) =O 
-L se 3 f. ±u·Ji (J. 'E) e (Pu-· 3) = 1 
1. se 3 E 1cM (J. 'E) 
-2. se 3 E -uAf (J. 'E) 
Demonstração: Primeiramente notemos que. se :;; E A. 3 > O e À E Z. então 
k.3 (A) < (T. (3) < k3 (A)+ 1 
Logo. 
ka (A)+ (À. 3) < (:;;. 3) -L (À. 3) < k3 (A)-:- (À. .,- 1 
ou ainda. 
L 14) ~ I\ 1\3 \' ; ,/\. < k3 (A)+ (À. 3) +L 
pois l;_x = À + T. Isto implica que 
k' (t 4' - k ( 4) ' ! \ 3' \ 
·3 . ·À• ) - ·3 ~ --;-- V'\:, i · 
Agora_ se 3 f_ ±u-;\1 (I 'E) e (Pu-- 3) = O, pelo lema 5.6 e pela observação 
feita. O= k3(tp"u·A) ka(uA) + (P-u-.3) = k3(uA). Se 3 f_ ±u_-M(J.2:) e 
(Pu·· = ks (u-A) + l. isto 
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é, k3 (u.-A) = -1. Se 3 E 1cH (.I 'L). isto é, '3 = WQ > O. Cl E cH (.I 'L). 
então pelos lemas 5 .. 3 e 5.6. 1 = k: 3 (tp,11·A) = ka (uA.) +(Pu· = k:a (11·A). 
Finalmente . . :3 E -u.:Al (J. 'L). isto é. se :3 = -u.·a > O. a E Jf (J. 'L). então 
-1 = k:a (tp,<rA) = ka (uA) +(Pu·· -11·a) = k:a (u·A) + 1 ou seja. k3 (11·A) = -2. 
Isto conclui a demonstração do lema. D 
Podemos enfim descrever os ideais abelianos corresoondentes a 1rl. se 11' E n·" 
' ~ 
e J tendo a forma ideal abeliano com relação a L 
Proposição 5.8 Seya J = J (A) uma iac.s afim satisfazendo a propriedade de ideal 
abeliano com relação a L com M ( J. 'L) o corTespondente ideal abeliano. Dado 
11' E H.z, então 11'1 tem a propriedade de ideal abeliano com relação a '[ e 
NI (11] 'L)= (11·M (J. 'L) r: rr+) u {:3 E n+: u- 1.3 f. J'vf (I 'L) e (Pu·· 3) = 1}. 
Demonstração: A primeira afirmação é conseqüência da proposição 5.1. pms 
- -
zc E lrt. então 11•'L = 2:. 
Vamos agora provar a igualdade dos conjuntos. Se 3 E u·M (.J. 'L) n II+ . .3 = 
u.·a >O. a EM (J.'L). Daí -1 = E0 = Eu.-13e3 E Jf ('u:l.'L) ={a> O:sw-1 0 = -1}. 
Se . 3 E {3 E rr+: u- 1;3 tt JI (J 'L) e (.3, Pu·)= 1}. então . 3 tt 1r:H (J. 'L) e (pu .. 3) = 
L Pelo lema 5.1 e demonstração do lema 2.3. -1 = ke (1cA) = ku.-1 3 (A). Como 
Su·-'3 = ( -1 )k"- 13 , então Su.-13 = -1 e daí :3 E M ( 11'.1. 'L). 
Por outro lado, dado .3 E i\1 (11·J. 'L). então :3 > O e su.-1 3 = -1. Como -1 = 
cu-1 3 = (-1)k3 id) então ks (11·A) é ímpar. Logo. pelo lema 5.7, ks (u·A) = -1. 
.:3 f. ±11.·M (J. 'L) e (Pu. = 1 ou k3 (u·A) = l e :3 E u·U (J. 'L). Como 3 ({c 
±11·M (J. 'L) implica que 11·- 13 f. M (J. 'L). segne que :3 E (11·M (.I 'L) n fi+) U 
{3En+: 11'- 13ttM(J.'L) e (pu.3)=1}. D 
Desta expressão para Jf (u·J. 'L) podemos ser capazes de olhar os ideais abelianos 
que representam a mesma classe de equivalência. e eventualmente encontrar formas 
canônicas para estrmuras quase Hermitianas invariantes (1. 2)-simpléticas. Olhemos 
o caso das iac.s canônicas J, = {s0 }. E0 = +1 se o> O. quando Ji (J. 'L)= 0. Pela 
proposição .3.8. M (11'1. = {3 E n+: (Pu·· = 1}. isto é. JJ (u·J. 'L) é o conjunto 
das raízes positivas que possuem coeficiente não nulo na direção de Ou .. se 11' E H·t· 
Por exemplo, na série A.t com raízes a 17 . 1::; i# j::; n =I+ 1. ([S,U]. pág. 168). 
qualquer raiz simples ai .. i+l é au· para algnm 11' E a·I;.(pois. neste caso. L>. = 'L). 
Também. o conjunto de raízes positivas tendo coeficiente em a.,. = ai.i+ 1 é o 
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"retângulo·· { Or,: r ::; i. s 2: i+ 1}. Qualquer tal retângulo é um representante das 
estruturas I~iihler invariante. :\otemos que os retângulos imerceptam o conjunto das 
raízes simples. e daí a iacs canônica não pode ser colocada na forma ideal abeliano 
do teorema 3.17. 
Capítulo 6 
Classes de estruturas quase 
Hermitiana 
As estruturas quase Hermitianas são classificadas. por Grey e Hervella ([GH]), 
em dezesseis classes. cada uma correspondendo a um subespaço invariante de uma 
representação de C (n). digamos sobre o espaço !F. Esta representação decompõe W 
em quatro componentes irredutíveis. W = vl·1 :::; H'2 2ll'3 C ll'4 . As possíveis dezesseis 
combinações destas componentes (junto com {O}) fornece as diferentes classes de 
estruturas quase Hermitiana. Esta correspondência respeita a inclusão, pois uma 
classe associada a um subespaço im·ariante F1 está contida na classe associada a 
V:J. se F1 C V2. ([GH]. tabela I). :\ão explicitaremos aqui a representação !F 
nem suas componentes irredutíveis. Vamos seguir a numeração em [G H; para as 
componentes e suas correspondentes classes de estruturas quase Hermitiana. Para 
algumas das classes usaremos suas propriedades de definição. Quando isto ocorre 
será explicitado. Por exemplo. {O} corresponde às métricas Kahler. H'1 2 lV2 às 
(1, 2)-simpléticas. e a classe co-simplética é dada por \F1 2lt"2 2 Hi3 . Como veremos. 
dentre as estruturas quase Hermitiana invariantes as dezesseis classes são reduzidas 
a essas três. juntamente com outra classe. que inclui toda iac.s mas com apenas 
algumas métricas específicas. entre elas a de Cartan-Killing. 
Comecemos lembrando que. de acordo com o corolário 1.20, estruturas quase 
Eahler são I\:iihler. !\a notação de [G H1 a estrutura quase Kahler corresponde a 
lV2. Daí . W2 "" {0}. Os outros casos requerem o tensor :Y de '\ijenhuis, que é 
definido por 
~V(X. Y) = [JX. JY1- fX. Yl1 - J r,x. JY1- J fJX. Yi. '6 I 2 ' ' .. - J l ;; (_ J (, .1; 
'\o contexto invariante com J = {2:0 }. tomando raízes o e .3. pela demonstração da 
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proposição 1.19. temos que 
(6.2) 
Lema 6.1 Dadas três mízes CL 3 e ~1 . temos (S (X0 • X 3). JX.,)_, =O a menos que 
a+ .3 +~~=O. Neste caso. 
1 
r\· ·x· x· · Jx· ' · ' ( · · ~ , ~ · ~ · ·J 2 \l \ o:: .3): '!),:., = 1J,...._.11l-o<3 co:::: a·::: ... \.....,_ c 0 -r ::.3 T c~ .. 
Demonstração: Pela equação (6.2). temos que 
( -2mu.3 (Eoé.J + 1 - E3Eo+3- EaEa+3) Xa~3· X.J, 
-(A ( -2mcu3 (EaE3 + 1 - E3Ea+B- EaEo+3) Xa+3). is.,:>( 
\2m.o .. 3 (so:.S3 + 1 - EaSo+B- SaSa+3) Àa+3)(o:+3: ÍS~,~>C.;) 
- 2ma,3 (E 0 ó3 + 1- E3Ea+3- EaEa+3) Àa+3iE., (Xa+3• XJ 
Como (X0 . Xç) =O a menos que ó + Ç =O e (X,. Xç) = 1 no caso ó + Ç =O. então 
(;\' (X0 .X3 ). JX.)_, =O a menos que a+ .3 +'i= O. Se a+ 3 +·,=O. então 
pois 
~ (.Y (X a. X3). JX.J, - i.\.mn3 (5:aE3 + 1 + E3E- + Ea5:·) 
= -Ea+3· Isto conclui a demonstração. 
_L;:- _L 
I - Q I 
Com este lema o caso Hermitiano. isto é. quando J é integrável. que significa 
;Y = O. conforme definição dada na seção 1.4. pode ser descrito. É o que faz a 
próxima proposição. Este caso corresponde a vF3 H~. 
Proposição 6.2 Seja J uma ines com Y = O. Então o conjunto P = {a: E0 = + 1} 
é uma escolha de raízes positivas com relação a alguma ordem le.Ticográfica em f)~. 
Demonstração: Dados o. 3 E P tal que •7 =-(o+ 3) é uma raiz. como :Y =O. 
então (S ()C,, X3). J X,)_, = O. Daí. pelo lema 6.1. é 0 E3E. + é 0 + "' .:.. = O. Isto 
implica que s, = -1 se Sa = s 3 = + 1 e daí Ea+J = + 1. Logo. P é fechado para 
adição. Além disso. TI = PU (- P). onde - P = {a: S 0 = -1}. Portamo P é uma 
escolha de raízes positivas. o 
CAPÍTULO 6 CLASSES DE ESTRUTURAS QUASE HERJ\IITIA.'\-A. 60 
Corolário 6.3 Dada J uma iacs com :Y =O. que significa J integrávd então, para 
alguma métrica A, o par (IA) é Kdhler. 
Demonstração: Pelo proposição 6.2. P = {o: é 0 = } é um conjunto de raízes 
positivas. Seja I:1 = { cr 1 ..... Clt} o correspondente sistema simples de raízes. Sejam 
.>-", .. ... Àcq números positivos. Se cr é uma raiz positiva, escrevemos o. = a 1 cr 1 + 
--- + a 1o.t e definimos À0 = a1À01 +--- + atÀa1- Vamos escrever A= {À0 : C! E P} 
Assim como na demonstração do corolário L13, não existem {0. 3}-triplas para 
I Seja { cr. /3. o} uma {L 2}-tripla para I Digamos que :é a raíz tal que o sinal 
é diferente dos outros dois. Assim. pela expressão dada para para drt na proposição 
L14, temos que 
' 1 ( -
- 3imn.3 éa-Àn + é3À3 + E.Àc) 
-~ima3 (EaÀa -T éaÀ3- En (Àc))-
\las. escrevendo o. = a 1cr 1 +--- + a1o.1. 3 = b1cr 1 +----'- b1crt- temos que -~ 
(a1 -;- br) o.r +--- + (at + b1) cr1. Daí 
Logo. 
d() (F x· v· . ~w v·l..a~ 3· ~/\~,) 1 . (\ \ \ .. 
- 3imo.S (E a v"a + A3 - A-J) 
1 
--im ·, (.: (.>- -'- .>-0- .>- - .>- 3íl 3 a .. _-a. a- <i a .,; 
o 
Portamo. o par (J A) é quase Eãhler e. como J é integráveL (J A) é Eãhler. O 
O corolário acima mostra que ll-~3 S lV4 "" {O}. 
Segue da relação de inclusão entre as classes que aquelas correspondentes a H-3 
e W4 são também Kãhler. 
Vamos tratar agora das estruturas co-simpléticas H'1 e H'2 e H'3 . que ,-ão ajudar 
a resolver muitos outros casos. 
Proposição 6.4 Todo par (J !\) invariante é co-simplético. 
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Demonstração: Por fG.H]. sec.8. uma estrutura quase Hermitiana é co-simplética 
se. e somente se. a forma 
(6.3) 
é nula. Aqui {X1} é uma base do espaço tangente e {Y1} é a base dual com relação 
a forma não-degenerada SI. :\o nosso caso tomamos a base {A,. 'iScc: a E IF}. Seu 
dual é um múltiplo de {iSa.A,:a E IF}. Agora. 
:Ldst (X Aa iSa) 
o>O 
'do ·x- v v . v , .. v , 0 .. .,\, ---'\. 0 -J\ __ 0 .Lf\.r..tTL?\_o.) 
"\"' IdO (v x· :x· ) ' dO (X- x· ·· '"- 1 ' 
- ~\ ... w J\. ü·l n T ww • a-L'\._o_J) 
o>O 
a>O 
"\"' ?dO rx· x· v ' L .... z ·~w \ • o· -"'-a_J. 
o>O 
Logo. levando nossas bases em (6.3). obtemos que e (X)= O é equivalente a 
"\'do (X' x· v ' - o L.._, --- · o· •"--o)- · 
. . dO ( )( v V\ - o dO rx· )7 Z) - dO (v z }''' 'I I Jaque ... _ . . I.IJ- e-·\ .. - ·".·"'·. !· :'as.peaproposiçãol.l4. 
dst (X3 , X •. X 0 ) =O a menos que 3 + '1 + 5 = O. Logo. escrevendo X = )a3 X 3 . 
do r v x· v , "' dO r v v x· ) te1110S --· ~,_.-'"\. o·-"'--o) = La3 .. \--"1.-3---'\.. 0 . -a =O. 
3 
dst (XXa.X-a) =O e e (X)= O. 
3 
Portanto. para toda raiz a, 
D 
Proposição 6.5 Em uma variedade quase Hermitiana co-s'implética existem as se-
guintes equivalências: 
1 J H-1 e ll-3 "" n-, e n·3 e lF-1. 
2) w·~ ""W1 c !V,. 
3) \1'1 H-2 "'=' H-1 S ll-2 S H:,. 
4J W2 W3 "" n·2 s Tl-3 w". 
5) lf3"" w3 e ll'o. 
6) n·2 "" vv·2 c H·-~. 
Demonstração: As classes associadas aos subespaços im·ariantes colocados. no 
enunciado da proposição. a esquerda. pela observação feita no início do capítulo. 
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são também classes associadas aos respectivos subespaços colocados a direita. Resta 
provar a inclusão oposta em cada caso. 
l. A condição de definição da classe W1 S H ~J S H'" é 
Esta condição junto à condição de definição da classe co-simplética (H'1 ll'2 S H•3 ). 
que é ófl = O definem a classe \V1 2 n·3 . Lembremos que 5 denota a co derivada. 
2. A condição de definição da classe \F1 H•" é 
. (O (X' }n 1 • v'( "") . ) =- . . t 
· · 2(n-l) 
Como Jfl = O. então Vx (fl) (X. Y) = O. '\las. esta é justamente a condição 
de definição da classe H '1 . 
3. A condição de definição da classe lr1 :::: lh ·S W" é 
"" · (0\ '}' Zl _L '~ • 'O) IJ}" Z' -V.\: ,w~; ( • j I V.!.\: \.w~/ \ • ) -
Como ófl = O, então Vs (fl) (Y Z)-'- v J.X (fl) (JY. Z) = O. Já que esta é a 
condição de definição da classe ll'r s n·2· temos a inclusão desejada. 
4. Para R'2 2 H .3 :::; n·" a condição de definição é 
""' {" 10' I}·' Z' " (O' (J}' Z'} -o r "" (\··r v }··' JZ' - 0) xY.z vx '"·!' · ! - v J:< ."·! ' ! - ,ou xY..z · '··"'· 1 · 1•\- · · 
onde 6 é a soma cíclica de (X(X.Y) ,JZ).\). Esta condição. junto com a 
condição de definição da classe co-simplética. definem a classe n·2 S· lt'3 . 
.S. Para n·3 2 \F" a condição de definição é .Y = O. l\las. a condição S = O com 
ofl = O define a classe \F3 . 
6. Por fim. a classe lV2 S H~ está definida pela condição dfl = fl /. (). onde 
e = T;:_\ Jfl (JX). Como m = O. e = o e dfl = O. l\Ias. dfl = o é define a 
classe \1'2. 
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As condições de definições das classes são encontradas em [ G H] , tabela L Já a 
definição da derivada covariante Vx (íl) é encontrada em [KS]. volume L capítulo 
IIL o 
Logo. no nosso conjunto de classes invariantes W3 H'0 e lF2 2 H•~ são Kãhler. 
pois H'.3 e H'2 o são. pelo corolário 6.3 e pela observação que antecede ao lema 6.1. 
respectivamente. Também. a classe \'1'1 H:2 2 H~ é a mesma que a classe lh S H'2 
das (1. 2)-simpléticas. 
Tratemos agora da classe H'2 \1'3 "" n·2 S lV3 :::; H'.,. Consideremos o ten-
sor T (X, Y Z) = (N (X. Y). JZ).\. A classe correspondente ao subespaço \\'2 S 
n·,, l\'4 é formada pelas estruturas quase Hermitianas para as quais a soma cíclica 
(6T) (X Y Z) de T (X. Y Z) é zero. 
Proposição 6.6 As estruturas invariantes em W2SH.3SW.~ ""H'2 2H~3 são Kiihler. 
Demonstração: Pelo lema 6.1. T (X a. X a. X,) = O a menos que o + 3 + i = O. 
Já se o + 3 + -~ = O. temos 
T (X o. x,. X.)+ T (X •. X a· X3) + T (Xa X .. Xo) 
( 'i r v x· ) 1 v , , ·,. (v v , 1 v . !; ;·~o· J · -~·,)A T (.\ ·":--"o)· -~3)_\ 
- 2iÀ-,mo.3 (E,,i' 
+2iÀJ1ll-.o (ó0 ê 
+E a+ ~a+ ) 
Como mo.J = ms.-, = m, .. n· ([5M].pág.l9-!). então 
+E a+ ~3 + ) · 
. l' ( eoy• rx· v v o Isto tmp 1ca que ,_v ) , n--"3--"'-) = se. e somente se. -o-co·--+ En + E3 + =O. 
Logo. Saó3 + - + 1 =O e EnSa- S 0 So+3- :'3So+3 + 1 =O. Portanto. pela 
equação (6.2). ,y =O. isto é. J é intregrável e. pelo corolário 6.3. podemos escolher 
uma métrica :\. tal que as estruturas sejam Kãhler. [] 
A condição da definição para a classe !1'1 íl~3 "" lr1 S íV3 2 lV" é a anulação 
do tensor (S(X.Y) .X);\· '\oremos que que (Y(X0 .X .X,,)\= O a menos que 
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a+ .3 +"' O e. neste caso. 
De fato. 
- 2Àa+3ma.3 (EoÔ3 + 1- EsSo+3- SaSo+3) (Xo+3-X,,) 
= 2À,mo.3 (õ0 SJ + 1 +E sE,+ E0 E,). 
Em particular. (Y (X0 .Xa) .X0 ):\ =O para toda raiz a. Observemos que se a+3+ 
a= O. então 3 = -2a não seria uma raiz. pois ±a são as únicas raízes múltiplas de 
a. Assim. escrevendo X= :Z:::Xa. temos que 
o 
{'. •v v) v) -"' (('·'x· v\ ,.. ) : t\·(v x· \ ,.. \) 
v \ ( ~.'\_ · -~ 3 · -"- .\. - L....., \ ~' \ cv /'- 3) · _/\.~r .\ i \.. , ~'1. ~, • 3} · ~-'\o.).'\ · (6.4) 
Supomos a+ 3-'- 1 = O. Então. 
onde c= 2-rna.3- pois Ino. ... 3 = m3.-.. = ·m--,_0 e rn ...... s = -1n:3.-. 
' ' ,- . 
Lema 6.7 O pa:r invariante (J./1.) está na classe ll-1 e l\.3 :::o l\'1 e H.3 e H'_1 se. e 
somente se. À0 =Às= À. pa.m toda {0.3}-tripla {a./3.·;}. 
Demonstração: Supomos que o par (J. \) esta na classe W1 e 11~3 . Dada uma 
{0.3}-tripla {a.J.·:}. então o+ ,.3-'-; =O e E0 = Ea = Seja X= Xa-,- Xa. 
Pela definição da classe 11.1 lV3 . 
O- (N(X.X,.).X)\=(Y(X0 .X.).X,)\_,.CY(Xa.X,).X \ 
Logo. À3 = Àa. Do mesmo modo. Y = Xa +X,. e (Y (Y.X . Y)_\ =O implicam 
À. = À0 . Portanto. À0 = À3 = À •.. 
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Reciprocamente. supomos que para toda {0. 3}-tripla {a. 3.-}. Àa = À3 =À,-. 
Para mostrar que (N (X. Y). X),\ = O. basta mostrar que vale a igualdade para 
X = l.:Xo e Y = X3. :\este caso 
0 
:\las, a parcela deste somatório para a qual a+ ;3 + -: f O é nula. Por outro lado. se 
a + {3 + -1 = O e parcela é escrita como 
( , ,. (x- v , v , . f,, rx· ... ) v ) _ (, , , f_ _ , , ,~\ 0:' 4 -'1-8} :~-'1--:");\ + ~~\ \ ~,:.--1.3 .... /\.a.\- C/\;- /\o.) \,=.ocJ T 1-:-- ) . 
Se {a. p. -;} é uma {L 2}-tripla. então E0 S3 + 1 + s 3s. + s,,:c;. = O e a parcela é 
nula. Se {a,ô.-1} é uma {0.3}-tripla. por hipótese. Àa = À3 =À- e mais uma vez 
a parcela é nula. Portanto. (;Y (X. Y). X)_,= O e (J. i\) está na classe n·1 S: H13 . u 
A condição deste lema implica a seguinte existência de métricas. 
Proposição 6.8 Se_ja J = {E,J uma iacs e denotemos poT C(J) o subconjunto 
de raízes a tal que existe uma {0.3}-tripla. {a.3.-1} contendo a. Se.Ja A= {Àa} 
uma métrica invariante tal que À6 é constante sobre C(J), isto é. A, = k. pam 
alguma constante k >O e para todo 3 E C (J). Então o par (J..\) está na classe 
íh e w3"' n·~ s H~1 s n·" 
Demonstração: Se {o.3.;} é uma {0.3}-tripla. então a.3.~. E C(J). Logo. 
Àu = ),3 =À,- = k e pelo lema 6.7. (J A) está na classe H'1 íY3 "' W1 S H 3 S íF4 . 
[J 
:\otemos que a métrica de Cartan-Killing é um caso particular de :\ nesta pro-
poslçao. 
Para completar nossa análise das estruturas quase Hermitiana ilwariantes resta 
somente estudar o caso ·'near" Kiihler H ·1 (""' n·1 e H'~). A classe das estruturas 
--uear" Eiihler é a interseçào de H-1 n·2 ((1. 2) -simplética) com R'1 e H-3 . pois 
lh = (H-1 :::; í'h)ri(W1 e W3) como subespaços. Sobre esta úítima comentamos após 
a proposição 6.6. Assim, se o par é (I;\) ·'near'· Kiihler. pelo lema 6.7. Àu = À3 = À,. 
para toda {0. 3}-tripla {o, 3,; }. C saremos esta condição juntamente com a forma 
ideal abeliano para estruturas (L 2)-simpléticas para mostrar que toda estrutura 
·'near .. Eiihler é. na maior parte das variedades bandeira maximaL Eiihler. 
Comecemos dando uma equivalência da condição do lema 6.7. 
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Lema 6.9 Para o por invariante (J.A). são equivalentes: 
1. Àa = Às = Àc para toda {O. 3} ·tripla {a. 3, i} 
2. Se a e 6 são raízes tais que a+ J é uma raíz. E a = E3 = + 1. E0~3 = -L 
então Àa = À.3 = Àa+3. 
Demonstração: Supomos (1). Sejam a e J são raízes tais que a+ 3 é uma raiz. 
E0 =Ee=+l.En+.3= l. Seja'r=a+J. Assim.a+.G+ )=0,S0 =E.J=+1 
e s_, = E-(a+3) = -En+3 = +l. Segue que {a. 3. -"i} é uma {0. 3}-tripía. Por 
hipótese. Àa = À3 = À-c· Portanto Ào = À3 =À-, = Àa+3· 
Agora supomos (2). Dada uma {0.3}-tripla {a,p.'r}. então a+ 3 = -"1 
é uma rmz. Além disso En = Es e Ea+3 = S--. = Se E0 = Es = +L 
então = -1 e podemos aplicar a hipótese a a. 3 e a + 3 para concluir que 
Àa = Àe = Àn+.e = À_0 = À,. Se Sn = Es = -1. aplicamos a hipótese a -o .. -3 e 
-(a -i- 3) ='r e obtemos À_a = À_s = À-(o+3)· Portanto. À0 =Às= À.,. 
Seja (J. :\) um par invariante "near·' 1\:ãhler. Então ele é (1. 2)-simplético e. 
deste modo. existem L e n+ um sistema simples de raízes e o conjunto de raízes 
positivas respectivo. onde se tem a propriedade ideal abeliano com .tf ( J. L) = 
{o > 0: E a = -1}. conforme teorema 3.17. 
Lema 6.10 Se e:ristem mízes o . . 3 E n+\;t;f ( J. L) tal que o + 3 E J1 (J. L) c 
3 = 31 + 32 com . i= l. 2. raízes positivas. então (J. A) não é "near.-' Kãhler. 
Demonstração: Vamos supor. por contradição, que (J. A) é .. near .. 1\:ãhler. Assim. 
(J. !\) é (1. 2)-simplético e também está na classe H'1 n·3 . Por hipótese, ~" = 
Ea = +1 e Eo+ 3 = -1. Logo. pela equivalência dada no lema 6.9. temos que 
Àa = À3 = Àa+3· 
Também. pela demonstração do lema A.5. o+ 31 ou o+ .32 é uma raiz. Digamos 
que a+ .31 é uma raiz. Temos que o+ 3 = (a+ ;3r) + 32 E Af ( J. l:). ?\otemos que 31 
e 32 não estão em M ( J. L). De fato. se 31 . 32 E 'Vi (J. L). !3 = 31 + 32 não é raiz. Se 
apenas 3 1 . por exemplo. está em M ( J. l:), então 3 = 31 + :32 E JI ( J. L). Em ambos 
os casos temos uma contradição e portanto 3 1 e 32 não estão em JI ( J. L). Segue que 
= E32 = +l. E-s = -1 e {31.32 .-3} é uma {1.2}-tripla. Pela proposição 1.16. 
Es1 À.31 + Às,+ E-.JÀ-a =O. ou seja. Às1 + À32 = À3. Isto implica que À3 > À31 e 
À3 > À,J,. 
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Agora, E31 = Eo. = S.s2 = +1 e E(o.+31 )-:-32 = Eo+3 =-L Se S(o+:3ll = -1. então 
{a.31.- (a..,.. 81)} é uma {0.3}-tripla e. pelo lema 6.7. À0 À31 = À-(o+.3:)' :\este 
caso Àn = À31 < Àa. contradizendo o fato de Ào = Àa. Se E(o+3,; = +1. então 
{a+ 3 1.32 .- (a+ 3)} e uma {0.3}-tripla e. novamente pelo lema 6.7. Àn+.31 = 
,\32 = À-(o+3)· :\este caso À;3 > À.32 = Àa+,3. contradizendo o fato de À.> = Àu+J· 
Portanto. (J. /1.) não é '·near·' Kahler. D 
Corolário 6.11 S~ja 
M (1. I:)min = h E Jf (1. I:): :i a E L:';- a E TI+\Jf (1. I:)}. 
Se existe: EM (J. I:)min tendo altum h(;)> 2. então (J.J\) não é '·near .. Kiihler. 
Demonstração: Se existe í E Ai (J. I:)min com h(';) > 2. então existe a E I: tal 
.3 = ';- Cl E n+\M (J. I:). Segue que h (3) ~ 2 e 3 = 31 + Bz. com h C3J ~ 1 
e 32 E I:. Assim. a e 3 estão nas condições do lema 6.10, pois I: 'l M (J. I:) = 0. 
a E !3 E n+\M (J. I:) e-, EM (J. I:). Portanto (J.A) não é .. near·' Kahler. n 
Corolário 6.12 Se o par (J . . \) é .. near·· Kiihler e AI (J. I:) f 0. então ;1.1 (J. I:) 
contém toda raiz a com h (a) = 2. 
Demonstração: Como }J(J.I:) f 0. pela proposição 3.19. y+ =I: U {-p}. 
Logo, :;_, = +1 e p E ;\f (J. I:). Dada uma raiz 3 de altura 2. podemos escrever 
.3 + o 1 + a2 + · · · + Clk = p .. onde 31 = .3 + a 1 + · · · + o 1 . 1 :-:; j :-:; k é uma 
raiz e a 1 E I:. 1 S: i S: k. conforme lema A.4. Seja j o menor índice tal que 
3i = .3 + a 1 + · · · + a1 E JJ (J. I:). :\o máximo j = k. Como é uma raiz que 
não está em M (1. I:). então 31 E Jf (1. I:)min· pela definição de JI (J. I:)min· Pelo 
corolário 6.11. h (3 + a1 + · · · + a1 ) 2. Isto implica que 3 E M (J. I:). po1s a 
altura de 3 já é 2. u 
O corolário 6.12 está dizendo que .U (.J. I:)min = {o> 0: h( a)= 2}. se o par 
(J. :\)é '·near" Kahler e M (J. I:) f 0. De fato. como toda raíz 3 àe altura 2 está 
em M (J. I:). escrevendo J = a 1 + a 2 . vemos que f3- a 1 a 2 E rr+\jf (.J. I:). isto 
é. 3 E Af (J. I:)m;n· Por outro lado. o fato de (J. ;\)ser ·'near .. Kahler. implica pelo 
corolário 6.11. que JJ (.J. I:)min só tern raízes de altura 2. ::\otemos queM (J. L:)ni: = 
O é utilizado a todo momento. 
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Corolário 6.13 Se o par (J. A) é ·'near'' Ká}!ler eM (J I:) f 0. então M (J. I:)= 
{a> 0: h(a) 2: 2} 
Demonstração: Como ;\f ( J. I:) il I: = 0. toda raiz em •H ( J. L:) tem altura maior 
ou igual a dois. 
Reciprocamente, se o. é uma raiz positiYa com altura 2. pelo corolário 6.12. 
a E Nf (J. I:). Se h (a) > 2. escreYemos o. = 1- a 1 + · · · + a1• com todas somas 
intermediárias '1 + a 1 + · · · +a." 1 :; j :; l sendo raízes. h(';) = 2 e a 1 ..... a 1 E I:. 
Como Ai (J. I:) é ideal e "1 E M (J. I:). então; + a 1 E 1\1 (J. I:). O mesmo argu-
mento, aplicado sucessivas vezes. nos dá a=":+ a 1 + · · · + a1 EM (J. I:). O 
Lema 6.14 O con;unto 12 = {a> 0: h (o) 2 2} não é um ideal abeliano no.< siste-
mas de míze.< A", B3, C3. D" e G2. 
Demonstração: Sejam {a1.1:; i:; j. }. j = 2, 3 ou 4, os conjuntos de raízes 
simples dos sistemas de raízes G2 , B3 . C3 , A" e D:,. A terceira coluna da tabela 
abaixo apresenta duas raízes no conjunto / 2 cuja soma é também um elemento de 
h-
! ! 
: Sistema i 
Gz 
I 
:\latríz de Cartan 
2 0 -o 
-1 2 
2 -1 o l : 
r 
_021 ~1 ~1 ~1 
-1 2 o 
L o -1 o 2 
I Raízes em I, com soma em I, 
- - I 
Ql + (12 e a,+ 2a2 
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A coluna três é obtida por computação direta. utilizando a fórmula de Eilling e 
observando as respectivas matrizes de Canan. 
O lema 6.14 diz que a condição do corolário 6.13 não é satisfeita para os sistemas 
de raízes A4 , B3 . C3 . D4 e G2 . O próximo lema diz em que sistemas de raízes a 
condição do coroláro 6.13 é satisfeita. 
Lema 6.15 O conjunto h = {a > 0: h (2) 2: 2} é um ideal abeliano somente no.s 
sistemas de raízes A1.l ::; 3 e B 2 . 
Demonstração: Fora A1, I ::; 3 e B 2 . todo diagrama de Dynkin contém um sis-
tema de raízes A4 , B3 . C3 . D4 ou G2 como um subdiagrama (observemos diagramas 
apresentados em [SMj, pág. 185). Pelo lema 6.14. podemos encontrar nestes siste-
mas pares de raízes em 12 cuja soma é também uma raiz. Assim. nestes sistemas de 
raízes. h não é abeliano. Se um sistema de raízes I1 contém um subsistema tal que 
o correspondente 12 não é abeliano. então o mesmo ocorre com IT. Resta verificar 
que h é um ideal abeliano em A1, I ::; 3 e B2 . 
Em B 2. as raízespositi\·as sãoar.a2 .ar+a2 .ar+2o2 e 1z = {ar+ a 2.ar .J..2a2 }. 
A condição abeliana é facilmente verificada. pois (ar + o.2 ) + (o r + 2a2) de fato não 
é uma raiz. Agora. se o E {ar + a 2 . ar + 2o2 } e 3 E :L = { a 1. o.2}. então a única 
possibilidade da soma o+ ;3 ser uma raiz é quando a= (ar+ a 2 ) e 3 = a 2 . Como 
neste caso a+ .3 E 12 . segue que 12 é um ideal abeliano. 
Verifiquemos agora que A.1. I::; 3 é um ideal abeliano. Em Ar temos que 12 = 0. 
Em A 2 . onde as raízes positivas são a;, a 2 • a 1 +a2 . temos h = {ar .:.. a 2 }. A condição 
abeliana é diretamente saiisfeita. Além disso. como não existe raiz simples que so-
mada a uma raiz de 12 seja ainda uma raiz, temos que 12 é um ideal abeliano. Já em 
A 3 . as raízes positi\·as são a1. a 2 . a 3 . ar +a2 . a 2 +a.1 e ar -'-a2 +a3 . ([5 M1 . pág.168) . 
h = {ar+ a2. a2 + a3. ar + a2 + a3}. Vê-se que a soma de dois elementos de 12 
não é uma raiz. A única possibilidade de se combinar uma raízes simples com uma 
raíz de ! 2 . de modo que a soma seja uma raiz é com ar+ (a2 + o.3). Como esta soma 
ainda é raiz de 12 . segue que este é ideal abeliano. 
Agora estamos aptos a provar que. para a maioria dos sistemas de raízes. toda 
estrutura .. near'· Kahler é Eahler. 
Teorema 6.16 Toda estrutura "near·' Kiihler é Kiihler se g não é A2 . Em A2 existe 
uma classe de equivalência de iacs admitindo uma fa.mz?io l-parâmetro de métrica.s 
.. near .. Kdhler. 
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Demonstração: Seja (JA) um par ··near·· Kahler. Entao (J,/1.) é (1.2)-simplético 
e podemos colocá-lo na forma ideal abeliano do teorema 3.17. Temos que ( J A) é 
Eáhler se. e somente se. M ( J. 2:) = 0. De fato. se J é integrável. entao o tensor cV é 
nulo e. pelo teorema 6.2. P = {o: E0 = + l} é uma escolha de raízes positivas. Logo, 
1VI (J. 2:) = 0. Agora. se Ai (J. 2:) = 0. pelo corolário 3.4 e proposição 3.19. (J. A) é 
Kahler. Assim. pelo corolário 6.13 e pelo lema 6.1.5. podemos supor M (J. 2:) =J 0 e 
olhar somente para A1./ :S 3 e B2 . pois estes são os únicos que não contém quaisquer 
dos subdiagramas da tabela dada no lema 6.14. 
"'o caso trivial A1 . dfl =O. pois não existe um tripla de raízes o. 3.; tais que 
o + 3 + ~· = O. Logo. toda estrutura é quase lühler. e daí Kahler. 
Em A3 as raízes positivas são o 1. a 2 . o 3 , ar+ o 2 , a 2 + o 3 e ar+ o 2 + a 3 , conforme 
[5 M]. pág. 168. Pelo corolário 6.13. Ea = +1 se. e somente se. o é uma raiz 
simples. Agora, pelo lema 6.7 e 6.9. a condição de "near·· h:ahler implica que 
\,1 = ,\,2 = Àa 1+cc2 e \,2 = Àa3 = Àaz+cc3 · :\Ias. pela propriedade (1. 2)-simplética. 
E01 +o2 Àa:1 +a2 +Ea3 Àa3 +E -(o 1 +a2 +o·3 ) À01 +o:z+o:3 = Ü. OU Seja: Ào:1 +oz = Àcq + Àa: +a2 +as. 
Combinando estas igualdades temos À01 +oz+o3 = O. o que é uma contradição. Assim, 
não existem estruturas ·'near" Eahler sobre A3 . 
Em B2 as raízes positivas são o 1 . a 2 .o1 + a2 . or + 2a2 . Pelo corolário 6.1:3. 
sn = + 1 se. e somente se. a é uma raiz simples. Agora, pelo lema 6.7 e 6.9. a 
condição de ·'near" h:ahler implica que Àn. = Àa2 = Àn1 +n2 . I\ Ias. peia propriedade 
(L 2)-sin1plética. So:2 Àa2 +Sal +o.2'\ll +o:z + E-(o:l +2o.2)Àcq +2a2 = O. ou seja. Àal +a2 = 
Àa2 + Àa,+2o,· Combinando estas igualdades temos À01 +2o 2 = O. o que é uma 
comradição. Assim. não existem estruturas '·near" Kiihler sobre B2 . 
Finalmente, em A2 temos J = {E0 } com é 01 = E02 = +1 e +'" = -1. onde ar 
e o 2 são as raízes simples. Este J. juntamente com a família l-parâmetro de métricas 
Àa 1 = Àn 2 = Ào 1 +o.2 . da origem a estruturas "near" Kahler que nào são h:ahler. De 
fato, como não existe {1. 2}-tripla possível para J. a condição da proposição 1.16 está 
satisfeita. Além disso. a definição das métricas permite. pelo lema 6. 7. concluir que 
J com a família de métricas definidas está na classe H''1 e H'3 . \Ias. J não é integTável. 
Temos que -Eo 1 Eo 2 = -1. 1 - Eo 1 é 01 +o2 - E02 5:a, +o2 = 3 e pela demonstraçào da 
proposição 1.19. J é integrável se. e somente se. -éa1 2'n 2 = l- Eo 1 Sn1 +o2 - Ea 2 Eo 1 +nz. 
Em resumo temos as seguinte classes de estruturas quase Hermitianas invariantes 
sobre IF: 
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1. Kãhler: H'1 C'near'' Eiihler): l\'2 (quase Eiihler): H'3 : n·0 : \1~3 S ll4 (in-
tegrável): H. H~ e l\.1 ::::: ll'": l\'2 S l·h: W2 S H'3 S WJ. 
3. Invariante: lF1 S H'2 S \1'3 (co-simpletica): n·1 ::-:: lV3 : H'1 :::: l-1':1 S lV4 . (As 
últimas duas para métricas específicas e toda iac.s.). 
Apêndice A 
Raiz Máxima 
O que segue é uma ]Xo\·a altemati\·a da existência e unicidade de raiz máxima no 
caso que em g é simples. Em [ S ML capítulos 1 O e 11. pode-se verificar a demons-
tração geral para representações irredutíveis. como uma conseqüência do teorema 
de Poincaré-Birkhofi-Witt. 
Definição A.l Uma raiz posiliva {i é dita máxima se para todo a E 
é uma raiz. 
p-,-o nao 
Como rr+ é finito podemos tomar 11 uma raiz positiva de altura má.,,ima. Temos 
que 11 satisfaz a condição da definição anterior. 
Definição A.2 O suporte de uma raíz positú:a 3, denotado por' SuppJ. é o con-
JUnto da.s raizes simples que aparecem f com coefíciente não-nulo) na combinação 
linear de 3. 
Lema A.3 Se 11 é uma mzz máxzma. então Suppp é uma componente conexa. do 
diagrama de Dynkin. 
Demonstração: Seja Suppp = {; 1 ..... -1m}- ou seja. 11 = a 1-, 1 + · ··ak~k- Temos 
que Suppp é um subconjunto conexo do diagrama de Dynkin ([S:\Ij. pág. 173). Se 
Suppp não é uma componente conexa do diagrama de Dynkin. então existe uma 
raiz a E I:\Suppp que é ligada a uma única raiz -1, E Suppp. pois um diagrama 
de Dynkin não contém ciclos ([S'\IL lema 7.3). Logo. (p .. a) = a; . o) < O. :\Ias. 
(p., o) < O implica. pela fórmula de I<illing. que 11 +o é uma raiz. Isto contradiz o 
fato de 11 ser máxima. Segue que Suppp é uma componente conexa do diagrama de 
Dynkin. 
Como a álgebra de Lie g é simples. o lema anterior implica que Supp/1 = I:. 
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Proposição A.4 A raiz máxima é única. 
Demonstração: Se 11 1 e 112 são raízes máximas. pelo lema anterior. Suppp1 = 
Suppp 2 =L Segue que existe 3 E Suppp1 tal que (3.p2) #O. ou seja. (8.11 2) >O. 
De fato. 11 2 raiz máxima implica. pela fórmula de r-:illing. que (3. p 2) 2: O. Segue 
que (p 1. 112) > O. Assim, tomando o subespaço gerado por {{t1. 112 } temos que a 
interseção deste subespaço com TI é um Arsubsistema ou um B2-subsistema. Em 
ambos os casos. como mostra a figura 3.1, uma raiz é obtida da outra por adição de 
uma raiz do subsistema. ou seja. 11 1 = 11 2 +A: ou 11 2 = 111 +;.com Ar E A2 ou; E B2 . 
Isto contradiz o fato de p 1 ou p 2 serem máximas. Portanto. a raiz má-cima é única. r; 
Em resumo. podemos escrever -1 + a 1 + · · · -'- a 1 = p. com -1 + a 1 + · · · + ak raiz 
para todo 1 ::; k::; I. se -. E TI, onde p denota a raiz máxima. 
Lema A.5 SeJam a. ;3 raízes positivas tais que o.+ 3 é uma raiz. Então existem 
raízes simples 01 ..... o, tais que 3 = o 1 + · · ·+o, e todas as somas intermediárias 
l)k =a+ a1 + · · · + ok, 1 ::; k::; s são raízes. 
Demonstração: A demonstração é feita por indução sobre a altura de 3. que é 
denota da por h (3). Se 3 tem altura l. então .3 é raiz simples e a + 3 é raiz por 
hipótese. 
Antes de prosseguirmos. façamos a seguinte observação. Se 3 = 31 + 32 , com 
,31 . 32 raízes. então a + 31 ou a+ :32 é uma raiz. De fato, temos que 
Assim um dos dois termos do último membro da igualdade é necessariamente não 
nulo. implicando que a+ 31 ou a+ 32 é uma raiz. :\otemos que O # [9a· g3 ] pois 
o+ :3 é uma raiz e a última igualdade é de,·ida a identidade de Jacobi. 
:\ossa hipótese de indução diz que se o e~· são raízes positi\·as tais que o+; é uma 
raiz e h (c) = 11 < h (;3). existem raízes simples c1 ..... ~, tais que c = ; 1 + · · · + ~1 , 
e Jk = J + ;1 + · · ·-'- ~:k·1 ::; k::; s são raízes. 
Escrevendo :3 = 31 -'- :32· onde h (31) = h ( :3) - 1 e 32 é uma raiz simples 
([SM]. pág. 16.5). pela observação feita anteriormente. a+ 31 ou a+ 32 é uma 
raiz. Se a+ .31 é uma raiz. como h (31) < h (3). por hipótese de indução. existem 
raízes simples aJ ..... a, tais que 31 = a 1 + · · · +a, e i5k = a+ a 1 , · · · + ok. 1 
::; k::; s são raízes. DaL 3 = a 1 +· · ·-,-a,+32 e como o+3 = a+a1+· · ·+a,-:-32 é 
raiz. pondo T/k = Jk. k = l. ... , .s. 7)k+ 1 =o+ a 1 , ···+a.,+ .32 o resultado segue. Se 
o-r 32 é uma raíz, como h (31) < h (;3) e (o + 32) + 31 = o+ 3 é uma raiz, aplicamos 
a hipótese de indução ao par (o+ 32 .31), Assim. existem raízes simples o:1 .... . 0 5 
tais que J1 = 01 +,·,+o, e i5k = o+ ;'h+ o: 1 + · · · + Ok. 1 S: k S: .s são raízes, Logo. 
3 = 82+o1 +· · ·+ok e 171 = o+J2.172 = o-'-82+01,,, .. 7)1+1 = o+ 13r'-o:. 1 -r-·· ·+0:.1, 
1 ::; I ::; k são raízes, Isto conclui a demo:.nstração. 
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