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SSIM : Strutural Similarity Image Metri.
EQM : Erreur Quadratique Moyenne.
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ommuniation Union.
ITU-T : ITU Teleommuniation Standardization Setor.
ISO : International Organization for Standardization.
IEC : International Eletrotehnial Commission.
JPEG : Joint Piture Expert Group.
MPEG : Motion Piture Expert Group.
AS t : Shéma par analyse-synthèse temporelles.
AS2D : Shéma par analyse-synthèse spatiales.
AS2D+t : Shéma par analyse-synthèse spatio-temporelles.
JPEG2000 : Norme atuelle de ompression salable d'images xes.
H.264/MPEG-4 SVC : Norme atuelle de ompression salable de vidéos.
OBMC : Ovelapped Blok Motion Compensation.
SOBMC : Swithed Ovelapped Blok Motion Compensation.
CGI : Control Grid Interpolation.
SCGI : Swithed Control Grid Interpolation.
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EBCOT : Embedded Blo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6 Abréviations
Notations
Généralités
Cα(D) : Ensemble des fontions dénies sur D α fois ontinues et dérivables.
Cα\Cα(D) : Ensemble des fontions dénies sur D ontenant des régions de régularité
Cα séparées par des singularités Cα.
f˜M : Approximation non linéaire de f ave M oeients.
< ., . > : produit salaire.
‖.‖2 : norme L2.
Γ : ux géométrique.
γ : veteur de Γ.
Υtc→tr : hamp de mouvement de tc à tr.
υtc→tr : veteur de Υtc→tr .
ψj,m : fontion d'ondelette dilatée du fateur 2
j
et translatée au voisinage du point 2jm.
φj,m : fontion d'éhelle dilatée du fateur 2
j
et translatée au voisinage du point 2jm.
dj [m] : oeient d'ondelette.
aj [m] : oeient d'approximation.
R : Débit.
D : Distorsion.
Id : Identité.
sˆ : signal s déodé.
Maillage déformable
la : taille d'une arête.
Ns : nombre de sommets.
i : indie d'un sommet.
(xi, yi) : oordonnées du sommet i dans le domaine image.
(ui, vi) : oordonnées du sommet i dans le domaine texture.
M : maillage dans le domaine image.
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8 Notations
M˜ : maillage dans le domaine texture.
Ed : énergie de déformation.
ωd : poids assoié à Ed.
Qm : pas de quantiation pour le mouvement.
Qg : pas de quantiation pour la géométrie.
Analyse-Synthèse spatiales
I : image.
T : texture.
D : domaine image.
D˜ : domaine texture.
(x, y) : point ou pixel dans le domaine image.
(u, v) : point ou pixel dans le domaine texture.
k : itération.
w : transformation spatiale.
w−1 : transformation inverse.
C : oût de desription de la texture.
T˜j : approximation de T à l'éhelle 2
j
.
Tcible : texture ible.
Jw : jaobien de la déformation w.
I⋆ : image de qualité maximale que l'on peut reonstruire sans perte sur la texture et
la déformation w.
Iǫ : image de résidu I − I⋆.
rd : rapport entre les dimensions de la texture et les dimensions de l'image.
np : nombre de plans de bits non reonstruits pour la géométrie.
Tssim : seuil utilisé pour déteter les zones texturées mal reonstruites.
Tw : seuil utilisé pour déteter les déformations de mailles non signiatives.
Analyse-Synthèse spatio-temporelles
NG : taille des GOF.
It : image à l'instant t.
Dt : domaine image à l'instant t.
Tt : texture à l'instant t.
D˜t : domaine texture à l'instant t.
tr : instant de référene pour une estimation de mouvement.
tc : instant ourant.
tp : instant de projetion.
I¯t : prédition de It.
I¯tc→tr : prédition de Itc après ompensation en mouvement de Itr .
IBF : basse fréquene temporelle du GOF ompensé en mouvement.
wgBF : géométrie alulée sur IBF .
Introdution
Les images et les vidéos ont envahi notre quotidien. L'évolution des tehnologies
numériques et le nombre toujours plus important de servies proposés à l'utilisateur ont
favorisé l'explosion des ontenus multi-medias. An de stoker es ontenus, de les trans-
férer ou de les diuser en temps réel, une étape de ompression est néessaire : pour
une apaité de stokage ou de débit en diusion donnée, il faut fournir à l'utilisateur la
meilleure qualité visuelle possible. Même si les apaités des disques durs et des réseaux
se sont arues, la problématique de ompression reste plus que jamais pertinente. En
eet, et aroissement des apaités a aussi fait naître de nouvelles appliations omme
la TV sur mobile ou sur internet, la HD au format progressif 1080p, la TV3D. . .
Au-delà de la reherhe du meilleur ompromis débit-distorsion possible, on demande
aujourd'hui aux algorithmes de ompression une grande souplesse fae à la nature variée
des appliations, des réseaux et des terminaux. On parle souvent de onvergene. En
partiulier, la problématique de  salabilité  s'est imposée omme un enjeu majeur
au ours des dernières années : un ux enodé est dit  salable  ou  emboîté  s'il
peut être tronqué pour s'adapter à des apaités de débit ou des résolutions spatiales
et temporelles d'ahage variées.
Pour la vidéo, le standard de ompression salable atuel est H.264/MPEG-4 SVC,
amendement au standard non salable H.264/MPEG-4 AVC. AVC est né d'un eort
ommun entre les deux organismes de standardisation que sont l'ITU-T et l'ISO/IEC.
Il s'insrit dans la lignée des standards H.26x et MPEG-x qui s'appuient sur un odage
préditif. Le prinipe est de prédire une image ourante à l'aide d'une ou plusieurs images
déjà enodées en eetuant une estimation puis une ompensation en mouvement, puis
de transmettre le résidu de prédition. Chaque brique de transformée et d'enodage
a été exploitée et optimisée au ours des deux déennies préédentes. Ave AVC les
apaités ont enore été multipliées par deux.
Malgré les bonnes performanes oertes par le shéma de odage préditif, il est
important de proposer des approhes en rupture ave e shéma et d'évaluer leur
potentiel par rapport aux standards. Dans ette optique, les travaux de Cammas et
Pateux [Cam04b, CP03b℄ ont abouti à un shéma de odage dit par analyse-synthèse
dont le prinipe est illustré sur la gure 1. L'idée ii est de déformer le ontenu d'un
groupe d'images pour l'adapter à une déomposition le long de l'axe temporel xe. Un
suivi de mouvement par maillage déformable est appliqué puis, en s'appuyant sur le
mouvement estimé, haque image d'origine est  projetée  dans un même système de
oordonnées. Le groupe d'images (GOF) ompensé en mouvement est ensuite déomposé
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Vidéo reconstruite
Séquence vidéo
Texture
Mouvement
ANALYSE
SYNTHESE
Fig. 1 : Shéma par analyse-synthèse temporelles proposé par Cammas et Pateux [Cam04b,
CP03b℄.
Introdution 11
par une ondelette 1D dans la diretion temporelle et les sous-bandes temporelles générées
sont envoyées à JPEG2000. Le mouvement doit être transmis pour synthétiser les images
en bout de haîne. Dans e shéma, on remarque don que le ontenu des images est
adapté au noyau de déomposition temporelle. C'est une distintion forte par
rapport au shéma standard et aux shémas s'appuyant sur une transformée ondelette
adaptée au mouvement ( Motion Compensated Temporel Filtering ) où 'est le noyau
qui s'adapte au ontenu temporel. Le shéma de Cammas et Pateux ore en outre une
salabilité naturelle qui a montré de bonnes performanes par rapport au odeur SVC.
Les travaux que nous avons menés dans ette thèse s'insrivent dans la ontinuité de e
shéma.
Comme nous l'avons noté, dans le shéma préédent les sous-bandes temporelles
sont odées par JPEG2000. JPEG2000 est le standard de ompression salable atuel
pour l'image xe. Ce standard est basé sur la transformée en ondelettes et le odeur
EBCOT. JPEG2000 a fortement amélioré le ompromis débit-distorsion par rapport au
préédent standard JPEG à base de DCT, tout en orant la salabilité. Cependant,
des améliorations sont possibles. En partiulier, la transformée en ondelettes lassiques
opère un ltrage des images selon des diretions xes (l'horizontale et la vertiale)
souvent inadaptées au ontenu loal. Lorsque l'image ontient des aratéristiques géo-
métriques (ontours, motifs de texture) non horizontales ni vertiales, leur énergie se
trouve répartie sur un nombre importants de oeients dans le domaine ondelette.
Lors d'une approximation non linéaire à l'aide d'un nombre limité de oeients, es
oeients ont une probabilité forte d'être seuillés, e qui se traduit par des rebonds
d'ondelettes gênants après reonstrution de l'image.
Pour remédier à e phénomène, une seonde génération d'ondelettes est née. Le but
est de proposer des bases ou des ditionnaires d'atomes de formes variées pouvant ap-
turer les aratéristiques géométriques d'une image pour produire des représentations
parimonieuses. L'énergie d'un ontour est alors onentrée sur un petit nombre de o-
eients de forte énergie qui ne sont pas seuillés lors d'une approximation et permettent
une meilleure reonstrution de la géométrie. Lorsque la base d'ondelettes est adapta-
tive, les paramètres d'adaptation doivent être transmis ave les oeients d'ondelettes
pour pouvoir déoder l'image. La question est de savoir si le oût de odage de es
paramètres est ompensé par la rédution de l'entropie des oeients d'ondelettes.
Les premiers travaux que nous avons menés dans ette thèse onernent le o-
dage d'images xes. L'idée est d'exploiter une approhe similaire à elle adoptée par
Cammas et Pateux dans le adre de la vidéo en proposant de déformer le ontenu
spatial d'une image xe pour l'adapter à un ltrage xe horizontal-vertial.
Comme dans les travaux préédents, nous hoisissons de modéliser la déformation par
un maillage déformable. Le problème prinipal est de déterminer une heuristique qui
permet de dénir la position des noeuds du maillage, paramètres de déformation. Au
hapitre 4, nous dérivons une tehnique d'estimation qui répond à e problème. Elle
s'appuie sur l'expression du oût de odage de l'image déformée en fontion des pa-
ramètres de déformation. A l'issue de ette analyse, l'image est représentée par une
image déformée, appelée texture, de moindre oût de odage et par les paramètres de
déformation. Après odage, transmission et déodage de es informations, l'image d'ori-
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gine peut être synthétisée en inversant la déformation. Ce shéma par analyse-synthèse
spatiale est illustré sur la gure 2. Ses performanes en termes de ompression par rap-
port à JPEG2000 sont étudiées. Visuellement, on observe une meilleure reonstrution
des ontours des images ave une atténuation signiative de l'eet rebond. Cepen-
dant, les métriques utilisées (PSNR et SSIM) donnent des résultats objetifs moins
bons que eux de JPEG2000. L'expliation vient des pertes numériques introduites en
ré-éhantillonnant l'image lors de l'analyse puis de la synthèse. Ces pertes numériques
sont surtout visibles dans les zones texturées. Des post-traitements à l'analyse sont alors
proposés pour les limiter. Ils permettent de ré-hausser la qualité visuelle et objetive
des images reonstruites.
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Fig. 2 : Shéma par analyse-synthèse spatiale proposé au hapitre 4.
Les seonds travaux que nous avons menés dans ette thèse portent sur le odage
de vidéos. Ces travaux sont dérits au hapitre 5. L'idée est de fusionner les travaux de
thèse de Cammas et nos travaux sur l'image xe. En eet, dans l'approhe de Cammas
et Pateux, les images ompensées en mouvement onservent des aratéristiques géo-
métriques qui ne sont pas prises en ompte. En adoptant l'analyse spatiale préédente,
il est possible d'adapter les images d'origine d'un GOF à la fois à une déomposition
temporelle xe et à une déomposition spatiale xe (horizontale-vertiale). Cependant,
estimer et transmettre des paramètres géométriques pour haque image du GOF serait
prohibitif. Nous proposons don d'estimer une seule géométrie pour tout le GOF om-
pensé en mouvement : la géométrie de la basse fréquene temporelle. Si l'alignement
temporel a été eae, alors toutes les images du GOF ompensé ont une géométrie
similaire à elle de l'image de basse fréquene temporelle. L'adaptation du ontenu de
haque image d'origine peut ainsi se faire en appliquant une ompensation en mouve-
ment diérente pour haque image suivie d'une ompensation en géométrie identique
pour haque image. Le groupe d'images déformées appelé groupe de textures est ainsi
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adapté à une déomposition par ondelettes 3D. Comme pour l'image xe, les paramètres
de mouvement et de géométrie doivent être transmis ave les textures pour pouvoir re-
onstruire les images en bout de haîne. La question est de savoir si la prise en ompte de
la géométrie apporte un gain par rapport au shéma d'analyse-synthèse temporelle. Bien
qu'une seule géométrie soit transmise pour un GOF, nos résultats indiquent que ette
géométrie oupe une part trop importante du débit si l'on souhaite extraire susam-
ment de détails géométriques. Bien que la reonstrution des ontours soit améliorée, la
qualité visuelle générale des images est moins bonne. Notons ependant que le shéma
proposé est un shéma général qui peut être appliqué ave d'autres modèles de mouve-
ment et/ou de géométrie que le maillage déformable.
Le manusrit est organisé omme suit :
Chapitre 1 Ce hapitre pose le adre de notre travail. Il dénit le ontenu des
images (mouvement et géométrie), s'intéresse à leur impat visuel puis se penhe sur
la problématique de représentation. Les limites des ondelettes séparables et l'intérêt
des ondelettes seonde génération sont mis en avant. La dernière setion est dédiée
à la problématique de ompression. Elle rappelle les briques de base d'un algorithme
de ompression d'images, énone le problème de l'optimisation débit-distorsion puis
fait un fous sur la salabilité avant de dérire les prinipaux odeurs de sous-bandes
d'ondelettes.
Chapitre 2 Ce hapitre propose un état de l'art sur les outils antérieurs permet-
tant de prendre en ompte le ontenu spatial (géométrique) d'une image xe. Dans un
premier temps, les bases xes sont traitées (Ridgelets, Curvelets, Contourlets. . .). Les
deux setions suivantes sont onsarées aux méthodes adaptatives qui s'appuient sur
un modèle de géométrie à transmettre. Nous nous penhons tout d'abord sur les outils
permettant une analyse loale (latties, lifting diretionnel, déformation de blos, Ban-
delettes. . .). Puis nous étudions les modèles de représentation globaux. Le maillage et
ses propriétés sont en partiulier introduits.
Chapitre 3 Ce hapitre fait ého au hapitre préédent en dérivant les outils an-
térieurs permettant une adaptation au ontenu temporel dans une vidéo. La première
setion dérit diérents modèles de mouvement ( Blok Mathing , maillage défor-
mable. . .). La seonde setion s'intéresse à la manière d'estimer les paramètres de es
modèles. Enn, la troisième partie dérit diérentes façon d'exploiter le mouvement
dans un algorithme de ompression. Nous revenons ainsi par exemple sur le odage
préditif et sur le shéma par analyse-synthèse temporelles de Cammas et Pateux.
Chapitre 4 Ce hapitre présente le travail que nous avons mené sur l'image xe.
La première setion dérit le prinipe général du shéma par analyse-synthèse spatiales
noté AS2D. Nous distinguons notre travail de l'art antérieur et introduisons le maillage
déformable omme modèle de géométrie. La seonde setion se onsare à l'analyse. En
14 Introdution
partiulier, nous dénissons le oût de desription de la texture à minimiser, nous l'ex-
primons par rapport aux paramètres de déformation puis proposons une tehnique d'op-
timisation ressemblant fortement à une estimation de mouvement entre deux images.
La setion 1.4 dérit la façon dont nous odons la texture et le maillage et présente
des premiers résultats de ompression obtenus en utilisant des mailles ave une taille de
l'ordre de 16×16 pour modéliser la géométrie. Cette taille de maille permet d'améliorer
la qualité visuelle des images possédant une géométrie simple mais est insusante pour
des images au ontenu géométrique plus n. Dans la setion setion 4.4, nous proposons
d'apporter quelques modiations au shéma pour d'une part améliorer la qualité des
zones texturées par rapport au shéma de base et d'autre part modéliser des ontenus
géométriques plus omplexes.
Chapitre 5 Ce hapitre présente le travail que nous avons mené sur la vidéo. La
première setion dérit le shéma général d'analyse-synthèse spatio-temporelles noté
AS2D+t. La seonde setion montre les résultats obtenus en utilisant le maillage dé-
formable à la fois omme modèle de géométrie et omme modèle de mouvement. Des
résultats omparatifs ave le standard H.264/MPEG-4 SVC et le shéma d'analyse-
synthèse temporelle AS t sont donnés. Les résultats donnés par SVC sont meilleurs que
eux donnés par nos implémentations des shémas par analyse-synthèse. D'autre part,
les résultats indiquent que le oût de la géométrie dans le shéma AS2D+t est trop im-
portant pour améliorer les performanes du shéma AS t. Dans la dernière setion, nous
avons herhé à améliorer l'alignement temporel des images en utilisant des modèles de
mouvement moins ontraints que le maillage déformable permettant de représenter des
disontinuités de mouvement. Ces modèles permettent eetivement un meilleur ali-
gnement temporel mais les résultats de odage obtenus n'apportent pas d'amélioration
signiative par rapport à eux obtenus ave un maillage déformable. De surroît, auto-
riser les disontinuités de mouvement engendre des zones non onnetées à la synthèse
dont la reonstrution est un problème ouvert.
Suite au hapitre 5, nous donnons les onlusions de nos travaux en rappelant les
prinipales ontributions. Dans les perspetives, nous introduisons une nouvelle stru-
ture pour représenter une vidéo. Elle sera étudiée dans des travaux de thèse futurs.
Chapitre 1
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Exploiter les redondanes d'un signal est un prinipe de base en ompression. Lorsque
le signal est une image ou une vidéo, ertaines onnaissanes a priori peuvent guider la
reherhe des redondanes. En partiulier, la géométrie en 2D et le mouvement le long
de l'axe temporel dénissent des trajetoires régulières dont on peut tirer avantage. S'in-
téresser à es informations de struture est d'autant plus important qu'elles jouent un
rle primordial dans l'interprétation des images par le Système Visuel Humain (SVH).
Dans e hapitre, nous introduisons es notions qui sont étroitement liées au sujet
de thèse et failiteront la leture des hapitres suivants. Après une ourte desription du
ontenu des images, nous nous arrêtons en setion 1.2 sur le proessus de onstrution
mental des images par le SVH et sur la notion ruiale de qualité. La setion 1.3 est
quant à elle dédiée à la problématique de représentation. Un fous sur les ondelettes
nous permet de préiser les motivations qui ont onduit à l'étude sur les ondelettes
seonde génération. Enn, en setion 1.4, nous rappelons ertains enjeux spéiques à
la ompression et évaluons les performanes des odeurs ondelettes non adaptatifs fae
à es enjeux. Notons que diérents travaux de thèse ont abordé un ou plusieurs de es
thèmes préédemment, par exemple [Pen02, Cha05b, Pey05b, Vel05b℄. Des desriptions
mathématiques plus approfondies pourront être trouvées dans es ouvrages.
1.1 Contenu des images
1.1.1 Contenu spatial et ux géométrique
Une image naturelle est une projetion 2D d'une sène à un instant donné. Son
intensité peut être modélisée par une fontion bidimensionnelle ontinue I dénie sur
un intervalle borné D. La valeur de ette fontion en un point x = (x, y) dépend prini-
palement de la quantité de lumière rééhie par les objets de la sène, mais également
des bruits d'aquisition. Cette thèse s'intéresse en partiulier aux images disrètes dé-
nies sur une grille de pixels. Les dimensions de ette grille déterminent la résolution de
l'image. Au ours de e manusrit, nous serons parfois amenés à onsidérer une image
I omme une surfae donnée par l'ensemble des points 3D {(x, y, I(x, y))}(x,y)∈D.
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Les images naturelles que l'on roise dans notre quotidien ne sont pas des bruits
purement aléatoires. Elles véhiulent une information qui est portée essentiellement par
trois éléments :
Les ontours. Un ontour est formé lorsque deux objets de la sène se superposent ou
lorsque deux zones ontiguës d'un même objet ont des niveaux de gris très diérents.
A l'éhelle du pixel, le passage d'un objet à un autre dans une diretion donnée se
aratérise par une modiation abrupte du niveau de gris nommée disontinuité de
type point. A l'éhelle de l'image, les disontinuités de type point se regroupent pour
former une disontinuité, ou singularité, 1D que l'÷il reonnaît omme un ontour.
Les zones texturées. Les zones texturées sont des zones de l'image omportant des
motifs ns qui se reproduisent à l'éhelle du pixel selon un shéma déterministe ou
stohastique [EF01, HB95℄. La dénition d'une zone texturée est dépendante de la
résolution de l'image : un motif dans une zone texturée peut apparaître omme un
objet à part entière délimité par des ontours à une résolution plus importante.
Les zones homogènes. Ces zones sont des régions de l'image où le niveau de gris varie
de façon régulière. Une image de type  artoon  est omposée prinipalement de zones
homogènes délimitées par des ontours.
Comme nous pouvons l'observer, es trois éléments porteurs d'information ontiennent
haun une dose de régularité plus ou moins omplexe à représenter.
Nous dénissons le ux géométrique Γ omme l'ensemble des veteurs γ(x) donnant
la diretion de régularité maximale en haque point x du domaine image. Une ligne
de ux géométrique s'obtient en intégrant le ux de prohe en prohe lorsque ela est
possible [MAD05℄. La taille d'une ligne de ux dépend de la régularité des variations
du ux. Les lignes seront don plus grandes dans les zones homogènes et ontenant un
ontour que dans les zones texturées où le ux est plus haotique. Si la géométrie est
dénie omme l'ensemble de es lignes de ux, elle possède don un aratère multi-
éhelles : selon le ontenu d'une image, elle peut être apturée à l'éhelle du pixel, de
quelques pixels ou à l'éhelle de l'image lorsqu'un objet oupe la surfae du domaine.
Notons que dans une zone homogène aratérisée par une régularité isotrope (à savoir
une zone régulière dans toutes les diretions), le ux n'est pas déni de manière unique.
1.1.2 Contenu temporel et ux optique
Une vidéo est une projetion 2D d'une sène qui évolue dans le temps. Les variations
d'intensité dans le temps sont dues au mouvement réel des objets dans l'espae, mais
également au mouvement de la améra et aux hangements d'illumination : on parle de
mouvement apparent. Une vidéo disrète est une séquene d'images aquises à instants
réguliers. Dans la suite, une image partiulière de ette séquene à l'instant t disret
sera notée It et son domaine de dénition Dt.
En se basant sur les variations de l'intensité entre un instant t et un instant t′, on
peut dénir en haque point x de Dt un veteur mouvement υ(x) assoiant x à un point
dans Dt′ . L'ensemble de es veteurs sera appelé ux optique ou hamp de mouvement
et sera noté Υ. Chaque veteur υ(x) donne la diretion de régularité temporelle de la
vidéo au point x entre t et t′. Une ligne de ux temporelle s'obtient en intégrant le ux
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optique de prohe en prohe lorsque ela est possible (gure 1.1). La taille d'une ligne
de ux dépend de la régularité des variations du ux dans le temps. Le mouvement
possède don également un aratère multi-éhelles. L'intégration d'une ligne de ux
s'arrête lorsque le ux optique est disontinu. Cei arrive en partiulier lorsqu'une zone
de l'image apparaît ou disparaît entre l'instant t et l'instant t′. On parle de zone à
oultation.
flux optique 
(ii, ontour ferme)
ligne de flux temporelle
t
2
t
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flux geometrique  
ligne de flux geometrique
Fig. 1.1 : Flux géométrique, ux optique et lignes de ux.
1.2 Enseignements de la vision
La problématique de ompression est avant tout une problématique de représen-
tation. Il s'agit de déterminer l'approximation d'un signal ayant la meilleure qualité
possible pour un nombre xé de oeients. Comme les images et les vidéos sont des
signaux destinés à être visualisés, l'÷il humain est le seul juge pertinent de ette qua-
lité. L'étude de la pereption visuelle est don essentielle pour savoir omment l'homme
se onstruit une représentation mentale du monde qui l'entoure et ainsi identier les
aratéristiques les plus importantes dans une image. Elle ore des pistes pour élaborer
de nouvelles représentations et de nouvelles méthodes d'évaluation.
1.2.1 Représentation des sènes naturelles
L'étude de la vision humaine peut être abordée de diérentes façons. Il y a tout
d'abord les approhes basées sur des spéulations théoriques, omme le modèle fonda-
teur proposé par David Marr [Mar82℄ au début des années 80. Selon e modèle, dit
onstrutiviste, la reonnaissane d'un objet 3D par le SVH suit un proessus itératif
 bottom-up  en 3 temps illustré sur la gure 1.2. Les ontours jouent un rle pri-
mordial ar ils sont détetés en premier (stade  primal ). Les surfaes et orientations
ne sont détetées que dans un seond temps (stade  2D+1/2 ). Chaque étape génère
des signaux qui sont mis en orrespondane ave des modèles ou  patterns  présents
en mémoire (d'après e modèle, la omparaison pixel à pixel serait un proessus bien
trop omplexe, même pour le erveau humain !). Les suggestions de la mémoire sont
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disriminées en suivant une approhe  top down . Ces travaux suggèrent l'importane
des ontours dans le proessus de représentation mentale des objets. La théorie plus an-
ienne de la Gestalt [Wer38℄ avait déjà mis en évidene l'importane des ontours dans
la pereption. En partiulier, le prinipe de  bonne ontinuation  semble suggérer que
le SVH opère un proessus d'intégration du ux géométrique qui lui permet de apturer
les régularités le long des ontours, et parfois même au-delà (illusions d'optique).
   
   
   
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

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Image Primale
suggestions
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E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Donnees Brutes
Image 2D+1/2 Reonnaissane
de l'objet 3DContours Surfaes +
Orientations
Memoire
Fig. 1.2 : Approhe fondatrie de David Marr [Mar82℄, dite onstrutiviste.
Il y a ensuite les approhes pratiques qui se basent sur des systèmes sophistiqués
d'imagerie du erveau humain ou sur l'implantation d'életrodes sur des animaux. Le
but est d'analyser le omportement des diérentes aires du ortex visuel fae à des sti-
muli pour omprendre quels types de signaux élémentaires sont utilisés par le SVH pour
onstruire une représentation globale des objets. En partiulier, les travaux de Field et
al. [Fie87, Fie93, FHH93℄ ont montré que la réponse des neurones (en partiulier dans
la région V1 du ortex) était très sensible à la position et à l'éhelle d'un stimulus. Les
observations de l'auteur semblent suggérer d'une part que la vision est un phénomène
naturellement multi-éhelles et d'autre part que la réponse des neurones de la région
V1 à un stimulus a des propriétés très omparables à elles d'une ondelette (voir para-
graphe 1.3.5). D'autres études empiriques [OF96, vHvdS98℄ ont ensuite montré que la
réponse des neurones est aussi très sensible à l'orientation et l'élongation du stimulus.
Cei suggère que les éléments de base permettant une représentation ompate d'une
sène naturelle sont fortement diretionnels, ontrairement aux ondelettes. Enn, des
expérienes d'imagerie du erveau [MDF
+
99, Wan95℄, basées sur l'observation par IRM
fontionnelle de la réponse neuronale à des images ontenant des ourbes allongées, ont
mis en avant une forte ativité dans la région V3 du ortex, omme si une tâhe d'in-
tégration omplexe s'y déroulait. Ce résultat empirique est don à mettre en relation
ave le modèle théorique proposé par la Gestalt.
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D'après les études sur la vision, il semble évident que la représentation pixel à pixel
d'une image ne orrespond pas au proessus de onstrution exeré par l'÷il humain.
L'÷il humain ne  voit  pas l'image pixel à pixel : il apture les régularités à diérentes
éhelles. Si l'on veut s'inspirer de la vision pour bâtir une représentation mathématique
d'une image, on voit don qu'il faut dénir des fontions élémentaires de type ondelettes
possédant des positions, éhelles et orientations variées.
1.2.2 La notion de qualité
La qualité d'une image ou d'une vidéo est une notion hautement subjetive. Le
résultat de la pereption est propre à haun et dépend de nombreux fateurs tel le
niveau d'attention, l'état émotionnel ou le véu de la personne. Les éléments stokés en
mémoire inuenent l'interprétation en omplétant la pereption par des images et des
souvenirs. Dans un adre de ompression ave pertes, les images sont suseptibles d'être
dégradées et il est don néessaire d'évaluer leur qualité. Cette évaluation peut être faite
à l'aide de tests subjetifs suivant un protoole bien déni [BT.02℄ pour aboutir à une
note MOS ( Mean Opinion Sore ). Cependant, es tests sont très oûteux en temps
et il est don plus pratique d'évaluer la qualité ave des métriques objetives.
Les métriques objetives peuvent être groupées en trois grandes lasses, selon que
l'image originale (non dégradée) servant de référene pour la omparaison est disponible
ou non. La plupart des approhes existantes sont dites à référene omplète et supposent
que l'image de référene est onnue. En pratique, lorsqu'un ontrle de qualité est nées-
saire dans une haîne de transmission, l'image de référene n'est en général pas dispo-
nible. Certaines de ses aratéristiques peuvent être extraites au moment de l'enodage
puis transmises an de permettre une évaluation dite à référene réduite (RR) [CCB03,
CVGPC06℄. Dans le as extrême où auune information n'est disponible, une évaluation
dite sans référene ou  blind  (NR) est requise [YWCW05, FK05℄. En général les mé-
triques RR et NR se onentrent sur des artefats partiuliers omme les phénomènes de
blos ou de rebonds. Dans notre adre expérimental, nous supposerons que les images
d'origine sont disponibles lors de l'évaluation des images dégradées et nous utiliserons
don une métrique à référene omplète.
La métrique à référene omplète la plus simple et la plus largement utilisée est le
PSNR ( Peak Signal to Noise Ratio ). Elle se base sur l'erreur quadratique moyenne
(EQM), alulée en moyennant l'énergie du résidu entre l'image d'origine I et l'image
dégradée I˜ :
PSNR(I˜ , I) = 10 log10
[ MAX2
EQM(I˜ , I)
]
(1.1)
où MAX = 255 si les valeurs de l'image sont odées sur 8 bits. Le PSNR a plusieurs
avantages : il est simple à aluler, possède une signiation physique laire et omme
nous le verrons l'EQM est très pratique dans un ontexte d'optimisation mathématique.
Cependant, le PSNR ne orrespond pas bien à la qualité visuelle perçue [Gir93, WBL02℄.
En eet, l'EQM ompare les images pixel à pixel. Or, nous avons vu plus haut que l'÷il
humain est sensible aux strutures géométriques et temporelles des images. En outre,
l'÷il humain agit omme un ltre lissant sur les données brutes d'une image. C'est e
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qu'on appelle le phénomène de masquage. Pour s'en onvainre, il sut d'observer la
surfae d'une image naturelle dans un espae 3D (voir gure 1.3). On s'aperçoit que les
données brutes sont bien plus bruitées qu'il n'y paraît en regardant l'image. Cela est dû
à e phénomène de masquage. C'est e même phénomène qui empêhe l'÷il humain de
distinguer des diérenes de niveau de gris inférieures à un ertain seuil.
(a) (b) ()
Fig. 1.3 : Eet de masquage opéré par l'÷il humain. (a) Image Lena I d'origine, (b) Points
{(x, y, I(x, y))}(x,y)∈D dans l'espae 3D, point de vue de l'image, (b) Vue de té de la surfae.
L'÷il humain ne diserne pas les pis (très hautes fréquenes ou bruits d'aquisition).
Depuis plusieurs années, de gros eorts ont été onsentis pour développer des mé-
triques tenant ompte des aratéristiques du SVH (un état de l'art de es métriques
pour l'image xe et la vidéo est présenté dans [PS00a, EB98, WSB03℄). La majorité de
es méthodes proposent de modier l'EQM pour pénaliser les erreurs selon leur visibilité.
Réemment Wang et al. ont introduit une nouvelle métrique SSIM ( Strutural Simila-
rity Image Metri ) pour l'évaluation d'images xes [WBSS04℄ et de videos [WLB04℄.
Elle intègre l'hypothèse que le SVH extrait les aratéristiques struturelles d'une image
à partir du ux géométrique et montre une bonne orrélation ave le MOS omparé à
d'autres mesures. Nous l'utiliserons don dans ertains de nos résultats pour pondérer
le PSNR. Notons ependant que l'élaboration d'une métrique adaptée à la pereption
reste un problème ouvert et d'autant plus important que l'évaluation des algorithmes
en dépend.
1.3 Représentation
La représentation d'une image numérique par ses données brutes (niveaux de gris)
n'est pas pertinente pour le odage ar elle ne prend pas en ompte la orrélation
entre un pixel et son voisinage. Or, réduire la orrélation est essentiel dans un adre
de ompression ou d'approximation. Dans ette setion, nous nous penhons don sur
ette problématique de représentation.
1.3.1 Analyse-Synthèse
Considérons l'ensemble des fontions disrètes de arré intégrable et dénies sur un
domaine D ∈ Zd où d est une dimension xée. Cet ensemble est noté L2(D). C'est un
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espae vetoriel muni du produit salaire <,> déni par :
< f, g >=
∑
x∈D
f(x)g∗(x) ∀(f, g) ∈ L2(D) (1.2)
La notation
∗
désigne le omplexe onjugué. Dans la suite nous restreignons L2(D)
à l'ensemble des fontions à valeurs dans R. Ave e produit salaire, l'énergie d'une
fontion f ∈ L2(D) s'érit :
‖f‖2 =
∑
x∈Z2
< f, f > (1.3)
La représentation d'une fontion fait appel à des briques élémentaires qui permettent
l'analyse et la synthèse du signal. Soit F = {ψm}m une famille de fontions élémentaires
génératrie de L2(Z2) . L'analyse d'une fontion f par F est réalisée en alulant les
produits salaires de f ave haque brique élémentaire ψm. Ces projetions donnent
une suite de oeients {cm =< f,ψm >}m. La question est de savoir si la seule donnée
de es oeients permet de aratériser f et de la reonstruire. C'est le as si F est
une frame, 'est-à-dire si et seulement si il existe deux onstantes K1 et K2 stritement
positives telles que, pour toute fontion f ∈ L2(D) :
K1‖f‖2 6
∑
m
| < f,ψm > |2 6 K2‖f‖2 (1.4)
Un tel enadrement montre que la suite des produits salaires aratérise f de façon
stable. Il signie aussi que l'opérateur d'analyse qui assoie à f la suite {cm}m est
inversible à gauhe. On peut don onstruire une deuxième famille F˜ =
{
ψ˜m
}
m
appelée
frame duale qui permet la synthèse de f par la formule de reonstrution :
f =
∑
m
cmψ˜m =
∑
m
< f,ψm > ψ˜m (1.5)
En e sens, la suite de oeients {cm}m est bien une représentation de f ar sa onnais-
sane est formellement équivalente à elle de f . Notons que la formule (1.5) ne orres-
pond pas forément à la déomposition de f dans une base de fontions. En eet, dans
le as général, une frame est une famille liée qui aboutit don à une représentation
redondante : le nombre de briques élémentaires ψm néessaire et susant pour repré-
senter toute fontion f ∈ L2(D) est supérieur au nombre d'éhantillons dans D. Dans
e as, le fateur de redondane r est simplement le rapport entre les deux nombres. Par
omparaison, une base est une frame qui en plus est une famille libre. La représentation
dans une base est dite à éhantillonnage ritique ar le nombre de briques élémentaires
ψm néessaire et susant pour représenter toute fontion f ∈ L2(D) est égal au nombre
d'éhantillons dans D. Si les fontions de base sont orthogonales alors K1 = K2 dans
l'expression (1.4). Si elles sont orthonormales, on obtient l'égalité de Parseval :
∑
m
c2m =
∑
x∈D
f2(x) (1.6)
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1.3.2 Approximation non linéaire
Soit B = {ψm}m une base orthonormée de L2(D). La somme partielle
f˜M =
∑
m∈IM
< f,ψm > ψ˜m, (1.7)
est une approximation de f obtenue en ne retenant que M projetions. IM donne les in-
dies des oeients retenus. L'orthonormalité de la base permet d'exprimer failement
l'erreur quadratique d'approximation :
‖f − f˜M‖2 =
∑
m/∈IM
| < f,ψm > |2 (1.8)
Une approximation linéaire se alule en xant arbitrairement le jeu d'indies IM . Une
approximation non linéaire [DeV98℄ se alule en déterminant IM de manière adaptative
pour minimiser l'erreur d'approximation. Dans le as d'une base orthonormale, le hoix
se simplie grandement ar la meilleure approximation non linéaire est obtenue en
retenant les M oeients de plus grande amplitude. Cette simpliité fait de la base
orthonormale un outil de représentation privilégié.
Dans [PM05℄, Le Penne et Mallat formulent le problème de représentation de la
façon suivante. Pour une lasse de fontions partiulière, il s'agit de déterminer la base
orthonormée de représentation qui fournit la meilleure déroissane de l'erreur d'ap-
proximation non linéaire ave M oeients lorsqueM augmente. C'est le as s'il existe
une onstante K et un oeient α tels que :
‖f − f˜M‖2 6 K ·M−α (1.9)
où K est une onstante qui ne dépend que de f . Pour avoir un taux de déroissane
α élevé, il faut don que l'énergie du signal soit onentrée sur un petit nombre de
oeients. Dans e as, la représentation est dite ompate, reuse ou bien enore
parimonieuse. Cette approhe du problème de représentation est très intéressante ar
elle permet d'établir la borne théorique d'une représentation pour une ertaine lasse
de signaux et don de omparer deux représentations.
Dans le as de la représentation d'images, les travaux théoriques se onentrent
souvent sur les images omposées de zones homogènes de régularité Cα ('est à dire
α fois ontinues et dérivables) séparées par des disontinuités 1D de régularité Cα.
Nous désignerons l'ensemble de es images par Cα\Cα. Si une image appartient à et
ensemble, alors la régularité α détermine le taux de déroissane optimal [PM05℄. La
reherhe d'une meilleure représentation a don l'objetif d'atteindre e taux optimal.
Avant de présenter les résultats obtenus par diérentes représentations dans e hapitre
et le suivant, notons que les bornes théoriques d'approximation sont établies pour des
lasses d'images bien partiulières Cα\Cα pour un α donné. Si les propriétés de l'image
naturelle à approximer s'éartent de ette modélisation, il y a de fortes hanes pour que
la représentation omporte des résidus de orrélation. Dans un adre de ompression,
nous verrons que la forme de es résidus joue un rle important. Notons enn que dans
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le as d'une frame redondante, l'approximation non linéaire a aussi un sens du fait de la
propriété de onservation d'énergie (1.4). Même si la reherhe de f˜M dans e as est plus
omplexe, il n'est pas exlu qu'elle aboutisse à de meilleurs résultats d'approximation
qu'une base orthonormée lorsque M < N .
1.3.3 Représentation en fréquene : Fourier
Au XIXe sièle, Joseph Fourier déouvre que tout signal périodique peut être re-
présenté par une somme pondérée de sinusoïdes dont les poids onstituent une série de
Fourier. Ce résultat pose les bases de l'analyse harmonique. La transformée de Fourier
permet de le généraliser à toutes fontions intégrables. En dimension 1, la transformée
de Fourier d'une fontion intégrable f ∈ L(R) s'érit f(ω) :
f(ω) =
∫
x
f(x)e−iωxdx (1.10)
où ω détermine la pulsation de l'harmonique sur laquelle est projeté le signal. En di-
mension d la formule est la même mais x est remplaé par un veteur x de dimension
d. En dimension 2, les fontions de base e−i(ω1x+ω2y) peuvent s'érire en oordonnées
polaires :
e−i(ωxx+ωyy) = eiρ(x cos θ+y sin θ) (1.11)
ave ρ =
√
ω2x + ω
2
y. Grâe à ette ériture, on voit don que les briques de base servant
à l'analyse d'une image sont les ondes planes qui se propagent dans la diretion de θ en
osillant à la fréquene ρ (voir gure 1.4).
0 10 20
30 40 50
60 70
0
10
20
30
40
50
60
70
−1
0
1
x
y
Fig. 1.4 : Partie réelle d'un noyau de Fourier. L'onde plane se propage ii dans la diretion
θ = 45(ωx = ωy).
Dans la pratique, la transformée de Fourier disrète d'une image de dimension N×N
s'obtient en étendant le signal par périodisation le long des lignes et des olonnes puis
en la projetant sur la famille de fontions :
24 Cadre de travail
{
ψkx,ky(x, y) = e
i2π
N
(kxx+kyy)
}
06kx,ky<N
(1.12)
qui onstitue une base orthogonale de l'espae des images périodiques de période N le
long de leurs lignes et de leurs olonnes. Cette famille de N2 veteurs disrets est le pro-
duit séparable de deux bases de Fourier monodimensionnelles disrètes
{
ei2πkx/N
}
06k<N
.
Dans le as général où f(0) 6= f(N − 1) le long d'une ligne ou d'une olonne,
la périodisation de f rée des disontinuités spatiales abruptes qui se traduisent par
un plus grand nombre de oeients non nuls lors du passage dans le domaine de
Fourier. Pour y remédier, haque ligne et olonne de f peut être symétrisée de sorte
que la périodisation du nouveau signal ne génère plus de disontinuité. Ce prinipe est
à l'origine de la transformée en osinus disrets (DCT).
Limite de la représentation fréquentielle. Conformément à la formule 1.10, un o-
eient de Fourier est alulé en utilisant les valeurs de f sur l'ensemble de son support.
L'observation des oeients de Fourier permet don de dérire un signal en termes de
régularité globale. Dans le as des signaux non stationnaires, ette représentation n'est
pas éonomique. Un signal onstant partout sauf en une disontinuité loalisée est par
exemple représenté par un grand nombre d'harmoniques. Cei onduit à onsidérer à
tort le signal omme un signal globalement peu régulier. En outre, puisque l'énergie de
la disontinuité se trouve propagée sur un grand nombre d'harmoniques, approximer le
signal en tronquant ertaines fréquenes onduit à un artefat visuel onnu sous le nom
de phénomène de Gibbs : des osillations orrespondant aux harmoniques tronquées
apparaissent autour de la disontinuité (voir zoom gure 1.5).
Fig. 1.5 : Spetre de Fourier et phénomène de Gibbs. (a) Spetre (amplitude) de Lena, (b)
Approximation en tronquant les hautes fréquenes, () Phénomène de Gibbs observé près des
ontours.
Cette limite de la représentation se retrouve dans le taux de déroissane de l'EQM
lors d'une approximation non linéaire. En eet, pour une image de type Cα\Cα, la DCT
donne une erreur du type [Can98, CD99a℄ :
‖f − f˜M‖2 6 K ·M−1/2 (1.13)
quelque soit la régularité α.
Représentation 25
Pour mieux représenter des signaux quelonques, il faut don être apable de dérire
des aratéristiques spatio-temporelles globales mais aussi loales. Le souhait d'une
meilleure loalisation a motivé la onstrution des représentations temps-fréquene.
1.3.4 Représentation temps-fréquene
Une idée simple pour réer des atomes à la fois loalisés en temps et en fréquene est
de multiplier une harmonique eiωx par une fontion fenêtre g(x) bien loalisée spatiale-
ment, par exemple une gaussienne omme le propose D. Gabor dans les années 1950, et
ses versions translatées g(x −m), m ∈ R. La projetion de f sur es nouveaux atomes
aboutit à la transformée de Fourier à fenêtre glissante :
f(ω,m) =
∫ +∞
−∞
f(x)g(x−m)e−iωxdx (1.14)
D'après la formule (1.14), f peut être vue de manière équivalente omme la transformée
de Fourier de la fontion f(x)g(x−m). Ce point de vue est d'ailleurs privilégié dans la
pratique ar il est plus simple de fenêtrer le signal et de lui appliquer une transformée
de Fourier rapide. Notons ependant que, selon le prinipe d'inertitude d'Heisenberg, il
n'est pas possible d'obtenir une loalisation à la fois temporelle et fréquentielle arbitrai-
rement préise. En eet, le support du spetre fréquentiel de l'atome temps-fréquene
est d'autant plus large que son support temporel est ompat. Ainsi, une harmonique
permet une loalisation fréquentielle innie (un seul pi de fréquene dans le domaine
de Fourier) mais une loalisation temporelle nulle. Pour un atome de Gabor, la taille
du support temporel est inversement proportionnelle à la taille du support fréquentiel.
Le hoix de la fenêtre g(x) détermine don le ompromis entre loalisation temporelle
et fréquentielle. Souvent, les atomes de représentation sont shématisés omme des re-
tangles dans un plan temps fréquene repéré par les axes (ω, x) [Mal99℄. Ces retangles
sont nommés boîtes de Heisenberg ar leur aire minimale est imposée par le prinipe
d'inertitude.
Comme préédemment, dans le as 2D la transformée de Fourier à fenêtre glissante
est une transformée séparable obtenue en réalisant des transformées 1D suessives le
long des lignes et des olonnes. Une telle transformée est présente dans le standard de
ompression d'images JPEG [Wal91℄ par exemple. Elle onsiste à déouper une image
en blos de taille 8× 8 puis à eetuer une DCT sur haque blo.
Limite de la représentation temps-fréquene. La transformée à fenêtre glissante
n'apporte qu'une réponse limitée au problème de double loalisation ar la forme de
l'atome de base est xe et arbitraire. Or, les signaux naturels omportent souvent des
omposantes de natures diverses : omposantes régulières (basses fréquenes) néessi-
tant une analyse plus globale et omposantes moins régulières néessitant une analyse
plus loale. Le pavage régulier du plan temps-fréquene n'est don pas optimal pour
représenter de tels signaux et ne permet pas d'améliorer le taux de déroissane d'EQM
lors d'une approximation non linéaire. En outre, le déoupage d'une image en blos
produit un nouvel artefat lors d'une approximation onnu sous le nom de phénomène
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de blos.
Pour trouver une meilleure représentation, on voit qu'il est néessaire de onstruire
des noyaux apables de apturer les aratéristiques multi-éhelles d'un signal. Cei
nous onduit aux ondelettes.
1.3.5 Les Ondelettes
1.3.5.1 Bases 1D
Une famille d'ondelettes est obtenue au moyen de dilatations et de translations d'une
fontion ψ élémentaire, appelée ondelette mère. Un noyau d'ondelette s'érit de façon
générale :
ψa,b(t) = a
−1/2ψ(
t− b
a
), (1.15)
où a > 0 est le fateur de dilatation ou fateur d'éhelle de l'ondelette et b ∈ R le fateur
de translation. L'ondelette mère ψ possède deux aratéristiques importantes [Pey05b℄ :
La régularité d'ordre p. ψ possède un nombre p > 1 de moments nuls, 'est-à-dire
que l'on a : ∫
t
ψ(t)tkdt = 0 ∀k 6 p− 1 (1.16)
p détermine la régularité de l'ondelette. Une régularité forte garantit de bonnes proprié-
tés de déorrélation. En partiulier, si une fontion 1D f est de lasse Cα, α 6 p, sur un
intervalle ontenant le support de l'ondelette ψa,b, alors le produit salaire < f,ψa,b >
va être quasiment nul. Ainsi, plus p est élevé plus la famille d'ondelettes pourra repré-
senter une large lasse de régularités.
La loalisation. Comme ψ a un support ompat, le paramètre d'éhelle ouvre l'aès
à l'analyse de phénomènes osillatoires arbitrairement loalisés dans le temps. Comme
nous l'avons vu, ei se fait au prix d'une perte de loalisation en fréquene : quand a
tend vers 0, les ondelettes ψa,b sont visualisées par des retangles très ns en temps (de
l'ordre de l'éhelle a) et très longs en fréquenes (de l'ordre de 1/a).
Fig. 1.6 : Fontion d'ondelette ψ de Daubehies [Dau92℄ à 5 moments nuls et fontion d'éhelle
φ assoiée.
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La base d'ondelettes orthonormées et multi-résolutions est née des travaux de Meyer
[Mey88℄, Daubehies [Dau88℄ et Mallat [Mal89℄. Elle est onstruite en utilisant un éhan-
tillonnage astuieux des éhelles et des temps orrespondant à une partition dyadique
du plan temps-fréquene. Dans le as de signaux réels, ette base s'érit :
B = {ψj,m \ j > 0,m ∈ Z} ave ψj,m = 2−j/2ψ(2−jt−m) (1.17)
Dans le as disret, l'éhelle j et le paramètre de translation m sont limités par la
dimension du signal. Supposons que f est un signal disret de dimension 2N . Sa déom-
position en ondelettes est obtenue en alulant les produits salaires dj [m] =< f,ψj,m >
appelés oeients d'ondelettes. Pour des raisons pratiques, on préfère en général avoir
une déomposition sur un nombre limité d'éhelles. Pour une éhelle j > 0 donnée, on
dénit alors les fontions suivantes :
φj,m(t) =
j∑
k=0
ψk,m (1.18)
Ces fontions peuvent être déterminées par dilatation et translation d'une même fon-
tion φ appelée fontion d'éhelle. Notons V1 le sous-espae de L2(R) engendré par la
famille de fontions {φ1,m}m∈Z et W1 le sous-espae de L2(R) engendré par la famille de
fontions {ψ1,m}m∈Z. Un niveau de déomposition d'ondelettes onsiste à projeter f sur
V1 et W1. La projetion sur V1 produit une approximation ou basse fréquene de f de
dimension 2N−1, tandis que la projetion sur W1 produit une sous-bande de détails de
dimension 2N−1. Comme V1 et W1 sont orthogonaux, la déomposition est réversible.
De même tout espae Vj peut être déomposé en deux espaes orthogonaux Vj+1 et
Wj+1. Cei permet de onstruire une pyramide multi-résolutions de f en déomposant
réursivement la basse fréquene. La propriété multi-résolutions de la transformée en
ondelettes peut être aratérisée par l'emboîtement des espaes dans L2(R) :
Vj−1 = Vj ⊕Wj
L2(R) = ⊕j>0Wj = Vj ⊕k>j Wk
(1.19)
On obtient ainsi la représentation de f sur un nombre ni d'éhelles J > 1, appelé
niveau de déomposition :
f(t) =
2N−J−1∑
m=0
< f, φJ,m > φ
∗
J,m(t) +
J∑
k=1
2N−k−1∑
m=0
< f,ψk,m > ψ
∗
k,m(t) (1.20)
où φ∗j,m ψ
∗
j,m, j > 0, m ∈ Z, sont les fontions de synthèse orrespondant à φj,m et ψj,m.
La première partie du membre de droite orrespond à l'approximation (basse fréquene)
de f à l'éhelle 2J et la seonde à une somme de détails (hautes fréquenes).
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Optimalité de la base 1D Les bonnes propriétés de la base d'ondelettes en font un
outil d'analyse eae pour des fontions 1D ayant un nombre ni de disontinuités.
En partiulier, si la fontion ψ a p moments nuls et que f est Cα par moreaux, ave
α 6 p, on peut montrer [Pey05b℄ qu'une telle base aboutit à une déroissane de l'erreur
d'approximation du type :
‖f − f˜M‖2 6 CM−2α (1.21)
qui orrespond à la déroissane optimale atteignable pour ette lasse de signaux [DeV98℄.
Comme une ondelette est osillante, remarquons que le phénomène de Gibbs reste pré-
sent lors du ltrage des hautes fréquenes.
1.3.5.2 Bases 2D, dD
La base d'ondelettes 2D est onstruite en eetuant les produits tensoriels des sous-
espaes 1D. Cei revient à réaliser des translations et dilatations de trois ondelettes
mères
{
ψH , ψV , ψD
}
telles que :
ψH(x, y) = ψ(x)⊗ φ(y), ψV (x, y) = φ(x)⊗ ψ(y), ψD(x, y) = ψ(x) ⊗ ψ(y) (1.22)
où ψ est l'ondelette mère 1D et φ est la fontion d'éhelle 1D (gure 1.7). On parle de
bases d'ondelettes séparables ar le ltrage peut se faire indépendamment dans les deux
dimensions horizontale et vertiale.
Fig. 1.7 : Un triplet d'ondelettes 2D. D'après [Pey05b℄.
Comme dans le as 1D, la base d'ondelettes 2D permet une approximation multi-
résolutions d'un signal. A une éhelle 2j donnée, le sous-espae de détails Wj est déom-
posé en trois sous-espaes
{
WHj ,W
V
j ,W
D
j
}
qui permettent respetivement d'isoler des
détails globalement vertiaux, horizontaux et diagonaux. Des sous-espaes d'approxima-
tion Vj peuvent être onstruits omme dans le as 1D et orrespondent à des dilatations
et translations de la fontion d'éhelle 2D φ(x, y) = φ(x)⊗ φ(y).
Considérons une image I de dimensions 2n×2n. La déomposition de I dans une base
d'ondelettes 2D sur J > 1 niveaux s'obtient en alulant les oeients d'éhelle aJ [m]
pour haque translation m ∈ [0 . . . 2n−J − 1]2 et les oeients d'ondelette dθj [m] pour
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haque éhelle j ∈ {1 . . . J}, orientation θ ∈ {H,V,D} et translation m ∈ [0 . . . 2n−j −
1]2 :
aJ [m] =< I, φJ,m > avec φJ,m = 2
−Jφ(2−Jx−m, 2−Jy − n)
dθj [m] =< I,ψ
θ
j,m > avec ψ
θ
j,m = 2
−jψθ(2−jx−m, 2−jy − n) (1.23)
Notons qu'une ondelette ψθj,m est loalisée au voisinage du point 2
jm. Chaque oeient
peut ainsi être loalisé dans le domaine image D. Chaque ensemble de détails dθj peut
aussi être onsidéré omme une image de dimensions (2n−j−1)×(2n−j−1). Cei permet
une interprétation visuelle direte de la déomposition en ondelettes. La gure 1.8 (a)
montre le résultat d'une déomposition en ondelettes de l'image Lena sur 5 niveaux.
Fig. 1.8 : (a) Déomposition en ondelettes sur 5 niveaux, (b) Reonstrution en gardant 10%
des oeients de plus grande amplitude, () Idem en gardant 3% des oeients de plus grande
amplitude. L'ondelette de Daubehies 9/7 [ABMD92℄ est utilisée ii.
Notons enn que la onstrution d'une base d'ondelettes pour des signaux de di-
mension d quelonque se fait en suivant le même heminement que pour le as 2D.
Suès des ondelettes séparables. Outre les qualités d'approximation des bases
d'ondelettes (gure 1.8(b)), leur attrait prinipal par rapport aux bases de Fourier ré-
side dans leur apaité à représenter une image sur plusieurs niveaux de résolution,
modélisant ainsi une aratéristique essentielle de la vision humaine [Fie93℄. Lors d'une
approximation, il devient même possible d'imiter le phénomène de masquage opéré par
l'÷il sur les hautes fréquenes pour évaluer la qualité du signal. Cei se fait simplement
en attribuant des poids diérents à haque éhelle lors du alul de l'erreur quadra-
tique [Tau99℄. Mais la propriété de multi-résolutions spatiale est surtout un atout im-
portant dans un ontexte de odage  salable  (voir paragraphe 1.4.3) ar elle permet
de générer failement un ux emboîté déodable à diérentes résolutions d'ahage.
Cette  salabilité  intrinsèque est exploitée de façon performante par le standard
JPEG2000 qui est un des aboutissements majeurs des ondelettes en termes d'applia-
tions [TM01℄. Il faut néanmoins noter que le suès de e standard ne repose pas que
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sur la brique de la transformée. Il réside aussi dans la apaité de son odeur entropique
à exploiter les faiblesses de l'ondelette 2D.
Faiblesses des ondelettes séparables. Les limites des ondelettes apparaissent si
l'on étudie leur résultat théorique en termes d'approximation non linéaire. En eet,
on peut montrer que si I est une image de lasse Cα\Cα et que l'ondelette mère a
une régularité d'ordre p > α alors l'erreur quadratique satisfait une déroissane du
type [PM05℄ :
‖I − I˜M‖2 6 K ·M−1 (1.24)
On observe don une amélioration par rapport à la représentation en osinus disret.
Cependant, ette déroissane n'est pas optimale dès que α > 1. La sous-optimalité
de la base d'ondelettes en 2D s'explique essentiellement par son inapaité à exploiter
la géométrie des images. En partiulier, on peut mettre en avant deux faiblesses de la
représentation en ondelettes.
Manque de variété diretionnelle. Pour une ondelette unidimensionnelle de régularité
d'ordre p, les ondelettes mères ψH et ψV sont régulières d'ordre p respetive-
ment le long de la diretion horizontale et de la diretion vertiale uniquement.
ψD est régulière dans les deux diretions. A une éhelle 2j , ei permet d'isoler
dans une seule sous-bande une singularité 1D exatement horizontale, vertiale
ou diagonale. Dans toutes les autres diretions, l'ordre de régularité est nul. Cei
limite fortement la apaité de l'ondelette à apturer les régularités le long de
ontours ourbes par exemple. A une éhelle 2j , l'énergie d'une singularité 1D de
forme quelonque est de e fait propagée sur les trois sous-bandes {H,V,D} (-
gure 1.8(a)). Cei a une onséquene visuelle direte lors d'une approximation. En
eet, le seuillage d'un oeient d'ondelette à une éhelle 2j et orientation θ se
traduit par l'apparition d'osillations de Gibbs omme dans le as 1D. Si l'éner-
gie d'une singularité est répartie à une éhelle 2j sur les trois sous-bandes, alors
ette énergie est suseptible d'être tronquée lors d'une approximation et des os-
illations peuvent don apparaître dans les trois diretions. Cei génère l'artefat
visuel onnu sous le nom de phénomène de  ringing (gure 1.8()).
Ratio d'aspet xe. Par ratio d'aspet nous désignons le rapport entre l'élongation du
support dans les diretions horizontale et vertiale. Si l'ondelette mère ψ et la
fontion d'éhelle φ ont un support de taille respetif m1 et m2, alors le ratio
d'aspet de ψH , ψV et ψD est respetivement m1/m2, m2/m1 et 1. A une éhelle
ne (j prohe de 1), un noyau ψθj,m ne peut don apturer des régularités que dans
un petit voisinage du point 2jm. Ainsi, un ontour quelonque même horizontal ou
vertial produira un nombre de oeients signiants proportionnel à sa longueur
dans haque bande de fréquene (gure 1.9(a)).
Ainsi, nous observons que dans le as 2D, l'ondelette séparable n'est pas apable
d'exploiter eaement la régularité le long des singularités même les plus simples. Dans
le as d'un signal 3D omme une vidéo, il n'existe pas à notre onnaissane de résultat
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d'approximation théorique ave une ondelette séparable. Cependant, on omprend qu'un
ltrage séparable le long de diretions xes est enore plus pénalisant pour une vidéo
ar les trajetoires de régularité temporelle dues au mouvement ne sont pas prises en
ompte.
1.3.6 Néessité d'exploiter la géométrie et le mouvement : les onde-
lettes  seonde génération 
Pour améliorer les performanes de la représentation en ondelettes, l'exploitation
de la géométrie et du mouvement apparaît omme une ondition néessaire. Dans les
hapitres 2 et 3, nous présenterons plusieurs outils proposés dans la littérature pour
tirer avantage des orrélations spatiales puis temporelles. Le but est de onstruire des
fontions de base apables de apturer la régularité le long des lignes de ux géométrique
et temporel. Conformément à la gure 1.9(b), il faut pour e faire apporter une dose
plus importante d'anisotropie aux atomes élémentaires. En partiulier, il paraît im-
portant que la famille de représentation omporte des atomes orientés selon un nombre
 susant  de diretions dans l'espae et le temps. Pour apturer les régularités sur un
voisinage spatio-temporel susamment grand, il faut aussi que la famille de représen-
tation omporte des atomes possédant des ratios d'aspet divers. Plus généralement, le
but est de réer une représentation à base d'ondelettes de formes variées parfois dites
ondelettes seonde génération.
Diretion adaptative 
(b)(a)
d
h
Ratio d'aspet fixe
Diretions fixes
Ondelette
Ratio d'aspet adaptatif d
h
=d
v
Ondelette Seonde Generation
d
v

Fig. 1.9 : (a) La déomposition en ondelettes génère une grand nombre de oeients si-
gniants autour d'une disontinuité, (b) Intégrer une dose d'anisotropie permet de apturer le
ontour et de générer un petit nombre de oeients signiants.
Si la majorité des ondelettes seonde génération adoptent une approhe omme elle
illustrée gure 1.9 où le but est d'adapter l'ondelette au ontenu de l'image, l'étude que
nous proposerons au hapitre 4 adopte une approhe inverse : l'idée est d'adapter le
ontenu de l'image à une transformée en ondelettes séparables. Ces deux approhes
sont similaires et le but reherhé reste le même : onentrer l'énergie de l'image sur un
nombre limité de oeients d'ondelettes.
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1.4 Compression
La ompression d'images est le adre appliatif dans lequel nos travaux se situent.
Dans ette setion, nous rappelons tout d'abord les briques de base onstitutives d'un
odeur par transformée. Nous revenons ensuite sur le problème de l'alloation de dé-
bit avant de nous arrêter sur un enjeu important de la ompression : la salabilité.
Enn, nous faisons un fous sur les odeurs d'images par ondelettes EZW [Sha93℄,
SPIHT [SP96℄ et EBCOT [Tau99℄. Ces odeurs parviennent à ompenser les faiblesses
des ondelettes en s'appuyant sur une modélisation probabiliste des résidus de orréla-
tion.
1.4.1 Briques de base
Le but d'un algorithme de ompression est de minimiser l'espae requis pour stoker
ou transmettre une information ave une ertaine qualité. Pour e faire, le odage par
transformée s'appuie sur trois briques shématisées sur la gure 1.10 :
Entropique
QuantificationTransformée 00111011...Codage
Fig. 1.10 : Briques de base d'une ompression par transformée.
Transformée. La brique de transformée s'intéresse à la problématique de représenta-
tion, telle que nous l'avons dénie à la setion préédente. Cette brique n'introduit pas
de distorsion. Dans le as de l'image xe, le lien entre ompression et approximation
linéaire est expliité par Mallat et Falzon dans [MF98℄ : pour des débits inférieurs à 1
bpp, les auteurs montrent en eet que les performanes d'un odeur par transformée
dépendent de la apaité à approximer une image ave un petit nombre de oeients
non nuls.
Quantiation. La brique de quantiation permet de ontrler le taux de ompres-
sion en xant un pas de quantiation plus ou moins élevé. Un odeur est dit sans perte
ou quasi sans perte si la quantiation ne produit pas de dégradation visuellement per-
eptible du signal. Lorsque l'espae de stokage ou la bande passante sont limités, il
est parfois néessaire de reourir à un odage ave perte. On distingue généralement
les quantiateurs salaires des quantiateurs vetoriels [Gra84℄. Comme la probléma-
tique de quantiation n'est pas le point entral de ette thèse, nous renvoyons le leteur
aux ouvrages [AR02, RG98, LLo82℄.
Codage entropique. A l'issue de l'étape préédente, haque oeient du signal
quantié est assoié à un symbole dans un alphabet A. La suite de symboles obtenue
est notée x = {xt\xt ∈ A}t∈N. Considérons es valeurs omme les réalisations d'un
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proessus aléatoire disret dérit par la variable aléatoire X (dite soure). En notant
P {X = ai} la probabilité de voir apparaître le symbole ai, on dénit l'entropie de la
soure X omme :
H(X) = −
∑
ai∈A
P {X = ai} log2 P {X = ai} (1.25)
L'entropie mesure la quantité moyenne d'information par symbole. Elle s'exprime en
bits/symbole. D'après la théorie de l'information proposée par Shannon [Sha48℄, les
réalisations du proessus aléatoire X ne peuvent être représentées sans erreur en un
nombre moyen de bits inférieur à ette quantité. Le odage entropique permet d'at-
teindre ette borne inférieure en utilisant par exemple un odage de Human [Huf52℄
ou un odage arithmétique [WNC87, Sai03℄. Supposons maintenant que la suite de sym-
boles x puisse être déomposée en deux suites x1 et x2 réalisations de deux proessus
aléatoires X1 et X2. On dénit alors l'entropie jointe des deux soures X1 et X2 omme :
H(X1,X2) = −
∑
ai∈A
∑
bi∈A
P {X1 = ai,X2 = bi} log2 P {X1 = ai,X2 = bi} (1.26)
On montre que l'entropie jointe vérie la propriété suivante :
H(X1,X2) 6 H(X1) +H(X2) (1.27)
ave égalité uniquement lorsque les variables sont indépendantes. Le plus souvent, la
déorrélation eetuée lors de la transformée n'est pas parfaite et don des résidus de
orrélation subsistent entre ertains groupes de oeients. Pour tendre vers l'entropie
jointe, les odeurs utilisent don des ontextes qui permettent de prédire les réalisations
de X2 sahant les réalisations de X1. Cei revient à réérire l'entropie jointe omme :
H(X1,X2) = H(X1) +H(X2|X1) (1.28)
et à trouver les ontextes permettant de tendre vers l'entropie onditionnelle H(X2|X1).
Bien sûr, l'idéal serait de trouver une transformée qui réduise au maximum l'utilité de
es ontextes.
D'après e bref desriptif des briques élémentaires, nous remarquons que la pro-
blématique de ompression est avant tout une problématique de représentation. Mais
nous remarquons également que la brique de odage peut jouer un rle important dans
la reherhe des résidus de orrélations. De e fait, le taux de déroissane d'une ap-
proximation non linéaire ne peut résumer à lui seul le potentiel d'une représentation
dans une appliation de ompression. Certaines représentations peuvent donner des ré-
sidus de orrélation failes à exploiter. D'autres peuvent donner de meilleurs résultats
en termes d'approximation non linéaire mais aboutir à des résidus plus diiles à o-
der. D'une manière générale, le but d'un algorithme de ompression est de trouver un
exposant α le plus grand possible tel que :
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D(R) 6 K ·R−α (1.29)
où K est une onstante qui ne dépend que du signal. R est le débit oupé par le ux
généré en sortie du odeur entropique et D est idéalement une mesure de la distorsion
visuelle introduite par la quantiation des oeients. L'exposant α peut don diérer
de elui obtenu par l'étude de l'approximation non linéaire selon la apaité du odeur
à exploiter les résidus de orrélation. Notons enn que lorsque le ux binaire généré est
destiné à être transmis par un anal, la qualité de l'image déodée en bout de haîne
dépend aussi des bruits de transmission et don de la apaité à séuriser les données
transmises. Même si ette thèse n'est pas dédiée au odage onjoint soure-anal, il est
important de garder ei en tête lors de l'évaluation d'un algorithme. Un panorama du
odage onjoint soure-anal peut être trouvé dans [ADR96℄.
1.4.2 Optimisation débit-distorsion
Toute la diulté des algorithmes de ompression est de trouver un ompromis idéal
entre le débit R, oupé par le ux binaire en sortie du odeur, et la distorsion D du
signal reonstruit au déodage. Dans e paragraphe, nous supposons que le débit et
la distorsion dépendent d'un jeu de paramètres Θ, par exemple un ensemble de pas
de quantiation assoié à une ertaine partition des oeients. Nous nous arrêtons
ii sur les prinipes d'une optimisation Lagrangienne ar elle est très largement utili-
sée dans les algorithmes de ompression. Nous verrons notamment au hapitre 2 que
ertaines méthodes s'appuient sur une telle optimisation pour estimer des paramètres
géométriques.
L'optimisation Lagrangienne est expliquée en détails dans [Ram93b℄. Le but d'une
telle optimisation est de trouver le jeu de paramètres optimal Θ⋆ qui minimise la dis-
torsion moyenne D sous la ontrainte d'un débit ible Rcible :
Θ⋆ = argmin
Θ
D(Θ) \ R(Θ) ≈ Rcible (1.30)
On montre [Ram93b℄ que e problème d'optimisation sous ontrainte est équivalent à
un problème non ontraint dérit par :
Θ⋆ = argmin
Θ
J(λ) = argmin
Θ
D(Θ) + λR(Θ) \ R(Θ) ≈ Rcible (1.31)
Le débit R et la distorsion D sont maintenant inorporés au oût Lagrangien J pour
un multipliateur λ > 0 donné. Le multipliateur de Lagrange dite le ompromis entre
débit et distorsion. L'ensemble des points débit-distorsion (R,D) atteignables peut être
plaé dans un espae 2D. Ave une optimisation Lagrangienne, seuls les points situés sur
une ourbe dite ourbe opérationnelle peuvent être atteints (voir gure 1.11). Pour un
débit ible donné, le multipliateur optimal λ⋆ est la pente de la ourbe opérationnelle
en e débit. En général, e multipliateur n'est pas onnu a priori. Cependant, si la
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Fig. 1.11 : Courbe débit-distorsion aratéristique d'un système de ompression.
ourbe opérationnelle est supposée onvexe alors les paramètres optimaux Θ⋆ peuvent
être trouvés par exemple par une reherhe dihotomique (voir [Ram93b℄) .
Comme nous le verrons dans la suite, les oeients d'une image sont souvent traités
(transformés, quantiés, odés) par groupe. C'est le as par exemple dans les normes
JPEG [Wal91℄ et JPEG2000 [SCE01℄ où les oeients sont odés blo par blo. A
haque blo orrespond alors un ensemble de paramètres et la onaténation de tous
es ensembles donne l'ensemble Θ. La omplexité de l'optimisation augmente don d'un
degré. Néanmoins, lorsque la transformée utilisée est orthonormale, l'optimisation peut
se faire indépendamment sur haque blo. Supposons que les oeients soient regroupés
en blos bi. Dans haque blo, un ertain hoix de paramètres Θi aboutit à une distorsion
Di et un débit Ri. Si la base de représentation est orthonormale, on montre alors que la
distorsion totale de l'image et le débit total du ux binaire généré s'expriment omme
la somme des distorsions et débits sur haque blo :
D(Θ) =
∑
i
Di(Θi)
R(Θ) =
∑
i
Ri(Θi)
(1.32)
Ce problème d'alloation de ressoures indépendantes peut être résolu en reherhant
pour haque blo bi le ouple (Ri,Di) orrespondant au multipliateur optimal λ
⋆
.
1.4.3 Objetif  salabilité 
Dans les paragraphes préédents, ertains enjeux fondamentaux liés à la ompression
ont été mis en avant. Depuis quelques années, la salabilité est apparue omme un nouvel
enjeu fort [Sha93, SP96, Tau99, JVT06℄. L'objetif est de réer un ux binaire emboîté
qui puisse être tronqué selon des ontraintes liées à la haîne de transmission ou au
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dispositif d'ahage disponible au déodage. Typiquement, un ux emboîté omporte
une ouhe de base permettant de satisfaire des ontraintes maximales, et un ensemble
de ouhes de ranement permettant de s'adapter à des ontraintes de moins en moins
restritives. Cei permet de n'enoder qu'un seul ux pour diérents utilisateurs. Quatre
types diérents de salabilité peuvent être mis en avant [Cam04b℄ :
Salabilité SNR ou salabilité en qualité. La salabilité en qualité est la pos-
sibilité de réduire la distorsion de quantiation entre le signal original et le signal
reonstruit. A haque niveau de hiérarhie est assoiée une qualité de reonstrution.
La ouhe de base permet de reonstruire le signal ave une qualité minimale. L'ajout
d'information supplémentaire permet d'améliorer ette qualité.
Salabilité spatiale. Les dispositifs d'ahage utilisés par les lients peuvent avoir
des aratéristiques variées. Notamment, plusieurs résolutions d'ahage existent selon
que le terminal est un téléphone portable, un assitant personnel PDA ( Personal Digital
Assistant ), un éran TV, SD-TV ( Standard Denition Television ), HD-TV ( High
Denition Television ). . . La salabilité spatiale est don la apaité à générer un
ux emboîté dont haque ouhe regroupe les informations spéiques à une résolution
d'ahage.
Salabilité temporelle. Dans le as d'une vidéo, une autre aratéristique variable
des terminaux est la fréquene d'ahage (en Hz). La salabilité temporelle est la a-
paité à ajouter des images intermédiaires entre les images reonstruites par la ouhe
de base.
Salabilité en omplexité. La salabilité en omplexité est néessaire lorsqu'on
souhaite implémenter un même algorithme sur des dispositifs embarqués aux fortes
ontraintes matérielles et sur des dispositifs moins ontraints omme des réepteurs de
télévision numérique.
Notons que la propriété salable d'un odeur est un avantage important pour pou-
voir réagir aux aléas de la haîne de transmission et ainsi assurer une qualité de servie
(QoS) minimale au plus grand nombre de lients. Ainsi, la tronature de ertaines
ouhes du ux peut être utilisée omme solution de repli lorsqu'un réseau se surharge.
Notons enn que si l'objetif est de réer un ux omplètement salable, alors toutes
les informations représentant le signal doivent pouvoir être enodées de façon salable.
Cette remarque est importante si l'on souhaite extraire un modèle de géométrie ou de
mouvement dans des images. Nous y reviendrons dans les hapitres 2 et 3.
1.4.4 Codeurs ondelettes
Dans la setion préédente, nous avons noté que la représentation en ondelettes ne
donnait pas un résultat d'approximation optimal dans le as 2D. En pratique, ei se
traduit par des résidus de orrélation dans les sous-bandes de détails. En observant
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l'amplitude des détails (voir gure 1.8(a)), on voit néanmoins que es résidus sont des
résidus de géométrie et qu'il est possible de les aratériser. Pour une orientation donnée,
on voit par exemple que les détails sont orrélés entre les éhelles. Pour une orientation
et éhelle données, on voit aussi que des orrélations spatiales subsistent. Une étude des
dépendanes inter-éhelles et intra-éhelle est proposée par Liu et Moulin [LM01℄. La
aratérisation de es dépendanes a permis d'aboutir à des odeurs ondelettes eaes.
Nous revenons brièvement sur la façon dont sont exploités les résidus de orrélation dans
es odeurs.
Codage inter sous-bandes. Le odeur par arbres de zéros EZW de Shapiro [Sha93℄
est un des premiers odeurs ondelettes. L'hypothèse prinipale à la base de e odeur
est la suivante : si un oeient d'ondelette à une ertaine éhelle est non signiant
pour un seuil T donné, alors tous les oeients aux éhelles plus nes ayant la même
loalisation spatiale dans les sous-bandes de même orientation ont une forte probabilité
d'être non signiants pour T 1. Cette hypothèse, si elle est vériée, permet de oder
l'ensemble des oeients d'un arbre (tel que représenté gure 1.12) à l'aide d'un seul
symbole. L'arbre est alors dit arbre de zéros ar tous ses oeients sont insigniants
par rapport au seuil T ourant. Le odeur EZW opère un odage itératif en plans de
bits en utilisant des pas de quantiation dyadiques de type Ti = Ti−1/2 et en mettant
à jour des listes de signiane et de ranement.
L'algorithme SPIHT ( Set Partitioning in Hierarhial Trees ) proposé par Said et
Pearlman [SP96℄ apporte diérentes améliorations à l'algorithme EZW. SPIHT onsi-
dère les oeients par groupes. La modiation majeure par rapport à EZW réside
dans la mise à jour d'une troisième liste permettant de réer des ensembles non signi-
ants de grandes tailles. Ces ensembles non signiants permettent de onnaître l'état
d'une desendane même si le oeient n'est pas la raine d'un zerotree. Leur réation
néessite l'utilisation de ontextes plus omplexes mais permet un odage plus eae
de l'information non signiante. L'eaité de et algorithme a fait de SPIHT une
référene en transmission progressive d'images xes.
Codage intra sous-bandes. Si les odeurs préédents exploitent les dépendanes
inter-éhelles, le odeur EBCOT ( Embedded Blok Coding with Optimized Truna-
tion ) introduit par Taubman [Tau99℄ exploite les dépendanes à l'intérieur de haque
sous-bande. A une éhelle j et orientation θ, les oeients d'ondelettes sont ainsi
partitionnés en blos, typiquement de taille 64×64. A l'intérieur de haque blo, les o-
eients sont déoupés en plans de bits en utilisant des pas de quantiation dyadiques
omme préédemment. Une fois e déoupage eetué, le odage peut ommener. Un
parours partiulier des plans de bits des oeients sous forme de olonne de 4 bits
est mis en plae. Diérents ontextes, déterminés empiriquement, permettent de oder
eaement un plan de bits ourant en fontion des ongurations des bits voisins dans
le plan de bits préédent. En vue d'une transmission progressive, le ux binaire gé-
néré présente de nombreux points d'arrêt potentiels. Pour haque blo, le point d'arrêt
1
Un détail d est dit insigniant pour un seuil T si |d| < T . Il est dit signiant dans le as ontraire.
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(a)
courante
de la
Quadtree
sous−bandeparente
sous−bande
de la
Quadtree
(b)
Fig. 1.12 : (a) Modèle de dépendane inter-éhelle dans EZW [Sha93℄ et SPIHT [SP96℄, (b)
Contexte pour le odage de la signiane dans EZBC : le n÷ud ourant est représenté en noir
et ses ontextes inter et intra sont représentés en gris.
qui optimise le ritère débit-distorsion sur l'image entière est ensuite déterminé. C'est
un problème d'alloation de ressoures indépendantes qui se résout en reherhant le
multipliateur de langrange optimal λ⋆. L'algorithme EBCOT ore des performanes
en ompression meilleures que EZW et SPIHT (voir l'étude de Chappelier [Cha05b℄).
En outre l'implémentation de Taubman [Tau99℄ permet de générer un ux progressif
à granularité ne ontenant jusqu'à 50 points de tronature. Même dans e mode, les
performanes de EBCOT restent meilleures que elles des odeurs préédents. Préisons
que EBCOT est le odeur utilisé dans JPEG2000 [TM01℄. Les gures 1.13 et 1.14(a,b)
donnent une omparaison numérique et visuelle de JPEG et JPEG2000. Elles prouvent
s'il est besoin que la représentation en ondelettes apporte un gain substantiel par rapport
à la représentation de Fourier.
Codage intra et inter sous-bandes. Dans le adre de la ompression vidéo, le
odeur le plus utilisé à l'heure atuelle est le odeur EZBC ( Embedded Zero Blok
Coder ) [HW01a℄. Ce odeur exploite à la fois les dépendanes intra et inter sous-
bandes. Pour e faire, une pyramide multi-résolutions de type Quadtree est alulée
pour haque sous-bande (voir gure 1.12(b)). Aux n÷uds du niveau le plus bas du
Quadtree sont assoiées les amplitudes des oeients de la sous-bande en question. Au
niveau supérieur, la valeur d'un n÷ud est la valeur maximale des 4 n÷uds ls au niveau
inférieur. La raine du Quadtree est don l'amplitude maximale de la sous-bande. Les
diérents niveaux de l'arbre sont odés de la raine aux feuilles en testant la signiane
des n÷uds. Pour haque n÷ud, un ontexte est formé à partir de l'état de signiane
de ses huit voisins situés au même niveau de l'arbre, ainsi que du n÷ud situé dans
l'arbre de la sous-bande parente au niveau inférieur. Le fait de onsidérer le n÷ud de la
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Fig. 1.13 : Comparaison des ourbes PSNR=f(Débit) de JPEG et JPEG2000 ave l'image
Lena 512. La ompression JPEG a été eetuée ave le logiiel Irfanview. La ompression
JPEG2000 a été eetuée ave le odeur VM ( Veriation Model ) 8.0 en utilisant le mode
progressif à granularité ne.
sous-bande parente au niveau inférieur permet de tenir ompte du hangement d'éhelle
entre les sous-bandes et d'exploiter la dépendane inter éhelles. Comme EBCOT, EZBC
permet de générer un ux progressif. Les performanes de es deux odeurs sont très
prohes [Cha05b℄.
(a) (b) ()
Fig. 1.14 : (a) Image déodée ave JPEG à 0, 11bpp (PSNR = 27, 33dB), (b) ave JPEG2000
à 0, 1bpp (PSNR = 29, 80dB), () zoom illustrant la limite de JPEG2000.
Ainsi, les algorithmes dérits i-dessus démontrent qu'il est possible d'exploiter la
struture des résidus de orrélation dans le domaine ondelettes pour aboutir à des
odeurs performants. Cependant, les modèles statistiques utilisés ne prennent pas réel-
lement en ompte les ritères géométriques tels que la diretionnalité ou l'élongation
d'un ontour. L'optimisation se fait toujours à l'éhelle du pixel et les statistiques des
ontextes sont apprises à la volée. Plus on se situe bas en débit, plus les limites de la
représentation en ondelettes ont un impat sur le résultat visuel de l'image déodée :
des rebonds ou eets de pixellisation apparaissent près des ontours (gure 1.14()). Si
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l'on veut améliorer la qualité visuelle d'une image pour un débit donné, il semble don
important d'intégrer les ritères géométriques dans la représentation, omme indiqué au
paragraphe 1.3.6. Préisons que les algorithmes SPIHT, EBCOT et EZBC peuvent être
étendus au odage de sous-bandes ondelettes spatio-temporelles dans le as d'une vidéo
[KXP00, XXLZ01, HW01b℄. Cependant es odeurs s'appuient sur une modélisation du
mouvement et sont don déjà adaptatifs.
Dans le hapitre suivant, nous présentons diérents outils antérieurs permettant
de modéliser la géométrie d'une image et de modier la représentation ondelettes en
onséquene. Nous nous penherons au hapitre 3 sur les outils antérieurs permettant
de même la modélisation et l'exploitation du mouvement dans une séquene vidéo. Dans
les hapitres 4 et 5 nous proposerons ensuite nos solutions au problème d'adaptivité pour
l'image xe puis pour la vidéo.
Chapitre 2
Adaptivité spatiale dans les odeurs
d'images : outils antérieurs
Comme nous l'avons vu au hapitre préédent, l'ondelette 2D standard est un outil
de représentation puissant mais qui ne prend pas en ompte les régularités géomé-
triques d'une image. La modélisation probabiliste des résidus de orrélation (voir para-
graphe 1.4.4) est une manière de ompenser e défaut de l'ondelette. Néanmoins, elle
n'est pas omplètement satisfaisante ar elle ne résout pas la problématique de repré-
sentation. Les méthodes que nous dérivons dans e hapitre se onentrent sur ette
problématique. Elles reposent toutes sur une modélisation de la géométrie, impliite
ou expliite, qui dite la forme et la diretion du support de représentation. Elles sont
ommunément divisées en deux atégories.
Les méthodes non adaptatives reposent sur des familles de noyaux de représen-
tation xes possédant des formes variées mais indépendantes de l'image à analyser. La
modélisation géométrique est don impliite et auune information annexe n'est nées-
saire pour représenter une image.
Les méthodes adaptatives proposent une modélisation expliite de la géométrie.
Une géométrie est extraite de l'image et les noyaux de représentation sont formés en
fontion de ette géométrie. A haque image orrespondent don des noyaux diérents.
Dans un ontexte de odage, ei signie que l'information de géométrie doit être odée
et transmise en plus des oeients transformés pour pouvoir onstruire les noyaux
de synthèse au déodage. On voit don apparaître un ompromis entre une adaptivité
forte, à savoir une représentation préise de la géométrie ave un grand nombre de para-
mètres, et un faible suroût de odage ave une représentation moins ne de la géométrie.
Dans la première setion de e hapitre, nous présentons les méthodes non adap-
tatives les plus onnues. Les deux setions suivantes sont onsarées aux méthodes
adaptatives. La setion 2.2 s'intéresse à des modélisations loales de la géométrie per-
mettant de modier le noyau d'ondelette séparable. La setion 2.3 se onentre sur les
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modélisations globales de la géométrie sur l'ensemble du domaine image, ave un fous
partiulier sur les maillages 2D. La dernière setion porte sur le odage des sous-bandes
et s'interroge sur les apaités des nouvelles transformées en termes de  salabilité .
2.1 Bases xes
L'ondelette manque d'attributs géométriques. L'objetif ii est de dénir de tels
attributs pour onstruire une base qui est xe omme la base d'ondelettes mais pourtant
apable de dérire des aratéristiques géométriques diverses. La série de travaux réalisés
par Candès et Donoho [CD99b, Don00, CD99a℄ s'attelle à e dé ambitieux. Ces travaux
se onentrent initialement sur les fontions dénies sur l'espae ontinu R
2
. Étape par
étape, ils ont introduit les outils qui ont mené à la onstrution de la base de Curvelets.
2.1.1 Transformée de Radon
La transformée de Radon [Rad17℄ d'une fontion I bidimensionnelle est la for-
mulation mathématique d'une projetion 1D dans une diretion donnée par un angle
θ ∈ [0, 2π] (voir gure 2.1). Elle est dénie de la façon suivante :
Rad[I](θ, t) =
∫
R
∫
R
I(x, y)δ(x cos θ + y sin θ − t)dxdy
où t parourt toutes les lignes d'orientation θ dans l'espae ontinu et δ(x) est l'impulsion
de Dira. L'analyse fréquentielle de la fontion Rad[I](θ, t) pour θ xé orrespond à une
oupe radiale dans le spetre de I. Il est don possible de reonstruire la fontion I à
l'aide de la totalité des projetions Rad[I](θ, t). Cette propriété fait de la transformée
de Radon un outil privilégié dans les problèmes de reonstrution tomographique où
il s'agit de reonstruire une oupe 2D d'un objet 3D à partir de multiple projetions
réalisées par un sanner. Mais revenons à notre problème de représentation.
Candès et Donoho font l'observation suivante : si I est traversée par une singularité
1D retiligne orientée de θ, alors la projetion de Radon de I dans ette diretion réduit
la singularité 1D en une singularité de type point. Or, nous avons vu que les ondelettes
permettent d'isoler eaement de telles singularités. Cei amène naturellement à la
onstrution des Ridgelets.
2.1.2 Ridgelets
Considérons don la transformée en ondelettes de haque projetion Rad[I](θ, t)
pour θ ∈ [0, 2π]. Elle est notée Rid[I](a, b, θ) :
Rid[I](a, b, θ) =
∫
R
ψa,b(t)Rad[I](θ, t)dt
où ψa,b est une ondelette 1D dilatée du fateur d'éhelle a et translatée au point t = b.
Cette transformée peut s'érire sous une autre forme :
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Fig. 2.1 : Coupe de Radon. (a) La projetion 1D dans la diretion θ transforme une disonti-
nuité de type ligne en une disontinuité de type point, (b) Les oeients de Fourier de ette
projetion peuvent être obtenus en eetuant une oupe radiale dans le spetre de I.
Rid[I](a, b, θ) =
∫
R
∫
R
ψa,b,θ(x, y)I(x, y)dxdy
qui fait apparaître un nouvel atome de représentation ψa,b,θ : la Ridgelet. Cette Ridgelet
est dénie à partir de l'ondelette ψ :
ψa,b,θ(x, y) = a
−1/2ψ((x cos θ + y sin θ − b)/a)
La Ridgelet est don une fontion orientée selon la diretion θ et onstante le long des
lignes x cos θ + y sin θ (voir gure 2.2). Le fateur d'éhelle a aratérise la loalisation
spatiale de la Ridgelet dans la diretion orthogonale à θ. Notons que les oeients
Rid[I](a, b, θ) pour un θ xé représentent une transformée en ondelettes de la projetion
de Radon. De e fait, ils orrespondent également à une oupe radiale dans le spetre
fréquentiel de la fontion I. Dans le domaine spatial, on voit qu'une Ridgelet n'est
loalisée que dans la diretion orthogonale à θ et permet don de représenter uniquement
des singularités retilignes traversant l'image de part en part. Pour pouvoir représenter
des singularités d'ordre plus élevé, il est néessaire d'apporter une meilleure loalisation
spatiale dans la diretion θ.
La onstrution des Ortho-Ridgelets (Orthonormal Ridgelets) proposée par Do-
noho [Don00℄ tente de répondre à et objetif. L'idée est de fenêtrer la transformée
en Ridgelets pour lui apporter une meilleure loalisation. L'auteur onsidère ainsi une
fenêtre de la taille de l'image, mais aussi toutes les fenêtres dénies sur des blos dya-
diques de l'image (voir dénition d'un blo dyadique au paragraphe 2.3.1). Cependant,
la déomposition de l'image sur ette famille de Ridgelets fenêtrées n'est pas exploi-
table en pratique pour des signaux numériques ar sa disrétisation ne forme pas une
frame. La famille d'Ortho-Ridgelets est en quelque sorte trop rihe. Candès et Donoho
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Fig. 2.2 : Une Ridgelet. D'après [Do01b℄.
proposent alors une nouvelle transformée multi-éhelles basée sur un partitionnement
partiulier du domaine fréquentiel : la transformée en Curvelets.
2.1.3 Curvelets
Pour obtenir une représentation multi-éhelles, l'idée est d'eetuer la transformée
en Ridgelets sur diérentes bandes de fréquenes. Candès et Donoho [CD99a℄ proposent
ainsi de déouper l'espae des fréquenes en ouronnes dyadiques |ω| ∈ [2j , 2j+1] et
de faire une analyse en Ridgelets de haque sous-bande. Ils proposent également de
disrétiser le paramètre θ de la transformée en Ridgelets en fontion de l'éhelle de la
sous-bande. On omprend e hoix ar utiliser le même nombre de diretions pour toutes
les éhelles n'est pas éonomique (voir gure 2.3(a)) : pour représenter une sous-bande
haute fréquene, il faut utiliser un grand nombre de diretions de ltrage. Utiliser la
même disrétisation de θ dans une sous-bande de plus basse fréquene introduit de la
redondane. Les auteurs proposent alternativement que le nombre d'orientations utilisé
pour dérire une sous-bande [2j , 2j+1] soit le double de elui utilisé pour dérire la sous-
bande [2j−2, 2j−1] (gure 2.3(b)). Ils démontrent qu'une telle partition fréquentielle est
partiulièrement adaptée à la représentation de ourbes C2.
En pratique, le déoupage fréquentiel en ouronnes n'est pas naturel. La déompo-
sition en Curvelets d'une fontion est alors délinée en trois temps :
1. Déomposition de l'image en sous-bandes,
2. Fenêtrage lisse de haque sous-bande en blos de taille appropriée à haque éhelle,
3. Appliation sur haque blo de la transformée en Ridgelets.
L'objet du fenêtrage des sous-bandes est de donner aux noyaux de représentation un
ratio d'aspet partiulier adapté aux ourbes C2 (voir gure 2.4). Ce ratio est satisfait
en oordonnant la taille de la fenêtre et l'éhelle de la sous-bande.
En termes d'approximation non linéaire, la transformée en Curvelets suit la loi :
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(a) (b)
Fig. 2.3 : Disrétisation de la diretion θ. (a) Indépendamment de l'éhelle et (b) En augmen-
tant le nombre de diretions dans les éhelles nes (hautes fréquenes).
noyau d
v
/ d
2
h
d
h
ontour
Fig. 2.4 : Ratio d'aspet adapté à un ontour C2. La largeur du support de l'ondelette est
proportionnelle au arré de sa longueur.
∥∥∥I − I˜M∥∥∥2
2
6 CM−2(logM3), M →∞
Elle est don quasi-optimale pour les fontions possédant des singularités C2. Candès et
Donoho ont ainsi démontré qu'il était possible d'obtenir un résultat quasi-optimal ave
une base xe. Cei les amène à s'interroger sur l'utilité des méthodes adaptatives. Ce-
pendant, deux remarques s'imposent. D'une part, on notera que lorsque les singularités
ont un ordre de régularité supérieur à 2, la représentation en Curvelets n'est plus opti-
male. D'autre part, nous répétons que les travaux de Candès et Donoho se onentrent
sur les fontions ontinues et dénissent une partition de l'espae fréquentiel qui n'est
pas aisément transposable au as disret. L'approhe en 3 étapes dérites plus haut
pose diérents problèmes en pratique. En partiulier, la transformée en Ridgelets est
dénie en oordonnées polaires e qui rend son implémentation problématique si l'on
veut limiter la redondane de la représentation. En outre, une telle approhe basée blos
néessite de reourir à des fenêtres qui se hevauhent pour limiter les eets de blos,
et ei aroît la redondane. L'implémentation disrète de la transformée en Curvelets
dérite dans [SCD02℄ donne ainsi un fateur de redondane égal à 16J + 1, où J est le
nombre d'éhelles. Son appliation à la ompression est don limitée. La question qui se
pose est de savoir s'il est possible de onstruire une transformée à l'aide d'outils disrets
et imitant au mieux la déomposition en Curvelets. Dans son travail de thèse [Do01b℄,
Do se penhe sur e problème et aboutit à la transformée en Contourlets.
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2.1.4 Contourlets
Les travaux de Do [Do01b℄ suivent le même heminement que eux de Candès et
Donoho mais ave une réexion entrée sur le domaine disret. En se basant sur la
théorie des latties (voir paragraphe 2.2.1) et en se onentrant sur des images arrées
dont la dimension est un nombre premier, Do onstruit tout d'abord une transformée
de Radon disrète à reonstrution parfaite et peu redondante. Ensuite, il montre qu'il
est possible de onstruire une transformée orthonormée en Ridgelets en déomposant
haque projetion de Radon dans une base d'ondelettes disrète [DV03b℄. La transformée
obtenue est non-redondante mais suppose que la dimension de l'image est un nombre
premier.
basse frequene
Pyramide Laplaienne
Filtrage Diretionnel
sous-bandes
haute frequene
# (2; 2)
sous-bande
(a)
!
x
!
y
(; )
( ; )
(b)
Fig. 2.5 : Prinipes de la transformée en Contourlets. (a) Combinaison Pyramide Laplaienne
et ltrage diretionnel, (b) Partition du domaine fréquentiel obtenu.
La dernière étape est la onstrution d'une transformée disrète multi-éhelles, orien-
tée et non adaptative : la transformée en Contourlets [DV05℄. Cette transformée est
réalisée en ombinant analyse multi-résolutions et bans de ltres diretionnels (-
gure 2.5 (a)). Pour eetuer l'analyse multi-résolutions, les auteurs hoisissent d'utiliser
la pyramide Laplaienne introduite par Burt et Adelson [BA83℄. Au premier niveau, la
déomposition pyramidale d'une image I génère deux omposantes : une basse fréquene
sous-éhantillonnée d'un fateur 2 dans les deux dimensions et une haute fréquene non
sous-éhantillonnée. La haute fréquene est simplement obtenue en soustrayant à I son
approximation par la basse fréquene. Le proédé peut être répété réursivement sur
la basse fréquene pour obtenir la pyramide. En pratique, les auteurs utilisent une dé-
omposition en ondelettes 9/7 [ABMD92℄ pour obtenir la basse fréquene. Si une telle
déomposition est redondante, le fait de n'avoir qu'une seule sous-bande par éhelle fai-
lite l'analyse diretionnelle ar une singularité ne se trouve pas propagée dans plusieurs
sous-bandes.
Une fois la pyramide onstruite, un ban de ltres diretionnels est appliqué sur
haque sous-bande haute fréquene générée. Dérivons la démarhe suivie pour une
sous-bande donnée de taille 2n×2n. Une première passe de ltrage est eetuée dans les
diretions horizontale et vertiale par une paire de ltres dits en éventail. Cei permet
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(a)
(b)
()
(d)
Fig. 2.6 : (a) Image Barbara d'origine, (b) Premier sous-éhantillonnage quinone, () Seond
sous-éhantillonnage quinone, (d) Sous-éhantillonnage par matrie unimodulaire.
d'isoler les singularités retilignes globalement vertiales et globalement horizontales
dans deux sous-bandes de taille 2n× 2n. Pour onserver le même nombre d'éhantillons
que la sous-bande d'origine, les deux sous-bandes sont ensuite sous-éhantillonnées sur
deux latties quinones omplémentaires donnant deux sous-bandes de taille 2n×2n−1
(ou 2n−1 × 2n). Cette opération est réversible ar la paire de ltres est duale. De plus,
omme illustré sur la gure 2.6 (b), elle a pour eet d'aligner les diretions ±π/4 le
long de l'horizontale ou de la vertiale. En appliquant à nouveau la paire de ltres en
éventail sur es deux sous-bandes, on peut alors isoler les singularités orientées autour
des diretions {kπ/4}k=0...3 dans 4 sous-bandes de dimensions 2n × 2n−1. Ces 4 sous-
bandes sont à nouveau sous-éhantillonnées sur des latties quinones pour générer 4
sous-bandes de dimensions 2n−1×2n−1. Cei a pour eet de replaer les ontours à leur
position d'origine (gure 2.6 ()).
Les étapes suivantes de la déomposition s'eetuent de manière légèrement dif-
férente. Les 4 sous-bandes sont sous-éhantillonnées par quatres matries dites uni-
modulaires qui ont pour eet de transformer des images en des parallélogrammes (-
gure 2.6 (d)). Cei permet de ré-orienter les ontours selon de nouvelles diretions. La
paire de ltres en éventail est appliquée aux 4 parallélogrammes pour réer 8 sous-bandes
isolant des ontours orientés autour des diretions {kπ/8}k=0...7. Ces 8 sous-bandes sont
enn sous-éhantillonnées sur une lattie quinone pour générer 8 sous-bandes de di-
mensions 2n−2 × 2n−2. Pour multiplier par deux le nombre de diretions d'analyse, es
étapes peuvent être reproduites sur haque groupe de 4 sous-bandes, et ainsi de suite
jusqu'à obtention du nombre de sous-bandes souhaitées (orrespondant néessairement
à une puissane de 2). Ce nombre est fontion de l'éhelle de la sous-bande d'origine
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dans la pyramide Laplaienne. Suivant l'heuristique adoptée pour les Curvelets, les au-
teurs proposent de multiplier le nombre d'orientations par 2 toutes les 2 éhelles en
montant vers les hautes fréquenes. La partition du domaine fréquentiel obtenue est
illustrée gure 2.5 (b).
En termes d'approximation non linéaire, la transformée en Contourlets ahe les
mêmes performanes que la transformée en Curvelets, à savoir une quasi-optimalité pour
les images de lasse C2\C2. De plus, l'implémentation proposée par Do et Vetterli permet
de borner le fateur de redondane à 1.33. A notre onnaissane, les prinipaux papiers
dérivant la transformée en Contourlets présentent des résultats d'approximation non
linéaire sur des images tests mais pas de performane en termes de ompression. Il est
don diile d'évaluer les performanes des Contourlets par rapport à un shéma de
odage par ondelettes lassique omme JPEG2000. A partir des résultats d'approxima-
tion, on peut déduire que la transformée en Contourlets permet une bonne préservation
des ontours retilignes à bas débits mais que la redondane détériore les performanes
dans les hauts débits.
Il existe bien d'autres représentations non adaptatives d'une image. Par exemple les on-
delettes omplexes de Kingsbury [Kin98℄ ou la transformée ortex de Watson [Wat87℄.
L'étude des Curvelets et des Contourlets met en avant deux limites des bases xes :
Limite de représentation : il semble très diile de pouvoir représenter une large
lasse de singularités géométriques ave un ditionnaire d'atomes xe sans faire explo-
ser la taille de e ditionnaire. On peut s'intéresser à des tehniques de poursuites de
veteurs [MZ93℄ pour séletionner un sous-ditionnaire adapté à une image partiu-
lière. Cependant, es tehniques sont reonnues pour être lourdes. En outre, une telle
poursuite fait perdre le aratère non adaptatif de la méthode.
Limite de oneption : les tehniques non adaptatives présentées gagnent la pro-
priété diretionnelle mais perdent la propriété de séparabilité de l'ondelette 2D standard.
D'autre part, nous répétons que es transformées sont nées d'un raisonnement dans le
domaine fréquentiel pour des signaux ontinus. Tout ei se traduit par une plus grande
omplexité en termes de oneption dans le domaine spatial disrétisé.
Les tehniques adaptatives présentées dans les deux setions suivantes tentent de
trouver des solutions à es limites en s'appuyant sur le noyau d'ondelette séparable.
L'idée diretrie est de modéliser loalement le ux géométrique à l'aide d'un nombre
limité de paramètres et de déformer le noyau séparable en onséquene. Pour e faire,
il faut au préalable hoisir un modèle de géométrie. Dans la setion 2.2, nous nous pen-
hons sur les outils permettant de modéliser loalement la déformation de l'ondelette.
Nous verrons en setion 2.3 omment es outils sont utilisés pour parvenir à une modéli-
sation globale sur toute l'image. Dans ette setion, nous présenterons aussi le maillage
2D omme modèle de ré-éhantillonnage d'une image qui peut aussi être vu omme un
modèle global de géométrie. Les tehniques d'estimation assoiées à es modèles (loaux
et globaux) sont aussi présentées.
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2.2 Modélisations géométriques loales
2.2.1 Diretionlets : raisonnement sur latties
2.2.1.1 Modèle géométrique
La représentation en Diretionlets proposée par Velisavljevi¢ [Vel05b, VBLVD06℄
suppose que la géométrie dans un blo peut être modélisée par des ontours retilignes
orientés selon deux diretions au maximum. Ces deux diretions sont aratérisées par
les pentes θ1 et θ2 des ontours, θ1 6= θ2 . La seule ontrainte sur les paramètres θ1 et θ2
est qu'ils doivent être rationnels. Le oût de odage de es paramètres dépend du nombre
d'orientations permises. Dans son appliation au odage [VBLVD06℄, l'auteur permet
4 orientations (0, π/4, π/2, 3π/4). L'estimation du modèle se fait en observant, pour un
multipliateur de Lagrange donné λ le ompromis débit-distorsion obtenu en eetuant
la déomposition pour haque possibilité. Voyons en quoi onsiste ette déomposition.
2.2.1.2 Filtrage diretionnel sur latties de Z
2
Eetuer un raisonnement sur les latties de Z
2
permet de onstruire un ltrage di-
retionnel n'utilisant que les éhantillons de l'image et de onserver la même omplexité
qu'une déomposition par ondelettes. Supposons que les paramètres hoisis peuvent
s'érire omme θ1 = a1/b1 et θ2 = a2/b2 ave a1, b1, a2, b2 ∈ Z. Soit Λ une sous-lattie
de Z
2
omposée des éhantillons obtenus par ombinaison linéaire des deux veteurs
d1 = (a1, b1) et d2 = (a2, b2). Elle peut être représentée par la matrie MΛ dite géné-
ratrie :
MΛ =
[
a1 b1
a2 b2
]
=
[
d1
d2
]
, avec a1, a2, b1, b2 ∈ Z
La gure 2.7 montre à gauhe un ontour de pente r = 1/2 disrétisé. Supposons que
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Fig. 2.7 : (a) Un ontour disrétisé de pente r = 1/2, (b) Co-lignes générées par intersetion
ave les osets de la lattie Λ hoisie.
l'estimation de géométrie aboutisse à un paramètre θ1 = r (as idéal). Comme un seul
ontour est présent, le paramètre θ2 peut être hoisi quelonque. La gure 2.7 montre
à droite les veteurs générateurs d'une lattie Λ en hoisissant θ1 = r. Comme expliqué
par Velisavljevi¢ [VBLVD06℄, la lattie ubique Z
2
peut être partitionnée en |det(MΛ)|
lasses d'équivalene de la lattie Λ (trois lasses dans l'exemple donné). Chaque lasse
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est déterminée par un veteur de translation sk, k = 0, 1, · · · , |det(MΛ)| − 1. Une
o-ligne ( oline  dans le texte original) CLsk(θ1,n) est dénie omme l'intersetion
entre la lasse k et la ligne disrète notée L(θ1, n) de pente θ1 et d'ordonnée à l'ori-
gine n. L(θ1, n) est totalement représentée par les |det(MΛ)| o-lignes CLsk(θ1,n), k =
0, 1, · · · , |det(MΛ)| − 1.
Sur la gure 2.7, nous observons que si le paramètre θ1 est hoisi égal à la pente r du
ontour, alors haque o-ligne du ontour disrétisé est régulière (tous les éhantillons
de la o-ligne sont noirs, il n'y a don pas de disontinuité). L'auteur propose don
d'appliquer une ondelette 1D le long de toutes les o-lignes. Le ltrage est appliqué
indépendamment dans haque oset. La gure 2.8 montre un blo ette fois omposé
de deux ontours retilignes de pentes r1 = −1/2 et r2 = 3/2. Dans ette gure la
lattie Λ est onstruite en hoisissant θ1 = r1 et θ2 = r2 (as idéal). La gure montre
aussi la position des oeients non nuls après un ltrage 1D passe-haut sur les o-
lignes CLsk(θ1,n) ave une ondelette de Haar. On observe qu'après ltrage, seuls des
résidus orientés de r2 subsistent. Après sous-éhantillonnage, les éhantillons restant
sont disposés sur une sous-lattie Λ′ ⊂ Λ. La matrie génératrie de Λ′ s'érit :
MΛ′ =
[
2d1
d2
]
On observe qu'après le sous-éhantillonnage, les résidus de orrélation sont situés le long
des o-lignes CLsk(θ2,n). Un deuxième ltrage est don réalisé le long de es o-lignes.
Ce ltrage séparable permet nalement d'isoler les deux ontours de départ dans deux
sous-bandes distintes. Notons que si les diretions de ltrage sont l'horizontale et la
vertiale, la déomposition se ramène à la déomposition standard.
MΛ =

 2 −13 2

 MΛ′ =

 4 −2−3 2


le long de −1/2
Lignes discre`tes
avec r1 = −1/2, r2 = 3/2
Filtrage passe-haut Sous-e´chantillonnage
Fig. 2.8 : Filtrage et sous-éhantillonnage le long de −1/2 dans les osets de Λ.
2.2.1.3 Modiation du ratio d'aspet de l'ondelette
Considérons un blo onstitué de ontours retilignes de pentes r1 et r2. Supposons
que e blo est déomposé omme expliqué préédemment en hoisissant les paramètres
idéaux θ1 = r1 et θ2 = r2. Velisavljevi¢ et al. [VBLVD06℄ s'intéressent au nombre de
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oeients non nuls M générés par ette déomposition. Si le blo est de dimension
N ×N , l'ordre de grandeur de e nombre est :
M = O((k1 + k2)N) (2.1)
où k1 et k2 sont les nombres de ontours retilignes respetivement de pente r1 et r2.
On suppose k1 > k2. Les auteurs dérivent alors une nouvelle transformée, appelée
 Anisotropi Wavelet Transform  qui permet d'améliorer e résultat en jouant sur les
niveaux de déomposition d'ondelettes J1 et J2 dans les diretions θ1 et θ2. Une étape de
la transformée se réalise en eetuant J1 niveaux de déomposition le long des o-lignes
orientées de θ1 et J2 niveaux le long des o-lignes orientées de θ2. Les déompositions
se font alternativement dans les deux diretions. La gure 2.9 montre un exemple de
déomposition en prenant J1 = 2 et J2 = 1.
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Fig. 2.9 : (a) Ratio de déomposition standard : J1 = J2, (b) Modiation du ratio, ii J1 = 2
et J2 = 1.
Le rapport ρ = J1/J2 détermine le ratio d'aspet de l'ondelette à haque éhelle.
Ave e ratio, l'auteur montre que le nombre de oeients non nuls devient :
M = O((ak1 +
1
a
k2)(log2N)
2), avec a =
2J2 − 1
2J1 − 1 (2.2)
Ce résultat peut être vu omme une généralisation de elui obtenu pour la déomposition
dyadique lassique. On voit ii que le gain par rapport au as lassique est diretement
lié à la diretion d'élongation prinipale hoisie pour l'ondelette : si k1 > k2, il faut avoir
J1 > J2 'est à dire allonger le noyau dans la diretion θ1.
2.2.1.4 Approximation non linéaire
Les atomes de représentation obtenus en ombinant ltrage diretionnel et modia-
tion du ratio d'aspet sont appelés Diretionlets. Velisavljevi¢ et al. [VBLVD06℄ donnent
un résultat d'approximation non linéaire pour la transformée en Diretionlets. Ce ré-
sultat est estimé pour un modèle Horizon, 'est-à-dire une fontion bidimensionnelle I
omposée de deux parties de régularité C2 séparées par une disontinuité ourbe 1D de
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régularité C2. En segmentant une telle image et en appliquant la transformée en Dire-
tionlets sur haque blo, les auteurs montrent alors que la meilleure approximation non
linéaire de I ave M termes donne une erreur théorique du type :
‖I − I˜M‖2 = O(M−α), avec α ≈ 1, 562
Cette meilleure approximation est obtenue en hoisissant un ratio d'aspet ρ⋆ = α. Ce
ratio ne peut être atteint en pratique du fait du aratère disret de la transformée.
Mais les auteurs indiquent qu'un ratio ρ = 3/2 onstitue une bonne approximation de
la transformée optimale.
Notons que e résultat d'approximation n'est valable que si la géométrie de l'image
peut être segmentée en ontours retilignes. Dès que les diretions de la lattie Λ hoisie
ne orrespondent plus au ux géométrique alors le nombre de oeients non nuls
engendrés est du même ordre que elui obtenu ave la déomposition standard.
2.2.2 Lifting diretionnel sur lattie quinone
Dans la déomposition par ondelettes, une étape de lifting le long de l'axe horizontal
s'eetue en séparant les éhantillons de l'image en deux omposantes polyphases (voir
en partiulier les travaux de Sweldens, Shröder et Daubehies [SS96, Swe97, DS98℄
onsarés au shéma lifting). Ces omposantes sont les 2 osets d'une lattie arrée
dont une matrie génératrie s'érit :
M =
[
2 0
0 1
]
(2.3)
Pour eetuer une déomposition diretionnelle, l'idée de Chappelier et al. [CGM04b℄
est de dénir les 2 omposantes polyphases sur les deux osets d'une lattie quinone.
Une telle lattie est donnée par la matrie génératrie :
M =
[
1 1
−1 1
]
Les deux osets seront dits pair et impair et leurs éhantillons seront notés Ie et Io. Un
niveau de déomposition 1D s'opère omme suit. Comme dans le shéma standard, la
sous-bande haute fréquene est alulée sur le oset impair en prédisant un éhantillon
ave ses voisins dans le oset pair. Cependant, omme nous le voyons sur la gure 2.10,
un éhantillon impair est entouré par quatre voisins pairs. C'est ii que les auteurs
intègrent une dose d'adaptivité à la transformée : ils autorisent, via un paramètre θ
binaire, la prédition d'un éhantillon impair soit à l'aide de ses voisins horizontaux,
soit à l'aide de ses voisins vertiaux. La basse fréquene est alulée sur le oset pair en
mettant à jour un éhantillon à l'aide des détails voisins préédemment alulés dans
le oset impair. Dans le shéma standard, un éhantillon impair est utilisé exatement
deux fois pour prédire des éhantillons pairs. Ii, haque éhantillon impair peut être
utilisé de zéro à quatre fois. Les auteurs proposent don de modier les oeients de
mise à jour du lifting en fontion du nombre de fois où l'éhantillon impair a été utilisé
lors de l'étape de prédition.
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DD H/V D/AP
Fig. 2.10 : Déomposition par ondelettes orientées [Cha05b℄. D : déomposition polyphase.
PH/V : Prédition Horizontale/Vertiale. PD/A : Prédition Diagonale/Antidiagonale.
A l'issue de ette déomposition 1D, les détails et les approximations sont situés sur
deux grilles quinones. Chaune de es grilles quinones est à son tour séparée en deux
omposantes polyphases pour poursuivre la déomposition. Cette fois-i, les éhantillons
pairs et impairs sont situés sur des grilles arrées mais déalées d'un angle de π/4. Les
étapes de prédition et de mise à jour sont réalisées omme préédemment mais haque
éhantillon impair peut désormais être prédit à l'aide de ses voisins diagonaux situés le
long de la diretion diagonale ou le long de la diretion antidiagonale. A la n de ette
déomposition, l'image de départ est représentée en une sous-bande basse fréquene et
trois sous-bandes hautes fréquenes. La représentation est non redondante et réversible.
Notons ependant que si la déomposition permet d'orienter les diretions de ltrage,
elle ne propose pas d'outils pour modier le ratio d'aspet de l'ondelette.
Voisins prédits avec l’échantillon courant à mettre à jour
étape de
mise à jourverticale
Prédiction
horizontale
Prédiction étape de
mise à jour
Prédiction
diagonale
Prédiction
antidiagonale
Fig. 2.11 : Etapes de prédition et de mise à jour au niveau quinone et au niveau arré.
Le modèle géométrique utilisé dans e shéma est onstitué de deux artes d'orien-
tation représentant les déisions binaires θ pour la déomposition 1D. Ces artes sont
alulées pour le premier niveau et sont ré-utilisées pour les niveaux suivants. Trans-
mettre une déision pour haque éhantillon impair serait trop oûteux. Les auteurs
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déident don de regrouper les éhantillons en blos de taille minimale 16 × 16. Une
struture en Quadtree (voir setion 2.3) permet en outre d'agréger des blos voisins
lorsque le ontenu loal est régulier. Dans un blo donné, haque déision est testée.
Dans [PPPP05℄, Piella et al. introduisent une tehnique adaptative qui s'appuie
également sur une déomposition quinone mais les étapes de prédition et de mise à
jour s'eetuent diéremment. Un éhantillon pair est prédit en faisant la moyenne de
ses quatre voisins. L'adaptivité intervient lors de l'étape de mise à jour. Un éhantillon
impair peut être soit mis à jour ave ses voisins pairs dans une fenêtre 5×5 (gure 2.12)
soit rester inhangé. Une déision est prise en alulant une semi-norme
1
du gradient
dans la fenêtre loale puis en omparant ette semi-norme à un seuil. Si la valeur est
supérieure au seuil alors l'éhantillon reste inhangé. Si la valeur est inférieure au seuil,
alors la région est onsidérée omme régulière et l'éhantillon est mis à jour. Les o-
eients de mise à jour sont alulés de sorte que la déision prise à l'analyse puisse
être retrouvée à la synthèse. L'approhe est don en marge par rapport aux préédentes
ar elle ne néessite pas de transmettre un modèle géométrique. Notons que le fait de
modier l'étape de mise à jour peut être vu omme une manière d'adapter le ratio d'as-
pet du noyau de représentation. Un ltre long ause de nombreux rebonds autour des
singularités lors d'une approximation. En réduisant la taille du ltre dans les régions
à fort gradient, on évite e phénomène. Notons ependant que le ltrage proposé n'est
pas diretionnel.
(b)
a
UdD
⊕d d
D
′
Ud
⊖dIe
Io
Ie
Io
d2
d7 d6
d1d3
d8 d5
d9 d4 d12
d10 d11
Io
(a)
Fig. 2.12 : Shéma lifting adaptatif [PPPP05℄. (a) La mise à jour dépend d'une déision D,
(b) Exemple de voisinage utilisé lors de l'étape de mise à jour.
2.2.3 Lifting diretionnel pour un ltrage sous-pixellique
Les outils préédents permettent d'eetuer une déomposition diretionnelle de
même omplexité que la déomposition ondelettes en s'appuyant uniquement sur les
éhantillons d'origine. Pour mieux apturer les ontours réels, il est ependant intéres-
sant de s'appuyer sur un éhantillonnage plus n que la grille des pixels. La séparation
en omposantes polyphases dans le shéma lifting permet de le faire tout en onservant
la propriété de reonstrution parfaite.
1
Si p est une semi-norme et x un signal, alors p(x) = 0 n'implique pas x = 0. Cei distingue p d'une
norme.
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Dans [DWL04, WZVS06, DWW
+
07℄, les auteurs proposent ainsi un shéma de lifting
diretionnel autorisant des préditions et mises à jour sous-pixelliques. Dans un blo b
de l'image, la géométrie est modélisée par des ontours retilignes pouvant prendre deux
orientations : une orientation globalement horizontale θh et une orientation globalement
vertiale θv (voir gure 2.13). Le oût de odage d'une orientation dépend du nombre
d'orientations permises. Le shéma de Wang et al. [WZVS06℄ autorise un hoix parmi 5
orientations orrespondant à une préision au demi pixel. Celui de Ding et al. [DWL04,
DWW
+
07℄ autorise une préision arbitraire mais en pratique les auteurs se limitent au
quart de pixel.
Dans les méthodes itées préédemment, remarquons que l'ordre de la déomposition
(ltrage globalement horizontal suivi d'un ltrage globalement vertial, ou l'inverse) est
hoisi arbitrairement et les deux paramètres θh et θv sont estimés dans le adre d'une
optimisation lagrangienne en testant toutes les possibilités. Dans [JRB07a, JRB07℄,
Jeanni et al. préisent que e hoix arbitraire peut onduire à une déorrélation sous-
optimale du blo, en partiulier si la diretion de régularité maximale réelle ne fait pas
partie des orientations andidates pour le premier ltrage. Ils proposent ainsi de hoisir
l'ordre de déomposition à l'intérieur d'un blo de façon adaptative en s'appuyant sur
une métrique loale (le gradient) pour déteter les ontours. Dans e as, la première
orientation de ltrage dans haque blo orrespond toujours à la diretion de régula-
rité maximale. Au lieu de transmettre les paramètres θh et θv pour haque blo, les
auteurs proposent en outre d'enoder les ontours détetés [JRB07b℄. Cei leur permet
de reproduire les déisions au déodage.
quart de pixel
=4
 =4
=4  =4

h

h

v

v
pixel predit ou mis a jour
demi-pixel
Fig. 2.13 : Une étape de lifting (prédition ou mise à jour) dans une diretion θv et θh. Les
orientations possibles orrespondent à une préision au pixel, demi-pixel ou quart de pixel. En
pratique θv et θh sont limités à l'intervalle [−π/4, π/4] autour de la vertiale et de l'horizontale.
Etant données deux orientations θh et θv estimées à l'intérieur d'un blo, supposons
à présent qu'une déomposition globalement vertiale soit tout d'abord réalisée en sé-
parant les éhantillons en deux omposantes polyphases omme dans le as lassique.
Nous rappelons que ei revient à dénir les deux signaux Ie et Io par :
{
Ie(x, y) = I(x, 2y)
Io(x, y) = I(x, 2y + 1)
(2.4)
Dans la déomposition standard, les éhantillons impairs sont toujours prédits l'aide de
leurs deux voisins pairs vertiaux. L'idée est d'eetuer la prédition dans la diretion
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θv en interpolant les éhantillons pairs. La haute fréquene alulée sur un éhantillon
impair s'érit alors :
Io(x, y) = Io(x, y) + α0Ie(x− tan θv, y + 1) + α1Ie(x+ tan θv, y) (2.5)
où α0 et α1 sont les oeients de l'étape de prédition ourante. La prédition vertiale
en lifting eetuée dans le as standard est un as partiulier de (2.5) en prenant θv = 0.
A l'étape de mise à jour, les éhantillons pairs sont remplaés par les basses fré-
quenes :
Ie(x, y) = Ie(x, y) + β0Io(x− tan θv, y + 1) + β1Io(x+ tan θv, y) (2.6)
où β0 et β1 sont les oeients de mise à jour pour l'étape de lifting ourante. Dans
[DWW
+
07℄, le shéma présenté est très général et n'oblige pas à utiliser le même angle
θv pour la mise à jour que pour la prédition. C'est ependant e que les auteurs font
en pratique pour limiter le oût de la géométrie.
Après avoir eetué un ltrage dans la diretion θv, un blo est déomposé en deux
sous-bandes. Ces deux sous-bandes sont séparées en omposantes polyphases, les o-
lonnes paires et impaires, et subissent une déomposition orientée de θh de façon si-
milaire à la déomposition vertiale. A l'issue des ltrages globalement vertial puis
globalement horizontal, un blo est déomposé en quatre sous-bandes omme dans le
as lassique. Si un blo ontient des ontours retilignes réellement orientés le long de
θh et θv alors es ontours se retrouvent isolés dans une et une seule sous-bande.
Malgré les interpolations, notons que toutes les étapes de préditions et de mises à
jour sont parfaitement réversibles. En eet, haque interpolation est eetuée en utili-
sant exlusivement les éhantillons pairs pour une prédition des éhantillons impairs et
les éhantillons impairs pour une mise à jour des éhantillons pairs. Puisque les orien-
tations θv et θh prennent leur valeur dans un ensemble ni onnu a priori, toutes les
positions possibles des éhantillons à interpoler sont onnues. Alors, le hoix d'un ltre
interpolateur permet de déterminer à l'avane tous les paramètres d'interpolation né-
essaires. Cei permet de limiter l'inrément de omplexité lié au ré-éhantillonnage.
Dans [DWW
+
07℄, les auteurs font le hoix d'une interpolation Sin [Yar02℄. Notons
que le hoix de l'interpolateur peut jouer sur les performanes et la qualité du ltrage
diretionnel eetivement appliqué.
2.2.4 Bandelettes pour un suivi des lignes de ux
Dans les tehnologies préédentes, l'exploitation des régularités se fait au niveau
du pixel en onsidérant haque veteur de ux indépendamment. Il n'y a don pas
réellement de suivi d'une ligne de ux par intégration des veteurs. Les Bandelettes,
introduites par Le Penne et Mallat [PM00, Pen02, PM05℄ permettent un tel suivi même
le long de ontours ourbes.
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2.2.4.1 Flux géométrique parallèle
Dans un blo donné de l'image, la onstrution des Bandelettes s'appuie sur un
modèle de ux onstant dans une des deux dimensions (gure 2.14). Un ux onstant
le long de y est dit parallèle vertialement. Un ux onstant le long de x est dit parallèle
horizontalement. Chaque ux permet d'intégrer un réseau de ourbes de ux parallèles
soit à une fontion de x, notée c(x), ou soit à une fontion de y , notée c(y).
Supposons que l'on souhaite modéliser le ux par des veteurs parallèles vertiale-
ment. Comme es veteurs ne dépendent que de x, ils peuvent être érits : γ(x, y) =
γ(x) = (1, c′(x)) où c′ est la dérivée de la ourbe de ux c(x).
y
x
(a) (b)
(x) = (1; 
0
(x)) (y) = (
0
(y); 1)
Fig. 2.14 : (a) Flux parallèle vertialement, (b) Flux parallèle horizontalement.
Pour pouvoir représenter des ontours ourbes réguliers de formes polynmiales
variées, les auteurs proposent alors de modéliser la dérivée c′(x) omme une somme de
B-splines d'ordre m Bm(x) translatées
2
et dilatées d'un fateur d'éhelle 2l :
c′(x) =
P∑
p=1
θpBm(2
−lx− p) (2.7)
Les oeients θp et l'exposant l sont les paramètres du modèle à optimiser. Le fateur
d'éhelle 2l dénit la régularité du ux et le nombre P de oeients. Si le blo b a
une largeur de 2k, alors on a 1 6 2l 6 2k et k + 1 valeurs peuvent être testées pour
l'exposant l. Pour un exposant l donné, le nombre P de paramètres θp pour e blo est
2k−l. La gure 2.15 montre des fontions c′(x) obtenues en sommant P B-splines d'ordre
1 translatées ave des oeients θp arbitraires. La ourbe de ux c(x) intégrée à partir
de e ux est aussi représentée. On voit qu'en augmentant le nombre de paramètres, il
est possible de représenter des ourbes de ux polynmiales de formes variées.
Dans [PM05℄, les paramètres θp sont alulés en minimisant une énergie de ux dans
haque blo b. Intuitivement, haque veteur du ux optimal doit être orienté dans la
diretion où l'image est la plus régulière. Cette intuition est traduite mathématiquement
par les auteurs omme la minimisation de :
2
Une B-spline d'ordre m est obtenue en onvoluant m fois la fontion indiatrie 1[−1/2,1/2] ave
elle-même.
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Fig. 2.15 : A gauhe, ourbes c′(x) obtenues en sommant P B-spline linéaires translatées. A
droite, les ourbes de ux obtenues en intégrant c′(x).
E(Γ) =
∫
b
∣∣∣∣∂(I ∗ φ)(x, y)∂γ(x, y)
∣∣∣∣
2
dxdy (2.8)
où φ est un ltre lissant. Si le ux géométrique est hoisi parallèle vertialement alors
l'expression se simplie en :
E(Γ) =
∫
b
∣∣∣∣I ∗ ∂φ∂x (x, y) + c′(x)I ∗ ∂φ∂y (x, y)
∣∣∣∣
2
dxdy (2.9)
On voit que ette énergie de ux ne dépend que des paramètres θp qui aratérisent la
dérivée c′(x). Les paramètres optimaux (au sens de ette énergie) sont alulés en résol-
vant le système linéaire qui s'obtient en annulant la dérivée de E(Γ). Un raisonnement
similaire permet de déterminer les paramètres optimaux d'un ux parallèle horizonta-
lement.
Pour un blo donné dans l'image, il n'est pas possible de savoir à l'avane si le ux
réel est mieux modélisé par un ux parallèle horizontalement, parallèle vertialement,
ou enore s'il est plus avantageux de ne oder auun ux. Chaque onguration est
testée. Celle aboutissant au meilleur ompromis débit-distorsion pour un multipliateur
lagrangien donné est retenue. Dans leur implémentation, les auteurs utilisent la B-spline
d'ordre 1. Le pas de quantiation des oeients est hoisi de sorte à autoriser une
préision du hamp de veteurs de l'ordre du 1/8 de pixel. Nous voyons au paragraphe
suivant omment les auteurs exploitent un tel hamp en pratique.
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2.2.4.2 Retiation des ontours par déformation du blo
Nous supposerons dans e paragraphe et le suivant que la géométrie dans le blo b
onsidéré est modélisée par un ux parallèle vertialement. Etant donné un tel ux, les
auteurs herhent à eetuer un ltrage exatement le long des ourbes de ux. Comme
la ourbe c(x) prend des valeurs dans R, un ré-éhantillonnage préalable du blo est
néessaire. Le Penne [Pen02℄ dénit ainsi la transformation w suivante
w : D → D˜
(x, y) 7→ (x, y − c(x)) (2.10)
où D est l'ensemble des pixels du blo et D˜ un domaine déformé inlus dans R2. Cette
déformation aligne le long de l'axe horizontal une ourbe C dénie par l'ensemble des
points {(x, c(x) +K} où K est une onstante. Elle préserve les diretions vertiales. A
partir de w, l'auteur dénit ensuite un opérateur de déformation W qui agit sur l'image
de sorte que ses singularités soient alignées sur l'axe horizontal :
WI(x, y) = I(w−1(x, y)) = I(x, y + c(x)) (2.11)
En pratique l'opérateur W revient à translater haque olonne x du fateur de transla-
tion c(x) le long de l'axe vertial. Comme on le voit sur la gure 2.16, ette translation
aligne le ux et le ontour le long de l'axe horizontal. Tout se passe omme si le ontour
était retié pour s'adapter à une déomposition horizontale/vertiale. Comme haque
éhantillon dans une ligne du blo déformé orrespond à une ourbe de ux dans le
domaine d'origine D, un ltrage le long de l'axe horizontal dans D˜ revient à ltrer le
long de la ourbe dans D. Un ltrage vertial permet ensuite de déomposer le blo
déformé en quatre sous-bandes omme dans la déomposition lassique. Comme w pré-
serve les diretions vertiales, ei revient également à ltrer le long de l'axe vertial
dans le domaine d'origine.
OndeletteBandelette
I dans D WI dans
~
D
w
Fig. 2.16 : Retiation du ux géométrique pour une déomposition horizontale/vertiale.
Dans sa thèse, Le Penne [Pen02℄ prouve que, dans le as ontinu, projeter WI
sur un atome séparable ψ(x) ⊗ ψ(y) est équivalent à projeter I sur un atome déformé
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ψ(x) ⊗ ψ(y − c(x)) qu'il appelle une Bandelette. Cette bandelette permet un ltrage
séparable le long de l'axe vertial et le long de la ourbe de ux. Tout le raisonne-
ment reste bien sûr valable dans le as d'un ux parallèle horizontalement. Dans le
as disret, ette équivalene n'est pas juste ar la déformation de l'image néessite un
ré-éhantillonnage irréversible : les valeurs des nouveaux éhantillons sont alulées en
interpolant les valeurs des pixels d'origine qui elles sont perdues dénitivement. Seul
un ltre interpolateur de type sinus ardinal à support inni rendrait ette opération
réversible, mais un tel ltre ne peut pas être implémenté en pratique. Il faut préiser
que es pertes sont des pertes numériques : la question qui importe est de savoir si es
pertes sont visibles à l'÷il. Pour mener à bien les translations, Le Penne préonise la
méthode d'interpolation à base de splines proposée dans [BTU01℄. Ave ette méthode,
il qualie la déformation de l'image de  quasi réversible .
I dans D
θh
θv
w
WI dans D˜
OndeletteOndelette
De´forme´e
Fig. 2.17 : Retiation à deux paramètres de Taubman et Zakhor [TZ94b℄.
L'idée de retier la géométrie d'une image pour permettre un ltrage horizon-
tal/vertial avait déjà été développée auparavant par Taubman et Zakhor [TZ94b℄.
Dans leurs travaux, la géométrie dans un blo est modélisée par des ontours retilignes
orientés selon deux angles θh et θv omme dans les approhes de lifting diretionnel vues
plus haut. Ce modèle à deux paramètres permet de dénir une transformation w qui
déforme un blo en un parallélogramme autour de son entre de gravité omme illustré
gure 2.17. Dans e as l'opérateur W aligne des ontours retilignes orientés de θh
et θv le long de l'axe horizontal et le long de l'axe vertial en translatant haque ligne
y d'un fateur y tan θv et haque olonne x d'un fateur x tan θh. Le hoix du ouple
(θh, θv) se fait en séletionnant des ouples andidats par détetion de ontours puis en
testant tous les ouples andidats.
2.2.4.3 Elongation de l'ondelette : la Bandelettisation
Supposons à nouveau que la géométrie dans un blo puisse être modélisée par un
ux parallèle vertialement. Nous avons vu que la déformation du blo permet d'ali-
gner les ourbes régulières le long de l'axe horizontal. Après projetion du blo déformé
sur la base d'ondelettes
{
φJ,m, ψ
H
j,m, ψ
V
j,m, ψ
D
j,m
}
m,j=1...J
, l'énergie des ontours hori-
zontaux se trouve isolée à haque éhelle dans la sous-bande que nous avons notée V
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(gure 2.18(b)). Dans une telle sous-bande, le nombre de oeients non nuls est dire-
tement proportionnel à la dimension des ontours. Comme expliqué par Le Penne et
Mallat [PM05℄, ei s'explique par le fait que l'ondelette ψVj,m n'a pas de moment nul le
long de l'axe x et don ne tire pas avantage des orrélations horizontales. Pour y remé-
dier, les auteurs proposent d'eetuer une déomposition ondelette 1D le long de haque
ligne de haque sous-bande V . Cei permet de modier les ondelettes ψVj,m pour leur
apporter les moments nuls néessaires le long de l'axe horizontal. Comme on le voit sur
la gure 2.18(d), la déomposition 1D permet de ompater l'énergie de la sous-bande
sur quelques oeients. Ce proédé est appelé Bandelettisation. Les nouveaux atomes
sont allongés d'avantage dans la diretion du ux que dans la diretion vertiale. Leur
ratio d'aspet dépend du niveau de déomposition hoisi le long de l'axe horizontal.
Dans le domaine non déformé ei revient à onstruire des atomes dont le support est
allongé le long des lignes de ux. Le même raisonnement peut être suivi si la géométrie
est modélisée par un ux parallèle horizontalement. Dans e as, la bandelettisation
doit être opérée sur les noyaux ψHj,m.
Dans [PM03℄ les auteurs montrent que la transformée en Bandelettes fournit une
déroissane optimale de l'erreur d'approximation pour les images de type Cα\Cα, à
savoir :
‖I − I˜M‖2 6 K ·M−α (2.12)
Fig. 2.18 : (a) Image simple de ontours horizontaux, (b) Déomposition horizontale/vertiale
par ondelettes, () Sous-bande V , (d) Déomposition 1D le long de l'axe horizontal.
2.2.4.4 Bandelettes seonde génération
Dans sa thèse, Peyré [Pey05b℄ poursuit les travaux de Le Penne dans le but de
onstruire une base de bandelettes disrètes adaptée à la grille d'éhantillonnage d'ori-
gine de l'image. Les Bandelettes de seonde génération s'appuient sur une modélisation
de la géométrie résiduelle dans le domaine ondelettes. Après déomposition préalable
de l'image dans une base d'ondelettes standard, haque sous-bande d'orientation θ et
éhelle j est partitionnée en blos. La géométrie résiduelle dans haque blo est ensuite
modélisée par un ux parallèle omme dans l'approhe préédente. La diulté est de
tirer partie de ette géométrie sans reourir à un ré-éhantillonnage du blo. Pour e
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faire, Peyré utilise la transformée de Alpert [Alp92℄ disrète qui revient à déomposer
un blo en nes bandes dyadiques qui suivent au mieux la géométrie Γ. La onstrution
de la base de Alpert dans le as général utilise des outils mathématiques évolués dont
Peyré donne une interprétation dans un ontexte simplié où les lignes de ux modéli-
sées sont des droites parallèles à une droite notée d et où la transformée de Alpert est
onstruite à partir de l'ondelette de Haar. En onsidérant un blo ayant N éhantillons
au total, ette transformée de Alpert dite d'ordre 0 s'opère en deux temps :
Premier temps : Chaque point de la grille d'éhantillonnage du blo est projeté sur
une même droite d⊥ orthogonale à d (gure 2.19 d'après Peyré [Pey05b℄). Tous les points
sont ensuite ordonnés de 0 à N − 1 en fontion de leur absisse sur ette droite. Enn,
une fontion 1D est réée : elle est dénie sur l'ensemble disret {0, . . . , N − 1} et sa
valeur en k orrespond à la valeur du ke`me éhantillon dans l'ordre déni préédemment.
Seond temps : Si la diretion d suit bien un ontour traversant le blo, alors l'étape
préédente permet de transformer une disontinuité de type ligne en une disontinuité de
type point, de la même façon que la projetion de Radon vue au paragraphe 2.1.1. Pour
ompléter la transformée de Alpert d'ordre 0, il sut alors de projeter ette fontion 1D
sur une base d'ondelettes de Haar. On sait qu'une telle ondelette 1D est eae pour
représenter e type de signaux.
Fig. 2.19 : Réordonnanement disret des points d'éhantillonnage. D'après [Pey05b℄.
Dans un adre de ompression d'images naturelles, Peyré ontraint la partition de
haque sous-bande à des blos de dimensions xes 4 × 4. En eet, l'auteur onsidère
qu'on ne peut pas exploiter une régularité géométrique sur une longueur de plus d'une
dizaine de pixels à l'éhelle de l'image. Et ei se traduit par des orrélations sur environ
4 pixels à l'éhelle j = 1. Pour mener à bien la transformée de Alpert sur des blos
de taille 4 × 4, l'auteur pré-dénit 12 ordonnanements possibles des 16 éhantillons
orrespondant aux 12 diretions de régularité qu'il hoisit de tester. Ces groupements
déoulent de l'étape 1 de la transformée de Alpert.
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2.2.5 Wedgelets : imagettes de ontours
La théorie des Wedgelets a été proposée par Donoho [Don99℄. Romberg et al. [RWB02℄
puis Wakin et al. [WRCB02℄ se sont penhés sur leur appliation à la ompression
d'images naturelles. Une Wedgelet ψ est une fontion élémentaire dénie de façon adap-
tative sur un blo b et omprenant deux régions onstantes séparées par une disontinuité
retiligne. La disontinuité sépare le blo en deux régions Ra et Rb. Une Wedgelet est
aratérisée par 4 paramètres : les 2 points d'intersetion (v1, v2) de la disontinuité ave
les bords du blo et les 2 valeurs ca, cb prises de part et d'autre de ette disontinuité
(gure 2.20). Les paramètres ca et cb sont déterminés en alulant la moyenne de l'image
sur es deux régions. Notons qu'une Wedgelet onstitue à elle seule une approximation
d'un blo. Auun ltrage n'est ii réalisé.
R
b

a

b
v
2
v
1
 
blo
dyadique
R
a
Fig. 2.20 : Une Wedgelet.
Soient b un blo de l'image et V une olletion de ouples (v1, v2) hoisie au préalable.
La déomposition en Wedgelets de I(b) onsiste à aluler la Wedgelet orrespondant
à haque ouple dans V. Lors d'une approximation, la Wedgelet donnant la plus petite
erreur sur le blo est onservée. Une déomposition multi-éhelles d'une image peut
être obtenue en déomposant I(b) sur tous les blos dyadiques à tous les niveaux d'une
segmentation en Quadtree (les dénitions du Quadtree et d'un blo dyadique seront
données dans la setion suivante). Pour une image de dimensions N ×N , aluler une
déomposition multi-éhelles omplète a une omplexité en O(MN2 log2N
2), où M est
la taille de V. En restreignant intelligemment l'ensemble V, il est possible d'utiliser
les projetions à un niveau n du Quadtree pour aluler les projetions au niveau
plus grossier. Cei permet de ramener la omplexité à O(MN2). Une fois alulées les
projetions de I sur haque arré dyadique, il est possible d'utiliser es projetions pour
onstruire une approximation de I en élaguant les branhes du quatree. Cei se fait au
ours d'une optimisation débit-distorsion qui sera développée au paragraphe 2.3.2.
En termes d'approximation non linéaire et de ompression, les Wedgelets ahent
des performanes quasi-optimales pour des fontions omposées de régions onstantes
séparées par des singularités régulières de type C2. La représentation en Wedgelets est
don partiulièrement bien adaptée aux images de type  artoon . Ces performanes
se dégradent lorsqu'il s'agit de représenter des zones texturées. Pour ette raison, Wa-
kin et al. [WRCB02℄ ont proposé un modèle hybride où un blo du Quadtree peut être
représenté soit ave une Wedgelet soit ave une base d'ondelettes lorsque l'approxima-
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tion en Wedgelet éhoue. La diulté est de distinguer les zones texturées des régions
homogènes ou de ontours. En eet, lorsqu'on examine le résidu entre l'image originale
et la meilleure approximation par Wedgelets, on s'aperçoit que e résidu présente une
forte énergie à la fois dans les zones texturées et dans les zones ontenant un simple
ontour. En eet, du fait de la disrétisation des orientations V, un ontour est souvent
reonstruit ave une petite erreur de loalisation. Visuellement, les auteurs notent que
ette erreur n'est pas visible e qui permet d'obtenir un bon résultat subjetif. Mais
ette erreur a bien sûr un impat fort sur le PSNR. Dans les travaux que nous avons
menés et qui seront présentés au hapitre 4, une diulté similaire est apparue. En ef-
fet, nos travaux s'appuient sur un ré-éhantillonnage de l'image d'origine qui provoque
des pertes numériques. A la reonstrution, es pertes n'ont pas d'impat sur la qualité
visuelle des ontours mais elles limitent ependant les valeurs de PSNR.
2.3 Modélisations géométriques globales
Dans la setion préédente, nous nous sommes plaés au niveau d'un blo de l'image
et avons présenté des outils pour modéliser la géométrie à l'intérieur de e blo. Il
reste à préiser omment les blos sont hoisis en pratique pour apporter un ompromis
adaptivité/parimonie global sur l'ensemble du domaine image. Nous nous y penhons
dans la première partie de ette setion. Dans la seonde partie, nous nous onentrons
sur une modélisation globale de la géométrie d'une image en marge du modèle par blos :
le maillage 2D.
2.3.1 Segmentation du domaine image
La géométrie d'une image est une donnée omplexe à modéliser globalement. Pour
ette raison, la majorité des méthodes itées à la setion préédente raisonnent à un
niveau plus loal en segmentant le domaine image. Dans e as, le modèle de géométrie
omprend deux types de paramètres :
 Une partition B du domaine image en blos
 Pour haque blo, un modèle géométrique loal représenté par un ensemble de
paramètres Θ = {θp}06p<P , ave P xé. Par exemple, e modèle peut être l'un
de eux présentés à la setion préédente.
Pour réer la partition B, la méthode la plus simple est de segmenter l'image en
blos de taille xe. Dans e as, la partition a un oût nul en termes de oût de odage
et le oût de la géométrie repose uniquement sur les ensembles de paramètres Θ alulés
pour haque blo. Néanmoins, ette partition ne tient pas ompte des disparités géomé-
triques pouvant exister à l'intérieur d'une même image. Un blo trop gros par rapport
au ontenu géométrique ne permet pas de modéliser orretement e ontenu ave P
paramètres. Un blo trop petit ne permet pas de tirer pleinement partie des régularités.
Une solution à e problème est de segmenter le domaine image ave des blos de taille
maximale (16× 16 par exemple) puis d'autoriser un partitionnement plus n de haque
blo en fontion de son ontenu. Dans [DWL04℄, Ding et al. proposent ainsi d'utiliser 3
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modes de partition (gure 2.21(a)). Le hoix du mode est un paramètre supplémentaire
du modèle.
(a)
16x16 8x8 4x4
(b)
b0
b2 b3
b1 b4
b14b13b12b11 b41 b43
b423b422b421
b42
b44
b424
b11 b12
b2
b13
b3
b14
b44b43
b41
b422b421
b424b423
Fig. 2.21 : Segmentations du domaine image. (a) Modes de partition pour un blos de taille
xe [DWL04℄, (b) Partition en Quadtree et arbre assoié.
Pour adapter la segmentation au ontenu de l'image, une solution largement utili-
sée [PM05, RWB02, Vel05b, Cha05b, DWW
+
07℄ est de partitionner le domaine image
D en un arbre quaternaire ou Quadtree adaptatif (gure 2.21(b)). Si D est ramené à un
arré déni sur [0, 1]2, alors la segmentation de D en Quadtree est obtenue par division
réursive du arré initial en quatre arrés de même taille. Chaque niveau j de l'arbre
omporte 2j+1 blos appelés blos dyadiques. Les subdivisions eetuées peuvent être
shématisées par un arbre dont haque n÷ud possède quatre ls. En termes de oût de
odage, 1 bit sut pour oder une déision de subdiviser un n÷ud ou pas. Pour une
image de dimensions 2n × 2n, ei représente au maximum 2−n bpp pour oder une
struture omplète. Pour obtenir une partition adaptée au ontenu d'une image, il faut
élaguer les branhes du Quadtree de sorte que haque feuille satisfasse un ritère donné,
par exemple un ritère débit distorsion omme expliqué dans le paragraphe suivant.
2.3.2 Création d'un Quadtree adaptatif par optimisation débit-distorsion
Comme nous l'avons vu au premier hapitre, le but d'une optimisation débit-distorsion
est de minimiser la distorsion moyenne D sur l'ensemble des blos sous la ontrainte
d'un débit ible Rcible total à ne pas dépasser. Si nous travaillons sous l'hypothèse d'une
transformée orthogonale, alors le débit total et la distorsion totale sont la somme des
débits et distorsions alulés dans haque blo. Cei simplie le problème d'alloation
de débit.
Supposons que l'image soit partitionnée en Nb blos et que la partition soit onnue.
Le débit et la distorsion dans un blo bi dépendent du pas de quantiation Qi et
des paramètres du modèle géométrique Θi. Nous notons Q et Θ l'ensemble des pas de
quantiation et des paramètres géométriques de tous les blos. Le problème d'alloation
de débit sous ontrainte s'érit alors :
(Q⋆,Θ⋆) = argmin
(Q,Θ)
Nb∑
i=1
Di(Qi,Θi) \
Nb∑
i=1
Ri(Qi,Θi) 6 Rcible (2.13)
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qui équivaut [Ram93b℄ au problème d'optimisation sans ontrainte suivant :
(Q⋆,Θ⋆) = argmin
(Q,Θ)
Nb∑
i=1
Ji(λ) = argmin
(Q,Θ)
Nb∑
i=1
Di(Qi,Θi) + λRi(Qi,Θi) (2.14)
Comme on le voit, le multipliateur lagrangien λ qui règle le ompromis débit-distorsion
global est le même pour tous les blos. Etant donné un multipliateur λ le jeu de
paramètres optimal pour un blo peut être déterminé en alulant les points débit-
distorsion (Ri,Di) pour haque jeu de paramètres possible. Cei permet de onstruire
la ourbe opérationnelle débit-distorsion du blo. Le point (R⋆i ,D
⋆
i ) pour lequel la pente
de la ourbe est égale à λ donne le jeu de paramètres optimal reherhé. Cette méthode
est par exemple utilisé par Velisavljevi¢ pour les Diretionlets [Vel05b℄. D'autres auteurs,
omme Le Penne et Mallat [PM05℄ ou Chappelier [Cha05b℄ utilisent une approximation
bas débit qui permet d'exprimer le λ en fontion du pas de quantiation Qi uniquement.
Cei aélère le proédé ar seuls les jeux de paramètres géométriques andidats doivent
alors être testés.
Supposons maintenant que l'on souhaite segmenter l'image en un Quadtree adaptatif
de manière à minimiser le oût lagrangien total J(λ) = D + λR pour un λ donné.
En plus du pas de quantiation et de la géométrie à l'intérieur d'un blo, il faut ii
déterminer la oupe optimale à réaliser dans le Quadtree. Pour e faire, la méthode
la plus utilisée [PM05, Cha05b, Vel05b, RWB02, DWW
+
07℄ se déroule omme suit.
Le point débit-distorsion (Ri,Di) assoié au lagragien λ est alulé pour haque blo
dyadique à tous les niveaux du Quadtree (en pratique, les auteurs [PM05, Cha05b℄ se
limitent souvent à une profondeur orrespondant à des blos 4×4) et le oût lagrangien
Ji(λ) est retenu. Ensuite, un algorithme de type  top-down  est mis en plae pour
élaguer les branhes de l'arbre. On débute au niveau de profondeur maximal J de l'arbre.
Tout blo dyadique bi au niveau de profondeur (J − 1) peut être déoupé en 4 blos
notés bl au niveau J : bi = ∪lbl. La déision de ouper la branhe orrespondante du
Quadtree est prise si :
Ji(λ) 6
∑
l
Jl(λ) (2.15)
En poursuivant es déisions le long de haque branhe du Quadtree, on obtient nale-
ment la segmentation optimale pour le multipliateur λ onsidéré.
Souvent, le lagrangien λ⋆ donnant la distorsion minimale sur l'ensemble de l'image
pour le débit Rcible n'est pas onnu d'avane. Pour le déterminer, il faut alors faire une
reherhe sur λ, par exemple une reherhe dihotomique omme expliqué dans [Ram93b℄.
Dans [DWW
+
07℄, Ding et al. ont une solution pour ontourner le problème. En eet,
leur approhe basée sur le shéma lifting permet d'adopter le odeur EBCOT pour
enoder les oeients d'ondelettes. Ils émettent alors l'hypothèse que leur méthode
produit simplement une translation des ourbes opérationnelles obtenues ave EBCOT.
En odant l'image ave EBCOT avant d'appliquer leur propre odeur, ette stratégie
leur permet don de onnaître λ∗.
Modélisations géométriques globales 67
2.3.3 Gestion des eets de bords
Une image est dénie sur un support borné. Lorsqu'une fontion de base intersete
les bords du domaine image, il est don néessaire de la modier pour obtenir une base
orthonormée. Typiquement, ei se fait en onsidérant une extension périodique ou
symétrique de l'image. En déoupant l'image en blos, le problème apparaît aux bords
de haque blo. S'il n'est pas pris en ompte orretement, de nouvelles disontinuités
désagréables à l'÷il peuvent apparaître lors d'une approximation de l'image.
Dans le as des Diretionlets [Vel05b℄, l'eet de bords est lairement indiqué omme
une limite de l'approhe dans le as des images naturelles. En eet, l'auteur utilise
une extension symétrique le long des o-lignes, mais ei n'empêhe pas l'apparition
d'artefats.
Dans l'approhe proposée par Taubman et Zakhor [TZ94b℄, un blo de l'image est
déformé en parallélogramme avant d'être déomposé dans une base d'ondelettes 2D
standard (paragraphe 2.2.4.2). L'ondelette hoisie est une ondelette 9/9 de Adelson et
al. [ASH87℄. Les blos déformés sont transformés les uns indépendamment des autres en
utilisant une extension symétrique aux bords des lignes et des olonnes. Le fait d'avoir
un support parallélogramme rend la tâhe un peu plus omplexe ar ertaines lignes ou
olonnes sont trop ourtes pour générer une extension symétrique susante. Pour es
lignes ou olonnes partiulières, l'ondelette de Adelson est simplement remplaée par
l'ondelette de Haar qui ne néessite pas d'extension. Pour limiter les eets de blos,
les auteurs proposent tout simplement d'utiliser de grands blos de taille 64 × 64. Un
post-traitement est réalisé au déodage pour lisser les disontinuités aux frontières des
blos. On peut se demander ependant si la géométrie dans des blos aussi grands peut
être orretement apturée par des ltrages retilignes.
à prédire ou mettre à jour
Echantillon virtuel
BLOC 1 BLOC 2
Lignes de flux
Composantes polyphases
Fig. 2.22 : Gestion des bords pour les Bandelettes première génération. L'éhantillon virtuel
est obtenu en interpolant les ronds dans la olonne.
Les mêmes questions se posent dans l'approhe par Bandelettes proposée par Le Pen-
ne et Mallat [PM05℄. Pour mieux omprendre omment les auteurs gèrent le ltrage
aux bords, onsidérons un blo d'origine de l'image où le ux est parallèle vertiale-
ment. Dans le domaine d'origine D, les éhantillons donnant les valeurs du blo déformé
peuvent être plaés le long des ourbes de ux. Les auteurs proposent alors d'exploiter
le shéma en lifting pour gérer les problèmes aux bords. Prenons la onguration de la
gure 2.22 où l'on souhaite prédire ou mettre à jour la valeur d'un éhantillon situé en
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bord de blo. Cet éhantillon a un voisin à gauhe dans son blo le long de la ourbe
de ux, mais pas de voisin à droite. Les auteurs proposent alors de réer un éhantillon
virtuel à droite dont la valeur est obtenue en interpolant les valeurs de deux éhantillons
du blo voisin. Cei revient à étendre le signal le long de la ourbe de ux. Notons que
l'extension le long de la ourbe de ux est limitée à un éhantillon pour assurer la ré-
versibilité, e qui impose des ontraintes sur l'ondelette à utiliser aux bords. Ainsi, à
l'intérieur d'un blo les auteurs utilisent l'ondelette de Daubehies 9/7 [ABMD92℄ à 4
moments nuls tandis qu'aux bords ils utilisent une ondelette à 2 moments nuls. Même
si e hangement implique une perte d'orthogonalité de la base de bandelettes aux
frontières de blos, la proposition des auteurs permet néanmoins d'assurer une ertaine
ontinuité du ltrage aux frontières. Notons que dans le as des Bandelettes seonde
génération, la transformée de Alpert ne néessite pas d'extension aux bords des blos,
e qui permet de onserver partout la propriété d'orthogonalité.
Pour éviter les problèmes aux bords de blos, l'idéal est qu'une ontinuité naturelle
existe dans le modèle géométrique lorsque l'on passe d'un blo à l'autre. En partiulier,
arrêtons nous sur le shéma de lifting diretionnel de Wang et al. [WZVS06℄. La géo-
métrie dans un blo est modélisée par deux diretions de ltrage repérées par θv et θh.
L'ensemble des orientations permises est hoisi de sorte qu'un pixel ne peut être mis en
orrespondane qu'ave un point ayant une préision maximale au demi pixel dans les
olonnes ou les lignes adjaentes (gure 2.23(a)). En prolongeant les segments de ux
d'un blo à l'autre, deux réseaux de lignes de ux linéaires par parties sont onstruites :
l'un globalement horizontal, l'autre globalement vertial. Des règles sont dénies pour
que haque pixel de l'image appartienne à une et une seule ourbe horizontale et verti-
ale. Un ltrage ontinu globalement horizontal puis globalement vertial peut alors être
eetué d'un bord à l'autre de l'image. Cei permet d'éviter les diultés aux frontières
de blos. Remarquons que la onstrution des deux réseaux de lignes n'est possible que
si les orientations θv et θh sont disrétisées pour permettre des orrespondanes ave
une préision maximale au demi-pixel.
=4
=2
x
y
3=4 5=8 3=8
(a) (b)
Fig. 2.23 : Méthode de Wang et al. [WZVS06℄. (a) Orientations de ltrage vertial permises,
(b) Un réseau de lignes de ux globalement vertiales.
2.3.4 Maillage 2D
Le maillage 2D est un modèle en marge par rapport aux modèles vus préédem-
ment. En ompression d'images xes, il est souvent utilisé pour bâtir des approximations
Modélisations géométriques globales 69
globales des images par éléments nis omme expliqué dans les paragraphes suivants.
Notons que dans nos travaux (hapitres 4 et 5), nous avons fait un usage diérent du
maillage 2D : l'idée est de l'utiliser omme modèle déformable an de représenter des
déformations du ontenu de l'image à la manière des Bandelettes ou d'une ompensa-
tion en mouvement. Cette déformation nous permet d'adapter le ontenu de l'image
à la transformée par ondelettes standard (horizontale-vertiale). Dans la suite, nous
donnons quelques dénitions relatives au maillage et présentons l'usage qui en est fait
lassiquement dans le adre de l'image xe.
2.3.4.1 Dénitions
Un maillageM est un ensemble de sommets, d'arêtes et de faettes. Il est aratérisé
par deux types d'information : sa géométrie, 'est-à-dire les positions de ses sommets
dans un espae de dimension d et sa topologie, 'est-à-dire les relations de onneti-
vité qui lient les diérents éléments entre eux. Dans e manusrit, nous onsidérerons
essentiellement des maillages de géométrie 2D ave bords dont la superie ouvre le
domaine image D. Un maillage est dit régulier si tous ses sommets internes ont la même
valene, 'est-à-dire le même nombre d'arêtes inidentes. Il est dit irrégulier dans le as
ontraire.
 
 
 



 
 
 



 
 


 
 


 
 
 



 
 
 



 
 
 



 
 
 


 
 
 



 
 
 



 
 


 
 
 



 
 


 
 
 



2
14
3 2
u
~
D
(b)
w
3
4
1
2
x
DD
1
x
2
3
~
D
(a)
w
u
3 1
Fig. 2.24 : L'élément maître pour (a) un maillage triangulaire et (b) un maillage quadrangu-
laire [WL94℄.
Les faettes les plus renontrées dans la littérature sont les triangles et les quadri-
latères. Toute faette de géométrie quelonque peut être mise en orrespondane ave
une faette de géométrie xe, appelée élément maître dans [WL94, LW95℄. Cet élément
est déni sur un domaine appelé domaine maître D˜. L'élément maître est simple (voir
gure 2.24) et permet de dénir failement ertaines fontions (noyau de représentation,
fontion d'interpolation) dans le domaine maître. La déformation de la maille de D˜ à
D permet de dénir une transformation spatiale w. Notons u = (u, v) un point dans D˜
et x = (x, y) son orrespondant par w dans D : x = w(u). Nous dénissons le jaobien
Jw(u) de la déformation en un point u omme :
Jw(u) =
∣∣∣∣ ∂x∂u ∂y∂u∂x
∂v
∂y
∂v
∣∣∣∣ (2.16)
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Ce jaobien est important ar il permet de aratériser des as de mailles dites dégénérées
qui nuisent à la robustesse des algorithmes. Des exemples de mailles quadrangulaires
dégénérées sont illustrées gure 2.25. Une faette est dite onforme si le jaobien est
supérieur à 0 en tout point de la faette.
30
0
3
2
1
3
2 1
0
1
2
0
1
2
J
w
(0) > 0
onforme retournement onave triangle
J
w
(0) < 0 J
w
(0) = 0J
w
(0) < 0
3
Fig. 2.25 : Une maille quadrangulaire onforme et les trois as de dégénéresenes possibles.
Pour haque as, la dégénéresene est détetée au n÷ud d'indie 0.
2.3.4.2 Approximation par éléments nis
En odage d'images xes, le maillage 2D est le plus souvent utilisé omme une grille
d'éhantillonnage pour une approximation de l'image par éléments nis [LW95, LLS99,
MPL00b, DDI06℄. Une telle approximation se onstruit en assoiant une intensité à
haque sommet du maillage. Les valeurs sur la grille des pixels sont ensuite alulées en
interpolant les intensités des n÷uds, par exemple en dénissant une fontion de forme
dans le domaine maître. L'image est alors représentée par un maillage 2D et par un
ensemble d'intensités. Plus la géométrie du maillage reète la géométrie de l'image,
plus l'approximation est ne. Le maillage est don bien un modèle de géométrie.
En termes d'approximation linéaire, on peut montrer [PM05℄ que si I est C2\C2,
alors l'approximation I˜M ave des éléments nis linéaires sur M triangles vérie le taux
de déroissane optimal :
‖I − I˜M‖2 6 K ·M−2,
où K est une onstante qui ne dépend que de la fontion I. Il est même possible
d'obtenir un exposant M−α pour des images Cα\Cα à ondition d'utiliser des éléments
nis d'ordre plus élevé. Cependant, es résultats d'approximation supposent qu'auune
ontrainte n'est émise sur la onnetivité du maillage.
Or, pour une appliation en ompression, ette information de onnetivité a un
oût au même titre que la géométrie du maillage. En général, lorsqu'un maillage est
régulier, la valene est xée arbitrairement et don le oût de la onnetivité est nul.
A ontrario, pour un maillage irrégulier les relations d'inidene ne sont pas onnues a
priori et peuvent varier fortement en fontion de la géométrie loale de l'image. Un tel
maillage permet une meilleure adaptation géométrique mais le oût de sa onnetivité
devient rapidement prohibitif. Notons ependant le as partiulier de la triangulation
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(a) (b) ()
Fig. 2.26 : Géométries approhées par des maillages 2D. (a) Maillage régulier sur Lena [TV91℄,
(b) Maillage Quadtree à géométrie xe sur Suzie [MPL00b℄, () Triangulation de Delaunay sur
Peppers [DDI06℄.
de Delaunay [DDI06℄, maillage irrégulier mais déni omplètement par la seule onnais-
sane de sa géométrie (gure 2.26()). Pour obtenir un ompromis entre adaptivité et
oût de onnetivité, il est possible de onstruire des maillages semi-réguliers. Il s'agit
de réer tout d'abord un maillage  grossier  irrégulier puis de raner e maillage
régulièrement.
Raner une faette triangulaire ou quadrangulaire revient généralement à la sub-
diviser en 4 faettes de même forme. Cei se fait en réant de nouveaux sommets sur
haque arête (voir gure 2.27). On observe que la subdivision réursive d'une faette
triangulaire rée un maillage régulier dont les sommets ont une valene 6. De même, la
subdivision d'un quadrilatère quelonque rée un maillage régulier ave des sommets de
valene 4. En vision par ordinateur, les surfaes 3D dénies sur de telles grilles sont ap-
pelées surfaes de subdivision. Dans la suite, un maillage régulier fera toujours référene
à un maillage de valene 6 s'il est triangulaire ou 4 s'il est quadrangulaire.
(b)
valence 6valence 4
(a)
Fig. 2.27 : Subdivision d'une faette (a) quadrangulaire et (b) triangulaire.
Subdiviser les faettes d'un maillage améliore son niveau de détail et don sa apaité
à apturer les singularités géométriques. Comme une subdivision génère 4 nouvelles
faettes, il est possible de représenter les subdivisions par un Quadtree. En élaguant
les branhes de l'arbre, on obtient alors un  maillage Quadtree  où la densité des
n÷uds est fontion de la géométrie loale (gure 2.26(b)). Notons que si un maillage
est régulier par parties alors il est possible d'inverser le proessus de subdivision pour
obtenir des approximation multi-éhelles de la géométrie et de l'image. Cette propriété
est exploitée par les ondelettes dites géométriques.
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2.3.4.3 Ondelettes géométriques sur maillage
Supposons que la géométrie d'une image soit modélisée à l'aide d'un maillage 2D
régulier. Des intensités sont assoiées à haque n÷ud pour onstruire une approximation
de l'image. Avant d'enoder la géométrie du maillage et les intensités aux n÷uds, il est
possible de les déomposer dans une base d'ondelettes. En partiulier, les n÷uds d'un
maillage régulier (quadrangulaire ou triangulaire) peuvent être mis en orrespondane
ave les n÷uds d'une grille arrée uniforme dans le domaine maître. Sur ette grille
uniforme, des bases d'ondelettes séparables 2D peuvent être dénies sans ambiguïté
omme sur une grille de pixels. A haque n÷ud i du domaine maître peut être assoiée
une position 2D (xi, yi) dans le domaine image et une intensité Ii. Chaque ensemble
{xi}i, {yi}i et {Ii}i regroupe les valeurs d'une fontion 2D disrète dénie sur le maillage
maître. Ces valeurs peuvent être déomposées ave la base d'ondelettes hoisie omme
toute fontion dénie sur une grille de pixels.
Fig. 2.28 : Déomposition multi-résolutions d'un maillage 3D. D'après [LDW97℄.
Lorsque le maillage est triangulaire, d'autres bases d'ondelettes non séparables ont
été introduites dans la ommunauté de vision par ordinateur. Ainsi, 'est en 1987 que
Loop [Loo87a℄ introduit la notion de surfaes de subdivision. Partant de quelques fa-
ettes triangulaires approximant grossièrement un objet 3D, il montre qu'il est possible
de réer une surfae 3D de plus en plus lisse en subdivisant haque triangle de façon
réursive omme expliqué au paragraphe préédent. A haque étape, la position dans
l'espae 3D des nouveaux sommets réés est interpolée à partir de positions des som-
mets voisins déjà existants. Cei se fait en utilisant des fontions B-spline dénies sur
le maillage parent. L'étude de Loop ressemble don très fortement au proessus de syn-
thèse d'une fontion tridimensionnelle dont la régularité est donnée par la B-spline.
En s'appuyant sur es travaux et sur le shéma en Lifting de Sweldens, Lounsbery et
al. [LDW97℄ mettent en forme l'analyse multi-résolutions des surfaes 3D (gure 2.28).
A haque étape de déomposition, la position d'un sommet au niveau de résolution j est
prédite uniquement ave les positions des sommets de niveau (j − 1) (gure 2.29). La
diérene entre la position d'origine et la position prédite donne un veteur d'ondelettes
ou détail 3D. Les positions des sommets de niveau (j − 1) sont ensuite mises à jour et
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les arêtes de niveau j sont supprimées. La prédition d'une position peut se faire en
utilisant uniquement les positions des deux sommets de niveau j qui lui sont inidents.
C'est le shéma adopté par l'ondelette Midpoint par exemple. La prédition peut aussi
se faire ave des sommets plus éloignés omme pour l'ondelette Buttery [DLG90℄ ou
l'ondelette de Loop [Loo87b℄. Dans un ontexte de ompression d'images xes où la géo-
métrie est modélisée par un maillage triangulaire régulier, toutes es ondelettes peuvent
être utilisées pour déomposer les valeurs disrètes {xi}i, {yi}i et {Ii}i.
ANALYSE
Composantes polyphases
niveau jniveau j   1
SYNTHESE
Detail 3D
Fig. 2.29 : Proédé d'analyse et de synthèse sur une portion d'un maillage triangulaire régulier.
Dans le as de l'ondelette Buttery, le point 3D assoié à l'éhantillon rond entral est prédit
ave les points 3D assoiées à tous les éhantillons roix.
Lorsque le maillage est semi-régulier, la déomposition multi-résolutions reste pos-
sible. Le niveau de déomposition maximal est ependant limité par la taille des zones
régulières et les fontions de base doivent être modiées à la frontière entre deux zones.
2.3.4.4 Estimation du maillage
Dans e paragraphe, nous dérivons quelques méthodes antérieures qui ont été mises
en ÷uvre pour aluler un maillage 2D permettant d'approximer une image. Notons que
des méthodes indépendantes ont été développées pour aluler des approximations d'une
surfae 3D quelonque. Nous pouvons par exemple orienter le leteur vers les travaux de
Agarwal et Suri [AS98℄, Hoppe et al. [HDD
+
93, Hop96℄, Garland et Hekbert [GH97℄
ou Lindstorm et Turk [LT98℄. Dans le ontexte de la ompression d'images xes, de
nombreux travaux ont également été proposés. Considérons tout d'abord le as où la
onnetivité du maillage n'est pas ontrainte.
Connetivité quelonque. Partant d'un maillage triangulaire régulier dense, Le-
hat [Le99b℄ puis Brangoulo [Bra05b℄ mettent en ÷uvre un algorithme itératif pour
aboutir à un maillage triangulaire adaptatif à onnetivité quelonque. Chaque itéra-
tion omprend des fusions de polygones, des permutations de diagonales et une opti-
misation des positions et niveaux de gris aux n÷uds. Ces opérations sont guidées par
l'erreur quadratique d'approximation. Pour oder la onnetivité du maillage obtenu,
des algorithmes performants existent, omme eux de Deering [Dee95℄, Taubin et Ros-
signa [TR98℄ ou Touma et Gotsman [TG98℄.
Dans [FL96℄, Le Floh et Labit abordent le problème d'approximation omme un
problème de sous-éhantillonnage d'image ave un nombre xé d'éhantillons. Leur teh-
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nique est en marge des préédentes ar l'approximation de l'image est ii eetuée en
utilisant des fontions d'interpolations ayant un support isotrope (irulaire) et en-
trées sur les nouveaux éhantillons. Il n'y a pas réellement de maillage don pas de
onnetivité à transmettre.
Plus réemment, Demaret et al. [DDI06℄ proposent de onstruire une triangula-
tion de Delaunay à partir d'un petit nombre de pixels  signiants  hoisis de façon
adaptative qui deviennent les n÷uds du maillage. L'algorithme séletionnant les pixels
signiants est un algorithme glouton. Il s'agit d'éliminer un par un les pixels les moins
signiants en se basant sur l'erreur quadratique d'approximation produite par la sup-
pression de haque pixel et paire de pixels. Notons que le alul d'une triangulation
de Delaunay après suppression d'un sommet peut se faire rapidement à partir de la
triangulation de Delaunay ourante. Comme une triangulation de Delaunay peut être
reonstruite uniquement à l'aide des positions des sommets, auune onnetivité ne doit
être transmise.
Connetivité régulière. Considérons maintenant le as où la onnetivité du maillage
est ontrainte pour limiter son oût. La ontrainte la plus forte pour un oût nul est la
régularité sur tout le domaine image. Terzopoulos et Vasilesu [TV91℄ par exemple pro-
posent de ouvrir le domaine image ave un maillage triangulaire régulier dont haque
arête est assimilée à un ressort. Le nombre de n÷uds est xé a priori et la onstante de
haque ressort dépend d'une observation loale liée au gradient. L'ensemble de tous les
ressorts forme un système physique dont l'état d'équilibre est reherhé réursivement.
Dans [LW95℄, Lee et Wang proposent quant à eux de minimiser une énergie d'in-
terpolation. Pour un ensemble donné de positions des n÷uds, l'énergie d'interpolation
est l'erreur quadratique totale d'approximation dans le domaine image. Les auteurs
préfèrent exprimer ette énergie dans le domaine maître où le maillage est xe et les
fontions de forme bien dénies. L'énergie est minimisée en annulant sa dérivée. Une
énergie ressort appelée énergie déformation (voir Wang et Lee [WL94℄ et hapitre 3) est
ajoutée pour ontrler la déformation du maillage.
Les travaux de Jansen et al. [JCLB01℄ sont en marge des deux travaux préé-
dents. Les auteurs onsidèrent l'image omme une surfae 3D et adoptent une approhe
 bottom-up  pour onstruire une surfae de subdivision adaptée. A haque étape, de
nouveaux n÷uds sont positionnés au entre des arêtes 3D puis sont déplaés dans la
diretion de la normale à la surfae en adoptant une heuristique propre aux  Normal
Meshes  de Guskov et al. [GVSS00℄.
Connetivité semi-régulière. Pour atteindre une ertaine qualité d'approximation
dans une région donnée de l'image, le nombre de n÷uds (et de faettes) néessaires
dépend du ontenu de la région. Une zone homogène néessitera par exemple moins de
n÷uds qu'une région présentant un ontour. Lorsque de fortes disparités existent dans
l'image, il peut don être avantageux de onstruire un maillage semi-régulier. Dans
les travaux de Lee et Wang [LW95℄, une approhe  bottom-up  adaptive est ainsi
proposée. A haque étape, une maille est subdivisée dans les deux as suivants : soit
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elle ontient une zone homogène mal approximée (au sens de l'erreur d'interpolation),
soit elle ontient un ontour. Si la maille ontient une zone homogène bien approximée
ou une zone texturée, elle n'est pas subdivisée. Le hoix de ne pas subdiviser la maille
dans une région texturée vient de l'observation faite par les auteurs que les erreurs dans
les régions texturées ne détériorent pas signiativement la pereption visuelle. Pour
lassier les régions, Lee et Wang utilisent des desripteurs statistiques omme eux
présentés par Vaisey et Gersho [VG92℄. Les déisions de subdiviser ou non une maille
sont enregistrées dans une struture en Quadtree.
De la même façon, Lehat et al. [LLS99℄ onstruisent un maillage de façon hiérar-
hique. A haque étape, la déision de subdiviser ou non une maille dépend de l'inva-
riane loale, du ontraste et de l'erreur quadratique de reonstrution. Les valeurs et
positions nodales sont également mises à jour.
L'approhe proposée par Marquant et al. [MPL00b℄ se distingue des approhes pré-
édentes ar elle prend en ompte le oût de la onnetivité (arbre de déisions). En
outre, dans ette méthode les positions des n÷uds à un niveau hiérarhique donné sont
xes et onnues a priori de sorte que seul l'arbre de déisions doit être transmis (auune
géométrie ne doit être transmise).
Citons enn la démarhe proposée par Brangoulo [Bra05b℄ qui s'artiule en trois
temps. Dans un premier temps, une arte de saillane de l'image est onstruite en
s'appuyant sur les sous-bandes ondelettes [LLMD06℄. Cette arte permet d'extraire un
ensemble de points saillants. Dans un seond temps, une triangulation de Delaunay
est réée en onsidérant haque point saillant omme un sommet. Enn, haque maille
de la triangulation est ranée régulièrement en fontion de son ontenu à l'aide d'un
proessus de subdivision prohe de elui de Lehat et al. [LLS99℄.
2.4 Compression
2.4.1 Codage des sous-bandes
Dans les setions préédentes, nous avons présenté diérentes représentations adap-
tatives d'une image basées sur la déformation de l'ondelette. Leur résultat en termes
d'approximation non linéaire a été préisé lorsqu'il était onnu. Au premier hapitre,
nous avons souligné que e résultat, souvent établi théoriquement pour une lasse
d'images partiulières, ne onditionne pas totalement la performane nale en om-
pression sur des images naturelles. Cei a été illustré ave l'exemple de la transformée
en ondelettes standard : elle présente un résultat d'approximation sous-optimal mais les
propriétés statistiques des sous-bandes d'ondelettes permettent à des odeurs omme
EZW, SPIHT ou EBCOT d'exploiter eaement les résidus de orrélation. La question
est de savoir si de tels odeurs peuvent être appliqués aux sous-bandes générées par les
nouvelles représentations.
Dans le as des shémas de lifting diretionnel [DWL04, DWW
+
07, WZVS06, Cha05b℄,
les sous-bandes générées ont la même forme que dans une déomposition en ondelettes
dyadique. Elles peuvent don être enodées ave un odeur ondelettes sans modia-
tion avanée. Cei permet en partiulier aux auteurs de omparer leur tehnique ave
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JPEG2000. Dans le as des Diretionlets [VBLVD06℄, la déomposition génère des sous-
bandes dont la taille n'est pas dyadique. Cei est dû à l'utilisation d'un niveau de dé-
omposition diérent dans les deux diretions données par la lattie Λ. L'auteur propose
alors une extension de l'algorithme EZW qui modie les relations entre un n÷ud parent
et sa desendane dans un arbre de zéros. Le nombre d'enfants dépend ainsi du ratio
d'aspet hoisi. En outre, les enfants sont situés sur une version sous-éhantillonnée de
la lattie Λ.
Dans le as où la transformation en ondelettes se fait sur des blos déformés [TZ94b,
PM05℄, les sous-bandes générées ne sont pas dénies sur des grilles dyadiques arrées
après déomposition. Dans [TZ94b℄, Taubman et Zakhor utilisent un odage DPCM
( Dierential Pulse Code Modulation ) pour la sous-bande basse fréquene puis en-
odent les autres sous-bandes à l'aide d'un odage à longueur variable. Notons qu'il serait
ependant possible de replaer les éhantillons sur des grilles dyadiques après déom-
position par déformation inverse pour utiliser un odeur ondelettes omme JPEG2000.
Dans le as des Bandelettes, le proédé de Bandelettisation dérit plus haut rend la
struture des oeients de Bandelettes plus omplexe à modéliser que elle des oef-
ients d'ondelette. Ainsi, dans [PM05℄ Le Penne et Mallat hoisissent de oder les
sous-bandes quantiées de bandelettes à l'aide d'un odeur arithmétique sans inor-
porer les ontextes propres à JPEG2000. La méthode est alors omparée à un odeur
ondelettes équivalent. Dans [Pey05b℄, Peyré utilise également un odage arithmétique
des oeients quantiés et souligne la omplexité de onstruire des ontextes adaptés
à la struture des oeients en bandelettes. Il fournit néanmoins une omparaison de
la transformée en Bandelettes seonde génération par rapport à JPEG2000 en termes
de PSNR et ne note pas de gain signiatif sur e plan.
Enn, notons que des appliations à la ompression s'appuyant sur la transformée en
Contourlets présentée en setion 2.1 ont aussi été étudiées. Rappelons que ette trans-
formée est non adaptative et onsiste à analyser haque sous-bande haute fréquene
d'une pyramide Laplaienne selon plusieurs diretions en ombinant ltres en éven-
tail et sous-éhantillonnage diretionnel sur latties. Les travaux d'origine n'orent pas
d'appliation en ompression. Plus réemment, Eslami et Radha [ER04℄ ont proposé
d'eetuer le ltrage diretionnel sur les sous-bandes obtenues ave une déomposition
lassique en ondelettes. La déomposition est non redondante et les sous-bandes peuvent
être enodée à l'aide d'un algorithme similaire à SPIHT. Les résultats numériques de
ompression sont en-dessous de eux obtenus ave les ondelettes standards sur l'en-
semble de la gamme de débits. Chappelier et Guillemot [CGM04b℄ proposent quant à
eux de n'eetuer la transformée en Contourlet que sur un nombre limité de niveaux
de la pyramide Laplaienne, puis de poursuivre ave une déomposition standard. Cei
permet de ontrler la redondane de la transformée. Les auteurs réalisent une série de
tests de ompression en odant les sous-bandes ave un odeur de type EZBC adapté à la
transformée en Contourlets. Une optimisation similaire à elle eetuée dans JPEG2000
est réalisée. Ils notent un léger gain objetif à bas débit pour des images possédant des
aratéristiques diretionnelles. Les performanes hutent à haut débit du fait de la
redondane de la transformée.
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2.4.2 Remarques sur la  salabilité 
Nous avons vu au hapitre 1 que la salabilité est un enjeu important des reherhes
en ompression. JPEG2000 est apable de générer de façon très performante un ux
 salable  spatialement et en SNR. Il est essentiel que les nouveaux odeurs onservent
es propriétés. Pourtant, la problématique de ompression salable est peu mentionnée
dans les artiles onsarés aux ondelettes seonde génération. Les paramètres sont en
général optimisés pour atteindre un débit ible et non pour réer un ux salable.
Intéressons nous aux apaités de es méthodes en termes de salabilité.
Dans un premier temps onsidérons que la salabilité géométrique n'est pas un pré-
requis. La salabilité SNR ne pose a priori pas de problème ar les odeurs de sous-
bandes proposés permettent quasiment tous un odage progressif. Egalement, la majo-
rité des représentations présentées préédemment sont multi-éhelles et se prêtent don
bien à un odage salable spatialement. Remarquons simplement que les sous-bandes de
basses fréquenes générées par les transformées en Diretionlets [Vel05b℄ ne respetent
pas le ratio d'aspet de l'image d'origine. Cei est dû au sous-éhantillonnage sur une
lattie
3
et empêhe une salabilité spatiale naturelle.
Dans un adre de odage omplètement salable, toutes les informations doivent
être enodées de manière salable et ela inlut la géométrie. Au niveau du déodage,
la qualité et la préision de la géométrie doivent être adaptées à la résolution spatiale
et à la distorsion visuelle. La plupart des études itées préédemment ne prennent pas
et élément en onsidération. Ainsi, l'optimisation Lagrangienne dérite plus haut es-
time une géométrie dans un blo pour une résolution spatiale (la résolution du blo) et
SNR (le lagrangien λ) données. Pour représenter la géométrie dans un blo sur plusieurs
niveaux de résolution, il faut dénir et aluler de nouveaux paramètres pour haque ni-
veau de déomposition ondelettes. Le plus souvent, pour limiter le oût de la géométrie,
les auteurs alulent des paramètres au niveau de résolution le plus n et ré-utilisent
es mêmes paramètres pour les niveaux suivants. Il n'y a don pas de salabilité en
géométrie. Dans ertains as partiuliers omme la déomposition en Bandelettes se-
onde génération ou la déomposition en Wedgelets, des paramètres géométriques sont
ependant alulés sur plusieurs niveaux de résolution, permettant ainsi la salabilité
géométrique.
Pour ne pas avoir à oder la géométrie sur plusieurs niveaux de résolution, une
solution onsiste à la oder au niveau de résolution le plus n puis à la déoder ave perte.
Néanmoins, ette solution onvient mal aux tehniques basées sur un ltrage diretionnel
dans le domaine image. En eet, lors de la déomposition, les oeients d'ondelettes
à haque niveau sont déterminés en opérant un ltrage dans une orientation donnée.
Supposons que ette orientation soit déodée ave une légère perte. Lors de la synthèse,
ette perte aura un impat d'autant plus important sur la qualité de l'image reonstruite
que le nombre de niveaux de déomposition sera élevé, les erreurs de reonstrution se
umulant à haque niveau.
En revanhe, la solution de déoder la géométrie ave perte onvient bien aux mé-
thodes basées sur des déformations de blos. En eet, dans es méthodes, la géométrie
3
Le ratio d'aspet obtenu après une déomposition est donné par les veteurs de la matrie MΛ.
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est extraite lors de la déformation des blos et n'est pas utilisée lors de la déomposition
en ondelettes qui se fait selon les diretions horizontale et vertiale. Les blos déformés
peuvent don être reonstruits sans perte. Les pertes sur la géométrie n'ont d'impat
qu'au moment de la déformation inverse des blos. Cette propriété est exploitée par
Le Penne et Mallat dans la toute première onstrution des Bandelettes [PM00℄. Les
auteurs notent qu'à bas débits une trop large part de la bande passante est aetée
aux ourbes géométriques. Ils proposent don de les déoder ave perte pour pouvoir
aeter plus de débits aux oeients de Bandelettes. Les auteurs remarquent que ette
perte a un impat fort sur le PSNR mais n'aete guère la qualité visuelle des blos
reonstruits. On notera ependant que les Bandelettes traitent les blos d'une image
indépendamment. Lorsqu'un ontour traverse la frontière entre deux blos, une perte
géométrique dans haque blo provoque don des ruptures de ontinuité visibles à l'÷il.
Pour nir, observons que la problématique de salabilité se simplie grandement
lorsque l'image est ré-éhantillonnée par un maillage. En eet, omme nous l'avons vu
au ours de e hapitre, un maillage qu'il soit régulier ou irrégulier peut être déomposé
sur plusieurs niveaux de résolution. Cei permet de réer un ux salable spatialement
pour les intensités et les positions des sommets.
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Conlusion
Dans e hapitre, nous nous sommes intéressés à diérents outils antérieurs per-
mettant d'intégrer la dimension géométrique au noyau de représentation. Nous avons
distingué les noyaux xes des noyaux adaptatifs. Les noyaux xes ont une géométrie
indépendante de l'image à analyser. Ils peuvent don représenter l'image sans paramètre
d'adaptation annexe. Les noyaux adaptatifs quant à eux sont formés à l'aide de para-
mètres géométriques annexes. Une façon de réer un noyau adaptatif est de déformer
l'ondelette séparable en fontion du ux géométrique loal.
Diérentes représentations adaptatives basées sur des modélisations loales du ux
géométrique ont don été présentées. Le ltrage sur une lattie permet une déomposi-
tion diretionnelle de même omplexité que la déomposition par ondelettes séparables
lassique. Le lifting orienté autorise la réation de nouveaux éhantillons interpolés et
reste sans perte. La déformation de blo autorise les pertes numériques pour permettre
un suivi préis des lignes de ux. Nous avons vu également que le ratio d'aspet de
l'ondelette pouvait être modulé en jouant sur les niveaux de déomposition dans les
deux diretions de ltrage.
Nous nous sommes ensuite intéressés à des modélisations globales de la géométrie.
La struture en Quadtree a été mise en avant ainsi que la manière de la onstruire
par optimisation débit-distorsion. Nous avons ensuite fait un fous sur la représenta-
tion par maillage qui permet de onstruire une approximation par éléments nis des
images. Lorsque le maillage est régulier, ette approximation peut être représentée sur
diérents niveaux de résolution, par exemple en adaptant l'ondelette à la nouvelle grille
d'éhantillonnage.
En termes d'approximation non linéaire, la plupart des approhes itées dans e ha-
pitre apportent un gain signiatif par rapport à l'approximation en ondelettes. Dans
un adre de ompression, le gain dépend beauoup de l'approhe et de la gamme de
débits iblée. Pour être juste, la omparaison doit se faire ave le odeur de l'état de
l'art qui est JPEG2000. D'une manière générale, les odeurs basés sur une transformée
adaptative montrent des gains visuels intéressants lorsque l'image possède des araté-
ristiques géométriques. Ce gain visuel est surtout signiatif dans les bas débits jusqu'à
0.5 bpp où l'on note une rédution des eets de pixellisation et de  ringing  autour
des ontours. Notons que les ourbes de PSNR ne traduisent pas forément e résultat
visuel. Dans les hauts débits, lorsque la transformée est sans perte les performanes ob-
jetives de JPEG2000 sont en général maintenues. Par ontre, lorsque la déomposition
s'appuie sur un ré-éhantillonnage de l'image, les performanes objetives sont moins
bonnes.
Dans un adre de ompression salable, les performanes des méthodes sont peu
mises en avant. Certaines déompositions adaptatives produisent des sous-bandes qui
peuvent être enodées par le odeur EBCOT de JPEG2000. Cei permet de onserver
les bonnes propriétés du odeur, dont la salabilité spatiale et en qualité. D'une manière
générale, la plupart des transformées étant multi-éhelles, la salabilité spatiale semble
naturelle. Il serait ependant intéressant d'évaluer la pertinene visuelle des images de
basses résolution spatiales générées. La salabilité SNR quant à elle peut souvent être
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mise en ÷uvre par un odage en plans de bits. Lorsque la géométrie est multi-éhelles,
elle peut aussi être enodée et déodée de manière salable mais ei néessite de al-
uler des paramètres à haque éhelle.
Dans le hapitre 4, nous dérirons une nouvelle tehnique pour le odage adap-
tatif d'une image. A la manière des méthodes par déformation de blos, ette tehnique
s'appuie sur un ré-éhantillonnage de l'image suivi par une déomposition lassique
horizontale-vertiale. A la diérene des méthodes par blos, nous représentons la dé-
formation par un maillage déformable. Cei permet d'eetuer une déformation ontinue
sur tout le domaine image et d'éviter ainsi un traitement partiulier sur les bords des
blos.
Dans les travaux antérieurs, le maillage déformable a surtout été utilisé pour estimer
un mouvement entre deux images. Avant d'exposer nos travaux sur l'image xe, nous
présentons dans le hapitre suivant les outils antérieurs qui permettent de modéliser
le mouvement dans une vidéo et don de s'adapter au ontenu temporel. Cei nous
permet en partiulier d'introduire le maillage déformable et les tehniques d'estimation
existantes. Nous montrons également qu'il existe diérentes façons d'exploiter le mou-
vement dans un adre de odage. Nous revoyons ainsi le odage préditif et ertains
shémas par analyse-synthèse proposés dans le passé. Nos travaux des hapitres 4 et 5
s'insrivent dans la ontinuité de es shémas par analyse-synthèse.
Chapitre 3
Adaptivité temporelle dans les
odeurs vidéo : outils antérieurs
Une vidéo naturelle est un signal 2D+t qui possède des orrélations dans l'espae
mais aussi le temps. Au hapitre 2, nous avons dérit diérents outils permettant de
modier le noyau d'analyse en fontion du ontenu spatial d'une image xe. Nous nous
penhons maintenant sur les orrélations existant le long de l'axe temporel dans le
as d'une séquene vidéo. En eet, tout omme la géométrie dénit des trajetoires
de régularité spatiale dans le as d'une image xe, le mouvement apparent dénit des
trajetoires de régularité temporelle dans le as d'une vidéo. Très tt, l'exploitation de
e mouvement a paru intuitive et a été inluse dans les premières normes. Le prinipe est
semblable au as 2D : il s'agit d'orienter et d'allonger le noyau d'analyse temporel le long
des lignes de ux optique. Dans e hapitre, nous dérivons ertains outils antérieurs
permettant la modélisation, l'estimation et l'exploitation du mouvement dans une vidéo.
3.1 Modélisation paramétrique du hamp de mouvement
3.1.1 Champ de mouvement unidiretionnel
Dans ette setion, nous onsidérons le hamp de mouvement déni par les variations
de la fontion It(x) entre deux instants : un instant ourant tc et un instant dit de
référene tr. Nous supposerons qu'il dénit pour haque pixel du domaine image Dtc
un veteur déplaement υtc→tr(x) donnant la diretion de régularité maximale entre les
deux instants
1
. A partir de e hamp de mouvement, il est possible de prédire l'image
Itc à partir de Itr . L'image prédite est notée I¯tc . Elle est donnée par :
I¯tc(x) = Itr(x + υ
tc→tr(x)) ∀x ∈ Dtc (3.1)
La prédition de Itc à l'aide d'un hamp de mouvement et d'une image de référene est
aussi appelée ompensation en mouvement. I¯tc est l'image ompensée résultante.
1
Notons qu'en toute rigueur le hamp de mouvement réel peut rarement être déni partout sur le
domaine image, notamment du fait des zones à oultation.
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Dans la suite, nous allons présenter diérents modèles pour représenter un hamp de
mouvement entre deux images. Cette modélisation doit satisfaire le même ompromis
entre adaptivité et parimonie que la modélisation géométrique vue au hapitre 2. Ii,
l'adaptivité est la apaité à représenter une large gamme de mouvements. Elle peut se
mesurer en évaluant la prédition de l'image Itc à l'aide d'un ertain ritère (en général,
l'erreur quadratique ou la somme des diérenes absolues). Les modèles présentés i-
dessous assoient un mouvement à des blos de pixels. Ils se distinguent par le nombre
de paramètres disponibles pour aratériser le mouvement et par les ontraintes de
régularité sur le domaine image.
Comme nous le verrons dans la setion 3.3 et dans nos travaux exposés au hapitre 5,
ertains algorithmes s'intéressent aussi à la qualité de l'image reonstruite à l'instant
de référene tr en inversant la ompensation en mouvement. Or, du fait des zones à
oultation qui génèrent des disontinuités dans le hamp de mouvement réel, le hamp
inverse ne peut être déni partout de façon orrete. Nous tâherons don également de
diérenier les modèles en fontion de la qualité de reonstrution qu'ils permettent.
3.1.2 Modèle translationnel par blos
Considérons une partition du domaine image Dtc en blos de taille onstante. Cette
partition est notée B. Le modèle de mouvement par blos le plus largement utilisé
(notamment dans les normes) assoie à tous les pixels d'un blo b ∈ B le même veteur
mouvement noté υtc→trb (gure 3.1). Pour haque pixel x dans un blo b ∈ B, l'image
prédite I¯tc est alors donnée par :
I¯tc(x) = Itr(x + υ
tc→tr
b ) (3.2)
Pour simplier les notations, nous noterons dans la suite υtc→trb = υb. En utilisant e
modèle, on suppose que haque blo de l'image est animé d'un mouvement de transla-
tion. L'adaptation au ux optique dépend don de la taille des blos : plus ils sont petits,
plus l'hypothèse a des hanes d'être validée. Dans les standards vidéo, une image est
déoupée en blos de taille 16×16 dits maro-blos. Pour permettre une meilleure adap-
tation aux disparités du hamp de mouvement, des modes ont été introduits. Chaque
mode onsiste en un re-déoupage partiulier de haque maro-blo en blos de taille
variable et est hoisi pour optimiser un ritère débit-distorsion [Ri03℄.
Le modèle de mouvement par blos bénéie de plusieurs avantages. En partiulier,
puisque haque blo se déplae indépendamment de ses voisins, un tel modèle s'avère
très eae pour représenter les disontinuités de mouvement aux frontières des objets.
D'autre part, un seul paramètre est néessaire pour représenter le mouvement dans un
blo e qui limite le suroût de l'adaptivité. Enn, le déoupage en blos permet un
traitement des blos en parallèle e qui a abouti à des implémentations VLSI ( Very-
Large-Sale Integration ) à faible omplexité.
Un tel modèle présente aussi quelques limitations. Notamment, il s'avère inadapté
dès qu'un objet de la sène est animé d'un mouvement de rotation ou de remise à
l'éhelle (dans le as d'un zoom par exemple). En outre, le déplaement indépendant
de blos voisins peut générer des disontinuités à la frontière de es blos dans l'image
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Fig. 3.1 : Modèle translationnel par blos et zones problématiques lors d'une ompensation
en mouvement inverse.
prédite. Lors d'une approximation, ei se traduit par un phénomène de blos désa-
gréable. Ce phénomène peut être réduit en utilisant un ltre de  debloking  après
ompensation [Wie03, ZRMZ05℄. Une autre solution onsiste à utiliser le modèle par
blos reouvrants présenté dans le paragraphe suivant.
Le hamp de mouvement déni par un modèle par blos n'est pas réversible ar pas
bijetif. Plus préisément, si l'on souhaite reonstruire une intensité en haque pixel de
l'image Itr à partir de I¯tc , on se heurte à deux problèmes. D'une part, ertains pixels de
Dtr n'ont pas de orrespondant dans Dtc . Ces pixels sont dits non onnetés (gure 3.1).
D'autre part, ertains pixels de Dtr ont plusieurs orrespondants dans Dtc . Ils sont dits
multiplement onnetés. La présene de pixels non onnetés s'explique essentiellement
par l'apparition de régions à l'instant tr qui sont oultées à l'instant tc. De tels pixels
ne peuvent don être reonstruits par la seule donnée de I¯tc . A ontrario, la présene
de pixels multiplement onnetés s'explique par l'oultation de régions à l'instant tr
qui sont apparentes à l'instant tc. Par dénition, plusieurs valeurs sont andidates pour
reonstruire l'intensité d'un tel pixel. Nous verrons en setion 3.3 omment les auteurs
gèrent es as.
3.1.3 Modèle translationnel par blos reouvrants
Le modèle de mouvement par blos reouvrants [OS94, SM00℄ noté OBMC pour
 Overlapped Blok Motion Compensation  a été proposé de manière à atténuer les
phénomènes de blos. Il est par exemple utilisé dans la norme H.263 [GFS97℄ et dans le
odeur basé-ondelettes proposé par le groupe VidWav dans le adre MPEG [AhG05℄.
Désormais, le domaine image Dtc est déoupé en blos qui se reouvrent omme le
montre la gure 3.2. Comme préédemment, à haque blo b de la partition est assoié un
et un seul veteur mouvement υb. L'élément distintif par rapport au modèle préédent
est que haque pixel de l'image à prédire est maintenant onneté à plusieurs positions
dans le domaine de référene.
Chaque pixel x ∈ Dtc peut en eet être assoié à une liste de veteurs mouvement
υbi où {bi} est l'ensemble des blos auxquels x appartient. Chaun de es veteurs
mouvements donne une valeur de prédition possible I¯tc,i(x) = Itr (x + υbi). La valeur
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Fig. 3.2 : Modèle translationnel par blos reouvrants. Chaque pixel de l'image à prédire est
onneté à plusieurs positions dans le domaine de référene.
nale prédite est alors alulée en eetuant une ombinaison linéaire de es valeurs
andidates. En assoiant un ensemble poids {ωi} à l'ensemble des veteurs {υbi} vériant∑
i ωi = 1, on peut érire :
I¯tc(x) =
∑
i
ωi · I¯tc,i(x) =
∑
i
ωi · Itr (x+ υbi) (3.3)
D'après la formule préédente, on notera que la ompensation par blos reouvrants n'a
pas pour but de lisser le hamp de mouvement. Elle opère un lissage des intensités qui
permet d'atténuer les eets de blos. Le résultat dépend de la taille des blos reou-
vrants et des poids ωi. En général, le poids assoié au veteur υb d'un blo b dépend
de la distane du pixel au entre de e blo. Ce poids est déterminé par une fenêtre
de lissage qui vaut 1 au entre du blo et déroît en se déplaçant vers ses bords. Une
des problématiques de l'OBMC est de trouver un ompromis adéquat entre lissage du
phénomène de blos et onservation des disontinuités dans les zones à oultation no-
tamment. Certains papiers omme [AKOK92, OS94℄ ont montré que la fenêtre bilinéaire
ore les meilleures performanes parmi diérentes fenêtres xes.
Dans le as de l'OBMC, l'inversion de la ompensation reste un problème ouvert.
Observons simplement que le fait d'avoir des blos reouvrants limite le nombre de
pixels non onnetés et augmente le nombre de pixels multiplement onnetés. Des
outils simples pour gérer es zones seront utilisés au hapitre 5.
3.1.4 Blos déformables
3.1.4.1 Déformations d'un blo pour ompensation
Dans les deux modèles préédents, haque blo b est animé d'un mouvement de
translation aratérisé par un veteur mouvement υb. En notant (d1, d2) les ompo-
santes de e veteur, haque pixel x = (x, y) d'un blo dans Dtc peut ainsi être mis en
orrespondane ave une position x′ = (x′, y′) dans Dtr selon la transformation spatiale
à deux paramètres :
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w : Dtc → Dtr
(x, y) 7→ (x′, y′) = (x+ d1, y + d2)
(3.4)
Et l'image prédite à l'intérieur du blo dans Dtc s'érit :
I¯tc(x) = Itr(w(x)) ∀x ∈ b (3.5)
D'autres modèles de transformation peuvent être dénis pour englober une gamme
plus large de mouvement. Par exemple, la transformation ane à 6 paramètres est
donnée par :
w(x, y) = (a1x+ a2y + d1, a3x+ a4y + d2) (3.6)
En plus des translations, ette transformation permet de modéliser le mouvement de
rotation d'un blo mais aussi la déformation d'un blo (arré ou retangle) en un pa-
rallélogramme.
Dans les travaux que nous avons menés, à la fois pour l'image xe (hapitre 4) et pour
la vidéo (hapitre 5), nous avons utilisé la déformation de blos (faettes d'un maillage
quadrangulaire dans notre as) pour paramétrer des transformations bilinéaires. La
transformation bilinéaire a 8 paramètres s'érit :
w(x, y) = (a1x+ a2y + a3xy + a4, a5x+ a6y + a7xy + a8) (3.7)
Elle permet de modéliser des mouvements plus omplexes que la translation, omme
par exemple les hangements d'éhelle (zoom avant/arrière) dus au déplaement de la
améra ou les rotations. Elle est largement utilisée ar elle fournit en général de bons
résultats tout en limitant la omplexité des aluls. Les 8 paramètres peuvent être
déterminés par les positions des 4 sommets du blo dans Dtr .
Nous voyons don qu'il est possible de généraliser le modèle par blos pour repré-
senter des mouvements plus omplexes que la translation. Néanmoins, multiplier par 3
ou 4 le nombre de paramètres à transmettre par blo s'avère très oûteux. Pour limiter
le nombre de paramètres, on peut imposer des ontraintes de ontinuité aux frontières
des blos. Le maillage régulier et les modèles hybrides présentés i-après forent ainsi
des sommets de blos voisins à rester onnetés lors de la transformation spatiale. Le
degré de ontrainte xe le ompromis entre adaptivité et parimonie. Il détermine aussi
la proportion de pixels non onnetés et multiplement onnetés apparaissant lors d'une
ompensation inverse. Notons enn que les propriétés algébriques et géométriques des
transformations introduites i-dessus sont développées dans le livre de Wolberg [Wol94℄.
3.1.4.2 Gain et perte de résolution par rapport à tr
Supposons que l'image à l'intérieur d'un blo arré b dans Dtc soit prédite ave les
valeurs d'un blo de forme quelonque b′ dans Dtr , en utilisant par exemple l'une des
transformations i-dessus. Dans e paragraphe, nous nous intéressons à la qualité de
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|Jw| < 1|Jw| > 1
Fig. 3.3 : Perte et gain de résolution lors de la prédition.
la ompensation inverse obtenue en reonstruisant les valeurs du blo b′ ave la seule
donnée des valeurs prédites à l'intérieur du blo b. La qualité de la ompensation inverse
est notamment importante dans les shémas de odage par analyse-synthèse dérits au
paragraphe 3.3.3.3 et dans nos travaux présentés dans les hapitres suivants. Cette
qualité dépend prinipalement des hangements de résolution lors du passage de Dtr à
Dtc .
Ces hangements de résolution peuvent être mesurés loalement à l'aide du jaobien
Jw de la transformation w. La dénition du jaobien a été donnée au hapitre préédent
(paragraphe 2.3.4.1). Dans le as de la transformation ane, le jaobien est onstant
sur l'ensemble du blo et orrespond au rapport des aires de b′ et b. Dans le as de la
transformation bilinéaire, il dépend de la position à l'intérieur du blo b. Soit x un point
de Dtc . Les trois as suivants peuvent se produire :
 Si |Jw(x)| > 1 alors il y a une perte de résolution lors du passage deDtr àDtc . C'est
la onguration de la gure 3.3(a) où un blo b′ de l'image à l'instant de référene
est ompensé à l'instant ourant sur un blo b ontenant moins d'éhantillons. On
parlera aussi de ontration du blo.
 Si |Jw(x)| < 1 alors il y a un gain de résolution lors du passage de Dtr à Dtc . C'est
la onguration de la gure 3.3(b) où un blo b′ de l'image à l'instant de référene
est ompensé à l'instant ourant sur un blo b ontenant plus d'éhantillons. On
parlera d'étirement du blo.
 Si |Jw(x)| = 1, dans le as général il n'y a pas de hangement de résolution lors
du passage de Dtr à Dtc . Par exemple, si w est une translation ou une rotation,
alors son jaobien est unitaire. Notons que ette propriété ne garantit nullement la
reonstrution parfaite de b′. En partiulier, la rotation d'un blo dans le domaine
spatial se traduit également par une rotation dans le domaine fréquentiel. Comme
le support fréquentiel d'un signal disret est ompris dans un arré [−π, π]2, une
telle rotation implique forément une perte (gure 3.4). Notons enn qu'il existe un
as partiulier où |Jw(x)| = 1 n'est pas synonyme de onservation de la résolution.
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C'est le as où la déformation w est donnée par w(x, y) = (Kx, y/K) où K est une
onstante non nulle. Une telle déformation provoque un hangement de résolution
inverse dans les deux diretions mais a un jaobien unitaire.
ωy
ωx
Fre´quences perduesθ
−pi
pi
pi
−pi
|Jw| = 1
Fig. 3.4 : Pertes fréquentielles lors de la rotation d'un signal.
Si l'on souhaite reonstruire les valeurs de Itr sur b
′
ave la seule donnée des valeurs
ompensées sur b, alors les ré-éhantillonnages eetués lors de la ompensation et de
la ompensation inverse produisent néessairement la perte de ertaines fréquenes.
Cependant l'impat numérique et l'impat visuel de ette perte dépendent beauoup de
la valeur du jaobien et du ontenu du blo. Nous verrons pourquoi la prise en ompte
de es pertes est un dé important des méthodes par analyse-synthèse.
3.1.5 Maillage déformable ou  Control Grid Interpolation  CGI
Instant de re´fe´rence tr
xi
υx =
∑
i φi(x)υi
υi
x
Instant courant tc
Fig. 3.5 : Modèle de mouvement par maillage déformable.
Au hapitre préédent, nous avons vu que le maillage pouvait servir de grille d'éhan-
tillonnage adaptative pour approximer une image ave des éléments nis. Dans le as du
mouvement, le maillage est souvent utilisé omme un modèle déformable : les positions
de ses n÷uds déterminent le mouvement assoié à haque pixel entre l'instant ourant
et l'instant de référene. On parle aussi de grille de ontrle ( Control Grid ) [SB91℄.
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Dans e paragraphe, nous supposons que toutes les faettes du maillage sont onne-
tées et ouvrent le domaine image (gure 3.5). Notons Ns le nombre de sommets du
maillage. Les oordonnées xi = (xi, yi) d'un n÷ud i ∈ {1 . . . Ns} à l'instant ourant
sont xées a priori et les paramètres du modèle sont les positions orrespondantes no-
tées x′i = (x
′
i, y
′
i) à l'instant de référene. Le veteur mouvement assoié à un sommet i
est quant à lui noté υi. Ses omposantes sont données par la diérene entre les positions
du sommet aux deux instants, 'est-à-dire υi = (∆xi,∆yi) = x
′
i − xi. Étant donnés les
mouvements des n÷uds du maillage, le mouvement d'un pixel quelonque x du domaine
Dtc peut être interpolé à l'aide d'une fontion de forme 2D φ :
υx =
∑
i
φ(x− xi)υi (3.8)
Pour simplier les notations, nous noterons dans la suite φ(x − xi) = φi(x). Les om-
posantes d'un veteur mouvement en un pixel x quelonque s'érivent alors :
{
∆x =
∑
i φi(x) ·∆xi
∆y =
∑
i φi(x) ·∆yi
(3.9)
et l'image prédite I¯tc est donnée par :
I¯tc(x) = Itr (x+
∑
i
φi(x)υi) (3.10)
Cette expression peut être omparée à la prédition donnée par l'OBMC (3.3). Ii, 'est
le hamp de mouvement qui est lissé par la fontion de forme, et non les niveaux de
gris.
Les sommets du maillage sont reliés par des arêtes pour former des faettes, le plus
souvent triangulaires ou quadrilatérales. Dans le as du triangle, la fontion de forme
utilisée en général est linéaire, elle vaut 1 au entre d'un triangle et déroît linéairement
jusqu'à valoir 0 sur les arêtes. Cei revient à modéliser la déformation à l'intérieur
de la maille par la transformation ane donnée à l'équation (3.6). Ave e type de
transformation il est très simple de mettre en orrespondane deux positions même si
les triangles aux deux instants sont arbitraires. Dans le as du quadrilatère, la fontion de
forme bilinéaire est souvent hoisie. Si un arré à l'instant tc est mis en orrespondane
ave un quadrilatère quelonque à tr, il est aisé de aluler le mouvement des pixels
à l'intérieur de la faette. Cependant, lorsque les deux quadrilatères sont arbitraires,
le alul doit se faire en deux temps en passant par un arré ou un retangle, e qui
requiert le alul d'une fontion bilinéaire inverse non rationnelle. Ces onsidérations
sont traitées dans l'artile de Wang et Lee [WL96a℄.
Le maillage présente quelques avantages omparé aux modèles par blos déonnetés.
En partiulier, la transformation ane ou bilinéaire permet de modéliser des mouve-
ments plus omplexes que la translation tout en onservant un nombre similaire de
paramètres au total. La densité des n÷uds peut aussi être adaptée au mouvement loal
en utilisant par exemple une struture hiérarhique de type Quadtree [LW95℄. Dans e
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as la onnetivité du maillage n'est plus régulière et les déisions de subdiviser ou non
les branhes du Quadtree doivent être transmises en plus des positions des n÷uds.
Lorsque les faettes du maillage restent onnetées, elles dénissent des orrespon-
danes bijetives entre l'instant ourant et l'instant de référene sur l'ensemble du do-
maine image ontinu. De e fait, il est possible d'inverser les orrespondanes sans se
heurter au problème des pixels non onnetés ou multiplement onnetés. Dans le as
de mailles quadrangulaires, l'inversion des orrespondanes néessite un peu plus de al-
uls que dans le as de mailles triangulaires. Wang et Lee [WL96a℄ donnent les formules
permettant d'inverser les orrespondanes entre un arré et un quadrilatère quelonque.
L'inonvénient prinipal d'avoir des mailles partout onnetées est de ne pouvoir
modéliser que des mouvements ontinus sur le domaine image. Cei limite la qualité
de la prédition dans les zones à oultation où le mouvement réel est disontinu. Les
mouvements de rotation ne peuvent pas non plus être modélisés eaement. Pour
répondre à es limitations, l'idée est de asser la struture dans les zones mal prédites.
C'est par exemple l'atout du modèle SCGI introduit i-après.
3.1.6 Modèles hybrides SCGI et SOBMC
Pour mieux prendre en ompte les disontinuités de mouvement, diérentes mé-
thodes ont été proposées. Une solution onsiste à traiter les objets d'une sène séparé-
ment en leur attribuant haun un maillage propre. Cette solution a par exemple été
étudiée par Altunbasak [Alt97℄, Van Beek et Tekalp [BT97℄ ou enore Lehat [Le99b℄.
Elle s'intègre bien dans la norme MPEG-4 permettant un odage objets [MPE02℄. Une
autre solution onsiste à partir d'un maillage onneté sur tout le domaine image puis à
asser la struture uniquement dans les zones à oultations. C'est le onept de lignes
de rupture exploité par Marquant [Mar00℄ et Cammas [Cam04b℄. Le long d'une ligne de
rupture, le maillage est prolongé de part et d'autre et permet de modéliser des reou-
vrements ou déouvrements de zones. Notons ependant que toutes es méthodes ont
reours à une segmentation avant ou pendant l'estimation de mouvement. Les modèles
hybrides SCGI et SOBMC ne néessite pas de segmentation.
Le modèle SCGI pour  Swithed Control Grid Interpolation  est proposé par Ish-
war et Moulin dans [IM00℄. Le prinipe est illustré sur la gure 3.6. Désormais, le
mouvement d'une maille de l'instant ourant à l'instant de référene peut être modélisé
soit par une translation soit par une déformation (bilinéaire par exemple). Un label est
assoié au n÷ud supérieur gauhe de haque maille pour diter le hoix du modèle.
Considérons un n÷ud i. Dans la gure 3.6, un label 1 signie que tous les n÷uds de
la maille restent onnetés aux mailles inidentes lors de la transformation spatiale. Un
label 0 signie que les 3 n÷uds diérents de i se déonnetent du maillage pour suivre le
même mouvement que i. Par rapport au maillage régulier, on voit don qu'une nouvelle
information de onnetivité s'ajoute à la représentation. Cette information additionnelle
est ependant limitée à 1 bit par n÷ud. Le modèle SCGI ore en outre une meilleure
adaptivité au mouvement : il permet de modéliser des déformations ontinues (Label
1 : modèle CGI) tout en tolérant des assures lorsque le mouvement réel est trop dis-
ontinu (Label 0 : modèle BM). Ces assures apparaissent notamment dans les zones
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oultées. Elles permettent une meilleure prédition de l'image Itc . Bien sûr, le fait de
asser la struture refait apparaître le problème des pixels non onnetés ou multiple-
ment onnetés dans le as d'une ompensation inverse. Notons que dans [HMCP01℄,
une méthode similaire est suivie par les auteurs mais le hoix loal du modèle se fait
entre le CGI et l'OBMC.
Label = 1 - De´formation
Label = 0 - Translation
non connecte´s
Instant courant tc Instant de re´fe´rence tr
Fig. 3.6 : Prinipe du SCGI. Un label est assoié à haque blo pour déider s'il est mieux
prédit à l'aide d'une translation ou d'une déformation.
En suivant le prinipe de labellisation, Ishwar et Moulin [IM00℄ proposent éga-
lement un modèle hybride entre le Blok Mathing et l'OBMC appelé  Swithed
OBMC  SOBMC. Ii, le label (0 ou 1) détermine si un pixel à l'intérieur d'un blo est
prédit à l'aide d'une seule valeur en suivant le veteur mouvement du blo uniquement
(omme dans le as du BM), ou de plusieurs valeurs en suivant les veteurs mouvement
des blos voisins (omme dans le as de l'OBMC). Les auteurs omparent l'eaité
des modèles hybrides SCGI et SOBMC par rapport au BM, à l'OBMC et au maillage
régulier (CGI) dans une appliation de odage vidéo. Leurs résultats semblent suggérer
que le SCGI apporte le meilleur ompromis débit-distorsion sur une large gamme de
débits et de formats d'image.
3.2 Estimation des paramètres de mouvement
Dans ette setion, nous nous onentrons sur l'estimation des paramètres de mouve-
ment lorsque le modèle hoisi est l'un de eux dérits préédemment. De très nombreuses
approhes existent pour estimer le mouvement. Le livre référene de Tekalp [Tek95℄ s'ar-
rête sur les approhes les plus ommunes : les méthodes basées sur l'équation du ux
optique, elles basées blos (blok-mathing et orrélation de phase), les méthodes dites
 pel-réursives  basées sur le ranement itératif des veteurs déplaements ou enore
les méthodes Baysiennes basées sur des modèles probabilistes. Ii, nous nous penhons
sur un nombre limité de tehniques que nous avons implémentées dans le adre des
travaux présentés au hapitre 5.
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3.2.1 Blok Mathing
L'algorithme de  Blok Mathing  est l'outil d'estimation le plus utilisé en pratique
du fait de sa failité d'implémentation logiielle et matérielle. Considérons une partition
en blos du domaine image à l'instant ourant. L'estimation du déplaement d'un blo
b est guidée prinipalement par deux ritères [Tek95℄ :
Le ritère de mise en orrespondane. Les tehniques de Blok Mathing om-
parent deux blos pixel à pixel. Plusieurs ritères peuvent être hoisis : orréla-
tion roisée (ovariane), erreur quadratique moyenne (EQM), diérene absolue
moyenne (MAD), nombre de pixels orrespondants ( mathing pel ount ). . .
L'EQM et la MAD sont les deux ritères les plus utilisés dans la littérature et
orrespondent respetivement à l'hypothèse d'une distribution Gaussienne ou La-
plaienne a l'intérieur du blo. En utilisant la MAD omme ritère, le but de
l'algorithme est de trouver le veteur mouvement υ⋆b qui satisfait :
υ⋆b = argmin
υb
∑
x∈b
|Itc(x)− Itr(x + υb)| (3.11)
La stratégie de reherhe. Plusieurs stratégies peuvent être appliquées pour re-
herher le veteur υ⋆b dans une fenêtre de reherhe pré-dénie. La tehnique la
plus basique est de faire une reherhe exhaustive. Si ette tehnique permet de
trouver le veteur optimal, elle est aussi très gourmande en temps (et aluls) en
partiulier si la reherhe est faite ave une préision sous-pixellique. Il est souvent
néessaire de trouver un juste ompromis entre omplexité et préision de l'esti-
mation. C'est pourquoi des stratégies de reherhe itératives ont été proposées.
Initialement le veteur nul est hoisi omme optimal. L'idée est de tester un même
nombre (limité) de andidats autour du veteur optimal ourant à haque itéra-
tion mais en réduisant progressivement la fenêtre de reherhe (gure 3.7). C'est
le prinipe des proédures de reherhe dites  n-step searh  [KIH
+
81, LZL94℄,
 log-D searh  [JJ81℄,  ross searh  [Gha90℄ ou  diamond searh  [ZM00℄.
Une reherhe itérative par desente en gradient peut également être mise en
plae [LF96℄.
Lorsque l'instant ourant et l'instant de référene sont très éloignés, il est néessaire
d'agrandir la fenêtre de reherhe. Dans e as, pour aélérer l'estimation une tehnique
hiérarhique s'appuyant sur la pyramide multi-résolutions des images peut être utilisée.
La résolution la plus petite permet d'estimer de grands déplaements (relativement à
la résolution d'origine). Ces déplaements servent à initialiser l'estimation au niveau de
résolution supérieur et ainsi de suite jusqu'à obtenir une préision pixellique ou sous-
pixellique à la résolution de l'image. On parle de tehnique multi-résolutions.
Notons enn qu'une tehnique d'estimation hiérarhique peut également être mise
en plae pour limiter les disontinuités de mouvement entre des blos voisins. Cette
tehnique revient à estimer le mouvement de blos dyadiques à haque niveau d'une
partition en Quadtree. L'estimation ommene à un niveau du Quadtree sur des blos
de grande taille. Au niveau suivant, le mouvement de haque blo est initialisé ave
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Fig. 3.7 : Trois stratégies de reherhe du déplaement optimal.
le mouvement du blo parent puis est rané en poursuivant l'estimation. On parle de
tehnique multi-grilles. En suivant une approhe lagrangienne, similaire à elle dérite
au hapitre préédent paragraphe 2.3.2, il est également possible d'adapter loalement
la taille du blo en fontion du ompromis débit-distorsion désiré.
3.2.2 OBME
Si l'on souhaite eetuer une ompensation par blos reouvrants, les veteurs es-
timés lors d'un Blok Mathing ne orrespondent plus à l'erreur de prédition réelle-
ment observée. C'est pourquoi des tehniques d'estimation spéiques au modèle OBMC
existent. Elles peuvent omme les tehniques préédentes intégrer un ompromis entre
erreur de prédition et oût des veteurs. Un éventail de es algorithmes est donné par
Su et Mersereau [SM00℄. Le problème prinipal d'une telle estimation est que le dé-
plaement d'un blo modie l'erreur de prédition dans tous les blos voisins. De e
fait une dépendane non-ausale existe entre les veteurs mouvement voisins, e qui
signie qu'auun algorithme tournant en temps polynomial ne peut estimer les veteurs
optimaux de tous les blos [CW96℄.
L'algorithme de Blok Mathing fenêtré WBMA [NO92℄ est une simple extension
du BMA. Le WBMA estime le mouvement d'un blo reouvrant b indépendamment de
ses voisins. Si on érit φ la fontion de forme dénie sur le blo et qui vaut 1 en son
entre, le WBMA herhe à réduire l'erreur de prédition sur b dénie par :
E(υb) =
∑
x∈b
{φ(x)[Itc(x)− Itr(x + υ)]}2 (3.12)
D'autres algorithmes proposent d'estimer le mouvement des blos selon un ordre de
parours bien déni, par exemple de type raster [SM97℄ ou en damier [KCK96℄. Le
mouvement du blo ouramment traité est alors alulé en prenant en ompte les mou-
vements des blos voisins déjà onnus.
Enn, des algorithmes itératifs existent : après une initialisation des veteurs (par
exemple en utilisant un BMA ou WBMA), le prinipe est de segmenter le hamp de
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veteurs en diérents groupes disjoints. Pour haque groupe, une estimation OBME
est eetuée en xant les autres groupes. Le proédé se répète jusqu'à onvergene (ou
jusqu'à e qu'un nombre maximal d'itérations soit atteint). Par exemple, l'algorithme
ICM ( Iterative Conditional Mode ) [OS94, AKOK92℄ propose de diviser le hamp
de mouvement en quatre groupes dénis de sorte que, étant donnés trois groupes, les
blos dans le quatrième groupe ne se reouvrent pas. L'algorithme s'appuie sur la théo-
rie des hamp de Markov. Il est adapté à des implémentations parallèles et onverge
rapidement, mais il est aussi gourmand en aluls, très sensible à l'initialisation des
veteurs et aboutit fréquemment à un minimum loal. L'algorithme IRow ( Iterative
Row Optimization ) [CW96℄ propose une alternative en optimisant les veteurs par
rangée. Il s'appuie sur une programmation dynamique et réduit la probabilité de rester
bloqué en un minimum loal.
3.2.3 Maillage régulier
3.2.3.1 Estimation type mathing
Dans les algorithmes de Blok Mathing préédents, le veteur mouvement d'un blo
est reherhé parmi plusieurs andidats possibles qui sont testés tour à tour par rapport
au ritère hoisi. Le même type de méthode peut être mis en plae pour estimer le
mouvement ave un maillage régulier. On rappelle que dans le as du maillage régulier,
les paramètres à estimer sont les positions des n÷uds dans le domaine référene Dtr . Tous
les blos (ou mailles) sont inter-onnetés et animés d'un mouvement de déformation.
Si un n÷ud se déplae dans Dtr , il modie la prédition de plusieurs mailles dans
Dtc . Le domaine d'inuene d'un n÷ud dépend du support de la fontion de forme
introduite à l'équation (3.8). Du fait de la dépendane entre mailles, une reherhe
exhaustive voudrait que l'on onsidère toutes les ombinaisons possibles de déplaements
des n÷uds, e qui n'est pas raisonnable en pratique.
Dans [SB91℄, Sullivan et Baker proposent une alternative. Le prinipe est de déplaer
haque n÷ud l'un après l'autre - en xant tous les autres - de façon à minimiser un
ritère de orrespondane sur le domaine d'inuene du n÷ud ourant uniquement. Pour
e faire, on teste de façon exhaustive tous les déplaements possibles du n÷ud dans une
fenêtre de reherhe donnée. Puisque le déplaement d'un n÷ud peut modier la position
optimale de ses voisins, la méthode proposée est itérative. Un ag noté loal_opt est
assoié à haque n÷ud et spéie si l'optimum loal est atteint. A haque itération,
uniquement les n÷uds dont le tag est false sont onsidérés. Si le déplaement optimal
ourant trouvé est identique à elui de l'itération préédente, le tag est mis à true.
Sinon, le tag est mis à false, ainsi que les tags de tous les n÷uds dans le voisinage N
du n÷ud ourant. L'algorithme s'arrête lorsque tous les tags sont true ou qu'un nombre
maximal d'itérations a été atteint (voir l'algorithme 1 donné i-dessous).
Dans l'approhe proposée par Sullivan et Baker, les faettes du maillage sont qua-
drangulaires. Une tehnique similaire a été proposée par Nakaya et al. [NH91℄ pour un
maillage triangulaire. Elle est appelée  Hexagonal Searh  ar le voisinage N du n÷ud
ourant omprend maintenant 6 n÷uds. La seule diérene notable est que le dépla-
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ement des n÷uds est initialisé ave une tehnique de Blok Mathing. L'Hexagonal
Searh a ensuite été largement repris, par exemple par Altunbasak et al. [AT97a℄ qui y
ont ajouté une tehnique de relaxation multi-grilles pour aélérer les aluls.
Notons enn que des tehniques d'estimation hiérarhique s'appuyant sur la mise
en orrespondane ont également été développées. Citons en partiulier les travaux
de Huang et Hsu [HH94℄ ou de Hsiang et al. [HMCP01℄ qui permettent d'estimer un
maillage Quadtree.
Algorithme 1 Ranement itératif des veteurs mouvements υi, i ∈ {1 . . . Ns}
loal_opt(i)← false ∀i ∈ {1 . . . Ns}
υi = 0 ∀i ∈ {1 . . . Ns}
k ← 0 // Itération
repeat
k ← k + 1
ompteur← 0
for i = 1 à Ns do // Pour haque n÷ud
ompteur← ompteur+ 1
if loal_opt(i) == false then
ompteur← ompteur+ 1
υoldi ← υi
υi ← υ⋆i // Trouver υi optimal dans la fenêtre de reherhe
if υoldi == υi then
loal_opt(i)← true
else
loal_opt(j)← false ∀j ∈ N (i)
end if
end if
end for
until ompteur== 0 ou k > kmax
3.2.3.2 Minimisation énergétique
Les méthodes préédentes trouvent les paramètres optimaux en testant un en-
semble de paramètres andidats. Dans le as du maillage, des tehniques de réso-
lution analytiques existent. Elles onsistent à exprimer le ritère de orrespondane
omme une fontion des paramètres puis à herher le minimum de la fontion à l'aide
d'un outil d'optimisation mathématique, par exemple la desente en gradient. Wang et
Lee [WL94, WL96a, WL96b℄ ont détaillé de nombreuses problématiques liées à l'esti-
mation de mouvement par maillage. En partiulier, dans [WL94℄, ils formulent le ritère
E à minimiser omme une somme pondérée de diérentes énergies, haune liée à une
problématique spéique. Dans le adre de nos travaux, deux énergies ont été utilisées :
Ed est une énergie interne au maillage dite énergie de déformation. Elle est introduite
pour éviter que le maillage ne se déforme trop pendant l'estimation par rapport au
maillage uniforme initial. La notion de déformation est exprimée mathématiquement en
onsidérant haque arête du maillage omme un ressort ayant une ertaine onstante.
En aetant la même onstante à tous les ressorts, le maillage est vu omme un système
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physique dont l'état d'équilibre est l'état initial. Plus le poids assoié à ette énergie est
fort, plus les n÷uds sont ontraints par le mouvement de leurs voisins. Il faut noter que
dans e as, les positions des n÷uds du maillage sont plus régulières et présentent don
un oût de odage moins élevé. En ontrepartie, la minimisation de E met en général
plus de temps à onverger. Les auteurs proposent d'adapter la onstante des ressorts en
fontion du ontenu loal de façon à restreindre moins le déplaement des n÷uds dans
les régions de ontours où le mouvement réel est en général moins régulier.
Em, appelée erreur de mathing  par les auteurs est l'erreur entre l'image ourante
Itc et la prédition I¯tc . Wang et Lee utilisent l'erreur quadratique :
Em =
∑
x
[Itc(x)− I¯tc(x)]2 (3.13)
En remplaçant les préditions I¯tc(x) par leur expression (3.10), on peut exprimer ette
erreur en fontion des paramètres υi ∀i ∈ {1 . . . Ns} du modèle :
Em =
∑
x
[Itc(x)− Itr(x +
∑
i
φi(x)υi)]
2
(3.14)
Les deux autres énergies prises en ompte par les auteurs sont notées Ef et Ei. Ef
est utilisée si l'on souhaite suivre une aratéristique partiulière d'une image à l'autre.
Les auteurs s'intéressent par exemple au suivi des ontours. Ei est l'erreur d'approxima-
tion ommise en interpolant les valeurs de l'image à l'intérieur des faettes uniquement
ave les valeurs aux n÷uds. En eet, dans leurs travaux, les auteurs onsidèrent le
maillage déformable non seulement omme modèle de mouvement mais aussi omme
grille d'éhantillonnage à haque instant (voir hapitre 2, paragraphe 2.3.4).
Les paramètres du modèle minimisant la somme de toutes es énergies peuvent
être déterminés de façon globale en eetuant par exemple une desente en gradient.
La dérivation de l'énergie total E par rapport aux paramètres, puis l'annulation de la
dérivée, donne un système linéaire de type A · X = B où A est une matrie reuse
de dimensions 2Ns × 2Ns. Nous montrons en annexe B omment onstruire un tel
système en dérivant Em. Le nombre de oeients dans haque ligne de A ne dépend
que du support de la fontion de forme. Par exemple, si la fontion de forme est la
fontion bilinéaire, alors haque ligne ne ontient que 9 oeients non nuls ar le
déplaement d'un n÷ud n'inuene que le déplaement de ses voisins d'ordre 1. Pour
de telles matries, des méthodes de résolution de système linéaire très performantes
existent. Par exemple les méthodes par gradient onjugué dont la omplexité dépend
du nombre de n÷uds Ns de façon quasi-linéaire.
Notons que les poids assoiés à haque énergie sont des paramètres de l'algorithme.
Leurs valeurs peuvent être déterminées pratiquement en appliquant l'estimateur sur
des vidéos tests. Notons également que l'estimation peut être ranée omme dans les
méthodes préédentes en utilisant une méthode hiérarhique pour adapter la taille des
mailles au mouvement loal [WL96b℄. Notons enn qu'il est possible d'estimer le mou-
vement pour optimiser la prédition de l'image ourante (problème d'analyse) tout en
assurant une bonne reonstrution de l'image de référene par ompensation inverse
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(problème de synthèse). Nous renvoyons par exemple le leteur aux travaux de Marquant
et al. [MPL00℄ qui ont proposé une méthode nommée  bakward in forward  ar elle
intègre le ompromis analyse-synthèse.
3.2.3.3 Problème de onformité
Au ours de l'estimation, une maille peut devenir dégénérée. Nous avons vu au pa-
ragraphe 2.3.4.1 du hapitre préédent qu'une maille est dégénérée si le jaobien de la
déformation en un point par rapport à l'élément maître est inférieur ou égal à 0. Dans
le as d'un suivi de mouvement, si les mailles sont triangulaires, ei se produit dès
que la position 2D d'un n÷ud sort de l'hexagone formé par ses quatre voisins inidents,
provoquant alors le retournement d'une maille. Si les mailles sont quadrangulaires, il
sut qu'un n÷ud sorte du quadrilatère formé par ses voisins. Lorsqu'un maillage esse
d'être onforme, le mouvement modélisé n'est plus bijetif e qui pose problème lorsque
l'on souhaite eetuer une ompensation en mouvement inverse. Par ailleurs, les as
de dégénéresenes peuvent rendre les algorithmes instables. L'énergie de déformation
Ed permet de limiter leur apparition mais elle ne les empêhe pas. Plusieurs tehniques
existent pour ontraindre la onformité du maillage, voir par exemple la thèse de Le-
hat [Le99b℄ (hapitre 16).
projection
dmin
xi
′
xi
xi
maille de´ge´ne´re´e
Fig. 3.8 : Projetion non-obtuse. D'après [WL94℄.
Dans les travaux dérits aux hapitres 4 et 5, nous avons eu reours à la méthode pro-
posée dans [WL94℄ appelée  projetion non-obtuse . Cette tehnique observe haque
sommet i et utilise le quadrilatère formé par ses quatre voisins inidents pour déteter
une dégénéresene : si la position xi du sommet se trouve à l'extérieur du quadrila-
tère, ela signie qu'une maille a un sommet obtus et est dégénérée. Pour y remédier,
les auteurs proposent don de replaer le sommet dans le quadrilatère par une proje-
tion orthogonale sur le té le plus prohe. Comme un n÷ud plaé exatement sur le
quadrilatère aura tendane à en sortir, les auteurs préonisent une projetion sur un
quadrilatère plus petit (voir gure 3.8).
3.2.4 Modèles hybrides
Dans [IM00℄, Ishwar et Moulin proposent des méthodes simples pour aluler les pa-
ramètres des modèles SCGI et SOBM. Pour le SCGI, l'idée est d'étendre l'algorithme 1.
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Désormais, pour haque n÷ud et haque veteur mouvement andidat, il s'agit de tes-
ter aussi les 2 labels de onnetion possibles. Remarquons que la valeur d'un label ne
modie la prédition que dans un seul blo inident au n÷ud dans Dtc , noté b : si le
label est 1 le blo est prédit par un warping, si le label est 0 il est prédit par une trans-
lation. A haque itération la ombinaison (label,veteur) donnant la plus petite erreur
de prédition est retenue. D'une itération à l'autre, il est possible que le label optimal
soit modié ar le déplaement des autres n÷uds de b auront été mis à jour. Les auteurs
préisent que l'algorithme est gourmand en aluls. Cependant, il est garanti de onver-
ger en un nombre ni d'itérations ar il existe un nombre ni de ombinaisons de labels
et de veteurs mouvement andidats et que l'erreur de prédition déroît au sens large
à haque itération et a une borne inférieure (0). Pour le modèle SOBM, la tehnique
peut être enore plus direte. Il s'agit de aluler indépendamment les paramètres d'un
modèle par blos et les paramètres d'un modèle par blos reouvrants. Ensuite, le hoix
du label pour haque n÷ud est eetué en omparant l'erreur de prédition obtenue
dans les deux as.
3.3 Exploitation du mouvement dans les odeurs
Dans les setions préédentes, nous avons présenté diérents modèles de mouvement
et avons donné des outils pour estimer les paramètres de es modèles. Nous nous in-
téressons maintenant à la façon dont peut être exploité e mouvement pour le odage
d'une séquene vidéo.
3.3.1 Codage préditif basique
Le odage préditif est à la base de tous les standards H.26x proposés par l'ITU-T et
MPEG-x proposés par l'ISO-IEC. Une séquene vidéo est déoupée en groupe d'images
ou GOF ( Group Of Frames ) de taille NG. Les premières images de haque GOF sont
des images lés appelées images Intra. Ces images sont enodées indépendamment des
autres images de la séquene sans prédition temporelle. Les images Intra permettent
de maintenir un ertain niveau de qualité dans la séquene déodée et orent un point
d'anrage dans une vidéo. Toutes les autres images d'un GOF sont appelées images
Inter et sont prédites en exploitant le mouvement. Un shéma de base ave boule de
prédition est présenté gure 3.9.
Les images Inter notées P sont prédites à partir de l'image qui les préède dans
le GOF, soit une image Intra I ou une autre image P. Si It est l'image ourante à
prédire, alors It−1 est l'image de référene. La prédition I¯t est obtenue en eetuant
une estimation de mouvement entre t et t−1. Le résidu de prédition It− I¯t est ensuite
alulé. Il est enodé puis transmis ave les paramètres de mouvement. Au déodage,
l'image It est déodée après l'image It−1. A l'aide du mouvement déodé, on peut
retrouver l'image I¯t prédite à l'enodage et don reonstruire It en lui ajoutant le résidu
de prédition déodé.
Les images Inter bidiretionnelles notées B sont prédites à partir de deux images,
I ou P, en estimant un mouvement bidiretionnel. Plus préisément, les blos d'une
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Fig. 3.9 : Shéma de prinipe d'un odeur ave boule de prédition. T : Transformée 2D
(DCT, ondelettes. . .). Q : Quantiation. P : Prédition temporelle.
image ourante peuvent être prédits à partir de deux images de référene, passées ou
futures. Cei requiert de modéliser et d'estimer un hamp de mouvement entre l'image
ourante et haune des deux images prises omme référene. Ces deux images doivent
être enodées et déodées avant l'image ourante pour garantir sa reonstrution, e qui
néessite une organisation partiulière des données.
Dans le dernier standard H.264/AVC [H.203℄, le onept d'images P et B a été
généralisé. Désormais, une P peut être prédite à partir d'une image quelonque dans une
liste d'images préalablement enodées, I, P ou B, passées ou futures. De la même façon,
une image B est prédite à partir de deux images quelonques dans une liste d'images
préalablement enodées, I, P ou B, passées ou futures. Cei améliore les performanes
en termes de ompression mais est moins robuste aux erreurs de reonstrution.
Les standards de odage vidéo sont des odeurs hybrides où les images Intra et les
résidus de prédition sont transformés ave une DCT par blos et où le modèle de mou-
vement utilisé est le modèle par blos (translationnel). Depuis les premiers standards
H.261 [SG193℄ et MPEG-1 [MPE93, Sik97℄, le shéma ave boule de prédition n'a
essé d'être optimisé. Les améliorations onernent toutes les briques de transformée et
de odage, l'organisation des images I,P,B ainsi que l'ajout de fontionnalités omme la
 salabilité . Un état de l'art des standards ave les optimisation suessives est donné
dans la thèse de Robert [Rob08℄. Ave le dernier standard H.264/AVC qui résulte d'un
eort onjoint entre l'ITU-T et l'ISO-IEC, les performanes en ompression ont enore
été multipliées par 2 par rapport au odeur MPEG-2.
3.3.2 Codage hybride basé ondelettes 3D
Parallèlement à l'optimisation du shéma préditif des standards, un intérêt roissant
a été porté aux tehniques de déomposition basées ondelettes 3D. L'idée est d'exploiter
les orrélations le long d'une trajetoire de mouvement sur plusieurs images à l'aide
d'une ondelette temporelle ; puis de déomposer haque image de sous-bande temporelle
ave une ondelette 2D. On parle de odage  t+2D . La déomposition temporelle
est souvent désignée par l'aronyme MCTF pour  Motion Compensated Temporal
Filtering . Outre les bonnes propriétés de déorrélation de l'ondelette, le aratère
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multi-résolutions d'une représentation en ondelettes motive fortement les travaux des
herheurs ar elle semble orir une réponse naturelle à la salabilité.
3.3.2.1 Codage QMF et transformée de Haar
Dans ette setion, on suppose qu'une estimation de mouvement est eetuée entre
haque image d'un GOF et l'image qui la préède prise omme référene. Le mouve-
ment estimé pour haque image est uni-diretionnel. L'appliation d'une ondelette le
long d'une trajetoire de mouvement pose deux problèmes prinipaux. Tout d'abord, si
le modèle de mouvement utilisé n'est pas bijetif alors un pixel non onneté à l'ins-
tant de référene n'appartient à auune trajetoire de mouvement future, tandis qu'un
pixel multiplement onneté à l'instant de référene appartient à plusieurs trajetoires
de mouvement futures. La question est de savoir omment prendre en ompte es pixels
pour garantir leur reonstrution au déodage. Ensuite, si l'on souhaite estimer des
veteurs mouvement ave une préision sous-pixellique, le problème se omplexie ar
l'intensité en un pixel de l'instant ourant peut être prédite par interpolation de dié-
rentes valeurs à l'instant de référene : tout se passe omme si plusieurs pixels à l'instant
de référene appartenaient à la même trajetoire de mouvement future. Des solutions
aux deux problématiques préédentes doivent être trouvées ar d'une part, un modèle de
hamp non bijetif représente mieux les disparités de mouvement dans une sène natu-
relle et d'autre part, il est onnu qu'un mouvement sous-pixellique donne de meilleures
performanes en termes de ompromis débit-distorsion [CHRW03℄.
Avant que le shéma lifting n'ore des solutions à es problématiques (voir plus bas),
Ohm [Ohm94℄ puis Choi et Woods [CW99℄ ont proposé des approhes s'appuyant sur
le shéma de déomposition ondelette ave des ltres miroirs en quadrature de phase
(QMF). Les deux approhes peuvent être appliquées ave des ltres ondelettes de sup-
port quelonque. Nous nous limitons ii à l'ondelette de Haar ar elles deviennent vite
très omplexes lorsque le support du ltre s'étend, en partiulier du fait des problèmes
ités plus haut. La gure 3.10 omparent les deux approhes proposées lorsque le mou-
vement a une préision pixellique.
Ohm alule l'image basse fréquene à l'instant ourant tc et l'image de résidus à
l'instant de référene tr. Lorsqu'un pixel à l'instant de référene est onneté à plusieurs
pixels à l'instant ourant, l'auteur hoisit un orrespondant pour aluler la haute fré-
quene, en général le premier renontré dans l'ordre de parours. Les autres orrespon-
dants à tc deviennent isolés. Pour es pixels devenus isolés, l'auteur propose de onserver
la valeur originale omme valeur de basse-fréquene pour assurer leur reonstrution au
déodage. Pour un pixel non onneté, il hoisit de ne pas prendre un orrespondant à
l'instant ourant ar un tel pixel appartient généralement à une région de l'image qui
disparaît. Au lieu de ela, il propose de hoisir le orrespondant à l'instant tr − 1 en
utilisant le mouvement préalablement estimé entre tr et tr−1. Comme Itr−1 est enodée
et déodée avant Itr , le proédé peut être inversé au déodage.
Choi et Woods quant à eux proposent de aluler l'image basse fréquene à l'instant
de référene et l'image de résidus à l'instant ourant. Cei permet de limiter la présene
de pixels non onnetés lors du alul de l'image de résidus et ainsi réduire l'énergie
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Fig. 3.10 : Transformée temporelle ave mouvement par blos : (a) Shéma de Ohm [Ohm94℄,
(b) Shéma de Choi et Woods [CW99℄.
des hautes fréquenes. Lors du alul de la basse fréquene, la valeur originale de Itr
est onservée pour les pixels non onnetés. Le as des pixels multiplement onnetés
est résolu omme préédemment. Par ontre, il n'est pas néessaire ii d'isoler les or-
respondants d'un pixel non hoisis : le résidu en es pixels est alulé omme pour les
autres pixels.
Remarquons que les approhes présentées préédemment n'assurent par la reons-
trution parfaite dans le as de mouvements à préision sous-pixellique.
3.3.2.2 Threads de mouvement et lifting
En 2001, Xu et al. [XXLZ01℄ introduisent la notion de  thread  de mouvement. Une
thread de mouvement peut être dénie omme une ligne de ux temporelle qui débute
et s'ahève selon le mouvement des objets. Le prinipe est illustré sur la gure 3.11. Ii,
un mouvement est estimé entre haque image d'un GOF et l'image qui lui suède. Le
modèle de mouvement utilisé est un modèle de mouvement par blos et la préision est
pixellique. Les veteurs mouvement alulés permettent de lier plusieurs pixels le long
d'une même ligne de ux. Une déomposition multi-résolutions ave l'ondelette 9/7 ou
5/3 le long des lignes de ux est alors proposée. Le problème des pixels non onnetés
ou multiplement onnetés est bien sûr toujours présent. Si plusieurs pixels sont liés au
même pixel dans l'image suivante, seulement l'un d'entre eux est rattahé à la ligne de
ux. Les autres sont marqués omme pixels terminaux ( terminating pixels ) et les
lignes de ux auxquelles ils étaient liés s'ahèvent. Si ertains pixels dans une image
de référene ne sont onnetés à auun pixel dans l'image préédente, alors ils sont
marqués omme pixels isolés ( non-referred pixels ) et indiquent le ommenement
d'une nouvelle ligne de ux.
Les auteurs mettent en avant deux limites du shéma. Tout d'abord, le shéma
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Fig. 3.11 : Exemples de threads de mouvement sur un GOF.
impose l'indépendane des lignes de ux : deux lignes de ux ne peuvent fusionner ou
se diviser. Lorsque le mouvement est omplexe, le nombre de pixels multi-onnetés
ou non onnetés augmente et ave eux le nombre de lignes de ux qui s'ahèvent ou
débutent. Or, haque terminaison ou début d'une ligne de ux introduit des eets de
bord qui réduisent les performanes en ompression [XXLZ00℄. Ensuite, la tehnique
préédente utilise une préision pixellique. Or omme nous l'avons dit plus haut, il est
onnu qu'un mouvement sous-pixellique donne de meilleures performanes en termes de
ompromis débit-distorsion.
L'introdution du shéma lifting [PPB01℄ a fourni une solution à un ertain nombre
de problématiques. Le prinipe est similaire à elui du lifting diretionnel vu au ha-
pitre 2 paragraphe 2.2.3 pour l'exploitation de la géométrie dans une image. La diérene
est que le ltrage est appliqué le long d'une ligne de ux temporelle et non plus géomé-
trique. La division polyphase de la vidéo sépare les images paires des images impaires.
Le lifting onsiste dans un premier temps à prédire les images impaires à l'aide des deux
images paires voisines pour aluler une sous-bande temporelle haute-fréquene. Dans
un deuxième temps, les images paires sont mises à jour ave les images de détails aux
deux instants impairs voisins alulés à l'étape préédente. Selon le support de l'onde-
lette hoisie, les étapes de prédition et de mise à jour peuvent être itérées. Pour mener
à bien le shéma lifting diretionnel, Seker et Taubman [ST01℄ proposent de aluler
un hamp de mouvement bi-diretionnel ('est-à-dire un mouvement entre tc et tc + 1
et entre tc et tc − 1) pour haque image de la séquene. Cei permet d'éviter l'appa-
rition de pixels non onnetés ou multiplement onnetés dans l'image à prédire ou à
mettre à jour. Cependant, ei aroît aussi le oût de odage de l'information annexe.
Pesquet-Popesu et Bottreau [PPB01℄ s'insrivent dans la suite du shéma de Choi et
Woods ave ondelette de Haar dérit plus haut et s'intéressent partiulièrement au as
des pixels multiplement onnetés intervenant lors du alul de la basse fréquene (mise
à jour d'une image impaire). Au lieu de hoisir le premier orrespondant dans l'ordre de
parours, ils proposent de séletionner de manière adaptative la valeur orrespondante
la plus prohe. Un ritère de déision robuste à la quantiation est mis en plae pour
retrouver le orrespondant au déodage sans transmettre d'information supplémentaire.
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En 2003, Luo et al. [LWLZ03℄ proposent un shéma en lifting diretionnel pour
répondre aux limitations des threads de mouvement tout en onservant la propriété
de reonstrution parfaite. Dans e shéma, une estimation de mouvement est réalisée
entre haque image impaire et les deux images paires qui l'entourent. Auun mouvement
partant d'une image paire n'est modélisé, de sorte que le nombre de modèles reste
identique au shéma de Choi et Woods [CW99℄ et Xu et al. [XXLZ01℄. Après avoir
estimé le mouvement, à haque étape de lifting tout pixel d'une image impaire ou paire
peut désormais être rattahé à une trajetoire qui a débuté avant l'instant ourant
et se poursuit après. Un pixel préédemment marqué omme terminal peut être mis
à jour en utilisant à la fois un orrespondant à gauhe et à droite. Cei revient à
 fusionner  deux lignes de ux au niveau du pixel multiplement onneté de l'image
I2 dans la onguration de la gure 3.11. Lors de la mise à jour de e pixel, un seul
orrespondant est ependant utilisé dans l'image I1 : le premier dans l'ordre de parours
du hamp de mouvement. Ensuite, un pixel préédemment marqué omme isolé peut
désormais être mis à jour en utilisant des orrespondanes dans les deux images impaires
voisines. S'il n'est pas onneté à l'image préédente et/ou suivante, sa trajetoire de
mouvement est hoisie identique à une trajetoire voisine. La nature du shéma lifting
garantit la reonstrution parfaite, et e même si le mouvement estimé a une préision
sous-pixellique.
Pour nir, remarquons que la déomposition temporelle en ondelettes par lifting
ompensé n'est pas forément équivalente à la déomposition par bans de ltres om-
pensés. Dans sa thèse, André [And07℄ montre qu'il y a équivalene si les hamps de
mouvement sont inversibles et additifs. La ondition d'additivité est rarement prise en
ompte et la ondition d'inversibilité n'est pas satisfaite dans le as d'un mouvement
par blos.
3.3.2.3 Barbell lifting
Dans le shéma de lifting diretionnel préédent, nous avons mentionné que lorsqu'un
pixel d'une image paire est onneté à plusieurs positions dans une image impaire, sa
mise à jour ne prend en ompte qu'un seul de ses orrespondants. Pour améliorer la mise
à jour, il est souhaitable de prendre en ompte la ontribution de tous les orrespondants
en aordant un ertain poids à haun d'entre eux. De plus, si l'on souhaite utiliser
des modèles de mouvement par blos reouvrants, un pixel d'une image paire se trouve
aussi onneté à plusieurs positions dans les images impaires adjaentes. Pour prendre
en ompte es nouvelles onsidérations, Xiong et al. [XWX
+
04, XXWL07℄ ont introduit
la fontion Barbell et modié le shéma de lifting préédent pour réer le Barbell lifting
aussi appelé  Energy Distributed Update  (EDU).
Supposons onnu le hamp de mouvement entre une image impaire I2t+1 et l'image
paire voisine I2t. Pour tout pixel a ∈ D2t+1, les auteurs dénissent M2t+1→2t(a) ⊂ D2t
omme l'ensemble des pixels dans D2t auxquels a est onneté. Un poids ω(a,b) est
assoié à haque paire de pixels (a,b) (b ∈ M2t+1→2t(a)). La valeur qui va servir à la
prédition de I2t+1 à gauhe est alors donnée par la fontion barbell :
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f2t+1→2tp (a) =
∑
b∈M2t+1→2t(a)
ω(a,b) · I2t (3.15)
Les poids doivent vérier la ontrainte
∑
b∈M2t+1→2t(a)
ω(a,b) = 1 pour assurer la
onservation de l'énergie. L'équation préédente permet de aluler une prédition lors-
qu'un pixel est multiplement onneté (as de blos reouvrants par exemple) mais
engloble aussi le as de la prédition sous-pixellique. Les pixels onnetés sont alors
eux à partir desquels la valeur prédite est interpolée. Le résidu de prédition en a
est donné par d(a) = I(a) + α0f
2t+1→2t
p (a) + α1f
2t+1→2t+2
p (a) où α0 et α1 sont les
paramètres de prédition dans l'étape ourante du lifting.
L'étape de mise à jour est le pendant de l'étape de prédition. Supposons qu'un
pixel a ∈ D2t+1 ait été assoié à un pixel b ∈ D2t lors de la prédition, ave un
poids ω(a,b) > 0. Alors l'erreur de prédition en a est utilisée pour mettre à jour
la valeur en b ave le même poids. Pour tout pixel b ∈ D2t, les auteurs dénissent
M2t→2t+1(b) = {a ∈ D2t+1|b ∈M2t+1→2t(a)} omme l'ensemble des pixels à l'instant
2t + 1 auxquels b est onneté. La valeur qui va servir à la mise à jour du pixel b à
droite est ainsi :
f2t+1→2tu (p) =
∑
a∈M2t→2t+1
ω(a,b) · fp(a) (3.16)
Et la valeur mise à jour en a est donnée par a(a) = I(a)+β0f
2t+1→2t
p (a)+β1f
2t+1→2t+2
p (a)
où β0 et β1 sont les paramètres de mise à jour dans l'étape ourante du lifting.
Pour terminer sur les approhes par lifting diretionnel, remarquons que beauoup
d'auteurs [LLL
+
01, VGP02, Pau06, And07℄ ont observé de meilleurs résultats de om-
pression lorsque l'étape de mise à jour est désativée. En partiulier, l'ondelette 5/3
tronquée ('est-à-dire sans mise à jour) aboutit à de meilleures performanes que l'on-
delette 5/3 ou l'ondelette 9/7. Elle est don souvent hoisie en pratique [AhG05℄. Notons
que la déomposition hiérarhique (appelée  Hierarhial B-Frames ) mise en plae
dans le dernier standard de odage  salable  H.264/MPEG-4 SVC [JVT06℄ orres-
pond elle aussi à une déomposition ave l'ondelette 5/3 tronquée.
3.3.3 Codage par analyse-synthèse
Les méthodes dérites préédemment s'appuient sur des boules de prédition voire
de mise à jour dans le as d'une transformée ondelette. Les oeients de hautes et
basses fréquenes sont déterminés en utilisant les hamps de mouvement estimés, et e
à haque niveau de la transformée. Ces méthodes peuvent être assoiées aux méthodes
vues pour l'image xe qui herhent à adapter le noyau de représentation à la géométrie
de l'image. Ii, le but est d'adapter le noyau au mouvement existant dans la diretion
temporelle. Nous pouvons faire les mêmes remarques qu'au hapitre préédent : pour
inverser la déomposition, le déodeur doit être parfaitement synhronisé ave le odeur,
et en partiulier le mouvement doit être onnu préisément. Si le mouvement est déodé
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ave perte alors les oeients reonstruits après un niveau de déomposition inverse
seront orrompus. Et sur J niveaux de déomposition les pertes s'aumulent. Pour
mettre en plae une salabilité en mouvement, il est don souvent néessaire de modéliser
un hamp de mouvement pour haque niveau de résolution temporelle. Notons toutefois
que des travaux réents [ST04, AAAB06℄ proposent de prendre en ompte les distorsions
introduites par une perte sur le mouvement an d'optimiser le partage du débit entre
les oeients d'ondelettes et les veteurs mouvement. Cei leur permet de générer un
ux totalement salable orant des gains dans les bas débits.
Un des atouts des méthodes par analyse-synthèse présentées dans e paragraphe
est de asser la dépendane entre le mouvement et la déomposition temporelle. Par
diéreniation ave l'analyse harmonique, le terme analyse fait ii référene à un pré-
traitement par exemple sur un GOF qui a pour but de onstruire un nouveau signal ayant
un moindre oût de odage. La synthèse est le post-traitement qui permet de reonstruire
une version du signal original après enodage et déodage du signal déformé.
3.3.3.1 Sène statique : modélisation 3D
Lorsqu'une sène est statique, le mouvement apparent dans la séquene vidéo est
dû uniquement au déplaement de la améra dans le temps. Supposons qu'un point 3D
dans la sène lmée se projette en une position x0 ∈ Dt0 à un instant t0 et en x1 ∈ Dt1
à un instant t1. Connaissant le déplaement du point x0 entre t0 et t1, ainsi que les
paramètres de la améra, il est possible de reonstruire le point 3D en s'appuyant
sur la ontrainte épipolaire (voir [Bal05℄, hapitre 2). Partant de ette observation,
Galpin [Gal02℄ propose d'exploiter le mouvement pour générer un modèle 3D valable
pour haque portion de la séquene. Le proédé est entièrement automatique. Il suppose
que la sène est statique (ou segmentée au sens du mouvement), lmée par une améra
monoulaire dont les paramètres d'aquisition sont inonnus, que la distane foale est
onstante et que la sène ne ontient pas de surfae spéulaire. Les mouvements de la
améra sont supposés quelonques mais non dégénérés, 'est à dire qu'ils fournissent
une information 3D (pas de rotation pure autour du entre optique par exemple).
La séquene est divisée en GOF. Deux GOF suessifs partagent une image dite
image lé. Les paramètres extrinsèques (position dans l'espae, rotation, translation) de
la améra pour les images lés sont estimés par une méthode de alibration lassique
ouplée à un ajustement par faiseaux glissant adapté à la représentation (voir [GM02℄).
Les paramètres de la améra entre les instants lés sont alulés par estimation de pose
à l'aide de l'algorithme de Dementhon et Davis [DD95℄. Le modèle 3D pour le GOF
est onstruit à l'aide des orrespondanes entre les deux instants lés et des paramètres
extrinsèques de la améra à es deux instants. Le modèle 3D est ensuite enodé et
transmis. La première image du GOF qui onstitue la texture du modèle est également
enodée et transmise, de même que la position de la améra à haque instant. Au
déodage, le modèle et sa texture sont déodés, puis la sène 3D est synthétisée en
 plaquant  la texture sur le modèle. La portion de séquene peut alors être reonstruite
en projetant la sène 3D sur haque position de améra déodée. Le prinipe général du
déodage est donné gure 3.12.
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Fig. 3.12 : Reonstrution d'une séquene vidéo après modélisation 3D et transmission.
Pour reonstruire une séquene de bonne qualité, il n'est pas néessaire de trans-
mettre les modèles 3D sans perte. Les travaux de Balter [Bal05℄ exploitent les propriétés
d'une telle représentation en termes de salabilité. En odant le maillage 3D à l'aide
d'ondelette géométrique (voir hapitre 2, paragraphe 2.3.4.3), l'auteur génère un ux
emboîté déodé selon les apaités du réseau. A très bas débit, pour des sènes statiques,
ette démarhe ore une meilleure qualité visuelle que elle obtenue ave le odeur de
l'état de l'art H.264 [BGM06℄. Notons que le PSNR ne permet pas ii une bonne éva-
luation de la qualité ar la méthode ne se foalise pas sur la reonstrution d'une image
pixel à pixel : la séquene est reonstruite en eetuant un rendu d'une sène 3D à
diérents instants. Seules les images lés peuvent être reonstruites parfaitement. Pour
assurer une transition doue lors du passage d'un GOF à un autre dans la séquene
introduite, des outils spéiques ont été introduits [GM02, BM03, GBMA04℄.
Remarquons que si la représentation par modèles 3D apporte de bonnes perfor-
manes de ompression, elle ore en outre de nouvelles fontionnalités grâe au passage
par la 3D : hangements d'illumination, stabilisation de la séquene, insertion d'ob-
jets ou enore navigation libre (hangement de trajetoire de la améra par rapport au
hemin original).
3.3.3.2 Tehnique mosaïques
Le odage vidéo basé mosaïques (on dit aussi basé sprites) est partiulièrement e-
ae lorsque la améra est aetée de mouvements panoramiques et/ou de zooms devant
un arrière plan statique. Dans ette méthode, l'analyse permet de onstruire une image
panoramique pour une portion donnée de la séquene. Dans un premier temps, haque
image est projetée (ou ompensée en mouvement) dans un même système de oordon-
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nées, typiquement le système de oordonnées de la première image. On fera souvent
référene à l'instant de projetion dans la suite, il sera noté tp. Tour à tour, un mou-
vement est estimé entre Itp et haque image du GOF prise omme image de référene.
Les images projetées sont les diérentes préditions de Itp obtenues. Dans un seond
temps, l'analyse ré-éhantillonne les images ompensées et alignées puis les ombine
pour former une large image appelée mosaïque. La mosaïque est alors transformée ave
une tehnique 2D (ondelettes par exemple). Elle est enodée puis transmise ave les
mouvements estimés. A la synthèse, haque image de la séquene peut être reonstruire
à partir de la mosaïque en inversant le mouvement. Pour que ette inversion soit pos-
sible, le hoix du modèle de mouvement se porte sur le maillage régulier qui permet une
mise en orrespondane globale et bijetive.
Notons que e type de méthodes n'est pas limité au as des sènes statiques. En
partiulier, il est possible de segmenter le ontenu d'une vidéo pour diérenier l'arrière
plan des objets en mouvement. On peut alors réer une mosaïque pour l'arrière plan et
transmettre de façon indépendante les informations sur les objets. Il faut aussi trans-
mettre un masque pour déterminer la position des objets à la synthèse. Nous pouvons
renvoyer le leteur par exemple aux travaux de Wang et Adelson [WA94℄, Pateux et
al. [PMCM01℄ et Lee et al. [LCL
+
02℄. Le odage objet basé sprite est également inlus
dans le standard MPEG-4 [WJ01℄.
3.3.3.3 Compensation de mouvement global
La démarhe utilisée préédemment peut être modiée pour représenter une sé-
quene vidéo animée sans passer par une segmentation objets. Dans [TZ94a℄, Taubman
et Zakhor proposent ainsi de ompenser toutes les images d'un GOF à un instant de
projetion. Du fait de la présene de régions oultées, il n'est pas possible de onstruire
une seule mosaïque sans perdre de l'information. Cependant, si l'estimation de mou-
vement est eae, les régions non oultées sont  alignées  dans le groupe d'images
ompensées. On peut dire que le but de la ompensation est d'extraire le mouvement de
façon expliite pour générer un GOF  sans  mouvement. Le GOF ompensé est don
adapté à une déomposition  en ligne  le long de l'axe temporel. Cette approhe est
à relier à la tehnique par déformations de blos proposée par les mêmes auteurs pour
adapter les ontours des images xes à un ltrage horizontal/vertial (voir hapitre 2,
paragraphe 2.2.4.2). Ii le but reherhé est similaire : plutt que d'adapter le noyau de
déomposition aux trajetoire de mouvement, on herhe à adapter les trajetoires de
mouvement à un ltrage standard. Le GOF ompensé est enodé et transmis indépen-
damment du mouvement estimé. Après déodage, une version synthétisée des images
d'origine peut être reonstruite en inversant la ompensation opérée à l'analyse.
Le modèle de mouvement hoisi par Taubman et Zakhor est un modèle translation-
nel global du plan image. Notons que théoriquement e modèle permet d'inverser la
ompensation en mouvement sans perte en utilisant des ltres à réponses impulsion-
nelles innies. Cependant, un tel modèle limite fortement la qualité des ompensations.
Dans [WXCM99℄, Wang et al. dérivent un shéma similaire mais ette fois-i basé sur
un modèle de mouvement par maillage. Comme nous l'avons vu au paragraphe 3.1.4.2,
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lorsque le ontenu d'une maille à un instant ourant est prédit par une déformation
autre que la translation, la prédition peut provoquer des pertes ou des gains de réso-
lution. Lors d'une ompensation inverse, les pertes de résolution provoquent des hutes
de qualité dans l'image reonstruite. Pour prendre en ompte e phénomène, Wang et
al. proposent don de dénir l'instant de projetion en fontion du mouvement de ma-
nière à limiter les pertes de résolution. L'objetif est que la résolution d'un pixel dans
Dtp orresponde à une résolution sous-pixellique dans le domaine des autres images du
GOF. La gure 3.13 montre le as d'une sène lmée par une améra. La améra est
animée d'un mouvement de translation vers la droite, d'un mouvement de rotation dans
le sens horaire et eetue un zoom avant puis arrière. L'instant de projetion est indiqué
en gris et orrespond à l'instant où la sène est aquise à la résolution spatiale la plus
élevée. En pratique, du fait de la présene de zones à oultation, il n'est pas possible
de s'aranhir du problème des pertes de résolution si l'on raisonne à éhantillonnage
ritique, et e même si la sène est statique.
Fig. 3.13 : Groupe d'images projetées dans un système de oordonnées ommun.
D'après [WXCM99℄.
Dans les deux shémas présentés i-dessus, un groupe d'images ompensées est en-
odé après avoir subi une déomposition ondelettes 3D, 'est à dire que haque image
est déorrélée spatialement avant d'appliquer le ltrage temporel. Dans [Cam04b℄, Cam-
mas s'intéresse à un shéma similaire mais optimisé pour une déomposition t+2D. Le
modèle de mouvement est un modèle par maillage global. Diérents modes d'analyse
sont étudiés permettant d'utiliser une seule, deux, ou NG grilles de projetion. Dans e
dernier as, le shéma revient à un shéma préditif de type lifting. L'auteur montre
que le nombre de ompensations en mouvement néessaires pour une déomposition en
ondelettes liftées lorsqu'on utilise une seule ou deux grilles de projetion est nettement
moins important que dans le modèle préditif. Un shéma de odage salable est dérit
dans lequel deux GOF suessifs partagent une même image lé. Les deux images lés
enadrant un GOF sont utilisées omme grilles de projetion omme illustré gure 3.14.
Pour générer un ux salable temporellement, l'auteur met en plae un enodage en
plusieurs ouhes de résolution. Les deux images lés onstituent la ouhe de base
du GOF. Elles sont enodées ave JPEG2000 et plaées en début de ux. Les autres
images ompensées sont tout d'abord prédites en eetuant une interpolation linéaire
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des images lés (voir gure 3.15). Les résidus de prédition sont ensuite déomposés
à l'aide d'un ltrage ondelette aligné sur l'axe temporel. Le niveau de déomposition
d'ondelettes J détermine le nombre de ouhes de ranement. Les sous-bandes tempo-
relles générées sont envoyées à JPEG2000 qui génère un ux salable spatialement et
en qualité. Notons que la prédition linéaire eetuée avant la déomposition permet
d'assurer une transition doue lors du passage d'un GOF à un autre après déodage et
synthèse.
tp2
t
image cle´ image cle´
compensation compensation
tp1
Fig. 3.14 : Projetion des images d'un GOF sur deux grilles de référene. D'après [Cam04b℄.
Avant de onlure e paragraphe, notons que l'évaluation de la qualité des séquenes
reonstruites par le PSNR n'est pas pertinente dans le as des tehniques i-dessus.
En eet es tehniques s'appuient sur des ré-éhantillonnages suessifs des images de
départ et dans es onditions l'objetif reherhé ne peut être la reonstrution pixel à
pixel. Il s'agit d'évaluer les gains et/ou pertes visuels générés par de telles approhes.
forme des re´sidust
t
images cle´s
re´sidus de
= couche de base
pre´diction line´aire
= couche de re´haussement
Fig. 3.15 : Struture en ouhes proposée par Cammas [Cam04b℄. La ouhe de base omprend
les images lés. Les images intermédiaires sont prédites par les images lés. Les résidus de
prédition ont une forme partiulière qui permet une déomposition quasi-orthogonale même à
la frontière entre GOF.
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3.3.4 Remarques sur la salabilité
Bien que déjà présente dans les standards de odage vidéo MPEG-2 [MPE94℄ et
MPEG-4 [MPE02℄, la salabilité n'était ependant pas assez eae. Dans le dernier
standard H.264/MPEG-AVC [H.203℄, l'introdution des images de type B hiérarhique
permet une salabilité temporelle performante. Une ouhe de base assurant un niveau
de qualité minimal est onstituée par les images intra I et quelques images P. Les ouhes
de rehaussement temporel sont alulées en ajoutant des images B ou P entre haque
image et ainsi de suite jusqu'au dernier niveau de rehaussement. La déomposition et
l'organisation des ouhes suit don un proessus  bottom-up  (voir gure 3.16(b)).
(a)
d1[0] d1[2] d1[3]
2e`me couche de
raffinement
1e`re couche de
raffinement
couche de
base
I P P
B B
B B B B
couche de
base
1e`re couche de
raffinement
2e`me couche de
raffinement
(b)
BOTTOM-UP
a1[0] a1[3]a1[1] a1[2] a1[4]
d2[1]d2[0]
a2[0] a2[1] a2[2]
TOP-DOWN
I0 I1 I2 I3 I4 I5 I6 I7 I8
d1[1]
Fig. 3.16 : Shémas de déomposition temporelle type ondelette (a) et type MPEG (b).
En janvier 2005, les groupes MPEG et Video Coding Experts Group (VCEG) se
sont entendus pour naliser le projet SVC ( Salable Video Coding ) omme un
amendement du standard H.264/MPEG-4 AVC. Le nouveau standard H.264/MPEG-4
SVC [JVT06, SMW07℄, nalisé en juillet 2007, reprend le prinipe des images B hiérar-
hiques
2
mais intègre également la salabilité spatiale et SNR. La struture en ouhes
est toujours de type  bottom-up . Une ouhe de base est onstruite en déimant la
vidéo dans l'espae et le temps. Elle est enodée ave H.264/MPEG-4 AVC pour as-
surer une qualité minimale de basse résolution spatiale et temporelle. A partir de la
ouhe de base, il est possible de prédire un niveau de résolution spatiale plus n en
sur-éhantillonnant les images du niveau inférieur. Le résidu de prédition donne une
ouhe de rehaussement spatial. De même une ouhe de rehaussement en qualité SNR
peut être alulée à partir de la ouhe de base pour apporter une salabilité SNR. Dif-
férentes ouhes de rehaussement peuvent ainsi être ajoutées au ux binaire pour une
même résolution temporelle. La résolution temporelle supérieure est atteinte en odant
une ouhe de réhaussement omme dans le as de H.264/MPEG-4 AVC. Notons qu'un
inonvénient d'une struture de type  bottom-up  est que les diérentes ouhes sont
optimisées une par une du bas vers le haut. Ainsi, l'éhe d'une prédition inter-ouhe
à un niveau peut réduire les performanes aux niveaux plus ns.
Fae à la struture en ouhe  bottom-up  des standards, la déomposition en
2
En réalité les images B hiérarhiques ont été introduites spéiquement pour le odeur SVC puis
intégrées à AVC après avoir observé qu'elles amélioraient les performanes du odeur non salable.
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ondelettes, omme elle utilisée dans le barbell lifting [XXWL07℄, ore une struture
naturelle de type  top-down . Cette struture est illustrée gure 3.16(a) pour la dimen-
sion temporelle. La vidéo est déomposée dans les 3 diretions temporelle, horizontale
et vertiale pour générer des sous-bandes spatio-temporelles. Comme la transformée
en ondelettes est à éhantillonnage ritique, le nombre de oeients est le même que
le nombre de pixels et les diérents niveaux de résolution sont emboîtés les uns dans
les autres. Cette représentation a l'avantage d'être multi-résolution et don d'orir une
salabilité naturelle. Toutefois, il est important de préiser qu'un odage après déom-
position ondelettes t+2D ore des performanes moindres par rapport au odeur SVC
en termes de salabilité spatiale. En eet, dans es méthodes, la salabilité spatiale est
obtenue en supprimant des sous-bandes de haute fréquene spatiale dans haque sous-
bande temporelle. Or, ei n'est pas équivalent à supprimer des sous-bandes de haute
fréquene spatiale dans les images d'origine et aboutit à des artefats gênants, partiu-
lièrement dans les zones où le mouvement est disontinu. Pour pallier à e phénomène,
Mehrseresht and Taubman [MT06℄ ont ainsi proposé une tehnique dite 2D+t+2D qui
permet de ré-intégrer des hautes fréquenes temporelles dans les sous-bandes spatiales
et d'améliorer les résultats.
Salabilité en mouvement. A moins de prendre en ompte l'impat d'une perte de
mouvement à haque niveau de déomposition [ST04, AAAB06℄, la boule de prédition
dans les odeurs standards et basés lifting ne permet pas de déoder un mouvement ave
perte. Pour assurer la salabilité en mouvement, il est néessaire d'estimer et transmettre
un mouvement pour haque résolution spatio-temporelle.
En revanhe, l'indépendane du mouvement et de la déomposition ondelettes dans
le as des shémas par analyse-synthèse, permet d'estimer un seul mouvement (un seul
modèle 3D) pour le GOF. Comme le mouvement n'est pas utilisé pour déorréler les
informations, il est en eet possible de représenter et d'enoder le mouvement sur plu-
sieurs niveaux de résolution indépendamment des oeients d'ondelette. Déoder le
mouvement ave perte permet d'allouer plus de débit au déodage des oeients d'on-
delettes. Si le mouvement n'est pas déodé du tout, la texture de la vidéo reonstruite
a une qualité élevée mais son mouvement n'est pas reonstruit. En allouant de plus en
plus de débit au mouvement, on le reonstruit peu à peu. Selon la résolution spatiale du
déodeur, ertaines ouhes de rehaussement peuvent être tronquées sans impat visuel
sur la qualité du rendu. La salabilité du mouvement est exploitée dans la thèse de
Cammas [Cam04b℄. Remarquons qu'une diulté majeure est d'évaluer l'impat d'une
perte en mouvement sur la qualité visuelle de la séquene synthétisée. Malgré ette dif-
ulté, les travaux que nous avons menés dans le adre de ette thèse s'insrivent dans
la ontinuité de eux de Cammas.
Conlusion
Ce hapitre était dédié aux outils antérieurs qui permettent de modéliser, d'esti-
mer et d'exploiter le mouvement dans une vidéo. Plusieurs modèles de mouvements
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( Blok Mathing , maillage déformable, modèles hybrides. . .) ont ainsi été intro-
duits. Pour haun d'entre eux, nous avons dérit des méthodes lassiques pour estimer
leurs paramètres. Enn, nous avons montré que diérentes approhes pouvaient être
suivies pour exploiter e mouvement dans un odeur. Le odage préditif est l'approhe
la plus lassique hoisie notamment dans les standards. En marge du odage préditif,
d'autres approhes existent. Nous avons par exemple évoqué les approhes par analyse-
synthèse s'appuyant sur une modélisation 3D ou la réation d'une mosaïque d'une sène
statique. Nous avons ensuite présenté des shémas par analyse-synthèse basés sur une
ompensation en mouvement global d'un groupe d'images [TZ94a, WXCM99, Cam04b℄.
Nos travaux s'insrivent dans la ontinuité de la thèse de Cammas [Cam04b, CP03b℄.
Comme expliqué au paragraphe 3.3.3.3, le shéma de Cammas et Pateux a pour but
d'aligner les images d'un GOF sur un même instant de projetion an de les adapter à
une déomposition temporelle  en ligne . Après déomposition temporelle, les images
de résidus sont envoyées au odeur JPEG2000 qui réalise une transformée ondelettes
horizontale-vertiale avant d'enoder les oeients. Or, nous avons montré au ha-
pitre 1 que l'ondelette séparable lassique n'était pas adaptée au ontenu géométrique
d'une image xe. Notre objetif est don de prendre en ompte la géométrie des images
pour améliorer le odeur par analyse-synthèse temporelles préédent.
Dans le hapitre suivant, nous nous onentrons sur l'image xe et présentons un
shéma par analyse-synthèse qui s'inspire fortement des travaux réalisés sur le mou-
vement. Nous hoisissons ainsi de modéliser la géométrie par un maillage déformable.
A la manière d'une approhe de type Bandelettes où le ontenu d'un blo de l'image
est adapté à une déomposition horizontale-vertiale par ondelettes, nous utilisons le
maillage déformable pour adapter l'image à la déomposition séparable standard. Le
ritère d'adaptation utilisé pour estimer le maillage est le oût de odage de l'image
déformée dans une base d'ondelettes standard. Nous proposons une tehnique d'opti-
misation très similaire à une estimation de mouvement. Après avoir enodé et transmis
l'image déformée et le maillage, l'image d'origine peut être reonstruite en inversant
la déformation. Deux diultés sont à étudier. Tout d'abord la rédution du oût de
odage de l'image ompense-t-elle le oût du maillage à transmettre ? Ensuite, les pertes
numériques introduites lors des deux ré-éhantillonnages suessifs ont-elles un impat
sur la qualité visuelle des images ? Nous répondons à es questions au hapitre suivant.
Au hapitre 5, nous montrerons omment intégrer notre shéma par analyse-synthèse
spatiales au shéma par analyse-synthèse temporelles de Cammas et Pateux.
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Chapitre 4
Codage d'images xes par
adaptation du ontenu spatial
Dans e hapitre, nous proposons une nouvelle solution pour le odage d'images xes.
Cette solution tente d'apporter une réponse à trois dés prinipaux : la déformation de
l'ondelette en fontion de la géométrie d'une image, la onservation des propriétés de
l'ondelette et la  salabilité  en géométrie. La méthode s'inspire fortement des shémas
de type analyse-synthèse [TZ94a, WXCM99, Cam04b℄ présentés à la n du hapitre
préédent. De la même manière que es auteurs proposent de ompenser les images
d'un GOF pour aligner les trajetoires de mouvement le long de l'axe temporel, nous
proposons de réaliser une ompensation en géométrie d'une image xe pour adapter
son ontenu à un ltrage horizontal et vertial, à l'aide d'une ondelette séparable par
exemple. Tout omme pour les tehniques par blos déformés, e proédé revient à
adapter l'ondelette dans le domaine image. Cependant, dans la tehnique proposée, la
déformation est globale sur tout le domaine image et l'image ompensée peut ensuite
être enodée par JPEG2000 pour tirer partie de toutes les options du odeur. L'objetif
de géométrie  salable  est atteint en modélisant la ompensation par un maillage
déformable. La stratégie adoptée n'est bien sûr pas sans faille ar la ompensation d'une
image néessite un ré-éhantillonnage irréversible.
Quatre setions omposent e hapitre. Dans un premier temps, nous identions les
briques de base de la méthode en dérivant le shéma général. Dans la seonde setion,
nous dérivons le ritère utilisé pour adapter l'image déformée au noyau d'ondelettes et
expliquons omment e ritère peut être minimisé. La troisième setion est dédiée aux
résultats de ompression obtenus ave le shéma de base. Enn, dans la dernière partie,
nous nous penhons sur le problème des pertes liées au ré-éhantillonnage de l'image et
dérivons les diérentes méthodes que nous avons testées pour tenter de le résoudre.
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4.1 Shéma proposé
4.1.1 Prinipe général
Au hapitre 2, nous avons vu qu'une approhe possible au problème d'adaptivité
onsiste à retier le ontenu d'une image pour l'adapter à l'ondelette. Notre solution
adopte ette même approhe du problème mais se distingue prinipalement des teh-
niques proposées par Taubman et Zakhor [TZ94b℄ et Le Penne et Mallat [PM05℄ par
les deux propriétés suivantes :
 La déformation de l'image ne se fait plus blo par blo mais de façon ontinue
sur tout le domaine. Après déformation, il n'est plus néessaire de modier l'on-
delette aux frontières des blos (omme dérit au hapitre 2, paragraphe 2.3.3)
pour gérer les eets de bords. Dans la tehnique proposée, le ltrage se fait de
manière identique sur tout le support de l'image déformée. En partiulier, l'image
déformée peut être envoyée diretement à un odeur ondelette existant, omme
JPEG2000 [SCE01℄, et ainsi bénéier de toutes ses fontionnalités (génération
d'un ux salable, séletion d'une zone d'intérêt,. . .).
 Dans les deux tehniques antérieures itées plus haut, un ensemble de géométries
andidates est estimé pour un blo donné en s'appuyant essentiellement sur le
gradient de l'image. Or, le gradient est une donnée très bruitée. Pour extraire
des trajetoires régulières, ei ontraint les auteurs à eetuer un lissage préa-
lable de l'image. D'autre part, les ritères utilisés pour aluler les paramètres
géométriques ne orrespondent pas à une modélisation du oût de odage des o-
eients d'ondelette après déomposition. Dans la tehnique que nous proposons,
le alul de la déformation n'utilise pas d'a priori géométrique omme la diretion
du gradient dans le domaine image. Il s'appuie sur une modélisation du oût de
desription de l'image déformée dans une base d'ondelettes.
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Fig. 4.1 : Méthode par Analyse-Synthèse 2D. L'image I en entrée est adaptée à un odeur
image par une déformation spatiale.
Shéma proposé 115
Le prinipe général de l'approhe est shématisé sur la gure 4.1. Le shéma s'ap-
puie sur un odeur d'images xes existant. Une brique d'analyse agit omme un pré-
traitement sur l'image I à enoder. Elle reherhe une version déformée de I mieux
adaptée au odeur au sens d'un ertain ritère C. Cette version déformée sera notée T
et sera appelée texture. La texture T est envoyée au odeur, transmise, puis déodée.
Une brique de synthèse est alors plaée omme post-traitement au déodeur. Elle prend
en entrée la texture déodée Tˆ . Nous travaillons sous l'hypothèse que la transformation
spatiale w alulée à l'analyse est inversible. Le but de la synthèse est alors d'inverser
la déformation eetuée à l'analyse pour reonstruire une version déodée Iˆ de l'image.
Pour pouvoir synthétiser Iˆ, il faut transmettre les paramètres de la transformation
spatiale w alulés à l'analyse.
Les travaux présentés dans la suite se onentrent prinipalement sur les odeurs
ondelettes, mais e prinipe très général peut être appliqué à d'autres odeurs. Le ri-
tère C que nous proposons pour aluler la transformation w ne s'appuie sur auun a
priori géométrique. Pour autant, puisque w est ensée  retier  l'image pour l'adapter
à l'ondelette, on peut légitimement supposer qu'elle possède ertains attributs géomé-
triques. Dans la suite, nous pourrons don faire référene à w sous le terme de géométrie.
La déformation spatiale subie par l'image sera appelée ompensation géométrique, en
référene à la terminologie utilisée pour le mouvement.
4.1.2 Maillage 2D omme modèle de déformation
Au hapitre 3, nous avons vu qu'un maillage 2D peut modéliser un mouvement
ontinu dans une vidéo. Pour e faire, il  sut  de dénir les positions de ses sommets
à un instant ourant et de aluler les positions optimales, au sens d'un ertain ritère,
à un instant de référene. Ce modèle de mouvement est équivalent à un modèle de
transformation spatiale et peut être utilisé pour dénir une déformation de l'image de
référene qui vise à retier la trajetoire du mouvement.
xi
la
w−1
w
u = (u, v)
x = (x, y)
ui
D˜ D
Fig. 4.2 : Maillage quadrangulaire régulier omme modèle de déformation. Le maillage est
uniforme dans D˜. Le but est de reherher les positions optimales, au sens d'un ritère C, dans
D.
Dans notre as, nous herhons à retier une trajetoire géométrique. Supposons
que la texture T existe et est onnue. La problématique d'analyse peut être vue omme
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une problématique d'estimation de mouvement entre T et I. Le maillage 2D apparaît
don omme un hoix naturel pour modéliser une déformation inversible. En partiulier,
nous hoisissons de reouvrir le domaine texture D˜ ave un maillage M˜ uniforme et
régulier dont les sommets ont des positions xes ui = (ui, vi). Nous plaçons un maillage
M de même onnetivité dans le domaine image D dont les sommets sont libres de
se déplaer (voir gure 4.2). Grâe à l'uniformité et à la régularité de M˜, les seuls
paramètres de la transformation spatiale sont : le nombre de sommets du maillage Ns
donné par la longueur la d'une arête dans D˜ et les positions des sommets xi = (xi, yi)
dans D. Ces paramètres devront être transmis pour pouvoir reonstruire l'image en bout
de haîne.
Les positions des sommets dans D étant onnus, tout point u = (u, v) du domaine
texture peut être mis en orrespondane ave un point x = (x, y) du domaine image en
interpolant les positions des sommets. Cei revient à dénir la transformation spatiale
w suivante :
w : D˜ → D
(u, v) 7→ (x, y) =
Ns∑
i=1
(xi, yi) · φ(u− xi, v − vi)
(4.1)
où φ est une fontion de forme 2D dénie dans D˜. Les transformations loales possibles
dépendent de la forme des faettes et de la fontion de forme hoisies. Dans notre
étude, nous avons fait le hoix de travailler ave des mailles quadrangulaires ar elles
nous paraissent plus à même de apturer la régularité d'une ourbe. D'autre part, la
fontion φ hoisie est la fontion bilinéaire qui limite la omplexité tout en permettant
une bonne variété de déformations.
Le hoix du maillage parmi les modèles de géométrie possibles est partiulière-
ment motivé par sa propriété multi-résolution intrinsèque. Les paramètres d'un maillage
peuvent être enodés sous la forme d'un ux emboîté possédant une salabilité spatiale
et en qualité. Dans [Cam04b℄, Cammas exploite ette propriété pour proposer un shéma
de odage vidéo entièrement salable, où le mouvement peut être déodé ave pertes
pour aeter plus de débit au déodage des textures. Nous verrons dans la suite si
appliquer ette démarhe à la géométrie apporte un gain sur une image xe.
Comme nous l'avons vu au hapitre 2, d'autres méthodes adaptatives [LW95, Le99b,
Mar00, DDI06℄ utilisent le maillage 2D omme modèle géométrique. Notre solution se
distingue de es méthodes ar elle n'utilise pas le maillage 2D omme grille d'éhan-
tillonnage mais omme grille de déformation. Dans notre as, si le nombre de sommets
Ns est nul, l'image est tout simplement représentée par ses oeients d'ondelettes.
Par ontre, si le maillage est vu omme une grille d'éhantillonnage, Ns = 0 signie
que l'on ne reonstruit rien. Remarquons qu'il existe tout de même un lien entre les
deux approhes : lorsque notre texture T est approximée ave une basse fréquene de
taille Ns ×Ns, haque sommet est alors rattahé à une seule intensité ; e qui revient à
approximer I ave des éléments nis omme dans les autres méthodes.
Shéma proposé 117
Pour onlure e paragraphe, remarquons que le domaine texture utilisé dans nos
travaux orrespond au onept de domaine maître introduit par Lee et Wang [LW95℄
et dérit au hapitre 2. Nous avons hoisi d'utiliser le terme texture en référene aux
tehniques de synthèse 3D : de la même façon qu'un objet 3D est synthétisé en plaquant
une texture sur un maillage 3D, une image I est ii synthétisée en bout de haîne en
plaquant une texture sur un maillage 2D. Préisons que e terme de texture ne doit pas
être onfondu ave le onept de zones texturées introduit au début de e manusrit.
A la n de l'analyse, la texture T ontient des zones texturées mais aussi des zones
homogènes et des ontours (idéalement alignés le long de l'axe horizontal ou vertial).
4.1.3 Déformation image versus déformation ondelette
Considérons une transformation spatiale inversible w quelonque qui assoie tout
point du domaine texture à un point du domaine image. Considérons également une
ondelette ψj,m dénie sur le domaine texture D˜, où j est le fateur d'éhelle (dilatation)
et m le fateur de translation de l'ondelette mère ψ.
Déformation de l'image. A partir de la transformation spatiale w, on peut dénir
un opérateur de déformation W qui agit sur l'image I pour donner une image déformée
T dans le domaine texture :
T (u, v) = WI(u, v) = I(w(u, v))) ∀(u, v) ∈ D˜ (4.2)
W est l'opérateur de ompensation géométrique. Comme w est réversible, l'image I
omme fontion de R
2
peut être reonstruite à partir de T :
I(x, y) = T (w−1(x, y)) = I(w ◦ w−1(x, y)) ∀(x, y) ∈ D (4.3)
Déformation de l'ondelette. A partir de la transformation spatiale inverse w−1 , on
peut dénir un nouvel opérateur de déformation W∗ qui agit ette fois sur l'ondelette
ψj,m pour donner une ondelette déformée dans le domaine image D :
W∗ψj,m(x, y) = ψj,m(w
−1(x, y)) ∀(x, y) ∈ D (4.4)
Généralement, les méthodes adaptatives [CG05, VBLVD06, WZVS06, DWW
+
07℄ se
foalisent sur l'opérateur W∗ : le but est de déformer l'ondelette pour que son support
apture la géométrie de l'image. C'est la solution 1 dans la gure 4.3. En se plaçant
dans un domaine image ontinu, adapter l'ondelette à un ontour revient à satisfaire les
trois objetifs suivant :
1. Orienter les deux axes de l'ondelette dans les diretions parallèle et orthogonale
au ontour,
2. Étirer le support de l'ondelette dans la diretion parallèle pour tirer partie de la
régularité le long du ontour,
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3. Contrater le support dans la diretion orthogonale pour limiter les rebonds autour
de la disontinuité.
Singularité
image
IdDéformation
noyau
Déformation
Solution 1
Noyau
<=>
?
Id
Solution 2
Fig. 4.3 : Deux approhes au problème d'adaptativité. Solution 1 : déformer le noyau pour
l'adapter à la géométrie. Solution 2 : déformer l'image pour l'adapter au noyau.
Notre solution se foalise sur l'opérateur W : le but est de déformer l'image pour
l'adapter à l'ondelette. C'est la solution 2 dans la gure 4.3. Si on se réfère à des a priori
géométriques, adapter un ontour à l'ondelette séparable signie trois hoses :
1. Orienter sa diretion de régularité sur un des axes (horizontal ou vertial) de
l'ondelette,
2. Contrater le ontour dans sa diretion de régularité pour réduire le nombre de
oeients d'ondelette néessaire à sa représentation,
3. Étirer le ontour dans sa diretion orthogonale pour rendre la fontion plus régu-
lière.
Nous observons qu'il existe une ertaine similarité entre les objetifs reherhés par
es deux solutions. Mais y a-t-il équivalene entre les deux méthodes ? Pour
répondre à ette question, érivons la projetion de la texture T sur une ondelette
ψj,m :
< T,ψj,m > =
∫
u
∫
v
T (u, v)ψj,m(u, v)dudv
=
∫
u
∫
v
I(w(u, v))ψj,mdudv
(4.5)
En opérant le hangement de variable (u, v) = w−1(x, y), on obtient :
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< T,ψj,m >=
∫
x
∫
y
I(x, y)Wψj,m(x, y)Jw−1(x, y)dxdy (4.6)
où Jw−1(x, y) est le jaobien de la transformation w
−1
. D'après la relation 4.6, la pro-
jetion de T sur une ondelette est égale à la projetion de I sur une ondelette déformée
si et seulement si la ondition Jw−1(x, y) = 1 est respetée sur le support de l'ondelette.
D'autre part, on remarque que déomposer la texture sur une base d'ondelettes non
adaptatives est équivalent à déomposer l'image sur la base d'ondelettes déformées si
et seulement si le jaobien est onstant sur le support des ondelettes à haque éhelle.
Dans les travaux de Taubman et Zakhor [TZ94b℄ et Le Penne et Mallat [PM05℄, haque
blo est déformé en réalisant des translations de lignes et/ou de olonnes. Dans e as,
le jaobien est unitaire et la ondition est don respetée tant que le support de l'on-
delette reste à l'intérieur du blo. Cei suppose en partiulier que l'éhelle 2j maximale
de l'ondelette soit inférieure à la taille du blo. Forer la valeur du jaobien à 1 limite
les déformations possibles de l'image et de l'ondelette : parmi les trois objetifs donnés
plus haut, seul l'objetif d'orientation peut être atteint. Pour modier le ratio d'as-
pet de l'ondelette, il est alors néessaire de reourir à un traitement spéique après
projetion du blo déformé sur la base d'ondelettes séparable, omme par exemple une
 Bandelettisation  (hapitre 2, paragraphe 2.2.4.3).
Dans notre étude, la transformation spatiale w est modélisée par un maillage qua-
drangulaire régulier omme dérit préédemment. Avoir des mailles quadrangulaires
failite l'interprétation visuelle ar la déformation de l'ondelette dans le domaine image
est diretement donnée par la déformation d'une maille. Dans e as, le hoix d'une
fontion de forme ane dans l'équation (4.1) permettrait d'avoir un jaobien onstant
et de respeter la ontrainte d'équivalene à l'intérieur d'une maille tant que l'éhelle
2j de l'ondelette reste inférieure à la (la taille d'une arête dans D˜). Cependant, les dé-
formations de l'image permises par une transformation ane restent limitées. Nous lui
avons don préféré la transformation bilinéaire. Dans e as, le jaobien Jw−1 n'est pas
onstant à l'intérieur d'une maille et il n'y a don plus équivalene entre les deux teh-
niques. La projetion de T sur une ondelette revient alors à projeter I sur une ondelette
déformée dont les valeurs sont pondérées par le jaobien.
4.1.4 Disrétisation de la transformée
Lorsqu'on raisonne en disret, déformer un signal est synonyme de ré-éhantillonnage.
Si la transformation w onsiste en une translation soit des lignes soit des olonnes,
omme dans [TZ94b, PM05℄, alors le ré-éhantillonnage est théoriquement réversible
ave une implémentation réursive d'un ltre à réponse impulsionnelle innie. En pra-
tique, on peut obtenir une erreur de reonstrution arbitrairement petite en augmentant
le nombre de réursions du ltre et en améliorant la préision de ses oeients. Notons
d'une part que le nombre de réursions du ltre joue bien sûr sur la omplexité de la
déformation inverse et d'autre part que la préision des oeients est limitée par les
apaités de la mahine.
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Dans notre as, l'image peut subir loalement tout type de déformations selon le
déplaement des n÷uds dans D : translations, rotations, étirements, ontrations. Si
une translation pure peut être onsidérée omme quasi-réversible, tous les autres types
de déformations impliquent des pertes de hautes fréquenes lors du passage du domaine
image au domaine texture. En partiulier, dans le as d'une ontration de l'image,
la zone déformée est représentée ave moins d'éhantillons dans D˜ que dans D. On
parlera de perte de résolution. Cette perte de résolution s'aompagne néessairement
d'un ltrage passe-bas. Dans le as d'un étirement, la zone est représentée ave plus
d'éhantillons dans D˜ que dans D. On parlera de gain de résolution. Si l'étirement
onsiste en un sur-éhantillonnage, il peut être inversé. Sinon, ertains bruits seront
ltrés. La fréquene de oupure dans le as d'une perte ou d'un gain de résolution est
diretement liée au nombre d'éhantillons dans D˜. Comme nous l'avons vu au hapitre 3,
paragraphe 3.1.4.2, la valeur du jaobien de w donne une indiation sur les hangements
de résolution loaux. |Jw| > 1 se traduit par une perte de résolution. |Jw| < 1 se traduit
par un gain de résolution. Même si des as partiuliers existent, |Jw| = 1 signie dans
le as général qu'il n'y a ni gain ni perte de résolution.
En sahant que le ré-éhantillonnage de l'image n'est pas réversible, nous veillerons
dans la suite à analyser l'impat des pertes sur l'image reonstruite en bout de haîne
en fontion du débit : l'impat sur une métrique d'évaluation objetive omme le PSNR,
mais surtout l'impat visuel.
Dans la setion suivante, nous nous intéressons au alul de la déformation, 'est
à dire à la brique d'analyse. Nous proposons une minimisation énergétique basée sur
une modélisation du oût de desription de la texture T . Nous allons ainsi voir qu'il est
possible de aluler un maillage onforme aux a priori géométriques sans intégrer es a
priori au modèle. Dans la setion 1.4, nous nous intéressons au odage des informations
(image déformée et déformation) et montrons l'inuene des paramètres d'analyse et du
pas de quantiation du maillage. L'étude montre qu'un maillage ave une taille d'arête
la = 8 oupe une part trop importante du débit. Nous donnons alors les résultats de
ompression obtenus en utilisant une taille la = 16 et les omparons ave eux fournis par
JPEG2000. Lorsque le ontenu géométrique de l'image reste simple, une amélioration
de la qualité visuelle est observée au niveau des ontours. Cependant deux diultés
sont soulevées. Tout d'abord les ré-éhantillonnages suessifs eetués lors de l'analyse
puis de la synthèse produisent un ou d'interpolation dans les zones texturées, gênant
surtout dans les hauts débits. Ensuite, une taille la = 16 ne permet pas de s'adapter
aux ontenus géométriques omplexes que l'on trouve généralement dans les images
naturelles. La setion 4.4 se onentre sur es deux diultés. Nous proposons tout
d'abord deux tehniques simples pour améliorer la qualité de l'image synthétisée dans
les hauts débits. Nous proposons ensuite une approhe de type Quadtree permettant de
raner la taille des mailles dans les régions de ontours tout en ontrlant le oût de la
géométrie. De nouvelles omparaisons ave JPEG2000 sont fournies.
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4.2 L'analyse : estimation de la déformation
Rappelons que le but de la brique d'analyse est de déformer l'image pour l'adapter
à une déomposition dans une base donnée. Nous nous sommes onentrés sur la base
d'ondelettes séparables. Le problème peut être formulé omme la reherhe des positions
{xi = (xi, yi), i = 1 . . . Ns} des sommets du maillage dans D permettant la meilleure
adaptation de la texture au sens d'un ritère C. Diérentes méthodes [TV91, LW95,
JCLB01℄ ont été proposées au hapitre 2 pour onstruire un maillage quadrangulaire
adaptatif dans D. Cependant, leur but est de trouver une meilleure approximation
de l'image par éléments nis et nous avons vu que ette approhe était sensiblement
diérente de la ntre.
Dans [ACSD
+
03℄, Alliez et al. proposent un remaillage anisotropique d'une surfae
3D ave des mailles à dominane quadrangulaire. Leur idée est d'intégrer des lignes à
partir des hamps de ourbure prinipale et seondaire de la surfae. L'espaement entre
deux lignes de ourbure prinipale (respetivement seondaire) est inversement propor-
tionnel à la ourbure seondaire (resp. prinipale) de sorte que le ré-éhantillonnage nal
est bien adapté à la géométrie de la surfae. La première piste que nous avons suivie a
onsisté à adapter ette approhe à l'image en remplaçant les deux hamps de ourbure
par des hamps de gradients maximal et minimal, et en utilisant la méthode d'intégra-
tion de lignes de ux dérite dans [MAD05℄. Nous résumons es travaux en annexe A.
Cette tehnique s'avère problématique ar le gradient d'une image est une donnée très
bruitée. Plus un hamp de veteur est haotique, plus il est diile d'intégrer des lignes
de grande taille. Cei se traduit alors par un maillage très irrégulier ave beauoup de
faettes non quadrangulaires. Pour avoir des hamps de veteurs exploitables, il faut
reourir à un fort lissage de l'image, e qui limite fortement la qualité du modèle géo-
métrique. En outre, il est impossible de prévoir le résultat fourni par ette méthode en
termes de onnetivité.
Dans la suite, nous ontraignons la régularité du maillage et xons arbitrairement
la taille la d'une arête dans D˜. Nous proposons ensuite de résoudre le problème de
l'analyse ave un modèle d'estimation itératif. A haque itération k, nous proposons
de modier de façon onjointe la déformation w(k) et la texture T (k) pour améliorer
le ritère d'adaptation C(k). A l'état initial, la déformation est l'identité, 'est-à-dire
que l'on a x
(0)
i = u
(0)
i ∀i ∈ {1 . . . Ns}, ou enore T (0) = I. Il reste à dénir le ritère
d'adaptation de la texture.
4.2.1 Coût de desription texture
4.2.1.1 Dénition du ritère
Déomposons la texture T dans une base d'ondelettes, pour un niveau de déom-
postion J > 1 xé. T peut être érite omme (voir hapitre 1, paragraphe 1.3.5) :
T (u, v) =
∑
m
aJ [m]φ
∗
J,m(u, v) +
J∑
j=1
∑
m
dj [m]ψ
∗
j,m(u, v) (4.7)
122 Codage d'images xes par adaptation du ontenu spatial
où m parourt tous les éhantillons d'une sous-bande j donnée. L'énergie de la texture
est don répartie sur la basse fréquene J et sur un ensemble de détails {dj [m]}j,m.
Puisque nous travaillons dans un adre de ompression, le but de l'analyse est d'obtenir
une texture qui soit plus faile à oder que l'image de départ. Nous proposons don
de formuler le ritère C omme un oût de desription de T dans la base d'ondelettes.
Pour modéliser e oût, nous faisons ii l'hypothèse qu'un détail dans une sous-bande j
donnée est une variable aléatoire Dj qui suit une loi de probabilité gaussienne entrée
de variane σ2j , à savoir :
P {Dj = d} = 1√
2πσ2j
exp(− d
2
2σ2j
) (4.8)
Le oût de desription des détails {dj [m]} pour j = 1 . . . J peut alors s'exprimer de la
façon suivante :
C = −
J∑
j=1
∑
m
log2 P {Dj = dj [m]}
C ∝ −
J∑
j=1
∑
m
dj [m]
2
2σ2j
+K
(4.9)
où K est une onstante. C est le ritère hoisi pour estimer la déformation
w. Comme nous pouvons le voir, e ritère ne prend en ompte auun a priori sur la
géométrie. Cependant, réduire C revient à déplaer l'énergie du signal vers les basses
fréquenes et don à en onstruire une représentation reuse. Un grand nombre de détails
nuls signie que l'ondelette apture bien le ontenu de la texture. Alternativement,
ela signie que la déformation adapte T à l'ondelette. On s'attend don à e que la
déformation et la texture obtenues satisfassent ertains a priori géométriques.
Sous la forme (4.9), le oût de desription n'est pas déni omme une fontion de
w. On peut néanmoins reherher un minimum de C de façon exhaustive en déplaçant
loalement les sommets xi un par un (à la manière de l'estimation de mouvement vue
au hapitre 3, paragraphe 3.2.1). Cei s'avérerait ependant très lourd ar pour haque
nouveau déplaement d'un n÷ud, il faudrait realuler la déomposition de T dans la
base d'ondelettes. Notre but est d'exprimer C omme une fontion de w pour pouvoir
faire une reherhe globale des meilleures positions, par exemple par une tehnique de
desente du gradient de C(w).
L'hypothèse d'une loi gaussienne dans les sous-bandes d'ondelettes peut être disu-
tée. Une loi laplaienne ou une mixture de gaussiennes généralisées peuvent en eet être
onsidérées omme des modèles plus justes pour des images naturelles. La loi gaussienne
a été hoisie prinipalement ar elle onduit à une expression quadratique failement
dérivable.
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4.2.1.2 Expression en fontion de w
Dans la suite, nous utiliserons la notation T˜j pour désigner l'approximation de T à
l'éhelle 2j :
T˜j(u, v) =
∑
m
aj [m]φ
∗
j,m(u, v) (4.10)
La gure 4.4 montre quelques approximations de T à l'état initial où l'on a T = I.
T˜2 T˜1 T˜0 = T
Fig. 4.4 : T˜j est l'approximation de T obtenue en mettant à 0 tous les détails dk[m] pour
k ∈ {1..j}.
A partir de l'expression (4.7), nous pouvons érire :
J∑
j=1
∑
m
dj [m]ψ
∗
j,m(u, v) = T (u, v)− T˜J(u, v) (4.11)
L'appliation du théorème de Parseval fournit l'égalité suivante :
J∑
j=1
∑
m
dj [m]
2 =
∑
(u,v)∈D˜
(T (u, v) − T˜J(u, v))2 (4.12)
Comme T = I(w(u, v)), l'égalité préédente montre que l'énergie des hautes fréquenes
peut être exprimée en fontion de la déformation et de l'approximation T˜J . Nous souhai-
tons établir une expression similaire pour le oût de desription C. La dénition (4.9) de
C faisant intervenir des poids assoiés à haque éhelle 2j , son expression en fontion
de w néessite un développement supplémentaire. Pour simplier les notations, nous
noterons
∑
(u,v)∈D˜(T (u, v) − T˜j(u, v))2 =
∑
D˜(T − T˜j)2 pour une éhelle j donnée.
Considérons un ensemble de poids {ηj \ j = 1 . . . J}. D'après l'équation (4.12),
on peut érire :
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η1
∑
D˜
(T − T˜1)2 = η1
∑
m
d1[m]
2
η2
∑
D˜
(T − T˜2)2 = η2(
∑
m
d1[m]
2 +
∑
m
d1[m]
2)
.
.
.
ηJ
∑
D˜
(T − T˜J)2 = ηJ (
∑
m
d1[m]
2 + · · ·
∑
m
dJ [m]
2)
(4.13)
En sommant toutes les lignes, on arrive à l'égalité suivante :
J∑
j=1
ηj
∑
D˜
(T − T˜j)2 =
J∑
j=1
ςj
∑
m
dj [m]
2
(4.14)
ave
ςj =
j∑
k=1
ηk ∀j ∈ {1 . . . J} (4.15)
En remplaçant ςj par
1
2σ2j
, le terme de droite dans l'équation (4.14) orrespond au oût
de desription C à une onstante près. En inversant le système (4.15), on détermine la
valeur des poids ηj :{
ηJ = ςJ =
1
2σ2J
ηj = ςj − ςj+1 = 12σ2j −
1
2σ2j+1
∀j ∈ {1 . . . J − 1}
et le oût de desription de la texture C peut nalement être exprimé en fontion de la
transformation w et des approximations T˜j pour j ∈ {1 . . . J} :
C =
J∑
j=1
ηj
∑
D˜
(I(w(u, v))− T˜j(u, v))2 (4.16)
Pour la plupart des images naturelles, on observe que la variane dans une sous-
bande d'ondelettes augmente ave l'éhelle 2j . Cei signie en partiulier que 1/σ2j+1 <
1/σ2j ∀j ∈ {1 . . . J − 1} et don les oeients ηj sont généralement positifs.
4.2.1.3 Optimisation onjointe du ouple (w, T )
Pour minimiser le oût de desription sous sa forme (4.16), nous proposons de faire
une reherhe itérative sur w de type desente en gradient. Une telle reherhe permet
une optimisation globale de l'ensemble des positions {xi}. Cependant, dans l'expression
de C, nous remarquons que les approximations T˜j dépendent elles aussi de w ar elles
dépendent de T . Dans le as d'une reherhe exhaustive par mise en orrespondane
(voir hapitre 3, paragraphe 3.2.3.1), ela ne pose pas de problème ar on ne herhe pas
L'analyse : estimation de la déformation 125
à dériver une énergie. Dans une tehnique de type desente en gradient, dériver les ap-
proximations T˜j produirait une expression trop omplexe à exploiter. Pour ette raison,
nous avons hoisi de onsidérer T omme une variable à part entière dans l'optimisation.
Nous formulons alors la minimisation de C(w, T ) omme un problème d'optimisation
onjointe : on reherhe le ouple (w∗, T ∗) pour lequel le oût de desription est minimal.
A l'état initial, la déformation est l'identité : w(0) = Id. Cei signie en partiulier
que x
(0)
i = u
(0)
i ∀i ∈ {1 . . . Ns}, et don que la texture est l'image : T (0) = I. Connais-
sant la texture T (k) et la déformation w(k) à la n de l'itération k, l'itération k + 1 se
déroule en deux temps.
Au premier temps, la déformation w(k+1) est alulée en minimisant le oût C(k+1) =
C(w(k+1)) :
C(k+1) =
J∑
j=1
ηj
∑
D˜
(I(w(k+1)(u, v))− T˜ (k)j (u, v))2 (4.17)
Dans ette expression, les approximations T˜
(k)
j sont onnues et ne dépendent don pas de
w(k+1). Pour minimiser C(k+1), nous proposons d'appliquer la tehnique d'estimation de
mouvement dérite à l'annexe B. Il s'agit de aluler la dérivée de C(k+1) par rapport à
haque position x
(k+1)
i puis de linéariser ette dérivée à la position x
(k)
i . Annuler haque
dérivée produit un système linéaire de type A · ∆X(k+1) = B dont les inonnues sont
les déplaements ∆x
(k+1)
i par rapport aux positions x
(k)
i trouvées à l'étape préédente.
Au deuxième temps, la nouvelle texture T (k+1) est alulée en déformant l'image
d'origine I ave la déformation w(k+1) :
T (k+1)(u, v) = I(w(k+1)(u, v)) ∀(u, v) ∈ D˜ (4.18)
et les approximations T˜
(k+1)
j sont alulées en utilisant l'équation (4.10).
Cet algorithme d'analyse est shématisé gure 4.5. Il peut être vu omme un algo-
rithme d'espérane-maximisation (EM). A haque étape, une observation de la variable
T est faite et la déformation est mise à jour en alulant de petits déplaements des
sommets pour améliorer le oût C(T,w), 'est-à-dire pour améliorer l'adaptation de
T à la base d'ondelettes. T est ensuite mise à jour ave la nouvelle observation de w.
Dans notre adre de travail, remarquons qu'un tel algorithme n'assure pas d'atteindre le
minimum global de la fontion C(w, T ) ar ette fontion n'est en général pas onvexe.
On ne peut pas non plus assurer que l'algorithme onverge vers un minimum (global ou
loal) en un petit nombre d'itérations. De e fait, la démarhe habituelle est de se xer
un nombre maximal d'itérations pour réduire C. Ce nombre sert don de ritère d'arrêt
à l'algorithme. Comme nous l'avons vu au hapitre 3, e type d'approhe a été large-
ment utilisé et validé dans un ontexte d'estimation de mouvement entre deux images
d'une séquene vidéo. Nous verrons plus loin les résultats obtenus dans le adre de notre
estimation géométrique.
4.2.1.4 Simpliations
Sous la forme (4.17), nous remarquons que le oût de desription peut être vu omme
une somme pondérée de J diérenes d'images déplaées (DID). Ii, nous montrons qu'il
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Parametres:
Initialisation
k = 0; w
(0)
= ; T
(0)
= I
Calul des
~
T
(k)
j
Pour j 2 f1 : : : Jg
Minimisation de C
(k+1)
Mise a jour de la deformation
w = w
(k+1)
Mise a jour de la texture
T = T
(k+1)
= I(w
(k+1)
)
k  k
max
?
Image I
k ++
texture
T
deformation
w
oui
Longueur l
a
d'une are^te dans D
T
Niveau de deomposition J
non
Fig. 4.5 : Shéma de l'analyse. La texture et la déformation sont générées de façon itérative
en appliquant un algorithme d'espérane-maximisation.
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est possible de simplier l'expression de C pour aboutir à une seule DID omme dans le
as d'une estimation de mouvement. A haque itération k+1, la omplexité de l'analyse
se répartit alors sur trois étapes : la onstrution du système linéaire, la résolution du
système linéaire et le alul d'une texture T
(k+1)
cible appelée texture ible que nous dérivons
plus bas.
Constrution du système linéaire. Par soui de larté, nous faisons abstration
de l'indie de l'itération et des oordonnées (u, v). Développons l'équation (4.17) :
C =
∑
j
ηj
∑
D˜
(T − T˜j)2
=
∑
D˜
(
∑
j
ηjT
2 − 2T
∑
j
ηjT˜j +
∑
j
ηjT˜
2
j )
(4.19)
En mettant en fateur le terme
∑
j ηj, on montre que :
C = (
∑
j
ηj) · [T − Tcible]2 −
(
∑
j ηj T˜j)
2∑
j ηj
+
∑
j
ηjT˜
2
j (4.20)
où Tcible est appelée texture ible. Tcible est une somme pondérée d'approximations T˜j :
Tcible =
∑
j ηj T˜j∑
j ηj
(4.21)
En rappelant que les approximations T˜
(k)
j sont onsidérées omme indépendantes de
la déformation w(k+1) lors de sa mise à jour, nous pouvons réérire le oût (4.17) :
C(w(k+1)) = (
∑
j
ηj) ·C′(w(k+1)) +K (4.22)
Ave
C′(w(k+1)) =
∑
D˜
(I(w(k+1))− T (k)cible)2 (4.23)
et K est un terme qui ne dépend pas de w(k+1).
Au nal, la relation (4.22) montre que minimiser C(w(k+1)) revient à minimiser le
oût C′(w(k+1)). Comme C′ est une DID, la onstrution du système linéaire a désormais
la même omplexité que lors d'une estimation de mouvement.
Résolution du système linéaire. La matrie A du système linéaire est une ma-
trie de taille 2Ns × 2Ns. Comme nous le montrons à l'annexe B, ette matrie est
une matrie reuse ave seulement quelques oeients non nuls par ligne. Le nombre
de oeients non nuls dépend de la fontion de forme utilisée dans la dénition (4.1)
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de la déformation. Si la fontion bilinéaire est utilisée, haque ligne a au plus 9 oef-
ients non nuls, ar le déplaement d'un n÷ud est uniquement lié aux déplaements
de ses 8 voisins les plus prohes. Ave une telle matrie, des méthodes très eaes de
résolution du système linéaire existent, telles que les méthodes par gradient onjugué
(voir [PFTV92℄, hapitre 2), onduisant à une omplexité quasi-linéaire par rapport au
nombre de n÷uds Ns.
Calul de T
(k)
cible. La texture ible est alulée à la n de haque itération. Ce alul
néessite la onnaissane de T . La valeur de T en haque pixel (u, v) ∈ D˜ se alule
en deux temps. Dans un premier temps, le orrespondant (x, y) = w(u, v) de haque
pixel dans D est alulé. Ce orrespondant est une position dans R2. Dans un deuxième
temps la valeur I(x, y) est interpolée à partir des valeurs aux pixels. La omplexité du
alul de T dépend des fontions de forme utilisées pour le alul du orrespondant et
pour l'interpolation des intensités. Dans tous les résultats qui seront présentés plus loin,
nous avons utilisé une interpolation biubique.
Il est possible de s'épargner l'étape d'interpolation des intensités en alulant une
version super-résolue de I avant toute itération. Ensuite, à haque itération, l'éhan-
tillon le plus prohe de (x, y) dans D est hoisi (interpolation au plus prohe). Plus la
dimension de l'image super-résolue sera grande, plus la valeur alulée sera prohe de
la valeur réelle de I(x, y).
Une fois T (k) onnue, toutes ses approximations T˜
(k)
j pour j ∈ {1 . . . J} peuvent être
alulées. Cei néessite une transformée en ondelettes de T (k) suivie de J transformées
inverses. T
(k)
cible peut ensuite être déterminée à l'aide de l'équation (4.21).
En termes de omplexité globale, la seule étape qui diérenie notre estimation géo-
métrique d'une estimation de mouvement par maillage est le alul de la texture ible
à la n de haque itération. Tout se passe omme si on estimait un mouvement
entre l'image d'origine et une texture ible dont la onnaissane se rane à
haque itération.
4.2.2 Conformité du maillage
La onformité du maillage est néessaire pour dénir une transformation w bijetive
et inversible. Il faut don s'assurer que ette propriété reste vraie à l'issue de l'ana-
lyse. En pratique, trois  traitements  spéiques sont mis en ÷uvre pour ontrler la
déformation du maillage.
Tout d'abord, une augmentation de Levenberg-Marquardt est réalisée sur la dia-
gonale de la matrie A du système linéaire. Comme expliqué à l'annexe B, ette aug-
mentation a pour but d'éviter les grands déplaements de n÷uds dans les zones où le
gradient de l'image est très faible. Ensuite, une énergie de déformation Ed, ou énergie
ressort, omme elle employée dans [WL94℄ (voir page 94) est additionnée au oût de
desription C′. Cette énergie permet de rendre la transformation plus régulière en for-
çant les n÷uds à bouger ensemble. Dans notre implémentation, nous avons onsidéré
toutes les onstantes de ressort omme unitaires. L'énergie ressort est ombinée au oût
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ave un ertain poids ωd. La valeur de e poids est un paramètre de l'analyse et son
hoix est le résultat d'un ompromis entre adaptivité et parimonie (plus le maillage
est peu déformé, moins il oûtera her à oder). L'énergie nale E que nous herhons
à minimiser est E = C′ + ωd · Ed.
Les deux outils préédents permettent de ontrler la déformation mais n'empêhent
nullement la dégénéresene des mailles dans les zones à fort gradient. Pour forer haque
maille à rester onforme, nous eetuons à l'issue de haque itération la  projetion
non-obtuse  introduite par Wang et Lee dans [WL94℄ et dérite page 96.
4.2.3 Gestion des bords
Pour éviter de mettre en plae un traitement spéial pour les sommets situés à
la frontière du maillage, es sommets sont xés au début de l'analyse et ne sont pas
onsidérés dans la minimisation énergétique. Après haque itération, ils peuvent être
déplaés sur leur frontière respetive pour satisfaire des ontraintes de onformité. Pour
améliorer l'adaptativité aux bords de l'image, il est possible d'utiliser un maillage de
départ plus grand que le domaine image. Cependant, ette démarhe n'a pas apporté
de gain signiatif et nous ne l'avons don pas appliquée pour générer les résultats de
e hapitre. Par ontre, nous y reviendrons dans le hapitre 5.
4.2.4 Exemples d'analyse-synthèse
Dans e paragraphe, nous illustrons les étapes d'analyse et de synthèse en onsidé-
rant l'image Lena 256×256. Le but est de valider la tehnique d'estimation géométrique
proposée (problématique d'analyse) mais aussi d'observer la qualité de l'image obtenue
après déformation inverse (problématique de synthèse). Dans es exemples, auune in-
formation n'est quantiée ni enodée.
4.2.4.1 Eaité de l'analyse
Pour évaluer l'eaité de l'analyse, nous réalisons une expériene en hoisissant
des mailles de taille 8 × 8 dans D˜ (la = 8). L'ondelette utilisée pour aluler les ap-
proximations T˜j est l'ondelette de Daubehies 9/7 [CDF89a, ABMD92℄. Le niveau de
déomposition J (orrespondant au nombre de sous-bandes de haute fréquene prises
en ompte dans le oût de desription) est hoisi égal à 4 et l'énergie de déformation est
mise à 0 (ωd = 0). Nous laissons tourner l'algorithme sur un grand nombre d'itérations
(kmax = 100). La gure 4.6 montre les sorties de la brique d'analyse.
Observations sur le maillage. A droite de la gure 4.6 sont représentés le maillage
M déformé et l'image d'origine I dans le domaine D. Rappelons que la forme des mailles
dans le domaine image indique la déformation du support de l'ondelette. Au début de
l'analyse, M est uniforme : le support de l'ondelette est le support arré lassique. A
la n de l'analyse, nous observons que les mailles se sont déformées. Au paragraphe
4.1.3, nous avions donné 3 objetifs en nous appuyant sur des a priori géométriques :
l'orientation (1) et l'élongation (2) de l'ondelette dans la diretion du ontour, ainsi que
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w
D˜ D
Fig. 4.6 : Un résultat d'analyse sur Lena 256 ave kmax = 100, J = 4, la = 8, ωd = 0. [A
droite℄ Maillage dans D et image originale, [A gauhe℄ Maillage dans D˜ et texture obtenue.
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sa ontration (3) dans la diretion orthogonale au ontour. En observant les résultats
dans le domaine image, nous pouvons faire les remarques suivantes :
 Les mailles se sont resserrées autour des ontours. Cei est partiulièrement signi-
atif sur les ontours du hapeau, du miroir, de l'épaule. . . Cette ontration
des mailles revient à ontrater le support de l'ondelette dans les diretions or-
thogonales aux ontours et orrespond à l'objetif 3.
 Lorsque le ontour d'origine est ourbe, les mailles ont des diultés à apturer
leur orientation. Cette diulté n'est pas liée à l'optimisation mais au modèle de
géométrie hoisi. En eet, toutes les mailles sont forées à rester onnetées et ne
peuvent don pas tourner librement. Cei se traduit par des mailles en forme de
losanges. On l'observe par exemple sur les ontours du miroir. La ontrainte de
onnetivité régulière empêhe don de satisfaire partout l'objetif 1. Elle empêhe
également de satisfaire partout l'objetif 2 ar une maille qui s'étire le long d'un
ontour produit néessairement la ontration d'une maille voisine.
 Remarquons enn que les n÷uds se sont également déplaés dans les zones homo-
gènes et texturées qui ne sont pas prohes d'un ontour. Ces déplaements sont
moins signiatifs mais montrent qu'il existe une ativité non isotrope du gradient
dans es zones.
Observations sur la texture. A gauhe de la gure sont représentés le maillage M˜
et la texture dans le domaine D˜. Au paragraphe 4.1.3, nous avions donné 3 objetifs en
nous appuyant sur des a priori géométriques : l'alignement des ontours dans la diretion
horizontale ou vertiale (1), la ontration du ontour dans sa diretion régulière (2) et
l'étirement du ontour dans la diretion orthogonale (3). Les résultats dans le domaine
texture sont ohérents ave les observations préédentes :
 La majorité des ontours ont été  étirés  dans la diretion orthogonale à la dis-
ontinuité. Comme nous l'avons dit, ei revient à rendre la fontion plus régulière
dans ette diretion et don plus adaptée à une déomposition par ondelettes. Cei
orrespond à l'objetif 3.
 Certains ontours qui n'étaient ni horizontaux ni vertiaux à l'origine ont été
alignés le long de l'un de es deux axes. On remarque par exemple que le nez
de Lena ainsi que ses heveux (à droite) ont été alignés sur l'axe vertial dans
le domaine texture. On remarque également l'apparition d'un  phénomène d'es-
alier  au niveau de l'épaule. Ces observations sont en aord ave l'objetif 1.
L'objetif 2 qui est l'étirement des ontours dans la diretion régulière est plus
diilement observable.
Ainsi, même sans avoir intégré d'a priori géométrique dans notre optimisation, nous
onstatons que le maillage et la texture obtenus satisfont ertains de nos a
priori géométriques. Notons que parfois l'interprétation visuelle est plus diile. La
gure 4.7 montre par exemple les sorties de l'analyse en utilisant une taille d'arête
la = 16. Nous voyons que les mailles apturent la géométrie de façon moins ne et que
ertaines aratéristiques omme le nez ne sont plus déformées. Cependant, rappelons
que le but de l'optimisation, indépendamment de tout a priori géométrique, est de
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Fig. 4.7 : Un résultat d'analyse sur Lena 256 ave kmax = 100, J = 4, la = 16, ωd = 0. [A
droite℄ Maillage dans D et image originale, [A gauhe℄ Maillage dans D˜ et texture obtenue.
réduire le oût de odage de la texture. Sur la gure 4.8, nous avons représenté l'évolution
de l'énergie dans les quatre premières sous-bandes de haute fréquene et de l'énergie
totale au ours des itérations, pour les as la = 8 et la = 16. Pour es deux as, nous
pouvons faire les mêmes observations :
 L'énergie de la première sous-bande diminue de façon très signiative après une
dizaine d'itérations. A la n de l'analyse, elle est divisée par 3 dans le as la = 8 et
par plus de 2 dans le as la = 16. L'énergie des deuxième et troisième sous-bande
diminue également de façon signiative mais la onvergene est de plus en plus
lente.
 L'énergie des quatrième et inquième (non représentée ii) sous-bandes augmente.
On remarque aussi que l'énergie totale reste onstante. Ces observations sont
importantes ar elles indiquent que l'analyse a pour eet de déplaer l'énergie des
hautes fréquenes vers les basses fréquenes. Cei est en aord ave la reherhe
d'une représentation parimonieuse de l'image.
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Fig. 4.8 : Evolution de l'énergie dans les sous-bandes de haute fréquene. E
(k)
j orrespond à
l'énergie de la sous-bande d'éhelle 2j à l'itération k. [A gauhe℄ Ave la = 8, [A droite℄ Ave
la = 16.
Ainsi, les remarques préédentes montrent que malgré la ontrainte de onnetivité
régulière et des mailles de grande taille, l'optimisation proposée est eae et satis-
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fait l'objetif de départ : la texture est mieux adaptée que l'image de départ à une
déomposition par ondelettes.
Notons que les diérents paramètres (J , Ed, la, kmax) peuvent modier le résultat
de l'analyse. Dans la suite, nous utiliserons un nombre d'itérations kmax égal à 30. Nous
disuterons du hoix des autres paramètres dans la setion onsarée au odage ar le
jeu de paramètres optimal pour l'analyse n'est pas néessairement elui qui aboutira au
meilleur ompromis débit-distorsion en bout de haîne. En partiulier, la taille d'une
maille a beauoup d'impat sur le oût du maillage.
4.2.4.2 Synthèse
Dans tous les raisonnements préédents, nous avons fait l'hypothèse que la transfor-
mation w était inversible. En utilisant des mailles onnetées pour modéliser la trans-
formation, ette hypothèse est vériée : w dérit une bijetion entre le domaine texture
D˜ et le domaine image D et est don inversible. L'étape de synthèse a pour but de
reonstruire l'image de départ en inversant la déformation eetuée à l'analyse. Du fait
des pertes dues aux ré-éhantillonnages suessifs lors de l'analyse et de la synthèse,
l'image reonstruite n'est pas exatement égale à l'image d'origine. Dans la suite, nous
noterons I⋆ l'image de qualité maximale que l'on peut reonstruire sans perte sur la
texture et la déformation w. On a :
I⋆(x, y) = T (w−1(x, y)) ∀(x, y) ∈ D (4.24)
On remarque que l'étape de synthèse a une omplexité limitée. Elle requiert la mise
en orrespondane de haque pixel du domaine image ave une position du domaine tex-
ture. Connaissant la maille à laquelle un pixel donné appartient, Wang et Lee [WL96a℄
donnent les formules permettant de onnaître son orrespondant dans D˜ dans le as
de mailles quadrangulaires. Comme e orrespondant est une position ottante, une
interpolation est néessaire pour obtenir l'intensité reherhée.
La gure 4.9 illustre les étapes d'analyse-synthèse. La qualité de I⋆ en bout de
haîne est importante ar elle onditionne les résultats du odeur dans les hauts débits.
L'image synthétisée sur ette gure a un PSNR égal à 38.02 dB. Sur la gure 4.10,
nous reproduisons l'image originale et l'image synthétisée et ahons également l'image
d'erreur. Visuellement, nous pouvons observer qu'un léger ou a été introduit dans
l'image reonstruite par rapport à l'image originale. Le ou est surtout visible dans les
zones texturées omme les plumes du hapeau ou les heveux. Il est également visible
autour des yeux de Lena. L'image d'erreur supporte es observations. On remarque en
eet que l'éart le plus important se situe dans les zones texturées. On remarque aussi
qu'une erreur numérique de reonstrution existe au niveau des ontours. Néanmoins,
ette erreur, bien qu'elle soit prise en ompte dans le alul du PSNR, n'est guère visible
à l'÷il nu. Il est important de garder et élément en tête pour pondérer les mesures en
PSNR qui seront données dans la suite de e hapitre. En partiulier, dans la setion
suivante nous nous intéressons au odage des informations et présentons les résultats du
shéma basique en termes de ompression. Dans la dernière setion, nous herherons
en partiulier à améliorer le rendu des zones texturées.
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Fig. 4.9 : Illustration des étapes d'analyse synthèse. I⋆ est l'image de qualité maximale qu'il
est possible de reonstruire. Son PSNR est égal à 38.02 dB.
(a) (b) ()
Fig. 4.10 : (a) Image originale, (b) Image reonstruite après synthèse (PSNR=38.02 dB), ()
Image de l'erreur multipliée par 10.
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4.3 Compression
4.3.1 Codage de la texture et du maillage
A l'issue de l'analyse, l'image I est représentée par deux informations : la texture T
et la déformation w. Ces deux informations doivent être quantiées, odées et transmises
pour pouvoir synthétiser une image Iˆ en bout de haîne.
4.3.1.1 Codage de la texture
Rappelons que la texture T a été alulée pour s'adapter à une déomposition en
ondelettes. Dans notre implémentation, le odage de T est réalisé par JPEG2000 (VM
8.0). Pour être ohérent ave l'analyse, le noyau d'ondelettes hoisi dans JPEG2000
pour eetuer la transformée en ondelettes doit être le même que elui hoisi lors de
l'analyse. Dans les tests présentés plus bas, la base d'ondelettes hoisie pour l'analyse et
le odage est la base d'ondelettes de Daubehies 9/7 [CDF89a℄. D'autre part, nous ati-
vons l'option -Clayers de JPEG2000. Cette option permet de générer un ux salable
omposé de 50 ouhes de qualité orrespondant à des débits répartis de façon logarith-
mique entre 0.05 bpp et 2.00 bpp. Au déodage, la texture pourra don être déodée
à diérents débits à partir du même ux. Tous les autres paramètres de JPEG2000
onservent leur valeur par défaut.
4.3.1.2 Quantiation adaptative de la texture
En appliquant le shéma de prinipe donné gure 4.1, la quantiation et l'enodage
de la texture sont eetués par le odeur d'images (JPEG2000 dans notre as). Sans
auun traitement partiulier, le odeur ne prend pas en ompte le fait que l'image nale à
reonstruire est une version déformée de la texture déodée : il optimise la quantiation
de manière à reonstruire au mieux T et non pas I. En termes plus formels, pour un
débit xé, l'enodeur herhe la famille de pas de quantiation Q⋆ telle que :
Q⋆ = argmin
Q
∑
(u,v)
(T (u, v) − Tˆ (u, v))2 ∀(u, v) ∈ D˜ (4.25)
Or, il serait plus ohérent de déterminer la famille de pas de quantiation qui minimise
la distorsion de l'image synthétisée en bout de haîne. On aimerait don avoir :
Q⋆ = argmin
Q
∑
(x,y)
(I(x, y)− Iˆ(x, y))2 ∀(x, y) ∈ D (4.26)
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Fig. 4.11 : (a) Jaobien déni sur le domaine texture D˜, (b) Pyramide utilisée pour pondérer
les sous-bandes d'ondelettes de la texture, () Maillage dans D onduisant aux valeurs du
jaobien.
En raisonnant sur des signaux ontinus et en eetuant le hangement de variable
(x, y) = w(u, v), il vient :
Q⋆ = argmin
Q
∫ ∫
D
(I(x, y)− Iˆ(x, y))2dxdy
(x,y)=w(u,v)⇔ Q⋆ = argmin
Q
∫ ∫
D˜
(I(w(u, v))− Iˆ(w(u, v)))2Jw(u, v)dudv
Q⋆ = argmin
Q
∫ ∫
D˜
(T (u, v))− Tˆ (u, v))2Jw(u, v)dudv
(4.27)
On omprend don que pour obtenir la famille de pas de quantiation désirée, il faut
pondérer la texture ave la raine du jaobien
√
Jw avant de l'envoyer à l'enodeur. Cette
pondération revient à adapter le pas de quantiation aux déformations loales subies
par l'image. On peut interpréter ette quantiation adaptative de la façon suivante :
 Une perte de résolution est observée lorsque la superie d'une maille diminue
lors du passage de D à D˜, e qui équivaut à un jaobien supérieur à 1. Puisque
le nombre d'éhantillons de texture dans es régions est plus petit que le nombre
de pixels à synthétiser dans le domaine image, il semble ohérent de oder es
éhantillons ave une préision plus grande pour limiter la distorsion dans les
hauts-débits,
 A ontrario, un gain de résolution est observé lorsque la superie d'une maille
augmente lors du passage de D à D˜, e qui équivaut à un jaobien inférieur à
1. Puisque le nombre d'éhantillons de texture dans es régions est plus grand
que le nombre de pixels à synthétiser dans le domaine image, il semble ohérent
d'autoriser une plus grande distorsion dans es zones an de réduire le débit pour
un même niveau de qualité.
La gure 4.11(a) montre les valeurs du jaobien Jw en haque pixel (u, v) du domaine
texture. Un niveau de gris égal à 128 orrespond à un jaobien égal à 1. Le maillage
dans D onduisant à e jaobien est ahé gure 4.11(). On voit que les niveaux de gris
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très inférieurs à 128 orrespondent à des mailles qui se sont ontratées dans le domaine
image (Jw ≪ 1). De même, les niveaux de gris très supérieurs à 128 orrespondent à
des mailles qui se sont étirées dans le domaine image (Jw ≫ 1). On remarque également
que le jaobien est disontinu aux frontières des mailles. Cei est dû au fait que la
transformation bilinéaire est dénie indépendamment sur haque maille. Du fait de
es disontinuités, pondérer la texture diretement ave les valeurs du jaobien n'est
pas judiieux ar ela onduit à ajouter des hautes fréquenes dans la texture et ainsi
augmenter son oût de odage.
Nous proposons don d'eetuer la pondération dans le domaine ondelettes. La
valeur du jaobien est tout d'abord alulée en haque pixel de D˜. Ensuite, la dé-
omposition en ondelettes de la texture sur J niveaux est générée. Pour haque éhelle
j ∈ {1 . . . J}, haune des trois sous-bandes de détails est alors pondérée ave une même
version déimée du jaobien. Comme le montre la gure 4.12, le poids assoié à haque
oeient d'ondelette est hoisi omme la valeur maximale ( MAX ) du jaobien dans
une fenêtre entrée autour de la position de e oeient dans le domaine spatial d'ori-
gine. La taille de la fenêtre augmente ave l'éhelle de la sous-bande. Le  MAX  est
hoisi omme heuristique pour être ertain de ne pas aeter un poids faible à des zones
ayant subies une perte de résolution. La gure 4.11(b) montre les poids aetés aux
sous-bandes aux éhelles j = {1, 2, 3}. Après avoir pondéré les oeients dans le do-
maine ondelettes, une déomposition en ondelettes inverse est réalisée pour reonstruire
une texture qui est envoyée au odeur JPEG2000 omme dans le shéma de base. Nous
verrons au paragraphe 4.3.2 les résultats de la quantiation adaptative par rapport à
un odage diret de la texture.
=>
Coefficients
ondelettes
de la texture
MAX
Jacobien
des coefficients
Ré−ordonnancement
Domaine texture
Fig. 4.12 : Pondération des oeients d'ondelettes de la texture à partir du jaobien. Le
poids assoié à un oeient d'ondelettes est le maximum du jaobien dans une fenêtre entrée
sur la position du oeient dans le domaine spatial d'origine.
4.3.1.3 Codage du maillage
Les paramètres de déformation à transmettre sont la longueur la d'une arête dans
D˜ et les positions des Ns sommets internes {xi = (xi, yi) \ i = 1 . . . Ns} du maillage
M dans D. En pratique, il est préférable d'enoder les déplaements ∆xi = xi − ui
ar leurs omposantes ont une énergie plus faible que les oordonnées des sommets. Les
déplaements peuvent être quantiés sans transformation préalable. Dans la suite, nous
noterons Qg le pas de quantiation appliqué aux déplaements dans le domaine spatial
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(pas de quantiation de la géométrie). Après quantiation, nous proposons de oder
les symboles en plans de bits à l'aide d'un odeur arithmétique. Cei permet de générer
un ux salable en qualité. Il est important de souligner que la texture à enoder est
alulée ave le maillage quantié de plus haute qualité.
Comme les déplaements sont dénis sur une grille arrée (le maillage M˜), il est
possible de les déomposer dans une base d'ondelettes avant d'eetuer la quantiation.
Cependant, omme l'illustre la gure 4.13, eetuer la quantiation dans le domaine
ondelettes n'apporte pas de gain par rapport à la première tehnique qui est par ailleurs
plus simple. Dans la suite nous eetuerons don la quantiation dans le domaine
spatial. La part de débit oupée par le maillage (la géométrie) sera notée Rg.
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Fig. 4.13 : Courbes débit-distorsion du maillage de la gure 4.9 obtenues en le quantiant
dans le domaine spatial et dans le domaine ondelettes ave diérents pas. Les ondelettes 9/7
et 5/3 ont été testées mais n'apportent pas de gain par rapport à une quantiation dans le
domaine spatial.
4.3.2 Inuene des paramètres
Les résultats du shéma proposé en termes de ompression peuvent varier en fontion
des paramètres d'analyse {J, la, ωd}, du hoix de quantier la texture de façon adapta-
tive ou non, et du pas de quantiation Qg utilisé pour le maillage. Toutes les méthodes
utilisant un modèle de géométrie doivent trouver un ompromis juste entre une adapta-
tivité forte au ontenu de l'image et un faible oût des paramètres du modèle. Comme
nous l'avons dérit au hapitre 2, pour trouver le jeu de paramètres optimal parmi
un ensemble de andidats, beauoup de méthodes antérieures [PM05, Cha05b, Vel05b℄
basées blos testent les andidats de façon exhaustive à l'intérieur de haque blo indé-
pendamment de ses voisins. Dans notre as, une telle méthode peut diilement être
mise en plae ar elle néessiterait de répéter l'analyse pour haque andidat possible
du jeu de paramètres {J, la, ωd}, e qui serait trop lourd en temps de alul. Pour le
pas de quantiation Qg, une méthode exhaustive pourrait être mise en plae en si-
mulant le odage-déodage et la synthèse pour haque pas possible. Ci-dessous, nous
montrons l'inuene de haque paramètre pris indépendamment, en ommençant par
les paramètres d'analyse. L'image onsidérée est Lena 256×256. Dans tous les résultats
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présentés, le débit donné prend en ompte à la fois le débit oupé par la texture RT
et elui oupé par le maillage Rg. La qualité de l'image reonstruite en bout de haîne
est mesurée par le PSNR.
4.3.2.1 Inuene des paramètres d'analyse J et ωd
La gure 4.14(a) ompare les points débit-distorsion obtenus en modiant le niveau
de déomposition J . Les autres paramètres sont {la = 8, ωd = 0.0, Qg = 1.0}. Comme
on peut l'observer, le niveau de déomposition a peu d'inuene sur les points débit-
distorsion. La gure 4.15 montre ependant les maillages obtenus en sortie d'analyse
pour J = {1, 3, 6}. Nous voyons que prendre en ompte trois sous-bandes de hautes
fréquenes dans le oût de desription permet de apturer davantage de ontours et de
façon plus signiative. Grâe à ela, nous avons onstaté visuellement une meilleure
reonstrution des ontours. Dans la suite de nos travaux, nous utiliserons le paramètre
J = 4 ar, au-delà, peu de diérenes sont notables à l'÷il nu.
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Fig. 4.14 : Inuene du niveau de déomposion J et du poids ωd assoié à l'énergie de
déformation Ed.
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Fig. 4.15 : Inuene du niveau de déomposion J . (a) J = 1, Rg = 0, 094 bpp, (b) J = 3,
Rg = 0, 099 bpp, () J = 6, Rg = 0, 099 bpp.
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Fig. 4.16 : Inuene du poids assoié à l'énergie de déformation. (a) ωd = 0.0, Rg = 0, 099
bpp, (b) ωd = 10.0, Rg = 0, 088 bpp, () ωd = 100.0, Rg = 0, 081 bpp.
La gure 4.14(b) montre de même l'inuene du poids ωd assoié à l'énergie de défor-
mation sur les points débit-distorsion. Les autres paramètres sont {J = 4, la = 8, Qg = 1.0}.
La gure 4.16 montre les maillages obtenus ave les poids ωd = {0.0, 10.0, 100.0}.
Comme on s'y attend, augmenter le poids a pour eet de  lisser  les positions. L'adap-
tation à la géométrie de l'image est alors moins ne mais le débit éonomisé peut per-
mettre de ré-hausser la qualité des zones texturées. Cei explique l'augmentation du
PSNR en passant de ωd = 0.0 à ωd = 10.0. Nous remarquons ependant que pour les
poids ωd = 100.0 et ωd = 1000.0, de légères baisses dans les résultats numériques sont
observés. Cei montre qu'il existe don bien un ompromis entre le gain en débit gagné
en déformant l'image et le oût de ette déformation.
4.3.2.2 Inuene de la quantiation adaptative de la texture
Dans e paragraphe, nous évaluons l'eaité de la quantiation adaptative de
la texture dérite page 135. Après avoir eetué l'analyse ave le jeu de paramètres
{J = 4, ωd = 10.0, la = 8, Qg = 1.0}, nous réalisons la quantiation adaptative dans le
domaine ondelettes puis reonstruisons la texture ave les oeients d'ondelettes pon-
dérés. Cette texture modiée est ensuite envoyée à JPEG2000. La gure 4.17 montre
les ourbes débit-distorsion obtenues ave et sans quantiation adaptative. Nous re-
marquons que la quantiation adaptative n'améliore pas les résultats numériques. Nos
observations visuelles sont en aord ave e onstat, même s'il est parfois diile de
diérenier les images reonstruites en bout de haîne. Il y a don un éart entre nos
hypothèses théoriques et les observations pratiques. Deux expliations peuvent être don-
nées. D'une part, nous remarquons que les pertes de résolution les plus signiatives
ont lieu sur des zones homogènes prohes de ontours : en se rapprohant des ontours,
les n÷uds provoquent un étirement des régions avoisinantes (voir par exemple la -
gure 4.16). Ainsi, au ours de la quantiation adaptative es régions se voient aetées
un poids fort alors qu'elles n'ont pas de fort impat visuel. D'autre part, même si la
pondération est eetuée dans le domaine ondelettes, elle reste disontinue dans haque
sous-bande omme le montre la pyramide de poids utilisée pour les sous-bandes des trois
premières éhelles et illustrées gure 4.11. Du fait des disontinuités, il est possible que
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l'enodage de la texture réalisé par JPEG2000 soit moins eae. Dans la suite, nous
déidons don de ne pas ativer la quantiation adaptative.
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Fig. 4.17 : Inuene de la quantiation adaptative de la texture.
4.3.2.3 Inuene du pas de quantiation Qg et de la taille la d'une arête
Dans e paragraphe, nous étudions tout d'abord l'inuene du pas de quantiation
Qg des positions du maillage en prenant une taille d'arête la = 8. La gure 4.18(a)
montre les ourbes obtenues en déplaçant Qg dans l'intervalle [0, 25; 16]. Nous remar-
quons que plus le pas est grand meilleurs sont les résultats. Or, ave un pas Qg = 16
la déformation opérée est l'identité. Ce résultat suggère qu'un maillage ave une taille
de maille la = 8 oûte trop her à oder : quelque soit le pas de quantiation, le
débit gagné en déformant l'image ne ompense pas le débit pris par le maillage. Pour
mieux se rendre ompte de e qui est gagné et perdu, nous ahons sur la gure 4.19
les images reonstruites à 0, 4 bpp ave les pas Qg = 0, 25 et Qg = 16, ainsi que les
images de résidus obtenues en alulant l'erreur absolue de reonstrution par rapport
à l'image Lena d'origine. En examinant les images reonstruites, nous voyons qu'un
petit pas de quantiation (Qg = 0, 25) permet de reonstruire des ontours plus nets
qu'un grand pas (Qg = 16) où les rebonds des ondelettes apparaissent. Les images d'er-
reur démontrent la diminution du phénomène de rebonds au voisinage de nombreux
ontours omme les ontours de l'épaule ou du hapeau. En ontrepartie de ette adap-
tation aux ontours, ertains détails sont perdus, notamment dans les régions texturées
omme le ruban du hapeau ou les plumes. Notons qu'à e débit, la qualité générale
des deux images reste très omparable. A des débits plus faibles, la qualité visuelle de
l'image reonstruite ave des pas Qg = 0.25, 0.5, 1.0, 2.0 est moins bonne qu'ave un pas
Qg = 16 à ause du oût du maillage. Au-delà d'un pas Qg = 2.0, nous pensons que la
modélisation géométrique n'a plus de sens.
Pour reherher un meilleur ompromis, nous augmentons la taille des mailles. Sur
la gure 4.18(b), nous avons représenté l'inuene du pas de quantiation en onsidé-
rant ette fois une taille de maille la = 16. Comme on le voit sur ette gure, le pas
de quantiation Qg = 16 n'est plus elui qui donne les meilleures performanes. En
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Fig. 4.18 : Inuene du pas de quantiation. (a) la = 8, (b) la = 16.
partiulier, jusqu'à un débit de 0, 5 bpp, les pas {1, 2, 4} donnent des PSNR légèrement
meilleurs. Au delà de 0, 5 bpp, les performanes ave les pas {0.25, 0.5, 1.0} sont sensi-
blement moins bonnes qu'ave les pas plus élevés. L'expliation de e phénomène est la
suivante. En utilisant un pas de quantiation élevé, on se rapprohe de la déformation
identité et on limite don les pertes dues au ré-éhantillonnage. Au déodage, en se
déplaçant vers les hauts débits, ei permet de ontinuer à reonstruire ertains détails
des textures de l'image qui n'ont pas été transmis ave un pas plus faible. Ces remarques
seront onrmées par les résultats visuels du paragraphe suivant.
4.3.3 Premières omparaisons ave JPEG2000
Dans e paragraphe, nous omparons la méthode proposée ave le standard JPEG2000.
Les résultats de ompression pour JPEG2000 ont été obtenus en utilisant le VM 8.0 en
utilisant les mêmes paramètres que pour l'enodage de la texture (voir page 135). Pour
notre méthode, nous avons vu plus haut que hoisir une taille d'arête la = 8 onduit à
un maillage trop her à oder. Dans les omparaisons suivantes, nous hoisissons don
une taille la = 16. Ave e hoix, l'adaptation à des motifs géométriques ns ou peu
espaés est limitée. Le shéma ne peut alors apporter de gain sur des images où les zones
texturées dominent omme l'image test Mandrill, ou bien sur des images ombinant des
objets géométriques et des textures omplexes, omme l'image test Barbara. Pour nos
premières omparaisons ave JPEG2000, nous utilisons don les images Lena et Came-
raman qui permettent de bien mettre en ompétition les atouts et limites de la méthode.
La dernière setion de e hapitre proposera de modier le modèle géométrique an de
trouver un meilleur ompromis pour les images possédant un ontenu plus omplexe.
4.3.3.1 Déodage du maillage sans perte
Les résultats présentés ii ont été obtenus en déodant le maillage sans perte : le
maillage déodé est elui qui a été utilisé à l'enodage pour aluler la texture. Les
paramètres utilisés pour générer es résultats sont {J = 4, la = 16, ωd = 0.0, Qg = 1.0}.
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(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Fig. 4.19 : Inuene du pas de quantiation. Résultat visuel à 0, 4 bpp ave la = 8. (a) Image
reonstruite ave Qg = 0.25, Rg = 0, 150 bpp, PSNR=30, 54 dB et () Image d'erreur magniée
par 5. (b) Image reonstruite ave Qg = 16, Rg = 0, 03 bpp, PSNR=31, 39 dB et (d) Image
d'erreur magniée par 5.
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Les points débit-distorsion ont été obtenus en déodant un même ux pour diérents
débits. La gure 4.20 montre les ourbes débit-distorsion obtenues pour Lena et Came-
raman ave JPEG2000 et notre shéma noté  AS2D . Deux mesures ont été utilisées
pour évaluer la qualité des images reonstruites : le PSNR et la métrique SSIM proposée
par Wang et al. [WBSS04℄ qui prend en ompte ertaines aratéristiques du système
visuel humain. Préision que le SSIM évolue entre 0.0 et 1.0 où 1.0 signie que l'image
reonstruite est l'image d'origine.
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Fig. 4.20 : Comparaisons entre JPEG2000 et le shéma  AS2D proposé.
Au regard des ourbes, on remarque que les résultats numériques obtenus ave notre
méthode sont globalement moins bons que eux obtenus ave JPEG2000. Pour les débits
inférieurs à 0.4 bpp, notre méthode fournit des performanes numériques équivalentes à
elles de JPEG2000, au niveau PSNR pour Lena et au niveau SSIM pour Cameraman.
La gure 4.21 montre les images reonstruites à 0, 3 bpp ave les deux tehniques. Ave
le shéma proposé, on observe que ertains ontours sont reonstruits de façon plus
nette : 'est le as par exemple des ontours de l'épaule et des ontours du manteau et
de la tour dans Cameraman. Un léger ou s'est introduit omparé à JPEG2000 qui est
peu gênant à e débit. Nous estimons par ailleurs que la qualité visuelle générale des
images illustrées est meilleure ave le shéma AS2D.
Lorsqu'on se déplae dans les hauts débits, l'éart de PSNR augmente sensiblement
du fait des pertes dues aux ré-éhantillonnages. La gure 4.22 montre sur la olonne
de gauhe l'erreur absolue de reonstrution (multipliée par 5) à 0, 9 bpp dans le as
de JPEG2000 et du shéma AS2D. La olonne de droite montre les valeurs du SSIM.
Examinons tout d'abord l'erreur absolue de reonstrution. Dans le as du shéma
AS2D, on remarque que ette erreur est globalement plus importante que elle obtenue
ave JPEG2000. Nous distinguons ii l'erreur ommise sur les zones texturées et l'erreur
ommise sur les ontours. Dans le as des zones texturées, l'erreur a un impat sur la
qualité visuelle des images reonstruites : nous avons par exemple onstaté un ou sur
les plumes de Lena. Cette observation est supportée par l'index SSIM. On voit en eet
qu'au niveau des plumes du hapeau le SSIM est plus faible dans le as de notre shéma
que dans le as de JPEG2000. Dans le as des ontours, l'erreur n'a pas d'impat sur
la qualité visuelle. En eet, au niveau des ontours omme eux du hapeau ou de
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Fig. 4.21 : Comparaisons entre les images reonstruites à 0, 3 bpp ave JPEG2000 à gauhe
et le shéma AS2D proposé à droite.
l'épaule, les déformations eetuées ont introduit un gain de résolution. De e fait,
l'erreur ommise du fait de l'aller-retour entre le domaine image et le domaine texture
n'est pas visible à l'÷il nu. Il en va de même pour JPEG2000 à e débit et l'index SSIM
orrobore ses observations ar il est très prohe de 1 au niveau des ontours. Introduire
un léger bruit près des ontours n'a don pas d'impat visuel.
4.3.3.2 Déodage du maillage ave pertes
Dans [Cam04b℄, l'auteur dérit un shéma de odage vidéo par analyse-synthèse
où le mouvement est modélisé par un maillage déformable. Comme dans notre teh-
nique, les déformations appliquées aux images sont ontinues sur tout le domaine. Au
déodage, l'auteur observe alors qu'une légère perte sur l'information de mouvement a
peu d'impat sur la qualité visuelle du mouvement reonstruit. En outre, ette perte
sur le mouvement permet de reporter une portion du débit sur le déodage des tex-
tures. L'auteur observe que ei a pour eet de rehausser la qualité visuelle générale
des images reonstruites et onlut don que l'÷il humain est plus sensible à une perte
sur les textures qu'à une perte sur le mouvement. Bien sûr, omme le mouvement est
reonstruit ave perte, ertaines aratéristiques des images se trouvent déalées par
rapport à leur position d'origine et ei réduit radialement la mesure du PSNR (même
lorsque le déalage est à l'éhelle sous-pixellique).
Dans nos travaux, nous nous sommes de même intéressés à l'impat visuel que
peut avoir une perte géométrique sur la qualité de l'image reonstruite en bout de
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Fig. 4.22 : Erreur absolue et index SSIM à 0.9 bpp pour JPEG2000 et le shéma AS2D. Pour
le SSIM, plus le niveau de gris est élevé (zones laires), plus la qualité est prohe de elle de
l'image d'origine.
haîne. Travaillons ii sur l'image Cameraman. Nous enodons le maillage ave un pas
de quantiation Qg = 0, 25. Comme nous l'avons vu plus haut, le maillage est enodé
en plans de bits pour générer un ux salable. Au déodage, il est don possible de
tronquer le ux en ne déodant pas les derniers plans de bits. Soit np le nombre de
plans de bits non déodés à reeption. La gure 4.23 montre les images reonstruites
à 0, 3 bpp en prenant np = {0, 2, 3}. np = 0 orrespond à un déodage sans perte du
maillage. La première observation que nous pouvons faire est que la qualité des images
reonstruites ave np = 0 et np = 2 est très similaire, même si on note une diminution
du PSNR d'environ 2 dB. On voit don qu'une légère perte sur la déformation a peu
d'impat sur la qualité visuelle de l'image reonstruite. En notant wˆ le maillage déodé,
ette observation peut se traduire mathématiquement par :
I(((wˆ)−1 ◦ w)(x, y)) visu≈ I(x, y) ∀(x, y) ∈ D (4.28)
La seonde observation que nous pouvons faire est que libérer une part du débit en
déodant le maillage ave perte n'apporte pas de gain visuel signiatif sur les zones
texturées, pour le as traité ii. L'expliation est que le oût du maillage enodé (ii
0, 04 bpp) reste marginal par rapport au oût de la texture et don un gain de l'ordre
de 0, 01 bpp pour une image de taille 256 × 256 ne se traduit pas par un gain visuel.
On peut supposer qu'un tel gain pour une image au format SD aurait un impat visuel
positif. Pour évaluer le gain sur la texture apporté par un déodage du maillage ave
perte, nous proposons d'observer le PSNR de la texture déodée par rapport à la texture
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np = 0, PSNR = 27, 42 dB np = 2, PSNR = 25, 15 dB np = 3, PSNR = 24, 57 dB
Fig. 4.23 : Image reonstruite à 0, 3 bpp en tronquant np plans de bits de la géométrie. La
part de débit prise par le maillage est 0, 04 bpp pour np = 0, 0, 022 bpp pour np = 2 et 0, 017
bpp pour np = 3.
issue de l'analyse. Cette mesure est ahée sur la gure 4.24. Sur ette gure, le débit
prend en ompte à la fois le débit de la texture et du maillage déodés. D'une façon
générale, on onstate une amélioration du PSNR texture au fur et mesure que l'on perd
de l'information sur la géométrie. Ce gain est plus net dans les bas débits, mais n'est
don pas enore susamment signiatif pour se traduire visuellement.
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Fig. 4.24 : PSNR de la texture reonstruite en libérant progressivement la bande passante
prise par l'information de déformation.
Sur la dernière olonne de la gure 4.23, nous montrons l'image reonstruite en tron-
quant 3 plans de bits. Dans e as, on peut observer un léger gain au niveau de l'herbe.
Cependant, dans e as la perte sur la géométrie est visible, partiulièrement au niveau
du bras et de l'épaule. Insistons ependant sur le fait que la salabilité géométrique peut
aller de pair ave une salabilité spatiale. Plus préisément, si l'on reonstruit l'image
à une résolution moindre que sa résolution d'origine, il semble logique de réduire la
préision du modèle géométrique en onséquene. Ainsi, si une image de dimension
256 × 256 est enodée ave un maillage de préision Qg puis déodée à une résolution
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Fig. 4.25 : Image reonstruite à 0, 3 bpp en tronquant np plans de bits de la géométrie.
spatiale 128 × 128, il paraît logique de déoder le maillage ave un préision Qg/2.
La gure 4.25 montre ainsi deux pyramides multi-résolutions : elle du bas représente
l'image reonstruite à 0, 3 bpp ave JPEG2000 ainsi que ses versions déimées d'un
fateur {2, 4, 6} ; elle du haut représente l'image reonstruite à 0, 3 bpp ave le shéma
AS2D puis les versions obtenues en tronquant np = {1, 2, 3} plans de bits et en déimant
l'image synthétisée d'un fateur {2, 4, 6}. Nous remarquons qu'en adaptant la résolution
de l'image aux pertes sur la géométrie, es pertes ne sont guère détetables à l'÷il nu
et l'équation (4.28) est satisfaite de façon plus générale.
4.3.4 Premier bilan
Dans ette setion, nous avons présenté les résultats de ompression que nous avons
obtenus ave le shéma par analyse-synthèse. En partiulier, nous avons vu que le hoix
des diérents paramètres inuene le ompromis entre une adaptativité forte du maillage
au ontenu de l'image et un oût faible de l'information géométrique. Ce ompromis
dite le ompromis débit-distorsion obtenu en bout de haîne. Nous mettons en avant
deux limites du shéma qui motivent les travaux de la setion suivante :
Coût de la géométrie. Au paragraphe 4.3.2.3, nous avons onlu qu'un maillage ave
une taille de maille de l'ordre de 8×8 oûte trop her à oder. Nous avons alors présenté
des résultats en onsidérant une taille de maille de l'ordre de 16× 16. Des gains ont été
observés au niveau des ontours sur des images omme Lena et Cameraman ontenant
une géométrie peu omplexe. Pour s'adapter à des géométries plus omplexes, une taille
de maille inférieure est néessaire.
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Reonstrution des textures. En omparant notre tehnique ave JPEG2000, nous
avons observé un gain visuel dans les bas débits mais nous avons aussi onstaté une
perte au niveau des zones texturées dans les hauts débits. Cette perte est due aux ré-
éhantillonnages eetués lors de l'aller-retour du domaine image au domaine texture.
Si on souhaite élargir le hamp d'appliations à une gamme plus large de débits, il est
important de modier le shéma en prenant ela en ompte.
Dans la setion suivante, nous proposons trois méthodes simples que nous avons tes-
tées dans le but de résoudre es limites et ainsi améliorer le ompromis débit-distorsion.
Les deux premières méthodes tentent d'apporter des solutions au problème des zones
texturées. Dans la première, nous proposons d'enoder et transmettre une image d'er-
reur en plus de la texture. Dans la seonde, nous proposons d'enoder une texture
de résolution supérieure à elle de l'image d'origine an de limiter les pertes de ré-
éhantillonnage. La troisième tehnique proposée est un post-traitement sur le maillage
visant à onserver l'adaptation aux ontours de l'image tout en limitant le oût des
déplaements dans les zones où la déformation n'apporte pas de gain signiatif. Cei
permet de rehausser la qualité des zones texturées et diminuer le oût du maillage, tout
en gardant une bonne adaptation aux ontours. Les résultats de e nouveau ompromis
entre adaptativité et parimonie sont étudiés.
4.4 Modiations du shéma
Les deux premières modiations au shéma que nous proposons ont pour but de
rehausser la qualité visuelle des textures reonstruites dans les hauts débits. Nous re-
prenons les paramètres {J = 4, la = 16, ωd = 0.0, Qg = 1.0} utilisés pour la omparaison
ave JPEG2000 et herhons à onserver les atouts de la méthode dans les bas débits
tout en relevant les ourbes de PSNR dans les hauts débits.
4.4.1 Codage de l'image de résidus
A la n de l'analyse, nous disposons d'une texture T et d'une déformation w. Avant
d'envoyer la texture à JPEG2000, nous proposons ii de aluler l'image I⋆ en inver-
sant la déformation. Comme nous l'avons introduit plus haut, I⋆ est l'image de qualité
maximale qu'il est possible de reonstruire ave le shéma de base. Connaissant I⋆ et
l'image d'origine I, nous pouvons dénir une image de résidu Iǫ = I − I⋆. L'idée est
alors d'enoder et transmettre l'image de résidus en plus de la texture. En pratique,
nous envoyons simplement le ouple (T, Iǫ) à JPEG2000 qui génère un ux salable à
partir des deux images sans traitement spéique de l'utilisateur. En opérant ainsi, nous
ne travaillons plus à éhantillonnage ritique. La question est de savoir si la redondane
introduite réduit les performanes dans les bas débits.
Sur la gure 4.26, nous montrons les ourbes débits-distorsions obtenues sur les
images Lena et Cameraman ave et sans odage de l'image de résidus. La ourbe donnée
par JPEG2000 est aussi ahée. Nous remarquons tout d'abord que l'introdution d'une
redondane modie très peu les performanes dans les bas débits. Dans les moyens et
hauts débits, l'enodage de Iǫ apporte un gain de PSNR. Ce gain se traduit au niveau
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Fig. 4.26 : Enoder une image de résidus a pour eet de rehausser la valeur du PSNR dans
les hauts-débits et la qualité visuelle des textures reonstruites.
visuel par une amélioration du ontraste dans les textures. Il devient alors très diile
de distinguer des diérenes ave l'image reonstruite par JPEG2000.
4.4.2 Augmentation de la résolution de la texture
Repartons du shéma AS2D de base. Dans la desription de e shéma, auune
ontrainte n'a été avanée onernant les dimensions de la texture. Aussi, rien ne fore
à enoder et transmettre une texture de la même dimension que l'image d'origine. Or,
pour limiter les pertes dues au ré-éhantillonnage dans les hauts débits, une solution
simple onsiste à aluler une texture ayant plus d'éhantillons que l'image d'origine.
Dans e paragraphe, nous proposons don de oder une texture dont les dimensions sont
multiples de elles de l'image d'un rapport noté rd. Le alul de la texture requiert alors
la reherhe de rd
2
fois plus de orrespondants dans le domaine image. Une nouvelle
fois, la question est de savoir si la redondane introduite ne détériore pas la qualité des
images dans les bas débits.
La gure 4.27 répond à ette question. Dans ette gure, nous avons illustré les
ourbes débits-distorsions obtenues en onsidérant plusieurs valeurs de rd. On remarque
qu'augmenter la résolution de la texture jusqu'à rd = 3 ne détériore pas les performanes
dans les bas débits. Cei prouve que le ontenu de la texture est bien adapté à un odage
par ondelettes. Par rapport à la tehnique proposée préédemment, on observe une légère
amélioration du PSNR dans les moyens débits. Dans les hauts débits, les remarques
sont similaires à elles données au paragraphe préédent. Augmenter la résolution de
la texture provoque une nette amélioration du PSNR jusqu'à rd = 3. Nous avons par
ailleurs onstaté que rd = 4 donnait des performanes moins bonnes, partiulièrement
dans les bas débits, ar le fateur de redondane devient trop élevé.
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Fig. 4.27 : Eet d'une augmentation de la résolution de la texture sur les ourbes débit-
distorsion. rd est le fateur de multipliation des dimensions entre l'image d'origine et la texture.
4.4.3 Amélioration du ompromis adaptativité-oût
4.4.3.1 Positionnement du problème
Dans la setion préédente, des tests ont montré qu'un maillage ave une taille
d'arête la de l'ordre de 8 oûtait trop her à oder. Cei nous a onduit à hoisir une
taille la = 16 et à restreindre nos tests à des images possédant un ontenu géométrique
simple. Pour des images possédant un ontenu un peu plus omplexe, il est important
d'améliorer l'adaptativité du maillage en hoisissant une taille de maille plus petite.
Ce onstat est par exemple agrant si l'on eetue l'analyse sur l'image Barbara pour
la = 16 puis pour la = 8. La gure 4.28 montre les maillages obtenus dans haque as.
Dans le as la = 16, on voit que l'adaptation du maillage est assez limitée. Cei s'explique
par le fait que les dimensions de ertains objets à modéliser ou leurs distanes les uns des
autres sont de l'ordre de la ou inférieures. Ainsi, il est diile de apturer les ontours
des pieds de la table, les livres dans le fond ou enore le ontour du bras de Barbara.
Dans le as la = 8, on remarque que es ontours sont apturés et que l'adaptation est
globalement meilleure. Cependant, ette adaptation a un prix non négligeable : le oût
du maillage est multiplié par 4.
En se xant une taille d'arête la = 8, le but de ette sous-setion est de herher
à réduire le oût du maillage tout en onservant une bonne adaptation aux ontours.
Les méthodes dérites i-dessous sont des post-traitements simples à eetuer après
l'étape d'analyse. Nous proposons tout d'abord d'annuler les déformations dans les
zones texturées où l'aller-retour entre le domaine image et le domaine texture génère des
pertes.  Annuler  la déformation d'une maille signie ii la re-positionner sur le arré
d'origine qu'elle oupait à l'étape (0) de l'analyse. En eetuant ei, nous épargnons
le oût des déplaements et améliorons la reonstrution des zones texturées dans les
hauts débits. Pour réduire de façon plus drastique le oût du maillage, nous proposons
ensuite d'annuler les déformations de toutes les mailles dont les déplaements de n÷uds
152 Codage d'images xes par adaptation du ontenu spatial
la = 16, Rg = 0, 024 bpp la = 8, Rg = 0, 103 bpp
Fig. 4.28 : Néessité de reourir à une taille de maille la = 8 pour Barbara. Les débits ahés
ont été obtenus en prenant un pas de quantiation Qg = 1.0.
ne sont pas signiatifs. En partiulier, dans les zones homogènes les n÷uds ont souvent
tendane à se déplaer légèrement de leur position d'origine. Ces légers déplaements
umulés ont un oût non négligeable sans apporter un gain visible de qualité. Enn,
nous proposons de réduire enore le oût du maillage en représentant l'ensemble des
mailles non déformées par une struture de Quadtree.
4.4.3.2 Cas des zones texturées
Penhons-nous tout d'abord sur le as des zones texturées. Comme nous l'avons
dit préédemment, les déformations dans es zones produisent des pertes numériques.
Ces pertes ont un impat sur la qualité visuelle des images après synthèse. Puisque es
déformations ont un oût et de surroît n'apportent pas de gain visuel, la solution est de
les annuler en replaçant les mailles sur leur arré d'origine. La question qui se pose ii est
la suivante : omment déteter les zones texturées pour reonnaître les mailles à replaer
sur leur arré d'origine ? Dans [LW95℄, Lee et Wang proposent d'adapter la densité des
n÷uds d'un maillage (utilisé dans leurs travaux omme grille d'éhantillonnage) en
fontion du ontenu loal de l'image. Pour e faire, ils s'appuient sur des desripteurs
statistiques simples [VG92℄ leur permettant de lasser le ontenu d'une maille omme
étant homogène, texturé ou omme possédant un ontour.
Dans le adre de notre étude, nous proposons de tirer avantage de l'image I⋆ qui
peut être alulée à l'issue de l'analyse en simulant l'étape de synthèse sans enodage.
Cette image, par omparaison à l'originale, permet de reonnaître les régions texturées.
Une première solution onsiste à analyser l'image d'erreur Iǫ = I − I⋆ à l'intérieur de
haque maille et de replaer sur leur arré d'origine les mailles à l'intérieur desquelles
le résidu total est supérieur à un seuil. Cette solution n'a pas été hoisie pour une
raison préise : l'aller-retour entre le domaine image et le domaine texture génère aussi
une erreur au niveau des ontours. Comme ette erreur n'est pas pereptible a l'÷il
nu et que les déplaements des n÷uds dans es zones apportent un gain à bas débits,
nous ne souhaitons pas qu'elle ait une inuene sur la géométrie nale du maillage.
Plutt que de nous appuyer sur l'erreur absolue, nous préférons don nous baser sur
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l'index SSIM. La gure 4.29 montre l'image Barbara d'origine I, l'image I⋆ obtenue à
l'issue de notre analyse ave le maillage représenté gure 4.28 (as la = 8), et enn
l'index SSIM omparant I et I⋆. On s'aperçoit que les valeurs les plus basses du SSIM
orrespondent aux zones texturées de l'image d'origine tandis que les valeurs les plus
hautes orrespondent aux ontours.
Image d'origine I⋆, PSNR=33, 06 dB SSIM, moyenne = 0, 95
Fig. 4.29 : Image Barbara d'origine et image synthétisée après un aller-retour entre le domaine
image et le domaine texture ave le maillage représenté gure 4.28 (as la = 8) .
La arte de disparité du SSIM nous permet d'eetuer un post-traitement simple
pour modier le maillage. Pour haque maille du maillageM dans le domaine image, le
SSIM moyen a l'intérieur de la maille est alulé. S'il est supérieur à un seuil, la forme
de la maille n'est pas modiée : ei doit permettre de onserver une bonne adaptation
aux ontours. S'il est inférieur au seuil, la maille est replaée sur son arré d'origine.
Le seuil est noté Tssim. En pratique, il est préférable d'eetuer d'abord une boule
sur les mailles pour xer elles qui génèrent un index SSIM élevé. Une seonde boule
permet de remettre à leur position d'origine les sommets n'appartenant pas à es mailles
xées. Si on n'opère pas de ette façon, une maille apportant un SSIM élevé peut se
trouvée modiée si les mailles voisines qui la préèdent dans l'ordre de parours sont
replaées sur leur arré d'origine. La gure 4.30 montre à droite le résultat de la méthode
en onsidérant un seuil Tssim = 0, 95. Nous avons reproduit à droite le maillage issu
de l'analyse ainsi que la arte du SSIM omparant I⋆ à I. Le seuil hoisi orrespond
à la moyenne du SSIM de I⋆. On remarque que les mailles replaées sur leur arré
d'origine orrespondent bien aux zones texturées de Barbara, e qui était l'objetif
de départ. On remarque que le oût du maillage ne diminue pas signiativement.
Cependant, on remarque visuellement que l'index SSIM de I⋆ dans les zones texturées
a onsidérablement augmenté. Une augmentation du PSNR de I⋆ de 4, 4 dB est aussi
observée par rapport au shéma AS2D de base.
4.4.3.3 Déformations non signiatives
Toujours dans l'optique de trouver un meilleur ompromis entre adaptativité, oût
du maillage et qualité de synthèse, nous observons la hose suivante : bien souvent, dans
les zones homogènes, les n÷uds se déplaent au ours des itérations de l'analyse. Cei
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Avant post-traitement Après post-traitement
Tssim = 1, Rg = 0, 103 bpp Tssim = 0, 95, Rg = 0, 101 bpp
SSIM = 0, 95 (PSNR=33, 06 dB) SSIM = 0, 98 (PSNR=37, 43 dB)
Fig. 4.30 : Post-traitement pour réduire le oût du maillage et améliorer la qualité des textures
dans les hauts-débits. En haut, le maillage. En bas, index SSIM de l'image de qualité optimale
qu'il est possible de reonstruire.
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peut être dû à une légère ativité en gradient dans es régions, par exemple ausé par
un bruit d'aquisition non perçu par l'÷il. Ces déplaements ont très peu d'impat (bon
ou mauvais) sur la qualité de I⋆. Or, tous es déplaements umulés peuvent avoir un
oût non négligeable. L'image Barbara a peu de surfaes homogènes de grande taille,
mais d'autres images omme Cameraman ou des images de type artoon présentent de
grandes régions sans ontours ni textures. Nous proposons don ii un post-traitement
à l'analyse pour repérer les mailles qui ont peu bougé et les replaer sur leur arré
d'origine.
Tw = 0, Rg = 0, 096 bpp Tw = 1.5, Rg = 0, 092 bpp
Fig. 4.31 : Post-traitement pour annuler les déformations non signiatives par rapport au
seuil Tw.
La mesure sur laquelle nous proposons de nous appuyer pour déider si une maille a
bougé signiativement ou non est le jaobien de la déformation Jw. Jw est ainsi alulé
en haque point u du domaine texture de la même façon que lors de la quantiation
adaptative dérite au paragraphe 4.3.1.2. En haque point u, nous proposons ensuite
de dénir le ritère de déformation Cw omme :
Cw(u) =
{
Jw(u) si Jw(u) > 1
1/Jw(u) si Jw(u) < 1
(4.29)
Cw indique le hangement de résolution loal sans tenir ompte s'il s'agit d'une perte
ou d'un gain de résolution. Une fois e ritère déni, nous parourons haque maille
8 × 8 du domaine texture et alulons la moyenne de Cw dans haune d'entre elles.
Toutes les mailles dont le ritère Cw moyen est inférieur à un seuil sont replaées sur
leur arré d'origine
1
. Le seuil est noté Tw et vaut au minimum 1 (dans e as, le post-
traitement n'a pas d'eet). Un traitement en deux passes omme dans la tehnique
préédente est mis en plae pour éviter que des mailles dont le ritère est supérieur au
seuil se trouvent modiées par le déplaement des n÷uds voisins. La gure 4.31 montre
le maillage obtenu sur Cameraman à la n de l'analyse et le résultat du post-traitement
en prenant Tw = 1.5. On remarque que les déformations non signiatives ont bien
1
Remarquons qu'une valeur Cw = 1 ne signie pas forément que la maille ne s'est pas déformée.
On peut par exemple avoir Cw = 1 dans le as où le hangement de résolution selon l'axe u est
inversement proportionnel au hangement de résolution selon l'axe v. Cependant, du fait de la ontrainte
de onnetivité sur notre maillage, e as a une faible probabilité de survenir et le ritère Cw permet
bien de déteter les déformations signiatives.
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été détetées et le replaement des mailles sur leur arré d'origine orrespond à notre
attente.
Comme dans la méthode préédente, nous remarquons que le post-traitement ne
réduit pas le oût du maillage de façon satisfaisante. Coder des déplaements nuls permet
de gagner ii 0, 004 bpp (soit 0, 004×256×256 ≈ 260 bits) e qui n'est pas susant pour
onserver les bonnes performanes dans les bas débits obtenues ave une plus grande
taille de maille. Cependant, nous observons que les mailles arrées sont regroupées en
régions. Plutt que de oder un grand nombre de déplaements nuls dans es régions,
nous proposons dans le paragraphe suivant de regrouper les mailles arrées dans une
struture de type Quadtree.
4.4.3.4 Création d'un maillage Quadtree
Le Quadtree, ou arbre quaternaire, a été introduit au hapitre 2, page 64. Ii, nous
travaillons sur le maillage M. La raine du Quadtree orrespond à l'ensemble de toutes
les mailles. Une segmentation du maillage en Quadtree peut être obtenue en regroupant
réursivement les mailles quatre par quatre. Chaque niveau j de l'arbre omporte 2j+1
n÷uds orrespondant à un regroupement dyadique de mailles. Pour réer un Quadtree
adaptatif, il est possible d'assoier à haque n÷ud une valeur binaire pour déider si le
n÷ud doit être subdivisé en quatre ou non.
niveau 2
arbre de décisions
4 noeuds fils
niveau 1
Racine
niveau 0
Fusion au
niveau 1
Fusions au
Fig. 4.32 : Fusion des mailles arrées par une approhe desendante.
L'algorithme que nous proposons ii est un algorithme réursif destiné à être appliqué
à l'issue des post-traitements préédents. Nous débutons à la raine du Quadtree et
parourons toutes les mailles. Si une seule d'entre elles est déformée par rapport à son
arré d'origine, alors on ne peut pas les fusionner et nous assoions à la raine la valeur
1. Cei signie qu'il faut aller au moins au niveau de profondeur supérieur pour pouvoir
fusionner des mailles arrées. Si toutes les mailles sont situées sur leur arré d'origine,
nous assoions à la raine la valeur 0. Cei signie l'arrêt de l'algorithme. Si la déision
est 1, l'algorithme se répète sur les quatre n÷uds ls de la raine. Chaun de es n÷uds
orrespond à un regroupement dyadique de mailles, omme illustré gure 4.32. Au fur et
à mesure des réursions, ertaines branhes s'arrêtent signiant que des mailles arrées
ont été regroupées au niveau de profondeur ourant. D'autres branhes se poursuivent
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jusqu'au tout dernier niveau qui orrespond à l'éhelle de la maille. A e dernier niveau,
une valeur 0 est aetée à la feuille si la maille est non déformée, 1 dans le as ontraire.
Si la valeur est 1, il faudra enoder les positions de la maille. Au nal, le ontenu de
l'image est modélisé par un arbre de déisions et un ensemble de positions. Ces deux
strutures sont enodées séparément, en onservant un odage en plans de bits pour les
positions.
La gure 4.33 montre les  maillages Quadtree  obtenus à la n de l'analyse pour
Lena, Cameraman, Barbara et Peppers. Dans haque as, nous donnons le débit du
maillage avant et après les post-traitements, le PSNR de l'image I⋆ ainsi que les seuils
Tssim et Tw utilisés pour générer le Quadtree. Pour les trois premières images, nous
remarquons une baisse signiative du oût du maillage et de surroît une hausse du
PSNR de l'image I⋆ (pour une image de dimensions 256 × 256, une baisse de 0, 03
bpp orrespond à un report de 245 otets sur la part de débit aordée à la texture).
Pour Peppers, les gains sont moins signiatifs ar l'image ontient plus d'objets et de
ontours (produisant des déformations de maille signiatives par rapport au seuil Tw)
et peu de zones texturées (don peu de zones sous le seuil Tssim). Dans le paragraphe
suivant, nous présentons les résultats de ompression obtenus en bout de haîne et les
omparons à eux fournis par JPEG2000.
4.4.3.5 Résultats de ompression
Les résultats de ompression présentés dans e paragraphe ont été obtenus en ee-
tuant l'analyse, les post-traitements et l'enodage sur les quatre images tests utilisées
préédemment. Pour les post-traitements, les seuils utilisés sont eux indiqués sur la
gure 4.33. La gure 4.34 montre les ourbes débit-distorsion obtenues en évaluant la
distorsion ave le PSNR et l'index SSIM. Les ourbes obtenues ave le shéma AS2D
sans post-traitement et JPEG2000 sont également illustrées. D'une manière générale,
nous voyons que le shéma ave post-traitements (noté AS2D+Quadtree) améliore les
résultats numériques de la tehnique AS2D. Cependant ils restent moins bons que eux
donnés par JPEG2000, à la fois au niveau du PSNR et de l'index SSIM. Pour Lena
et Cameraman, es résultats numériques sont aussi moins bons dans les bas débits que
eux obtenus à la setion préédente ave une taille de maille la = 16.
Même si es résultats numériques ne sont pas satisfaisants, il est important de les
pondérer ave la qualité visuelle des images reonstruites. Nous pouvons faire les re-
marques suivantes. Jusqu'à 0, 3 bpp, la part de débit oupée par le maillage Quad-
tree est trop importante, malgré les améliorations, pour obtenir un gain par rapport
à JPEG2000. Pour des débits allant de 0, 3 à 0, 6 bpp, la qualité de l'image reons-
truite ave la méthode proposée peut apparaître meilleure qu'ave JPEG2000. Pour
illustration, les gures 4.35 et 4.36 montrent les images reonstruites à 0, 4 bpp pour
les quatre images tests. Ave la méthode AS2D, nous observons une reonstrution si-
gniativement plus nette des ontours : les rebonds aratéristiques d'une ompression
par ondelettes ne sont quasiment plus présents. Certaines strutures omme l'épaule, le
hapeau de Lena, le manteau et les bâtiments dans Cameraman, le visage de Barbara
et de manière générale les ontours de Peppers, sont partiulièrement bien rendues par
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Tssim = 0, 96
Tw = 1, 75
Rg = 0, 102 bpp, DI⋆ = 38, 75 dB Rg = 0, 071 bpp, DI⋆ = 42 dB
Tssim = 0, 94
Tw = 1, 5
Rg = 0, 096 bpp, DI⋆ = 33, 5 dB Rg = 0, 067 bpp, DI⋆ = 36, 7 dB
Tssim = 0, 94
Tw = 1, 5
Rg = 0, 103 bpp, DI⋆ = 33, 06 dB Rg = 0, 071 bpp, DI⋆ = 38, 28 dB
Tssim = 0, 94
Tw = 1, 5
Rg = 0, 104 bpp, DI⋆ = 39, 6 dB Rg = 0, 096 bpp, DI⋆ = 40 dB
Fig. 4.33 : Création de maillages Quadtree à l'issue de l'analyse.
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Fig. 4.34 : Résultats numériques de ompression.
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rapport à JPEG2000. Enn, au-delà de 0, 6 bpp, le ou qui limitait la qualité visuelle
des zones texturées par rapport à JPEG2000 dans la setion préédente n'est plus per-
eptible, ei grâe au post-traitement dérit au paragraphe 4.4.3.2.
AS2D JPEG2000
PSNR = 31, 62 dB, SSIM = 0, 891 PSNR = 31, 86 dB, SSIM = 0, 905
PSNR = 28, 89 dB, SSIM = 0, 841 PSNR = 29, 63 dB, SSIM = 0, 853
Fig. 4.35 : Résultats de ompression visuels à 0, 4 bpp.
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AS2D JPEG2000
PSNR = 28, 15 dB, SSIM = 0, 817 PSNR = 28, 63 dB, SSIM = 0, 842
PSNR = 31, 38 dB, SSIM = 0, 897 PSNR = 32 dB, SSIM = 0, 903
Fig. 4.36 : Résultats de ompression visuels à 0, 4 bpp.
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4.5 Bilan du hapitre
Méthode proposée. Dans e hapitre, nous avons dérit une nouvelle approhe pour
ompresser une image xe. La méthode proposée est de déformer le ontenu spatial d'une
image pour l'adapter à une déomposition en ondelettes séparables. La déformation
étant modélisée par un maillage déformable partout onneté, une étape d'analyse per-
met de aluler la déformation qui minimise un oût de desription de l'image déformée.
Une tehnique d'optimisation de type desente en gradient a été proposée. L'estimation
de la déformation spatiale est très semblable à une estimation de mouvement entre deux
images d'une séquene vidéo. Après l'analyse, l'image déformée ainsi que les paramètres
du maillage sont enodés et transmis. Après réeption et déodage, une étape de syn-
thèse permet de reonstruire l'image d'origine en inversant la déformation eetuée à
l'analyse.
Distintion par rapport à l'art antérieur. La plupart des tehniques antérieures
tentent d'adapter le noyau d'ondelette à la géométrie d'une image. Dans notre teh-
nique, l'objetif est inversé ar l'on herhe à adapter la géométrie (ontours) d'une
image au noyau. D'autres méthodes, omme les Bandelettes, avaient auparavant suivi
une piste similaire. Cependant, es méthodes sont basées blos. Dans l'approhe que
nous avons proposée, la déformation est globale sur le domaine image et ei permet
d'éviter les eets de bords. D'autres travaux s'appuyant sur des maillages 2D avaient
aussi été introduits préédemment. Cependant, dans es travaux le maillage est utilisé
omme grille d'éhantillonnage pour l'image et non omme grille déformable, e que
nous proposons.
Résultats. Diérents résultats ont été présentés dans e hapitre. Nous avons tout
d'abord étudié l'inuene des paramètres d'analyse, du pas de quantiation des n÷uds
du maillage et de la taille d'une maille.
Dans un premier temps, nous avons onlu qu'une taille de maille de l'ordre de
8× 8 donnait un maillage trop her à oder. Nous avons alors omparé les résultats de
ompression de notre shéma noté AS2D à eux obtenus ave le standard JPEG2000
pour des images ontenant une géométrie peu omplexe. Dans e adre, nous avons
noté des gains visuels dans les bas et moyens débits par rapport à JPEG2000. Dans les
hauts-débits, les pertes dues aux ré-éhantillonnages suessifs lors de l'analyse puis de
la synthèse produisent un ou dans les zones texturées et font huter le PSNR. Pour
améliorer la qualité visuelle de es zones, nous avons alors proposé trois outils : Quanti-
ation adaptative de l'image déformée, Enodage d'un résidu de synthèse, Augmentation
de la résolution de l'image déformée. Si la quantiation adaptative n'a pas apporté de
gain, les deux autres méthodes ont permis de relever les ourbes dans les hauts-débits
tout en onservant les performanes à bas débits.
Dans un seond temps, nous avons étudié la possibilité d'utiliser une taille de maille
de l'ordre de 8 × 8 an de modéliser des ontenus géométriques plus omplexes. Pour
réduire le oût du maillage, nous avons proposé trois post-traitements à eetuer à l'issue
de l'analyse. Le premier s'intéresse au as des zones texturées. Puisque la déformation
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des mailles dans es zones a un oût non négligeable et génère de surroît une perte
visuelle dans les hauts débits, nous avons proposé d' annuler  es déformations en
replaçant la maille sur le arré d'origine qu'elle oupait au début de l'analyse. Le
seond post-traitement propose de même de replaer sur leur arré d'origine toutes les
mailles dont les déformations sont jugées non signiatives. Ces deux post-traitements
ontribuent à améliorer la qualité des images reonstruites dans les hauts débits mais ne
permettent pas de réduire susamment le oût du maillage. Nous avons alors proposé
d'utiliser une struture en Quadtree pour regrouper des mailles arrées voisines et ainsi
s'épargner le odage de nombreux symboles nuls. Cette tehnique a permis de réduire
le oût du modèle de façon signiative. Nous avons alors fourni un nouveau jeu de
omparaisons ave JPEG2000 en onsidérant une taille de maille de l'ordre de 8× 8. Si
les résultats numériques sont moins bons que eux fournis par le standard, les résultats
visuels obtenus ave le shéma AS2D montrent des ontours plus nets et une qualité
visuelle générale qui nous semble meilleure dans les moyens débits. Dans les hauts débits,
la qualité visuelle fournie par les deux shémas est très similaire.
Limites. Nous mettons en avant trois limites du shéma proposé. Tout d'abord, l'éner-
gie minimisée ne prend pas en ompte la distorsion de l'image reonstruite en bout de
haîne. Dans es onditions, il est très diile de mettre en plae une optimisation
débit-distorsion pour trouver les paramètres d'analyse et de quantiation optimaux.
En outre, puisque les métriques objetives omme le PSNR ou même l'index SSIM ne
sont pas toujours en aord ave la qualité visuelle des images synthétisées, il est diile
de onevoir une énergie modélisant de façon juste la distorsion en bout de haîne. En-
suite, le modèle de géométrie par maillage déformable partout onneté peut être remis
en question. Nous avons en eet observé dans la première setion que la ontrainte de
onnetivité régulière imposée au maillage ne permet pas de satisfaire tous les objetifs
énonés en termes d'adaptation au ontenu. En partiulier, une maille ne peut tourner
et s'étirer librement pour apturer la régularité le long des ontours. Enn, nous avons
noté au ours de notre étude qu'une taille de maille de l'ordre de 8× 8 était néessaire
pour pouvoir apturer susamment de aratéristiques géométriques. Or, dans e as le
oût du maillage ne permet pas d'obtenir des résultats satisfaisants dans les bas débits.
Motivations pour une extension à la vidéo. Dans le hapitre qui suit, nous
présentons un shéma par analyse-synthèse t+2D qui étend à la vidéo les prinipes in-
troduits pour l'image xe. Etant donné un groupe d'images (GOF) dans une séquene,
nous proposons tout d'abord d'adapter son ontenu temporel à un ltrage  en ligne  le
long de l'axe temporel. Comme dérit dans des travaux préédents [TZ94a, WXCM99,
Cam04b℄, ei peut se faire en projetant toutes les images à un même instant de réfé-
rene, après estimation et ompensation en mouvement. Si ette projetion permet un
bon alignement temporel des images, alors les images projetées possèdent un ontenu
géométrique similaire. L'idée est de modéliser e ontenu géométrique une fois et une
seule pour tout le GOF. En répartissant ainsi le oût de la géométrie sur plusieurs
images, nous pouvons espérer que la part de débit oupée par ette information soit
limitée et permette de reonstruire des ontours de meilleure qualité visuelle tout en
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onservant une bonne reonstrution des zones texturées. Cette idée est don le point
de départ des travaux que nous dérivons dans le hapitre suivant.
Chapitre 5
Adaptation spatio-temporelle d'un
groupe d'images pour un odage
par ondelettes t+2D
Les odeurs vidéo présentés au hapitre 3 prennent en ompte les trajetoires de
mouvement mais pas la géométrie des images (ni des sous-bandes temporelles dans le
as t+2D). Certains travaux [RAPP06℄ intègrent une dose de diretionnalité au odage
des images intra dans H.264/MPEG-4 AVC en modiant le san opéré dans les blos
pour l'obtention des oeients DCT. Comme la géométrie évolue d'un instant à l'autre,
il semble déliat dans e type de shémas de ré-utiliser un même modèle de géométrie
pour toutes les images d'un groupe d'images (GOF) : pour obtenir une modélisation
préise de la géométrie des images inter, il est néessaire d'estimer et de modéliser le
ux géométrique pour haque image. Le oût de l'information annexe (mouvement plus
géométrie) s'avère alors trop lourd omparé au gain en qualité [RAPP07℄.
Dans e hapitre, nous présentons une tehnique de odage par analyse-synthèse per-
mettant de prendre en ompte à la fois le mouvement et la géométrie dans un groupe
d'images. Cette tehnique fusionne le odeur vidéo par analyse-synthèse temporelles
proposé par Cammas [Cam04b℄ et la méthode d'adaptation spatiale dérite au ha-
pitre préédent. L'idée prinipale du shéma présenté en setion 5.1 est de déformer un
GOF pour l'adapter à un ltrage séparable 3D le long des diretions xes horizontale,
vertiale et temporelle. Chaque image d'un GOF est alignée sur le même instant de
projetion après estimation et ompensation en mouvement, puis une même géomé-
trie est estimée pour haque image ompensée en mouvement. Dans la setion 5.2, nous
présentons les résultats de odage obtenus en modélisant à la fois la géométrie et les
hamps de mouvement par des maillages déformables partout onnetés. Comme nous
l'avons mentionné au hapitre 3 dédié au mouvement, e modèle permet de reonstruire
les images à la synthèse sans faire apparaître de pixels non onnetés ou multiplement
onnetés, mais ne permet pas de modéliser les disontinuités de mouvement typiques
des zones à oultation. Dans la dernière setion, nous étudions les apaités de déor-
rélation temporelle de modèles moins ontraints (modèle translationnel par blos type
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 Blok Mathing , modèle par blos reouvrants OBMC, modèles hybrides SCGI
et SOBMC) du point de vue de l'analyse (bon alignement des images à l'instant de
projetion) omme du point de vue de la synthèse (bonne reonstrution des images en
bout de haîne).
5.1 Shéma proposé
5.1.1 Prinipe général
Le shéma de odage est illustré gure 5.1. Il généralise à la vidéo le shéma présenté
au hapitre préédent. Le odeur proposé opère sur des GOF de taille NG. Le but
prinipal est de modier le GOF, à travers une étape d'analyse, an de réduire son oût
de desription dans une base séparable 3D non adaptative. A ause du mouvement et
de la géométrie, les orrélations spatio-temporelles dans les images en entrée ne sont pas
adaptées à une telle déomposition. L'analyse vise à ompenser les images pour adapter
les orrélations au ltrage horizontal, vertial, temporel : elle adapte le signal au noyau.
Dans ette thèse, le noyau hoisi est le noyau d'ondelette séparable 3D, mais l'approhe
peut être étendue à d'autres odeurs 3D (par exemple, la DCT-3D).
Après l'étape d'analyse, les images ompensées sont appelées textures. Le terme tex-
ture est utilisé en référene au domaine de la modélisation 3D où un objet est synthétisé
en plaquant une texture sur un maillage tridimensionnel. Le groupe de textures noté
GOT peut être enodé par un simple odeur par ondelettes 3D sans reourir à auune
ompensation : l'information de géométrie et de mouvement, que nous qualierons dans
la suite d'information de struture, est totalement déouplée des textures à l'enodage.
Les oeients de texture et de struture sont don quantiés et odés indépendamment.
Après déodage, le GOF d'origine peut être reonstruit en inversant la ompensation
spatio-temporelle opérée à l'enodage : 'est l'étape de synthèse.
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Fig. 5.1 : Méthode par Analyse-Synthèse t+2D. Le GOF en entrée est adapté aux diretions
de ltrage xes horizontale, vertiale et temporelle.
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Les textures en sortie de l'analyse sont obtenues en eetuant une ompensation en
mouvement puis en géométrie des images en entrée. Pour ette setion et la suivante,
nous onsidérons que es ompensations sont dénies par des transformations spatiales w
réversibles. Le paragraphe suivant se onentre sur la brique d'analyse, pierre angulaire
du shéma proposé.
5.1.2 Analyse
Considérons un GOF
{
It1 , . . . , ItNG
}
de NG images et dénissons un instant de
projetion tp ∈ {t1, . . . , tNG}. L'étape d'analyse prend e GOF en entrée. En sortie, il
génère trois informations :
 Un groupe de NG textures {Tt}t∈{t1,...,tNG} noté GOT , images ompensées en
mouvement et en géométrie,
 Un groupe de NG − 1 transformations {wmt }t6=tp donnant les orrespondanes de
mouvement entre Itp et haque image It pour t 6= tp,
 Une transformation wgBF donnant les orrespondanes géométriques entre une
texture ible (telle que dénie au hapitre préédent) et une basse fréquene tem-
porelle du GOT, notée IBF et dénie plus bas.
Ces informations sont générées en trois temps que nous dérivons maintenant.
5.1.2.1  Alignement  temporel
L'étape d'alignement temporel orrespond à l'analyse eetuée par Cammas [Cam04b℄.
Comme illustré gure 5.2, le but est d'aligner toutes les images sur l'image Itp de
manière à obtenir un groupe d'images  sans  mouvement. Pour haque instant t ∈
{t1, . . . , tNG} , t 6= tp, une estimation de mouvement est eetuée entre Itp et It. Elle
permet de aluler la fontion de mise en orrespondanes wmt entre tp et t. Le ritère
utilisé pour l'estimation est l'erreur quadratique entre l'image Itp et l'image prédite
notée I¯tp→t(x) = It(w
m
t (x)) :
wmt = argmin
w
∑
x∈Dtp
[Itp(x) − It(w(x))]2 (5.1)
Cette erreur orrespond à l'énergie Ei dans la méthode de Wang et Lee [WL94℄ présentée
au hapitre 3. On parle aussi de diérene d'image déplaée (DFD).
Dans les approhes de lifting diretionnel omme le Barbell lifting, les estimations de
mouvement se font entre images voisines. Ii, toutes les images du GOF servent tour à
tour de référene à l'image de projetion. Au maximum, une distane de NG− 1 images
peut exister entre l'image à prédire à l'instant de projetion et l'image de référene.
Or, les algorithmes d'estimation vus au hapitre 3 reherhent les déplaements des
pixels dans une fenêtre de taille limitée qui peut même être à l'éhelle du pixel pour les
tehniques de desente en gradient. Lorsque l'image de référene est éloignée de l'image
ourante à prédire, il devient déliat d'estimer le mouvement ave préision sans donner
une valeur initiale aux déplaements.
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tp
Estimation
Compensation
mouvement
Trajectoire de
mouvement quelconque aligne´e
Trajectoire
Groupe d’images d’origine Groupe d’images de´forme´es
« sans » mouvement
Fig. 5.2 : Illustration 1D de l'analyse temporelle. Les images du GOF sont projetées au même
instant de projetion tp. A l'issue de ette projetion, le groupe d'images déformées est déorrélé
temporellement.
Pour résoudre e problème, nous mettons en plae un suivi de mouvement. Dans le
as où tp est quelonque, un suivi de mouvement doit être eetué dans le sens ausal
entre tp et t = tNG et un suivi de mouvement doit être eetué dans le sens anti-ausal
entre tp et t = t1. Pour le suivi ausal, le mouvement est tout d'abord estimé entre
Itp et Itp+1, e qui donne la transformation w
m
tp+1 . Étant donné un mouvement w
m
tp+k
préalablement alulé, l'estimation du mouvement wmtp+k+1 est alors initialisée ave les
paramètres de wmtp+k . Le suivi de mouvement anti-ausal se déroule symétriquement.
Gestion des bords. Après alignement temporel (gure 5.3 à gauhe), on remarque
que les bords de ertaines images n'ont pas de orrespondants dans les autres images
déformées le long de l'axe temporel. Pour éviter une gestion partiulière des bords lors
de la déomposition spatio-temporelle, les auteurs [WXCM99, Cam04b℄ proposent de
dénir les hamps de mouvement wmt à l'instant tp sur un domaine plus grand que le
domaine image. Il faut s'assurer que l'extension du domaine soit susamment grande
pour englober les déplaements de la améra et des objets au ours du GOF. Dans
les tests sur séquenes CIF 30 Hz que nous présenterons, une extension de 16 pixels
est eetuée aux bords de l'image Itp à l'instant de projetion. Cette image étendue à
l'instant de projetion est souvent appelée mosaïque. Au début de l'analyse temporelle,
les valeurs aux pixels des bords de la mosaïque ne sont pas dénies. Après haque
estimation et ompensation en mouvement, une nouvelle image I¯tp→t alignée sur Itp
est alulée et les valeurs aux bords de la mosaïque sont omplétées ave les valeurs
orrespondantes dans I¯tp→t. Cei permet d'améliorer les estimations de mouvement
suivantes sur les bords. A la n de l'analyse temporelle, les bords de toutes les images
alignées sont omplétés ave les valeurs orrespondantes dans la mosaïque.
En général, la taille de l'extension hoisie aux bords est toujours un peu plus grande
que néessaire. De e fait, ertaines zones (en noir sur la gure 5.3 à droite) restent
à dénir. Dans sa thèse [Cam04b℄ (hapitre 3), Cammas propose une tehnique d'ex-
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trapolation, appelée  MR-pad  qui vise à limiter le oût de odage additionnel de
l'extension. Pour une image donnée, ette tehnique permet de remplir les zones non
dénies par une prolongation régulière des zones dénies. La méthode est itérative. Elle
onsiste à générer la pyramide multi-résolutions de l'image uniquement à l'aide des zones
dénies. Comme le signal obtenu est régulier aux bords, sa déomposition en ondelettes
génère peu de hautes fréquenes supplémentaires en omparaison des tehniques d'ex-
trapolation basiques (voir gure 5.4). Pour un groupe d'images, l'auteur utilise ette
solution pour aluler les zones non dénies sur les images extrêmes du GOF aligné ;
les zones non dénies des images intermédiaires sont ensuite alulées par interpola-
tion des images extrêmes. Cette interpolation permet de limiter l'énergie des hautes
fréquenes temporelles aux bords. Notons qu'une extrapolation spatio-temporelle plus
omplexe par analyse-synthèse 3D donnant de meilleures performanes est aussi proposé
par l'auteur mais nous ne l'avons pas implémentée ii.
de l’analyse ge´ome´trique
Groupe d’images de´forme´es
« sans » mouvement
Extension
aux bords
a` extrapoler
une autre image
re´gions comple´te´es avec
re´gions non de´finies
Volume en entre´e
Fig. 5.3 : Pour eetuer un ltrage  en ligne  sans gestion partiulière des bords, il faut
reourir à une extrapolation des images ompensées.
5.1.2.2 Déorrélation géométrique
Le but de la deuxième étape de l'analyse est d'estimer une même géométrie pour
toutes les images ompensées en mouvement I¯tp→t, t ∈ {1 . . . NG}. Dans l'hypothèse
que l'analyse du mouvement a permis un alignement préis sur l'instant de projetion,
toutes les images du GOF ompensé ont une géométrie prohe. Ii, nous dénissons le
signal IBF omme l'image moyenne du GOF ompensé, à savoir :
IBF (x) =
1
NG
NG∑
t=1
I¯tp→t(x), x ∈ Dtp (5.2)
Si l'alignement temporel est susamment préis, la géométrie de IBF est très prohe
de la géométrie de haque image ompensée en mouvement. Nous proposons don
de aluler la géométrie uniquement sur IBF . Pour e faire, nous utilisons la teh-
nique détaillée au hapitre préédent. Le but est de trouver la transformation notée
wgBF qui permette de minimiser le oût de desription de la texture TBF dénie par
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Extension du dernier pixel MR-pad
Fig. 5.4 : Extension de 16 pixels aux bords de la première image de la séquene Crew. Ave le
 MR-pad  proposé dans [Cam04b℄, l'énergie des hautes fréquenes d'ondelettes sur les bords
est limitée omparée à une extension par prolongement du dernier pixel.
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TBF (u) = IBF (w
g
BF (u)) ∀u ∈ D˜tp . Nous avons montré que ette déformation est elle
qui minimise la DFD entre l'image IBF et une texture ible inonnue :
wgBF = argmin
w
∑
u∈D˜tp
[IBF (w(u)) − Tcible(u)]2 (5.3)
En observant les équations (5.1) et (5.3), nous remarquons que les fontions de
oût que l'on herhe à minimiser lors de l'estimation de mouvement et de l'estimation
de géométrie sont très prohes. Nous rappelons que ei nous a permis dans le hapitre
préédent (page 124) de présenter une tehnique d'estimation géométrique ressemblant
très fortement à une estimation de mouvement.
5.1.2.3 Génération du GOT
Le groupe des textures ompensées en mouvement et en géométrie {Tt}, t ∈
{1, . . . , NG}, est nalement obtenu en ombinant la ompensation spatiale wgBF ave
haque ompensation en mouvement wmt , t 6= tp. Cette adaptation spatio-temporelle des
images est appliquée aux images d'origine du GOF. Si It est une de es images, alors la
texture résultante se alule suivant l'opération :
Tt(u) = It(w
g
BF ◦ wmt (u)) ∀u ∈ D˜tp (5.4)
Dans la suite nous noterons wmgt la ombinaison de la ompensation géométrique w
g
BF
ave la ompensation en mouvement wmt :
wmgt (u) = w
g
BF ◦ wmt (u) ∀u ∈ D˜tp (5.5)
5.1.3 Enodage
A l'issue de l'analyse, trois types d'information sont à oder et transmettre : le
GOT, la géométrie wgBF et les NG − 1 mouvements {wmt }t6=tp . L'enodage de haque
type d'information est réalisé indépendamment.
Les résultats donnés dans la suite ont été obtenus en eetuant un enodage t+2D
du GOT. Le GOT est tout d'abord déomposé temporellement à l'aide de l'ondelette
5/3. Ce hoix est motivé par les résultats donnés dans [Cam04b℄. Ensuite, les sous-
bandes temporelles générées sont envoyées au odeur JPEG2000 pour déomposition
spatiale et enodage. L'ondelette hoisie pour la déorrélation spatiale est l'ondelette
de Daubehies 9/7 [ABMD92℄. La quantiation opérée par JPEG2000 est le fruit d'un
ompromis débit-distorsion sur l'ensemble des sous-bandes spatio-temporelles. Comme
pour l'image xe, l'option d'enodage  salable  est ativée.
Pour la géométrie, le modèle par maillage déformable est utilisé. L'enodage de wgBF
suit le proédé hoisi au hapitre préédent : les déplaements des n÷uds par rapport
au maillage uniforme dans D˜tp sont quantiés et odés en plans de bits ave un odeur
arithmétique.
Pour le mouvement, le modèle par maillage déformable est utilisé dans la setion
suivante, puis d'autres modèles (BM, OBMC, SOBMC, SCGI) sont testés en setion 5.3.
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Pour le maillage déformable, deux modes de odage seront omparés. Les paramètres
des déformations wmt pour haque instant t 6= tp sont les positions xti des sommets du
maillage. Le premier mode de odage onsiste à prédire la position d'un n÷ud xti ave
la position du n÷ud à l'instant préédent si t > tp ou à l'instant suivant si t < tp,
et de quantier et oder le résidu de prédition. Le seond mode de odage onsiste à
onsidérer les positions d'un n÷ud i à haque instant
{
xti | t 6= tp
}
omme un signal
1D, à eetuer une déomposition en ondelette sur e signal 1D, puis à quantier et
oder les oeients obtenus. La omparaison de es deux modes de prédition est faite
au paragraphe 5.2.2. Pour la dernière setion, le premier mode de odage a été retenu.
Lorsque le modèle de mouvement (SOBMC ou SCGI) néessite un label (valeur binaire)
de onnetivité en haque n÷ud, e label est enodé à l'aide d'un odeur arithmétique,
sans ontexte partiulier. Les modèles de mouvement et les tehniques d'estimation
assoiées ont été dérites au hapitre 3.
5.1.4 Synthèse
Après transmission des informations, le réepteur déode les textures, la géométrie,
et les mouvements en inversant les étapes d'enodage dérites préédemment. En notant{
Tˆt
}
t∈{t1...tNG}
les textures déodées, wˆgBF la géométrie déodée et {wˆmt }t∈{t1...tNG},t6=tp
les mouvements déodés, la synthèse de haque image d'origine est réalisée en inversant
la ompensation spatio-temporelle réalisée à l'analyse :
Iˆt(x) = Tˆt[(wˆ
g
BF ◦ wˆmt )−1(x)]
= Tˆt[(wˆ
mg
t )
−1(x)], ∀x ∈ Dt
(5.6)
Dans la setion suivante, nous allons reprendre haque étape du shéma en utilisant le
maillage déformable à la fois pour modéliser la géométrie et les hamps de mouvement.
Des résultats de odage seront présentés dans le dernier paragraphe et omparés à des
travaux antérieurs.
5.2 Résultats ave une modélisation de la géométrie et du
mouvement par maillage déformable
5.2.1 Analyse-Synthèse : illustrations
5.2.1.1 Alignement temporel
Le maillage hoisi pour modéliser le mouvement est un maillage quadrangulaire.
Lors de l'étape d'estimation de mouvement, un maillage uniforme est plaé à l'instant
de projetion tp et les positions des n÷uds à haque instant t 6= tp qui minimisent (5.1)
sont reherhées. Pour modéliser le mouvement, nous hoisirons toujours dans la suite
une taille d'arête la = 16. La tehnique de desente en gradient détaillée en annexe B est
utilisée pour haque nouvelle estimation. Rappelons que ette tehnique est itérative.
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Nous notons kmax le nombre d'itérations utilisé. Après haque itération de la desente en
gradient, la tehnique de projetion non-obtuse est appliquée pour s'assurer que toutes
les mailles restent onformes.
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Fig. 5.5 : Eaité de l'alignement temporel après estimation et ompensation en mouve-
ment. Le PSNR ahé est le PSNR entre l'image Itp à l'instant de projetion et haque image
ompensée en mouvement I¯tp→t, t 6= tp.
Eaité de l'alignement temporel. Lors de haque estimation de mouvement
entre la mosaïque Itp et une image It du GOF (t 6= tp), le ritère minimisé (5.1) est
l'erreur quadratique entre Itp et l'image ompensée I¯tp→t. Le PSNR entre es deux
images est don une mesure juste pour évaluer l'eaité de l'alignement temporel. Sur
la gure 5.5, nous ahons les PSNR obtenus en appliquant l'analyse temporelle à la
séquene Mobile CIF 30Hz et en faisant évoluer le nombre d'itérations kmax. La taille
des GOF NG hoisie est 8 et l'instant de projetion est le premier instant de haque
GOF. Puisque les images aux instants de projetion ne sont pas modiées lors de la
ompensation en mouvement, leur PSNR (inni) n'est pas représenté sur la gure. Sur
ette gure, nous remarquons qu'après seulement 5 itérations de la desente en gradient,
les PSNR augmentent de près de 10 dB. Cei démontre l'eaité de l'optimisation et du
suivi. Logiquement, plus on s'éloigne de l'instant de projetion, moins l'alignement est
bon. Cei s'explique prinipalement par le fait que ertaines zones présentes à l'instant
de projetion disparaissent au fur et à mesure que l'on s'éloigne de et instant. Ces
zones sont don de moins en moins bien prédites. Ave 10 itérations, des gains sont
observés sur ertains GOF. Au-delà, les résultats sont sensiblement identiques. Dans la
suite, nous nous limiterons don à 10 itérations pour haque estimation de mouvement.
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La gure 5.6 montre les mouvements des n÷uds du maillage estimés ave kmax = 10.
Le but de l'alignement temporel est d'adapter le ontenu du GOF à une déompo-
sition  en ligne  le long de l'axe temporel. Sur la gure 5.7, nous avons représenté la
basse fréquene temporelle et la première ouhe de détails obtenues après déompo-
sition en ondelettes du GOF ompensé le long de l'axe temporel. L'ondelette utilisée
est l'ondelette 5/3. Le résultat est omparé ave elui obtenu sans ompensation en
mouvement (kmax = 0). Comme on peut le voir, la basse fréquene obtenue sans om-
pensation en mouvement présente un eet fantme généralisé sur tout le domaine image.
Ave ompensation en mouvement, e phénomène n'est plus visible à l'÷il nu, e qui
démontre le bon alignement des images. En onséquene, l'énergie dans la ouhe de
rehaussement est sensiblement moins importante : nous avons adapté le ontenu des
images à une déomposition selon l'axe temporel.
t = tp = t0 t = t4 t = t7
Fig. 5.6 : Suivi de mouvement obtenu après kmax = 10 itérations de desente en gradient
pour haque image.
Choix de l'instant de projetion tp. Comme nous venons de le voir, la qualité de la
ompensation en mouvement pour une image donnée dépend de la distane entre ette
image et la mosaïque. En plaçant l'instant de projetion en milieu de GOF, on améliore
le PSNR moyen des images ompensées par rapport à Itp . Ce résultat est illustré sur
la gure 5.8. Nous verrons que plaer l'instant de projetion en milieu de GOF permet
également d'améliorer la qualité des images reonstruites en bout de haîne.
5.2.1.2 Modélisation géométrique
Si l'alignement temporel a été eae, toutes les images ompensées en mouvement
se ressemblent fortement et présentent une géométrie similaire. Plutt que de modéliser
et d'estimer une géométrie pour haune d'entre elles, nous estimons don une seule
géométrie pour tout le GOF. Cette géométrie est estimée sur une image basse fréquene
IBF qui est simplement la moyenne du GOF ompensé en mouvement (dénition (5.2)).
Notons que rien n'oblige à utiliser une même taille de maille pour modéliser la géométrie
et le mouvement. Dans les travaux présentés dans e hapitre, nous avons utilisé une
taille la = 8 pour modéliser la géométrie (don deux fois plus petite elle utilisée pour
modéliser le mouvement). La gure 5.9 montre en haut les images IBF obtenues sur
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kmax = 0 kmax = 10
Fig. 5.7 : A gauhe, basse fréquene temporelle et première ouhe de rehaussement obtenue
après déomposition du GOF d'origine le long de l'axe temporel. A droite, basse fréquene
temporelle et première ouhe de rehaussement obtenue après déomposition du GOF ompensé
le long de l'axe temporel.
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Fig. 5.8 : Plaer l'instant de projetion en milieu de GOF permet d'améliorer l'alignement
des images ompensées en mouvement.
les trois premiers GOF de la séquene Foreman CIF 30Hz et en bas le résultat de
l'estimation de géométrie, telle que nous l'avons présentée au hapitre préédent. Les
post-traitements pour améliorer la reonstrution des textures et limiter les déforma-
tions non signiatives sont utilisés en prenant les seuils Tssim = 0, 96 et Tw = 1, 5.
Sur la gure 5.9, nous remarquons que les images de basse fréquene présentent peu
d'eet fantme, preuve d'un bon alignement temporel. Certaines zones à oultation
sont ependant moins bien prédites que d'autres, omme l'÷il droit de foreman dans
le premier GOF, ou le haut de son hapeau dans le deuxième GOF. Si l'on observe le
résultat de l'estimation de géométrie, on remarque que de diérents ontours ont été
apturés, par exemple eux du visage ou des arêtes du bâtiment dans le fond.
5.2.1.3 Génération du GOT
A l'issue des étapes préédentes, nous disposons :
 d'un groupe d'images ompensées en mouvement dont le ontenu est adapté à une
déomposition 1D le long de l'axe temporel,
 d'un modèle de déformation géométrique dont le but est d'adapter le ontenu
spatial de toutes les images du GOF ompensé à une déomposition 2D séparable
(horizontale-vertiale) par ondelettes.
Pour générer le groupe des textures adapté à un ltrage 3D horizontal-vertial-
temporel xe, la déformation géométrique peut être appliquée à toutes les images du
GOF ompensé en mouvement. Cependant, nous préférons générer les textures direte-
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Fig. 5.9 : En haut, images basse fréquene IBF obtenues après alignement temporel pour les
trois premiers GOF de la séquene Foreman CIF 30Hz. En bas, modèle de géométrie estimé
sur haune de es images. Ce modèle est elui utilisé pour toutes les images du GOF
ompensé en mouvement.
ment à partir des images d'origine en utilisant l'équation (5.4). Cei permet de ramener
à 1 le nombre de ré-éhantillonnage des images d'origine et ainsi limiter les pertes. Sur
la gure 5.10, nous illustrons la réation d'une texture à partir d'une image d'origine au
dernier instant t7 du premier GOF de la séquene Foreman CIF 30Hz. Un pixel u du
domaine texture D˜t7 est mis en orrespondane ave une position x′ dans le domaine
de l'image ompensée en mouvement I¯tp→t7 . Cette orrespondane est donnée par la
déformation géométrique : x′ = wgBF (u). La position x
′
est ensuite mise en orrespon-
dane ave une position dans le domaine image Dt7 d'origine. Cette orrespondane est
donnée par la déformation temporelle wmt7 : x = w
m
t7 (x
′). La valeur interpolée de l'image
au point x donne la valeur du pixel u de la texture.
En observant l'image ompensée en mouvement sur la gure 5.10, on remarque que
ertaines régions omme le nez ou le bord droit du visage et du hapeau ont été éti-
rées. Ces étirements de texture interviennent lorsqu'une zone disparaît entre l'instant
de projetion et l'instant ourant (ii t7). A l'opposé ertaines régions, prinipalement
le bord gauhe du visage, se trouvent ontratées lors de la ompensation en mouve-
ment. Ces ontrations de texture interviennent lorsqu'une zone apparaît entre l'instant
de projetion et l'instant ourant. Comme nous l'avons dérit au hapitre préédent,
un étirement de texture s'aompagne d'un gain de résolution par rapport à l'instant
ourant, tandis qu'une ontration s'aompagne d'une perte de résolution. L'image de
texture obtenue montre quant à elle des étirements de texture au niveau de nombreux
ontours : l'adaptation spatiale a tendane à lisser les disontinuités pour réduire l'éner-
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wgBF
wmt7
Texture Tt7 Image d’origine It7Image compensee en mouvement
Fig. 5.10 : Illustration du proédé de réation d'une texture à partir d'une image d'origine
It7 , son mouvement w
m
t7 par rapport à tp et sa géométrie w
g
BF .
gie des oeients d'ondelettes après déomposition horizontale-vertiale. Comme on
le voit, les textures obtenues à l'issue de l'analyse peuvent avoir un ontenu singulier.
Il est important de souligner que es textures ne sont pas destinées à être visualisées.
Elles sont enodées et transmises ave la déformation géométrique et les déformations
temporelles pour pouvoir synthétiser une version des images d'origine en bout de haîne.
5.2.1.4 Synthèse
En modélisant géométrie et mouvement par un maillage déformable, toutes les dé-
formations eetuées à l'analyse sont inversibles. Chaque image du GOF d'origine peut
don être synthétisée en suivant l'équation (5.6). Comme dans le as de l'image xe,
l'aller retour entre le domaine image et le domaine texture introduit des pertes nu-
mériques irréversibles. En ompensant les images en mouvement, nous introduisons de
nouvelles pertes de résolution par rapport au hapitre préédent : lorsqu'une zone ap-
paraît entre l'instant de projetion et l'instant ourant, elle se retrouve ontratée lors
de la ompensation omme expliqué préédemment. Pour limiter es pertes de réso-
lution, nous pourrions transmettre des textures plus grandes que les images d'origine
ou enore transmettre des images de résidus, de la même façon que nous l'avons testé
pour l'image xe. Dans les résultats que nous présentons dans e hapitre, nous n'avons
ependant pas intégré de traitement spéique pour es zones. Le seul paramètre ave
lequel nous avons tenté de limiter les pertes de résolution est l'instant de projetion
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tp. La gure 5.11 supporte ette armation. Elle montre le PSNR et l'index SSIM des
images reonstruites en bout de haîne en plaçant l'instant de projetion en début de
GOF tp = t0 et en milieu de GOF tp = t3. Comme on le voit, positionner tp en milieu
de GOF permet de limiter les sauts de qualité numérique à l'intérieur d'un GOF. En
eet, en plaçant tp en milieu de GOF, on limite la distane moyenne entre la mosaïque
et les autres images du GOF et don l'apparition de nouvelles zones.
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Fig. 5.11 : Plaer l'instant de projetion en milieu de GOF permet d'améliorer la qualité
moyenne des images synthétisées.
Sur la gure 5.11, on remarque que le PSNR des images synthétisées ave tp = t3
évolue entre 38 et 43 dB, tandis que l'index SSIM évolue entre 0, 98 et 0, 99. Ave de
telles valeurs, les diérenes ave les images d'origine sont diilement pereptibles.
5.2.2 Enodage
Enodage de la géométrie. L'enodage de la géométrie wgBF suit le même proédé
que elui utilisé au hapitre préédent. Les déplaements des n÷uds du maillage sont
quantiés puis odés en utilisant un odage en plans de bits. Les résultats donnés dans
e hapitre ont été obtenus en utilisant un pas de quantiation égal à 1 (préision
pixellique).
Enodage du mouvement. Nous nous penhons ii sur le odage des hamps de
mouvement {wmt }t6=tp . Dans les odeurs standards, le mouvement d'un blo est estimé
ave une préision maximale donnée (pixel, 1/2, ou 1/4 pixel). Il peut ensuite être prédit
par le mouvement d'un blo voisin avant enodage, mais il n'y a pas de transformée
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temporelle. Dans [Cam04b℄, le mouvement est modélisé par un maillage et les positions
sont estimées ave une préision ottante. Comme le maillage modélise un hamp de
mouvement ontinu et que le mouvement est suivi sur tout un GOF, l'auteur propose
de déomposer temporellement les positions de haque n÷ud du maillage à l'aide d'une
ondelette 5/3, puis de quantier les oeients transformés. La question que nous nous
posons est la suivante : pour une même distorsion sur le mouvement, réduit-on son oût
en déomposant les déplaements ave une ondelette avant quantiation et odage ?
Nous testons ii les deux méthodes sur les ensembles de déplaements issus de l'ana-
lyse temporelle des trois premiers GOF de foreman. Dans la première méthode, la
position xi(t) d'un n÷ud à un instant t 6= tp est prédite par la position à l'instant t− 1
si t > tp ou t + 1 si t < tp. Les résidus de préditions sont quantiés puis enodés en
plans de bits à l'aide d'un odeur arithmétique. Chaque ensemble de positions {xi(t)}
pour un instant t est odé séparément et les statistiques du odeur sont ré-initialisées
pour haque groupe. Dans la deuxième méthode, des résidus de prédition sont alulés
omme préédemment. Les diérents résidus de préditions ∆xi(t) d'un n÷ud i sont
ensuite déomposés temporellement à l'aide d'une ondelette. Les ondelettes 9/7 et 5/3
sont testées. Les oeients d'ondelettes sont quantiés puis enodés en plans de bits
à l'aide d'un odeur arithmétique. Les statistiques du odeur sont ré-initialisées pour
haque sous-bande temporelle. En faisant évoluer le pas de quantiation de 0, 25 à
32 pour les deux méthodes, nous obtenons les ourbes de la gure 5.12. Comme on
peut l'observer, quantier les déplaements dans le domaine spatial donne les meilleurs
performanes. Cei rejoint nos onlusions du hapitre préédent sur le odage de la
géométrie.
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Fig. 5.12 : Quantier les déplaements dans le domaine spatial aboutit à un meilleur om-
promis débit-distorsion que les quantier dans le domaine ondelettes.
Enodage des textures. Comme pour le shéma AS2D du hapitre préédent, les
textures sont générées ave les maillages quantiés de plus haute qualité. Ces textures
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sont adaptées à une déomposition ondelettes 3D selon les axes temporel, horizontal
et vertial. Nous proposons de les déomposer selon un shéma t+2D avant enodage.
Dans un premier temps, nous appliquons la déomposition temporelle. Dans [Cam04b℄,
l'auteur montre que les ondelettes 9/7 et 5/3 aboutissent à des performanes similaires
en termes débit-distorsion (et meilleures que l'ondelette 5/3 tronquée). Nous avons uti-
lisé l'ondelette 5/3 dans nos résultats. Cette déomposition temporelle génère une image
de basse fréquene temporelle et NG−1 images de haute fréquene. Ces NG images sont
ensuite envoyées au logiiel JPEG2000 (VM 8.0) qui se harge d'eetuer la déompo-
sition horizontale vertiale de haque sous-bande puis de générer un ux binaire via
EBCOT . Dans les tests présentés plus bas, la base d'ondelettes hoisie pour déom-
position spatiale est l'ondelette 9/7. Comme dans les travaux du hapitre préédent,
nous ativons l'option -Clayers de JPEG2000 qui permet de générer un ux salable.
JPEG2000 optimise le ompromis débit-distorsion sur l'ensemble des sous-bandes tem-
porelles.
A l'issue de l'enodage, trois ux salables ont été réés, pour la géométrie, le mou-
vement et les textures. Nous allons maintenant présenter les résultats de ompression du
shéma AS2D+t. Ces résultats sont omparés ave le shéma AS t obtenu en désativant
la ompensation géométrique ainsi qu'ave le odeur H.264/MPEG-4 SVC.
5.2.3 Résultats de ompression
Cette setion présente les résultats de ompression obtenus en utilisant le maillage
déformable omme modèle de géométrie et de mouvement. Avant de omparer le shéma
AS2D+t au standard, nous proposons d'étudier l'inuene du pas de quantiation
utilisé pour le mouvement sur les performanes débit-distorsion. Nous donnons ensuite
des résultats de ompression omparatifs. Une des questions prinipales est de savoir
si la prise en ompte de la géométrie apporte un gain par rapport à un shéma du
type AS t où seul le mouvement est pris en ompte pour générer les textures. Nous
omparons également nos résultats numériques et visuels au standard H.264/MPEG-4
dans sa version salable SVC (JSVM 8.9). Enn, omme dans le hapitre préédent, nous
évaluons l'impat d'un déodage ave perte de la struture (géométrie et/ou mouvement)
sur les résultats de ompression.
5.2.3.1 Préision du mouvement
Nous étudions ii l'inuene du pas de quantiation utilisé pour quantier les
hamps de mouvement avant réation et enodage du GOT. Nous notons Qm e pas et
Rm la bande passante en kb/s oupée par l'information de mouvement. Nous travaillons
sur les 10 premiers GOF (80 premières images) de la séquene Foreman CIF 30Hz.
Pour es tests, la ompensation géométrique est désativée. Pour haque pas Qm ∈
{0.25, 0.5, 1, 2}, nous enodons le mouvement et les images ompensées en mouvement.
Après réeption, le mouvement est déodé sans perte et les images ompensées sont
déodées de façon à atteindre les débits ibles 128, 256, 512, 1024 kb/s. Nous alulons
182 Adaptation spatio-temporelle pour un odage par ondelettes t+2D
le PSNR moyen des images reonstruites. Les résultats sont présentés sur la gure 5.13.
Le débit moyen Rm oupé par le mouvement est indiqué pour haque pas de quanti-
ation. Comme on peut l'observer, plus le pas de quantiation est grand, moins bonnes
sont les performanes dans les hauts débits et meilleures sont les performanes dans les
très bas débits. Comme dans le as de la géométrie, un pas de quantiation égal à 1
semble un bon ompromis pour parourir une large gamme de débits. Nous avons don
xé Qm à 1 pour générer les résultats présentés au paragraphe suivant.
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Fig. 5.13 : Inuene de la préision du mouvement sur les performanes débit-distorsion.
5.2.3.2 Comparaison AS2D+t, AS t, H.264/MPEG-4 SVC
Dans e paragraphe nous présentons les résultats de ompression obtenus ave notre
shéma d'analyse-synthèse spatio-temporelles, noté AS2D+t. Nous les omparons ave
le shéma d'analyse-synthèse temporelles, noté AS t, où le GOT enodé et transmis est
le groupe d'images ompensées en mouvement. Pour le shéma AS t, auune géométrie
n'est prise en ompte ni transmise et on se ramène don à un odeur similaire à elui
proposé dans [Cam04b℄. Puisque tous les ux enodés dans les shémas AS2D+t et AS t
sont  salables , le standard de ompression auquel nous nous omparons est le stan-
dard H.264/MPEG-4 dans sa version salable SVC. Les vidéos utilisées dans nos tests
sont Foreman, Akiyo, Erik et Crew au format CIF 30 Hz. Pour les shémas AS2D+t
et AS t, la taille de GOF hoisie est 8. On rappelle que la longueur des arêtes hoisie
est de l'ordre de 8 pour la géométrie et de 16 pour le mouvement. Un ux est généré à
l'enodage puis déodé à des débits ompris dans {64, 128, 256, 512, 1024} (kb/s). Pour
SVC, nous hoisissons également une taille de GOF égale à 8. Le mouvement est quan-
tié au 1/2 pixel. Les vidéos sont enodées de façon à générer trois ouhes de qualité
orrespondant à des  QP  égaux à 40, 34 et 28. Une ouhe de qualité est ajoutée pour
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Akiyo orrespondant à un QP de 50. Les PSNR ahés sont les PSNR des ouhes de
qualité générées.
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Fig. 5.14 : Courbes débit-distorsion obtenues pour quatre vidéo tests au format CIF 30 Hz.
La gure 5.14 montre les ourbes débit-distorsion obtenues pour les trois odeurs.
Ces ourbes donnent le PSNR moyen sur les 100 premières images de haque séquene
(sauf pour la séquene Erik qui ne omporte que 50 images) pour haque débit.
La première observation que nous faisons est que le standard SVC donne des perfor-
manes meilleures à tous les débits que nos implémentations des shémas par analyse-
synthèse. La qualité visuelle des séquenes reonstruites est en aord ave es ourbes.
Ces résultats peuvent être pondérés ave eux fournis dans Cammas [Cam04b℄, où l'au-
teur montre que le shéma AS t apporte des gains visuels dans les bas débits par rapport
au standard H.264/MPEG-4. La raison prinipale pour laquelle nos résultats sont moins
bons est que notre estimateur de mouvement ainsi que l'enodage des positions ne sont
pas optimisés omme ils le sont dans [Cam04b℄. En partiulier, une tehnique d'esti-
mation hiérarhique pourrait être employée pour améliorer l'alignement temporel et un
meilleur ompromis entre la taille des mailles ('est à dire le oût du maillage) et la
qualité de l'alignement pourrait être reherhé.
Une des questions que nous nous sommes posées en proposant le shéma AS2D+t
est de savoir si la prise en ompte de la géométrie lors de l'analyse allait apporter un
gain par rapport au shéma AS t. Les ourbes débit-distorsion nous montrent que e
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Tab. 5.1 : Coût des paramètres de ompensation (kb/s).
video / ode SVC AS t AS2D+t
(mouvement + géométrie)
Akiyo 13, 02 30, 75 30, 75 + 49, 80
Foreman 42 68, 61 68, 61 + 59, 52
Erik 29, 45 57, 8 57, 8 + 38, 58
Crew 46, 89 73, 65 73, 65 + 56, 58
n'est pas le as. Les performanes du shéma AS t sont meilleures que elles du shéma
AS2D+t à tous les débits. L'expliation prinipale de es résultats est le oût de la
géométrie. Le tableau 5.1 donne les oûts de l'information annexe pour haque odeur :
mouvement pour les shémas SVC et AS t, mouvement et géométrie pour le shéma
AS2D+t. Comme on le voit, la géométrie oupe une part très importante du débit.
Dans le as d'Akiyo, le oût de la géométrie est même supérieur à elui du mouvement.
Pour diminuer le oût de la géométrie, on pourrait augmenter la taille des mailles.
Cependant, nous avons vu au hapitre préédent que ei empêhait de s'adapter à
des ontenus variés. La gure 5.15 montre la première image de la séquene Akiyo
reonstruite pour haque odeur. Le débit ible hoisi est elui atteint par SVC pour
générer la troisième ouhe de qualité (QP = 40). Comme on le voit, la qualité de
l'image reonstruite ave SVC est nettement au dessus de elle des images reonstruites
ave les deux autres odeurs. Si on ompare les images reonstruites ave les shémas
par analyse-synthèse, on voit que les ontours, partiulièrement au niveau du buste de
Akiyo sont mieux reonstruits ave le shéma AS2D+t. Cependant, l'image est dans
l'ensemble un peu plus oue ar la part de débit aordée au déodage des textures est
moins importante. Cei explique que le PSNR soit moins bon.
Les derniers travaux que nous avons menés dans ette thèse ont visé à améliorer la
qualité de l'alignement temporel en appliquant le shéma AS t à d'autres modèles que
le modèle par maillage déformable. Nous présentons la problématique et les résultats
dans la setion suivante.
5.3 Amélioration de la ompensation temporelle
5.3.1 But de l'étude
Dans les shémas par analyse-synthèse proposés (AS2D+t etAS t), l'eaité de
l'estimation de mouvement détermine la préision de l'alignement temporel, la qua-
lité de l'image basse fréquene IBF (peu d'eets fantmes) et don l'eaité de l'es-
timation de géométrie. Préédemment, nous avons uniquement onsidéré un modèle
de mouvement par maillage ar il permet d'eetuer des ompensations globales et
réversibles. C'est également le modèle de mouvement utilisé dans les travaux anté-
rieurs [WXCM99, Cam04b℄. Cependant, nous remarquons qu'un tel modèle ne permet
pas de représenter les disontinuités de mouvement dans les zones à oultations, e
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Originale SVC (JSVM 8.9), PSNR = 39, 95 dB
AS t , PSNR = 35, 50 dB AS2D+t , PSNR = 34, 67 dB
Fig. 5.15 : Image originale au temps t2 du premier GOF de la séquene Akiyo CIF 30Hz et
images reonstruites à 151, 5 kb/s par haque odeur.
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qui nuit sensiblement à la qualité des préditions de Itp après ompensation tempo-
relle. Dans [Cam04b℄, Cammas propose de asser la struture du maillage en détetant
des lignes de rupture dans la vidéo. La méthode proposée permet toujours de pouvoir
reonstruire omplètement les images à la synthèse, mais son eaité dépend d'une
segmentation préalable de la vidéo.
Le but de l'étude préliminaire présentée dans ette setion est de asser la struture
de façon automatique en appliquant l'analyse à d'autres modèles de mouvement que
le modèle par maillage déformable. Les modèles utilisés et les algorithmes d'estimation
assoiés ont été présentés au hapitre 3. Les modèles que nous avons testés sont le
modèle translationnel par blos [Ri03℄ noté BM ( Blok Mathing ) dérit page 82,
le modèle par blos reouvrants [OS94, SM00℄ noté OBMC ( Overlapped Blok Motion
Compensation ) dérit page 83, ainsi que les modèles hybrides SOBMC ( Swithed
OBMC ) et SCGI [IM00℄ ( Swithed Control Grid Interpolation ) dérits page 89.
Deux résultats spéiques nous intéressent en premier lieu : la qualité de l'analyse
temporelle, 'est à dire la qualité des préditions I¯tp→t de Itp , et la qualité de la synthèse,
'est à dire des images reonstruites en bout de haîne (sans odage).
Comme les nouveaux modèles étudiés ne sont pas réversibles, nous étudions l'impat
des pixels multiplement et non onnetés sur la qualité des images reonstruites.
5.3.2 Résultats d'analyse temporelle
Les résultats d'analyse présentés i-dessous ont été obtenus en eetuant un suivi de
mouvement ave les modèles ités préédemment. Pour es tests, l'instant de projetion
hoisi est le premier instant de haque GOF (tp = t0). Nous travaillons sur les 6 premiers
GOF de taille NG = 8 de la séquene Mobile CIF 30Hz qui présente des mouvements
variés (translation du alendrier, rotation du ballon) et des zones à oultations. Chaque
estimation de mouvement entre tp et t a été réalisée ave les spéiités suivantes :
BM Le domaine à l'instant de projetion est partitionné en blos de taille 16×16 non
reouvrants. Pour haque blo, un veteur mouvement est déterminé par une reherhe
exhaustive dans une fenêtre de taille 16 × 16 autour du andidat d'origine (le veteur
mouvement estimé à t − 1). Les veteurs sont estimés et enodés ave une préision
au demi pixel. Des tehniques permettant d'améliorer l'estimation ou de réduire sa
omplexité ont été itées au hapitre 3 page 91.
OBMC Le domaine à l'instant de projetion est déoupé en blos reouvrants de
taille 32× 32 (gure 5.16, à droite). Deux blos voisins se reouvrent à moitié de sorte
que le nombre de veteurs mouvement est égal à elui du BM . Dans nos tests, nous
n'eetuons pas d'estimation spéique prenant en ompte le reouvrement des blos.
Nous réalisons simplement une reherhe de type  Blok Mathing  indépendante pour
haque blo de taille 32×32. Des tehniques d'estimation plus spéiques ont été itées
au hapitre 3 page 92. Lors de la ompensation en mouvement, un pixel de l'image à
l'instant de projetion est prédit par 4 valeurs venant de 4 blos reouvrants. Ces valeurs
sont pondérées pour établir la valeur prédite. Les poids sont obtenus en assoiant une
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fenêtre de pondération à haque blo reouvrant. Dans nos travaux, nous avons hoisi
la fenêtre bilinéaire.
Instant de projection tpInstant de re´fe´rence t
I¯tc(x) =
∑4
i=1 ωi · Itr(x+ υbi)
Instant de re´fe´rence t
υb1 υb2
x
υb4 υb3
x
I¯tp(x) = It(x+ υbi)
Instant de projection tp
Fig. 5.16 : A gauhe, modèle de mouvement par blos non reouvrants (BM). A droite,
modèle de mouvement par blos reouvrants (OBMC).
SOBMC Pour générer un modèle SOBMC, nous utilisons la méthode simple qui
est employée dans [IM00℄. L'image Itp est déoupée en blos 16 × 16 et un  Blok
Mathing  est eetué. Deux préditions de l'image Itp sont ensuite alulées à l'aide
des veteurs mouvements : l'une en supposant omme lors de l'estimation que les blos
sont non reouvrants (BM) et l'autre en supposant que les blos sont reouvrants
(OBMC). Enn, pour haque blo 16 × 16 dans l'image d'origine, nous omparons
les erreurs quadratiques moyennes de prédition données par le BM et l'OBMC et
aetons un label (valeur binaire) au blo en fontion du résultat de la omparaison.
CGI-maillage déformable Pour le suivi de mouvement par maillage déformable,
une grille uniforme est plaée à l'instant de projetion. Deux tehniques d'estimation
sont implémentées. La première est elle que nous avons utilisée à la setion préédente
qui s'appuie sur la tehnique de desente en gradient expliquée à l'annexe B. Pour
être ohérent ave les paramètres des modèles préédents, les positions après suivi sont
quantiées au demi pixel avant de générer les images ompensées. La seonde tehnique
mise en ÷uvre est l'algorithme 1 dérit page 94. On rappelle que le prinipe de et
algorithme est de déplaer haque n÷ud l'un après l'autre en xant tous les autres de
façon à minimiser l'erreur de prédition sur le domaine d'inuene du n÷ud uniquement.
Les n÷uds sont parourus plusieurs fois jusqu'à e qu'un minimum soit atteint pour
haun d'entre eux. A haque itération, une reherhe exhaustive est eetuée dans une
fenêtre de dimension 6 × 6 entrée sur le veteur mouvement optimal ourant (omme
presrit par Sullivan et Baker dans [SB91℄). Sur l'ensemble des itérations, la reherhe
est limitée à une fenêtre de 16×16 autour du andidat d'origine (le veteur mouvement
estimé à t− 1). Les reherhes sont réalisées ave une préision au demi pixel.
SCGI Dans [IM00℄, Ishwar et Moulin proposent d'estimer un modèle SCGI en éten-
dant l'algorithme préédent. Pour haque n÷ud et haque veteur mouvement andidat,
deux erreurs de prédition sont alulées : l'une en onsidérant que la maille inférieure
188 Adaptation spatio-temporelle pour un odage par ondelettes t+2D
Label = 1 - De´formation Label = 0 - Translation
cassures
Instant de projection tp Instant de re´fe´rence t
Fig. 5.17 : Maille déformable (CGI) et ajout d'un label (SCGI) pour aepter les assures
de onnetivité.
droite du n÷ud suit un mouvement de translation indépendant des mailles voisines (as-
sure dans le maillage), l'autre en onsidérant qu'elle suit un mouvement de déformation
bilinéaire en restant onnetée à ses voisines (gure 5.17).
La gure 5.18 montre le résultat visuel des suivis de mouvement sur le premier GOF
de 8 images de la séquene Mobile. Nous illustrons les paramètres de haque modèle au
dernier instant du GOF. Pour le modèle SOBMC, un arré jaune signie que le BM
est préféré à l'OBMC lors de la ompensation. Pour le modèle SCGI un arré jaune
signie qu'il est préférable de asser la struture pour améliorer la prédition de Itp .
Comme on le voit, les diérenes les plus importantes entre les modèles apparaissent au
niveau des zones à oultation, partiulièrement elles autour du ballon. Dans la zone
qui est déouverte par le déplaement du ballon, la densité des blos est moindre dans
le as du BM ar ette zone ne prédit orretement auun blo de Itp . Dans le as
du maillage, ette zone produit des étirements de mailles ar ertaines mailles suivent
le déplaement du ballon tandis que d'autres mailles prohes suivent le déplaement
du alendrier. Dans la zone reouverte par le ballon, les remarques sont inversées :
nous observons une aumulation de blos dans le as du BM et une ontration des
mailles dans le as du CGI. Logiquement, dans le as des modèles hybrides, es zones
à oultation provoquent des ruptures de ontinuité.
La gure 5.19 permet de omparer la qualité de l'alignement temporel sur l'instant
de projetion. Nous rappelons que plus l'alignement temporel est préis plus le GOF
ompensé en mouvement est adapté à une déomposition le long de l'axe temporel. Pour
haun des modèles, nous représentons le PSNR entre l'image à l'instant de projetion
et haune de ses préditions I¯tp→t. D'après es ourbes, on remarque tout d'abord que
le modèle par maillage déformable (CGI) est elui qui donne les plus grandes variations
de qualité : il donne les meilleures préditions de Itp pour l'instant le plus prohe de tp
mais aussi nettement les plus mauvaises pour les instants les plus éloignés. Lorsque le
alul du maillage se fait par optimisation loale, la qualité de la ompensation en n
de GOF s'améliore parfois de façon importante. Si l'on ompare maintenant le BM et
l'OBMC, on remarque que le seond modèle améliore la ompensation sur 4 des 6 GOF
traités tout en onservant la qualité du BM sur les 2 autres GOF. Le modèle hybride
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Instant de projetion tp = t0 BM à t7 SOBMC à t7
CGI-desente gradient à t7 CGI-optimisation loale à t7 SCGI à t7
Fig. 5.18 : Mouvement entre tp = t0 et t7 après un suivi sur toutes les images préédentes.
SOBMC apporte quant à lui un gain général par rapport à l'OBMC. Cei n'est pas
étonnant ar e modèle onserve pour haque blo dans Itp la meilleure prédition entre
elle donnée par le BM et elle donnée par l'OBMC. En observant maintenant les per-
formanes données par le SCGI on s'aperçoit que e modèle améliore signiativement
la qualité de la ompensation en n de GOF par rapport au CGI obtenu ave optimi-
sation loale. Puisque le label assoié à haque n÷ud donne le mouvement optimal de
sa maille inférieure droite parmi une translation ou une déformation (voir gure 5.17),
on aurait pu s'attendre à e que e modèle améliore les performanes à la fois du CGI
et du BM sur toutes les images. La diérene entre le résultat et nos prévisions est
due à l'algorithme de reherhe employé pour le SCGI qui ne garantit pas d'aboutir au
minimum loal trouvé par le CGI ou le BM dans la fenêtre de reherhe.
5.3.3 Résultats de synthèse
A la n de l'analyse, nous avons obtenu pour haque modèle un groupe d'images
projetées sur le premier instant du GOF. Dans e paragraphe, nous reonstruisons les
images d'origine à l'aide de es images ompensées. Le prinipe général que nous avons
adopté pour la reonstrution d'une image est de prendre indépendamment haque blo
(maille) dans l'image ompensée I¯tp→t et de le (la) replaer à sa position et sa forme
d'origine dans l'image It. Nous avons vu à la setion préédente et au hapitre 4 que la
qualité de es images détermine les performanes du odeur dans les hauts débits où le
oût du mouvement devient marginal.
En utilisant les modèles BM , OBMC, SOBMC et SCGI, une nouvelle probléma-
190 Adaptation spatio-temporelle pour un odage par ondelettes t+2D
21
22
23
24
25
26
27
28
29
30
31
0 5 10 15 20 25 30 35 40 45
P
S
N
R
m
oy
en
(d
B
)
Indice image
Mobile CIF 30Hz
BM
OBMC
SOBMC
CGI descente gradient
CGI optimisation locale
SCGI
Fig. 5.19 : Qualité de l'alignement temporel en fontion des modèles de mouvement.
tique apparaît par rapport à la setion préédente : es modèles ne sont pas réversibles.
En eet, omme expliqué au hapitre 3, des pixels non onnetés ou multiplement
onnetés apparaissent lorsque l'on essaie d'inverser les orrespondanes ave es mo-
dèles. Les pixels non onnetés appartiennent majoritairement à des zones qui sont
apparues par rapport à l'instant de projetion. Les pixels multiplement onnetés ap-
partiennent majoritairement à des zones qui ont disparu par rapport à l'instant de
projetion.
Dans un premier temps, nous ne herhons pas à reonstruire les pixels non onne-
tés. Nous évaluons la qualité des zones reonstruites uniquement. Pour reonstruire les
pixels onnetés ou multiplement onnetés, nous adoptons le prinipe suivant :
 à haque intensité à l'intérieur d'un blo  non reouvrant  dans le modèle BM
ou d'une maille dans les modèles CGI et SCGI est assoié un poids de 1,
 à haque intensité d'un blo  reouvrant  dans le modèle OBMC est assoiée
la valeur d'une fontion de forme bilinéaire qui vaut 1 au entre du blo et 0 sur
les bords
Le as du modèle SOBMC est un peu plus omplexe. En eet, lors de la ompensation,
un blo reouvrant peut ontribuer à prédire ertains blos voisins mais ne pas être
utilisé pour prédire les autres blos qui l'entourent. A la synthèse, nous devons faire un
hoix : soit onsidérer e blo omme reouvrant ou non reouvrant. Ii, nous hoisissons
de onsidérer tous les blos omme reouvrants pour réduire au maximum le nombre de
pixels non onnetés.
Un pixel onneté ou multiplement onneté dans l'image à synthétiser peut don
être reonstruit à partir d'une ou plusieurs valeurs provenant d'une maille, d'un blo
non reouvrant ou d'un blo reouvrant. A haune de es valeurs est assoié un poids
quelonque. Notons {Ik}k l'ensemble des valeurs andidates à la reonstrution d'un
pixel et {ωk}k les poids qui leur sont assoiés. La valeur nale du pixel à reonstruire
est obtenue en sommant les valeurs pondérées puis en normalisant le résultat. En notant
Combine la fontion utilisée pour ombiner les valeurs andidates, ei donne :
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BM à t7 OBMC à t7 SOBMC à t7
CGI-desente gradient à t7 CGI-optimisation loale à t7 SCGI à t7
Fig. 5.20 : Image synthétisée à l'instant t7 pour haque modèle.
Combine({Ik}k , {ωk}k) =
1∑
k ωk
∑
k
ωk · Ik (5.7)
Diérentes fontions Combine pourraient être hoisies utilisant ou non les poids {ωk}k
(valeur maximale, valeur moyenne, et.).
Sur la gure 5.20, nous montrons l'image reonstruite à la n du premier GOF
ave haun des six modèles étudiés. Le pourentage de pixels non reonstruits au
ours de la séquene pour les modèles BM , OBMC, SOBMC et SCGI est donné
sur la gure 5.21. Sauf as partiuliers, on peut voir sur la gure 5.20 que les zones
non reonstruites les plus larges sont des zones à oultation ainsi que l'intérieur du
ballon dont le mouvement de rotation est diilement apturé. Même si es zones non
reonstruites frappent l'÷il, remarquons qu'elles oupent une part peu importante de
l'image (autour de 10% maximum pour le BM , autour de 6% maximum pour le SCGI).
En utilisant des blos reouvrants, on parvient à reonstruire une valeur pour la quasi-
totalité des pixels. Dans les zones qui ne sont pas des zones à oultations (tapisserie
du fond et alendrier), la reonstrution obtenue ave les modèles OBMC et SOBMC
est de bonne qualité. En revanhe, dans les zones qui étaient ahées par le ballon et
la loomotive à l'instant tp, la reonstrution n'est pas satisfaisante. Dans le as du
SCGI, notons qu'il serait possible de réduire le nombre de zones non reonstruites en
pénalisant les déonnetions de mailles. Cei aurait aussi pour eet de réduire l'entropie
des labels.
La gure 5.22 donne les ourbes de PSNR obtenues en omparant les zones re-
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Fig. 5.21 : Pourentage de pixels non reonstruits pour les modèles autorisant des déonne-
tions de mailles (blos).
onstruites de haque image par rapport à leur ontenu dans les images d'origine. On
remarque tout d'abord que le maillage obtenu ave la tehnique d'optimisation loale
permet une meilleure reonstrution des images que elui obtenu ave la desente en gra-
dient. Nous avons vu qu'il permet également un meilleur alignement temporel. Ensuite,
les modèles par blos reouvrants OBMC et SOBMC sont eux donnant les moins
bons résultats partiulièrement en n de GOF où nous l'avons vu les zones déouvertes
sont mal reonstruites. Enn, nous remarquons que les résultats de synthèse fournis par
le BM et le SCGI sont semblables mais moins bonnes que elles du CGI obtenu ave
optimisation loale.
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Fig. 5.22 : Qualité de la synthèse (sans odage) pour haque modèle.
En résumé, nous avons vu que les modèles les mieux adaptés à notre probléma-
tique d'analyse sont les modèles par blos reouvrants. Cependant, utiliser partout des
blos reouvrants lors de la synthèse aboutit à une mauvaise qualité dans les zones à
oultation. Les modèles les mieux adaptés à notre problématique de synthèse sont les
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maillages déformables. Cependant, es modèles limitent l'alignement temporel lorsqu'on
s'éloigne de l'instant de projetion. Entre es deux groupes, les modèles BM et SCGI
donnent des performanes similaires. Le SCGI permet néanmoins de réduire la propor-
tion de pixels non onnetés par rapport au BM . Cei a bien sûr un prix en termes
de oût de odage : le prix des labels. Dans le paragraphe suivant, nous présentons les
résultats de odage obtenus ave les modèles BM , SCGI et CGI (desente en gradient
et optimisation loale).
5.3.4 Résultats de odage
Les résultats de odage présentés ii ont été obtenus en appliquant le shéma par
analyse-synthèse AS t aux modèles BM , SCGI et CGI. L'estimation géométrique pro-
posée aux setions préédentes est désativée. Le tableau 5.2 donne pour les quatre
modèles étudiés le oût moyen de l'information de mouvement et des labels sur les
six premiers GOF de la séquene Mobile. Le oût du maillage (CGI) est logiquement
inférieur au oût du  Blok Mathing  ar les déplaements sont ontraints par la
régularité du maillage. Dans le as du SCGI, les labels ont un oût de 11, 64 kb/s.
Notons qu'en moyenne 40% des mailles ont été déonnetées lors de haque estimation
de mouvement entre Itp et une image It. Comme nous l'avons noté préédemment, il
serait possible de pénaliser la déonnetion des mailles lors de l'estimation pour réduire
l'entropie des labels. Dans notre as, le modèle SCGI oûte en moyenne un débit su-
périeur de 16 kb/s à eux oupés par les modèles CGI. La question est de savoir si le
ompromis apporté par le SCGI est meilleur que elui des modèles préédents.
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Tab. 5.2 : Coût des paramètres de ompensation (kb/s).
modèle / information mouvement label
BM 74, 04
CGI (desente en gradient) 67, 19
CGI (optimisation loale) 67, 00
SCGI 72, 02 11, 64
La gure 5.23 donne les ourbes débit-distorsion obtenues sur les six premiers GOF
de la séquene Mobile ave les quatre modèles étudiés. Nous ahons également la
ourbe obtenue ave H.264/MPEG-4 SVC (JSVM 8.9). Comme nous pouvons l'obser-
ver, le modèle donnant le meilleur résultat est le maillage déformable obtenu ave op-
timisation loale. Le modèle SCGI n'apporte don pas d'amélioration sur les zones
reonstruites. De surroît il génère des pixels non onnetés dont la reonstrution est
une problématique à part entière. Etant donnés les résultats obtenus, ette probléma-
tique ne sera pas traitée ii.
L'étude sur les modèles de mouvement appliqués au shéma AS t onlut les travaux
que nous avons entrepris dans le adre de ette thèse. Avant de présenter la onlusion
générale de nos travaux, nous faisons un bilan de e hapitre et proposons des perspe-
tives qui feront l'objet d'études futures. En partiulier, nous introduisons les premières
briques d'une nouvelle représentation des séquenes vidéo : les tubes de mouvement.
5.4 Bilan du hapitre
Méthode proposée. Dans e hapitre, nous avons proposé un shéma de odage
vidéo par analyse-synthèse dont le but est de tirer partie à la fois des orrélations tem-
porelles (mouvement) d'un groupe d'images et des orrélations spatiales (géométrie)
à l'intérieur de haque image. Suivant le prinipe utilisé dans notre odeur d'images
xes, e shéma s'appuie sur une adaptation du ontenu spatio-temporel du groupe
d'images à un ltrage selon les diretions xes temporelle-horizontale-vertiale. Une
première phase d'analyse permet de réer un GOF ompensé en mouvement adapté à
une déomposition temporelle. Une deuxième phase d'analyse alule la géométrie de
la basse fréquene temporelle du GOF ompensé. En eet, si l'alignement temporel est
eae, ette géométrie est similaire à elle de toutes les images ompensées. L'estima-
tion de la géométrie se fait en suivant l'algorithme que nous avons proposé au hapitre
préédent. La troisième phase de l'analyse permet nalement de générer un groupe de
textures, versions déformées spatialement des images d'origine pour venir s'adapter à
une déomposition temporelle-horizontale-vertiale. Ce groupe de textures est transmis
ave les paramètres de mouvement et la géométrie du GOF. Après réeption et déo-
dage, une étape de synthèse permet de reonstruire les images d'origine en inversant les
déformations eetuées lors de l'analyse.
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Distintion par rapport à l'art antérieur. Les travaux entrepris dans e hapitre
s'insrivent dans la suite des travaux de Cammas [Cam04b℄ qui se plaçaient en rupture
par rapport aux odeurs standards. Dans les standards, la déomposition temporelle
est adaptée au signal après extration du mouvement et haque brique (transformée,
quantiation, odage) est optimisée pour une reonstrution de l'image pixel à pixel.
Les shémas par analyse-synthèse proposés se distinguent prinipalement des standards
par le fait que le signal d'entrée est modié pour s'adapter à un noyau de déomposition
xe. Comme pour les shémas de odage par analyse-synthèse de modèles 3D [Gal02,
Bal05℄, le but visé n'est pas la reonstrution des valeurs sur la base du pixel mais la
qualité visuelle générale des images synthétisées.
L'élément qui distingue partiulièrement notre shéma noté AS2D+t des odeurs
préédents est la prise en ompte de la géométrie des images tout en herhant à limiter
le oût de ette géométrie sur un GOF. De plus, nous avons vu qu'il est possible de
représenter le mouvement et la géométrie par un même modèle : le maillage déformable.
Dans e as, les algorithmes d'estimation du mouvement et de la géométrie sont très
similaires.
Résultats. Bien qu'une seule géométrie soit transmise par GOF, les résultats obtenus
en utilisant le maillage déformable pour représenter à la fois la géométrie et le mou-
vement ont montré que ette géométrie oûtait trop her. En eet, an de apturer
des aratéristiques géométriques susamment variées, il est important de modéliser la
géométrie ave un maillage dont les mailles ont une taille de l'ordre de 8 × 8. Or, une
telle géométrie peut ouper une part de débit plus grande que le mouvement sur le
GOF. L'adaptation spatiale ne permet pas de ompenser e oût. Comparé à un shéma
de type AS t où seule l'analyse temporelle est eetuée, une meilleure reonstrution
des ontours peut être observée mais la qualité visuelle générale est moins bonne ar
les zones texturées sont moins bien reonstruites. Le standard de ompression salable
H.264/MPEG-4 SVC donne des résultats meilleurs que nos implémentations des shé-
mas par analyse-synthèse. Cependant, il est important de préiser que dans nos travaux
le odage des informations de mouvement n'a pas été optimisé. Cei onduit à un sur-
oût important par rapport à SVC qui ode ses informations ave un odeur entropique
puissant et optimisé (CABAC). Comme démontré préédemment [Cam04b℄, une esti-
mation plus ne et un odage plus performant du mouvement dans le as du shéma
AS t permettent d'obtenir des résultats visuels meilleurs que eux du standard dans les
bas débits.
Le shéma AS2D+t que nous avons proposé est un shéma général qui peut être
mis en ÷uvre ave d'autres modèles de géométrie et/ou de mouvement que le modèle
par maillage déformable. Dans la dernière setion du hapitre, nous avons par exemple
appliqué le shéma ave des modèles autorisant des déonnetions de mailles pour repré-
senter le mouvement. Nos résultats montrent que es modèles permettent un meilleur
alignement temporel lors de la ompensation en mouvement. Cependant, nous avons vu
que e gain ne se traduit pas par un meilleur ompromis débit-distorsion en bout de
haîne. Le oût des labels néessaires pour déider si une maille est déonnetée ou non
est en partie responsable de e résultat. De surroît, autoriser la déonnetion des mailles
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fait apparaître des zones non onnetées lors de la synthèse, dont la reonstrution reste
un problème ouvert.
En e qui onerne la géométrie, d'autres modélisations pourraient aussi être testées.
En partiulier, les shémas par déformation de blos, omme la transformée en Bande-
lettes de première génération [PM05℄ ou la transformée de Taubman et Zakhor [TZ94b℄
pourrait aisément se substituer à notre estimation géométrique. Il serait intéressant de
voir si de tels modèles orent un meilleur ompromis débit-distorsion dans le adre du
shéma AS2D+t.
Conlusion
Les travaux qui ont été développés dans e manusrit s'insrivent dans la onti-
nuité des travaux menés par Cammas et Pateux [Cam04b℄. L'objetif est de proposer
et d'évaluer des shémas en rupture ave les standards de ompression d'images xes
et de vidéos. Dans e adre, la ligne ondutrie que nous avons suivie dans ette thèse
onsiste à déformer les images pour adapter leur ontenu à un noyau de dé-
omposition xe.
Travail sur l'image xe : problématique et ontributions
Dans un ontexte de ompression d'images xes, le standard atuel est JPEG2000.
Ce standard s'appuie sur la déomposition en ondelettes séparables  lassique , 'est-
à-dire une déomposition 1D le long de l'axe horizontal suivi par une déomposition 1D
le long de l'axe vertial. Au hapitre 1, nous avons mis en avant les limites d'une telle
représentation : le noyau d'ondelette  lassique  devient sous-optimal dès qu'il s'agit
de représenter des aratéristiques géométriques (en partiulier des ontours ourbes).
Cette sous-optimalité se traduit par un phénomène de  ringing  près des ontours
lors d'une approximation de l'image à l'aide d'un nombre limité de oeients. Au
hapitre 2, nous avons présenté des outils antérieurs permettant une adaptativité au
ontenu des images, ave un fous partiulier sur ertaines ondelettes adaptatives. Parmi
elles, la transformée en Bandelettes première génération s'appuie sur une segmentation
de l'image en Quadtree. Chaque blo est traité de façon indépendante : une détetion
de ux basée sur le gradient est eetuée puis le blo est déformé en onséquene
pour s'adapter au noyau d'ondelette lassique. Tout d'abord, le fait de s'appuyer sur
un a priori géométrique omme le gradient ne permet pas une modélisation du oût
de odage des oeients. Ensuite, traiter indépendamment haque blo du Quadtree
néessite une gestion partiulière des bords et ne permet pas de ré-utiliser un odeur
ondelettes omme JPEG2000.
Au hapitre 4, nous avons proposé un nouveau shéma de odage d'images
xes par analyse-synthèse spatiales. Ce shéma s'appuie sur un odeur d'images
existant. Nous avons travaillé ave le odeur JPEG2000. La phase d'analyse a pour
but de déformer l'image pour adapter son ontenu spatial au noyau d'onde-
lettes  lassique . Pour modéliser la déformation de l'image, le maillage déformable
est l'outil qui a été utilisé. Il permet d'eetuer une déformation de l'image globale,
ontinue, et inversible. L'image déformée, que nous avons appelé texture, peut ainsi être
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envoyée à un odeur JPEG2000 et bénéier de ses propriétés (odage EBCOT, généra-
tion d'un ux  salable , hoix d'une zone d'intérêt. . .). L'estimation de la déformation
ne s'appuie sur auun a priori géométrique. Elle s'appuie sur une modélisation du
oût de desription de la texture dans une base d'ondelettes. Pour minimiser
e oût de desription, une tehnique d'optimisation a été proposée qui s'appa-
rente fortement à une estimation de mouvement entre deux images. Après
analyse, enodage et déodage de la texture et du maillage, l'image d'origine peut être
reonstruite en inversant la déformation eetuée à l'analyse.
Comme le maillage doit être transmis pour pouvoir synthétiser l'image en bout
de haîne, une question était de savoir si la rédution du oût de odage de l'image
obtenue à l'analyse pouvait ompenser le oût du maillage. Des premiers résultats
ont montré qu'un maillage ave des mailles de taille de l'ordre de 8 × 8 oûtait trop
her à oder. Nous avons alors présenté des résultats en utilisant des mailles de taille
16× 16 et en appliquant la méthode sur deux images (Lena et Cameraman) possédant
un ontenu géométrique simple. En omparaison ave JPEG2000, nous avons noté une
rédution signiative du phénomène de rebonds près des ontours. Cependant,
deux limites prinipales ont été mises en avant. Tout d'abord les pertes numé-
riques dues aux ré-éhantillonnages suessifs lors de l'analyse puis de la synthèse
amènent un ou d'interpolation gênant surtout dans les zones texturées. En-
suite, une taille de maille de l'ordre de 16× 16 ne permet pas de apturer les strutures
géométriques plus omplexes que l'on trouve par exemple dans l'image Barbara ou
Peppers.
Pour remédier à es diultés, nous avons proposé plusieurs modiations au shéma
de base. La Quantiation adaptative de la texture, l'Augmentation de la réso-
lution de la texture et la Transmission d'une image de résidus avaient pour but
d'améliorer la synthèse des zones texturées. Si la quantiation adaptative n'a pas
porté ses fruits, les deux autres tehniques ont permis de rehausser la qualité des images
reonstruites. Pour pouvoir utiliser un maillage ave des mailles de l'ordre de 8×8, nous
avons ensuite proposé trois post-traitements à l'analyse pour limiter le oût de
odage du maillage. Le premier post-traitement onsiste à  annuler  les déforma-
tions des mailles qui provoquent des pertes de qualité dans les zones texturées. Le ritère
utilisé pour quantier es pertes est l'index SSIM.  Annuler  les déformations signie
replaer les mailles sur leur arré d'origine. Le seond post-traitement onsiste à annuler
les déformations non signiatives des mailles en s'appuyant sur le jaobien loal. Le
troisième post-traitement onsiste à réer un Quadtree ave les mailles arrées de façon
à réduire le oût du maillage. En appliquant es trois post-traitements et en omparant
à nouveau les résultats de odage ave eux fournis par JPEG2000, nous avons noté une
amélioration de la qualité visuelle générale des images pour des débits allant
de 0, 3 à 0, 6 bpp. En dessous, la part de débit oupée par le maillage est enore trop
importante. Au-delà, les deux odeurs donnent des résultats visuels similaires.
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Travail sur la vidéo : problématique et ontributions
Dans le ontexte de la vidéo, le standard de ompression atuel est H.264/MPEG-4 AVC.
Ce standard s'insrit dans la lignée des standards préédents MPEG-x et H.26x. Il s'ap-
puie sur le prinipe du odage préditif. L'image ourante est prédite à partir des images
préalablement enodées par estimation puis ompensation en mouvement, puis le résidu
de prédition est enodé et transmis. Au hapitre 3, nous avons présenté diérents mo-
dèles de mouvement ainsi que des tehniques utilisées lassiquement pour estimer leurs
paramètres. Nous avons ensuite montré qu'il existait diérentes façons d'exploiter e
mouvement pour onstruire des shémas de odage. Le odage préditif est une option
mais il existe aussi des approhes en marge. Nous avons en partiulier dérit les ap-
prohes par analyse-synthèse s'appuyant sur une modélisation 3D d'une séquene vidéo
ou bien enore sur la réation d'une mosaïque ommune à plusieurs images. Le shéma
par analyse-synthèse temporelles de Cammas et Pateux a ensuite été introduit. Le prin-
ipe de e shéma est de déformer les images d'un groupe d'images (GOF) pour adapter
leur ontenu temporel à un ltrage 1D  en ligne  le long de l'axe temporel.
D'une façon générale, nous avons observé que les shémas de odage vidéo antérieurs
prennent en ompte le mouvement entre les images mais ne prennent pas en ompte
la géométrie à l'intérieur de haque image. La problématique prinipale est le oût de
l'information annexe néessaire pour modéliser ette géométrie. En partiulier, utiliser
un modèle géométrique pour haque image dans le adre de H.264/MPEG-4 s'avère
en pratique trop oûteux, omme montré par les travaux de thèse de Robert [Rob08℄
réalisés en parallèle de notre étude.
Au hapitre 5, nous avons proposé un nouveau shéma de odage de vidéos
par analyse-synthèse spatio-temporelles. Le but de e shéma est de déformer
un groupe d'images pour l'adapter à une déomposition xe le long de l'axe
temporel puis le long des axes horizontaux et vertiaux. Il s'appuie sur elui de
Cammas et Pateux. En eet, dans leur approhe, haque image du GOF ompensé en
mouvement possède un ontenu géométrique que l'on peut exploiter. Puisque toutes es
images sont alignées sur un même instant de projetion, leur ontenu géométrique est e-
pendant très similaire. En exploitant ette propriété, le nouveau shéma proposé permet
de ne modéliser qu'une seule géométrie par GOF. L'analyse spatio-temporelle
se déroule en trois temps. Dans un premier temps un suivi de mouvement est ee-
tué sur le GOF puis haque image est ompensée en mouvement sur un même instant
de projetion. Cette première étape est l'analyse temporelle proposée par Cammas et
Pateux. A l'issue de ette étape, le GOF ompensé en mouvement est adapté à
une déomposition temporelle  en ligne . La deuxième étape onsiste à esti-
mer une seule géométrie pour le GOF. Cette géométrie est alulée sur une basse
fréquene temporelle du GOF ompensé en mouvement en utilisant l'analyse spatiale
onçue pour l'image xe. Enn, la troisième étape permet de générer un groupe
de textures adapté à une déomposition 3D xe (temporelle, horizontale, ver-
tiale) en ombinant ompensation en mouvement et ompensation en géométrie pour
haque image. Après déomposition temporelle ave une ondelette 1D, les images des
sous-bandes sont envoyées au odeur JPEG2000 qui peut générer un ux  salable .
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Après enodage, transmission et déodage des textures, des mouvements et de la
géométrie, les images d'origine peuvent être synthétisées en inversant les déformations
eetuées à l'analyse. Cei néessite l'utilisation d'un modèle de déformation inversible.
En utilisant le maillage déformable omme modèle pour la géométrie et les
mouvements, l'inversion est possible. De plus, nous avons montré que dans e as,
l'estimation de la géométrie et du mouvement s'eetuait via une tehnique
similaire. Nous avons alors évalué le shéma par analyse-synthèse spatio-temporelles
noté AS2D+t en omparant ses performanes ave un shéma par analyse-synthèse tem-
porelles AS t et ave le standard de ompression salable H.264/MPEG-4 SVC. Sur des
séquenes CIF 30Hz, nos résultats indiquent que le standard donne des perfor-
manes signiativement meilleures que nos implémentations des shémas
par analyse-synthèse. Si l'on ompare le shéma AS2D+t ave le shéma AS t, on
s'aperçoit de plus que la prise en ompte de la géométrie réduit les performanes numé-
riques. Des améliorations visuelles peuvent être observées au niveau des ontours, mais
la qualité générale des images est moins bonne. La raison de es résultats est que le
oût de la géométrie représente une part trop importante du débit.
La dernière étude que nous avons menée dans ette thèse avait pour objetif
d'améliorer l'analyse temporelle dérite préédemment en hoisissant d'autres mo-
dèles de mouvement que le maillage déformable qui ne permet pas de représenter les dis-
ontinuités de mouvement. Diérents modèles (BM, OBMC, SOBM, CGI, SCGI) ont été
testés. Les tests ont indiqué que les modèles par blos (BM, OBMC, SOBM) ainsi
que le modèle hybride SCGI améliorent l'alignement temporel par rapport
au maillage déformable (CGI). Malgré ela, nous n'avons pas onstaté d'amélio-
ration signiative des performanes après odage et synthèse par rapport
au maillage déformable. Cette étude sur les modèles de mouvement a ependant fait
naître une nouvelle idée de représentation d'une vidéo : les tubes de mouvement.
Cette représentation ore des perspetives intéressantes que nous présentons i-après.
Perspetives
Enseignements des travaux passés
Les approhes par analyse-synthèse proposées dans ette thèse et dans elle de Cam-
mas [Cam04b℄ pour le odage vidéo avaient pour but de rompre ave le shéma préditif
lassique exploité et optimisé par les standards. Parallèlement à es travaux, d'autres
tehniques adaptatives basées ondelettes, notamment le Barbell lifting [XXWL07℄, ont
été implémentées. Bien que toutes ses tehnologies puissent être perfetionnées, on peut
tenter de tirer quelques enseignements des travaux passés. Nous mettons en avant les
points suivants :
Ondelettes et  salabilité . La propriété multi-résolutions de la transformée en
ondelettes semblait fournir une réponse naturelle au problème de salabilité spatiale. En
pratique, on s'est aperçu que la salabilité spatiale, notamment dans les tehniques de
type Barbell lifting, posait un ertain nombre de diultés en néessitant par exemple le
reours à des tehniques dites 2D+t+2D [MT06℄. En outre, les méthodes dites  bottom-
up  des standards (voir page 109) semblent orir une plus grande souplesse pour générer
des formats d'images non dyadiques (type 4/3 ou 16/9) au déodage. Dans la diretion
temporelle, on s'est également aperçu que pour limiter les phénomènes de rebonds et
eets fantmes lors d'une transformée ondelettes il était bénéque de tronquer les mises
à jour lors des étapes de lifting. Or, dans le as d'une ondelette 5/3 ei revient aux teh-
niques  bottom-up  à base d'images B hiérarhiques mises en plae dans les dernières
normes.
Ondelettes et textures. Les apaités d'approximation d'une ondelette dépendent
du ontenu loal représenté. Lorsque e ontenu omporte une information de ontours,
les tehniques adaptatives présentées dans e manusrit orent une qualité d'approxi-
mation parfois optimale. Cependant, dans le as où le ontenu omporte une zone
texturée (damiers dans Barbara, plumes dans Lena, herbe dans Cameraman. . .) les
performanes d'une transformée en ondelettes (même adaptative) peuvent être moins
bonnes que elles obtenues ave une DCT. Par ailleurs, des études omparatives entre
H.264/MPEG-4 AVC et JPEG2000, ainsi que le développement par Microsoft du for-
mat HD Photo, montrent que des tehnologies basées blos et DCT donnent des résul-
tats aussi bons et parfois meilleurs que les tehnologies basées ondelettes. Les grandes
fores des tehnologies basées blos résident dans leurs algorithmes de quantiation et
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de odage entropique ontextuel, dans leur apaité à adapter loalement la taille des
blos au ontenu des images, ainsi que dans leur apaité à limiter la dispersion des
erreurs.
Maillage et ompromis débit-distorsion. Le maillage omme l'ondelette est un
outil multi-résolutions. Au ours de nos travaux, nous l'avons utilisé ar il permet d'ee-
tuer des ompensations réversibles et peut être déodé de manière salable. Cependant,
la diulté d'estimer les paramètres du maillage pour satisfaire un ompromis débit-
distorsion inite à revenir vers des modèles plus simples, en ommençant par exemple
par des modèles par blos indépendants. La déonnetion des blos ou des mailles per-
met en outre de représenter plus dèlement le mouvement dans les zones à oultation.
Toutes es onsidérations, ainsi que l'étude menée au hapitre 5 setion 5.3 sur
les modèles de mouvement, nous ont amenés à poser les onepts généraux d'une nou-
velle représentation du mouvement dans une vidéo. L'idée est d'introduire une struture
de données élémentaire appelée tube de mouvement, qui permet de représenter une por-
tion spatio-temporelle en mouvement sur un nombre quelonque d'images. Un tube
de mouvement ontient les aratéristiques (mouvement, déformation, mises à jour des
intensités) relatives à une région de l'image qui évolue dans le temps. Un tube de mou-
vement peut naître ou mourir à tout instant selon les évolutions de la région (apparition,
disparition, variation d'intensité). A un instant donné, une image est synthétisée en fai-
sant un rendu à partir des informations portées par tous les tubes vivants. Chaque tube
de mouvement peut être généré, suivi ou enodé indépendamment de ses voisins. Cette
struture ore une grande souplesse fae aux enjeux préédents. Ci-dessous, nous don-
nons des premiers éléments pour omprendre ette nouvelle struture et la façon dont
elle peut être appliquée au odage. Ces éléments seront approfondis dans des travaux
de thèse futurs.
Les tubes de mouvement : Vers une nouvelle représentation
de la vidéo
Le tube de mouvement
Diérents tubes de mouvement sont représentés sur la gure 5.24. Un tube de mou-
vement noté T est une struture de données qui possède trois types d'attributs :
1. Cyle de vie. Un tube de mouvement a un yle de vie qui lui est propre. Il naît
à un instant ti et meurt à un instant tf . Avant ti, le tube n'existe pas. Après tf ,
il n'existe plus.
2. Position, forme initiale et déformations. Un tube de mouvement est un volume
3D aratérisé par sa forme de départ (arré, quadrilatère quelonque, triangle. . . )
et l'ensemble des déformations wt qu'il subit à haque instant. A un instant t
donné, la région oupée par le tube dans l'image It est notée Ωt. On a :
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Ωt = wt−1 ◦ . . . ◦ wti(Ωti) ∀t ∈ [ti, tf ] (5.8)
L'ensemble des formes possibles dépend du modèle hoisi pour le suivi de mou-
vement. Si un modèle translationnel est hoisi alors deux paramètres susent à
dérire haque déformation wt. Si un modèle par blos déformables est hoisi alors
8 paramètres sont néessaires pour un mouvement de déformation bilinéaire.
3. Texture spatio-temporelle. Un tube de mouvement est aratérisé par la texture
qu'il ontient à l'instant ti.
Optionnellement, un tube de mouvement T pourra ontenir un ensemble de mises
à jour permettant de rehausser à un instant t la qualité du blo ou de la maille
suivi(e). Cette option pourrait par exemple permettre de ompenser des pertes de
résolution.
Supposons maintenant qu'une séquene vidéo soit représentée par un ensemble de
tubes de mouvement. Une image de la séquene à instant t peut alors être synthétisée en
eetuant un rendu de tous les tubes existant à et instant. On peut érire la prédition
I¯t de It omme :
I¯t =
⋃
T∈Lr
T (5.9)
où Lr est la liste des tubes disponibles à l'instant ourant. Dans le as où des tubes
se hevauhent (instant t2 dans la gure 5.24), un méanisme de gestion des hevau-
hements peut être mis en plae an de dénir quelle est la valeur reonstruite pour
les pixels de l'image situés dans la zone de hevauhement. Cette problématique rejoint
elle des pixels multiplement onnetés et de l'élaboration d'une fontion de ombinai-
son pertinente (moyenne, pondération spéique à haque tube, prise en ompte du
tube le plus réent uniquement. . .).
Appliation au odage
Établissement des tubes au sein du odeur. La façon de générer les tubes de
mouvement est un problème ouvert. La méthode proposée ii s'appuie sur l'initialisation
puis la mise à jour d'une liste de tubes de reférene Lr. Par exemple, Lr peut être
initialisée sur la toute première image de la séquene, notée I0 en la déoupant en blos
de taille onstante ou variable (reouvrants ou non). Pour haque blo, un tube est réé.
Supposons maintenant que l'on herhe à représenter I1 en mettant à jour Lr.
Pour haque tube T ∈ Lr, nous proposons de mettre en plae l'algorithme en 3
points suivant :
1. Suivi. On eetue le suivi de T de t = 0 à t = 1. Par exemple, en herhant les
veteurs déplaements qui mèneraient à la meilleure prédition d'une région (a
priori inonnue) de I1. Cei requiert don la mise en plae d'une estimation de
mouvement  forward  ontrairement à toutes les méthodes itées préédemment
qui implémentent des estimations de mouvement  bakward .
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Fig. 5.24 : Cyle de vie et struture de diérents tubes de mouvement.
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2. Déision. Si des zones disparaissent ou hangent sensiblement entre t = 0 et
t = 1, ertains tubes peuvent donner de mauvaises préditions de I1. Dans un
deuxième temps, il est don important de déider si T sera eetivement utilisé
pour représenter I1. Cei pourra se faire en utilisant une tehnique de seuillage
sur l'erreur de prédition obtenue pour T.
3. Mise à jour. Si on déide d'utiliser T, une mise à jour de sa texture pourra être
alulée pour l'instant t = 1 selon la qualité de la prédition qu'il fournit.
A l'issue des 3 points préédents, l'ensemble des tubes de référene hoisis et mis à
jour peut ne pas sure pour synthétiser l'image I1 sur tout son domaine. Par exemple,
des zones qui apparaissent ne peuvent être prédites orretement par auun tube de
la liste. Dans un seond temps, nous proposons alors de déouper I1 en blos de taille
onstante ou variable. Pour haque blo b, on déide s'il peut être reonstruit par la
liste des tubes hoisis préédemment. Si e n'est pas le as, alors on déide d'initialiser
un nouveau tube à partir des données de b. Le nouveau tube vient s'ajouter Lr.
Dans la desription préédente, nous avons supposé que Lr était initialisée à l'instant
t = 0 et que la première image à oder était I1. Dans la pratique, on peut imaginer une
struture de odage bien plus générale. Après avoir enodé et déodé une liste d'images
à instants quelonques (par exemple dans l'ordre d'une struture de type IBBP ou
autre), on dispose d'une liste de tubes Lr. On peut ainsi hoisir d'enoder une nouvelle
image à un instant quelonque en suivant les étapes préédentes.
Codage des tubes. Pour un instant t quelonque, plusieurs informations doivent être
enodées an de synthétiser l'image It au déodage. En partiulier, pour haque tube T
dans la liste de référene, il faut oder une information binaire indiquant si t est utilisé
ou non pour synthétiser It. Si T est utilisé, il faut ensuite oder l'information de mise
à jour de la texture du tube et de la position. Il faut ensuite oder une information
indiquant si de nouveaux tubes sont réés pour l'image en ours et pour haque tube
réé oder ses valeurs de texture et sa position d'origine. Enn, on pourra oder d'autres
informations permettant la mise à jour de Lr, par exemple la suppression de ertains
tubes de mouvement.
Plusieurs façons d'enoder la texture (texture d'origine ou mise à jour) d'un tube
pourraient être mises en onurrene. Si on modélise le mouvement par des blos non
déformables, on pourrait par exemple ré-utiliser ertains modes de odage des standards.
En fontion, du ontenu d'un tube (ontours, zones texturées, zones homogènes), on
pourrait aussi hoisir un noyau de représentation adapté (ondelettes adaptatives, DCT,
ondelettes). Beauoup de possibilités sont à étudier. La struture de déomposition
temporelle est aussi à dénir.
Déodage. Le déodage des informations suit le proessus inverse de l'enodage. Pour
reonstruire une image à un instant t quelonque, l'important est de onnaître l'ensemble
des tubes existants et utilisés à et instant, et leur état. La reonstrution de It se fait
ensuite en ombinant les préditions issues des diérents tubes. Chaque tube T utilisé
dénit en eet une prédition Ω¯T(x, y, t) à l'instant t, où Ω est une région de l'image
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d'origine (délimitée par un blo ou une maille). La prédition peut être obtenue par
ompensation en mouvement de la texture d'origine du tube et de ses diverses mises à
jour éventuelles. La synthèse de l'image It peut alors s'érire :
It(x, y) =
∑
T∈Lr∗
ωT(x, y, t) · Ω¯T(x, y, t) (5.10)
où Lr∗ est la liste des tubes eetivement utilisés. Les poids ωT sont introduits an de
prendre en ompte les pondérations à appliquer lors de préditions multiples. Le hoix
de es poids restent à déterminer. Un hoix simple serait de onsidérer la moyenne de
toutes les préditions en un pixel, mais des poids spéiques à haque tube pourraient
également être dénis.
Atouts par rapport à nos travaux préédents
Dans les shémas AS t et AS2D+t qui ont été proposés, le suivi de mouvement est
un suivi de type  Bakward  et le ritère d'optimisation est l'erreur de prédition de
l'image de projetion It. En opérant ainsi, nous avons privilégié l'analyse (l'alignement
temporel) au dépend de la synthèse. Dans le as des tubes de mouvement, une image
quelonque It est prédite à l'aide d'une liste de tubes ourante en mettant à jour la
position et la forme de es tubes. On se trouve alors dans une estimation de type  For-
ward  et le ritère d'optimisation est l'erreur de prédition de l'image ourante. Ce type
d'optimisation permettra de mieux ontrler la distorsion qui sera réellement perçue par
l'utilisateur en bout de haîne.
Les études menées sur les préédents shémas par analyse-synthèse s'appuyaient
essentiellement sur le maillage déformable régulier omme modèle de mouvement, an
d'assurer la réversibilité des déformations. Or, omme nous l'avons indiqué, e modèle ne
permet pas de représenter les disontinuités de mouvement dans les zones à oultation.
Des travaux omme les lignes de rupture ont été proposés pour  asser  la régula-
rité de la struture dans es zones. Cependant la détetion de es zones, le maintien
et le odage d'une struture à onnetivité irrégulière ainsi que le odage des textures
ne sont pas triviaux. Les tubes de mouvement adoptent une approhe opposée en s'ap-
puyant sur des strutures élémentaires indépendantes. Chaque tube de mouvement peut
évoluer indépendamment de ses voisins et don modéliser des mouvements disontinus.
La possibilité de onneter des tubes de mouvement voisins pour réduire le oût des
déplaements dans les zones où le mouvement est ontinu reste envisageable. De plus,
lorsqu'une zone dans l'image ourante It n'est prédite orretement par auun tube
(zone qui apparaît), la solution sera de faire naître un nouveau tube dont la forme de
départ ouvre la zone.
L'indépendane des tubes de mouvement permet aussi d'envisager de nouvelles op-
tions par rapport aux shémas préédents. Par exemple, le hoix du noyau de représen-
tation spatial (DCT, ondelettes, ondelettes adaptatives) pourra diérer selon le ontenu
du tube. La salabilité temporelle pourra être mise en ÷uvre en adoptant un ordre de
parours des images similaire à elui des standards. L'aès aléatoire à une image quel-
onque dans la séquene peut aussi être envisagée. Cette image serait réée en eetuant
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un rendu à l'aide des tubes de mouvement déodés disponibles, en mettant en plae un
traitement spéique pour les zones non reonstruites (par un exemple un algorithme
de  inpainting ).
Comme nous l'avons remarqué plus haut, une zone de l'image ouramment traitée
pourra être prédite par plusieurs tubes de mouvement qui se hevauhent. Ces hevau-
hements peuvent être vus omme un désavantage ar ils génèrent de la redondane.
Cependant, ils pourront aussi onstituer un nouvel atout par rapport aux shémas an-
térieurs. En eet, introduire des redondanes permet de transmettre des desriptions
multiples d'un même objet qui, si elles sont quantiées et ombinées de façon perti-
nente, peuvent aboutir à un meilleur ompromis débit-distorsion qu'une seule desrip-
tion à éhantillonnage ritique. En outre, transmettre des desriptions multiples pourra
favoriser de nouvelles fontionnalités omme la super-résolution spatiale et temporelle.
Questions ouvertes
Les tubes de mouvement onstituent une nouvelle façon de représenter une vidéo.
Nous avons posé les onepts généraux d'un odage à base de tubes de mouvement mais
ette nouvelle représentation soulève un grand nombre de questions. Nous soulignons
i-dessous quelques points importants :
Suivi de mouvement forward. Comme nous l'avons mentionné préédemment, la
mise à jour des positions d'un tube à un instant t se fait en eetuant une estimation de
mouvement  forward  pour prédire une région de l'image It. Cette estimation est plus
omplexe qu'une estimation  bakward  ar elle néessite une inversion de mouvement
si l'on veut onnaître l'erreur de prédition dans l'image ourante. Dans le as d'un
mouvement par blos translationnel, l'estimation onserve une omplexité similaire.
Cependant, si l'on souhaite faire un suivi ave des blos déformables, la omplexité
peut exploser : pour haque déplaement de n÷ud testé, l'ensemble des pixels prédits
hangent et la déformation inverse doit être re-alulée. Dans le as d'une déformation
bilinéaire, le alul de la déformation a une omplexité non négligable, d'autant plus si les
orrespondanes se font entre deux quadrilatères quelonques. Dans le as d'un modèle
CGI ou SCGI, le déplaement d'un n÷ud inuenera la prédition de plusieurs tubes
voisins, e qui rendra omplexe la mise en plae d'une optimisation débit-distorsion.
Contrle de la liste. Les zones qui apparaissent à l'instant t ne peuvent pas être
prédites orretement ave les tubes disponibles. D'autre part, l'utilisation d'un modèle
par blos indépendants peut introduire des disontinuités multiples dans le hamp de
mouvement, même lorsque le hamp réel est ontinu. Ces disontinuités font apparaître
des zones non prédites lors du suivi omme illustré à la n du hapitre préédent. Dans
le shéma proposé, toutes es zones non prédites vont engendrer la réation de nouveaux
tubes. Une question majeure est le ontrle de la taille de la liste de référene pour ne
pas faire exploser les ressoures mémoire requises. En outre, le nombre de tubes utilisés
à un instant t inue diretement sur la redondane introduite. La question est de savoir
omment gérer ette redondane (par exemple en la onsidérant omme une desription
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multiple) pour obtenir un ompromis débit-distorsion satisfaisant. La question de la
mort d'un tube doit également être résolue. Comment déider de supprimer un tube de
la liste de référene ?
Gestion des hevauhements. A un instant t plusieurs tubes peuvent se hevau-
her et la façon de ombiner les valeurs andidates à la reonstrution d'un pixel reste
un problème ouvert. Lors du suivi de mouvement, les hevauhements ne seront pas
onnus par avane et don la distorsion réelle de l'image synthétisée sera diilement
exprimable si l'on souhaite prendre en ompte toutes les ontributions. D'autre part, à
la synthèse les redondanes introduites ne seront a priori pas homogènes sur l'ensemble
de l'image. Si l'on souhaite utiliser des tehniques de desriptions multiples, elles-i
devront être adaptées à l'information disponible. Un méanisme spéial pourrait être
néessaire pour assurer une qualité homogène sur l'ensemble du domaine image.
Les trois points préédents ne sont que des exemples des problématiques soulevées par
la représentation en tubes de mouvement. Des travaux de thèse futurs seront menés
pour évaluer le potentiel du shéma de odage proposé en termes de ompression et
pour préiser ses propriétés et son hamp d'appliations. Comme pour tous les shémas
d'analyse-synthèse, la métrique d'évaluation de qualité jouera aussi un rle important
dans la mise en valeur des résultats.
Annexe A
Création d'un maillage par
intégration de lignes de ux
géométrique
Cette annexe dérit la première piste que nous avons explorée dans l'objetif de
réer un maillage quadrangulaire adapté à la géométrie d'une image. Rappelons que
dans nos travaux e maillage modélise une déformation dont le but est d'adapter le
ontenu de l'image à une déomposition en ondelettes séparables  standard , 'est-à-
dire horizontale-vertiale. Au hapitre 4 (page 118), nous avons souligné qu'adapter un
ontour à l'ondelette standard pouvait se déliner en trois points :
1. Orienter sa diretion de régularité le long de l'axe horizontal ou vertial,
2. Contrater le ontour le long de sa diretion de régularité,
3. Étirer le ontour dans sa diretion orthogonale.
Pour atteindre es objetifs, notre idée de départ était de onstruire des mailles qua-
drangulaires par intégration de lignes de ux en s'appuyant sur une aratéristique
loale omme le gradient. Si l'on onsidère un ontour quelonque, les lignes de ux
permettront d'atteindre les objetifs préédents si :
1. Un premier réseau de lignes parallèles au ontour est onstruit,
2. Un seond réseau de lignes orthogonales au ontour est onstruit,
3. Dans haque réseau, l'espaement entre les lignes est proportionnel à la régularité
loale.
Cette idée de départ nous est venue du domaine de la 3D, et plus partiulièrement d'un
artile de Alliez et al. [ACSD
+
03℄. Dans et artile, les auteurs proposent de remailler
une surfae 3D à l'aide de mailles majoritairement quadrangulaires adaptées à la géo-
métrie de la surfae. Le prinipe suivi dans et artile est illustré sur la gure A.1. Les
auteurs partent d'une surfae 3D disrétisée à l'aide d'un maillage triangulaire dont
la densité des n÷uds n'est pas adaptée à la géométrie loale. Un tenseur de ourbure
est alors estimé en haque sommet du maillage. Ce tenseur omprend une diretion
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prinipale, la diretion de ourbure maximale, une diretion seondaire, la diretion de
ourbure minimale, ainsi que les valeurs mesurant la ourbure dans es deux diretions.
Les auteurs proposent ensuite d'intégrer deux ensembles de lignes à partir de e hamp :
un ensemble de lignes de ourbure maximale et un ensemble de lignes de ourbure mi-
nimale. En fusionnant es deux réseaux et en leur appliquant un post-traitement, les
auteurs parviennent à dégager une struture maillée à dominane quadrangulaire. L'es-
paement entre deux lignes de ourbure dans un réseau dépend loalement de la valeur
de ette ourbure. Ainsi, les arêtes et mailles résultantes permettent une desription
ompate et dèle de la géométrie de la surfae.
Fig. A.1 : Prinipe du remaillage anisotropique proposé dans [ACSD
+
03℄.
Notre idée est de suivre un raisonnement similaire pour aluler un maillage qua-
drangulaire adapté à la géométrie d'une image xe en la onsidérant omme une surfae
3D où la 3e`me oordonnée est la luminane. Dans la première setion de ette annexe,
nous proposons un ourt état de l'art sur la génération de lignes de ux à partir d'un
hamp vetoriel 2D. Ensuite, nous montrons omment Alliez et al. ont utilisé les teh-
niques existantes pour mener à bien leur remaillage anisotropique. Enn, nous dérivons
notre travail et les onlusions auxquelles il nous a amenées.
A.1 Etat de l'art sur la génération de lignes de ux
Dans [Meb04℄, Mebarki fait un tour d'horizon des méthodes permettant le plaement
de lignes de ourant à partir d'un hamp de veteurs 2D. Le problème est illustré sur la
gure A.2 : étant donné un hamp de veteurs 2D, omment générer des lignes de ourant
qui permettent d'interpréter e hamp ave délité ? La motivation prinipale derrière
la onstrution de telles lignes est la visualisation de hamps de veteurs stationnaires
2D, mais ertaines approhes ont aussi été appliquées au rendu non-photoréaliste ainsi
qu'au remaillage de surfaes omme nous le verrons dans la setion suivante.
Un bon plaement de lignes de ourant doit satisfaire 2 types de ritères :
Validité
1. Conformité : toute ligne de ourant doit être tangente au hamp en haun
de ses points.
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Fig. A.2 : Un hamp de veteurs initial et le plaement de lignes de ourant engendré par
l'algorithme de Mebarki. D'après [Meb04℄.
2. Saturation du domaine : le réseau de lignes onstruit doit ouvrir tout le
domaine.
Qualité
1. Longueur des lignes de ourant : les longues lignes de ourant doivent être
privilégiées ar les terminaisons de lignes sont perçues omme des singulari-
tés, distrayant le regard de l'observateur.
2. Densité ontrlable : La distane séparatrie entre deux lignes de ourant
doit approher au mieux une densité idéale soit spéiée globalement par
l'utilisateur, soit déterminée loalement par un hamp de densités.
Une ligne de ourant est modélisée par une liste de points alulés par intégrations
suessives. L'intégration ommene à partir d'un germe et se termine lorsque le point
intégré se trouve hors du domaine de visualisation, ou lorsque la distane qui le sépare
des autres points est inférieure à un seuil. Les 2 passages ritiques de l'algorithme sont
ainsi la détermination de la position du prohain germe, et la détermination du seuil
(distane de séparation). Deux tehniques  naïves  peuvent être avanées pour le hoix
des germes :
Plaement sur grille régulière : e hoix laisse apparaître des motifs sur le plaement
nal des lignes de ourant.
Plaement aléatoire : e hoix ne garantit pas la saturation du domaine.
Dans [JL97℄, Jobard et Lefer proposent de semer les points germes de manière adap-
tative. Les germes sont en eet semés de part et d'autre d'une ligne de ourant en ours
d'intégration. Cette méthode produit des plaement de qualité et est largement utilisée.
Cependant, elle a tendane à laisser de petites espaes non omblés et à réer des lignes
de ux de petites tailles ar les points germes sont plaés à proximité des lignes de ux
déjà générées.
Verma et al. [VKP00℄ hoisissent quant à eux de privilégier la topologie du ux
en démarrant l'intégration des lignes de ourant dans le voisinage des points ritiques
où les veteurs du hamp partent ou arrivent de plusieurs diretions. Cependant, ils
ne proposent pas de ontrle sur la densité et la longueur des lignes, et font un hoix
aléatoire pour les germes après avoir saturé le voisinage des points ritiques.
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Pour parvenir à un plaement bien réparti sur le domaine en privilégiant des longues
lignes de ourant, Mebarki [Meb04, MAD05℄ propose de semer les germes dans les plus
grand espaes enore non omblés. Pour e faire, il utilise une triangulation de Delaunay
omme struture de données pour relier tous les points des lignes de ux déjà intégrées.
Cei lui permet de mener à bien toutes les requêtes de proximité en un temps réduit.
Il propose par ailleurs un ertain nombre d'optimisations qui permettent d'aélérer
l'algorithme tout en limitant l'impat sur le résultat nal.
A.2 Appliation au remaillage de surfaes
Comme nous l'avons noté, le plaement de lignes de ourant ore d'autres appli-
ations que la simple visualisation de ux. Dans [ACSD
+
03℄, Alliez et al. utilisent es
tehniques d'intégration pour réer deux réseaux indépendants de lignes de ourbure leur
permettant de remailler des surfaes 3D ave un maillage majoritairement quadrangu-
laire. Leur travail se base sur la alul d'un tenseur de ourbure en haque sommet du
maillage d'origine. Un tenseur de ourbure permet de dénir loalement deux diretions
prinipales, les diretions de ourbure maximale et minimale, ainsi que les valeurs de
es ourbures tridimensionnelles. Pour failiter l'intégration des lignes de ourbure, les
auteurs projettent le hamp de tenseurs dans un plan en utilisant une paramétrisation
dite onforme [FH05℄. Cei aboutit à deux hamps vetoriels 2D {~γmin} et {~γmax},
ainsi que deux hamps salaires orrespondant aux ourbures loales assoiées {kmin}
et {kmax}. Un lissage du tenseur dans l'espae de paramétrisation peut être eetué
en fontion du détail souhaité pour le maillage nal. Alliez et al. détetent aussi les
points ritiques (dégénérés) orrespondant aux zones isotropiques (sphériques, plates)
où auune diretion n'est privilégiée. Ces points sont appelé ombilis. De plus, l'algo-
rithme prend en ompte les lignes de démarations (ou  features ) d'une surfae : es
lignes sont des frontières à forte disontinuité le long desquelles le lissage est prohibé
et au travers desquelles auune lignes de ourbure ne doit passer. Les réseaux de lignes
de ourbure maximale et minimale sont onstruits indépendamment, une intégration
Runge-Kutta d'ordre 4 à pas adaptatif étant utilisée pour une ligne donnée.
La méthode proposée par Alliez et al. pour le hoix des germes est une version
hybride de [JL97℄ et [VKP00℄. En eet, omme dans [VKP00℄, les premières germes
hoisies pour débuter la onstrution d'un réseau sont les ombilis, lassés selon leur
valeur de ourbure assoiée. Puis, à haque nouveau pas d'intégration, une paire de
germes, plaées orthogonalement à la ligne ourante et à une distane idéale, est ajoutée
à la liste des germes andidates omme dans [JL97℄. L'intégration d'une ligne s'ahève
dans les quatre as suivants :
1. La ligne atteint un ombili,
2. La ligne revient à proximité de son point de départ,
3. La ligne roise une  feature  ou la frontière du domaine,
4. La ligne s'approhe trop d'une ligne existante.
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Les notions de distane optimale et de proximité dépendent de la densité de lignes
souhaitée. La plupart des méthodes de l'état de l'art présentées plus haut ne gèrent
qu'une densité globale. Alliez et al. se xent une ontrainte plus exigeante, puisque
en haque point du domaine la densité de lignes intégrées doit reéter une valeur de
ourbure loale. Etant donnée une valeur de ourbure K, Alliez et al. expriment la
distane loale idéale entre deux lignes du réseau par la relation suivante :
d(K) = 2
√
ǫ
(
2
|K| − ǫ
)
(A.1)
où ǫ représente l'erreur d'approximation loale tolérée entre le maillage 3D résultant et
la surfae d'origine. Étant donnée la distane loale idéale d(K), les germes sont alors
plaés dans une queue de priorité en fontion de la diérene entre ette distane idéale
requise et la distane réelle aux lignes déjà intégrées. Une triangulation de Delaunay
ontrainte est utilisée pour mener à bien les requêtes de proximité. Hormis ǫ, Alliez et
al. dénissent un seond paramètre de ontrle ρ orrespondant au degré d'anisotropie
qu'ils souhaitent intégrer au maillage nal. Les distanes idéales entre deux lignes de
ourbure maximale dmax et deux lignes de ourbure minimale dmin (équation (A.1)) en
un point donné du domaine s'expriment alors en fontion des deux valeurs de ourbure
en e point kmin et kmax :{
dmax = d(
ρ
2 |kmax|+ (1− ρ2 ) |kmin|)
dmin = d(
ρ
2 |kmin|+ (1− ρ2 ) |kmax|)
Ce paramètre ρ représente également le degré de onane que l'on aorde aux obser-
vations.
A l'issue de l'intégration des lignes de ourbure, ertaines régions isotropes restent
non omblées. Dans es zones peu nombreuses, Alliez et al. proposent ainsi d'éetuer
un éhantillonnage basé points qui aboutit le plus souvent à des triangulaires. Dans les
régions anisotropes, l'orthogonalité des diretions prinipales aboutit naturellement à un
maillage largement quadrangulaire. Marinov et Kobbelt [MK04℄ ont apporté quelques
modiations à l'approhe de Alliez et al.. Dans leur méthode, l'intégration des lignes
ne néessite plus de paramétrisation ar elle se fait diretement le long de la surfae 3D.
Egalement, la onstrution des deux réseaux de lignes de ourbure minimale et maximale
se fait de façon simultanée. Les auteurs n'utilisent pas de struture de Delaunay pour
les requêtes de proximité mais un système de ahe qui leur permet d'interroger à
haque instant les faettes avoisinant le point ourant. Enn, dans les zones isotropes,
ils hoisissent simplement de prolonger les lignes le long de la diretion ourante, e qui
leur permet de limiter le nombre de faettes non quadrangulaires.
A.3 Adaptation au rééhantillonnage d'une image
Pour répondre aux objetifs énonés au début de ette annexe, les travaux préédents
nous ont paru intéressants. En eet, dans es travaux l'espaement entre les lignes de
ux dépend de la régularité loale de la surfae. Cei produit des mailles allongées le long
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(a) (b) ()
Fig. A.3 : Résultat de l'algorithme de Mebarki. (a) Un hamp de veteurs initial, (b) le
plaement de lignes de ourant engendré par l'auteur (D'après [Meb04℄), () le résultat de notre
implémentation.
des diretions de ourbure minimale et ontratées le long des diretions de ourbure
maximale. Nous avons tenté d'adapter es travaux à notre problématique. La première
étape a été de développer l'algorithme proposé par Mebarki [Meb04℄ pour la génération
de lignes de ux. La gure A.3 montre un hamp vetoriel, les lignes de ux générées par
notre implémentation de et algorithme, et elles générées par l'auteur. Aux diérenes
de paramètres près, nous avons onlu que notre implémentation de et algorithme était
orrete. Nous nous sommes alors attahés à adapter la méthode à notre problème. La
première diulté était de onstruire un hamp de veteurs reétant la géométrie d'une
image.
A.3.1 Constrution du hamp vetoriel
La onstrution du hamp vetoriel est une étape ruiale du proessus. En eet,
e hamp onstitue l'attahe aux données qui, après intégration, doit nous permettre
de générer des lignes adaptées au ontenu de l'image. Ce type d'approhe est totale-
ment loal, l'intégration des lignes dépendant en tout point du hamp vetoriel alulé,
et se démarque ainsi de l'approhe itérative globale que nous avons proposée au ha-
pitre 4. Dans [ACSD
+
03℄, Alliez et al. préonisent l'utilisation d'un hamp de tenseurs
de ourbure pour le remaillage de surfaes 3D. Dans notre as, tout en onsidérant
l'image omme une surfae, nous avons ependant privilégié l'extration d'un hamp de
gradient plutt qu'un hamp de ourbure. En eet, la ourbure est une aratéristique
intrinsèquement tridimensionnelle qui ne prend pas en ompte le point de vue partiu-
lier d'une image xe. Le hamp de gradient que nous proposons d'extraire est déni par
rapport au plan image. Il omporte 2 attributs :
 La diretion de régularité maximale (ou de gradient nul par rapport au plan image)
Dmin, donnée par l'intersetion entre le plan image et le plan tangent à la surfae
3D. La diretion orthogonale est la diretion loale de plus fort gradient Dmax.
 Une mesure de gradient dans la diretion Dmax. La projetion d'un erle de rayon
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Plan (x, y)
−→
n
Surface d’e´le´vation de l’image
Cerle unite´
Projection du cercle unite´
normale
Plan Image
Plan Tangent
ß
cosß
mesure gradient = 1/cosß
cercle unité
Fig. A.4 : Calul du hamp de gradient. Projetion d'un erle unité du plan tangentiel sur
le plan image.
1 du plan tangent sur le plan image nous donne la valeur reherhée, omme illustré
sur la gure A.4. Cette projetion tient ompte du point de vue partiulier de
l'image. Ainsi, un erle dessiné sur un plan non parallèle au plan de visualisation
sera perçu omme une ellipse. Plus le gradient loal est abrupt, plus la longueur
du demi-petit axe de l'ellipse est faible.
En alulant es attributs en haque pixel de l'image Lena lissée, nous avons abouti
au hamp elliptique représenté sur la gure A.5. L'interprétation de e hamp est par-
tiulièrement intéressante ar il nous donne une idée du noyau d'analyse optimal en
haque point pour le ritère hoisi (ii, le gradient). Il nous permet ainsi de juger l'erreur
qui est ommise en appliquant en tout point le noyau d'analyse isotrope des ondelettes
lassiques. En outre, e hamp elliptique semble bien adapté à la méthode d'Alliez et
al. ar il est déni diretement dans le domaine image (2D).
Fig. A.5 : Champ elliptique dense obtenu ave l'image Lena lissée.
A partir du hamp elliptique obtenu, nous souhaitons intégrer deux réseaux de lignes
de ux. Au regard des résultats présentés par Alliez et al., nous avons onlu que le
ritère déterminant pour aboutir au maillage le plus quadrangulaire et le plus régulier
possible est la longueur des lignes. En eet, autour des points nommés  ombilis , où
l'intégration des lignes de ux est interrompue, le remaillage quadrangulaire éhoue et
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la zone est triangularisée. Ainsi, pour optimiser la longueur des lignes, nous souhaitons
faire en sorte que l'intégration des lignes ne soit plus interrompue que dans les 2 as
suivants :
1. La ligne roise la frontière du domaine,
2. La ligne s'approhe trop d'une ligne existante.
Cei suppose en partiulier qu'une ligne ne puisse pas  bouler  sur elle-même. De e
fait, au lieu de traiter nos deux réseaux de diretions prinipales et seondaires indépen-
damment omme Alliez et al., nous déidons de déomposer notre hamp elliptique en
un hamp de diretions  horizontales  H et en un hamp de diretions  vertiales  V
tels que :
H = {Di | Di ∈ Dmax ∪ Dmin , | < Di, i > | > | < Di, j > |},
V = {Di | Di ∈ Dmax ∪ Dmin , | < Di, i > | 6 | < Di, j > |},
où Di est la diretion (veteur normalisé) globalement horizontale ou globalement ver-
tiale assoiée au ie`me pixel, Dmax et Dmin sont les hamps de diretions de gradient
maximal et minimal respetivement, et i et j deux veteurs formant une base ortho-
normale de l'espae R
2
. Sur la gure A.6 sont illustrés les ensembles Dmax, Dmin,
H et V alulés sur l'image Lena lissée. Rappelons que les veteurs Dmaxi et Dmini
orrespondent respetivement aux petits axes et grands axes des ellipses introduites
préédemment. En partiulier nous observons que les veteurs Dmini suivent bien les
diretions de régularité maximale (gradient minimal).
a b
 d
Fig. A.6 : Illustration des ensembles (a) Dmax, () Dmin, (b) H et (d) V alulés sur l'image
Lena lissée. H et V prennent leurs éléments dans Dmax et Dmin.
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Une fois alulés les hamps H et V, nous proposons de laner séparément sur es 2
ensembles l'algorithme mis en plae par Mebarki, ave toutefois quelques modiations.
A.3.2 Les modiations de l'algorithme
Deux modiations importantes ont été apportées à l'approhe de Mebarki [Meb04℄ :
la gestion des régions isotropes et les ritères d'arrêts de l'intégration d'une ligne de
ourant.
A.3.2.1 Gestion des régions isotropes
Dans l'approhe de Mebarki, ainsi que dans l'utilisation qui en est faite par Alliez
et al. pour le remaillage de surfaes, une ligne de ux est alulée via une intégration
de type Runge-Kutta. A haque étape de l'intégration, un nouveau veteur de ux est
alulé dans le hamp dense pour poursuivre l'intégration. Néanmoins, le hamp à traiter
est plus omplexe dans le as de Alliez et al. puisque haun de es éléments omporte
deux diretions prinipales et les deux valeurs de ourbures assoiées. En partiulier,
es valeurs de ourbures apportent deux ontraintes à l'algorithme. D'une part, elles
ditent l'espaement loal idéal reherhé entre les lignes de ux. D'autre part, leur
valeur relative dite le degré d'anisotropie loale. Le as qui nous intéresse ii est elui
où les 2 valeurs de ourbure (prinipale et seondaire) sont très prohes. Une région où le
hamp satisfait ette partiularité est une région isotrope où, don, auune diretion ne
prend l'asendant pour le ritère séletionné (ii, la ourbure). Une fois arrivé à l'une de
es régions lors de l'intégration des lignes de ourbure maximale, par exemple, il n'est
don pas pertinent de séletionner une diretion en partiulier pour poursuivre ette
intégration. Alliez et al. déident alors d'interrompre l'intégration (f.  ombilis ). Ce
hoix revient à donner aux régions isoptropes un fort poids sémantique pour la surfae
et d'inuener la struture du maillage en fontion de es zones, au risque d'aboutir à
des mailles non quadrangulaires en plus grand nombre.
Dans notre as, nous souhaitons absolument privilégier l'obtention d'un maillage
quadrangulaire régulier. De e fait, lorsque la ligne en ours d'intégration atteint une
zone isotrope, nous hoisissons à la manière de Marinov et Kobbelt [MK04℄ de pour-
suivre ette intégration en suivant la diretion préédente. De façon plus générale, à
haque étape du alul d'une ligne de ourant, nous dénissons le veteur d'intégra-
tion ourant γ relativement au veteur préédent γprev, au veteur Di proposé par le
hamp de gradient, et à une mesure de onane au hamp. Étant donnée une ellipse
de notre hamp de gradient, notons lp la longueur de son demi-petit axe (inversement
proportionnelle au gradient loal) et ls la longueur de son demi-grand axe. La mesure
de onane aux données hoisie, aussi appelée degré d'isotropie ρ, est alors
ρ = ls/lp
et le veteur γ se alule à partir de la relation suivante :
γ = ρ× γprev + (1− ρ)×Di. (A.2)
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Dans le as où les ellipses sont alulées par projetion d'un erle unitaire du plan
tangent sur le plan image, alors lp = 1 et le degré d'isotropie est entièrement déni par
ls : ρ = ls. L'interprétation de l'équation (A.2) est direte :
 Dans une zone isotrope, le paramètre ρ tend vers 1 et l'intégration est entièrement
déterminée par la diretion préédente γprev. Dans la gure A.4(b), es régions
sont elles dont le alul du gradient a abouti à des erles.
 Dans une zone fortement anisotrope, le paramètre ρ est prohe de 0 et l'intégration
dépend alors entièrement de la diretion donnée par le hamp de gradient. Dans
une telle zone, les ellipses sont fortement aplaties, e qui signie que le gradient
est très prononé.
En résumé, plus le hamp de gradient alulé est anisotrope plus l'intégration des
lignes de ux est attahé aux données de e hamp.
A.3.2.2 Critères d'arrêt
Comme nous l'avons indiqué préédemment, la longueur des lignes de ux est dé-
terminante en vue d'obtenir un maillage quadrangulaire régulier. Pour éviter qu'une
ligne de ux ne boule sur elle-même et s'interrompe, nous avons hoisi de onstruire
les hamps H et V. Par onstrution, il est impossible qu'une ligne intégrée via l'un de
es hamps ne boule sur elle-même. Ces hamps doivent aboutir à un réseau de lignes
 globalement horizontales  et une réseau de lignes  globalement vertiales . Dans
l'algorithme dérit par Mebarki, l'intégration d'une ligne de ourant est interrompue
lorsque ette ligne se rapprohe trop d'une ligne déjà existante. De façon à mener à bien
les requêtes de proximité, l'auteur préonise l'utilisation d'une struture partiulière :
une triangulation de Delaunay ontrainte (CDT). La CDT est initialisée en plaçant
des n÷ud sur les bords du domaine de visualisation. Lors de l'intégration des lignes de
ourant, haque nouveau segment de lignes intégré est inséré omme ontrainte dans
la triangulation. A une étape donnée, la distane d'un point nouvellement intégré aux
autre lignes est la distane de e point à la ontrainte la plus prohe. Cette distane
est estimée par le diamètre du plus petit erle parmi tous les erles ironsrits aux
triangles adjaents au point en question.
A.3.3 Résultats-Conlusions
Dans e paragraphe, nous présentons les résultats et les onlusions auxquels es
reherhes ont aboutis. Par soui de larté, nous réapitulons i-dessous la démarhe
suivie :
1. Lissage de l'image,
2. Calul du hamp de gradient par rapport au plan image (gure A.4),
3. Déomposition du hamp en deux ensembles H et V représentés gure A.6,
4. Intégration via H d'un réseau de lignes  globalement horizontales ,
5. Intégration via V d'un réseau de lignes  globalement vertiales ,
6. Fusion des 2 réseaux et réation du maillage par la méthode dérite dans [ACSD+03℄.
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Les étape 4,5 et 6 appliquées au hamp alulé sur l'image Lena sont illustrées sur la
gure A.7. Nous remarquons d'emblée que la solution proposée n'est pas satisfaisante. Le
maillage obtenu en bout de haîne (gure A.7(d)) est ertes à dominane quadrangulaire
mais, malgré les modiations faites à l'algorithme pour prolonger les lignes, il demeure
fortement irrégulier. Or, transmettre une telle onnetivité dans un shéma de odage
est prohibitif. Le onstat d'une onnetivité irrégulière en sortie de l'algorithme n'est
a b
 d
Fig. A.7 : Remaillage de Lena à l'aide des hamps H et V . (a) Lignes de ux issues de H, (b)
Lignes de ux issues de V , () Fusion des lignes de ux et (d) Maillage nal obtenu.
pas le seul élément en défaveur du type d'approhe que nous venons d'expérimenter.
Ci-dessous, nous ommentons les prinipaux défauts d'une telle approhe :
Néessité d'un lissage préalable. Nous avons mentionné à plusieurs reprises que
le alul du gradient se faisait sur l'image lissée. En eet, la luminane d'une image
naturelle est une donnée très bruitée. Caluler le hamp sur ette donnée brute onduit
à un résultat très haotique et inexploitable pour l'approhe visée. Le lissage de l'image
(ou du hamp) est don une étape néessaire du proessus. Dans notre implémentation,
nous avons appliqué sur l'image 5 itérations d'un ltre gaussien 7 × 7. Ce lissage n'est
pas sans onséquene puisqu'il eae de nombreux détails de l'image. De manière géné-
rale, il semble que ette question du lissage de l'image se posera à haque fois que nous
souhaiterons adapter une approhe venant de la 3D. En eet, beauoup de méthodes
utilisées pour traiter des maillages 3D supposent que es maillages sont la version dis-
rète d'une surfae régulière. Si ette hypothèse n'est pas vériée, le alul de la ourbure
n'a par exemple plus de sens.
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Complexité de la struture utilisée. Nous avons également mentionné que l'algo-
rithme proposé par Mebarki s'appuie sur une triangulation de Delaunay ontrainte pour
mener à bien les requêtes de proximité. Dans notre travail, nous avons utilisé la struture
fournie par la librairie graphique CGAL (www.gal.org). Même si ette struture est
eetivement très eae, la méthode reste assez lourde. En eet, à haque fois que l'on
souhaite intégrer une nouvelle ligne de ourant, le germe initiant ette ligne doit être
plaé dans la plus grande avité pour assurer la saturation de l'ensemble du domaine de
visualisation. Cei néessite la réation et la maintenane d'une liste de priorité des fa-
ettes de la triangulation de Delaunay. A haque fois qu'une nouvelle ligne est intégrée,
les nouvelles faettes réées en insérant les points de la ligne sont ajoutées à la queue de
priorité. L'algorithme s'ahève lorsque la queue est vide, signiant que le domaine est
saturé et don que plus auune ligne ne doit être ajoutée. Ce proédé reste relativement
lourd et l'appliquer à toutes les images d'une vidéo ne semble pas raisonnable.
Manque de robustesse. Ce dernier point est sans doute le plus rédhibitoire. L'ob-
jetif initial était d'obtenir un maillage quadrangulaire régulier le plus prohe possible
des données de l'image. Une des onlusions auxquelles ette étude expérimentale nous
a menées est que e type d'approhe loale ne semble pas en mesure de répondre à
l'objetif de régularité. En eet, ave e type d'approhe, un fort poids est donné à
l'attahe aux données relativement aux ontraintes mises en ÷uvre pour aboutir à un
maillage régulier. Il n'est don pas surprenant qu'une telle méthode attahée fortement
aux données loales produise une struture irrégulière. Le manque de robustesse vis à
vis de l'objetif de régularité ondamne don e type de méthode : a priori, étant donnée
une image naturelle quelonque lissée raisonnablement, il n'est pas possible de prédire
le niveau d'irrégularité obtenu en sortie. Un post-traitement pour obtenir la régularité
désirée n'est de e fait pas onevable.
Pour onlure, nous observons que les résultats obtenus ave ette méthode ne ré-
pondent pas à nos objetifs. L'intégration de lignes de ux ne permet pas, omme espéré,
de reéter la géométrie omplexe présente dans une image. Rappelons que notre sou-
hait est de onstruire un maillage quadrangulaire dont les mailles reètent au mieux la
forme du noyau d'analyse à appliquer loalement. Ii, les réseaux de lignes de ux ont
été intégrés en utilisant uniquement les diretions données par les hamps. Les valeurs
des axes des ellipses, autrement dit les valeurs de gradient, n'ont pas été exploitées,
hormis pour le alul du oeient de onane aux données ρ. Or, l'intention initiale
était d'utiliser es valeurs pour onstruire un réseau de lignes dont la densité dépend du
gradient loal. Mais la ontrainte de densité onstante étant déjà diilement respetée
dans le as  simple , nous n'avons pas essayé d'injeter un ritère de densité variable
ar le résultat n'aurait d'évidene pas été à la mesure de nos attentes.
La méthode présentée dans ette annexe n'a don pas porté ses fruits. Elle nous a
amenés à donner un poids fort à la ontrainte de régularité du maillage et à développer
l'algorithme d'estimation géométrique dérit au hapitre 4.
Annexe B
Estimation de mouvement par
desente en gradient
Cette annexe présente la tehnique d'optimisation que nous avons implémentée pour
eetuer une estimation de mouvement entre une image à un instant ourant tc et une
image à un instant de référene tr. Le modèle utilisé est le maillage déformable (ou CGI).
Les oordonnées xi = (xi, yi) des n÷uds i ∈ {1 . . . Ns} à l'instant ourant sont xées a
priori et les paramètres du modèle à estimer sont les déplaements ∆xi = (∆xi,∆yi)
de es n÷uds entre l'instant ourant et l'instant de référene. Le ritère à minimiser est
l'erreur entre l'image ourante Itc et sa prédition I¯tc = Itr (x +
∑
i φi(x)∆xi). Cette
erreur est appelée erreur de  mathing  dans [WL94℄ :
Em =
∑
x
[Itc(x)− I¯tc(x)]2 (B.1)
=
∑
x
[Itc(x)− Itr(x +
∑
i
φi(x)υi)]
2
(B.2)
où φi(x) = φ(x − xi) est une fontion d'interpolation telle que φi(xi) = 1. Le support
de φ dénit la région d'inuene de haque n÷ud.
xi
′
xi
υx =
∑
i φi(x)υi
υi
x
Instant courant tc Instant de re´fe´rence tr
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B.0.3.1 Minimisation de Em
La desente en gradient permet de minimiser Em de façon globale. Cette tehnique
est basée sur l'amélioration itérative d'une solution approhée.
Initialement, on a {(∆xi,∆yi) = (0, 0))} ∀i ∈ {1, .., Ns} et I¯tc = I¯(0)tc = Itr .
A haque itération k, la méthode alule un déplaement élémentaire des points de
ontrle (dx
(k)
i ,dy
(k)
i ) permettant de se rapproher de la solution optimale.
Plaçons nous à l'issue de l'itération (k−1). Pour tout sommet i, la solution approhée
ourante est :
(
∆x
(k−1)
i
∆y
(k−1)
i
)
=
( ∑k−1
n=1 dx
(n)
i∑k−1
n=1 dy
(n)
i
)
(B.3)
et l'image ompensée orrespondante est :
I¯
(k−1)
tc (x, y) = Itr(x+∆x
(k−1), y +∆y(k−1)) (B.4)
A l'itération k, on reherhe les variations élémentaires (dx
(k)
i ,dy
(k)
i ) qui mini-
misent l'énergie E
(k)
m donnée par :
E(k)m =
∑
(x,y)
[Itc(x, y)− I¯(k−1)tc (x+ dx(k), y + dy(k))]2 (B.5)
ave (
dx(k)
dy(k)
)
=
( ∑
i φi(x, y)dx
(k)
i∑
i φi(x, y)dy
(k)
i
)
(B.6)
Dérivons E
(k)
m par rapport à un paramètre donné, par exemple dx
(k)
i , pour un sommet
i quelonque. On a :
−1
2
∂E
(k)
m
∂dx
(k)
i
= 0
⇔
∑
(x,y)
φi(x, y) ·
∂I¯
(k−1)
tc
∂x
(x+ dx(k), y + dy(k)) · [Itc(x, y)− I¯(k−1)tc (x+ dx(k), y + dy(k))] = 0
(B.7)
En suivant une approhe de type Gauss-Seidel, on herhe à linéariser l'équation (B.7).
Considérons le développement limité en (x, y) de I¯
(k−1)
tc (x+ dx
(k), y + dy(k)) :
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I¯
(k−1)
tc (x+ dx
(k), y + dy(k))
=
I¯
(k−1)
tc (x, y) +
∑
j
φj(x, y) ·
∂I¯
(k−1)
tc
∂x
(x, y) · dx(k)j + o((dx(k)j )2)
+
∑
j
φj(x, y) ·
∂I¯
(k−1)
tc
∂y
(x, y) · dy(k)j + o((dy(k)j )2)
(B.8)
Si on émet l'hypothèse qu'à haque itération la desente en gradient génère de petits
déplaements (≪ 1), alors l'approximation à l'ordre 1 est susante.
Le même raisonnement pourrait être mené pour linéariser le terme
∂I¯
(k−1)
tc
∂x (x +
dx(k), y + dy(k)) dans l'équation (B.7). Néanmoins, on peut raisonnablement négliger
l'impat de la dérivée seonde. Dans e as [PFTV92℄, l'approximation à l'ordre 0 sut,
i.e. :
∂I¯
(k−1)
tc
∂x
(x+ dx(k), y + dy(k)) ≈ ∂I¯
(k−1)
tc
∂x
(x, y) (B.9)
Cette approximation permet en outre de ne pas aboutir à un système quadratique.
En notant ∇xI et ∇yI les dérivées partielles d'une image en x et y, on montre
que l'équation (B.7) peut ainsi être réérite omme :
∑
(x,y)
∑
j
φj(x, y) · φi(x, y) · ∇xI¯(k−1)tc (x, y) · [∇xI¯
(k−1)
tc (x, y) · dx
(k)
j +∇y I¯(k−1)tc (x, y) · y
(k)
j ]
=
∑
(x,y)
φi(x, y) · ∇xI¯(k−1)tc (x, y) · [Itc(x, y)− I¯
(k−1)
tc (x, y)]
(B.10)
L'équation (B.10) orrespond à une ligne d'un système linéaire à 2×Ns inonnues :
A ·X = B, (B.11)
où X =
{
dx
(k)
1 , ..,dx
(k)
Ns
,dy
(k)
1 , ..,dy
(k)
Ns
}
.
Les valeurs de la matrie A = (ai,j) et des ontraintes B = (bi) sont données par :
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∀(i, j) ∈ {1, .., Ns}2
ai,j =
∑
(x,y)
φj(x, y) · φi(x, y) · ∇xI¯(k−1)tc (x, y) · ∇xI¯
(k−1)
tc (x, y)
ai,j+Ns =
∑
(x,y)
φj(x, y) · φi(x, y) · ∇xI¯(k−1)tc (x, y) · ∇y I¯
(k−1)
tc (x, y)
ai+Ns,j =
∑
(x,y)
φj(x, y) · φi(x, y) · ∇y I¯(k−1)tc (x, y) · ∇xI¯
(k−1)
tc (x, y)
ai+Ns,j+Ns =
∑
(x,y)
φj(x, y) · φi(x, y) · ∇y I¯(k−1)tc (x, y) · ∇y I¯
(k−1)
tc (x, y)
bi =
∑
(x,y)
φi(x, y) · ∇xI¯(k−1)tc (x, y) · [Itc(x, y)− I¯
(k−1)
tc (x, y)]
bi+Ns =
∑
(x,y)
φi(x, y) · ∇y I¯(k−1)tc (x, y) · [Itc(x, y) − I¯
(k−1)
tc (x, y)]
(B.12)
Lorsque l'intersetion des supports respetifs de φi et φj est vide, les oeients
ai,j, ai,j+Ns , ai+Ns,j, ai+Ns,j+Ns sont nuls. En général, le support de la fontion de forme
φ est limité et on aboutit alors à une matrie A reuse à dominante diagonale, symétrique
et dénie positive. Par exemple si φi est une fontion bilinéaire qui vaut 1 au n÷ud i
et 0 aux n÷uds inidents alors le déplaement d'un n÷ud n'inuene que les mailles
inidentes. Chaque ligne de la matrie A omporte uniquement 9 valeurs non nulles.
Le système (B.11) peut don être résolu rapidement ave des tehniques itératives
(gradient onjugué, méthode de Choleski,. . .).
B.0.3.2 Augmentation de Levenberg-Marquardt
Certaines valeurs (aii) sur la diagonale de la matrie A peuvent être très petites
(≪ 1) lorsque les gradients ∇xI¯tc ou ∇y I¯tc sont très faibles. Dans e as, la ontrainte
bi est elle aussi très faible et nous aboutissons à une équation du type :
ǫ1 · x = ǫ2, (B.13)
ave ǫ1 et ǫ2 très faibles. Ce type d'équation rend la résolution du système instable ar
il peut engendrer de grands déplaements. Or, la linéarisation proposée n'est valable
que sous l'hypothèse de petits déplaements.
Pour y remédier, une solution onsiste à utiliser une augmentation de Levenberg-
Marquardt. Il s'agit de relever les valeurs de la diagonale. Dans nos travaux, nous avons
hoisi de n'augmenter que les valeurs qui sont en-dessous d'un seuil noté anormii :
anormii = (
∑
(x,y)
φi(x, y) · φi(x, y)) · ∇2min
ave ∇2min = 1
(B.14)
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Abstrat
Limits of standard separable wavelets are well known in the 2D ase. Their xed
retangular support annot apture the regularity along urved ontours and hene they
fail to aurately represent the geometry in images. This results in a large number of non
zero oeients in the wavelet domain and produes a ringing artefat near ontours
when approximating the signal with a small number of oeients. To improve the
wavelet representation, seond generation wavelet have been built. The most ommon
approah is to warp the wavelet to adapt it to the geometrial ontent in an image.
In this thesis, we address the adaptivity issue in a dierent fashion. The idea is
to warp the image ontent in order to adapt it to the standard separable wavelet.
The warping is represented by an ative 2D mesh. The adaptation riterion is the
desription ost of the warped image. An energy minimization is desribed to ompute
the parameters of the mesh. This optimization is similar to a motion estimation between
two frames. After this analysis step, the image is represented by a warped image with
smaller oding ost, and a set of warping parameters. After enoding and deoding
the information, the original image an be synthesized by inverting the warping. Our
spatial analysis-synthesis sheme is ompared to JPEG2000 in terms of oding eieny.
Visually, a better reonstrution of ontours is notied with a signiant redution of
the ringing artefat.
Keeping the same idea to adapt the ontent of images to a xed deomposition lter,
we then propose a spatio-temporal analysis-synthesis sheme dediated to videos. The
analysis takes a group of frames (GOF) as input and outputs a group of warped frames
whih ontent is adapted to a xed horizontal-vertial-temporal 3D deomposition. The
sheme is designed so that only one geometry must be estimated and transmitted for
eah GOF. Compression results are presented. They were obtained by using ative
meshes to represent both the geometry and the motion. Although only one geometry
must be enoded, we show that its oding ost remains too important to produe a
signiant visual improvement ompared to an analysis-synthesis sheme whih only
takes the motion into aount.
Key words
Still image oding, video oding, analysis-synthesis, wavelets, ative mesh, motion,
geometry, salability
Résumé
Les limites de l'ondelette séparable standard, dans le as 2D, sont bien onnues.
Le support retangulaire xe de l'ondelette ne permet pas d'exploiter la géométrie des
images et en partiulier les orrélations le long de ontours ourbes. Cei se traduit
par une dispersion de l'énergie des oeients dans le domaine ondelette et produit
une phénomène de rebonds gênant visuellement lors d'une approximation ave un petit
nombre de oeients. Pour y remédier, une seonde génération d'ondelettes est née.
L'approhe la plus ourante est de déformer le noyau d'ondelette pour l'adapter au
ontenu géométrique d'une image.
Dans ette thèse, nous proposons d'aborder le problème d'adaptativité sous un angle
diérent. L'idée est de déformer le ontenu d'une image pour l'adapter au noyau d'on-
delette séparable standard. La déformation est modélisée par un maillage déformable
et le ritère d'adaptation utilisé est le oût de desription de l'image déformée. Une
minimisation énergétique similaire à une estimation de mouvement est mise en plae
pour aluler les paramètres du maillage. A l'issue de ette phase d'analyse, l'image est
représentée par une image déformée de moindre oût de odage et par les paramètres
de déformation. Après odage, transmission et déodage de es informations, l'image
d'origine peut être synthétisée en inversant la déformation. Les performanes en om-
pression de e shéma par analyse-synthèse spatiales sont étudiées et omparées à elles
de JPEG2000. Visuellement, on observe une meilleure reonstrution des ontours des
images ave une atténuation signiative de l'eet rebond.
Conservant l'idée d'adapter le ontenu des images à un noyau de déomposition xe,
nous proposons ensuite un shéma de odage par analyse-synthèse spatio-temporelles
dédié à la vidéo. L'analyse prend en entrée un groupe d'images (GOF) et génère en
sortie un groupe d'images déformées dont le ontenu est adapté à une déomposition
3D horizontale-vertiale-temporelle xe. Le shéma est onçu de sorte qu'une seule géo-
métrie soit estimée et transmise pour l'ensemble du GOF. Des résultats de ompression
sont présentés en utilisant le maillage déformable pour modéliser la géométrie et le
mouvement. Bien qu'une seule géométrie soit enodée, nous montrons que son oût est
trop important pour permettre une amélioration signiative de la qualité visuelle par
rapport à un shéma par analyse-synthèse exploitant uniquement le mouvement.
Mots lés
Codage d'images xes, odage vidéo, analyse-synthèse, ondelettes, maillage défor-
mable, mouvement, géométrie, salabilité
