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Intrusion detection and classification with autoencoded deep neural network 1 Introduction
Over the past few decades, the Internet has penetrated all aspects of our lives. Experts predict that by 2020 there would be 50 billion connected devices. As technology becomes more and more integrated, the challenge to keep the systems safe and away from vulnerability or attacks increases. Over the years we have seen an increase in hacks in banking systems, healthcare systems and many Internet of Things (IoT) devices [1] . These attacks cause billions of dollars in losses every year and loss of systems at crucial times. This has led to higher importance in cyber security specifically in the intrusion detection systems. A related challenge with most modern-day infrastructure is that data requirements pertaining to security are often an afterthought. It is assumed that this impacts the results of any machine learning algorithm applied towards the problem; however, an analysis contrasting the differences are yet to be seen. In addition to this, there is little research in the results of applying next level analysis using deep learning algorithms to determine if there is an improvement in accuracy versus its traditional machine learning counterparts. Deep learning (hierarchical learning) is part of a broader family of machine learning methods based on learning data representations, as opposed to task-specific algorithms. Recently, deep learning based methods have been successfully implemented in NIDS applications. Deep learning can substitute for manually designed feature extraction to create more secure firewall or intrusion detector [2] .
In this work, we have proposed a data mining based hybrid intrusion detection system for distinguishing normal and intrusive events from the NSL-KDD dataset [3] . We focused on exploring low latency models while maintaining high accuracy by proposing a deep auto-encoded dense neural network (DNN) framework for effective intrusion detection. The NIDS using deep learning did alleviate the need of feature selection or feature engineering during the detection process. In our design, the autoencoder facilitated an unsupervised pre-tarining on the data to provide compressed and less noisy representation of the input space, while the final dense neural network functioned as the supervised classifier for our experimental intrusion detection scenario.
The remainder of this paper is organized as follows. Section 2 introduces the background literature in the recent development in intrusion detection systems using deep learning techniques, we then provide details on our parameter settings for the implemented model in section III. The performance of the developed model for attack classification is evaluated in section IV. We also compared the results with some recent deep learning techniques appeared in the literature using the same dataset. Finally, the paper is concluded in section V along with ideas for future work.
Background Literature
In recent years, machine learning has been widely applied to problems in detecting network attacks, particularly novel attacks. Given the landscape of the Internet, machine learning can be applied to handle the massive amounts of traffic to determine what is malicious or benign. NIDS are classifiers that differentiate unauthorized or anomalous traffic from authorized or normal traffic. Fig. 1 shows an illustration of the propoed components for the NIDS implementation. As can be seen in the diagram, the network gateways and routers devices could potentially host an NIDS. In the recent past, researchers have investigated a wide variety of Machine Learning techniques to design intrusion detection systems for normal and attack classification. However the NIDS design community suffered from some major challenges as there are very few labeled traffic dataset from real networks for developing an NIDS. Additionally, effective feature selection from the Network Traffic dataset for anomaly detection is difficult. The features selected for one class of attack may not work well for other categories of attacks due to continuously changing and evolving attack scenarios. Because of the lack of public data sets for network-based IDSs, we used the NSL-KDD dataset (which may not be a perfect representation of existing real networks) to compare different intrusion detection methods. However, traditional machine learning methods depend heavily on feature engineering, and extracting features is often time-consuming and complex. Thus, it is impractical to detect attacks with traditional machine learning methods in real-time applications [4] . To set our research in context, in the next subsection, we present a literature review on the intrusion detection systems that used deep learning techniques and the NSL-KDD dataset for their performance benchmarking.
Deep machine learning for intrusion detection: Neural networks have become an increasingly popular solution for network intrusion detection systems (NIDS). Their capability of learning complex patterns and behaviors make them a suitable solution for differentiating between normal traffic and network attacks [6] . One of the earliest work found in literature that used deep learning approach with Deep Belief Network (DBN) as a feature selector and Support Vector Machine (SVM) as a classifier was reported in [7] . This approach resulted in an accuracy of 92.84% when applied on training data of NSL-KDD dataset. We observed a use of Artificial neural networks (ANN) with enhanced resilient backpropagation for the design in ref [8] . This work also used the training dataset only by subdividing it in three parts (training (70%), validation (15%) and testing (15%)). The inclusion of the unlabeled data for testing resulted in a reduction of performance for this method. Ref [9] applied fuzzy clustering based ANN that resulted above 80% detection accuracy of with a low false positive rate. In [10] , the work used an unsupervised greedy learning algorithm to learn similarity representations over the nonlinear and high-dimensional data in KDD dataset.The results show that four-hidden-layer Restricted Boltzmann machines can produce the higher accuracy in comparison with SVM and ANN. A deep Neural Network is essentially a multilayer perceptron, which was initially developed by stacking linear classifiers. The model is fed inputs, inputs get multiplied by weights and the passed into an activation function. The model uses backpropagation to adjust weights and increase accuracy. Deep Neural Networks with three or more hidden layers support higher generalization capability in comparison to ANN [11] . In [12] , a deep belief network for malicious code detection method was reported that included an autoencoder based dimensionality reduction technique. An accelerated deep architecture was introduced in Potluri et al. [13] to iden-tify the abnormalities in the network data. They evaluated the performance of the model training related to different processor types and number of cores. Li et al. [14] presented an intrusion detection method using convolutional neural networks which adopts a novel representation learning method of graphic conversion. However, the model accuracy ranged from 79% to 81.57% which did not justify the increased latency added by the representation learning of the feature space. In reference [15] , Vinaykumar et al. reported various convolutional and recurrent neural network architectures for IDS implementation, however their results for under-represented remote to local (R2L) and user to root (U2R) attacks were very low. Shone et al. [1] reported a stacked non-symmetric deep autoencoders with random forest classifier achieved an overall accuracy of 85.42%, with very poor performance on the R2L and U2R intrusion categories. A stacked autoencoder based implementation of NIDS by Farahnakian et al. [16] produced high accuracy (94.71%) and high detection rate (94.53%), however, these models could still be improved. The findings from our literature review have shown that despite the high detection accuracy being achieved, with most researchers still experimenting on combining various algorithms (e.g. training, optimisation, activation and classification) and layering approaches to produce the most accurate and efficient solution for a specific dataset.
In our research, we focused on exploring low latency models while maintaining high accuracy by proposing a hybrid deep neural network that includes an unsupervised pre-training using autoencoders to make the model more adaptive to the changes in the network traffic. We then used a dedicated supervised dense neural network structure for the final classification. In our design, we made sure the memory or processing power to train and execute machine learning models are within the capability of the routers processing power. We hence believe the model and work presented in this paper will serve towards the real time and low latency implementation of the NIDS models.
3 Data Pre-processing and Implementation of the model In this section, we further discuss on the technical details of our proposed deep learning based approach to increase the performance accuracy of the NSL-KDD benchmarking dataset. In the dataset, there are 41 different nominal, numeric and binary features extracted from a specific network connection. The 42 nd column contains data about the label on the network access type( i.e intrusion or normal). Table 1 summarizes the types of attacks or intrusion events available in the dataset. We have remapped the entire dataset to a five class scenario with four attack classes and one normal category for training and classification purposes. Further description on the features extracted in the dataset can be found in ref [17] , [18] .
Data Pre-processing
The KDD dataset [5] has a huge number of redundant records , which causes the learning algorithms to be biased towards the frequent records, and thus prevent them from learning infrequent records which are usually more harmful to networks such as U2R and R2L attacks [18] .
In this work, we have merged the training and test dataset from the KDD 1999 dataset and removed all duplicate records in data. We then intentionally added some duplicates in the R2L and U2R attack groups to have a increased representation of the smaller attack groups in the dataset. This in total constituted in 151063 instances of labelled data. We then separated 20% of the entire dataset as test set, the remaining 80% of the data was used for training and validation purpose.
We performed the following pre-processing on the NSL-KDD training and test sets:
-Encoding: As mentioned previously, the dataset contains different features with different value ranges. Hence, The dataset is preprocessed before applying autoencoded learning on it. Before using the data-set, we first convert the categorical features to numeric values. Categorical features such as protocol type, service and flag are encoded into numbered variables using one-hot (1-to-n) encoding. We have also applied log encoding on the large numerical features such as source bytes, destination bytes and duration to avoid any kind of biasing on the training due to their large values. -Scaling and Normalization: All numeric features values are ranged between 0 and 1. We performed a min-max normalization on the feature vectors.
The output labels are one hot encoded. Therefore, the total number of input dimension is 122 after performing the above-mentioned steps and output dimension is 5 (4 attacksor intrusion types and 1 normal). Fig. 2 illustrates the work flow and the proposed deep model architecture for the intrusion detection system. Similar to most existing deep learning research, our proposed classification model was implemented using python keras library [19] with TensorFlow back end. All of our evaluations were performed on a Windows machine with an Intel Xeon 3.60GHz processor, 32 GB RAM and an NVIDIA GTX 1050 GPU. We employed two main functional stages in our proposed model. An autoencoder based unsupervised pre-training layer and a supervised dense neural network for classification of the attack types for the NIDS. We describe our intuition for using these components in the system development in the coming subsections.
Proposed Model
Unsupervised pre-training with Autoencoder An autoencoder is a type of artificial neural network used to learn efficient data representation in an unsupervised manner. In our proposed model, we have employed an autoencoder with an encoding and a decoding layer that has been trained to minimize the reconstruction error. This incorporated prior knowledge from the training set to effectively learn from the data itself and provide good performance. Such pretraining allow both the data for the current task and for previous related tasks to self-organize the learning system to build the learning system in a data driven fashion. We have fed the autoencoder with the features from the training dataset without labels (unsupervised). A set of compressed and robust feature is built at the end of this step. The encoder part of the autoencoder aims to compress input data into a low-dimensional representation, and there is a decoder part that reconstructs input data based on the low-dimension representation generated by the encoder.
For a given training dataset X = {x 1 , x 2 , ..., x m } with m samples or instances, where x n is an n-dimensional feature vector, the encoder maps the input vector x n to a hidden representation vector h n through a deterministic mapping f θ as given in (1) h
where W is a p × p, p is the number of hidden units, b is a bias vector, θ is the mapping parameter set θ = {W, b}. σ is sigmoid activation function. The decoder maps back the resulting hidden representation h n to a reconstructed p-dimensional vector y n in input space.
The goal of training the autoencoder is to minimize the difference between input and output. Therefore, a error function is calculated by the following equation:
The main objective is to find the optimal parameters to minimize the difference between input and reconstructed output over the whole training set (m).
Supervised Classification with DNN A three layer dense neural network is employed of a is trained by using the first auto-encoder,s output as inputs. This task sequence is retrained in a supervised manner with the class labels and the input feature given to the classifier. We have used a softmax activation layer as the output layer. The layer calculates the loss between the predicted values and the true values, and the weights in the network are adjusted according to the loss.
The simple softmax layer, which is placed at the final layer, can be defined as follows:
where c is the number of classes, L is the last layer index, and N C is the total number of class types including normal network connection and intrusion. After this stage, all layers are fine-tuned through back-propagation in a supervised way. In the test phase, the softmax layer outputs the probability of the predicted categories. Fig. 3 plots the performance of the network training process for 100 iterations. During training, we have used additional techniques such as dropout and batch normalization to avoid over fitting and also to speedup the training process. The proposed algorithm achieves approximately 99% accuracy for the training set in 20 iterations which is four times faster if no dropout and batch normalization was employed. We used a five-fold cross-validation using 20% of the training data and the validation data set also achieves high overall accuracy with slight deviation over time. Potentially this allows a reduction in the training epochs required, and will be of vital importance for developing low-latency models and training future networks with bigger data sets. The proposed algorithm is summarized here in Algorithm I.
Model Evaluation
The main aim of our designed model is to show that the intrusion detection system we designed using deep autoencoded neural network framework will maximize accuracy and minimize any falsely categorized values.
Algorithm 1: Auto-encoded DNN training algorithm
Input: Taining dataset X = {x1, x2, ..., xm}, Number of layers L 1 for l ∈ [1, L] do; 2 Initialize W l = 0, W l = 0, b l = 0, b l = 0; Encoding layer; 3 Calculate encoding or hidden representation using equation (1); h l = s(W l x l1 + b l ); Decoding layer; 4 while not loss==stopping criteria do; 5 Compute y l using equation (2); 6 Compute the loss function: binary cross-entropy; 7 Update layer parameters θ = {W, b}; 8 end while; 9 end for;
Classifier:Dense neural network, Soft-max activation at the output layer; 10 Initialize (W l+1 , b l+1 ) at the supervised layer; 11 Calculate the labels for each sample xn of the training dataset X; 12 Apply batch normalization and dropout for speeding up the calculation; 13 Perform back-propagation in a supervised manner to tune parameters of all layers, loss function categorical cross-entropy; 14 end;
Output: Class labels 
Probe
Probing is an attack in which the hacker scans a machine or a networking device in order to determine weaknesses or vulnerabilities that may later be exploited so as to compromise the system. A remote to user attack is an attack in which a user sends packets to a machine over the internet, which s/he does not have access to in order to expose the machines vulnerabilities and exploit privileges which a local user would have on the computer ftpwrite, guesspassword, imap, multihop, named, phf, sendmail, snmpgetattack, snmpguess, warezmaster, worm, xlock, xsnoop, httptunnel.
User to Root (U2R)
User to root attacks are exploitations in which the hacker starts off on the system with a normal user account and attempts to abuse vulnerabilities in the system in order to gain super user privileges.
bufferoverflow, loadmodule, perl, rootkit, ps, sqlattack, xterm.
Model evaluation matrices
If True Positive (T P ) is the number of attacks classified rightly as attack; True Negative (T N ) is the number of normal events rightly classified normal; False Positive (F P ) is the number of normal events misclassified as attacks and False Negative (F N ) is the number of attacks misclassified as normal, we can define accuracy, recall, precision and F1 values of a model can be defined using the following equations [20] .
-Accuracy: It is an indicator of the total number of correct predictions provided by the model and defined as follows:
-Recall, precision and F measure: Three of the most commonly used performance measures with F measure being the harmonic mean of recall and precision measures are defined as follows:
Recall or True positive rate =
F Measure = 2 * Precision * Recall Precision+Recall (8) Fig. 4 showed the class-wise receiver operating characteristic (ROC) for our proposed model. The model produced highly accurate predictions for the classes of the designed NIDS. We obtained a true positive rate (TPR) of above 99% for normal connection and DoS attack category. The model benefited from comparatively higher number of instances in these two categories. The TPR for the U2R (showed in red in Fig. 4 ) category was 89.2%, while R2L and Probe attack types had a TPR rate of 94.3% and 98.4% respectively. While compared with the ROC curve presented in Shone et al. [1] , our model achieved much higher TPR values for the under-represented intrusion types R2L and U2R.
Confusion Matrix
We presented the confusion matrix plot in Fig. 5 , for our model when evaluated with the test data set. The rows correspond to the predicted class (Output Class) and the columns correspond to the true class (Target Class). The diagonal cells in the confusion matrix correspond to observations that are correctly classified (T P and T N 's). The off-diagonal cells correspond to incorrectly classified observations To be noted, we have utilized builtin Matlab functions plotroc(true class, predicted class) and plotconfusion(true class, predicted class) for generating Fig. 4 and Fig. 5 . Both true class and predicted class variables were one-hot encoded and imported from the python interface as .mat file for plotting purposes.
Comparison with other approaches
Our results showed an excellent performance with an overall detection accuracy of 99.3% for Probe, R2L, DoS and U2R type attacks. Table 2 summarizes the class-wise true positive rate (TPR) and overall accuracy of our proposed model with some concurrent deep learning methods presented in the literature. All previously reported models in the literature showed poor performance in detecting R2L and U2R type attacks due to lack of data. We up-sampled and restructured the dataset to deal with this discrepancy and the trained model achieved above 89% accuracy for all the classes.
Conclusions
Cyber threats have become a prime concern for information security. NIDS is one of the security mechanisms used to guard these applications against attacks. In this research, we have applied a deep network intrusion detection model and evaluated the algorithm with the benchmark NSL-KDD dataset. Currently, the algorithm is trained offline on high performance computer. Our results showed an excellent performance with an overall detection accuracy of 99.3% for Probe, R2L, DoS and U2R type of attacks. We also presented a comparison with recent approches used in literature which showed a substantial improvement in terms of accuracy and latency with proposed autoencoded DNN. In future, we will provide extensions or modifications of the proposed algorithm for mobile and IoT security platforms as suggested in ref [22] using intelligent agents such as soft computing and advanced unsupervised clustering algorithms. Because of the availability of deep learning libraries in python such as Keras and TensorFlow Lite [23] , on-device machine learning inference is now possible with low latency. Hence, future models will cover a broader range of attacks, respond in real time and update itself over time. Future extension of this work will be to improve the detection accuracy and to reduce the rate of false negative and false positive rate in attack detection to improve the systems performance. In future, we will also continue our efforts for improvements to the approach and will apply the technique on similar but more recent and complex datasets such as Aegean Wi-Fi Intrusion Dataset (AWID) [24] , UNSW-NB15dataset [25] .
