The number of samples used in the calibration dataset affects the quality of the generated predictive models using visible, near 9 and shortwave infrared (VIS-NIR-SWIR) spectroscopy for soil attributes. Recently, convolutional neural network (CNN) is 10 regarded as a highly accurate model for predicting soil properties on a large database, however it has not been ascertained yet 11
Introduction 30
There has been an increasing demand for a rapid and cost-effective method as an alternative for conventional laboratory soil 31 analysis. Visible, near and shortwave infrared (VIS-NIR-SWIR) spectroscopy has been proposed to be used as an alternative 32 tool for soil analysis for the last few decades (Bendor and Banin, 1995; Shepherd and Walsh, 2002; Stenberg et al., 2010) . This 33 method enables simultaneous prediction of various properties and has non-destructive characteristics. 34
Various machine learning models, such as Partial Least Squares Regression (PLSR), Cubist, random forest and support vector 35 machines had been utilized to model spectroscopy data. However, the performances of these regression models are dependent 36 on the pre-processing methods (Rinnan et al., 2009) , as well as the size of calibration dataset and its representativeness (Kuang 37 and Mouazen, 2012; Ng et al., 2018) . Different orders and combinations of the pre-processing methods, which are developed 38 to remove artefact in the spectral signal, will result in different model performances. Furthermore, the pre-processing 39 techniques developed for a particular dataset might not work for different dataset. Better generalization can be made by training 40 the model in a larger dataset. However, reduced or plateau performance on the machine learning model was found as the 41 sample size increased to several thousands (Ng et al., 2018) . Although CNN often deals with images as input data, it has recently been successfully applied to vibrational spectroscopy. 47 Acquarelli et al. (2017) found that the CNN based model outperformed other models (Partial Least Square -Least Discriminant 48 Analysis, logistic regression and k-nearest neighbour) for the classification of various vibrational spectroscopy data. CNN also 49 has recently been successfully utilized for regression modelling using spectroscopy data (Cui and Fearn, 2018 The question of how much samples are needed for the CNN model to perform better than the machine learning model using 54 the spectroscopy data has yet to be determined. It is commonly depicted and hypothesized that as more data are available, 55 CNN will perform better compared to traditional machine learning models which will reach a plateau with an increasing 56 amount of data (Mahapatra, 2018) (see Figure 1 ). 57
Thus, the purpose of this study is to assess the amount of calibration data needed for the CNN model to perform better than 58 machine learning models. PLSR and Cubist are chosen as the representatives of the regression and machine learning models 59 which has been commonly used to develop predictive models based on soil spectra data. In addition, to be able to predict soil 60 properties accurately, we need to understand and interpret how a CNN model can predict soil properties from spectra. The 61 sensitivity analysis of the VIS-NIR-SWIR region used in the CNN model is performed to uncover the CNN black box. 62 https://doi.org/10.5194/soil-2019-48 Preprint. Bellinaso et al. (2010) . The soils were derived mostly from basalt (volcanic 67 rock) and sedimentary ones (sandstone). Each site has up to seven samples measurements from the surface up to 1 m depth. 68
The measured properties include soil texture (sand, silt, and clay), organic matter (OM) content and cation exchange capacity 69 (CEC). The soil particle size was quantified by the pipette method as described in Donagema et al. (2011) . The method consists 70 on using a 0.1 M NaOH solution as dispersing agent under high-speed mechanical stirring during 10 min. Then, the sand 71 fraction was separated by sieving and the clay portion by sedimentation. The silt was quantified based on pre-and post-72 difference. Organic carbon (OC) was determined by the Walkley and Black method (Walkley and Black, 1934) , in which OC 73 was oxidised using K2Cr2O7 in a wet environment and then measured by titration with 0.1 M ammonium iron sulphate. After 74 that, the organic matter (OM) was calculated by multiplying the OC quantified per the Van Bemmelen factor of 1.724. As Table 1 . 81
Spectral measurements 82
The VIS-NIR-SWIR spectra of the soil samples were obtained with FieldSpec3 spectroradiometer (Analytical Spectral 83 Devices, Boulder, Colorado) with a spectral range of visible to shortwave infrared (350 -2500 nm) and spectral resolution of 84 1 nm from 350 to 700 nm, 3 nm from 700 to 1400 nm, and 10 nm from 1400 to 2500 nm. The sensor scanned an area of 85 approximately 2 cm 2 , and a light source was provided by two external 50-W halogen lamps. These lamps were positioned at a 86 distance of 35 cm from the sample (non-collimated rays and a zenithal angle of 30°) with an angle of 90° between them. A 87 Spectralon (Labsphere Inc., North Sutton, NH) standard white plate was scanned every 20 min during calibration. The samples 88
were oven dried at 45°C for 48 hours before being ground and sieved ≤ 2 mm. The sample was distributed homogeneously in 89 petri dishes for spectra measurement. Three replicates (involving a 180° turn of the Petri dish) were obtained for each sample. 90
Each spectrum was averaged from 100 readings over 10 s. To better represent the soil distribution, we split and subset the data based on sites. The dataset is first randomly split into 75% 93 calibration (3188 sites) and 25% validation (1063 sites) based on the unique sites. 94
From the calibration dataset, we created smaller sample sizes ranging from 125, 300, 500, 1000, 1500, 2000, 2500 and 2700 95 unique sites, which is equivalent to sample size of approximately 350, 840, 1400, 2800, 4200, 5600, 7000, and 7650. Better 96 representations of model performances were provided by ten replicates of these sizes. Each sampling for the same number of 97 sites could generate a slightly different number of samples since the number of measurements varied from one site to another. 98 However, the model performance was evaluated on the common validation dataset using a total of 1063 sites (sample size N 99 = 3017). 100
Chemometrics model 101
Prior to the development of machine learning models (PLSR and Cubist), the spectra data were subjected to some pre-102 processing methods: (i) conversion to absorbance followed by (ii) Savitzky -Golay smoothing filter with window size of 11 103 and second order polynomial (Savitzky and Golay, 1964), (iii) spectral trimming to discard region that has low signal to noise 104 ratio (<500 nm and between 2450 -2500 nm) and (iv) standard-normal-variate (SNV) transformation (Barnes et al., 1989) . 105
For the deep learning model, the spectra were only normalized with SNV prior to being fed into the model. 106
PLSR model 107
PLSR is one of the most commonly used models with the spectroscopy data. It is a linear chemometric regression model that 108 projects spectra data into latent variables that explain the variances within the spectra data and the response variables (Wold et 109 al., 1983) . The optimal number of latent variables used in the PLSR regression that resulted in the smallest root mean square 110 error (RMSE) using the cross-validation approach was used to create the models. 111
Cubist model 112
Cubist is a rule-based data mining model, which is an extension of the M5 model tree by Quinlan (1993) . The model creates 113 one or more rules, in which if the rules are met, a certain linear model can be utilized to predict the target task. 114
These machine learning models were implemented in the R statistical software (R Core Team, 2019) using the "pls" package 115 (Mevik et al., 2018) and "Cubist" package (Kuhn and Quinlan, 2018) for PLSR and Cubist modelling respectively. 116
CNN model 117
The CNN model is composed of three types of layers: convolutional, pooling and fully-connected layer. The convolutional 118 layer extracts feature from the inputs, the pooling layer reduces the dimensionality of the input feature, and the fully connected 119 layer connects the outputs from previous layers to the desired target outputs. An attempt to take a look at what the CNN model actually learns is conducted. The reflectance spectrum data was fed into the 135 first convolutional layer. The filter in the first layer encodes various pre-processing of the input spectra data. Some of the 136 filters shown in the first convolution layer looks like the input spectra pattern (filter #3, 4 and 10), and some of them looks like 137 transformation pattern: absorbance (filter #1, 5, 6, 7, 9, 13 and 16) and derivatives (filter # 2, 8, 11, 12, 14 and 15). The 138 spectrum becomes smoother when they passed through the second convolutional layer, where some filters only accentuate 139 certain peaks (Figure 3) . Thus, the ability of the convolutional layers to represent various transformation of the spectra make 140 CNN a robust model that does not require any spectra pre-processing. 141
Model performance comparison 142
The model performances for the validation dataset using the full calibration data (nsite= 3188, N=9027) with all the models are 143 first presented in Table 3 . Among all the properties predicted, the sand and clay content showed the best performance with Thus, It can be recommended that deep learning is most efficient for spectral modelling for sample size above 2000. 174
Sensitivity analysis: evaluating important wavelengths 175
To uncover how CNN predicts different soil properties, a sensitivity analysis was conducted to assess the importance of each 176 wavelength in contributing to predictions. Evaluating the sensitivity of the model can be done in several ways, for example, 177 where is the reflectance spectra, and ( ) is the CNN prediction using the spectra, is a small number. The idea is that if 180 wavelength i has an important contribution to the prediction, a small perturbation to the reflectance value will create a large 181 change in the prediction. 182
In previous study (Ng et al., 2019) , we calculated the sensitivity as a function of the variance of the model for each window of 183 spectra. Here we calculate the sensitivity based on the variance principle as an alternative approach: 184
Where is the variation calculation, ( 1 , … , , … , ) is the prediction of spectra due to variation in wavelength with 185 other wavelengths held constant at their mean values, and ( � ) is the prediction value using the mean values of the spectra 186 and is the observed values of the target variable. In essence, we calculated how the model varied in comparison to the 187 observations as a function of wavelength. 188
The current sensitivity analysis (Eq. 2) considers the actual variance of the data for a better approximation of wavelengths 189 sensitivity. To calculate the variance sensitivity, two new data frames were created. The first data frame contains data which 190 is the average of all the validation spectra data ( � ) and the second contains modified average spectra data ( � ), in which some 191 of the average measurements were replaced with the actual spectral reflectance at a wavelength width of 5 nm. We also compare important wavelengths from the machine learning models against the one from the deep learning model for 217 the prediction of OM as an example. Common wavelengths found to be related to the organic matter predictions are 1100, 218 1600, 1700 -1800, 2000, 2200 -2400 nm (Dalal and Henry, 1986; Stenberg et al., 2010) . 219
The important wavelengths utilized in the PLSR model was derived based on the absolute value of the regression coefficients. 220
The height of the line indicates the importance of a particular wavelength for determination of organic matter content in the 221 soil. Important wavelengths identified for the prediction of organic matter were 500 -700, 1400 and 1715 nm. 222
The wavelengths used in the Cubist were derived based on model usage (Figure 8) 
Conclusion 235
In this paper, we assess the effective sample size and identify important wavelengths in predicting various soil properties using 236 Cubist and CNN model. In general, the CNN method can perform better than the Cubist when the sample size is relatively 237 large. The number of calibration samples is also affected by the structure of the CNN model. The number of samples reported 238 in this study might not apply to other CNN models but can serve as a guide on the number of samples needed to create a better 239 deep learning model. Here, we found that CNN is more accurate than a machine learning model when the number of samples 
