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При медицинском исследовании легких с помощью рентгенограмм
грудной клетки можно выделить примерно 14 видов патологий таких
как рак, пневмоторакс, пневмония, фиброз, эмфизема и туберкулез.
Главным заболеванием, из-за которого люди проходят регулярные
флюорографические исследования, является туберкулез. Он является
весьма заразным и опасным заболеванием, поэтому проведение рентге-
нологического исследования грудной клетки, является обязательной и
ежегодной процедурой для каждого человека в России.
Из-за массовости этой процедуры многие миллионы рентгенограмм
должны быть проанализированы, что является огромной нагрузкой для
радиологов. Более того, чтобы снизить риски человеческого фактора,
рентгенограмма проверяется минимум двумя специалистами или од-
ним и тем же специалистом, но два раза с интервалом минимум один
день. Анализ рентгенограмм — это сложная работы над однородными
изображениями, и даже опытным радиологам сложно качественно об-
работать более чем 100 рентгенограмм в день. Также по данным СПб
НИИФ причиной 21% поздних стадий туберкулеза является несвоевре-
менное обнаружение на флюорографии. Поэтому существует заинтере-
сованность в разработке компьютерных алгоритмов для поиска анома-
лий на рентгенограмме, которые впоследствии станут вспомогательным
инструментом в помощь радиологам.
Одним из методов машинного обучения являются нейронные сети.
Нейронные сети являются универсальными системами для интерполя-
ции функций. Нейронная сеть с оптимальной архитектурой способна
аппроксимировать функцию выделения патологий и переложить зада-
чу формализации признаков патологий с человека на нейронную сеть,
что упрощает классификацию снимков грудной клетки.
Новизна данной работы состоит в применении автоэнкодеров и
генеративно-состязательных нейросетей для классификации медицин-
ских данных. В работе проверялось две гипотезы. Первая состояла в
том, что в скрытом пространстве автоэнкодера можно разделить здо-
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ровые и нездоровые снимки, а вторая — в том, что если обучить гене-
ративную нейронную сеть на здоровых снимках, то патологии можно
искать как разницу между входным и выходным снимком.
Работа состоит из обзора, трех глав и заключения.
В обзорной части (1) описывается какие подходы уже применялись
для обнаружения патологий в легких, подробно обозревается нейрон-
ная сеть ChextXNet, описываются основные концепции генеративных
методов машинного обучения, в том числе подробно описывается мо-
дели автоэнкодера и генеративно-состязательной нейронной сети. Опи-
сываются алгоритмы случайный лес и машина опорных векторов, ис-
пользованные для классификации скрытого представления снимков на
здоровые и нездоровые, и метрики AUC-ROC и AUC-PR, использован-
ные для оценки качества алгоритмов.
В первой главе (2) описываются использованные данные: удалось
отобрать 27320 здоровых снимков и 13863 снимков с аномалиями из
датасета NIH Chest X-ray.
Во второй главе (3) подробно описывается архитектура автоэнкоде-
ра и генеративно-состязательной нейронной сети: применяли последо-
вательно сверточные слои, слои нормализации и активационные слои
ReLU и рассчитывали ошибки моделей как среднюю квадратическую
ошибку. Также для классификации применялся случайный лес с 1000
решающими деревьями и машина опорных векторов с радиальной ба-
зисной функцией в качестве ядра.
В третьей главе (4) описывались эксперименты: выборка разделя-
лась в пропорциях 85% и 15% для обучения и тестирования соответ-
ственно, применялся метод оптимизации Адама со скоростью обучения
1e-3. Приводятся результаты и делается вывод, что первая гипотеза




Целью данной работы является применение методов машинного обу-
чения в области поиска патологий на рентгенограммах легких и прове-
дение соответствующих исследований. Для достижения этой цели были
поставлены следующие задачи.
1. Провести подготовку данных для машинного обучения: отобрать
снимки, подходящие для применяемых методов, и разработать ме-
тоды предварительной обработки снимков, облегчающие процесс
обучения.
2. Разработать модели машинного обучения: построить наиболее оп-
тимальную архитектуру моделей и реализовать их.
3. Провести эксперименты с реализованными моделями машинного
обучения: обучить модели, выбрать метрику для оценки эффек-
тивности моделей, протестировать модели и сравнить результаты
работы моделей, используя выбранную метрику.
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1. Обзор
Несколько лет уже проводятся соревнования по поиску аномалий на
компьютерной томографии легких, такие как Luna16 [1] и Data Science
Bowl 2017 [2].
Применение компьютерной томографии более точный метод, чем
флюорографическое исследование, но гораздо более сложный, что ослож-
няет его применение также массово.
После публикации датасета NIH Chest X Ray появились работы по
применению методов машинного обучения для решения задачи по по-
иску патологий именно на флюорографиях легких. Работу по поиску
аномалий вели несколько групп [3] [4]. Одной из самой успешных работ
является нейросеть СhestXNet[5] от Stanford ML Group.
Также для улучшения результатов поиска аномалий на снимках лег-
ких в условиях нехватки данных для машинного обучения успешно при-
менялась аугментация с помощью генеративно-состязательных нейро-
сетей [6].
1.1. Нейросеть ChestXNet
Нейронная сеть ChestXNet принимает на вход снимок, состоит из
121 сверточного слоя, схожими по структуре с нейронной сетью VGG16
[7] и по итогам своей работы выдает вероятность патологии на снимке.
В рамках исследования проводилось несколько серий обучения. В
одной серии сравнивался результат с экспертной оценкой нескольких
врачей, а во втором сравнивали со связанные работами.
В рамках первого обучения патологии были разделены на 4 группы,
датасет был разделен в пропорциях 93% на обучение, 6% на валидацию,
и оставшиеся 1% на тестирование, что соответствует 28744, 1672 и 389
пациентам или 98637, 6351 и 420 снимкам. Для подсчета точности мо-
дели применялась F1-мера, и была получена точность 0.435.
В рамках второго обучения патологии разделили на 14 групп, а вы-
борку в пропорциях 70%, 10% и 20%, на обучение, валидацию и тести-
рование соответственно. Для оценки подсчитывалось AUC-ROC и была
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получена средняя точность для разных видов патологий 0.8 .
Для наглядной интерпретации извлекались карты особых точек, ко-
торые выводились последним сверточным слоем. Далее извлекали осо-
бые точки наиболее характерные для классификации патологии, мас-
штабировали их до размера исходного изображения и накладывали их
на него.
1.2. Генеративные модели
Классический способ классификации с помощью машинного обуче-
ния заключается в разметке датасета и применении нейросети, способ-
ной возвращать вероятность принадлежности к тому или иному классу.
В рамках области обработки медицинских данных такой подход требу-
ет большого труда медицинских экспертов на этапе подготовки данных
и интерпретация результатов работы классификатора требует допол-
нительной работы.
Альтернативный подход заключается в применении генеративных
нейронных сетей с целью обучить их генерировать снимки без патоло-
гий. Для выделения патологий входной снимок обрабатывают нейросе-
тью, на выходе получают снимок без патологии, а патологии ищут как
разность исходного и выходного снимка.
Для применения этого подхода требуется отличная от первого под-
готовка данных. В отличии от первого подхода требуются не снимки
с патологиями, на которых отмечены области с патологиями явно, а
наоборот здоровые снимки без аномалий, что снижает нагрузку на вра-
чей при разметке данных. Также применение генеративных нейронных
сетей упрощает интерпретацию результата работы нейросети. Резуль-
татом работы нейронной сети является снимок размерности входного




Автоэнкодер [8] — это комбинация двух нейросетей(рис. 1): коди-
рующей и декодирующей. Одной на вход подается изображение, и она
учится отображать из пространства исходного изображения на скры-
тое пространство. Второй на вход подается сущность из скрытого про-
странства, и она учится отображать её в пространство исходного изоб-
ражения. Так как размерность скрытого пространства меньше, чем про-
странство исходного изображения, нейросеть отбирает только важные
признаки. Таким образом, обученная только на снимках без патологий,
нейросеть не будет способна генерировать снимки с аномалиями.
Рис. 1: Схема автоэнкодера.
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1.2.2. Генеративно-состязательные нейросети
Генеративно-состязательная нейросеть (GAN) [9] - это нейронная
сеть(рис. 2), включающая в себя генерирующую и дискриминирующую
нейросеть. При обучении такой системы генерирующая и дискримини-
рующая нейросеть вступают в состязательную игру. В рамках этой иг-
ры дискриминирующая нейросеть анализирует настоящие и сгенериро-
ванные снимки и стремится научиться отличать настоящие снимки от
сгенерированных, а генерирующая сеть анализирует настоящие снимки
и стремится научиться генерировать снимки, которые дискриминиру-
ющая сеть не сможет отличить от настоящих.
Рис. 2: Cхема генеративно-состязательной нейронной сети.
Можно комбинировать генеративно-состязательную сеть с вариа-
ционным автоэнкодером (рис. 3. В таком случае нейросеть-генератор
представляет сверточный вариационный автоэнкодер, который отли-
чается от обычного тем, что на слое, предшествующему скрытому про-
странству пытается предсказать не конкретное значение, а среднее зна-
чение и логарифм вариации. Также добавляется промежуточный отбо-
рочный слой, который с помощью среднего значения и логарифма вари-
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ации, корректирует значение, полученное из стандартного нормального
распределения.
Рис. 3: Cхема комбинации генеративно-состязательной нейронной сети
и автоэнкодера.
1.3. Алгоритмы классификации
Промежуточное скрытое представление изображения можно вос-
принимать как вектор признаков, который автоэнкодер выделил в про-
цессе обработки. Полученные вектора можно классифицировать раз-
личными методами машинного обучения.
11
1.3.1. Случайный лес
Первый примененный алгоритм классификации, это случайный лес[10].
Он состоит в использовании ансамбля решающих деревьев, выдающих
вероятность принадлежности снимка к классу. Окончательное реше-
ние принимается по результатам голосованием, в котором участвуют
все деревья.
1.3.2. Машина опорных векторов
Второй примененный алгоритм машинного обучения — это машина
опорных векторов (SVM) [11]. Он состоит в построении гиперплоско-
сти между двумя классами и при необходимости замены стандартного
линейного ядра на нелинейное. Решение принимается в зависимости от
того по какую сторону от гиперплоскости находится объект.
Формально имеется набор векторов вида X = {x1, ..., xm}, содержа-
щие некоторые признаки, и вектор C = {c1, ..., cn}, содержащий мет-
ки принадлежности к одному из двух классов каждого из векторов X.
Требуется построить гиперплоскость вида W ∗ X + b = 0, где W —
перпендикуляр к гиперплоскости, b — смещение гиперплоскости.
В случае линейно неразделимой выборки для поиска оптимальной
гиперплоскости требуется минимизировать следующий функционал:
1




1− ξi ≤ ci(wXi − b), 1 ≤ i ≤ n
0 ≤ ξi, 1 ≤ i ≤ n
,
где С характеризует величину ширину разделяющей полосы.
1.4. Метод оценки точности
Для оценки работы использовалась тестовая часть датасета и сним-
ки с патологиями. В качестве метрики для оценки качества работы мо-
дели применялись площади под ROC-кривой (AUR-ROC) и PR-кривой
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(AUR-PR). Для расчета AUR-ROC и AUR-PR необходимо вычислить:
1. TP — количество снимков с патологией, для которых модель вы-
дает оценку, что патология есть.
2. FP — количество снимков без патологий, для которых модель вы-
дает оценку, что патология есть.
3. TN — количество снимков без патологий, для которых модель
выдает оценку, что патологии нет.
4. FN — количество снимков с патологией, для которых модель вы-
дает оценку, что патологии нет.
1.4.1. Метрика AUC-ROC
Для расчета метрики AUC-ROC требуется вычислить TPR, что со-
ответствует способности модели распознавать снимки с аномалией, и








Обычно модели возвращают не точную принадлежность к классу, а
вероятность. Изменяя порог вероятности w0, согласно которому модель
относит снимок к нездоровым, можно балансировать TPR и FPR. Если
порог равен -∞, то все снимки модель определила как нездоровые, что
соответствует TPR = 1, FPR = 1. Если порог равен +∞, то все снимки
модель определила как здоровые, что соответствует TPR = 0, FPR = 0.
ROC-кривая показывает зависимость между TPR и FPR от w0 и
проходит из точки (0,0) в точку (1,1). AUR-ROC есть площадь под ROC-
кривой. Значению AUR-ROC 0.5 соответствует случайное угадывание,
а 1 - идеальная классификация.
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1.4.2. Метрика AUC-PR
Для расчета метрики AUC-ROC требуется вычислить Precision, что








Аналогично ROC-кривой, можно варьировать w0 и балансировать
Precision и Recall, чтобы построить PR-кривую и находить AUC-PR
(площадь под PR-кривой). Идеальной классификации соответствует
AUC-PR равное 1.
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2. Подготовка данных для машинного обу-
чения
Для обучения использовались датасет NIH Chest X-ray [3].
В датасете NIH Chest X-ray на части снимков присутствуют меди-
цинские приборы на легких и вспомогательные медицинские надписи.
Для генеративных методов машинного обучения такие артефакты мо-
гут создавать шум при обучении. Медицинские приборы могут иметь
совершенно разную форму, поэтому вручную были отобраны снимки
без артефактов. Всего удалось отобрать 27320 из 63 337 здоровых сним-
ков и 13863 из 48783 снимков с патологией.
Для ускорения обучения и уменьшения требуемой памяти для хра-
нения модели изображения были уменьшены до размера 256× 256.
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3. Разработанные модели машинного обу-
чения
В рамках данной работы разработаны две модели.
1. Модель сверточного автоэнкодера [8].
2. Комбинированная модель, включающая в себя вариационный ав-
тоэнкодер [12] и генеративно-состязательную нейросеть[9].
Обе модели были реализованы на языке программирования Python[13]
c помощью фреймворка PyTorch[14].
3.1. Aвтоэнкодер
Архитектура кодирующей нейронная сети(рис.4), состоит из шести
расположенных последовательно друг за другом групп слоев, включаю-
щих в себя сверточный слой с ядром размера 4, слой нормализации для
ускорения обучения и активационный слой Leaky ReLU и завершается
сигмоидной. Размерность скрытого пространства равна 2048.
Архитектура декодирующей нейронной сети(рис. 5 ), устроена схо-
жим образом и состоит из четырех групп слоев, состоящих из обратного
сверточного слоя с ядром размера 4, слоя нормализации и активацион-
ного слой ReLU и завершается гиперболическим тангенсом.
Ошибка работы автоэнкодера рассчитывается как средняя квадра-
тическая ошибка между исходным изображением и обработанным ней-
росетью изображением.
Для интерпретации результатов работы автоэнкодера достаточно
просто обработать им некоторый снимок грудной клетки.
3.2. Генеративно-состязательная нейросеть
Нейросеть-генератор представляет из себя вариационный автоэнко-
дер, основанный на вышеописанном автоэнкодере.
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Рис. 4: Архитектура энкодера.
Рис. 5: Архитектура декодера.
Архитектура нейросети-дискриминатора (рис. 6) практически сов-
падает с кодирующей нейросетью у автоэнкодера с точностью до того,
что заключительные слои возвращают не сущность из скрытого про-
странства, а вероятность, что снимок без патологии.
Ошибка вариационного автоэнкодера считается как среднее квадра-
тичное отклонение между исходным изображением и выходным изоб-
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ражением вариационного автоэнкодера.
Ошибка генератора - как перекрестная энтропия[15] между единич-
ным вектором и значениями, которые дал дискриминатор сгенериро-
ванным изображениям, что соответствует тому насколько достоверно
генератор формирует изображения.
Ошибка дискриминатора - как сумма перекрестной энтропии меж-
ду нулевым вектором и результатом работы дискриминатора по отно-
шению к сгенерированным изображениям, что соответствует способно-
сти дискриминатора отличать сгенерированные изображения от насто-
ящих, и перекрестной энтропии между единичным вектором и резуль-
татом работы дискриминатора по отношению к настоящим изображе-
ниям, что соответствует способности дискриминатора отличать насто-
ящие изображения от сгенерированных.
Результатом работы генеративно-состязательной нейросети являет-
ся как вероятность отсутствия на снимке патологий, так и результат
обработки входного снимка вариационным автоэнкодером.
Рис. 6: Архитектура дискриминатора.
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3.3. Классификация
Для классификации снимков использовалось их скрытое представ-
ление в автоэнкодере или генеративной сети и применялись алгоритмы
случайный лес и машина опорных векторов. Оба алгоритма написаны
с помощью языка Python[13] и библиотеки scikit-learn[16].
При работе с машиной опорных векторов применялась радиальная
базисная функция как ядро с параметрами γ = 0.01 и C = 10. Случай-
ный лес состоял из 1000 деревьев.
Для классификации снимков после обработки генеративно-
состязательной нейронной сети также подсчитывалась суммарная абсо-
лютная разница пикселей между входным изображением и обработан-
ным, выбирался порог, при превышении которого модель оценивала
снимок как нездоровый, и рассчитывались AUR-ROC и AUR-PR.
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4. Эксперименты
Для обучения автоэнкодера и генеративно-состязательной нейрон-
ной сети снимки без патологий были разделены случайным образом в
пропорциях 85 % и 15% на обучение и тестирование, что соответству-
ет 23 220 и 4098 снимкам. При обучении не использовались снимки с
патологиями, и все 13863 снимков применялись для тестирования.
Для классификации снимки обрабатывались нейронной сетью, и со-
хранялось скрытое представление снимков. Снимки с аномалиями были
разделены в соотношении 70% и 30% на обучения и тестирования, что
соответствует 9765 и 4098 снимкам. Количество снимков с аномалия-
ми и без аномалий для тестирования одинаково, так как для расчета
метрик AUR-ROC и AUC-PR требуется сбалансировать классы.
4.1. Автоэнкодер
При обучении применялся метод оптимизации Адама [17] со ско-
рость обучения 1e-3 и было проведено 200 итераций обучения. Обучение
проводилось на NIVDIA 1050 TI и заняло 3 дня.
Рис. 7: Результаты работы автоэнкодера. Сверху исходные изображе-
ния. Снизу обработанные.
4.2. Генеративно-состязательная нейросеть
При обучении как и в предыдущем модели применялась оптими-
зация Адама [17] с о скоростью сходимости 1e-3. Было проведено 200
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Таблица 1: Точность классификации в скрытом пространстве.
AUC-ROC AUC-PRМодели SVM Случайный лес SVM Случайный лес
Автоэнкодер 0.58 0.61 0.59 0.65
GAN 0.51 0.52 0.49 0.52
Таблица 2: Точность классификации как суммарная разность пикселей.
Модель AUR-ROC AUR-PR
GAN 0.51 0.52
итераций обучения. Обучение проводилось на NIVDIA 1050 TI и заняло
2 дня.
Рис. 8: Результаты работы генеративно-состязательной нейронной сети.
Сверху исходные изображения. Снизу обработанные.
4.3. Выводы
Результаты работы моделей приведены в таблице 1 и 2. Применение
генеративных нейронных сетей, таких как автоэнкодеры и генеративно-
состязательные нейронные сети (GAN), не дало таких же хороших ре-
зультатов, как у традиционных для классификации, глубоких, сверточ-
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Рис. 9: ROC-кривая результатов работы случайного леса у автоэнкоде-
ра.
Рис. 10: PR-кривая результатов работы случайного леса у автоэнкодера.
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ных нейроных сетей, таких как ChestXNet. Сравнение приведено в таб-
лице 3. Отрицательно на результаты могло повлиять то, что в обучении
не участвовали снимки с аномалиями, и итоге в скрытом пространстве
они смешались с здоровыми снимками. Можно сделать вывод, что либо
метод не подходит для классификации медицинских снимков, либо при-
менение датасета NIH Chest X-ray для обучения генеративных моделей




В рамках данной выпускной квалификационной работы были до-
стигнуты следующие результаты.
1. Проведена подготовка данных для машинного обучения: из да-
тасета NIH Chest X Ray были отобраны снимки без патологий
подходящие для обучения.
2. Разработана модель автоэнкодера и комбинированная модель, вклю-
чающая в себя генеративно-состязательную нейросеть и вариаци-
онный автоэнкодер. Реализованы модели на языке программиро-
вания python с помощью фреймворка Pytorch.
3. Проведены эксперименты с реализованными моделями: проведено
обучение на обработанных данных, в качестве метрики для оцен-
ки эффективности моделей выбраны метрики AUR-ROC и AUC-
PR, модели протестированы на тестовой части данных и получена
лучшая точность классификации 0.65.
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