Abstract. This article introduces the notion of consistent families (⇤ (n)) ) n 1 of Quantum Channels. These families correspond to simultaneous observation of di↵erent copies of a given quantum system. Here, we are primarily interested in the analysis of measurements connected with them. As usual, the measurement of a quantum system requires the construction of a classical dilation of the corresponding quantum channel. In our case, the quantum systems represented by (⇤ (n)) ) n 1 are supposed to interact through the measurement instrument only. That is, we construct a classical probability space which allows to have a common dilation for all the ⇤ (n) 's. Doing this, we introduce and solve a quantum version of the Moment Problem.
Introduction
Quantum channels are basic objects in the mathematical theory of quantum information. They are defined as linear, normal, completely positive maps on von Neumann algebras. Within this paper we are concerned with quantum channels, quantum measurements and moments. A quantum measurement consists of a classical probability space, which contains the outcomes of measurements performed by an instrument, and an operator-valued measure which interacts with the state of the system under observation. Let us precise briefly the mathematical meaning we give to these physical concepts.
Consider a von Neumann algebra M. We denote by M n,m (M) (respectively M n (M) the set of n ⇥ m matrices (m i,j ) (resp. n ⇥ n matrices) of elements of M. A map ⇤ : M ! M is called Completely Positive (or a Quantum Channel ) throughout this paper if it is normal and for all n 1 the maps [⇤] n : M n (M) ! M n (M) are positivity preserving on the algebra of n ⇥ n matrices on M, where
a ij 2 M. ⇤ will be called Unital if it preserves the unit 1 of the algebra M.
Equivalently, a normal map ⇤ is CP if and only if for all finite collections x 1 , . . . , x n , y 1 , . . . , y n of elements in M the operator X i,j
is positive. In [7] , Stinespring proved a representation theorem for CP maps defined on an arbitrary C ⇤ -algebra A with values in another C ⇤ -algebra B. Later, using that theorem, Kraus proved in [3] (see also [6] ) that for a von Neumann algebra M contained in the algebra of all linear bounded operators of a complex separable Hilbert space, one can obtain the following representation. A normal linear map ⇤ on M is CP if and only if there exists a sequence (V j ) j2N ⇤ of elements in L(h) such that the series P 1 j=1 V j ⇤ xV j strongly converges for any x 2 M and
Consider the space ⌦ = N ⇤ endowed with the -algebra of all subsets and let be given any probability measure P on it. If one sets p j = P({j}) and U j = p 1 j V j for any j 2 ⌦, then (2) becomes
where
! is a random CP-map which provides a dilation of ⇤, through a (very elementary) classical probability space.
The above argument has some important points to be noticed. First, the map ! is far from being unique, since it depends on the choice of the probability P and the family (V j ) j2N ⇤ . Secondly, even if ⇤ is unital, ! does not necessarily satisfy that property. However, if ⇤(x) = U ⇤ xU is given at the outset with U unitary, then ! (x) = ⇤(x). Now, consider the random map ⌦2 ! : M ⌦2 ! M ⌦2 for all ! 2 ⌦. This is also a CP map. Its mean value corresponds to the second moment of ! and it is a new CP map denoted ⇤ (2) . More generally, given any integer n 1 we have a CP map ⇤ (n) : M ⌦n ! M ⌦n such that for any family
Then, the quantum version of the Moment Problem (QMP) can be stated as follows: under which conditions on the family of moments (⇤ (n) ) n2N ⇤ there exists a probability space (⌦, F, P) and a random CP map ! such that (4) holds? This paper provides necessary and su cient conditions to solve this question, which coincides with the classical moment problem when M = R.
Going further, quantum measurement theory is deeply connected with open system theory. Indeed, to perform a measurement on a given system, which is modeled through a von Neumann algebra M of observables, one needs an instrument which will interacts with the observed main system. This yields to a dilation of the main system, that is, one needs to consider a new structure including both, the system under observation and the instrument used by the observer to perform the measurement. Here we assume that the outcomes of measurements are macroscopic and as such, they correspond to the values assumed by classical random variables. This is simply common sense and has been taken as a setup by a number of authors . Our definition of a measurement is closed to that coined in [1] . A quantum measurement consists of a classical probability space (⌦, F, P) and a map M : F ! <M + the set of all non negative self-adjoint operators in M, with the following properties:
(Me1) M (⌦) is the identity operator 1.
where the infinite sum is understood in the sense of weak convergence of operators.
The result of a measurement M in the system with state ⇢ is a random variable X, with values in (⌦, F), with the following probability law:
Given an observable x and the random CP map ! introduced before, one defines an associated measurement as follows:
So that M x (⌦) = ⇤(x).
Notice that a dilation allows to define a consistent family of measurements on all M ⌦n , n 1, with the same probability space.
For each n this can be interpreted as the simultaneous measurement of n copies of a given system which interacts only via this measurement. Note that this consistent family of measurements specifies the dilation ! which is not the case when we consider one copy only.
The paper is organised as follows. In section 2, we introduce the concept of tensorial complete positivity. Sections 3 and 4 contain the main results of the paper which solve the stated moment problem. Finally, a class of examples is presented in section 5, followed by some important remarks.
Complete positivity and tensorial complete positivity
Throughout this paper we denote h a complex separable Hilbert space and L(h) the algebra of all linear bounded operators defined on h. We restrict ourselves to work on M = L(h) though we could generally consider more generally a type I von Neumann algebra M (cf. the structure theorem 1.27, chap. V in [8] ). The customary faithful, normal semifinite trace tr (·) defined on M, allows to introduce the spaces:
and
, the space of trace class operators on h, and h , xi denotes the duality relation for 2
We will repeatedly use the algebraic tensor product M ⇤ ⌦M of the predual space M ⇤ and the algebra M, which is included in X = L(h) ⌦ L(h). On this vector space the Haagerup norm of an element ⇠ is introduced as
where the infimum is taken over all the representations ⇠ = P k j=1 a j ⌦ b j . Recall that the infimum is attained with both k-tuples (a 1 , . . . , a k ) and (b 1 , . . . , b k ) linearly independent (see [5] , Chapter 17; [2] , Chapter 1, sec. 1.5). Moreover, given ⇠ 2 X, the integer k such that ⇠ = P k j=1 a j ⌦ b j with both (a 1 , . . . , a k ) and (b 1 , . . . , b k ) linearly independent, is unique ( [5] , p. 243) and it is known as the rank of the tensor ⇠. Thus we say that (a 1 , . . . , a k ) and (b 1 , . . . , b k ) provide a minimal representation of the tensor ⇠ = P k j=1 a j ⌦ b j if they are linearly independent (and k is the rank of ⇠). In that case, the infimum is attained in (7). 
is nonnegative.
Proposition 1
The TP property is preserved by composition.
This follows straightforward from the previous definition.
Remark 1 A normal linear map ⇤ defined on M is completely positive if and only if for all
Indeed, suppose first that ⇤ is CP and let denote (e k ) k2N an orthonormal basis of h, then X ↵,
Conversely, if (9) holds, let (u ↵ ) be any finite family of vectors in h and e a unit vector. Take ⇢ ↵ = |u ↵ ihe|. Then, the CP property holds directly from (9).
Definition 2 Given a CP map ⌅ on M we define a linear form e ⌅, called the associated linear form, on the vector space V = M ⇤ ⌦ M, where ⌦ denotes the algebraic tensor product, and defined by
Note that if ⌅ is unital, it contracts the norm in M. Then, e ⌅ is a contraction too for the norm defined on V as
the infimum being taken over all possible decompositions. More generally, given
Remark 2 Any CP map ⌅ on M leaves invariant the family of all selfadjoint operators
, one obtains e ⌅(⇠) 2 R. In addition, for any elements ⇢ 2 M ⇤ , x 2 M, the form h⇢, xi may be decomposed in four terms involving only self-adjoint operators, since
We will often use this argument by referring to as the polarization procedure.
We now introduce the notion of a consistent system of completely positive maps. For any permutation of {1, . . . , n}, let S : M ⌦n ! M ⌦n be the natural action which maps
Definition 4 Let n 1 and k i 2 N such that
Remark 3 Given a consistent system of CP maps (⇤ (n) ) n 1 , it holds n k 1 ...kr ⇤ (n) = ⇤ (r) n k 1 ...kr .
Tensorial Positivity and the Quantum Moment Problem
Let be given a probability space (⌦, F, P). Consider a random unital CP map ! on M, the family of its moments is given by maps ⇤ (n) : M ⌦n ! M ⌦n defined as follows:
for x i 2 M, i = 1, . . . , n, n 1. One obtains the following main characterization.
Theorem 1 Given a unital, random ⇤ -homomorphism ! defined on M, the family of its moments (⇤ (n) ) n 1 satisfies the following properties:
, is a consistent family of unital CP maps;
is tensorially positive for all n 1.
called the coagulation property.
Conversely, a consistent family of unital CP maps (⇤ (n) ) n 1 satisfying the above properties, uniquely defines the law of a random unital CP map ! which satisfies (15).
Proof. The proof of uniqueness follows from the fact that the distributions of a system of bounded random variables are completely determined by their moments.
Let us prove the necessity of conditions (C1) and (C2). The maps ⇤ (n) satisfy equation (15). Thus, for all n 2 N, there exists a random morphism
for any x i 2 M, i = 1, . . . , n.
The mean of a random morphism is clearly a CP map since
is a positive operator for any finite families x i , y i of elements of M.
Normality is also clearly inherited by the family of moments. Indeed, it su ces to take tensor products and expectations.
Let us prove tensorial positivity. For n = 1, it holds X i,j
so we recover (8) with ⌅ = ⇤ (2) . The general case for n > 1 is obtained in the same way provided we identify M ⌦n ⌦ M ⌦n with M ⌦2n in the obvious manner.
And for the coagulation property:
. We now prove su ciency of (C1) and (C2). Remark 2 applies to the sequence of moments ⇤ (n) (·) of a random ⇤ -homomorphism.
follows from the fact that
Proof.
[of the Lemma] Consider ⇠ =
, 0 two CP-maps. Then
(See the end of Definition 2).
Let us come back to the proof of the converse. Define, for each ⇠ 2 V 0 ,
The series converges since
with respect to the norm introduced in (11). Indeed, more generally it holds
is a minimal representation by linear independence (see [5] )and
Let us check that ' is positive definite, namely that, for all z 1 , . . . , z q 2 C,
Notice first that,
And
⌘ .
Remark 4 Given any 2 S(h) and setting = ⌦ 1 2 V, it holds that
for all ⌘ i 2 V, i = 1, . . . , n. This follows directly from the consistency of the family (⇤ (n) ).
Therefore, 
and there are N (N 1)/2 terms. Thus, to check (21) it su ces to show that for each N ,
This is a consequence of the TP property of the moment family. As a result, ' is the Fourier transform of a probability distribution. Now we construct a canonical probability space where the distribution of the map ! is defined.
Let (e n ) be an orthonormal basis of the Hilbert space h and denote
⇤ corresponds to the space of trace class elements with finite support. ' defines a consistent system of non negative definite functions on V 0,N . Hence, there exists a unique consistent system of probabilities P N on D 0,N ' R N 4 such that its Fourier transform is b P N = '| D 0,N . By Kolmogorov's Theorem, there exists a unique probability P on R N 4 =: ⌦ which is the projective limit of the P N 's.
Let denote e n,m;k,`t he coordinates of ⌦. Now, for any ⇠ 2 D 0 , a random variable e (⇠) can be defined as X n,m e n,m;k,`⇠n,m,k,`,
Notice that by construction the following equality holds
2 ) the right-hand term in (24) for k = 2.
Therefore,
So that (x) = P n,m n,m (x)E m,n is well defined as an element of L 2 (h). Moreover, extends uniquely into a random ⇤ -linear application on the space of Hilbert-Schmidt operators.
will now be denoted ! .
, since the ! (x i ) are all Hilbert-Schmidt operators almost surely, for i = 1, . . . , k. Therefore, by (C2),
. . x k ) In particular, for any ⇢ 2 M ⇤ , x, y self-adjoints and Hilbert-Schmidt, call = ! (xy)
! (x) ! (y). Let us prove that = 0. Indeed, this holds from the following computation:
as all terms are equal to h⇢, ⇤ (1) (yxxy)i in absolute value. To summarize, ! is a random ⇤ -morphism on the space of Hilbert-Schmidt operators and in articular on all finite rank elements. Moreover, ! is completely positive and normal. Now, given an element x 2 <M + choose a sequence of finite rank elements (x n ) n2N such that x n " x, then E ( ! (x n )) = ⇤ (1) (x n ) " ⇤ (1) (x). Thus, we can define ! (x) as the limit of ! (x n ). This definition does not depend on the choice of x n since the matrix of x in the basis E n,m is clearly determined. Using the polarization procedure, the definition of ! extends to all of M and the proof is complete.
We define now a new positivity condition stronger than tensorial positivity.
Tensorial Complete Positivity
Remark 5 Given ⇠ =
This operation does not depend on the representations chosen for ⇠, ⌘ 2 X. Indeed, it su ces to observe that any component
, or, equivalently, it is a bilinear form on X ⌦ X. Now, we are particularly interested in
With this notation, (9) can be written simply as e
Definition 5 We say that a family ⇤ (n) n 1 is Tensorial Completely Positive (TCP) if for all n 1, for all elements
Remark 6 By Remark 4 (taking ⇠ = ⌦ 1, 2 S(h)), it follows that the TCP property implies TP fos a consistent system of quantum channels ⇤ (n) . Notice that TCP also implies CP for ⇤ (n) .
Theorem 2 A consistent system of CP maps (⇤ (n) ) such that ⇤ (n) (1)  1 is TCP if and only if there exists a random CP map ! such that ! (1)  1 and
The law of ! is determined by the ⇤ (n) , (n 1).
Proof. Uniqueness of the law of ! is obvious, as in Theorem 1. Proof of the necessity: Since
⌘ and
since ! is almost sure CP. Proof of the su ciency: The existence of a probability space and random matrices n,m (x) can be obtained from its Fourier transform as we did in the previous theorem.
To derive CP, the key point is to consider a finite collection of elements x i 2 M 0 and ⇢ i 2 M 0 ⇤ proving that the matrices n,m (x i ⇤ x j ) are positive definite almost surely. This is achieved by showing that for any real random variable Y in a dense subspace Y of L 2 (⌦, F, P) one has
and Y can be taken to be the algebra of polynomials in n,m (E k,`) , n, m, k,`2 N. The TCP property allows then to prove (29). To alleviate the notations, let us consider Y of the form e (⇠ 1 ) + e (⇠ 2 ) e (⇠ 3 ). Then, for ⇠ =
by the properties of consistence and TCP, recalling that 2 S(h), and = ⌦ 1. The proof of the general case goes along the same lines. This proves in particular that for all element x of the algebra M 0 , (x) := X n,m n,m (x)E n,m , is a completely positive map, almost surely. As a result, is increasing on positive finite rank operators.
Moreover, for any ⇢ 2 S(h), one has E (tr (⇢ (x))) = tr (⇢⇤(x))  kxk, for x 2 M 0 .
Therefore, (x) satisfies
almost surely, for all k 1. Now, consider any x 2 M and define (N ) (x) = (E N xE N ), for any N 1. From (30) it follows that (N ) (x) is well defined as a bounded operator since (N ) (x)  kE N xE N k  kxk. Then, for any u 2 h, N, M 1, with M N say,
where x M = E M xE M , x N = E N xE N . The hypotheses on the moment sequence imply that the last expression goes to zero as N, M ! 1, since ⇤ (2) (x ⌦ y)  kxk kyk. Thus, ( (N ) (x)) N converges in L 2 (⌦, F, P) for the strong topology in L(h). Call (x) its limit. It follows that is a completely positive map defined almost surely on L(h) which solves the moment problem. As a result, it is also a normal map almost surely, a property which follows from normality of the moments.
Finally, if p 2 ⇤ (2) = ⇤ (1) p 2 , for any x 2 M, ⇢ 2 M + ⇤ , E (tr (⇢ (x ⇤ ) (x))) = E (tr (⇢ (x ⇤ x))) , and since is CP, its satisfies the Cauchy-Schwartz inequality (x ⇤ x) (x) ⇤ (x), so that (x ⇤ x) = (x) ⇤ (x).
In the general case (x not self-adjoint), the proof follows by polarization.
A class of examples
Consider the setup of section 3. We have a probability space (⌦, F, P) which contains the outcomes of our measurements. Let be given a random unitary operator U ! on a complex, separable Hilbert space h, defined on the
