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Resumo
Garcia, Matheus Martinez. Um Me´todo para Reduzir o Custo Computacional de Simulac¸o˜es
CFD de Escoamentos Pistonados Verticais. Tese de Mestrado. Faculdade de Engenharia
Mecaˆnica, Universidade Estadual de Campinas, 2018.
Essa tese descreve as principais caracterı´sticas de escoamentos pistonados verticais,
cobrindo sua fı´sica e modelos mecanicistas. O comprimento de entrada do padra˜o foi identifi-
cado como a principal causa do alto custo computacional de simulac¸o˜es CFD de padro˜es pisto-
nados, e uma metodologia para reduzir o domı´nio computacional de simulac¸o˜es de escoamentos
pistonados contı´nuos e´ proposto. A abordagem e´ baseada na conservac¸a˜o de massa e usa dados
experimentais (ou correlac¸o˜es) para o fechamento do modelo. As simulac¸o˜es foram realizadas
no software OpenFOAM utilizando o solver multiphaseEulerFoam, e o modelo k −  foi
adotado para emular os efeitos de turbuleˆncia.
A metodologia foi desenvolvida para permitir a simulac¸a˜o de escoamentos pisto-
nados em dutos longos, como as tubulac¸o˜es encontradas na extrac¸a˜o de petro´leo. Ela foi de-
senvolvida pensando nas regio˜es da tubulac¸a˜o longe da zona de extrac¸a˜o (entrada), e e´ baseada
nas medidas de frac¸a˜o de vazio e de velocidade de mistura nas regio˜es de interesse, obtidas
utilizando um sensor ultrassoˆnico, por exemplo. Os resultados obtidos foram comparados com
valores experimentais indicando um sucesso na abordagem, com uma reduc¸a˜o de ate´ 50% na
distaˆncia necessa´ria para o desenvolvimento do padra˜o de escoamento pistonado.
Palavras Chave: CFD; custo computacional; comprimento de desenvolvimento; reduc¸a˜o de
domı´nio; multiphaseEulerFoam; OpenFOAM; escoamento pistonado vertical
Abstract
Garcia, Matheus Martinez. A Method to Reduce the Computational Cost of CFD Simulations
of Vertical Slug Flows. Master’s Thesis. School of Mechanical Engineering, University of
Campinas, 2018.
This thesis describes the main features of vertical slug flows, covering its physics
and mechanistic models. The entrance length of the flow pattern was identified as the main
source of the high computational cost of slug flow CFD simulations, and a methodology to re-
duce the computational domain required for the simulation of continuous slug flow is proposed.
The approach is based on the conservation of mass and uses experimental data (or correlations)
as closure to the model. The simulations were carried out in the OpenFOAM package, using
the multiphaseEulerFoam solver, with the standard k −  model being used to emulate
the turbulent effects.
The methodology was developed to allow the simulation of slug flows in long ducts,
as in the pipelines found in the petroleum extraction. It was developed thinking about the
regions of the pipe that are far away from the extraction zone, and it is based on the measurement
of the void fraction and of the mixture velocity in the regions of interest, obtained using an
ultrasonic sensor, for instance. The obtained results were compared to experimental values
indicating a success in the approach, with a reduction of up to 50% of the distance required to
the development of the slug flow pattern.
Keywords: CFD; computational cost; development length; domain reduction; multiphaseEuler-
Foam; OpenFOAM; vertical slug flow
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1 INTRODUCTION
The importance of the study of multiphase flows becomes evident when thinking
about its presence in many industrial and practical applications. Common examples of multi-
phase flows are found in the petroleum extraction, in the generation of energy, in HVAC (heat-
ing, ventilation and air conditioning) systems, in the food industry, etc.
A notable feature of multiphase flows is the occurrence of several different phase-
distributions, the flow patterns, each one presenting an unique comportment and effect in its
surroundings. The slug flow, for instance, is specially problematic due to the water hammer
effect caused by the liquid slugs in the equipments. Some of the flow patterns observed for a
gas-liquid flow in a vertical tube are illustrated in Figure 1.1.
Figure 1.1: Main flow patterns observed for a vertical gas-liquid flow. Based on Taitel et al.
(1980)
The two-phase gas-liquid flow is one of the most common groups of multiphase
flows. It was extensively studied in the last century, specially after the 1950s (Shoham, 2006),
with an initial focus given in vertical and horizontal pipelines. The inclined studies came later,
in the 1970s, and allowed a full comprehension of the pattern transitions that occur in a pipeline,
for any given angle.
The first studies in the area of flow pattern maps consisted in the development of
empirical correlations to predict the transitions based on experimental data. Latter, the first
physically-based models started being developed. Among the physically-based models, the
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distinct contributions of Taitel and Dukler (1976); Taitel et al. (1980); Barnea (1987) must be
emphasized.
The modeling of each flow pattern has also improved during the last century. The
first models (Homogeneous, Separated Flow, Drift-Flux) (Wallis, 1969; Shoham, 2006) were
replaced by specific approaches, the mechanistic models, that accounts for the flow-patterns
and their unique characteristics.
In the slug flow area, focus of this work, the mechanistic models of Dukler and Hub-
bard (1975); Taitel and Barnea (1990) must be highlighted. The authors adopted the concept of
slug unity along with one-dimensional momentum equations to predict the liquid film thickness
around the Taylor Bubbles (TB). Both the methods require the use of closure relationships for
their calculations, which depends on experimental measurements and may be difficult to find
depending on the scenario.
There is still an effort on developing simplified models in the current days. These
models attempt to include two dimensional effects, as the interfacial mass transfer or the curva-
ture of the interface, in the 1-D approaches. The interest in improving one-dimensional models
is justified by the complexity and cost of solving three-dimensional equations (CFD). The mech-
anistic models are convenient for simple geometries, when a quick response is desired, or when
simulating long ducts, as wellbores and pipelines in oil production.
The three-dimensional numerical simulations of multiphase flows started to increase
their popularity with the stunning improvements in the computational power over the last few
decades. The first CFD simulations of slug flows started in the 90s, and consisted in solving the
2-D Navier-Stokes equations for the liquid film around an axisymmetric Taylor Bubble (Mao
and Dukler, 1990, 1991; Clarke and Issa, 1997).
Subsequently, in the 2000s, 2-D VoF (Volume of Fluid) simulations were used to
solve the dynamics of both the liquid and gas phases (Taha and Cui, 2006; Zheng et al., 2007;
Ratkovich et al., 2009). Taha and Cui (2006) also discussed briefly in his article the result of a
slug flow simulation of an inclined pipe (3-D mesh and flow dynamics) in their results.
Numerical simulations of entire pipes started appearing more often in the current
decade. This is the case of some 3-D flows marked by a large development length, as the
horizontal slug flow (Ratkovich et al., 2013; Perez et al., 2015; Andrianto et al., 2016), or the
vertical (asymmetrical) slug flow (Abdulkadir et al., 2015). These simulations, however, still
present the drawback of a huge computational cost, spent mainly in solving the development
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region of the flow.
The large development length of the slug flow pattern is clear in Figure 1.2. The
figure presents the pattern map obtained for vertical flows. In the map, le represents the entrance
length of the slug flow pattern (churn-slug transition). It is easy to see that the slug flow takes
from decades to hundreds of diameters to develop in a vertical pipe.
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Figure 1.2: Flow pattern chart for vertical flows. Obtained for an air-water flow, based on Taitel
et al. (1980).
The slug flow is a common pattern found in the pipelines during the petroleum
extraction. Therefore, there is an interest in simulating the slug flow passage in the equipments
present in these pipelines, due to the previously mentioned water-hammer effect suffered by
them. The current methodology focus on generating a three dimensional slug flow with the
minimum computational cost as possible, by reducing (or even removing) the development
length of the pattern.
The approach consists in setting a flow distribution at the domain’s inlet, obtained
via experimental measurements of real slug flows or mechanistic models, allowing the simula-
tion of slug flows that take place in locations of decades of meters after the inlet. In the context
of petroleum extraction, the flow can be probed at the desired location via an ultrasonic sensor,
for instance, right before the equipment, and the approach presented in this text can be used
to simulate the passage of the slug flow pattern through it, even in regions far away from the
extraction zone (hundreds of meters).
The methodology only requires the period of the slug unity, its void fraction, the
mixture velocity and the fluid properties at the desired location. The distribution of phases is
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corrected based on the conservation of mass, and a periodic function is imposed at the inlet of
the computational domain. The description of the slug flow via a periodic function to analyze its
development over the flow was a field of study in 1-D approaches (slug tracking). The current
work can be considered an extension (tridimensionalization) of such techniques.
This dissertation is divided in 5 following sections. The LITERATURE REVIEW
describes the main physics of the vertical slug flow and the CFD concepts that are crucial to the
project. The METHODS introduces the methodology of flow injection, presents a comparison
between the CFD approaches commonly used during slug flow simulations and some details
of the solver settings adopted in this text. The RESULTS AND DISCUSSION expands the
analysis made by Abdulkadir et al. (2015), compares the simulation made by the authors with
the proposed methodology and introduces the simulation of an air-water system. Finally, the
CONCLUSIONS summarizes the obtained data and the FUTURE WORKS points the possible
continuities of the project.
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2 LITERATURE REVIEW
2.1 Terminology in Multiphase Flows
Some of the common terms used in the study of multiphase flows are presented
along this subsection. The complete list of terms used in the study of multiphase flows can be
found in Shoham (2006); Wallis (1969).
2.1.1 Volumetric Fraction (Hold-up Ratio)
Many phases share the same control volume (CV) in a multiphase flow. The volu-
metric fraction, ε, represents the percentage of the CV occupied by each phase. It is common
to use the void fraction, α, instead of ε to refer to the volumetric fraction of gas in gas-liquid
systems.
εj =
∀j
∀ j = 1, 2, 3, ..., n (2.1)
The definition of hold-up ratio is general and can be applied to any kind of CV. An
infinitesimal CV is adopted in the one-dimensional models, converting the hold-up ratio into an
area percentage. In the CFD area, the phase-tracking functions act as a volumetric fraction of
each cell in the mesh.
2.1.2 Volumetric Fluxes
There are two quantities analogous to the bulk velocity (of single-phase flows) in
multiphase systems. The bulk velocity is defined as the ratio between the volumetric flow rate
crossing a surface and its area, resulting in a volumetric flux.
The CV is shared by many phases in a multiphase flow, and so does the CS (control
surfaces). Therefore, two distinct volumetric fluxes can be defined: the (average) velocity (or
velocity in-situ), 〈Vj〉, and the superficial velocity, Vs,j . The volumetric fluxes are related by
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Vs,j = ε 〈Vj〉 (valid for ducts). Besides that, it can be shown that the mixture velocity, Vm, is
given by the sum of the superficial velocities of each phase.
〈Vj〉 = qj
Aj
j = 1, 2, 3, ..., n (2.2)
Vs,j =
qj
A
j = 1, 2, 3, ..., n (2.3)
2.1.3 Mixture Properties
The mixture density, ρm, is obtained from the definitions of density and volumetric
ratio. The mixture viscosity, µm, comes from a extrapolation of the mixture density equation,
and, therefore, it doesn’t hold a physical background.
ρm =
n∑
j=1
ρjεj (2.4)
µm =
n∑
j=1
µjεj (2.5)
Both the mixture density and viscosity are used to obtain the properties of the hybrid
cells during the VoF routine. The mixture properties are usually employed during the calculation
of the pressure drop in the mechanistic models.
2.2 Slug Flow Physics and Modeling
2.2.1 Dimensionless Numbers and Their Influence in the Bubble Motion
The motion of bubbles (including the Taylor bubbles) in a liquid media is influenced
by 4 parameters: the gravity, the viscosity, the surface tension and the inertia of the system. The
balance between these factors determines several factors of the slug flow pattern, as the bubble’s
velocity, the bubble shape, and flow regime at the wake region (Morgado et al., 2016).
Some dimensionless numbers are used to relate the aforementioned parameters. The
most famous of them is the Reynolds number,Re, which expresses the ratio between the inertial
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and viscous effects. Because of its nature, the Reynolds number is usually related to turbulence.
Equation 2.6 presents the Reynolds number in its most general form. In the equation, ρ repre-
sents the density of the fluid, µ the viscosity, V a characteristic velocity and L a characteristic
length. Several different variables are adopted as characteristic during the study of slug flows.
Re =
ρVL
µ
(2.6)
The Eo¨tvo¨s number, Eo, represents the ratio between the gravitational and surface
tension effects (Equation 2.7). In the equation, g is the gravitational acceleration,D is the pipe’s
diameter (or the hydraulic diameter for non-circular ducts) and σ is the surface tension between
the liquid (l) and gas (g) phases. Therefore, the importance of surface tension (in relation to
gravity) decays with the increase of Eo.
Eo =
g (ρl − ρg)D2
σ
(2.7)
The Froude number, Fr, represents the ratio between the inertial and the gravita-
tional effects. In channel flows, the number is also related to the ratio between the bulk velocity
of the liquid phase and the velocity of propagation of a small wave present in its surface.
The original Froude number definition is presented in Equation 2.8. As the current
work considers an internal flow, the diameter is adopted as the characteristic length (L = D).
The number is modified in some multiphase works by a density ratio (ρl/(ρl − ρg)). The mod-
ification is usually of minor importance since ρl  ρg, and the results obtained in such works
can be employed following the original Fr definition, as in this text.
Fr =
V√
gL (2.8)
The Archimedes Number, Ar, represents a ratio between external forces (gravity)
and viscosity:
Ar =
ρl (ρl − ρg) gD3
µ2l
(2.9)
The Weber Number, We, represents a relation between inertia and surface tension.
The number is presented in its general form:
We =
ρV2D
σ
(2.10)
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Other dimensionless quantities can be defined, although they don’t relate a balance
of forces. This is the class of property numbers, which, as the name suggests, are based only
on fluid properties. The Morton number, Mo (Equation 2.11), is usually used along with Eo to
determine the shape of bubbles/droplets in a continuous media.
Mo =
gµ4l (ρl − ρg)
ρ2l σ
3
(2.11)
White and Beardmore (1962), in their experimental work, used a combination of
air with several different liquids to determine in which conditions each of the previous cited
effects (gravity, surface tension, viscosity and inertia) must be considered when studying large
bubbles. The experiments considered the passage of a single bubble in a vertical motionless
liquid environment, and the measurement of the TB velocity was used as basis for the project.
The researchers concluded that: 1) Surface tension effects may be neglected ifEo >
70; 2) Inertial effects may be neglected if Fr < 0.05 (Fr was defined using the Taylor Bubble
velocity, Vtb, as V); 3) Viscosity effects may be neglected ifAr > 3×105; 4) There is no bubble
movement for Eo < 4.
It is emphasized that the data used by the authors ranges between 3 < Eo < 400
and 10−12 < Mo < 108, and that the experiments were made for a vertical tube with quies-
cent liquid. Therefore, the intervals obtained by White and Beardmore (1962) should be used
carefully outside these conditions.
2.2.2 Taylor Bubble Velocity and Shape in Vertical Quiescent Environments
The first and most reliable correlation for the TB velocity in a vertical static media
was obtained by Dumitrescu (1943). The author used the potential flow theory to predict the
velocity and shape of a axisymmetric elongated bubble in an environment of static liquid. The
Equation 2.12, obtained by the author, suits very well with the data obtained by White and
Beardmore (1962) when both the viscosity and interfacial effects are negligible.
V Dumtb = 0.35
√
gD (2.12)
Adopting a 2-D coordinate system (zˇ, r) with its origin fixed at the beginning of the
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TB nose (Figure 2.1), the bubble shape obtained by Dumitrescu (1943) is given by:
zˇ =
0.375
(
D −√D2 − 7.112r2tb) , if zˇ ≤ 0.25D
0.0615D5 (D2 − 4r2tb)−2 , if zˇ ≥ 0.25D
(2.13)
Figure 2.1: Referential fixed to the Taylor Bubble nose (Moving Frame of Reference - MFR).
The fluid pairs used in the numerical simulations of this dissertation are always in
the inertia-controlled regime. As consequence, the flows approach the potential theory and the
Equation 2.12 is expected to represent well the motion of the 1st Taylor Bubbles formed in the
flows.
2.2.3 Individual Taylor Bubble in a Co-current Liquid Flow
Nicklin et al. (1962) studied experimentally the motion of a single TB in a co-
current liquid flow, and concluded that it can be written as the sum between the bubble velocity
in the static environment and a term proportional to the average liquid velocity: Vtb = Vtb,Vsl=0+
c 〈Vl〉. The authors obtained c = 2 for a laminar and c = 1.2 for a turbulent liquid phase, which
corresponds to the ratio between the centerline and the average velocity of a single-phase flow
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(for the respective regimes). Other authors (Bendiksen, 1984; Nogueira, Riethmuler, Campos
and Pinto, 2006; Pinto et al., 1998) obtained similar values of c.
In the experimental study of Pinto et al. (2005), also working with single bubbles in
co-current flows, the authors obtained values similar to those proposed by Nicklin et al. (1962)
for Rel = ρl 〈Vl〉D/µl < 2100 (laminar regime; c = 2) and for Rel > 4000 (turbulent regime;
c = 1.2). The authors proposed a general expression to the coefficient, which depends on the
Liquid Reynolds Number (Rel), on the Weber Number based on the TB velocity in a static
media, WeVtb = ρlV
2
tb,Vsl=0
D/σ, and on a velocity ratio, 〈Vl〉 /Vtb,Vsl=0.
Defining a new dimensionless number, Γ (Equation 2.14), just for the sake of sim-
plicity of the expressions, the general formula for c is given by Equation 2.15.
Γ = RelWe
0.21
Vtb
( 〈Vl〉
Vtb,Vsl=0
)0.28
=
ρ1.21l 〈Vl〉1.28 V 0.14tb,Vsl=0D1.21
µlσ0.21
(2.14)
c =

2.0± 0.1, Γ < 1000
2.08− 1.38× 10−4Γ, 1000 < Γ < 6000
1.2± 0.1, Γ > 6000
(2.15)
2.2.4 Interaction Between Bubbles and Continuous Slug Flows
The continuous slug flow occurs when both the liquid and gas phases are contin-
uously injected into the domain. A trail of bubbles is formed under these conditions, and the
liquid separating the elongated bubbles has the presence of small gas bubbles. In this scenario
only the first bubble necessarily follows the rising velocity of a single bubble (obtained accord-
ing to Nicklin et al. (1962)); the trailing bubbles (usually) move faster than the first one (Pinto
and Campos, 1996; Shemer et al., 2007; Morgado et al., 2016).
The velocity profile ahead of the bubble’s nose plays an important role in the Taylor
bubble velocity (as observed during the presentation of c in the previous subsubsection). The
liquid region after the tail of a TB (wake region) is marked by fluctuations in the velocity field.
These fluctuations are felt by the trailing bubble, that moves faster. In many situations the
following bubble reaches the leading one, causing their coalescence. A slug flow can only be
considered fully developed if the distance between the large bubbles (the liquid slugs) is long
enough to prevent the coalescence mechanism.
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The first work about the relative velocity between two consecutive TBs was made
by Moissis and Griffith (1962). The authors adopted a quiescent liquid in their experimental
work, and obtained that the relative velocity between two consecutive TBs is given by:
Vtb,t
Vtb,l
= 1 + 8exp
(
−1.06 lt,l
D
)
(2.16)
where lt,l is the distance between the first bubble tail and the second bubble nose. The subscript
“t” indicates the trailing bubble, and “l” indicates the leading bubble. The authors also obtained
that the effects of the passage of the first bubble aren’t felt by the following one if lt,l is between
8 and 16D.
Pinto and Campos (1996) also worked with experiments of consecutive TBs in static
liquids. The authors obtained that the minimum distance between two consecutive bubbles that
prevents the appearance of a relative velocity between them is given by:
lmin
D
=

1.46 + 4.75× 10−3√Ar, for 100 < √Ar < 500 (laminar wake)
0.692 + 7.90× 10−3√Ar, for 500 < √Ar < 1500 (transitional wake)
12.5, for
√
Ar > 1500 (turbulent wake)
(2.17)
and that the relative velocity between the bubbles is given by:
Vtb,t
Vtb,l
=
4.24− 11.4
lt,l
lmin
, for lt,l
lmin
< 0.24
2.01− 1.96 lt,l
lmin
+ 0.95
(
lt,l
lmin
)2
, otherwise
(2.18)
where the nose of the second bubble is inside the wake of the first one if lt,l/lmin < 0.24, leading
to a more intense attraction between the bubbles. Nogueira, Riethmuller, Campos and Pinto
(2006) obtained values of lmin that agree with the equations proposed by Pinto and Campos
(1996).
Pinto et al. (1998, 2001) extended the analysis made by Pinto and Campos (1996)
to co-current flows. The authors obtained that the length of the wake on both the laminar
and turbulent scenarios is 5D (based on the observation of a stronger interaction between the
bubbles until this distance). The authors concluded that lmin is independent of Rel and has the
value of lmin = 5 − 6D for a turbulent liquid phase (Rel = ρl 〈Vl〉D/µl > 4000). The results
obtained for a laminar liquid phase (Rel < 2100) were influenced by an equivalent velocity
of the liquid film, Vδ (Equation 2.19). The coalescence between two consecutive bubbles was
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observed until lt,l < 10D if Vδ/ 〈Vl〉 > 25, and an unexpected comportment of an increase in
the distance between the bubbles with the flow was observed for Vδ/ 〈Vl〉 < 25.
Vδ
〈Vl〉 =
1
2
(
Vtb,l
〈Vl〉 − 1
)(
6(Vtb − 〈Vl〉)D
νlAr
)−1/3
− Vtb〈Vl〉 (2.19)
In their experimental work, Shemer et al. (2007) also obtained a smaller velocity for
the trailing bubble (in relation to the leading one) if ll,t > 7D, for both the laminar and turbulent
scenarios.
Taitel et al. (1980), while working on the transition between the churn and the (con-
tinuous) slug patterns in vertical flows, adopted an exponential decay for the centerline velocity,
departing from Vc = Vtb in the end of the leading TB to Vc = 1.2 〈Vl〉 at the end of a stable
liquid slug (with lls = 16D). The procedure leaded to a relative velocity equation given by:
Vtb,t
Vtb,l
= 1 +
Vtb,Vsl=0
Vtb,l
exp
(
−0.2875 lt,l
D
)
(2.20)
Mayor, Ferreira, Pinto and Campos (2008) made a experimental work regarding
the natural occurrence of continuous slug flows (with bubbles in the liquid slug). The authors
obtained that the trailing bubbles moves faster than the first bubble if lls < 8− 10D. This effect
is more intense if 1D < lls < 3D. The authors concluded that the velocity of the trailing bubble
“i” is given by:
Vtb,i
V ∗tb,l
≈ 1 + 2.4exp
[
−0.8
(
lls,i
D
)0.9]
(2.21)
where lls,i is the length of the liquid slug right above the bubble and V ∗tb,l is the TB velocity
in an undisturbed media (which is approximately the velocity of the first bubble, as the graphs
provided by the author suggests).
The expression obtained by Nicklin et al. (1962) is usually used to predict the (first)
TB velocity in continuous slug flows. Shoham (2006), when describing the Taitel and Barnea
(1990)’s mechanistic model, adopted Rels = ρm,lsVmD/µm,ls as reference for the calculation
of the Taylor Bubble velocity and shape. He adopted the single-phase transition from laminar
to turbulent (Rels ≈ 2100) to calculate c, and the TB velocity given by:
Vtb = Vtb,Vsl=0 + cVm (2.22)
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2.2.5 Slug Unity Mechanistic Models
The near horizontal (Dukler and Hubbard, 1975), vertical (Sylvester, 1987; Fer-
nandes et al., 1983) and general co-current (Taitel and Barnea, 1990) mechanistic models of
the slug flow pattern are based on the concept of slug unity. The slug unity idea is based on
the quasi-periodic characteristic of slug flows. A real slug flow presents several Taylor Bubbles
(TB) and liquid slugs (LS), each one with its own characteristics (TB shape, TB and LS lengths,
TB and LS void fractions, TB and LS velocity fields, etc). The concept of slug unity simplifies
the real flow into a truly periodic representative flow composed by unity cells (usually average
values), that repeat themselves over the flow. The approach reduces the complexity of the flow
pattern, allowing the use of a simplistic approach (1-D steady-state N-S equations) to predict its
comportment (bubble shape, pressure drop).
As shown in Figure 2.2, the slug unity is composed by two zones: the Liquid Slug
zone and the Taylor Bubble zone, with lengths of lls and ltb, respectively. Together, the LS and
the TB compose the slug unity, with a length of lsu. Each zone has its own void fraction, αls
and αtb.
Figure 2.2: Sketch of a vertical Slug Unity with its measurements.
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Since the slug unity structure repeats itself over the flow, it is convenient to adopt
a referential fixed to the bubble’s nose (Figure 2.1). The slug flow mechanistic models assume
that the phases distribution remains constant inside the slug unity. Therefore, the flow can be
modeled as steady state in the new referential.
By adopting a two-phase model (one 1-D steady state incompressible N-S equation
per phase), and equaling the pressure gradient of both phases in the TB zone, Taitel and Barnea
(1990) obtained an expression for the liquid film thickness, δ, as function of position. The
expression leads to Equation 2.23 after some manipulation (a vertical flow was considered).
dδ
dzˇ
=
4αtbτw,lD + 4 (2δ −D) τi + αtb (1− αtb) (ρl − ρg) gD2
4 (2δ −D) [ρlαtbV 2f + ρg (1− αtb)V 2g ] (2.23)
A cross section of the flow in the TB zone is presented in Figure 2.3. It can be
seen that all the wall is wetted by the liquid phase, thus, Pl = piD. The interfacial perimeter
is given by Pi = 2pir = pi (D − 2δ). A axisymmetric bubble is considered. Therefore, from
the geometry of the flow, Ag = pir2tb = pi (D/2− δ)2, Al = A − Ag = pi (Dδ − δ2) and
αtb = Ag/A = 1− 4δ/D + 4 (δ/D)2.
Figure 2.3: Cross Section of the Pipe inside the Taylor Bubble zone.
In Equation 2.23, τw,l is the wall shear stress (Equation 2.27). This quantity is
estimated in the model based on the concept of hydraulic diameter (Dh = 4A/Pw), and using
a correlation for the (Fanning) friction factor of fully developed single-phase flows in pipes
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(Colebrook–White equation1, Blasius correlation2, etc). It is emphasized that the use of the
Fanning friction factor corresponds to an approximation required due to the lack of specific
models for the slug flow velocity profile (at least of my knowledge), and the values provided by
the approach aren’t based on the real physics of the pattern. The Reynolds number used during
the calculation of τw,l is given by:
Reδ =
4 (D − δ)
D
ρl|Vl,tb|δ
µl
(2.26)
τw,l = f
ρlVl,tb|Vl,tb|
2
(2.27)
The interfacial shear stress, τi, is given by Equation 2.28. The interfacial friction
factor proposed by Wallis (1969) for co-current vertical annular flows, fi = 0.005 (1 + 300δ/D),
can be used in the equation (Shoham, 2006).
τi = fi
ρg (Vg,tb − Vl,tb) |Vg,tb − Vl,tb|
2
(2.28)
The liquid and gas velocities at the Taylor bubble zone in the Moving Frame of
Reference (MFR) are Vf and Vg, respectively. In a static referential (required for the stress
calculations) the analogous velocities are Vl,tb and Vg,tb. These values are related by:
Vf = (Vtb − Vl,tb) = (Vtb − Vl,ls) (1− αls)
(1− αtb) (2.29)
and
Vg = (Vtb − Vg,tb) = (Vtb − Vg,ls)αls
αtb
(2.30)
The average velocities are linked to the mixture velocity by the (incompressible)
conservation of mass (Vm = (1− αls)Vl,ls + αlsVg,ls). The other quantities, αls, Vg,ls, Vtb and
Lls (or Ltb), are given by closure relationships.
1
1√
f
= −4.0log
(
/D
3.7
+
1.255
Re
√
f
)
, Re > 4000 (2.24)
2
f =

16/Re, if Re < 2000
0.079Re−0.25, if 4000 < Re < 105
0.046Re−0.2, if Re > 105
(2.25)
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In this project, the closure is obtained from the simulations/experiments. The Taitel
and Barnea (1990)’s model proposes the conversion between a time to a space signal using
Ltb = TtbVtb, where Ttb is the average period of the Taylor bubble.
It is emphasized that the model considers both phases as incompressible, and that
it is assumed a homogeneous model at the liquid slug (αls is independent of the position). The
Equation 2.23 needs to be integrated numerically. The boundary condition of the equation is
that αtb = αls at the nose of the bubble, which leads to δ(0) = D/2
(
1−√αls
)
. The model
doesn’t accept δ(0) = 0, thus a approximation should be made in the absence of small bubbles
in the liquid slug (δ(0)→ 0+). Obviously, the bubble profile should be integrated until zˇ = Ltb.
2.2.6 The Entrance Length of Vertical Slug Flows
The slug-flow pattern is marked by a development length of several diameters. In
vertical systems, it occurs at relatively high void fractions. The pattern may develop from the
bubbly pattern with the continuous expansion of the gas phase with the flow (decompression),
but it is commonly associated with an initial churn pattern. The formation of the slug flow
pattern is directly related to the agglutination between small gas structures (bubbles), until the
formation of the large Taylor bubbles characteristic of the pattern (which occupies most of the
pipe’s cross-sectional area).
Taitel et al. (1980) observed experimentally that the churn flow pattern is found
during the entrance length of the slug flow pattern. According to them, the churn pattern is ob-
served when the liquid slugs formed during the agglutination process are too small to be stable
(and to hold two large bubbles separated). When the liquid slug is destroyed, the two bubbles
previously separated coalesce in a single bubble, preserving their total volume of gas. The liq-
uid in the shattered LS then “falls” into the liquid slug following the last bubble, increasing its
size. The process continues until stable liquid slugs are formed.
According to the author, the transition between the churn and slug flow-patterns can
be estimated by:
le
D
= 40.6
[
Vm√
gD
+ 0.22
]
(2.31)
where le is the entrance length of the slug pattern (marked by the churn pattern). Note that
this equation should be used only if α > 0.25 (transition between bubbly and slug patterns)
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or for “small” diameters, where the bubbly pattern can’t exist (check Taitel et al. (1980) for
the complete explanation). Thus, for axial positions greater than le, the slug flow pattern is
obtained.
It should be emphasized that the churn flow may have other definitions, depending
on the author. In the map proposed by Mishima and Ishii (1984), for instance, the churn flow is
characterized by a highly agitated Taylor bubble and an aerated liquid slug. The authors recog-
nize that the entry length has an impact in the transition between the churn and slug pattern, but
it isn’t explicit in the method. Jayanti and Hewitt (1992) synthesizes some of the theories about
the slug-churn transition found in the literature.
Several values of the slug-flow entrance length were reported in the literature. Some
of them are summarized in Table 2.1. Note that the values reported in the table include both the
churn-slug and the bubbly-slug transitions.
Table 2.1: Entrance length of the slug flow pattern in vertical pipes. Values reported by several
authors.
Author Method Flow Pair/Regime le/D
Taitel et al. (1980) Theoretic - Equation 2.31
Costigan and Whalley (1997) Experiment air-water 156.25 (calculated)
Lucas et al. (2005) Experiment1 air-water Equation 2.322
Mayor et al. (2007b) Simulation (1-D) turbulent3 50-70
Mayor et al. (2007a) Simulation (1-D) laminar4 70-100
Mayor, Pinto and Campos (2008) Simulation (1-D) mixed5 50-80
Kaji et al. (2009) Experiment air-water 100
Rosa and Souza (2015) Experiment air-water 70
1 Experimental adjust of the bubbly-slug transition proposed by Taitel et al. (1980).
2
le
D
=
20
3V 2s,g
{
Vs,l + 1.15
[
g (ρl − ρg)σ
ρ2l
]0.25}2
+ 1 (2.32)
3 The author considered an air-water solution.
4 The author considered an air-aqueous glycerol solution.
5 Laminar in the main liquid + turbulent in the bubble wake. The author considered an air-aqueous glycerol solution.
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2.3 A Multiphase CFD Overview
2.3.1 The Finite Volume Method
The finite volume method (FVM) is a common approach used to solve numerically
the equations that describe the motion of fluids. The FMV is used by many commercial CFD
packages, including the OpenFOAM.
The idea of the method is quite simple: solve the integral form of the governing
equations for each cell in the mesh. The integral balance of an arbitrary property (per unity of
volume), Q, is presented in Equation 2.33; F is a vector which represents the fluxes through the
CS, n is the surface normal vector and P is the source term (per unity of volume).
d
dt
∫
∀(t)
Qd∀+
∮
S(t)
F · ndS =
∫
∀(t)
Pd∀ (2.33)
The FVM adopts an average cell value for each cell in the mesh, considered at the
centroid of the element during the calculation of the face values (subsubsection 2.3.2). The
fields are usually extrapolated to the cell faces using a single value (per face), and a uniform
source term is considered. Then, Equation 2.33 turns into:
d 〈Q〉
dt
= −1∀
nf∑
i=1
FfAf,i + 〈P 〉 (2.34)
where the scalar flux, F , was considered positive if it was leaving the mesh cell, and negative
if it was entering it (F = F · n). The Q, F and P variables adopted for the continuity and NS
equations (of single-phase flows) are listed in Table 2.2.
Table 2.2: Terms of Equation 2.34 for the continuity and NS equations.
Equation Q F P
Mass ρ ρV 0
Momentum ρV ρVV − σ ρg
Note that, despite being written as a source term in Table 2.2, the gravitational
acceleration is usually considered inside a modified pressure term, prgh = p− ρg · x, in incom-
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pressible flows. The procedure converts the source term into a flux of gravitational potential
energy through the mesh cells.
According to Lomax et al. (2003), the FVM is based on the following sequence:
1. Approximate Q(x) (on each cell) from 〈Q〉, in order to calculate the fluxes through the
cell surfaces, F(x).
2. Achieve a single value of F for each point in the faces, by correcting the extrapolated val-
ues of 〈Q〉 obtained at the different sides of a face (the cells in contact generate different
values of Q for the same surface points).
3. Integrate the fluxes at the cell faces and evaluate the source terms (for each cell in the
mesh).
4. March in time and update the value of 〈Q〉 using Equation 2.34 (and a numerical scheme
to march in time).
Once the initial conditions are given, this routine is repeated during the desired pe-
riod of time (for a unsteady flow), or until convergence (for a steady-state flow). It is important
to note that other steps might be involved during a simulation, as the calculation of the time step
or the update of the boundary conditions, if they are functions of time.
The fluid equations are usually written in the differential form in CFD works, be-
sides being solved in the integral form.
2.3.2 Space-Discretization Schemes
The Van-Leer numerical scheme was used for the calculation of the cell fluxes in the
current simulations. The Van-Leer scheme is part of the High Resolution Schemes (HRS). The
HRS schemes are particularly useful in the presence of discontinuities. In the multiphase-flow
scenario, the interface consists in a discontinuity in the phase indicator functions, which also
affects prgh.
The Van-Leer scheme combines the boundedness of the Upwind scheme with the
precision of the central differencing scheme. The Figure 2.4 presents three consecutive mesh
elements of a structured grid. It is important to emphasize that the names of the points depend
on the direction of the flux (given by the direction of Vf ). Therefore, for the upwind scheme,
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the calculation is based on the component of the flux that travels in the same direction of Vf .
(see Lomax et al. (2003) for details about the upwind scheme).
Figure 2.4: Mesh elements used for the calculation of the flux. Based in Moukalled et al. (2016).
The (1st order) Upwind scheme approximates the field at the surface (to calculate
the flux) as Qf = Qc. The (2nd order) central difference scheme calculates the same value as
Qf = 0.5(Qc +Qd) (linear interpolation between the values at the cell centers).
An arbitrary method that combines both the approximations is written as: (Damia´n,
2013; Moukalled et al., 2016)
Qf = Qc +
1
2
ψ(rf )(Qd −Qc) (2.35)
where:
rf =
Qc −Qu
Qd −Qc (2.36)
The Van-Leer scheme solves Equation 2.35 considering that:
ψ(rf ) =
rf + |rf |
1 + |rf | (2.37)
The OpenFOAM includes the possibility to use a flux limiter function in the cen-
tered scheme (linear limited schemes). The flux limiter was developed based on the Total Vari-
ation Diminishing (TVD) and Normalized Variable Diagram (NVD) methods (Greenshields,
2016; Damia´n, 2013). The method was described in Jasak (1996); converting the approach
made by the author to the same notation of this text, the ψ(rf ) function is given by:
ψ(rf ) =
1, if β = 02rf
β
, if 0 < β ≤ 1
(2.38)
where β is defined by the user (0 ≤ β ≤ 1). The best precision is achieved if β = 0, while the
best stability is achieved if β = 1 (TVD).
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2.3.3 The Courant–Friedrichs–Lewy Condition
The CFL number is an indicative of numerical stability, and must be considered
during a numerical simulation. The CFL number represents the relation between the distance
traveled by a wave and the mesh spacing (Lomax et al., 2003). The CFL number is defined in
Equation 2.39, where n is the domain’s number of dimensions.
CFL =
n∑
i=1
Vi∆t
∆xi
(2.39)
The number becomes relevant when both the time and space are discretized. It is
important to mention that the CFL values that ensure the boundedness of a simulation depends
on the time discretization scheme, on the space discretization scheme and on the equation being
studied. Besides that, the stability of a numerical method isn’t enough to ensure a good answer,
since the discretization of any equation introduces numerical errors to the response, even if the
solution method is stable.
2.3.4 Time-Discretization Methods
The implicit Euler method was considered as the time discretization scheme for the
simulations of this project. The method consists in a first order backward method:
fn+1 = fn +
(
∂f
∂t
)n+1
∆t+O(∆t2) (2.40)
The stability analysis of the method points it as unconditionally stable. Therefore,
the solution should be stable independent of the chosen CFL. It is possible to adopt a relatively
high CFL during the simulation of single-phase flows using the method. However, the instability
of the solution increases a lot when an interface tracking method is present, and the CFL is
restricted to low numbers (usually less than 1) in the multiphase scenario.
The use of a sub-time stepping cycle may be interesting under this condition. The
sub-time stepping routine includes the solution of one (or more equations) in smaller time steps
before updating the whole solution in time. In the multiphase flow scenario, the sub-time step-
ping is usually employed in the phase-tracking equations. 5 sub-time stepping cycles were
adopted in this work, with a general time step of 5 × 10−5s, which means that the continuity
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(phase tracking) equation is solved with a time step of 1× 10−5s, while the other equations are
solved with a time step of 5× 10−5s.
The time step should be chosen based on the time scales of the physical subject
that is being represented. The sub-time stepping technique becomes interesting when one phe-
nomenon requires a time resolution much smaller than the others. Under this situation, instead
of setting a global time step that ensures the representation of all of the simulated phenomena,
a small time step (via the sub-time stepping) can be used to solve the equation that represents
the quickest time scale while a big time step is used to solve the other equations, resulting in a
minor computational cost of the simulation.
2.3.5 The Pressure Coupling
The momentum equation depends on the pressure field. A constitutive relation is
used to relate the density to the pressure and temperature (as the ideal gas equation) in the
scenario of compressible flows. However, for incompressible flows, the pressure coupling is
achieved via the divergence of the NS equation, that leads to the Poisson equation. The Poisson
equation for a Newtonian fluid (µ=constant) is given by:
∇2p = −ρ [∇V] : [∇V]T (2.41)
The Pressure Poisson Equation (PPE) uses the zero-divergence of the velocity field
(∇ · V = 0) during its derivation. However, the numerical solution of the system composed
by the NS equation + PPE doesn’t necessarily generate velocity components that ensure the
conservation of mass (McDonough, 2007).
The SIMPLE algorithm (along with its variations) was developed to overcome the
lack of mass conservation present in the direct solution of the NS + PPE system of equations.
The method consists of an iterative process to correct the initial values (given by the numerical
integration in time) of the velocity and pressure fields into new values that ensure the conser-
vation of mass. It is important to note that the SIMPLE algorithm doesn’t solve the PPE. The
method combines the momentum and the continuity equations to generate the pressure correc-
tion loop.
The SIMPLE algorithm doesn’t perform well on transient problems. In the Open-
FOAM package, the SIMPLE method is limited to steady state solvers. The transient solvers
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include the PISO and the PIMPLE methods (Holzmann, 2018).
The PISO method uses part of the SIMPLE routine along with part of the PRIME
routine to combine the implicitness of the SIMPLE with the stability of the PRIME, achieving
a solver that is able to solve transient problems properly. A detailed description of the SIMPLE
and PISO approaches can be found in Moukalled et al. (2016).
The PIMPLE method combines the SIMPLEC and the PISO to achieve a transient
solver that allows the use of larger time-steps (in relation to the pure PISO approach). In the
OpenFOAM package, the PISO approach is obtained setting the nOuterCorrectors of the
PIMPLE method to 1.
2.3.6 Preliminary considerations on Turbulence Modeling
The energy cascade mechanism is present in turbulent flows. It consists in the trans-
ference of kinetic energy from the larger turbulent scales (larger eddies), where it is produced,
to the smaller scales, where it is dissipated by the viscous effects.
The idea of the energy cascade was developed by Kolmogorov, that introduced three
famous hypothesis: (Pope, 2000)
• The hypothesis of local isotropy - The time and length scales of the minor eddies of a
turbulent flow are small. Due to their high number, the statistics of their motion doesn’t
present a preferential direction, characterizing it as isotropic. This is not true for large
eddies, which have their motion linked to the boundary conditions of the flow, and each
single eddy has a specific trajectory of rotation.
• The first similarity hypothesis - The statistics of the small scale of motions (that are
isotropic) have a universal form given by the kinematic viscosity, ν, and by the dissipation
rate, , for every turbulent flow.
• The second similarity hypothesis - The statistics of the intermediary scales are influ-
enced only by the dissipation rate, and not by the viscosity, for every turbulent flow.
Although the comportment of the different scales of motion is clearly distinct, the
definition of ”small”, ”intermediate” and ”big” scales is quite arbitrary. Obviously, the comport-
ment of generation and dissipation of energy is continuous through the several eddy-lengths,
leading to a difficult in setting precise definitions. The most common definition of these scales
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was proposed by Kolmogorov, and it is based on the length scales of the largest and smallest
eddies that are present in a turbulent flow.
The larger eddies on a flow have their lengthscale, l0, comparable to the characteris-
tic length of the flow (the pipe diameter, for instance). Kolmogorov considered that the kinetic
energy is generated in eddies of lengthscale bigger than l0/6.
The smallest lengthscale present in a turbulent flow is the Kolmogorov lengthscale,
η. The Kolmogorov scale is defined based on ν and :
η =
(
ν3

) 1
4
(2.42)
The minor scales of motion are the main responsible for the energy dissipation.
Kolmogorov adopted that the dissipation takes place in scales with a characteristic length up to
60η. The information of the length scales present in a turbulent flow is summarized in Table 2.3.
Table 2.3: Characteristic lengthscale of the eddies and their relation with energy.
Lengthscale Energy Relation
l < 60η Dissipation Range
60η < l < l0/6 Inertial Subrange
l > l0/6 Energy Containing Range
There are 3 options available to work with turbulence in numerical simulations:
solve all the turbulent scales (Direct Numerical Simulation, DNS), solve only the turbulent
scales that are responsible for the most of the energy spectrum, while modeling the other scales
(Large Eddy Simulation, LES), and modeling the entire effects of turbulence (Reynolds Aver-
aged Navier-Stokes Simulation, RANS).
A DNS simulation is the most precise way to solve a flow. However, it requires a
grid spacing able to represent the Kolmogorov scale, and high-order numerical schemes. This
combination of factors results in an extremely expensive simulation, that limits the approach to
low Re (η gets smaller with the increase in Re; as consequence, the computational cost scales
with Re3).
The Large Eddy Simulations solve the anisotropic part of the flow, while model
the isotropic structures, avoiding the computational cost spent solving them (a coarser mesh is
adopted in relation to a DNS). A LES is usually set to solve 80% of the total energy spectrum,
that is distributed over the bigger scales inside the flow.
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A RANS simulation models the entire energy spectrum. The method averages the
NS equation to solve statistic fields. As consequence, the RANS method doesn’t generate the
velocity fluctuations of the other methods, and the turbulent effects are usually considered via an
effective viscosity. Different from the other kinds of simulation, that are intrinsically transient,
a steady state solution can be obtained using the RANS approach, since the average flow is
being solved.
In the ideal scenario, it is interesting to solve a multiphase flow adopting a LES or
a DNS. However, these types of simulation are too expensive for this project, and for many
industrial simulations. Therefore, the RANS approach was considered in this project. Besides
that, there are several multiphase works in the literature that adopt RANS models in their sim-
ulations, and the average approach was able to provide satisfactory results.
Reynolds proposed the idea of averaging the Navier-Stokes equation considering
the velocity field formed by two components: the average velocity, V, and a oscillatory term,
V′:
V = V +V′ (2.43)
Consider an incompressible flow (as the studies of this text), the average of the
continuity equation is given by:
ave(∇ ·V = 0) (2.44)
Since the average operator is linear, the result leads to:
∇ · ave(V) = 0 (2.45)
As V = V + V′, ave(V) = ave(V + V′). Since ave(V) = V and ave(V′) = 0,
the continuity equation of the average velocity field is given by:
∇ ·V = 0 (2.46)
The same procedure is repeated for the incompressible N-S equation of a Newtonian
fluid: (prgh = p− ρg · x = prgh + prgh′)
ave
(
∂ρV
∂t
+∇ · (ρVV) = −∇prgh +∇ ·
(
µ
[
∇V + (∇V)T
]))
(2.47)
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∂ρV
∂t
+∇ · (ρVV) = −∇prgh +∇ ·
(
µ
[
∇V + (∇V)T
])
−∇ · (ρV′V′) (2.48)
The averaging of the non-linear term present in the Navier-Stokes equation is the
responsible for the appearance of the Reynolds stress tensor, V′V′. The turbulent kinetic en-
ergy is defined as the half of the trace of the Reynolds Stress tensor (Equation 2.49). The
Reynolds Stress tensor can be decomposed into its isotropic and anisotropic components, with
the anisotropy tensor evaluated as shown in Equation 2.50 (the isotropic tensor is the 2k/3
term).
k =
1
2
V′ ·V′ (2.49)
a = V′V′ − 2
3
kI (2.50)
Boussinesq’s made a hypothesis that the anisotropy tensor is proportional to the
mean rate-of-stream tensor (0.5
[
∇V + (∇V)T
]
), where the constant of proportionality is mi-
nus twice the turbulent viscosity (Equation 2.51, νt = µt/ρ).
V′V′ − 2
3
kI = −νt
[
∇V + (∇V)T
]
(2.51)
Then, the averaged incompressible Navier-Stokes equation can be written in terms
of an effective viscosity, as shown in Equation 2.52. The effective viscosity is given by the sum
between the molecular viscosity and the turbulent viscosity (µeff = µ+ µt).
ρ
∂V
∂t
+∇ · (ρVV) = −∇
(
prgh +
2
3
ρk
)
+∇ ·
(
µeff
[
∇V + (∇V)T
])
(2.52)
2.3.7 The Standard k −  Model and the Law of The Wall
The standard k −  model (with its final constants) was described in Launder and
Spalding (1974). The method consists in solving a system of 2 partial differential equations to
obtain the turbulent viscosity of Equation 2.52. The value of the turbulent viscosity of the k− 
model is obtained by Equation 2.53, where Cµ = 0.09.
νt = Cµ
k2

(2.53)
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The turbulent kinetic energy equation is obtained by the scalar product between the
velocity and the NS equation, and taking its average. The equation of k in its general form is
given by:
∂k
∂t
+V · ∇k = −∇.T+ P −  (2.54)
The flux term, T, is highly dependent on the velocity fluctuations, and in the RANS
simulations it is modeled as being proportional to the gradient of k:
T = − νt
σk
∇k (2.55)
The constant σk is usually adopted as 1. The production term is related to the
Reynolds Stress Tensor. Therefore, it can be simplified using the Boussinesq hypothesis (Equa-
tion 2.51):
P = −V′V′ : ∇V = νt
[
∇V + (∇V)T
]
: ∇V (2.56)
The model proposes an analogous equation for the dissipation rate, whose terms are
corrected by empirical constants, as shown in Equation 2.57. The constants in this expression
are evaluated as: σ = 1.3, C,1 = 1.44 and C,2 = 1.92.
∂
∂t
+V · ∇ = ∇ ·
(
νt
σ
∇
)
+ C,1
P
k
− C,2 
2
k
(2.57)
Thus, the complete expressions of the turbulent kinetic energy and of the dissipation
rate are given by:
∂k
∂t
+V · ∇k = ∇ ·
(
νt
σk
∇k
)
+ νt
[
∇V + (∇V)T
]
: ∇V −  (2.58)
∂
∂t
+V · ∇ = ∇ ·
(
νt
σ
∇
)
+ C,1
νt
k
[
∇V + (∇V)T
]
: ∇V − C,2 
2
k
(2.59)
The RANS approach adopts laws of the wall to predict the fields near solid bound-
aries. The law of the wall predicts the velocity as a function of the distance from the wall, y, and
it is based on the viscous unities, namely the friction velocity, uτ =
√
τw/ρ, and the viscous
lengthscale, δν = ν/uτ .
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Adopting the distance and the velocity in viscous unities, given by y+ = y/δν and
u+ = U/uτ , the law of the wall presents a general form independent of the fluid, given by:
u+ =
y
+ for y+ < 5 (viscous sublayer)
1
κ
lny+ +B for y+ > 30
(2.60)
where κ = 0.41 and B = 5.2.
At this point it is important to emphasize that the constants present in the k − 
equations were developed for turbulent single-phase flows. Besides that, the law of the wall only
has a physical base for fully developed turbulent profiles of single-phase flows. Therefore, the
use of the k−  model for multiphase-flows is questionable. However, as previously explained,
in many scenarios (including this work), the computational power available restricts the use of
a more expensive computational approach (as LES). Due to the lack of specific models, the
standard k −  model with the law of the wall has been adopted in many numerical multiphase
works, leading satisfactory results.
Some approximations are used in the k−models at the inlet. Launder and Spalding
(1974) relates the turbulent length scale with k and . The dissipation can be estimated as:
(Fluent, 2013)
 =
C0.75µ k
1.5
lm
(2.61)
where lm is the turbulent length scale. The turbulent length scale can be approximated to lm =
0.07D for turbulent flows in pipes. Adopting Cµ = 0.09,  can be approximated to:
 =
2k1.5
D
(2.62)
The velocity fluctuations used to calculate the turbulent kinetic energy are usually
defined as a percentage of the average velocity, given by the turbulence intensity, I . Fluent
(2013) proposes a relation between the intensity and the Reynolds number, given by:
I = 0.16Re−1/8 (2.63)
The turbulent kinetic energy (at the inlet) can be estimated as:
k =
3
2
(|V|I)2 (2.64)
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2.3.8 Multiphase Approaches in CFD
There are 3 pure approaches commonly used when considering a multiphase flow
simulation: The Volume of Fluid (VoF) method, the Eulerian-Lagrangian (EL) approach, and
the Eulerian-Eulerian (EE) (two fluid) approach. A hybrid approach, that reunites the VoF
interface capturing scheme with the EE subgrid modeling, is used in this text.
The Volume of Fluid Method
The first reference to the VoF method is found in Noh and Woodward (1976). The
method consists in tracking the interfaces present in a multiphase flow using interface-tracking
functions (Equation 2.72). The phase-tracking functions, χj , provide the volumetric fraction of
the mesh cells. The interface of the VoF method can be solved according to two methods: the
algebraic methods and the geometric methods.
The algebraic methods doesn’t attempt to reconstruct the interface. The simplest
algebraic methods impose an artificial compression term to the phase tracking function to keep
a sharp interface between the fluids. The interface compression presented in subsubsection 2.3.9
is used in the interFoam VoF solver present in the OpenFOAM package.
The geometric methods estimate the distribution of fluids inside the mesh elements
to properly calculate the fluxes at the CSs. There are two basic interface reconstruction schemes:
the SLIC, proposed by Noh and Woodward (1976), and the PLIC. As shown in Figure 2.5,
the SLIC method distributes the fluids parallel to the cell faces, while the PLIC method is
able to generate more precise distributions of fluids, leading to a more accurate response. The
geometric methods usually present a better response, however, they are more expensive than the
algebraic methods, and they are hard to implement in 3-D unstructured meshes.
Figure 2.5: A comparison between the interface reconstruction schemes. Based on Gross and
Reusken (2011).
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The VoF method solves the mixture momentum equation. The mixture density and
viscosity are calculated in each mesh cell using Equation 2.4 and Equation 2.5, respectively.
The method solves n+3 PDEs, where n is the number of phases in the flow. The equations con-
sist in n-1 phase-tracking equations (Equation 2.65), the three components of the NS equation
(Equation 2.66) and the pressure coupling (or the Energy equation - Equation 2.67). More PDEs
may be included for turbulence modeling (2 if some k −  model is considered).
A source term is included in the Navier-Stokes equation for the surface tension
force, fs, modeled as proposed by Brackbill et al. (1992) (subsubsection 2.3.10). The source
term in the energy equation, Ph, is related to heat generation and radiation effects. It is important
to mention that the specific energy and the temperature are obtained by mass-averages, hence
being proportional to χjρj (Fluent, 2013).
∂ (ρχ)j
∂t
+∇ · (ρχV)j = 0 (2.65)
∂ (ρV)m
∂t
+∇ · (ρVV)m = ∇ · σm + ρmg + fs (2.66)
∂ (ρe)m
∂t
+∇ · [V (ρe+ p)]m = ∇ · (k∇T )m + Ph (2.67)
The VoF method is commonly used for segregated flows. According to Wardle and
Weller (2013), the proper use of a phase-tracking technique requires the smallest fluid structure
(droplet/bubble) to be represented by at least 10 elements. This condition is unaffordable for
the most of the dispersed scenarios. Another limitation of the method is that low CFL numbers
must be used in the simulations to ensure numerical stability (around 0.25 according to Wardle
and Weller (2013)).
The biggest advantage of VoF simulations is that the approach doesn’t require any
correlation to model the interaction between the phases, avoiding the errors they introduce.
Besides that, the approach has a reduced number of complex equations (PDEs) in relation to
the other methods. The number of discretized equations impacts directly the computational cost
of the simulations, due to the necessity of more balances per cell. However, the necessity of a
huge amount of mesh elements overshadows the benefits of the reduced number of equations in
the method.
Only the VoF method is suitable for DNS simulations, as it solves the hydrodynam-
ics of each single structure of the flow.
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The Eulerian-Lagrangian Methods
The Eulerian-Lagrangian methods are usually adopted for dispersed flows at low
volumetric fractions (less than 10% according to Wardle and Weller (2013)). The method tracks
the movement of each single particle in the flow with the use of the Lagrangian equation of
motion. As consequence, the biggest issue of the method is its number of equations.
The method requires the use of correlations to estimate the interactions between
the multiple phases, as the drag force, which is responsible for 80% of the total force acting
on a particle (Kasper, 2017). Models for the collisions between particles are also necessary, if
applicable.
The EL approach is widely used in the study of gas-solid flows, where the dis-
persed phase (solid) presents a known diameter. The method is also used in the study of non-
deformable bubbles in a liquid medium, although it is still limited to low void fractions.
Jakobsen et al. (1997) described a EL approach where the gas-liquid mixture is
modeled as a pseudo-continuous fluid with variable density (calculated based on the volumetric
fraction using Equation 2.4), to avoid the necessity of interphase terms in the NS equation.
Therefore, the same VoF momentum equation can be used for the continuous phase in the
method. The particles are tracked using the Newton’s Second Law (Equation 2.68). The forces
acting on the dispersed phase are: the drag force, the pressure force, the virtual mass force,
the gravity force, the Basset history term, the transversal lift and the forces from external fields
(apart from gravity). The cited forces depend on correlations and/or simplified models to be
computed, whose accuracy affects the final solution.
∂mp
∂t
=
∑
Fp (2.68)
The Eulerian-Eulerian Methods
The original Eulerian-Eulerian approach is concerned in solving dispersed flows at
high volumetric fractions, where the EL approach tends to be unaffordable. The most notable
area of the EE Methods is the numerical study of bubble columns (Pfleger et al., 1999; Jakobsen
et al., 1997; Gupta and Roy, 2013). Other authors use the EE methods for gas-solid flows
(Van Wachem et al., 1998). However, in these scenarios, the EE approach usually leads to
worse results in comparison to the EL approach (Vegendla et al., 2011).
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The method describes both phases as continuous fluids that interpenetrate each other
(Pfleger et al., 1999) and share the same domain. Therefore, besides being called continuous
and dispersed phases, the dispersed phase is also considered as a continuous phase following
the N-S equation (pseudo-fluid). The general form of the Eulerian-Eulerian methods was de-
scribed by Jakobsen et al. (1997), in their review regarding this class of numerical methods. The
method requires the use of 4n-1 equations, where n is the number of phases in the flow (one
phase-tracking equation, the 3 equations for the momentum components and 1 energy equation
per phase). The number of equations can increase depending on the flow regime, where the
turbulence may be modeled for the mixture or per fluid.
The volume fraction distribution (ε) is given by an equation with the same form of
the phase-tracking equation of the VoF model (Equation 2.65). The Navier-Stokes equation of
the “j” phase is given by:
∂ (ρεV)j
∂t
+∇ · (ρεVV)j = ∇ · (εσ)j + εjρjg + εjfd + εjfs (2.69)
where the drag force, fd, is calculated as described in subsubsection 2.3.11, and the interfacial
force, fs, is calculated as described in subsubsection 2.3.10.
Jakobsen et al. (1997) emphasizes the Euler-Euler method described by Nigmatulin
et al. (1996), that is used in many simulations. The Nigmatulin et al. (1996)’s model neglects
the interactions between the dispersed bubbles, and assumes a relatively large number of dis-
persed elements per control volume, to avoid the necessity of taking into account the elements
shared by multiple cells (elements located in the Control surfaces). The article also presents
explanations about the closure of the momentum equation, describing some correlations found
in the literature that can be used to model the interfacial terms on both the Eulerian-Eulerian
and the Eulerian-Lagrangian approaches.
The Hybrid Methods
As described above, there are specific methods for each type of flow. The VoF
method is used when solving segregated flows while the Eulerian-Lagrangian and Eulerian-
Eulerian methods are adopted when solving dispersed flows. However, no specific treatment
exists to model flows where both the regimes are present. The hybrid numerical approaches
emerge as a tentative to create a general solver, apt to solve any kind of flow.
The hybrid methods are based on the idea of coupling different methods (VoF, EE,
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EL) to solve both the segregated and dispersed elements. The idea is to track the interfaces of
the bigger structures (using a VoF-like technique), while modeling the sub-grid structures (as
the small bubbles) using the two-fluid approach (Cerne et al., 2001).
The coupling between the equations can be achieved by several different approaches.
The most simple one, and adopted in the multiphaseEulerFoam solver used in this text,
is to simply include an interface sharpening factor in the EE approach. Note that the procedure
doesn’t fully characterize a hybrid approach, as the method only adds an extra term in one equa-
tion, and the whole system is modeled based on the same set of equations (the approach doesn’t
set a criterion to model the dispersed or the segregated structures).
2.3.9 The Phase-Tracking Functions
The interface tracking methods describe the occurrence of the interface between
two fluids based on phase-tracking functions, χj . These functions are defined to have the value
of 1 inside its tracking phase and 0 outside it. Therefore, they act similarly to the volumetric
fraction, εj .
Consider an arbitrary control volume (CVm), as a mesh cell or an infinitesimal CV,
shared by n phases. The first property of the phase-indicator functions is that their sum at any
point inside the domain should be unitary (as the whole CV is filled with fluid).
n∑
j=1
χj = 1 (2.70)
Consider now a smaller control volume (CVj), inside CVm, that contains only the
phase j, with a density ρj . The Reynolds Transport Theorem (after the Leibniz rule and the
Gauss Theorem) for the mass conservation inside CVj is given by:
∫
∀j(t)
[
∂ρj
∂t
+∇ · (ρjV)
]
d∀ = Pj (2.71)
As χj = 0 outside the phase j, and χj = 1 inside it, it is possible to adopt χjρj
instead of ρj to generalize the equation from CVj to CVm (the integrals of Equation 2.71 outside
∀j(t) are going to be 0, as χj = 0). Therefore, Equation 2.71 becomes:
∫
∀(t)
[
∂ (ρjχj)
∂t
+∇ · (ρjχjV)
]
d∀ = Pj (2.72)
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Since an arbitrary domain was chosen (CVm), the differential form of Equation 2.72
is achieved (Equation 2.65). The additional source term, Pj , was maintained during this deriva-
tion to include the effects of vaporization/condensation that may occur during the flow. A more
formal proof of the phase-indicator function for incompressible phases can be found in Gross
and Reusken (2011).
The phase-tracking equation (Equation 2.65) is usually modified to include an ef-
fect of interface compression during CFD simulations. The interface compression term present
in the OpenFOAM’s multiphaseEulerFoam solver was developed by Weller (2008). Ac-
cording to Wardle and Weller (2013), in their paper describing the multiphaseEulerFoam,
Weller (2008) included an additional term in the equation of the phase indicator function, de-
signed to act only when intermediate values of χj are present.
The interface compression term is presented in Equation 2.73. The interface com-
pression velocity, uc, is given by Equation 2.74 (for a compression factor, Cχ, between 0 and
1). Therefore, the interface compression velocity is considered to be a percentage of the ve-
locity field in the cell containing the interface, but pointing in its normal direction (given by
∇χj/|∇χj|).
∇ · [χj (1− χj)uc] (2.73)
uc = Cχ|V| ∇χj|∇χj| (2.74)
The multiphaseEulerFoam solver adopts both the phases as incompressible,
and considers that no phase transitions take place during the flow (the source term of Equa-
tion 2.72 is zero). Therefore, its phase-tracking function (in the differential form) is given by:
∂χj
∂t
+Vj · ∇χj +∇ · [χj (1− χj)uc] = 0 (2.75)
According to Wardle and Weller (2013), the interface compression method can lead
to parasitic currents in the interfacial elements. This effect, however, becomes less important
with the transition from surface tension-dominant regimes to inertial regimes. Besides that, the
authors emphasize the difficulty found in the development of a general solver, that is capable
to solve from highly dispersed to highly segregated flows. A switching method based on Cerne
et al. (2001) is suggested by the authors, where a cutoff value for the interface compression is
adopted.
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The method proposed consists of a dynamic switching of Cχ, based on the mag-
nitude of the gradient of χ. The approach compares γ = |∇χ|/max(|∇χ|) with a reference
value, γ∗. The idea behind the method is that there is a discontinuity in χ for the major flow
structures (bigger than the mesh elements). Therefore, a huge gradient is expected in this re-
gion, and the method inputs the interface compression to keep the phases segregated. On the
other hand, when a dispersed flow is presented (subgrid scale structures) χ(x) is smoother, and
the method turns the interface compressibility off. The reference value depends on the study,
but the value of γ∗ = 0.4− 0.6 was proposed as a initial value for a calibration.
Cχ =
1, if γ ≥ γ
∗
0, otherwise
(2.76)
Besides the authors’ suggestion, the multiphaseEulerFoam solver only ac-
cepts uniform values of Cχ (in the spatial sense) in the version adopted during this work (OF
16.12+).
2.3.10 Surface Tension Modeling
The most notorious model used to estimate the surface tension effects in CFD sim-
ulations is the Continuum Surface Force model (CSF) of Brackbill et al. (1992). The CSF is
used in most of the commercial CFD packages, including the OpenFOAM.
The CSF model adopts the hypothesis of inviscid flow. Then, the surface force
follows the Young-Laplace equation, given by:
psns = (p2 − p1)ns = σκns (2.77)
where ps is the pressure jump over the interface, p1 and p2 are the pressures on the two sides of
the interface (each one belonging to a fluid), ns is the vector normal to the interface, σ is the
surface tension and κ is the curvature of the interface.
Adopting xs as the points at the interface between the fluids, the total surface force
inside a mesh element is given by:
Fs =
∫
S(xs)
psnsdS =
∫
S(xs)
σκ(xs)nsdS (2.78)
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Adopting the Dirac delta function around xs, the equation can be written as a vol-
ume integral as: (simple layer integral)
Fs =
∫
∀
σκ(xs)δ(x− xs)nsd∀ (2.79)
A representative force (per unity of volume), that acts as a source term in the mo-
mentum equation, is obtained considering that:
∫
∀
fsd∀ =
∫
∀
σκ(x)δ(x− xs)nsd∀ (2.80)
The volumetric fraction curve tends to a step function (representing a sharp inter-
face) if the volume (around the interface) tends to zero. The derivative of the Heaviside step
function is given by the Dirac delta. Therefore, if ∀ → 0, ∇χ → [χ]δ(x − xs), where [χ] is
the jump of the void fraction at the interface, and has the unitary value. As consequence, the
equivalent surface force is written as:
fs = σκ∇χn (2.81)
Brackbill et al. (1992) also proposes an equation equivalent to Equation 2.81 using
the density of the fluids. However, the equivalent equation based on the density isn’t consid-
ered in several computational codes, and its use isn’t adequate (Wang, 2016). In the multi-
phaseEulerFoam implementation, the Equation 2.81 is generalized to a element containing
more than 1 interface (multiple fluids) as:
fs,ij = σi,jκi,j (χj∇χi − χi∇χj)nij (2.82)
where σi,j is the surface tension between the fluids “i” and “j”. If only two fluids are present in
the element, χj = 1− χi, and Equation 2.81 is recovered. The solver treats the surface tension
per fluid pair.
The curvature of the interface can be written in terms of the unity vector normal to
the interface, as κ = −∇ · n. The unity vector is related to the gradient of χ as:
n =
∇χ
|∇χ| (2.83)
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In multiphaseEulerFoam, the unity vector is also generalized:
nij =
(χj∇χi − χi∇χj)
| (χj∇χi − χi∇χj) | (2.84)
The surface tension plays a minor role in the simulations of this project. However,
for surface tension dominant flows, the adoption of a boundary condition that takes into account
the contact angle between the fluids and the wall is recommended. Besides that, a model that
considers the viscosity during the calculation of the pressure jump over the interface may lead
to better results.
2.3.11 Dispersed Phase Modeling
The drag force caused by the presence of dispersed elements should be included in
the momentum equation if sub-grid elements are present in the analysis (EE, EL, Hybrid).
Figure 2.6: A mesh cell containing subgrid elements.
The drag force acting on an arbitrary element (subscript “e”) inside a continuous
phase (subscript “c”) can be written as:
Fd = CdAe,pρc
(Ve −Vc) |Ve −Vc|
2
(2.85)
where Cd is the drag coefficient and Ae,p is the projected area of the element. If a spheric
element is considered (as in many dispersed phase models), Ae,p = pid2e/4.
Considering an arbitrary mesh cell filled only with dispersed elements in a continu-
ous phase, it is possible to write:
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εe =
ne∀e
∀cell (2.86)
where ne is the number of dispersed elements. Note that this process assumes that all the
dispersed elements have the same volume, that the number of dispersed elements is high enough
so that the cell surface elements (Figure 2.6) doesn’t need to the specially modeled, and that the
volumetric fraction consists only of dispersed elements, which may not be true. Consider a
gas-liquid flow, for instance. A mesh cell can contain part of a big bubble (bigger than the cell),
along with small bubbles (much smaller than the cell). In this scenario, not all the gas volume
inside the cell belongs to dispersed elements, which affects the estimative of the drag force.
Assuming an average comportment for both the dispersed element and flow inside a
mesh cell, the total drag force is given by neFd. The Navier-Stokes equations solves the balance
of momentum per unity of volume. Then, the source term that should be used in this equation
is given by:
fd =
neFd
∀cell =
εe
∀eCdAe,pρc
(Ve −Vc) |Ve −Vc|
2
(2.87)
Assuming the hypothesis of spheric elements (∀e = pid3e/6 and Ae,p = pid2e/4), the
equation is simplified to:
fd =
3Cdεeρc (Ve −Vc) |Ve −Vc|
4de
(2.88)
There are several models for the drag coefficient of the dispersed phase in the lit-
erature. The drag coefficient obtained by Schiller and Naumann (1935) is used to model the
bubbles and droplets in this report. The Reynolds number of the model is given by:
Ree =
ρc|Ve − Vc|de
µc
(2.89)
and the drag coefficient is related to Ree by:
Cd =

24(1+0.15Re0.687e )
Re
, if Ree ≤ 1000
0.44, if Ree > 1000
(2.90)
2.3.12 OpenFOAM Boundary Conditions
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The partial differential equations related to the motion of a fluid require the specifi-
cation of boundary conditions to be solved. The boundary conditions are imposed in the control
surfaces located in the borders of the computational domain, with three possibilities: The direct
value of the variable (Dirichlet boundary condition), the gradient value (Neumann boundary
condition) and a mixed scenario.
Usually, in the simulation of a pipe, the velocity is given at the inlet using a deter-
mined value, that may vary with the position (a velocity profile) and time (an oscillatory inlet).
In the OpenFOAM, these conditions are represented by the fixedValue BC, that accepts an
uniform value for the entire path or a value per cell (face), and by the uniformFixedValue,
which accepts only uniform values in space, but has the option to evaluate them as a function of
time. The original OpenFOAM package doesn’t provide a boundary condition that is simulta-
neously represented as a function of time and space. This functionality may be achieved using
the groovyBC of the SwakPyFoam (n.d.) extension.
A condition of zero gradient (zeroGradient BC in the OpenFOAM) is usually
employed at the outlet of the simulations. However, this condition is unstable in the presence of
backflow (fluid entering through the outlet). A mixed approach should be used in the presence of
backflow. A mixed BC adopts the zero gradient condition for a flux leaving the domain, while, a
direct value is imposed for a flux entering it. The backflow variable may be determined as a fixed
value (inletOutlet BC), or considered as the normal component of the velocity at the cell
face (pressureInletOutletVelocity3). The pressureInletOutletVelocity
should be used with a special treatment in the pressure to ensure the stability of the simulation
(Greenshields, 2016).
The velocity is usually adopted using the no-slip condition at the pipe’s wall. The
BC may be simplified to a fixedValue of 0, but the approach leads to a small error in the
calculation of the wall (viscous) stress (Moukalled et al., 2016).
The pressure field is usually specified with a fixed value at the outlet and with a zero
gradient condition at the inlet and at the wall. To use the pressureInletOutletVeloc-
ity BC, the pressure field at the outlet should be readjusted to ensure that an occasional rise in
the backflow velocity would be compensated by a decrease in the pressure, which prevents the
velocity of growing wildly.
The readjust in the pressure field is made using the totalPressure boundary
3Obtained from the BC code
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condition, which reduces the pressure in the presence of backflow. The total pressure condition
is given by:
p =
p0 for outflowp0 − 12ρ|V|2 for inflow (2.91)
where p0 is the “original” pressure at the outlet.
The OpenFOAM package solves the modified pressure equation (in the incompress-
ible solvers), given by prgh = p− ρg · x. The pressure field is calculated at every cell departing
from prgh (calculated BC). A specific boundary condition that adjusts the zero gradient
condition of the pressure field to include the effects of gravity and surface tension in the mod-
ified pressure field is the fixedFluxPressure (it is easy to see from the definition of prgh
that the zero gradient on p results in ∇prgh = −ρg). At the outlet, the totalPressure BC
is extended to the prgh field via the prghTotalPressure BC:
prgh =
p0 − ρg · x for outflowp0 − ρg · x− 12ρ|V|2 for inflow (2.92)
The prghTotalPressure BC is specially important when simulating multi-
phase flows. The pipe’s outlet is shared by many fluids in a multiphase flow. As consequence,
the density variation from fluid to fluid causes jumps in the prgh field for a constant pressure.
Therefore, the use of totalPressure leads to an unrealistic distribution of pressure, that
causes the numerical instabilities experienced by Tocci (2016).
The phase-tracking functions are usually solved using a fixed volumetric fraction
at the inlet and a zero gradient condition at the wall. At the outlet, the inletOutlet is
normally employed with an inflow of air, simulating a duct opened to the atmosphere. The
alphaContactAngle or the dynamicAlphaContactAngle BCs should be used at the
wall if the surface tension plays an important role in the flow, to include the wetting effects of
the wall in the simulation. These effects are crucial for the obtainment of spherical bubbles in
ducts of small diameter.
The turbulent equations are usually solved adopting a fixed value at the inlet (sub-
subsection 2.3.7), and setting a zero gradient condition at the outlet. Wall functions are used
close to the wall. The OpenFOAM provides a wall function for the turbulent kinetic energy
(kqRWallFunction) based on the zero gradient condition. However, the zeroGradient
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condition is used in this work.
The dissipation close to the wall is given by the epsilonWallFunction: (Liu,
2016)
 =
C0.75µ k
1.5
κy
(2.93)
The νt is obtained close to the wall as:
νt =
0, if y
+ < 5
ν
(
κy+
ln(y+)+κB
− 1
)
, otherwise
(2.94)
where y+ is obtained from k (y+ = C0.25ν
√
ky/ν), via the nutkWallFunction, or from
the velocity (Equation 2.60), via the nutUWallFunction. The νt is calculated using Equa-
tion 2.53 in the remaining computational domain (including the inlet and outlet patches).
2.3.13 The multiphaseEulerFoam solver
The OpenFOAM’s multiphaseEulerFoam solver was used in the simulations
of this project. The solver was developed by Wardle and Weller (2013), and consists in a hybrid
method to solve the NS equation. The method adopts the Euler-Euler equations with a VoF
interface tracking (including the interface compression coefficient).
The multiphaseEulerFoam is a solver for Newtonian incompressible phases.
The solver is designed in a way that any number of phases can be simulated, and all of them
can assume both the dispersed and continuous characteristic. It is assumed the hypothesis that
no phase transitions takes place during the flow. As consequence, the following equations are
discretized in the method:
∂χj
∂t
+Vj · ∇χj +∇ · [χj (1− χj)uc] = 0 (2.75 revisited)
∂ (ρχV)j
∂t
+∇· (ρχVV)j = −χj∇prgh+∇·
(
µχ
[
∇V + (∇V)T
])
j
+χjfs,j+χjfd,j (2.95)
The solver properties (surface tension, virtual mass, interface compression and drag
model) are defined per fluid-pair at the transportProperties file (Appendix B). The surface
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tension is modeled as proposed by Brackbill et al. (1992) (subsubsection 2.3.10). The virtual
mass model wasn’t considered in this work, and it’s modeling will not be explored in this text.
The interface compression method of Weller (2008) is used in the solver (subsubsection 2.3.9).
The drag force (Equation 2.88) depends on the diameter of the dispersed phase.
Two options are available for the diameter of the dispersed phase, the constant model and the
isothermal model. The isothermal model is based on the ideal gas relation:
p∀
T
= constant (2.96)
∀ = pid3e/6 (spherical dispersed phase) and T = constant (isothermal model).
Therefore, the relation leads to pd3e = constant. As consequence, if the diameter is known at
a determined pressure, it can be calculated as a function of pressure for the entire flow. Note
that this procedure only corrects the drag force calculation by modifying de. The volume of gas
remains the same, since the incompressible flow hypothesis was adopted.
Both the RANS and the LES models are available to be chosen in the solver. How-
ever, only mixture models were implemented (the phases share the same equation for the turbu-
lent parameters).
The solver allows a sub-time stepping for the equations of conservation of mass
(discretized phase-tracking functions). The developers of the solver (Wardle and Weller, 2013)
recommended 5 sub-time stepping cycles along with (a general) CFL < 1.5 to obtain a stable
solution, based on their results.
The numerical routine of the multiphaseEulerFoam is summarized bellow.
There is the option to include the solution of the turbulent equations inside the PISO loop. In
this case, it was observed (in the log of the solver) that the k −  model was solved before the
volume fraction loop, immediately after the CFL calculation. More details of the method can
be found in the original article describing the solver (Wardle and Weller, 2013).
1. Update the time step (if the option to calculate the time step departing from a fixed CFL
is turned on).
2. Solve the phase-tracking equations (with the sub-time stepping cycles - MULES algo-
rithm).
3. Compute the drag coefficients.
4. Solve the momentum equations for the preliminary values.
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5. Solve the Pressure-Velocity coupling (PISO algorithm):
a Compute the mass fluxes at the cell faces;
b Define and solve the pressure equation (repeat for the number of non-orthogonal
corrector steps);
c Correct the fluxes;
d Correct the velocities and apply the BCs;
e Repeat for the number of PISO corrector steps;
6. Compute the turbulence and correct the velocities.
61
3 METHODS
3.1 Preliminary Considerations on the Computational Cost of Slug Flow
Simulations
The slug flow usually takes around 100 diameters to develop in vertical pipes (sub-
subsection 2.2.6 or Figure 1.2). As consequence, huge domains are required to simulate contin-
uous slug flows in pipes, or through an inline equipment.
A fine mesh is required to properly represent the physics of the flow, limiting the
size of the cells in the axial direction of the pipe. Therefore, a large number of elements are
required to cover the development length of the pattern, a region that is usually of no interest.
As the computational cost of a numerical simulation scales with the number of cells inside the
mesh, the simulation of continuous slug flows becomes very expensive.
The idea to reduce, or even eliminate, the development length of the pattern comes
naturally in this scenario. A methodology to reduce the entrance length of the pattern is pro-
posed in this text. It requires the previous knowledge about the phases’ distribution (mixture
velocity, void fraction and period of the Slug Unity). The efficiency of the approach, η, is given
by the relation between the distance required for the development of the pattern using the di-
rect slug injection approach, Le,method, and the original entrance length (measured, simulated or
predicted by a correlation), Le,experiment, as:
η = 1− Le,method
Le,experiment
(3.1)
Note that the methodology proposed was developed for continuous slug flows pre-
senting inexpressive surface tension effects. A T inlet (analogous to the T-junction microchan-
nel studied by Qian and Lawal (2006)) also seems to be a good alternative to the proposed
methodology. However, it is emphasized that the flow in microchannels (where the T-junction
is used) are highly dependent on surface tension, while the flows of this project depend mostly
on gravity (buoyancy). It is notable the difference in the development of the flow in the two
scenarios. In Qian and Lawal (2006), large bubbles are formed right after the inlet, and they
hold their sizes during the flow. On the other hand, the beginning of the slug flow in larger pipes
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is marked by the churn pattern, and by the coalescence process.
If the interest is on the hydrodynamics of a single bubble, or a pair of bubbles, the
MFR adopted by Taha and Cui (2006); Quan (2011); Arau´jo et al. (2012, 2013) may be more
interesting than the current methodology, since it requires an even smaller domain. The bubbles
are fixed in the same position during the MFR simulations. Note that the approach can’t be used
to study the effects suffered/caused by the large bubbles in a complex geometry, as an in-line
equipment, that would come after the pipe where the slug flow occurs.
3.2 Pattern Injection Method
The direct slug flow injection methodology is based on the approximation of the
(scalar and vectorial) flow fields at the inlet of the domain. The combination of the fixed-
FluxPressure boundary condition (subsubsection 2.3.12) with the compressibility factor of
the interface (subsubsection 2.3.13) leads to a scenario where the conservation of mass (in the
integral form) can be used alone to predict the slug flow. No velocity approximations were
considered, nor bubble-shape correlations.
The methodology adopts an uniform velocity at the inlet, given by V = −Vmnin,
in order to ensure a constant mass flow rate inside the pipe. Note that the mixture velocity at
the measurement location should be used in the simulations.
The turbulent parameters (kin, in) are still being calculated by the approximations
proposed by Launder and Spalding (1974). Finally, an alternating uniform value (in the spatial
sense) of void fraction is adopted at the pipe’s inlet, leading to the periodic distribution present
in Figure 3.1.
Ttb Tls + Ttb
t
αtb
αls
α
Figure 3.1: Void fraction distribution imposed at the pipe’s inlet
The idea of the approach is to convert the stochastic void fraction signal measured
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by a sensor (the ultrasonic sensor in the experiments, and the measuring station in numerical
simulations), as Figure 4.8a, into the fully periodic signal presented in Figure 3.1. The method-
ology recalculates the liquid slug and Taylor bubble periods, Tls and Ttb, to ensure that the mass
of each component being artificially injected at Vm is the same present in the average slug unity,
measured by the sensor.
It is possible to write the mass flow rate at any cross-section of the pipe as:
m˙j(z, t) = −
∫
S
ρjVj · ndS (3.2)
where the subscript “j” indicates the phase, n is the vector normal to the surface and dS = dxdy.
Adopting the Favre average (in the spatial sense) of the velocity field of each phase
(Vj = 〈ρjVj〉 / 〈ρj〉), the equation can be written as:
m˙j(z, t) = 〈ρj〉 (z, t)Vj(z, t)Aj(z, t) = 〈ρj〉 (z, t)Vj(z, t)εj(z, t)A (3.3)
where A is the pipe’s area and εj is the area-average volumetric fraction of the phase “j”. Note
that 〈ρj〉 (z, t) = ρj and Vj = 〈V 〉 if the fluids are adopted as incompressible.
Let T be an arbitrary period of time. The total mass of each phase that crossed the
cross-sections of the pipe is given by:
mj(z) = A
∫ T
0
〈ρj〉 (z, t)Vj(z, t)εj(z, t)dt (3.4)
Consider the periodic slug flow structure presented in Figure 3.1. If the passage of
an entire slug unity is observed at a determined cross-section of the pipe, the total mass of each
element that crossed that section, and, therefore, the mass of each element in the slug unity, is
given by:
ml,su = A
∫ Tsu
0
〈ρl〉 (z, t)Vl(z, t) (1− α(t)) dt (3.5)
mg,su = A
∫ Tsu
0
〈ρg〉 (z, t)Vg(z, t)α(t)dt (3.6)
As previously explained, the injection of the void fraction profile (Figure 3.1) through
the pipe’s inlet is made at the mixture velocity . Therefore, (Vl = Vg = Vm(z)). Considering a
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time average density (ρj,su) of each fluid in the slug unity, the Equations 3.5 and 3.6 turn into:
ml,su = ρl,suVm,suA [(1− αls)Tls + (1− αtb)Ttb] (3.7)
mg,su = ρg,suVm,suA [αlsTls + αtbTtb] (3.8)
Adopting a homogeneous flow at the inlet, the mass of each phase that crosses the
patch during the same period is given by:
ml,in = ρl,inVm,in (1− αin)ATsu (3.9)
mg,in = ρg,inVm,inαinATsu (3.10)
Note that the mixture velocity varies with the position for compressible flows. From
the conservation of mass (ρjVs,jA = constant), it can be obtained that Vm,su = ρl,inVs,l,in/ρl,su+
ρg,inVs,g,in/ρg,su. Because of the hypothesis of homogeneous flow at the inlet,
Vm,su =
[
ρl,in
ρl,su
(1− αin) + ρg,in
ρg,su
αin
]
Vm,in (3.11)
Since a periodic structure was considered, the mass that is flowing in the slug unity
was injected through the pipe’s inlet during the same period. Therefore, ml,su = ml,in and
mg,su = mg,in. The two equalities lead to the same result, given by:
αlsTls + αtbTtb =
ρg,inρl,suαin
ρg,inρl,suαin + ρl,inρg,su (1− αin)Tsu = αsu,inTsu (3.12)
As previously mentioned, the idea of the proposed methodology is to regroup the
mass present in the slug unity into two new artificial zones. These zones are expected to readjust
themselves into the observed liquid slug and Taylor bubble with the flow. Therefore, to hold the
same periodic characteristic, Tsu = Tsu,measured. Since the bubble moves at Vtb > Vm during
the measurements (slip velocity), Tls < Tls,measured and Ttb > Ttb,measured.
The values at the inlet (subscript “in”) are the same of the original experiment/sim-
ulation. Therefore, the remaining variables are: ρl,su, ρg,su, αls, αtb, Tls and Ttb.
The densities should be obtained using a physically based model (incompressible
flow or calculated from measured values of pressure and temperature at the sensor). The re-
maining system consists in two equations (Equation 3.12 and Tsl + Ttb = Tsu) and 4 variables.
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As consequence, two variables are free to vary. However, their values are restricted to void
fractions between 0 and 1 and to periods greater than zero.
The void fractions were considered in this work as αtb = 0.95 and αls = 0, which
generated satisfactory values of Tls and Ttb during all the pattern injections. It may be hard to
find suitable values of void fraction for high amounts of gas (in relation to liquid) at low mixture
velocities, due to the slip velocity of the gas phase.
3.3 A Comparison Between VoF and Hybrid Slug-Flow Simulations
The VoF approach has been used by many authors to simulate the development of
multiphase intermittent flows. Successful VoF simulations of horizontal intermittent flows were
made by Andrianto et al. (2016), using the ANSYS Fluent 6.3, Ratkovich et al. (2013); Perez
et al. (2015), using the STAR-CCM+, and by Shuard et al. (2016), using the OpenFOAM’s
interFoam. In the vertical area, the works of Hernandez-Perez et al. (2011); Abdulkadir
et al. (2015) were both made using the STAR-CCM+.
Focusing on Shuard et al. (2016), the authors adopted the VoF solver with an inter-
face compression scheme (interFoam) to simulate the pattern transitions of horizontal (and
near-horizontal -±10o) gas-liquid flows, using the k−ω model for turbulence. The authors ob-
tained a good agreement of the slug flow occurrence between the simulations and a pattern map.
Besides that, the visual observation of the flow was reported as matching with the experimental
reference.
In his master’s thesis, however, Tocci (2016) obtained that the original VoF method
present in the OpenFOAM package isn’t suitable for the flow conditions leading to slug or
churn flow. The author related this result with the slip velocity of the patterns, and turned
into the Euler-Euler solver (multiphaseEulerFoam) to successfully generate a slug flow
pattern.
Jaeger et al. (2018) tested several different interpolation schemes during the VoF
method. The authors obtained a well represented slug flow only when a geometric reconstruc-
tion approach was considered. In the pictures provided by the authors, the compressible scheme
generated a distribution close to the churn flow pattern, while only the interface reconstruction
scheme was able to generate a flow close to the experimental reference (slug flow pattern).
However, the authors reported a simulation with a computational cost up to 4 times higher than
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the other methods when using the geometric scheme.
The relation reported by Tocci (2016) seems to agree with the results obtained by
Shuard et al. (2016); Jaeger et al. (2018). The vertical slug flow presents a high velocity gradient
close to the interface, due to the transition between the counter-current flow in the liquid film and
the co-current flow in the Taylor bubble. In horizontal slug flows, the entire flow moves at the
same direction, and the velocity gradient close to the interface is smaller. The results suggest
that the combination between a high velocity gradient and a high property ratio (density and
viscosity) in the interface results in a failure of the mixture model, and points the necessity of
reconstructing the interface for a proper evaluation of the cell fluxes.
The interIsoFoam solver was implemented in the OF-17.06. The solver was
developed by Roenby et al. (2016) and includes an interface reconstruction scheme to the orig-
inal VoF solver implemented in the OpenFOAM package. The solver is going to be explored in
future projects. The multiphaseEulerFoam was chosen for the simulations of this report,
due to its success in previous slug flow studies.
3.4 Common Conditions to all the Simulations of the Project
The common conditions adopted for all the simulations present in this text are pre-
sented throughout this subsection.
3.4.1 Fluid Properties, Turbulence and Gravity
The OpenFOAM’s multiphaseEulerFoam solver was adopted for the numer-
ical simulations of the project. Therefore, the gas and liquid phases were both modeled as
incompressible Newtonian fluids (subsubsection 2.3.13).
The presence of discrete (subgrid) elements was considered in both the continuous
phases (liquid and gas). The small bubbles were modeled with the isothermal model, while the
droplets were modeled with a constant diameter. The drag coefficient of Schiller and Naumann
(1935) was used in the two scenarios.
The standard (mixture) k −  was used for turbulence. The initial values and the
BCs were calculated using the approximations described in subsubsection 2.3.7.
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The gravitational acceleration of g = - 9.81 m/s2 was adopted in the axial direction
during the simulations.
3.4.2 Discretization and Solution Methods
The implicit Euler scheme was used for the time discretization (first order), and
second-order flux-limited schemes (subsubsection 2.3.2) were considered during the space dis-
cretization, as in Tocci (2016). The complete list of selected schemes is presented in Appendix
C.
The system was solved using the GAMG method, and the PBiCG method was used
in the solution of the momentum and turbulent equations (check Behrens (2009) to get more
information about the solvers). The phase-indicator functions were solved with the MULES al-
gorithm using 5 sub-time step cycles (nAlphaSubCycles = 5). The PIMPLE algorithm (op-
erating as PISO - nOuterCorrectors = 1) was adopted to correct the velocity and pressure
fields. The pressure coupling was solved 3 times (nCorrectors = 3) for each time step, with
1 extra step (per solution) for the non-orthogonal correction (nNonOrthogonalCorrectors
= 1). No relaxation factors were considered in the iterative process, and the convergence criteria
was set to 1e−4. The fvSolution file used during the simulations can be found in Appendix
D.
3.4.3 Mesh Generation and BCs
The Butterfly mesh was used in the project. The mesh combines a cylindrical grid
close to the pipe’s wall with a Cartesian grid in the middle of the pipe (Figure 3.2). The Butter-
fly mesh obtained the best results during the multiphase simulations of Hernandez-Perez et al.
(2011). Besides that, the Butterfly mesh was used in the original slug flow simulation of Ab-
dulkadir et al. (2015), and generated good results in Tocci (2016).
The mesh was built to present the Cartesian grid occupying 50% of the pipe’s diam-
eter (departing from the vertexes of the middle square). The number of cells in the azimuthal
direction of the cylindrical grid is the same of the middle square, N . The radial direction in the
cylindrical grid is divided in two zones: the intermediary zone, with elements equally spaced,
and the inflation zone, where the size of the cells reduce with the proximity to the wall. The
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inflation was used to properly capture the high gradient of the velocity field close to the wall.
This text adopts the cylindrical part of the mesh with a Ni number of elements. The interme-
diary zone was adopted occupying 70% of the cylindrical region, but pursuing only 50% of its
elements (0.5Ni). The inflation zone was defined with a size ratio of 0.1 between its first and
last elements (the elements follow a geometric progression).
Figure 3.2: Cross Section of the Butterfly Mesh used in the simulations. N = 8, Ni = 12.
The mesh follows a uniform cell distribution in the axial direction, withNz elements
equally spaced. The blockMeshDict script used during the construction of the mesh is
presented in Appendix E.
The BCs described in subsubsection 2.3.12 were adopted during the simulations.
The set of BCs adopted is summarized in Table 3.1.
3.4.4 Time step and Data Acquisition
A constant time step of 5e−5s was used in the simulations. This time step leads to
a maximum CFL ≈ 0.2 during the air-silicone oil simulations, and a maximum CFL ≈ 0.5
during the air-water simulation.
The data acquisition was made using the areaAverage operation of the sur-
faceFieldValue function. The function was used to calculate the area average of the phase
indicator function every 0.01s, leading to an estimative of the (average) void fraction at the
desired surface. The measuring stations were distributed over the axial direction every 0.5m.
Two additional stations were considered at z = 4.4m and z = 4.489m during the replication of
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Abdulkadir et al. (2015)’s simulation.
Table 3.1: Boundary conditions adopted during the CFD simulations.
Field Inlet Outlet Wall
alpha.air uniformFixedValue1 inletOutlet, inletValue=1 zeroGradient
alpha.liquid uniformFixedValue2 inletOutlet, inletValue=0 zeroGradient
alphas calculated calculated calculated
U.air fixedValue, (0 0 Vm) pressureInletOutletVelocity fixedValue, (0 0 0)
U.liquid fixedValue, (0 0 Vm) pressureInletOutletVelocity fixedValue, (0 0 0)
p rgh fixedFluxPressure prghTotalPressure zeroGradient
p calculated calculated calculated
k fixedValue, Eq. 2.64 zeroGradient zeroGradient
epsilon fixedValue, Eq. 2.62 zeroGradient epsilonWallFunction
nut calculated calculated nutUWallFunction
1 Vs,g/Vm during the entire flow simulation, tableFile during the direct slug flow injection.
2 Vs,l/Vm during the entire flow simulation, tableFile during the direct slug flow injection.
3.5 Air-Silicone Oil Numerical Simulations
The work of Abdulkadir et al. (2015) was replicated during this project. The authors
adopted an air-silicone oil flow in a vertical pipe of D = 67mm and L = 6m. The fluids
considered by the authors have their physical properties described in Table 3.2.
Table 3.2: Fluid properties of the air-silicone oil simulation.
ρl [kg/m3] ρg [kg/m3] µl [µPa/s] µg [µPa/s] σ [N/m]
900 1.18 5300 18 0.02
Abdulkadir et al. (2015) adopted the hypothesis of incompressible flow. The super-
ficial velocities of Vs,l = 0.05m/s and Vs,g = 0.344m/s were considered during their simulation.
The initial conditions consisted in the tube filled with static liquid (V = (0 0 0)), with a homo-
geneous flow at the inlet (V = (0 0 0.394) and α ≈ 0.87). In this project, during the replica
of the study made by Abdulkadir et al. (2015), an interface compression factor of Cχ = 1 was
adopted, as in Tocci (2016).
The initial conditions were modified to a tube filled with liquid moving at V = (0 0
0.394) during the direct slug flow injection proposed in this text, and an alternating void fraction
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(between α = 0.95 and α = 0.0) was imposed at the inlet, with its periods obtained from the
measurements made in the replica at z = 4.5m (more details can be found in the beginning of
subsubsection 4.1.3. The obtained values are Tsu = 0.9 and αsu,in = 0.87):
Table 3.3: Slug properties (at the inlet) of the air-silicone oil direct slug flow injection.
αls αtb Tls [s] Ttb [s]
0 0.95 0.0758 0.8242
The k,  initial fields and BCs were obtained using the mixture properties (density
and viscosity) calculated for α = Vs,g/Vm (and using the equations described in Table 3.1). The
discharge was considered at the atmospheric pressure (p=1atm at the outlet).
It was assumed a dispersed bubble with d = 3mm at p=1atm (corrected for the entire
pressure field using the isothermal model) and a dispersed droplet with a constant diameter of
d = 0.1mm during the simulations, as no information about the dispersed phases was provided
in the original article.
Abdulkadir et al. (2015) employed a mesh of ∼ 500 thousand elements during their
simulations, achieving satisfactory results. Tocci (2016), who also worked with the data re-
ported by Abdulkadir et al. (2015), made a mesh study which resulted in a mesh of ∼ 1 million
elements. Both authors adopted a Butterfly mesh structure. The larger mesh adopted by Tocci
(2016) resulted in a slightly better Taylor Bubble velocity in relation to the original study of
Abdulkadir et al. (2015).
The simulations made in this text were made based on a combination of N = 8,
Ni = 12 andNz = 180 cells/meter (Nz = 1080 for the entire 6m pipe), which generated a mesh
of ∼ 500 thousand elements. This mesh size was chosen based on the proper representation of
the flow by the numerical simulation of Abdulkadir et al. (2015) (that considered a mesh of the
same size) and on the computational power available (a finner mesh, as the one used by Tocci
(2016), would be too expensive for the computational power available). It is emphasized that
the two works cited considered distinct numerical approaches (VoF in Abdulkadir et al. (2015)
and Euler-Euler in Tocci (2016)), therefore, the difference in the result obtained by the authors
can’t be related to the mesh size only.
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3.6 Numerical Simulation of an Air-Water System
A vertical pipeline was built at CEPETRO to investigate a multiphase ultrasonic
sensor. The experiments were made by other researchers, and only the data useful to this project
is going to be reported. A schematic of the experimental apparatus is presented in Figure 3.3.
Figure 3.3: Schematics of part of the experimental apparatus used for the air-water data acqui-
sion.
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The experimental region of interest consisted in a vertical pipe with an internal
diameter of 52.5mm and a total length of 10.4m. The ultrasonic sensor and one camera were
positioned at 8.1m from the inlet (L = 154D), to ensure the observation of a fully developed
flow.
Only one acquisition is going to be used in this text, because of the computational
cost of the simulations. Its average data, measured close to the pipe’s inlet, is presented in
Table 3.4.
Table 3.4: Parameters of the air-water experiment measured close to the pipe’s inlet.
Vsl [m/s] Vsg [m/s] Pin [kPa] Tin [oC]
0.5341 0.1754 196.510 27.38
The data of 44 slug unities was considered in the analysis (Appendix A). The aver-
age values measured by the sensor are described in Table 3.5. The measurements made at the
quick-closing valves system are presented in Table 3.6. Note that, due the proximity of the sen-
sors, the temperature and pressure measurements are considered the same for the quick-closing
valves system and for the ultrasonic-sensor.
Table 3.5: Parameters of the air-water experiment measured by the ultrasonic sensor.
αls αtb αsu Vg,ls [m/s] Vtb [m/s] Tls [s] Ttb [s]
0.06083 0.6518 0.1660 0.8970 1.089 0.5755 0.0931
Table 3.6: Parameters of the air-water experiment measured at the quick-closing valves system.
αqc Pus [kPa] Tus [oC]
0.1572 139.054 27.48
The average bubble diameter is required to model the dispersed phase. A filmed
frame of the aerated liquid slug was selected to estimate the dispersed phase diameter (Fig-
ure 3.4a). Using the Open-Source FIJI (ImageJ) software, a sampling of 250 bubbles (Fig-
ure 3.4b) was analyzed. It was assumed that the picture shows the largest cross section of the
bubbles. Besides that, an ellipse was drawn fitting each bubble, allowing a reasonably good fit
of the non-spherical (deformable) elements.
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(a) Original Picture (b) Selected Bubbles
Figure 3.4: Picture of part of a Liquid Slug. Used to calculate the dispersed phase radius for the
simulations.
The software returned the area of each ellipse, by considering a scale based on the
pipe’s diameter. The discrete PDF of the bubble’s area, and its expected Gaussian Curve, are
presented in Figure 3.5. The diameter of the dispersed phase was adopted as dd =
√
4ave(A)/pi.
The average area obtained was ave(A) = 3.7280mm2, leading to dd ≈ 2.18mm. Therefore, the
dispersed bubbles were modeled with d = 2.18mm at p = 139kPa, and the dispersed liquid was
assumed with d = 0.1mm.
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Figure 3.5: Bubble area distribution of Figure 3.4b. In blue: discrete PDF. In red: Gaussian
curve.
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The flow properties at the pipe’s inlet (calculated at Pin,Tin - Table 3.4) are: ρl,in =
996g/m3 and ρg,in = 2.28kg/m3. The properties at the ultrasonic sensor (calculated at Pus and
Tus) are presented in Table 3.7. All the flow properties were obtained using the IRC (n.d.)
website. The approach described in subsection 3.2 leads to the values described in Table 3.8.
Table 3.7: Fluid properties of the air-water simulation.
ρl,su [kg/m3] ρg,su [kg/m3] µl,su [µPa/s] µg,su [µPa/s] σ [N/m]
996 1.61 842 18.6 0.0716
Table 3.8: Slug properties (at the inlet) of the air-water simulation.
αls αtb Tls [s] Ttb [s]
0 0.95 0.4452 0.2234
The mixture velocity, given by Equation 3.11, has the value of Vm = 0.7825m/s.
Both the phases are injected with a velocity field of (0 0 Vm) at the inlet. The mixture density
and viscosity were calculated based on αsu,in to set constant turbulent fields at the inlet, using
the same procedure reported in the previous subsection (3.5). A discharge at p = 139kPa was
considered during the simulation, and the initial condition was the pipe filled with water moving
at (0 0 Vm).
The same air-silicone oil mesh structure was used for the air-water flow (N = 8,
Ni = 12 and Nz = 180 cells/meter). The air-water simulations were made considering a 4m
pipe with D = 52.5mm. The interface compression factor was considered as Cχ = 1.
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4 RESULTS AND DISCUSSION
4.1 Air-Silicone Oil Flow
The results obtained during the remake of Abdulkadir et al. (2015) are analyzed in
the following subsubsections. A picture of the pipe’s midplane is presented in Figure 4.1.
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Figure 4.1: Picture of the flow at a pipe’s midplane. t = 11.2s. In red: air; blue: silicone oil;
green: interface.
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The figure reveals the expected growth of both the bubble and the liquid slug with
the position in the axial direction. The flow starts as an uniform void fraction distribution
(homogeneous model), and quickly develops large bubbles (in relation to the diameter), that
can be seen in the picture at z ≈ 0.8m.
The liquid slugs close to the inlet aren’t large enough to hold two consecutive bub-
bles separated, leading to their agglutination, which causes a quick growth of Ttb with the po-
sition. More ahead in the pipe, the relative velocity between two consecutive bubbles, a con-
sequence of the oscillations in the liquid slug velocity field caused by the leading bubble, is
responsible to a smooth increase in the spacing between the gas pockets.
The Figure 4.1 also explicits the lack of symmetry of the TBs present in the flow,
and the large variation of the slug unity size. Besides that, the legend of the figures indicates
almost none small bubbles in the liquid slugs.
4.1.1 1st Bubble Analysis
Abdulkadir et al. (2015); Tocci (2016) adopted an approximation of the turbulent
parameters at t=0 for the air-silicone oil simulation. This approximation, however, wasn’t re-
ported by the authors. Frenk (2016), in his unofficial reports, obtained that the initial values of
the k−  model affects the behavior of the flow at the beginning of the simulation, reporting the
occurrence of an artificial (non-realistic) instability depending on the internal fields of k and .
This thesis considers the initial internal field with the same values of the inlet, which
leads to the same instability reported by Frenk (2016). The Figure 4.2 shows its evolution
obtained in this project (the same condition occurs for all the scenarios studied, and the pictures
are of the pattern injection study).
Some tentatives of finding proper internal fields for the turbulent variables, which
avoid the non-realistic response, were made without success. The instability vanishes quickly
due to the adjustment of the turbulent parameters with the flow. As consequence, it doesn’t
affect the quality of the results. However, its presence has impacts in the shape of the first
generated Taylor Bubble.
Abdulkadir et al. (2015) and Tocci (2016) avoided the instability by adopting a
convenient combination between the initial k −  fields. The authors obtained an axisymmetric
first bubble followed by large bubbles without symmetry. On the other hand, the instability
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present in this project, along with a high interface compression factor, generates a first bubble
that does not achieve a symmetry. The evolution of the first bubble as function of position
follows in Figure 4.3.
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Figure 4.2: Evolution of the artificial instability observed in the simulations
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Figure 4.3: Evolution of the 1st Taylor Bubble with the position. Air-silicone oil flow.
Abdulkadir et al. (2015) adopted in their numerical work two virtual sensors to
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measure the area-average of the void fraction as function of time. The sensors were placed at
z = 4.4m and z = 4.489m. The same sensors were adopted in this project, and the void fraction
of the first TB as function of time obtained by them is presented in Figure 4.4
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Figure 4.4: Void Fraction of the first Taylor Bubble as function of time. Air-silicone oil flow.
Abdulkadir et al. (2015) used a cross-correlation between the (area-average) void
fraction signals measured at z = 4.4m and z = 4.489m to compute the Taylor Bubble velocity.
The authors selected the signal obtained by the sensor at z = 4.4m as reference, and adopted
different values of time delay to translate the signal obtained at z = 4.489m in time. The
Pearson Correlation Coefficient (PCC), r, was adopted to compare the two signals for differ-
ent values of time delay. It is considered that the curves are superposed when the coefficient
achieves its maximum value.
The PCC can be calculated as presented in Equation 4.1. In the equation, f1 and f2
represents two discrete functions calculated for the same set of variables, and n is the number
of points being compared.
r =
n
∑
f1f2 −
∑
f1
∑
f2√
n
∑
f 21 − (
∑
f1)
2 ·
√
n
∑
f 22 − (
∑
f2)
2
(4.1)
The flow structures (TB and LS) change with the position and time because of the
unsteadiness of the flow. As consequence, there is some dispersion in the superposed signals
(the f1 x f2 curve is not a perfect straight line) and the correlation factor isn’t exactly 1 when
the signals are superposed. Note that f1 and f2 represents the void fractions measured by the
two sensors in this work, and they share the time as their common variable (the original time
for f1 and the translated time for f2).
The PCC obtained for the 1st TB formed in the flow is presented in Figure 4.5a. The
curve reaches its peak for a time delay of 0.086s, indicating that the bubbles best fit each other
if the signal at z = 4.489m is advanced by this time. This condition is presented in Figure 4.5b.
It is notable in Figure 4.5b that the signal at z = 4.4 is “stretched” in relation to the obtained
at z = 4.489. The superposed void fraction curves present a relative good agreement at the
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TB tail. However, the signals still delayed in relation to the nose of the bubble. Due to the
proximity of the sensors, this little time delay implies in a huge difference in the TB velocity. A
manual adjustment of the time delay was used to overcome this situation, and the nose and the
tail velocities were calculated separately.
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(a) PCC as function of the time delay for the first TB.
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(b) Superposition of the first TB void fraction signals based on the highest PCC value.
Figure 4.5: First Taylor bubble analysis using the cross-correlation of the void fraction signal.
The signals coincide in the nose starting position if the signal obtained at z =
4.489m is advanced in 0.101 ± 0.0005s (Figure 4.6a). The signals coincide in the tail for
a time delay of 0.083 ± 0.0005s (Figure 4.6b). The Taylor Bubble nose velocity is given
by Vtb = 0.089/0.101 = 0.8812 ± 0.0044m/s, and the TB tail velocity is given by Vtb =
0.089/0.083 = 1.0723 ± 0.0065m/s. Abdulkadir et al. (2015) published the experimental val-
ues of Vtb = 0.84m/s at z = 4.4m and Vtb = 0.82m/s at z = 4.489m, for both the TB nose and
tail. The authors obtained the numerical value of Vtb = 0.89m/s, which is slightly higher than
the velocity obtained for the bubble’s nose in this project.
As previously mentioned, the 1st bubble obtained by Abdulkadir et al. (2015) was
axisymmetric (in both the experiment and simulation). The 1st TB doesn’t present any axis of
symmetry in this text, due to the oscillations caused by the non-realistic instability at the begin-
ning of the simulation, and by the unrealistic velocities at the interfacial elements, due to the
adoption of a high interface compression factor. As consequence, the bubble stretches/contracts
during the flow, leading to a relative velocity between its nose and tail. It is clear in the void
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fraction curves obtained for the first TB (Figure 4.5b) that the bubble contracts between the two
measuring planes , which explains the large velocity of the bubble’s tail.
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(a) Superposition of the TB nose measured by the two signals. Obtained for a time delay of 0.101s
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(b) Superposition of the TB tail measured by the two signals. Obtained for a time delay of 0.083s
Figure 4.6: Superposition of the signals for the first TB based on different bubble regions.
The nose velocity is related to the transport of the gas phase, and depends mostly on
buoyancy and on the velocity profile ahead of the bubble. The tail velocity, however, is highly
dependent on the deformations in the bubble shape. Due to the mass conservation of the gas
pocket, the gas present in the bubble is forced down and the bubble stretches if the liquid film
thickness increases in size. As the bubble’s nose motion is independent of its shape, the bubble
stretch results in a tail velocity different from the nose velocity. Because of this nature, the nose
velocity was adopted as reference in the remaining parts of this project.
The dimensionless numbers of the air-silicone oil fluid pair follows in Table 4.1.
Table 4.1: Dimensionless Numbers of the air-silicone oil flow.
Eo Mo Ar
1979 1.074× 10−6 8.497× 107
The value of Eo = 1979 is outside the range studied by White and Beardmore
(1962) (3 < Eo < 400), although Mo is inside it (10−12 < Mo < 108). The definition of the
numbers, however, may be used to extend the results obtained by the author. Eo expresses a
relation between gravity and surface tension. White and Beardmore (1962) obtained that the
surface tension effects may be disregarded (in relation to buoyancy) if Eo > 70. Then, besides
being outside the range of study, it is safe to assume that the surface tension effects are even less
significant in the current study than in the experiments made by White and Beardmore (1962).
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The air-silicone oil flow conditions result in Ar = 8.497 × 107. The Archimedes
number expresses a relation between gravity and viscosity, and, according to White and Beard-
more (1962), the viscosity effects can be disregarded if Ar > 105. Therefore, besides the high
viscosity of the liquid, the flow obtained is in the inertial regime ( both the viscosity and sur-
face tension effects are negligible). As consequence, it is safe to assume that the bubble would
follow the Dumitrescu (1943)’s equation for the TB velocity in a static media (Equation 2.12).
Since only the liquid phase is present above the first TB, and the rising velocity of
large bubbles depends mostly on the velocity profile ahead of it, it is safe to assume that the
first TB velocity follows the same correlations of a single bubble in a co-current flow. The
only modification required is the use of Vm instead of 〈Vl〉, as the liquid is forced to move at
the mixture velocity to ensure the conservation of mass. The Gamma (Equation 2.14) obtained
using Vm instead of 〈Vl〉 has the value of 15572, which leads to c = 1.2 ± 0.1. The liquid
Reynolds number is Rel = ρlVmD/µl = 4483, which also suggests the same value (turbulent
liquid).
Therefore, the expected velocity of the 1st Taylor Bubble is:
Vtb = (1.2± 0.1)Vm + 0.35
√
gD = 0.7566± 0.0394m/s (4.2)
which is lower than the experimental value obtained by Abdulkadir et al. (2015).
The time signal can be converted to a space signal using: zˇ = Vtb(t − t0), where
t0 is the time where the bubble’s nose reach the sensor (the bubbles start at zˇ = 0), and Vtb =
0.88m/s (Taitel and Barnea, 1990; Shoham, 2006). The converted signals were compared to the
bubble shape predicted by Dumitrescu (1943) (Equation 2.13) and by the mechanistic model of
Taitel and Barnea (1990) (Equation 2.23). The predicted (area-average) void fractions, α, of the
mechanistic models were plotted along with the area average of the phase-tracking function of
the CFD simulation in Figure 4.7. Two values were used as reference for the beginning of the
bubble at zˇ = 0: α = 0.001 and α = 0.1.
The Figure 4.7b shows that the void fraction signal measured at z = 4.489m agrees
well with the results of the Taitel and Barnea (1990) model, specially in the bubble nose. Both
the curves approach the Taitel and Barnea (1990)’s response in the rest of the bubble, in the
locations where no oscillations were present.
The mechanistic model of Taitel and Barnea (1990) adopts the balance of forces
between the phases to determine the bubble shape. This approach considers both the viscosity
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and the velocity of the phases to calculate the shear stresses. The flow presents a bubble velocity
of 2.23Vm, forcing the liquid film to flow downstream. The high viscosity of the liquid phase
limits the velocity profile in the region, creating a thick liquid film. In such conditions, the
potential flow hypothesis made by Dumitrescu (1943) underpredicts the liquid film thickness,
since it doesn’t take into account the viscous effects.
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Figure 4.7: Comparison between the bubble void fractions measured at z = 4.4m and z =
4.489m with other predictions found in the literature.
Kang et al. (2010) worked with TBs in vertical quiescent environments, and ob-
tained that the bubble shape depends mostly on Eo and Ar, with the bubble getting fatter and
shorter for low Ar, while getting longer and thinner for high Ar, confirming the importance of
the liquid viscosity in the bubble shape. The authors obtained that δ∞/D = 0.32Ar−0.1, where
δ∞ is the stabilized film thickness. Arau´jo et al. (2012) obtained that Kang et al. (2010)’s corre-
lation is only valid for high Ar (above 10,000), with the Mo playing an important role for low
Archimedes number flows. Also, according to Quan (2011), the nose becomes thicker in co-
current flows, which also contributes to the divergence from the Dumitrescu (1943)’s equation
during the prediction of the bubble shape.
The average void fraction of the 1st Taylor Bubble is obtained via the numerical
integration of the signal. A summary of the 1st bubble measured parameters and their compar-
ison with the values reported by other authors is presented in Table 4.2. The error values were
represented as a percentage of the original value, and the experimental values were adopted as
the reference during the error calculation.
The Table 4.2 suggests a good result obtained for the first TB. The current simu-
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lation resulted in lower errors in relation to the data obtained by the other authors, except for
the length of the TB. However, it is emphasized that the bubble obtained in the experiment is
axisymmetric, and that the void fraction after its passage is around 0.2, indicating that the liquid
is aerated by the bubble. Both Abdulkadir et al. (2015); Tocci (2016) obtained these properties,
while the void fraction tends to zero after the passage of the first bubble in this project, and the
same doesn’t present any kind of symmetry.
Table 4.2: Summary of the data obtained for the 1st Taylor bubble of the air-silicone oil flow.
Author Abdulkadir et al. (2015) Tocci (2016) Current work
Parameter Location Experimental Value Error Value Error Value Error
Vtb [m/s]
z = 4.4m 0.84
0.89
6.0%
- - 0.88
4.8%
z = 4.489m 0.82 8.5% 7.3%
Duration1[s]
z = 4.4m 0.77 0.61 21% 0.69 10% 0.61 21%
z = 4.489m 0.75 0.61 20% 0.70 6.7% 0.59 21%
Average α2
z = 4.4m 0.62 0.68 9.7% 0.71 15% 0.64 3.2%
z = 4.489m 0.61 0.69 13% 0.71 16% 0.63 3.3%
α Peak
z = 4.4m 0.77 0.81 5.2% 0.79 2.6% 0.77 0%
z = 4.489m 0.76 0.82 7.9% 0.80 5.3% 0.78 2.6%
1 Obtained from the graphs presented in the Fig. 4.25 of Tocci (2016).
2 A handmade curve fit was made using ImageJ (Fiji) based on the Fig. 4.25 of Tocci (2016).
4.1.2 Continuous Slug Flow
A total simulated time of 12.4s was used during the replication of Abdulkadir et al.
(2015)’s work. The simulation took 18 days to complete, using a mesh decomposition in 8
processors. The full signals obtained at the measuring locations (z = 4.4m and z = 4.489m)
as function of time, and their PCC as function of time delay are presented in Figure 4.8. A
time-delay step of 0.01s was used during the PCC calculation.
The PCC presented in Figure 4.8c achieves its maximum value for a time delay of
0.08± 0.005s. Therefore, the TB velocity is given by Vtb = 1.1125± 0.0695m/s.
Abdulkadir et al. (2015) described in their work an experimental TB velocity of
Vtb = 1.59m/s (time delay of 0.056s) and a numerical (CFD) TB velocity of Vtb = 1.48m/s
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(time delay of 0.06s). Tocci (2016), who worked with the data provided directly by the authors,
obtained Vtb = 1.19m/s (time delay of 0.075s), and described the experimental value of Vtb =
1.19m/s (time delay of 0.075s), and the value obtained numerically by Abdulkadir et al. (2015)
as Vtb = 1.11 (time delay of 0.08s).
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Figure 4.8: Void fraction (area-average) comparison between z = 4.4m and z = 4.489m.
Abdulkadir et al. (2014) used the same pair of fluids and pipe in their previous
experimental work. The authors presented a plot of Vtb against Vm (Fig. 9 in Abdulkadir et al.
(2014)) for mixture velocities above that used in Abdulkadir et al. (2015). The tendency of
this graph (extrapolation) suggests a velocity around 1m/s to be expected for Vm = 0.394m/s.
Therefore, it is assumed in this dissertation that the values provided by Tocci (2016) are the
correct values obtained by Abdulkadir et al. (2015).
The velocity obtained in this project present an error of 6.7% in relation to the
experimental value, the same result obtained by Abdulkadir et al. (2015) (considering the values
provided by Tocci (2016)), besides the two different numerical approaches (VoF x Euler-Euler;
a similar mesh size was adopted).
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The reference value of αref = 0.25 was considered during the study of the signals,
based on the maximum void fraction that allows the existence of the bubbly pattern in a con-
tinuous liquid phase (Taitel et al. (1980)). The liquid slugs are represented by the time interval
between the bubbles, in the regions where α < αref . The distribution of Tls, Ttb and Tsu as
function of the slug unity of the two signals (present in Figure 4.8a) is presented in Figure 4.9.
Note that the slug unity was considered beginning in the nose of the TB, and the last structure
wasn’t considered in the analysis, since it isn’t possible to know if the slug unity is complete.
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Figure 4.9: Time Periods obtained for each slug unity.
It is clear in Figure 4.9 that the slug flow presents a high variation in its characteristic
periods. Adopting the t-Student distribution with 95% confidence, Tls = 0.3311 ± 0.1235 s,
Ttb = 0.4544± 0.0882 s and Tsu = 0.7856± 0.1444 s at z = 4.4m, and Tls = 0.3400± 0.1359
s, Ttb = 0.4444 ± 0.0886 s and Tsu = 0.7844 ± 0.1925 s at z = 4.489m. The values indicate
that the liquid slugs are the parameters that suffers the biggest oscillations in their periods (in
percentage of the average value).
The average periods are converted from time to space by adopting ∆z = Vtb∆t.
Note that the TB velocity depends on the length of the liquid slug right above it (subsubsec-
tion 2.2.4). Therefore, since the average Vtb was calculated, the approach should be used to
convert the average periods. The use of the average Taylor bubble velocity to transform a single
slug unity may lead to a huge error in the result, as this specific slug unity may be moving at a
considerably different velocity than the average pattern.
Due to the proximity between the periods measured by the two stations, an inter-
mediary value (average) was adopted to calculate the lengths. The approach leads to lls =
0.3734± 0.1048m , ltb = 0.5000± 0.0761m and lsu = 0.8733± 0.1445m.
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Abdulkadir et al. (2015) reported the experimental values of lls = 0.31m, ltb =
0.49m and lsu = 0.80m, and the numerical values of lls = 0.32m, ltb = 0.50m and lsu = 0.82m.
The obtained results are close to the values reported by the author. The biggest discrepancy
is in the length of the liquid slug, that is reasonably bigger in the current simulation than the
expected. The slug unity, as consequence, also presents an increase in its size due to the increase
in the liquid slug size. It is important to mention that Abdulkadir et al. (2015) considered 60s
in the experiment and 16s in the simulation. The current simulation was made considering a
total time of 12.4s only, which, along with the high natural variation in the size of the elements
present in the flow (Figure 4.9), has impacts in the results. Besides that, the numerical approach
considered, as it will be shown in the remaining of this subsubsection, tends to underpredict the
gas phase present in the liquid slugs, which impacts the distribution of phases of the flow.
The Table 4.3 reports the values of Vtb obtained using the correlations introduced in
subsubsection 2.2.4, that are calculated based on the experimental data reported by Abdulkadir
et al. (2015) (Vtb,l = 0.84 and lls = 0.31). A prefect agreement was achieved between the
equation proposed by Pinto and Campos (1996) and the reported value of Vtb,t = 1.19m/s.
Table 4.3: Trailing Taylor Bubble velocity calculated using some correlations found in the
literature.
Author Vtb,l [m/s] lls [m] Vtb,t [m/s]
Moissis and Griffith (1962) 0.84 0.31 0.89
Pinto and Campos (1996) 0.84 0.31 1.19
Taitel et al. (1980) 0.84 0.31 0.92
Mayor, Ferreira, Pinto and Campos (2008) 0.84 0.31 0.92
The void fractions were integrated numerically through all the 9 slug unities of
Figure 4.8a. The average void fraction of the characteristic flow structures were obtained as
αls = 0.0522, αtb = 0.6302 and αsu = 0.3866 at z = 4.4m, and αls = 0.0507, αtb = 0.6135
and αsu = 0.3696 at z = 4.489m. Abdulkadir et al. (2015) reported the experimental values
of αls = 0.17 and αtb = 0.65 at z = 4.4m, and αls = 0.16 and αtb = 0.62 at z = 4.489m.
The numerical values reported by the author were αls = 0.14 and αtb = 0.60 at z = 4.4m, and
αls = 0.13 and αtb = 0.56 at z = 4.489m. Tocci (2016) didn’t report any values of average void
fraction. However, from his plots (Fig. 4.21 and 4.22 in his dissertation), the simulation made
by the author resulted in a liquid slug void fraction smaller than in the experiments. The result is
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probably due to an over-compression of the interface, that tends to reunite all the gas phase into
large elements. A criteria to control the interface compression effect, as the approach proposed
in subsubsection 2.3.9, would probably result in a better representation of the dispersed phase.
The Taylor bubbles, however, were well represented in the multiphaseEulerFoam, due to
their segregate characteristic, that isn’t highly affected by the artificial interface compression.
Many authors related the Probability Density Function (PDF) to the observation
of determined flow patterns (Jones and Zuber, 1975; Barnea and She´mer, 1989; Costigan and
Whalley, 1997). The slug flow pattern is marked by two peaks in the PDF of the (area average)
void fraction; the first peak represents the liquid slug, which presents a low void fraction, and
the second peak represents the Taylor bubble, at a high void fraction.
Measuring stations were distributed every 0.5m in the axial direction of the pipe to
analyze the development of the flow. The signals were analyzed in the time interval between 9.3
and 12.4s, in a tentative to characterize the slug flow development. The response was obtained
adopting αref = 0.25. Due to some occasional quick decays in the void fraction, followed
by a peak, a new LS was considered only if α < 0.1. The procedure is necessary due to
the low number of SUs being considered. The presence of this quick variations in the signal
highly affect the results if they are considered as different bubbles. The discrete PDF was
built considering an interval of 0.01 in the void fraction. The obtained values are presented in
Table 4.4.
Table 4.4: Slug flow development as function of position.
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The signals present an slug flow characteristic since z = 1.0m, as they are marked
by the alternation between high and low void fractions. The PDF distributions are marked by
the presence of the two peaks of probability after the same location, confirming the slug flow at
z = 1.0m. This is an unexpected result, and it is related to an unrealistic transition to the slug
flow pattern. The phases are quickly forced into large structures, leading to an absence of small
bubbles, as it is notable by the almost zero liquid slug void fraction (and by the peak in the PDF
close to zero). This is probably due to the lack of an interface compression criteria, that would
prevent the over-agglutination of the gas phase into large TBs.
In the experiments and in the VoF simulation of Abdulkadir et al. (2015), the two
peaks in the PDF only occurs at z = 4.0m. In Tocci (2016), the signal at z = 1.0m (Tab.
4.4 of his thesis) also presents the two peaks characteristic of the slug flow pattern, which
indicates that the Euler-Euler approach (at least without an interface compression criteria) leads
to an unrealistic formation of the slug flow. This is an important result, that may indicate that
the Euler-Euler approach (as implemented in the multiphaseEulerFoam) can’t be used to
simulate a equipment submitted to the slug flow at its inlet, specially if the TBs are shattered by
the equipment, as the formation of bubbles using the method isn’t realistic. A study of bubble
formation must be made before adopting the Euler-Euler approach to study the slug flow in a
complex system, to ensure a physically based simulation.
It is notable the increase in the periods with the flow. The liquid slug only reaches
the average period observed by the sensors (at z = 4.4m and z = 4.489m) after z = 2.5m. The
Taylor Bubble period only reaches the average period measured by the sensors at z = 3.0m.
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However, the values keep growing for the remaining locations, instead of stabilizing around the
values measured at the sensors. This may be an indicative that a larger sample must be used
to properly evaluate the slug flow development, as the values obtained in the smaller interval
(plots every 0.5m) doesn’t correspond well to the values obtained using a the entire simulated
time (sensors at z = 4.4m and z = 4.489m). However, the void fraction analysis is still valid.
The plot of the periods as function of the position (obtained via the t-Student distri-
bution with 95% of certainty) are presented in Figure 4.10. The data was well fitted by a straight
line, indicating a linear growth of both the LS and the TB with the position. The measurements
made at z = 0.5m were not considered during the curve fit, due to their high deviation from the
straight line composed by the other values. The cause of this deviation is the elevated number
of coalescence processes taking place in the region, that diminish with the increase in the axial
position. The high error bar obtained at z = 5.0m is due to the use of only 2 SUs during the
analysis, which leads to a huge t value (12.71).
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Figure 4.10: Slug Unity periods as a function of position.
A flow stability criteria is proposed in this text based on the PCC of the signals
measured at z and z + 0.5m. The maximum values of the PCC curves (at the corresponding
time delay) were used to judge the maintenance of the signal. A PCC of 1 is obtained if the
curves being superposed are exactly the same. If there is some change in the shapes of the
curves, a value of less than 1 is obtained. The higher the value, the more similar are the curves.
It was considered a stabilization of the flow, in the sense of presenting an almost fixed phase
distribution (LSs and TBs), if a value of PCC > 0.9 was obtained during the superposition of
the curves measured at two consecutive locations.
The Figure 4.11 presents two distinct superposition of curves, one presenting a
small and the other a high PCC value. It is clear in the figure that the flow presents a huge
variation in its structure in the beginning of the pipe, while it stabilizes and holds a more uni-
form phase distribution more ahead of the pipe. The evaluation of the maximum PCC with
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the position follows in Figure 4.12. It is clear in the figure that the flow achieves a maximum
PCC > 0.9 at z > 1.5m. It is important to highlight that this indicative shouldn’t be used alone
to indicate the development of the flow, as two consecutive bubbles may agglutinate with the
flow and still present a superposed signal with PCC > 0.9, specially if a long signal is being
studied.
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Figure 4.11: Comparison of the PCC values of two superposed signals.
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Figure 4.12: Maximum Pearson Correlation Factors obtained between two consecutive mea-
surement sections during the air-silicone oil flow.
The max(PCC) flow development index proposed also pointed the slug flow at a
location much closer to the inlet than expected, in comparison to the 4.0m (le = 59.7D) reported
by Abdulkadir et al. (2015).
It is worth mentioning that the over-compression of the mixture elements into single-
phase elements in the numerical approach (as observed by the low liquid slug void fraction, by
the quick formation of the slug flow PDF - Table 4.4, and by the picture of the flow - Figure 4.1)
has an impact in the formation of the TBs. The agglutination process is quickly ceased by the
absence of small bubbles in the liquid slugs, and the agglutination between large TBs is a rare
event in the simulation. Therefore, the signal tends to hold itself, artificially.
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The entrance length of the flow is underestimated by the correlations proposed by
Taitel et al. (1980) (le = 28.66D) and Lucas et al. (2005) (le = 3.03D), presented in Table 2.1.
If Taitel et al. (1980)’s equation for the transition before the adoption of αt = 0.25 is used,
le
D
= 35.5
Vtb√
gD
(4.3)
le = 52D (obtained considering the experimental Vtb = 1.19m/s), which is close to the reported
value of Abdulkadir et al. (2015) (59.7D).
The Table 4.5 summarizes the data obtained regarding the continuous slug flow
analysis and its comparison with the current literature.
Table 4.5: Summary of the data obtained for the continuous slug flow.
Author Abdulkadir et al. (2015) Tocci (2016) Current work
Parameter Location Experimental Value Error Value Error Value Error
Vtb [m/s] - 1.191 1.111 6.7% 1.19 0% 1.11 6.7%
lls [m] - 0.31 0.32 3.2% - - 0.37 19%
ltb [m] - 0.49 0.50 2.0% - - 0.50 2.0%
lsu [m] - 0.80 0.82 2.5% - - 0.87 8.8%
αls
z = 4.4m 0.17 0.14 18% - - 0.05 71%
z = 4.489m 0.16 0.13 19% - - 0.05 69%
αtb
z = 4.4m 0.65 0.60 7.7% - - 0.63 3.1%
z = 4.489m 0.62 0.56 9.7% - - 0.61 1.6%
1 Value reported by Tocci (2016).
The current methodology was able to predict well the Taylor Bubble properties.
However, both the LS average void fraction and length presents a considerable divergence from
the expected values. Considering a hybrid solver, that should be able to reproduce the dispersed
phase in the liquid media, the results are poor. However, as the focus of the project is in the
TBs, the results obtained are good enough to proceed with the injection methodology.
The adoption of an interface compression criteria would probably result in a better
representation of the dispersed phase. Besides that, the assumption of a dispersed bubble with
d = 3mm is too close to the grid size (3mm in the square elements), which probably impacts the
results. The assumption of an arbitrary dispersed phase diameter may also be the cause of the
bad results obtained for the liquid slugs. Better results could be achieved if a physical dispersed
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bubble diameter were known. However, it is emphasized that the main cause of the bad liquid
slug void fraction seems to be the over-agglutination of the small bubbles into large elements,
which is probably caused by the lack of an interface compression criteria.
4.1.3 Direct Pattern Injection
The periods obtained at z = 4.5m present the minor set of error bars in Figure 4.10,
besides being in the developed slug flow region. As consequence, the average values at the
section were elected as reference during the application of injection methodology. The injection
was calculated considering Tsu = 0.9, and, due to the incompressible flow hypothesis, αsu,in =
0.87. The injection was made using the values described in Table 3.3.
It is important to note that only 3 slug unities were used to build the reference signal,
that is used to generate ∼ 10 SUs. Therefore, it is hard to determine if the reference signal
was indeed representative of the actual slug flow. It is worth mentioning that the t-Student
distribution is similar to a Gaussian curve, and it is hard to predict a satisfactory average and
standard deviation with a distribution of 3 values only.
The injection was carried out for 12s, and 2 scenarios were considered: the first with
Cχ = 0.5 and the second with Cχ = 1.0. The pipe was adopted with 4.0m, and the same mesh
used in the original study was considered. The simulations were carried out in 8 processors,
leading to a computational cost of 11.2 days.
The Figure 4.13 compares the first bubble obtained in the two scenarios at t = 2.0s.
The first bubble was injected in a flowing liquid phase. Therefore, an axisymmetric bubble was
expected. It is worth mentioning that no TB was formed for Cχ = 0 when a 2m pipe was
considered. This is an expected result, since the multiphaseEulerFoam solver works as a
pure Euler-Euler approach if the interface compression term is not considered.
It is notable in Figure 4.13 that the bubble approaches the axisymmetric condition
for a minor interface compression factor. However, as it can be seen in the scale, the bubble
velocity obtained considering Cχ = 1 is closer to the expected value. The interface compres-
sor factor generates spurious velocities in the hybrid elements, which continuously deforms the
bubble with the flow. It is clear in the figure that these (spurious) velocities are too high when
Cχ = 1 , leading to a continuous deformation of the bubble. However, when Cχ = 0.5, the spu-
rious velocities are lower, and the bubble is able to reach an axisymmetric shape. Tocci (2016)
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was able to generate an axisymmetric first bubble adopting the compression factor of 1. The au-
thor considered more than the double of the elements of the current mesh, which indicates that
smaller mesh elements should be used in the interfacial region during the air-silicone oil sim-
ulation. The combination of the current results with those obtained by Tocci (2016) illustrates
the importance of conciliating the mesh resolution and the interface compression factor.
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Figure 4.13: First Bubble obtained during the injection methodology. t = 2.0s.
The two signals obtained using Cχ = 0.5 and Cχ = 1.0 measured at z = 2.0m
follows in Figure 4.14. It is clear in the figure that the signal obtained using Cχ = 0.5 trav-
els slower than the signal obtained using Cχ = 1.0. Besides that, the signal obtained using
Cχ = 0.5 reveals a coalescence between the first and second TBs with the flow, caused by
the smaller velocity of the leading bubble, that is easily reached by the following one. The
elongated bubble formed by coalescence presents a continuous shape (axisymmetric), while the
first bubble obtained using Cχ = 1.0 presents an oscillation in the void fraction, as previously
explained.
2.3 3.3 4.3 5.3 6.3 7.3 8.3 9.3 10.3 11.3
t [s]
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
α
Cχ =0. 5
Cχ =1. 0
Figure 4.14: Void fraction distribution as function of time. A comparison between Cχ = 0.5
and Cχ = 1.0. z = 2.0m.
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The entire signal of Figure 4.14 obtained using Cχ = 0.5 presents smaller oscilla-
tions in the bubble shape in relation to the signal obtained at Cχ = 1.0. The signal obtained
using the higher compression factor presents a huge oscillation in the forth TB shape, and even
the release of small TBs from the large ones. The small TBs can be found following the 7th
and 8th large bubbles in the figure. It is well known that the shape of the bubble has impacts in
its motion, due to its impacts in the liquid velocity field. Therefore, the higher oscillations that
occur when Cχ = 1.0 are probably the responsible for the rise in the TB velocity in relation to
the scenario of Cχ = 0.5.
The results obtained considering the smaller interface compression were able to
generate better bubble shapes. Besides that, the signal didn’t presented the formation of small
TBs, hence representing a better injection result (the periodic injection leaded to a flow dis-
tribution that is well maintained with the flow). However, the results present a bad velocity
representation. It is hard to choose between a better velocity and a better bubble shape repre-
sentation.
The results obtained considering Cχ = 1.0 were chosen to be analyzed because
of two reasons: 1) the signal presented a reasonably good TB shape, and represents well the
TB velocity. Therefore, it is considered that it represents better the flow physics than the other
case. 2) Besides that, the simulation of the entire flow (reference) was carried out considering
Cχ = 1.0, so it is more consistent to work with the injection obtained at the same solver settings
to evaluate the proposed methodology.
The picture of a cross section of the flow is presented in Figure 4.15. It is clear
that the TBs in the figure present a more uniform size when compared to Figure 4.1. This is an
expected consequence of the use of a fully periodic function as the void fraction BC during the
injection. Besides that, the elements found in the signal measured at z = 0.5m already presents
α values up to 0.8, different from the case used as reference.
The entire period simulated was analyzed (from t = 0 to t = 12s), and the signals
measured at each 0.5m followed in Table 4.6. The signal at z = 1.0m presents small Taylor
bubbles following the large TBs. The small TBs coalesce with the leading large ones with
the flow (Figure 4.16). The graphs present in the table start presenting a high frequency of
oscillation, indicating that a large number of bubbles is being formed, as in the original scenario.
However, the signal at z = 0.5m is marked by the presence of a large TB followed by a small
one, indicating that the periodic slug unity imposed actually breaks into two structures. As
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the flow continues, many of these small slug unities agglutinate with the large leading bubbles,
causing the signal to continuously return to a periodicity similar to the function being injected.
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Figure 4.15: Picture of the flow at a pipe’s midplane. t = 12.0s. In red: air; blue: silicone oil;
green: interface.
Three reference values were considered to judge the development of the flow: the
values at z = 4.4m and z = 4.489m, which are based in a wider range of data, and the value at
z = 4.5m, used as reference to build the direct pattern injection.
The periods (as function of position) obtained are presented in Figure 4.17. It is
notable that the periods start with higher values in relation to the original simulation (Fig-
ure 4.10).The measurements presented in Figure 4.17 tend to uniform periods after z = 3.0m,
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with the same values obtained in the original simulation at z = 4.4m and z = 4.489m. The
exception is the average values obtained at z = 2.5m. It is clear in the Table 4.6 that the sig-
nal measured at this location presents 3 small TBs, with one of them actually touching a large
bubble (SUs 9 and 10 - t ∼ 8.9s). These small bubbles are the responsible for the decay in the
average periods of the pattern. However, most of the small TBs vanish until z = 3.0m, as the
Table 4.6 confirms.
Table 4.6: Slug flow development as function of the position. Obtained during the simulation
of the air-silicone oil flow using the methodology.
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Figure 4.16: Coalescence between a small TB and a big one.
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Figure 4.17: Periods of the slug unity obtained during the direct injection of the pattern.
Therefore, the flow can be considered developed at z = 3.0m (in the most con-
servative sense), leading to an efficiency of the methodology of η = 25%. It is important to
highlight that the flow doesn’t reach the reference value during the 4m of the pipe, which is
an unexpected result. Besides that, the size of the structures stabilize around a constant value,
which didn’t happen in the previous study. The result indicates that a larger sample must be
considered to evaluate the development of the pattern in the previous case, but may also be a
consequence of the periodicity at the inlet. As the same amount of liquid is always imposed
with a bubble, the separation between the large gas pockets tend to uniform, avoiding stronger
interactions between two consecutive bubbles, that would lead to coalescence.
The divergence between the imposed and the observed periods indicate that the flow
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structures (LS + TB) tend to readjust their lengths around the developed values of the original
simulation, even if the flow is injected using a different distribution. The signal obtained at
z = 0.5m (Table 4.6) is marked by a high number of bubbles, that coalesce into large bubbles
that tend to the natural flow distribution. The bubbles keep readjusting by the release/absorption
of the small TBs. This result suggests that the methodology tends to a higher reduce in the
entrance length the closer the approximation is of the real flow.
The data obtained during the injection is summarized in Table 4.7. It is notable in
the table that the values of αtb, αls and αsu are close to the measurements made in the original
simulation at z = 4.4m and z = 4.489m (αtb = 0.61− 0.63 and αls = 0.05) after z = 1.0m.
Table 4.7: Slug flow injection data.
Position SUs analyzed αtb αls αsu Ttb [s] Tls [s] Tsu [s]
z = 0.5m 27 0.5468 0.0721 0.3432 0.2393 0.1800 0.4193
z = 1.0m 18 0.6085 0.0597 0.3691 0.3339 0.2583 0.5922
z = 1.5m 14 0.6323 0.0476 0.3762 0.3914 0.3050 0.6964
z = 2.0m 12 0.6087 0.0443 0.3595 0.4100 0.3242 0.7342
z = 2.5m 13 0.5893 0.0488 0.3515 0.3762 0.2954 0.6715
z = 3.0m 10 0.6149 0.0494 0.3635 0.4410 0.3530 0.7940
z = 3.5m 10 0.6174 0.0507 0.3634 0.4370 0.3550 0.7920
The signals measured at two consecutive locations (z and z + 0.5) were correlated
via the PCC to judge the maintenance of the pattern with the flow. The maximum PCCs obtained
for each pair of locations follow in Figure 4.18. The maximum PCC of the signals stabilizes
around 0.9 at z between 1.5 and 2m, indicating that the flow changes little after this location.
This feature may be considered as an indicative of a developed flow at z = 2.0m.
The signal measured at z = 2.0m, presents only two small TBs remaining in the en-
tire period studied, at t ≈ 8.0s and at t ≈ 10.1s (SUs 8 and 11). The PDF of the signal measured
at z = 2.0m and the distribution of the periods with the position follows in Figure 4.19. The
figure shows a PDF characteristic of the slug flow, and the natural variation in the frequency of
the flow structures crossing the measuring station.
Due to all characteristics previously explained, and if a tolerance to eventual small
TBs is adopted, it is safe to assume a developed flow at z = 2.0m, leading to η = 50% in
relation to the entrance length reported by Abdulkadir et al. (2015).
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Figure 4.18: Maximum Pearson Correlation Factors obtained between two consecutive mea-
surement sections during the air-silicone oil slug flow injection.
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Figure 4.19: PDF and Periods obtained during the injection at z = 2.0m.
4.2 Air-Water Flow
The air-water flow properties summarized in Tables 3.7 and 3.8 were adopted during
the numerical simulations. The same mesh structure of the previous case was considered (N =
8, Ni = 12 and Nz = 180 cells/meter), in a 4m pipe with an internal diameter of 52.5mm. It
was adopted Cχ = 1.0. The simulation was carried out for 10s, leading to a computational cost
of 9.4 days (once again, 8 processors were used in the simulation).
The dimensionless numbers obtained for the air-water flow follows in Table 4.8.
The Eo and Mo numbers were inside the range studied by White and Beardmore (1962), and
their values represent a situation were both the viscous and the interfacial effects can be disre-
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garded. Therefore, the flow is expected to be in the inertial regime, being valid the approxima-
tions described in subsubsection 2.2.4.
Table 4.8: Dimensionless Numbers of the air-water flow.
Eo Mo Ar
375.5 1.347× 10−11 1.983× 109
The expected velocity of the 1st bubble is given by Vtb = 1.1902 ± 0.0783m/s
(Γ = 149, 314 - Equation 2.14), which is considerably higher than the measured value reported
by the researchers responsible for the experiments in the current project (Vtb = 1.089m/s).
The picture of the flow at t = 9.2s follows in Figure 4.20.
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Figure 4.20: Air water flow at t = 9.2s.
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It is notable in Figure 4.20 that the gas bubbles formed at z ≈ 0.5m hold a similar
shape until the end of the pipe. Besides that, the distance between the gas pockets seems to be
maintained approximately constant in the flow.
4.2.1 First Bubble Analysis
The picture of the 1st Taylor Bubble when it is between z = 2.5 and z = 3.0m
is presented in Figure 4.21. The bubble shape presents oscillations, while an axisymmetric
bubble was expected. The result is, once again, related to the artificial instability that occurs in
the beginning of the flow, but mainly on the over-compression of the interface, that generates
spurious velocities in the normal direction of the interface, deforming it.
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Figure 4.21: Picture of the 1st Taylor Bubble of the air-water flow.
The void fraction curves obtained at z = 2.5 and z = 3.0m were cross-correlated
via the PCC to calculate the first bubble velocity. The Figure 4.22 presents the curves used
in the calculation of the velocity, and the Pearson Correlation Coefficient as a function of the
time delay between the curves. The maximum PCC was achieved for a time delay of 0.39s,
which leads to a velocity of Vtb,l = 1.2821± 0.0164m/s. The velocity obtained is a little higher
than the expected (Vtb = 1.19m/s), and much higher than the experimental velocity reported
(Vtb = 1.09m/s). Different from the air-silicone oil flow, the 1st bubble of the air-water flow
presents a more stable shape and the same nose and tail velocities.
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Figure 4.22: 1st Taylor bubble velocity calculation. Obtained during the air-water flow.
Because of the discrepancy in the velocities obtained, the 1st bubble shape is com-
pared with the literature considering Vtb = 1.28m/s. The comparison is presented in Figure 4.23.
Once again, the bubble is well predicted by the Taitel and Barnea (1990)’s mechanistic model,
while it presents a sharper shape in relation to the Dumitrescu (1943)’s prediction.
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Figure 4.23: Comparison between the bubble void fractions measured at z = 2.5m and z =
3.0m with other predictions found in the literature.
4.2.2 Continuous Slug Flow Analysis
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The void fraction signals obtained at every 0.5m of the pipe follow in Table 4.9. The
figures in the table reinforces the previous explanation that the pattern tends to hold its phase
distribution with the flow.
Table 4.9: Slug flow development as function of the position. Obtained using the methodology
for the air-water flow.
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Different from the air-silicone oil injection, the plots reported in Table 4.9 suggest
the maintenance of the injected structure at z = 0.5m in the current flow; the biggest deforma-
tion of the signal only occurs around z = 1.0m. This characteristic is probably related to the
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increase in the velocity of the flow, that causes the initial flow distribution to propagate longer
(the current mixture velocity is twice the air-silicone oil Vm, and the biggest distortion of the
void fraction signal occurs at z = 1.0m, as shown in the Table 4.9. Besides that, the minimum
of the PCC curve is between z = 1.0m and z = 1.5m in Figure 4.24, different from the previous
cases, where the curve had its minimum always at the first point - between 0.5 and 1.0m).
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Figure 4.24: Maximum Pearson Correlation Factors obtained between two consecutive mea-
surement sections during the air-water slug flow injection.
The periods measured as function of position are presented in Figure 4.25. The fig-
ure shows a growth of the LS and SU sizes until z = 1.0m, where the slug unity elements tends
to orbit around a constant size and distribution. The variation in the values is mainly because
of the release/absorption of small TBs by the large ones, causing the quick peaks observed in
Table 4.9. It is expected that the values would be closer if a larger time interval were analyzed.
It is notable that the size of the elements doesn’t reach the referential values, presenting a TB
larger than the expected, and a LS smaller than the expected.
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Figure 4.25: Periods obtained as a function of position during the air-water slug flow injection.
The entire distribution of PCCs generated by the comparison between 2 consecutive
signals follow in Table 4.10. The PCC curves are marked by multiple peaks, indicating that the
signals match well for distinct time delays. This is a consequence of the periodic signal imposed
at the inlet, that is maintained by the flow.
106
Table 4.10: PCC as function of position. Values obtained for the air-water flow.
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The maintenance of the periodic characteristic depends on the occurrence of long
liquid slugs, that reduces the interaction between two consecutive bubbles. The evidence of
a small interaction between the bubbles is also present in the measured velocities reported in
Table 4.10, that are very close to the velocity of the first bubble obtained.
The comparison between the peaks of the PCC curves that results in positive values
of time delay (the two first signals reported in Table 4.10 present their maximums for negative
time delays) was introduced in Figure 4.24. It is notable that the flow overpasses the reference
of 0.9 at z between 1.5 and 2m.
Adopting the signal at z = 2.0m as reference, the PDF of the signal and the dis-
tribution of its periods as function of the slug unity are presented in Figure 4.26. The PDF is
characteristic of a slug flow, and the periodic characteristic of the flow is evident in the other
subfigure, by the small amplitude of oscillation of the local values to the average ones. It is
re-emphasized that the periodicity of the flow is expected due to the fully periodic assumption
made to construct the injected signal.
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Figure 4.26: PDF and Periods obtained during the air-water injection at z = 2.0m.
The periods given at z = 2.0m are Tls = 0.4858 ± 0.0334s, Ttb = 0.1825 ±
0.0134s and Tsu = 0.6683± 0.0255s. The slug unity period approaches the experimental value
(Tsu = 0.6686s) used as reference for the calculation of the injection profile, as expected.
However, the phases’ distribution doesn’t reach the real flow configuration (both the average
LS and TB presented values considerably different from the measured flow used as reference
for the project).
The signal at the location was integrated during the passage of the slug unities,
leading to αtb = 0.5923, αls = 0.0494 and αsu = 0.1977. The values present a divergence in
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relation to the experimental values reported in Table 3.5 (αtb = 0.65, αls = 0.06 and αsu =
0.1660). However, the average void fractions stay close to the reported values obtained at
z = 2.0m for the rest of the flow. Therefore, the flow was considered developed beyond this
location (38.1D).
The flow presents a velocity of Vtb = 1.28m/s in the location. The conversion of
the signals from time to space results in lls = 0.6228 ± 0.0436m, ltb = 0.2340 ± 0.0174m and
lsu = 0.8568 ± 0.0345m. The Table 4.11 presents the trailing bubble velocity calculated using
the correlations present in the literature. All the correlations confirm the minor influence of the
first bubble in the movement of the trailing ones.
Table 4.11: Trailing Taylor Bubble velocity calculated using some correlations found in the
literature.
Author Vtb,l [m/s] lls [m] Vtb,t [m/s]
Moissis and Griffith (1962) 1.28 0.62 1.28
Pinto and Campos (1996) 1.28 0.62 1.29
Taitel et al. (1980) 1.28 0.62 1.29
Mayor, Ferreira, Pinto and Campos (2008) 1.28 0.62 1.28
The measuring station was fixed at z = 8.1m in the experiments. The correlations
presented in Table 2.1 were used to predict the entrance length of the slug flow pattern. The
Taitel et al. (1980)’s correlation (Equation 2.31) results in le = 53.4D, and the Lucas et al.
(2005)’s correlation (Equation 2.32) results in le = 57.2D. Therefore, the efficiency of the
methodology is estimated as η = 28.7 − 33.4%. If the value of z = 8.1m is considered as
reference, η = 75.3%.
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5 CONCLUSIONS
The simulation made by Abdulkadir et al. (2015) was reproduced in the text, and
the original analysis made by the authors was extended in this dissertation. The multi-
phaseEulerFoam solver reproduced well the Taylor Bubbles present in the flow, but failed
in representing the liquid slugs. An interface compression criteria, as the one presented in the
subsubsection 2.3.9, would probably lead to a better dispersed phase modeling, and, as conse-
quence, to a better representation of the liquid slugs.
The multiphaseEulerFoamwith the unitary interface compression factor (Cχ =
1.0) failed to predict the transition between the churn and the slug flow, as it leads to an unreal-
istic formation of the Taylor Bubbles. Almost all the gas phase entering the pipe is grouped into
large Taylor bubbles, generating an almost pure (α < 0.05) liquid slug close to the inlet, where
a churn flow (presenting a high liquid slug void fraction and an intense coalescence process)
was expected. This result points that the approach should be used carefully in the simulation of
an inline equipment, as the the phases strongly segregate in an unrealistic manner.
A test with different values of the interface compression factor was performed dur-
ing the pattern injection. The results obtained indicate that a high interface compression factor
results in spurious velocities at the interfacial elements, affecting the shape of the bubble, while
a low interface compression factor results in an underestimation of the TB velocity (consider-
ing the same mesh in the two scenarios). However, the small bubbles present in the flow were
underpredicted independent of the interfacial treatment. Therefore, the solver (as implemented
in the OF-16.12+) fails to be a hybrid approach, due to its poor dispersed phase modeling.
The fluid injection methodology consisted in rearranging the phases into a structure
with the same slug unity frequency of the reference. During the air-silicone oil pattern injection:
• a reduce of 50% of the development length of the pattern was obtained (from 4m to 2m).
• the methodology was able to predict well the void fractions of the Taylor bubble and
liquid slug zones (in relation to the numerical value used as reference).
• the frequency of the structures obtained were close to the values measured in the devel-
oped region. However, they don’t reach the values used as reference during the calcula-
tions of the methodology.
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• the injection generated a flow distribution that achieves a constant periodicity after some
entrance length, which wasn’t observed in the simulation used as reference for the pattern
injection.
The methodology applied to the air water flow resulted in:
• a reduction of ≈ 30% in the development length of the domain.
• the flow quickly approached the periodic structure imposed at the inlet, probably due
the occurrence of large liquid slugs, that prevent the interaction between two consecutive
bubbles.
• there was a considerable divergence in the TB velocity, in the liquid slug period and in the
slug unity void fraction in relation to the experimental reference. This happened probably
due to the combination of an inadequate mesh with the over-compression of the interface.
Besides that, the small bubbles were too big to be modeled as a subgrid structure.
The results obtained point the approach proposed in the text as an alternative to
reduce the cost of slug flow CFD simulations. However, a more detailed study must be made in
relation to the solver and numerical conditions adopted.
6 FUTURE PROJECTS
The current work suggests some possible continuities to the project:
• Study the VoF interIsoFoam solver implemented in the OF 17.06. The method is
based on a geometric interface reconstruction scheme, and it should be able to represent
the slug flow.
• Implement an interface compression criteria in the multiphaseEulerFoam solver, in
a tentative to achieve a better representation of the dispersed elements.
• Investigate deeper the consequences of the relation between the interface compression
factor and the mesh resolution in the results obtained.
• Implement a bubble shape prediction. An initial bubble shape may be estimated as a
cylinder with rtb = 0.5D
√
αtb.
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Appendix A Experimental Air-Water Slug Flow Measurements
Table A.1: Complete data obtained by the ultrasonic sensor.
S.U. Index αls αtb αsu Vg,ls [m/s] Vtb [m/s] Tls [s] Ttb [s]
1 0.05402 0.53113 0.13000 0.81181 1.08911 0.60550 0.08550
2 0.04977 0.73995 0.12793 0.84942 1.08911 0.63250 0.06300
3 0.07785 0.69298 0.20416 0.96070 1.08911 0.27200 0.06200
4 0.04968 0.60045 0.13214 0.96916 1.08911 0.65100 0.10200
5 0.04978 0.72104 0.18513 0.98214 1.08911 0.66300 0.15100
6 0.12011 0.78645 0.28378 0.94017 1.08911 0.18500 0.05200
7 0.05483 0.76804 0.16381 0.67278 1.08911 0.74950 0.08350
8 0.04249 0.90288 0.19629 0.96070 1.08911 0.63800 0.12250
9 0.06527 0.78090 0.18515 0.95238 1.08911 0.39500 0.06950
10 0.05974 0.61380 0.17575 0.98214 1.08911 0.36850 0.08800
11 0.07330 0.65130 0.22104 0.94017 1.08911 0.46050 0.13650
12 0.04850 0.46689 0.08328 0.82090 1.08911 0.67300 0.04600
13 0.09976 0.75883 0.25324 0.89069 1.08911 0.35850 0.08900
14 0.06487 0.61463 0.12524 0.68323 1.08911 0.89800 0.06950
15 0.03537 0.69420 0.10527 0.97778 1.08911 0.97600 0.10400
16 0.06465 0.72574 0.21552 0.86957 1.08911 0.51250 0.12100
17 0.07426 0.67280 0.21719 0.95652 1.08911 0.24500 0.06750
18 0.07778 0.57111 0.19564 0.79422 1.08911 0.49800 0.11400
19 0.08829 0.72296 0.17803 0.97778 1.08911 0.25700 0.03800
20 0.09591 0.75389 0.21595 0.98214 1.08911 0.32800 0.06600
21 0.03465 0.67218 0.10231 0.92827 1.08911 0.67200 0.06800
22 0.05446 0.82936 0.25607 0.97345 1.08911 0.41200 0.12950
23 0.09458 0.42518 0.14488 0.92437 1.08911 0.32500 0.04950
24 0.08146 0.63719 0.11552 0.89796 1.08911 1.20750 0.06500
25 0.08265 0.56634 0.18526 0.74576 1.08911 0.48000 0.08850
26 0.05942 0.47952 0.13263 0.84615 1.08911 0.27750 0.04550
27 0.05885 0.32522 0.07168 0.95238 1.08911 0.67800 0.03000
28 0.05162 0.68434 0.20164 0.83333 1.08911 0.64550 0.15350
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29 0.03918 0.62160 0.14057 0.98214 1.08911 0.65500 0.12450
30 0.07829 0.55163 0.15701 0.89796 1.08911 0.45600 0.07500
31 0.03933 0.72016 0.13525 0.77193 1.08911 0.47750 0.05550
32 0.06695 0.60140 0.14140 0.97345 1.08911 0.99550 0.14400
33 0.04115 0.74581 0.19232 0.87302 1.08911 0.35400 0.07750
34 0.04159 0.54778 0.13038 0.86275 1.08911 0.45700 0.07700
35 0.05344 0.79022 0.20087 0.98214 1.08911 0.37900 0.08550
36 0.05613 0.47539 0.09309 0.90164 1.08911 0.50600 0.04050
37 0.04739 0.52753 0.09145 0.76389 1.08911 1.39700 0.09900
38 0.04345 0.63901 0.12649 0.98214 1.08911 0.67750 0.09900
39 0.04653 0.78869 0.17282 0.78292 1.08911 0.67500 0.09950
40 0.06592 0.68688 0.22051 0.76125 1.08911 0.92150 0.21350
41 0.03309 0.77519 0.16223 0.97778 1.08911 0.68200 0.12900
42 0.06994 0.49262 0.15194 0.98214 1.08911 0.37550 0.08150
43 0.05534 0.70007 0.14169 0.98214 1.08911 0.73500 0.10250
44 0.03504 0.62642 0.24161 0.91667 1.08911 0.51350 0.23200
Mean 0.06083 0.65181 0.16600 0.89705 1.08911 0.57548 0.09308
Std Dev 0.01976 0.11973 0.04980 0.08851 0 0.25555 0.04249
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Appendix B The transportProperties file used during
the simulations
/∗−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−∗− C++ −∗−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−∗\
| ========= | |
| \\ / F i e l d | OpenFOAM : The Open Source CFD Toolbox |
| \\ / O p e r a t i o n | V e r s i o n : p l u s |
| \\ / A nd | Web : www. OpenFOAM . com |
| \\ / M a n i p u l a t i o n | |
\∗−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−∗ /
FoamFi le
{
v e r s i o n 2 . 0 ;
f o r m a t a s c i i ;
c l a s s d i c t i o n a r y ;
l o c a t i o n ” c o n s t a n t ” ;
o b j e c t t r a n s p o r t P r o p e r t i e s ;
}
/ / ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ / /
p h a s e s
(
a i r
{
rho 1 . 1 8 ;
nu 1 . 5 3 e−05;
kappa 0 ;
Cp 0 ;
d iame te rMode l i s o t h e r m a l ; / / c o n s t a n t ;
/∗ c o n s t a n t C o e f f s
{
d 3e−3;
} ∗ /
i s o t h e r m a l C o e f f s
{
d0 3e−3;
p0 101325;
}
}
s i l i c o n e
{
rho 900 ;
nu 5 . 8 9 e−06;
kappa 0 ;
Cp 0 ;
d iame te rMode l c o n s t a n t ;
c o n s t a n t C o e f f s
{
d 1e−4;
}
}
) ;
s igmas
(
( a i r s i l i c o n e ) 0 . 0 2
) ;
i n t e r f a c e C o m p r e s s i o n
(
( a i r s i l i c o n e ) 1
) ;
v i r t u a l M a s s
(
/ / ( a i r w a t e r ) 0 . 5
) ;
d r ag
(
( a i r s i l i c o n e )
{
123
t y p e b l e n d e d ;
a i r
{
t y p e S ch i l l e rNaumann ;
r e s i d u a l P h a s e F r a c t i o n 0 ;
r e s i d u a l S l i p 0 ;
}
s i l i c o n e
{
t y p e S ch i l l e rNaumann ;
r e s i d u a l P h a s e F r a c t i o n 0 ;
r e s i d u a l S l i p 0 ;
}
r e s i d u a l P h a s e F r a c t i o n 1e−3;
r e s i d u a l S l i p 1e−3;
}
) ;
/ / Th i s i s a dummy t o s u p p o r t t h e Smagor insky model
t r a n s p o r t M o d e l Newtonian ;
nu [0 2 −1 0 0 0 0] 0 ;
/ / ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ / /
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Appendix C The fvSchemes file used during the simula-
tions
/∗−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−∗− C++ −∗−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−∗\
| ========= | |
| \\ / F i e l d | OpenFOAM : The Open Source CFD Toolbox |
| \\ / O p e r a t i o n | V e r s i o n : p l u s |
| \\ / A nd | Web : www. OpenFOAM . com |
| \\ / M a n i p u l a t i o n | |
\∗−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−∗ /
FoamFi le
{
v e r s i o n 2 . 0 ;
f o r m a t a s c i i ;
c l a s s d i c t i o n a r y ;
l o c a t i o n ” sys tem ” ;
o b j e c t fvSchemes ;
}
/ / ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ / /
ddtSchemes
{
d e f a u l t E u l e r ;
}
gradSchemes
{
d e f a u l t ce l lMDLimi ted l e a s t S q u a r e s 1 ; / / Gauss l i n e a r ;
}
divSchemes
{
d e f a u l t none ;
” d i v \ ( phi , a l p h a .∗\ ) ” Gauss vanLeer01 ;
” d i v \ ( p h i r , a l p h a .∗ , a l p h a .∗\ ) ” Gauss vanLeer01 ;
” d i v \ ( a l p h a P h i .∗ ,U.∗\ ) ” Gauss l i m i t e d L i n e a r V 1 ;
d i v ( Rc ) Gauss l i n e a r ;
” d i v \ ( p h i .∗ ,U.∗\ ) ” Gauss l i m i t e d L i n e a r V 1 ;
d i v ( phi , e p s i l o n ) Gauss l i m i t e d L i n e a r 1 ;
d i v ( phi , k ) Gauss l i m i t e d L i n e a r 1 ;
}
l a p l a c i a n S c h e m e s
{
d e f a u l t Gauss l i n e a r l i m i t e d 1 ;
}
i n t e r p o l a t i o n S c h e m e s
{
d e f a u l t l i n e a r ;
}
snGradSchemes
{
d e f a u l t l i m i t e d 1 ;
}
/ / ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ / /
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Appendix D The fvSolution file used during the simula-
tions
/∗−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−∗− C++ −∗−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−∗\
| ========= | |
| \\ / F i e l d | OpenFOAM : The Open Source CFD Toolbox |
| \\ / O p e r a t i o n | V e r s i o n : p l u s |
| \\ / A nd | Web : www. OpenFOAM . com |
| \\ / M a n i p u l a t i o n | |
\∗−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−∗ /
FoamFi le
{
v e r s i o n 2 . 0 ;
f o r m a t a s c i i ;
c l a s s d i c t i o n a r y ;
l o c a t i o n ” sys tem ” ;
o b j e c t f v S o l u t i o n ;
}
/ / ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ / /
s o l v e r s
{
” a l p h a .∗ ”
{
nAlphaCorr 2 ;
nAlphaSubCycles 5 ;
}
p r g h
{
s o l v e r GAMG;
smoothe r G a u s s S e i d e l ;
t o l e r a n c e 1e−4;
r e l T o l 0 ;
m i n I t e r 3 ;
}
p r g h F i n a l
{
$ p r g h ;
t o l e r a n c e 1e−4;
r e l T o l 0 ;
}
p c o r r
{
$ p r g h F i n a l ;
t o l e r a n c e 1e−4;
r e l T o l 0 ;
}
”U.∗ ”
{
s o l v e r PBiCG ;
p r e c o n d i t i o n e r DILU ;
t o l e r a n c e 1e−4;
r e l T o l 0 ;
m i n I t e r 3 ;
}
” UFina l .∗ ”
{
$U ;
t o l e r a n c e 1e−4;
r e l T o l 0 ;
m i n I t e r 3 ;
}
”T .∗ ”
{
s o l v e r s m o o t h S o l v e r ;
smoo the r symGaussSe ide l ;
t o l e r a n c e 1e−4;
r e l T o l 0 ;
}
” The ta .∗ ”
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{
s o l v e r s m o o t h S o l v e r ;
smoo the r symGaussSe ide l ;
t o l e r a n c e 1e−4;
r e l T o l 0 ;
}
” k .∗ ”
{
s o l v e r PBiCG ;
p r e c o n d i t i o n e r DILU ;
t o l e r a n c e 1e−4;
r e l T o l 0 ;
m i n I t e r 3 ;
}
” k F i n a l ”
{
$k ;
t o l e r a n c e 1e−4;
r e l T o l 0 ;
m i n I t e r 3 ;
}
” e p s i l o n .∗ ”
{
s o l v e r PBiCG ;
p r e c o n d i t i o n e r DILU ;
t o l e r a n c e 1e−4;
r e l T o l 0 ;
m i n I t e r 3 ;
}
” e p s i l o n F i n a l ”
{
$ e p s i l o n ;
t o l e r a n c e 1e−4;
r e l T o l 0 ;
m i n I t e r 3 ;
}
}
PIMPLE
{
n C o r r e c t o r s 3 ;
n O u t e r C o r r e c t o r s 1 ;
n N o n O r t h o g o n a l C o r r e c t o r s 1 ;
t u r b O n F i n a l I t e r O n l y f a l s e ;
}
r e l a x a t i o n F a c t o r s
{
”U.∗ ” 1 ;
”T .∗ ” 1 ;
” a l p h a .∗ ” 1 ;
” The ta .∗ ” 1 ;
” k .∗ ” 1 ;
” e p s i l o n .∗ ” 1 ;
}
/ / ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ / /
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Appendix E The blockMeshDict file used during the sim-
ulations
/∗−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−∗− C++ −∗−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−∗\
| ========= | |
| \\ / F i e l d | OpenFOAM : The Open Source CFD Toolbox |
| \\ / O p e r a t i o n | V e r s i o n : p l u s |
| \\ / A nd | Web : www. OpenFOAM . com |
| \\ / M a n i p u l a t i o n | |
\∗−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−∗ /
FoamFi le
{
v e r s i o n 2 . 0 ;
f o r m a t a s c i i ;
c l a s s d i c t i o n a r y ;
o b j e c t b lockMeshDic t ;
}
/ / ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ / /
/ / b u t t e r f l y mesh 3D
c o n v e r t T o M e t e r s 0 . 0 6 7 ; / / d i a m e t e r− t h e a p p r o a c h i s based on a c i r c l e o f u n i t a r y d i a m e t e r
L # c a l c ” 6 / ( 0 . 0 6 7 ) ” ; / / l e n g t h i n a x i a l d i r e c t i o n ( i n number o f d i a m e t e r s , due t h e c o n v e r s i o n t o m e t e r s )
X 0 . 5 ; / / p e r c e n t a g e o f t h e d i a m e t e r composed by t h e s q u a r e ( i n i t s d i a g o n a l d i r e c t i o n )
N 8 ; / / number o f e l e m e n t s i n x and y d i r e c t i o n s o f t h e midd le s q u a r e ( t o t a l−d i s c o n c e r t i n g symmetry )
Nz 1080 ; / / number o f e l e m e n t s i n t h e a x i a l ( z ) d i r e c t i o n
Ni 1 2 ; / / number o f e l e m e n t s i n t h e r a d i a l d i r e c t i o n
R 0 . 1 ; / / r a t i o between t h e l a s t and t h e f i r s t e l e m e n t s s i z e d u r i n g i n f l a t i o n
P 0 . 7 ; / / p e r c e n t a g e o f t h e r a d i a l p a r t which has no i n f l a t i o n
Pr 0 . 5 ; / / p e r c e n t a g e o f t h e r a d i a l e l e m e n t s t h a t a r e i n s i d e P
Pc # c a l c ”1−$P ” ;
Prc # c a l c ”1−$Pr ” ;
X05 # c a l c ”$X / 2 ” ;
X05m # c a l c ”−$X05” ;
v e r t i c e s
(
(0 $X05 0) / / 0
( $X05 0 0) / / 1
( 0 . 5 0 0 ) / / 2
(0 0 . 5 0 ) / / 3
(0 $X05 $L ) / / 4
( $X05 0 $L ) / / 5
( 0 . 5 0 $L ) / / 6
(0 0 . 5 $L ) / / 7
( $X05m 0 0) / / 8
(−0.5 0 0 ) / / 9
( $X05m 0 $L ) / / 10
(−0.5 0 $L ) / / 11
(0 $X05m 0) / / 12
(0 −0.5 0 ) / / 13
(0 $X05m $L ) / / 14
(0 −0.5 $L ) / / 15
) ;
edges
(
a r c 2 3 (0 .353553391 0.353553391 0)
a r c 6 7 (0 .353553391 0.353553391 $L )
a r c 3 9 (−0.353553391 0 .353553391 0)
a r c 7 11 (−0.353553391 0 .353553391 $L )
a r c 9 13 (−0.353553391 −0.353553391 0)
a r c 11 15 (−0.353553391 −0.353553391 $L )
a r c 13 2 (0 .353553391 −0.353553391 0)
a r c 15 6 (0 .353553391 −0.353553391 $L )
) ;
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b l o c k s
(
hex (0 1 2 3 4 5 6 7) ( $N $Ni $Nz ) s i m p l e G r a d i n g (1 ( ( $P $Pr 1 ) ( $Pc $Prc $R ) ) 1 )
hex (8 0 3 9 10 4 7 11) ( $N $Ni $Nz ) s i m p l e G r a d i n g (1 ( ( $P $Pr 1 ) ( $Pc $Prc $R ) ) 1 )
hex (12 8 9 13 14 10 11 15) ( $N $Ni $Nz ) s i m p l e G r a d i n g (1 ( ( $P $Pr 1 ) ( $Pc $Prc $R ) ) 1 )
hex (1 12 13 2 5 14 15 6) ( $N $Ni $Nz ) s i m p l e G r a d i n g (1 ( ( $P $Pr 1 ) ( $Pc $Prc $R ) ) 1 )
hex (0 8 12 1 4 10 14 5) ( $N $N $Nz ) s i m p l e G r a d i n g (1 1 1) / / s q u a r e
) ;
boundary
(
Wall
{
t y p e w a l l ;
f a c e s
(
(2 3 7 6)
(3 9 11 7)
(9 13 15 11)
(13 2 6 15)
) ;
}
I n l e t
{
t y p e p a t c h ;
f a c e s
(
(0 3 2 1)
(8 9 3 0)
(12 13 9 8)
(1 2 13 12)
(0 1 8 12)
) ;
}
O u t l e t
{
t y p e p a t c h ;
f a c e s
(
(4 5 6 7)
(10 4 7 11)
(14 10 11 15)
(5 14 15 6)
(4 10 14 5)
) ;
}
) ;
m e r g e P a t c h P a i r s
(
) ;
/ / ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ / /
