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The main purpose of this thesis is to define the stability of a system of linear
difference equations of the form,
∇y(t) = Ay(t),
and to analyze the stability theory for such a system using the eigenvalues of the cor-
responding matrix A in nabla discrete calculus and nabla fractional discrete calculus.
Discrete exponential functions and the Putzer algorithms are studied to examine the
stability theorem.
This thesis consists of five chapters and is organized as follows. In the first
chapter, the Gamma function and its properties are studied. Additionally, basic
definitions, properties and some main theorem of discrete calculus are discussed by
using particular example.
In the second chapter, we focus on solving the linear difference equations by
using the undetermined coefficient method and the variation of constants formula.
Moreover, we establish the matrix exponential function which is the solution of the
initial value problems (IVP) by the Putzer algorithm.
vi
STABILITY OF LINEAR DIFFERENCE SYSTEM IN DISCRETE AND FRACTIONAL 
CALCULUS 
Chapter 3 contains our main results on the stability of nabla discrete calculus.
We define the stability and prove the stability theorem by using theorems and the
Putzer algorithm that were outlined in previous chapters.
In chapter 4, the the Mittag-Leffler function is defined and the Nabla Fractional
Exponential function is expressed in terms of discrete the the Mittag-Leffler function.
The properties of fractional discrete calculus is studied. Additionally, we state a
criterian for unstable solution of the discrete fractional difference equation. In the
last Chapter, the results are summarized, conclusions are drawn, and directions for









f(x + h) − f(x)
h
.
On the other hand, one can construct discrete calculus by restricting its domain
to the set of natural numbers. In this case let us consider the closest integer to 0
from the left side.
Let a ∈ N.
f ′(a) ≈ limh→0−
f(a + h) − f(a)
h
≈
f(a − 1) − f(a)
−1
≈ f(a) − f(a − 1)
= ∇f(a).
Hence the nabla difference operator is obtained by approximating the derivative.
The functions will be defined on a set
Na ∶= a, a + 1, a + 2, ...
where a ∈ R.
1.1. Special Functions of Discrete Calculus
In this section, we focus on a fundamental special function which is important
in the study of discrete calculus.
1
1.1.1. Gamma Function. Euler’s Gamma function Γ(n), which generalizes
the factorial (n!) and allows n to take also non-integer and even complex values, is
one of the basic functions of the discrete calculus.





e−ttx−1dt, x ∈ R+.
Theorem 1.1.2. The Gamma function satisfies the following functional dif-
ference equation
Γ(x + 1) = xΓ(x).
Proof. The proof follows from integration by parts and convergence of im-
proper integral. So we have








































Using this recurrence formula and the fact that Γ(1) = 1, one can see that
Γ(n + 1) = n!
where n ∈ N.
1.2. Rising Factorial Power
In discrete calculus the factorial powers are used instead of ordinary powers.
The most common factorial powers are the rising factorial power and the falling
factorial power. Rising factorial is employed in nabla discrete calculus.
Definition 1.2.1. The rising factorial (sometimes called the“Pochammer func-
tion”, “Pochammer polynomial”, “ascending factorial”, “rising sequential product”
or “upper factorial”) is defined as:




(t + k), r ∈ N. (1.1)





where the quotient is well defined, t ∈ Na, and 0α = 0.
1.3. Definition of Nabla Difference Operator and Its Properties
Definition 1.3.1. Assume that f ∶ Na → R. Then we define the backward
difference operator, ∇, by
∇f(t) = f(t) − f(t − 1), t ∈ Na+1. (1.3)
3
Theorem 1.3.2. Let α,β, r ∈ R, t ∈ Na and tr be defined. Then
(i) ∇α = 0,





(iv) tα(t + α)β = tα+β.
Proof. Proof of the power rule is (ii) can be obtained by applying the nabla








Γ(t − 1 + r)(t − 1)
Γ(t − 1)(t − 1))
=
Γ(t + r) − Γ(t − 1 + r)(t − 1)
Γ(t)
=
(t + r − 1)Γ(t − 1 + r) − Γ(t − 1 + r)(t − 1)
Γ(t)
=
Γ(t − 1 + r)[(t + r +−1 +−t+1]
Γ(t)
= rtr−1
where t ∈ Na. For proof of (iii) assume a ≠ 0 and we use definition of the nabla
operator.
∇αt = αt − αt−1





The proof of (iv) is can be obtained by applying identities for Gamma function. 
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The fundamental properties of the ∇ operator are given in the following theorems.
Theorem 1.3.3. ∇ is a linear operator.
(i) ∇(αf(t)) = α∇f(t),
(ii) ∇[f ± g](t) = ∇f(t) ±∇g(t).
The product and quotient rules for ∇ operator are as follows.
Theorem 1.3.4. Assume f, g ∶ Na → R, then for t ∈ Na
(i)∇[f.g](t) = ∇f(t)g(t) + f(t − 1)∇g(t)







where g(t) ≠ 0 for all t.
Proof. The proofs follow from the definition of ∇ discrete operator. To see the
proof of the product rule (i), add and subtract (g(t)f(t−1)) on the right hand side.
We have
∇[f.g](t) = f(t)g(t) − f(t − 1)g(t − 1)
= g(t)f(t) − g(t)f(t − 1) + g(t)f(t − 1) − f(t − 1)g(t − 1)
= g(t)(f(t) − f(t − 1)) + f(t − 1)(g(t) − g(t − 1))
= g(t)∇f(t) + f(t − 1)∇g(t).
Similarly, if we add and subtract (g(t − 1)f(t)) on the right hand side, we have
= f(t)∇g(t) +∇f(t)g(t − 1).
5











g(t − 1)f(t) − g(t)f(t − 1)
g(t)g(t − 1)
=
g(t − 1)f(t) − g(t)f(t − 1) + f(t)g(t) − f(t)g(t)
g(t)g(t − 1)
=





where we added and subtracted (f(t)g(t)). 
1.3.1. Exponential Functions in Nabla Discrete Calculus.







where t ∈ N1 , a ≠ 1 is called discrete nabla exponential function.
Solution of the IVP can be obtained by applying the nabla difference for y(t).
∇y(t) = ay(t)
y(t) − y(t − 1) = ay(t)









































Next we define the nabla indefinite sum and give some of their properties.
Then we present a nabla fundamental theorem of discrete calculus and summation
by parts formula.
Definition 1.3.6. A function F is a nabla sum (nabla antidifference) of f ∶
Na → R when ∇F (t) = f(t) for all t ∈ Na.
Corollary 1.3.7. Let f(t) be defined on Na and let z(t) be an indefinite sum
of f(t).Then every indefinite sum of f(t) is given by
∑ f(t) = z(t) +C,
where C is an arbitrary constant.
7





The following theorem gives some properties of the nabla sum.
Theorem 1.3.9. Assume f, g ∶ Na → R, b, c, d ∈ Na, b ≤ c ≤ d, andα ∈ R.
(i) ∑
c





















where a ≠ 1.
Theorem 1.3.10. (The Fundamental Theorem of Discrete Calculus) Let f be




f(t) = F (t)∣
b
a−1
= F (b) − F (a − 1). (1.6)













[F (t) − F (t − 1)]
=
F (a) − F (a − 1) +
F (a + 1)
−F (a)...
+F (b − 1)
−F (b − 2) + F (b)
−F (b − 1)
= F (b) − F (a − 1).

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Theorem 1.3.11. (Summation by Parts Formula) Let u and v be real valued
functions. Then we have
∑u(t − 1)∇v(t) = u(t)v(t) −∑ v(t)∇u(t). (1.7)
Proof. Proof of Summation by parts is based on the formula of the product
rule for the nabla difference
∇u(t)v(t) = ∇u(t)v(t) + u(t − 1)∇v(t).
We sum both sides of this equation and we obtain
∑∇(u(t)v(t)) =∑(∇u(t)v(t) + u(t − 1)∇v(t))
u(t)v(t) =∑ v(t)∇u(t) +∑u(t − 1)∇v(t).
Recognizing this we have,
∑u(t − 1)∇v(t) = u(t)v(t) −∑ v∇u(t)
∑ v∇u(t) = u(t)v(t) −∑u(t − 1)∇v(t).






To set up to use the summation by parts formula, set
u(τ) = τ, ∇v(τ) = (−2)τ .
9
It follows that







































































Linear Systems of Nabla Difference Equations
2.1. Introduction
In this chapter we are concerned with linear systems of nabla difference equa-
tions of the form
∇y1(t) = a11y1(t) + a12y2(t) +⋯ + a1nyn(t) + b1(t)
∇y2(t) = a21y1(t) + a22y2(t) +⋯ + a2nyn(t) + b2(t)
⋯
∇yn(t) = an1yn(t) + an2y2(t) +⋯ + annyn(t) + bn(t),
where we assume that the constants aij,1 ≤ i, j ≤ n, bi,1 ≤ i ≤ n, are real- valued
functions on Na. We say that the collection of n functions y1, y2,⋯, yn is a solution
of this linear system on Na for t ∈ Na.
This system can be written as an equivalent vector equation






























































































2.2. Solving The Nonhomogeneous Vector Diffrence Equation
The nonhomogeneous difference equation which has the form
∇y(t) = Ay(t) + b(t),
where A is a constant and b(t) is a vector function on Na. If b(t) = 0, then the
related homogeneous or complementary equation is
∇y(t) = Ay(t).
The general solution of a nonhomogeneous equation is the sum of the solution yh(t)
of the related homogeneous equation and a particular solution yp(t) of the nonho-
mogeneous equation:
y(t) = yp + yh.
We consider the method of undetermined coefficients to obtain the general solution
of a nonhomogeneous difference equation.
2.2.1. Undetermined coefficients method. If the right side b(t) of a non-
homogeneous difference equation is a nabla exponential function, it is convenient to
look for a solution of this equation using the method of undetermined coefficients.
12
A choice for the particular solution should match the structure of the right side
of the nonhomogeneous equation. The particular solution should be compared to
homogeneous solution. If they have same terms then yp(t) should be multiplied by
the additional factor t to get a linearly independent solution from the yh(t). The
unknown coefficients can be determined by substitution of the particular solution
into the original nonhomogeneous difference equation.
We illustrate this method with an example.
Example 2.2.1. Solve
∇y(t) − 2y(t) = (−1)t.
The complementary solution is found by using the definition of the nabla exponential
function.






Now, let’s proceed with finding a particular solution of the difference equation.
∇y(t) − 2y(t) = (−1)t.
We need to compare the right side term of the homogeneous solution with right side
of the nonhomogeneous equation. They have the same terms then the particular
13
solution is multiplied by t. Then we have
yp(t) = at(−1)
t.
Now, all that we need to apply product rule for yp(t),
∇yp(t) = (at − a(t − 1))(−1)
t + (a(t − 1))2(−1)t
= (−1)t(2at − a),
and substitute yp(t) into the difference equation to determine the unknown coeffi-
cient of yp(t).
∇yp(t) − 2yp(t) = (−1)
t
(−1)t(2at − a) − 2at(−1)t = (−1)t
⇒ a = −1
yp(t) = −t(−1)
t.
Then the general solution of y(t) is
y(t) = yh + yp
= C(−1)t − t(−1)t.
14
2.3. The Matrix Exponential Function
In this section, we focus on how to compute a fundamental matrix for the linear
system with costant coefficients
∇Y (t) = AY (t).
Speciffcally, the special fundamental matrix whose initial value is the identity matrix
will be computed.
Definition 2.3.1. Let A be an n × n real matrix. So we define the matrix
exponential function by ((I −A)−1)t as the solution of the IVP
∇Y (t) = AY (t), Y (0) = I,
where I is the identity matrix, t ∈ Na.
Definition 2.3.2. [22] Let a be a given n × n real constant matrix and let y
be a n × 1 vector. For any number λ the vector equation
Ay = λy (2.2)
has the solution y = 0. This is called the trivial solution of the vector equation.
If λ0 is a number such that the vector equation (2.2) with λ replaced by λ0 has
a nontrivial solution y0, then λ0 is called an eigenvalue of A and y0 is called an
eigenvector. We say λ0 and y0 is an eigenpair of A.
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Assume λ is an eigenvalue of A, then equation (2.2) has a nontrivial solution. There-
fore,
(A − λI)y = 0
has a nontrivial solution. From linear algebra we get that the characteristic equation
det(A − λI) = 0
is satisfied. If λ0 is an eigenvalue, then to find a corresponding eigenvector we want
to find nonzero vector y(t) so that
(Ay = λ0y)
or, equivalently,
(A − λ0)y = 0.
Theorem 2.3.3. (Cayley-Hamilton Theorem) Every n×n real matrix satisfies
its characteristic equation.
Theorem 2.3.4. (Putzer Algorithm for Finding y(t) = ((I−A)−1)t)Let λ1, λ2, λ3, ..., λn






































































λ1 0 0 ⋯ 0
1 λ2 0 ⋯ 0
0 1 λ3 ⋯ 0
⋮ ⋱ ⋱ ⋱ ⋮




































































= p1(t)M0 + p2(t)M1,
for t ∈ Na, where pk+1, 0 ≤ k ≤ 1 and Mk, 0 ≤ k ≤ 1 are as in this statement of this
theorem. Then by the uniqueness theorem [13] it suffices to show that Φ satisfies
the IVP
∇Y (t) = AY (t), Y (0) = I.






= p1(0)I = I
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∇p2(t) = p1(t) + λ2p2(t),
for t ∈ Na.
Now we consider, for all t,
∇Φ(t) = ∇p1(t)M0 +∇p2(t)M1
= ∇p1(t)M0 + (p1(t) + λ2p2(t))M1.
Next, we need to show that
∇Φ(t) = AΦ(t).
Indeed, we have for t ∈ Na,
∇Φ(t) −AΦ(t)
= λ1p1(t)M0 + (p1(t) + λ2p2(t))M1 −A(p1(t)M0 + p2(t)M1)




Since M1 = 0, by the Cayley-Hamilton theorem (2.3.3). 



















The characteristic equation for A is
λ2 − 6λ − 16 = 0,





pk+1(t)Mk = p1(t)M0 + p2(t)M1,
Now
































































































































































Hence the first component p1 of p solves the IVP





the value of C is determined by using initial value of p1.





Next the second component p2 of p is a solution of the IVP
∇p2(t) = p1(t) + 8p2(t), p2(0) = 0.









This nonhomogeneous difference equation is solved by using the undetermined co-
efficient method.
20
Homogeneous solution of p2 is Nonhomogeneous solution of p2 is
































































Hence the solution of the IVP is









































































































































































































































































where c is constant vector, t ∈ Na.



















Theorem 2.3.6. (Variation of Constants Formula) Assume that a be a con-
stant and q(t) is a real valued function on Na. Then the solution of the IVP
∇y(t) + ay(t) = q(t), y(t0) = y0, (2.3)










q(τ)(1 + a)τ−1. (2.4)
Proof. First note that the homogeneous solution of (2.3) is










Equation (2.3) is rewritten as a nabla product after dividing by y(t − 1).
∇y(t)(1 + a)t−1 + a(1 + at−1y(t) = q(t)(1 + a)t−1
∇(y(τ)(1 + a)τ) = q(τ)(1 + a)τ−1

















This proof is completed by using Fundamental Theorem of Discrete Calculus.
















Example 2.3.7. Use the variation of constant formula to solve the IVP.






, y(0) = 0.
The equation has same structure of the equation (2.3). We need to do is substitute














































−t(−2)t − (−2)t + 1
22t24
⋅



























y(t), y(0) = I (2.5)
The characteristic equation for A is
λ3 − 3λ2 − 9λ + 27 = 0





pk+1(t)Mk = p1(t)M0 + p2(t)M1 + p3(t)M2.
Now











































































































































































































































































Since p1 is the solution of the IVP











Next p2(t) is the solution of the IVP
∇p2(t) = p1(t) + 3p2(t), p2(t) = 0,




homogeneous solution of p2 is nonhomogeneous solution of p2 is













t − a(t − 1)(−12 )
t−1 − 3at(−12 )
t = (−12 )
t
(−12 )
t(at + 2at − 2a − 3at) = (−12 )
t
a = −12 ⋅










)t, p2(0) = 0








Finally, p3 is the solution of the IVP
∇p3(t) = p2(t) − 3p3(t)






)t, p3(0) = 0.
We found the solution of p3(t) on Example (2.3.7) by using the variation of constants
formula.
p3(t) =




The solution is given by































































































































































































































































































































)t(1 + 2t) −





























































−t(−2)t − (−2)t − 1
22(t+1)
⋅












































































































Stability of Linear Systems in Nabla Discrete Calculus
3.1. Introduction
Stability can be understood naturally as the system of interest is being studied.
The firs step of a small child give him or her very real representations of stability
of walking. We can discuss the stability of a ship on a stormy sea, the stability of
economic trend s in relation to the actions of managers and politicians, the stability
of our nervous system with regard to stressful perturbation, etc. In each case, we
talk about different properties that are specific to the considered systems. However,
if we think about it carefully, we can find something in common. The common
feature is that, when we talk about stability, we understand the way the dynamical
system reacts to a small perturbation of its state[5]. Those qualitative arguments
can be made precise only if they can be defined in terms of mathematical language.
Many parts of the qualitative theory of differential equations and dynamical systems
deal with asymptotic properties of solutions. What happens with the system after
a long period of time? The fundamentals of stability theory were first developed by
Russian mathematician A. M. Lyapunov 100 years ago.
In this chapter we introduce the concept of stability for solution of the sys-
tem of difference equations and we consider some methods which can be used to
prove stability theorem. Let us introduce the definition of the norm before we start
studying stability.
29
Definition 3.1.1. [22]Let Rn denote the set of all n × 1 real vectors.Then a
norm on Rn is a function ∥⋅∥ ∶ Rn → R having the following properties:
(i) ∥y∥ ≥ 0, for all y ∈ Rn,
(ii) ∥y∥ = 0 iff y = 0,
(iii) ∥cy∥ = ∣c∣ ⋅ ∥y∥ for all c ∈ R, y ∈ Rn,
(iv) (triangle inequality) ∥y + x∥ ≤ ∥y∥ + ∥x∥ for all y, x ∈ Rn.
Example 3.1.2. Three commonly used norm examples on Rn are





2 +⋯ + y
2
n,
(ii) the maximum norm (l∞norm) defined by
∥y∥ =max{∣yi∣ ∶ 1 ≤ i ≤ n},
(iii) the traffic norm (l1norm) defined by
∥y∥ = ∣y1∣ + ∣y2∣ +⋯ + ∣yn∣.
A sequence {yt}∞t=1 in Rn is said to be converge with respect to a norm ∥ ⋅ ∥ on
Rn if there is a y0 ∈ Rn such that
lim
t→∞ ∥y
t − y0∥ = 0.
It can be proven that a sequence in Rn converges with respect to a norm on Rn iff
it converges with respect to any norm on Rn.
30
We state the theorem to use as a tool when we prove the instability.
Theorem 3.1.3. Let (λ0, y0) be an eigenpair of the real n×n matrix A, and c




y0c, t ∈ Na
solves the equation
∇y(t) = Ay(t) on Na.
























Definition 3.1.4. To introduce the concept of stability, we consider the IVP
∇y(t) = Ay(t), (3.1)
y(0) = y0. (3.2)
31
The solution of the IVP is Φ(t, y0) = ((I −A)−1)ty0 . In particular, y(t) = 0 is called
trivial solution of the equation (3.1).
(i) The trivial solution of (3.1) is considered stable on N0 provided that given
any ε > 0 there is a δ > 0 such that if ∥y0∥ < δ, then
∥Φ(t, y0)∥ < ε,
for t ≥ 0.
(ii) The trivial solution of (3.1) is unstable on N0 provided it is not stable on
N0.
(iii) The trivial solution of (3.1) is asymptotically stable on N0 provided it is
stable on N0 and for any y0 ∈ Rn,
lim
t→∞Φ(t, y0) = 0.
The next theorem shows how the eigenvalues of A determine the stability
of the trivial solution of ∇y(t) = Ay(t).
Theorem 3.1.5. (Stability Theorem) Assume A is an n × n real matrix.
(i) If all eigenvalues of A are between 0 < λi < 1 or between 1 < λi < 2, then the
trivial solution of (3.1) is unstable.
(ii) If all eigenvalues of A with ∣1 − λi∣ = 1 are simple (multiplicity one) and all
other eigenvalues of A satisfy ∣1 − λi∣ > 1, then the trivial solution of (3.1)
is stable.
32
(iii) If all eigenvalues of A satisfy ∣1 − λi∣ > 1, then the trivial solution of (3.1)
is asymptotically stable.
Proof. We use theorem (3.1.3) as a tool to see the proof of (i).





solves the equation. It can be easily observed that if λ is between 0 and 1, and as t
goes to ∞, the solution of IVP intends to ∞.
lim
t→∞ ∥y(t)∥ = +∞.





is the the solution of the IVP (3.1). In this case, we choose λ between 1 and 2 and









then, one can notice that as t goes to ∞, the solution of IVP approaches ∞.
33
Proof of (ii) will be shown by using a 2 × 2 matrix. Let y0 ∈ Rn. Then by the
Putzer’s algorithm (Theorem (2.3.4)), we have






= (p1(t)M0 + p2(t)M1)y0.
Since p1 and p2 are solutions of the IVP (3.1), if we show p1 and p2 are bounded,
then it can be said that the trivial solution is stable.
Case 1: In this case, eigenvalues will be used to determine the stability of the solution






















































































First solution p1 is obtained according to initial condition.
∇p1(t) = 0, p1(0) = 1,
⇒ p1(t) = 1.
Next, the following difference equation can be solved to find p2.
∇p2(t) = p1(t) + ap2(t), p2(0) = 0.
∇p2(t) = 1 + ap2(t)
where a ∈ R ∖ [0,2).
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homogeneous solution of p2 is nonhomogeneous solution of p2 is




)t. p2P (t) =D



























Since p1 and p2 are obtained, p2 can be examined to see whether it is bounded or




























)t − 1)∣ <
1
∣a∣






)t − 1)∣ <
2
∣a∣






)t − 1)∣ <
1
∣a∣






This result clearly shows that p1 and p2 are bounded, hence the solution of
IVP for this case is stable.
Case 2:
Next, λ1 will be chosen as 2 and a ∈ R∖ (0,2] to see whether p1 and p2 are bounded
in this case as well. The Putzer algorithm will again be employed to find the solution





































































The solution of the p1 is found by solving below difference equation.





⇒ p1(t) = (−1)
t
Insert p1 into the difference equation below.
∇p2(t) = p1(t) + ap2(t), p2(0) = 0
∇p2(t) = (−1)
t + ap2(t)
Now, homogeneous and nonhomogeneous solution of p2 can be found easily.
36
homogeneous solution of p2 is nonhomogeneous solution of p2 is




)t. p2P (t) = A(−1)t












)(−1)t, p2(0) = 0















Since p1 and p2 are the solutions of the initial value problem, p1 and p2 should be
evaluated as t goes to ∞ to check stability of IVP. In this case, recall a ∈ R ∖ (0,2],













since ∣ 11−a ∣ < 1.
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We have bounds for p1(t) and p2(t). In either case it is sufficient to see that
solution of IVP is bounded. Hence the solution of IVP is stable.
To prove asymptotic stability,(iii), we need to show that as t goes to ∞, the
solution of the IVP converges to 0, i.e. limt→∞((I − A)−1)tC = 0. Since p1(t) and
p2(t) are solutions of the IVP, we found p1(t) and p2(t).
Again for 2 × 2 matrix A, by Putzer algorithm,
((I −A)−1)tC = [p1(t)M0 + p2(t)M1]C.



























Next,the solution of p2 is found by using the variation of constants formula (2.4) as
follows:






































































































(1 − λ1)t(λ1 − λ2)
−
1
(1 − λ2)t(λ1 − λ2)
⋅









= 0, ifλ1 = λ2
limt→∞
1
(1 − λ1)t(λ1 − λ2)
−
1
(1 − λ2)t(λ1 − λ2)




We conclude that since as t → ∞, p1(t) and p2(t) → 0, the trivial solution
of IVP is asymptotically stable. 



















on N0. The characteristic equation is λ2 − 6λ + 8 = 0 and hence the eigenvalues are




Fractional calculus is a mathematical branch investigating the properties of
derivatives and integrals of fractional orders and it has received a lot of attention
recently due to its interesting applications in various fields of science and engineering,
such as viscoelasticity, diffusion, neurology, control theory and statistics [25]. The
discrete versions of the fractional calculus, is discrete fractional calculus, which
concerns any positive real order of sum and difference. Discrete fractional calculus
has generated interest in recent years. Some of the work utilized the forward or delta
difference. We refer the reader to [11, 10, 12, 16, 15, 14, 17, 18, 1]. More work has
been developed for the fractional backward or nabla difference [3, 2, 7, 8, 6, 19, 20].
4.1. Special function on Fractional Calculus
In this section, we recall the fundamental special function which is important
in the theory of fractional calculus.
4.1.1. Mittag-Leffler Function. Like the exponential function in the theory
of differential equations, Mittag-Leffler function has a crucial role in the theory of









was given by Gösta Mittag-Leffler in1903 [23].
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by Ravi P. Agarwal in 1953 [4], where α, β are positive real numbers.














It is a direct generalization of exponential function ex. Hence, it can be concluded
that the Mittag Leffler-function is general form of the exponential function ex.
The Mittag-Leffler function is also important in discrete fractional calculus. A















where α, β are positive real numbers and ∣a∣ < 1.









4.2. The Fractional Sum and Difference Operator
Definition 4.2.1. [6] Let a be any real number and α be any positive real









where t ∈ Na.
Remark 4.2.2. Note that for α = 1, the equation (4.1) turns into the discrete






Next, we proceed to the fractional difference of a function f(t).
Definition 4.2.3. [6] Let a be any real number and α be any positive real
number such that 0 < n−1 < α < n where n is an integer. The α− th order fractional









(t − s + 1)n−α−1
Γ(n − α)
f(s), (4.2)
where f is defined on Na = {a, a + 1, a + 2, ...}.
Lemma 4.2.4. [6](Power Rule) Let α > 0 and µ be two real numbers so that
µ+1
µ+α+1 is defined. Then the following holds
∇−αa (t − a + 1)
µ =
Γ(µ + 1)
Γ(µ + α + 1)
(t − a + 1)α+µ, (4.3)
for every t ∈ Na.
4.3. Nabla Fractional Exponential Function
Definition 4.3.1. [7] The exponential function of discrete fractional calculus
with ∇− operator is defined by
êα,α(a, t








where ∣a∣ < 1, t ≥ 0. and for any α > 0.
It should be noted that the above infinite series is absolutely convergent, for
the proof see [8].
Theorem 4.3.2. [7] The exponential function êα,α(a, tα) is a solution of the
IVP
∇α0y(t) = ay(t), for t = 0,1,2, ..., (4.5)
∇
−(1−α)
0 y(t)∣t=0 = y(0) = 1, (4.6)
where 0 < α < 1 and ∣a∣ < 1, t ∈ N0.
Remark 4.3.3. The unique solution, represented by êα,α(a, tα),of the IVP was
derived using N-transform in the paper [7].
Proof. First, we need to show that ∇
−(1−α)
0 y(t)∣t=0 = y(0) = 1










anΓ(t + 1 + (n + 1)α − 1)
Γ(t + 1)Γ((n + 1)α)






((Γ (n + 1)α)
Γ(1)((((
((Γ (n + 1)α)





































Apply Lemma (4.2.4) and write










































Apply Theorem (1.3.3) and write the solution of IVP in terms of the discrete
Mittag-Leffler function,










an(t + 1)α−1(t + α)nα
Γ((n + 1)α)






= (1 − a)(t + 1)α−1Fα,α(a(t + α)α).
In this formula, if we set α = 1 then by the uniqueness of the solution of (4.6)
and (4.7), we have, (1 − a)y(0)F1,1(a(t + 1)) = y(0)(1/(1 − a))t. This implies that
F1,1(a(t + 1)) = (1/(1 − a))t+1.
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In the next theorem, we apply Putzer’s algorithm to provide an alternate construc-
tion of the fundamental matrix.
Definition 4.3.4. [7] (Matrix exponential function) Let A be a 2×2 constant
matrix with eigenvalues of modulus less than one, then unique matrix valued solution
of the IVP
∇α0Y (t) = AY (t), t = 0,1,2, ..., (4.7)
∇
−(1−α)
0 Y (t)∣t=0 = Y (0) = I, (4.8)
where I denotes the 2×2 identity matrix, 0 < α < 1, is called the matrix exponential
function.
Theorem 4.3.5. [7] If λ1 and λ2 are (not necessarily distinct) eigenvalues of
the 2 × 2 matrix A and eigenvalues of modulus less than one, then
(I −A)(t + 1)α−1Fα,α(A(t + α)α) = p1(t)M0 + p2(t)M1,

























a − λ1 b








, end the vector valued






































y(t), t = 0,1,2, ...
∇
−(1−α)


















where 0 < α < 1.
Proof. Let Φ(t) = p1(t)M0 + p2(t)M1. We first show that Φ solves the IVP
(4.7)-(4.8). First note that
∇
−(1−α)




0 p2(0)M1 = I
Then we need to show that
∇α0 Φ(t) = AΦ(t).
= ∇α0 Φ(t) −AΦ(t)
= ∇α0 [p1(t)M0 + p2(t)M1] −A[p1(t)M0 + p2(t)M1]
= λ1p1(t)M0 + [p1(t) + λ2p2(t)]M1 −A[p1(t)M0 + p2(t)M1]
= p1(t)(λ1I +A − λ1I −AI) + p2(t)M1(λ2I −A)
= p2(t)M1(λ2I −A)
= −p2(t)(A − λ1I)(A − λ2I)
= 0,
since (A − λ2I)(A − λ1I) = 0, by the Cayley-Hamilton theorem (2.3.3.)
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Hence (I −A)(t + 1)α−1Fα,α satisfies the IVP (4.7)-(4.8),
Φ(t) = (I −A)(t + 1)α−1Fα,α
by the unique solvability of the IVP. 
Theorem 4.3.6. [7](Variation of Constants Formula) Let A be an n × n con-
stant matrix with eigenvalues of modulus less than one and suppose f is a vector
valued function. Then the IVP
∇α0y(t) = Ay(t) + f(t), t = 0,1,2, ...,
∇
−(1−α)
0 y(t)∣t=0 = y(0),






Example 4.3.7. Use the Putzer Algorithm to find




















The characteristic equation for A is
λ2 − 1.4λ + 0.48 = 0,
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then λ1 = 0.6, λ2 = 0.8 are the eigenvalues. By the Putzer algorithm (Theorem
4.3.5),
(I −A)(t + 1)α−1Fα,α(A(t + α))α = ∑1k=0 pk+1(t)Mk = p1(t)M0 + p2(t)M1.
We have



























































































Hence the first component p1 of p solves the IVP
∇α0p1(t) = 0.6p1(t), p1(0) = 1.
p1 is
















Next the second component p2 of p is a solution of the IVP
∇α0p2(t) = 0.8p2(t) + p1(t), p2(0) = 0.
Use variation of constant formula (Theorem 4.3.6) to find p2(t).















0.8n(t + α − 1 − ρ(s))nα
Γ((n + 1)α)
p1(s).










































































α) = (1 − a)Fα,1(a(t + 1)
α.)
Proof. We show the proof by using power rule (4.2.4) and the fact that the


















0 (t + 1)
(n+1)α−1
Γ((n + 1)α)






= (1 − a)Fα,1(a(t + 1)
α).

4.4. Stability of Linear Systems in Discrete Fractional Calculus
Theorem 4.4.1. [21] Assume 0 < α < 1 and there exists a constant a such that
0 < a < 1, then the solution of the equation (4.5) satisfies
lim
t→∞ y(t) =∞.
Theorem 4.4.2. Let (λ0, y0) be an eigenpair of the real n × n matrix A, then
y(t) = (1 − λ0)(t + 1)
α−1Fα,α(λ0(t + α)α)y0.c
satisfies the equation
∇αy(t) = Ay(t) (4.9)
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where t ∈ Na and 0 < α < 1.
Proof. To show that
y(t) = (1 − λ0)(t + 1)
α−1Fα,α(λ0(t + α)α)y0c
satisfies the equation (4.9), we apply the fractional difference to both sides and
employ Lemma (4.3.8).
∇αy(t) = ∇α(1 − λ0)(t + 1)
α−1Fα,α(λ0(t + α)α)y0c
=∇1∇−(1−α)(1 − λ0)(t + 1)α−1Fα,α(λ0(t + α)α)y0c





























(t + 1)α−1(t + α)zα
Γ((z + 1)α)
y0c






By the above theorem, a solution of the equation (4.9) is




























and c is a constant.
It should be noted that each entry of the vector y(t) is a solution, which is a scalar
function, of equation (4.9). Since
∣∣y(t)∣∣ =
√
(1 − λ0)(t + 1)α−1Fα,α(λ0(t + α)α)(y201 + y
2
02 + ...y0n),
The stability of solution of (4.9) can be determined by using this fact and Theorem
(4.4.1) as shown below. The next theorem was already proved above.
Theorem 4.4.3. Assume 0 < α < 1 and there exists a constant a such that




CONCLUSION AND FUTURE WORK
In this thesis we provide an introductory study to a system of linear difference
equations of the form
∇y(t) = Ay(t)
where A denotes and n × n matrix with constant entries y denotes n-vector valued
function. Stability of a system of linear difference equations was defined and stability
theory was analyzed using the corresponding matrix A in nabla discrete calculus and
discrete fractional calculus. In addition, the Gamma function and its properties
along with basic theorems and definitions of nabla the discrete calculus were also
studied. Furthermore, a solution of initial value problems using the Putzer algorithm
was calculated. We have also defined the discrete Mittag-Lefter function (DMLF)
and then stated the nabla fractional exponential function in terms of the discrete




where 0 < α < 1 by means of eigenvalues of the corresponding matrix A.
The stability theory of dynamic systems has a vital role within engineering
and the system theory. The focus of this thesis is to examine the stability of the
linear system of difference equations. Often, mathematical models of real world
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phenomena are formulated in terms of nonlinear systems, which can be difficult to
solve analytically. To be able to analyze the stability of a nonlinear system, these
systems can be linearized by using linearization techniques and then stability of the
linearized system is determined by using eigenvalues without solving the nonlinear
system. It can be considered as a future work.
The stability theory of fractional order linear and nonlinear systems was dis-
cussed in many books and articles. In this thesis, the stability of linear system
of discrete fractional calculus is also studied. The system is shown to be unstable
when (0 < λi < 1) for discrete fractional calculus. There are still open questions to be
considered on stability of linear fractional difference equations. What if eigenvalues
are not between 0 and 1. For future work, the stability of the trivial solution of the
equation
∇αy(t) = Ay(t)
will be examined where the trivial solution is stable and asymptotically stable in
fractional discrete calculus .
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