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Abstract
We study the well-posedness of the initial-value problem for the periodic nonlinear “good” Boussinesq
equation. We prove that this equation is local well-posed for initial data in Sobolev spaces Hs(T) for
s > −1/4, the same range of the real case obtained in Farah [6].
1 Introduction
In this work we consider periodic boundary value problem (PBVP) for the Boussinesq-type equation{
utt − uxx + uxxxx + (f(u))xx = 0, x ∈ T, t > 0,
u(0, x) = u0(x); ut(0, x) = u1(x).
(1)
Equations of this type, in the continuous case, were originally derived by Boussinesq [4] in his study of
nonlinear, dispersive wave propagation. We should remark that it was the first equation proposed in the
literature to describe this kind of physical phenomena.
Our principal aim here is to study the local well-posedness (LWP) for the PBVP associated to the “good”
Boussinesq equation, that is, f(u) = u2 in equation (1), under low regularity of the data. Natural spaces to
measure this regularity are the classical Sobolev spaces Hs(T), s ∈ R equipped with the norm
‖f‖Hs(T) = ‖〈n〉sf̂‖L2(T)
where 〈a〉 ≡ 1 + |a|.
Concerning the LWP question for the initial value problem (IVP), several results have been obtained
for the equation (1). Using Kato’s abstract theory for quasilinear evolution equation, Bona and Sachs [2]
showed LWP for f ∈ C∞ and initial data u0 ∈ Hs+2(R), u1 ∈ Hs+1(R) with s > 12 . Tsutsumi and Matahashi
[12] established similar result when f(u) = |u|p−1u, p > 1 and u0 ∈ H1(R), u1 = χxx with χ ∈ H1(R).
Later, Linares [11] proved that (1) is locally well-posedness in the case f(u) = |u|p−1u, 1 < p < 5 and
u0 ∈ L2(R), u1 = hx with h ∈ H−1(R). The main tool used in his argument was the use of Strichartz
estimates satisfied by solutions of the linear problem. We should remark that all these results also hold
for the “good” Boussinesq equation. These results were improved by Farah [6] who proved that the “good”
Boussinesq equation is locally well-posedness for initial data and (u0, u1) ∈ Hs(R)×Hs−1(R), with s > −1/4
In the periodic setting, equation (1) was studied by Fang and Grillakis [5]. Using the Fourier restriction
norm approach introduced by Bourgain [3] in his study of the nonlinear Schro¨dinger equation (NLS)
iut + uxx + u|u|p−2 = 0, with p ≥ 3,
they proved LWP for (1) assuming u0 ∈ Hs, u1 ∈ Hs−2, with 0 ≤ s ≤ 1 and |f(u)| ≤ c|u|p, with 1 < p < 3−2s1−2s
if 0 ≤ s < 12 and 1 < p < ∞ if 12 ≤ s ≤ 1. Moreover, if u0 ∈ H1, u1 ∈ H−1 and f(u) = λ|u|q−1u − |u|p−1u,
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with 1 < q < p and λ ∈ R then the solution is global. In particular, for the “good” Boussinesq equation, the
lower Sobolev index where they obtain LWP is s = 0.
In this paper, we also consider the periodic setting and improve this last result by establishing the LWP
with s > −1/4 for the “good” Boussinesq equation. To this end we follow the argument in [6], where Farah
use the method developed by Kenig, Ponce and Vega [10] for the quadratics nonlinear Schro¨dinger equations
iut + uxx + Fj(u, u¯) = 0, j = 1, 2, 3. (2)
Here u¯ denotes the complex conjugate of u and F1(u, u¯) = u
2, F2(u, u¯) = uu¯, F3(u, u¯) = u¯
2 in one spatial
dimension and in spatially real and periodic case. We should mention that Bejenaru and Tao [1] improved
the result in [10] for nonlinearity F1 in the real case.
The arguments in [10] use some arithmetic facts involving the symbol of the linearized equation. For
example, the algebraic relation for quadratic NLS (2) with j = 1 is given by
2|n1(n− n1)| ≤ |τ − n2|+ |(τ − τ1)− (n− n1)2|+ |τ1 − n21|. (3)
Then splitting the domain of integration in the sets where each term on the right side of (3) is the biggest
one, Kenig, Ponce and Vega made some cancellation in the symbol in order to use his calculus inequalities
(see Lemma 3.1) and a clever change of variables to established their crucial estimates.
To describe our results we define next the Xs,b spaces related to our problem.
Definition 1.1 Let Y be the space of functions F (·) such that
(i) F : T× R→ C.
(ii) F (x, ·) ∈ S(R) for each x ∈ T.
(iii) F (·, t) ∈ C∞(T) for each t ∈ R.
For s, b ∈ R, Xs,b denotes the completion of Y with respect to the norm
‖F‖Xs,b = ‖〈|τ | − γ(n)〉b〈n〉sF˜‖l2nL2τ , (4)
where ∼ denotes the time-space Fourier transform and γ(n) ≡ √n2 + n4.
Now we state the main results of this paper.
Theorem 1.1 Let s > −1/4 and u, v ∈ Xs,−a. Then, there exists c > 0 depending only on a, b and s such
that ∥∥∥∥∥
( |n|2u˜v(τ, n)
2iγ(n)
)∼−1∥∥∥∥∥
Xs,−a
≤ c ‖u‖Xs,b ‖v‖Xs,b , (5)
where ∼−1 denotes the inverse time-space Fourier transform, holds in the following cases
(i) s ≥ 0, b > 1/2 and 1/4 < a < 1/2,
(ii) −1/4 < s < 0, b > 1/2 and 1/4 < a < 1/2 such that |s| < a/2.
Theorem 1.2 For any s < −1/4 and any a, b ∈ R, with a < 1/2 the estimate (5) fails.
Theorem 1.2 implies that in our frame the following local well-posed result is sharp (except for the limiting
case which remains open).
Theorem 1.3 Let s > −1/4, then for all φ ∈ Hs(T) and ψ ∈ Hs−1(T), there exist T = T (‖φ‖Hs , ‖ψ‖Hs−1)
and a unique solution u of the IVP (1) with f(u) = u2, u0 = φ and u1 = ψx such that
u ∈ C([0, T ] : Hs(T)) ∩Xs,b.
2
Moreover, given T ′ ∈ (0, T ) there exists R = R(T ′) > 0 such that giving the set W ≡ {(φ˜, ψ˜) ∈ Hs(T)×
Hs−1(T) : ‖φ˜− φ‖2Hs(T) + ‖ψ˜ − ψ‖2Hs−1(T) < R} the map solution
S :W −→ C([0, T ′] : Hs(T)) ∩Xs,b, (φ˜, ψ˜) 7−→ u(t)
is Lipschitz.
In addition, if (φ, ψ) ∈ Hs′(T)×Hs′−1(T) with s′ > s, then the above results hold with s′ instead of s in
the same interval [0, T ] with
T = T (‖φ‖Hs , ‖ψ‖Hs−1).
These theorems are surprising. The Fourier restriction norm approach, in most of the equations, provide
different best Sobolev index results in the real and periodic cases. By means of this technique we have the
following LWP results.
For the Korteweg-de Vries equation (KdV)
ut + uxxx + uux = 0,
s > −3/4 for the IVP and s > −1/2 for the PBVP (see Kenig, Ponce and Vega [9]).
For the modified Korteweg-de Vries equation (mKdV)
ut + uxxx + 6u
2ux = 0,
s ≥ 1/4 for the IVP and s ≥ 1/2 for the PBVP (see Kenig, Ponce and Vega [8] and Bourgain [3]).
For the equation (2) with nonlinearity F1, s > −1 for the IVP and s > −1/2 for the PBVP (see Bejenaru
and Tao [1] and Kenig, Ponce and Vega [10]).
For the equation (2) with nonlinearity F3, resp. F2, s > −3/4 for the IVP and s > −1/2 for the PBVP,
resp. s > −1/4 for the IVP and s > 0 for the PBVP (see Kenig, Ponce and Vega [10]).
So it seems that in general the lower Sobolev index which guarantee LWP for the IVP is lower (in fact,
at least 1/4 for the one dimensional case) than that for the IBVP.
In our case the situation is different. Together with Theorem 1.1-1.3 of [6], we conclude that the “good”
Boussinesq equation (1) in the real and periodic cases are local well-posed in all Sobolev spaces Hs for
s > −1/4. Since we also show that our estimates for the bilinear operators fail for s < −1/4, the result
concerning the local well posedness of the “good” Boussinesq equation is the optimal one provided by the
method in both settings (except for the limiting case). As far we know, this is the first example where we
have this kind of result for negative indices of s.
The plan of this paper is as follows: in Section 2, we prove some estimates for the integral equation in
the Xs,b space introduced above. Bilinear estimates and the relevant counterexamples are proved in Section
3 and 4, respectively.
2 Preliminary Results
First, we consider the linear equation
utt − uxx + uxxxx = 0 (6)
the solution for initial data u(0) = φ and ut(0) = ψx, is given by
u(t) = Vc(t)φ+ Vs(t)ψx (7)
where
Vc(t)φ =
(
eit
√
n2+n4 + e−it
√
n2+n4
2
φˆ(n)
)∨
,
Vs(t)ψx =
(
eit
√
n2+n4 − e−it
√
n2+n4
2i
√
n2 + n4
ψˆx(n)
)∨
.
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By Duhamel’s Principle the solution of (NLB) is equivalent to
u(t) = Vc(t)φ + Vs(t)ψx +
∫ t
0
Vs(t− t′)(u2)xx(t′)dt′. (8)
Let θ be a cutoff function satisfying θ ∈ C∞0 (R), 0 ≤ θ ≤ 1, θ ≡ 1 in [−1, 1], supp(θ) ⊆ [−2, 2] and for
0 < T < 1 define θT (t) = θ(t/T ). In fact, to work in the Xs,b spaces we consider another version of (8), that
is
u(t) = θ(t) (Vc(t)φ + Vs(t)ψx) + θT (t)
∫ t
0
Vs(t− t′)(u2)xx(t′)dt′. (9)
Note that the integral equation (9) is defined for all (t, x) ∈ R2. Moreover if u is a solution of (9) than
u˜ = u|[0,T ] will be a solution of (8) in [0, T ].
In the next lemma, we estimate the linear part of the integral equation (9).
Lemma 2.1 Let u(t) the solution of the linear equation{
utt − uxx + uxxxx = 0,
u(0, x) = φ(x); ut(0, x) = (ψ(x))x
with φ ∈ Hs and ψ ∈ Hs−1. Then there exists c > 0 depending only on θ, s, b such that
‖θu‖Xs,b ≤ c (‖φ‖Hs + ‖ψ‖Hs−1) . (10)
Proof. The proof is analogous to Lemma 2.1 of [6].

Next we estimate the integral part of (9).
Lemma 2.2 Let − 12 < b′ ≤ 0 ≤ b ≤ b′ + 1 and 0 < T ≤ 1 then∥∥∥∥θT (t)∫ t
0
Vs(t− t′)g(u)(t′)dt′
∥∥∥∥
Xs,b
≤ T 1−(b−b′)
∥∥∥∥∥∥
(
g˜(u)(τ, n)
2iγ(n)
)∼−1∥∥∥∥∥∥
Xs,b′
.
Proof. The proof is analogous to Lemma 2.2 of [6].

To finish this section, we remark that for any positive numbers a and b, the notation a . b means that
there exists a positive constant θ such that a ≤ θb. We also denote a ∼ b when, a . b and b . a.
3 Bilinear estimates
Before proceed to the proof of Theorem 1.1, we state some elementary calculus inequalities that will be
useful later.
Lemma 3.1 For p, q > 0 and r = min{p, q, p+ q − 1} with p+ q > 1, there exists c > 0 such that∫ +∞
−∞
dx
〈x− α〉p〈x− β〉q ≤
c
〈α − β〉r . (11)
Proof. See Lemma 4.2 in [7].

Lemma 3.2 If γ > 1/2, then
sup
(n,τ)∈Z×R
∑
n1∈Z
1
(1 + |τ ± n1(n− n1)|)γ <∞. (12)
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Proof. See Lemma 5.3 in [10].

Lemma 3.3 Let 0 < a < 1/2, α ∈ R, β, ν > 0 and H = {h ∈ R : h = α± n, n ∈ Z and |h| ≤ β}. Then
∑
h∈H
1
(ν + |h|)2a ≤ 2
(
2
ν2a
+
∫ β
0
dx
(ν + x)2a
)
. (13)
Proof. Since this is only a calculation we omit the proof.

Lemma 3.4 There exists c > 0 such that
1
c
≤ sup
x,y≥0
1 + |x− y|
1 + |x−
√
y2 + y|
≤ c. (14)
Proof. Since y ≤
√
y2 + y ≤ y + 1/2 for all y ≥ 0 a simple computation shows the desired inequalities.

Remark 3.1 In view of the previous lemma we have an equivalent way to compute the Xs,b-norm, that is
‖u‖Xs,b ∼ ‖〈|τ | − n2〉b〈n〉su˜(τ, n)‖l2nL2τ .
This equivalence will be important in the proof of Theorem 1.1. As we commented in the introduction the
Boussinesq symbol
√
n2 + n4 does not have good cancellations to make use of Lemma 3.1. Therefore, we
modify the symbols as above and work only with the algebraic relations for the Schro¨dinger equation already
used in Kenig, Ponce and Vega [10] in order to derive the bilinear estimates.
Now we are in position to prove the bilinear estimate (5).
Proof of Theorem 1.1. Let u, v ∈ Xs,b and define f(τ, n) ≡ 〈|τ | − n2〉b〈n〉su˜(τ, n), g(τ, n) ≡ 〈|τ | −
n2〉b〈n〉sv˜(τ, n). Using Remark 3.1 and a duality argument the desired inequality is equivalent to
|W (f, g, φ)| ≤ c‖f‖l2nL2τ ‖g‖l2nL2τ ‖φ‖l2nL2τ (15)
where
W (f, g, φ) =
∑
n,n1
∫
R2
|n|2
γ(n)
〈n〉s
〈n1〉s〈n− n1〉s
× g(τ1, n1)f(τ − τ1, n− n1)φ¯(τ, n)〈|τ | − n2〉a〈|τ1| − n21〉b〈|τ − τ1| − (n− n1)2〉b
dτdτ1.
Therefore to perform the desired estimate we need to analyze all the possible cases for the sign of τ , τ1
and τ − τ1. To do this we split R4 into the regions
Γ1 = {(n, τ, n1, τ1) ∈ R4 : τ1 < 0, τ − τ1 < 0},
Γ2 = {(n, τ, n1, τ1) ∈ R4 : τ1 ≥ 0, τ − τ1 < 0, τ ≥ 0},
Γ3 = {(n, τ, n1, τ1) ∈ R4 : τ1 ≥ 0, τ − τ1 < 0, τ < 0},
Γ4 = {(n, τ, n1, τ1) ∈ R4 : τ1 < 0, τ − τ1 ≥ 0, τ ≥ 0},
Γ5 = {(n, τ, n1, τ1) ∈ R4 : τ1 < 0, τ − τ1 ≥ 0, τ < 0},
Γ6 = {(n, τ, n1, τ1) ∈ R4 : τ1 ≥ 0, τ − τ1 ≥ 0}.
Thus, it is sufficient to prove inequality (15) with Z(f, g, φ) instead of W (f, g, φ), where
Z(f, g, φ) =
∑
n,n1
∫
R2
|n|2
γ(n)
〈n〉s
〈n1〉s〈n2〉s
g(τ1, n1)f(τ2, n2)φ¯(τ, n)
〈σ〉a〈σ1〉b〈σ2〉b dτdτ1
with n2 = n− n1, τ2 = τ − τ1 and σ, σ1, σ2 belonging to one of the following cases
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(I) σ = τ + n2, σ1 = τ1 + n
2
1, σ2 = τ2 + n
2
2,
(II) σ = τ − n2, σ1 = τ1 − n21, σ2 = τ2 + n22,
(III) σ = τ + n2, σ1 = τ1 − n21, σ2 = τ2 + n22,
(IV ) σ = τ − n2, σ1 = τ1 + n21, σ2 = τ2 − n22,
(V ) σ = τ + n2, σ1 = τ1 + n
2
1, σ2 = τ2 − n22,
(V I) σ = τ − n2, σ1 = τ1 − n21, σ2 = τ2 − n22.
Remark 3.2 Note that the cases σ = τ + n2, σ1 = τ1 − n21, σ2 = τ2 − n22 and σ = τ − n2, σ1 =
τ1 + n
2
1, σ2 = τ2 + n
2
2 cannot occur, since τ1 < 0, τ − τ1 < 0 implies τ < 0 and τ1 ≥ 0, τ − τ1 ≥ 0 implies
τ ≥ 0.
Applying the change of variables (n, τ, n1, τ1) 7→ −(n, τ, n1, τ1) and observing that the l2nL2τ -norm is preserved
under the reflection operation, the cases (III), (II), (I) can be easily reduced, respectively, to (IV ), (V ),
(V I). Moreover, making the change of variables τ2 = τ − τ1, n2 = n − n1 and then (n, τ, n2, τ2) 7→
−(n, τ, n2, τ2) the case (V ) can be reduced (IV ). Therefore we need only establish cases (IV ) and (V I).
We first treat the inequality (15) with Z(f, g, φ) in the case (V I). We should remark that this estimate is
exactly inequality (1.27) that appear in Theorem 1.8 of [10], but since it is important to have the inequality
(15) with a < 1/2 < b such that a+b < 1 to make the contraction arguments work we reprove this inequalities
here. We will make use of the following algebraic relation
− (τ − n2) + (τ1 − n21) + ((τ − τ1)− (n− n1)2) = 2n1(n− n1). (16)
By symmetry we can restrict ourselves to the set
A = {(n, n1, τ, τ1) ∈ Z2 × R2 : |(τ − τ1)− (n− n1)2| ≤ |τ1 − n21|}.
We divide A into three pieces
A1 = {(n, n1, τ, τ1) ∈ A : n = 0},
A2 = {(n, n1, τ, τ1) ∈ A : n1 = 0 or n1 = n},
A3 = {(n, n1, τ, τ1) ∈ A : n 6= 0, n1 6= 0 and n1 6= n}.
Next we split A3 into two parts
A3,1 = {(n, n1, τ, τ1) ∈ A3 : |τ1 − n21| ≤ |τ − n2|},
A3,2 = {(n, n1, τ, τ1) ∈ A3 : |τ − n2| ≤ |τ1 − n21|}.
We can now define the sets Ri, i = 1, 2, as follows
R1 = A1 ∪ A2 ∪A3,1 and R2 = A3,2.
In what follows χR denotes the characteristic function of the set R. Using the Cauchy-Schwarz and
Ho¨lder inequalities it is easy to see that
|Z|2 ≤ ‖f‖2l2nL2τ ‖g‖
2
l2nL
2
τ
‖φ‖2l2nL2τ
×
∥∥∥∥∥ 1〈σ〉2a |n|4γ(n)2 ∑
n1
∫ 〈n〉2s〈n1〉−2s〈n2〉−2sχR1
〈σ1〉2b〈σ2〉2b dτ1
∥∥∥∥∥
l∞n L
∞
τ
+‖f‖2l2nL2τ ‖g‖
2
l2nL
2
τ
‖φ‖2l2nL2τ
×
∥∥∥∥∥ 1〈σ1〉2b ∑n
∫ |n|4
γ(n)2
〈n〉2s〈n1〉−2s〈n2〉−2sχR2
〈σ〉2a〈σ2〉2b dτ
∥∥∥∥∥
l∞n1L
∞
τ1
.
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Therefore in view of Lemma 3.1-(11) it suffices to get bounds for
J1 ≡ sup
n,τ
1
〈σ〉2a
|n|4
γ(n)2
∑
n1
〈n〉2s〈n1〉−2s〈n2〉−2s
〈τ − n2 − 2n21 + 2nn1〉2b
on R1,
J2 ≡ sup
n1,τ1
1
〈σ1〉2b
∑
n
|n|4
γ(n)2
〈n〉2s〈n1〉−2s〈n2〉−2s
〈τ1 + n21 − 2nn1〉2a
on R2.
In the region A1 we have
|n|4
γ(n)2
= 0, therefore the estimate is trivial.
In region A2, we have
〈n〉2s〈n1〉−2s〈n2〉−2s . 1 and |n|
4
γ(n)2
≤ 1 for all n ∈ Z.
Therefore for n1 = 0 or n1 = n we obtain
J1 . sup
n,τ
1
〈σ〉2a+2b . 1
for a, b > 0.
Now, by definition of region A3,1 and the algebraic relation (16) we have
〈n〉2s〈n1〉−2s〈n2〉−2s . 〈σ〉λ(s)
where
λ(s) =
{
0, if s ≥ 0
2|s|, if s ≤ 0 . (17)
Therefore by Lemma 3.2-(12)
J1 . sup
n,τ
〈σ〉λ(s)−2a
∑
n1 6={0,n}
1
〈τ − n2 − 2n21 + 2nn1〉2b
. 1
for b > 1/2 and λ(s) ≤ 2a.
Next we estimate J2. In region A3,2, we have
〈n〉2s〈n1〉−2s〈n2〉−2s . 〈σ1〉λ(s)
and
|τ1 + n12 − 2nn1| ≤ 2〈σ1〉.
Define H = {n ∈ Z : |τ1 + n12 − 2nn1| ≤ 2〈σ1〉}. In view of Lemma 3.3-(13), we have
J2 . sup
n1,τ1
〈σ1〉λ(s)−2b
∑
n∈H
1
〈τ1 + n12 − 2nn1〉2a
. sup
n1,τ1
〈σ1〉λ(s)−2b
|n1|2a
(
|n1|2a +
∫ 〈σ1〉/|n1|
0
(
1
2|n1| + x
)−2a
dx
)
. sup
n1,τ1
〈σ1〉λ(s)−2b + 〈σ1〉
λ(s)−2b
|n1| +
〈σ1〉λ(s)−2a−2b+1
|n1| . 1
for a < 1/2 and λ(s) ≤ min{2b, 2a+ 2b− 1}.
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Now we turn to the proof of case (IV ). This is analogous to inequality (1.29) of [10]. In the following
estimates we will make use of the algebraic relation
− (τ − n2) + (τ1 + n21) + ((τ − τ1)− (n− n1)2) = 2n1n. (18)
First we split Z2 × R2 into three sets
B1 = {(n, n1, τ, τ1) ∈ Z2 × R2 : n = 0},
B2 = {(n, n1, τ, τ1) ∈ Z2 × R2 : n1 = 0},
B3 = {(n, n1, τ, τ1) ∈ Z2 × R2 : n1 6= 0, n 6= 0}.
Next we separate B3 into three parts
B3,1 = {(n, n1, τ, τ1) ∈ B3 : |τ1 + n
2
1|, |(τ − τ1)− (n− n1)
2| ≤ |τ − n2|},
B3,2 = {(n, n1, τ, τ1) ∈ B3 : |τ − n
2|, |(τ − τ1)− (n− n1)
2| ≤ |τ1 + n
2
1|},
B3,3 = {(n, n1, τ, τ1) ∈ B3 : |τ1 + n
2
1|, |τ − n
2| ≤ |(τ − τ1)− (n− n1)
2|}.
We can now define the sets Si, i = 1, 2, as follows
S1 = B1 ∪B2 ∪B3,1, S2 = B3,2 and S3 = B3,3.
Using the Cauchy-Schwarz and Ho¨lder inequalities and duality it is easy to see that
|Z|2 . ‖f‖2l2nL2τ ‖g‖
2
l2nL
2
τ
‖φ‖2l2nL2τ
×
∥∥∥∥∥ 1〈σ〉2a |n|4γ(n)2 ∑
n1
∫ 〈n〉2s〈n1〉−2s〈n2〉−2sχS1
〈σ1〉2b〈σ2〉2b dτ1
∥∥∥∥∥
l∞n L
∞
τ
+‖f‖2l2nL2τ ‖g‖
2
l2nL
2
τ
‖φ‖2l2nL2τ
×
∥∥∥∥∥ 1〈σ1〉2b ∑n
∫ |n|4
γ(n)2
〈n〉2s〈n1〉−2s〈n2〉−2sχS2
〈σ〉2a〈σ2〉2b dτ
∥∥∥∥∥
l∞n1L
∞
τ1
+‖f‖2l2nL2τ ‖g‖
2
l2nL
2
τ
‖φ‖2l2nL2τ
×
∥∥∥∥∥ 1〈σ2〉2b ∑n1
∫ |n1 + n2|4
γ(n1 + n2)2
〈n1 + n2〉2s〈n1〉−2s〈n2〉−2sχeS3
〈σ1〉2b〈σ〉2a dτ1
∥∥∥∥∥
l∞n2L
∞
τ2
where σ, σ1, σ2 were given in the condition (IV ) and
S˜3 ⊆
{
(n2, n1, τ2, τ1) ∈ Z2 × R2 : n1 6= 0, n1 + n2 6= 0 and
|τ1 + n21|, |(τ1 + τ2)− (n1 + n2)2| ≤ |τ2 − n22|
}
.
Therefore from Lemma 3.1-(11) it suffices to get bounds for
K1 ≡ sup
n,τ
1
〈σ〉2a
|n|4
γ(n)2
∑
n1
〈n〉2s〈n1〉−2s〈n2〉−2s
〈τ − n2 + 2nn1〉2b on S1,
K2 ≡ sup
n1,τ1
1
〈σ1〉2b
∑
n
|n|4
γ(n)2
〈n〉2s〈n1〉−2s〈n2〉−2s
〈τ1 + n21 − 2nn1〉2a
on S2,
K3 ≡ sup
n2,τ2
1
〈σ2〉2b
∑
n1
|n1 + n2|4
γ(n1 + n2)2
〈n1 + n2〉2s〈n1〉−2s〈n2〉−2s
〈τ2 − n22 − 2n21 − 2n1n2〉2a
on S˜3.
In the region B1 we have
|n|4
γ(n)2
= 0, therefore the estimate is trivial.
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Remark 3.3 We should notice that region B1 is difficult to handle when we consider equation (2) with
nonlinearity F2 in the periodic setting (see Kenig, Ponce and Vega [10], Theorem 1.10− (iii)). In order to
prove the bilinear estimate in this case one need to bound
K˜2 ≡ sup
n1,τ1
1
〈τ1 + n21〉2b
∑
n
〈n〉2s〈n1〉−2s〈n2〉−2s
〈τ1 + n21 − 2nn1〉2a
.
In particular, when n = 0 we have
K˜2 ≥ sup
n1,τ1
〈n1〉−4s
〈τ1 + n21〉2b+2a
.
Now, taking τ1 = −N2, n1 = N and letting N → ∞ we conclude K˜2 = ∞ for s < 0. Therefore, we
cannot push the LWP to equation (2) with nonlinearity F2 for any s < 0 using this method.
In region B2, we have
〈n〉2s〈n1〉−2s〈n2〉−2s . 1 and |n|
4
γ(n)2
≤ 1 for all n ∈ Z.
Therefore for n1 = 0 we obtain
K1 . sup
n,τ
1
〈σ〉2a+2b . 1
for a, b > 0.
In region B3,1, we have
〈n〉2s〈n1〉−2s〈n2〉−2s . |n1|η(s) . |n1n|η(s) (19)
where
η(s) =
{
0, if s ≥ 0
4|s|, if s ≤ 0 .
Moreover, by the algebraic relation (18) we have
|n1n| . 〈σ〉.
Therefore
K1 . sup
n,τ
〈σ〉η(s)−2a
∑
n1 6=0
1
〈τ − n2 + 2nn1〉2b . 1
for b > 1/2 and η(s) ≤ 2a.
Next we estimate K2. In the region B3,2, we have
|n1n| . 〈σ1〉
and
|τ1 + n12 − 2nn1| ≤ 2〈σ1〉.
In view of (19) and Lemma 3.3-(13), we obtain
K2 . sup
n1,τ1
〈σ1〉η(s)−2b
∑
n∈H
1
〈τ1 + n12 − 2nn1〉2a
. sup
n1,τ1
〈σ1〉η(s)−2b
|n1|2a
(
|n1|2a +
∫ 〈σ1〉/|n1|
0
(
1
2|n1| + x
)−2a
dx
)
. sup
n1,τ1
〈σ1〉η(s)−2b + 〈σ1〉
η(s)−2b
|n1| +
〈σ1〉η(s)−2a−2b+1
|n1| . 1
9
for a < 1/2 and η(s) ≤ min{2b, 2a+ 2b− 1}.
Finally, we estimate K3(n2, τ2). In the region B3,3, we have
〈n1 + n2〉2s〈n1〉−2s〈n2〉−2s . |n2|η(s).
Moreover, the algebraic relation (18) implies
|n2| . |n1 + n2|+ |n1| . |n1(n1 + n2)| . 〈σ2〉.
Therefore, Lemma 3.2-(12) implies that
K3 . sup
n2,τ2
〈σ2〉η(s)−2b
∑
n1 6=0
1
〈τ2 − n22 − 2n21 − 2n1n2〉2a
. 1
for a > 1/4, b > 1/2 and s > −1/4 which implies η(s) ≤ 2b.

Remark 3.4 Once the bilinear estimates in Theorem 1.1 have been established, it is a standard matter to
conclude the LWP statement of Theorem 1.3. We refer the reader to the works [10] and [6] for further
details.
4 Counterexample to the bilinear estimate (5)
Proof of Theorem 1.2. For u ∈ Xs,b and v ∈ Xs,b we define f(τ, n) ≡ 〈|τ | − γ(n)〉b〈n〉su˜(τ, n) and
g(τ, n) ≡ 〈|τ | − γ(n)〉b〈n〉sv˜(τ, n). By Lemma 3.4 the inequality (5) is equivalent to∥∥∥∥∥ |n|2γ(n) 〈n〉s〈σ〉a ∑
n1
∫
f(τ1, n1)g(τ2, n2)dτ1
〈n1〉s〈n2〉s〈σ1〉b〈σ2〉b
∥∥∥∥∥
l2nL
2
τ
. ‖f‖l2nL2τ ‖g‖l2nL2τ , (20)
where
n2 = n− n1, τ2 = τ − τ1,
σ = |τ | − n2, σ1 = |τ1| − n21, σ2 = |τ2| − n22.
For N ∈ Z define
fN(τ, n) = anχ((τ − n2)/2), with an =
{
1, n = N,
0, elsewhere.
and
gN (τ, n) = bnχ((τ + n
2)/2), with bn =
{
1, n = 1−N,
0, elsewhere.
where χ(·) denotes the characteristic function of the interval [−1, 1]. Thus
an1bn−n1 6= 0 if and only if n1 = N and n = 1
and consequently for N large∫
χ((τ1 − n21)/2)χ((τ − τ1 + (n− n1)2)/2) & χ((τ + (n− n1)2 − n21))
& χ((τ + 1− 2N)).
Therefore, using the fact that ||τ | − n2| ≤ min{|τ − n2|, |τ + n2|}, inequality (20) implies
1 &
∥∥∥∥N−2sNa χ((τ + 1− 2N))
∥∥∥∥
L2τ
& N−2s−a.
Letting N →∞, this inequality is possible only when s ≥ −a/2 which yields the result since a < 1/2.

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