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Estimation in Partially Linear Spatial Lag Panel
Model with Fixed Effects
Xu Yonghong ＆ Chen Jianwei
Abstract:We proposed a class of partially linear spatial lag panel model with fixed effects． The influence
of fixed effect，parameter and nonparametric independent variables are considered synthetically in the model．
The parametric and nonparametric parts of the model are estimated on the basis of the profile quasi-maximum
likelihood estimation，and asymptotic properties for the estimators are deduced under the condition that the
number of individuals and the number of periods are large． The results show that，under large sample
conditions，the estimators are consistent and the parameter estimator satisfies the asymptotic normal distribution
and the convergence rate is 槡nT．






































矩估计(GMM) ，应用最为广泛的是 ML方法。Ord(1975)最早使用 ML 方法对 SAＲ 模型进行参数
估计，Smirnov和 Anselin(2001)［2］利用权重矩阵的特征多项式计算对数似然函数中的雅可比行列







Lee(2004)［5］详细证明了 SAＲ 模型 ML 估计量和拟极大似然估计 QML 估计量的渐近性质。
参数估计量的渐近速率取决于模型空间权重矩阵的一些基本特征，当各空间单位只会被少数几个
空间单位影响时，ML估计量和 QML估计量具有槡n的收敛速率及渐近正态分布，当各单位会被许





Lee和 Yu(2010)［7］对空间动态面板数据模型的 ML估计量和 QML估计量的一致性和渐近分布进
行了相关拓展。
对于空间计量模型的两阶段最小二乘法(2SLS)估计，可以参阅 Kelejian 和 Prucha(1998)［8］，
Lee(2003［9］，2007［10］) ，Kapoor 和 Kelejian(2007)［11］。Kelejian 和 Prucha(1999)［12］最早引入了对
SAＲ模型的矩估计，随后，Lee(2001)［13］将矩估计量拓展为更一般的广义矩估计(GMM) ，更多




















Ynt = λ0WnYnt + γ0Yn，t －1 + ρ0WnYn，t －1 + Xntβ0 + c0 + εm (1)
Su和 Jin(2010)［18］研究了一类部分线性空间自回归模型:
Yn = λ0WnYn + Xn β0 + f0(Zn)+ εn (2)
本文在式(1)和式(2)的基础上，构建一类部分线性固定效应空间滞后面板模型:
Ynt = λ0WnYnt + Xnt β0 + f0(Znt)+ c0 + εnt (3)
其中，t = 1，2，…，T，Ynt = (y1t，y2t，…，ynt) ，Wn是 n × n的空间权重矩阵，Xnt 和 Znt 分别是 n ×
p的一类解释变量矩阵和 n × q的二类解释变量矩阵，f0(Znt)= (f0(z1t) ，…，f0(znt) )'，f0(·)是未知
函数形式，c0 = (c1，…，cn)'表示固定效应，为了确保 c0可识别，假设∑ ni = 1ci = 0，εnt为独立同分布
的误差项。令 ξ = (β'，λ)'，δ = (ξ'，σ2)'，θ = (δ'，c')'，则式(3)的对数拟似然函数为:


















为了估计 f0(·) ，将模型表达为另一种更紧凑的形式。记 Y = (y11，…，y1T，…，yn1，…，ynT)'，X =
(x11，…，x1T，…，xn1，…，xnT)'，其中 xit 表示 t期第 i个截面的一类解释变量，F0(Z)= (f0(z11) ，…，
f0(z1T) ，…，f0(zn1) ，…，f0(znT) )'，zit表示 t期第 i个截面的二类解释变量，即 xit = (xit1，…，xitp)'和 zit
= (zit1，…，zitq)'，ε = (ε11，…，ε1T，…，εn1，…，εnT)'，那么式(3)可以等价地表示为:
Y = λ0WY + Xβ0 + F0(Z)+ Dc0 + ε (5)
其中，W = Wn IT，表示克罗内克积，D = In IT，In和 IT分别表示 n维和 T维的单位矩阵，
IT 表示由 T个 1 构成的列向量。
记 B(λ)≡ InT － λW，B = B(λ0)= InT － λ0W，当 B非奇异时，式(5)可以表示为:
Y = B－1(Xβ0 + F0(Z)+ Dc0 + ε) (6)
接着，基于截面拟极大似然估计方法，分三步对式(5)进行估计。其中，步骤 1 是假定模型中




骤 1 中，得到非参部分的最终估计 F^ θ^(Z)。
步骤 1，假定 θ已知，通过局部多项式估计得到F0(Z)的初始可行估计。记K(·)为Ｒ
q上的核函
数，h = hnT为对应的窗宽序列，并且 Kh(z)= h






Kh(zit － z)lnφσ2((Y － λWY)it － x
T
itβ －∑0≤| j|≤rαjh














…∑ kjq = 0 j1
+ … + jq = k。对于 | j | = 1，…，r，αj≡ αj(z)表示在 z处关于 f0(zit)的 r次泰勒展开式中，(zit － z)
j
的比例系数，即αj = (h
| j| / j!) | j| f0(z)/(
j1 z1，…，
jq zq) ，其中，j!=∏ qi = 1 ji!。另外，令αl(z)表示| j |
= l(0≤ l≤ r)时，以字典顺序排列的所有 αj(z)系数，即以(0，0，…，l)对应系数为第一个元素，以
(l，0，…，0)对应系数为最后一个元素，所以 α(z)可以表示为(α0(z) ，α1(z)'，…，αr(z)')'。记式
(7)的最大值为 αθ(z)= (α0，θ(z) ，α1，θ(z)'，…，αr，θ(z)')'，对于给定的 θ，αl，θ(z)表示当 | j | = l时，
对 αj的估计值 αj，θ以字典顺序组成的一个集合，容易知道，αl，θ(z)中的元素个数为Nl = C
l
q+l－1。令N
≡∑ rl = 0Nl，那么 αθ(z)是一个 N × 1 向量。在特殊情况下，例如，当 r = 1 时，α(z) = (α0(z) ，
α1(z)')' = (α(0，0，…，0)(z) ，α(0，0，…，1)(z) ，…，α(1，0，…，0)(z) )'，N = N0 + N1 = 1 + q。
给定 θ，可得式(7)达到最大值时的 αθ(z) :
αθ(z)= arg minα (B(λ)Y － Xβ － Dc － Z
→
(z)α)'Kh(z) (B(λ)Y － Xβ － Dc － Z
→
(z)α) (8)












排列的，| j | = 0，1，…，r下 h－| j|(zit － z)
j组成的集合。Kh(z)= diag(Kh(z11 － z) ，…，Kh(z1T － z) ，…，
Kh(zn1 － z) ，…，Kh(znT － z) )。αθ(z)中的第一个元素表示给定 θ下 f0(z)的截面拟极大似然估计量，





αθ(z)= S(z) (B(λ)Y － Xβ － Dc) (9)
f0(z)的估计为:
fθ(z)= s(z)'(B(λ)Y － Xβ － Dc) (10)
式(10)中，s(z)' = e'NS(z) ，eN = (1，0，…，0)' 是 N × 1 向量，记
SnT = (s(z11) ，…，s(z1T) ，…，s(zn1) ，…，s(znT))'，那么 Fθ(Z)= SnT(B(λ)Y － Xβ － Dc)。










2 + ln | B(λ)| － 1
2σ2
( (InT － SnT) (B(λ)Y － Xβ － Dc) )' ×
( (InT － SnT) (B(λ)Y － Xβ － Dc) ) (11)
对式(11)求导，利用一阶条件，首先得到 c的估计量:
c^ = ［D'(InT － SnT)'(InT － SnT)D］







'(InT － SnT) (B(λ)Y － Xβ) (12)
式(12)中，D
～







2 + ln | B(λ) | － 1
2σ2
［M1(InT － SnT)V(ξ) ］'［M1(InT －
SnT)V(ξ) ］ (13)














式(14)中，M+1 ≡(InT － SnT)'M1(InT － SnT) ，同理，可得 σ
2 的截面拟极大似然估计量为:
σ^2(λ)= 1nT(B(λ)Y － Xβ^(λ) )'M
+
1(B(λ)Y － Xβ^(λ) )=
1
nTY'B'(λ) (InT － SnT)'M2(InT －
SnT)B(λ)Y (15)






















2(λ)+ ln | B(λ)| (16)
式(16)为未知参数 λ 的函数，其截面拟极大似然估计量 λ^ 最大化式(16) ，相应地，β^(λ)和
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σ^2(λ)的截面拟极大似然估计量分别为 β^(λ^)和 σ^2(λ) ，并由式(12)得到 c^。
在实际拟合过程中，c^可能是 c0 ± a·1n，即真实固定效应向量加减一个常数向量的估计，因为
限制了可辨认条件∑ ni = 1ci = 0，所以需要对 c^进行一定的转换处理:
c^^ = c^ － sum(c^)n ·1n (17)
式(17)中，sum(c^)表示向量 c^ 中所有元素之和，经过转换后，c^^ 中所有元素之和为 0，满足
条件。
步骤 3，令 θ^ = (δ^'，c^^')' 代替步骤 1 当中的 θ，则 F0(Z)的最终估计为:






i = 1 t = 1 是 i． i． d．随机序列，对于 i = 1，2，…，n，t = 1，2，…，T，E(εit)= 0，Var(εit)
= σ20，并且存在 γ ＞ 0，使得 E(| εit |
4+γ)＜ ∞。
假设 1 是对 εit的常规假设，它假设误差项独立同分布。如果误差项存在异方差或自相关时，
那么 SAＲ模型的拟极大似然估计量将不再是一致估计量。当误差项服从正态分布时，模型估计量
为极大似然估计量。
假设 2:① Wn 的元素一致小于 O(1 / ln) ，并且limn→∞ ln /n = 0，作为标准化，Wn 的对角元素都为 0。
②In － λ0Wn 是非奇异矩阵。③Wn 和(In － λ0Wn)
－1 都满足绝对行和、绝对列和一致有界。④(In －
λWn)
－1 在 λ∈ Λ上满足绝对行和、绝对列和一致有界①，其中 Λ表示参数凸紧集，并且 λ0∈Λ。
① 矩阵Wn 绝对行和一致有界和绝对列和一致有界是指存在非负常数 c，使得max1≤i≤n∑ni =1 | wij |≤ c和max1≤j≤n∑
n
j =1
| wij |≤ c。
假设 2 是由 Lee(2004)［5］提出的关于空间权重矩阵核心性质的假设(Yu等，2008［6］;Su和 Jin，
2010［18］;陈建宝和孙林，2015［21］等)。当{ln}是有界序列时，假设 2 中的显然总会满足，当{ln}是
发散序列时，要求{ln}的发散速度比 n小。Wn的对角元素都为 0，避免出现空间自影响。假设 2②保




即矩阵各行加总都为 1，这样矩阵各元素都属于，利于实证分析。假设 2④意味着(In － λWn)
－1 在
某些以 λ0 为中心的邻域内保持绝对行和、绝对列和一致有界。
假设 3:①(xit，zit) (i = 1，2，…，n，t = 1，2，…，T)是非随机回归元，并在 X × Z 上一致有界。
②对于 i = 1，2，…，n，t = 1，2，…，T，在 Z上存在函数 fa(z)满足:
xit，a = fa(zit)+ ηit，a (19)










ηit η' it －
∑ Th = 1η' ih( ){ }T = ΦX，X (20)










η(it)s‖ ＜ ∞ (21)
式(20)中，ΦX，X 是一个正定矩阵，式(21)中，‖·‖表示欧几里得范数，(it)s 表示(11，…，1T，
…，n1，…，nT)中的任意一个元素，并且，当 s≠ k时，(it)s≠(it)k。③函数 fa(·) (a = 0，1，…，p)是
(r + 1)阶连续可微的有界函数，并且它们的(r + 1)阶偏导数满足一阶 Lipschitz条件。④对于任意











假设 3①中的非随机一致有界假定见诸于 Kelejian 和 Prucha(1998［8］，1999［12］，2001［22］，
2010［23］)等文献，此假定避免了使用修剪函数修剪非参数估计量的需要。假设 3②延续了 Gao
(1995)［24］的假设 1、Hrdle(2000)的假设 1. 3. 1(2)和 Su和 Jin(2010)［18］的假设 1(2) ，本文不排除
fa(zit)≡0的情况，此时 xit，a = ηit，a，式(20)即limn，T→∞(nT)
－1∑ ni = 1∑
T
t = 1
xit(x' it － T
－1∑ Th = 1x' ih)=
ΦX，X，或者可以将 f(zit)= (f1(zit，…，fp(zit) )'视为E(xit | zit) ，记珋xit = xit － f(zit)= xit － E(xit | zit) ，
式(21)即limn，T→∞(nT)
－1∑ ni = 1∑
T
t = 1
珋xit(珋x' it － T
－1∑ Th = 1珋x' ih)= ΦX，X。式(22)将 ηit 的相关性压缩
于 nT水平以方便研究。当{ηit}是零均值、有限方差 ΦX，X 的 i． i． d．序列时，假设 3②以概率 1 满足。
假设 3③是局部多项式估计里的常规假设。假设 3④包含了序列{zit}是随机产生的情形，例如，当
z' it 是密度函数为 g(·)的 i． i． d．序列时，那么假设 3④以概率 1 满足
［25］。
假设 4:①核函数 K(·)的支撑集为Ｒq上的紧集，其在支撑集上为连续非负的偶函数。②存在 κ
＞ 0，令 h∞(nT)－1 /κ，使得 nTh2q → ∞，nTh4(r+1)→ 0。
假设 4 主要关注核函数和窗宽，在有关局部多项式估计量的非参数文献中经常见到。例如，Su
和 Jin(2010)［18］做出了仅考虑截面数据的相似假设:存在 κ ＞ 0，令 h ∝ n－1 /κ，使得 nh2q → ∞，
nh4(r+1)→ 0。假设 4②要求 r ＞ q /2 － 1，当 q≤ 3时，本文可以简便地选取 r = 1以进行局部线性估
计;当 q≥ 4 时，则需要一个更高阶的局部多项式以满足假设。当然，因为“维数灾难”的原因，本文
并不建议在实际运用中选取过大的 q。
为了研究的进行，令 G =WB － 1。
假设 5:max1≤i≤nT | ( (InT － SnT)GF0(Z) )i | = O(h
r+1 + (nT)－1 /2h－q /2)。





Y = Xβ0 + F0(Z)+ Dc0 + λ0G(Xβ0 + F0(Z)+ Dc0)+ B
－1ε (23)







β* (λ)= (X'M+1 X)
－1X'M+1 B(λ)B
－1(Xβ0 + F0(Z)+ Dc0) (25)
记 Ｒ = G(Xβ0 + F0(Z)+ Dc0) ，则 σ
2 的估计值为:
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σ* 2(λ) = 1nTE{(B(λ)Y － Xβ
* (λ) )'M+1(B(λ)Y － Xβ
* (λ) ) }= 1nT(F0(Z) + (λ0 －











* 2(λ)+ 1nT ln | B(λ)| (27)




定理 1:在假设 1 ～ 5 成立下，δ0 唯一可识别，并且 δ^ →
p
δ0。









































































































记 PnT = (InT － SnT)'(InT － SnT) ，并且:







































































































这是一个对称矩阵，对称元素省略。其中 μ3和 μ4分别表示 εit的三阶原点矩和四阶原点矩，当
εit 服从正态分布时，μ4 － 3σ
4






















+ o(1)= ∑ δ + o(1) (31)
记， lim
n，T→∞
(nT)－1X'M+1 Ｒ = ΦX，Ｒ，limn，T→∞(nT)
－1Ｒ'M+1 Ｒ→ ΦＲ，Ｒ。
假设 6:ΦＲ，Ｒ － Φ'X，ＲΦ
－1
X，XΦX，Ｒ ＞ 0。
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推论 3:在假设 1 ～ 6 成立下，(nT)－1 /2lnLnT(δ0)/δ + ΩnT →
d
N(0，∑ δ + Ψδ)。
定理 2:在假设 1 ～ 6 成立下，
槡nT(δ^ － δ0)+∑ －1δ ΩnT →
d















比如，当不存在非线性参数时，只需跳过步骤 1，将步骤 2 中的 SnT 设定为零矩阵即可;当不存在固
定效应时，只需将步骤 2 中的 M1 设定为 PnT 即可。
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