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Numerical experiments on DFP-method, a powerful function 
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ABSTRACT 
A lucid descr ipt ion of  the variable metric (DFP) method  due to Davidon (1959), Fletcher and 
Powell (1963) is given. A newly developed FORTRAN IV Program FUNMIN-2,  which is bas- 
ed on the original DFP-method  incorporat ing a few computat ional ly  significant modif icat ions 
has been compared  with the FORTRAN version of the ALGOL procedure FLEPOMIN (1966). 
Results of  computat ion  for a number  of  wel l -known numerical examples are presented which 
prove the superior i ty of  FUNMIN-2 .  The two programs were executed on a CDC 6400 com- 
puter. 
1. INTRODUCTION 
A powerful method for minimizing a function of 
several variables has been described by Davidon [1 ] 
and later reformulated by Fletcher and Powell [2]. 
This method originally developed for unconstrained 
optimization and using only first order partial deriv- 
atives is generally referred to as DFP-method in the 
literature; several variations and acceleration tech- 
niques for convergence have been suggested [3, 4]. 
Stewart [5] further modified DFP-method to accept 
difference approximations in place of analytical ex- 
pressions for the gradient vector. Box [6], Murtagh 
and Sargent [7] and Huang and Levy [8] reported 
extensive computational experience on function 
minimization by DFP-method which is also termed 
as variable metric method. Broyden [9] and Huang 
[10] derived this method under a broad family of 
quadratically convergent minimization algorithms. 
Goldfarb and Lapidus [11] and also Fletcher [12] 
extended its use to linearly constrained optimization 
problems. 
DFP-method has been incorporated into a number 
of computer codes. Coggan [13] developed an Atlas 
Autocode program MULTIFIT for fitting nonlinear 
static mathematical models to experimental data. 
An Algol procedure FLEPOMIN has been given by 
Wells [14] and later revised by Fletcher [15] and 
others [16-17]. 
Recently, two of the authors [18] have developed a 
FORTRAN IV program FUNMIN-1, incorporating 
a number of features which result compared to 
FLEPOMIN into a smaller number of function evalua- 
tions in minimizing multivariable functions. The 
present paper describes an improved version of 
FUNMIN-1, called FUNMIN-2, and its performance 
in minimizing nine different multivariable test func- 
tions. 
2. A REVIEW OF GRADIENT METHODS 
Let f(x_) be a general nonlinear function of n variables 
(x 1, x2,.. Xn) assumed to be continuous and possess- 
ing second order partial derivatives. The extremal 
values of f(x_.) occur at stationary points where the 
gradient vector gbecomes null, i.e., 
( a f ,  ~f ~f )T 0 (1) 
--~x -~x  2.... aXn = 
If f is expanded in the Taylor series aroundx i omit- 
ting third and higher order terms, one obtains 
f (x i+ l )  = f(xi) +2T  gi  + ~__p T FI iP_i (2) 
where 
Pi = X i+ l  --xi" (3) 
H is the n x n matrix of second order partial deriv- 
atives whose elements are given by 
Hij = a2f / (ax i  . axj), (i,j = 1, 2 . . . .  n). (4) 
In the above notation, vectors and matrices are 
underlined once and twice, respectively. Subscripts 
denote the iteration number and superscript T, the 
transposition. Sometime, subscripts denote the com- 
ponents of a vector which will be obvious from the text. 
(*) H. J. Z immermann,  Technical  University, Aachen, West Germany. 
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For the function f to have a local minimum, it is 
necessary and sufficient hat g = o and _ H is a positive 
definite symmetric matrix, that is, the determinant of
H_ and all successive principal minors of H_ are positive. 
may be noted that a necessary and sufficient condi- 
tion for H to be positive definite is that 
(a) all eigen values of H are positive, or 
(b) xTH x > 0 for all x :~ 0, or 
(c) the largest eigen value should be positive. 
To find the next approximation to the desired min- 
imum solution, Eq. (2) is written as : 
T 1 pT Hi (5) 6fi =-Pi g-i +T  P__.i 
where 
8f i = f (x i+ l )  - f (x i ) .  (6) 
Differentiating Eq. (5) with respect o 10 and equat- 
ing it to zero yields, 
Pi = -H71 - -  =1  g_.i (7 )  
The usual algorithm for any search procedure can be 
specified as, 
x i+  1 = xi + r~isi (8) 
where a i is a scalar determining the step size in the 
direction of search s i. In the so-called gradient 
methods s i is proportional to Pi" The simplest choice 
of H _- I, I being an identity matrix, gives rise to 
the method of simple gradients. Here, the selection 
of c~ i is crucial to the rate of convergence. If small 
step length is used, the method of simple gradients 
is sure to converge but it may take unreasonably 
long time. If the step length is too large, the results 
obtained in any iteration may be worse than those 
obtained in the previous iteration. In order to obtain 
fast convergence, the well-known second order 
method of Newton-Raphson is often proposed to 
determine the direction of search by actually evaluat- 
ing the second order derivatives in the equation (7). 
For a quadratic function, the Newton-Raphson 
method of course converges in only one iteration. 
For the nonquadratic functions, however, fast con- 
vergence using a second order method can be obtain- 
ed only in the neighbourhood of the minimum since 
here a quadratic approximation represents the func- 
tion well. 
Therefore, for improving the rate of convergence it 
has often been suggested to apply the simple gradient 
search when far from the optimum and shift over to 
the Newton-Raphson method when the vicinity of 
the optimum has been reached. In such a scheme, it 
is rather difficult to know beforehand when the search 
should be switched over from the former to the 
latter. Secondly, at the stage of switching over some 
of the variables may be nearer to their optimal 
values than the others; whereas the Newton-Raphson 
method is not amenable to consider each variable 
separately. As a result, all the variables must be con- 
sidered at the same time and man-machine interac- 
tion becomes necessary for the switch-over. To ove~. 
come the above situation, Law and Fariss [19] 
suggested a computational scheme by defining new 
variables by a linear transformation of the gradient 
vector _g_ and the positive definite Hessian H._ Then, 
a new search direction is computed in term~ of the 
transformed variables by a logical discrimination be- 
tween the components of this search vector. Hence, 
their method known as 'transformational discrimina. 
tion' (TD) provides the logical means for automatic 
shifting from the first to a second order method ur- 
ing the process of computation. The performance of
TD has been compared by them by minimizing a
number of multivariable functions with the other 
known methods, which indicates that the extra effort 
involved in applying TD with orthogonal transforma. 
tion, known as 'rotational discrimination', is not 
justified. The main disadvantage of the TD method 
is the necessity to calculate the Hessian matrix. More- 
over, in cases in which H varies in each iteration, the 
time and effort involved in transforming H and its re- 
arrangement into a diagonal matrix are enormous. 
Besides the above, there are methods which do not 
need actually computing second order derivatives, yet 
they develop quadratic onvergence in the neighbour- 
hood of the optimum. Among these are the variable 
metric algorithms [20] (VM) based on the original 
DFP algorithm. They apply approximations to the 
inverse of the Hessian matrix of the objective func- 
tion in an iterative procedure; hence, they are named 
as such. Another class of methods earch in a se- 
quence of conjugate directions and need explicit 
calculation of only first order derivatives; they devel- 
op quadratic onvergence due to search in mutually 
conjugate directions, which has been attributed by 
Kelley and Myers [20] to sensibly constant nature 
of the second order derivatives in case of function 
minimization. Fletcher and Reeves [21] presented 
an iterative conjugate gradient (CG) algorithm for 
function minimization based on the original work of 
Hestenes and Stiefel [22]. 
Though the CG-method may be more economical 
in terms of storage and time, VM is the one which 
yields full information on the curvature of the func- 
tion at its minimum. Hence, the study in this paper 
is concentrated on DFP-method and its additional 
features. The previous program FUNMIN-1 [18] has 
been improved and a program FUNMIN-2 developed 
incorporating some new features. 
3. DFP-METHOD 
In the DFP-method, neither the matrix H of the 
second order partial derivatives i actually- calcuhted 
nor is it inverted. On the other hand, information 
on the first order derivatives i utilized to form a 
sequence of matrices B o, B 1' B2 "'" which converges 
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to the actual H71 Thus, the effort involved in calcul- 
ating ~ in one iteration is much less than the com- 
plete matrix inversion. If the function to be minimiz- 
ed is quadratic, then Bn_ 1 = H -1 , that is, only n 
iterations are required to determine the minimum 
point exactly [2]. However, for general nonlinear 
functions usually more than n iterations are needed 
for convergence. All such procedures have come to 
be known as quadratically convergent procedures 
though it has got a different meaning from the second 
order convergence [23]. A typical iteration of DFP- 
method is described below : 
(a) At a given point x_ i' ca lculate f = f (x i )  and 
gi = &(xi) and the direction s_i from 
=-B i  g i  " ' "  (9) 
(b) Choose ai, a scalar so that f ~ i  + ai si) is a 
minimum in the direction s i. 
(c) Compute x i+ 1 = xi  + °-i 
. . . .  ( l o )  
where o i = ra i Li . . . .  (11) 
(d) Compute f (x i+ l )  and g i+ 1 = g(3-i+l) noting 
that 
°'1" gi + 1 = 0 (12) 
Calculate 
Yi = g i+ 1 - g i  . . . .  (13) 
(e) Update 13 by 
T 
Zi °T  B_-i Y--i Yi -Bi (14) 
B i+ l  =B i+ 
T Bi aT Li Yi Zi 
Alternatively, 
T T 
s i  s i Bi Yi Y-i Bi 
B i+ l= Bi + ai  T T 
s i  Yi Yi Bi Yi 
(15) 
(f) Set i = i + 1 and repeat from step (a) until con- 
vergence is obtained. 
In principle, any positive definite matrix B__ may be 
used to start the iteration. In the absenceof any 
specific information on the function to be minimiz- 
ed, B=o is usually chosen to be an identity matrix. 
Thus, the search is started from an arbitrary point 
in the direction of steepest descent. 
All of the ]~i generated according to the equation 
(14) will bepositive definite; the second term on 
the righthand side of the equation ensures that 
~i+1 -~ H-1 while the last term ensures thatB i+ 1 
remains positive definite [24]. This property is term- 
ed as 'stability'; for the rigorous proof, the reader is 
referred to the original paper [2]. 
In step (b), any accurate linear minimization (LM) 
procedure can be used [25, 26]. However, this seem- 
ingly simple problem of LM can only be solved at 
the expense of computing a large number of func- 
tion values and its gradients. This aspect of the 
search in DFP-method has been the subject matter 
of a number of investigations [27-29]. An efficient 
LM algorithm is the Davidon's cubic interpolation 
formula where the step length a i is calculated from 
ai - z+w-q  
q' + 2w-q  (16) 
where 
w = x/~2_ qq, (17) 
z = 3 ( f - f ' )  q, 
" k + q + (18) 
The terms q and q' are components of the gradients 
in the direction s (x  ), given by q = f (x i )  s and 
q, ~_ fiT (x ' )  s .  The functions f and f' are evaluated 
at the points x i and _x', respectively; x'_, is a point 
chosen alongx i + XL. A suitable choice of X is 
given by 
=min  {1, [ -2  ( f - fo )  [) (19) 
q 
where fo is some predicted minimum of f which has 
to be given as input to the program. It is necessary 
that z 2 > qq' and while q < o, q' > o. 
4. SPECIAL FEATURES OF FUNMIN-2 
The computer program FUNMIN-2 written in 
FORTRAN IV is based on the DFP-method, the 
logic of which is shown in Figures la- ld.  
Compared to the reported work [13-17], FUNMIN-2 
incorporates the following improved features which 
make it a more efficient program for minimizing 
mukivarlable functions, as indicated by a number of 
test functions given in the next section. 
(a) The step size ~ is allowed to retain the sign of 
-2 ( f - fo ) /q .  As a result, it may also assume negative 
values which is helpful in continuing the iterative 
procedure ven when the descent property is lost due 
to round off errors or any other contingencies develop- 
ed during the course of computation. On the other 
hand, it is always positive in FLEPOMIN which may 
sometimes result into premature termination of the 
program. 
(b) A factor t ( 0 < t <~ 1) is applied to Jk whenever 
the step length has been too large and it is reduced 
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Fig. 1 (a) : - Flowdiagram for FUNMIN-2 
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Fig. 1 (d) : - Convergence Criteria 
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nonlinearly on each successive inner cycle by the 
formula : 
t : = 0.956 t 2 ... (20) 
whereas, in FLEPOMIN a linear step t : = t /4 is 
used. In the majority of test functions, equation (20) 
has made a significant contribution in reducing the 
number of function evaluations. 
(c) As shown in Fig. ld, dual convergence criteria 
[26] have been incorporated in FUNMIN-2 which 
are based on testing the absolute and relative differ- 
ences between the successive values of the objective 
function as well as of the independent variables. 
These are more rigorous and effective in practice 
than the criteria adopted in FLEPOMIN, that is, 
(gTg) 1/2 and (sTs) 1/2 _ _ should simultaneously be 
less than a pre-assigned quantity. 
(d) The accuracy in linear minimization is generally 
not so high when the number of function evalua- 
tions (NFEV) are kept at a minimum. Therefore, in 
general the gradient at the terminal point of a LM 
routine is not orthogonal to the search direction, 
that is, o T g i+ l  4: 0. In such a case, an orthogonal 
gradient correction (OGC) as suggested by Hoshino 
[3] has been introduced which is given below : 
T 
Ei g i+ l  
_gi+l : =g i+ l  T - -  _Yi (21) 
° i  Yi 
(e) In actual practice it is essential that both q' and 
( f ' - f )  are positive before interpolation is carried out 
using the equations (16) to (18). In such a case only, 
a minimum can be located between the points x i and 
x' .  However, when the values of f and f '  are close 
enough, the interpolation has to be repeated over the 
reduced range which has the least function value at 
one of its end points. These features are built-in 
FUNMIN-2, as shown in Fig. la. 
(f) When both f ' -< f and q' < o, extrapolation has 
to be carried out. As shown in Fig. lb, during the 
extrapolation FUNMIN-2 doubles the step size with 
or without resetting H -1 (as controlled by ICR being 
0 or 1, respectively) using the following relation 
given by Davidon [1], 
B i=B i - s  i s T /q .  (22) 
The above equation, in fact, doubles the value of the 
determinant of B_B_, which is necessary when the min- 
imum cannot be straddled because of either the 
Hessian itself or due to highly nonquadratic nature 
of the function. On the other hand, in FLEPOMIN 
the step length is simply increased fourfold for extra- 
polation. 
5. TEST FUNCTIONS 
The performance of FUNMIN-2 has been tested 
and compared with FLEPOMIN (FORTRAN IV 
version) using the following test functions. For the 
sake of  uniformity in comparison, FLEPOMIN has 
been executed using the dual convergence criteria 
mentioned in the previous section. 
(i) Rosenbrock's Parabolic Valley [30] 
f = lOO(x 2-x12) 2+( l -x l )  2 
x = (-1.2, 1) T, fo 24.2 
- -O  ~--- 
= (1, 1),T t~= 0 
(ii) Wood's Function (Test Problem 4 of Colvilh's 
Study [31]) 
f = 100(x2-x12) 2 + (1-X l )2  + 90(x4-x~)2 
+(1-x3  )2 + 10.1 (x 2 -  1) 2 +(x  4-1) 2 
+ 19.8 (x 2-1) (x 4-  1) 
x = (-3, - i ,  -3, - I ) ,  T fo = 19192 
- -O  
_~ = (1, 1, 1, 1),Tf = 0 
(iii) Powell's Function - Quartic with Singular 
Hessian [32] 
f -_ (x 1+10x2)2+ 5(x3-x4  )2 + (x2-2x3)4 
+ 10(Xl -X4)4 
x = (3, -1, 0, 1), T fo = 215 
- -O  
5¢ = (0 ,0 ,0 ,0 ) ,  T f=0 
(iv) Fletcher and PoweU 3-Variable Helical Valley [2] 
2 2 _ 1)2+x2 3 f = 100(x 3 -100)  2+(4x  l+x  2 
1 0 = 
2rr 
tan -1 (x2/x l ) ,  x I > 0 
=-~+ tan -1 (x 2 /x l ) ,  x 1<0 
Xo= ( -1 ,  0 ,0 ) ,  T fo  = 2500 
"_x = (1,0,0) ,  T f :=0 
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(v) Fletcher-Powell Trigonometric Function [2] 
n _ n ' }2  
f= i= l  ~ {ei J='l~ l(aij sin xj + bij cos xj) 
-¢ r~x,  6 ~¢r ; Xo=X+. l~ 
-100~a,b~ 100; ~=x,  f=0 
x, 6, a, b are random numbers, 
e i are calculated from 
n 
ei = j~ l  (aij sin xj + bij cos xj) 
n is varied from 5 to 75. 
(vi) Thermister Problem - Nonlinear Regression 
Analysis [33] 
16 
f = .~,  (Yi - ~i )2, given (Yi' Ti)' 
1=1 
(i = 1, 2 . . . . .  16) 
where 
Yi = Xl exp (x2/(T i+  x3) ) 
x o= (.02, 4000,250)T," fo = 1.69 E+9 
~_ = (.00561, 6181, 345.2) T,  f '= 87.9 
(vii) Sum of Two Exponentials [6, 34] 
10 -x  I t i -x 2 • f = I~ {(e -e  tl) 
i=l  
(e - t i  -10ti  - -e  )}2  
t i = .1 to  l ins tepsof .1  
(i = 1, 2 . . . .  10) 
x =(0,201 T ;  fo=2"087 
- -0  
_~ = (1,10) T ,  f =0  
(viii) Chemical Equilibrium Problem [35, 18] 
¢ = {(1 -x  1- x2) (1- x 3 -  x l ) -  4x~/549000} 2 
+ {(1-Xl -X2)  (1 -x2-x3) -4x~/362 }2 
+ {(1 -x2-x  3) (1 -x3-x l ) -4x23/3 .28}2 
x = ( .1 , .1 , .1) ,  T fo = 1.213 
- -O  
= (.865 766, .133 970, .113 392) T, 
f=0.  
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(ix) Heat Conduction Problem [35, 18] 
f = {2(x 2 + x3-4X l )+ 20-  1.5x 1+ x~/20}2 
+ {2(x 1-  3x3+x4)  + 20-  1.5x 3 + x~/20} 2
+ {2(2x 1 + x 4 -4x2) + 20 - 1.5 x 2 + x~ / 20 }2 
+ {2(x 2 +2x3-3x4)+20 -1 .5x  4+x2/20}2 
x = (4.7, 6 1, 6.5, 8.0) T, fo 1879.7 
- -O  " = 
~__ = (4.85205, 6.05449, 6.40419, 8.13831) T, 
f=0.  
6. RESULTS AND DISCUSSION 
In order to compare the performance of FUNMIN-2 
with FLEPOMIN (FORTRAN IV version), the above 
test functions have been minimized on a CDC 6400 
computer, using the same starting points and con- 
vergence criteria and limits. In such minimization 
problems, number of iterations (NOIT) cannot be 
taken as a yardstick. However, the number of func- 
tion evaluations (NFEV) and also the number of 
gradient calls (NGEV), alternatively the computer 
time, can be accepted as a measure of performance. 
Besides, the number of equivalent function evalua- 
tions, given by EFEV = NFEV + n. NGEV, can also 
be taken as a criterion. Here it is tacitly assumed 
that a gradient evaluation is n times as involved as 
a function evaluation. 
From Table 1, it can be seen that the number of 
function evaluations required by FUNMIN-2 are less 
than that by FLEPOMIN in 7 out of 9 case-studies. 
The other performance indices like EFEV, NGEV 
and computer time utilized also indicate that FUN- 
MIN-2 is generally superior to FLEPOMIN. 
Further, rigorous testing of FUNMIN-2 has been 
carried out using test function (v) up to a maximum 
of 75 variables. The results are presented in Table 2, 
from which it is clear that in general resetting has a 
favourable ffect by reducing the number of func- 
tion evaluations compared to without resetting. The 
same trend is maintained in the results given in 
Table 3. 
On the other hand, applying OGC has no significant 
effect which points out that LM search method in- 
corporated in FUNMIN-2 is accurate nough. In fact, 
in the last two cases of minimizing function (i) in 
Table 3, OGC has an adverse ffect producing non- 
optimal values. However, its effect should be studied 
more in depth particularly by applying it only after 
a few iterations are completed. 
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7. CONCLUSION 
From the results given in Tables 1-3, it can be con- 
cluded that FUNMIN-2 described in this paper is a 
powerful  computer  program for minimizing multi-  
variable nonlinear functions containing as many as 
75 variables. 
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TABLE 1 - RESULTS OF  MINIMIZING TEST FUNCTIONS ( i ) -  (ix) 
(e = e I = 1 .E -7 ,  Resett ing with Eq. 22) 
Test CD6400 
Function n Method NOIT NFEV NGEV EFEV f CPU time 
in secs. 
(i) 2 FUNMIN-2 17 70 63 196 1.80E - 20 
FLEPOMIN-F  IV 21 76 76 228 2.60E - 18 
(ii) 4 FUNMIN-2 39 175 153 787 1.00E - 17 4.241c 
FLEPOMIN-F  IV 34 101 101 505 1.42E - 20 3.110 c 
(iii) 4 FUNMIN-  2 + 16 70 70 350 1.36E - 16 
FLEPOMIN-F  IV + 29 84 84 420 1.02E - 20 
(iv) 3 FUNMIN-2 13 35 35 140 3.85E - 21 0.442 
FLEPOMIN-F  IV 24 58 58 232 3.81E - 20 0.716 
(v) 30 FUNMIN-2*  42 112 101 3142 9 .86E-  11 
FLEPOMIN-F  IV* 107 400 400 12400 2.04E - 11 
(vi) 3 FUNMIN-2  133 734 630 2624 8.79E + 01 15.553 c 
FLEPOMIN-F  IV 200 459 459 1836 a 12.192 c
(vii) 2 FUNMIN-2 ** 5 18 18 54 4.09E - 13 
FLEPOMIN-F  IV 9 30 30 90 1 .73E-  10 
(viii) 3 FUNMIN-2**  111 572 500 2072 b 4.935 
FLEPOMIN-F  IV 295 1129 1129 4516 2.74E - 13 6.684 
(ix) 4 FUNMIN-2**  7 17 17 85 5.83E - 23 0.248 
FLEPOMIN-F  IV 10 32 32 160 2.62E - 15 0.425 
+ e= .1E-7 ,  e I = 1 .E -4  
:¢ 
e= e I = 1 .E -6 ,  n=30 
** with OGC 
a information not available due to non-convergence even after 200 iterations 
b exact result not known but  it was of  the order of  1 .E -13 .  
c . total  time including compi lat ion o f  the Fortran source program 
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TABLE 2 - RESULTS OF MINIMIZING TEST FUNCTION (v) USING FUNMIN-2  
Sl. 
No. n NOIT NFEV NGEV CPU time i: e e 1 
(seconds) 
OGC Reset, eq. 
(22) 
1 5 13 38 38 1.161 3.21E - 9 10 -6  10 -4  
2 5 14 32 32 - - a  4.71E - 19 10 -7 10 -7  
3 5 12 29 29 - - a  5 .55E-  14 10 -7 10 -7 
4 5 13 40 35 - -  a 1 .87E-  16 10 -7  10 -7  
5 10 20 51 51 4.526 1.76E - 7 10 -6 10 -4  
6 10 21 50 50 - - a  5 .79E-  18 10 -7  10 -7  
7 10 19 48 45 - - - a  2 .21E-  12 10 -7 10 -7 
8 10 21 68 64 - - - a  6 .79E-  12 10 -7 10 -7  
9 20 42 159 145 47.407 1.45E - 9 10 -6  10 -4  
10 20 27 78 68 . . . .  a 4.79E - 8 10 -6  10 -4  
11 20 28 76 66 a 2.52E - 10 10 -6 10 -6 
12 30 42 112 103 76.964 4.24E - 11 10 -6 10-4 
13 30 45 134 123 - - - a  2.56E - 8 10 -6  10-4 
14 30 42 112 101 - - a  9 .86E-  11 10 -6  10 -6 
15 40 53 153 135 181.276 6.80E - 10 10 -6  10-4 
16 40 52 i84  146 - - a  9 .81E-  11 10 -6 10 -6  
17 50 65 169 155 - - a  1 .30E-  15 10 -6  10 -6 
18 60 69 292 220 - - a  9.54E - 9 10 -6 10-4 
19 75 96 506 365 1767.280 1.15E - 9 10 -6 10-4 
20 75 87 374 281 1403.367 4.75E - 10 10 -6  10-4 
21 75 86 468 327 1634.755 2.76E - 10 10 -6  10-4 
No 
Yes 
Yes 
Yes 
No 
Yes 
Yes 
Yes 
No 
No 
No 
No 
No 
No 
No 
No 
No 
No 
No 
Yes 
No 
No 
Yes 
Yes 
No 
No 
Yes 
Yes 
No 
No 
No 
Yes 
No 
No 
Yes 
No 
Yes 
Yes 
Yes 
No 
Yes 
Yes 
a Informat ion not available 
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TABLE 3 - EFFECT OF RESETTING AND OGC 
(FUNMIN-2, e = 1 .E -7 )  
Test Reset 
Function eq. (22) OGC e I NOIT NFEV NGEV 
CD 6400 
CP time 
(secs) 
(i) No No 1 .E -7  22 85 85 4 .70E-  19 
Yes No ,, 17 70 63 1.88E- 20 
No Yes " 1 25 16 4.01 
Yes Yes ,, 1 25 16 4.01 
2.756 
2.403 
2.399 
(ii) No Yes 1 .E -4  32 156 150 2.69E-15 b
Yes Yes - 19 74 74 3.75E-15 b
No No , 47 414 372 1.68E-12 b 'c  
Yes No ,, 16 70 70 1.36E-16 b
Yes No 1 .E-7 27 106 106 5.09E-22 
Yes Yes , 26 107 107 2.64E-21 
3.773 
3.245 
5.289 
3.216 
3.459 
3.500 
(iv) No No 1 .E-7 15 50 50 1.57E-23 
Yes No , 13 35 35 3.85E-21 
No Yes ,, 18 57 57 1.18E-24 c
Yes Yes ,, 13 36 36 5.39E-16 c
2.909 
0.442 d 
3.289 
2.977 
a Information ot available 
b Starting point different from given along the test function, i.e., x o = (3, -1, 0, 1) T 
c Non-converged values 
d Not including compilation time 
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