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Resumo 
A disseminação de grandes coleções de arquivos de imagens, músicas e vídeos tem aumentado a 
demanda por métodos de indexação e sistemas de recuperação de informações multimídia. No 
caso de imagens, os sistemas de busca mais promissores são os sistemas baseados no conteúdo, 
que ao invés de usarem descrições textuais, utilizam vetores de características, que são 
representações de propriedades visuais, como cor, textura e forma. O emparelhamento dos 
vetores de características da imagem de consulta e das imagens de uma base de dados é 
implementado através da busca por similaridade. A sua forma mais comum é a busca pelos k 
vizinhos mais próximos, ou seja, encontrar os k vetores mais próximos ao vetor da consulta. Em 
grandes bases de imagens, um índice é indispensável para acelerar essas consultas. O problema é 
que os vetores de características podem ter muitas dimensões, o que afeta gravemente o 
desempenho dos métodos de indexação. Acima de 10 dimensões, geralmente é preciso recorrer 
aos métodos aproximados, sacrificando a eficácia em troca da rapidez. Dentre as diversas 
soluções propostas, existe uma abordagem baseada em curvas fractais chamadas curvas de 
preenchimento do espaço. Essas curvas permitem mapear pontos de um espaço multidimensional 
em uma única dimensão, de maneira que os pontos próximos na curva correspondam a pontos 
próximos no espaço. O grande problema dessa alternativa é a existência de regiões de 
descontinuidade nas curvas, pontos próximos dessas regiões não são mapeados próximos na 
curva. 
A principal contribuição deste trabalho é um método de indexação de vetores de 
características de alta dimensionalidade, que utiliza uma curva de preenchimento do espaço e 
múltiplos representantes para os dados. Esse método, chamado MONORAIL, gera os 
representantes explorando as propriedades geométricas da curva. Isso resulta em um ganho na 
eficácia da busca por similaridade, quando comparado com o método de referência. Outra 
contribuição não trivial deste trabalho é o rigor experimental usado nas comparações: os 
experimentos foram cuidadosamente projetados para garantir resultados estatisticamente 
significativos. A escalabilidade do MONORAIL é testada com três bases de dados de tamanhos 
diferentes, a maior delas com mais de 130 milhões de vetores.  
vi 
Abstract 
The spread of large collections of images, videos and music has increased the demand for 
indexing methods and multimedia information retrieval systems. For images, the most promising 
search engines are content-based, which instead of using textual annotations, use feature vectors 
to represent visual properties such as color, texture, and shape. The matching of feature vectors of 
query image and database images is implemented by similarity search. Its most common form is 
the k nearest neighbors search, which aims to find the k closest vectors to the query vector. In 
large image databases, an index structure is essential to speed up those queries. The problem is 
that the feature vectors may have many dimensions, which seriously affects the performance of 
indexing methods. For more than 10 dimensions, it is often necessary to use approximate 
methods to trade-off effectiveness for speed. Among the several solutions proposed, there is an 
approach based on fractal curves known as space-filling curves. Those curves allow the mapping 
of a multidimensional space onto a single dimension, so that points near on the curve correspond 
to points near on the space. The great problem with that alternative is the existence of 
discontinuity regions on the curves, where points near on those regions are not mapped near on 
the curve.  
The main contribution of this dissertation is an indexing method for high-dimensional 
feature vectors, using a single space-filling curve and multiple surrogates for each data point. 
That method, called MONORAIL, generates surrogates by exploiting the geometric properties of 
the curve. The result is a gain in terms of effectiveness of similarity search, when compared to the 
baseline method. Another non-trivial contribution of this work is the rigorous experimental 
design used for the comparisons. The experiments were carefully designed to ensure statistically 
sound results. The scalability of the MONORAIL is tested with three databases of different sizes, 
the largest one with more than 130 million vectors. 
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O enorme avanço na tecnologia dos dispositivos de armazenamento e a evolução da Internet têm 
possibilitado a disseminação de grandes coleções de arquivos de imagens, músicas e vídeos. Com 
isso, a indexação e a recuperação de informação multimídia emergiram como grandes desafios de 
pesquisa tanto no Brasil [Medeiros 2008] quanto no mundo. 
A abordagem convencional para um sistema de recuperação de imagens é baseada na 
associação de uma descrição textual às imagens. Dessa forma, os mecanismos tradicionais de 
consulta em banco de dados podem ser utilizados para encontrar as imagens a partir de palavras-
chaves. Contudo, o processo de anotação de imagens (atribuição manual da descrição textual) 
apresenta diversos problemas: usuários diferentes podem utilizar palavras diferentes para 
descrever uma mesma característica da imagem, a interpretação do conteúdo visual pode variar 
de acordo com o conhecimento, o objetivo, a experiência e a percepção de cada usuário [Torres 
2006]. Além disso, essa abordagem é inviável em grandes bases de imagens. 
Diversas aplicações vêm sendo desenvolvidas utilizando outra abordagem, baseada no 
conteúdo visual. Essa abordagem, antes reservada ao mundo da pesquisa, atualmente é aplicada 
nos seguintes exemplos: no site TinEye
1
, da empresa Idée Inc., é possível submeter uma imagem 
e descobrir a origem dela, como ela está sendo usada, se existem versões modificadas, ou 
encontrar versões com uma resolução mais alta. Segundo a Idée, o TinEye é o primeiro sistema 
de busca de imagens na Web a usar tecnologia de identificação de imagem ao invés de palavras-
chaves; o Goggles
2
, da Google, permite a busca de informações sobre pontos de referência (ex.: 
monumentos), livros, obras de arte, vinhos, logomarcas a partir de fotografias capturadas de 
dispositivos móveis; a Nokia, por sua vez, propôs um desafio ousado na conferência ACM 
                                                          
1
 Disponível em: <http://www.tineye.com>. Acesso em: 27 abr. 2011. 
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, que consiste em determinar onde (localização) e como (orientação) uma 
dada fotografia foi tirada. Além dessas aplicações, a busca baseada no conteúdo pode ser aplicada 
em: identificação e autenticação de documentos multimídia; identificação e acompanhamento de 
reproduções; detecção de violações dos direitos autorais e de cópia; detecção de obras de arte 
roubadas; reconhecimento de objetos, pessoas e cenas; classificação baseada no conteúdo visual 
(sem necessidade de palavras-chaves) em coleções de documentos multimídia (fotos, vídeos, 
áudio, etc.); e muitas outras. Grande parte disso motivado pela disseminação de dispositivos 
móveis, como telefones celulares com câmeras de alta qualidade e grande capacidade de 
armazenamento, PDA´s (Personal Digital Assistants), tablets, etc. O compartilhamento dos 
documentos nas redes sociais também impulsiona a criação de aplicações inovadoras. 
 
Figura 1.1: Arquitetura típica de um sistema de recuperação de imagens por conteúdo 
(reproduzida com autorização [Valle 2008]). 
1.2 Busca de imagens, descritores e indexação 
Os sistemas de busca de imagens baseados no conteúdo são bastante promissores. Esses sistemas, 
ao invés de usarem as descrições textuais, utilizam propriedades visuais, como cor, textura e 
forma [Torres 2008]. A Figura 1.1 mostra a arquitetura básica de um sistema de recuperação de 
imagens por conteúdo (Content-Based Image Retrieval — CBIR). Nesses sistemas, a busca é 
mediada pelo uso de descritores que, segundo Torres et al. [Torres 2006], são compostos por um 
                                                          
3













da consulta com 
descritores 



















algoritmo de extração de características, que gera um vetor de características para representar 
uma propriedade da imagem e uma medida de similaridade, que determina a similaridade entre 
duas imagens a partir de seus vetores de características. 
O processo de busca funciona da seguinte forma. Em uma etapa offline, os vetores de 
características das imagens da base são computados e armazenados (Figura 1.1). Quando o 
usuário faz uma consulta, fornecendo uma imagem de consulta, o seu vetor de características é 
computado e uma função de distância, como a distância Euclidiana, é usada para avaliar a 
similaridade entre a imagem de consulta e as imagens da base. Por fim, as imagens mais similares 
são retornadas para o usuário. 
O emparelhamento do vetor de características da consulta com os vetores de 
características da base é normalmente implementado através da busca por similaridade, que 
consiste em encontrar os vetores mais similares ao vetor da consulta. As formas mais comuns de 
especificar uma consulta nesse tipo de busca são: a busca por abrangência (range search [Samet 
2006]) e a busca pelo vizinho mais próximo ou pelos k vizinhos mais próximos (busca kVMP, k 
nearest neighbors search [Samet 2006], ou kNN search). Esses problemas de busca podem ser 
resolvidos com um algoritmo sequencial, mas em grandes bases de imagens esse processo precisa 
ser acelerado com a utilização de estruturas de indexação. 
Os vetores de características podem ter muitas dimensões (o Scale Invariant Feature 
Transform — SIFT [Lowe 2004], por exemplo, têm 128). A alta dimensionalidade é um dos 
principais desafios na indexação dos vetores de características. A tão discutida ―maldição da 
dimensionalidade‖ [Bellman 1961] está associada a uma série de efeitos que afetam gravemente o 
desempenho dos métodos, por exemplo: o número de partições do espaço, possíveis em um 
índice, cresce exponencialmente com o número de dimensões. Acima de 10 dimensões, 






De acordo com Valle e outros [Valle 2010], os requisitos de um método de indexação 
multidimensional para grandes bases são: 
 Apresentar um bom compromisso entre eficácia e rapidez nos espaços de alta 
dimensionalidade; 
 Ser bem adaptado ao disco, ou seja, usar com parcimônia o acesso aleatório aos 
dados; 
 Permitir a inserção e remoção de dados sem que isso deteriore o desempenho. 
Os métodos baseados nas curvas de Peano (curvas de preenchimento do espaço [Sagan 
1994]) constituem um caminho promissor, pois atendem bem às duas últimas exigências acima, 
quando comparados com outras abordagens [Valle 2008]. Basicamente, as curvas de Peano são 
curvas fractais que permitem mapear pontos de um espaço multidimensional em uma única 
dimensão, preservando as relações de proximidade dos pontos no espaço. O grande problema 
desses métodos é a existência de zonas de descontinuidade nas curvas, onde suas propriedades de 
quase-preservação da vizinhança são violadas. A probabilidade de um ponto cair nessas regiões 
de descontinuidade aumenta consideravelmente com a dimensionalidade. 
1.3 Objetivos 
O objetivo deste trabalho é a criação de uma solução eficiente para a indexação de vetores de 
características de alta dimensionalidade, em grandes bases de dados, a partir da utilização das 
curvas de preenchimento do espaço. A pesquisa em métodos de indexação escaláveis é 
indispensável para o desenvolvimento de aplicações que lidam com um enorme volume de dados 
multimídia. Esse é um dos tópicos incluídos em um grande desafio de pesquisa proposto pela 
Sociedade Brasileira de Computação (SBC) — [Carvalho 2006]: ―Gestão da informação em 
grandes volumes de dados multimídia distribuídos‖. 
A avaliação empírica da solução proposta e a comparação do seu desempenho com alguns 
métodos do estado da arte é outro objetivo. Além disso, objetiva-se testar a escalabilidade da 






A contribuição principal deste trabalho é um método de indexação, chamado MONORAIL, que 
utiliza uma curva de Peano e múltiplos representantes para os dados. A criação dos representantes 
leva em conta as propriedades geométricas da curva. Isso resulta em um ganho significativo na 
eficácia da busca por similaridade, em comparação à técnica usada como referência. 
Uma contribuição não trivial é o rigor experimental usado tanto na exploração do espaço 
paramétrico dos métodos quanto na comparação entre eles. Os experimentos foram cuidadosa-
mente projetados para garantir resultados estatisticamente significativos. A metodologia é geral o 
suficiente para ser usada em outras avaliações da busca por similaridade. 
Finalmente, apresentamos uma versão do método proposto e de outros usados nas 
comparações, com uma curva fractal mais simples do que a adotada nas demais técnicas baseadas 
nesses tipos de curvas. Experimentos mostraram, por exemplo, que a utilização da curva Z-order 
[Morton 1966] reduz consideravelmente o tempo de criação dos índices, mas com uma 
degradação mínima na eficácia dos métodos. 
1.5 Estrutura do texto 
A dissertação está organizada da seguinte forma. No capítulo 2 são definidos os conceitos da 
busca por similaridade. Um estudo sobre o funcionamento dos métodos que serviram de 
referência para esta pesquisa também é feito nesse capítulo. 
O método MONORAIL é apresentado no capítulo 3. O processo de criação do índice é 
detalhado, incluindo as características das curvas de Peano que possibilitaram a inovação na 
maneira de geração dos representantes. 
No capítulo 4, toda a metodologia usada nos experimentos é descrita e os resultados 
obtidos são apresentados. 
As conclusões finais e a algumas sugestões para o aperfeiçoamento do método são feitas 






Fundamentos e Estado da Arte 
Neste capítulo são definidos os conceitos pertinentes à busca por similaridade. Alguns efeitos da 
tão discutida ―maldição da dimensionalidade‖, que afeta profundamente o funcionamento desse 
tipo de busca, são abordados na seção 2.4. 
As diversas técnicas de indexação para acelerar a busca por similaridade são relacionadas 
na seção 2.5, juntamente com as referências para os trabalhos sobre o funcionamento dos 
métodos de cada uma delas. 
A seção 2.6 apresenta uma introdução às curvas de preenchimento do espaço ou curvas de 
Peano. Na sequência, apresentamos um estudo dos métodos aproximados de busca por 
similaridade baseados nessas curvas. 
Por fim, detalhamos os principais métodos que serviram de base para a realização desta 
pesquisa. 
2.1 Descritores multimídia e seus espaços métricos 
Nos sistemas de recuperação de informação multimídia baseados no conteúdo a busca de um 
documento é feita por meio de um descritor multimídia. Em um sistema CBIR (Content-Based 
Image Retrieval), segundo Torres et al. [Torres 2008], um descritor é composto por um algoritmo 
de extração de características, que gera um vetor de características para representar uma 
propriedade da imagem (ex.: cor, textura, forma, etc.) e uma medida de similaridade, que 
determina a similaridade entre duas imagens a partir de seus vetores de características. Os 
descritores podem ser globais, quando um único vetor de características é associado à imagem, 
ou locais, quando vários vetores de características são usados para representá-la. Exemplos 
típicos são os histogramas de cor [Swain 1991], que são globais e o SIFT [Lowe 2004], que é 




entretanto, geram um problema de eficiência, pois várias comparações precisam ser feitas para 
responder uma única consulta [Valle 2008]. 
A função de similaridade varia de acordo com as propriedades do espaço no qual os dados 
estão inseridos. Nos espaços métricos, a similaridade é dada por funções de distância que 
respeitam as propriedades de não negatividade, identidade, simetria e desigualdade triangular. 
Nos espaços vetoriais, os dados são representados por vetores de d dimensões. Esses espaços 
podem se tornar métricos com o uso de uma norma, como as métricas Lp (ou Minkowski), onde 
       . O escopo deste trabalho será o espaço Euclidiano, definido pela distância 
Euclidiana ou métrica L2. Em algumas aplicações, o custo de calcular a distância entre os dados é 
muito alto (por exemplo, earth mover’s distance [Rubner 2000]). Nesses casos, uma abordagem 
denominada embeddings (por exemplo, FastMap [Faloutsos 1995]) permite embutir os dados em 
um espaço vetorial e fazer o cálculo através de uma função mais simples, de forma que a 
distância entre os dados embutidos seja próxima da distância no espaço original. 
2.2 Busca por similaridade 
Nos bancos de dados tradicionais, cujos registros são compostos por campos de uma única 
dimensão (por exemplo, código, nome, data, etc.), as buscas quase sempre são feitas com o 
objetivo de retornar exatamente os registros especificados pelas consultas. Em uma base de 
imagens nem sempre existe uma cópia idêntica da imagem de consulta na base. Nesse caso, 
emprega-se a busca por similaridade que permite encontrar as imagens mais similares à consulta. 
Existem diversas formas de especificar uma consulta na busca por similaridade, como a 
busca por abrangência (range search [Samet 2006]), a busca pelos k vizinhos mais próximos (k 
nearest neighbors search [Samet 2006], ou kNN search), entre outras. O escopo deste trabalho 
será somente a busca pelo vizinho mais próximo e sua versão mais geral, a busca pelos k vizinhos 





A definição formal da busca pelo vizinho mais próximo é encontrada a seguir: 
 Dado um espaço vetorial domínio D com d dimensões; 
 uma base de dados B, com os elementos             ; 
 um vetor-consulta    ; 
 uma função de distância        , que por padrão será a distância Euclidiana; 
 a busca pelo vizinho mais próximo de q consiste em encontrar o elemento   
                          . 
E para a busca pelos k vizinhos mais próximos de q: 
 Dados D, B, q e   definidos acima; 
 a busca kVMP consiste em encontrar o conjunto                         
                para       e                    para      . 
A solução óbvia para ambos os casos é a busca sequencial. Nela, o vetor-consulta é 
comparado com todos os vetores da base de dados. Infelizmente, isso é aceitável somente para 
bases muito pequenas. Em grandes bases é preciso utilizar algum tipo de índice, que permita 
responder a consulta sem a necessidade de percorrer todos os elementos. 
Nos espaços de alta dimensionalidade, o desenvolvimento de um método de indexação 
que resolva o problema, mais rápido que a busca sequencial, é uma tarefa bem difícil (a ser 
discutida na seção 2.4). Uma alternativa é utilizar métodos aproximados, que priorizam o tempo 
de busca em detrimento da eficácia. 
A definição da busca aproximada pelo vizinho mais próximo que será adotada neste texto 
é: 
 Dadas as definições anteriores; 
 e um fator de aproximação      , onde    ; 
 a busca aproximada pelo vizinho mais próximo consiste em encontrar o elemento 
                          ; 
 e a busca aproximada kVMP consiste em encontrar o conjunto 
         
 
     
 
                            para       e          





O lado esquerdo da Figura 2.1 mostra a busca pelo vizinho mais próximo. O ponto escuro 
é o vizinho mais próximo da consulta (rotulada com q) e   indica a distância entre eles. No lado 
direito temos a busca aproximada pelo vizinho mais próximo, levando em conta o fator de 
aproximação      . 
 
Figura 2.1: O lado esquerdo mostra a busca exata pelo vizinho mais próximo e o direito a 
interpretação geométrica da busca aproximada. 
2.3 Índices 
Os índices trabalham particionando o conjunto de elementos da base de dados em páginas, de 
forma que o algoritmo de busca tenha que acessar um número limitado dessas páginas. 
A medida mais importante do desempenho de um índice é a seletividade, quanto maior a 
seletividade, menor será a quantidade de páginas acessadas para responder uma consulta. 
Portanto, essa medida deve ser alta, para minimizar o número de acessos aleatórios (que tem um 
custo alto quando feitos em discos). 
De maneira inversa, podemos utilizar um parâmetro para medir o custo de responder uma 
consulta: o PD (Probe Depth [Valle 2008]), que é o número de elementos da base de dados 
examinados para se obter a resposta. 
  
    





2.4 A ―maldição da dimensionalidade‖ 
A expressão ―maldição da dimensionalidade‖ foi criada por Bellman [Bellman 1961] para 
representar a dificuldade de resolver problemas de otimização em alta dimensionalidade, 
particionando o espaço de soluções. Uma série de efeitos matemáticos [Böhm 2001] que ocorrem 
quando a dimensionalidade dos dados cresce e que afetam a indexação foram associados a essa 
expressão, entre esses estão: 
 O número de partições do espaço, possíveis em um índice, cresce exponencialmente 
com o número de dimensões. Se cada dimensão fosse dividida ao meio, por exemplo, 
o número de partições resultante seria uma potência de 2. Durante a busca, a 
quantidade de acessos a essas partições poderia fazer com que o tempo fosse superior 
ao da busca sequencial; 
 A chance de um ponto cair perto de uma fronteira entre duas partições de um índice 
aumenta consideravelmente com a dimensionalidade. Dessa forma, o número de 
partições que precisam ser visitadas, para responder uma consulta, também é 
aumentado; 
 A diferença entre a distância de um ponto de consulta para o vizinho mais próximo e 
para o mais distante torna-se cada vez menor à medida que a dimensionalidade 
aumenta (Figura 2.2). Isso prejudica a busca pelo vizinho mais próximo, pois uma 
perturbação poderia fazer com que o mais próximo fosse trocado pelo mais distante. 
Na versão aproximada da busca, o fator de aproximação precisaria ser cada vez menor 





Figura 2.2: A diferença entre Δmax e Δmin torna-se cada vez menor quando a dimensionalidade 




Para um número baixo de dimensões, até 10, a maioria dos métodos não é muito afetada 
pelos efeitos anteriores, mas para dimensionalidades maiores é necessário recorrer aos métodos 
aproximados, sacrificando a eficácia em troca da eficiência. 
2.5 Classificação dos métodos de indexação para a busca kVMP  
Um estudo completo dos métodos de indexação, usados para acelerar a busca pelos k vizinhos 
mais próximos, pode ser encontrado em [Gaede 1998] até o final dos anos 1990, e mais 
recentemente em [Castelli 2002], [Samet 2006] e [Valle 2008]. Em [Markov 2008] pode ser 
visualizada uma árvore genealógica dos métodos atualizada até o ano de 2006. 
Seguindo a classificação de Valle [Valle 2008], os métodos de indexação para a busca 
kVMP podem ser agrupados nas seguintes famílias: 
 Particionamento do espaço: a KD-Tree [Bentley 1975, Friedman 1976] é o método 
clássico, que é uma árvore binária, na qual em cada nível uma dimensão diferente é 
usada para separar os nós de cada sub-árvore. A 3-Way Trees [Valle 2007], uma 
variação mais recente, é uma árvore ternária, com duas sub-árvores equivalentes à 
KD-Tree e uma terceira contendo uma parte dos nós das anteriores. Essa redundância 
evita que duas sub-árvores tenham que ser visitadas, quando a consulta cai em uma 
região próxima da fronteira entre elas; 
 Particionamento dos dados: a R-Tree [Guttman 1984] é uma estrutura similar à 
árvore B [Bayer 1972]. Os dados na R-Tree são representados por hiper-retângulos. 
Os ponteiros dos elementos apontam para sub-árvores, cujos hiper-retângulos dos 
elementos filhos estão todos contidos no hiper-retângulo do elemento pai. A SR-Tree 
[Katayama 1997] utiliza a interseção entre hiper-retângulos e hiper-esferas para 
determinar as regiões representadas pelos nós da árvore; 
 Clusterização: no CLINDEX [Li 2002], os elementos similares são agrupados 
progressivamente, utilizando um algoritmo chamado cluster-forming (ilustrado no 





 Métodos métricos: são capazes de manipular dados não vetoriais, uma vez que 
utilizam somente a distância entre os dados. O método pioneiro é a M-Tree [Ciaccia 
1997], uma árvore balanceada, na qual a desigualdade triangular é usada para 
descartar os nós que não precisam ser visitados durante a busca.  A Slim-Tree [Traina 
2000] é uma variação, com um menor número de acessos em disco do que a M-Tree, e 
a Omni-family [Traina 2007] é uma referência mais recente. Um estudo específico 
dessa família foi feito por Zezula et al. [Zezula 2005]; 
 Aproximação dos dados: esses métodos criam aproximações geométricas (usando 
poucos bits em cada dimensão) para os pontos, que são percorridas sequencialmente 
para filtrar os candidatos. Em seguida, os candidatos são usados para obter os vizinhos 
mais próximos. Exemplos dessa família de métodos incluem o VA-file [Weber 1997] 
e o LPC-file [Cha 2002]; 
 Projeção e hashing: projetam os dados em linhas retas como o MEDRANK [Fagin 
2003], ou em estruturas piramidais [Berchtold 1998, Zhang 2004], ou linhas retas com 
particionamento como a NV-Tree [Lejsek 2009], ou fractais (ver seção 2.7). No caso 
de hashing o LSH [Indyk 1998, Gionis 1999, Datar 2004] é o método clássico. Nesse 
método, a ideia é usar funções de hashing que associam os dados, indicando a posição 
de armazenamento desses dados, ao invés de indexar as chaves. Os dados próximos no 
espaço tendem a ser associados às mesmas chaves, enquanto dados distantes tendem a 
ser associados a chaves distintas. Uma revisão desse método foi feita por 
Shakhnarovich et al. [Shakhnarovich 2006]. 
Apesar da vasta literatura sobre indexação multidimensional, poucos métodos (a NV-Tree 
[Lejsek 2009], o Multicurves [Valle 2008b], o método de Mainar-Ruiz et al. [Mainar-Ruiz 2006], 
o método de Liao et al. [Liao 2001]) satisfazem as características exigidas em um contexto 
multimídia em grande escala: ter bom desempenho para dados de alta dimensionalidade, ser bem 
adaptado à memória secundária e ser dinâmico. O foco deste trabalho são os métodos de 
indexação para a busca aproximada kVMP baseados nas curvas de preenchimento do espaço, que 





2.6 Curvas de preenchimento do espaço 
Curvas de preenchimento do espaço [Sagan 1994] ou curvas de Peano
4
 [Peano 1890] são curvas 
fractais que preenchem todo o espaço, permitindo mapear pontos de um espaço multidimensional 
em uma única dimensão. 
A Figura 2.3 mostra três exemplos bidimensionais de curvas de preenchimento do espaço, 
a de Hilbert [Hilbert 1891], a de Lebesgue ou ―Z-order‖ e a de Sierpi ski. Três iterações de cada 
uma delas são apresentadas. O espaço contínuo, no caso o plano, é preenchido integralmente 
quando o número dessas iterações tende ao infinito. 
Essas curvas têm a capacidade de preservar as relações de ordem entre a proximidade dos 
pontos no espaço, ou seja, pontos que são mapeados próximos na curva tendem a corresponder a 
pontos próximos no espaço. Essa propriedade é aproveitada na indexação dos vetores de 
características. 
 Hilbert Z-order            
1ª iteração 
   
2ª iteração 
   
3ª iteração 
   
Figura 2.3: Três exemplos bidimensionais de curvas de Peano: a de Hilbert, a de Lebesgue ou ―Z-
order‖ e a de  ierpi ski. Três iterações de cada curva estão presentes: o plano é preenchido 
integralmente quando o número de iterações tende ao infinito. 
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 A nomenclatura ―curvas de Peano‖ refere-se, em português, tanto à família das curvas de preenchimento do espaço, 




2.7 O estado da arte da busca aproximada kVMP baseada nas curvas de 
Peano 
A primeira referência explícita do uso de curva de Peano na busca por similaridade foi feita por 
Faloutsos e Roseman [Faloutsos 1988, Faloutsos 1989], em um método que mapeia pontos do 
espaço multidimensional para pontos na curva, obtendo uma coordenada de uma dimensão que 
representa suas posições relativas dentro da curva, nomeada aqui de chave-estendida. A chave-
estendida é usada então, para realizar a busca por similaridade de forma monodimensional. A 
Figura 2.4 mostra um exemplo do mapeamento de 7 pontos do espaço bidimensional 
(coordenadas à esquerda) em uma única dimensão (coordenadas à direita), utilizando a curva Z-
order. 
 
Figura 2.4: Exemplo do mapeamento de pontos de um espaço bidimensional em uma única 
dimensão, utilizando a curva Z-order. 
Os autores fizeram experimentos para comparar três curvas: a de Hilbert, a curva Z-order, 
que eles chamaram de Peano, e a Reflected Binary Gray-code (RBG) [Faloutsos 1986]. O 
desempenho das curvas na busca por abrangência foi medido pela quantidade média de 
agrupamentos acessados para responder às consultas. A busca pelo vizinho mais próximo foi 
avaliada pela distância média do vizinho mais distante dentro de um intervalo na curva (ambas as 
medidas definidas pelos autores [Faloutsos 1989]). Os resultados mostraram que nas duas formas 






a = (1, 1)
b = (2, 1)
c = (3, 3)
d = (5, 5)
e = (6, 2)
f = (6, 5)












O problema desse método é a existência de ―zonas de descontinuidade‖ nas curvas, onde 
suas qualidades de quase-preservação da vizinhança são perdidas. Isso faz com que pontos 
próximos dessas regiões não sejam necessariamente mapeados para pontos próximos na curva. 
Na Figura 2.5 os pontos no centro do espaço estão mais afastados na curva do que os pontos no 
quadrante inferior-direito, devido às regiões de descontinuidade (indicadas pelas linhas 
tracejadas). 
 
Figura 2.5: O problema das regiões de descontinuidade na curva Z-order. Os pontos no centro do 
espaço estão mais afastados na curva do que os pontos no quadrante inferior-direito. 
Para tentar resolver esse problema das regiões de descontinuidade, o método CurveIx, 
proposto por Shepherd et al. [Shepherd 1999], utiliza múltiplas curvas de Hilbert mapeadas após 
a aplicação de um número aleatório de rotações e translações nos pontos do espaço. O objetivo é 
que em pelo menos uma delas o problema não aconteça. Nos experimentos, os autores utilizaram 
40 curvas (examinando 15, 23 e 31 candidatos por curva) e compararam a eficácia e a eficiência 
do método com a busca sequencial, em uma base com 10.000 vetores de características de 256 
dimensões. A proporção do número de vizinhos corretos entre os 10 retornados, para cada uma 
das 25 consultas, foi usada como medida de eficácia, que nos melhores resultados atingiu 90% 
em média. A eficiência do método, medida pelo número de distâncias calculadas, foi superior à 




curvas necessário para manter a eficácia, em diferentes bases, e o número de elementos 
examinados em cada uma delas não foram estudados pelos autores. 
Em uma abordagem apresentada por Liao e outros em 2001 [Liao 2001], foram 
demonstrados tanto o número quanto o tipo de transformações nos pontos, necessários para obter 
um limite superior do erro de aproximação na busca pelo vizinho mais próximo. Para um espaço 
de d dimensões, a ideia consiste em usar     representações dos pontos deslocadas de uma 
unidade na direção de cada dimensão. Os autores provaram que, com essas condições, o fator de 
aproximação é          , onde         indica o tipo da distância métrica L1, L2..., e assim 
sucessivamente. Isso pode ser conseguido com um número máximo de            páginas 
acessadas, onde p é a ordem da árvore B, utilizada para armazenar as listas ordenadas induzidas 
pelas curvas. Os experimentos foram feitos em duas bases: uma com 67.040 vetores de 
características de 32 dimensões e outra com 270.000 vetores de características de 60 dimensões. 
No primeiro conjunto deles, 1.000 consultas pelo vizinho mais próximo foram realizadas em cada 
base e a eficiência, medida pelo número de páginas acessadas, foi comparada com o método SR-
Tree [Katayama 1997]. O método proposto foi consideravelmente mais rápido que a SR-Tree. 
Em um segundo conjunto de experimentos, os autores mostraram que o erro de aproximação 
médio foi bem menor que o limite teórico. Na comparação com o desempenho do LSH [Gionis 
1999] os autores especulam sobre a superioridade do método, mas sem resultados experimentais 
conclusivos. 
Outra alternativa de utilização de múltiplas curvas a partir de versões transformadas dos 
pontos foi proposta por Pérez e Vidal [Pérez 1998]. No método baseado em Extended General 
Spacefilling Heuristic (EGSH), uma quantidade de mapeamentos para curvas de  ierpi ski são 
feitos após aplicar rotações, normalizações e translações nos pontos originais. Semelhante ao 
trabalho do Liao et al. [Liao 2001], os autores também sugeriram a utilização de um número de 
curvas igual ou proporcional ao número de dimensões. Os coeficientes usados nas transformações 
foram determinados empiricamente a partir de um conjunto de vetores aleatórios. Os autores 
fizeram diversos experimentos para avaliar a eficácia do método variando o tamanho da base de 
dados (sintética) e o número de dimensões.  
O Multicurves, proposto por Valle et al. [Valle 2008b], também usa múltiplas curvas de 




somente por uma fração das dimensões do espaço. Uma descrição mais detalhada deste método 
será feita na seção 2.8.2. 
Todos esses métodos utilizam múltiplas curvas, apresentando, portanto, a necessidade de 
um acesso aleatório por curva. 
Asano et al. [Asano 1997] desenvolveram uma curva de preenchimento do espaço com o 
objetivo de minimizar o número de acessos aleatórios nas consultas por abrangência. O 
relacionamento entre a curva Z-order, a curva RBG e a curva de Hilbert foi estudado por Chen e 
Chang [Chen 2005]. Em uma avaliação da busca pelo vizinho mais próximo, a curva Z-order 
apresentou o menor tempo de computação entre as três e a curva de Hilbert obteve o menor 
tempo de acesso ao disco e o menor tempo total (computação mais acesso ao disco), devido às 
suas propriedades de agrupamento. Esses resultados confirmaram a superioridade da curva de 
Hilbert, que já havia sido constatada por Faloutsos e Roseman [Faloutsos 1989]. 
Um método bem diferente foi proposto por Mainar-Ruiz e Pérez-Cortés [Mainar-Ruiz 
2006]: a utilização de múltiplos representantes
5
 para os pontos em uma única curva ao invés de 
utilizar múltiplas curvas. Este método será discutido com detalhes na seção 2.8.1. 
A Tabela 2.1 sintetiza as referências dos métodos de indexação multidimensional 
baseados nas curvas de Peano. 
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Referência Múltiplas curvas / 
única curva 
Curvas Solução para o problema das 
regiões de descontinuidade 




[Pérez 1998] Múltiplas curvas  ierpi ski Uma quantidade de 
mapeamentos, proporcional a d 
(dimensionalidade dos pontos), 
são feitos após aplicar rotações, 
normalizações e translações nos 
pontos originais 
[Shepherd 1999] Múltiplas curvas Hilbert Aplicação de uma quantidade 
aleatória de rotações e 
translações nos pontos do 
espaço 
[Liao 2001] Múltiplas curvas Hilbert     mapeamentos feitos após 
deslocar os pontos em uma 
unidade (sucessivamente) na 
direção de cada dimensão 
[Mainar-Ruiz 2006] Única curva  ierpi ski Múltiplos representantes 
gerados por uma perturbação 
dos pontos originais, através de 
pequenas variações aleatórias 
nos valores em cada eixo — 
método descrito na § 2.8.1 
[Valle 2008b] Múltiplas curvas Hilbert Cada curva é responsável 
somente por uma fração das 
dimensões do espaço — método 
descrito na § 2.8.2 




2.8 Métodos de referência 
Nesta seção são abordados os métodos de Mainar-Ruiz e Pérez-Cortés e o Multicurves. 
2.8.1 O método de Mainar-Ruiz e Pérez-Cortés 
Neste método, proposto por Mainar-Ruiz e Pérez-Cortés [Mainar-Ruiz 2006], o problema das 
regiões de descontinuidade é atacado com a utilização de múltiplos representantes para os pontos 
em uma única curva ao invés de utilizar múltiplas curvas. Representantes são criados ao redor 
dos pontos originais, para que esses tenham mais chances de serem alcançados a partir da 
consulta. Na Figura 2.6 são mostrados dois pontos da base de dados, os círculos, e o ponto-
consulta, a estrela. O mapeamento desses pontos é mostrado na curva de Hilbert, que possui 
zonas de descontinuidade semelhantes   curva de  ierpi ski, usada originalmente pelos autores. 
O ponto central (verde-escuro) é o mais próximo da consulta, porém sua posição na curva é mais 
distante quando comparada à do ponto à esquerda (vermelho-escuro).  
Os representantes são gerados a partir de uma pequena perturbação nos valores dos pontos 
originais em cada eixo. A Figura 2.7 ilustra um possível resultado do método, após a criação de 7 
representantes para cada ponto da base. Os pontos verdes-claros são os representantes do ponto 
original verde-escuro (central) e os pontos vermelhos-claros representam o ponto original 
vermelho-escuro (mais à esquerda). No artigo, valores aleatórios no intervalo [-0,14; 0,14] foram 
somados aos valores em cada eixo (com os dados normalizados em [0; 1]). Depois do 
mapeamento, uma checagem é feita para eliminar os representantes repetidos dentro de uma faixa 
(50 vizinhos de cada lado da curva foi o parâmetro usado pelos autores). 
O objetivo dos autores foi obter um resultado similar ao da utilização de múltiplas curvas, 
mas sem ter que fazer um mapeamento para cada curva, economizando tempo na construção do 
índice e, principalmente, reduzindo o número de acessos aleatórios em disco durante a busca. 
Os experimentos feitos pelos autores mostraram um desempenho superior ao método com 
múltiplas curvas [Pérez 1998], utilizando-se como parâmetros 10 e 20 representantes no método 






Figura 2.6: Exemplo de dois pontos da base de dados, os círculos, e o ponto-consulta, a estrela. O 
ponto central é o mais próximo da consulta, porém sua posição na curva é mais distante quando 
comparada à do ponto à esquerda. 
 
 
Figura 2.7: Possível resultado da criação dos representantes pelo método de Mainar-Ruiz et al. 
[Mainar-Ruiz 2006]. Esses novos pontos permitem que o verdadeiro vizinho mais próximo da 




2.8.2 O método Multicurves 
O método Multicurves [Valle 2008b] é baseado na utilização de múltiplas curvas de Peano de 
dimensionalidade reduzida. A ideia é projetar os dados em diversos sub-espaços, fazendo com 
que cada curva seja responsável somente por uma fração das dimensões do espaço. A redução de 
dimensionalidade ameniza o problema das regiões de descontinuidade. 
Na implementação original do método, as dimensões dos dados são divididas 
uniformemente entre um certo número de curvas. Cada curva produz seu próprio mapeamento, 
gerando o sub-índice correspondente. A Figura 2.8 mostra um exemplo da divisão das dimensões 
do espaço da base de dados entre as dimensões dos sub-índices e o mapeamento desses sub-
espaços, utilizando a curva Z-order. 
 
A busca é realizada em cada sub-índice e os resultados parciais são agregados para 
produzir a resposta final. 
No artigo [Valle 2010], o Multicurves foi comparado ao LSH [Datar 2004], além dos 
métodos [Mainar-Ruiz 2006] e [Liao 2001]. O Multicurves e o LSH apresentaram um melhor 
compromisso entre a eficiência e a eficácia na busca aproximada kVMP que os demais e o 
Multicurves levou vantagem sobre o LSH, pelo menor número de acessos aleatórios realizados. 








A curva de Hilbert foi escolhida pelos autores por apresentar características importantes 
para a busca kVMP [Mokbel 2003] e pela existência de um algoritmo rápido para computar as 
chaves-estendidas [Butz 1971]. Nós implementamos uma versão do Multicurves usando a curva 
Z-order, e a comparamos com a original (experimentos da seção 4.5). 
Além disso, desenvolvemos uma extensão do Multicurves que permite a escolha arbitrária 
das dimensões, exemplificada pela Figura 2.9. 
 
Figura 2.9: Um exemplo dos sub-índices do Multicurves utilizando a extensão que permite a 
escolha arbitrária das dimensões. 
2.9 Conclusão 
Em um sistema CBIR a busca de imagens é feita por meio de vetores de características, que são 
computados a partir de propriedades como cor, textura e forma. A busca por similaridade é 
realizada para encontrar os vetores mais similares a um vetor-consulta. A forma mais comum de 
especificar a consulta, nesse tipo de busca, é através da busca pelos k vizinhos mais próximos. A 
função usada para avaliar a similaridade varia de acordo com as propriedades do espaço em que 
os dados se encontram: espaço métrico, espaço vetorial ou espaço Euclidiano. O interesse neste 
trabalho é por esse último, que é definido pela distância L2. Os embeddings podem ser utilizados 
para embutir dados complexos (distância earth mover’s distance [Rubner 2000]) em espaços 
mais simples (distância Euclidiana). 
As estruturas de indexação multidimensional, que são usadas para acelerar a busca 
kVMP, são prejudicadas por uma série de fenômenos, associados   expressão ―maldição da 
dimensionalidade‖. Isso faz com que versões aproximadas sejam adotadas para permitir um bom 
compromisso entre eficácia e eficiência. Dentre as diversas técnicas de busca kVMP, os métodos 







baseados nas curvas de Peano constituem um caminho promissor, pois são dinâmicos e bem 
adaptados à memória secundária. 
As curvas de Peano possuem propriedades que permitem mapear pontos em um espaço 
multidimensional para uma única dimensão, preservando as relações de proximidade. Os métodos 
utilizam essa característica para reduzir a busca kVMP em alta dimensionalidade para uma busca 
monodimensional. O problema é que nem sempre os pontos próximos no espaço são mapeados 
para pontos próximos na curva, devido à existência de zonas de descontinuidade. 
O grande desafio é resolver o problema das regiões de descontinuidade sem deteriorar a 
eficiência e a eficácia da busca kVMP. No método de Mainar-Ruiz e Pérez-Cortés [Mainar-Ruiz 
2006] múltiplos representantes para os pontos são gerados aleatoriamente, em uma única curva. 
O Multicurves [Valle 2008b] procura fazer isso dividindo as dimensões entre diversas curvas. 






Neste capítulo apresentamos a principal contribuição deste trabalho, o método de indexação 
multidimensional que chamamos de MONORAIL. 
O método MONORAIL, que utiliza uma curva de Peano e múltiplos representantes para 
os dados, é descrito na seção 3.2. O processo de criação dos representantes leva em conta as 
propriedades geométricas da curva, otimizando a quantidade e o posicionamento desses 
representantes. 
Na última seção são apresentados os detalhes de implementação do índice MONORAIL e 
do algoritmo utilizado para computar a chave-estendida com a curva Z-order. 
3.1 O método MONORAIL 
Nós desenvolvemos um novo método de criação dos representantes, chamado MONORAIL, 
levando em conta a desvantagem do método de Mainar-Ruiz e Pérez-Cortés [Mainar-Ruiz 2006] 
e as propriedades geométricas das curvas de Peano, detalhadas adiante na seção 3.2.1. 
O método de indexação MONORAIL tem uma estrutura simples. O índice é construído 
como uma lista ordenada. Qualquer estrutura adequada à manipulação eficaz das listas pode ser 
empregada. Os pares <chave-estendida, dado> são inseridos nessa lista ordenada, onde a chave-
estendida é a posição linear na curva, computada a partir das coordenadas do ponto no espaço. 
Não é necessário representar a curva explicitamente, basta computar as chaves-estendidas a partir 
das coordenadas do espaço. Existem algoritmos rápidos para fazer isso em diversas curvas (por 
exemplo, para a curva Z-order, basta intercalar os bits das coordenadas; para a curva de Hilbert, 






A criação do índice exige um parâmetro, a multiplicidade, que corresponde ao número máximo 
de representantes que podem ser criados para cada ponto da base de dados. O processo de criação 
é simples e compreende a criação de diversos representantes para cada elemento da base de dados 
e sua inserção na lista ordenada. 
3.2.1 Criação do índice 
O MONORAIL é baseado na ideia de usar uma única curva de Peano com múltiplos 
representantes para cada ponto, mas de forma a evitar a poluição, maior desvantagem do método 
de Mainar-Ruiz e Pérez-Cortés [Mainar-Ruiz 2006], que os gera aleatoriamente. Na realidade, a 
geração dos representantes pode ser feita de forma muito mais ordenada observando onde a 
propriedade de preservação da vizinhança do mapeamento da curva de Peano é violada. Devido à 
sua construção recursiva, a maioria das curvas de Peano (incluindo a curva de Hilbert, a Z-order, 
etc.) é bem previsível nesse aspecto: a violação mais grave ocorre no plano que divide cada 
dimensão pela metade. Uma violação secundária e menos grave, ocorre nos dois planos que 
dividem a dimensão em quatro partes e assim sucessivamente. Na Figura 3.1 as descontinuidades 
principais da curva Z-order são mostradas pelas linhas tracejadas e barra inferior. O ponto-
consulta (a estrela) poderia estar longe do ponto original (círculo sem rótulo) na curva, mesmo 
eles estando próximos no espaço. As descontinuidades principais da curva de Hilbert são 






Figura 3.1: As descontinuidades principais da curva Z-order ocorrem nas ―costuras‖ regulares 
junto com cada dimensão (mostradas pelas linhas tracejadas e barra inferior). O ponto-consulta (a 
estrela) poderia estar longe do ponto original (círculo sem rótulo) na curva, mesmo eles estando 
próximos no espaço. 
 
Figura 3.2: As descontinuidades principais da curva de Hilbert também ocorrem nas 





O MONORAIL usa a característica anterior para criar os representantes onde eles são 
mais necessários, como é explicado a seguir: 
1. Para cada elemento da base de dados pode ser gerado até um número máximo 
(parametrizável) de representantes. Cada elemento da base é composto por um dado, por 
exemplo, um identificador para um objeto de interesse, e um vetor de características que 
representa esse objeto num espaço multidimensional, no qual a noção de distância (Euclidiana) é 
utilizada como medida de dissimilaridade entre os objetos. Um exemplo desse vetor é mostrado 
na Figura 3.3a; 
2. As descontinuidades são tratadas sucessivamente, começando pela mais grave. A 
zona de descontinuidade mais grave é vizinha ao ponto médio de uma determinada dimensão; as 
descontinuidades seguintes são, recursivamente, vizinhas ao ponto médio de cada meio-intervalo 
naquela dimensão. Caso não haja mais nenhuma descontinuidade a ser tratada, o processamento 
do elemento é finalizado e passa-se para o próximo elemento na base de dados (etapa 1); 
3. Uma dimensão do vetor do elemento corrente (etapa 1), que ainda não foi 
verificada, é escolhida aleatoriamente. Caso não haja mais nenhuma dimensão, o tratamento da 
descontinuidade é finalizado e passa-se para a próxima zona de descontinuidade (etapa 2). Na 
Figura 3.3b a primeira dimensão escolhida, por exemplo, é a que corresponde ao eixo vertical do 
plano. A segunda dimensão verificada, correspondente ao eixo horizontal, é mostrada na Figura 
3.3d; 
4. É verificado para esse elemento, na dimensão escolhida na etapa 3, se ele 
encontra-se próximo da região de descontinuidade que está sendo tratada (etapa 2). Isso ocorre 
quando o valor absoluto da diferença entre a posição do ponto e a posição da descontinuidade é 
menor que um parâmetro, o tamanho da vizinhança a considerar no entorno dos pontos médios 
(t). Esse parâmetro é indicado pelas setas vertical da Figura 3.3b e horizontal da Figura 3.3d. 
Caso outra descontinuidade mais grave já tenha sido tratada, para esse elemento e nessa 
































5. Se o ponto estiver na zona de descontinuidade, conforme avaliado na etapa 4, um 
novo valor para a dimensão problemática é calculado do seguinte modo: se o valor do ponto 
original for menor que o ponto médio (essa é a situação mostrada pelas Figuras 3.3b e 3.3d), da 
descontinuidade que está sendo tratada (etapa 2), o valor será igual ao valor do ponto original 
mais o parâmetro do tamanho da vizinhança; caso contrário, o valor será igual ao valor do ponto 
original menos o tamanho da vizinhança. O limite superior ou inferior (escala da dimensão) é 
respeitado ao somar ou subtrair o tamanho da vizinhança respectivamente; 
6. Enquanto o número máximo de representantes não for atingido, ocorre o processo 
de criação de representantes para ―cruzar‖ a zona de descontinuidade. Isso consiste em criar 
cópias dos representantes existentes até então (inclusive o elemento original) efetuando uma 
translação dessas cópias de forma que elas sejam posicionadas no outro lado do plano da 
descontinuidade: para a dimensão problemática, determinada na etapa 4, o valor dessa cópia será 
igual ao valor calculado na etapa 5 e para as demais dimensões, será o mesmo valor do ponto 
origem (representante pré-existente ou elemento original). O primeiro representante criado é 
mostrado na Figura 3.3c, pelo círculo rotulado com 1. A Figura 3.3e ilustra o segundo 
representante e a cópia do primeiro representante transladada, devido ao tratamento da segunda 
dimensão, aparece na Figura 3.3f (círculo superior rotulado com 2); 
7. Todos os representantes (inclusive o elemento original) são incluídos em uma 
lista, formada pelos pares <chave-estendida, dado> e ordenada pelo campo chave-estendida. Essa 
chave é computada, a partir das dimensões do vetor de cada representante, de forma a refletir as 
posições diversas dos mesmos: isso é feito para curva de Hilbert utilizando o algoritmo descrito 
em [Butz 1971] ou para a curva Z-order intercalando os bits das dimensões. Todos os 
representantes são inseridos com o mesmo valor de dado (referente ao elemento original). Depois 
disso, o índice passa por uma etapa de limpeza para eliminar os representantes repetidos que são 
encontrados dentro de uma faixa de elementos. O tamanho dessa faixa é igual ao número de 
elementos candidatos (parâmetro PD) que serão examinados durante o processo de busca. 
Apesar de, por motivos didáticos, o algoritmo ter sido explicado como um procedimento 
sequencial, isso não é essencial para o MONORAIL. O índice pode ser criado de forma 
incremental e até mesmo concorrentemente, desde que a estrutura de dados usada para a lista 




manipuladas. Essas outras formas de criação do índice serão objeto de estudo em trabalhos 
futuros. 
Exclusões também podem ser feitas, se algumas precauções forem tomadas. O algoritmo 
não é estritamente determinístico, porque as dimensões são processadas em uma ordem aleatória 
diferente a cada inserção. Contudo, isso é feito apenas para evitar vieses sistemáticos e um 
simples gerador pseudo-aleatório linear congruente [Lehmer 1951] pode ser empregado. 
Alimentando a semente desse gerador com um valor hash do dado, o procedimento torna-se 
completamente determinístico, e todos os representantes podem ser localizados a partir do ponto 
original. 
3.2.2 Busca 
O processo de busca consiste em localizar na lista ordenada um certo número de elementos 
candidatos (parâmetro PD), cujas chaves-estendidas estejam mais próximas da chave-estendida 
da consulta, e é ilustrado pela Figura 3.4. Os representantes permitem que o ponto original 
(círculo sem rótulo) seja encontrado pela consulta (estrela). A distância real entre os candidatos e 
a consulta é calculada e os elementos mais próximos são retornados. 
 
Figura 3.4: Exemplo de como um ponto (círculo sem rótulo) é encontrado pela consulta (a 









Utilizamos as implementações dos métodos de Mainar-Ruiz e Pérez-Cortés [Mainar-Ruiz 2006] e 
Multicurves [Valle 2008b] escritas em Java
6
 e com a curva de Hilbert. Escrevemos duas versões, 
também em Java, para o MONORAIL: uma utilizando a curva de Hilbert e outra com a curva Z-
order. Além disso, implementamos uma versão dos dois métodos de referência usando a curva Z-
order. 
3.3.1 Criação do índice 
Para criar o índice MONORAIL são necessários os seguintes parâmetros: 
 d: é o número de dimensões dos vetores de características (pontos); 
 f: é o número de bits necessário para representar o valor de cada dimensão dos pontos; 
 n: é a quantidade de pontos na base de dados; 
 M: é o número máximo de representantes que podem ser criados para cada ponto da 
base de dados; 
 t: é o tamanho da vizinhança a considerar no entorno dos pontos médios; 
 PD: é o número de elementos candidatos que serão examinados no processo de busca.  
O processo de criação do índice MONORAIL, explicado na seção 3.2.1, é mostrado pela 
Figura 3.5. 
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Figura 3.5: Processo de criação do índice MONORAIL. 
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Assumindo uma estrutura de acesso aleatório e eficiente para a lista ordenada, o custo 
amortizado de construção do índice é           , onde m é a multiplicidade efetiva e n o 
número de pontos na base de dados. A multiplicidade efetiva (o número esperado de 
representantes por ponto) depende da base de dados, mas a experiência mostra que para 
descritores de alta dimensionalidade, m é muito próximo de M, para qualquer valor desse último 
menor que 100. Para valores práticos, o custo da construção do índice é log-linear com o tamanho 
da base de dados (o efeito do m dentro do logaritmo é desprezível). 
Inserções ou exclusões de um único ponto no índice com n pontos custariam 
         . 
O algoritmo detalhado para computar a chave-estendida, utilizando a curva de Hilbert, 
também pode ser encontrado na seção 3.11.5 em [Valle 2008]. O processo para computar a 
chave-estendida usando a curva Z-order é mostrado pela Figura 3.6. Esse cálculo consiste em 
intercalar os bits das dimensões de um ponto. 
 
Figura 3.6: Processo de cálculo da chave-estendida usando a curva Z-order. 
A complexidade do algoritmo anterior é      , de acordo com os laços das caixas 2 e 4 
da figura. Na versão com a curva de Hilbert [Butz 1971] a complexidade também é      . 
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Contudo, a constante escondida na ordem da complexidade assintótica dessa versão é bem 
superior à da curva Z-order. 
3.3.2 Busca 
O processo genérico de busca é mostrado pela Figura 3.7. Após computar a chave-estendida do 
vetor-consulta (caixa 1 da figura), uma busca é realizada no índice (caixa 2) para retornar os 
elementos candidatos. Em seguida, a distância Euclidiana entre esses candidatos e a consulta é 
calculada (laço formado pelas caixas 3, 4 e 5) e no final as referências para os k elementos mais 
próximos são retornadas (caixa 6). 
 
Figura 3.7: Processo genérico de busca. 
Esse algoritmo de busca tipicamente irá fazer             operações para retornar os 
candidatos — caixa 2 — e         operações para selecionar os melhores, correspondente ao 
laço das caixas 3 a 5 (com d sendo a dimensionalidade dos pontos). 
No entanto, deve ser notado que a hipótese de acesso aleatório uniforme não se aplica à 
memória secundária, onde o custo desse tipo de acesso é normalmente muito maior que um 
acesso sequencial. Se uma estrutura de dados eficiente para o disco, como uma árvore B, for 
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usada para implementar a lista ordenada, o custo dos acessos aleatórios para inclusões e 
exclusões deverá ser          , uma vez que todos os representantes devem ser atualizados. 
Esse custo, entretanto, é compensado na busca, já que uma única estrutura deve ser consultada, 
com custo         . Para fins de comparação, considere um índice trabalhando com c curvas 
diferentes para resolver o problema das descontinuidades. Esse índice não teria o custo de m 
representantes para cada ponto, mas por outro lado, ele teria que manipular cada mapeamento 
independente em uma lista ordenada separada. Portanto, implicaria um custo de acesso aleatório 
de          para a busca e atualização. Para c = m, o MONORAIL incorre em uma atualização 
um pouco mais cara (o m dentro do logaritmo) para alcançar buscas muito mais rápidas (a 
eliminação do fator linear c, fora do logaritmo). 
3.4 Conclusão 
Nesse capítulo, foi apresentado o método de indexação multidimensional MONORAIL, que 
utiliza uma curva de Peano e múltiplos representantes para os dados, estrategicamente 
posicionados para resolver o problema das regiões de descontinuidade. 
Em muitas das curvas de Peano, como a de Hilbert, a Z-order, etc., as posições onde a 
propriedade de preservação da vizinhança é violada ocorrem ao redor do ponto que divide cada 
dimensão pela metade, depois nos pontos que as dividem em quatro, oito e assim sucessivamente. 
No MONORAIL os representantes são gerados para ―cruzar‖ as zonas de descontinuidade, 
aproveitando essa característica. 
O processo de criação do índice é simples e sua complexidade é log-linear com o tamanho 
da base de dados. O mapeamento dos pontos do espaço de alta dimensionalidade para as 
coordenadas de uma dimensão pode ser feito utilizando a curva Z-order, que apesar de não ter a 
mesma capacidade de agrupamento da curva de Hilbert, é mais fácil de ser calculado. 
A avaliação empírica do MONORAIL e da curva Z-order, incluindo comparações com 
outro método que gera os representantes aleatoriamente [Mainar-Ruiz 2006] e um que trabalha 






Neste capítulo são apresentados a metodologia adotada nos experimentos e os resultados obtidos. 
Na seção 4.1, iniciamos com a descrição das bases de dados utilizadas. 
Uma contribuição não trivial deste trabalho é o rigor experimental usado tanto na 
exploração do espaço paramétrico dos métodos quanto na comparação entre eles. Os 
experimentos foram cuidadosamente projetados para garantir resultados estatisticamente 
significativos. A metodologia, detalhada na seção 4.2, é geral o suficiente para ser usada em 
outras avaliações da busca por similaridade. 
O experimento da seção 4.4 compara a eficácia do MONORAIL com o método de 
Mainar-Ruiz e Pérez-Cortés [Mainar-Ruiz 2006], ambos implementados com a curva de Hilbert. 
No segundo conjunto de experimentos, descrito na seção 4.5, o objetivo é avaliar o 
impacto da troca da curva de Hilbert pela curva Z-order no tempo de criação dos índices, tempo 
de busca e eficácia do MONORAIL e do Multicurves [Valle 2008b]. 
O terceiro experimento (seção 4.6) testa a escalabilidade do MONORAIL e do 
Multicurves com três bases de dados de tamanhos diferentes. 
O experimento da seção 4.7 compara a eficácia e o tempo de busca do MONORAIL com 
o Multicurves. 
No experimento da seção 4.8 o objetivo é comparar a eficácia do MONORAIL com o 
método de Mainar-Ruiz e Pérez-Cortés, ambos utilizando a curva Z-order. 
O último experimento (seção 4.9) compara a eficácia da versão original do Multicurves 





4.1 Bases de dados 
Quatro bases de dados foram utilizadas nos experimentos. 
Para gerar a primeira delas, foram coletadas 233.852 imagens da Web [Penatti 2010], 
cujos vetores de características foram usados como pontos de confusão, e adicionadas 225 
imagens, pertencentes à coleção pessoal de um dos membros do laboratório, e que não estão na 
Web. Os descritores locais SIFT (Scale Invariant Feature Transform [Lowe 2004]) foram 
computados para todas as imagens, resultando em 130.463.526 vetores de características (média 
de 557 descritores por imagem) de 128 dimensões. 
Na segunda base, o número de imagens de confusão foi reduzido para 97.291 e foram 
mantidas as 225 imagens pessoais. Dessa forma, a quantidade total de vetores de características 
(registros) caiu para 55.473.496. 
A terceira base tem 57.162 imagens de confusão e as mesmas 225 imagens pessoais, 
totalizando 32.973.335 vetores de características. 
Para obter consultas que fazem sentido para as bases de dados acima, as 225 imagens 
pessoais foram submetidas a grandes transformações (corte, rotação, alteração de escala, 
cisalhamento, correção de gama e dithering). Depois disso, os descritores SIFT foram 
computados para as imagens obtidas, resultando em 187.839 vetores-consultas. 
A quarta base de dados, chamada APM, foi gerada a partir de transformações em 100 
imagens de fotografias antigas (do século XIX e da primeira metade do século XX) da coleção do 
Arquivo Público Mineiro, do estado de Minas Gerais. Cada imagem passou por 15 
transformações (rotações, alterações de escala, etc.) e em seguida os descritores SIFT foram 
computados, resultando em 2.871.300 vetores de características. As consultas dessa base são 









 é o conjunto das respostas da busca kVMP exata e serve para avaliar os 
resultados da busca aproximada kVMP. Para as três primeiras bases, esse conjunto é composto 
pelos cinco vizinhos mais próximos de cada consulta. Na base APM o arquivo contém os 30 
vizinhos mais próximos. Esses arquivos foram gerados por uma versão da busca sequencial com 
um alto grau de paralelismo [Teodoro 2008]. Mesmo tendo utilizado um cluster de máquinas, a 
tarefa demorou mais de uma semana para ser concluída. 
Infelizmente, essa verdade terrestre não pode ser usada diretamente nesta avaliação 
empírica, porque algumas das consultas são muito mais fáceis de responder do que outras. O grau 
de dificuldade para responder uma consulta se torna um fator de perturbação, que pode arruinar a 
significância estatística do experimento. A forma tradicional de lidar com essa situação em um 
projeto experimental é dividir o experimento em blocos, realizando medições diferentes para 
níveis diferentes de dificuldade. 
4.2.1 Blocagem das consultas 
Em qualquer experimento existem fatores que afetam os resultados, mas não fazem parte do 
conjunto de fatores que o experimentador está interessado em avaliar. Esses fatores são chamados 
de fatores de perturbação e podem, quando negligenciados, arruinar a significância estatística do 
experimento. Um exemplo seria comparar experimentos do tempo de execução de diferentes 
algoritmos em máquinas com diferentes configurações. A diferença no poder de computação das 
máquinas gera um efeito, chamado de confusão (em modelagem estatística), ao atribuir as 
diferenças observadas para o resíduo (efeitos não considerados pelo modelo) ou mesmo para os 
fatores de interesse, quando na verdade são causadas pelo fator de perturbação. A forma 
tradicional de lidar com essa questão, em um projeto experimental, é dividir o experimento em 
blocos dentro dos quais a influência do fator de perturbação seja reduzida. Na comparação de 
dois métodos de busca aproximada kVMP, com diversas parametrizações, o nível de dificuldade 
das consultas certamente contribui para a variação na eficácia de ambos os métodos. Para isolar 
essa interferência indesejada e identificar a real contribuição dos parâmetros de interesse, as 
medidas precisam ser comparadas considerando as consultas com um mesmo grau de dificuldade. 
                                                          
7




Para quantificar a dificuldade de responder uma determinada consulta nós usamos um 
critério de contraste [Lowe 2004, Lejsek 2009]. A ideia é observar a seguinte razão: 
C(q) = Δ(q, 1º VMP de q) / Δ(q, Xº VMP de q), 
onde q é o vetor-consulta, Δ é a função de distância (Euclidiana para o SIFT) e X é a posição de 
um vizinho próximo de q mais distante que o primeiro (nós utilizamos o 5º para as três primeiras 
bases e o 30º para a base APM). Se o valor de C(q) é próximo de zero, isso significa que o 
primeiro vizinho de q é muito mais próximo que os demais — indicando um bom contraste e uma 
provável facilidade para responder a consulta. Já se o valor de C(q) é próximo de 1, todas as 
respostas são mais ou menos equidistantes, indicando uma consulta muito difícil, que pode até 
não ter sentido [Beyer 1999]. 
Usando esse critério, as consultas foram divididas em 5 blocos, cujos valores do contraste 
encontram-se dentro dos intervalos [0; 0,2), [0,2; 0,4), [0,4; 0,6), [0,6; 0,8) e [0,8; 1]. Nós 
consideramos as consultas do primeiro bloco fáceis e as consultas do segundo bloco difíceis. Os 
últimos três blocos apresentam um contraste tão ruim que eles não têm sentido do ponto de vista 
do funcionamento do descritor SIFT [Lowe 2004] e nem da teoria do vizinho mais próximo 
[Beyer 1999]. Nós chamamos esses três blocos de ruído. 
A Figura 4.1 mostra o que aconteceria com os resultados do primeiro experimento, 
realizado na terceira base (32.973.335 registros) e detalhado na seção 4.4, se as consultas não 
fossem divididas em blocos. O desvio padrão é muito grande e consequentemente o intervalo de 
confiança (α=0,05), representado pela barra vertical, também. Os quatro valores do eixo x são 
iguais para ambos os métodos, mas os pontos foram deslocados um pouco, apenas para permitir a 
visualização separada dessas barras. Nessa análise, o efeito do fator de perturbação é alocado no 
resíduo do modelo e os intervalos de confiança acabam se cruzando: um experimentador 
desatento consideraria a comparação das médias como inconclusiva. A Figura 4.2 mostra os 






Figura 4.1: Resultado do primeiro experimento sem considerar os blocos de consultas. A 
comparação das médias é inconclusiva. 
 







































4.2.2 Métricas utilizadas 
As medidas de eficácia e eficiência obtidas nos experimentos são mostradas na Tabela 4.1. 
Medida Descrição Tipo 
Precisão Proporção entre o número de respostas corretas e o número de 
respostas retornadas 
Eficácia 
MPM Média das precisões médias:  
          
 
   
  
              
                
 
 
   
  
onde   é o conjunto verdade terrestre e 
     




EAR Erro de aproximação relativo:  




             
 
  
       
 
 





Tempo, em milissegundos, gasto para responder cada consulta Eficiência 
Tempo de 
criação 





Tamanho ocupado pelo índice no disco, em gigabytes (GB) Eficiência 
Tabela 4.1: Medidas obtidas nos experimentos. 
As medidas MPM e EAR foram usadas somente nos experimentos com k>1. Essas 
medidas são importantes, pois atribuem um peso maior para os vizinhos encontrados 
corretamente nas posições mais próximas da consulta do que os vizinhos mais afastados. Todos 
os tempos foram obtidos em um computador com 2 processadores Intel Xeon X5670 de 2,93 






4.3 Implementação da lista ordenada 
A busca foi implementada usando um índice de dois níveis, ilustrado pela Figura 4.3. O primeiro 
nível, chamado índice agrupado, é a própria lista ordenada gerada pelo processo de criação do 
índice. O segundo nível, chamado índice esparso, é gerado a partir do primeiro, contendo uma 
chave-estendida e sua posição no índice agrupado a cada S entradas. O parâmetro S, chamado de 
passo, deve ser suficientemente grande para que esse nível caiba inteiramente na memória 
principal. 
 
Figura 4.3: Índice de dois níveis. 
Os índices agrupados do MONORAIL e do método de Mainar-Ruiz e Pérez-Cortés 
[Mainar-Ruiz 2006] passam adicionalmente por uma etapa de limpeza antes da geração do índice 
esparso. Esse processo é feito para eliminar os representantes repetidos que são encontrados 
dentro de uma faixa de elementos, cujo tamanho é igual ao valor do parâmetro PD. 
O processo de busca, com o índice de dois níveis, é mostrado na Figura 4.4. A busca é 
dividida em duas etapas: na primeira, após computar a chave-estendida do vetor-consulta (caixa 1 
da figura), uma busca binária é realizada no índice esparso (caixa 2); na segunda, o índice 
agrupado é percorrido para trás e para frente a partir da posição determinada na fase anterior 
(laço formado pelas caixas 3, 4 e 5). O número de elementos examinados é indicado pelo 
parâmetro do número de elementos candidatos (PD). A distância Euclidiana entre esses 
candidatos e a consulta é calculada (caixa 4) e no final as referências para os k elementos mais 
próximos são retornadas (caixa 6). 
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Essa estrutura em dois níveis foi adotada por ser de simples implementação e por 
minimizar o número de acessos aleatórios em disco. Uma árvore B [Bayer 1972] também poderia 
ser empregada, vista como uma generalização disso em múltiplos níveis. 
 
Figura 4.4: Processo de busca usando um índice de dois níveis. 
 A complexidade desse processo de busca é dada por        
  
 
           . A parcela 
logarítmica corresponde à busca binária no índice esparso (caixa 2). O último termo é referente 
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4.4 Comparação do método de Mainar-Ruiz e Pérez-Cortés com o 
MONORAIL 
Os objetivos deste experimento são: 
 Comparar a precisão do MONORAIL com o método de Mainar-Ruiz e Pérez-Cortés 
[Mainar-Ruiz 2006]; 
 Testar a blocagem das consultas, utilizando o critério de contraste; 
 Verificar as contribuições dos fatores, método, multiplicidade e número de elementos 
candidatos para a variação na precisão em cada bloco de consultas; 
 Comparar os tamanhos dos índices, tempos de criação e tempos de busca. 
Montamos um projeto experimental fatorial completo com o objetivo de revelar a 
importância relativa de cada fator, incluindo os efeitos cruzados. Consideramos o método (ambos 
implementados com a curva de Hilbert) como um dos fatores, além da multiplicidade (M) e do 
número de elementos candidatos (PD). Os valores são mostrados na Tabela 4.2. As consultas 
foram divididas em três blocos: Fácil, Difícil e Ruído de acordo com o contraste, explicado na 
seção 4.2.1. Utilizamos o valor 8 para o parâmetro do tamanho da vizinhança (t) do método 
MONORAIL, correspondente a três níveis (2
3
) de recursão da curva (usando números inteiros 
para representar as coordenadas). 
Fatores Contribuições 
Fator Níveis Fácil Difícil Ruído 
Método Mainar-Ruiz et al. MONORAIL 34,6% 11,0% 0,6% 
PD 16 × M 256 × M 32,7% 39,0% 44,9% 
M 4 32 24,5% 46,8% 47,6% 
  Valores-P dos modelos: < 0,01 < 0,01 < 0,01 
Tabela 4.2: Resultados da ANOVA para cada tipo de consulta. 
Dez repetições foram executadas para cada bloco, cada uma com 1.000 consultas 
escolhidas aleatoriamente (sem reposição). A medida obtida em cada execução foi a precisão, ou 
seja, a proporção entre o número de respostas corretas e o número de respostas retornadas. 
Somente o primeiro vizinho mais próximo foi procurado (k=1). Apenas a terceira base 




A Tabela 4.2 resume os resultados da análise fatorial de variação (analysis of variance — 
ANOVA). Analisamos separadamente os resultados para as consultas fáceis, difíceis e ruído, 
obtendo três modelos diferentes. Os valores-P dos modelos indicam uma alta significância 
estatística. Poucos efeitos cruzados foram encontrados como estatisticamente significativos, mas 
suas contribuições individuais sempre foram abaixo de 3%. 
É importante notar que os percentuais na Tabela 4.2 não indicam as alterações na 
precisão, mas ao invés disso eles mostram a contribuição relativa de cada fator para a variação 
observada na precisão. Para as consultas fáceis, por exemplo, o valor de 34,6% no método não 
significa que o nosso método seja 34,6% melhor do que o método de Mainar-Ruiz e Pérez-Cortés 
[Mainar-Ruiz 2006], mas que para as consultas fáceis a alteração no método é responsável 
sozinha por 34,6% da variação observada. 
A Figura 4.5 ilustra os resultados de uma forma mais intuitiva — aqui os percentuais 
indicam as medidas de precisão. A multiplicidade foi fixada em 32 representantes e a média da 
precisão foi calculada para as 10 repetições, nas diferentes configurações do método, número de 
elementos candidatos e dificuldade da consulta. Com exceção do ruído, o MONORAIL sempre 
apresenta um ganho de eficácia. Na Figura 4.6 a multiplicidade foi fixada em 4 representantes, 
nesse caso a precisão do MONORAIL é superior à do método de Mainar-Ruiz e Pérez-Cortés em 
todos os blocos de consultas. 
 
Figura 4.5: Resultados do experimento para comparar o método de Mainar-Ruiz et al. [Mainar-
Ruiz 2006] com o MONORAIL, para M=32. O percentual dentro de cada bloco indica a precisão 
alcançada em cada configuração. 































Figura 4.6: Resultados do experimento para comparar o método de Mainar-Ruiz et al.[Mainar-
Ruiz 2006] com o MONORAIL, para M=4. O percentual dentro de cada bloco indica a precisão 
alcançada em cada configuração. 
As medidas de eficiência (tempo de criação do índice e tempo de busca) foram 
praticamente as mesmas para ambos os métodos. A Figura 4.7 mostra o tamanho dos índices para 
cada um dos métodos, com o fator PD igual a 16 vezes a multiplicidade. O tamanho do índice 
também varia com o número de elementos candidatos (PD), devido ao processo de limpeza do 
índice, explicado na seção 4.3. Os índices MONORAIL ficaram pelo menos 30% menores em 
termos de tamanho ocupado em disco, isso confirma a geração de uma quantidade maior de 
representantes desnecessários pelo método de Mainar-Ruiz e Pérez-Cortés [Mainar-Ruiz 2006]. 
 
Figura 4.7: Tamanho dos índices para cada método, com o número de elementos candidatos (PD) 
igual a 16 vezes a multiplicidade (M). 

































































Tamanho dos índices para cada método (PD = 16 x M)




4.5 Avaliação do impacto da curva Z-order no MONORAIL e no 
Multicurves 
Os objetivos deste experimento são: 
 Avaliar o impacto da troca da curva de Hilbert pela curva Z-order nos tempos de 
criação dos índices do MONORAIL e do Multicurves; 
 Avaliar o impacto da utilização da curva Z-order nos tempos de busca desses 
métodos;  
 Verificar a alteração na precisão dos métodos em cada bloco de consultas, com a 
utilização da curva Z-order. 
Neste experimento, utilizamos as versões para os métodos MONORAIL e Multicurves 
[Valle 2008b] implementadas com a curva Z-order. Nós montamos um projeto experimental com 
os fatores e valores para cada método apresentados nas Tabelas 4.3 e 4.4 respectivamente. Como 
o número de elementos candidatos (PD) no método Multicurves é especificado por sub-índice, no 
MONORAIL esse parâmetro é multiplicado pelo número de representantes, para que o número 
total de elementos examinados seja o mesmo nos dois métodos. O valor 8 foi usado para o 
parâmetro do tamanho da vizinhança (t) do método MONORAIL. 
 Fator Níveis 
Curva Hilbert Z-order 
Multiplicidade (M) 4 8 32 
# de elementos candidatos (PD) 16 × M 64 × M 128 × M 
Tabela 4.3: Parâmetros usados na avaliação do MONORAIL, curva de Hilbert x curva Z-order. 
Fator Níveis 
Curva Hilbert Z-order 
# de sub-índices (N) 4 8 32 
# de elementos candidatos (PD) 16 64 128 
Tabela 4.4: Parâmetros usados na avaliação do Multicurves, curva de Hilbert x curva Z-order. 
As consultas foram divididas em três blocos, de acordo com o contraste explicado na 




escolhidas aleatoriamente (com reposição). Somente a terceira base (32.973.335 registros) foi 
usada nesse experimento. 
A Figura 4.8 mostra o tempo, em horas, gasto na construção dos índices MONORAIL 
com 4, 8 e 32 representantes, com as curvas de Hilbert e Z-order. O tempo de criação dos 
representantes, com suas respectivas chaves-estendidas, cresce linearmente (demonstrado pela 
regressão) com o número total de pontos, que é o número de vetores de características 
(32.973.335) da base de dados mais o número total de representantes. O tempo de cálculo da 
chave-estendida com a curva Z-order foi aproximadamente cinco vezes menor do que com a 
curva de Hilbert. 
 
Figura 4.8: Tempo de criação dos índices MONORAIL. O coeficiente de correlação da regressão 
linear para a versão com a curva de Hilbert foi 0,9999997 e 0,9935906 para a curva Z-order. O 







y = (3,53616 ± 0,00282)x





































Os tempos de criação das chaves-estendidas dos sub-índices do Multicurves são 
apresentados na Figura 4.9. Aqui a regressão linear foi feita considerando o tamanho da chave 
como a variável independente. Novamente o tempo gasto com a curva Z-order foi 
significativamente menor do que com a curva de Hilbert. Contudo, o speed-up (aproximadamente 
1,2 para a configuração com 32 sub-índices, 1,5 com 8 sub-índices e 2,0 com 4 sub-índices) não 
foi tão alto quanto o observado no caso anterior, porque o Multicurves computa a chave-
estendida para os sub-espaços (tamanho da chave igual a 4, 16 e 32 dimensões respectivamente), 
enquanto o MONORAIL faz isso para o espaço completo (128 dimensões). 
 
Figura 4.9: Tempo de criação dos sub-índices do Multicurves. O coeficiente de correlação da 
regressão linear para a versão com a curva de Hilbert foi 0,99470 e 0,93100 para a curva Z-order. 
Para a busca, colocamos em um gráfico os tempos de consulta obtidos para todos os 
blocos, totalizando 50 execuções com 4.000 consultas em cada configuração. A Figura 4.10 
mostra os tempos de busca do MONORAIL para as seguintes configurações: M=4 × PD=16, 
M=4 × PD=64 e M=4 × PD=128. Na Figura 4.11 são mostrados os tempos para as configurações: 
M=8 × PD=16, M=8 × PD=64 e M=8 × PD=128. 
As Figuras 4.12 e 4.13 mostram os resultados do Multicurves para as configurações 
(PD=16, PD=64 e PD=128) com 4 e 8 sub-índices respectivamente. Nesses gráficos do tempo de 
busca, o ajuste linear foi realizado em função do número total de elementos examinados. Como 
podemos observar, tanto para o MONORAIL quanto para o Multicurves, a alteração da curva 
trouxe muito pouca contribuição para a variação no tempo de busca. 
y = (0,01671 ± 0,00027)x + (0,45183 ± 0,00328)






































Figura 4.10: Tempo de busca do MONORAIL com a curva de Hilbert e a curva Z-order, 
considerando o número total de elementos examinados nas diferentes configurações com 4 
representantes. O coeficiente de correlação da regressão linear para a versão com a curva de 
Hilbert foi 0,93243 e 0,95406 com a Z-order. 
 
Figura 4.11: Tempo de busca do MONORAIL com a curva de Hilbert e a curva Z-order, 
considerando o número total de elementos examinados nas diferentes configurações com 8 
representantes. O coeficiente de correlação da regressão linear para a versão com a curva de 
Hilbert foi 0,96188 e 0,97348 com a Z-order. 
y = (0,01692 ± 0,00054)x + (1,82216 ± 0,17925)
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y = (0,01557 ± 0,00036)x + (2,44125 ± 0,24200)
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Figura 4.12: Tempo de busca do Multicurves com a curva de Hilbert e a curva Z-order, 
considerando o número total de elementos examinados para as configurações com 4 sub-índices. 
O coeficiente de correlação da regressão linear para a versão com a curva de Hilbert foi 0,90404 
e 0,89957 com a Z-order. 
 
Figura 4.13: Tempo de busca do Multicurves com a curva de Hilbert e a curva Z-order, 
considerando o número total de elementos examinados para as configurações com 8 sub-índices. 
O coeficiente de correlação da regressão linear para a versão com a curva de Hilbert foi 0,96836 
e 0,94354 com a Z-order. 
y = (0,01965 ± 0,00076)x + (3,70073 ± 0,25398)






























# de elementos examinados
Tempo de Busca do Multicurves (N=4) - Curva de Hilbert x Z-order
Hilbert
Z-order
y = (0,02359 ± 0,00050)x + (6,44916 ± 0,33235)
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A Tabela 4.5 mostra a precisão média obtida para as 10 execuções nas diferentes 
configurações do MONORAIL, com as curvas de Hilbert e Z-order, nos blocos das consultas 
fáceis e difíceis. Na Tabela 4.6 nós temos os valores para o Multicurves. Como é possível ver em 
ambos os blocos, a eficácia dos métodos ao longo das configurações não foi muito afetada pelo 
uso da curva Z-order. 
# de elementos examinados 
Fáceis Difíceis 
Hilbert Z-order Hilbert Z-order 
M=4 × PD=16 77,4 ± 0,4 76,8 ± 0,3 39,7 ± 0,5 38,9 ± 0,5 
M=8 × PD=16 79,3 ± 0,3 78,5 ± 0,3 44,0 ± 0,5 42,8 ± 0,6 
M=4 × PD=128 80,3 ± 0,3 79,4 ± 0,3 47,0 ± 0,5 46,1 ± 0,6 
M=8 × PD=128 82,2 ± 0,3 80,8 ± 0,2 51,2 ± 0,7 49,9 ± 0,7 
Tabela 4.5: Precisão média do MONORAIL (confiança maior que 0,95) com as curvas de Hilbert 
e Z-order, para as consultas fáceis e difíceis, considerando diferentes configurações. 
# de elementos examinados 
Fáceis Difíceis 
Hilbert Z-order Hilbert Z-order 
N=4 × PD=16 94,3 ± 0,1 94,2 ± 0,1 60,1 ± 0,5 58,7 ± 0,6 
N=8 × PD=16 96,7 ± 0,2 96,6 ± 0,1  58,9 ± 0,3 58,8 ± 0,4 
N=4 × PD=128 96,6 ± 0,1 96,7 ± 0,1 73,1 ± 0,5 71,5 ± 0,4 
N=8 × PD=128 98,9 ± 0,1 98,8 ± 0,1  77,6 ± 0,5 76,7 ± 0,3 
Tabela 4.6: Precisão média do Multicurves (confiança maior que 0,95) com as curvas de Hilbert e 
Z-order, para as consultas fáceis e difíceis, considerando diferentes configurações. 
Os resultados desse experimento nos levam a concluir que a principal vantagem da 
utilização (além da facilidade de implementação) de uma curva fractal mais simples, a curva Z-
order, nos métodos MONORAIL e Multicurves, está no ganho de tempo na geração dos índices. 





4.6 Avaliação da escalabilidade do MONORAIL e do Multicurves 
Os objetivos deste experimento são: 
 Avaliar os tempos de busca do MONORAIL e do Multicurves com três bases de 
tamanhos diferentes; 
 Comparar a precisão do MONORAIL e do Multicurves, em cada bloco de consultas, 
nas três bases. 
Nós testamos a escalabilidade do MONORAIL e do Multicurves [Valle 2008b] com as 
três primeiras bases de dados. Os valores dos parâmetros usados são mostrados nas Tabelas 4.7 e 
4.8 respectivamente. A multiplicidade igual 32 no MONORAIL e o número de curvas igual a 8 
no Multicurves correspondem a melhor configuração em cada um dos métodos. O valor 8 foi 
utilizado para o parâmetro do tamanho da vizinhança (t) do MONORAIL. 
Fator Níveis 
#  de vetores de características 32.973.335 55.473.496 130.463.526 
Curva Z-order 
Multiplicidade (M) 32 
# de elementos candidatos (PD) 128 × M 
Tabela 4.7: Tamanhos das bases de dados e parâmetros usados na avaliação da escalabilidade do 
MONORAIL. 
Fator Níveis 
#  de vetores de características 32.973.335 55.473.496 130.463.526 
Curva Z-order 
# de sub-índices (N) 8 
# de elementos candidatos (PD) 512 
Tabela 4.8: Tamanhos das bases de dados e parâmetros usados na avaliação da escalabilidade do 
Multicurves. 
Dez repetições foram executadas para cada bloco de consultas, cada uma com 4.000 
consultas escolhidas aleatoriamente (com reposição). O tempo médio de busca do MONORAIL 
para cada base de dados é mostrado na Figura 4.14. Os tempos médios de busca do Multicurves 
para as bases são mostrados na Figura 4.15. Mesmo sendo poucos os pontos, a tendência parece 




registros da base de dados. O MONORAIL apresenta um tempo de busca inferior ao do 
Multicurves. 
 
Figura 4.14: Tempo de busca do MONORAIL nos diferentes tamanhos de bases de dados. Os 
intervalos de confiança (α=0,05) são representados pelas barras de erros verticais. 
 
Figura 4.15: Tempo de busca do Multicurves nos diferentes tamanhos de bases de dados. Os 
intervalos de confiança (α=0,05) são representados pelas barras de erros verticais. 
A Figura 4.16 mostra que a precisão do MONORAIL, em cada bloco de consultas, caiu 
muito pouco na medida em que foram utilizadas bases de dados cada vez maiores. A precisão do 
Multicurves para os diferentes tamanhos de bases de dados, mostrada na Figura 4.17, apresentou 
uma queda mais acentuada, principalmente nos blocos das consultas mais difíceis. Mesmo assim, 
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Figura 4.16: Precisão média do MONORAIL em cada base de dados. Os intervalos de confiança 
(α=0,05) são representados pelas barras de erros verticais. 
 
Figura 4.17: Precisão média do Multicurves em cada base de dados. Os intervalos de confiança 
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Precisão do Multicurves em cada Base de Dados




A Tabela 4.9 mostra o tamanho do índice MONORAIL e a soma dos tamanhos dos sub-
índices do Multicurves para cada base de dados.  
Método 32.973.335 55.473.496 130.463.526 
MONORAIL 94,5 GB 168,4 GB 428,3 GB 
Multicurves 39,3 GB 66,1 GB 155,5 GB 
Tabela 4.9: Tamanho dos índices para cada base de dados. 
4.7 Comparação do MONORAIL com o Multicurves 
Os objetivos deste experimento são: 
 Comparar a média das precisões médias (MPM) e o erro de aproximação relativo 
(EAR) do MONORAIL com o Multicurves, em cada bloco de consultas; 
 Comparar os tempos de busca desses métodos. 
Neste experimento, o desempenho do MONORAIL é comparado ao do Multicurves, 
ambos implementados com a curva Z-order. Os valores dos parâmetros para cada método são 
mostrados nas Tabelas 4.10 e 4.11 respectivamente. 
Cinco repetições foram executadas para cada bloco, cada uma com 1.000 consultas 
escolhidas aleatoriamente (com reposição). As medidas obtidas em cada execução foram a média 
das precisões médias (MPM), o erro de aproximação relativo (EAR) e o tempo de busca. A busca 
foi feita pelos 9 vizinhos mais próximos (k=9) de cada consulta. Somente a base de dados APM 
(2.871.300 registros) foi usada nesse experimento. 
Fator Níveis 
Curva Z-order 
Multiplicidade (M) 32 
# de elementos candidatos (PD) 32 × M 128 × M 
Tabela 4.10: Parâmetros do MONORAIL usados na comparação. 
Fator Níveis 
Curva Z-order 
# de sub-índices (N) 8 
# de elementos candidatos (PD) 128 512 




Os resultados das medidas de eficácia, para as configurações com o menor número de 
candidatos examinados (1.024), são mostrados pelas Figuras 4.18 e 4.19. Os tempos de busca são 
apresentados na Tabela 4.12. 
 
Figura 4.18: Média das precisões médias (busca com k=9), MONORAIL x Multicurves na base 
APM. 
 
Figura 4.19: Erro de aproximação relativo (busca com k=9) dos métodos na base APM. 
Método Tempo de busca (milissegundos) 
MONORAIL 17,82 ± 0,29 
Multicurves 19,54 ± 0,86 





















Média das Precisões Médias (k=9) - base APM


















Erro de Aproximação Relativo (k=9) - base APM




Os resultados indicam que a precisão do MONORAIL é inferior à do Multicurves, mas o 
MONORAIL é mais rápido, certamente devido ao menor número de acessos aleatórios. 
4.8 Comparação do método de Mainar-Ruiz e Pérez-Cortés com o 
MONORAIL, utilizando a curva Z-order 
O objetivo deste experimento é: 
 Comparar a precisão do MONORAIL com o método de Mainar-Ruiz et al., ambos 
utilizando a curva Z-order. 
Os valores dos parâmetros nos dois métodos, usados neste experimento, são mostrados na 
Tabela 4.13. O valor 8 foi utilizado para o parâmetro do tamanho da vizinhança (t) do 
MONORAIL. 
Fator Níveis 
Método Mainar-Ruiz et al. MONORAIL 
Curva Z-order 
Multiplicidade (M) 8 16 32 64 
# de elementos candidatos (PD) 128 × M 
Tabela 4.13: Parâmetros usados na comparação dos métodos, usando a curva Z-order. 
Dez repetições foram executadas para cada bloco, cada uma com 4.000 consultas 
escolhidas aleatoriamente (com reposição). A medida obtida em cada execução foi a precisão na 
busca pelo primeiro vizinho mais próximo (k=1). Somente a terceira base de dados (32.973.335 
registros) foi usada nesse experimento. 
A Figura 4.20 ilustra a precisão média obtida para 10 repetições executadas nas diferentes 
configurações do método de Mainar-Ruiz e Pérez-Cortés [Mainar-Ruiz 2006] e do MONORAIL, 
usando a curva Z-order, para responder as consultas fáceis. Os intervalos de confiança (α=0,05) 
são representados pelas linhas verticais na parte superior das barras. Na Figura 4.21 são ilustrados 
os valores para as consultas difíceis. Em ambos os casos o MONORAIL sempre apresenta um 





Figura 4.20: Precisão dos métodos com a curva Z-order para responder as consultas do bloco 
fácil, nas diferentes configurações. 
 
Figura 4.21: Precisão dos métodos com a curva Z-order para responder as consultas do bloco 
difícil, nas diferentes configurações. 
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4.9 Exploração de novas parametrizações usando a extensão do 
Multicurves 
O objetivo deste experimento é: 
 Comparar a eficácia da versão original do Multicurves com a extensão que permite a 
escolha arbitrária das dimensões. 
A implementação original do Multicurves divide as dimensões uniformemente entre os 
sub-índices. A versão estendida, descrita na seção 2.8.2, permite que as dimensões sejam 
distribuídas de forma arbitrária. Os parâmetros usados na versão original, com a curva Z-order, 
são mostrados na Tabela 4.14. 
Fator Níveis 
Curva Z-order 
# de sub-índices (N) 4 8 
# de elementos candidatos (PD) 128 512 
Tabela 4.14: Parâmetros da versão original do Multicurves usados na comparação. 
Três tipos de parametrizações foram utilizados na versão estendida. No primeiro deles, 
foram preparadas cinco configurações com 4 e 8 sub-índices, contendo 32 e 16 dimensões 
respectivamente, escolhidas aleatoriamente e sem reposição. No segundo, também com cinco 
configurações de 4 e 8 sub-índices, as dimensões foram escolhidas aleatoriamente com reposição, 
ou seja, algumas dimensões podem aparecer mais de uma vez, enquanto que outras podem ser 
ignoradas. No último, tanto a quantidade de sub-índices quanto a quantidade de dimensões foram 
escolhidas aleatoriamente dentro das faixas indicadas na Tabela 4.15, que sintetiza todos os tipos 





Tipo # de configurações # de sub-índices (N) # de dimensões Escolha aleatória 
1 5 4 32 sem reposição 
1 5 8 16 sem reposição 
2 5 4 32 com reposição 
2 5 8 16 com reposição 
3 10 4 a 8 16 a 32 com reposição 
Tabela 4.15: Parametrizações da versão estendida do Multicurves. 
Cinco repetições foram executadas para cada bloco, cada uma com 1.000 consultas 
escolhidas aleatoriamente (com reposição). A medida obtida em cada execução foi a média das 
precisões médias (MPM). A busca foi feita pelos 15 vizinhos mais próximos (k=15) de cada 
consulta. Somente a base de dados APM (2.871.300 registros) foi usada nesse experimento. 
Os tipos de parametrizações 1 e 2 foram comparados com a versão original na mesma 
quantidade de sub-índices. Cinco configurações do tipo 3 foram comparadas com a versão 
original de 4 sub-índices e cinco com a de 8 sub-índices. Todas as parametrizações do tipo 1 
apresentaram um desempenho melhor que a versão original. As parametrizações do tipo 2 com 8 
sub-índices também foram superiores e as configurações com 4 sub-índices foram inferiores à 
versão original. As cinco configurações do tipo 3, comparadas com a versão original de 4 sub-
índices apresentaram um desempenho superior. Três das cinco configurações do tipo 3, 
comparadas com a versão original de 8 sub-índices tiveram um resultado melhor. 
A Figura 4.22 mostra os resultados das configurações dos tipos 1 e 2 comparadas com a 
versão original de 8 sub-índices, considerando o menor número de candidatos examinados 
(PD=128). As linhas horizontais no final das barras representam os intervalos de confiança 
(α=0,05). A versão estendida apresenta uma eficácia superior à original em todos os blocos de 
consultas. Entre a escolha aleatória das dimensões com ou sem reposição, percebemos que 
ignorar algumas dimensões prejudica a precisão, mas ainda assim é melhor do que a versão 






Figura 4.22: Média das precisões médias (busca com k=15), versão original do Multicurves (8 
sub-índices) x versão estendida (configurações dos tipos 1 e 2). 
4.10 Conclusões 
Os resultados obtidos nos experimentos nos levam às seguintes conclusões: 
 O MONORAIL resolve o problema da poluição do índice, apresentado pelo método 
de Mainar-Ruiz et al. (seção 4.4);  
 Os índices MONORAIL ficaram pelo menos 30% menores em termos de tamanho 
ocupado em disco. Isso confirma a geração de uma quantidade maior de 
representantes desnecessários pelo método de Mainar-Ruiz et al.; 
 A superioridade do MONORAIL em comparação com o método de Mainar-Ruiz et al. 
também é verificada com a curva Z-order (seção 4.8); 
 A precisão da curva Z-order é ligeiramente inferior à da curva de Hilbert, nas 
implementações dos métodos MONORAIL e Multicurves (seção 4.5); 
 O uso da curva Z-order não contribui muito para a redução no tempo de busca dos 
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 A principal vantagem da curva Z-order em relação à curva de Hilbert é o ganho de 
tempo obtido na criação dos índices (seção 4.5), aproximadamente 5 vezes mais 
rápida no caso do MONORAIL; 
 A escalabilidade do MONORAIL e do Multicurves foi testada com sucesso, 
utilizando três bases de dados de tamanhos diferentes (seção 4.6); 
 A precisão do MONORAIL é inferior à do Multicurves (seções 4.5, 4.6 e 4.7); 
 Há uma indicação de que a escolha aleatória das dimensões no Multicurves aumenta a 






A indexação multidimensional é fundamental para o bom funcionamento dos sistemas de 
recuperação de informações multimídia, que utilizam os vetores de características para 
representar os documentos. 
Os índices multimídia sofrem da ―maldição da dimensionalidade‖, associada a um 
conjunto de fenômenos que afetam profundamente o desempenho da indexação em espaços com 
muitas dimensões. 
A família de técnicas baseadas nas curvas de Peano apresenta vantagens importantes para 
as grandes bases dados, como o fato dos métodos serem dinâmicos, ou seja, permitem a inserção 
e a remoção dos dados sem a necessidade de reconstruir o índice. Porém, a existência de zonas de 
descontinuidade é o maior entrave para a eficácia desses métodos em alta dimensionalidade. 
Muitos pesquisadores partiram para a adoção de múltiplas curvas, na expectativa de que em pelo 
menos uma delas o problema não aconteça. Contudo, isso exige um acesso aleatório por curva. 
O método de indexação multidimensional, MONORAIL, principal contribuição dessa 
dissertação, ataca o problema das regiões de descontinuidade utilizando representantes 
cuidadosamente posicionados (em uma única curva) para preservar a propriedade da curva que 
permite a indexação multidimensional. Os experimentos comprovaram uma melhoria 
significativa em relação à técnica pioneira na utilização dos representantes. 
A metodologia adotada na parte experimental possibilitou uma análise consistente dos 
resultados e pode ser empregada em outras avaliações da busca por similaridade. 
 As implementações do MONORAIL e do Multicurves [Valle 2008b] com a curva Z-
order, outra contribuição desse trabalho, mostraram uma precisão dessa curva ligeiramente 





As aplicações dos métodos de indexação multidimensional não se restringem aos dados 
multimídia, em biometria e segurança essas poderiam ser: classificação e busca baseadas em 
vetores de características biométricos, como informações de face, impressões digitais, retina, íris, 
voz, etc. 
Outras aplicações variadas: mineração de dados de alta dimensionalidade — por exemplo, 
aceleração de algoritmos de agrupamento em aplicações OLAP (On-Line Analytical Processing) 
para busca de padrões interessantes de transações, detecção de fraudes, etc. Casamento de 
sequências por casamento acelerado de substrings com diversas aplicações em recuperação de 
informação textual, bioinformática, etc. 
A pesquisa e o desenvolvimento de um método de indexação multidimensional, dinâmico, 
adaptado à memória secundária (escalável) e com um erro de aproximação previsível (e 
irrelevante) são indispensáveis para a evolução das aplicações que manipulam o crescente 
volume de dados de alta dimensionalidade. O estudo teórico do comportamento do MONORAIL 
poderia culminar em um modelo de precisão do método aumentando dessa forma, por exemplo, a 
viabilidade de uma implementação em um gerenciador de banco de dados comercial. Esse 
modelo seria usado no planejamento e otimização de consultas. 
Ainda que estejamos um pouco distante de um modelo teórico, uma exploração 
paramétrica mais abrangente e uma análise mais profunda das consultas perdidas pelo método 
poderiam induzir um aperfeiçoamento no posicionamento dos representantes. 
Algumas sugestões de possíveis melhorias para o MONORAIL: 
 Verificar a presença de um representante nas proximidades antes de incluir mais 
outro; 
 Estudar a escalabilidade do método em SSD (Solid State Drives); 
 Permitir a variação do valor do parâmetro do tamanho da vizinhança a considerar no 
entorno dos pontos médios (t) de acordo com a gravidade da descontinuidade; 
 Avaliar a relação entre os parâmetros PD x M x t; 





O método MONORAIL e os resultados dos experimentos da seção 4.4 foram publicados 
em um artigo da International Conference on Pattern Recognition (ICPR) 2010 [Akune 2010]. 
Além disso, o invento foi depositado em um pedido de patente com o título ―Método de 
Indexação para Dados de Alta Dimensionalidade em Grandes Bases de Dados Usando Uma 
Curva de Peano (Curva Preenchedora do Espaço) e Múltiplos Representantes para os Dados‖, 
número do protocolo: 018100048409, em 20/12/2010, INPI (Instituto Nacional da Propriedade 
Industrial). 
A versão com a curva Z-order e os resultados dos experimentos das seções 4.5, 4.6 e 4.8 
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