Abstract: This paper presents a numerical algorithm for determining the minimum dwell time constraint for switched linear ∞ fault detection filters. When applying switched systems, ensuring the stability is a crucial target, which can be guaranteed, when we switch slowly enough between the subsystems, more precisely when the intervals between two consecutive switching instants, called dwell time, are large enough. The problem formulation is based on multiple Lyapunov functions and is expressed through a special form of linear matrix inequalities (LMIs), which include a nonlinear term of the dwell time. This represents a multivariable, time dependent optimization problem. As a result, the task cannot be treated as a simple feasibility problem involving a LMI solver as it is widely used in applications of the linear control. To solve these special LMIs, we propose a numerical algorithm, called -iteration, which combines the procedure of interval halving with an LMI solver. The algorithm implemented in MATLAB shows its applicability as well as suggest further benefits for the switched linear control and filter synthesis.
Introduction
Switched systems for purpose of nonlinear control have been studied extensively in the two past decades and useful results are now available, see e.g. [1] , [2] , [3] , [4] and [5] . As it was stated by several authors e.g. (Liberzon and Morse in 1999, Hespana in 2004, Chen and Saif in 2004, Colaneri in 2008) , the asymptotic stability can be ensured when we switch slowly enough between the subsystems, more precisely when the intervals between two consecutive switching instants -called dwell time-, are large enough. This problem has been specially addressed in the synthesis of switched state estimator of Luenberger type, e.g. (Prandini in 2003, Chen and Saif in 2004) and it is also a crucial part in our objective of designing a switched linear ℋ ∞ fault detection filter. In earlier researches different methods have been proposed for determining the minimum dwell time, see [4] , [6] , [7] , [8] , [9] and [10] . The most commonly used algorithms, such as e.g. the representation based on Kronecker products (Geromel and Colaneri, 2006) , or Logic-Based Switching Algorithms (Hespana, 1998) are constructed using multiple Lyapunov functions and expressed in form of linear matrix inequalities (LMIs), see in [6] , [7] , [9] , [10] and [11] .
Since we deal with ℋ ∞ filtering, the basic Lyapunov theorem needs to be extended to cope with performance requirements such as the root mean square (RMS) property of a switched system, which corresponds to finding an upper bound of the minimum dwell time. To this aim, in our research we consider a method used by (Geromel and Colaneri, 2008) for ℋ ∞ nonlinear control and we have adopted it to the classical ℋ ∞ detection filtering problem, see in [12] , [13] , [14] , [15] and [16] . More exactly, the concept of the switched ℋ ∞ control in [7] can be associated to the switched ℋ ∞ filtering problem by duality and sufficient stability conditions can be derived.
LMIs are nowadays widely used powerful tools for solving complex optimization problem in the field of control engineering, see e.g. [17] , [18] , [19] and [20] . The commonly used advanced methods, however, refer to a LMI solver only accept formulation where the decision variables are included in linear terms. On the contrary, our problem formulated as LMIs, which include the term of matrix-exponential function with the dwell time, is consequently nonlinear. As a result, the task cannot be treated as a simple feasibility problem, see e.g. [17] , [21] and [22] . Despite of the widespread referring to this special LMI formulation, however, there can't be found any solution algorithm about it in the control literature. In this paper we present an algorithm to calculate the common minimum dwell time, assuring each specified ℋ ∞ level calculated separately for each single filter.
The contents of this paper are as follows. After the introduction, in Section II the dwell time condition for assuring stability of the switched linear ℋ ∞ filter is presented. The main outcome is a special form of LMIs including the nonlinear term with the dwell time which represents a multivariable time dependent optimization problem. Section III presents the proposed numerical algorithm for the calculation of the common minimum dwell time assuring each specified ℋ ∞ level. In Section IV the -iteration algorithm is applied on an illustrative example in MATLAB. In Section V the main results are summarized and the paper is concluded with some final remarks.
Stability of the state estimation error dynamics involving the dwell time constraint
The synthesis technique proposed below is originated from results (Geromel and Colaneri, 2008) with focus on the application to robust nonlinear control, see in [7] and [6] . We have adopted this concept to a ℋ ∞ detection filtering problem, which will be introduced in this chapter. However, in order to improve the detection's performance, we formulate our concept slightly different from theirs. That means, instead of calculation of the minimum dwell time assuring a common specified ℋ ∞ level for each controller, we determine the common minimum dwell time to each specified ℋ ∞ level calculated separately for each single filter. In the following we are referring to the concept in [12] , which's system-description has been extended to a switched linear system.
Extending the switched linear system representation in [6] to the concept of perturbed system, see in [12] , the extended switched linear system subjected to disturbance and faults, can be represented in state space form as follows:
where for all ≥ 0 , ( ) ∈ ℝ is the state vector, ∈ ℝ is the arbitrarily fixed initial condition, ( ) ∈ ℝ is the input vector, ( ) ∈ ℝ is the output vector, ( ): [0, ∞) → is the piecewise constant switching function. ( ) ∈ ℝ , ( ) ∈ ℝ and ( ) ∈ ℝ are an appropriate matrices. Assume, that the pairs ( ( ) , ( ) ) are observable for all ≥ 0. For further consideration denote the number of subsystems, = {1, … , } an index set and = 1, … , the sequence number of the switchings.
denotes the worst-case input direction and κ(t) ∈ L 2 [0, T] is the input function for all ∈ ℝ + representing the worst-case effects of modelling uncertainties and external disturbances. The cumulative effect of a number of k faults appearing in known directions L i of the state space is modelled by an additive linear term ∑ ( ) ( ) . ∈ ℝ and ν i (t) are the fault signatures and failure modes respectively. ( ) are arbitrary unknown time functions for ≥ , 0 ≤ ≤ , where is the time instant when the i-th fault appears and = 0, if < . If ( ) = 0, for every , then the plant is assumed to be fault free. Assume, however, that only one fault appears in the system at a time.
Denote ℓ and t ℓ+1 successive switching times satisfying ℓ+1 − ℓ ≥ . Then the piecewise constant switching function between two consecutive switching instants as ( ): [0, ∞) → for all ( ℓ , ℓ+1 ] ensures, that the equilibrium point = 0 of the system in (1) is globally asymptotically stable.
The referred constant τ D > 0 is called the dwell time. Consequently, when designing a switched system one also has to make sure, that the time difference between two consecutive switching instants not smaller than τ D , then the asymptotical stability of the switched linear system is preserved, see e.g. in [1] , [3] , [4] and [7] .
Generally interpreted, the fault detection filtering is done by estimating the states of the subjected system. Of course, we consider now a switched linear system approach, where the q-th sub-filter is selected whenever the q-th subsystem is active. The stability of the state estimation error dynamics may be a crucial part of such a design, which can be ensured when we switch slowly enough between the subsystems, to allow the transient effects to dissipate (Chen and Saif, 2004) , (Prandini, 2015) .
The state estimator for the system description (1) can be represented by the switched system as follows. Let z ℝ p denote the output signal, then the state estimate can be obtained as (2) where x ∈ ℝ n represents the observer state, ŷ ∈ ℝ p represents the output estimate, and ẑ ∈ ℝ p is the weighted output estimate, ( ) is a positive definite matrix as a solution of the optimization problem in (5) and ( ) is the estimation weighting.
The equation of the state estimation error for (2) is expressed as
where ̃(t) and ε(t) are defined as (4) As the switching occurs within the finite set of ∈ = {1, … , } subsystems, the system description in (1) and consequently in (2) and (3) can be simply represented by the matrices ( , , ,
. Assume that all matrices , ∈ are Hurwitz. By duality we can associate the ℋ ∞ control problem of the switched linear system described in [12] to our switched ℋ ∞ filtering task, the synthesis of 
for all ∈ . In (5) > 0 are positive rational constants and ∈ denote the decision variables which are positive definite matrices.
Following the steps of the synthesis procedure in [7] , the MFARE can be factorized in form of Riccati Equation as 0, ,
where the associated matrices are
,
We have to note, that the optimal gain is determined from the unique stabilizing solution to MAFARE and the matrix is Hurwitz for each ∈ . Since depends on the value, ≥ 0 is not guaranteed for any ∈ . However, (6) admits a positive definite solution, since that was created by factorizing the MFARE. It is to note, that for solving the LMIs in (11) the condition ≥ 0 is necessary, hence, if ≥ 0 does not hold, > should be chosen such that ≥ 0 holds.
For any ( ): [0, ∞) → and for all ∈ ( ℓ , ℓ+1 ] , where ℓ+1 = ℓ + ℓ with ℓ ≥ > 0 and at = ℓ+1 the switching jumps to ( ) = ∈ , where the corresponding solution of the Lyapunov function along a trajectory of the switched filter state estimation error (2) is expressed by
where ∈ is a positive definite matrix.
The ℋ ∞ control problem described in [7] can be associated to the ℋ ∞ filtering problem by duality. Based on (6) and the Lyapunov function formulated along a trajectory of the state estimation error (10), one can derive time varying LMIs which can be used to obtain the common minimum dwell time constraint satisfying each ℋ ∞ filter's specification.
Assume that for a given there exists a collection of positive definite matrices { 1 , … , } of compatible dimensions such that the LMIs 0, , 0,
hold under the worst-case input assumption in (1) for any switching signal ( ): [0, ∞) → satisfying the condition = ℓ+1 − ℓ ≥ . Then, the equilibrium solution of the state estimation error (2) is globally asymptotically stable.
3.
A numerical algorithm for determining the common minimum dwell time assuring each specified ∞ level
As we have shown in the previous chapter, the problem of determining the minimum dwell time can be obtained by solving the set of LMIs (11) . According to our idea, by means of combining an algorithm of interval halving for a fixed scalar the LMIs can be treated as well as solved as a feasibility problem and the common minimum dwell time can be calculated. Before doing that, the MFARE in (5) was factorized and , and matrices were obtained for each ∈ . In [16] it is explained how the MFARE can be formulated and solved as a LMI. Then (11) can be represented via the following optimization problem: 
The main benefit of the LMI formulation is, that it defines a convex constraint with respect to the variable vector. For that reason, it has a convex feasible set which can be found guaranteed by means of convex optimization procedure. When using an LMI solver, however, it usually only accepts formulation where the decision variables are included in linear terms. Unfortunately the LMIs in (12) , which include the term of matrix-exponential with the design scalar variable , are nonlinear, consequently the task cannot be treated simply as a feasibility problem, see in [18] , [19] , [20] and [22] . To overcome these difficulties we implemented an algorithm called -iteration, in which an interval halving method is used iteratively. The algorithm reduces gradually the value of the scalar variable until the constraints of the LMIs in (12) are no longer feasible, consequently any of the matrices, has no longer positive definite solutions. The which is so reached, is within the limits given by an arbitrarily small tolerance > 0 and is the minimum dwell time, such it holds that ≤ . The algorithm for the feasibility problem of determing the common minimum dwell time can be formulated as follows: The inputs for the method are:
, and matrices for each ∈ which can be obtained from (5), and from (8), (9), respectively. eps is the relative accuracy of the solution, is the right limit of the interval (the left limit is zero). The inner variables are: a, b and i. They stand for assignation of interval and counting cycle respectively. The variable contains the value of at the end of the iteration. The outputs are: matrices ∈ are positive definite decision variables, the is the step size (midpoint).
contains the value when the iteration is finished.
Each iteration performs the following steps: 1. Calculate , the midpoint of the interval, which is assigned by a and b. That is = + ( − )/2 ;  If not, the iteration is repeated;  If yes, the iteration is finished and the matrices are calculated based on the previous value of . Additionally, = .
In the following the MATLAB script for the -iteration an illustrative example is presented for solving the multivariable time dependent optimization problem in (12) . It was implemented for synthesis of a switched linear ℋ ∞ filter, which consits of three subsystems for purpose of demonstation.
An approximate calculation of the minimum dwell time based on the 2 -norm of the state estimator system
Another, and very conservative approach is calculating the dwell time based on the 2 -norm of the , see in [24] . This theorem says, that for each subsystem {1, 2, … , } because is Hurwitz, there exist ≥ 0 and > 0 such that for all ≥ 0, it can be written 
where
Based on this the dwell time is given as (15) Using the similarity transformation for matrix H, that is
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The condition for the asymptotic stability expressed using can be written as:
Then using the and matrices, the parameter for calculating (14) can be obtained as = (‖ ‖‖ −1 ‖) and = 1≤ ≤ { } .
An illustrative example -iteration algorithm
In the following the MATLAB script, for the -iteration an illustrative example is presented for solving the multivariable time dependent optimization problem in (12) . It was implemented for the synthesis of switched linear ℋ ∞ filter and consists of three subsystems for purpose of demonstation.
Consider that the matrices , and have been formerly calculated from (5), (8) and (9) . Note, that these calculations are not presented in this paper. % Interval-halving I=eye(3); eps =1e-3; % the relative accuracy of the solution Tdmax=3;
% the upper limit of the interval Td=Tdmax; % the step size (midpoint) b=Tdmax; % the initial upper limit of the interval a=0;
% the initial lower limit of the interval i=0; % initialization of the step counter while (b-a)>eps The iteration ran till the new interval assigned by b-a reached the prespecified relative accuracy of the solution = 0.001. Performed the -iteration and repeated it 10-times the = 0.0410s is obtained. The computational cost is primarily dependant on solving the independent LMIs plus the iteration. We have seen, that despite of the multivariable time dependent optimization problem, combination of an algorithm interval halving with an LMI solver to determine the common minimum dwell time could be efficiently applied. A variation of the measures for the feasibility during the iteration is shown in Fig. 1 . 
Conclusion
This paper was concerned with a numerical algorithm for determining the minimum dwell time constraint for switched linear ℋ ∞ fault detection filters.
Despite the multivariable time dependent optimization problem, by means of the -iteration the common minimum dwell time assuring each specified ℋ ∞ level of each single filter could be determined. The case study implemented in MATLAB resulted in positive definite solutions for and also in the corresponding minimum dwell time = 0.0410 s. The results indicate that the frequency of changing the switching signal sequence should be lower than 24.39 Hz to ensure the robust stability of the state estimation error between the switching instants. Additionally, the dwell time was approximately calculated based on the 2 -norm of . As it was shown, smaller value could be reached using the -iteration, than from the approach based on the 2 -norm of . Of course, the latter is only a very conservative approach. On the other hand the -iteration has to face with successive numerical computation of the quadratic matrix inequalities resulted in a proportional computation cost. We have found the solution after running the code in MATLAB after 0.5 second CPU time on a PC with Intel® Celeron® CPU B815 (1.60 GHz).
We think, that the technique of the -iteration offers further benefits from the point of view the designer. Apart from the advantage that a variety of design specifications and constraints can be expressed through LMI-s, we assume, due to the combination with the interval halving algorithm, it gives more flexibility to examine the solution during the entire design process. For example, it is easy to analyse the impact of the value on the number of iteration steps or to analyse the impact of the variation of the relative accuracy of the solution. One can easily perform experiments and get answers e.g. to the following questions: How does the iteration converge? How do the eigenvalues of the decision variable change? How close are they to the imaginary axis? Issues with such explicit conditions can be easily examined, step by step during the iterations, which can also be useful for better understanding the nature of switched systems.
