Maintenance management has a direct influence on production performance. Existing works have not systematically taken the on-line production information into consideration in determining maintenance work-order priority, which is often assigned either through an ad hoc approach or using largely heuristic and static methods. In this paper, we first present a metric that can be used to quantitatively evaluate the effects of different maintenance priorities. Based on this index, one can employ a search algorithm to obtain maintenance work-order priorities that will lead to improved productivity within the optimization horizon. These concepts and methods are validated through simulation experiments and implementation in a real industrial facility. The results show that the effective utilization of on-line production data in dynamic maintenance scheduling can yield visible production benefit through maintenance priority optimization.
Introduction
Maintenance prioritization is a crucial task in production systems, especially when there are more maintenance work-orders than available people or resources that can handle them. Workorders executed in a random sequence or in an ad hoc sequence will potentially not only waste the maintenance labor and resources allocated, but also extend the production downtime, which causes production losses and decreased production benefits. Therefore, choosing the right priority of executing maintenance work-orders at the right time is essential for improving the efficiency of maintenance operations.
The importance of maintenance prioritization has already been well recognized in the industrial and academic communities ͓1,2͔. A very common prioritization method is the use of heuristic rules or common sense derived from human expert knowledge. In ͓1͔, the author proposed a one-factor system having 7 levels of priority and considering multiple aspects including fire hazards, safety issues, breakdown events, and preventive actions, in order to guide the priority assignment process. After prioritization, high priority work-orders will be executed first, while low priority work-order may be delayed. Depending on the nature of the application, different parameters can be incorporated into the consideration, such as asset importance, customer ranking, and job aging, which results in work-orders that have more significant influence on critical factors receiving higher priority values and being accomplished earlier. In ͓3͔, the Analytic Hierarchy Process was used to determine work-order priority. In this method, relationships among decision factors are considered rather than the factors individually. Weights are derived from a relation matrix built around the relative preference of one candidate over another and are used to characterize these relations. In addition, all work-order character values are quantitatively represented based on their relative preference over each other, which can be both objective and subjective. The final priority value for each work-order is the summation of candidate character values multiplied by their associated weights.
The work in Refs. ͓4,5͔ focuses on the prioritization of preventive maintenance or planned maintenance, which requires more understanding of the expected future component performance. The maintenance policies are improved through the reduction of system conflicts between the requested work-orders, and the availability of maintenance crews and resources. A comprehensive review of existing maintenance policies can be found in ͓6͔.
However, in spite of substantial research in Refs. ͓1-6͔, and references therein, current practice on plant floors indicates that the majority of priority assignments of maintenance work-orders is done subjectively according to the experience and knowledge of the maintenance coordinator who manages the existing workorders and dispatches them to maintenance crews to execute them. First, the randomness in both the production system and maintenance system makes it impossible to completely avoid the con-flicts between the required work and available resources. Therefore, quantitative methods are needed to assign priority values to work-orders in order to minimize the effects of those conflicts. Moreover, static maintenance prioritization rules cannot always find the best priority setting because the importance of specific machines in a highly dynamic production system may change over time. For example, in the system illustrated in Fig. 1 , machines A and B which perform the same task in parallel and have the same capacity will have the same importance to production. However, when the buffer after machine A is filling up for any reason, machine A will become less critical with respect to machine B, because the breakdown in machine A will not affect the system production as much as a breakdown in machine B will, due to the buffer effect. Therefore, the dynamic production system status, which is not used in the previous work, needs to be considered in the priority assignment. This effect will be taken into account in the work presented in this paper.
The importance of the on-line information, including the machine status and the production flow, has already been stressed in Ref. ͓7͔ . Such information can be used to enable a more efficient and cost-effective maintenance through incorporation of machine performance degradation assessment into maintenance decision making ͓8,9͔. The focus of this paper is to integrate the on-line information about the system status, defined as the dynamic distribution of the work-in-process in the system, into the maintenance work-order prioritization that will facilitate maintenance operations in the most production-efficient manner.
Quantitative Measure for Describing the Effects of Maintenance Priorities
To establish the priority of maintenance work-orders, a quantitative measure of the effects of any given priority decision must be established so that quantitative comparison between priority candidates could become possible. Therefore, a method is needed to evaluate the production effects of any sequence of maintenance actions.
Production related criteria, such as system throughput, could be used to quantitatively judge the priority candidates. Hence, the number of finished work-pieces coming out of a production system should be utilized to describe the effectiveness of any given maintenance priority. On the other hand, any part ͑raw, partially processed or finished͒, has a value to the overall system throughput. This value needs to be included into the assessment of the overall effects of a maintenance priority, because it is intuitively plausible to observe that whenever certain actions are performed to add value to the part, the part value changes and that work will not have to be performed again in the future. This is why in this paper we assume a "no shut off" rule ͓6͔, which means that when one machine in the production system fails, all other working machines will continue to process the parts available to them. The effects caused by the failure will then propagate through the system along the production connections starting from the failed machine towards both the start and the end of the system, until the system completely stops. Hence, even during downtime of a machine in a production system, work can be performed on some workpieces and value can be added to them. The total amount of work performed on the workpieces in the system will reflect the effects of a given maintenance priority and will be therefore used in this paper for quantitative comparison of maintenance priority effects.
The aforementioned effects will be expressed through the concept of the system value, which will be based on the analogy between the work of the gravity field as an object moves through it and the value added to work-pieces during their movement in a production system, as shown in Fig. 2 . Objects ͑analogous to the parts in the production system͒ are moved by the gravity force ͑analogous to the flow of workpieces in a production system͒, and ultimately, if there are no impediments in the movement of the object ͑analogous to a stopped machine in the production system͒, all objects should be moved to the ground level ͑analogous to the finishing point of a production system͒. The total work done by the gravity force driving objects in the field can be expressed as the summation of all the work done to each object W = ͚ i=1 n M i gh i , where n is the number of objects in the given gravity field, M i are the masses of objects ͑analogous to the value of the part͒, and h i is the distance a given object travels ͑analogous to the relative part movement in the system͒. From the gravity field work equation, one can conclude that the gravity field performs more work with more object movements through h i . In addition, if all objects start from the same height and if more gravity work has already been done on some object, then less gravity work is needed to move that particular object further down to the ground level ͑to the ending point in the production system͒.
Due to the above-described analogy between making parts in a production system and the movement of objects in the gravity field, the system value will be defined as the summation of all part values existing in the system at a given moment t, or mathematically,
where W͑t͒ is the system value of a production line at a given time t, n is the number of stations in the system, C i ͑t͒ is the number of parts held in station i, and v i is the part value for a part in station i. The system value defined by ͑1͒ represents the work done by the production system on the parts existing in this system ͑including the raw parts, finished parts, and work-in-progress͒. The higher the system value is, the more production effort has been done. Transactions of the ASME In addition, the system value definition given by Eq. ͑1͒ can be further generalized to include cases of production systems with multiple parts being manufactured in them, which is advantageous especially in the case of mixed product lines and complex assembly systems. In a mixed product line, a set of different products are produced in the production system with certain machines potentially operating on more than one type of part and certain buffers possibly storing multiple types of parts. Since the values for various parts are different and since the routes for each product can vary significantly, a different set of values should be used for each product in the system. Therefore, a more general definition of a system value for the case when multiple products are manufactured on the same production line can be defined as
where W͑t͒ is the system value of a production line at a given time t, v i,j is the part value of part type j at station i, C i,j ͑t͒ is the buffer content level of part type j at station i at the given time t, n is the number of stations inside the system, including all machines and buffers, and m is the number of part types the system is capable to produce. Obviously, in the case when only one part type exists in the system, Eq. ͑2͒ reduces to Eq. ͑1͒. In the rest of this paper, we will only consider the system value based on the single-part system and calculated according to Eq. ͑1͒, unless otherwise stated. The part value v for all stations in the system must be assigned according to the layout of the system. One possible method to calculate the part value can be based on the shortest time to finish, TS i for station i. It is the minimal necessary processing time needed to finish a part, starting from station i. Obtaining the smallest value of this time implies that no waiting time or delay will be added, and no rework on the part will be considered. The shortest time to finish TS i will equal the summation of the cycle times of all machines on the quickest production path, TS i = ͚ k T k , where summation is taken across all machines k on the shortest production path, starting from machine i to the end of the production line. One can find the work piece path along which the shortest time to finish TS i corresponding to machine i can be calculated using the minimum spanning tree algorithm used in the graph theory ͓10͔. In this case, the algorithm calculates TS i for a particular machine, if all the TS i values of its downstream machines have been assigned. Then the TS i value for that machine is assigned as the summation of its own cycle time and the minimal TS i among all its downstream machines. Machines at the end of production are assigned with a TS i value of 0.
By logic, the shortest time to finish will be less for the stations near the end of the system and will be greater for the stations near the beginning of the system. In general situations, part value should increase along the production flow and will reach maximum at the end of the line. Therefore a calculation will be needed to transform TS i , the short time to finish for station i to its corresponding part value v i , using
The normalized value of the finished part is obtained by dividing the calculated part values by the maximum part value in the system. Thus, all normalized part values are in the range ͓0, 1͔, with the part value for finished parts being equal to 1. This normalized part value is an indicator of the part's completeness, with 1 indicating a fully finished part and a 0 indicating a raw part.
Up until this point, the part value at any station in a single-part system is defined and computed for a given point in time t. The same method can be applied to a multiple-part system to obtain part-specified part values at each station, at any given time t. When the content level of any part type at any station is obtained, the total system value can be calculated using Eq. ͑2͒ and serve as a quantitative measure of the dynamic system status at any given time t.
Evaluation of Priority Effects Through Simulation
The evaluation of the effects of the maintenance priority using the system value concept presented in the previous section requires that the exact system status before and after maintenance actions must be faithfully estimated and predicted, considering all part movements inside the system. Due to the complexity introduced by interactions between different components of a manufacturing system, analytical calculations using closed form expressions are very hard to achieve. On the other hand, simulations are capable of faithfully representing the behavior of complex systems, provided that computing time is not a critical constraint. Therefore, simulation is used to perform the evaluation in this paper.
To see the effects of one given maintenance order priority, a full simulation with both production functionalities and the maintenance order priority is performed for a predefined simulation time length S. All system statuses are collected between the starting simulation time Ts and at the time Te= Ts+ S when the simulation stops. The system status sequences are further transformed into the system value format using the methods described in Sec. 2 and yielding system values: W͑Ts͒ and W͑Te͒. It should be noticed that the parts finished during the time period ͓Ts, Te͔ are included in the calculation of system value W͑Te͒ because they also represent a portion of the value created during the period, too. The difference expressed as 
is then a quantitative measure representing the effects of a given maintenance order priority. Due to the variation in cycle times, maintenance times and rework ratio, multiple simulation runs are needed to find the corresponding distribution of quantitative effects V. In this paper, we are concerned with estimating the mean and variance of the system values corresponding to each maintenance prioritization decision in order to statistically compare different system values corresponding to different decisions. Under the assumption of Gaussianity of the population, the number of samples n that one needs to take to have confidence ␣ in being within ␦ from the actual population mean satisfies ͓11͔
where 2 is the population variance and Z ␣ is the ordinate of the Normal curve corresponding to ␣. Similarly, under the assumption of Gaussianity of the population, the number of samples n that one needs to take to have confidence ␣ in being within ␦ 2 from the actual population variance 2 satisfies ͓12͔
Based on Eqs. ͑5͒ and ͑6͒, one can approximately select the number of simulation runs needed to reliably estimate mean and variance of the system values corresponding to a given maintenance priority decision. The simulation needed for the calculation only requires a direct implementation of the discrete-event simulation in which part flow can be tracked. Most existing commercial simulation packages are capable of handling this requirement ͑see, for example ͓13,14͔͒. However, due to the need for easy customization and modification, a hand-coded simulation is used in this paper.
All stations in the physical world, machines and buffers, general or specific, are represented as virtual stations in this simulation. Every virtual station has two basic values: processing time T and storage capacity C. The virtual station's basic actions are the following:
• Scanning the directly connected upstream stations to acquire a part, whenever its storage capacity C has not yet been reached; • Keeping the part for a predefined processing time T; • Scanning the stations directly connected downstream from it for an available space to store the processed part and move it there when there is available space.
Maintenance is simulated through a series of "station stopping" and "station starting" events generated according to the given maintenance order priority. Whenever a maintenance action on a given station is about to begin, a station stopping event will be forced into the simulation to halt the given station from further processing. When the maintenance action on a given station is finished, a station starting event will happen allowing the given station to restart its normal operations. The constraints on maintenance resources, including time-dependent crew availability and mean time to repair specific stations influence the sequence and timing of the station starting and station stopping events.
The choice of simulation length S is important for the resulting effects of maintenance priorities. A short simulation length S may terminate the evaluation before all effects from the maintenance order priority have been thoroughly considered. On the other hand, maintenance prioritization is in essence a short term maintenance decision-making process happening on a day-to-day basis. Therefore a simulation time that is too long is also inappropriate. However, finding methods to identify an appropriate simulation length S is out of the scope of this paper, and in this study, we picked in an ad hoc manner the simulation length of 8 h ͑one shift͒, based on the heuristic understanding of the tactical ͑short term͒ nature of the maintenance prioritization problem.
The evaluation of a given maintenance order priority is con- Transactions of the ASME cluded with the output of a vector V, in which the values V representing the effects of a given maintenance priority from multiple simulation runs are stored. Vector V will be ultimately utilized in the determination of the most profitable maintenance priority within the optimization horizon.
Maintenance Priority Optimization
In the previous section, a quantitative measure of system status is introduced in order to represent the value contained in any system with any part distribution. This representation can be used in determining the optimal maintenance priority. The difference between the system value at the beginning of the first job and at the end of last job represents the production performed during the repair period. An optimal priority should result in the maximum value created during a predefined time period. Therefore, the priority assignment problem becomes a search problem of finding the priority that can produce the maximum system value within that period. Furthermore, the system value at the beginning of the first job depends only on the part distribution at that moment, and is not related to any assigned priority.
Simulation is used to estimate the work-in-progress distribution after the repairs are done according to the determined priority, and thus the system value can be calculated and used as the fitness level for the priority sequence. Each maintenance priority decision is evaluated based on the average system value obtained from a series of replicated simulation runs, where Eq. ͑5͒ can be used to estimate the number of necessary replications.
The size of the solution space is determined by the number of jobs to be prioritized. A priority of the jobs can be viewed as a specific sequence of jobs to be performed and therefore the total number of sequences consisting of n jobs is n!. For a relatively small number of jobs to be prioritized, the solution space is not big and an exhaustive search can be performed to locate the true global optimum. For a larger solution space, a heuristic optimization procedure using a genetic algorithm ͑GA͓͒15,16͔ can be used to search for the optimal maintenance priority.
The chromosome representation of a maintenance priority proposed for this GA is the exact copy of the priority sequence it represents. The chromosome evolution procedure used in the search for the optimal solution is a typical GA procedure based on chromosome crossovers and mutations, which is encountered in various applications ͓16͔ and is illustrated in Fig. 3 . The main difference from other applications is how a priority sequence evolves from one generation to another. A priority sequence contains a unique ranking of all the jobs to be executed because every job must be performed once and only once, and a priority sequence containing a job to be performed twice is an unfeasible ͑invalid͒ chromosome. Using a traditional evolution scheme, such as random point mutation and single point chromosome crossover, results in chromosomes that are frequently unfeasible. Therefore, a new evolution scheme specific for priority sequencing is proposed in this paper. As shown in Fig. 4 , mutation happens at two random cells inside the chromosome and the values at the two random cells are exchanged. After the mutation, the child sequence is slightly different from the original, but is still a valid sequence with no duplicated jobs. Crossover between two sequences, as shown in Fig. 4 , splits both parent chromosomes at the same, randomly selected point. The front section of the sequences before the crossover point is copied into the child sequences. The rear sections of the child sequences are reordered so that the jobs have the same ordering as the ones in the other chromosome. This crossover scheme guarantees the validity of the child sequences, but does not guarantee that the child sequences will be different from the parents. The latter happens when sets of maintenance jobs coded in the parent chromosomes before the crossover point are disjoint. The chance of having such a situation is small when diversity of the population is large, and grows as the population diversity diminishes ͑homogeneity grows͒. Therefore it is important to keep diversity of the sequences in the population, which is boosted by using chromosome selection based on both parents and children chromosomes after the evolution process. A new generation is selected from distinct sequences in the set of parent and children chromosomes, following the descending order of the fitness levels associated with each sequence. If the new generation is not yet full, more sequences will be randomly selected into the new generation based on their fitness level and number of occurrences in the old population. It is a common practice for the GA parameters such as the generation size, probability of mutation, and maximal allowed number of generations to be manually chosen by the user after several test runs, which was done in this paper too. Nevertheless, it should be noted that these parameters can also be optimized within a GA, maximizing the on-and off-line performance criteria as defined in ͓17͔, or the convergence velocity, as defined in ͓18͔.
Experimental Results
The newly proposed maintenance prioritization method was tested and validated in simulated environment as well as through implementation and evaluation in a real industrial facility.
Simulation Experiments.
Effectiveness of the newly proposed maintenance prioritization method was tested in six different simulated scenarios. The system value effects of the new method, referred to as the system value based ͑SVB͒ method, were also compared with several other, commonly used maintenance prioritization policies: first-come-first-serve ͑FCFS͒, shortest processing time first ͑SPTF͒, longest processing time first ͑LPTF͒, and static heuristic ͑SH͒ policy. When the SH policy is used, priority is assigned according to the importance of the machine based on the following rules:
1. SH 1: A machine with a longer cycle time should be repaired before a machine with a shorter cycle time. 2. SH 2: Machines that are in a serial section always have a higher priority than machines on a parallel section of the line. 3. SH 3: A machine working in parallel with fewer machines will always have priority over the machines working in parallel with more machines. 4. SH 4: If priority according to the previous three rules cannot be resolved, use the FCFS rule.
Since the observed distributions of system values did not follow Gaussian distributions, the number of simulation run replications needed to evaluate average system values was set to 200 after several trial and error simulation runs. For each case simulated in this section, 200 replications were executed within several milliseconds on a standard desktop PC computer ͑processor clock speed at 2.5 GHz and 512 MB RAM memory͒.
Scenarios 1 and 2 are experiments based on the system shown in Fig. 5 and have been conducted in order to demonstrate the effect of buffer content ͑work in progress͒ on the resulting maintenance prioritization. In both scenarios, there are four machines stopped at a given time and they need to be serviced before resuming normal operation. The repair times distributions for the broken machines are described in Table 1 . The numbers of parts for all buffers, however, are different in the two scenarios and are listed for scenarios 1 and 2 in Table 2 and 4, respectively. It is assumed that there is only one maintenance person available in both scenarios so the machines must be repaired one by one in a sequence. The sequence in which those machines are to be repaired is a direct representation of the priority of the four maintenance tasks. With four tasks to be performed, there are 4! = 24 combinations of maintenance priorities. The search space is small and therefore an exhaustive search can be performed. Table 3 lists the priority sequences for scenario 1, as found by the SPTF, LPTF, SH and the newly proposed SVB methods, along with the corresponding calculated system values representing the 
where OP A =OP B means that OP A is of the same priority as OP B, and where OP A Ͼ OP B means that OP A has a higher priority than operation B, from the maintenance point of view. The results obtained from scenario 1 are shown in Table 3 . A one-sided t-test was used to statistically establish whether the expected value of system values created by the newly proposed SVB prioritization tool was higher than the expected value of system values generated by the FCFS, SPTF, LPTF, and SH prioritization methods. Table 3 also shows the corresponding P-values and 5% confidence intervals on the difference between the expected system values yielded by the SVB method and those yielded by the more traditional FCFS, SPTF, LPTF, and SH prioritization methods. The results showed that the average system value resulting from the maintenance priority obtained using the newly proposed prioritization method is statistically larger than the results using other methods. In addition, one can observe that the LPTF policy resulted in system values that are slightly better than those obtained using the SH method.
In scenario 2, the same four machines are assumed to be stopped and waiting for repair. Nevertheless, the content level of each buffer is assumed to be different from the case in scenario 1 and is shown in Table 4 .
The results of comparing the effects of various decision methods in scenario 2 are presented in Table 5 . Again, the system value corresponding to the priority derived from the SVB method ranks first. None of the other methods comes close to the same level. It can be also noticed that priority obtained using the SH policy now results in a slightly higher average system value than that obtained using the LPTF policy. This is different from what is obtained in scenario 1 and is caused just by the different number of parts in each buffer.
More experiments are performed on a system of eight machines, shown in Fig. 6 . In this system, at least two machines are performing each process and hence, the availability of the line is very high. Scenarios 3 and 4 are then conducted based on this configuration in order to examine the cases when exhaustive search of all maintenance work order priorities is not possible and one must resort to searching for the best maintenance priority using an optimization procedure, such as the GA-based heuristic search described in Sec. 4. It should be noted that for this new system, the SH policy rules 1-3 yield the following heuristic priority:
In both scenarios 3 and 4, it is assumed that machines OP010, OP011, OP020, OP021, OP030, and OP31 are stopped at the given moment. In addition, just like in the case of scenarios 1 and 2, it is assumed that only one maintenance person is available, necessitating that those machines need to be repaired one after another. The fact that there are six maintenance tasks that now need to be prioritized, one has a total of 6! = 720 possible priority sequences that can be applied. The size of this search space is too large and exhaustive search of maintenance work order priorities is not possible any more and a systematic optimization process is needed. For scenario 3, the repair time distributions corresponding to the 6 stopped machines are listed in Table 6 . Table 7 offers the priority in which the six machines need to be tended to according to the FCFS, SPTF, LPTF, SH and the newly proposed SVB methods. The corresponding system values are also listed in Table 7 . It is easily visible from Table 7 that the newly proposed SVB maintenance prioritization method once again gave the priority that creates the most system value within the evaluation period. SPTF method ranks second in this scenario, while other strategies performed significantly worse than the SVB and SPTF methods.
Scenario 4 pertains to the same failure situation as the one considered in Scenario 3, and differs from it only in the repair time for each task. The repair time distribution parameters used are listed in Table 8 and the results are shown in Table 9 .
Results in Table 9 again show the best performance of the newly proposed SVB strategy, compared to all other methods considered. In comparison to scenario 3, the relative relation between SPTF and LPTF has flip-flopped, and LPTF has now performed better than SPTF in this scenario.
One can see from scenario 3 and scenario 4 that the best priorities share a similar pattern in which one machine in each parallel group ͑OP010's, OP020's, and OP030's͒ is repaired first. Intuitively, the finding supports the heuristic rule that the highest priority is given to the machine that causes the maximum reduction of throughput. After the highest priority machine is identified, the second highest priority is given to the machine that would cause the maximum throughput reduction if the first machine were repaired; similar steps are applied to the rest of the machines. This dynamic heuristic rule can produce a close match to the results shown in scenario 3 and scenario 4.
Scenario 5 consists of a series of simulation experiments derived from scenario 4. The purpose of this set of experiments is to see the effects of the number of maintenance work orders that need prioritization on the priority assignment procedure and corresponding improvement. The repair time on each machine is the same as the one used in scenario 4, with only the number of actions being changed. The maintenance actions for all situations in scenario 5 are summarized in Table 10 , from which one can see that we incrementally added more maintenance jobs that need prioritization ͑from 2 maintenance jobs, up to 6 maintenance jobs͒. For each number of actions, the effects of various methods are evaluated and shown in Tables 11-14 ͑system value effects for six maintenance jobs are already identified in Table 9͒ . The relative system value improvement of maintenance priorities yielded by the SVB method over other methods is summarized in Fig. 7 .
In Fig. 7 , one can notice that as the number of jobs to be prioritized increases, the relative improvement yielded by the newly proposed SVB method over other, more traditional methods also increases. Moreover, regardless of the number of maintenance jobs that need prioritization, the SVB prioritization method always gave the highest system value of the maintenance prioritization.
Validation in an Industrial
Example. The newly proposed system value based ͑SVB͒ maintenance prioritization method was also validated through an experiment in an automotive paint shop. The production system consists of 110 stations, including machines and buffers. For clarity purposes, the target system can be sectioned into six major function groups, with each group containing only serial-parallel configuration. The produc- tion relationships among the six function groups are shown in Fig.  8 and the functional parameters for the function groups are shown in Table 15 . After group 2, parts are inspected and could take different routes depending on the inspection results. Qualified parts will go into group 6 for its final processing before completion ͑but still subject to further inspection and rework͒. Unqualified parts will go either into group 3, group 4 or group 5 for reprocessing, and will stay within those groups until they are qualified. In practice, parts which have gone through certain rework processes would have less chance to go further into rework for more reprocessing. However, in order to simplify the modeling complexity associated with the tracking of individual part history, parts in the calculation are assumed to have no historical information of processing paths they have gone through. Thus, any part will have the same probability to be accepted or rejected at inspection stations. The probabilities of each routing at major inspection locations inside the model are extracted from the production history and are listed in Table 16 .
In the plant, maintenance work-orders are executed using the FCFS policy and all orders and associated activities are recorded into the plant-wide computerized maintenance management system ͑CMMS͒ database. Information about the maintenance activity expressed through the mean time to repair ͑MTTR͒ for each machine and the actual times when machine downtime occurred are extracted from the CMMS database.
Experimental validation was conducted by comparing the current industrial practice ͑FCFS maintenance prioritization policy͒ with the performance of the newly proposed SVB maintenance prioritization tool on one specific day when the plant CMMS indicated that multiple maintenance work-orders needed to be accomplished. On that day, four stations inside group 2 schematically shown in Fig. 9 had to be maintained and were stopped at approximately the same time moment. Actual time when machine breakdowns occurred was unavailable from the maintenance database and it was therefore assumed that the breakdowns of the four machines occurred at the same time, as indicated in Table 17 . Actual starting times of repair operations in the four machines as well as the time intervals needed to accomplish the maintenance operations are also shown in Table 17 , as extracted from the CMMS database.
The SVB maintenance prioritization method was implemented using 200 simulation replications to estimate the average system values corresponding to each maintenance priority. The 200 simulation replications were executed within 1 s on a standard desktop PC computer ͑processor clock speed at 2.5 GHz and 512 MB RAM memory͒, which means that all 4! = 24 maintenance priority options were evaluated within about 24 s. One should note that the evaluation procedure can be greatly accelerated if several computers were used in the same time to perform calculations in parallel ͑which is often a possibility in real industry͒.
The newly proposed SVB method resulted in a statistically sig- Transactions of the ASME nificant increase in the expected system value as well as in the expected number of finished workpieces per day, where significance was established based on the one-sided t-test. An increase of 3% in the expected number of produced workpieces could have been observed on that day, if the SVB maintenance prioritization tool proposed in this paper was employed.
Discussion
Through the experiments in scenarios 1 and 2 one can conclude that the SVB can be a method that, in any situation, selects the best maintenance priority in terms of the system value introduced in this paper. Other methods may perform well in certain cases but not always. The reason other methods fail in certain situations is because they neglect the dynamics inside the production system. These dynamics include the dynamics of line configuration, the change in buffer content level, and the interaction between machine status and line productivity. SPTF and LPTF methods consider only the action time of the maintenance, disregarding the line configuration. Line configuration is a crucial element in determining relative machine importance. Without the consideration of how machines are connected and how they interact during the production process, a high priority could be given to machines which are, at a given moment, not critical to production. On the other hand, the SH method uses only the static line configuration to determine the priority; this neglects both the repair time of each job, and the dynamics of the production. In some situations, short jobs can be repaired first, even though the related machines are not critical. By doing so, a portion of the line can be restored quickly, and extra value can be created while longer jobs are being executed. The SVB method assumes no fixed rule or pattern in determining the priorities for pending jobs. Any single sequence of priority will be judged by the value the system can create, if that priority is applied, taking into account the production layout, buffer content, and dynamic machine status. As the system value is a representation of the productivity, the priority sequence found by SVB is essentially always the priority that gives maximum productivity.
Scenarios 3 and 4 showed a very similar pattern. The SVB method can find the priority sequence with the highest corresponding system value, while other methods cannot produce a comparable sequence that can match the system value created by using a SVB priority. Furthermore, the relative effects of using other methods vary from case to case, and none of the traditional methods can produce a consistently good priority compared to rest of the methods. The ranking of the methods changes when the time lengths of the jobs change. This further confirmed the advantage of using the SVB to obtain optimal job priority, based on the dynamics of the interrelationship between production and maintenance. Scenario 3 and scenario 4 also showed the effectiveness of the genetic algorithm used for finding the optimal maintenance priority sequence in a fairly large solution space.
The series of experiments done in scenario 5 shows the effect that the number of maintenance jobs awaiting execution has on the relative improvements of the corresponding system values gained by the newly proposed SVB method. In Fig. 7 , even though the relative improvements of using SVB over different methods vary, the trend of increasing improvements can be observed as the number of pending jobs increases. It is obvious that the interaction between maintenance jobs and production performance becomes more complex as the number of pending jobs increases. Traditional methods such as FCFS, SPTF, LPTF, and SH are all based on heuristic understandings of such interactions and are therefore unable to capture the complex nature of those interactions as the number of pending jobs grows. That explains the trends depicted in Fig. 7 . Such trends completely depend on the combination of the jobs and the line configuration. Therefore no clear rules can be extracted to describe the trends. It can certainly be expected, however, that with more jobs to be prioritized, the improvement introduced by SVB will be more obvious.
Conclusions and Future Work
In this paper, a method for assigning priority to maintenance work-orders using on-line production information is introduced. A quantitative measure of the effects of maintenance priorities using a system value approach is first introduced to serve as a base for evaluation and optimization of maintenance priorities. Then a procedure to select an optimal maintenance priority setting is proposed based on the search for a maintenance priority with the maximal corresponding system value. The above decision method is validated in the simulated environment and implemented in an industrial facility. The results show that utilizing on-line production information to support maintenance decisions through the methods developed in this paper could yield significant productivity increase.
More benefits can be expected when predictive information about the performance degradation of individual machines is used in determining maintenance work-order prioritization. This leads to our future research work that will incorporate machine degradation information into the maintenance prioritization to achieve the goal of near-zero breakdown production. Full maintenance scheduling approach allocating maintenance actions in time across the entire manufacturing system, rather than maintenance prioritization alone, would create more benefits than using methods introduced in this paper. That points out another direction for possible future work: a maintenance schedule optimization procedure which optimizes the maintenance schedule for maximum production benefit.
Finally, the authors would like to once again point out that the variability does affect maintenance prioritization due to randomness commonly present in actual industrial plants. To address this issue, appropriate guidelines need to be established to optimize maintenance priorities as well as the risks associated with them ͑maximize profits and minimize uncertainties͒. This will enhance the robustness of the proposed tools and should be addressed in the future work.
