We consider the problem of finding a low-rank approximate solution to a system of linear equations in symmetric, positive semidefinite matrices. Specifically, let A 1 , . . . , A m ∈ R n×n symmetric, positive semidefinite matrices, and let b 1 , . . . , b m ≥ 0. We show that if there exists a symmetric, positive semidefinite matrix X to the following system of equations:
Introduction
In this note we consider the problem of finding a low-rank approximate solution to a system of linear equations in symmetric, positive semidefinite (psd) matrices. Specifically, let A 1 , . . . , A m ∈ R n×n be symmetric psd matrices, and let b 1 , . . . , b m ≥ 0. Consider the following system of linear equations:
A i • X = b i for i = 1, . . . , m; X 0, symmetric
It is well-known [1] (see also [2, 9] ) that if (1) is feasible, then there exists a solution X 0 of rank no more than √ 2m. However, in many applications, such as graph realization [10] and dimension reduction [7] , it is desirable to have a low-rank solution, say, a solution of rank at most d, where d ≥ 1 is fixed. Of course, such a low-rank solution may not exist, and even if it does exist, one may not be able to find it efficiently. Thus, it is natural to ask whether one can efficiently find an X 0 0 of rank at most d (where d ≥ 1 is fixed) such that X 0 satisfies (1) approximately, i.e.:
for some functions α ≥ 1 and β ∈ (0, 1]. The quality of the approximation will be determined by how close α and β are to 1. Our main result is the following: 
and
and f (m) = 3 log m log log(2m) . Moreover, such an X 0 can be found in randomized polynomial time.
Remarks:
(a) From the definition of r, we see that the bounds above can be made independent of n and the ranks of 
2 , we would like to embed it into a low-dimensional Euclidean space as faithfully as possible. Specifically, we say that a map f : V → 2 is an D-embedding (where D ≥ 1) if there exists a number r > 0 such that for all u, v ∈ V , we have:
The goal is to find an f such that D is as small as possible. It is known [3, 7] that for
We now show how to derive this result from Theorem 1. Let e i be the i-th standard basis vector in d 2 , and define E ij = (e i − e j )(e i − e j ) T for 1 ≤ i < j ≤ n. Let U be the m × n matrix whose i-th column is the vector v i , where i = 1, . . . , n. Then, it is clear that the matrix X = U T U satisfies the following system of equations:
Now, Theorem 1 implies that we can find an X 0 0 of rank at most d such that:
as desired. We should point out that by using different techniques, Matoušek [7] was able to show that in fact an Θ(n)-embedding into d 2 exists for the cases where d = 1, 2.
We remark that if we do not restrict the dimension of the range of f , then by the JohnsonLindenstrauss lemma [3, 4] , for any > 0, there exists an (1 + )-embedding of V into 
Thus, Theorem 1 complements Barvinok's result and generalizes the corresponding results in the study of bi-Lipschitz embeddings into low-dimensional Euclidean space [3, 7] .
(b) (Quadratic Optimization with Homogeneous Quadratic Constraints) Consider the following optimization problems:
where A 1 , . . . , A m are symmetric positive semidefinite matrices. Both of these problems arise from various applications (see [6, 8] ) and are NP-hard. Their natural SDP relaxations are given by:
It is clear that if X = xx T is a rank-1 feasible solution to (7) (resp. (8)), then x is a feasible solution to (5) (resp. (6)). Now, let X * maxsdp be an optimal solution to (7) . It has been shown in [8] that one can extract a rank-1 matrix X 0 from X * maxsdp such that (i) X 0 is feasible to (7) and
We now derive a similar result using Theorem 1. By definition, the matrix X * maxsdp satisfies the following system:
As we shall see from the proof of Theorem 1, one can find a rank-1 matrix X 0 0 such that:
It follows that the matrix X 0 = Ω 1 log m · X 0 0 is feasible to (7), and that
In a similar fashion, if X * minsdp is an optimal solution to (8), then one can extract a rank-1 matrix
minqp , thus recovering a result of Luo et al. [6] .
In [6] the authors also consider a complex version of (5) and (6), in which the matrices A and A i are complex Hermitian and the components of the decision vector x can take on complex values. They show that if X * maxsdp (resp. X * minsdp ) is an optimal solution to the corresponding SDP relaxation (7) (resp. (8)), then one can extract a complex rank-1 solution that achieves Ω 1 log m (resp. O(m)) times the optimum value. Our result shows that these bounds are also achievable for the real version of (7) and (8) if we allow the solution matrix to have rank at most 2.
Proof of the Main Result
We first make some standard preparatory moves (see, e.g., [2, 6, 8] ). Let X 0 be a solution to the system (1). By a result of Barvinok [1] and Pataki [9] , we may assume that r 0 ≡ rank(X) < √ 2m. Let X = U U T for some U ∈ R n×r 0 , and set
Moreover, if X 0 0 satisfies the inequalities:
then upon setting X 0 = U X 0 U T 0, we see that rank(X 0 ) ≤ rank(X 0 ), and
i.e. X 0 satisfies the inequalities in (2). Thus, in order to establish Theorem 1, it suffices to establish the following:
where α(m, n, d) and β(m, n, d) are given by (3) and (4), respectively.
The proof of Theorem 1' relies on the following estimates of a chi-square random variable.
and β ∈ (0, 1) be constants, and set
Then, the following hold:
Proof To establish (9), we let t ∈ [0, 1/2) and compute:
. Then, we have:
and hence f is minimized at t * = 1 − α −1 /2. Note that t * ∈ (0, 1/2) whenever α ∈ (1, ∞). Thus, we conclude that:
To establish (10), we proceed in a similar fashion. For t ≥ 0, we have:
Now, let f : [0, ∞) → R be given by f (t) = exp tβ 2 n · (1 + 2t) −n/2 . Then, we have:
and hence f is minimized at t * = β −2 − 1 /2. Moreover, we have t * > 0 whenever β < 1. It follows that:
In the sequel, let d ≥ 1 be a given integer. Consider the following randomized procedure for generating an X 0 0 of rank at most d:
Output: An psd matrix X 0 of rank at most d. We remark that the above procedure is different from those in [6, 8] . Let X 0 0 be the output of GenSoln. The following propositions form the heart of our analysis.
Proposition 2 Let H ∈ R n×n be a symmetric positive semidefinite matrix. Consider the spectral decomposition H
Then, for any β ∈ (0, 1), we have:
On the other hand, if β satisfies eβ log r ≤ 1/5, then (11) can be sharpened to:
Proof We first establish (11). Let 
Hence, we conclude that:
To establish (12), we proceed as follows. Clearly, we have
Gaussian random variable, as it is the sum of Gaussian random variables. Moreover, we have:
It follows that H •X 0 has the same distribution as Upon summing over k and using the fact that r k=1λ k = 1, we obtain:
If r = 1, then we have α ≤ eβ. Henceforth, we shall assume that r ≥ 2. Note that for any α ∈ (0, 1), the function t → (tα 1/t ) −1 is decreasing for all t ≥ 1, since we have:
Hence, it follows that:
where we use the change of variable z = −t −1 log(1/α) in the last step. Using the expansion:
we compute:
Upon combining (14), (15) and (16), we conclude that:
which, together with the assumption that eβ log r ≤ 1/5, implies that α ≤ 5eβ/2.
Proposition 3 Let H ∈ R n×n be a symmetric positive semidefinite matrix. Consider the spectral decomposition H
Then, for any α > 1, we have:
Proof As before, let q k = √ λ k · v k . Then, using the arguments in the proof of Proposition 2, we conclude that:
Hence, we have:
as desired.
Proof of Theorem 1' We first establish the upper bound. We write α = 1 + α for some α > 0. Using the inequality log(1 + x) ≤ x − x 2 /2 + x 3 /3, which is valid for all x > 0, it is easy to show that:
In the former case, we have α ≥ 1, and hence by Proposition 3 and the bound in (19), for each i = 1, . . . , m, we have:
where the last inequality follows from the fact that rank(A i ) ≤ n. In the latter case, we have α ∈ (0, 1), and a similar calculation shows that:
for each i = 1, . . . , m. Hence, we conclude that:
where α(m, n, d) is given by (3) . Next, we establish the lower bound. We consider the following cases:
Let β = 5em 2/d −1 in Proposition 2. Since r < √ 2m, we have:
by our choice of d. It follows that (12) of Proposition 2 applies, and we conclude that:
Together with (20), we have:
Case 2:
in Proposition 2. Upon noting that m 3/d = log 3/k (2m) and using (11) of Proposition 2, we have:
Case 3: d > 4 log(4mn) We write β = 1 − β for some β ∈ (0, 1). Using the inequality log(1 − x) ≤ −x − x 2 /2, which is valid for all x ∈ [0, 1], we have:
. By assumption, we have β ∈ (0, 1). By (11) of Proposition 2, for each i = 1, . . . , m, we have:
It follows that:
This completes the proof of Theorem 1'.
A Refinement
In this section we show how Theorem 1' can be refined using the following set of estimates for a chi-square random variable: 
. Then, for any t > 0, we have: 
Conclusion
In this note we have considered the problem of finding a low-rank approximate solution to a system of linear equations in symmetric, positive semidefinite matrices. As we have demonstrated, our result provides a unified treatment of and generalizes several results in the literature. A main ingredient in our analysis is a set of tail estimates of a chi-squared random variable. We believe that these estimates could be of independent interest.
As a further illustration of our techniques, suppose that we are given positive semidefinite matrices A k of rank r k , where k = 1, . . . , K. Consider a knapsack semidefinite matrix equality:
Our goal is to find a rank-one matrix X 0 k 0 for each X k such that:
Then, our result implies that the distortion rates would be on the order of log(K( k r k )) as opposed to K( k r k ) obtained from the standard analysis where the terms are treated as K( k r k ) independent equalities.
