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Dispersive estimates for rational symbols and local well-posedness
of the nonzero energy NV equation. II.
Anna Kazeykina∗ and Claudio Mun˜oz†
Abstract
We continue our study on the Cauchy problem for the two-dimensional Novikov-Veselov (NV)
equation, integrable via the inverse scattering transform for the two dimensional Schro¨dinger operator
at a fixed energy parameter. This work is concerned with the case of positive energy. For the solution
of the linearized equation we derive smoothing and Strichartz estimates by combining two different
frequency regimes. At non-low frequencies we also derive improved smoothing estimates with gain of
almost one derivative. We combine the linear estimates with the Fourier decomposition method and
X
s,b spaces to obtain local well-posedness of NV at positive energy in Hs, s > 1
2
. Our result implies,
in particular, that at least for s > 1
2
, NV does not change its behavior from semilinear to quasilinear
as energy changes sign, in contrast to the closely related Kadomtsev-Petviashvili equations.
As a supplement, we provide some new explicit solutions of NV at zero energy which exhibit an
interesting behaviour at large times.
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1 Introduction
1.1 Main result
In the present paper we continue our work on the Cauchy problem for the Novikov-Veselov (NV) equation,
in two dimensions, with a fixed energy parameter E ∈ R:
∂tv = 8(∂
3
z + ∂
3
z¯ )v + 2∂z(vw) + 2∂z¯(vw¯)− 2E(∂zw + ∂z¯w¯),
∂z¯w = −3∂zv,
v|t=0 = v0 given,
(1.1)
where
z = x+ iy = (x, y) ∈ C, z¯ = x− iy,
∂z =
1
2
(∂x − i∂y), ∂z¯ = 1
2
(∂x + i∂y),
v = v(t, x, y) ∈ R, w = w(t, x, y) ∈ C.
It was shown in [2] (using techniques and results from Carbery, Kenig and Ziesler [8], and Molinet
and Pilod [30]) that if E = 0, then equation (1.1) is locally well-posed in Hs = Hs(R2), s > 12 . In this
case, the symbol of the equation is a cubic polynomial in two dimensions. In [18], we dealt with the
case where E is a fixed negative parameter and, consequently, the symbol of the linearized equation is
no longer a polynomial, but a non-smooth rational function of two variables. In this case a reasonable
decoupling of the stationary-phase type integral, related to the linearized equation, is not available. We
were able to derive dispersive smoothing estimates for this symbol and to show local well-posedness of
NV with E < 0 for initial data in the same Sobolev space Hs, s > 12 . The purpose of this paper is to
extend this result to the more involved case E > 0, where the techniques used in our work [18] on the
negative energy case do not apply directly and thus they have to be improved and generalized.
Additionally, and complementing some previous results, we consider the global well-posedness problem
for the case E = 0. For this problem, we give some examples and results on the unusual behavior that
NV equations may have at large time.
The main result of the present work is the following theorem.
Theorem 1.1. Assume E > 0 in (1.1). The Novikov-Veselov equation (1.1) is locally well-posed in
Hs(R2), for any s > 12 . Moreover, the lifespan of solution (if finite) is at least proportional to E
α for
some α > 0.
2
The precise, quantitative version of this Theorem is formulated as Thereom 9.1 below. This new result,
combined with [2, 18], states that NV equations are well-posed in Hs, s > 12 . Note that a reasonable
improvement of the s > 12 regularity would require some new ideas, in particular, a deeper understanding
of the Fourier-based resonance function of NV.
We should mention that we have very recently learned that a similar result is written in [2], but we
have not been able to verify some of the estimates written in that paper. Moreover, we believe that at
positive energies one cannot obtain estimates as good as those for negative energies [18], because of some
deep differences in the behavior of the NV symbol at the level of the degenerate stationary points. For
more details, see e.g. the discussions after Proposition 2.1 and equation (3.5).
For the sake of completeness, we write equations (1.1) in terms of real-valued coordinates (x, y). If
we identify w = w1 + iw2 with the vector field w = (w1, w2), with w1, w2 real-valued, then the second
equation in (1.1) becomes
∂yw1 + ∂xw2 = 3 ∂yv, ∂yw2 − ∂xw1 = 3 ∂xv,
and the first one in (1.1) reads
∂tv = 2
[
∂x(∂
2
xv − 3∂2yv) +∇.(vw) − E∇.w
]
.
See [18, Appendix A] for a derivation of this fact. However, for most of this paper we will work with the
z-z¯ formulation (1.1), which presents several advantages for derivation of precise estimates.
Note also that one has w = −3∂−1z¯ ∂zv, where ∂−1z¯ ∂z can be defined via the Fourier transform F ,
acting on L2(R2), ξ = (ξ1, ξ2) ∈ R2\{(0, 0)}:
F [∂−1z¯ ∂zf ](ξ1, ξ2) =
(ξ1 − iξ2
ξ1 + iξ2
)
F [f ](ξ1, ξ2). (1.2)
so that the first equation can be written as follows:
∂tv = 4Re{∂z(4 ∂2zv − 3 v∂−1z¯ ∂zv + 3E∂−1z¯ ∂zv)}.
1.2 The NV equation
The NV equation (1.1) is a completely integrable model in two dimensions [35, 23]. The origin of NV is
mathematical rather than physical [35]: it arises as the integrable equation obtained by assuming that
the associated scattering problem corresponds to the standard, stationary Schro¨dinger equation in two
dimensions, with fixed energy parameter E:
(−∆x,y + v(t, x, y)− E)ψ = 0. (1.3)
Recall that ∆x,y = ∂
2
x+ ∂
2
y = 4∂z¯∂z. In that sense, NV is the most natural (from the mathematical point
of view) model that generalizes the Korteweg-de Vries (KdV) equation to the two dimensional case.
The Novikov-Veselov equation was first obtained in an implicit form by S.V. Manakov in [26]. It has
the following operator representation
∂tL = [L,A] +BL, (1.4)
where
L := −∆x,y + v(t, x, y)− E, A := −8(∂3z + ∂3z¯)− 2(w∂z + w¯∂z¯),
and
B := 2(∂zw + ∂z¯w¯),
with w given by (1.1) and [·, ·] denoting the standard commutator. Equation (1.4) corresponds to the
compatibility condition for the system
Lϕ = 0, ∂tϕ = Aϕ.
Representation (1.4) is called Manakov triple representation for (1.1) and can be considered as a gener-
alization of the Lax pair representation for KdV (see [24]), to the (2 + 1)-dimensional case.
3
Compared with other dispersive models coming from physics, NV equations lack signed conserved
quantities which control the long time dynamics, at least at a suitable level of regularity. For this reason,
a good understanding of some particular explicit solutions is essential. The behavior of solutions to NV
seems to strongly depend on the sign of the energy parameter E: we will see that NV at E < 0 (NV−)
corresponds to a sort of defocusing case, whilst NV with E > 0 (NV+) exhibits the focusing behavior.
The case E = 0 is different in several aspects that we explain below.
The NV equations have several interesting connections with other integrable models. In particular,
it was shown (see [3, 36]) that there exists a two-dimensional generalization of the well-known Miura
transformation which maps solutions of the modified Novikov-Veselov equation (a two-dimensional, in-
tegrable generalization of the modified KdV equation and a member of the integrable hierarchy of the
Davey-Stewartson equations) towards solutions of NV.
It can also be formally shown (see [13], for example, and Appendix B in [18] for more details) that
when the parameter of energy E tends to ±∞, the NV equations, rescaled appropriately, become in the
limit KP equations. Moreover, there is a corresponding convergence of scattering problems for the KP
and NV equations.
In the case of negative energy, NV− is in some sense reminiscent of the KPII equation (see, for
example, [17, 16] for results on NV− and [5, 6, 4, 22] for related results on KPII). KPII was proved to be
globally well-posed in L2(R2) by Bourgain in [7]. We have shown in [18] the local well-posedness of NV−
in Hs, s > 12 . A better understanding of the complicated rational symbol of NV− could help to lower
the index of regularity. The global well-posedness for initial data satisfying a small-norm assumption is
implied by inverse scattering theory (see [34]). However, the existence of global solutions for large initial
data is still an open problem.
At positive energy, NV+ exhibits a regime similar in some aspects to that of KPI (see [14, 15, 17]
for results on NV+ and [28, 27, 5, 6] for related results on KPI). Note that from the point of view of
behavior of the solution to the Cauchy problem, KPI is essentially different from KPII: KPI is essentially
a quasilinear equation, while KPII is semilinear. The quasilinear behavior of KPI is a consequence of
the results in [31]: KPI, in contrast to KPII, cannot be solved via Picard iterations on the Duhamel
formulation. This fact implies, in particular, that the flow of KPI has no enough smoothness to be solved
using an iteration scheme.
In order to obtain a rigorous proof of the fact that KP equations present an asymptotic regime of
NV equations at high energies |E|, a suitable well-posedness theory for NV equations is necessary, with
explicit bounds of the solution and its lifespan depending on E (see Fig. 1). In particular, KPI and KPII
being, in some sense, “limit cases” of the NV equation, it is natural to ask whether a similar “bifurcation”
of the local behavior occurs for NV when the sign of E changes. The main result of this paper, Theorem
1.1, gives a negative answer to this question. More precisely, we see that NV is always semilinear for any
value of parameter E, provided the initial data has 1/2 derivatives in L2.
E → +∞E → −∞ NV0
KP IKP II
NV− NV+
E = 0
Figure 1: Schematic diagram of the behavior of NV equations as the energy E tends to infinity, with the
second variable properly rescaled (see [18, Appendix B] for more details). Note that NV equations are
semilinear in nature, but the limit to KPI as E → +∞, if rigorous, should destroy this property.
1.3 Ideas of the proof
In the proof of Theorem 1.1 we follow the ideas of Bourgain, Saut and Tzvetkov [38], and extended by
Molinet and Pilod in [30] for the study of the Zakharov-Kuznetsov (ZK) equation and applied in [2]
for NV in the case E = 0. The proofs in the above mentioned works are essentially based on the use
of a sharp L4 Strichartz smoothing estimate, previously obtained by Carbery, Kenig and Ziesler [8], in
the case of linear dynamics arising from polynomial symbols. In the case of NV equation with E 6= 0,
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however, the symbol is not a polynomial, but a rational function, bounded but no longer smooth, much
in the spirit of KP equations.
In [18], we overcame the difficulty of showing a Carbery-Kenig-Ziesler type estimate by proving dis-
persive estimates with smoothing for the solution of the linearized equation, in the spirit of Kenig, Ponce
and Vega [20], and Saut [37]. The dispersive estimate is proved via a stationary-phase type procedure for
a two-dimensional phase depending on a complex parameter. This type of procedure has been previously
used in [14, 16] in the framework of the Inverse Scattering Transformation (IST) approach to NV. An
important role in our estimations is played by certain changes of variables, arising naturally in the IST
method for NV. The role of those changes of variables is to transform the equation for stationary points
into an algebraic equation of one complex variable, simplifying significantly the subsequent manipulations
with the phase.
However, when dealing with the case E > 0, such change of variable is only partially successful.
The case E > 0 presents a more involved problem because a similar change of variable is only valid
for a particular region of the Fourier space, |ξ| > 2 (see (3.1) for more details). The remaining case,
characterized as the low frequency regime, has to be treated using a different approach.
From the point of view of IST, the existence of two different regimes in the case E > 0, as oppposed
to a single regime in the case E < 0, can be explained by the following fact: at E < 0 the solution v of
NV can be reconstructed via IST from one type of scattering data which correspond to vˆ (the Fourier
transform of v) in the small norm approximation, whereas at E > 0 the solution v is reconstructed from
two types of scattering data: one of them gives vˆ for |ξ| > 2 in the small-norm approximation, and the
other one gives vˆ for |ξ| ≤ 2 (see [13] for more details).
In order to show the dispersive estimates in the low frequency regime, we perform a detailed analysis
of all possible configurations of stationary points of the phase that could appear as time evolves. An
important problem here is the fact that when the complex paramter, arising in the stationary phase,
belongs to a certain curve on the complex plane, then the corresponding points are degenerate (up to
the third order of degeneracy, i.e. the stationary points can be third-order roots of the derivative of the
phase). In addition, even in the case of absence of stationary points, the values of the complex parameter
can be arbitrarily close to the “degeneracy curve”. Moreover, the symbol |ξ|α, representing the number
of derivatives that we would like to obtain in our estimates, does not vanish in the degenerate points, in
contrast to the case E < 0, which leads to a slower decay of the stationary-phase type integral.
In order to overcome the aforementioned difficulties, in the low frequency regime we first perform a
new change of variables (see (4.2)) which allows, as in the high frequency case, to transform the equation
for stationary points into an algebraic equation of one complex variable. Then we classify the stationary
points of the new phase function according to how denerate they are, in terms of a parameter ω and
some respective angles (see (4.11)-(4.14)). As a third step we define two new parameters, ω1 and ω2 (see
Definitions 4.1 and 4.2), which take into account how close stationary points are to each other. The fourth
step is to analyse these two quantities. Among the properties that we prove, we show that the values
ω1 and ω2 can only be attained at some particular configurations of stationary points, and moreover, if
a particular distance condition holds (implying that the stationary points are not too far from the unit
circle), then both ω1 and ω2 must be bounded by the original parameter ω. This simple but not less
important fact allows us to estimate the degree of degeneracy of the stationary phase in the dispersive
estimate.
Although our final dispersive estimate is not as good as the original one in the negative energy case,
it is enough to close the standard global Strichartz estimates. The dispersive estimates allow us to obtain
an L∞ estimate for the linearized solution, at all frequencies and with decay slightly slower than 1/t3/4.
However, if we want to get sharp smoothing estimates, we need another new estimate, this time for
large frequencies. Proposition 2.2 allows us to get the desired decay estimate at large frequencies. This
dispersive estimate allows us to gain almost one derivative of the linearized solutions in L∞ with decay
slightly slower than 1/t. Note that the estimates are weaker than in the case E < 0 ([18]), but are
sufficient to close standard Bourgain’s bilinear estimates for s > 12 .
In addition to linear estimates, we perform a standard Fourier localization between low and high
frequencies. We recall that the resonance function that appears when dealing with the interaction of
low-high to high frequencies is treated by estimating the zero level set via reasonable lower bounds on
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the partial derivatives of the resonance function (see [38]). Such estimates are simple to establish, but
they carry a loss of accuracy (probably 1/2 of derivative) that could be avoided by dealing directly with
the resonance function as Bourgain did in [7]; however, such a task is substantially more difficult given
the complexity of the linear NV symbol (see (8.1) for more details). However, it is worth to mention that
the nonzero energy NV symbol has some useful boundedness properties near the origin, unlike standard
KP equations. The low-low to low interaction is treated using a Strichartz estimate without smoothing
valid for all frequencies. To treat the high-high to low/high interaction we use the smoothing estimate
in L4 with 1/4− gain of derivative, valid for non-low frequencies.
1.4 About the global well-posedness problem
We finish this introductory section with some words about the global existence problem. It turns out
that in the case of NV equations, such a problem is deeply related to the behavior of scattering solutions
of the associated Schro¨dinger operator (1.3). The results of Novikov [34] imply, via the inverse scattering
transform, the global existence of solutions to NV−, NV+ for initial data with suitable spectral properties.
Those spectral properties are satisfied, in particular, under some small-norm assumptions on initial data.
Very recently, Music and Perry [33] showed that in the case of zero energy, if the initial datum v0
has enough regularity in weighted Sobolev spaces and is such that the associated Schro¨dinger operator
−∆x,y+v0 is critical or subcritical (i.e., nonnegative), then NV0 (E = 0) has a global solution. Schottdorf
[39] showed in his Ph.D. thesis that the modified NV equation has small global solutions in L2(R2), by
making use of suitable Koch-Tataru spaces (see also a previous work of Perry [36]). These global solutions
can only be translated, via the Miura transformation (see [36]), to potentials (and therefore solutions of
the standard NV0 equation), for which the associated Schro¨dinger operator is nonnegative.
In the following we consider only the case E = 0. Recall that when the non-negativity assumption
on the Schro¨dinger operator −∆x,y+v0 is not satisfied, the solution may develop a blow-up in finite time.
An exemplifying case is the following one: for any a, c, d ∈ R such that a+ c(x3 + y3) + d(x2 + y2)2 > 0
everywhere, the function
v(t, x, y) = −2∆x,y log(a− 24ct+ c(x3 + y3) + d(x2 + y2)2)
solves NV0, decays like r
−3 at infinity (r =
√
x2 + y2), and it blows up at finite time (see also [42]). The
reader may also consult the work by Adilkhanov and Taimanov [1], where the discrete spectrum of these
solutions is numerically computed. Setting a = d = 1 (scaling symmetry), we can define, for |c| small,
Q2,c(t, x, y) := −2∆x,y log(1− 24ct+ c(x3 + y3) + (x2 + y2)2)
=
−32(x2 + y2)
(1 + (x2 + y2)2 + c(−24t+ x3 + y3))2
+ 4c
x(−3 + 192tx+ x4)− 3(1 + x4)y − 2(−96t+ x3)y2 − 2x2y3 − 3xy4 + y5
(1 + (x2 + y2)2 + c(−24t+ x3 + y3))2
+ 6c2
x4 − 2x3y − 2xy3 + y4 + 48t(x+ y)
(1 + (x2 + y2)2 + c(−24t+ x3 + y3))2 .
(1.5)
A simple computation (involving the computation of some critical points) shows that 1 + c(x3 + y3) +
(x2 + y2)2 > 0 for all (x, y) ∈ R2 provided c ∈ (−c0, c0), with c0 := 433/4 > 1. We have then the following
simple
Proposition 1.2 ([42, 18]). For any c ∈ (−c0, c0), the smooth rational one-parameter family Q2,c defined
in (1.5) solves NV0, it blows up in finite positive time if c ∈ (0, c0), and scatters to zero as t → +∞ if
c ∈ (−c0, 0). Exactly the opposite behavior holds for t→ −∞.
It is interesting to notice that the particular case c = 0 describes a static lump solution
Q2,0 := −2∆x,y log(1 + (x2 + y2)2) = −32(x
2 + y2)
(1 + (x2 + y2)2)2
=
−32|z|2
(1 + |z|4)2 , (1.6)
which decays as r−6. However, if c 6= 0, Q2,c decays as r−3. Proposition 1.2 can be recast as the
instability of the lump solution Q2,0 under well-localized perturbations. For a similar behavior the reader
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may confront this result with similar ones in Merle-Raphae¨l-Szeftel [29] on the instability of pseudo-
conformal nonlinear Schro¨dinger blow-up solution. A more general family of threshold solutions can be
obtained by using the scaling of the equation:
vλ(t, x, y) := λ
2v(λ3t, λx, λy). (1.7)
It is also interesting to obtain a better understanding of the nature of blow up solutions of the form
Q2,c, c > 0 in terms of a critical “norm”. Indeed, the quantity∫
v(t, x, y)dxdy (1.8)
is formally conserved by the flow, and scaling invariant, in the sense that if v is solution to (1.1), and
λ > 0, vλ in (1.7) is also solution to (1.1) and (1.8) remains invariant. With this in mind, note that∫
Q2,0 = −16π,
∫
Q2,c < −16π if c 6= 0 small.
The second fact above can be easily obtained by numerical integration. The lump Q2,0 is not the simplest
lump solution for NV0. The function
Q1,0(x, y) := −2 ∆x,y log(1 + x2 + y2) = −8
(1 + x2 + y2)2
=
−8
(1 + |z|2)2 , (1.9)
is solution of NV0 and ∫
Q1,0 = −8π.
Moreover, there is a continuous branch of perturbations of Q1,0 that are stationary solutions of NV with
zero energy:
Q1,a,b(x, y) := −2 ∆x,y log(1 + ax+ by + x2 + y2) = −2(4− a
2 − b2)
(1 + ax+ by + x2 + y2)2
,
provided 1 + ax+ by + x2 + y2 > 0, that is, a2 + b2 < 4.
Let us mention that in [40], B. Simon showed that, if v0 satisfies∫
|v0(x, y)|1+ε <∞,
∫
(1 + x2 + y2)ε|v0(x, y)| <∞, for some ε > 0,
then −∆+ λv0 has a bound state for all λ > 0 small if and only if
∫
v0 ≤ 0. In this paper, following the
approach in [9], we prove the following
Theorem 1.3. For each n ≥ 3 there exists a negative solution Qn,0 = Qn,0(t, z, z¯) of NV0, decaying
as |z|−2(n+1), such that
∫
Qn,0 = −8nπ, and Qn,0 is globally well-defined, but blows up in infinite time:
‖Qn,0(t)‖L2(R2) → +∞ as t→ ±∞.
This result can be recast as (i) there exist infinite time blow up solutions, and (ii) there exists a
more complex zoology of simple solutions for NV0, that are not present in standard, physically-motivated
models. In particular, when asking for a suitable resolution into lumps of an initial datum, what are the
lump components that should appear? Additionally, this theorem reveals that globally defined solutions
do not necessarily have bounded L2-norm. In some sense, this fact justifies the use of (1.8) as a not-
being-perfect, but reasonable tool to measure the size of solutions.
By using the scaling invariance of the equation in (1.7), we can make any solution and any initial
data arbitrarily small in the L∞ norm. Even if Simon’s theorem is not directly applicable, because the
potential Qn,0(0, z, z¯) is L
1 scaling invariant, using a suitable ensemble of almost constant cutoff functions
that approximates the constant 1, we conclude the following result:
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Corollary 1.4. The operator −∆+Qn,0(0, z, z¯) has always a negative bound state.
In particular, the solutions Qn,0 do not satisfy the conditions imposed in Music and Perry’s [33] work.
We finish this introduction with some words about the case E 6= 0. The straightforward extension
of the previous results to the nonzero case does not seem to work, and some different behavior may be
expected. We believe that global well-posedness does hold for the case E < 0, not depending on the size
of the initial data. However, the panorama for E > 0 could be even more complicated than the case
E = 0.
1.5 Organization of this paper
This paper is organized as follows. In Section 2, we state some smoothing estimates for the linear NV
equation. These bounds include not only global, but also some large frequency estimates needed for the
proof of the main theorem. Section 3 is devoted to the computation of some oscillatory integrals in a
region of the Fourier space outside the ball B(0, 2), which represents the nonsingular regime. Section 4
is the first part of a series of sections dealing with the estimates inside the ball B(0, 2) (low frequency
regime). In particular, in this Section we prove several auxiliary lemmas on how stationary points are
distributed. Section 5 deals with the actual proof of the decay estimate with smoothing for the NV
symbol. In Section 6 we prove the smoothing estimates leading to Proposition 2.2. Section 7 deals with
the global and large-frequency Strichartz estimates needed in the subsequent section. Finally, Sections
8 and 9 are devoted to the proof of bilinear estimates (for which we use the estimates obtained in the
previous section), and the local well-posedness result. In Section 10 we prove Theorem 1.3.
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Notations. In the following text the notation A . B means that there exists a constant c > 0
(depending on parameters specified in each context) such that A ≤ cB. Similarly, the notation A & B
means that there exists a constant c > 0 such that A ≥ cB. Finally, the notation A h B means that
there exist constants c1 > 0, c2 > 0 such that c2B ≤ A ≤ c2B.
In the text of the paper we identify x = (x1, x2) ∈ R2 with x = x1 + ix2 ∈ C.
2 Smoothing estimates for positive energies
2.1 A global estimate
The aim in the following sections is to estimate, for E > 0, the integral
I =
∫
C
|ξ|αeitS˜(u,ξ)dReξdImξ, (2.1)
where u =
x
t
and
S˜(u, ξ) = (ξ3 + ξ¯3)
(
1− 3E
ξξ¯
)
+
1
2
(u¯ξ + uξ¯), (2.2)
is the symbol associated to the NV equation. In Sections 2–6 we assume for that E = 1. A scaling
argument allows to reduce the general case E > 0 to the particular case E = 1 (see Section 7 for details).
We will prove the following result.
Proposition 2.1. For any 0 ≤ α ≤ 14 and any ε > 0 small, one has
|I| . 1
t3/4−ε
(2.3)
uniformly in u ∈ R2.
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The constant involved in the above estimate depends on α and ε only; however, the decay does not
improve as α increases as in our previous paper [18]. This is one of the main differences between the
cases of positive and negative energies, and, as we will se later, this estimate will not be enough to close
some Fourier decomposition estimates.
Similarly to the case of negative energy treated in [18], we will start by making a change of vari-
ables that allows to treat (2.3). This change of variables is motivated by the form of the linearized
“inverse scattering solution” of the NV equation. Recall that at E > 0 the inverse scattering solu-
tion is constructed from two types of scattering data: the classical scattering amplitude which in Born
approximation represents the Fourier transform of the solution in the ball
B2 =
{
ξ ∈ R2 : |ξ| ≤ 2},
and Faddeev’s scattering data which in Born approximation represent the Fourier transform of the solution
outside the ball B2. Thus we will perform different changes of variables, one inside the ball B2, and other
outside this ball.
More precisely, we shall split (2.1) into two pieces:
I =
∫
|ξ|>2
|ξ|αeitS˜(u,ξ)dReξdImξ +
∫
|ξ|≤2
|ξ|αeitS˜(u,ξ)dReξdImξ
=: Iout + Iin.
(2.4)
The purpose of Sections 3, 4 and 5 is to estimate both Iin and Iout. A delicate analysis of the behaviour
of stationary points of S˜ will be essential for getting these estimates.
2.2 Improved smoothing estimate for large frequencies
Estimate (2.3) is not enough to close some key estimates in the iteration scheme; for this reason, we will
need an additional “localized” estimate.
In the following lines we prove an additional smoothing estimate for the linear dynamics in the case
of large frequencies. Fix R > 2. Take ψR ∈ C∞0 (R2, [0, 1]) to be a bump function such that
ψR(ξ) = 0 for |ξ| ≤ R, ψR(ξ) = 1 for |ξ| ≥ R + 1. (2.5)
Now define
IR :=
∫
C
|ξ|αψR(ξ)eitS˜(u,ξ)dReξdImξ. (2.6)
Then we have
Proposition 2.2. For any 0 ≤ α < 1 and any ε > 0 small the following estimate is valid
|IR| . 1
t1−ε
, (2.7)
uniformly on u ∈ C. The implicit constant depends on α, ε and R only.
Proposition 2.2 is proved in Section 6. In Section 3 we estimate Iout of (2.4). Sections 4 and 5 are
devoted to the estimate of the integral Iin of (2.4).
In Sections 3–5 the implicit constants arising in the estimates depend on α only.
3 The integral outside the ball B2
The purpose of this Section is to estimate Iout in (2.4), in order to show estimate (2.3).
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3.1 Main ideas
Outside the ball B2 we perform the following change of variables :
ξ = λ+
1
λ
, ξ¯ = λ¯+
1
λ
. (3.1)
Denote
f(λ) = λ+
1
λ
= ξ. (3.2)
Note that
f : {|λ| > 1} −→ {|ξ| > 2},
is a bijective smooth map. Note also that
D(ξ, ξ¯)
D(λ, λ¯)
= 1− 1
λ2λ¯2
.
We may remark that
λ¯
λ
=
ξ¯
ξ
, (3.3)
so that from (2.2) we have the following equality
itS˜(u, f(λ)) = it
{(
λ3 +
1
λ3
+ λ¯3 +
1
λ¯3
)
+
1
2
((
λ+
1
λ¯
)
u¯+
(
λ¯+
1
λ
)
u
)}
:= itS(u, λ).
(3.4)
Thus, we need to estimate the following integral
Iout =
∫∫
C\B1(0)
|λλ¯+ 1|α(|λ|4 − 1)
|λ|α+4 e
itS(u,λ)dReλdImλ. (3.5)
We shall see that the main difference of the treated problem with the case of negative energy is that the
term coming from |ξ|α, i.e. |λ¯λ+ 1|α, does not vanish in the degenerate stationary points.
Note that the fact that |λλ¯− 1|α vanishes in the degenerate stationary points was not used in [18] in
the proof of the corresponding estimate for small t in the case of negative energy. Therefore, repeating
the reasonings that were carried out for the case of negative energy (see the proof of [18, Lemma 2.1]),
we will obtain the following
Lemma 1. Consider the integral Iout defined in (3.5). For all 0 ≤ α < 1,
|Iout| . 1
t
α+2
3
uniformly on u ∈ C, 0 < t ≤ r, where r = e− 31−α , and
|Iout| . | ln t|
t3/4
uniformly on u ∈ C, t > r.
Corollary 3.1. For all 0 ≤ α ≤ 14 and any ε > 0 small
|Iout| . 1
t3/4−ε
uniformly on u ∈ C.
The proof of this result follows the ideas of the proof of Lemma 2.1 in [18], with small differences
(in the case of large t) coming from the fact that now the term |λ¯λ + 1|α does not help to improve the
estimates. For the sake of completeness, we include a sketch of proof of this result. For more details, the
reader can consult [18, Lemma 2.1].
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3.2 Review on NV stationary points
We recall the following parametrically defined sets of the complex plane (see Fig. 2). Let
U := {u˜ ∈ C : u˜ = 6(2e−iϕ + e2iϕ), ϕ ∈ [0, 2π)}, (3.6)
and
U := {u˜ ∈ C : u˜ = 6t(2e−iϕ + e2iϕ), t ∈ [0, 1], ϕ ∈ [0, 2π)}, (3.7)
be the (closed) region enclosed by the curve U . These sets will be essential to understand the stationary
points of the phase function S(u, λ).
u = 18
u = 18e
2pii
3
u = 18e
4pii
3
Figure 2: The curve U and its enclosed region U in the complex plane. Note that U (and its interior and
exterior) is invariant with respect to the transformations z 7→ z¯ and z 7→ ze2ikpi/3, k = 0, 1, 2.
With these definitions in mind, let us describe the properties of the stationary points of the function
S(u, λ) defined in (3.4). These points satisfy the equation1
Sλ(u, λ) =
u¯
2
− u
2λ2
− 3λ2 + 3
λ4
!
= 0, (3.8)
where Sλ stands for the partial derivative with respect to λ.
Additionally, the degenerate stationary points obey the equation
Sλλ(u, λ) =
u
λ3
− 6λ− 12
λ5
!
= 0. (3.9)
We denote ζ = λ2, and define Q(u, ζ) := Sλ(u, λ), namely
Q(u, ζ) =
u¯
2
− u
2ζ
− 3ζ + 3
ζ2
. (3.10)
Clearly, for each ζ = ζ(u), root of the function Q(u, ζ), there are two corresponding stationary points of
S(u, λ), given by λ = ±√ζ. Since Q(u, ζ) has only three roots counting multiplicity (say λ20(u), λ21(u)
and λ22(u)), in terms of the variable λ
2, the function Sλ(u, λ) can be represented in the following compact
form
Sλ(u, λ) = − 3
λ4
(λ2 − λ20(u))(λ2 − λ21(u))(λ2 − λ22(u)). (3.11)
1Here the symbol
!
= means that equality to zero is satisfied for stationary points only.
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Concerning the behavior of the roots λj(u), defined in (3.11), we have the following result, see [14] for a
proof.2
Indeed, the stationary points of the phase satisfy equation (3.7) of [18] and degenerate stationary
points satisfy in addition equation (3.8) of [18]. Thus their description is given by the following Lemma.
Lemma 2 (Description of stationary points, see also [18]). Assume that u˜ ∈ C is a fixed parameter.
Then the following are satisfied.
1. If u˜ = 18e
2piik
3 , k = 0, 1, 2 (see the vertices of U in Fig. 3.11), then
λ0(u˜) = λ1(u˜) = λ2(u˜) = e
−piik3 ,
and S(u˜, λ) has two degenerate stationary points, corresponding to a third-order root of the function
Q(u˜, ζ), ζ0 = e
− 2piik3 .
2. If u˜ ∈ U (i.e. u˜ = 6(2e−iϕ + e2iϕ) ) and u˜ 6= 18e 2piik3 , for k = 0, 1, 2, then3
λ0(u˜) = λ2(u˜) = e
iϕ/2, λ1(u˜) = e
−iϕ.
Thus S(u˜, λ) has two degenerate stationary points, corresponding to a second-order root of the
function Q(u˜, ζ), ζ0 = e
iϕ, and two non–degenerate stationary points corresponding to a first-order
root, ζ1 = e
−2iϕ.
3. If u˜ ∈ int U, then
λi(u˜) = e
iϕi , and λi(u˜) 6= λj(u˜) for i 6= j.
In this case the stationary points of S(u˜, λ) are non-degenerate and correspond to the roots of the
function Q(u˜, ζ) with absolute value equals 1.
4. Finally, if u˜ ∈ C\U, then
λ0(u˜) = (1 + ω)e
iϕ/2, λ1(u˜) = e
−iϕ, λ2(u˜) = (1 + ω)−1eiϕ/2, (3.12)
for certain ϕ ∈ R and ω > 0.
In this case the stationary points of the function S(u˜, λ) are non-degenerate, and correspond to the
roots of the function Q(u˜, ζ) that can be expressed as ζ0 = (1+ τ)e
iϕ, ζ1 = e
−2iϕ, ζ2 = (1+ τ)−1eiϕ,
and (1 + τ) = (1 + ω)2.
3.3 Estimate of Iout
For small t the integral Iout is estimated as in the case of E < 0 (see [18, Subsection 3.5]). In particular,
we obtain that
|Iout| . 1
t
α+2
3
.
For the case of large t, similarly to the case of negative energy, we are brought to consider three
different cases:
1. u ∈ C\U and |λ0| = 1 + ω ≥ 2;
2. u ∈ U;
3. u ∈ C\U and |λ0| = 1 + ω < 2.
2Note that in [14] the parametrization of the set U was slightly different, here we give a more precise one.
3Note that here we enumerate the stationary points in a slightly different way in comparison with the same Lemma
stated in [18]. This is done for convenience of presentation in Section 4.
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Case 1 is treated absolutely in the same way as Case 1 for the negative energy. In the Cases 2 and
3 the integrals Ij,+2 , I
+
3 (over C\Ω = {λ : |λ| ≥ 2}) are also treated in the same way as for E < 0. For
integrals I1, I
−
2,j , I
−
3 the variable of integration belongs to Ω = {λ : |λ| < 2} and on Ω we have that
|λ|2 + 1 ≃ 1 ≃ (|λ|2 − 1)0.
Thus applying to integrals I1, I
−
2,j , I
−
3 the reasoning of the negative energy with α = 0 we obtain that
|I1|+ |I−2,j |+ |I−3 | .
| ln t|
t3/4
.
Finally, we conclude that
|I| . | ln t|
t3/4
,
as expected.
4 The integral inside the ball B2: auxiliary lemmas
In this Section we estimate the second part of the integral in (2.4), only present in the case E > 0.
4.1 Preliminaries
In this section our purpose is to estimate the integral
Iin =
∫
B2
|ξ|αeitS˜(u,ξ)dReξdImξ. (4.1)
Here B2 is the ball of radius 2 centered at the origin.
Note that |Iin| ≤ π2α+2. Thus, for small t (e.g. |t| ≤ r for any r > 0) the estimate (2.3) holds.
Consequently, we only need to consider the case of large t (|t| > r for some r > 0).
Additionally, note that inside the ball B2 variable ξ cannot be represented in the form (3.1). Thus
we need a different approach in this case.
In the ball B2 we shall perform the following change of variables
ξ = λ+ λ′, λ, λ′ ∈ S1. (4.2)
Note that this change of variables is not a bijection unless we provide a better description of the domain
for each λ, λ′. Let us write
λ = eiϕ1 , λ′ = eiϕ2 . (4.3)
Denote
f(ϕ1, ϕ2) = e
iϕ1 + eiϕ2 = (cosϕ1 + cosϕ2) + i(sinϕ1 + sinϕ2). (4.4)
Now, note that
f : D1 =
{
0 < ϕ1 < 2π,
ϕ1 < ϕ2 < ϕ1 + π
}
−→ {0 < |ξ| < 2}, (4.5)
and
f : D2 =
{
0 < ϕ1 < 2π,
ϕ1 − π < ϕ2 < ϕ1
}
−→ {0 < |ξ| < 2}, (4.6)
are bijective smooth maps, see Figs. 3 and 4 for more details.
Note also that a simple computation shows that the Jacobian obeys the relation
D(Reξ, Imξ)
D(ϕ1, ϕ2)
= sin(ϕ2 − ϕ1).
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Reλ
Imλ
1 2
λ
λ+ λ′
ϕ1
ϕ2
Figure 3: The representation of the pair λ+ λ′
described in (4.5). Note that the angle ϕ2 varies
from the value ϕ1 up to ϕ1 + π.
Reλ
Imλ
1 2
λ
λ+ λ′ϕ1
ϕ2
Figure 4: The pair λ + λ′ described in (4.6).
Note that the angle ϕ2 varies from the value
ϕ1 − π up to ϕ1.
One can also check that the function S˜ defined in (2.2) has now the following representation
itS˜(u, ξ)) = it
{(
λ3 + λ¯3 + λ′3 + λ¯′3
)
+
1
2
(
(λ+ λ′) u¯+
(
λ¯+ λ¯′
)
u
)}
:= itS(u, λ, λ′).
(4.7)
Thus, using the bijective character of f on each Dj , we can write that for each j = 1, 2,
Iin =
∫
Dj
|λ+ λ′|αeitS(u,λ,λ′)| sin(ϕ1 − ϕ2)|dϕ1dϕ2 =: Iin,j .
Therefore, adding these two identities we get
Iin =
1
2
(Iin,1 + Iin,2)
=
1
2
2pi∫
0
2pi∫
0
|λ+ λ′|αeitS(u,λ,λ′)| sin(ϕ1 − ϕ2)|dϕ1dϕ2.
(4.8)
In what follows we are going to use the above representation of Iin.
Note that
Sϕ1 = i(Sλλ− Sλ¯λ¯) = i
(
3λ3 +
1
2
u¯λ− 3
λ3
− u
2λ
)
,
and
Sϕ1,ϕ1 = iλSϕ1,λ = −λ
(
9λ2 +
1
2
u¯+
9
λ4
+
u
2λ2
)
.
Thus the stationary points of S are the roots of equation (3.7) in [18], but with u replaced by −u, and
(additionally) they are in S1. For the sake of completeness, [18, equation (3.7)] is given by
3λ2 − u¯
2
− 3
λ4
+
u
2λ2
= 0.
One can also show that the degenerate stationary points satisfy additionally equation (3.8) of the same
paper (as in the case of negative energy), but with u replaced by −u:
u
λ3
+ 6λ+
12
λ5
= 0.
Therefore, from Lemma 2 applied to −u, we have only three possibilities for critical points: cases 1, 2
and 3 of the lemma.
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Following the scheme similar to the one presented for the case of negative energies [18], we can obtain
the following result:
Lemma 4.1. One has, uniformly in u = x/t,
|Iin| . 1
t3/4
. (4.9)
For the proof of this result, we proceed in several steps detailed in the following subsections.
4.2 Setting of the problem
Recall that the stationary points of the phase S of (4.7) are in S1. However, if −u ∈ C\U, and thus
the phase S does not have stationary points, the derivatives Sϕ1 , Sϕ2 can be very close to zero due to
the existence of zeros of Sϕ1 , Sϕ2 viewed as functions of λ ∈ C, λ′ ∈ C. Thus we need to study, more
generally, stationary points of S on C.
Let
λ∗k = e
− ipik3 , k ∈ N5 = {0, 1, . . . , 5}, (4.10)
i.e. λ∗k are the degenerate stationary points of S (see (4.7)) corresponding to the particular case u
∗
k =
−18e 2piik3 . Let λj = λj(−u), j ∈ N5 denote the stationary points of the phase S for a given u with λj ,
j = 0, 1, 2 given by Lemma 2, and λj+3 = −λj , j = 0, 1, 2. In other words:
λ0 λ1
λ2 λ3 λ4
λ5
↓ ↓ ↓ ↓ ↓ ↓
λ0 λ1
λ2 −λ0 −λ1 −λ2
(The pair (2,5) is inside a box for later reasons.) From this arrangement we see that the size of the
difference between any two points is at most equals 2 if the λj are on the unit circle. For the record, we
have four different scenarios for the set of (λj)j=0,1,2:
1. Case 1. λ0 = λ1 = λ2 = e
−ipik/3, for some k = 0, 1, 2. In this case,
(λ0, λ1, λ2 ; λ3, λ4, λ5) = e
−ipik/3(1, 1, 1 ; −1,−1,−1). (4.11)
2. Case 2. λ0 = λ2 = e
iϕ/2, λ1 = e
−iϕ 6= λ0, λ2. Here,
(λ0, λ1, λ2 ; λ3, λ4, λ5) = (e
iϕ/2, e−iϕ, eiϕ/2 ; −eiϕ/2,−e−iϕ,−eiϕ/2). (4.12)
3. Case 3. λj = e
iϕj , j = 0, 1, 2, λj 6= λk if j 6= k. In this case:
(λ0, λ1, λ2 ; λ3, λ4, λ5) = (e
iϕ0 , eiϕ1 , eiϕ2 ; −eiϕ0 ,−eiϕ1 ,−eiϕ2). (4.13)
4. Case 4. λ0 = (1 + ω)e
iϕ/2, λ2 = (1 + ω)
−1eiϕ/2, and λ1 = e−iϕ, for some ϕ ∈ R. Here we have
(λ0, λ1, λ2 ; λ3, λ4, λ5) =
(
(1 + ω)eiϕ/2, e−iϕ,
eiϕ/2
1 + ω
; −(1 + ω)eiϕ/2,−e−iϕ,− e
iϕ/2
1 + ω
)
. (4.14)
Definition 4.1. Let ω1 denote the minimal distance between two stationary points, excluding the pair
(λ2,−λ2) = (λ2, λ5):
ω1 = min
P1
|λi − λj |, P1 =
{
(i, j) ∈ N25 , i < j, (i, j) 6= (2, 5)
}
.
Let im, jm be such that ω1 = |λim − λjm |, im < jm. Note that then for km = (im + 3) mod 6,
lm = (jm + 3) mod 6 we also have that
ω1 = |λkm − λlm |.
This is just the fact that if λim and λjm realize the value ω1, then −λim and −λjm also realize the same
value.
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Definition 4.2. We define ω2 to be the second minimal distance between two stationary points (excluding
pairs (λim , λjm), (λkm , λlm), (λ2, λ5)):
ω2 = min
P2
|λi − λj |, where
P2 =
{
(i, j) ∈ N25 | i < j, (i, j) 6= (2, 5), (im, jm), (km, lm), (lm, km)
}
.
(Actually, only one of the pairs (km, lm) and (lm, km) is needed, the other does not satisfy the condition
“i < j”.)
4.3 Preliminary lemmas
Lemma 3. One has that ω1 < 2, ω2 < 2, and ω1 ≤ ω2.
Proof. It is clear that we only have to prove that ω2 < 2. We will treat cases (4.11)–(4.14) separately.
In the case represented in (4.11), it is also direct that ω1 = ω2 = 0. We also have ω1 = |λ0 − λ1| =
ω2 = |λ0 − λ2|.
Let us now consider the case in (4.12). Readily we have ω1 = 0, obtained with the difference |λ0−λ2|,
repeated by |λ3−λ5|. Therefore, the set of points (i, j) ∈ P2 for which the difference |λi−λj | is different
from 2 is reduced to the array
i
j︷ ︸︸ ︷
(0, 1) X X (0, 4) X
(1, 2) (1, 3) X (1, 5)
X (2, 4) X
(3, 4) X
(4, 5)
Now we claim that |λ0−λ1| < 2 or |λ0−λ4| < 2 (which implies ω2 < 2). Indeed, if we have |λ0−λ1| = 2,
then |λ0 − λ4| = |λ0 + λ1| = 0, leading to ω2 = 0. In order to prove this fact, notice that
4 = |λ0 − λ1|2 = 2− 2Re(λ0λ1),
which implies Re(λ0λ1) = −1. Therefore,
|λ0 − λ4|2 = |λ0 + λ1|2 = 2 + 2Re(λ0λ1) = 0.
In conclusion, we have proved ω2 < 2 for the second case (4.12).
Now, we deal with the case (4.13). Here, the argument is more geometric. Seen as points on the circle
S1, the adjacent points λj ’s define sectors of this circle (see Fig. 5).
We first claim that there are at least two adjacent points that define a sector of an angle less than 60
degrees. Otherwise, the sum of all sector angles will give more than 360 degrees. The distance between
two adjacent points on the circle forming a sector of the angle of 60 degrees is 1. Since λ2 and λ5 are
not adjacent points, we conclude that ω1 < 2, attained by two adjacent points (this choice is maybe not
unique). Secondly, after discarding the distance between the opposite points, equal to the same value ω1,
we see that the remaining points satisfy ω2 < 2, because there is at least one pair that is not composed
of two opposed points.
Finally, we consider the Case 4 in (4.14). Since we are considering mutual distances, after a rotation
by −ϕ/2 angles, we can assume that (see Fig. 6)
(λ0, λ1, λ2 ; λ3, λ4, λ5) =
(
(1 + ω), eiϕ0 ,
1
1 + ω
; −(1 + ω),−eiϕ0 ,− 1
1 + ω
)
, (4.15)
for some ϕ0 ∈ R. Therefore we have
min±
∣∣∣eiϕ0 ± 1
1 + ω
∣∣∣ ≤ max± ∣∣∣eiϕ0 ± 11 + ω ∣∣∣ ≤ 1 + 11 + ω < 2,
which implies that ω1 ≤ ω2 < 2.
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Reλ
Imλ
1
λ2
λ5
λ1
λ4
λ0
λ3
Figure 5: The sectors defined by the points λj in the Case described in (4.13).
Reλ
Imλ
1λ2
λ5
λ0
λ3
λ1 = e
iϕ0
λ4
1
1+ω
1 + ω
Figure 6: The roots described in (4.15) and (4.23).
The next lemma shows that we can always choose ω1 and ω2 with “the same base point”.
Lemma 4 (See Figs. 7 and 8). There exist j0, j1, j2 ∈ N5 such that
ω1 = |λj0 − λj1 | and ω2 = |λj0 − λj2 |. (4.16)
Proof. For the case in (4.11) the result is obvious. The case (4.12) requires more care. One has ω1 = 0 =
|λ0 − λ2| = |λ3 − λ5|,
|λ0 − λ3| = |λ0 − λ5| = |λ1 − λ4| = |λ2 − λ3| = 2,
|λ0 − λ1| = |λ1 − λ2| = |λ3 − λ4| = |λ4 − λ5| = |eiϕ/2 − e−iϕ| < 2, (4.17)
and
|λ0 − λ4| = |λ1 − λ3| = |λ1 − λ5| = |λ2 − λ4| = |eiϕ/2 + e−iϕ| < 2. (4.18)
One of the last two values must be ω2 (which one, it will depend on ϕ ∈ [0, 2π)), a value which is attained
either by |λ0 − λ1| or by |λ0 − λ4|. This proves the result in this case.
Now we deal with the more general case (4.13). Recall that each λj , j = 0, 1, 2 is different, and recall
that ω1 > 0. Let i1, i2, i3, i4 ∈ N5 be such that ω1 = |λi1 − λi2 | and ω2 = |λi3 − λi4 |. Then for
j1 = (i1 + 3) mod 6, j2 = (i2 + 3) mod 6,
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j3 = (i3 + 3) mod 6, j4 = (i4 + 3) mod 6,
we also have that ω1 = |λj1 − λj2 | and ω2 = |λj3 − λj4 |, because
λj1 = −λi1 , λj2 = −λi2 , λj3 = −λi3 , and λj4 = −λi4 .
Note that on the whole we have 6 complex numbers λi, i ∈ N5. Among the 8 numbers λik , λjk ,
k = 1, 2, 3, 4, there are at least two pairs of coinciding numbers. Moreover, a number from the group
A = {λi1 , λi2 , λj1 , λj2} (concerning the computation of ω1) can only coincide with a number from the
group B = {λi3 , λi4 , λj3 , λj4} (related to the computation of ω2) and vice versa. Indeed, take for example
λi1 . It is clear that it cannot coincide with λi2 (w1 > 0), and with λj1 . If it coincides with λj2 , then
ω1 = 2|λi1 | = 2, which contradicts Lemma 3. The remaining cases are simpler or similar to the previous
example.
Finally, we consider the Case 4 in (4.15). Without loss of generality, we consider the case where eiϕ0
is in the closure of the first quadrant of the plane, see Fig. 6. Then ω1 and ω2 are exactly equal to the
lengths of two sides of the triangle with base points (1+ω), eiϕ0 , and 11+ω , or
1
1+ω , e
iϕ0 , and − 11+ω ; from
which among them there are always λj0 , λj1 , and λj2 such that ω1 = |λj0 − λj1 |, ω2 = |λj0 − λj2 |.
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Imλ
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1+ω = λ2λ5
λ0
λ3
λ1 = e
iϕ0
λ4
ω2
1 + ω
Figure 7: In this case, −u 6∈ U and ω1 = |λ2 −
λ0| and ω2 = |λ2 − λ1|.
Reλ
Imλ
1
λ5
λ0 = 1 + ω
λ3
λ1 = e
iϕ0
λ4
ω1
λ2 =
1
1+ω
ω2
Figure 8: In this case, −u 6∈ U and ω1 = |λ1−λ2|
and ω2 = |λ1 − λ5|.
Thus we can always choose λj0 , λj1 , λj2 such that ω1 = |λj0 − λj1 |, ω2 = |λj0 − λj2 |.
Now we need some sharp estimates on the positions of the stationary points λj .
4.4 Advanced lemmas
The first lemma of this subsection measures how far the stationary points are from each other in the
simple case where the parameter −u ∈ U.
Lemma 5. Set J1 = {j0, j1, j2} with j0, j1, j2 of Lemma 4, and J2 = N5\J1. Then
1. One has the trivial bound
|λi − λj | ≤ 2ω2 ∀i, j ∈ J1. (4.19)
2. If −u ∈ U, then
∀k ∈ {0, 1, 2} the point − λjk does not coincide with any of {λj0 , λj1 , λj2} (4.20)
and
|λi − λj | ≤ 2ω2 ∀i, j ∈ J2. (4.21)
Proof. Estimate (4.19) is a consequence of the definition of ω1, ω2, the triangle inequality, and Lemmas
3, 4.
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Note that property (4.20) implies that the set {λk, λl, λm} with {k, l,m} = J2 coincides with the
set {−λj0 ,−λj1 ,−λj2}, and thus, if (4.20) holds, then (4.21) is just a consequence of (4.19) and of the
invariance of the absolute value under the minus sign change.
Let us prove (4.20). Assuming that −u ∈ U, we are in the setting of Cases 1, 2 and 3 described in
(4.11), (4.12) and (4.13), respectively.
Assume (4.11). In this case J1 = {0, 1, 2} with λ0 = λ1 = λ2 (or J1 = {3, 4, 5} with λ3 = λ4 = λ5)
and ω1 = ω2 = 0. Thus (4.20) holds trivially.
Now assume (4.12). Here we have J1 = {0, 1, 2} or J1 = {0, 2, 4} with λ0 = λ2 = eiϕ/2, λ1 = eiϕ,
λ4 = −eiϕ. (There are other choices for J1, but they are symmetric to the considered cases.) Therefore
J2 = {3, 4, 5} or J2 = {1, 3, 5}. Note also that ω1 = 0 in this case.
If for some k ∈ {0, 1, 2} the point −λjk coincides with one of {λj0 , λj1 , λj2}, then it is only possible if
eiϕ/2 = eiϕ or eiϕ/2 = −eiϕ (due to Lemma 3 stating that ω2 < 2).
In the first case ϕ = 4pik3 , in the second case ϕ =
4pik
3 +
2pi
3 , k = 0, 1, 2. In both cases we see that
the corresponding value of parameter u is −u = 18e 2piin3 , n ∈ N, which cannot be possible in the case
described by (4.12) (see Lemma 2).
Now we deal with the general case, where (4.13) holds. Recall that ω1 = |λj0 − λj1 |, ω2 = |λj0 − λj2 |.
Due to Lemma 3, if for some k ∈ {0, 1, 2} the point −λjk coincides with one of {λj0 , λj1 , λj2}, then it is
only possible that −λj1 = −λj2 . Points (λj0 ,−λj0 , λj1 ,−λj1) are four different stationary points. There
exists also another pair (λk,−λk) of stationary points, different from all the above four points.
Denote by S1+ the semicircle defined by points λj0 , λj1 , λj2 = −λj1 . One of the points (λk,−λk), say
λk for definiteness, necessarily belongs to S
1
+. Then we evidently have that
|λj0 − λk| < |λj0 − λj2 | = |λj0 + λj1 | = ω2,
which contradicts the definition of ω2 (see also Fig. 9).
Reλ
Imλ
1
λj0
−λj0
λj1
λj2 = −λj1
λk
−λk
ω1
ω2
S1+
Figure 9: The configuration of roots in the case (4.13). It is impossible that −λj1 = λj2 , since in that case
there is always another stationary point λk on the semicircle S
1
+ defined by the points λj0 , λj1 , λj2 = −λj1
such that the distance from λj0 to λk is smaller than the distance from λj0 to λj2 .
Lemma 6. Consider, as in the previous lemma, J1 = {j0, j1, j2} with j0, j1, j2 exactly as in Lemma 4,
and J2 = N5\J1. If now −u ∈ C\U and for all j ∈ N5 we have that λj ∈ BK(0), with K =
√√
2 + 1,
then (4.20) and (4.21) hold.
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Proof. Let us assume that J2 is given by the set J2 = {k0, k1, k2}. Note that by the symmetry λ 7→ −λ
of the roots, the property (4.20) can be restated as follows:
∀i ∈ {0, 1, 2} the point − λki does not coincide with any of λk0 , λk1 , λk2 . (4.22)
If (4.22) holds, then it means that the set {−λk0 ,−λk1 ,−λk2} coincides with the set {λj0 , λj1 , λj2} and
thus, in this case, (4.21) is just a consequence of (4.19) and the invariance of the absolute value under
the minus sign change.
Suppose now the general case. Although −λki may coincide with one of the roots {λk0 , λk1 , λk2} if ω
is large enough (see Fig. 10), we will see that this does not happen for ω < K − 1.
Reλ
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λ0
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iϕ0
λ4
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1 + ω
Figure 10: The configuration of roots in the case where ω is very large. In this case ω1 = |λ1 − λ2| and
ω2 = |λ1 − λ5|, so that we can choose J1 = {1, 2, 5} and J2 = {0, 3, 4}. In particular, −λ3 = λ0, meaning
that the opposite point to λ3 coincide with λ0, with 0 ∈ J2. Note also that −λ5 = λ2, with both 2 and 5
indexes in J1. This phenomenon is avoided if we choose ω not too large.
Suppose now that
(⋆) There exists some i ∈ {0, 1, 2} such that −λki coincides with one of the points {λk0 , λk1 , λk2}.
(This is the situation of Fig. 8, for example.) Recall that from (4.15) we can assume that the points are
of the form
(λ0, λ1, λ2 ; λ3, λ4, λ5) =
(
(1 + ω), eiϕ0 ,
1
1 + ω
; −(1 + ω),−eiϕ0 ,− 1
1 + ω
)
, (4.23)
for some ϕ0 ∈ R, see Fig. 6. Also, with no loss of generality, we may assume ϕ0 ∈ [−pi2 , pi2 ].
In view of (⋆), by the symmetry λ 7→ −λ of the roots there exists also r ∈ {0, 1, 2} such that −λjr
coincides with one of the points {λj0 , λj1 , λj2} (In Fig. 8 for example, j0 = 1, j1 = 2 and j2 = 5, and
−λj2 = −λ5 = λ2 = λj1).
Claim 1. We can only have that −λj1 = λj2 (or, equivalently, −λj2 = λj1 ). In consequence,
ω1 = |λj0 − λj1 |, ω2 = |λj0 + λj1 |. (4.24)
Proof. Assume that r = 0. If −λj0 = λj1 , then from Lemma 4 one has ω1 = |λj0+λj0 | = 2, a contradiction
of Lemma 3. If −λj0 = λj2 , using Lemma 4 we also obtain a contradiction to Lemma 3. In conclusion,
−λj1 = λj2 .
Recall that −u ∈ C\U and for all j ∈ N5 we have that λj ∈ BK(0), with K =
√√
2 + 1. Then, for ω
given by Lemma 2, item 4, we have
ω < K − 1 =
√√
2 + 1− 1 > 0,
ω2 + 2ω < (
√
2 + 1− 2
√√
2 + 1 + 1) + 2
√√
2 + 1− 2 =
√
2.
(4.25)
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Let
d1 := |λ0 − λ2|, and d2 := min(|λ2 − λ1|, |λ2 + λ1|). (4.26)
We also define
d12 := max(|λ2 − λ1|, |λ2 + λ1|),
d01 := max(|λ1 − λ0|, |λ1 + λ0|),
d02 := max(|λ0 − λ2|, |λ0 + λ2|).
(4.27)
We prove now two simple claims.
Claim 2. One has
max(d1, d2) ≥ ω2.
Proof. We have d2 ≥ ω1, d1 ≥ ω1, so that max(d1, d2) ≥ ω2, since ω2 is the second minimal distance
(maybe equal to ω1) between pairs of points which are not of the form (λ2,−λ2).
Claim 3. One of the values d01, d12, d02 above must coincide with ω2.
Proof. This is a consequence of (4.24) and the definitions in (4.27).
Clearly
d12 ≥ d2.
However, we can have a better estimate:
d12 > d2. (4.28)
Indeed, if d12 = d2, then |λ2 − λ1| = |λ2 + λ1|, which implies that
Re(λ1λ2) = 0. (4.29)
Since λ2 is real-valued and nonzero, we get Re(λ1) = 0, which implies that λ1 is either ±i, see Fig. 11.
Reλ
Imλ
1
λ2
λ5
λ0
λ3
λ1
λ4 = −λ1
←ω→
1
1+ω
Figure 11: The roots described in the case where (4.29) holds.
In this case,
|λ0 − λ2| = 1 + ω − 1
1 + ω
,
and
|λ1 − λ2| =
√
1 +
1
(1 + ω)2
= |λ1 + λ2|. (4.30)
However, from (4.25),
1 + ω − 1
1 + ω
=
ω2 + 2ω
1 + ω
=
ω(ω + 2)
1 + ω
<
√
2
1 + ω
, (4.31)
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but on the other hand, using (4.30) and the fact that ω > 0,
|λ1 − λ2| =
√
1 +
1
(1 + ω)2
=
√
1 + (1 + ω)2
1 + ω
>
√
2
1 + ω
, (4.32)
which implies that
|λ0 − λ2| < |λ1 − λ2|,
but also (recall that both ω1 and ω2 do not take into account the difference |λ2 − λ5| = 21+ω ),
ω1 = |λ0 − λ2|, |λ1 − λ2| = ω2 < 2.
Consequently, J1 = {0, 1, 2}, J2 = {3, 4, 5}, and {−λ3,−λ4,−λ5} = {λ0, λ1, λ2} = J1, so they do not
coincide with {λ3, λ4, λ5}. This is a contradiction to our main assumption, and (4.28) holds.
Additionally, from (4.31) and (4.32),
d1 <
√
2
1 + ω
, d12 > d1.
From this point and (4.28) we conclude that
d12 > max(d1, d2).
Now we claim that
d01 > max(d1, d2).
Indeed, this fact follows from the following chains of inequalities:
d01 ≥
√
1 + (1 + ω)2 > 1 + ω > 1 + ω − 1
1 + ω
= d1,
d01 ≥
√
1 + (1 + ω)2 >
√
2 > d2
Thus, we obtain that
d01 > max(d1, d2). (4.33)
A similar computation as in the previous steps, leads to the following result. We have
|λ0 − λ2| = 1 + w − 1
1 + w
, |λ0 + λ2| = 1 + w + 1
1 + w
,
so that
d02 = |λ0 + λ2| > d1. (4.34)
On the other hand,
d02 = 1 + ω +
1
1 + ω
= (1 + ω)
(
1 +
1
(1 + ω)2
)
>
√
1 +
1
(1 + ω)2
.
Now we use the fact that d2 in (4.26) is always bounded above by
√
1 + 1(1+ω)2 (the case where λ1 =
−λ4 = eipi/2) to conclude that
d2 < d02.
Due to (4.34), we conclude that
d02 > max(d1, d2).
Thus we have that d12, d01 and d02, defined in (4.27), satisfy the inequalities
d12 > max(d1, d2), d01 > max(d1, d2), and d02 > max(d1, d2),
However, from Claims 2 and 3 one of the values d01, d12, d02 must coincide with ω2, which is max(d1, d2),
a contradiction.
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Corollary 4.2. If one of the following holds:
1. −u ∈ U,
2. −u ∈ C\U and λj ∈ BK(0) with K =
√√
2 + 1 for all j ∈ N5,
then ∀i ∈ J2 the point −λi coincides with a point λj, where j ∈ J1.
This corollary is just a restatement of property (4.20) of Lemmas 5 and 6.
Now we derive an estimate on the distance between the stationary points and the unit circle. Recall
that S is the unit circle in the complex plane, i.e S1 = {λ ∈ C : |λ| = 1}, and U is the set defined in (3.7).
Lemma 7. Suppose that λj ∈ BK(0), for all j ∈ N5, and with K as in Lemma 6. Then there exists
C = C(K) > 0 such that
dist(λj , S
1) ≤ Cω1, ∀j ∈ N5.
Proof. We proceed by splitting the proof into different cases.
Fist of all, if −u ∈ U, then from Lemma 2, for each j ∈ N5 one has λj ∈ S1. Hence, the statement of
the Lemma is trivially true.
Let now −u ∈ C\U. From (3.12) with u˜ = −u, and the simplification made in (4.15), λ1 and λ4 = −λ1
are in S1. Moreover,
|λ0 − λ1| ≥ |λ2 − λ1|,
and
|λ0 − λ4| ≥ |λ2 − λ4|.
Indeed, using (4.15), we are led to show that
|1 + ω ∓ eiϕ0 |2 ≥
∣∣∣ 1
1 + ω
∓ eiϕ0
∣∣∣2.
Expanding the squares, we get
(1 + ω ∓ cosϕ0)2 + sin2 ϕ0 ≥
( 1
1 + ω
∓ cosϕ0
)2
+ sinϕ20,
which leads to
(1 + ω)2 ∓ 2(1 + ω) cosϕ0 ≥ 1
(1 + ω)2
∓ 2cosϕ0
1 + ω
.
We have then (
1 + ω +
1
1 + ω
)(
1 + ω − 1
1 + ω
)
≥ ±2
(
1 + ω − 1
1 + ω
)
cosϕ0,
or
1 + ω +
1
1 + ω
≥ ±2 cosϕ0,
which is evidently true. Moreover, the left hand side above is always greater than 2, because ω > 0.
Therefore,
|λ0 − λ1| > |λ2 − λ1|, and |λ0 − λ4| > |λ2 − λ4|.
Now it is not difficult to check (by using symmetry and previous estimates) that ω1 is among the following
distances:
|λ0 − λ2|, |λ1 − λ2|, |λ2 − λ4|.
In the first case it is clear that dist(λj , S
1) ≤ ω1, j = 0, 2, 3 and 5, enough to conclude.
In the other two cases we only have that dist(λj , S
1) ≤ ω1, for j = 2, 5. However, for i = 0 or i = 3,
dist(λi, S
1) = ω
≤ Kω
1 + ω
(see (4.25)),
= Kdist(λj , S
1), j = 2, 5,
≤ Kω1,
where ω is defined in Lemma 2, item 4. The proof is complete.
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Lemma 8. Suppose that λj ∈ BK(0) for all j ∈ N5 and for K given in Lemma 6. Then there exists
C = C(K) such that the following holds: for all j ∈ N5 one can find k = k(j) ∈ N5 satisfying
|λj − λ∗k| ≤ Cω2,
where λ∗k are the degenerate stationary points defined in (4.10).
Proof. We start by noticing that the roots ζ0, ζ1, ζ2 of Q(u, ζ) in (3.10) are the corresponding roots of
equation
ζ3 − u¯
6
ζ2 +
u
6
ζ − 1 = 0,
thus we have that ζ0ζ1ζ2 = 1. We will suppose that the complex-valued roots λ0 =
√
ζ0, λ1 =
√
ζ1 and
λ2 =
√
ζ2 are taken in such a way that
λ0λ1λ2 = 1. (4.35)
Choose j0, j1, j2 as in Lemma 4. Define J1 = {0, 1, 2}, J2 = {3, 4, 5}. Note that at least two out of three
indexes j0, j1, j2 belong to the same group Jk, k = 1 or k = 2.
We start by considering the case when all of the three values belong to the same group Jk. Without
loss of generality we can suppose that they belong to J1. Then, due to (4.35), we have that
λj0λj1λj2 = 1. (4.36)
Let λj0 = e
iϕ + η, for some η ∈ C. Due to Lemma 7 we have that there exists C = C(K) > 0 such that
|η| ≤ Cω1. If we put λj1 = eiϕ + η + ξ1 , λj2 = eiϕ + η + ξ2, then
λj1 = λj0 + ξ1, λj2 = λj0 + ξ2,
and from Lemma 4, |ξ1| = ω1, |ξ2| = ω2. Now, from (4.36) we have that there is a constant C˜(K) > 0
such that
|e3iϕ − 1| ≤ C˜ω2.
Indeed,
|e3iϕ − 1| = |e3iϕ − λj0λj1λj2 |
= |e3iϕ − λj0(λj0 + ξ1)(λj0 + ξ2)|
= |e3iϕ − λ3j0 − (ξ1 + ξ2)λ2j0 − ξ1ξ2λj0 |
= |e3iϕ − (eiϕ + η)3 − (ξ1 + ξ2)(eiϕ + η)2 − ξ1ξ2(eiϕ + η)|
= |e3iϕ − e3iϕ − 3e2iϕη − 3eiϕη2 − η3 − (ξ1 + ξ2)(e2iϕ + 2eiϕη + η2)− ξ1ξ2(eiϕ + η)|
≤ 3|η|+ 3η2 + |η|3 + (|ξ1|+ |ξ2|)(1 + 2|η|+ η2) + |ξ1||ξ2|(1 + |η|)
≤ Cω1 + Cω21 + Cω31 + (ω1 + ω2)(1 + Cω1 + Cω21) + ω1ω2(1 + Cω1)
≤ C1ω2 + C1ω22 + C1ω32
≤ C˜ω2 (using Lemma 3),
where C1 is some intermediate constant depending only on K.
On the other hand,
|e3iϕ − 1| = |(eiϕ − 1)(eiϕ − e 2ipi3 )(eiϕ − e 4ipi3 )|.
Denote by d the minimum of distances between eiϕ and {1, e 2ipi3 , e 4ipi3 }. Without loss of generality, we
can assume that d = |eiϕ − 1|, and ϕ ∈ [−pi3 , pi3 ], see Fig. 12.
Then
|eiϕ − e 2ipi3 | ≥ 1, |eiϕ − e 4ipi3 | ≥ 1,
with equality if either ϕ = ±pi3 . Consequently,
|(eiϕ − 1)(eiϕ − e 2ipi3 )(eiϕ − e 4ipi3 )| ≥ d
and thus d ≤ C(K)ω2. From this property the statement of the Lemma easily follows.
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Figure 12: In this figure, d is the minimal distance between eiϕ and {1, e 2ipi3 , e 4ipi3 }.
We now consider the case when two out of three indexes j0, j1, j2 (call them m,n) belong to the same
group and the third one (call it l) belongs to the other group. Without loss of generality we can assume
that l ∈ J1, m,n ∈ J2. If −λl does not coincide with λm, λn, then we have that λm, λn are two elements
in {−λ0,−λ1,−λ2}, and −λl is the third element in this list. Therefore,
λl(−λm)(−λn) = 1,
and the reasoning of the previous case applies. If finally −λl coincides with either λm or λn, then it is
easy to see, due to Claim 1 in the proof of Lemma 6, that it can only be λj1 coinciding with −λj2 . Thus
we have that ω1 = |λj0 − λj1 |, ω2 = |λj0 + λj1 |. It is not difficult to check that in this case one of the
points λj0 , λj1 necessarily lies inside the unit circle (more precisely, in the set D = {λ ∈ C : |λ| ≤ 1}) and
the other one is necessarily on the unit circle (i.e. on S1). It follows then that ω2 ≥ 1 and thus
∀j ∈ N5, ∀k ∈ N5, |λj − λ∗k| ≤ K ≤ Kω2.
5 The integral inside the ball B2: estimate of Iin
This section is devoted to the estimate of Iin in (2.4), which is required in order to finish the proof of
estimate (2.3).
5.1 Scheme
Let λ0 = λ0(−u), where λ0(−u) is given by Lemma 2. Let ω1 = ω1(−u), ω2 = ω2(−u) be defined by
Definitions 4.1, 4.2 correspondingly. Also let K be defined as in Lemma 6.
For each t big enough we will consider the following four cases for the values of parameter u.
Case I The set of values of u such that ω1, ω2 and λ0 satisfy
ω1 ≤ 4
t1/4
, ω2 ≤ 4
t1/4
and |λ0| < K. (5.1)
This is the set of values of u for which the stationary points of S are close to each other (and
thus close to one of the degenerate points λ∗k from (4.10)). It is the case when u lies in a small
neighborhood of the points u∗k = −18e
2piik
3 .
Case II The set of values of u such that
ω1 ≤ 4
t1/4
, ω2 >
4
t1/4
and |λ0| < K. (5.2)
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This is the case when two out of three stationary points are close to each other, but far enough
from the third one. In this case u belongs to a neighborhood of the curve U .
Case III The set of values of u such that
ω1 >
4
t1/4
, ω2 >
4
t1/4
and |λ0| < K. (5.3)
This is the case when the three stationary points are sufficiently separated from each other, but all
belong to B2(0). In this case u lies in a neighborhood of the set U.
Case IV The set of values of u such that |λ0| ≥ K. This is the case when parameter u lies outside a
neighborhood of the set U.
Now we prove the estimate separately for each case.
5.2 Case I
For this case, we prove the estimates in several steps.
Step 1 Set ε = 1
t1/4
. Note that from (5.1), ω1 ≤ 4ε, ω2 ≤ 4ε.
Let j0, j1, j2 be the indices from Lemma 4. Set J1 = {j0, j1, j2}, J2 = N5\J1. Denote
B1ε :=
⋃
j∈J1
{λ ∈ S1 : |λ− λj | ≤ ε},
B2ε :=
⋃
j∈J2
{λ ∈ S1 : |λ− λj | ≤ ε}.
and
Bε := B
1
ε ∪B2ε , Dε := Bε ×Bε.
In other words, Bε represents the ensemble of points in the complex plane that are at ε distance
from a stationary point λj , with the index j belonging either to J1 or to J2. On the other hand, Dε
is a subset of C2 where both coordinates are close to (maybe different) stationary points (λj , λk).
Note that Bε is a union of arcs on the unit circle. Note also that, if one uses the angular represen-
tation of the points on the unit circle λ = eiϕ, then Bε can be viewed as a union of segments of
R/2πZ (see Fig. 13). We will write
Bε =
⋃
i
Iai,bi ,
where Iai,bi are the segments forming Bε.
Note also that Dε can be viewed as a union of rectangles on (R/2πZ)× (R/2πZ) (see Fig. 13). We
will write
Dε =
⋃
i,j
Π
aj ,bj
ai,bi
, (5.4)
where Π
aj ,bj
ai,bi
are the rectangles forming Dε.
Step 2 Represent Iin as the sum of integrals over Dε and over T
2\Dε, where T = S1:
Iin = I
int
in + I
ext
in ,
Iintin =
∫
Dε
f(ϕ1, ϕ2)e
itS(u,eiϕ1 ,eiϕ2 )dϕ1dϕ2 and
Iextin =
∫
T2\Dε
f(ϕ1, ϕ2)e
itS(u,eiϕ1 ,eiϕ2 )dϕ1dϕ2,
where f(ϕ1, ϕ2) = |eiϕ1 + eiϕ2 |α| sin(ϕ1 − ϕ2)| (see (see (4.8)) and (4.3)).
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Figure 13: On the left: Bε viewed as a union of arcs on the unit circle; in the middle: Bε viewed as a
union of segments of R/2πZ; on the right: Dε viewed as a union of rectangles on (R/2πZ)× (R/2πZ)
Step 3 Note that µ(Dε) h ε
2, where µ denotes the Lebesgue measure.
Now we estimate f on Dε. Note that for (λ, λ
′) ∈ B1ε × B1ε we have that there exist i, j ∈ J1 such
that |λ− λi| ≤ ε, |λ′ − λj | ≤ ε.
By Lemma 5 we also have that |λi − λj | . ω2 ≤ 4ε. Thus we get
| sin(ϕ1 − ϕ2)| . |ϕ1 − ϕ2|
. |λ− λi|+ |λi − λj |+ |λ′ − λj |
. ε.
Reasoning similarly (and using Lemma 5 and Lemma 6 to estimate the difference between λi and
λj for i, j ∈ J2), we obtain the same estimate for | sin(ϕ1 − ϕ2)| on B2ε ×B2ε .
Consider now (λ, λ′) ∈ B1ε ×B2ε . There exist i ∈ J1, j ∈ J2 such that |λ−λi| ≤ ε, |λ′−λj | ≤ ε. Now
note that for ∀j ∈ J2 we have that −λj = λk with k ∈ J1 (see Corollary 4.2). Thus on B1ε ×B2ε we
have
| sin(ϕ1 − ϕ2)| = | sin(π + ϕ1 − (ϕ2 + π))|
= | sin(ϕ1 − (ϕ2 + π))|
. |ϕ1 − (ϕ2 + π)|
. |λ− λi|+ |λi + λj |+ |λ′ − λj |
. ε+ |λi − λk|
. ε.
A similar reasoning gives the same estimate for | sin(ϕ1 − ϕ2)| on B2ε ×B1ε .
Thus
|f | . ε on Dε (5.5)
and we obtain the following estimate for Iintin :
|Iintin | . ε3.
Step 4
Dε(ϕ1) = {ϕ2 ∈ [0, 2π) : (ϕ1, ϕ2) ∈ Dε},
Dε(ϕ2) = {ϕ1 ∈ [0, 2π) : (ϕ1, ϕ2) ∈ Dε}.
If for a certain ϕ1 the setDε(ϕ1) is emplty, then we set g|ϕ2∈Dε(ϕ1) = 0 for any function g. Similarly,
g|ϕ1∈Dε(ϕ2) = 0 for any g, if Dε(ϕ2) = ∅ for a certain ϕ2.
Let C denote the “corner points” of the rectangles formingDε (see representation 5.4). We introduce
the following notation
f |(ϕ1,ϕ2)∈C =
∑
i,j
f(ai, aj)− f(ai, bj)− f(bi, aj) + f(bi, bj)
27
ϕ1
ϕ2
0 π 2π
π
2π
+ − + −
+ − + −
− + − +
− + − +
Figure 14: The signs in front of the values f(ϕ1, ϕ2) in the expression f |(ϕ1,ϕ2)∈C , where C is the set of
the “corner points” of Dε.
(see also Fig. 14).
Integrating Iextin by parts we obtain the following representation for I
ext
in :
Iextin = −
1
t2
eitSf
Sϕ1Sϕ2
∣∣∣∣
(ϕ1,ϕ2)∈C
+
1
t2
2pi∫
0
eitS
Sϕ1
∂ϕ2
(
f
Sϕ2
)∣∣∣∣
ϕ1∈∂Dε(ϕ2)
dϕ2+
+
1
t2
2pi∫
0
eitS
Sϕ2
∂ϕ1
(
f
Sϕ1
)∣∣∣∣
ϕ2∈∂Dε(ϕ1)
dϕ1 − 1
t2
∫∫
T2\Dε
eitS∂ϕ1∂ϕ2
(
f
Sϕ1Sϕ2
)
dϕ1dϕ2 =
=: Iext,1in + I
ext,2
in + I
ext,3
in + I
ext,4
in .
Step 5 In this step our goal is to find an estimate for each term Iext,kin .
Note that for ϕ1 ∈ ∂Bρ, with ρ sufficiently small and ρ ≥ ε, we have
|Sϕ1 | h
2∏
j=0
|λ− λj ||λ+ λj | ≥ ρ3. (5.6)
In the same manner we obtain that for ϕ2 ∈ ∂Bρ the following estimate holds: |Sϕ2 | ≥ ρ3.
Finally, using (5.5) and (5.6), we get
|Iext,1in | ≤
∣∣∣∣∣ 1t2 eitSfSϕ1Sϕ2
∣∣∣∣
(ϕ1,ϕ2)∈C
∣∣∣∣∣ . εt2ε3 · ε3 = 1t2ε5 .
In order to estimate J2, J3, J4 we divide T\Dε into the following regions “around” the points
(λk, λl):
T\Dε =
⋃
k,l∈N5
Ωk,l, where
Ωk,l =
{
(λ, λ′) ∈ T\Dε : |λ− λk| ≤ |λ− λj | ∀j ∈ N5\{k},
|λ′ − λl| ≤ |λ− λj | ∀j ∈ N5\{l}
}
.
On Ωk,l, we perform the following change of variables
ϕ1 = ϕk + ρ1, ϕ2 = ϕl + ρ2.
We also note that on ∂Bρ we have that∣∣∣∣ Sϕkϕk(Sϕk)2
∣∣∣∣ . 1ρ4 , k = 1, 2. (5.7)
28
Using (5.5), (5.6) and (5.7), we obtain
|Iext,2in | ≤
∣∣∣∣∣∣ 1t2
2pi∫
0
eitS
Sϕ1
∂ϕ2
(
f
Sϕ2
)∣∣∣∣
ϕ1∈∂Dε(ϕ2)
dϕ2
∣∣∣∣∣∣
.
1
t2ε3
ε0∫
ε
(
1
ρ32
+
ρ2 + ε
ρ42
)
dρ2
.
1
t2ε5
,
|Iext,3in | ≤
∣∣∣∣∣∣ 1t2
2pi∫
0
eitS
Sϕ2
∂ϕ1
(
f
Sϕ1
)∣∣∣∣
ϕ2∈∂Dε(ϕ1)
dϕ1
∣∣∣∣∣∣
.
1
t2ε3
ε0∫
ε
(
1
ρ31
+
ρ1 + ε
ρ41
)
dρ1
.
1
t2ε5
,
and
|Iext,4in | ≤
∣∣∣∣∣∣∣
1
t2
∫∫
T2\Dε
eitS∂ϕ1∂ϕ2
(
f
Sϕ1Sϕ2
)
dϕ1dϕ2
∣∣∣∣∣∣∣
.
1
t2
ε0∫
ε
ε0∫
ε
(
1
ρ31ρ
3
2
+
1
ρ31ρ
4
2
+
1
ρ41ρ
3
2
+
ρ1 + ρ2
ρ41ρ
4
2
)
dρ1dρ2
.
1
t2ε5
.
Thus
|Iextin | .
1
t2ε5
.
Step 6 Finally, since ε = 1
t1/4
, we obtain that
|Iextin | .
1
t3/4
.
5.3 Case II
We remind that, by (5.2), Case II corresponds to the conditions
ω1 ≤ 4
t1/4
, ω2 >
4
t1/4
and |λ0| < K.
We set ε1 =
1
t1/2ω2
and ε2 =
1
t1/4
. Note that 16ε1 < ω2, 4ε2 ≥ ω1 and ω2 > 4ε2. For this case we
perform the following procedure:
1. Using Lemma 4, we divide the stationary points into two sets:
D := {λj0 ,−λj0 , λj1 ,−λj1}, N := {λj2 ,−λj2},
with D standing for (possibly) degenerate and N standing for nondegenerate. Here j0, j1, j2 are
given by Lemma 4. Note that, by Lemmas 5 , 6, D ∪N is the set of all the stationary points.
We set
PDD := D ×D, PND := N ×D, PDN := D ×N, PNN := N ×N,
P := (D ∪N)× (D ∪N).
Now let
∀(λ, µ) ∈ PDD, Dλµ := {λ1, λ2 ∈ S1 : |λ1 − λ| ≤ ε2, |λ2 − µ| ≤ ε2},
∀(λ, µ) ∈ PND, Dλµ := {λ1, λ2 ∈ S1 : |λ1 − λ| ≤ ε2, |λ2 − µ| ≤ ε1},
∀(λ, µ) ∈ PDN , Dλµ := {λ1, λ2 ∈ S1 : |λ1 − λ| ≤ ε1, |λ2 − µ| ≤ ε2},
∀(λ, µ) ∈ PNN , Dλµ := {λ1, λ2 ∈ S1 : |λ1 − λ| ≤ ε2, |λ2 − µ| ≤ ε2}.
Finally, Dε :=
⋃
(λ,µ)∈P
Dλµ.
2. We represent Iin = I
int
in + I
ext
in , where I
int
in is the integral over Dε and I
ext
in is the integral over
T2\Dε.
3. The estimate of Iintin . We set
Iintin =: I
int,1
in + I
int,2
in , (5.8)
with Iint,1in being the integral over the set
⋃
(λ,µ)∈PDD∪PNN
Dλµ and I
int,2
in being the integral over⋃
(λ,µ)∈PND∪PDN
Dλµ. Then we can estimate
|Iint,1in | . ε32 =
1
t3/4
,
|Iint,2in | . ε1ε2ω2 =
1
t3/4
.
4. Define
Dε(ϕ1) = {ϕ2 ∈ [0, 2π) : (ϕ1, ϕ2) ∈ Dε},
Dε(ϕ2) = {ϕ1 ∈ [0, 2π) : (ϕ1, ϕ2) ∈ Dε}.
Integrating by parts we obtain the following representation for Iextin :
Iextin = −
1
t2
eitSf
Sϕ1Sϕ2
∣∣∣∣
(ϕ1,ϕ2)∈C
+
1
t2
2pi∫
0
eitS
Sϕ1
∂ϕ2
(
f
Sϕ2
)∣∣∣∣
ϕ1∈∂Dε(ϕ2)
dϕ2
+
1
t2
2pi∫
0
eitS
Sϕ2
∂ϕ1
(
f
Sϕ1
)∣∣∣∣
ϕ2∈∂Dε(ϕ1)
dϕ1 − 1
t2
∫∫
T2\Dε
eitS∂ϕ1∂ϕ2
(
f
Sϕ1Sϕ2
)
dϕ1dϕ2 =
=: Iext,1in + I
ext,2
in + I
ext,3
in + I
ext,4
in .
Here, as in the previous case, C denotes the “corner points” of rectangles forming Dε and the
notation f |(ϕ1,ϕ2)∈C is introduced similarly to the Case I (note, however, that in this case Dε
cannot be represented as cartesian square of a certain set Bε).
5. We only show how to estimate Iext,1in . For estimating the remaining cases we use similar arguments
and the scheme of reasoning presented in the previous case.
For (λ, µ) ∈ PDD we have
|Iext,1in | .
ε2
t2ε22ω2ε
2
2ω2
=
1
t2ε32ω
2
2
=
1
t5/4ω22
.
1
t3/4
.
For (λ, µ) ∈ PND ∪ PDN we have
|Iext,1in | .
ω2
t2ε21ω2ε2ω
2
2
=
1
tε2
=
1
t3/4
.
For (λ, µ) ∈ PNN we have
|Iext,1in | .
ω2
t2ε2ω22ε2ω
2
2
=
1
t2ε22ω
3
2
=
1
t3/2ω32
.
1
t3/4
.
6. Finally, we obtain that |Iextin | . 1t3/4 , and the same bound holds for |Iin|.
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5.4 Case III
In this case we follow closely the argument of the previous case, with some slight modifications. In
particular, we split the set of points D ×D as follows:
D ×D = Psym ⊔ Passym, with Psym := {(λj0 , λj0 ), (λj0 ,−λj0), (λj1 , λj1 ), (λj1 ,−λj1)},
where the symbol ⊔ denotes the disjoint union. Note that because of the disjoint union, the set Passym
is well-defined . Further, for all λ, µ ∈ P\Passym, the set Dλµ is defined as in the previous case and
∀λ, µ ∈ Passym, Dλµ := {λ1, λ2 ∈ S1 : |λ1 − λ| ≤ ε3, |λ2 − µ| ≤ ε3},
with ε3 =
1
t3/8ω
1/2
1
.
The integral Iint,1in (cf. (5.8)) is represented as I
int,1
in = I
int,1,old
in + I
int,1,new
in , where I
ext,1,old
in is the
integral over the set ⋃
(λ,µ)∈(PDD∪PNN)\Passym
Dλµ
(and it is estimated as in the previous case), and Iext,1,newin is the integral over⋃
(λ,µ)∈Passym
Dλµ,
and is estimated as follows:
|Iint,1,newin | . ε23 ω1 =
1
t3/4
.
In a similar way we split Iext,1in into the sum I
ext,1
in = I
ext,1,old
in + I
ext,1,new
in . The integral I
ext,1,old
in is
estimated as in the previous case and for the integral Iext,1,newin we have
|Iext,1,newin | .
ω1
t2ε23ω
2
1ω
2
2
=
1
t5/4ω22
.
1
t3/4
.
5.5 Case IV
In this case we follow very closely the scheme of Case I. We set now ε = 1
t1/2
and
Dε := Bε ×Bε, Bε :=
⋃
k∈N5
Bkε ,
Bkε := {λ ∈ S1 : |λ− λk| ≤ ε},
and we represent Iin = I
int
in + I
ext
in , where I
int
in is the integral over Dε and I
ext
in is the integral over T
2\Dε.
The integral Iintin is estimated as
|Iintin | . ε2 =
1
t
.
To estimate Iextin we integrate it by parts as we did in the Case I. Using the fact that on ∂B
k
ρ with
ρ ≥ ε we have |Sϕj | & ρ, we get that
|Iextin | .
1
t2ε2
=
1
t
.
This last estimate completes the proof of (2.3).
6 Smoothing estimate for large frequencies
In this section, our goal is to prove Proposition 2.2. We consider two regimes, depending on small and
large time t. The key point that makes the estimate of Proposition 2.2 better than that of Proposition
2.1 is the fact that, at small frequencies, if E < 0, some cancellations appear when estimating I (2.1),
because of the term |ξ|α. This property does not repeat if E > 0, however, if we consider only large
frequencies, we do not need to invoke any cancellation in the integral I.
31
6.1 Small time
For small t the estimate can be obtained as follows. Recall the integral IR in (2.6) and the cut-off function
ψR from (2.5). Note first that
IR =
∫
C
|ξ|αeitS˜(u,ξ)dReξdImξ −
∫
C
|ξ|α(1 − ψR(ξ))eitS˜(u,ξ)dReξdImξ.
We have that ∣∣∣∣∣∣
∫
C
|ξ|αeitS˜(u,ξ)dReξdImξ
∣∣∣∣∣∣ . 1tα+23 ,
uniformly for small t, where the implicit constant depends only on α. The proof of this estimate has been
carried out in [18, Section 3.5] for the case of negative energy; it can be repeated without any change in
the case of positive energy (see also Lemma 1). Further,∣∣∣∣∣∣
∫
C
|ξ|α(1− ψR(ξ))eitS˜(u,ξ)dReξdImξ
∣∣∣∣∣∣ ≤ π(R + 1)α+2,
from which it follows that for small t we have |IR| . 1
t
α+2
3
.
6.2 Large time
We start by performing the standard change of variables (3.1). The integral IR then becomes
IR =
∫
C
|λλ¯ + 1|α
|λ|α+4 (|λ|
4 − 1)ψR
(
λ+
1
λ¯
)
eitS(u,λ)dReλdImλ,
where the phase S is defined by (3.4).
Note that suppψR
(
λ+ 1
λ¯
) ⊂ C\Bθ(0) with θ = R+√R2−42 > 1. Thus the stationary points ±λ1,
±λ2 of the phase S are strictly separated from the domain of integration, i.e. from suppψR
(
λ+ 1
λ¯
)
(see
Lemma 2 for the definition of λ0, λ1, λ2). The only possible stationary points in the domain of integration
are the nondegenerate points ±λ0 of the Case 4 of Lemma 2.
We consider the following two cases: ±λ0 ∈ B1+ θ−12 (0), and ±λ0 ∈ C\B1+ θ−12 (0).
1. Case ±λ0 ∈ B1+ θ−12 (0).
In this case all the stationary points are uniformly outside the domain of integration.
Define
f(λ) =
|λλ¯+ 1|α
|λ|α+4 (|λ|
4 − 1).
By the Stokes formula we have that
IR =
4∑
j=2
Ij ,
with
I2 := − 1
it
∫
C
fλ(λ) exp(itS(u, λ))
Sλ(u, λ)
ψR
(
λ+
1
λ¯
)
,
and
I3 :=
1
it
∫
C
f(λ) exp(itS(u, λ))Sλλ(u, λ)
(Sλ(u, λ))2
ψR
(
λ+
1
λ¯
)
,
I4 = − 1
it
∫
C
f(λ)eitS(u,λ)
Sλ(u, λ)
(
∂ξψR
(
λ+
1
λ¯
)
− ∂ξ¯ψR
(
λ+
1
λ¯
)
1
λ2
)
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We notice that, due to assumptions on λ0,
|Sλ| & |λ|2, |Sλλ||Sλ|2 .
1
|λ|3 , for λ ∈ suppψR
(
λ+
1
λ¯
)
.
Besides,
supp ∂ξψR
(
λ+
1
λ¯
) ⋃
supp ∂ξ¯ψR
(
λ+
1
λ¯
)
⊂ Bθ1(0)\Bθ(0),
where θ1 =
R+1+
√
(R+1)2−4
2 . Finally, for λ ∈ suppψR
(
λ+ 1
λ¯
)
we have that
|f(λ)| ∼ |λ|α, |fλ(λ) ∼ |λ|α−1.
Thus we get the following estimate
|IR| . 1
t
.
2. Case ±λ0 ∈ C\B1+ θ−12 (0).
In this case the points ±λ0 may lie in the domain of integration. However, they are well separated
from the unit disk and thus from the other stationary points. Consequently, in this case the
reasoning follows closely the study of Case 1 of [18, Lemma 3.1]. Below, we present the scheme of
the proof of the estimate in the considered case. For details the reader may refer to [18, Lemma
3.1, Case 1].
We take Dε to be the union of disks with radius ε (to be chosen later) and with centers in points
λ0, −λ0. Define
r := |λ0|.
We represent IR in the following way
IR = Iint + Iext, where
Iint =
∫
Dε
f(λ) exp(itS(u, λ))ψR
(
λ+
1
λ¯
)
, and
Iext =
∫
C\Dε
f(λ) exp(itS(u, λ))ψR
(
λ+
1
λ¯
)
.
It is easy to see that we have the following estimate for Iint:
|Iint| . ε2rα.
To estimate Iext we first use the Stokes formula:
Iext =
4∑
j=1
Ij ,
with
I1 :=
1
2t
∫
∂Dε
f(λ) exp(itS(u, λ))
Sλ(u, λ)
ψR
(
λ+
1
λ¯
)
dλ¯
I2 := − 1
it
∫
C\Dε
fλ(λ) exp(itS(u, λ))
Sλ(u, λ)
ψR
(
λ+
1
λ¯
)
,
and
I3 :=
1
it
∫
C\Dε
f(λ) exp(itS(u, λ))Sλλ(u, λ)
(Sλ(u, λ))2
ψR
(
λ+
1
λ¯
)
,
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I4 = − 1
it
∫
C\Dε
f(λ)eitS(u,λ)
Sλ(u, λ)
(
∂ξψR
(
λ+
1
λ¯
)
− ∂ξ¯ψR
(
λ+
1
λ¯
)
1
λ2
)
.
Now let
Ω = {|λ| < 2} ∪ {|λ− λ0| < 1} ∪ {|λ+ λ0| < 1}.
We represent each Ik, k = 2, 3, 4, as Ik = I
+
k + I
−
k , where the integrands of I
+
k , I
−
k are the same as
that of Ik and the domains of integration are C\Ω for I+k and Ω\Dε for I−k .
The integrals I+2 , I
+
3 are treated absolutely in the same way as the corresponding integrals in the
case of negative energy (see Case 1, Lemma 3.1 of [18]). In particular, it can be shown that
|I+2 | .
1
t
, |I+3 | .
1
t
.
To estimate I+4 , we note that
supp ∂ξψR
(
λ+
1
λ¯
)
∪ supp ∂ξ¯ψR
(
λ+
1
λ¯
)
⊂ Bθ1(0)\Bθ(0),
and ∂ξψR
(
λ+ 1
λ¯
) − ∂ξ¯ψR (λ+ 1λ¯) 1λ2 is bounded in this domain. Thus, we have the following
estimate
|I+4 | .
1
t
.
Now we estimate integrals I1, I
−
k , k = 2, 3, 4. First, we denote
λ(1) = λ0, λ
(2) = −λ0
and we split Ω\Dε into two parts:
Ω\Dε = Ω(1) ∪ Ω(2), where
Ω(k) = {λ ∈ Ω\Dε : |λ− λ(k)| ≤ |λ− λ(j)|, k 6= j}, k = 1, 2.
Then we put
Ik1 =
1
2t
∫
∂Dε∩Ω(k)
f(λ)eitS(u,λ)
Sλ(u, λ)
ψR
(
λ+
1
λ¯
)
dλ¯,
I−,k2 =
1
it
∫
Ω(k)
fλ(λ)e
itS(u,λ)
Sλ(u, λ)
ψR
(
λ+
1
λ¯
)
,
I−,k3 =
1
it
∫
Ω(k)
f(λ)eitS(u,λ)Sλλ(u, λ)
(Sλ(u, λ))2
ψR
(
λ+
1
λ¯
)
,
I−,k4 = −
1
it
∫
Ω(k)
f(λ)eitS(u,λ)
Sλ(u, λ)
(
∂ξψR
(
λ+
1
λ¯
)
− ∂ξ¯ψR
(
λ+
1
λ¯
)
1
λ2
)
For every integral over domain Ω(k), we use the following polar coordinates at the stationary point
λ(k):
λ = λ(k) + ρ eiϕ, ϕ ∈ [0, 2π),
and where ε ≤ ρ ≤ ρ0(ϕ). Note that ρ0 is always bounded by a fixed constant ε0, that can be
chosen e.g. equal to 4, uniformly on ϕ.
Taking into account that on ∂Bρ(λ
(k)) ∩Ω(k) ∩ suppψR
(
λ+ 1
λ¯
)
we have the following estimates:∣∣∣∣ |λ|4 − 1|λ|4
∣∣∣∣ . 1, ∣∣∣∣ |λ|2 − 1|λ|
∣∣∣∣ . r,
|Sλ| & ρr,
∣∣∣∣ Sλλ(Sλ)2
∣∣∣∣ . 1ρr2 + 1ρ2r ,
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it is not difficult to get the following bounds:
|Ik1 | .
1
t
rαε
εr
=
rα−1
t
,
|I−,k2 | .
1
t
ε0∫
ε
rα−1ρ dρ
ρr
.
1
t
rα−2,
|I−,k3 | .
1
t
ε0∫
ε
rαρdρ
ρr2
+
1
t
ε0∫
ε
rαρdρ
ρ2r
.
1
t
rα−1| ln ε|.
Finally, we also have
|I−,k4 | .
1
t
ε0∫
ε
rαρdρ
ρr
.
rα−1
t
.
Putting ε = 1√
tr
, we obtain the following bound for IR:
|IR| . ln t
t
.
7 Strichartz estimates
Now it is time to collect all previous estimates from Sections 2 to 6. Let E > 0,
I(t, u;E) :=
∫
C
|ξ|α+iβeitS˜(u,ξ;E)dReξdImξ, (cf. (2.1)) (7.1)
where
u =
z
t
,
and (cf. (2.2))
S˜(u, ξ;E) = (ξ3 + ξ¯3)
(
1− 3E|ξ|2
)
+
1
2
(u¯ξ + uξ¯).
Note that
p(ξ) = (ξ3 + ξ¯3)
(
1− 3E|ξ|2
)
is the symbol of the linear part of the NV equation (1.1). In Section 2 (see Propositions 2.1, 2.2) we have
proved the following result.
Lemma 7.1 (Dispersion estimate for positive energy). The following two dispersive estimates are satis-
fied.
1. Let 0 ≤ α ≤ 14 and β ∈ R. Then for all t > 0 and for any fixed ε > 0 small, the following estimate
is valid:
|I(t, u; 1)| . (1 + |β|)
t3/4−ε
, (7.2)
uniformly on u ∈ C. The implicit constant depends on α, ε only.
2. Let 0 ≤ α < 1 and β ∈ R. Then for all t > 0 and for any fixed ε > 0 small, the following estimate
is valid:
|IR(t, u; 1)| . (1 + |β|)
t1−ε
, (7.3)
uniformly on u ∈ C. The implicit constant depends on α, ε, R only.
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Remark 7.1. Note that the addition of the constant iβ in (7.1) is required to use complex interpolation
theory; however, from the point of view of Propositionw 2.1, 2.2 and their consequence, Lemma 7.1, it
requires no additional essential changes.
Remark 7.2. By making a suitable change of variables, we easily prove a dispersion estimate in the case
of arbitrary positive energy E > 0. We have
|I(t, u;E)| . (1 + |β|)E
(4α−1)/8−3ε/2
t3/4−ε
, (7.4)
with constants independent of E. Indeed, given (2.1) with phase (2.2), we are reduced to the case E = 1
by performing the change of variables ξ = E1/2ξ0, t0 = E
3/2t, and z0 = E
1/2z, which converts (2.1) into∫
C
Eα/2|ξ0|αeit0S˜(u0,ξ0;1)E dReξ0 dImξ0, u0 := z0
t0
.
Using (7.2) we are lead to
|I(t, u;E)| . (1 + |β|)E
α+2
2
t
3
4−ε
0
∼ (1 + |β|)E α+22 E
− 98− 32 ε
t
3
4−ε
. (1 + |β|)E
4α−1
8 − 32 ε
t
3
4−ε
,
as desired. Note that in the formal limit E → 0, estimate (7.4) becomes singular.
Let us consider now (7.3). With this purpose, define
IR(t, u;E) =
∫
C
|ξ|α+iβψR(|E|−1/2ξ)eitS˜(u,ξ;E)dReξdImξ.
By a similar argument as in the computation of (7.4), we obtain the following estimate:
|IR(t, u;E)| . (1 + |β|)|E|
(α−1)/2−3ε/2
t1−ε
.
Some useful consequences of Lemma 7.1 are stated in the following lines. Define the operator PR as
follows:
PRu = F−1[ψR(|E|−1/2ξ)F [u](ξ)],
where ψR is defined in section 6, for some fixed R > 2.
Corollary 7.2 (Smoothing and Strichartz estimates). Let U(t) = U(t;E) be the associated NV+ linear
group, namely for ξ = ξ1 + iξ2,
U(t)v0 :=
∫
R2
eitS˜(u,ξ,E)vˆ0(ξ1, ξ2)dξ1dξ2,
(cf. (2.1) and (2.2)). Then for any 0 ≤ α ≤ 14 , θ ∈ [0, 1], we have the following smoothing decay and
Strichartz estimates:
‖|∂z|αθU(t)v0‖Lpx,y .α,θ
Eθ
(
4α−1
8 − 32 ε
)
tθ
(
3
4−ε
) ‖v0‖Lp′x,y , (7.5)
‖|∂z|αθ/2U(t)v0‖LqtLpx,y .α,θ E
θ
2
(
4α−1
8 − 32 ε
)
‖v0‖L2x,y , (7.6)
with p = 21−θ ,
1
p +
1
p′ = 1, and
2
q = θ
(
3
4 − ε
)
.
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In addition, for any 0 ≤ α < 1, θ ∈ [0, 1] the following estimates are valid:
‖|∂z|αθPRU(t)v0‖Lpx,y .α,θ
Eθ
(
α−1
8 − 32 ε
)
tθ(1−ε)
‖v0‖Lp′x,y , (7.7)
‖|∂z|αθ/2PRU(t)v0‖LqtLpx,y .α,θ E
θ
2
(
α−1
8 − 32 ε
)
‖v0‖L2x,y , (7.8)
with p = 21−θ ,
1
p +
1
p′ = 1, and
2
q = θ(1 − ε).
Remark 7.3. Note that, in comparison with analogous estimates for Zakharov-Kuznetsov equation in
[25], Proposition 2.2, we have less smoothness in general (1/8 of derivative instead of 1/4 for ZK), but
more smoothness if we exclude low frequencies (almost 1/2 of derivative).
Proof. The proofs are by now standard, but we present them for the sake of completeness. See e.g. [41]
Theorem 4.1, [20] and references therein for detailed proofs.
First, we prove (7.5). This is just a consequence of the standard complex interpolation theorem. We
have from (7.4) and Young’s inequality,
‖|∂z|α+iβU(t)v0‖L∞ . (1 + |β|)E
4α−1
8 − 32 ε
t
3
4−ε
‖v0‖L1,
for any 0 ≤ α ≤ 14 and β ∈ R. We interpolate against the trivial estimate
‖|∂z|iβU(t)v0‖L2 = ‖v0‖L2,
to get (7.5).
The estimate (7.7) is obtained similarly by interpolating
‖|∂z|α+iβPRU(t)v0‖L∞ . (1 + |β|)E
α−1
2 − 32 ε
t1−ε
‖v0‖L1 ,
and
‖|∂z|iβPRU(t)v0‖L2 ≤ ‖v0‖L2.
Now we prove (7.6). By duality, we are lead to prove that∫
φ(t, x, y)|∂z |αθ/2U(t)v0 dtdxdy . E
θ
2
(
α−1
8 − 32 ε
)
‖v0‖L2‖φ‖Lq′t Lp′x,y ,
for all φ ∈ C∞0 (R3) and with 1q + 1q′ = 1. However,∫
φ(t, x, y)|∂z |αθ/2U(t)v0 dtdxdy =
∫
v0
[ ∫
|∂z|αθ/2U(−t)φ(t, x, y)dt
]
dxdy
≤ ‖v0‖L2
∥∥∥∥∫ |∂z|αθ/2U(−t)φ(t)dt∥∥∥∥
L2
.
Now,∥∥∥∥∫ |∂z |αθ/2U(−t)φ(t)dt∥∥∥∥2
L2
=
∫
t
∫
t′
∫
x,y
|∂z |αθ/2U(−t′)φ(t′, x, y)|∂z |αθ/2U(−t)φ(t, x, y)dxdydt′dt
=
∫
x,y
∫
t
∫
t′
|∂z |αθU(t′ − t)φ(t′, x, y)φ(t, x, y)dt′dtdxdy
≤
∥∥∥∥∫
t′
|∂z|αθU(t′ − ·)φ(t′)dt′
∥∥∥∥
LqtL
p
x,y
‖φ‖
Lq
′
t L
p′
x,y
.
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On the other hand, we have from (7.5) and the Hardy-Littlewood-Sobolev’s inequality,∥∥∥∥∫
t′
|∂z|αθU(t′ − ·)φ(t′)dt′
∥∥∥∥
LqtL
p
x,y
≤
∥∥∥∥∫
t′
∥∥|∂z |αθU(t′ − ·)φ(t′)∥∥Lpx,y dt′
∥∥∥∥
Lqt
. Eθ
(
4α−1
8 − 32 ε
) ∥∥∥∥∥∥
∫
t′
‖φ(t′)‖
Lp
′
x,y
|t− t′|θ
(
3
4−ε
) dt′
∥∥∥∥∥∥
Lqt
. Eθ
(
4α−1
8 − 32 ε
)
‖φ‖
Lq
′
t L
p′
x,y
.
Estimate (7.8) is obtained in a similar way using the fact that U(t) and PR commute.
Another set of standard but useful estimates is the following (see (8.2) for a definition of Xs,bE spaces)
Corollary 7.3. We have
‖f‖L4t,x,y . E−1/32
+‖f‖
X
0, 7
16
+
E
, ∀f ∈ X0,
7
16+
E , (7.9)
and
‖|∂z|1/4
−
PRf‖L4t,x,y . E−0
+‖f‖
X
0, 1
2
−
E
, ∀f ∈ X0,
1
2
−
E . (7.10)
The constant in the last inequality becomes singular as 14
−
approaches 14 .
Proof. Put α = 0, θ =
(
7
4 − ε
)−1
= 47
+
in (7.6), we get
‖U(t)v0‖Lrt,x,y . Eγ‖v0‖L2x,y ,
with r = 143
(
1− 47 ε
1− 43 ε
)
= 283
+
and γ = − 128
(
1−12ε
1− 47 ε
)
= − 128
+
.
From the transfer principle (see e.g. [11, Lemma 3.3]), we have
‖f‖Lrt,x,y . Eγ‖f‖X0,12 +E
, ∀f ∈ X0,
1
2+
E .
By interpolation with the trivial estimate for ‖f‖L2t,x,y , using the interpolation parameter λ = 78 (1− 47ε) =
7
8
−
, so that λ1r + (1− λ)12 = 14 , we obtain (7.9).
Now we deal with (7.10). Taking α = 1−16ε and θ = 12−5ε = 12
+
in (7.8) we have p = q = 4
1− 52 ε
1−5ε = 4
+.
We also have 12αθ =
1−16ε
4(1− 52 ε)
= 14
−
and
‖|∂z| 14
−
U(t)v0‖Lrt,x,y . E−0
+‖v0‖L2x,y ,
with r = 4
1− 52 ε
1−5ε , from where
‖|∂z| 14
−
f‖Lrt,x,y . E−0
+‖f‖
X
0, 1
2
+
E
.
We interpolate with L2t,x,y-estimate with the interpolation parameter λ = 1− 52ε to obtain
‖|∂z|1/4
−
f‖L4t,x,y . E−0
+‖f‖
X
0, 1
2
−
E
, ∀f ∈ X0,
1
2
−
E .
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8 Bilinear Estimates
8.1 Some notation
We use the following notations. We denote by 〈f〉 the japanese bracket:
〈f〉 := (1 + |f |2)1/2;
we also have A∧B := min(A,B) and A∨B := max(A,B). Variables N, N˜, Nˇ , L, L˜, Lˇ of this section are
dyadic, i.e. their range is {2k, k ∈ N}. In this section only and unless otherwise specified F [u] and uˆ both
denote the Fourier transform of u in (t, x, y).
Now we introduce the associated Xs,b spaces [7] for the NV dynamics. Let ϕ˜ ∈ C∞0 (R; [0, 1]) be a
cutoff function such that
ϕ˜(s) = 0 for |s| ≥ 1, ϕ˜(s) = 1 for |s| ≤ 1
2
.
We define
ϕ(s) := ϕ˜(s)− ϕ˜(2s).
We introduce the frequency projection operators at a dyadic frequency N > 1, as follows:
ϕN (s) := ϕ(N
−1s),
and for N = 1,
ϕ1(s) := ϕ˜(s).
Using these multipliers, we have for the Fourier transform in the ξ variable,
PNu := F−1
[
ϕN (E
−1/2|ξ|)F [u](ξ)
]
.
Recall the definition of the phase S˜(u, ξ) in (2.2). We define (recall that E > 0)
w(ξ, ξ¯;E) := (ξ3 + ξ¯3)
(
1− 3E|ξ|2
)
.
Note that the above expression is real-valued. In order to perform some Fourier analysis, we need w in
terms of real-valued coordinates. Put ξ = ξ1 + iξ2. We have the rational symbol
w(ξ, ξ¯) := w(ξ, ξ¯;E) = 2(ξ31 − 3ξ1ξ22)
(
1− 3E
ξ21 + ξ
2
2
)
. (8.1)
We also define
σ(τ, ξ1, ξ2) := τ − w(ξ1, ξ2).
We introduce then
QLu := F−1[ϕL(E−3/2|σ|)F [u](τ, ξ)].
Finally, for a fixed energy E, we say that u = u(t, x, y) ∈ Xs,bE for s, b ∈ R if u ∈ L2(R3) and its Fourier
transform uˆ satisfies the integral condition
‖u‖2
Xs,bE
:=
∫
R3
〈σ〉2b〈|ξ|〉2s|uˆ(τ, ξ1, ξ2)|2dτdξ1dξ2 < +∞. (8.2)
8.2 Statement of the result and proof
Proposition 8.1. Assume that E > 0 is a fixed level of energy. Then we have for ε > 0 small and s > 12 ,
‖∂z(vw)‖Xs,−1/2+2εE . E
(7−−8s)/16 ‖v‖
X
s,1/2+ε
E
‖w‖
X
s,1/2+ε
E
, (8.3)
for all v, w such that the right hand side makes sense.
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Remark 8.1. The exponent (7−− 8s)/16 is an artefact of the proof, and we believe that better exponents
can be obtained by estimating in a different form some crucial terms below.
Proof. We follow closely the ideas from [30], using a modified version of the original ideas by Bourgain
[7] and Kenig, Ponce and Vega [21]. As usual, by duality we are lead to prove that
J :=
∫
R6
K[τ, τ˜ , ξ, ξ˜]uˆ(τ, ξ1, ξ2)vˆ(τˇ , ξˇ1, ξˇ2)wˆ(τ˜ , ξ˜1, ξ˜2) dξ1 dξ˜1 dξ2 dξ˜2 dτ dτ˜
satisfies
|J | . ‖u‖L2‖v‖L2‖w‖L2 ,
for any u, v, w ∈ L2(R3), and where σ˜ := σ(τ˜ , ξ˜),
τˇ := τ˜ − τ, ξˇ := ξ˜ − ξ, σˇ := σ˜ − σ. (8.4)
Here the kernel K = K[τ, τ˜ , ξ, ξ˜] is explicitly given by
K := |iξ˜1 + ξ˜2||iξˇ1 + ξˇ2|| − iξˇ1 + ξˇ2|−1〈σ˜〉−1/2+2ε〈σ〉−1/2−ε〈σˇ〉−1/2−ε〈|ξ˜|〉s〈|ξ|〉−s〈|ξˇ|〉−s.
A further simplification leads to
K = |ξ˜|〈σ˜〉−1/2+2ε〈σ〉−1/2−ε〈σˇ〉−1/2−ε〈|ξ˜|〉s〈|ξ|〉−s〈|ξˇ|〉−s. (8.5)
Now we use dyadic decompositions to split J into several pieces. We put
J =
∑
N,N˜,Nˇ
JN,N˜,Nˇ ,
where
JN,N˜,Nˇ :=
∫
R6
K[τ, τ˜ , ξ, ξ˜]P̂Nu(τ, ξ1, ξ2)P̂Nˇv(τˇ , ξˇ1, ξˇ2)P̂N˜w(τ˜ , ξ˜1, ξ˜2)dξ1dξ˜1dξ2dξ˜2dτdτ˜ . (8.6)
Estimate for low-low to low frequencies. This is the simplest case. Here we have N ∼ N˜ ∼ Nˇ , where
N ∼ 1. From (8.6) we have to estimate the quantity∑
N∼N˜∼Nˇ∼1
JN,N˜,Nˇ .
Note that we also have |ξ| ∼ |ξ˜| ∼ |ξˇ| ∼ E1/2. Therefore, using (8.5) we have
|K| . E(1−s)/2〈σ˜〉−1/2+2ε〈σ〉−1/2−ε〈σˇ〉−1/2−ε
. E(1−s)/2〈σ〉−1/2−ε〈σˇ〉−1/2−ε.
Therefore, from (8.6), Plancherel, and using Cauchy-Schwarz,
|JN,N˜,Nˇ | . E(1−s)/2
∥∥∥F−1[〈σ〉−1/2−εP̂Nu]∥∥∥
L4
∥∥∥F−1[〈σˇ〉−1/2−εP̂Nˇv]∥∥∥
L4
‖PN˜w‖L2 .
From (7.9) and the definition of Xs,bE space norm, we obtain for ε > 0 small,∥∥∥F−1[〈σ〉−1/2−εP̂Nu]∥∥∥
L4
. E−1/32
+
∥∥∥F−1[〈σ〉−1/2−εP̂Nu]∥∥∥
X
0, 7
16
+
E
. E−1/32
+‖〈σ〉 716 +〈σ〉−1/2−εP̂Nu‖L2
. E−1/32
+‖PNu‖L2.
We conclude that ∑
N∼N˜∼Nˇ∼1
JN,N˜,Nˇ . E
(7−−8s)/16‖u‖L2‖v‖L2‖w‖L2 .
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Estimate for low-high to high frequencies. The worst case here corresponds to N ≪ N˜ and N˜ ∼ Nˇ , where
N˜ ≫ 1. From (8.6) we have to estimate the quantity∑
N≪N˜, N˜∼Nˇ≫1
JN,N˜,Nˇ .
Unfortunately, a crude estimate for K in (8.5) shows that it is not possible to counterbalance the term
|ξ˜| ∼ E1/2N˜ . For this reason a dyadic decomposition on the modulation variables is necessary. Using the
frequency localization operator QL, QL˜ and QLˇ on dyadic shells σ ∼ E3/2L, σ˜ ∼ E3/2L˜ and so on,4 we
have
JN,N˜,Nˇ =
∑
L,L˜,Lˇ
JL,L˜,Lˇ
N,N˜,Nˇ
,
where
JL,L˜,Lˇ
N,N˜,Nˇ
:=
∫
R6
K[τ, τ˜ , ξ, ξ˜]F [PNQLu](τ, ξ1, ξ2)×
×F [PNˇQLˇv](τˇ , ξˇ1, ξˇ2)F [PN˜QL˜w](τ˜ , ξ˜1, ξ˜2) dξ1dξ˜1dξ2dξ˜2dτdτ˜ . (8.7)
We readily have in the considered region
|K[τ, τ˜ , ξ, ξ˜]| . E−(s+7)/4N˜N−sL˜−1/2+2εL−1/2−εLˇ−1/2−ε,
and using Cauchy-Schwarz, the fact that∫
τ,ξ,τ˜ ,ξ˜
F [PNQLu](τ, ξ1, ξ2)F [PNˇQLˇv](τˇ , ξˇ1, ξˇ2)
represents a convolution in Fourier variables, and Plancherel, we get
|JL,L˜,Lˇ
N,N˜,Nˇ
| . E−(s+7)/4N˜N−sL˜−1/2+2εL−1/2−εLˇ−1/2−ε‖PNQLu PNˇQLˇv‖L2‖PN˜QL˜w‖L2 . (8.8)
Now we use the following estimate (see [30] for a similar statement), valid under the assumptions that
we work with low-high to high frequencies:
‖PNQLu PNˇQLˇw‖L2 . E5/4N1/2Nˇ−1L1/2Lˇ1/2‖PNQLu‖L2‖PNˇQLˇw‖L2 . (8.9)
This estimate is proved several lines below. For now we assume the validity of this estimate and we
continue with the estimation of (8.8). Note that (8.9) allows to cancel out the bad frequency N˜ in (8.8).
We get
|JL,L˜,Lˇ
N,N˜,Nˇ
| . E−(2+s)/4N1/2−sL˜−1/2+2εL−εLˇ−ε‖PNQLu‖L2‖PNˇQLˇv‖L2‖PN˜QL˜w‖L2 .
Adding up on N (recall that s > 12 ), L˜, L and Lˇ we obtain∑
N≪N˜, N˜∼Nˇ≫1
JN,N˜,Nˇ . E
−(2+s)/4‖u‖L2
∑
N˜∼Nˇ
‖PNˇv‖L2‖PN˜w‖L2
. E−(2+s)/4‖u‖L2‖v‖L2‖w‖L2 .
Let us prove (8.9). Following [30] (see some previous ideas in [38], for the periodic KPI case), and using
the Plancherel’s identity, together with Young’s inequality for convolutions, we have
‖PNQLu PNˇQLˇw‖L2 ∼ ‖F [PNQLu] ⋆ F [PNˇQLˇw]‖L2
. sup
(τ˜ ,ξ˜)∈R3
(measAE(τ˜ , ξ˜))
1/2 ‖PNQLu‖L2‖PNˇQLˇw‖L2 , (8.10)
where AE(τ˜ , ξ˜) is the set (see (8.4))
AE(τ˜ , ξ˜) :=
{
(τ, ξ) ∈ R3 : |σ| ∼ E3/2L, |σˇ| ∼ E3/2Lˇ, |ξ| ∼ E1/2N, |ξˇ| ∼ E1/2Nˇ}.
4The power 3/2 of the energy in front of the modulation variable σ is dictated by the time scaling.
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The measure of this set can be estimated as follows:
measAE(τ˜ , ξ˜) . E
3/2(L ∧ Lˇ)measBE(τ˜ , ξ˜), (8.11)
where
BE(τ˜ , ξ˜) :=
{
(τ, ξ) ∈ R3 : |σ˜ +H [ξ, ξ˜]| . E3/2(L ∨ Lˇ), |ξ| ∼ E1/2N, |ξˇ| ∼ E1/2Nˇ},
and H is the standard resonance function (see (8.1))
H [ξ, ξ˜] := w(ξ˜, ξ˜)− w(ξ, ξ)− w(ξ˜ − ξ, ξ˜ − ξ).
We use now the idea from [30, Lemma 3.8]: we estimate the measure of BE by finding lower bounds on
the derivatives of the function ξ 7→ H [ξ, ξ˜] in the considered region.
As in [2], we have to distinguish between two cases: |ξ˜1 − ξ1| ∼ |ξ˜2 − ξ2| ∼ E1/2N˜ ∼ E1/2Nˇ and
|ξ˜1 − ξ1| ≫ |ξ˜2 − ξ2| (the remaining case is identical). For the first case we have
∂ξ2H [ξ, ξ˜] = −2∂ξ2
[
(ξ31 − 3ξ1ξ22)
(
1− 3E
ξ21 + ξ
2
2
)
+((ξ˜1 − ξ1)3 − 3(ξ˜1 − ξ1)(ξ˜2 − ξ2)2)
(
1− 3E
(ξ˜1 − ξ1)2 + (ξ˜2 − ξ2)2
)]
= −12
[
− ξ1ξ2
(
1− 3E
ξ21 + ξ
2
2
)
+ (ξ˜1 − ξ1)(ξ˜2 − ξ2)
(
1− 3E
(ξ˜1 − ξ1)2 + (ξ˜2 − ξ2)2
)
+
Eξ1ξ2(ξ
2
1 − 3ξ22)
(ξ21 + ξ
2
2)
2
− E(ξ˜1 − ξ1)(ξ˜2 − ξ2)((ξ˜1 − ξ1)
2 − 3(ξ˜2 − ξ2)2)
((ξ˜1 − ξ1)2 + (ξ˜2 − ξ2)2)2
]
.
Using the estimate ∣∣∣∣ aba2 + b2
∣∣∣∣ ≤ 12 ,
and similar other estimates for the fractional terms appearing from the fact that we work with nonzero
energies, and valid for all (a, b) ∈ R2 (the limit at the origin is not well-defined, but the functions are
always bounded), we get
|∂ξ2H [ξ, ξ˜]| ∼ ENˇ2.
In the second case, we have no problems since
∂ξ1H [ξ, ξ˜] = −2∂ξ1
[
(ξ31 − 3ξ1ξ22)
(
1− 3E
ξ21 + ξ
2
2
)
+((ξ˜1 − ξ1)3 − 3(ξ˜1 − ξ1)(ξ˜2 − ξ2)2)
(
1− 3E
(ξ˜1 − ξ1)2 + (ξ˜2 − ξ2)2
)]
= −6
[
(ξ21 − ξ22)
(
1− 3E
ξ21 + ξ
2
2
)
−((ξ˜1 − ξ1)2 − (ξ˜2 − ξ2)2)
(
1− 3E
(ξ˜1 − ξ1)2 + (ξ˜2 − ξ2)2
)
+
2Eξ21(ξ
2
1 − 3ξ22)
(ξ21 + ξ
2
2)
2
− 2E(ξ˜1 − ξ1)
2((ξ˜1 − ξ1)2 − 3(ξ˜2 − ξ2)2)
((ξ˜1 − ξ1)2 + (ξ˜2 − ξ2)2)2
]
,
so that
|∂ξ1H [ξ, ξ˜]| ∼ ENˇ2.
We conclude (see [30] for example) that
measBE(τˇ , ξˇ) . ENNˇ
−2(L ∨ Lˇ).
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Finally, from (8.11) and (8.10) we conclude.
Estimate for high-high to low JHH→L, and for high-high to high frequencies JHH→H . This is the difficult
part of the proof, because for obtaining (8.3) with s > 12 we do not have the corresponding Carbery-
Kenig-Ziesler [8] result. Instead, we use the corresponding smoothing estimate Lemma 7.1 which suffices
for the case of positive energies.
We prove the most difficult case, the one for high-high to high frequencies (see below for a comment
on the case high-high to low). Here we have N ∼ N˜ ∼ Nˇ , where N ≫ 1. From (8.6) we have to estimate
the quantity ∑
N∼N˜∼Nˇ≫1
JN,N˜,Nˇ . (8.12)
Note that we also have |ξ| ∼ |ξ˜| ∼ |ξˇ| ∼ E1/2N . Therefore, using (8.5) we have
|K| . E−s/2|ξ|N−s〈σ˜〉−1/2+2ε〈σ〉−1/2−ε〈σˇ〉−1/2−ε
. E−s/2+1/4
+
N1/2
+−s|ξ|1/4−〈σ〉−1/2−ε|ξˇ|1/4−〈σˇ〉−1/2−ε.
Therefore, from (8.6)
|JN,N˜,Nˇ | . E−s/2+1/4
+
N1/2
+−s
∥∥∥|∂z|1/4−F−1[〈σ〉−1/2−εP̂Nu]∥∥∥
L4
×
×
∥∥∥|∂z|1/4−F−1[〈σˇ〉−1/2−εP̂Nˇv]∥∥∥
L4
‖w‖L2.
From (7.10) we get
|JN,N˜,Nˇ | . E−s/2+1/4
+
N1/2
+−s
∥∥∥F−1[〈σ〉−1/2−εP̂Nu]∥∥∥
X
0, 1
2
−
E
×
×
∥∥∥F−1[〈σˇ〉−1/2−εP̂Nˇv]∥∥∥
X
0, 1
2
−
E
‖w‖L2
. E−s/2+1/4
+−0+N1/2
+−s‖PNu‖L2‖PNˇv‖L2‖w‖L2 .
Adding on N ∼ Nˇ , we conclude.
Finally, some words about the case high-high to low frequencies. In this regime one has N ∼ Nˇ ≫ N˜ .
Note that we also have |ξ| ∼ |ξˇ| ∼ E1/2N , and |ξ˜| ∼ E1/2N˜ . Now it is enough to consider the following
estimate:
|ξ˜|N˜s
NsNˇs
.
|ξ|
Ns
.
Therefore, using (8.5) we have
|K| . E−s/2|ξ|N−s〈σ˜〉−1/2+2ε〈σ〉−1/2−ε〈σˇ〉−1/2−ε
. E−s/2+1/4
+
N1/2
+−s|ξ|1/4−〈σ〉−1/2−ε|ξˇ|1/4−〈σˇ〉−1/2−ε,
and the rest of the proof is similar to the previous case.
9 Local well-posedness
In this section we prove our main result, Theorem 1.1. Using the standard iteration scheme based on
Xs,bE spaces, (see e.g. [18] for more details) we will show the following
Theorem 9.1. Fix E > 0. The Cauchy problem for (1.1) is locally well-posed in Hs(R2) for s > 12 .
Moreover, the existence lifetime TE > 0 of a solution v(t) with initial data v0 satisfies
TE‖v0‖αHs & Eα(8s−7
−)/16, (9.1)
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for some positive exponent α. Finally, one has for all η ∈ [0, 1] standard cut-off supported in the interval
[−2, 2], η ≡ 1 on [−1, 1], and s > 12 , and T < TE,
‖η(t/T )v(t)‖
X
s, 1
2
+ε
E
. ‖v0‖Hs . (9.2)
Remark 9.1. Note that in this result we give explicit dependence on the energy E, for further develop-
ments.
Remark 9.2. It will be clear from the proof of Theorem 9.1 that the local well-posedness does not depend
on the sign of E; however, obtaining the corresponding bilinear estimates with the sufficient gain of
derivatives crucially depends on the sign of E. For the case E = 0, estimates can be handled using [8],
while the case E < 0 requires only one change of variables in order to get a desired decay. Finally, the
case E > 0 requires a new change of variables and a detailed description of all possible cases arising in
decay estimates.
Proof of Theorem 9.1. The proof is standard, we only check the main lines of the proof. Assume that
v0 ∈ Hs(R2). From (1.1) we have the local Duhamel’s formula for t ∈ [0, 1],
ηT (t)v(t) = ηT (t)T [v](t) := ηT (t)U(t)v0 + 2ηT (t)
∫ t
0
U(t− t′)[∂z(vw) + ∂z¯(vw¯)]dt′,
where η = η(t) ∈ [0, 1] is a smooth bump function with η(t) = 1 for t ∈ [−1, 1], and η(t) = 0 for |t| ≥ 2,
and ηT (t) := η(t/T ). From this identity, the standard linear estimates (see e.g. Theorem 10 of [2]) and
(8.3) we have, for any s > 12 ,
‖ηT v‖Xs,1/2+εE ≤ ‖v0‖Hs + C‖ηT∂z(vw)‖Xs,−1/2+εE
≤ ‖v0‖Hs + CT ε‖ηT∂z(vw)‖Xs,−1/2+2εE
≤ ‖v0‖Hs + C T
ε
E(8s−7−)/16
‖ηT v‖2Xs,1/2+εE
Now we fix any time T ∼
(
E(8s−7
−)/16
8C‖v0‖Hs
)1/ε
, and the ball
B :=
{
v ∈ Xs,1/2+εE : ‖ηT v‖Xs,1/2+εE ≤ 2‖v0‖Hs
}
.
For v ∈ B, one has
‖ηTT [v]‖Xs,1/2+εE ≤ 2‖v0‖Hs .
The contraction property is proved in a similar fashion. The proof is complete.
10 Blow up in infinite time
Suppose that n ≥ 0 is a fixed integer. In this short section we prove Theorem 1.3. For this, and following
the ideas in [9], we look for a solution of the form
Qn,0(t, z, z¯) = −8∂z∂z¯ log
(
1 + Pn(t, z)Pn(t, z)
)
= −8∂z∂z¯ log
(
1 + |Pn(t, z)|2
)
.
Here Pn(t, z) is a polynomial of degree n on z, with real-valued coefficients depending on time, usually
called a Gould-Hopper polynomial. For our purposes, these polynomials5 are defined in terms of the
complex-valued Airy symbol, for λ ∈ R,
eλz+8λ
3t =:
∑
n≥0
Pn(t, z)
λn
n!
, Pn(0, z) = z
n.
5Here the factors differ because Chang’s paper [9] uses a NV0 version with different constant coefficients.
44
They can be explicitly recast as
Pn(t, z) = n!
[n/3]∑
k=0
(8t)kzn−3k
k!(n− 3k)! .
The Gould-Hopper polynomials also satisfy the properties
(z + 24t∂2z)Pn−1(t, z) = Pn(t, z), |Pn(t, z)| → +∞ as |z| → ∞, n ≥ 1, (10.1)
and
dPn
dz
(t, z) = nPn−1(t, z). (10.2)
Using this fact, we have
P0 = 1, P1 = z, P2 = (z + 24t∂
2
z)z = z
2,
P3 = (z + 24t∂
2
z)z
2 = z3 + 48t, P4 = (z + 24t∂
2
z)(z
3 + 48t) = z4 + 192tz, (10.3)
and so on. Note additionally that these polynomials satisfy the Airy equation
∂tPn(t, z) = 8∂
3
zPn(t, z). (10.4)
Using these facts, we will prove that Qn,0 defines a solution to (1.1) with E = 0. A simple computation
shows that (compare with (1.9) and (1.6))
Qn,0(t, z, z¯) = − 8|∂zPn(t, z)|
2
(1 + |Pn(t, z)|2)2 .
Since Pn as degree n, and n ≥ 1, Qn,0 defines an L1 function, since it decays like |z|2(n−1)−4n = |z|−2(1+n).
Additionally, from (1.1) one has
Wn(t, z, z¯) := −3∂−1z¯ ∂zQn,0(t, z, z¯)
= 24∂2z log
(
1 + |Pn(t, z)|2
)
= 24P¯n(t, z)
(P ′′n (t, z)(1 + |Pn(t, z)|2)− P ′2n (t, z)P¯n(t, z))
(1 + |Pn(t, z)|2)2 .
(10.5)
It is not difficult to check that if Pn is a Gould-Hopper polynomial, then Qn,0(t, z, z¯) solves NV0, as a
tedious but direct verification shows [9]. Moreover, we have∫
Qn,0(t, z, z¯) = −8nπ.
Indeed, since Qn,0 is solution to NV0, it is enough to consider the case where t = 0, so that Pn(0, z) = z
n.
We have ∫
Qn,0(t, z, z¯) = −8
∫
n2|z|2(n−1)dzdz¯
(1 + |z|2n)2
= −16πn2
∫ ∞
0
r2n−1dr
(1 + r2n)2
= −8nπ.
Finally, note that Qn,0 → 0 pointwise in space as t→ +∞. Now, assume that n ≥ 3 so that Pn is truly
depending on time.
Lemma 10.1. If n ≥ 3, then there exists a root z0(t) of Pn(t, ·) which satisfies, for all |t| large,
|z0(t)| ∼ |t|1/3,
with implicit constant independent of time.
Proof. This is just consequence of the fact that for n ≥ 3 and t 6= 0, Gould-Hopper polynomials can be
recast as
Pn(t, z) = t
n/3Pˆn(z/t
1/3),
where Pˆn are Appell’s polynomials [9, eqn. (26)]. Appell’s polynomials have at least one nonzero root, a
consequence of the remark below.
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Remark 10.1. Assume that n ≥ 3. Recall that each Appell’s polynomial Pˆn(z) can be written as only
one of the three following alternatives:
1. If n = 3k, k = 1, 2, . . ., then Pˆn(z) = P˜k(z
3), with P˜k a nonzero polynomial of degree k in the
variable u = z3;
2. If n = 3k + 1, k = 1, 2, . . ., then Pˆn(z) = zP˜k(z
3), with P˜k as above;
3. If finally n = 3k + 2, k = 1, 2, . . ., then Pˆn(z) = z
2P˜k(z
3), with P˜k as above.
The following result states that any Gould-Hopper may probably have degenerate, nonzero roots, but
at least one must have order less or equal than two.
Lemma 10.2. For n ≥ 3, the polynomials Pˆn have at least one nonzero root of multiplicity at most two.
Proof. Assume that every nonzero root zˆn of Pˆn satisfies
Pˆn(zˆn) = Pˆ
′
n(zˆn) = Pˆ
′′
n (zˆn) = 0.
Then from (10.2),
Pˆn−1(zˆn) = Pˆ ′n−1(zˆn) = Pˆn−2(zˆn) = 0.
Using (10.1),
zˆnPˆn−1(zˆn) + 24Pˆ ′′n−1(zˆn) = Pˆn(zˆn),
from which Pˆ ′′n−1(zn) = 0. Therefore, we have shown that
Pˆn−1(zˆn) = Pˆ ′n−1(zˆn) = Pˆ
′′
n−1(zˆn) = 0.
Proceeding by induction, we find that
Pˆ3(zˆn) = Pˆ
′
3(zˆn) = Pˆ
′′
3 (zˆn) = 0.
However, from (10.3),
Pˆ3(z) = z
3 + 48,
which has three different roots, a contradiction.
With all the previous information it is not hard to check that the L2-norm of Qn,0 has to diverge. In
a neighborhood of such a root z0(t), one has∫
Q2n,0(t, z, z¯)dzdz¯ ≥
∫
B(z0(t),1)
Q2n,0(t, z, z¯)dzdz¯.
In what follows, we will estimate the terms
Pn(t, z), ∂zPn(t, z),
on the set B(z0(t), 1). Indeed, for z ∈ B(z0(t), 1), if we write z = z0(t) + w, with w ∈ B(0, 1),
|Pn(t, z0(t) + w)|2 = |Pn(t, z0(t)) + ∂zPn(t, z0(t) + ξ(t))w|2, (ξ(t) ∈ B(0, 1))
= |∂zPn(t, z0(t) + ξ(t))w|2
∼ |Pn−1(t, z0(t) + ξ(t))|2|w|2
= |t| 23 (n−1)
∣∣∣∣Pˆn−1(z0(t) + ξ(t)t1/3 )
∣∣∣∣2 |w|2
= |t| 23 (n−1)
∣∣∣∣Pˆn−1(zˆ0 + ξ(t)t1/3)
∣∣∣∣2 |w|2, zˆ0 := z0(t)t1/3 .
Now we bound each quantity according to the degree of degeneracy of zˆ0. In the case where zˆ0 is not a
root for Pn, we get for t large
|Pn(t, z0(t) + w)|2 ∼ |t| 23 (n−1)
∣∣∣∣Pˆn−1(zˆ0 + ξ(t)t1/3 )
∣∣∣∣2 |w|2
. |t| 23 (n−1)|w|2.
(10.6)
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The second option is when zˆ0 is degenerate, in the sense that Pˆn−1(zˆ0) = 0. In this case, from Lemma
10.2, and after choosing a correct root z0(t), which is only of second order, we have
|Pn(t, z0(t) + w)|2 ∼ |t| 23 (n−1)
∣∣∣∣Pˆn−1(zˆ0 + ξ(t)t1/3)
∣∣∣∣2 |w|2
= |t| 23 (n−2)|w|4
∣∣∣∣P˜n−2(zˆ0 + ξ(t)t1/3)
∣∣∣∣2 ,
with P˜n−2 a polynomial of degree (n− 2) and such that P˜n−2(zˆ0) 6= 0. If |t| is large enough, we will have
for w ∈ B(0, 1),
|Pn(t, z0(t) + w)|2 . |t| 23 (n−2)|w|4. (10.7)
Now we deal with the derivative term. We have
|∂zPn(t, z0(t) + w)|2 ∼ |Pn−1(t, z0(t) + w)|2
= |t| 23 (n−1)
∣∣∣∣Pˆn−1(z0(t) + wt1/3 )
∣∣∣∣2
= |t| 23 (n−1)
∣∣∣Pˆn−1(zˆ0 + w
t1/3
)∣∣∣2 ,
so that
|∂zPn(t, z0(t) + w)|2 & |t| 23 (n−1), (10.8)
in the case where the root zˆ0 is not degenerate. The remaining case, where we have Pˆn−1(zˆ0) = 0, goes
as follows. Replicating the same computations as in the previous estimate for |Pn(t, z0(t)+w)|2 in (10.7),
|∂zPn(t, z0(t) + w)|2 ∼ |Pn−1(t, z0(t) + w)|2
= |t| 23 (n−1)
∣∣∣∣Pˆn−1(z0(t) + wt1/3 )
∣∣∣∣2
= |t| 23 (n−1)
∣∣∣Pˆn−1(zˆ0 + w
t1/3
)∣∣∣2
= |t| 23 (n−2)|w|2
∣∣∣P˜n−2(zˆ0 + w
t1/3
)∣∣∣2 ,
with P˜n−2 a polynomial of degree (n− 2) and such that P˜n−2(zˆ0) 6= 0. If |t| is large enough, we will have
for w ∈ B(0, 1),
|∂zPn(t, z0(t) + w)|2 & |t| 23 (n−2)|w|2. (10.9)
Now we conclude by considering two separate cases. Assume (10.6) and (10.8). Using polar coordinates,∫
B(z0(t),1)
Q2n,0(t, z, z¯)dzdz¯ ∼
∫
B(0,1)
|∂zPn(t, z0(t) + w)|4dwdw¯
(1 + |Pn(t, z0(t) + w)|2)4
&
∫ 1
0
|t| 43 (n−1)rdr
(1 + |t| 23 (n−1)r2)4 ,
with implicit constants independent of time. Consequently,∫
Q2n,0(t, z, z¯)dzdz¯ & |t|
2
3 (n−1),
which proves the result in the case n ≥ 3 for nondegenerate Gould-Hopper roots.
Let us consider the remaining case, where (10.7) and (10.9) hold. Performing the same change to
polar coordinates as before,∫
B(z0(t),1)
Q2n,0(t, z, z¯)dzdz¯ ∼
∫
B(0,1)
|∂zPn(t, z0(t) + w)|4dwdw¯
(1 + |Pn(t, z0(t) + w)|2)4
&
∫ 1
0
|t| 43 (n−2)r5dr
(1 + |t| 23 (n−2)r4)4
∼ |t| 13 (n−2)
∫ ∞
0
r5dr
(1 + r4)4
,
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which proves the result as far as |t| is large.
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