The enclosure method for inverse obstacle scattering over a finite time
  interval: VI. Using shell type initial data by Ikehata, Masaru
ar
X
iv
:1
90
5.
04
87
8v
1 
 [m
ath
.A
P]
  1
3 M
ay
 20
19
The enclosure method for inverse obstacle scattering
over a finite time interval: VI. Using shell type initial
data
Masaru IKEHATA∗
May 14, 2019
Abstract
A simple idea of finding a domain that encloses an unknown discontinuity embedded in a
body is introduced by considering an inverse boundary value problem for the heat equation.
The idea gives a design of a special heat flux on the surface of the body such that from
the corresponding temperature field on the surface one can extract the smallest radius of
the sphere centered at an arbitrary given point in the whole space and enclosing unknown
inclusions. Unlike before, the designed flux is free from a large parameter. An application
of the idea to a coupled system of the elastic wave and heat equations are also given.
AMS: 35R30, 35R05, 35K05, 35J05, 35L05, 80A23, 74J25, 35Q79, 74F05, 35B40
KEY WORDS: enclosure method, inverse obstacle problem, heat equation, inclusion, cavity,
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1 Introduction
We are interested in seeking an analytical method for inverse obstacle problems in the finite time
domain, that is, extracting information about the geometry of unknown discontinuities such as
inclusions, cavities and cracks inside a body by using the observed data on the surface of the
body over a finite time interval. Here the words “analytical method” mean that it fully makes
use of the governing equation of the observation data in showing the mathematical validity of the
method and is based on an extraction formula not just like a conventional optimization method.
The time domain enclosure method is one of analytical methods and goes back to [3]. In [6]
the method has been applied to an inverse obstacle problem for the wave equation in a three-
dimensional bounded domain. Therein a method using a single set of the input and induced out
put data observed on the boundary of the domain over a finite time interval has been introduced.
The method yields an extraction formula of the distance of an arbitrary fixed point outside the
domain to unknown obstacles inside the domain.
Recently, in [8] the author introduced a way of combining the method in [6] and the time-
reversal invariance of the governing equation. The idea enables us to extract the smallest radius
of the sphere centered at an arbitrary given point in the whole space and enclosing unknown
obstacles from a single set of the input and induced out put data observed on the boundary of
the domain over a finite time interval.
However, if the governing equation does not have the time-reversal invariance, then one can
not apply directly the idea developed in [8] to any inverse obstacle problem governed by the
equation. The heat equation is a typical and an important example.
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However, in [10] we introduced an auxiliary equation which is a wave equation with a large
parameter and using the time-reversal invariance of this equation, we found an extraction formula
of the minimum radius of the sphere centered at an arbitrary given point in the whole space and
enclosing all the unknown cavities inside the body. Since the wave equation therein contains a
large parameter, the input heat flux also depends on the same parameter. This means that we
have to prescribe infinitely many heat fluxes to get one information about the geometry of the
unknown cavity.
In this paper, we introduce a new and extremely simple idea which works also for inverse
obstacle problems governed by equations without time reversal invariance. The idea yields the
same information as above by using a single set of input and output data on the surface of the
body. To make the essential difference from the idea in [8, 10] clear and show the applicability
to various inverse obstacle problems, we consider two inverse obstacle problems governed by the
heat equation and a coupled system of the elastic wave and heat equations appearing in the
linear theory of thermoelasticity.
2 Idea
In this section we explain the idea by considering a typical and important inverse obstacle
problem governed by the heat equation.
Let Ω be a bounded domain of R3 with C2-boundary. Given f = f(x, t) with x ∈ ∂Ω and
t ∈ ]0, T [ let u = uf (x, t) with x ∈ Ω and t ∈ ]0, T [ solve

(∂t −∇ · γ∇)u = 0, x ∈ Ω, 0 < t < T,
u(x, 0) = 0, x ∈ Ω,
γ∇u · ν = f(x, t), x ∈ ∂Ω, 0 < t < T,
where γ = γ(x) with x ∈ Ω belongs to L∞(Ω) and satisfies γ(x) ≥ C a.e. x ∈ Ω for a positive
constant C; ν denotes the unit outward normal.
We assume that γ takes the form
γ(x) =


1, x ∈ Ω \D,
1 + h(x), x ∈ D,
where h ∈ L∞(D) and the set D is an open subset of Ω with Lipschitz boundary such that
D ⊂ Ω.
Here, we impose two conditions on h(x):
(A.I) ∃h− > 0 such that h(x) ≤ −h− a.e. x ∈ D;
(A.II) ∃h+ > 0 such that h(x) ≥ h+ a.e. x ∈ D.
The set D is a mathematical model of unknown inclusions where the conductivity has a nega-
tive/positive jump described as (A.I)/(A.II),
We consider the following problem.
Problem. Assume that both h and D are unknown and that h satisfies (A.I) or (A.II). Fix
0 < T < ∞. Find a suitable heat flux f in such a way that the temperature field uf (x, t),
(x, t) ∈ ∂Ω× ]0, T [ yields some information about the geometry of D.
In [12] we have already shown that if f has a positive lower bound over ∂Ω× ]0, T [ with an
additional condition, then one can extract the distance dist (D, ∂Ω) = infx∈D,y∈∂Ω |x− y| from
uf observed on ∂Ω× ]0, T [. However, this information is too rough, in particular, in the case
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when a piece of ∂D is located near ∂Ω. Besides, changing the flux f does not yield any effect
on the obtained result.
In what follows, we denote by Br(y) the open ball centered at the point y ∈ R3 with radius
r; χM the characteristic function of the set M ⊂ R3.
The construction of the heat flux and the corresponding indicator function in the enclosure
method is as follows.
Let p ∈ R3 be an arbitrary point. Choose R1 in such a way that Ω ⊂ BR1(p) and let
R2 > R1.
Solve

(∂t −∆)v = 0, (x, t) ∈ R3× ]0, ∞[,
v(x, 0) = (R2 − |x− p|)(R1 − |x− p|)χBR2 (p)\BR1 (p)(x), x ∈ R
3.
Note that the support of the initial data v(x, 0) is given by the set BR2(p) \BR1(p) which is in
the form of a spherical shell.
Define the input heat flux f by the equation
f(x, t) = ∇v(x, t) · ν(x), x ∈ ∂Ω, 0 < t < T
and the indicator function
I(τ ;R1, R2, p) =
∫
∂Ω
(w0 − w)∇w0 · ν dS, τ > 0,
where 

w0(x; τ) =
∫ T
0
e−τtv(x, t) dt, x ∈ R3
w(x; τ) =
∫ T
0
e−τtuf (x, t) dt, x ∈ Ω.
Note that the solution v has the form
v(x, t) =
1
(
√
2pit )3
∫
BR2 (p)\BR1 (p)
e−
|x−y|2
4t (R2 − |y − p|)(R1 − |y − p|) dy, x ∈ R3, t > 0
and thus flux f is given explicitly.
The information about the geometry of the unknown inclusion considered in this paper is
the quantity defined by
RD(p) = sup
x∈D
|x− p|.
This is the minimum radius of the sphere cenetered at point p and enclosing D. Thus we have
D ⊂ BRD(p)(p).
See Figure 1 below for an illustration of ball BRD(p)(p).
The following theorem is the main result of this paper.
Theorem 2.1. Let p be an arbitrary point in R3. From the asymptotic behaviour of indicator
function I(τ ;R1, R2, p) as τ →∞ one has the value of RD(p).
Note that the heat flux f does not contain the parameter τ which is the independent variable
of the indicator function. Only in the process of the data, in other words, in computing the
indicator function after having the observation data one makes variable τ large. Thus a single set
3
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Figure 1: An illustration of ball BRD(p)(p)
of input and output data yields one information. This gives a complete answer to the question
raised in [10].
Here we give a short proof of Theorem 2.1 focused on the main point of the idea.
We see that the function w0 satisfies
(∆− τ)w0 + v(x, 0) = e−τT v(x, T ), x ∈ R3. (2.1)
Besides, since we have chosen R1 in such a way that Ω ⊂ BR1(p), initial data v(x, 0) vanishes
for x ∈ Ω. Thus one gets
(∆ − τ)w0 = e−τT v(x, T ), x ∈ Ω.
On the other hand, the function w satisfies

(∇ · γ∇− τ)w = e−τTuf (x, T ), x ∈ Ω,
γ∇w(x; τ) · ν(x) = ∇w0(x; τ) · ν(x) =
∫ T
0
e−τtf(x, t)dt, x ∈ ∂Ω.
Then, from the previous studies [12, 4], roughly speaking, we see that, as τ →∞
I(τ ;R1, R2, p) ∼ ∓
∫
D
|∇w0|2 dx,
where −/+ should be choosen according to (A.I)/(A.II). This means that the asymptotic be-
haviour of the indicator function is governed by that of the right-hand side.
From (2.1) together with w0 ∈ H1(R3) we see that
w0(x; τ) ∼ w00(x; τ)
where
w00(x; τ) =
1
4pi
∫
R3
e−
√
τ |x−y|
|x− y| v(y, 0) dy, x ∈ R
3.
Thus the key point is the choice of v(x, 0). Since we have chosen as
v(x, 0) = (R2 − |x− p|)(R1 − |x− p|)χBR2 (p)\BR1 (p)(x),
the function w00 takes the form
w00(x; τ) =
1
4pi
∫
BR2 (p)\BR1 (p)
e−
√
τ |x−y|
|x− y| (R2 − |y − p|)(R1 − |y − p|) dy. (2.2)
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For this we have
Lemma 2.2. We have the expression
w00(x; τ) = H(τ ;R1, R2)e
−√τ R1 sinh
√
τ |x− p|
|x− p| , x ∈ BR1(p), (2.3)
where the coefficient H(τ ;R1, R2) is independent of x and satisfies
lim
τ→∞(
√
τ )3H(τ ;R1, R2) = −R1(R2 −R1).
Note that the function
R3 \ {p} ∋ x 7→ sinh
√
τ |x− p|
|x− p|
has the unique extension to the whole space as the solution of the modified Helmholtz equation
(∆ − τ)v = 0. The function above appearing in the right-hand side on (2.3) should be the one
replaced with this extension. Throughout this paper, we always make use of this convention.
For each x ∈ BR1(p)
inf
y∈BR2 (p)\BR1 (p)
|x− y| = R1 − |x− p|.
This together with (2.2) suggests, by the Laplace method, the asymptotic profile of w00(x; τ)
may take the form e−
√
τ (R1−|x−p|) multiplied by an algebraic power of τ as τ →∞. Its precise
expression is given by the formula (2.3).
Now admit Lemma 2.2 and move on. Then, since Ω ⊂ BR1(p), for x ∈ D we will have, as
τ →∞ ∇w00(x; τ) ∼ τ−1e−
√
τ R1eτ |x−p|. This gives∫
D
|∇w00(x; τ)|2dx ∼ e−2
√
τ R1e2
√
τRD(p).
See Lemma 2.4 in [8] for the proof together with its exact meaning. Note that we ignore some
algebraic growing or decaying factor with respec to τ in the right-hand side and the following
also adopts this rule.
Therefore one gets, as τ →∞
I(τ ;R1, R2, p) ∼ ∓e−2
√
τR1e2
√
τRD(p).
This yields the extraction formula of RD(p):
lim
τ→∞
1√
τ
log |I(τ ;R1, R2)| = 2(RD(p)−R1).
This gives a quantitative information about the geometry of D.
Moreover, we have
lim
τ→∞ e
2
√
τ T I(τ ;R1, R2) =


0 if T < 2(R1 −RD(y)),
∓∞ if T > 2(R1 −RD(y)) and (A.I)/(A.II) is satisfied.
Thus, there exists a positive number τ0 such that
• if (A.I) is satisfied, then for all τ ≥ τ0 we have I(τ ;R1, R2) < 0;
• if (A.II) is satisfied, then for all τ ≥ τ0 we have I(τ ;R1, R2) > 0.
This gives a qualitative target distinction.
These are the proof and exact statement of Theorem 2.1. The proof of Lemma 2.2 is given
in Section 3.
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2.1 Comparison
Here we make a comparison of the idea developed in this paper with that of [10].
In [10], to generate a suitable heat flux we solve the Cauchy problem for an auxiliary wave
equation with a parameter.
More precisely, given p ∈ R3 and η > 0 let v = v(x, t; τ) be the solution of


(∂2t − τ∆)v = 0, x ∈ R3, t > 0,
v(x, 0; τ) = 0, x ∈ R3,
∂tv(x, 0; τ) = (η − |x− p|)χBη(p), x ∈ R3.
where τ is the same positive parameter as above. Note that the propagation speed of the wave
equation grows to infinity as τ →∞.
Using the solution v = v(x, t; τ), we prescribe the heat flux f given by
f(x, t; τ) = ∇v(x, T − t; τ) · ν(x), x ∈ ∂Ω, 0 < t < T.
The points of this formula consist of two parts:
(i) prescribing the heat flux coming from a wave equation with a parameter over a finite time
interval which goes back to [9];
(ii) the time reversal operation t 7→ T − t is done for the solution in (i) [8].
Compared with this choice the heat flux in Theorem 2.1 is naturally constructed and thus,
to solve an inverse problems for the heat equation we do not make use of any other auxiliary
equation in the time domain. Besides, the heat flux given above depends on a parameter, thus
in this sense, infinitely many heat fluxes are prescribed.
Instead of w0(x; τ) we employ the function w
∗(x; τ) defined by
w∗(x; τ) =
∫ T
0
e−τtv(x, T − t; τ)dt, x ∈ R3.
Function w∗ satisfies
(∆ − τ)w∗ + τ−1(τv(x, T ; τ) − ∂tv(x, T ; τ)) = τ−1e−τT (η − |x− p|)χBη(p)(x), x ∈ R3.
Comparing this with (2.1), we see that the term involving functions v(x, T ; τ) and ∂tv(x, T ; τ)
play the role of the initial data v(x, 0) appeared in (2.1).
We can see that
w∗(x; τ) ∼ w∗∗(x; τ),
where
w∗∗(x; τ) =
1
4pi
∫
R3
e−
√
τ |x−y|
|x− y| τ
−1(τv(y, T ; τ) − ∂tv(y, T ; τ)) dy, x ∈ R3.
Then, the Huygens principle tells us that v(x, T ; τ) = ∂tv(x, T ; τ) = 0 for x ∈ B√τT−η(p)∪ (R3 \
B√τT+η(p)). Thus, this becomes
w∗∗(x; τ) =
1
4pi
∫
B√τT+η(p)\B√τT−η(p)
e−
√
τ |x−y|
|x− y| τ
−1(τv(y, T ; τ) − ∂tv(y, T ; τ)) dy, x ∈ R3.
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Thus comparing this with (2.2) we will see that function w00(x; τ) may play the same role of
the function w∗∗(x; τ). In fact, the profile of w∗∗ has been given by
w∗1(x; τ) = H
∗(τ, T, η) e−
√
τ(
√
τ T−η) sinh
√
τ |x− p|
|x− p| , x ∈ B
√
τT−η(p), (2.4)
where τ is large in the sense that Ω ⊂ B√τT−η(p); the coefficient H∗(τ, T, η) is independent of
x and satisfies
lim
τ→∞(
√
τ)3τH∗(τ ;T, η) = η.
However, for establishing (2.4) we need the detailed knowledge of the solution v(x, t; τ)
together with ∂tv(x, t; τ) at t = T and near ∂B√τT−η(p). See Proposition 3.3 in [8] whose proof
is based on Kirchhoff’s formula.
Another proof is based on the representation of the Fourier transform of v(x, T ; τ) together
with ∂tv(x, T ; τ) with respect to x. See the proof of Proposition 3.1 in [10].
From these comparison, it is clear that the idea developed in this paper is much simpler
than that of [10, 8] and can be directly applied to various inverse obstacle problems where the
governing equations do not have the time-reversal invariance.
3 Proof of Lemma 2.2
In this section, for simplicity of description, we replace
√
τ with τ .
Let 0 < R1 < R2 and x ∈ BR1(p).
First we compute the volume potential
I(x) =
1
4pi
∫
BR2 (p)\BR1 (p)
e−τ |x−y|
|x− y| (R2 − |y − p|)(R1 − |y − p|) dy.
One can write
I(x) = I2(x)− I1(x),
where 

I1(x) =
1
4pi
∫
BR1 (p)
e−τ |x−y|
|x− y| (R2 − |y − p|)(R1 − |y − p|) dy,
I2(x) =
1
4pi
∫
BR2 (p)
e−τ |x−y|
|x− y| (R1 − |y − p|)(R2 − |y − p|) dy.
Thus it suffices to compute Ij(x) for x ∈ BRj (p).
Since
(R2 − |y − p|)(R1 − |y − p|) = R1R2 − (R1 +R2)|y − p|+ |y − p|2,
one has the expression

I1(x) = R1R2v
1
0(x)− (R1 +R2)v11(x) + v12(x),
I2(x) = R1R2v
2
0(x)− (R1 +R2)v21(x) + v22(x),
where
vij(x) =
1
4pi
∫
BRi (p)
e−τ |x−y|
|x− y| |y − p|
j dy.
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Therefore we have
I(x) = R1R2(v
2
0(x)− v10(x))− (R1 +R2)(v21(x)− v11(x)) + (v22(x)− v12(x)).
The previous computation (see Proposition A.1 in Appendix of [8]) gives
τ2(v20(x)− v10(x))
=
{(
R1 +
1
τ
)
e−τR1 −
(
R2 +
1
τ
)
e−τR2
}
sinh τ |x− p|
|x− p|
=
{(
R1 +
1
τ
)
−
(
R2 +
1
τ
)
e−τ(R2−R1)
}
e−τR1
sinh τ |x− p|
|x− p|
=
{(
R1 +
1
τ
)
+O(e−τ(R2−R1))
}
e−τR1
sinh τ |x− p|
|x− p| ,
τ2(v21(x)− v11(x))
=
{(
R21 +
2
τ
R1 +
2
τ2
)
e−τR1 −
(
R22 +
2
τ
R2 +
2
τ2
)
e−τR2
}
sinh τ |x− p|
|x− p|
=
{(
R21 +
2
τ
R1 +
2
τ2
)
+O(e−τ(R2−R1))
}
e−τR1
sinh τ |x− p|
|x− p|
and
τ2(v22(x)− v12(x))
=
{(
R31 +
3R21
τ
+
6R1
τ2
+
6
τ3
)
e−τR1 −
(
R32 +
3R22
τ
+
6R2
τ2
+
6
τ3
)
e−τR2
}
sinh τ |x− p|
|x− p|
=
{(
R31 +
3R21
τ
+
6R1
τ2
+
6
τ3
)
+O(e−τ(R2−R1))
}
e−τR1
sinh τ |x− p|
|x− p| .
Thus we see that, as τ →∞
I(x) ∼ R1(R1 −R2)
τ3
e−τR1
sinh τ |x− p|
|x− p| .
This completes the proof of Lemma 2.2.
4 Application to thermoelasticity
In [7] the time domain enclosure method developed in [6] has been applied to an inverse obstacle
problem governed by a classical system in the linear theory of thermoelasticity, see [1] for the
whole knowledge about the system.
It is a coupled system of the elastic wave and heat equations. Needless to say, the system
does not have the time reversal invariance. So it is interesting to consider whether the idea
explained in the former sections can be applied to the inverse obstacle problem or not.
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Now let us describe the governing system. Let 0 < T < ∞. Given f = f(x, t) and G =
G(x, t) with (x, t) ∈ ∂Ω× ]0, T [, let u = uf,G(x, t) and ϑ = ϑf,G(x, t) with (x, t) ∈ (Ω \
D)× ]0, T [ denote the solutions of the following initial boundary value problem


ρ∂2t u− µ∆u− (λ+ µ)∇(∇ · u)−m∇ϑ = 0, x ∈ Ω \D, 0 < t < T,
c∂tϑ− k∆ϑ−mθ0∇ · ∂tu = 0, x ∈ Ω \D, 0 < t < T,
u(x, 0) = 0, x ∈ Ω \D,
∂tu(x, 0) = 0, x ∈ Ω \D,
ϑ(x, 0) = 0, x ∈ Ω \D,
s(u, ϑ)ν = 0, x ∈ ∂D, 0 < t < T,
k∇ϑ · ν = 0, x ∈ ∂D, 0 < t < T,
s(u, ϑ)ν = G, x ∈ ∂Ω, 0 < t < T,
−k∇ϑ · ν = f, x ∈ ∂Ω, 0 < t < T,
(4.1)
where
s(u, ϑ) = 2µ Sym∇u+ λ(∇ · u)I3 +mϑI3.
The constants θ0 and m are the reference temperature and stress-temperature modulus of the
body Ω \D, respectively; k the conductivity; λ and µ are Lame´ modulus and shear modulus,
respectively; ρ and c the density and specific heat. ϑ denotes the temperature difference of the
absolute temperature from the reference temperature θ0; u and s(u, ϑ)ν the displacement vector
field and the surface traction, respectively.
It is assumed that ρ, c, θ0 and k are known positive constants, and m, λ and µ are known
constantsand satisfy m 6= 0, µ > 0 and 3λ+ 2µ > 0.
The direct problem has been studied in [2] in a more general setting under the assumption
that both ∂Ω and ∂D are smooth. In this section we employ this smoothness assumption.
The inverse obstacle problem considered in [7] is the following.
Problem. Fix a large T (to be determined later) and a single set of the admissible pair (f,G)
(to be specified later). Assume that set D is unknown. Extract information about the location
and shape of D from the displacement field uf,G(x, t) and temperature difference ϑf,G(x, t)
given at all x ∈ ∂Ω and t ∈ ]0, T [.
Applying the idea in [6] to the system (4.1), we have obtained an extraction formula of the
distance of D to an arbitrary fixed point outside Ω.
Here we apply the present method which enables us to extract the value of RD(p) for an
arbitrary fixed point in the whole space.
Let p ∈ R3, R1 and R2 be the same as those in the preceeding sections. Given an arbitrary
unit vector a let Φ solve

(ρ∂2t − µ∆)Φ = 0, x ∈ R3, 0 < t < T,
Φ(x, 0) = 0, x ∈ R3,
∂tΦ(x, 0) = (R1 − |x− p|)2(R2 − |x− p|)2χBR2 (p)\BR1 (p)(x)a, x ∈ R
3.
(4.2)
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Define
vs = ∇×Φ. (4.3)
Since we have ∇ · vs = 0, we see that the pair (v,Θ) given by (vs, 0) satisfies

ρ∂2t v − µ∆v − (λ+ µ)∇(∇ · v)−m∇Θ = 0, x ∈ R3, 0 < t < T,
c∂tΘ− k∆Θ−mθ0∇ · ∂tv = 0, x ∈ R3, 0 < t < T,
v(x, 0) = 0, x ∈ R3,
∂tv(x, 0) = ∇× ∂tΦ(x, 0), x ∈ R3,
Θ(x, 0) = 0, x ∈ R3.
The input data G and f in (4.1) is given by

G(x, t) = s(vs, 0)(x, t)ν(x), x ∈ ∂Ω, 0 < t < T,
f(x, t) = 0, x ∈ ∂Ω, 0 < t < T.
(4.4)
We compute the indicator function I1(τ ;vs, 0) defined by (1.6) in [7] for the solution u of
(4.1) with f and G given by (4.4):
I1(τ ;vs, 0) =
∫
∂Ω
s(w0, 0)ν · (w −w0) dS,
where 

w(x; τ) =
∫ T
0
e−τtu(x, t)dt, x ∈ Ω \D,
w0(x; τ) =
∫ T
0
e−τtvs(x, t)dt, x ∈ R3.
Then, from the asymptotic behaviour of indicator function I1(τ ;vs, 0) as τ →∞, one obtains
the value of RD(p) at an arbitrary point p ∈ R3. More precisely, we have
Theorem 4.1. Let 0 < R1 < R2 and Ω ⊂ BR1(p).
(i) Let T satisfy
T >
√
ρ
µ
(R1 −RD(p) +RΩ(p)−RD(p)). (4.5)
Then, there exists a positive number τ0 such that I
1(τ ;vs, 0) > 0 for all τ ≥ τ0, and we have
lim
τ→∞
1
τ
log I1(τ ;vs, 0) = −2
√
ρ
µ
(R1 −RD(p)). (4.6)
(ii) we have
lim
τ→∞ e
τT I1(τ ;vs, 0) =


∞ if T > 2
√
ρ
µ
(R1 −RD(p)),
0 if T ≤ 2
√
ρ
µ
(R1 −RD(p)).
(4.7)
Three remarks are in order.
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(a) The quantity of the right-hand side on (4.5) can be viewed intuitively as being almost
equal to a travel time of the signal with the speed
√
µ/ρ passing through
∂BR1(p) −→ ∂D −→ ∂Ω.
For example, consider the case when D = BRD(p)(p) and Ω = BRΩ(p)(p).
(b) The condition (4.5) depends on the size of RD(p) which should be unknown.
Since R1 −RD(p) +RΩ(p)−RD(p) < R1 +RΩ(p), we see that if the time T satisfies
T ≥
√
ρ
µ
(R1 +RΩ(p)),
then (4.5) is satisfied with the T . Since R1 satisfies Ω ⊂ BR1(p), the minimum choice of R1 is
R1 = RΩ(p). Thus, we have the formula (4.6) under the condition
T ≥ 2
√
ρ
µ
RΩ(p),
which is independent of unknown RD(p).
(c) Note that we have
2
√
ρ
µ
(R1 −RD(p)) ≥
√
ρ
µ
(R1 −RD(p) +RΩ(p)−RD(p))
since R1 ≥ RΩ(p). Thus theoretically (i) is better than (ii) since wo do not need to make use of
the observation data beyond the time 2
√
ρ/µ (R1 −RD(p)).
In the next subsection we give a proof of Theorem 4.1.
4.1 Proof of Theorem 4.1
we set R = w −w0 and Σ = Ξ− Ξ0, where

Ξ(x; τ) =
∫ T
0
e−τtϑ(x, t) dt, x ∈ Ω \D,
Ξ0(x; τ) =
∫ T
0
e−τtΘ(x, t) dt, x ∈ R3.
Note that Ξ0(x, t) ≡ 0 since Θ(x, t) ≡ 0.
It follows from (4.3) that ∇ · w0 = 0. Applying this together with Θ = 0 to the equation
(2.17) in [7] and noting the bounds
‖∂tu( ·, T )‖L2(Ω\D) + ‖u( ·, T )‖L2(Ω\D) + ‖∇ · u( ·, T )‖L2(Ω\D) <∞,
‖∂tvs( ·, T )‖L2(Ω) + ‖vs( ·, T )‖L2(Ω) <∞
and
‖ϑ( ·, T )‖L2(Ω\D) <∞,
we have the expression
I1(τ ;vs, 0) = J(τ) +
(
E(τ) +
1
θ0τ
e(τ)
)
+O(e−τT
(
‖w0‖L2(Ω) + ‖R‖L2(Ω\D) + ‖Σ‖L2(Ω\D)
)
),
(4.8)
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where 

J(τ) =
∫
D
(
2µ|Sym∇w0|2 + ρτ2|w0|2
)
dx,
E(τ) =
∫
Ω\D
(
2µ|Sym∇R|2 + λ|∇ ·R|2 + ρτ2|R|2
)
dx,
e(τ) =
∫
Ω\D
(
k|∇Σ|2 + cτ |Σ|2
)
dx.
Since we have 

‖R‖L2(Ω\D) ≤
1√
ρτ
E(τ)1/2,
‖Σ‖L2(Ω\D) ≤
√
θ0√
c
· 1√
θ0
√
τ
e(τ)1/2,
we obtain
‖R‖L2(Ω\D) + ‖Σ‖L2(Ω\D) ≤
1
2
(
1
ρτ2
+
θ0
c
)
+
1
2
(
E(τ) +
1
θ0τ
e(τ)
)
.
Thus, equation (4.8) becomes
I1(τ ;vs, 0) = J(τ) + (1 +O(e
−τT ))
(
E(τ) +
1
θ0τ
e(τ)
)
+O(e−τT ‖w0‖L2(Ω)). (4.9)
By Proposition 2.4 in [7], we have
E(τ) +
1
θ0τ
e(τ) = O(τ2J(τ) + τ2e−2τT ).
Thus it follows from this and (4.9) that, for all τ ≥ τ0 >> 1
I1(τ ;vs, 0) ≥ J(τ) +O(e−τT ‖w0‖L2(Ω)) (4.10)
and
I1(τ ;vs, 0) = O(τ
2J(τ) + τ2e−2τT + e−τT ‖w0‖L2(Ω)). (4.11)
Thus, everything is reduced to obtaining the upper and lower bounds for J(τ) and upper
bound for ‖w0‖L2(Ω).
Let ws0 = ws0( · ; τ) ∈ H1(R3) solve
(µ∆− ρτ2)ws0 + ρ∂tvs(x, 0) = 0, x ∈ R3. (4.12)
We have the expression
ws0(x; τ) =
ρ
µ
∇×

 14pi
∫
BR2 (p)\BR1 (p)
e−τ
√
ρ/µ |x−y|
|x− y| ∂tΦ(y, 0) dy

 . (4.13)
Since the function w0 satisfies the equation
(µ∆− ρτ2)w0 + ρ∂tvs(x, 0) = ρe−τT (∂tvs(x, T ) + τvs(x, T ) ), x ∈ R3,
it follows from this together with (4.12) that we have
w0( ·, τ) = ws0( ·, τ) + e−τT ǫs,
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where the function ǫs( ·, τ) satisfies, as τ →∞
τ‖ǫs‖L2(R3) + ‖∇ǫs‖L2(R3) = O(1).
Thus, one gets 

‖w0‖L2(Ω) ≤ ‖ws0‖L2(Ω) +O(τ−1e−τT ),
J(τ) ≥ ρτ2‖ws0‖2L2(D) +O(e−2τT ),
J(τ) = O(‖∇ws0‖2L2(D) + τ2‖ws0‖2L2(D) + e−2τT ).
Applying these to (4.10) and (4.11), we obtain
I1(τ ;vs, 0) ≥ ρτ2‖ws0‖2L2(D) +O(e−τT ‖ws0‖L2(Ω)) +O(e−2τT ) (4.14)
and
I1(τ ;vs, 0) = O(τ
2‖∇ws0‖2L2(D) + τ4‖ws0‖2L2(D) + τ2e−2τT + e−τT ‖ws0‖L2(Ω)). (4.15)
Lemma 4.2. We have, for all x ∈ BR1(p)
ws0(x; τ) =
ρ
µ
M(τ
√
ρ/µ;R1, R2)e
−τ
√
ρ/µR1∇
(
sinh τ
√
ρ/µ|x− p|
|x− p|
)
× a,
where the coefficient M(τ
√
ρ/µ;R1, R2) is independent of x and satifies
lim
τ→∞ τ
4M(τ ;R1, R2) = 2R1(R1 −R2)2.
Since Ω ⊂ BRΩ(p)(p), from Lemma 4.2 we have immediately the following estimate:
‖ws0‖L2(Ω) = O(τ−3e−τ
√
ρ/µ(R1−RD(p))eτ
√
ρ/µ(RΩ(p)−RD(p))) (4.16)
and thus
e−τT ‖ws0‖L2(Ω) = O(τ−3e−τ
√
ρ/µ(R1−RD(p))e−τ{T−
√
ρ/µ (RΩ(p)−RD(p))})
or
e2τ
√
ρ/µ(R1−RD(p))e−τT ‖ws0‖L2(Ω) = O(τ−3eτ
√
ρ/µ(R1−RD(p))e−τ{T−
√
ρ/µ (RΩ(p)−RD(p))})
= O(τ−3e−τ{T−
√
ρ/µ (R1−RD(p)+RΩ(p)−RD(p))}).
(4.17)
On D we have also
‖∇ws0‖2L2(D) + τ2‖ws0‖2L2(D) = O(τ−4e−2τ
√
ρ/µ(R1−RD(p))). (4.18)
On the other hand, the lower estimate of ‖ws0‖L2(D) is not so trivial.
Lemma 4.3. Assume that ∂D is C2. Then, there exist positive numbers τ0, C and nonnegative
number µ such that, for all τ ≥ τ0
τ2µe2τ
√
ρ/µ (R1−RD(p)) ‖ws0‖2L2(D) ≥ C.
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From (4.14), (4.17) and Lemma 4.3 we obtain
e2τ
√
ρ/µ(R1−RD(p))I1(τ ;vs, 0) ≥ ρτ2−2µ · τ2µe2τ
√
ρ/µ(R1−RD(p))‖ws0‖2L2(D)
+O(e2τ
√
ρ/µ(R1−RD(p)) e−τT ‖ws0‖L2(Ω))
+O(e−τT e−τ{T−2
√
ρ/µ(R1−RD(p))})
≥ ρτ2−2µC
+O(τ−3e−τ{T−
√
ρ/µ (R1−RD(p)+RΩ(p)−RD(p))})
+O(e−τT e−τ{T−2
√
ρ/µ(R1−RD(p))}).
Thus, if T satisfies (4.5), then T > 2
√
ρ/µ(R1 −RD(p)) and one gets
lim inf
τ→∞ τ
2µ−2e2τ
√
ρ/µ(R1−RD(p))I1(τ ;vs, 0) > 0. (4.19)
Besides, from (4.15), (4.17) and (4.18) we obtain
e2τ
√
ρ/µ(R1−RD(p))I1(τ ;vs, 0) = O(τ−2 + τ2e−2τ(T−
√
ρ/µ(R1−RD(p)))
+O(τ−3e−τ{T−
√
ρ/µ (R1−RD(p)+RΩ(p)−RD(p))}).
Thus if T satisfies
T ≥
√
ρ
µ
(R1 −RD(p) +RΩ(p)−RD(p)),
then we obtain
lim sup
τ→∞
τ2e2τ
√
ρ/µ(R1−RD(p))I1(τ ;vs, 0) <∞. (4.20)
Now Theorem 4. 1 (i) is a direct consequence of (4.19) and (4.20).
Next we give a proof of (4.7).
From (4.14), (4.16) and Lemma 4.2 we have
eτT I1(τ ;vs, 0) ≥ ρCτ2−2µeτ{T−2
√
ρ/µ(R1−RD(p))}
+O(τ−3e−τ
√
ρ/µ(R1−RΩ(p)) +O(e−τT ).
Thus if T > 2
√
ρ/µ(R1 −RD(p)), then we have limτ→∞ eτT I1(τ ;vs, 0) =∞.
From (4.15), (4.16) and (4.18), we obtain
eτT I1(τ ;vs, 0) = O(τ
−2eτ{T−
√
ρ/µ(R1−RD(p))}e−τ
√
ρ/µ(R1−RD(p)) +O(τ2e−τT )
+O(τ−3e−τ
√
ρ/µ(R1−RΩ(p)).
Thus, if T ≤ √ρ/µ(R1 −RD(p)), then we have limτ→∞ eτT I1(τ ;vs, 0) = 0.
This completes the proof of Theorem 4.1.
The proofs of Lemmas 4.2 and 4.3 are given in Sections 5 and 6, respectively.
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5 Proof of Lemma 4.2
We derive a recurrence formula for the sequence of the potentials
vj(x) =
∫
B
e−τ |x−y|
|x− y| |y|
j dy, x ∈ B,
where B = {y ∈ R3 | |y| < η}, with η > 0 and j = −1, 0, 1, 2, · · ·.
Proposition 5.1. Let j ≥ 1. We have
vj(x) =
j(j + 1)
τ2
vj−2(x) +
4pi
|x| τ2
{
|x|j+1 −
(
η +
j + 1
τ
)
ηje−τη sinh τ |x|
}
. (5.1)
Proof. By (A.1) in [8], we have
vj(x) =
2pi
|x| τ Kj(|x|),
where
Kj(ξ) =
∫ η
0
(e−τ |ξ−r| − e−τ(ξ+r)) rj+1 dr.
Thus, it suffices to prove that
Kj(ξ) =
j(j + 1)
τ2
Kj−2(ξ) +
2
τ
{
ξj+1 −
(
η +
j + 1
τ
)
ηje−τη sinh τξ
}
. (5.2)
First write
Kj(ξ) = 2e
−τξ
∫ ξ
0
rj+1 sinh τr dr + 2 sinh τξ
∫ η
ξ
rj+1e−τr dr.
Integration by parts yields
Kj(ξ)
=
2e−τξ
τ
{
ξj+1 cosh τξ − (j + 1)
∫ ξ
0
rj cosh τr dr
}
+
2 sinh τξ
τ
{
ξj+1e−τξ − ηj+1e−τη + (j + 1)
∫ η
ξ
rje−τr dr
}
=
2
τ
(ξj+1 − ηj+1e−τη sinh τξ) + 2(j + 1)
τ
Lj(ξ),
(5.3)
where
Lj(ξ) = −e−τξ
∫ ξ
0
rj cosh τr dr + sinh τξ
∫ η
ξ
rje−τr dr.
Integration by parts yields
Lj(ξ)
= −e
−τξ
τ
(
ξj sinh τξ − j
∫ ξ
0
rj−1 sinh τr dr
)
−sinh τξ
τ
(
ηje−τη − ξje−τξ − j
∫ η
ξ
rj−1e−τr dr
)
= −η
j
τ
e−τη sinh τξ +
j
2τ
Kj−2.
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Substituting this into (5.3), we obtain (5.2).
✷
Next we compute
J(x) =
1
4pi
∫
B2\B1
e−τ |x−y|
|x− y| (R1 − |y − p|)
2(R2 − |y − p|)2 dy, x ∈ B1,
where Bj = BRj(p).
We have
J(x) = J2(x)− J1(x),
where
Ji(x) =
1
4pi
∫
Bi
e−τ |x−y|
|x− y| (R1 − |y − p|)
2(R2 − |y − p|)2 dy, i = 1, 2.
Set
vij(x) =
1
4pi
∫
Bi
e−τ |x−y|
|x− y| |y − p|
j dy, j ≥ 1, i = 1, 2.
One has the expression
Ji(x) = (R1R2)
2vi0(x)− 2R1R2(R1 +R2)vi1
+
{
(R1 + r2)
2 + 2R1R2
}
vi2 − 2(R1 +R2)vi3 + vi4.
Thus one gets
J(x) = (R1R2)
2(v20(x)− v10(x))− 2R1R2(R1 +R2)(v21(x)− v11(x))
+
{
(R1 +R2)
2 + 2R1R2
}
(v22(x)− v12(x))
−2(R1 +R2)(v23(x)− v13(x)) + (v24(x)− v14(x)).
Here from (5.1) we have
τ2(v23(x)− v13(x)) = 12(v21(x)− v11(x))
−
{(
R2 +
4
τ
)
R32e
−τR2 −
(
R1 +
4
τ
)
R31e
−τR1
}
sinh τ |x|
|x|
= 12(v21(x)− v11(x))
+
{(
R1 +
4
τ
)
R31 +O(e
−τ(R2−R1))
}
e−τR1
sinh τ |x|
|x|
and
τ2(v24(x)− v14(x)) = 20(v22(x)− v12(x))
−
{(
R2 +
5
τ
)
R42e
−τR2 −
(
R1 +
5
τ
)
R41e
−τR1
}
sinh τ |x|
|x|
= 20(v22(x)− v12(x))
+
{(
R1 +
5
τ
)
R41 +O(e
−τ(R2−R1))
}
e−τR1
sinh τ |x|
|x| .
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In the proof of Lemma 2.2 we have already shown that

τ2(v20(x)− v10(x)) =
(
R1 +
1
τ
+O(e−τ(R2−R1))
)
e−τR1
sinh τ |x− p|
|x− p| ,
τ2(v21(x)− v11(x)) =
(
R21 +
2
τ
R1 +
2
τ2
+O(e−τ(R2−R1))
)
e−τR1
sinh τ |x− p|
|x− p| ,
τ2(v22(x)− v12(x)) =
(
R31 +
3R21
τ
+
6R1
τ2
+
6
τ3
+O(e−τ(R2−R1))
)
e−τR1
sinh τ |x− p|
|x− p| .
From these we obtain
J(x) = (R1R2)
2(v20(x)− v10(x))− 2R1R2(R1 +R2)(v21(x)− v11(x))
+
{
(R1 +R2)
2 + 2R1R2
}
(v22(x)− v12(x))
−2(R1 +R2)(v23(x)− v13(x)) + (v24(x)− v14(x))
=M(τ ;R1, R2)e
−τR1 sinh τ |x− p|
|x− p| ,
where
M(τ ;R1, R2) = A(R1, R2)τ
−2 +B(R1, R2)τ−3 + C(R1, R2)τ−4 +O(τ−5),
A(R1, R2)
= R31
{
R22 − 2R2(R1 +R2) + (R1 +R2)2 + 2R1R2 − 2(R1 +R2)R1 +R21
}
= R31{R22 − 2R22 + (R1 +R2)2 − 2(R1 +R2)R1 +R21}
= R31(−R22 +R22)
= 0,
B(R1, R2)
= R21
{
R22 − 4R2(R1 +R2) + 3(R1 +R2)2 + 6R1R2 − 8(R1 +R2)R1 + 5R21
}
= R21
{
R22 − 4R22 + 2R1R2 + 3(R1 +R2)2 − 8R2R1 − 3R21
}
= R21(−3R22 − 6R1R2 + 6R1R2 + 3R22)
= 0
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and
C(R1, R2)
= −4R1R2(R1 +R2) + 6R1{(R1 +R2)2 + 2R1R2} − 24(R1 +R2)R21 + 20R31
= (R1 +R2)
{
6R1(R1 +R2)− 4R1R2 − 24R21
}
+ 12R21R2 + 20R
3
1
= R1(R1 +R2) {6(R1 +R2)− 4R2 − 24R1}+ 4R21(3R2 + 5R1)
= 2R1(R1 +R2)(R2 − 9R1) + 4R21(3R2 + 5R1)
= 2R1 {(R1 +R2)(R2 − 9R1) + 2R1(3R2 + 5R1)}
= 2R1(R1R2 − 9R21 +R22 − 9R1R2 + 6R1R2 + 10R21)
= 2R1(R1 −R2)2.
Thus, one gets
lim
τ→∞ τ
4M(τ ;R1, R2) = 2R1(R1 −R2)2.
6 Proof of Lemma 4.3
Choose a point q ∈ ∂D such that |q − p| = RD(p). We have ν(q) = q−p|q−p| . Since ∂D is C2, one
can find an open ball B = Bδ(q − δν(q)) with a small δ > 0 such that B ⊂ D, ∂B ∩ ∂D = {q},
RB(p) = RD(p) and p ∈ R3 \B. Note that the center point q − δν(q) is on the segment [p, q].
Since we have ‖ws0‖L2(D) ≥ ‖ws0‖L2(B), it suffices to prove Lemma 4.3 in the case when D
is replaced with the B.
Let 0 < δ′ < δ and B′ = BRD(p)−δ′(p). We parametrize the set B \ B
′
by using the polar
coordinates centered at p. Let ω ∈ S2 and RD(p)− δ′ < r < RD(p).
The point x(r,ω) ≡ p+ rω belongs to set B \B′ if and only if x(r,ω) ∈ B, that is
|x(r,ω)− (q − δν(q))| < δ.
Since q = p+RD(p)ν(q), this is equivalent to the inequality
ω · ν(q) > r
2 + (RD(p)− δ)2 − δ2
2r(RD(p)− δ) .
Thus, we have the expression
B \B′ = ∪RD(p)−δ′<r<RD(p) S(r),
where
S(r) =
{
ω ∈ S2 |ω · ν(q) > r
2 + (RD(p)− δ)2 − δ2
2r(RD(p)− δ)
}
.
Next we parametrize the surface S(r) in the following way.
Let θ = θ(r) ∈ ]0, pi2 [ denote the unique solution of the equation
cos θ =
r2 + (RD(p)− δ)2 − δ2
2r(RD(p)− δ) . (6.1)
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Choose two linearly independent vectors b and c in such a way that b ·c = 0 and b×c = ν(q).
Let RD(p)− δ′ < r < RD(p), 0 < s < r sin θ(r), 0 ≤ φ < 2pi and 0 ≤ h. Set
Υ(r, s, φ) = p+ rν(q) + s(cosφb+ sinφc)− hν(q).
Here, the h is unknown and determined by the equation
|Υ(r, s, φ) − p| = r.
Solving this equation and choosing the samller one, we have
h = r −
√
r2 − s2.
Thus we have
Υ(r, s, φ) = p+
√
r2 − s2ν(q) + s(cosφb+ sinφc)
and using this, we have the expression
S(r) \ {p+ rν(q)} = {Υ(r, s, φ) | 0 < s < r sin θ(r), 0 ≤ φ < 2pi} .
Define
G =
{
(r, s, φ) |RD(p)− δ′ < r < RD(p), 0 < s < r sin θ(r), 0 < φ < 2pi
}
.
We see that the map
Υ : G ∋ (r, s, φ) 7→ Υ(r, s, φ) ∈ (B \B′) \ Z,
is bijective, where
Z =
{
p+
√
r2 − s2ν(q) + sb |, RD(p)− δ′ < r < RD(p), 0 ≤ s < r sin θ(r)
}
.
Note that the Lebesgue measure of Z is zero.
We have
Υ′(r, s, φ) =
( r√
r2 − s2 ν(q) −
s√
r2 − s2 ν(q) + cosφb+ sinφc s(− sinφb+ cosφc)
)
and thus
detΥ′(r, s, φ) =
sr√
r2 − s2 .
Here we have
∇
(
sinh τ |x− p|
|x− p|
)
× a =
(
τ
cosh τ |x− p|
|x− p| −
sinh τ |x− p|
|x− p|2
)
x− p
|x− p| × a.
Let x ∈ B \B′. Since we have RD(p)− δ′ < |x− p| < RD(p), one gets∣∣∣∣τ cosh τ |x− p||x− p| − sinh τ |x− p||x− p|2
∣∣∣∣ ≥ Cτeτ |x−p|,
where C is a positive number being independent of τ >> 1 and x.
Thus one has
∫
B
∣∣∣∣∇
(
sinh τ |x− p|
|x− p|
)
× a
∣∣∣∣
2
dx ≥ C2τ2
∫
(B\B′)\Z
e2τ |x−p|
∣∣∣∣ x− p|x− p| × a
∣∣∣∣2 dx. (6.2)
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Now we compute the integral
I(τ) ≡
∫
(B\B′)\Z
e2τ |x−p|
∣∣∣∣ x− p|x− p| × a
∣∣∣∣2 dx.
The change of variables x = Υ(r, s, φ) yields
I(τ) =
∫ RD(p)
RD(p)−δ′
dr
∫ r sin θ(r)
0
ds
∫ 2pi
0
dφ
sr√
r2 − s2 e
2τrr−2 |(Υ(r, s, φ) − p)× a|2 .
Since we have
(Υ(r, s, φ) − p)× a =
√
r2 − s2ν(q)× a+ s cosφ b× a+ s sinφ c× a,
one gets
∫ 2pi
0
|(Υ(r, s, φ) − p)× a|2 dφ
= 2pi(r2 − s2)|ν(q)× a|2 + s2
∫ 2pi
0
cos2 φdφ|b × a|2 + s2
∫ 2pi
0
sin2 φdφ|c × a|2
= 2pi(r2 − s2)|ν(q)× a|2 + pis2(|b× a|2 + |c× a|2).
Thus we obtain
I(τ) = 2pi
∫ RD(p)
RD(p)−δ′
dr
∫ r sin θ(r)
0
ds
s
√
r2 − s2
r
e2τr |ν(q)× a|2
+pi
∫ RD(p)
RD(p)−δ′
dr
∫ r sin θ(r)
0
ds
s3
r
√
r2 − s2 e
2τr(|b × a|2 + |c× a|2).
Here we have

∫ r sin θ(r)
0
s
√
r2 − s2 ds = r
3
3
(1− cos3 θ(r)),
∫ r sin θ(r)
0
s3√
r2 − s2 ds = r
3
{
(1− cos θ(r))− 1
3
(1− cos3 θ(r)
}
.
From (6.1) we have
1− cos θ(r) = (RD(p)− r)(r −RD(p) + 2δ)
2r(RD(p)− δ)
≥ (RD(p)− r) 2(δ − δ
′)
2RD(p)(RD(p)− δ)
≡ C ′(RD(p)− r)
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and
(1− cos θ(r))− 1
3
(1− cos3 θ(r)
= (1− cos θ(r))
{
1− 1
3
(1 + cos θ(r) + cos2 θ(r))
}
=
1
3
(1− cos θ(r))2(2 + cos θ(r))
≥ 2(C
′)2
3
(RD(p)− r)2.
From these we obtain
I(τ) ≥ C1
∫ RD(p)
RD(p)−δ′
(RD(p)− r)e2τr dr|ν(q)× a|2
+C2
∫ RD(p)
RD(p)−δ′
(RD(p)− r)2e2τr dr(|b× a|2 + |c× a|2).
We see that, as τ →∞
∫ RD(p)
RD(p)−δ′
(RD(p)− r)j e2τr dr ∼ e
2τRD(p)
τ j+1
∫ ∞
0
rje−2r dr.
Thus, we conclude that: if ν(q) × a 6= 0, then lim inf
τ→∞ τ
2e−2τRD(p)I(τ) > 0; if ν(q) × a = 0,
then lim inf
τ→∞ τ
3e−2τRD(p)I(τ) > 0.
From these together with (6.2) and Lemma 4.1 and replacing τ with τ
√
ρ/µ, we finally
obtain:
if ν(q)× a 6= 0, then
lim inf
τ→∞ e
−2τ
√
ρ/µ(R1−RD(p))‖ws0‖2L2(B) > 0;
if ν(q)× a = 0, then
lim inf
τ→∞ τe
−2τ
√
ρ/µ(R1−RD(p))‖ws0‖2L2(B) > 0.
This completes the proof of Lemma 4.3.
7 Further problems and possible applications
Everything is reduced to realizing or prescribing the desired input heat flux f on the surface of
the body, which has the form
f(x, t) = ∇v(x, t) · ν(x), x ∈ ∂Ω, 0 < t < T,
where
v(x, t) =
1
(
√
2pit )3
∫
BR2(p)\BR1 (p)
e−
|x−y|2
4t (R2 − |y − p|)(R1 − |y − p|) dy, x ∈ R3, t > 0.
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How to realize such heat flux will be the next technical problem. A possible way is a combination
of an approximation of the Neumann-to-Dirichlet map (for the heat equation) and the principle
of the superposition like a phased array system.
The BR2(p) \BR1(p) has a shell type geometry. How about the case when BR2(p) \BR1(p)
is replaced with a solid torus or ellipsoid?
Needless to say, the idea of using the shell-type initial data can be applied also to the inverse
boundary value problem governed by the wave equation as considered in [6, 8].
Apply the idea to a dissipative medium as considered in [5], viscoelastic medium in [11], etc.
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