Abstract
Introduction
This paper is concerned with the problem of generating and executing a motion plan for an autonomous vehicle. In other terms, this paper considers develop ing an algorithm that enables the robot to move from its original location to a new location (presumably to perform a given task such as performing an observation or delivering a payload), while avoiding collisions with fixed or moving obstacles. The full exploitation of the vehicle's dynamics and maneuvering capabilities often plays a crucial role in achieving the mission goals. This is true in cases in which the characteristic dimensions of the environment (e.g. the size of the obstacles, and of the gaps between them) and of the vehicle's dynamics (e.g. the turning radius) are comparable. In such cases motion planning strategies should account for the dynamics of the vehicle to the best extent possible. In other words, it is desirable that the output from the motion planning be executable by the system dynamics. The computational complexity of a deterministic, complete algorithm, even in the simplest cases of motion planning, grows exponentially with the number of the degrees of freedom of the veh i~l e .~?~ In order to circumvent the computational complexity of deterministic, complete algorithms, a new class of motion planning algorithms, known as Probabilistic RoadMap (PRM) planners, was recently i n t r~d u c e d .~-l~ Probabilistic Roadmap Planners are based on the construction of a graph of feasible paths (roadmap), connecting different locations (milestones) in the workspace. An incremental version of PRMs, the Rapidly-exploring Random Tree (RRT), was introduced by LaValle and Kuffner13-15 as a means to provide rapid, single-query exploration of the environment, as well as to take into account the dynamics of the system. In Hsu, Kindel, et al. 16 a new incremental roadmap building algorithm is introduced that provides not only probabilistic completeness, but also performance guarantees on the algorithm. That is, the probability of the algorithm finding a solution if one exists converges exponentially fast to one with the number of planning iterations. One difficulty pointed out by the authors, however, lies with the fact that algorithm performance relies upon uniform sampling of milestones in the reachable space of the workspace. Practical implementations (which have reportedly demonstrated excellent performance16) rely upon uniform sampling of the system's control inputs instead, which in general does not guarantee uniform sampling of the workspace. Motivated by these considerations, this paper proposes a new randomized, incremental path planning algorithm. This incremental roadmap building algorithm is able to effectively deal with the system's dynamics, in an environment characterized by moving obstacles. Central to this algorithm is the assumption that an obstacle-free guidance loop is available, which is able to steer the system from any state (including location and velocities) to any desired location at rest, assuming that there are no obstacles in the environment. This guidance loop enables uniform sampling of the workspace while generating trajectories that are executable by the dynamical system. As a consequence, this path planning algorithm satisfies the technical con-ditions elicited by Hsu, Kindel et all6 and therefore offers guaranteed performance, in the sense of bounds on the convergence rate to unity of the probability of correct termination. Considering real-time computation issues, the path planning algorithm provides safety guarantees in the sense that it provides intermediate milestones with guaranteed buffer time before a collision occurs. If possible and practical, the buffer time can be extended t o infinity, thus resulting, in principle, in hard safety guarantees on the generated plan.
P r o b l e m formulation
This section introduces the elements used to formulate the path planning algorithm. The algorithm for path planning presupposes the existence of a closed-loop architecture that enables the guidance of the vehicle from any state to any location at rest. Thus, rather than working with an "open-loop" system, as presented in earlier publications,13> 1 5 7 l6 our basic dynamical system is a closed-loop one.
System dynamics
The usual representation of the dynamics of an autonomous vehicle or robot is a set of Ordinary Differential Equations (ODES) of the form:
where x E X is the state, belonging to a n-dimensional manifold X (the state space), and U is the control input, taking values in the set U s P". In some cases, additional inequality constraints of the form F,(x) < 0 must be added on the state variables, to ensure safe o p eration of the system (e.g. flight envelope protection). Assume that the state space X can be decomposed, at least locally, in the product C x y . Furthermore, assume that the system dynamics are invariant with respect to group operations (e.g. translations or rotations) on C.
The space C can be regarded as a reduced configuratzon space, in the sense that it is defined by a subset of the configuration variables of the system, with respect to which the system has certain symmetry properties.
The space y encodes the remaining configuration variables, as well as the vehicle's velocity and higher order derivatives of the configuration variables. In this paper we consider problems in which the desired destination is an equilibrium point. We can define equilibrium points for the system (1) as the points ( 5 , f i ) for which f(5, G) = 0. Since the system dynamics are invariant with respect to translations (and rotations) on C, a family of equilibrium states can be expressed by a point in C x { g } , where ji E y is a constant.
A major consequence of this restriction is the fact that the motion planning algorithm is directly applicable only t o a class of autonomous vehicles which are indeed able to "stop". This includes autonomous helicopters, VTOL aircraft, spacecraft, ground vehicles, and surface/underwater vessels; in its basic configuration the -algorithm may not include conventional ked-wing aircraft.
Obstacle-Free Guidance system
The second element that is assumed to be available is a guidance algorithm in environments with no obstacles. More specifically, we assume knowledge of a guidance law that can steer the system, in the absence of obstacles, from any state to a particular target set T(xeq), centered at an equilibrium point xeg. While, admittedly, finding such a guidance law is per se a very difficult problem, it also has been the object of an enormous amount of work over the past century: In many cases efficient, obstacle-free guidance laws maybe computed analyti~ally.~'~ l8 This is the case of systems with linear dynamics and a quadratic cost. It also includes numerous cases of aerospace interest such as double or triple integrators with control amplitude and rate limits. In addition, many of these problems, although they may not admit closed-form solutions, may be solved numerically via the approximate or exact solution to an appropriate optimal control problem by minimizing the cost functional (2) 1:
for some initial conditions xo, under the dynamics constraints (and possibly state and control constraints). Such a formulation includes for example minimum time and minimum energy control problems. Advances in computer power, combined with appropriate plant simplifications (such as the introduction of the maneuver model outlined inlg) make it possible in many cases of practical interest to compute and store a n approximate expression for the optimal value function J*(Ic, zeq), for all x E X, and all equilibrium points zeq E C x {jj}, using for example iterative method^.^^^^^ If the optimal cost function J*(I, zeq) is known for all x E X, and all equilibrium points xeq E C x {jj}, then it is relatively easy to recover the optimal control policy n : X x C --+ U , as a (feedback) policy that returns at each time instant the control input that minimizes the total (future) cost-to-go to the target. 21 The feedback policy n can be thought of as a function of the state x, parameterized by the destination equilibrium point xeq. The solution to an optimal control problem in the free space thus provides us with a control policy T that ensures that the system is driven towards a target set in finite time, effectively parameterized by configurations in C.
Environment characterization
We consider an environment in which both fixed and moving obstacles are present, and we assume that the motion of the obstacles (or conservative estimates thereof) is known in advance. Since the environment is time-varying, collisions must be checked on (space x time) pairs (x,t) E X x P. For this purpose, a colli-sion checking algorithm is assumed to be available (via trajectory sampling or other appropriate method). A pair ( z J ) is said to be feasible if it does not result in a collision, and x satisfies the flight envelope constraints.
Problem formulation
The motion planning problem can now be stated as follows: Given an initial state 10 E X, at time to, and a goal equilibrium configuration x f E C x { jj} , find a control input U : [to, t f ] + U, that can steer the system the system from 20 to I ( x f ) . A motion planning algorithm is said complete if it returns a feasible solution whenever there exists one and returns failure otherwise. By feasible here we mean a solution for which no collisions occur, and the flight envelope and control saturation constraints are satisfied. While the usual formulation of the motion planning problem is concerned only with finding a feasible trajectory, in many engineering applications we are also interested in finding a trajectory minimizing some cost. In this paper, we will assume the cost is defined by a functional of the form (2), that
The motion planning problem, even in its simplest formulation, has been proven computationally hard. It is possible to circumvent this difficulty through the definition of a randomized motion planning algorithm which, by replacing completeness with probabilistic complete ness (in the sense that the probability of the algorithm terminating correctly approaches one as the number of iterations grows) achieves computational tractability, while retaining formal guarantees on the behavior of the algorithm.
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Path planning in the presence of obstacles
The motion planning algorithm in the presence of obstacles is based on the determination of a t i m e parameterized sequence of "attraction points" x e s @ ) that effectively steers the system to the desired configuration while avoiding obstacles. In this way, the obstacle-free solution to an optimal control problem forms the basis for the problem of motion planning in the presence of obstacles. Such an approach casts the location of the equilibrium configuration as a function of time as a "pseudo-control" input for the system. Since the actuaI control inputs can be computed from the knowledge of the optimal control policy T ( -, x e s ) , this means that the low-level control layer (the layer actually interacting with the vehicle) and the high-level, guidance layer are effectively decoupled, while at the same time ensuring full consistency between the two levels. As a consequence, unlike earlier randomized motion planning approaches, the motion planning algorithm can be run at a rate that is much slower than the rate required for the low-level control layer. Note also that the ideas outlined above in a probabilistic roadmap setting can be seen as a motion planning technique through scheduling of Lyapunov functions, where the Lyapunov functions are defined to be the value function J* associated with the optimal guidance law introduced earlier. While the concept is not entirely new in control t h e~r y ,~~-*~ to the authors' knowledge, this is the first application to motion planning in a workspace with moving obstacles. A fundamental difference can also be seen in the fact that in our algorithm the ordering of Lyapunov functions is performed on-line, whereas i n the references the ordering was determined a priori. The algorithm can be outlined as follows. Starting with a node representing the initial condition, a tree is built by iteratively adding new "milestones", which are connected to the tree by a feasible trajectory segment. Note that in the dynamic environment case the tree must be rooted at the initial condition, at B seconds in the future, because of the finite computation time; 0 is the amount of time allotted for each motion planning cycle . Each new milestone is computed through the generation of a random equilibrium point x,and E C x {jj} and the associated target set ' T ( s T a n d ) ; the control policy T ( . , x,,nd) is applied in turn to all the nodes of the current tree, until the ensuing propagated trajectory is feasible, and the end point satisfies certain safety conditions (discussed in the following). In this case the new milestone is added to the tree. If a feasible trajectory can not be found for any of the nodes in the current tree, the candidate milestone is discarded. The milestones generated according to the above procedure can be regarded as primary milestones. We assume that xran; is generated from a uniform distribution on the subset of C defining the workspace.
The order in which the nodes in the tree are tested in conjunction with the new candidate milestone is left as yet unspecified. However, it can be convenient from a computational point of view to test first the nodes in the trees from which the candidate milestone is more likely to be reachable. This can be accomplished by sorting the nodes in the tree according to some measure of "distance" to the candidate milestone. An appropriate measure of distance in the case we are examining is given by the obstacle-free optimal cost function J*. The control policy to the destination T ( . , zf) is applied to the newly generated milestone: if the resulting trajectory is feasible, a complete trajectory from the initial condition (tree root) to the target set 'T(zf) has been found. Hence the feasibility problem is solved. However, it is possible to use the remaining part of the allotted time to try to improve the current solution. For this purpose, a record of estimates of the lower and u p per bound on the cost to go at each node can be maintained. Each time a new feasible trajectory is found, it is possible to climb the tree back towards the root, along the feasible trajectory, updating the estimates on the upper bound on the cost-tag0 (see below). Notice that, even though the system is moving among equilibrium points, the resulting trajectories will not, in general, be composed of straight lines; moreover, the trajectories cannot, in general, be reversed in time. In this sense the resulting roadmap is different from the roadmap constructed in the original PRM algorithm.
To our knowledge, the algorithm outlined above is the first one to which the convergence result in16 fully applies. In this sense the most significant contribution of this paper is to propose to shift the search for reachable milestones from an open-loop process, where by exploration is done by randomly sampling the controls available to the system to a closed-loop process, whereby the exploration is done by randomly (and uniformly) sampling the milestones, and the obstaclefree guidance system then chooses the controls leading the vehicle from its current state to that milestone. In this sense the guidance law can in fact be interpreted as a practical implementation of an ideal inversion mechanism proposed in. 16 
Improving performance
As it can be easily recognized, the algorithm outlined above consists-of jumps from equilibrium point to equilibrium point, and as such is unlikely to provide satisfactory performance, in terms of the cost (2).
However, performance may be restored by realizing that the available guidance policy may not only steer the vehicle from equilibrium state to equilibrium state, but from any state to an equilibrium state. This suggests introducing the following step: consider the tree at some point in time and a newly added milestone t o the tree. A secondary milestone is defined t o be any state of the system (continuous or hybrid) along the path leading from the parent node in the tree to the newly added milestone. Pick n 2 1 such secondary milestones at random along that path. Because the vehicle is in motion along the path, these secondary milestones are likely to be at points in the state space that are "far" from the eqF1ibrium manifold. These secondary milestones are added to the tree, and, as for all newly generated milestones, feasibility is checked for the resulting trajectory t o the destination zf. Moreover secondary milestones can be selected as the tree node to be expanded in later iterations. Note that all secondary milestones, by construction, have a primary milestone in a child subtree.
Data s t r u c t u r e
The roadmap is constructed as a tree, consisting of nodes and edges. At the tree nodes all the information concerning each milestone is stored, including: l)
The propagated state of the vehicle (i.e. state z E X, time t E R).
2) The cumulative cost and upper and lower bounds on the cost-to-go. The lower bound on the cost-tego coincides with the value of the cost function J*(z,z~), that is, it corresponds to the cost t o go to the target state assuming the presence of no obstacle. The upper bound on the cost-to-go is initialized t o +CO, meaning that a feasible path from the particular node has not been found yet. 3) A counter of the . total number of milestones in the children trees. The (statextime) couple is initialized through propagation of the system dynamics, and the cumulative cost is u p dated, according t o eq.(2).
At the tree edges, the following data are stored: 1) Information regarding the transitions between single milestones (namely, the parameters identifying the control law. implemented in the transition, or the target equilibrium point); 2) The incremental cost incurred during the transition, mainly for bookkeeping purposes; again, this is done using the cost functional expressed in eq.(2).
Real-time considerations
A significant issue arising from the usage of randomized algorithms for path planning is the distinct possibility of driving the system towards a dead-end due to finite computation times. The notion of -r-safety is introduced to prevent such situations t o develop:
i) is feasible f o r all t E [ t , t + T ] .
Primary milestones are added to the tree only i f Tsafe. If possible, and practical, primary milestones can b e checked for the absence of collisions over an infinite horizon (7 + m). This is possible in many cases of interest (including all static environments), and results in hard safety guarantees on the resulting motion plan, if the initial condition is itself safe. In cases in which safety cannot be ensured over an infinite time horizon, -r-safety only ensures that the algorithm will always have at least T seconds to compute a new solution. The 7-safety of the generated plan derives from the fact that all the primary milestones are by construction 7-safe, and all secondary milestones have a t least one primary milestones in their sub-tree. Maintaining safety guarantees in the face of finite computation times is particularly important, since the algorithm itself has no deterministic guarantees of success. In the sense outlined above the algorithm will always produce safe motion plans, even in the case in which a feasible trajectory to the target set has not been found. The time available for computation is bounded by either 8, or by the duration of the current trajectory segment. When the time is up, a new tree must be selected from the children of the current root. If there are none, since every primary milestone is .r-safe, the system has at least T seconds of guaranteed safety, available for computing a new tree (secondary milestones always have at least one child). If the current root has children, then two cases arise: At least one of the children leads t o the destination through an already computed feasible solution. If there is more than one such feasible solution, the solution with the least upper bound on the cost-to-go is chosen; No feasible solutions have been computed yet. In this case there is no clear indication of the best child to explore. Maintaining the same approach at the basis of the algorithm, the child t o descend can be selected randomly, according either t o a uniform distribution, or to a distribution weighted on the total number of primary milestones in the subchildren of each tree. In the latter case the selected tree is likely to cover a bigger portion of the reachable set.
Tree pruning
The upper and 1ower.bounds on the cost to go stored for each tree milestone may be profitably used for pruning the tree and speeding up computations. Recall the lower bound coincides with the optimal cost-to-go in the obstacle-free case, and the upper bound is equal to the cost of the best trajectory from the milestone to the destination xf if this trajectory has been found or +CO otherwise. Every time a new feasible solution is found, the upper bounds on the cost-tego may be updated by climbing the tree backwards along that feasible solution towards the tree root. While performing this operation, it is also possible to look at all the children of the node being updated. If the lower bound on the total cost-to-go for such a children (plus the cost of the corresponding edge) is higher than the upper bound on the cost-to-go for the current node, the corresponding subtree can be safely removed, as it cannot possibly provide a better solution than the one which has just been found. The end result of such a process is the removal from the trajectory tree of all the provably bad candidates for the "optimal" solution. The trajectory tree, following this pruning process, contain a smaller number of nodes, thus improving the overall computational efficiency. However, it must be kept in mind that tree pruning can only be carried out once a feasible solution has been found, and is of n o help before that happens.
Application Examples
In the next sections we present three examples which show the power and the flexibility of the proposed algorithm. We consider first a linear system, then a system endowed with a control architecture patterned after the hybrid control structure introduced in." All algorithms have been implemented in C++ on a Pentium I1 300 MHz machine, using the LEDAZ5 library. The statistical data are referred to a data set of one thousand simulation runs for each example. Computer animations of the simulation examples are available from the authors.
Ground robot
In this section, we are interested in planning the path of a planar system with equations of motion
The magnitude of each control u1 and uz is assumed to be bounded by umQ2. Although this system model is In order to provide The minimum time maneuver from origin to destination for any of the degrees of freedom (assuming a general maximum control intensity umax) is a bang-bang control law" given by
The sign of the initial control value U can be determined through the switching function:
If the initial conditions are such that A0 2 0 then U = -umaz, and U = umax otherwise. The time length of the two bang-bang segments can be determined as follows:
The policy 'TT used to control the vehicle described by (3) is then defined as follows: Considering the two degrees of freedom 21 and 5 2 , the "slowest" axis. is determined first, and the corresponding time optimal control is applied. Let tLi, be the minimum time corresponding to that axis. The other, fastest axis is then controlled using a minimum "effort" solution, by solving the minimum time problem using the equations (4), with U = fyumax, and by iterating over the parameter y E (0,l) until tmin = tLnin.
The randomized path planning has been tested in several examples, including cases with both fixed and moving obstacles, and in general proved to be very fast and reliable. The first example involves navigating the ground robot through a set of obstacles represented as spheres in the configuration space, as shown in Fig. 1 . This example was very easily handled by the proposed planner: a feasible solution was found on average in 14 ms (standard deviation 14 ms). In the second example the robot must go through moving openings in two walls: This example can be particularly difficult for randomized planners, since the environment is characterized by the presence of "narrow passages" (see Fig. 2) . However, the algorithm proposed in the paper was able to deal with this scenario quite effectively. A feasible solution was found on average in 61.7 ms, (standard deviation 96.5 ms). Moreover, notice that in about 75% of the simulation runs, the first feasible solution was found in under 100 ms. 
Small autonomous helicopter
One of the prime motivations for the development of the algorithm presented in this paper is the path planning task for a small autonomous helicopter.
-This section presents simulation results for a test case involving a small autonomous helicopter. The simulations r61y upon a fully non-linear helicopter simulation, based on a commonly used minimum-complexity m~d e l .~' The motion planning algorithms operating on the hybrid automaton ~t r u c t u r e '~~~* are complemented a nonlinear control lawz9 to ensure tracking of the reference trajectory. The planner was tested using the same scenarios as for the ground robot examples. The output of the simulations was scaled, in such a way as to provide a meaningful comparison of the two cases. The cost function used in all the examples is the total time needed to go t o the destination. The first example involves navigating the helicopter through a set of obstacles represented as spheres in the configuration space (Fig. 3) . This example was very easily handled by the proposed planner: a feasible solution was found on average in 136 ms (standard deviation 73.5 ms). In the second example the helicopter must go through moving openings in two walls (see Fig. 4) . The basic algorithm, was not able to handle this case very effect i~e l y .~' In most runs, it took upwards of 20 seconds t o compute a feasible trajectory. However, the extensions presented in this paper resulted in a significant reduction in the required computation time: tests performed indicate the average time required t o compute . F i g u r e 3: Helicopter flying among fixed spheres 1 " " " " ' l
SuUn
F i g u r e 4: Helicopter flying through moving doors a feasible solution to be only 1.44 seconds (standard deviation 1.61 seconds). 5 
Conclusions
In this paper a randomized motion planning algorithm was presented, based on using an obstacle-free guidance systems as local planners in a probabilistic roadmap framework. The main advantage of the algorithm is the capability t o address in an efficient and natural fashion the dynamics of the system, while at the same time providing a consistent decoupling between the motion planning and the low-level control tasks. From a theoretical point of view, it was shown how t o perform uniform sampling in the reachable space of the vehicle, as opposed to sampling in the input space. Real-time issues were directly addressed: in the case in which finite computation time and available resources do not allow the computation of a feasible solution before a decision has to be made, it was shown how to ensure safety and how t o choose likely candidates for further exploration. Future work address motion planning in uncertain environment, with limited sensor range, and multi-vehicle operations.
