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ABSTRACT
The goal of this project is to create an inexpensive, light-
weight, wearable assistive device that can measure hand or
finger movements accurately enough to identify a range of
hand gestures. One eventual application is to provide assis-
tive technology and sign language detection for the hearing
impaired.
My system, called LiTe (Light-based Technology), uses
optical fibers embedded into a wristband. The wrist is an
optimal place for the band since the light propagation in the
optical fibers is impacted even by the slight movements of
the tendons in the wrist when gestures are performed. The
prototype incorporates light dependent resistors to measure
these light propagation changes. When creating LiTe, I con-
sidered a variety of fiber materials, light frequencies, and
physical shapes to optimize the tendon movement detection
so that it can be accurately correlated with different gestures.
I implemented and evaluated two approaches for gesture
recognition. The first uses an algorithm that combines mov-
ing averages of sensor readings with gesture sensor reading
signatures to determine the current gesture. The second uses
a neural network trained on a labelled set of gesture readings
to recognize gestures. Using the signature-based approach, I
was able to achieve a 99.8% accuracy at recognizing distinct
gestures. Using the neural network the recognition accuracy
was 98.8%. This shows that high accuracy is feasible using
both approaches. The results indicate that this novel method
of using fiber optics-based sensors is a promising first step
to creating a gesture recognition system.
KEYWORDS
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1 INTRODUCTION
Hand gesture-based user interfaces have captured the at-
tention of both researchers and users for many years. Such
interfaces have often appeared in science fiction, such as the
2002 movie Minority Report and the more recent Iron Man
movies, to depict advanced and easy to use computing sys-
tems. The value of a hand gesture interface is that it is often
much easier to communicate particular concepts using ges-
tures rather than using words or other means. Hand gestures
play an especially important role in communication and the
exchange of ideas for the speech or hearing impaired. In
addition to providing a user interface, a gesture interaction
system could potentially translate sign language to text or
spoken language for the user.
Over the past several decades, the computing community
has worked towards making such gesture-based interfaces a
reality. While much progress has been made, practical sys-
tems of this type remain only in the realm of science fiction.
The eventual goal of my research is to create a solution that
would not just work in theory, but a practical solution that
could be used by the hearing impaired to communicate with
others who do not know sign language. Existing designs
are often expensive and rely on the user wearing cumber-
some and awkward hardware. For example, many designs
are based on wearing rings, gloves or using external cam-
eras to identify gestures. Based on the limitations of current
approaches, I set five main goals for my gesture-based in-
terface system: 1) the system must be wearable; 2) it must
be non-intrusive; 3) it must be lightweight; 4) it must be
low-powered; and 5) it must be inexpensive.
My system, LiTe, involves a novel method of using optical
fibers to detect movements in the tendons in the human arm.
Each limb on the human body contains tendons that reach
from each digit all the way to the forearm. When each digit
in the hand is moved, there is a minuscule movement (<1mm)
in the tendons in the arm. My design relies on optical fiber-
based sensors embedded in a strapworn across the transverse
carpal ligament where these tendons are located. As twenty
percent of all American adults own a smart watch, these
sensors could be incorporated into an instrumented watch
strap providing a practical and less intrusive possibility for
gesture recognition.
In this paper, I address two broad categories of challenges
in the design of LiTe:
• Sensor Design. The sensor must be sensitive enough
to accurately detect even the minuscule movements
of the tendons while also being in a form-factor that
can be comfortably worn as a wristband. My work
considers the material to create the fiber, the shape of
the fibers and the wavelength of light used for sensing.
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Figure 1: Tendons in the hand and wrist. Image
Source: [12]
• Gesture Detection. LiTe must identify the gesture
performed using the raw sensor values. I implement
and evaluate two approaches for gesture recognition.
The first uses an algorithm that combines moving av-
erages of sensor readings with gesture sensor reading
signatures to determine the current gesture. The sec-
ond uses a neural network trained on a labeled set of
gesture readings to recognize gestures.
I built a prototype of the LiTe system using custom made
Vytaflex fibers, Large 630nm (red) LEDs. Using the signature-
based approach, I was able to achieve a 99.8% accuracy at
recognizing a set of 3 distinct gestures. Using the neural
network the recognition accuracy was 98.8%. This shows
that high accuracy is feasible using both approaches. The
neural network approach allows for more automation and
the addition of gestures. The neural network accuracy can
be further improved using alternative neural network archi-
tectures. The data shows that the LiTe design is capable of
accurately identifying gestures using simple and unobtrusive
hardware. It provides a promising first step to a practical
gesture based system that can be used in a multitude of appli-
cations including gaming, robotics, biomedical engineering,
especially offering improved communication for the speech
and hearing impaired.
The remainder of the paper is organized as follows. In
Section 2, I describe existing gesture recognition systems
and background relevant to my design. Section 3 discusses
how optical fibers can be used to detect movement. I describe
my prototype hardware and hardware testing in Section 4.
Section 5 presents the software components used for the
prototype. Section 6 details the results and data analysis.
2 RELATEDWORK AND BACKGROUND
2.1 Existing Designs
There are currently two types of designs used in gesture
recognition systems: 1) solutions that are wearable, such as
rings or gloves; and 2) solutions that require external cameras
and radar systems.
One common solution is to use rings on fingers or smart
gloves to detect movement. For instance, Tap [6] is a wear-
able keyboard. It uses a system with five interconnected
rings on a hand. Each ring contains an accelerometer that is
used to identify distinct hand gestures. Tap costs $150. Cy-
berglove [1] uses a glove with sensors designed to determine
the angle of each joint. Cyberglove costs roughly $15000 to
$30000. These systems are intrusive since humans do not to
wear gloves nor sets of rings all day.
Other designs rely on the use of deployed infrastructure
to detect gestures. For example, Microsoft’s Xbox Kinect sys-
tem [4] relies on the use of depth-sensing cameras to identify
body pose and movement. Other designs such as the Leap
Motion Controller [3] use standard cameras to determine
the gesture made. Google’s Pixel 4 phone [7] uses an embed-
ded radar based system to detect simple hand gestures. Both
camera and radar systems are limited by the ability to use
gestures in a limited area – e.g. in front of the Kinect camera
or above the phone radar. My goal is to design a gesture
recognition system that is less constrained in its usage.
2.2 The Biology
The basis of LiTe’s design lies in the biology of how fin-
ger movement uses tendons. Tendons are essentially fibrous
cords. They are bands of connective tissue that attach the
muscles to the bone enabling the muscles to move the bones.
The main tendons of the hand (Figure 1) are as follows [10]:
• Superficialis. These tendons run through the palm,
attach at the bases of the middle phalanges, and are
used to flex the wrist and finger joints.
• Profundus. These tendons pass through the palm,
attach at the bases of the distal phalanges, and are
used to flex the wrist and finger joints.
• Extensor. These tendons are found in the fingers,
which attach to the middle and distal phalanges, and
extend the wrist and finger joints.
• Flexor. These nine tendons pass from the forearm
through the carpal tunnel of the wrist. At the palm,
two go to each finger and one also goes to the thumb.
• Extensor pollicis brevis andAbductor pollicis longus.
These run from the muscles in the top of the forearm
and allow the thumb to move.
LiTe’s primary design feature is to detect movements in
these tendons.
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Figure 2: Total internal reflection. Image Source: [8]
3 OPTICAL FIBERS FOR GESTURE
RECOGNITION
LiTe relies on the use of optical fibers to create a lightweight
compact sensor for detecting tendon movement.
Before diving into the design of LiTe, we must understand
how they can be used as sensor to detect deflection. Optical
fibers rely on the concept of total internal reflection (all the
light is reflected back into the fiber) to cause light to travel
from one end of the fiber to the other (Figure 2). This is
caused by the differences in the refractive indices between
the fiber medium and the surrounding area. The refractive
index of a material is determined by the following equation,
where c is the speed of light:
n = cmedium/cvacuum
Inside the fiber itself the light reflects at the angle
θc = arcsin(
natmosphere
nmedium
)
For example, for most glass fiber optics, the following is
true:
nmedium = 1.444
natmosphere = 1.000350
θc = 43.8◦
This allows light to travel from one end of the fiber to the
other (Figure 3). Ideally, no light is lost through the sides
of the fiber, with all the light travelling between the ends.
However, this system is not perfect and this project depends
on the imperfections in order to detect the deflection in the
arm. These imperfections may include a not high enough
difference in refractive index between the medium and the
atmosphere and physical inconsistencies in the material,
such as air bubbles or semi-transparency. The idea is that
these imperfections will cause some of the light to be lost
as it travels down the fiber (Figure 4). Most importantly,
the amount of light lost is significantly impacted by any
deflection or bending of the fiber. My sensor design measures
the amount of light that successfully traverses the fiber to
measure tendon deflection.
The basic setup is as follows. Most optical fibers have two
layers: the medium itself and the cladding (outer covering).
In this project, the cladding is simply Earth’s atmosphere
))
Figure 3: Light traversing a fiber. Image Source: [8]
Figure 4: Light loss due to imperfections.
Figure 5: Basic Setup for Deflection Sensor
to maximize the loss of light across the fiber. An LED is
connected to one end of an optical fiber using some heat
shrink. An Light Dependent Resistor (LDR), or photoresistor,
is fastened to the other end. The LDR is used to measure
the light intensity across the fiber, and measures the amount
of light that is transmitted when bent. (Figure 5) This setup
provides the possibilities for detecting deflections of tendons
in the wrist.
While the concept of using optics as sensors has been
explored before by researchers, my application and manu-
facturing process is unique as explained in the next section.
I leverage and improve upon the prior research in the area
of optical fibers as sensors. For example, the project Highly
stretchable optical sensors for pressure, strain, and curvature
measurement [9] creates a sensor system using optical fibers
to detect curvature. This, and similar projects, [11] focus on
the application of optics as sensors in robotics. I apply this
concept to humans and use my own methodology to create
my Proof of Concept.
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Figure 6: Testbed hardware
4 PROOF OF CONCEPT
While the concept of using fiber light loss to detect bends
in the fiber works in practice, designing a prototype that
can measure the tiny bends caused by tendon movement
requires addressing several significant design challenges. In
developing a viable prototype, I created a testbed in which
I could evaluate the best material (medium) to make the
fiber out of, the best shape of the fiber to use, and the best
wavelength of LED for the objectives.
4.1 Testbed Hardware
A testbed (Figure 6) was designed using Solidworks. Using
this process, I created 1) a hard holder for the material to
achieve both consistency and durability during the testing
process, 2) a lid for to eliminate the external light and isolate
the LED light, 3) a compartment in the holder for the LED
and LDR on each end, and 4) a plastic tool for consistent
depression of the medium.
4.2 Optimal Wavelength
Using the above testbed hardware, the first step was to de-
termine the optimal wavelength for the Light Dependent
Resistor (LDR). The optimal wavelength depends on the type
of LDR used. To determine this wavelength, an experiment
with the testbed was conducted, comparing different LED
wavelengths to the change in light intensity when depressed
(Figure 7). The higher the delta intensity is, the better the
LDR reacted to that wavelength. For my Cadmium Sulphide
(CdS) LDR, large red (630nm) and large blue (460nm) LEDs
were determined to be the best as they produced the greatest
delta intensity when depressed. Red was chosen due to avail-
ability. All measurements are in a scaled light intensity (0 to
1023), which represents the voltage drop (0 to 5V) across the
light dependent resistor.
Figure 7: LED test results
4.3 Optimal Medium
The next step was to determine the best material of fiber to
use. Logically, in order to be able to detect deflection over
a small distance (i.e. the wrist), a flexible, soft, and mostly
transparent material is required. From online research, the
ideal types of materials that fit these properties are silicone,
rubber, synthetic gelatin, and soft plastic. Therefore, I se-
lected the following materials to test: 1) Smooth On Ecoflex
30, a silicone; 2) Humimic Gel 2, a synthetic transparent
gelatin; 3) Smooth On Vytaflex 20, a rubber; and 4) standard
optical fibre from Adafruit (shown left to right in Figure 8).
Smooth On Ecoflex is an opaque silicone product. When
testing the medium, it was found to be too opaque and failed
to let any of the light from the LED through the material.
Humimic gel is a transparent synthetic gelatin. During test-
ing, this medium failed since it is too soft. The medium melts
even from body heat and would not be appropriate for use
in a wrist band. Standard optical fiber (from Adafruit) did
not work. The light intensity did not change with depression
and was always at the maximum (1023). Smooth On Vytaflex
is a semi-transparent urethane rubber. This medium worked
the best. It was able to transmit light and also maintained its
structure. It also exhibited significant changes in intensity
when depressed.
4.4 Optimal Fiber Shape
The third step in the process was to determine the optimal
shape of the fibers. To do this, I molded the medium using
shrink tubes of various diameters, created a 3D printed tube,
used straws and also created rectangular and sinuoidal molds
(Figure 9). The shrink tube molds were somewhat easy to
obtain, but the Vytaflex had a tendency to stick to the sides.
The 3D printed tubes were customizable as I was fabricating
4
Lightweight assistive technology: A wearable, optical-fiber gesture recognition system
Figure 8: Different mediums tested
Figure 9: Molds and Shapes.
them myself, but the medium would stick to the sides and
could not be removed. The rectangular and sinusoidal molds
did create good shapes, but the sensors would have to be
embedded into them, thus leaving them too fragile. In the
end, the optimal shape ended up being a 3mm diameter straw
mold. They were both easy to obtain and also the best for
the LED shape and resolution used.
4.5 Final Prototype Hardware
The final prototype used in the project uses three 35mm long
and two 80mm long Vytaflex fibers molded using 3mm straw.
Large red (630nm) LEDs are used as the light source. The
LEDs and LDRs are fastened using heat shrink to the fibers.
(Figure 10)
Materials:
• Vytaflex fibers
• Large red (630nm) LEDs
• Arduino Uno
• 5 LDRs and 5 10k Ohm resistors
• LED circuit: 9V battery, 5V regulator, 50 Ohm resistor,
100 Ohm resistor, Ohms resistors, 5 LEDs
Figure 10: Prototype Layout
Figure 11: Circuit Diagram for LEDs
Figure 11 and Figure 12 depict how the prototype elec-
tronics was laid out. The grid-like system is used to be able
to detect deflection both vertically and horizontally across
the wrist. The entire setup is strapped to the wrist as seen in
Figure 13
5 SOFTWARE DESIGN
This section provides an overview of the LiTe system soft-
ware; some of the error checking and details have been re-
moved from the code segments below to improve readability.
The first portion of the code, written in C++, runs on the
Arduino Uno itself. The code uses the analog input ports
on the Arduino to read the voltage drop across the light
dependent resistor. I used the USB serial interface to send
the values to the computer with a comma delimiter.
1 // select the input pin for LDR(s)
2 int sensorPin = A0;
3 int sensorPin2 = A1;
4 int sensorPin3 = A2;
5 int sensorPin4 = A3;
6 int sensorPin5 = A4;
7
8 // variable(s) to store the value coming from the
sensor
5
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Figure 12: Arduino Circuit Diagram
Figure 13: Final Prototype Hardware on Wrist
9 int sensorValue = 0;
10 int sensorValue2 = 0;
11 int sensorValue3 = 0;
12 int sensorValue4 = 0;
13 int sensorValue5 = 0;
14
15 void setup () {
16 //sets serial port for communication
17 Serial.begin (9600);
18 pinMode(LED_BUILTIN , OUTPUT);
19 }
20 void loop() {
21 // read the value(s) from the sensor(s)
22 sensorValue = analogRead(sensorPin);
23 sensorValue2 = analogRead(sensorPin2);
24 sensorValue3 = analogRead(sensorPin3);
25 sensorValue4 = analogRead(sensorPin4);
26 sensorValue5 = analogRead(sensorPin5);
27
28 // prints the values coming from the sensors on
the screen
29 Serial.print(sensorValue);
30 Serial.print(",");
31 Serial.print(sensorValue2);
32 Serial.print(",");
33 Serial.print(sensorValue3);
34 Serial.print(",");
35 Serial.print(sensorValue4);
36 Serial.print(",");
37 Serial.println(sensorValue5);
38
39 }
This second portion of code is the Python Code that runs
on a Debian GNU/Linux PC. This purpose of this code is
to collect the data along with a timestamp and save it to a
file for further processing. The code works by opening the
serial port of the Arduino and creating a list of the gestures
to test. A timer is used so that the user completes one gesture
cycle in five seconds. The collected sensor readings are given
preliminary gesture identifying labels based on this gesture
cycle. The data output in the file consists of a timestamp,
each individual LDR reading, and the gesture cycle label.
1 #!/usr/bin/python
2
3 import serial
4 import time
5 import sys
6
7 # Determine the file to save data to
8 port = sys.argv [1]
9 fileOut = sys.argv [2]
10
11 f = open(fileOut , "w")
12
13 ser = serial.Serial(port , 9600, timeout =1)
14 def getData(timeout , label):
15 timeI = time.time()
16 while time.time()-timeI < timeout:
17 try:
18 reading = ser.readline ()
19 pr = [0,0,0,0,0,0,0,""]
20 pr[0] = time.time()-timeIA
21 pr[1] = time.time()
22 pr[2] = int(reading.split('\n')[0]. split(","
)[0])
23 pr[3] = int(reading.split('\n')[0]. split(","
)[1])
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24 pr[4] = int(reading.split('\n')[0]. split(","
)[2])
25 pr[5] = int(reading.split('\n')[0]. split(","
)[3])
26 pr[6] = int(reading.split('\n')[0]. split(","
)[4])
27 pr[7] = label
28 for i in pr:
29 print str(i)+",",
30 f.write(str(i)+",")
31 print ""
32 f.write("\n")
33 except:
34 pass
35
36 gestures = ["extend","fist","one"]*2
37
38 print("delta Time , Unix Time , ldr1 , ldr2 , ldr3 ,
ldr4 , ldr5 , label")
39 f.write("delta Time , Unix Time , ldr1 , ldr2 , ldr3 ,
ldr4 , ldr5 , label\n")
40
41 timeIA = time.time()
42 for gesture in gestures:
43 continueQ = raw_input("Do "+gesture+"? [Y/n]: ")
44 if continueQ == "y" or continueQ == "" or
continueQ == "Y":
45 getData (5.0, gesture)
46 elif continueQ == "n" or continueQ == "N":
47 continueQ = "n"
48
49 f.close ()
There is an additional section of the code for the machine
learning portion of this project. This code is discussed in
Section 6.
6 EXPERIMENTAL RESULTS
The goal of this project was to create a gesture recognition
system. While a large collection of gestures can be tested us-
ing the prototype, I focus on three gestures, Finger Extension
[EXTEND], Finger Flexion [FIST], and One Finger [ONE]
(Figure 14), to evaluate in this paper to show the viability
of the LiTe design. The key question I attempt to answer is
whether the LiTe design can be used to accurately identify
the gesture the user performs.
To both train and evaluate my design, I produced a col-
lection of datasets for both single gestures and mixes of
different gestures. For each dataset, Light intensity readings
from each LDR sensor was recorded once per 0.02s (250 read-
ings/s). Light intensity measurement is reported in scaled
units (0 to 1023) based on the voltage drop due to the LDR (0
to 5V). For single gesture datasets, the user repeatedly per-
formed the gesture for approximately 5 seconds followed by
a shorter (approximately 2 seconds) period during which the
hand was relaxed. In the multiple gesture experiments, the
user would cycle through the different gestures with a similar
Figure 14: Gestures referenced in this paper
short relaxation period between each gesture. Each reading
in each dataset was then manually labeled with the gesture
being performed at the time. Five different data labels were
used – one for each gesture (EXTEND, FIST and ONE), one
for the relaxed hand position (RELAX) and one for periods
during which the hand was moving between two gestures
(TRANSITION). The performance of LiTe is measured by
how accurately it can predict these data labels using only
the sensor readings. Note that I do not consider the accuracy
of predicting the Transition label as part of the LiTe system
performance since the Transition state may indeed reflect
movement through other intermediate gestures. A practical
deployment would use the stability of the gesture reading to
eliminate this ambiguity.
Below, I first describe the observations made on individual
datasets that led to the design of a signature-based gesture
classification algorithm (Section 6.1). I then describe the de-
sign and evaluation of the signature-based gesture classifi-
cation (Section 6.2). Finally, I describe and evaluate a neural
network based classifier for gesture recognition (Section 6.3)
6.1 Single Dataset Analysis
Figure 15 plots the scaled light intensity of each sensor over
time as I repeatedly performed a one finger gesture (ONE).
There are several key takeaways from this experiment. First,
each sensor (LDR) has its own unique baseline intensity value
for the relaxed hand position. Second, each sensor reports a
predictable change in intensity when the hand gestures are
made.
Figure 16 examines just the readings of sensors 1 and
5 for a portion of the experiment. This illustrates a third
observation: the change due to the hand gesture differs across
the different sensors. In this case, sensor 5’s readings are
impacted more significantly by this type of gesture.
Figure 17 examines just the readings of sensor 5 for the
above experiment. On this scale, the graph leads to the fourth
observation: while the change due to the hand gesture stays
relatively consistent over time, the baseline reading for the
7
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Figure 15: Sensor readings for the ONE gesture
Figure 16: Normalized readings of sensors 1 and 5 for
the ONE gesture
relaxed hand position (the top plateaus of the green line)
change significantly over time. I conjecture that this is due
to movement or adjustment of the hand strap over periods
longer than a single gesture.
6.2 Signature-Based Gesture Recognition
Based on the above observations, I developed a gesture recog-
nition algorithm with two key components. The first part
establishes a moving baseline reading for the relax position.
The second part compares the differences between the cur-
rent reading and the baseline with signatures created for each
gesture to determine the current gesture.
6.2.1 Algorithm.
Baseline Computation. The baseline value for the relax
position is computed using two key techniques. First, I use
an exponentially-weighted moving average of the sensor
Figure 17: Readings of sensor 5 for the ONE gesture
reading to remove any outliers and smooth noisy data, where:
averaдet = (1 − α) · averaдet−1 + α · Xt
The α values determines how much "history" to include in
the average – small α values (close to 0) weigh the past
more heavily causing the average to move more slowly with
changes, while large α values (close to 1) cause the average to
track the current readings more closely. Empirically, tuning
α to 0.2 worked well at smoothing the sensor readings. In
addition, I keep a sliding window of the maximum smoothed
average reading in the past 4 seconds. Gestures cause sensor
values to dip. As a result, the maximum value over the recent
past represents a good estimate of the current relax baseline
reading. The red line in Figure 17 shows the result of the
baseline computation. As the graphs shows, the baseline
8
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Figure 18: Labelling for signature generation.
Figure 19: Signature values for gestures
reading follows the changing value of the relax position
extremely closely.
Signature Generation. For each dataset, I manually labelled
the data readings of a single trace as âĂĲRelax BaselineâĂİ,
âĂĲTransition Between Relax and GestureâĂİ and âĂĲGes-
tureâĂİ (shown in Figure 18). For each section (e.g. a single
Relax period) of the dataset, I computed a simple average
of the readings for a single sensor. I then computed the dif-
ference in Light Intensity between a Relax period and the
subsequent Gesture period. This was done for each sensor
and for each gesture. For each gesture and sensor pair, the
average of these difference values was computed to create a
signature. Figure 19 shows the signatures for the three ges-
tures I am testing. The value −223 in the table indicates that
the Sensor 4 reading typically dips by about 223 from the
baseline reading when the Extend gesture is performed. The
table also shows that Sensors 2, 3 and 4 (i.e. the shorter fibers
parallel to the arm) are impacted the most by the gestures. As
a result, I use only these sensors for the gesture recognition
in this algorithm.
Gesture Identification. To identify the current gesture, LiTe
determines if the difference of the current reading from the
baseline is within 10 percent of the signature value and, if
so, it is labeled with that gesture. If the current reading is
Figure 20: Confusion Matrix for Gesture Sensor Read-
ing Signatures
not within 10 percent of any label, it is identified as a RE-
LAX gesture (i.e. baseline gesture). If the computed label had
changed within the past 10 readings, the label was changed
to TRANSITION.
6.2.2 Accuracy. To evaluate the accuracy of this algorithm,
I used a dataset with a mix of all three gestures. I used the
signatures described above to automatically compute labels
for each data point.
Accuracy of a classification system is typically summa-
rized using a confusion matrix. A confusion matrix is a table
used to describe the performance of a classification model
(or "classifier") on a set of test data for which the true values
are known. Each entry in the table indicates how often the
true value in a row was predicted as the value in the column.
The confusion matrix for the Gesture-based Gesture Classi-
fier is shown in Figure 20. Looking at the first row indicates
that of the 654 instances of the Relax gesture, 652 were cor-
rectly identified as Relax and 2 were misclassified as One. We
see that the bulk of the computed classifications are correct
(highlighted along the diagonal). I omit the transition state
since these would be filtered away in practice. Overall, only
2 of the 1494 readings were misclassified - i.e. an accuracy
of 99.8%.
6.3 Machine Learning
As an alternate approach, I evaluated using a neural net-
work to classify the sensor readings to the different potential
gestures. The benefit of a neural network is that it can auto-
matically learn the relationship between the sensor values
and the gestures - making it easier to add sensors or gestures
to the system.
6.3.1 Algorithm. Figure 21 shows theGoogle Colaboratory [2]
Python code to train this neural network. Lines 1–6 simply
import the appropriate libraries and Lines 8–12 load a dataset
containing a mix of sensor readings and their associated ges-
ture labels. Lines 14–18 split the dataset into roughly two
equal halves. The first half is for training the neural network
and the second is for testing the trained model.
9
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Lines 20–32 construct the neural network. The neural net-
work uses a Multi Layer Preceptron (MLP) structure with
two hidden layers. This is well suited for learning a direct
mapping of sensor values to output gesture types. How-
ever, unlike the manually created classification algorithm
(Section 5), this approach does not consider the history of re-
cent readings. I plan to evaluate the use of Recurrent Neural
Networks (RNNs) and Long Short Term Memory Networks
(LSTMs) to incorporate the use of recent readings as part of
the gesture classification.
Finally, lines 34-35 train the model using the training por-
tion of the dataset. Lines 37-40 generate predictions using the
trained model on the test portion of the dataset. To observe
the accuracy of these predictions, the program outputs the
confusion matrix between these predictions and the ground
truth data.
Figure 22 and 23 show the performance of the trained
model across the epochs of training. As can be seen in the
accuracy graph, the final accuracy is relatively high rate
(~0.95) at which the correct gestures are predicted on the
training and test data. Similarly, the loss is also close to 0 by
the end of training.
6.3.2 Accuracy. I use the trained model to predict the ges-
tures for the test data readings. Figure 24 shows the confusion
matrix for the three gestures and the relaxed hand state for
the resulting prediction. I omit the transition state since these
would be filtered away in practice. Each entry in the table
indicates how often the true value in a row was predicted
as the value in the column. For example, of the 264 readings
that were of the relaxed hand state, the neural network cor-
rectly predicted in 261 readings were relax and misclassified
3 of the readings as a one gesture. The diagonal all repre-
sent correct predictions and show extremely high accuracy
(98.8%) for the neural network. The neural network does not
perform quite as well as the manually created algorithm. I
believe this is due to the fact that the Signature-based clas-
sifier incorporates history of past readings via the moving
average computation to account for changing conditions. It
may be possible to use an alternate neural network archi-
tecture that explicitly incorporates history to improve the
system’s performance further. However, with such a high
accuracy using the current approach this optimization may
prove unnecessary.
7 DISCUSSION
The experimental study in the previous section enables me
to make the following important observations: Optical fibers
do make feasible sensors for detecting gestures. It is possible
to distinguish between gestures with almost 99 percent accu-
racy. It is also possible to use neural networks to automate
the gesture recognition process.
1 import numpy as np
2 import pandas as pd
3 import keras
4 from keras.models import Sequential
5 from keras.layers import Dense ,Dropout
6 from keras.regularizers import l2
7
8 datafile = "mix6ml"
9 x_data = pd.read_csv(datafile+"X.csv",names=['s1',
's2','s3','s4','s5'])
10 y_dataR = np.genfromtxt(datafile+"Y.csv",delimiter
=',',dtype=int)
11 num_classes = np.max(y_dataR) + 1
12 y_data = keras.utils.to_categorical(y_dataR ,
num_classes)
13
14 # split the data into testing and training parts
15 x_train = x_data [:880]
16 x_test = x_data [880:]
17 y_train = y_data [:880]
18 y_test = y_data [880:]
19
20 #define a sequential Model
21 model = Sequential ()
22
23 #Hidden Layer -1
24 model.add(Dense (100, activation='relu',input_dim=5,
kernel_regularizer=l2 (0.01)))
25 model.add(Dropout (0.3, noise_shape=None , seed=None
))
26
27 #Hidden Layer -2
28 model.add(Dense (100, activation = 'relu',
kernel_regularizer=l2 (0.01)))
29 model.add(Dropout (0.3, noise_shape=None , seed=None
))
30
31 #Output layer
32 model.add(Dense(6, activation='sigmoid '))
33
34 model.compile(loss='binary_crossentropy ',optimizer
='adam',metrics =['accuracy '])
35 model_output = model.fit(x_train ,y_train ,epochs
=150, batch_size =20, verbose=1, validation_data =(
x_test ,y_test),)
36
37 y_pred = model.predict(x_test)
38 rounded = [np.argmax(x) for x in y_pred]
39 y_truth = [np.argmax(x) for x in y_test]
40 confusion_matrix(y_truth ,rounded)
41
Figure 21: Neural network gesture classifier.
While these results show promise in the approach of using
custom optical sensors to detect the deflection of tendons
in the wrist, there are limitations in research that must be
considered in making this approach practical.
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Figure 22: Accuracy during training
Figure 23: Loss during training
Figure 24: Confusion Matrix Created by Neural Net-
work
Variations in tendons. Testing was conducted only on the
author himself. As a result, it is possible that there are human
variations in how the gestures are made or how the tendons
move for a different user.
Realism. The prototype is powered by an Arduino. Inte-
grating LiTe into a smart watch would take another step.
Sign Language. Sign language involves more than just the
movement of individual fingers. American Sign Language
(ASL) requires movement of the entire hand and arm. The
accuracy of the system to detect ASL and not just simple
gestures will need to be continued to explore.
8 CONCLUSION AND NEXT STEPS
My study shows that fiber optics are, indeed, a practical
and light-weight method of detecting deflection in the wrist.
This method is inexpensive compared to all existing tech-
nologies. The prototype created in this project was less than
$30, hence also achieving the low-cost criteria. The results
of the project demonstrate that it is promising first step in
creating a light-weight assistive technology for the speech
and hearing impaired.
The next step of the project is expand the number of ges-
tures and continue to process them using machine learning.
An eventual goal is to incorporate the entire system into an
existing watch band and have it powered by a smart watch
rather than an Arduino.
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