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Abstract
In this paper we provide a possible realization of Penrose’s idea
of nonlinear gravitons using a new description of nonmetric general
relativity. In the addressal of issues surrounding the normalizability
of the Kodama state and its reliability as a ground state for gravity,
we expand the theory in fluctuations about the Kodama state. This
produces a theory of complex gravity with a well-defined Hilbert space
structure, whose quantization we carry out both at the linearized level
and in the full nonlinear theory. The results of this paper demonstrate
the preservation of the physical degrees of freedom of the full nonlinear
theory under linearization, as well provide a Hilbert space of states of
the former annihilated by the quantum Hamiltonian constraint.
1
1 Introduction
In [1] Roger Penrose takes issue with the standard view of the graviton as
a weak-field perturbation of a background spacetime. He proposes the idea
that each graviton should carry its measure of curvature, corresponding to a
solution of the full nonlinear Einstein equations. The issue of the graviton is
of supreme importance, particularly when one wishes to construct a quantum
theory of gravity. The Penrose approach in [1] presents the concept of left-
handed and right-handed gravitons, which leads to a twistor theory naturally
adapted to the description of complex spacetimes. In this paper we will
demonstrate a realization of Penrose’s idea using a nonmetric description of
complex GR which is different from twistor theory, and is derivable from
the Ashtekar formulation.
In the complex Ashtekar theory of gravity the basic phase space variables
are a self-dual SO(3, C) connection and a densitized triad ΩAsh = (A
a
i , σ˜
i
a).
The action in 3+1 form is a canonical one form minus a linear combination
of first class constraints smeared by auxilliary fields [2], [3], [4]
IAsh =
∫
dt
∫
Σ
d3x
[
σ˜iaA˙
a
i +A
a
0Ga −N
iHi − iNH
]
. (1)
The fields N i, Aa0 and N = N(detσ˜)
−1/2 are respectively the shift vector,
temporal component of a 4-D self-dual connection Aaµ, and the lapse density
function. The initial value constraints are the diffeomorphism constraint Hi,
given by
Hi = ǫijkσ˜
j
aB
k
a = 0, (2)
the Gauss’ law constraint Ga which is given by
Ga = Diσ˜
i
a = 0, (3)
and the Hamiltonian constraint H by
H = ǫijkǫ
abcσ˜iaσ˜
j
b
(
Bkc +
Λ
3
σ˜kc
)
= 0 (4)
where Λ is the cosmological constant. There is a nontrivial solution to the
system (2), (3) and (4) given by σ˜ia = −
3
ΛB
i
a which enables one to construct
a Hamilton–Jacobi functional ICS [A], namely the Chern–Simons functional
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of the spatial connection Aai . The exponentiation of this functional yields
the Kodama state, which was first discovered by Hideo Kodama [5]
ψKod[A] = e
−3(~GΛ)−1ICS [A]. (5)
Equation (5) exactly solves the classical constraints and also the quantum
constraints of GR for a particular operator ordering [6]. There are some ob-
jections to the use of ψKod as a ground state for gravity, by analogy to the
pathologies of the Chern–Simons functional when seen in the purely Yang–
Mills context. These pathologies include nonnormalizability and nonunitar-
ity, as well as the lack of a reliable Hilbert space structure [7].
We will address these objections by showing that there exists a well-
defined theory of fluctuations about ψKod, seen as the ground state for
some gravitational system. In this paper we will show demonstrate that the
fluctuations take on the interpretation of gravitons, and we will quantize
these fluctuations and show that they admit a genuine Hilbert space. This
task has been carried out to some extent at the linearized level in [8] in the
Ashtekar variables. In the present paper we will extend the demonstration
to Lorentzian signature spacetimes, using a new set of phase space variables
ΩInst = (Ψae, A
a
i ) which will be defined later. We will carry out the demon-
stration both at the linearized level and for the full nonlinear theory. In this
paper we will not address reality conditions, which is treated elsewhere.
1.1 Organization of this paper
The organization of this paper is as follows. After transforming from the
Ashtekar phase space ΩAsh = (σ˜
i
a, A
a
i ) into the new phase space variables
variables ΩInst = (Ψae, A
a
i ) we expand the starting action including the ini-
tial value constraints about the action associated with the Kodama state
ψKod. Prior to embarking upon the full theory we first demonstrate the
expected features of the graviton in the linearized approximation in Part
I. Section 3 performs a linearization about ψKod on ΩInst, producing the
massless spin two polarizations in this limit. We then perform a quanti-
zation on ΩInst, demonstrating the existence of a Hilbert space structure
at the linearized level. In Part Two we redo the previous exercises, now
with respect to the full nonlinear theory. First we put in place the requisite
canonical structure for quantization, which entails the implementation of
the kinematic constraints at the level of the starting action. Then we in-
troduce the auxilliary Hilbert space and use it as a basis for construction of
wavefunctions annihilated by the Hamiltonian constraint of the full theory.
A time variable T on configuration space emerges similarly to the case in
the linearized theory, and the wavefunction evolves with respect to this time
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in the full theory. The well-definedness of the quantization is linked to the
convergence of solutions of the full Hamiltonian constraint with respect to
time variable T , which we prove in this section.
To proceed from the Ashtekar phase space ΩAsh into the new phase space
ΩInst, let us first make a substitution called the CDJ Ansatz
σ˜ia = ΨaeB
i
e, (6)
where Ψae ∈ SO(3, C)⊗ SO(3, C) is the CDJ matrix.
1 The action (1) then
becomes
IInst =
∫
dt
∫
Σ
d3x
[
ΨaeB
i
eA˙
a
i +A
a
0Ga −N
iHi − iNH
]
, (7)
where the corresponding constraints are given by
Hi = ǫijkB
j
aB
k
eΨae (8)
for the diffeomorphism constraint,
Ga = B
i
eDiΨae + Cbe
(
fabf δge + febgδaf
)
Ψfg ≡ we{Ψae} (9)
for the Gauss’ law constraint, and
H = (detB)
(1
2
V arΨ+ ΛdetΨ
)
= 0 (10)
for the Hamiltonian constraint where V arΨ = (trΨ)2− trΨ2. In (9) we have
defined a magnectic helicity density matrix Cbe ≡ A
b
iB
i
e and we have made
use of the definition of the covariant derivative of Ψae, seen as a second-rank
SO(3, C) tensor. In the language of the new phase space variables ΩInst =
(Ψae, A
a
i ), the Kodama state corresponds to the solution Ψae = −
3
Λδae.
The variation of the canonical one form corresponding to (7) is given by
δθInst = δ
(∫
Σ
d3xΨaeB
i
eδA
a
i
)
=
∫
Σ
d3x
[
BieδΨae ∧ δA
a
i +Ψaeǫ
ijk(DjδA
e
k) ∧ δA
a
i
]
, (11)
1This Ansatz is attributable to Capovilla, Dell and Jacobson, was used in [9] to write
down a general solution to the Hamiltonian and the diffeomorphism constraints, which
are algebraic in nature. Equation (5) holds as long as (detB) 6= 0 and (detΨ) 6= 0. Since
σ˜ia is dimensionless and [A
a
i ] = 1, then it follows that [Ψae] = −2.
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which owing to the second term is not a symplectic two form of canonical
form. This features poses an obstruction to the quantization of the theory,
which we will show becomes eliminated when one restricts oneself to the
linearized level. In the nonlinear case a transformation from ΩInst into new
densitized variables is required on the kinematic phase space ΩKin.
2 Expansion of the classical constraints relative to
the pure Kodama state
We now return to the starting theory defined on ΩInst and expand the initial
value constraints in fluctuations about the pure Kodama state ψKod. We
will use the Ansatz
Ψae = −
( 3
Λ
δae + ǫae
)
, (12)
where ǫae is the CDJ deviation matrix ǫae, which parametrizes deviations
from ψKod. Substitution of (12) into (7) yields a canonical one form
θInst = −
3
Λ
∫
dt
∫
Σ
d3xBiaA˙
a
i −
∫
dt
∫
Σ
d3xǫaeB
i
eA˙
a
i . (13)
The first term of (13) is the integral of a total derivative, which integrates
to the Chern–Simons functional ICS .
When one expands the constraints relative to ψKod, one finds that the
− 3Λδae part of (12) drops out for the constraints linear in Ψae. So for the
Gauss’ law constraint we have
BieDiΨae = −B
i
eDi
( 3
Λ
δae + ǫae
)
= −BieDiǫae, (14)
since the homogeneous and isotropic part of the CDJ matrix is annihilated
by the covariant derivative. Likewise, for the diffeomorphism constraint the
− 3Λδae part cancels out due to antisymmetry
Hi = −ǫijkB
j
aB
k
e
( 3
Λ
δae + ǫae
)
= ǫijkB
j
aB
k
e ǫae = 0. (15)
For the Hamiltonian constraint, an imprint of − 3Λδae remains upon expan-
sion due to the nonlinearity of the contraint. This can be seen as the imprint
of ψKod, which interacts with the fluctuations. The Hamiltonian constraint
uses the invariants of the CDJ matrix, namely the trace
4
trΨ = −
( 9
Λ
+ trǫ
)
(16)
and the variance V arΨ, given by
V arΨ = ǫabcǫefc
( 3
Λ
δae + ǫae
)( 3
Λ
δbf + ǫbf
)
= ǫabcǫefc
( 9
Λ2
δaeδbf +
6
Λ
δaeǫbf + ǫaeǫbf
)
=
54
Λ2
+
12
Λ
trǫ+ V arǫ (17)
and the deteminant given by
−6detΨ = ǫabcǫefg
( 3
Λ
δae + ǫae
)( 3
Λ
δbf + ǫbf
)( 3
Λ
δcg + ǫcg
)
= ǫabcǫefg
( 54
Λ3
δaeδbf δcg +
27
Λ2
δaeδbf ǫcg +
9
Λ
δaeǫbf ǫcg + ǫaeǫbf ǫcg
)
=
162
Λ3
+
54
Λ2
trǫ+
9
Λ
V arǫ+ 6detǫ (18)
Combining (17) and (18), then the Hamiltonian constraint is given by
detB
(
ΛdetΨ +
1
2
V arΨ
)
= −detB
( 6
Λ
trǫ+ 2V arǫ+ 2Λdetǫ
)
= 0. (19)
At the classical level, the constraints can be written as a system of seven
equations in nine unknowns
ǫijkB
j
aB
k
e ǫae = 0; we{ǫae} = 0; trǫ+
Λ
3
V arǫ+
Λ2
3
detǫ = 0. (20)
The third equation of (20) has used (detB) 6= 0, which is a required condition
for the transformation (5) to be valid. Therefore the analysis of this paper
does not apply to flat spacetimes, where Bia = 0.
3 Part One: The linearized theory
Having expanded Ψae as in (12), we will now linearize the theory using the
following expansion about a reference connection αai
Aai = α
a
i + a
a
i , (21)
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where |aai | << α
a
i . We must substitute (21) into (13) and (20) and expand
to linear order in aai . The Ashtekar SO(3, C) magnetic field B
i
a = ǫ
ijk∂jA
a
k+
12ǫijkfabcA
b
jA
c
k is given by
Bia = ǫ
ijk∂j(α
a
k + a
a
k) +
1
2
ǫijkfabc(αbj + a
b
j)(α
c
k + a
c
k)
= βia[α] + ǫ
ijk(∂ja
a
k + f
abcαbja
c
k) +O(a
2). (22)
To make the physical content of the theory clear we will choose a reference
connection αai = δ
a
i α, where α is a numerical constant. Then we have
Bia = δ
i
aα
2 + ǫijk∂ja
a
k + α(δ
iaacc − a
i
a) + . . . ; Cae = δaeα
3 + . . . , (23)
where the dots signify higher order terms. The canonical one form to lin-
earized level, the second term of (13), is given by
θLinear = −
i
G
∫
Σ
d3xǫaeB
i
eA˙
a
i
= −
i
G
∫
Σ
d3xǫae(δ
i
eα
2 + . . . )(a˙ai + . . . ) = −
i
G
α2
∫
Σ
d3xǫaea˙
a
e . (24)
To linearized order the theory exhibits a symplectic two form
ΩLinear = −
i
G
α2
∫
Σ
d3xδǫae ∧ δaae
= −
i
G
α2δ
(∫
Σ
d3xǫaeδaae
)
= δθLinear. (25)
So at the unconstrained level one can read off the following elementary
Poisson brackets from (25)
{aae(x, t), ǫbf (y, t)} = −i
(α2
G
)
δabδefδ
(3)(x, y). (26)
Since the constraints (20) are already of at least linear order in ǫae, then we
need only expand them to zeroth order in Bia. Hence the diffeomorphism
constraint is given by
Hi = ǫijk(α
4δjaδ
k
e )ǫae = α
4ǫiaeǫae = 0, (27)
which implies that ǫae = ǫea must be symmetric. The Hamiltonian con-
straint to linearized order is given by
6
trǫ = 0, (28)
which states that ǫae is traceless to this order. For the Gauss’ law constraint
we have
Ga = α
2δie∂iǫae + α
3δbe
(
fabfδge + febgδaf
)
ǫfg
= α2∂eǫae + α
3fagf ǫfg = 0. (29)
The second term on the right hand side of (29) vanishes since ǫae is sym-
metric from (27), and the Gauss’ law constraint reduces to
∂eǫae = 0, (30)
which states that ǫae is transverse. Since upon implementation of the lin-
earized constraints ǫae is symmetric, traceless and transverse then it corre-
sponds to a spin two field.
3.1 Massless spin two polarizations
We will now make contact with the conventional formalism, as is best seen
in momentum space, using a plane waveform for ǫae. From (27) and (28)
the most general form for ǫae is given by the parametrization of its diagonal
and off-diagonal parts, ϕf and Ψf respectively
2
ǫae =

 ϕ1 Ψ3 Ψ2Ψ3 ϕ2 Ψ1
Ψ2 Ψ1 ϕ3

 e~k·~r,
subject to the tracelessness condition trǫ = ϕ1 + ϕ2 + ϕ3 = 0, where
~k = (k1, k2, k3) is the wave vector of the gravitational wave. The linearized
Gauss’ law constraint (30) is given by
keǫae =

 ϕ1 Ψ3 Ψ2Ψ3 ϕ2 Ψ1
Ψ2 Ψ1 ϕ3



 k1k2
k3

 =

 00
0

 ,
which can be rewritten as
 0 k3 k2k3 0 k1
k2 k1 0



 Ψ1Ψ2
Ψ3

 = −

 k1 0 00 k2 0
0 0 k3



 ϕ1ϕ2
ϕ3

 .
2We have omitted the time dependence, since the initial value constraints are solved
with respect to a given spatial hypersurface Σt for each time t.
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To make the physical content more apparent in terms of gravitation modes,
let us use a wave vector of the form ~k = (k1, 0, 0), which corresponds to
a wave travelling in the x direction of a Cartesian coordinate system. For
k2 = k3 = 0 this is given in matrix form by
 0 0 00 0 k1
0 k1 0



 Ψ1Ψ2
Ψ3

 = −

 k1 0 00 0 0
0 0 0



 ϕ1ϕ2
ϕ3

 ,
This yields the equations
0 = ϕ1k1; k3Ψ3 = 0; k1Ψ2 = 0, (31)
from which we have that ϕ1 = Ψ2 = Ψ3 = 0. But since ǫae is traceless with
ϕ1 = 0, then ϕ3 = −ϕ2. The deviation matrix is then of the form
ǫae = ϕ

 0 0 00 1 0
0 0 −1

 e~k·~r +Ψ

 0 0 00 0 1
0 1 0

 e~k·~r.
We have obtained the two polarizations of a massless spin two field in
SO(3, C) language. A similar result can be obtained for waves travelling
in the y and the z directions.
For the general case where the wave vector ~k is not aligned with the
coordinate directions the, Gauss’ law constraint can be written as
Ψf = Jˆ
g
fϕg. (32)
This expresses the off-diagonal elements Ψf as the image of the diagonal
elements ϕf with respect to a propagator Jˆ
g
f . When Jˆ
g
f exists, then equation
(32) in matrix form is given by

 Ψ1Ψ2
Ψ3

 = −

 0 k3 k2k3 0 k1
k2 k1 0


−1
 k1 0 00 k2 0
0 0 k3



 ϕ1ϕ2
ϕ3

 ,
which hinges upon the ability to invert the off-diagonal matrix of wave vector
components. This is given by
 Ψ1Ψ2
Ψ3

 = (2k1k2k3)−1

 −k31 k1k22 k23k1k21k2 −k32 k2k23
k23k1 k
2
2k3 −k
3
3



 ϕ1ϕ2
ϕ3

 ,
whence one sees that we must have k1k2k3 6= 0. Note that Jˆ
g
f does not exist
for the previous case of propagation along the coordinate directions.
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This solution for ǫae contains two degrees of freedom per point and can
be written completely in terms of the traceless diagonal elements ϕg via the
relation
ǫae =
(
(eg)ae + (E
f )aeJˆ
g
f
)
ϕg ≡ (Tˆ
g)aeϕg. (33)
In equation (33), Tˆ gae is an operator which implements an embedding map
from the two dimensional space (ϕ1, ϕ2) into the six dimensional space ǫae,
taking the kinematics of the Gauss’ law constraint into account.
3.2 Quantization and Hilbert space of the linearized theory
We will now perform a quantization by promoting Poisson brackets (34) to
equal-time commutators
[
aˆae(x, t), ǫˆbf (y, t)
]
= α−2(~G)δabδef δ
(3)(x, y). (34)
Since the variables are complex, then to ensure square integrability of the
wavefunctions of the auxilliary Hilbert space we will use a Gaussian measure
Dµ =
∏
x,a,e
δaae(x)exp
[
−µ
∫
σ
d3xaae(x)aae(x)
]
(35)
for normalization, where µ is a numerical constant of mass dimension [µ] = 1.
For the auxilliary Hilbert space we will use holomorphic plane waves ψ which
are eigenstates of the momentum operators, given by
ψλ[a] = exp
[
−α4µ−1(~G)−2
∫
Σ
d3xλ∗ae(x)λae(x)
]
exp
[
α2(~G)−1
∫
Σ
d3xλae(x)aae(x, t)
]
,(36)
where the pre-factor is a normalization factor and λae labels the state. The
action of the operators on (35) are given by
aˆae(x, t)ψλ = aae(x, t)ψλ; ǫˆae(x, t)ψ = α
−2(~G)
δ
δaae(x, t)
ψλ. (37)
There are two possibilities for quantization of gravitons, depending on whether
the Gauss’ law propagator Jˆfg exists or not. In the latter case one may
parametrize the momentum space degrees of freedom by
ǫae = π1

 0 0 00 1 0
0 0 −1

+ π2

 0 0 00 0 1
0 1 0

 .
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Since the constraints (20) do not constrain the configuration space then we
are free to choose aae, each choice tantamount to the choice of a gauge. Let
us make choose the connection
aae = a1

 0 0 00 1 0
0 0 −1

+ a2

 0 0 00 0 1
0 1 0

 .
Then the commutation relations (23) reduce to
[
aˆ1(x, t), πˆ1(y, t)
]
=
[
aˆ2(x, t), πˆ2(y, t)
]
= α−2(~G)δ(3)(x, y). (38)
But since the phase space must have six dimensions per point at the level
prior to implementation of the Hamiltonian constraint, we need a third
variable a with conjugate momentum π = trǫ satisfying the relation
[
aˆ(x, t), πˆ(y, t)
]
= α−2(~G)δ(3)(x, y). (39)
This enables us to directly implement the Hamiltonian constraint in the more
general case where Jˆgf exists, the Hamiltonian constraint can be implemented
at the quantum level completely in terms of the diagonal elements ϕf . The
quantum Hamiltonian constraint to linearized order is then given by
Hˆψ = α−2(~G)
δ
δa(x, t)
ψ = 0, (40)
which states that ψ is independent of a. If we interpret a as a time vari-
able on configuration space, then this means that ψ is independent of
time. Then the most general solution is ψ[a1, a2], which depends on the
two physical degrees of freedom which are orthogonal to the time direc-
tion. In this case the wavefunctionals solving the constraints are given by
ψ[a1, a2] ∈ L
2(a1, a2;Dµ), the set of square integrable functions of a1 and
a2 in the measure (35).
4 Part Two: the full nonlinear theory
Having demonstrated the existence of a well-defined Hilbert space structure
for complex gravity at the linearized level on the phase space ΩInst, we
will now demonstrate the same for the full, nonlinear theory.3 First, we
3The intent is to show that the physical degrees of freedom of the full theory are
preserved under linearization.
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must show that the full nonlinearized version of the constraints (20) admit
a solution at the classical level. The diffeomorphism constraint is
Hi = ǫijkB
j
kB
a
eΨae = (detB)(B
−1)fi ǫfaeΨae = 0. (41)
Since (detB) 6= 0 by assumption, then equation (41) states that Ψae = Ψea is
symmetric. This is the case independently of linearization and holds for all
connections Aai with (detB) 6= 0. According to [10], a complex symmetric 3
by 3 matrix can be diagonalized when there exist three linearly independent
eigenvectors. In the case of ǫae this is the case when (detǫ) 6= 0, which
enables us to write the following polar decomposition
ǫae = (e
θ·T )afλf (e
−θ·T )fe. (42)
In equation (42) ~θ = (θ1, θ2, θ3) are three complex rotation parameters,
which implement a transformation of the eigenvalues λf = (λ1, λ2, λ3) into
a new Lorentz frame.
On account of the cyclic property of the trace, the Hamiltonian con-
straint can now be written completely in terms of the eigenvalues
H = trǫ+
Λ
3
V arǫ+
Λ2
3
detǫ = λ1 + λ2 + λ3
+
2Λ
3
(
λ1λ2 + λ2λ3 + λ3λ1
)
+
Λ2
3
λ1λ2λ3 = 0. (43)
Just as we applied the quantization procedure to trǫ = 0 in the linerized the-
ory, we will as well apply the quantization procedure to (43), which brings
into question the role of the Gauss’ law constraint. Using the parametriza-
tion (42) the full nonlinear Gauss’ law constraint can be written as
Ga = we{λf (e
−θ·T )fa(e
−θ·T )fe} = 0. (44)
Note that (43) is independent of ~θ and depends only on λf , which we will
regard as the physical degrees of freedom. From this perspective, we will
regard (44) as a condition for determining the angles ~θ. The set of connec-
tions Aai defines an equivalence class of angles
~θ ≡ ~θ[~λ;A] labelled by each
triple of eigenvalues λf satisfying (43).
All that remains then is to show that the canonical structure upon the
indentification (42) reduces accordingly to a canonical structure on the re-
duced phase space under Hi and Ga. This can be seen from the relation
ǫaeB
i
eA˙
a
i = λf ((e
−θ·T )feB
i
e)((e
−θ·T )faA˙
a
i , (45)
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whence the SO(3, C) matrices rotate the internal indices of Bia and A˙
a
i .
Since the velocity A˙ai lives in the tangent space to configuration space, then
it transforms the same way as Bia under SO(3, C) gauge transformations,
namely inhomogeneously. We can then make the identifications
a˙ai = (e
−θ·T )faA˙
a
i ; b
i
a = (e
−θ·T )feB
i
a, (46)
and regard the new connection aai as specially adapted to an ‘intrinsic’
SO(3, C) frame corresponding to the eigenvalues λf . So we can redefine
a new theory, starting at the level after implementation of the diffeomor-
phism and Gauss’ law constraints, with canonical one form
θKin =
∫
Σ
d3xλf b
i
fδa
f
i (47)
where the angles ~θ are ignorable. However, (47) is presently not in a form
suitable for quantization. This is because its functional variation
δθKin ==
∫
Σ
d3x
[
bifδλf ∧ δa
f
i + λf ǫ
ijk(Djδa
f
k) ∧ δa
f
i
]
, (48)
where Di ≡ (D
ae)i = δ
ae∂i + f
abeabi is the covariant derivative with respect
to the connection afi , in direct analogy to (48) is not of symplectic form
owing to the presence of the second term. Additionally, there is a mismatch
in degrees of freedom between the momentum space and the configurations
space. To have a cotangent bundle structure, we need three configuration
space degrees of freedom corresponding to the eigenvalues λf . Since the
constraints do not place any restriction on the connection Aai , then provided
det 6= 0 we are free the choose any connection we wish. For the purposes
of this paper we will limit ourself to a diagonal connection Aai = δ
a
i A
a
a with
no summation over a. We will see that this choice eliminates the second
term of (48), while providing the requisite canonical structure necessary for
quantization of the full, nonlinear theory.
4.1 Canonical structure
We will now put in place the canonical structure required to quantize the
fluctuations about the Kodama state. After rotation of all variables into the
intrinsic SO(3, C) frame, one sees that a choice of diagonal configuration
space variables admits a canonical structure. The canonical one form is
given by4
4We have identified the diagonal elements of ǫae with its eigenvalues, which means that
the variables have been adapted to a SO(3, C) frame solving the Gauss’ law constraint.
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θKin =
i
G
∫
Σ
d3xǫaeB
i
eδA
a
i
=
i
G
∫
Σ
d3x
(
ǫ11A
2
2A
3
3δA
1
1 + ǫ22A
3
3A
1
1δA
2
2 + ǫ33A
1
1A
2
2δA
3
3
)
. (49)
Now define densitized momentum variables ǫ˜ae = ǫae(detA), where (detA) 6=
0. Hence we have
ǫ˜11 = ǫ1(A
1
1A
2
2A
3
3); ǫ˜22 = ǫ2(A
1
1A
2
2A
3
3); ǫ˜33 = ǫ3(A
1
1A
2
2A
3
3). (50)
In the densitized variables (50), then (49) is given by
θKin =
i
G
∫
Σ
d3x
(
ǫ˜11
(δA11
A11
)
+ ǫ˜22
(δA22
A22
)
+ ǫ˜33
(δA33
A33
))
. (51)
Next, rewrite (51) in the form
θKin =
i
G
∫
Σ
d3x
(
(ǫ˜11 − ǫ˜33)
δA11
A11
+ (ǫ˜22 − ǫ˜33)
δA22
A22
+ǫ˜33
(δA11
A11
+
δA22
A22
+
δA33
A33
))
(52)
and make the following change of variables
Π1 =
( Λ
3a30
)
(ǫ˜11 − ǫ˜33); Π2 =
( Λ
3a30
)
(ǫ˜22 − ǫ˜33); Π = Π1 =
( Λ
3a30
)
ǫ˜33 (53)
where a0 is a numerical constant of mass dimension [a0] = 1. Then for the
configuration space make the definition
δA11
A11
= δX;
δA22
A22
= δY ;
δA11
A11
+
δA22
A22
+
δA33
A33
= δT. (54)
Equation (54) provides global coordinates (X,Y, T ) on the kinematic onfig-
uration space ΓKin, given by
X = ln
(A11
a0
)
; Y = ln
(A22
a0
)
; T = ln
(A11A22A33
a30
)
. (55)
The canonical one form corresponding to (57) is given by
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θKin =
(3ia30
GΛ
)∫
Σ
d3x
∫
dt
(
ΠT˙ +Π1X˙ +Π2Y˙
)
. (56)
With the variables as defined, (56) yields a symplectic two form
ΩKin =
(3ia30
GΛ
)∫
Σ
d3x
(
δΠ1 ∧ δX + δΠ2 ∧ δY + δΠ ∧ δT
)
= δθKin. (57)
The mass dimensions of the dynamical variables are
[Π1] = [Π2] = [Π] = [X] = [Y ] = [T ] = 0, (58)
and we have the Poisson brackets
{Tˆ (x, t), Πˆ(y, t)} = {Xˆ(x, t), Πˆ1(y, t)} = {Yˆ (x, t), Πˆ2(y, t)} =
( GΛ
3ia30
)
δ(3)(x, y)(59)
The advantage of the choice of dimensionless variables is that the Hamilto-
nian constraint, the third equation of (20), can be written as a dimensionless
equation. First rewrite it in terms of the densitized variables
(detA)−1trǫ˜+
Λ
3
(detA)−2V arǫ˜+
Λ2
3
(detA)−3detǫ˜ = 0. (60)
Multiplication of (60) by Λ3 (detA)
3a−90 and using (53) enables the Hamilto-
nian constraint to be written as
H = e2T
(
3Π + Π1 +Π2
)
+ eT
(
3Π2 + 2(Π1 +Π2)Π
+Π1Π2
)
+ 3Π(Π + Π1)(Π + Π2) = 0. (61)
Let us define the following operators
Q(1) = Π+
1
3
(Π1 +Π2);
Q(2) = Π2 +
2
3
(Π1 +Π2)Π +
1
3
Π1Π2;
O = Π(Π + Π1)(Π +Π2). (62)
Then upon dividing by a factor of 3 the Hamiltonian constraint can be
written as
H = eTQ(1) + e2TQ(2) +O = 0. (63)
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4.2 Quantization and auxilliary Hilbert space
To pass over into the quantum theory we promote Poisson brackets (59)
to commutators. Upon quantization, the variables Π, Π1 and Π2 become
promoted to operators Πˆ, Πˆ1, and Πˆ2 and T , X and Y to operators Tˆ , Xˆ
and Yˆ satisfying the nontrivial equal time commutation relations
[
Tˆ (x, t), Πˆ(y, t)
]
=
[
Xˆ(x, t), Πˆ1(y, t)
]
=
[
Yˆ (x, t), Πˆ2(y, t)
]
= µδ(3)(x, y) (64)
where we have defined the constant
µ =
(
~GΛ
3a30
)
. (65)
In the functional Schro¨dinger representation, holomorphic in X, Y and T ,
the operators act respectively by multiplication
Tˆ (x, t)ψ = T (x, t)ψ; Xˆ(x, t)ψ = X(x, t)ψ; Yˆ (x, t)ψ = Y (x, t)ψ (66)
and by functional differentiation
Πˆ(x, t)ψ = µ
δ
δT (x, t)
ψ; Πˆ1(x, t)ψ = µ
δ
δX(x, t)
ψ; Πˆ2(x, t)ψ = µ
δ
δY (x, t)
ψ.(67)
The wavefunction ψ is determined from the following resolution of the iden-
tity
I =
∏
x
∫
δµ
∣∣X,Y, T 〉〈X,Y, T ∣∣, (68)
whence the state diagonal in the configuration variables is given by
ψ(X,Y, T ) =
〈
X,Y, T
∣∣ψ〉. (69)
Since the variables are complex, we choose a measure Gaussian in X and Y
to ensure normalizable wavefunctions. This is given by5
Dµ(X,Y ) =
∏
x
δXδXδdY δY exp
[
−ν−1
∫
Σ
d3x(|X|2 + |Y |2)
]
(70)
5Note, we do not include a measure in T , because we will interpret T as a time variable
and one does not normalize a wavefunction in time.
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where ν is a numerical constant of mass dimension [ν] = −3. For the
auxilliary Hilbert space we will use eigenstates of the momentum operators
ψ =
〈
X,Y, T
∣∣α, β, λ〉 = eµ−1(α·X+β·Y+λ·T ), (71)
where the dot signifies an integration over 3-space Σ as in
U · V =
∫
Σ
d3xU(x)V (x). (72)
So we have that
Πˆ1
∣∣α, β, λ〉 = α∣∣α, β, λ〉; Πˆ2∣∣α, β, λ〉 = β∣∣α, β, λ〉; Πˆ∣∣α, β, λ〉 = λ∣∣α, β, λ〉.(73)
The overlap between two unnormalized states is given, using (70) for a
measure, by
∣∣〈α, β∣∣α′, β′〉∣∣2 = e−νµ−2|α−α′|2e−νµ−2|β−β′|2eµ−1(λ·T+λ∗·T ). (74)
There is always a nontrivial overlap between the states, which is a con-
sequence of Gaussian measure needed for the holomorphic representation.
Hence, the states as defined by (71) form an overcomplete set.
Note that the operators (62) have the following action on the auxilliary
states
Qˆ(1)|α, β, λ
〉
=
(
λ+
1
3
(α+ β)
)∣∣α, β, λ〉;
Qˆ(2)|α, β, λ
〉
= (λ+ γ−(α, β))(λ + γ+(α, β))
∣∣α, β, λ〉;
Oˆ|α, β, λ
〉
= λ(λ+ α)(λ + β)
∣∣α, β, λ〉, (75)
where γ±(α, β) are the roots of
λ2 +
2
3
(α+ β)λ+
1
3
αβ = 0. (76)
For the quantum Hamiltonian constraint we will choose an operator ordering
with the momenta to the left of the coordinates, as in
Hˆ = Qˆ(1)eT + Qˆ(2)e2T + Oˆ. (77)
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4.3 Construction of the states
The quantum Hamiltonian constraint can be written as
Oˆ
∣∣ψ〉 = −(Qˆ(1)eT + Qˆ(2)e2T )∣∣ψ〉. (78)
Let there be states ψ0 ∈ Ker{Oˆ}. Then acting on (78) with Oˆ
−1, assumed
to be invertible, we obtain
∣∣ψ〉 = ∣∣ψ0〉− (Oˆ−1Qˆ(1)eT + Oˆ−1Qˆ(2)e2T )∣∣ψ〉. (79)
Equation (79) can be rearranged into the form
(
1 + qˆ1 + qˆ2
)∣∣ψ〉 = ∣∣ψ0〉, (80)
where we have defined
qˆ1 ≡ Oˆ
−1Qˆ(1); qˆ2 ≡ Oˆ
−1Qˆ(2). (81)
Then (80) can be rearranged into the form
∣∣ψ〉 = ( 1
1 + qˆ1 + qˆ2
)∣∣ψ0〉. (82)
For labelling purposes let
∣∣λ〉 ∈ Ker{Oˆ}. The action of the individual
operators is are given by
qˆ1
∣∣λ〉 = Oˆ−1Qˆ(1)eT ∣∣λ〉 = Oˆ−1Qˆ(1)∣∣λ+ µ′〉 = E(1)λ+µ′(α, β)∣∣λ+ µ′〉, (83)
and for qˆ2 by
qˆ2
∣∣λ〉 = Oˆ−1Qˆ(2)e2T ∣∣λ〉 = Oˆ−1Qˆ(2)∣∣λ+ 2µ′〉 = E(2)λ+2µ′(α, β)∣∣λ+ 2µ′〉, (84)
where
E
(1)
λ+kµ′(α, β) =
λ+ kµ′ + 13 (α+ β)
(λ+ kµ′)(λ+ kµ′ + α)(λ + kµ′ + β)
;
E
(2)
λ+kµ′(α, β) =
(λ+ kµ′ + γ−(α, β))(λ + kµ′ + γ+(α, β))
(λ+ kµ′)(λ+ kµ′ + α)(λ + kµ′ + β)
. (85)
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Then the full solution to (82) can be written as
∣∣ψ〉 = ( ∞∑
n=0
(−1)n(qˆ1 + qˆ2)
n
)∣∣λ〉 = ∞∑
n=1
(−1)nqˆkn qˆkn−1 . . . qˆk2 qˆk1
∣∣λ〉. (86)
At each order n there are 2n terms in the expansion, and the summation
must be made over all permutations of indices with the operator ordering
preserved. The indices kn take on the value of 1 or 2. To illustrate for the
first two terms, starting with the first term we have
qˆk1
∣∣λ〉 = E(k1)λ+k1µ′∣∣λ+ k1µ′〉, (87)
where we have suppressed the (α, β) labels to avoid cluttering up the nota-
tion. For the second term we have
qˆk2 qˆk1
∣∣λ〉 = E(k1)λ+k1µ′E(k2)λ+(k1+k2)µ′∣∣λ+ (k1 + k2)µ′〉. (88)
The N th term is given by
N∏
n=1
qˆkn
∣∣λ〉 = N∏
n=1
E
(kn)
λ+(k1+k2+...kn)µ′
∣∣λ+ (k1 + k2 + . . . kn)µ′〉 (89)
Our main concern is the convergence of the full series (86), which we will
show using norm inequalities. For large k, equation (85) implies that
|E
(k1)
λ+kµ′ | ≤
1
kµ′
. (90)
So for large N , the labels α and β become unimportant and each term in
the product in (89) satisfies the following bound
∣∣Eknλ+(k1+k2+...kN )µ′∣∣ ≤ 1Nµ′ . (91)
But there are 2N terms, corresponding to the different permutations of the
indices k1k2 . . . kN . So the full series is bounded by
∑
N
( N∏
n=1
qˆkn
)∣∣λ〉 ≤∑
N
2N
N !
(e2|T |
µ′
)N
= exp
(2e2|T |
µ′
)
, (92)
which is a convergent function. The solution to the Hamiltonian constraint
converges, since each term of (92) vanishes as N →∞, ∀T .
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5 Conclusion
This paper provides a first step toward the realization of Penrose’s idea of
the nonlinear graviton. We have demonstrated the existence of gravitons,
both at the linearized and at the non linearized level, using a new descrip-
tion of nonmetric complex general relativity defined on the phase space
ΩInst = (σ˜
i
a, A
a
i ). The conventional method in the linearization of gravity
is to expand the spacetime metric in fluctuations about a fixed background,
typically a flat Minkowski spacetime. In this paper we have chosen for a
background spacetimes whose semiclassical orbits arise from the Kodama
state ψKod. We have expanded the theory on ΩInst in fluctuations about
ψKod, constructing the Hilbert space of states annihilated by the constraints
both at the linearized and at the nonlinearized level. In each case there were
two physical degrees of freedom per point, implying the preservation of these
degrees of freedom under linearization. Additionally, it is hoped that the
results of this paper have provided an addressal of the issues surrounding
the Kodama state ψKod raised in [7] and in [11]. Clearly, the Kodama state
provides a natural background for quantizable flucutations when one uses
the phase space variables on ΩInst. It is clear also that when restricted to
the diagonal connection Aai = δ
a
i A
a
a used in this paper, that the integrand
of the Kodama state is proportional to (detA) = A11A
2
2A
3
3, which plays the
role of a time variable on configuration space. The addressal of the issue
of the normalizabilty of ψKod then is simply that one does not normalize
a wavefunction in time. However, one should normalize wavefunctions with
respect to the physical degrees of freedom orthogonal to the time direction.
And we have done so using a Gaussian measure for normalization, which en-
sures square integrability of the wavefunctions on the gravitational Hilbert
space. The well-definedness of these wavefunctions with respect to their
time dependence arises due to the convergence of the infinite series consti-
tuting the solution to the quantum Hamiltonian constraint. The notion of
the Chern–Simons functional as a time variable on configuration space has
been proposed in [12] and [13].
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