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Abstract
Inﬂuence analysis is important in modelling and identiﬁcation of special patterns in the
data. It is well established in ordinary regression. However, analogous diagnostics are
generally not available for the multilevel regression model, in which estimation involves a
complex iterative algorithm. This paper studies the local inﬂuence of small perturbations on
the parameter estimates in the multilevel regression model with application to growth curves.
The estimation is based on the iterative generalized least-squares (IGLS) method suggested by
Goldstein (Biometrika 73 (1986) 43). The generalized inﬂuence function and generalized Cook
statistic (Biometrika 84(1) (1997) 175) of IGLS of unknown parameters under some speciﬁc
simultaneous perturbations are derived to study the joint inﬂuence of subject units on
parameter estimators. The perturbation scheme is introduced through a variance–covariance
matrix of error variables. A one-step approximation formula is suggested for simplifying the
computations. The method is examined on growth-curve data.
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1. Introduction
In many growth studies, repeated measurements are made on the same subjects
whenever they happen to be available. For such longitudinal data, classical
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parametric models are not sufﬁcient. Fixed-effects univariate and multivariate linear
models have been proposed to analyze such growth-curve data [12,17,18,26,52].
Another approach is based on a more general model formulation. The general linear
mixed model has been proposed to study both the trend and the variability on a
sample of growth curves [13,27,31,51]. This parametric approach permits one to
estimate the trend, to identify atypical growth patterns from the estimated random
effects, and to predict future observations using covariate factors at the individual
levels [19,36,43,54]. Also, time-varying covariates can be added in the model in order
to explain the variability within subjects. Multilevel linear models [21,23] have been
recommended as an integrated approach to longitudinal data analysis and have been
widely applied in educational and social sciences [5].
Inﬂuence analysis in ordinary least-squares regression is well established in the
current literature, see [2,4,7,10–12]. The methods include the deletion inﬂuence and
derivative inﬂuence. For the derivative inﬂuence, the variance of the ith observation
is modiﬁed to s2=oi; leaving the others unchanged. The derivative of the estimator of
the parameter of interest with respect to oi evaluated at oi ¼ 1 can be used to study
the effects of the ith observation on the estimator of the parameter [4, p. 65; 10,
p. 110]. Cook [9] introduced a method of local inﬂuence to study the joint inﬂuence
of the observations by simultaneously modifying several elements of the model. The
local inﬂuence is measured by the normal curvature of likelihood displacement. Shi
[47] deﬁned a generalized inﬂuence function and generalized Cook statistic to study
the local inﬂuence in principal components analysis. That method removes the need
for distributional assumptions in the model.
To ﬁt multilevel regression models, Goldstein [20] suggested an iterative
generalized least-squares (IGLS) method. He showed that IGLS is equivalent to
maximum likelihood under multivariate normality. In such a model it is often useful
to study the effects of one or a few subjects on the parameter estimates. However,
efﬁcient techniques are not available for multilevel regression models [23, p. 28].
Christensen et al. [8] studied case-deletion diagnostics in mixed models. De Gruttola
et al. [14] established the measures of inﬂuence and leverage for a three-step
estimator in generalized least-squares estimators. They used derivative inﬂuence and
assumed that the covariances of different individual units are equal. Beckman et al.
[3] developed a diagnostics method using Cook’s local inﬂuence in a linear mixed
ANOVA model by perturbing the constant variance of single observations. Lesaffre
and Verbeke [34] suggested several diagnostics for detecting the inﬂuential subjects in
linear mixed models. The results were derived from the decomposition of Cook’s
normal curvature under the single case-weight perturbation. Recently Langford and
Lewis [32] gave a discussion paper on the detection of outliers in multilevel data.
They suggested using residuals, leverage values, DFFITS and hierarchical cluster
analysis as techniques for the exploration of outliers. Hodges [29] studied the
diagnostics in hierarchical models based on the reformulation of the model. He
measured case inﬂuence using an approximate case-deletion formula.
In this paper, we study local inﬂuence in multilevel regression, using the two-level
regression model as an illustration. We employ simultaneous perturbation for
subjects, so that the joint inﬂuence of subjects on parameter estimators can be
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studied. This method can deal with the masking of outliers and inﬂuential
observations, where the presence of one observation unit conceals the importance
of another [1]. The perturbations are introduced through the variance covariance
matrix of error variables. A generalized inﬂuence function and generalized Cook
statistic [47,48] of ﬁxed and random parameter estimators are derived under a given
perturbation to measure the local inﬂuence. To simplify the computation, a one-step
approximation of local inﬂuence is proposed. An example with growth curves is
analyzed for illustration. The results show that one-step approximation is very
effective for detecting inﬂuential observations.
2. Basic model and notation
Let Y be a univariate response variable, and T the time of the measurement. Let
yij be the jth measurement on the ith subject, made at time tij : Then the subject’s
growth curve can be represented by the following equation:
yij ¼ a0i þ
XK
k¼1
akitkij þ eð1Þij ; i ¼ 1; 2;y; n; j ¼ 1; 2;y; mi; ð1Þ
where n is the number of individuals and mi is the number of measurements on
individual i: The coefﬁcients aki are associated with the growth trajectory for
individual i; and e
ð1Þ
ij is the level-one random term of the corresponding
measurement. We prefer a compact matrix notation. Let yi ¼ ðyi1; yi2;y; yimiÞ0;
tij ¼ ð1; tij ; t2ij ;y; tKij Þ0; Ti ¼ ðti1; ti2;y; timiÞ0; ai ¼ ða0i; a1i;y; aKiÞ0; and eð1Þi ¼
ðeð1Þi1 ; eð1Þi2 ;y; eð1ÞimiÞ0; then
yi ¼ Tiai þ eð1Þi ; i ¼ 1; 2;y; n: ð2Þ
For the subject-level model we consider q explanatory variables W1; W2;y; Wq
measured on each individual, producing wi ¼ ðwi1; wi2;y; wiqÞ0: The model equation
takes the general form
ai ¼ Wibþ eð2Þi ; i ¼ 1; 2;y; n; ð3Þ
where Wi ¼ IKþ1#w0i; and # denotes the Kronecker product, IKþ1 is the ðK þ
1Þ  ðK þ 1Þ identity matrix and b ¼ ðb00; b01;y; b0KÞ0 is formed by horizontal
stacking of bk ¼ ðbk1; bk2;y; bkqÞ0: The terms
e
ð2Þ
i ¼ ðeð2Þi0 ; eð2Þi1 ;y; eð2ÞiK Þ0
are vectors of second-level random errors.
Substituting Eq. (3) into Eq. (2), and letting Xi ¼ TiWi; we get the linear mixed
model
yi ¼ Xibþ Tieð2Þi þ eð1Þi ; i ¼ 1; 2;y; n; ð4Þ
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accompanied by the following general assumptions: all n þPi mi terms eð1Þij and eð2Þij
are centered and mutually independent with Varfeð1Þi g ¼ Ri and Varfeð2Þi g ¼ X:
These assumptions imply that Efyi j bg ¼ Xib and Varfyi j bg ¼ Vi ¼ TiXT0i þ Ri:
The simpler form of this model arises when Ri ¼ s2Imi ; as discussed by Laird and
Ware [31], Ojeda and Jua´rez-Cerrillo [41] and Ojeda and Longford [42], among
others.
Under normality assumptions, three approaches for ﬁtting the model in (4) are:
empirical Bayes estimation [15], restricted maximum likelihood [40], and the full
maximum likelihood [37]. In the empirical Bayes approach, Dempster et al. [16]
applied the EM algorithm to complex hierarchical data (see [31,49], for other
applications of this approach). Goldstein [20] proposed an IGLS procedure and
showed that it is equivalent to the full maximum likelihood estimators under the
assumptions of normality. Goldstein [22] adapted the IGLS algorithm for the
restricted maximum likelihood solution. Longford [37], using a full maximum
likelihood approach, considered the Fisher scoring algorithm. The original idea is
due to Hartley and Rao [28], see [38, p. 24]. These algorithms are available in existing
software. See Kreft et al. [30] for a review and a comparative evaluation. Complex
structures of the covariance matrix can be routinely considered (see, for example,
[45,46,53]).
In this paper, we use IGLS. We write the model in (4) as a general linear mixed
model:
Y ¼ Xbþ e; ð5Þ
where Y ¼ ðy01;y; y0nÞ0;X ¼ ðX01;y;X0nÞ0; e ¼ ðe01;y; e0nÞ0 ¼ eð1Þ þ Teð2Þ; eð1Þ ¼
ðeð1Þ01 ;y; eð1Þ
0
n Þ0; eð2Þ ¼ ðeð2Þ
0
1 ;y; e
ð2Þ0
n Þ0; and T ¼ diagðT1; ?;TnÞ; eð1Þ and eð2Þ are
random errors from the model at levels 1 and 2 respectively. Let N ¼Pni¼1 mi; p ¼
ðK þ 1Þq; then X is a N  p matrix, and Y and e are N-vectors. We assume the
random errors between levels are mutually independent, so Varfeg ¼ V ¼
diagðV1;y;VnÞ is block diagonal with block i deﬁned by Vi ¼ TiXT0i þ Ri: In
general, it is practical to assume a simple structure of V which can be expressed in
terms of a few parameters, V ¼ VðyÞ: The IGLS algorithm can be described as
follows: If the variance matrix V in the general model (5) is known, we can apply the
generalized least-squares method and obtain the estimator:
#b ¼ ðX0V1XÞ1X0V1Y; ð6Þ
with covariance matrix ðX0V1XÞ1:
If b is known but y is unknown, we ﬁrst form Y ¼ #e#e0; where #e ¼ Y X #b; we have
EðYÞ ¼ V [23, p. 39]. Let Y ¼ vecðYÞ; where vec is the vector operator stacking
the columns of Y: We now write a linear model involving the random parameters as
follows:
EðYÞ ¼ Zy;
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where Z is the design matrix for the random parameters. Then generalized least
squares estimation of y is given by
#y ¼ ðZ0V1ZÞ1Z0V1Y; V ¼ V#V; ð7Þ
where # is the Kronecker product. The covariance matrix of #y is Varð#yÞ ¼
2ðZ0V1ZÞ1 [23, p. 40].
When neither b nor y are known, the IGLS procedure iterates between (6) and (7)
using the current estimates of the ﬁxed and random parameters. The starting values
for the ﬁxed parameters are obtained by ordinary least squares. We can estimate
residuals at each level. Using the notation of Goldstein [23], when Ri ¼ s2Imi the
predicted or posterior residual at each level can be obtained as the estimated
conditional mean:
#p1i ¼ Eðeð1Þi jY;VÞjb¼ #b;y¼#y ¼ #s2 #V1i #ei;
#p2i ¼ Eðeð2Þi jY;VÞjb¼ #b;y¼#y ¼ #XT0i #V1i #ei;
i ¼ 1;y; n; and #Vi ¼ Við#yÞ: Predicted residuals are used for detection of outliers in
multilevel model by Langford and Lewis [32].
We start by giving a brief sketch of the local inﬂuence approach suggested by Shi
[47], in which the generalized inﬂuence function and generalized Cook statistic are
deﬁned to assess the local change of small perturbations on the results. The
generalized inﬂuence function of a quantity, for example #bARp in this paper,
is given by
GIFð #b; hÞ ¼ lim
e-0
#bðo0 þ ehÞ  #bðo0Þ
e
;
where o ¼ o0 þ ehARn represents a perturbation, o0 is a null perturbation satisfying
#bðo0Þ ¼ #b; hARn denotes a unit-length vector. To assess the inﬂuence of the
perturbations on #b; the generalized Cook statistic is deﬁned as
GCð #b; hÞ ¼ fGIFð #b; hÞg0MfGIFð #b; hÞg=c;
where M is a p  p positive-deﬁnite matrix, and c is a scalar. Since Varð #bÞ ¼
ðX0 #V1XÞ1; we use M=c ¼ X0 #V1X in GCð #b; hÞ: By maximizing the absolute value
of GCð #b; hÞ with respect to h; a direction hmaxð #bÞ is obtained. This direction shows
how to perturb the data to obtain the greatest local change in #b; and is a main
measure of diagnostic in local inﬂuence analysis. Maximum value GCmaxð #bÞ ¼
GCð #b; hmaxÞ indicates how strong the local inﬂuence is. Its applications can be found
in Shi and Wang [48], Li and More [35]. Recently several authors have found that the
ﬁrst one or two directions are useful as a diagnostic for detecting local inﬂuential
observations [39,44]. Therefore, we use the ﬁrst one or two eigenvectors as
diagnostics in the illustration. It is easily veriﬁed that if #bðoÞ can be expanded as
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#bðoÞ ¼ #bþ #bð1ÞðhÞeþ oðe2Þ; then GIFð #b; hÞ ¼ #bð1ÞðhÞ: Therefore the key step in our
research is to express #bð1ÞðhÞ explicitly as a function of h:
3. Perturbation theory
Traditionally, the inﬂuence of observations or subjects is studied by deletion
diagnostics. However, this is computationally burdensome in IGLS. By modifying
one model assumption, the local inﬂuence approach can provide a useful
diagnostic. As the ﬁrst step, we establish some perturbation theory for IGLS.
In order to simplify the notation, in the following sections we use DðCijiÞ to
denote the block diagonal matrix diagðC1;y;CnÞ; where Ci can be a matrix, vector
or scalar.
3.1. General structure of V
Let VoðyÞ denote the perturbation of V; where oAY is the perturbation space.
There is a ﬁxed point o0AY such that Vo0 ¼ V; o ¼ o0 þ eh; where h is a unit-length
vector in X: If VoðyÞ can be expanded as the following Taylor series:
VoðyÞ ¼ VðyÞ þ eVð1Þðy; hÞ þ oðe2Þ; ð8Þ
then, owing to the change of VoðyÞ; the corresponding design matrix Zo has the
form:
Zo ¼ Z þ eZ
ð1Þ ðhÞ þ oðe2Þ: ð9Þ
The expression for Z
ð1Þ ðhÞ; as a function of h; can be speciﬁed from the given
perturbations.
Similarly, we denote the IGLS estimators of #b and #y under the perturbation o by
#bo and #yo respectively, and assume that
#bo ¼ #bþ e #bð1ÞðhÞ þ oðe2Þ; #yo ¼ #yþ e#yð1ÞðhÞ þ oðe2Þ; ð10Þ
#bð1ÞðhÞ and #yð1ÞðhÞ are the generalized inﬂuence functions of #b and #y; respectively [47].
Because #bo and #yo need to be re-estimated under the given perturbation and are
convergent solutions of IGLS, this makes the derivation of expressions for bð1ÞðhÞ
and yð1ÞðhÞ more difﬁcult. Fortunately under the frame of IGLS, we can give the
explicit formulas. We write the results as follows:
Theorem 3.1. We have
#bð1ÞðhÞ ¼ ðX0 #V1XÞ1X0 #V1ð#e0 #V1#IÞ
 ðZð1ÞðhÞ#yþ Z #yð1ÞðhÞÞ; ð11Þ
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and
#yð1ÞðhÞ ¼  A1½Zð1Þ0 ðhÞ #V1#e
þ Z0 #V12ðI BÞ #V12Zð1Þ ðhÞ#y; ð12Þ
where A ¼ Z0 #V12ðI BÞ #V12Z; B ¼ #E#Iþ I# #EH# #E #E#H; I is the
identity matrix, H ¼ #V12XðX0 #V1XÞ1X0 #V12; #E ¼ rr0; r ¼ #V12#e; #e ¼ Y X #b; #e ¼
Y  Z #y ¼ vecð#e#e0  #VÞ; #V ¼ Vð#yÞ:
Proof. See appendix. &
Note that #bð1ÞðhÞ and #yð1ÞðhÞ in Theorem 3.1 depend on h only through Zð1ÞðhÞ;
which is easily speciﬁed by the given perturbations. Eqs. (11) and (12) are key
identities for deriving local inﬂuence diagnostics and simplifying the results in the
following sections.
3.2. Block diagonal of V
The perturbation theory in Section 3.1 holds under the general structure of V:
When V is a block diagonal matrix, i.e. V ¼ DðVijiÞ; the results in Theorem 3.1 can
be simpliﬁed. Let Yi ¼ vecð#ei #e0iÞ; #ei ¼ yi  Xi #b; i ¼ 1;y; n: We write the linear
model involving the random parameter as
EðYi Þ ¼ Zi y; i ¼ 1;y; n:
Eq. (7) now reduces to
#y ¼
Xn
i¼1
Z
0
i V
1
i Z

i
 !1 Xn
i¼1
Z
0
i V
1
i Y

i ; V

i ¼ Vi#Vi: ð13Þ
Since Eð#ei #e0iÞ ¼ Vi; we have vecðViÞ ¼ Zi y: To minimize the notations, we use the
same symbols Z; Z
ð1Þ ðhÞ and V as in Section 3.1, but in this subsection Z ¼
ðZ01 ;y;Z
0
n Þ0; Z
ð1Þ ðhÞ ¼ ðZð1Þ01 ðhÞ;y;Z
ð1Þ0
n ðhÞÞ0 and V ¼ DðVi jiÞ; where Z
ð1Þ
i ðhÞ
satisﬁes that
Zio ¼ Zi þ eZ
ð1Þ
i ðhÞ þ oðe2Þ; i ¼ 1;y; n: ð14Þ
The conclusion in Theorem 3.1 now is
Theorem 3.2. If V is a block diagonal matrix, then
#bð1ÞðhÞ ¼ ðX0 #V1XÞ1

Xn
i¼1
X0i #V
1
i ð#e0i #V1i #ImiÞðZð1Þi ðhÞ#yþ Zi #yð1ÞðhÞÞ; ð15Þ
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and
#yð1ÞðhÞ ¼  A1ðZð1Þ0 ðhÞ #V1 #e
þ Z0 #V12ðI BÞ #V12Zð1ÞðhÞ#yÞ; ð16Þ
where
A ¼ Z0 #V12ðI BÞ #V12Z;
B ¼ B0  B1;
B0 ¼ DðImi# #Eii þ #Eii#Imi jiÞ;
B1 ¼ ðB1ijÞ;
B1ij ¼ Hij# #Eij þ #Eij#Hij ;
Hij ¼ #V
1
2
i XiðX0 #V1XÞ1X0j #V
1
2
j ;
#Eij ¼ rir0j; ri ¼ #V
1
2
i #ei;
#e ¼ ð#e01 ;y; #e
0
n Þ0;
#ei ¼ Yi  Zi #y ¼ vecð#ei #e0i  #ViÞ: ð17Þ
Proof. See appendix. &
As an illustration, we use a simple example to show the behavior of the results
above and give some insight into the local inﬂuence diagnostics suggested in this
paper. If V ¼ s2V0; where V0 ¼ diagðV01;y;V0nÞ is a known matrix, then y ¼ s2 is
of dimension one, and IGLS reduces to a weighted LS. The estimators of b and y are
#b ¼ ðX0V10 XÞ1X0V10 Y and #s2 ¼ #e0V10 #e=n; respectively. In this case Zi ¼ vecðV0iÞ:
Using the fact that #EH ¼ H #E ¼ 0; we ﬁnd
A ¼ #s4vec0ðV0ÞV
1
2
0 ðI BÞV
1
2
0 vecðV0Þ ¼ n #s4:
For the perturbation
Vio ¼ ois2V0i; i ¼ 1;y; n;
where oi ¼ 1þ ehi; Zð1Þi ðhÞ ¼ vecðDðV0ihijiÞÞ;
½Zð1Þ0ðhÞ #V1 #e ¼ #s4
X
i
#e0iV0i #eihi  #s2
X
i
hi;
and
½Zð1Þ0ðhÞ #V1ðI BÞZð1ÞðhÞ#y ¼ #s2
X
i
hi  2 #s4
X
i
#e0iV0i #eihi:
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Therefore,
#bð1ÞðhÞ ¼ ðX0V10 XÞ1X0V10 Dð#eijiÞh;
and
#yð1ÞðhÞ ¼  1
n
ð#e01V101 #e1;y; #e0nV10n #enÞh:
When mi ¼ 1 for i ¼ 1;y; n; #ei reduces to a scalar eˆi; and the model considered here
leads to a standard linear regression. The results simplify to
#yð1ÞðhÞ ¼  1
n
X
i
eˆ2i hi;
#bð1ÞðhÞ ¼ ðX0XÞ1X0DðeˆijiÞh:
The generalized Cook statistics derived are consistent with the results of Cook [8] in
standard linear regression.
4. Local inﬂuence analysis
Our interest focuses on the inﬂuence of the subjects on the parameter estimates in
IGLS. Deletion of the ith subject is not a feasible technique, and it may suffer from
the masking effects [32]. By specifying a perturbation scheme in the variance–
covariance matrix, the joint local inﬂuence of the subjects can be studied.
We use a special case of V to illustrate the forming of Z: If Vi ¼ s2Imi þ TiXT0i;
V ¼ DðVijiÞ is a block diagonal matrix, and y ¼ ðy1;y; yRÞ0; then Zi has the form of
Zi ¼ ðvecðA1Þ;y; vecðARÞÞ; ð18Þ
where if Aj; j ¼ 1;y; R; refers to a level 2 covariance parameters, and yj corresponds
to the klth element of X; then Aj ¼ tikt0il þ tilt0ik: Here tik is the kth column of Ti: If
Aj ; j ¼ 1;y; R; refers to a level 2 variance parameters, and yj corresponds to the
kkth element of X; then Aj ¼ tikt0ik: If Aj; j ¼ 1;y; R; refers to a level 1 variance
parameters, then yj ¼ s2; and we have Aj ¼ Imi [24]. For some more general cases, Z
can be expressed in terms of (18).
We consider a perturbation that modiﬁes the variance–covariance matrix of error
variable ei (or observed vector Yi) in Eq. (5); that is
VarðeioÞ ¼ Vio ¼ oiVi: ð19Þ
This perturbation focuses on the inﬂuence of subjects in multi-level models, but is
introduced through a variance–covariance matrix.
4.1. Perturbation results and local influence measure
This perturbation modiﬁes the covariance of error variable ei in two-level
regression by a multiplier oi: The error variable ei (or observed vector Yi) in the ith
subject has the covariance matrix
Vio ¼ oiVi ¼ Vi þ eVihi; i ¼ 1;y; n; ð20Þ
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where o ¼ ðo1;y;onÞ0 ¼ 1þ eh; h ¼ ðh1;y; hnÞ0 is a unit-length vector in Rn; and 1
is n-vector of ones. Under perturbation (19), Z
ð1Þ
i ðhÞ ¼ Zi hi;
Zð1Þ
0 ðhÞ #V1 #e ¼
X
i
Z
0
i
#V1i #e

i hi ¼ Z
0 #V
1
2Dðri jiÞh;
where ri ¼ #V
1
2
i #e

i ; and
ðI BÞ #V12Zð1ÞðhÞ#y ¼ ðI BÞ #V12DðZi #yjiÞh ¼ ðI BÞD0h;
where D0 ¼ DðvecðImiÞjiÞ:
Using the results in Theorem 3.2 and the fact that ri ¼ #V
1
2vecð#ei #e0i  #ViÞ ¼
vecð #Eii  ImiÞ; we can give the generalized inﬂuence function [47] of #y under the given
perturbation by
GIFð#y; hÞ ¼ #yð1ÞðhÞ
and
#yð1ÞðhÞ ¼  A1Z0 #V12½Dðri jiÞðI BÞD0h
¼A1Z0 #V12ðC0  CÞh; ð21Þ
where C0 ¼ Dðvecð #EiiÞjiÞ; and C is a matrix composed of block Cij ¼ vecðHij #E0ij þ
#EijH
0
ijÞ:
Therefore,
GIFð #b; hÞ ¼ #bð1ÞðhÞ
and
#bð1ÞðhÞ ¼ ðX0 #V1XÞ1
Xn
i¼1
X0i #V
1
i ð#e0i #V1i #ImiÞ½Zi #yþ Zi #yð1ÞðhÞ
¼ ðX0 #V1XÞ1½X0 #V1Dð#eijiÞhþ
Xn
i¼1
X0i #V
1
i ð#e0i #V1i #ImiÞZi #yð1ÞðhÞ
¼ ðX0 #V1XÞ1X0 #V12ðDðrijiÞ þ Dðr0i#Imi jiÞQÞh;
where Q ¼ *HðC0  CÞ; and *H ¼ #V
1
2ZðZ0 #V12ðI BÞ #V12ZÞ1Z0 #V12:
To compare the inﬂuence caused by the perturbation, we need a scale to identify
the inﬂuence in which these measures are large. The generalized Cook statistic [47]
can be used for this purpose. Since Varð #bÞ ¼ ðX0 #V1XÞ1 and Varð#yÞ ¼
2ðZ0 #V1ZÞ1 ¼ 2ðPnj¼1Z0j #V1j Zj Þ1; generalized Cook statistics of #b and #y in
IGLS can be deﬁned respectively as
GCð #b; hÞ ¼ GIF 0ð #b; hÞðX0 #V1XÞGIFð #b; hÞ ¼ h0J0HJh; ð22Þ
where J ¼ Dðr0ijiÞ þ Dðr0i#Imi jiÞQ; and
GCð#y; hÞ ¼ GIF 0ð#y; hÞðZ0 #V1ZÞGIFð#y; hÞ=2 ¼ h0Q0Qh=2: ð23Þ
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The eigenvectors associated with the largest absolute eigenvalues of J0HJ and Q0Q
are the main local diagnostic measures for #b and #y respectively in IGLS.
4.2. A note on computation
In the methods developed in Section 4.1, we need to compute a main n  n matrix,
which consists of several large matrices such as *H ðPin2i Pin2i Þ and Z
ðPin2i  R). However, by decomposing them into some small n  R and R  R
matrices, the computations are simpliﬁed.
For GCð#y; hÞ ¼ h0Q0Qh=2; we have
Q0Q ¼ðC0  CÞ0 #V
1
2ZA1Z
0 #V1ZA1Z
0 #V
1
2ðC0  CÞ
¼G0A1A0A1G;
where G ¼ Z0 #V12ðC0  CÞ;A0 ¼ Z0 #V1Z and A have the order of R  n; R  R
and R  R; respectively. The efﬁcient computation of A0 can be found in [24]. Note
that
A ¼A0 
X
i
Zi #V
1
2
i ð #Eii#Imi þ Imi# #EiiÞ #V
1
2Zi
þ
X
i
X
j
Zi #V
1
2
i ð #Eij#Hij þ #Eij#HijÞ #V
1
2
j Z

j ;
and
G ¼
X
i
Zi #V
12
i vecð #EiiÞ 
X
i
X
j
Zi #V
12
i vecð #EijH0ij þ #EijH0ijÞ:
If Zi has form (18), the typical elements of G; A and A0 can be written as
vec0ðL1ÞðL2#L3ÞvecðL4Þ;
which is evaluated by trðL01L3L4L02Þ:
5. One-step approximation of local inﬂuence
In Section 4, the results are derived by the complete iterative algorithm under the
perturbation. Therefore #bo and #yo will be changed by iterations, and the results look
very complex. In this section, we introduce a one-step approximation method, which
can simplify the computations.
Note that at each iteration of (6) and (7), we assume that y is known for estimating
b; and b is known for estimating y: For estimating #bo we ﬁx y and use #y; the
estimation of y under the null perturbation, and replace y in #bo: Thus
#bo ¼ ðX0V1o ð#yÞXÞ1X0V1o ð#yÞY:
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When estimating yo; we ﬁx b and replace b by #b: The estimation of y under the
perturbation then is
#yo ¼ ðZ0oV1o ZoÞ1Z
0
oV
1
o Y
;
where V1o ¼ V1o ð#yÞ#V1o ð#yÞ is evaluated at #y; and Y ¼ vecð#e#e0Þ: When V is block
diagonal, then the generalized inﬂuence function of #b and #y are
GIFð #b; hÞ ¼ ðX0 #V1XÞ1
Xn
i¼1
X0i #V
1
i ð#e0i #V1i #ImiÞZð1Þi ðhÞ#y; ð24Þ
and
GIFð#y; hÞ ¼  ðZ0 #V1ZÞ1½Zð1Þ0 ðhÞ #V1#e þ Z0 #V12
 ðI B0Þ #V
1
2Zð1ÞðhÞ#y; ð25Þ
where B0 ¼ DðImi# #Eii þ #Eii#Imi jiÞ: These formulas are equivalent to the one-step
iterative solution of #bð1ÞðhÞ and #yð1ÞðhÞ using #b and #y as an initial solution. They are
called the one-step approximation of local inﬂuence. They can also be viewed as the
results when only one of #b or #y is of interest. For the perturbation given in (19), using
the one-step approximation formula, we have
GIFð #b; hÞ ¼ ðX0 #V1XÞ1
X
i
X0i #V
1
i
#Vi #V
1
i #eihi
¼ðX0 #V1XÞ1X0 #V12DðrijiÞh;
and
GIFð#y; hÞ ¼ ðZ0 #V1ZÞ1Z0 #V12Dðvecð #EiiÞjiÞh:
Thus, the generalized Cook statistics of #b and #y are respectively:
GCð #b; hÞ ¼ h0Dðr0ijiÞHDðrijiÞh; ð26Þ
and
GCð#y; hÞ ¼ h0Dðvecð #EiiÞjiÞHDðvecð #EiiÞjiÞh; ð27Þ
where H ¼ #V12ZðZ0 #V1ZÞ1Z0 #V12: They agree with linear regression when
mi ¼ 1 for each subject. Formula (26) shows that the main matrix of GCð #b; hÞ
depends only on the hat matrix H and the residuals in each subject. The structure of
(26) and (27) indicates that we can deﬁne leverage values of ﬁxed and random
parameters as traceðHiiÞ and traceðHiiÞ; which are illustrated in the example.
When we only perturb the ith subject, then h ¼ di; an n  1 vector with the ith
element equal to 1 and others to zero. This will be equivalent to derivative inﬂuence
method. The local inﬂuence measure of the ith subject in this particular perturbation
scheme on the parameter estimators are
GCð #b; iÞ ¼ r0iHiiri ¼ trðHii #EiiÞ;
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and
GCð#y; iÞ ¼ vec0ð #EiiÞHiivecð #EiiÞ:
These two quantities are derived by separately perturbing each subject. Therefore
they can effectively reﬂect the inﬂuence magnitude of each subject, but fail to reveal
the joint inﬂuence features of the data, as will be illustrated by the example.
6. Example
Vonesh and Chinchilli [50, p. 280–292] presented a data-base of a randomized
double-blind placebo-controlled multicenter trial carried out by Carithers et al. [6] in
order to compare the short-term mortality experience of alcoholic hepatitis patients
treated with a corticosteroid versus those treated with a placebo (control). At the
baseline and at weekly intervals for four weeks, serum bilirubin ðY Þ was measured in
31 placebo control patients and 35 methylprednisolone-treated patients. Several
patients died during the study. In Vonesh and Chinchilli’s preliminary analysis,
problems related to missing values were tackled and several linear models were ﬁtted.
They concluded that an individual quadratic regression model on time may be more
appropriate for this data. The baseline serum bilirubin is a potential explanatory
individual level variable, and we reanalyze the data to improve the model and to
illustrate our proposals.
Let yij be the response on the jth week for the ith patient and tij the corresponding
week (0; 1; 2; 3 or 4). Let wi be the baseline serum bilirubin value, i.e., yi0 ¼ wi; and z
an indicator variable for treatment (zi ¼ 1 if the patient was treated and zi ¼ 0 in the
otherwise). The proposed ﬁrst-level model is
yij ¼ zigþ a0i þ a1itij þ a2it2ij þ eij: ð28Þ
We propose the second-level model as follows:
a0i ¼ b00 þ b01wi þ u0i;
a1i ¼ b10 þ b11wi þ u1i;
a2i ¼ b20 þ b21wi þ u2i: ð29Þ
We substitute Eq. (29) into Eq. (28), and ﬁt the model using MLWin [25]. We found
that the estimated variance of the random term u0i and the covariance with other
random effects in the second-level are zeros. Therefore we assume that var ða0iÞ ¼ 0
and consider the model:
yij ¼ zigþ b00 þ b10tij þ b20t2ij þ b01wi þ b11ðtij  wiÞ
þ b21ðt2ij  wiÞ þ u1itij þ u2it2ij þ eij ; ð30Þ
where the ﬁxed parameters vector is: ðg; b00; b10; b20; b01; b11; b21Þ: We assume that
Vi ¼ s2Imi þ TiOT0i in this example. The parameter estimators using MLWin
software are presented in Table 1.
ARTICLE IN PRESS
L. Shi, M.M. Ojeda / Journal of Multivariate Analysis 91 (2004) 282–304294
An exploratory analysis indicates that there exist outlier or inﬂuential subjects in the
data [50]. Now we use this data set to illustrate the method introduced in this paper.
First we take the residual analysis. Fig. 1 gives the plot of standard residuals (including
levels 1 and 2) and leverage values. In standard level-one residuals, subjects 41, 22 and
61 have high values. In standard level-two residuals, cases 22, 43 and 41 have the largest
values. In standard residuals, subjects 41, 22 and 61 stand out from the other cases. In
the index plot leverage, we ﬁnd that subjects 55, 28, 37 and 61 are high leverage points,
where leverage is given by hii ¼traceð #V
1
2
i XiðX0 #V1XÞ1X0i #V
1
2
i Þ:
We now use this model for a local inﬂuence analysis. Let hmax1ð #bÞ and hmax2ð #bÞ
denote the eigenvectors associated with the ﬁrst and second largest absolute eigenvalues
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Table 1
Fixed and random effects estimated ﬁtting the model in (30)
Parameter Estimate SE P-value
g 1.581 7.71 40.1
b00 0.631 10.59 40.1
b10 1.475 24.06 40.1
b20 0.338 5.328 40.1
b01 1.003 0.293 o0.01
b11 0.198 0.074 o0.01
b21 0.021 0.016 o0.1
#X ¼ ð1056Þ5041ð224:8Þ  896:3 ð54:14Þ213:6
 
#s2 ¼ ð134:8Þ1249
The standard error for variances and covariances are in parentheses.
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Fig. 1. (a) Index plot of standard level 1 residuals. (b) Index plot of standard level 2 residuals. (c) Index
plot of standard residuals. (d) Index plot of leverage of #b:
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of the main matrix in a generalized Cook statistic of #b: Similarly for #y: Fig. 2(a) gives the
index plot of hmax1ð #bÞ: The symbol ‘’ denotes the results from the full iterative
computation, and ‘o’ represents the results based on a one-step approximation. The
ﬁgure clearly indicates that subjects 22, 61, 37, 55, 28 and 30 are inﬂuential for #b; in
which subject 22 has an obviously stronger local inﬂuence than the other subjects.
GCmax1ð #bÞ ¼ 2:5227 and 2.6156, respectively, corresponding to the full and one-step
approximations. Fig. 2(b) gives an index plot of hmax2ð #bÞ; in which subjects 41, 22, 28
and 55 are inﬂuential. A plot of hmax1ð #bÞ versus hmax2ð #bÞ is drawn in Fig. 2(c). It clearly
indicates that subjects 41, 22, 37, 61, 55, 28 and 30 are inﬂuential since these subjects are
obviously isolated from majority of the data.
Fig. 2(d) gives the index plot of hmax1ð#yÞ: This ﬁgure shows that subjects 41, 22 and
61 are highly inﬂuential. hmax2ð#yÞ has a similar inﬂuential pattern, so we do not
present it here. The values of GCmax1ð#yÞ are 13.7717 and 13.8956, respectively, for the
full and one-step approximate computation. The approximation of the full by the
one-step approximate computation in Fig. 1 is very good. The local sensitivity of
subjects on #y is more serious than that on #b; and GCmaxð#yÞ exceeds GCmaxð #bÞ
substantially.
In order to conﬁrm our results, we calculate the actual changes of #b and #y when
one or two subjects are removed from the data. The statistics are deﬁned by
ACJð #bÞ ¼ ð #b #bJÞ0X0 #V1Xð #b #bJÞ;
ACJð#yÞ ¼ ð#y #yJÞ0Z0 #V1Zð#y #yJÞ=2; ð31Þ
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Fig. 2. (a) Index plot of hmax1ð #bÞ: (b) Index plot of hmax2ð #bÞ: (c) hmax1ð #bÞ against hmax2ð #bÞ: (d) Index plot of
hmax1ð#yÞ: Where ‘’ denotes the results of full computation, and ‘o’ denotes the results based on one-step
approximation.
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where #bJ and #yJ denote the IGLS estimators of b and y; respectively, when the subjects
in J are deleted from the model. Table 2 lists the results when individuals and pairs of
subjects are deleted. When a single subject is deleted one-by-one, the actual inﬂuential
subjects on #b in order are 22, 41, 61, 55, 28, 37 and 30, and on #y in order are 22, 41 and
61. Among these inﬂuential subjects, the inﬂuence of subject 22 is very strong. These
inﬂuential subjects are detected clearly by our method presented in this paper.
The results based on pair-deletion of subjects in Table 2 can illustrate some special
patterns in the data. The same or opposite sign of inﬂuential pairs in hmax may
indicate the reinforcing and concealing effects respectively, as indicated by some
authors [33,47,48]. In Fig. 2(a), the strong inﬂuential subject 22 has the same sign as
subjects 55, 28 and 30, so their simultaneous deletion can reinforce the inﬂuence.
However, subject 22 has the opposite sign to subjects 37 and 61, so their joint
inﬂuence will produce a concealing effect. These can be conﬁrmed from the results
listed in Table 2. Similarly, the joint inﬂuence of subject pairs (37, 61) in Fig. 2(a),
and (22,41), (22,61) and (61,41) in Fig. 2(d) has a reinforcing effect.
Inﬂuence measures on #b and #y respectively by separately perturbing each subject
can be calculated and drawn in Figs. 3(a) and (b). They can identify the inﬂuential
subjects, but they cannot give the joint inﬂuential patterns in the data.
7. Summary
Several authors have studied inﬂuence analysis in mixed linear models, using
different methods or considering different assumptions. De Gruttola et al. [14] used
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Table 2
The values of ACJð #bÞ and ACJð#yÞ for individual and paired deletions
ACJð #bÞ ACJð#yÞ
Single j ¼ 22: 134.5 j ¼ 41: 23.10 j ¼ 22: 2487.33 j ¼ 41: 197.4
subject j ¼ 61: 7.14 j ¼ 30: 1.30 j ¼ 61: 42.77
deleted j ¼ 55: 5.50 j ¼ 28: 1.87 others: o2.80
j ¼ 37: 1.83 others: o1.00
Group 1: J ¼ ð22; Þ: 70.23–476.18 Group 1: J ¼ ð22; Þ
in which: 1876.19–5867.33
(22,55): 476.18 (22,28): 320.28 in which: (22,41): 3759.80
Paired (22,41): 182.75 (22,30): 150.33 (22,61): 3303.51
subjects (22,61): 73.28 (22,37): 70.25 Group 2: J ¼ ð41; Þ exclude (41,22)
deleted Group 2: ð41; Þ exclude (41,22) 157.95–1214.69
and plus (28,55), (30,55), (37,61) in which: (41,61): 1214.69
15.74–48.83 Group 3: J ¼ ð61; Þ exclude (61,22)
in which (28,55): 43.75 and (61,41)
(30,55): 26.73 (37,61): 23.74 30.89–90.91
Remained subject pairs: 0–15.24 Remained subject pairs: 0–8.21
Note: ð22; Þ denotes all pairs with subject 22. ð41; Þ and ð61; Þ have the same meaning. 70.23–476.18
denotes that the values of ACJð #bÞ range from 70.23 to 476.18, and similarly for other descriptions.
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derivative inﬂuence and assumed that the covariances of different individual units
are equal. Beckman et al. [3] applied Cook’s local inﬂuence to a linear mixed
ANOVA model and developed the diagnostics, but they perturbed the constant
variance at the levels of single observations. Lesaffre and Verbeke [36] suggested
several diagnostics for detecting the inﬂuential subjects in a linear mixed model. The
results were derived from the decomposition of Cook’s normal curvature under the
single case-weight perturbation in likelihood.
This paper studies the local inﬂuence in multilevel regression with application to a
two-level growth curve model. We use generalized Cook statistics as diagnostics. The
perturbations are introduced through weighting the variance–covariance matrix.
Our interest focuses on the local inﬂuence of subjects on ﬁxed effects and variance
component parameter estimates, in multilevel models. In the framework of IGLS, we
derive generalized Cook statistics for the parameter estimates using a full iterative
algorithm, and a one-step approximation. We ﬁnd the one-step approximation
works surprisingly well for detecting inﬂuential subjects and can give good
explanations. Thus it is recommended for use. This method can effectively identify
inﬂuential subjects and display the features of joint inﬂuence, as illustrated in the
example.
The formulas derived in Theorem 3.1 can be adopted to a general linear mixed
model with IGLS, but the results depend on the form of perturbation. We can also
consider other perturbation schemes, for example, the perturbation on the variance
of level 1 or 2 error variables separately. They correspond to: Covðeð1Þoi Þ ¼ oiRi; i ¼
1;y; n; and Covðeð2Þoi Þ ¼ oiTiOT0i; i ¼ 1;y; n: These two perturbations can be used
to study the local inﬂuence on parameter estimates too, but they take into account
ARTICLE IN PRESS
0 10 20 30 40 50 60 70
0
0.5
1
1.5
2
 GC of beta
0 10 20 30 40 50 60 70
0
5
10
15
20
25
GC of theta
22 
41
6155
22
41
61
(a)
(b)
Fig. 3. (a) Index plot of GCð #b; iÞ: (b) Index plot of GCð#y; iÞ:
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the differences in model structure. The derivative procedure in this case is very complex
in full iterations, but a one-step approximation when Ri ¼ s2Imi can simplify the results.
Generalized Cook statistics of #b for perturbing level k ðk ¼ 1; 2Þ error variables are
GC1ð #b; hÞ ¼ h0Dð#p01ijiÞ #V
1
2H #V
1
2Dð#p1ijiÞh;
and
GC2ð #b; hÞ ¼ h0Dð#p02ijiÞT0 #V
1
2H #V
1
2TDð#p2ijiÞh;
respectively. They explain how the parameter estimates are inﬂuenced by modifying the
model assumptions in the variance–covariance matrices.
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Appendix. Proof of Theorems 3.1 and 3.2
Proof of Theorem 3.1. Let #Vo ¼ Voð#yoÞ: Note that #Vo is not the same as Voð#yÞ:
Assume that #Vo can be expanded as
#Vo ¼ #Vþ e #Vð1ÞðhÞ þ oðe2Þ
then,
#V1o ¼ ð #Vþ e #Vð1ÞðhÞ þ oðe2ÞÞ1 ¼ #V1  e #V1 #Vð1ÞðhÞ #V1 þ oðe2Þ;
ðX0 #V1o XÞ1 ¼ðX0 #V1XÞ1
þ eðX0 #V1XÞ1X0 #V1 #Vð1ÞðhÞ #V1X
 ðX0 #V1XÞ1 þ oðe2Þ; ðA:1Þ
and
#bo ¼ #b eðX0 #V1XÞ1X0 #V1 #Vð1ÞðhÞ #V1eþ oðe2Þ:
Hence
#bð1ÞðhÞ ¼  ðX0 #V1XÞ1X0 #V1 #Vð1ÞðhÞ #V1e
¼  ðX0 #V1XÞ1X0 #V1ð#e0 #V1Þ#IÞvecðVð1ÞðhÞÞ: ðA:2Þ
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By similar calculation, we have
#V1o ¼ð #Vo# #VoÞ1 ¼ #V1o # #V1o ¼ #V1# #V1
 e½ #V1#ð #V1 #Vð1ÞðhÞ #V1Þ þ ð #V1 #Vð1ÞðhÞ #V1Þ
# #V1 þ oðe2Þ; ðA:3Þ
ðZ0o #V1o ZoÞ1 ¼ðZ
0 #V1ZÞ1  eðZ0 #V1ZÞ1½Zð1Þ0 ðhÞ
 #V1Z þ Z0 #V1Zð1ÞðhÞ  Z0 ð #V1
#ð #V1 #Vð1ÞðhÞ #V1Þ þ ð #V1 #Vð1ÞðhÞ #V1Þ
# #V1ÞZðZ0 #V1ZÞ1 þ oðe2Þ; ðA:4Þ
and
Yo ¼ vec½ðY X #boÞðY X #boÞ0
¼Y  evecð#e #bð1Þ0 ðhÞX0 þ X #bð1ÞðhÞ#e0Þ þ oðe2Þ
¼Y  e½ðX##eÞvecð #bð1Þ0 ðhÞÞ þ ð#e#XÞvecð #bð1ÞðhÞÞ
þ oðe2Þ
¼Y  eðX##eþ #e#XÞ #bð1ÞðhÞ þ oðe2Þ: ðA:5Þ
Combining (A.3), (A.4) and (A.5), we have
#yo ¼ðZ0o #V1o ZoÞ1Z
0
o
#V1o Y

o
¼ #y eðZ0 #V1ZÞ1½Z0 #V1ðX##eþ #e#XÞ #bð1ÞðhÞ
þ Z0 ð #V1#ð #V1 #Vð1ÞðhÞ #V1Þ þ ð #V1 #Vð1ÞðhÞ #V1Þ# #V1Þ
 #e  Zð1Þ0 ðhÞ #V1#e þ Z0 #V1Zð1ÞðhÞ#y þ oðe2Þ: ðA:6Þ
Since
#V1ðX##eÞ #bð1ÞðhÞ ¼  #V1ðX##eÞðX0 #V1XÞ1X0 #V1 #Vð1ÞðhÞ #V1e
¼  #V1ðX##eÞvecð #E0 #V1 #Vð1ÞðhÞ #V1XðX0 #V1XÞ1Þ
¼  #V1vecð#e#e0 #V1 #Vð1ÞðhÞ #V1XðX0 #V1XÞ1X0Þ
¼  #V1½ðXðX0 #V1XÞ1X0 #V1Þ#ð#e#e0 #V1Þvecð #Vð1ÞðhÞÞ
¼  #V12ðH# #EÞ #V12vecð #Vð1ÞðhÞÞ
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½ #V1#ð #V1 #Vð1ÞðhÞ #V1Þ#e ¼ ½ #V1#ð #V1 #Vð1ÞðhÞ #V1Þvecð#e#e0  #VÞ
¼ vecð #V1 #Vð1ÞðhÞ #V1ð#e#e0  #VÞ #V1Þ
¼ ½ð #V1ð#e#e0  #VÞ #V1Þ# #V1vecð #Vð1ÞðhÞÞ
¼ #V12ðð #E IÞ#IÞ #V12vecð #Vð1ÞðhÞÞ;
and similarly
#V1ð#e#XÞ #bð1ÞðhÞ ¼  #V12ð #E#HÞ #V12vecð #Vð1ÞðhÞÞ;
½ð #V1 #Vð1ÞðhÞ #V1Þ# #V1#e ¼ #V12ðI#ð #E IÞÞ #V12vecð #Vð1ÞðhÞÞ:
We have
#yð1ÞðhÞ ¼ ðZ0 #V1ZÞ1½Z0 #V12ð2I BÞ #V12vecð #Vð1ÞðhÞÞ
þ Zð1Þ0 ðhÞ #V1 #e  Z0 #V1Zð1ÞðhÞ#y; ðA:7Þ
where B ¼ #E#Iþ I# #EH# #E #E#H: At the convergence stage, noting that
vecð #VoÞ ¼ Zo #yo;
vecð #Vð1ÞðhÞÞ ¼ Z #yð1ÞðhÞ þ Zð1ÞðhÞ#y: ðA:8Þ
Substituting (A.8) into (A.2) yields (11). Replacing (A.8) into (A.7), we have
#yð1ÞðhÞ ¼ ðZ0 #V1ZÞ1½Z0 #V12ðI BÞ #V12Zð1ÞðhÞ#yþ Zð1Þ0 ðhÞ
 #V1 #e þ Z0 #V12ð2I BÞ #V12Z #yð1ÞðhÞ: ðA:9Þ
After simplifying of (A.9), we obtain Eq. (12). &
Proof of Theorem 3.2. Observe that
#bð1ÞðhÞ ¼  ðX0 #V1XÞ1X0 #V1 #Vð1ÞðhÞ #V1#e
¼ 
Xn
i¼1
ðX0 #V1XÞ1X0i #V1i #Vð1Þi ðhÞ #V1i #ei
¼  ðX0 #V1XÞ1
Xn
i¼1
X0i #V
1
i ð#e0i #V1i #ImiÞvecð #Vð1Þi ðhÞÞ: ðA:10Þ
Substituting vecð #Vð1Þi ðhÞÞ ¼ Zi #yð1ÞðhÞ þ Zð1Þi ðhÞ#y into (B.1), we can prove the ﬁrst
equation in Theorem 3.2. Note that
#yo ¼
Xn
i¼1
Z
0
io
#V1io Z

io
 !1Xn
i¼1
Z
0
io
#V1io Y

io:
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By similar calculation as in the proof of Theorem 3.1 we have
#yð1ÞðhÞ ¼ ðZ0 #V1ZÞ1
Xn
i¼1
½Zð1Þ0i ðhÞ #V1i #ei  Z
0
i
#V1i Z
ð1Þ
i
 ðhÞ#y Z0i ð #V1i #ð #V1i #Vð1Þi ðhÞ #V1i Þ þ ð #V1i #Vð1Þi ðhÞ #V1i Þ
# #V1i Þ#ei  Z
0
i
#V1i ðXi##ei þ #ei#XiÞ #bð1ÞðhÞ: ðA:11Þ
Because
#V1i ðXi##eiÞ #bð1ÞðhÞ ¼ 
Xn
j¼1
#V
1
2
i ðHij# #EijÞ #V
1
2
j vecð #Vð1Þj ðhÞÞ;
#V1i ðei# #XiÞ #bð1ÞðhÞ ¼ 
Xn
j¼1
#V
1
2
i ð #Eij#HijÞ #V
1
2
j vecð #Vð1Þj ðhÞÞ;
½ #V1i #ð #V1i #Vð1Þi ðhÞ #V1i Þ#ei ¼ #V
1
2
i ð #Eii#Imi  Im2i Þ #V
1
2
i vecð #Vð1Þi ðhÞÞ;
and
½ð #V1i #Vð1Þi ðhÞ #V1i Þ# #V1i #ei ¼ #V
1
2
i ðImi# #Eii  Im2i Þ #V
1
2
i vecð #Vð1Þi ðhÞÞ:
We obtain that
#yð1ÞðhÞ ¼ ðZ0 #V1ZÞ1
Xn
i¼1
½Zð1Þ0i ðhÞ #V1i #ei
 Z0i #V1i Zð1Þi ðhÞ#yþ Z
0
i
#V
1
2
i ð2I #Eii#Imi  Imi# #Eii
þ #Eij#Hij þHij# #EijÞ #V
1
2
i vecð #Vð1Þi ðhÞ
¼ ðZ0 #V1ZÞ1½Zð1Þ0 ðhÞ #V1 #e  Z0 #V1Zð1ÞðhÞ#y
þ Z0 #V12ð2I BÞ #V12vecð #Vð1ÞðhÞÞ; ðA:12Þ
where B is deﬁned in Section 3.2, vecð #Vð1ÞðhÞÞ ¼ ðvec0ðVð1Þ1 ðhÞÞ;y; vec0ðVð1Þn ðhÞÞÞ0: By
substituting vecð #Vð1ÞðhÞÞ ¼ Z #yð1ÞðhÞ þ Zð1ÞðhÞ#y into (B.3), we have that
#yð1ÞðhÞ ¼ ðZ0 #V1ZÞ1½Zð1Þ0 ðhÞ #V1 #e þ Z0 #V12ðI BÞ #V12
 Zð1ÞðhÞ#yþ Z0 #V12ð2I BÞ #V12Z #yð1ÞðhÞ:
By further simpliﬁcation, we have
#yð1ÞðhÞ ¼ A1½Zð1Þ0 ðhÞ #V1 #e þ Z0 #V12ðI BÞ #V12Zð1ÞðhÞ#y: &
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