



Virtual Reality in Nuisance Protection
Anonymous
Follow this and additional works at: https://www.tdcommons.org/dpubs_series
This work is licensed under a Creative Commons Attribution 4.0 License.
This Article is brought to you for free and open access by Technical Disclosure Commons. It has been accepted for inclusion in Defensive Publications
Series by an authorized administrator of Technical Disclosure Commons.
Recommended Citation




Virtual Reality in nuisance protection 
Abstract 
In the current world, online presence of individuals is continuously evolving. A host of 
applications exist today that are used by individuals for a variety of purposes that include lifestyle, 
online shopping, maintaining social presence, travel and commute, healthcare, and many more. 
With advancements in Virtual Reality (VR), interactions have become incredibly realistic. VR finds 
implementation in multiple applications like social media, gaming, online shopping experience, 
virtual sight-seeing tours, cinema, webpages, etc. As may be true for every technology, VR also 
has some drawbacks. In this disclosure, we address one such drawback of VR namely trolls, which 
comprises of any inappropriate content that might exceed the tolerance of a user. 
Problem 
VR applications have immense advantages and go a long way in adding value to people’s lives. 
However, this vast ocean of opportunity comes with its own vulnerabilities. A prime reason of 
dissatisfaction in the VR user community is the presence of nuisance/inappropriate 
content/elements, also known as trolls. Considering that there is a large amount of content being 
shared across the Internet on different applications, manually filtering out such trolls is almost 
inconceivable. VR applications cannot restrict content, which is insensitive or obscene to the user 
across various Internet pages.  
Many applications offer settings control to users to report/ block displayed content if it appears 
disturbing or contains use of inappropriate language; however, such task of checking and 
reporting them time and again is a cumbersome task. After the reporting, if the user’s level of 
tolerance changes, he/she must manually allow the content to be shown to him/her. No solution 
exists, where the system (on which the application is running) itself predicts and filters out 
specific troll content that can potentially breach the user’s tolerance. 
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The present embodiment describes a system, including a VR device, with a global ranking 
algorithm, a user tolerance algorithm, which further comprises of a heuristic model, and an AI 
algorithm. The system comprises of a rotary dial on the VR device, to demarcate an extent of troll 
content to be displayed to the user. The rotary dial disclosed here is attached to the VR device. 
When the dial is rotated, the system filters the troll content shown to the user. 11 detent steps 
are present on the rotary dial which can be adjusted manually by the user.  Detent levels 1 to 10 
indicate the amount of troll content being displayed – 1 being lowest and 10 being highest. The 
11th step is an OFF state, which disables all filtering. 
Working 
The present invention comprises of a system that uses a global ranking algorithm to rank content 
available across an application, on a global tolerance scale of 0 to 100, where a score of 0 
represents a minimum level of troll content and a score of 100 represents a maximum level of 
troll content available across the application. The aim is to filter out any content above a 
threshold score on the global scale to be served to a user. Hence, it becomes essential to consider 
that every user has a different tolerance level for funny, trolling and outrageous content; 
therefore, it is necessary to adjust filtration of the content as per his/her tolerance. As an initial 
assessment, the system uses a user tolerance algorithm that includes a heuristic model used to 
identify the user’s maximum tolerance vis-à-vis the global tolerance scale and thus, allocates a 
score to the user. The user’s maximum tolerance score depicts his/her maximum tolerance on 
the global scale. This initial assessment is conducted basis the user’s online activity till that point 
in time. The application initially seeks the user’s permission to gather the user’s data when 
he/she chooses to use the troll filtration. 
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It also becomes important to take into consideration that the tolerance level of a user may 
change over a period. Here, we introduce an Artificial Intelligence (AI) algorithm that works in 
tandem with the user tolerance algorithm. The system tracks the user’s online activity at a 
predefined frequency and provides data from the tracking as a feedback to the user tolerance 
algorithm. This feedback is used to learn more about the online behavior of the user and 
determine if the user’s maximum tolerance on the global scale has changed and requires an 
update. 
In a non-limiting example for a VR social media application, the global ranking algorithm gives a 
score to all the content that is available on the application on a scale of 0 to 100. A heuristic 
model, which is a part of the user tolerance algorithm, determines a score for the user’s 
maximum tolerance to troll content.  Let us assume that as per the initial assessment the user’s 
maximum tolerance corresponds to a score of 80 on the global tolerance scale. Hence, the user 
will be provided with content, which scores an 80 or lower on the global tolerance scale. Further, 
the system also gathers data pertaining to the user’s online activity, which includes, but not 
restricted to their age, liked pages, affinity towards inappropriate language, friends graph, groups 
joined and any other online interaction that the user has on the application. The system then 
provides this data as a feedback through the AI algorithm to detect if any update is necessary in 
the user’s maximum tolerance, which when true, the user’s maximum tolerance score is updated 
accordingly. Hence, it acts as a self-learning system that constantly learns about the user’s online 
activity to assess his/her present maximum tolerance score. 
As an additional embodiment, the AI algorithm gives preference to recency of online activity to 
obtain relevant data for the user to learn and calibrate the maximum tolerance score of the user. 
The user’s maximum tolerance score, as assessed by the system, thus, reflects the user’s recent 
activities. 
In yet another implementation, as illustrated by Figures 1 and 2, the user’s maximum tolerance 
score is subdivided into a personal tolerance range of 0-100. Let us assume that the user’s 
maximum tolerance score (i.e. a score of 100 on the personal tolerance range) corresponds to a 
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score of 80 on the global tolerance scale. Therefore, the content that has a score of 40 on the 
global tolerance scale will be equivalent to a score of 50 on the user’s personal tolerance range.  
Figures 1 depicts a user’s maximum tolerance score (80) on a global tolerance scale of 0 to 100. 
Figure 2 represents the user’s maximum tolerance score (80) being sub-divided into a personal 
tolerance range of 0 to 100.  
 
Figure 1: Global tolerance scale and maximum tolerance limit of a user 
 
Figure 2: Global tolerance rating subdivided into user’s personal tolerance range (0-100) 
The rotary dial as introduced earlier, is embedded on the VR device. The dial comprises of 11 
steps where 10 steps represent the user’s personal tolerance range of 0-100 (each detent step 
translates to 10 points on the user’s personal tolerance range). The 11th step represents OFF to 
disable the whole functionality. If the user wants to filter the troll content during an interaction 
on the application, then the user simply rotates the dial and sets the dial to a desirable step.  
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Figure 3: VR device with an embedded rotary dial; and an enlarged view of the rotary dial with detent levels 
Let us assume that the system predicts the user’s maximum tolerance score corresponds to a 
score of 50 on the global tolerance scale. The user adjusts the rotary dial to a detent level of 5 
(out of the 11 levels). This means that the user is willing to expose himself/herself to 50% of 
his/her own maximum tolerance range. Thus, the content that will be shown to the user will be 
equivalent to a score of 25 on the global tolerance scale. Since determination of the equivalence 
of the user’s maximum tolerance score is a prediction vis-à-vis the global tolerance scale, it might 
be possible that the user finds the content (that was shown to him/her with a score of 25 on the 
global tolerance scale) still inappropriate. Consequently, the user lowers the detent level from 5 
to 4 on the rotary dial to further filter the troll content. The lowering of the detent level indicates 
(as a feedback) that the maximum tolerance score of the user should correspond to a score of 40 
on the global tolerance range. 
In an embodiment, the user may also want to disable filtering of the content. In such a case, if 
the user turns OFF troll filtration and, in a non-limiting scenario, visits, likes and shares content 
that is not restricted by the user maximum tolerance score (for example content with a higher 
global tolerance score as compared to the corresponding user’s maximum tolerance score), the 
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AI algorithm learns this behavior of the user and accordingly updates the user’s maximum 
tolerance score. In an alternate embodiment, the user may not want the system to track and 
learn such a behavior.  
Additional Embodiments 
The present embodiment facilitates the rotary dial as an on-screen selection mechanism (e.g. a 
slider) on the user’s personal computing devices, such as laptop, computer, smartphone, etc. The 
user can adjust the slider to filter troll content being displayed on the computing devices.  
Conclusion 
With an increase in online troll activity, it has become imperative to device a solution to this 
problem. This disclosure addresses this problem to a depth of analyzing the user’s personal 
tolerance to troll content vis-à-vis the global troll activity that is prevalent. Thus, this highly 
customized approach efficiently solves the problem of internet trolls that is perfectly suited to 
users across different age, demography, ethnicity, etc. having varying tolerance to inappropriate 
content. 
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