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A dawning light: the beginnings of an understanding of the
photosynthetic reaction center
Toshiko Ichiye
The electron-transfer reactions of the photosynthetic
reaction center are mystifying, as there are two possible
transfer paths and no obvious reason for the electron to
choose one over the other. Recent computational
studies, although they use diverse assumptions, agree
that the electrostatic field of the protein provides the
determining factor. 
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The crystal structures of the photosynthetic reaction
centers (PRCs) from Rhodopseudomonas viridis [1] and from
Rhodobacter sphaeroides [2] have provided a fascinating
glimpse into how the early processes of photosynthesis
work at a molecular level, but have provoked as many ques-
tions as they have answered. The PRCs of purple bacteria
(reviewed by Gunner [3]) all have two quasi-twofold rota-
tionally symmetric subunits, L and M, which are related to
the D1 and D2 polypeptides of photosystem II in green
plants. The chromophores of the L and M subunits occur
as the following quasi-symmetric pairs: two bacteriochloro-
phylls that form a dimer known as the special pair P; two
bacteriochlorophylls, BL and BM; two bacteriopheophytins,
HL and HM; and two quinones, QA and QB (Fig. 1). One
curiosity is how (and why) the electron transfer proceeds
along the L branch rather than the M branch, even though
the two branches appear symmetric. Another question is
how, if at all, BL facilitates transfer from P to HL, as the
P–HL distance (18Å) seems too great for the fast (3 ps)
electron transfer observed between the two: experimental
evidence for the BL– species is ambiguous. 
Although computational methods probably cannot answer
the ‘why’ questions, they can address the ‘how’. Factors
that contribute to determining the pathway of electron
transfer include electronic overlap, intrinsic electron affini-
ties, and electrostatics of the protein environment. Gunner,
Nicholls and Honig [4] have recently reported computa-
tional studies on the electrostatic environment due to the
protein. Other recent approaches to this question include
several molecular dynamics simulations of rates for various
steps in the electron-transport pathway [5–7], using ideas
pioneered by Warshel and coworkers [8]. However,
although molecular dynamics simulations in theory simu-
late the motions of each atom in the system as a function of
time and thus are computer models of the functioning
protein at an atomic level, they are computationally inten-
sive. This means that approximations are often made in
treating the electrostatics due to polar and charged side
chains and to electronic polarization, the change in the elec-
tron density of an atom due to other charges, which could
be critical here because electrostatics is so important in
electron-transfer reactions. Naturally, each group chooses to
approximate the values they consider least crucial to the
overall electric field experienced by the electron. Warshel
and coworkers [5] champion electronic polarization but
neglect charged side chains, whereas Chandler and cowork-
ers [7] approximate electronic polarization by a dielectric
constant but include charged side chains. One of the
strengths of the Poisson calculations performed by Honig
and coworkers [4] is that the long-range electrostatics are
dominated by bulk contributions rather than detailed mol-
ecular interactions. Thus, the finite-difference Poisson
Figure 1
The chromophores of the photosynthetic reaction center of
Rhodopseudomonas viridis [1], without their side chains. The
chromophores and subunits are labeled, along with a schematic
outline of the protein and membrane. The quasi twofold rotational axis
is shown by a dashed line. Electron transfer is depicted by arrows.
(Figure generated using MOLSCRIPT [19] and RASTER3D [20].)
electrostatic calculations of Gunner et al. [4] provide a criti-
cal check on the molecular dynamics studies.
The free energy of electron transfer
Gunner et al. [4] calculate the driving force, that is the free
energy, for the electron-transfer reaction. The comparison
between these calculations and those of Marchi et al. [7]
and Parson et al. [9], which evaluate and analyze driving
forces, is instructive. Gunner et al. [4] solved the Poisson
equation using the program DelPhi [10,11] for a static
protein modeled by partial charges for polar and charged
groups, immersed in non-uniform dielectric continuum.
The protein and membrane were assigned the same low
dielectric constant and the solvent was assigned the high
dielectric constant of water. Marchi et al. [7] performed
molecular dynamics simulations using the program
CHARMm [12], with a dynamic protein and solvent
modeled by non-polarizable atoms and partial charges for
polar and charged groups. Parson et al. [9] used the PDLD
(protein dipoles, Langevin dipoles) method [13,14], with a
static protein modeled by polarizable atoms with dipoles
representing polar groups and with a grid of Langevin
dipoles representing water [13,14]. Warshel and coworkers
[5] also include polarizable atoms in a molecular dynamics
simulation, but the contribution of polarization is not ana-
lyzed separately. Before examining the two questions
posed about the PRC, we focus on the types of contribu-
tions to the driving force and how different approximations
affect each contribution.
Charged side chains
The electrostatic interactions of charged side chains are
tricky because they are long range and the dielectric
screening of these side chains will be different depending
on whether they are buried in protein or membrane or are
solvent exposed. These electrostatic contributions are rel-
atively unimportant for small aqueous proteins in which
charged side chains mainly occur at the surface where they
are screened by water and paired with counterions. Con-
sistent with this, experiments with these proteins show
that mutations of charged side chains at the surface have
little effect on redox potentials (discussed in [15,16]).
Marchi et al. [7] sidestep the problem by truncating elec-
trostatic interactions between atoms separated by a dis-
tance greater than a given cutoff value while generating
their molecular dynamics simulations but not for calculat-
ing the energetics of the reaction: thus, the electrostatic
energies of charged side chains are included in the ener-
gies they report. However, they do not report the contri-
bution of the charged side chains alone, so it is difficult
from their work to judge the importance of these side
chains. On the other hand, Warshel and coworkers neutral-
ize charged side chains in their calculations [5,9] and thus
neglect their electrostatic contribution. In the Poisson cal-
culation, where charged side chains are screened by differ-
ent dielectric constants for the protein and membrane
relative to the solvent, Gunner et al. [4] show that charged
side chains contribute substantially (–50 to –650meV) to
the static field free energy; however, they do not calculate
how the solvation free energy changes if the charged side
chains are neglected. Thus, these calculations do not fully
resolve the question of how large the charged side-chain
contribution is to the potential field within the protein.
However, neutralizing only surface charged side chains
distant from the chromophores is probably reasonable, and
including the charge without the surrounding atoms is par-
ticularly dangerous as the dielectric screening is lost.
Electronic polarization 
The other controversial electrostatic contribution is the
electronic polarization. A simple assumption is that the net
effect of electronic polarization is similar for all types of
atom in biological systems and may be approximated 
by a uniform dielectric constant. For energy calculations,
Gunner et al. [4] use the high-frequency dielectric constant
(i.e. the dielectric constant due to electronic polarization
alone with no nuclear reorientation, which is assumed to be
relatively constant for most atoms in biological systems) of
2 for the protein and membrane. Marchi et al. [7] also use a
dielectric constant of 1.9 throughout their entire system,
including explicit water, to reflect electronic polarization
when calculating energies. However, the latter used the
vacuum dielectric constant of 1 during generation of their
molecular dynamics simulations, because the energy para-
meters [12] were developed to give good structural proper-
ties with a dielectric constant of 1. This schizophrenic use
of dielectric constants implies that the electrostatic ener-
getics are somehow different for structural and energetic
properties. On the other hand, Parson et al. [9] allow each
atom to polarize, giving rise to electronic polarization con-
tributions that are quite large (400 to 900meV) and do not
necessarily reduce the electrostatic energies by a factor of
0.5, as implied by a dielectric constant of 2. Although this
finding supports the importance of polarization, the energy
parameters used in this study were optimized with elec-
tronic polarization included explicitly [13,14]. Thus, the
error is not known for energy parameters optimized to
include electronic polarization implicitly [12].
Nuclear relaxation
Another factor in the path taken by the electron is nuclear
relaxation, which is the reorganization of neighboring atoms
in response to the change in chromophore charges during
the electron-transfer reaction. This is also clearly a non-
uniform effect, as the interiors of proteins are by no means
homogeneous media. In the static Poisson calculation of
Gunner et al. [4], nuclear reorganization is approximated by
repeating the studies with a dielectric constant of 4 for
protein and membrane to include both nuclear relaxation
and electronic polarization, lowering free energies by about
50 to 250 meV. The Parson et al. [9] calculation does not
allow for nuclear relaxation, although it is possible to do so
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within the PDLD framework. Marchi et al. [7] show that
nuclear relaxation, which is calculated explicitly in molecu-
lar dynamics simulations, lowers the free energies by about
150 to 250 meV, in somewhat surprising agreement with the
Poisson calculations. Therefore, the assumption of uniform
relaxation may be reasonable, although it is safer to also
look for unusual relaxation mechanisms using molecular
dynamics simulations [16,17].
Solvent contributions
A final consideration is the treatment of water. Gunner et al.
[4] treat solvent as a dielectric continuum with a dielectric
constant of 80, reflecting the screening due to both elec-
tronic polarization and reorganization of the solvent. The
PDLD method used by Parson et al. [9] treats solvent as a
cubic grid of Langevin dipoles, allowing the solvent to
reorient in response to changes in charge but otherwise not
reflecting the complex properties of liquid water. Although
these are very approximate treatments of liquid water, they
are reasonable for the PRC as the solvent is so distant from
the chromophores in the PRC. However, in small aqueous
proteins or proteins with surface-accessible redox sites, the
interactions of waters with the redox sites may be signifi-
cant [16,17] so molecular dynamics simulations with
explicit water become preferable.
Where does all this leave us? 
Unfortunately, despite considerable effort, the contribu-
tions of charged side chains and electronic polarization to
the electrostatic environment of the interior of the protein
have not been completely resolved. Furthermore, the
direct comparison of different calculations is complicated
by the fact that the three studies use different charge para-
meters, and comparison with experiment is complicated by
the uncertainties in the intrinsic electron affinities of the
chromophores and the experimental driving forces.
However, disregarding for the moment the vacuum contri-
bution (i.e. the intrinsic electron affinities of the donor and
acceptor and the Coulombic attraction between the donor
and acceptor), it is surprising and encouraging that there is
general agreement between the works described here: they
all predict that the protein electrostatic environment contri-
bution to the free energy of the products have the trend
P+BM– > P+BL– > P+HM– > P+HL– relative to the initial
state P*, with similar energy gaps between each of the
intermediates. Thus, the different approximations appear
to give qualitatively similar results, although quantitatively
accurate results will require deeper investigations into
these approximations. Moreover, each method may provide
valuable insight into different aspects of a problem. For
instance, careful analysis of molecular dynamics simulations
may reveal structural changes at an atomic level when the
different chromophores accept the electron that would not
be seen in Poisson calculations such as those of Gunner et
al. [4]. An example of this would be changes in water inter-
actions such as seen in simulations of small aqueous 
electron-transfer proteins [16,17]. On the other hand,
Poisson calculations are currently the most accurate means
of evaluating the contribution of distant charged side
chains, and Poisson–Boltzmann calculations, a variation
accounting for mobile ions in the solvent, allow studies of
ionic strength dependence not feasible in molecular
dynamics studies.
Several important conclusions can be drawn from the con-
sistent results of the studies (Fig. 2). First, the protein
creates a potential field that helps to drive the reaction
down the L branch, as the protein contribution to the
driving force favors transfer to BL over BM (by –1 to –300
meV) and to HL over HM (by –50 to –200 meV). This
enhances the vacuum contribution which, although unfa-
vorable, also relatively favors transfer to BL over BM and to
HL over HM [18]. The exact role of BL is somewhat less
clear from these studies, as the driving force is determined
by the degree of cancellation of the unfavorable vacuum
contribution [18] by the favorable protein contribution,
making the magnitudes of each critical. However, the orga-
nization of the protein to create a potential field that stabi-
lizes the ion pair P+BL– relative to P* (by –300 to
–900meV) supports the idea that BL plays some role. Fur-
thermore, the potential field created by the protein to stabi-
lize P+HL– relative to P* (by –1000 to –1500meV) explains
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Figure 2
The protein (solid) and vacuum (dashed) contributions to the driving
force along the L and M branches at the P, B, and H chromophores
(horizontal axis). The protein contribution is from the Poisson
calculation of Gunner et al., [4] with the protein dielectric constant of 2
and the water dielectric constant of 80 and the vacuum contribution is
from the electronic structure calculation of Thompson and Zerner [18].
the favorable driving force for this transfer, given the unfa-
vorable vacuum contribution [18]. More generally, the
three-dimensional (3D) structure of the protein is arranged
to create these static electric fields, and many residues
rather than a few key residues are involved. This was
pointed out by Gunner et al. for the PRC [4] and has also
been seen by Yelle et al. in a small aqueous electron transfer
protein [17]. Thus, the fields are greater than for a solvent
that has the same dielectric constant as the protein but is
composed of molecules that move freely, unlike protein
atoms constrained by the 3D structure of the protein.
One final conclusion can be drawn from the agreement of
the various studies using different methods: the favorable
potential fields can be attributed largely to polar groups of
the protein. This is contrary to the conclusions of Gunner et
al. [4] who attribute the static field primarily to charged
amino acids. Obviously charged amino acids as well as other
interactions such as electronic polarization can contribute to
the field, but, although polar contributions are not dis-
cussed explicity above, they are the only remaining electro-
static contributions common to all the calculations. Thus,
the trends themselves must be present in just the polar
groups, of which the backbone contributes significantly.
This is somewhat unexpected since polar interactions are
weaker than charged side chains; however, the protein can
be arranged to maximize their effect by the proximity, ori-
entation, and density of polar groups. This has been seen
previously in our work and that of others indicating the
importance of polar groups in determining redox potentials
for aqueous electron-transfer proteins [15,16].
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