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PLAIN CONVERGENCE OF ADAPTIVE ALGORITHMS
WITHOUT EXPLOITING RELIABILITY AND EFFICIENCY
GREGOR GANTNER AND DIRK PRAETORIUS
Abstract. We consider h-adaptive algorithms in the context of the finite element
method (FEM) and the boundary element method (BEM). Under quite general as-
sumptions on the building blocks SOLVE, ESTIMATE, MARK, and REFINE of such
algorithms, we prove plain convergence in the sense that the adaptive algorithm drives
the underlying a posteriori error estimator to zero. Unlike available results in the lit-
erature, our analysis avoids the use of any reliability and efficiency estimate, but only
relies on structural properties of the estimator, namely stability on non-refined elements
and reduction on refined elements. In particular, the new framework thus covers also
problems involving non-local operators like the fractional Laplacian or boundary integral
equations, where (discrete) efficiency is (currently) not available.
1. Introduction
A posteriori error estimation and related adaptive mesh-refinement via the loop
SOLVE −→ ESTIMATE −→ MARK −→ REFINE (1)
are standard tools in modern scientific computing. Over the last decade, the mathematical
understanding has matured. Convergence with optimal algebraic rates is mathematically
guaranteed for a reasonable class of elliptic model problems and standard discretizations;
we refer to the works [Dör96, MNS00, BDD04, Ste07, CKNS08, CN12, FFP14] for some
important steps as well as to the state-of-the-art review [CFPP14]. However, all these
works employ the so-called Dörfler marking strategy proposed in [Dör96] to single out
elements for refinement. Moreover, for the 2D Poisson problem, it has recently been
shown that a modified maximum criterion does not only lead to optimal convergence
rates, but even leads to instance optimal meshes [DKS16, KS16, IP20]. As the focus
comes to other marking strategies, only plain convergence results are known and the
essential works are [MSV08, Sie11].
To outline the results of [MSV08, Sie11] and the contributions of the present work,
let us fix some notation. Let X be a normed space which is linked to some domain (or
manifold) Ω ⊂ Rd, d ≥ 1. Let u ∈ X be the sought (unknown) solution. Suppose that
the discrete subspaces Xℓ ⊂ X are linked to some mesh Tℓ of Ω consisting of compact
subdomains of Ω. Let uℓ ∈ Xℓ be a computable discrete approximation of u. Finally, let
η2ℓ =
∑
T∈Tℓ
ηℓ(T )
2 be a computable error estimator such that ηℓ(T ) measures, at least
heuristically, the error u−uℓ on T ∈ Tℓ. We suppose that the sequence of meshes (Tℓ)ℓ∈N0
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is generated by the adaptive loop (1). In such a setting, it has already been observed in
the seminal work [BV84] that nestedness Xℓ ⊆ Xℓ+1 of the discrete spaces together with a
Céa-type quasi-optimality proves the so-called a priori convergence of adaptive schemes,
i.e., there always exists a limit u∞ ∈ X such that
||u∞ − uℓ||X → 0 as ℓ→∞. (2)
However, it remains to prove that also u = u∞.
To explain the abstract notation, let us consider the 2D Poisson model problem: In
this case, Ω ⊂ R2 is a polygonal Lipschitz domain, f ∈ L2(Ω) is some given load, u ∈
X = H10 (Ω) solves the 2D Poisson model problem −∆u = f in Ω subject to homogeneous
boundary conditions u = 0 on ∂Ω, the meshes Tℓ are conforming triangulations of Ω into
compact triangles T ∈ Tℓ, and uℓ ∈ Xℓ =
{
vℓ ∈ H
1
0 (Ω) : vℓ|T is affine for all T ∈ Tℓ
}
is
the conforming first-order finite element approximation of u, which solves∫
Ω
∇uℓ · ∇vℓ dx =
∫
Ω
fvℓ dx for all vℓ ∈ Xℓ (3)
For this problem, the classical residual error estimator reads
η2ℓ =
∑
T∈Tℓ
ηℓ(T )
2 with ηℓ(T )
2 = h2T ||f ||
2
L2(T ) + hT ||J∂nuℓK||
2
L2(∂T∩Ω), (4)
where J·K denotes the jump across interior edges and hT = |T |
1/2 denotes the local mesh-
size; see, e.g., the monographs [AO00, Ver13].
While [MSV08] formally focusses on conforming Petrov–Galerkin discretizations in the
setting of Ladyshenskaja–Babuska–Brezzi (LBB), the actual analysis is more general: Be-
sides some assumptions on the locality of the norms of the involved function spaces, there
are no assumptions on how u or uℓ are computed. The crucial assumptions in [MSV08]
are local efficiency
C−1eff ηℓ(T ) ≤ ||u− uℓ||X (Ωℓ(T )) + oscℓ(Ωℓ(T )) for all T ∈ Tℓ (5)
as well as discrete local efficiency on marked elements
C−1eff ηℓ(T ) ≤ ||uℓ+1 − uℓ||X (Ωℓ(T )) + oscℓ(Ωℓ(T )) for all T ∈Mℓ, (6)
where Ωℓ(T ) =
⋃{
T ′ ∈ Tℓ : T
′ ∩ T 6= ∅
}
is the patch of T and oscℓ are some data
oscillation terms. It is known that the latter assumption requires (at least) stronger
local refinement, e.g., the local bisec5 refinement of marked elements in 2D to ensure the
interior node property; see, e.g., [MNS00]. The main result of [MSV08] proves that under
these assumptions and for quite general marking strategies (see (14) below), the adaptive
algorithm ensures that a priori convergence (2) already implies estimator convergence
ηℓ → 0 as ℓ→∞. (7)
Provided that the error estimator ηℓ additionally satisfies reliability, i.e.,
||u− uℓ||X ≤ Crel ηℓ, (8)
this proves that ||u− uℓ||X → 0 as ℓ→∞. In explicit terms, the main result of [MSV08]
reads as follows: If the discrete solutions uℓ ∈ Xℓ converge (2), then they converge indeed
to the correct limit u = u∞ — provided that the error estimator satisfies (5)–(6) and (8).
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Conceptually, it is remarkable that the convergence proof of [MSV08] exploits lower
error bounds, although the mesh-refinement is driven by the error estimator only. The
work [Sie11] thus aimed to prove convergence without using (discrete) lower bounds.
This, however, comes at the cost that, first, the analysis exploits the problem setting
(and is restricted to Petrov–Galerkin discretizations of operator equations Bu = F ) and,
second, the analysis relies on some strengthened reliability estimate (formulated in terms
of the residual), which implies (8). The main result of [Sie11] then states that under
these assumptions and for quite general marking strategies (see (15) below), the adaptive
algorithm ensures that a priori convergence (2) already implies error convergence
||u− uℓ||X → 0 as ℓ→∞. (9)
In particular, the new proof of [Sie11] avoids the discrete local efficiency (6). Surprisingly,
however, estimator convergence (7) cannot be proved under the assumptions of [Sie11]
but requires that the error estimator ηℓ is also locally efficient (5).
One advantage of the results of [MSV08, Sie11] is that they apply to many different
a posteriori error estimators. In particular, it has recently been shown in [FP20, GS20]
that the assumptions of [Sie11] are, in particular, satisfied for a wide range of model
problems discretized by least squares finite element methods, where adaptivity is driven
by the built-in least-squares functional, including even a least-squares space-time dis-
cretization of the heat equation. On the other hand, [Sie11] excludes adaptive schemes
for variational inequalities, and both works [MSV08, Sie11] need local efficiency of the
error estimator, which does not appear to be available for non-local operators, e.g., finite
element methods for the fractional Laplacian (see, e.g., [FMP19]) or boundary element
methods for elliptic integral equations (see, e.g., [FKMP13, Gan13]).
With the latter observations, the current paper comes into play. We provide a new proof
for plain convergence of adaptive algorithms, which does neither involve reliability (8)
nor any kind of (global or local) efficiency (5)–(6). Instead, we exploit that the local
contributions of many residual error estimators are weighted by the local mesh-size (cf. (4)
for the Poisson model problem). With scaling arguments, one usually obtains reduction
on refined elements
ηℓ+n(Tℓ+n\Tℓ)
2 ≤ q ηℓ(Tℓ\Tℓ+n)
2 + C ||uℓ+n − uℓ||
2
X for all ℓ, n ∈ N0, (10)
with generic constants 0 < q < 1 and C > 0. Note that Tℓ\Tℓ+n corresponds to the
elements that are going to be refined, while Tℓ+n\Tℓ corresponds to the generated children.
Moreover, there usually holds stability on non-refined elements
|ηℓ+n(Tℓ+n ∩ Tℓ)− ηℓ(Tℓ+n ∩ Tℓ)| ≤ C ||uℓ+n − uℓ||X for all ℓ, n ∈ N0. (11)
We stress that (10)–(11) play also a fundamental role in the contemporary proofs of
optimal convergence rates for adaptive algorithms; see [CFPP14]. The main result of
the present work (Theorem 2) shows that, together with the same marking criterion
as in [MSV08], the structural properties (10)–(11) suffice to show that a priori conver-
gence (2) yields estimator convergence (7). Clearly, reliability (8) is then finally required
to conclude error convergence (9).
Outline. The remainder of this work is organized as follows: In Section 2, we provide a
formal statement of the adaptive algorithm (Algorithm 1) as well as precise assumptions
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on its four modules from (1). The new plain convergence result (Theorem 2, Theorem 4)
is stated and proved in Section 3, before we give some examples which do not fit the
framework of [MSV08, Sie11], but are covered by the current analysis.
2. Abstract adaptive algorithm
2.1. Mesh refinement. Let Ω ⊂ Rd be a bounded domain (or a manifold in Rd) with
positive measure |Ω| > 0. We say that TH is a mesh (of Ω), if
• TH is a finite set of compact sets T ∈ TH with positive measure |T | > 0;
• for all T, T ′ ∈ TH with T 6= T
′, it holds that |T ∩ T ′| = 0;
• TH is a covering of Ω, i.e., Ω =
⋃
T∈TH
T .
Let refine(·) be a fixed refinement strategy, i.e., for each mesh TH and a set of marked
elementsMH ⊆ TH , the refinement strategy returns a refined mesh Th := refine(TH ,MH)
such that, first, at least the marked elements are refined (i.e.,MH ⊆ TH\Th) and, second,
parents T ∈ TH are the union of their children, i.e.,
T =
⋃{
T ′ ∈ Th : T
′ ⊆ T
}
for all T ∈ TH . (12)
For a mesh TH , let T(TH) denote the set of all possible refinements of TH (as determined
by the refinement strategy refine(·)), i.e., for any Th ∈ T(TH), there exists n ∈ N0
and T ′0 , . . . , T
′
n such that T
′
0 = TH , T
′
j+1 = refine(T
′
j ,M
′
j) for all j = 0, . . . , n − 1 and
appropriate M′j ⊆ T
′
j , and T
′
n = Th. Finally, we suppose that we are given a fixed initial
mesh T0 so that it makes sense to call T := T(T0) the set of all admissible meshes.
2.2. Continuous and discrete setting. Let X be a normed space (related to Ω)
and u ∈ X be the (unknown) exact solution. For each mesh TH , let XH ⊆ X be an
associated discrete subspace and uH ∈ XH be the corresponding (computable) discrete
solution.
2.3. Error estimator. For each mesh TH and all T ∈ TH , let ηH(T ) ≥ 0 be a
computable quantity which is usually called refinement indicator. At least heuristically,
ηH(T ) measures the error u− uH on the element T . We abbreviate
ηH := ηH(TH), where ηH(UH) :=
( ∑
T∈TH
ηH(T )
2
)1/2
for all UH ⊆ TH . (13)
We note that ηH is usually referred to as error estimator.
2.4. Adaptive algorithm. Starting from the given initial mesh T0, we consider the
standard adaptive loop (1) in the following algorithmic form:
Algorithm 1. For each ℓ = 0, 1, 2, . . . , iterate the following steps (i)–(iv):
(i) SOLVE: Compute the discrete solution uℓ ∈ Xℓ.
(ii) ESTIMATE: Compute refinement indicators ηℓ(T ) for all elements T ∈ Tℓ.
(iii) MARK: Determine a set of marked elements Mℓ ⊆ Tℓ.
(iv) REFINE: Generate the refined mesh Tℓ+1 := refine(Tℓ,Mℓ).
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Output: Refined meshes Tℓ, corresponding exact discrete solutions uℓ, and error estima-
tors ηℓ for all ℓ ∈ N0. 
To analyze Algorithm 1, it remains to specify further assumptions on its four modules:
As far as SOLVE is concerned, we shall only assume a priori convergence (2). While
this assumption is guaranteed for many problems (see, e.g., [MSV08, Sie11] for problems
in the framework of the LBB theory as well as the seminal work [BV84] for problems in
the Lax–Milgram setting), we stress that, at this point, it is still mathematically unclear
whether there holds u∞ = u or not.
As far as MARK is concerned, let M : R≥0 → R≥0 be continuous at 0 with M(0) = 0
and suppose that the sets Mℓ ⊆ Tℓ satisfy the following property from [MSV08]:
max
T∈Tℓ\Mℓ
ηℓ(T ) ≤ M
(
ηℓ(Mℓ)
)
. (14)
We note that the latter assumption is weaker than the following assumption from [Sie11]:
max
T∈Tℓ\Mℓ
ηℓ(T ) ≤M
(
max
T∈Mℓ
ηℓ(T )
)
. (15)
Clearly, the marking criteria (14)–(15) are satisfied with M(t) = t as soon as Mℓ
contains one element with maximal indicator, i.e., there exists T ∈ Mℓ such that
ηℓ(T ) = maxT ′∈Tℓ ηℓ(T
′). For instance, this is the case for
• the maximum criterion for some fixed 0 ≤ θ ≤ 1, where
Mℓ :=
{
T ∈ Tℓ : ηℓ(T ) ≥ (1− θ) max
T ′∈Tℓ
ηℓ(T
′)
}
(16)
• the equidistribution criterion for fixed 0 ≤ θ ≤ 1, where
Mℓ :=
{
T ∈ Tℓ : ηℓ(T ) ≥ (1− θ) ηℓ/#Tℓ
}
(17)
Finally, let us consider the Dörfler criterion for some fixed 0 < θ ≤ 1 , i.e.,
θ η2ℓ ≤ ηℓ(Mℓ)
2. (18)
While (15) cannot be satisfied in general, (14) holds with M(t) :=
√
(1− θ) θ−1t. To see
this, let T ∈ Tℓ \Mℓ and note that
ηℓ(T )
2 ≤ ηℓ(Tℓ \Mℓ)
2 = η2ℓ − ηℓ(Mℓ)
2 ≤ (1− θ)η2ℓ ≤ (1− θ) θ
−1ηℓ(Mℓ)
2.
However, if the set Mℓ is constructed via sorting of the indicators, then
max
T ′∈Tℓ\Mℓ
ηℓ(T
′) ≤ min
T ′∈Mℓ
ηℓ(T
′); (19)
see [PP20] for different algorithms which generate Mℓ ⊆ Tℓ satisfying the Dörfler crite-
rion (18) together with (19). In the latter case, (14)–(15) hold again with M(t) := t.
3. A new plain convergence result
Unlike [MSV08, Sie11], we only require the following two structural properties of the
error estimator for all TH ∈ T and all refinements Th ∈ T(TH), where S,R : R≥0 → R≥0
are functions which are continuous at 0 with R(0) = 0 = S(0) and 0 < qred < 1:
• stability on non-refined elements, i.e.,
ηh(Th ∩ TH) ≤ ηH(Th ∩ TH) + S(||uh − uH ||X ); (20)
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• reduction on refined elements, i.e.,
ηh(Th\TH)
2 ≤ qred ηH(TH\Th)
2 +R(||uh − uH ||X ). (21)
We note that, (20)–(21) are implicitly first found in the proof of [CKNS08, Corollary 3.4],
but already seem to go back to [DK08] (used there for the oscillations). In practice, the
reduction (21) can only be proved if the local contributions ηH(T ) of the error estimator
are weighted by (some positive power of) the local mesh-size hT . In the later examples
in Section 4, it holds that S(t) ∼ t and R(t) ∼ t2.
Under the structural assumptions (20)–(21) on the estimator, the following theorem
already proves that Algorithm 1 leads to estimator convergence. We stress that neither
the reliability estimate (8) nor any (global or even local) efficiency estimate (e.g., (5)–(6))
is required.
Theorem 2. Suppose the properties (20)–(21) of the estimator and that refinement en-
sures that each parent is the union of its children (12). Consider the output of Algorithm 1
with the marking strategy (14). Then, a priori convergence (2) implies estimator conver-
gence
ηℓ → 0 as ℓ→∞. (22)
The proof of Theorem 2 employs the following elementary result, whose simple proof
is included for the convenience of the reader.
Lemma 3. Let (aℓ)ℓ∈N0 be a sequence with aℓ ≥ 0 for all ℓ ∈ N0. Suppose that there
exists 0 < ρ < 1 and a sequence (bℓ)ℓ∈N0 with bℓ → 0 as ℓ→∞ such that
aℓ+1 ≤ ρaℓ + bℓ for all ℓ ∈ N0. (23)
Then, if follows that aℓ → 0 as ℓ→∞.
Proof. With the convergence of (bℓ)ℓ∈N0, we note that
0 ≤ lim sup
ℓ→∞
aℓ = lim sup
ℓ→∞
aℓ+1 ≤ lim sup
ℓ→∞
(ρaℓ + bℓ) = ρ lim sup
ℓ→∞
aℓ.
Thus, it only remains to show that lim supℓ→∞ aℓ <∞ to conclude that 0 = lim infℓ→∞ aℓ =
lim supℓ→∞ aℓ and hence limℓ→∞ aℓ = 0. Indeed, induction on ℓ proves that
0 ≤ aℓ ≤ ρ
ℓa0 +
ℓ−1∑
j=0
ρℓ−1−jbj for all ℓ ∈ N0.
Since (bℓ)ℓ∈N0 is uniformly bounded, the geometric series yields that supℓ∈N aℓ < ∞. In
particular, we thus see that lim supℓ→∞ aℓ <∞ and conclude the proof. 
Proof of Theorem 2. The proof is split into five steps.
Step 1: We prove that (Tℓ)ℓ∈N0 admits a subsequence (Tℓk)k∈N0 such that ηℓk(Tℓk\Tℓk+1)→
0 as k →∞. Let T∞ =
⋃
ℓ′∈N0
⋂
ℓ≥ℓ′ Tℓ be the set of all elements, which remain unrefined
after some (arbitrary) step ℓ′. We exploit (12) and choose a subsequence (Tℓk)k∈N0 of
(Tℓ)ℓ∈N0 such that
Tℓk+1 ∩ Tℓk = Tℓk ∩ T∞ for all k ∈ N0, (24)
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i.e., only elements T ∈ Tℓk ∩ T∞ remain unrefined if we pass from Tℓk to Tℓk+1. Note that
the choice of (Tℓk)k∈N0 guarantees the inclusion
Tℓk+1 ∩ Tℓk
(24)
= Tℓk ∩ T∞ ⊆ Tℓk+1 ∩ T∞
(24)
= Tℓk+2 ∩ Tℓk+1
and hence
Tℓk+1\Tℓk+2 = Tℓk+1\[Tℓk+2 ∩ Tℓk+1] ⊆ Tℓk+1\[Tℓk+1 ∩ Tℓk ] = Tℓk+1\Tℓk .
With this and reduction (21), we infer that
ηℓk+1(Tℓk+1\Tℓk+2)
2 ≤ ηℓk+1(Tℓk+1\Tℓk)
2
(21)
≤ qred ηℓk(Tℓk\Tℓk+1)
2 +R(||uℓk+1 − uℓk ||X ).
With ak = ηℓk(Tℓk\Tℓk+1)
2, ρ := qred, and bk := R(||uℓk+1−uℓk ||X ), a priori convergence (2)
proves that
0 ≤ ak+1 ≤ ρ ak + bk for all k ∈ N0 with lim
k→∞
bk = 0.
By use of Lemma 3, we conclude that ak = ηℓk(Tℓk\Tℓk+1)
2 → 0 as k →∞.
Step 2: We prove that the subsequence (Tℓk)k∈N0 also guarantees that ηℓk(Mℓk) → 0
as k → ∞. To this end, we first note that T ∈ Tℓk\Tℓk+1 implies that T is refined and
hence T 6∈ T∞. Therefore, we see that
Mℓk ⊆ Tℓk\Tℓk+1 ⊆ Tℓk\T∞ = Tℓk\[Tℓk ∩ T∞]
(24)
= Tℓk\[Tℓk+1 ∩ Tℓk ] = Tℓk\Tℓk+1.
This implies that 0 ≤ ηℓk(Mℓk) ≤ ηℓk(Tℓk\Tℓk+1)→ 0 as k →∞.
Step 3: For all fixed ℓ′ ∈ N0, we prove that
ηℓk(Tℓ′ ∩ T∞)→ 0 as ℓ
′ ≤ ℓk →∞ together with k →∞. (25)
To see this, we exploit the marking strategy (14) and note with Step 2 that
max
T∈Tℓk\Mℓk
ηℓk(T ) ≤M
(
ηℓk(Mℓk)
)
→ 0 as k →∞.
For ℓ′ ≤ ℓk, it holds that Tℓ′ ∩ T∞ ⊆ Tℓk\Mℓk and hence
ηℓk(T )→ 0 as k →∞ for all T ∈ Tℓ′ ∩ T∞.
Since Tℓ′ ∩ T∞ ⊆ Tℓk is a fixed finite set, we conclude the proof of (25).
Step 4: We prove that (Tℓk)k∈N0 admits a subsequence (Tℓkj )j∈N0 such that ηℓkj → 0
as j →∞. To this end, let first TH ∈ T and Th ∈ T(TH). Reduction (21) proves that
η2h = ηh(Th\TH)
2 + ηh(Th ∩ TH)
2
≤ qred ηH(TH\Th)
2 + ηh(Th ∩ TH)
2 +R(||uh − uH||X ) (26a)
≤ qred η
2
H + ηh(Th ∩ TH)
2 +R(||uh − uH ||X ).
If ηH = 0, stability (20) and reduction (21) prove that
η2h = ηh(Th\TH)
2 + ηh(Th ∩ TH)
2
≤ qred ηH(TH\Th)
2 + 2 ηH(TH ∩ Th)
2 + [R + 2S2](||uh − uH ||X ) (26b)
= [R + 2S2](||uh − uH||X ),
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where [R + 2S2](t) = R(t) + 2S(t)2. For the subsequence (Tℓk)k∈N0, we recall from (24)
that Tℓk+n ∩ Tℓk = Tℓk ∩ T∞. Hence, the estimates (26) read, for all k ∈ N0 and n ∈ N,
η2ℓk+n ≤ qred η
2
ℓk
+ ηℓk+n(Tℓk ∩ T∞)
2 +R(||uℓk+n − uℓk ||X ), if η
2
ℓk
6= 0,
resp.
η2ℓk+n ≤ [R + 2S
2](||uℓk+n − uℓk||X ), if η
2
ℓk
= 0.
Let 0 < qred < q
′
red
< 1. Given k ∈ N0 with η2ℓk 6= 0, the convergence (25) allows us to
pick some n(k) ∈ N such that
qred η
2
ℓk
+ ηℓk+n(k)(Tℓk ∩ T∞)
2 ≤ q′
red
η2ℓk .
In particular, we can choose a further subsequence (Tℓkj )j∈N0 of (Tℓk)k∈N0 such that
η2ℓkj+1
≤ q′
red
η2ℓkj
+ [R + 2S2](||uℓkj+1 − uℓkj ||X ) for all j ∈ N0.
With aj = η
2
ℓkj
, ρ = q′
red
, and bj = [R + 2S
2](||uℓkj+1 − uℓkj ||X ), a priori convergence (2)
proves that
0 ≤ aj+1 ≤ ρ aj + bj for all j ∈ N0 with lim
j→∞
bj = 0.
By use of Lemma 3, we see that aj = η
2
ℓkj
→ 0 as j →∞.
Step 5: We prove that convergence of the subsequence ηℓkj → 0 already implies
convergence of the full sequence ηℓ → 0 as ℓ→∞. To this end, we argue as in (26) and
use qred ≤ 2 to see that, for all TH ∈ T and all Th ∈ T(TH),
η2h ≤ 2 η
2
H + [R + 2S
2](||uh − uH ||X ). (27)
Given ε > 0, there exists an index ℓkj such that ηℓkj ≤ ε and [R+ 2S
2](||uℓ− uℓkj ||X ) ≤ ε
for all ℓ ≥ ℓkj . For ℓ ≥ ℓkj , estimate (27) thus proves that
η2ℓ ≤ 2ε
2 + ε.
This concludes the proof. 
For the Dörfler marking criterion (18), the refinement assumption (12) exploited in the
proof of Theorem 2 can even be dropped. The following result (together with its very
simple proof) is essentially the key argument in [AFLP12].
Theorem 4. Suppose the properties (20)–(21) of the estimator. Consider the output of
Algorithm 1, where the marked elements Mℓ ⊆ Tℓ satisfy the Dörfler criterion (18) for
some fixed marking parameter 0 < θ ≤ 1. Then, a priori convergence (2) yields estimator
convergence (22).
Proof. Let TH ∈ T and Th ∈ T(TH). Arguing as for (26) and exploiting the Young
inequality for some arbitrary δ > 0 (instead of δ = 1 above), we see that
η2h ≤ qred ηH(TH\Th)
2 + (1 + δ) ηH(Th ∩ TH)
2 + [R + (1 + δ−1)S2](||uh − uH||X )
= (1 + δ) η2H − [(1 + δ)− qred] ηH(TH\Th)
2 + [R + (1 + δ−1)S2](||uh − uH ||X ).
For the sequence (Tℓ)ℓ∈N0 , the Dörfler criterion (18) and Mℓ ⊆ Tℓ \ Tℓ+1 yield that
θη2ℓ ≤ ηℓ(Mℓ)
2 ≤ ηℓ(Tℓ\Tℓ+1)
2.
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Combining the latter estimates, we obtain that
η2ℓ+1 ≤ (1 + δ) η
2
ℓ − [(1 + δ)− qred] ηℓ(Tℓ\Tℓ+1)
2 + [R + (1 + δ−1)S2](||uℓ+1 − uℓ||X )
(18)
≤
(
(1 + δ)− [(1 + δ)− qred] θ
)
η2ℓ + [R + (1 + δ
−1)S2](||uℓ+1 − uℓ||X ).
We define ρ = (1 + δ) − [(1 + δ) − qred] θ > 0 as well as aℓ = η
2
ℓ and bℓ = [R + (1 +
δ−1)S2](||uℓ+1 − uℓ||X ). Choosing δ > 0 sufficiently small, we observe that 0 < ρ < 1 and
that a priori convergence (2) proves that
0 ≤ aℓ+1 ≤ ρ aℓ + bℓ for all ℓ ∈ N0 with lim
ℓ→∞
bℓ = 0.
By use of Lemma 3, we conclude that aℓ = η
2
ℓ → 0 as ℓ→∞. 
Remark 5. The proof of Theorem 4 shows that in case of the Dörfler marking (18),
it is sufficient to have stability (20) and reduction (21) for one-level refinements, i.e.,
(20)–(21) are only required for all TH ∈ T, all MH ⊆ TH , and Th = refine(TH ,MH).
4. Examples
4.1. Laplace obstacle problem. Let Ω ⊂ Rd, d ≥ 2, be a bounded Lipschitz domain.
Let χ be an affine function with χ ≤ 0 on ∂Ω. Denote the set of admissible functions by
A :=
{
v ∈ X : v ≥ χ a.e. on Ω
}
with X := H10 (Ω) (28)
and note that A 6= ∅. The minimization problem reads: Given a continuous linear
functional f ∈ H−1(Ω) with , find u ∈ A such that
E(u) = min
v∈A
E(v), where E(v) :=
1
2
||∇v||2L2(Ω) −
∫
Ω
fv dx. (29)
Since A 6= ∅ is convex and closed, it is well-known [KS00, Theorem II.2.1] that the
minimization problem (29) admits a unique solution u ∈ A.
We consider regular triangulations TH of Ω into non-degenerate compact simplices and
the corresponding first-order Courant finite element space
XH :=
{
vH ∈ H
1
0 (Ω) : vH |T is affine for all T ∈ TH
}
. (30)
Then, AH := A ∩ XH 6= ∅ is closed and convex. As in the continuous case, there hence
exists a unique discrete minimizer uH ∈ AH such that
E(uH) = min
vH∈AH
E(vH). (31)
Under additional regularity f ∈ L2(Ω), one can argue as in [BCH07] to show reliability
1
2
||∇(u− uH)||
2
L2(Ω) ≤ E(uH)−E(u) ≤ C
2
rel
η2H , (32)
for the residual error estimator with local contributions
ηH(T )
2 = hT ||J∂nuHK||
2
L2(∂T∩Ω) + h
2
T
∑
E∈EH(T )
E⊂∂Ω
||f ||2L2(T ) + h
2
T
∑
E∈EH(T )
E 6⊂∂Ω
||f − fE ||
2
L2(T ), (33)
where hT := |T |
1/d and EH(T ) is the set of all (d − 1)-dimensional facets (i.e., edges for
d = 2) and fE ∈ R is the integral mean of f over the corresponding patch ωE = T ∪ T ′
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with E = T ∩ T ′. In addition to (12), we suppose uniform contraction of the mesh-size
on refined elements, i.e., there exists 0 < qctr < 1
|T ′| ≤ qctr|T | for all T ∈ TH ∈ T and all T ′ ∈ Th ∈ T(TH) with T ′ $ T. (34)
Then, stability (20) and reduction (21) with S(t) = Cstab t and R(t) = Cred t
2 follow as
for the linear case; see [CKNS08] (or [PP13] for the obstacle problem). The constants
Crel, Cstab > 0 depend only on Ω, d, and uniform γ-shape regularity of the admissible
meshes TH ∈ T in the sense of
γ := sup
TH∈T
max
T∈TH
diam(T )
|T |1/d
<∞, (35)
while Cred > 0 and 0 < qred < 1 depend additionally on qctr. The a priori convergence (2)
follows essentially as in the seminal work [BV84]: The assumption (12) on the mesh-
refinement implies that refinement leads to nested spaces, i.e., Algorithm 1 leads to
Xℓ ⊆ Xℓ+1 and hence Aℓ ⊆ Aℓ+1 for all ℓ ∈ N0. Therefore, A∞ := closure
(⋃
ℓ∈N0 Aℓ
)
6= ∅
is a closed and convex subset of X and thus gives rise to a unique minimizer u∞ ∈ A∞
such that
E(u∞) = min
v∞∈A∞
E(v∞). (36)
Based on estimates for the equivalent variational inequalities (see [KS00, Theorem II.2.1]),
it follows that
||u∞ − uℓ||
2
X . inf
vℓ∈Aℓ
||u∞ − vℓ||X → 0 as ℓ→∞, (37)
where we stress the different powers of the norms which are due to lack of Galerkin or-
thogonality; see, e.g., [Fal74]. Overall, we thus get the following plain convergence result,
where we note that for Dörfler marking (18) with sufficiently small marking parameter
0 < θ ≪ 1, [CH15] proves even rate-optimal convergence for d = 2.
Proposition 6. As long as the mesh-refinement strategy guarantees regular simplicial
triangulations satisfying (12), (34), and (35) and as long as the marking strategy satis-
fies (14), Algorithm 1 for the Laplace obstacle problem (29) driven by the indicators (33)
yields convergence
C−1
rel
||∇(u− uℓ)||L2(Ω) ≤ ηℓ → 0 as ℓ→∞. 
4.2. Fractional Laplacian. Let Ω ⊂ Rd be a bounded Lipschitz domain, d ≥ 2,
and 0 < s < 1. Given f ∈ H−s(Ω), we consider the Dirichlet problem of the fractional
Laplacian
(−∆)su = f in Ω subject to u = 0 in Rd\Ω. (38)
There are several different ways to define (−∆)s, e.g., in terms of the Fourier transfor-
mation [BBN+18], via semi-group theory [Kwa17], or as Dirichlet-to-Neumann map of a
half-space extension problem [CS07]. For the latter, a convenient representation of the
fractional Laplacian is given in terms of a principal value integral(
(−∆)su
)
(x) := C(d, s) p.v.
∫
Rd
u(x)− u(y)
|x− y|d+2s
dy with C(d, s) := −22s
Γ(s+ d/2)
πd/2Γ(−s)
, (39)
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where Γ(·) denotes the Gamma function. According to [Kwa17, Theorem 1.1], the weak
formulation of (38) reads: Find u ∈ X := H˜s(Ω) such that
a(u, v) :=
C(d, s)
2
∫∫
Rd×Rd
[u(x)− u(y)][v(x)− v(y)]
|x− y|d+2s
dx dy =
∫
Ω
fv dx for all v ∈ X . (40)
The Lax–Milgram lemma proves existence and uniqueness of u ∈ X .
Following [AG17, FMP19], we consider regular triangulations TH of Ω into non-degenerate
compact simplices and the corresponding first-order Courant finite element space XH
from (30). Let uH ∈ XH the corresponding Galerkin solution, i.e.,
a(uH , vH) =
∫
Ω
fvH dx for all vH ∈ XH . (41)
Under the additional regularity assumption f ∈ L2(Ω), the local contributions of the
error estimator from [FMP19] read
ηH(T ) := ||h
s
H [f − (−∆)
suH]||L2(T ) for all T ∈ TH , (42a)
with the modified local mesh-width
hsH |T :=
{
|T |s/2 for 0 < s ≤ 1/2,
|T |1/4 dist(·, ∂T )s−1/2 for 1/2 ≤ s < 1.
(42b)
According to [FMP19, Theorem 2.3], the error estimator is reliable
||u− uH ||X ≤ Crel ηH . (43)
Provided (12) and (34), stability (20) and reduction (21) are proved in [FMP19, Propo-
sition 3.1] with S(t) = Cstab t and R(t) = Cred t
2. The constants Crel, Cstab > 0 depend
only on Ω, d, s, and uniform γ-shape regularity (35), while Cred > 0 and 0 < qred < 1
depend additionally on qctr. Finally, a priori convergence (2) follows as in the seminal
work [BV84] (and essentially with the same arguments as in the previous section): The
assumption (12) on the mesh-refinement implies that refinement leads to nested spaces,
i.e., Algorithm 1 leads to Xℓ ⊆ Xℓ+1 for all ℓ ∈ N0. Therefore, X∞ := closure
(⋃
ℓ∈N0 Xℓ
)
is
a closed subspace of X and the Lax–Milgram lemma guarantees existence and uniqueness
of u∞ ∈ X∞ such that
a(u∞, v∞) =
∫
Ω
fv∞ dx for all v∞ ∈ X∞. (44)
With the Galerkin orthogonality and the resulting Céa lemma, it follows that
||u∞ − uℓ||X . min
vℓ∈Xℓ
||u∞ − vℓ||X → 0 as ℓ→∞. (45)
Overall, we thus get the following plain convergence result, where we note that for Dörfler
marking (18) with sufficiently small marking parameter 0 < θ ≪ 1, [FMP19, Theorem 2.6]
proves even rate-optimal convergence.
Proposition 7. As long as the mesh-refinement strategy guarantees regular simplicial
triangulations satisfying (12), (34), and (35) and as long as the marking strategy sat-
isfies (14), Algorithm 1 for the fractional Laplacian (40) driven by the indicators (42)
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yields convergence
C−1
rel
||u− uℓ||H˜s(Ω) ≤ ηℓ → 0 as ℓ→∞. 
4.3. Weakly-singular integral equations. Let Ω ⊂ Rd with d = 2, 3 be a Lipschitz
domain with compact boundary ∂Ω such that diam(Ω) < 1 if d = 2. On a (relatively)
open subset Γ ⊆ ∂Ω and given f ∈ H1/2(Γ), the weakly-singular integral equation
(V u)(x) :=
∫
Γ
G(x− y)u(y) dy = f(x) for all x ∈ Γ (46)
seeks the unknown integral density u ∈ X := H˜−1/2(Ω). Here, G(·) is the fundamental
solution of the Laplacian, i.e., G(z) = − 1
2π
log |z| for d = 2 resp. G(z) = 1
4π
|z|−1 for
d = 3. We note that for Γ = ∂Ω, (46) is equivalent to the Dirichlet problem
−∆U = 0 in Ω subject to U = f on ∂Ω,
supplemented by the appropriate radiation condition if Ω is unbounded; see [McL00].
The weak formulation reads
a(u, v) :=
∫∫
Γ×Γ
G(x− y)u(y)v(x) dy dx =
∫
Γ
fv dx for all v ∈ X , (47)
and the Lax–Milgram lemma yields existence und uniqueness of the solution u ∈ X .
For a fixed polynomial degree p ≥ 0 and a regular triangulation TH of Γ into non-
degenerate compact surface simplices, we consider standard boundary element spaces
XH = P
p(TH) consisting of TH -piecewise polynomials of degree ≤ p (w.r.t. the boundary
parametrization). Let uH ∈ XH be the corresponding Galerkin solution, i.e.,
a(uH , vH) =
∫
Γ
fvH dx for all vH ∈ XH . (48)
According to the seminal work [CMS01] and under additional regularity f ∈ H1(Γ), the
local contributions of the residual error estimator read
ηH(T ) := h
1/2
T ||∇Γ(f − V uH)||L2(T ) with hT := |T |
1/(d−1), (49)
where ∇Γ(·) is the surface gradient and | · | is the surface measure. While [CMS01] proves
reliability (43), stability (20) and reduction (21) have first been proved in [FKMP13,
Gan13] with S(t) = Cstab t and R(t) = Cred t
2 provided that (12) and (34) are satisfied.
The constants Crel, Cstab > 0 depend only on Γ, d, p, and uniform γ-shape regularity of
the admissible meshes TH ∈ T, i.e.,
γ := sup
TH∈T
max
T,T ′∈TH
T∩T ′ 6=∅
|T ′|
|T |
<∞ if d = 2, (50a)
resp.
γ := sup
TH∈T
max
T∈TH
diam(T )
|T |1/(d−1)
<∞ if d = 3. (50b)
while Cred > 0 and 0 < qred < 1 depend additionally on qctr. The a priori convergence
follows as in the previous section. Overall, we thus get the subsequent plain convergence
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result, where we note that for Dörfler marking (18) with sufficiently small marking param-
eter 0 < θ ≪ 1, [FKMP13, Gan13] proves even rate-optimal convergence. We also refer
to our recent work [GP20], which proves well-posedness of the residual estimator (49)
together with reliability, stability, and reduction for a large class of second-order elliptic
PDEs with constant coefficients and the related weakly-singular integral operator V as
well as general mesh-refinement strategies.
Proposition 8. As long as the mesh-refinement strategy guarantees regular simplicial
triangulations satisfying (12), (34), and (50), and as long as the marking strategy satis-
fies (14), Algorithm 1 for the weakly-singular integral equation (47) driven by the indica-
tors (49) yields convergence
C−1
rel
||u− uℓ||H˜−1/2(Γ) ≤ ηℓ → 0 as ℓ→∞. (51)
4.4. Hyper-singular integral equations. Let Ω ⊂ Rd with d = 2, 3 be a Lipschitz
domain with compact boundary ∂Ω. On a (relatively) open and connected subset Γ ⊆ ∂Ω
and given f ∈ H−1/2(Γ) with
∫
Γ
f dx = 1 in case of Γ = ∂Ω the hyper-singular integral
equation
(Wu)(x) := p.v.
∫
Γ
∂x
∂ν(x)
∂y
∂ν(y)
G(x− y)u(y) dy = f(x) for all x ∈ Γ (52)
seeks the unknown integral density u ∈ X :=
{
v ∈ H1/2(Ω) :
∫
Γ
v dx = 0
}
if Γ = ∂Ω
resp. u ∈ X := H˜1/2(Γ) if Γ $ ∂Ω. Here, ν(·) denotes the exterior normal vector and G(·)
is again the fundamental solution of the Laplacian, i.e., G(z) = − 1
2π
log |z| for d = 2 resp.
G(z) = 1
4π
|z|−1 for d = 3. We note that for Γ = ∂Ω, (52) is equivalent to the Neumann
problem
−∆U = 0 in Ω subject to
∂U
∂ν
= f on ∂Ω,
supplemented by the appropriate radiation condition if Ω is unbounded; see [McL00].
The weak formulation reads
a(u, v) :=
∫∫
Γ×Γ
G(x− y) curlΓu(y) curlΓv(x) dy dx =
∫
Γ
fv dx for all v ∈ X , (53)
where curlΓ(·) denotes the surface curl (resp. the arclength derivative for d = 2); see [McL00].
The Lax–Milgram lemma yields existence und uniqueness of the solution u ∈ X .
For a fixed polynomial degree p ≥ 1 and a regular triangulation TH of Γ into non-
degenerate compact surface simplices, we consider standard boundary element spaces
XH = S
p(TH) consisting of globally continuous TH -piecewise polynomials of degree ≤ p
(w.r.t. the boundary parametrization). Let uH ∈ XH be the corresponding Galerkin
solution, i.e.,
a(uH , vH) =
∫
Γ
fvH dx for all vH ∈ XH . (54)
According to the seminal work [CMPS04] and under additional regularity f ∈ L2(Γ), the
local contributions of the residual error estimator read
ηH(T ) := h
1/2
T ||f −WuH||L2(T ) with hT := |T |
1/(d−1), (55)
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where |·| is the surface measure. While [CMPS04] proves reliability (43), stability (20) and
reduction (21) have first been proved in [Gan13, FFK+15] with S(t) = Cstab t and R(t) =
Cred t
2 provided that (12) and (34) are satisfied. The constants Crel, Cstab > 0 depend only
on Γ, d, p, and uniform γ-shape regularity (50) of the admissible meshes TH ∈ T, while
Cred > 0 and 0 < qred < 1 depend additionally on qctr. The a priori convergence follows
as in Section 4.2. Overall, we thus get the subsequent plain convergence result, where we
note that for Dörfler marking (18) with sufficiently small marking parameter 0 < θ≪ 1,
[Gan13, FFK+15] proves even rate-optimal convergence.
Proposition 9. As long as the mesh-refinement strategy guarantees regular simplicial
triangulations satisfying (12), (34), and (50), and as long as the marking strategy satis-
fies (14), Algorithm 1 for the hyper-singular integral equation (53) driven by the indica-
tors (55) yields convergence
C−1
rel
||u− uℓ||H˜1/2(Γ) ≤ ηℓ → 0 as ℓ→∞. (56)
4.5. Nonlinear interface problems. Let Ω ⊂ Rd with d = 2, 3 be a bounded Lip-
schitz domain with compact boundary Γ := ∂Ω and exterior domain Ωext := Rd \ Ω
such that diam(Ω) < 1 if d = 2. Further, let A : Rd → Rd be a Lipschitz continu-
ous and strongly monotone coefficient function in the sense that there exist constants
Clip, Cmon > 0 such that
|Ax−Ay| ≤ Clip|x− y| for all x, y ∈ Rd, (57)
Cmon||∇u−∇v||
2
L2(Ω) ≤
∫
Ω
(A∇u− A∇v) · (∇u−∇v) dx for all u, v ∈ H1(Ω). (58)
For given data f ∈ L2(Ω), uD ∈ H
1/2(Γ), and φN ∈ H
−1/2(Γ) with additional compati-
bility condition ∫
Ω
f dx+
∫
Γ
φN dx = 0 in case of d = 2, (59)
we consider the nonlinear interface problem
− div(A∇u) = f in Ω, (60a)
−∆uext = 0 in Ωext, (60b)
u− uext = uD on Γ, (60c)
(A∇u−∇uext) · ν = φN on Γ, (60d)
uext = O(|x|−1) as |x| → ∞. (60e)
We seek for a weak solution (u, uext) ∈ H1(Ω) × H1loc(Ω
ext), where H1loc(Ω
ext) =
{
v :
v ∈ H1(ω) for all open and bounded ω ⊆ Ωext
}
. There are different ways to equivalently
reformulate (60) as FEM-BEM coupling. To ease presentation, we restrict ourselves
to the Bielak–MacCamy coupling [BM83], but we stress that Proposition 10 holds ac-
cordingly for the Johnson–Nédélec coupling [JN80] as well as Costabel’s symmetric cou-
pling [Cos88]; see [AFF+13] for details. Recalling the single-layer operator V from (46)
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and defining the adjoint double layer operator
(K ′φ)(x) :=
∫
Γ
∂x
∂ν(x)
G(x, y)φ(y) dy for all φ ∈ H−1/2(Γ) and all x ∈ Γ, (61)
the variational formulation resulting from the Bielak–MacCamy coupling seeks some u =
(u, φ) ∈ X := H1(Ω)×H−1/2(Γ) such that
a(u,v) :=
∫
Ω
(A∇u) · ∇v dx+
∫
Γ
(
(1/2−K ′)φ
)
v dx+
∫
Γ
(u− V φ)ψ dx
=
∫
Ω
fv dx+
∫
Γ
φNv dx−
∫
Γ
uDψ dx =: F (v) for all v = (v, ψ) ∈ X .
(62)
According to [AFF+13], (62) is uniquely solvable provided that Cmon > 1/4.
For a regular triangulation TH of Ω into non-degenerate compact simplices and the
induced regular triangulation EH of Γ into non-degenerate compact surface simplices, we
consider globally continuous TH -piecewise affine functions S
1(TH) to discretize H
1(Ω),
and EH-piecewise constant functions P
0(EH) to discretize H
−1/2(Γ), i.e., XH = S
1(TH)×
P0(EH). Let uH ∈ XH be the corresponding Galerkin solution, i.e.,
a(uH ,vH) = F (vH) for all vH ∈ XH . (63)
According to [AFF+13], the local contributions of the residual error estimator read
ηH(T )
2 := h2T ||f ||
2
L2(T ) + hT
(
||[(A∇uH) · ν]||
2
L2(∂T∩Ω)
+ ||φN + (K
′ − 1/2)φH − (A∇uH) · ν||
2
L2(∂T∩Γ) + ||∇Γ(uH − uD − V φH)||
2
L2(∂T∩Γ)
) (64)
with the surface gradient ∇Γ(·) and the mesh-size hT := |T |
1/d for all T ∈ TH . Indeed,
[AFF+13] proves reliability (43), stability (20), and reduction (21) (where the terms
uH , uh are replaced by uH ,uh) with S(t) = Cstab t and R(t) = Cred t
2 provided that (12)
and (34) are satisfied. The constants Crel, Cstab > 0 depend only on Γ, d, Clip, and uniform
γ-shape regularity (35) of the admissible meshes TH ∈ T, while Cred > 0 and 0 < qred < 1
depend additionally on qctr. The a priori convergence follows as in Section 4.2, where
the required Céa lemma is given in [AFF+13, Corollary 12]. Overall, we thus get the
subsequent plain convergence result.
Proposition 10. As long as the mesh-refinement strategy guarantees regular simplicial
triangulations satisfying (12), (34), and (35), and as long as the marking strategy satis-
fies (14), Algorithm 1 for the Bielak–MacCamy coupling (62) driven by the indicators (64)
yields convergence
C−1
rel
||u− uℓ||H1(Ω)×H−1/2(Γ) ≤ ηℓ → 0 as ℓ→∞. (65)
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