Abstract-The principal component analysis network (PCANet), which is one of the recently proposed deep learning architectures, achieves the state-of-the-art classification accuracy in various databases. However, the explanation of the PCANet is lacked. In this paper, we try to explain why PCANet works well from energy perspective point of view based on a set of experiments. The impact of various parameters on the error rate of PCANet is analyzed in depth. It was found that this error rate is correlated with the logarithm of energy of image. The proposed energy explanation approach can be used as a testing method for checking if every step of the constructed networks is necessary.
generative probabilistic model. By relaxing the generative model to a discriminative one, their models recover two of the current leading deep learning systems: deep CNNs and random decision forests (RDFs). 3) Information Theory. Tishby and Zaslavsky [22] analyzed DNNs via the theoretical framework of the information bottleneck principle. Steeg and Galstyan [23] further introduced a framework for unsupervised learning of deep representations based on a hierarchical decomposition of information. 4)Developmental robotic perspective. Sigaud and Droniou [24] scrutinized deep learning techniques under the light of their capability to construct a hierarchy of multimodal representations from the raw sensors of robots. 5)Group Theory. Paul and Venkatasubramanian [25] explained deep learning system from the group-theoretic perspective point of view and showed why higher layers of deep learning framework tend to learn more abstract features. Shaham et al. [26] discussed the approximation of wavelet functions using deep neural nets. Anselmi et al. [27] explained deep CNNs by invariant and selective theory, whose ideas come from i-Theory [28] , which is a recent theory of feedforward processing in sensory cortex. 6) Energy perspective. The mathematical analysis of CNNs was performed by Mallat [29] , in which wavelet scattering network (ScatNet) was proposed. The convolutional layer, nonlinear layer, pooling layer were constructed by prefixed complex wavelets, modulus operator, and average operator, respectively. Owning to its characteristic of using prefixed filters which are not learned from data, ScatNet was explained in [29] from energy perspective both in theory and experiment aspect, that is, ScatNet keeps the energy of image in each layer although using modulus operator. ScatNet achieves the state-of-the-art results in various image classification tasks [30] and was then extended to semi-discrete frame networks [31] as well as complex valued convolutional nets [32] .
On the other hand, Chan et al. [33] recently proposed a new deep learning algorithm called principal component analysis network (PCANet), whose convolutional layer, nonlinear processing layer, and feature pooling layer consist of principal component analysis (PCA) filter bank, binarization, and block-wise histogram, respectively. Although PCANet is constructed with most basic units, it surprisingly achieves the state-of-the-art performance for most image classification tasks. PCANet arouses the interest of many researchers in this field. For example, Gan et al. proposed a compressive sensing network (CSNet) [34] and a graph embedding network (GENet) [35] for image classification. Feng et al. [36] presented a discriminative locality alignment network (DLANet) for scene classification. Ng and Teoh [37] proposed discrete cosine transform network (DCTNet) for face recognition. Gan et al. [38] presented a PCA-based convolutional network by combining the structure of PCANet and the LeNet-5 [8, 9] . Zeng et al. [39] proposed a multilinear discriminant analysis network (MLDANet) for tensor object classification. Although PCANet has been extensively investigated, the question still remains: Why it works well by using the most basic and simple units? To the best of our knowledge, the attempt to explain the PCANet [33] has not been reported in the literature.
Inspired by the research work proposed by Mallat and Bruna [29, 30] , in this paper, we try to explain every step of PCANet in terms of energy perspective. The most difference between PCANet and ScatNet [29, 30] is that the convolutional layer of PCANet is constructed by data-dependent PCA filter while the convolutional layer of ScatNet is constructed by data-free complex wavelet filter. In this paper, we explain PCANet from an energy perspective on experiment aspect by using four image databases: Yale database [40] , AR database [41] , CMU PIE face database [42] , and ORL database [43] .
The paper is organized as follows. PCANet is reviewed in section II. Section III analyzes the impact of various parameters on the error rate of PCANet in depth and also gives the energy explanation of PCANet. Section IV concludes the work.
II. REVIEW OF PRINCIPAL COMPONENT ANALYSIS NETWORK
In this section, we first review the PCANet [33] , whose architecture is shown in Fig. 1 and can be divided into three stages, including 10 steps. Suppose that we have N input training images   1
of size m×n. Assuming that the patch size (or two-dimensional filter size) of all stages is k 1 ×k 2 , where k 1 and k 2 are odd integers and satisfy 1≤k 1 ≤m, 1≤k 2 ≤n. We further assume that the number of filters in layer iis L i , that is, L 1 for the first stage and L 2 for the second stage, and so on. In the following, we describe the structure of PCANet in detail.
Let the N input images   
A. The first stage of PCANet As shown in Fig. 1 , the first stage of PCANet includes the following 3 steps:
Step 1: the first patch sliding process.
We use a patch of size k 1 ×k 2 to slide each pixel of the ith image m n i   I  and then reshape each k 1 ×k 2 matrix into a columnvector, which is then concatenated to obtain a matrix 1 2 ,1 ,2 , , 1,2,..., ,
where x i,j denotes the jth vectorized patch in I i .
Therefore, for all the input training images   1
N i i

I
, we can obtain the following matrix   
Step 2: the first mean remove process. In this step, we subtract patch mean from each patch and obtain 1 2 ,1 ,2 , , 1, 2,..., , .
Step 3: the first PCA process.
In this step, we get the eigenvalues and eigenvectors of X in (5) by using PCA algorithm, which in fact minimizes the reconstruction error in Frobenius norm as follows: 
and 1 Λ is a diagonal matrix composed of the first L 1 largest eigenvalues of C 1 ,
where
, and the italic superscript 1 denotes the first stage, and U is the matrix composed of the first L 1 principal eigenvectors
The PCA filter of the first stage of PCANet is then obtained from (10) by
where 
where * denotes two-dimensional (2-D) convolution, and the boundary of I i is zero-padded before convolving with 
B. The second stage of PCANet
As shown in Fig. 1 , the second stage of PCANet also includes 3 steps:
Step 4: the second patch sliding process. 
where , , i j l y denotes the jth vectorized patch in ,
Therefore, for ith filter all the input training images   , 1
we can obtain the following matrix
We concatenate the matrices of all the L 1 filters and obtain
Step 5: the second mean remove process.
Similar to
Step 2, we obtain the mean-removed version of (16) by
, , ,
, 1, 2,..., ; 1, 2,..., .
Step 6: the second PCA process.
Step 3, we use the PCA algorithm to minimize the following optimization problem: 
Note that the italic superscript 2 in (24) denotes the second stage. The PCA filter of the second stage of PCANet is then obtained from (25) by
. Therefore, the output of the second stage of PCANet is given by 1 2 , , 
where * denotes 2-D convolution.
For each input image , 
is a Heaviside step function whose value is one for positive entries and zero otherwise. We denote P as
Step 8: weight and sum.
Around each pixel, we view the vector of L 2 binary bits as a decimal number. This converts the binary images   , , i l P  back into integer-valued images as follows:
,
We denote T as
Step 9: block sliding. We use a block of size h 1 ×h 2 to slide each of the L 1 images 
where z i,l,j denotes the jth vectorized patch in ,
is the number of blocks when using a block of size h 1 ×h 2 to slide each ,
For L 1 images, we concatenate , i l Z to obtain a matrix
We denote Z as
Step 
which is the "feature" of the input image I i and Hist(.) denotes the histogram operation. We denote f as Table I lists the parameters of PCANet and their descriptions. For a given dataset, m and n are fixed. In this paper, we always set k 1 =k 2 =3 due to the following reasons: (1) we have 1≤L 1 ≤9 and 1≤L 2 ≤9, that is to say, the number of outputs of PCANet is at most 81 times of that of input after the Step 6. The consumption of memory is tolerable for an ordinary computer (for example, 16 GB RAM). (2) We can exhaust the combination of L 1 and L 2 in our experiments since the total number of combinations of L 1 and L 2 is 81. After the above setting, there are five free parameters left: L 1 , L 2 , h 1 , h 2 , and R.
D. The parameters of PCANet
III. ERROR RATE ANALYSIS AND ENERGY EXPLANATION OF PCANET
In this section, we perform error rate analysis for PCANet. The following experiments were implemented in Matlab programming language on a PC machine, which sets up Microsoft Windows 7 operating system and has an Intel(R) Core(TM) i7-2600 CPU with speed of 3.40GHz and 16GB RAM.
A. Experiment databases
In the following, we use four databases, whose matlab format is provided in [44] , to analyze the error rate change as well as the energy change of PCANet: 1)Yale database [40] . It contains 165 grayscale images (15 individuals, 11 images per individual), which are randomly divided into 30 training images and 135 testing images; 2)AR database [41] . We use a non-occluded subset of AR database containing 700 images (50 male subjects, 14 images per subject), which are randomly divided into 200 training images and 500 testing images; 3)The CMU PIE face database [42] . We use pose C27 (a frontal pose) subset of CMU PIE face database which has 3400 images (68 persons, 50 images per person), which are randomly divided into 1000 training images and 2400 testing images; 4)ORL database [43] . It contains 400 grayscale images (40 individuals, 10 images per individual), which are randomly divided into 80 training images and 320 testing images. Note that the size of all the images is 32×32 pixels. Figs. S1, S4, S10, and S14 show the image example of four databases. Fig. S1 means the first figure of supplement document.
B. Experiment methods
In this section, we use the above mentioned databases to analyze the PCANet by using energy method. We first introduce the definition of the energy of a two-dimensional image I (i, j) of size m×n: Fig. 1 shows that we record 10 energies for PCANet. It is convenient for us to divide these energies into two parts: Energies 1-9 belong to the first part and Energy 10 belongs to the second part. The reason for this classification is that Energies 1-9 are not related to the block size h 1 × h 2 and the overlap ratio R. The values that we recorded in the whole process of PCANet are shown in Table II , which includes 10 energies and the error rate. Note that we do not take the energy of the feature f in (37) into consideration, since the block-wise histogram is only the statistic (or occurrent frequency) of energy value and we consider that this process does not change the energy.
(1) The second part
In this subsection, we first consider the second part since it is much closer to error rate e than the first part. In the second part, there are five parameters: h 1 (the number of rows of block), h 2 (the number of columns of block), R (the overlap ratio), L 1 (the number of filters of the 1st stage), L 2 (the number of filters of the 2nd stage). Meanwhile, we can also obtain the BlockEnergy (Energy 10) corresponding to each error rate e for each combination of h 1 , h 2 , R, L 1 , and L 2 . Therefore, the aim of this subsection is to explore qualitatively the relationships between the error rate e, the BlockEnergy and the parameters h 1 
1) How the error rate e varies according to h 1 , h 2 , R, L 1 , and
In this experiment, we use Yale database for analyzing the error rate e in relation with Fig. 2 , whose vertical axis is h 1 {1:1:32}, and horizontal axis is related to h 2 , R, and L 2 . Specifically, the horizontal axis can be divided into 9 blocks corresponding to L 2 {1:1:9}, each block can be divided into 10 sub-blocks corresponding to R{0:0.1:0.9}, and each sub-block has the size of 32×32 corresponding to h 2 {1:1:32}. Therefore, the range of horizontal axis value is from 1 to 2880 (=32×10×9). Fig. 2(a) is in fact the concatenated version of 90 images, which are provided in Fig. S2 of the supplement document. Fig. 3 shows 18 images of them. In Figs. 2 and 3 , the error rate e is expressed by colors. The brown and the blue denote the error rate 1 and 0, respectively. The pure brown area appears in the figure in fact denotes that the algorithm cannot work in these cases, specifically, the function of "HashingHist" in the PCANet software can not deal with these cases, we manually set the error rate to 1. It does not matter, these are just used in Fig. 2 Fig. 3 , whose the origin is located at the left top point, and the horizontal axis and the vertical axis are h 2 and h 1 , respectively. Every figure can be divided into four blocks: left up block, right up block, left down block, and right down block. We can see that the separate lines for the four blocks are the same for 9 figures, however, the blue area (corresponds to the low error rate area) is gradually deeper in terms of the increased direction of L 2 . Moreover, as the value of L 2 increases, the first six figures corresponding to L 2 {1:1:6} change a lot, but when L 2 ≥7, the left three figures only make little changes. Therefore, we can think that when L 2 = 7, the error rate is stable. For other choice of R{0.1:0.1:0.9}, the similar phenomenon can be observed. Therefore, we can conclude that L 2 influences directly the area colors (corresponds to error rate) of four blocks. In general, the bigger L 2 , the more blue area (or the lower error rate). However, the change is minor when L 2 ≥ 7.
c)The impact of R on the error rate e. Let us first fix L 2 =1 and see the 10 figures ( 0, , Fig. 3 . We can see that the error rate in the left up block is better than that of other three blocks in general. For a fixed L 2 , the blue area (the low error rate area) is expanding from northwest corner to southeast corner in terms of the increased direction of overlap ratio R. The separator lines are different for different R, however, the most blue area (or the lower error rate) is always appeared in the left up block. We can also see that the appropriate values of R belong to {0:0.1:0.6}. For other choice of L 2 ∈{2:1:9}, the similar phenomenon can be seen. Therefore, we can conclude that R influences directly the area size of four blocks in terms of different separator lines. Since the error rate of the left up block is lower than other three blocks, therefore, R indirectly influences the error rate of PCANet.
d) The impact of the block sizes h 1 and h 2 on the error rate e. Can we easily find the block sizes h 1 and h 2 that achieve the least error rate e l in the block sliding process (Step 9) of PCANet? We do a further experiment to analyze the least error rate e l with h 1 , h 2 and R. We fix L 1 =1 and varies L 2 from 1 to 9, and varies h 2 from 1 to 32, and plot the value of h 1 that corresponds to the least error rate e l of all the overlap ratio R. The results, which is shown in Fig. S3 provided in the supplement document, show that the range of h 1 is very wide and the appearance of the least error rate e l seems not having a regular rule, that is, it is very difficult for us to search the least error rate e l . Therefore, in the following of this paper, we set a constraint to the values of h 1 and h 2 and let 2 1 / h nh m      , that is to say, only choose the diagonal for searching a suboptimal error rate. The relative error of the least error rate of the diagonal e la and the least error rate of the whole image e l of Yale database are computed (The result is provided in Table S1 of the supplement document). The average relative error and the least relative error are 1.24 % and 0.74%, respectively. Therefore, in this paper, we set a constraint of 2 1 / h nh m      is reasonable. In this case, the free parameters of PCANet are reduced from 5 to 4. Fig. 4 shows the error rate e in relation with R, L 1 , L 2 and
How the BlockEnergy (Energy 10) varies according to error rate e ?
When we perform the PCANet on Yale dataset, we save the energy in every steps of Fig. 1 . Fig. 5 shows the logarithm of BlockEnergy in relation with R, L 1 , L 2 and
Comparing Figs. 4 and 5,we can see that these two figures are very similar, that is to say, the appearance of the lower error rate e is not random when changing the parameters, it is correlated with the logarithm of BlockEnergy (log(E(Z))).
In the following, we use the Curve Fitting Tool of Matlab to further investigate the correlation degree of the lower error rate ewith the logarithm of BlockEnergy(log(E(Z))). We fit the function e p g p g p g p     to find the relationship of eand 1/log(E(Z)). The results of four databases are shown in Table  III . The criterions include: a) The error sum of squares (SSE), regression sum of squares (SSR), and total sum of squares (SST) are defined respectively as
which is a number that indicates how well data fit a statistical model, for example, a curve. c) Root mean squared error (RMSE) is defined as
As we can see from Table III , the R-square of the data of Yale database is 0.7696, which means 76.96% of the variance in the response variable can be explained by the explanatory variables. The remaining 23.04% can be attributed to unknown, lurking variables or inherent variability. Therefore, e and log(E(Z)) are fairly strongly correlated. Similar conclusion can be obtained for other three databases.
How to explain the block sliding process? We can in fact explain this process as an "overlap filtering". The overlap ratio R=0,0.1,0.2,...,0.9, corresponds to the 1st, 2nd, 3rd, ..., 10th filter bank, respectively. Suppose we use a block h 1 × 1 / nh m     , 1≤h 1 ≤m, to slide an image, we can get at most 10 images. We compute the energy of the 10 images, and then rank the energies fromthe greatest tothe smallest, which is shown in the 3th row of Table IV . We then show the ratio of energy in the 5th row. As shown in Section b), R∈{0:0.1:0.6} is appropriate for PCANet. We can see from Table IV, the energy we keep is about 95.75% when R=0.6, which seems the point that comprises the training error and the generalized error.
(2) The first part In this subsection, we will analyze the changes of Energies 1-9 of the first part of PCANet shown in Fig. 1 . Since the first part is not related to h 1 , h 2 , and R, so in the experiment of this section, we simply set h 1 = h 2 = 8, and R= 0.5. Let us take Yale dataset for example, Fig. 6 shows the energy values of every stages of the first part of PCANet versus the nth energy. The results of 9 filters, corresponding to L 1 ∈{1:1:9}, are shown in different colors. For example, the lowest line is the result that we choose only the 1 largest eigenvector corresponding to L 1 =1. The second lowest line is the result that we choose the 2 largest eigenvectors corresponding to L 1 =2, and so on. Note that the vertical axis is shown in logarithmic coordinate. From Fig. 6 , for all the 9 filters, we can easily see the energy changes are as follows
Step 1
Step 2 or
Step 3
Step 4
Step 5
Step 6 Step e 8 p (44) where the arrow means that the energy values change from the left-hand side to the right-hand side. "+", "-", "0" above the arrow denote the energy increase, decrease, and equal process, respectively. Steps 1-8 below the arrow correspond to the eight steps of Fig. 1 .
From (44), we can see that 1) For Steps 1 and 4, both of them are energy increase process, which can be easily understood since these two steps perform the overlapping patch sliding process. However, how can we explain the patch sliding process? In fact, the patch sliding process is a special case of block sliding process with the overlap ratio R=0.9 shown in the second part.
2) For the Steps 2 and 5, both of them are mean remove process.
Step 2 is energy decrease process, which is reasonable since the mean remove process decreases the variation of images leading to the reduction of image energy. However, it is strange that Step 5 keeps the energy. Therefore, we think this step may not be needed in the construction of PCANet. We then perform some experiments on four databases to verify our inference. We set L 1 =L 2 =6, R=0.5, and 1≤h 1 =h 2 ≤32. Then, we compute the differences of error rates of PCANet with mean remove Step 5, denoted as e r , and that of without Step 5, denoted as e wr . The mean of differences of error rates for Yale database, AR database, CMU PIE database, ORL database are 4.6296×10 Table S3 of the supplement document). Therefore, when taking the computational complexity into consideration, we recommend removing the mean remove process of Step 5.
3) For the Steps 3 and 6, both of them are PCA process.
Step 3 is energy increasing process except the case of 1 filter, but the energy change is very small. However, step 6 is energy decreasing process. From Fig. 6 , we can see that the energy is even less than the original training energy after Step 6. Our explanation is that although two sliding process increases the energy through overlapping, however, the "added energy" is reduced to the level of training energy by the second PCA filter. Therefore, the second PCA filter is very important to the construction of PCANet since it reduces the added "pseudo energy". Table V shows the energy of every 9 filters (the 1st PCA), h 1 =h 2 =8，R=0.5，L 2 =1, and L 1 varies from 1 to 9, and the energy of every 9 filters (the 2nd PCA), h 1 =h 2 =8，R=0.5， L 1 =8, and L 2 varies from 1 to 9. Table VI shows the error rate corresponds to L 1 , L 2 ∈{1:1:9} when h 1 =h 2 =8, R=0.5.
4) For the Steps 7 and 8, which cause the most sharp energy changes of PCANet. It is also reasonable since the binarization operation is a very powerful quantization process (nonlinear processing), which loses much energy. Meanwhile, the weighted and summed step is a very powerful energy increasing step. It is interesting to see from . In this case, we think the WeightSumEnergy includes "pseudo energy" so that the WeightSumEnergy is even larger than the maximum energy of linear layer of PCANet, that is, PatchEnergy2.
Note that the above experiments performed in other three databases (AR database, CMU PIE face database, ORL database), the results of which correspond to the Figs. 4-6, and Tables IV-VI of YALE database are provided in the supplement document due to the limited space. The results of other three databases are similar to that of Yale database.
From the energy change of PCANet, we can see that energy conservation of images by PCANet helps for obtaining good performances as for ScatNet [29, 30] method.
IV. CONCLUSIONS
In this paper, the impact of various parameters on the error rate of PCANet has been analyzed in depth. It was found that this error rate is correlated with the logarithm of energy of images. The role of every step of PCANet has been investigated, for example, the patch sliding process and the block sliding process were explained by "overlap filtering". The proposed energy explanation approach could be used as a testing method for checking if every step of the constructed networks is necessary. For example, we find the second mean remove step is not needed in the construction of PCANet since the energy is not changed. Furthermore, the proposed energy explanation approach may be extended to other PCANet-based networks [34] [35] [36] [37] [38] [39] .
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