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1. INTRODUCTION 
The purpose of this paper is to obtain coefficient criteria for the comparison 
of solutions y(x) and x(x) of the linear differential equations 
n-1 
Yen) + z. Pi64 Yti' = I%4 
n-1 
Z(n) + go q&) z(i) = q(x). 
(1.1) 
(1.2) 
In the simplest case, y  and z have the same initial conditions at a point 
a E (- CO, CD) and it is concluded that y(x) < z(x) for x > a. 
The comparison problem investigated in this article was motivated by a 
similar problem concerning the Volterra integral equations 
~(4 = f(4 + s" W, 6 r(t) dk 
a 
44 = g(4 + j-” Q(x, 4 z(t) dt. 
CL 
The problem for (1.3)-(1.4) seeks to identify conditions on the free terms 
f, g and the kernels P, Q such that y(x) < z(x), x > a. Guided by the Sturm 
theory, we were led to believe that such results are possible when the following 
conditions are in force: 
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However, existing comparison theory for (1.3)~(1.4) is not applioable under 
conditions (1.5)-the inequalities go the wrong way. We refer to Beesack [4] 
and Weis [ZO] as examples of what has been done on (1.3)~(1.4). 
The particular problem for (1 .I)-( 1.2) w he n set in the context of (i-3)-(1.4), 
produces kernels of nonconvolution type and free terms collectively satisfying 
(1.5). The results provide motivating esamples for the Volterra theory. We 
mention that standard fixed-point methods do not directly apply to (1.3)- 
(1.4)-(1.5), in the context of the comparison problem. It would be interesting 
to develop an appropriate fixed-point theory for these kinds of problems. 
The ideas of the paper use standard, proven techniques of various works 
on comparison and oscillation theory: variation of parameters, the Lagrange 
identity, and sign analysis. The reader is referred to Swanson [19], Barrett 
[2], and Willett [21] f  or extensive references to the literature. Some particular 
references relevant to the comparison theory of this article are [I, 3, 4, 8-14, 
16, 18, and 201. 
After notational preliminaries (Section 2), the fundamental lemma (Section 3) 
is proved upon which all special results (Section 4) depend. The new ideas 
appear in Section 3 and Section 6; we view the application of these ideas as 
routine, and have treated Sections 4, 5 accordingly. 
As an illustration of the detailed information possible by the methods of 
this article, consider the equations 
yiu - 6~-~y’ + 18.~~~ = 0, (M) 
The results show that the inequalities 4i(~) > -6~+, q,,(x) - q;(x) > 0, 
imply that Z(X) vanishes between adjacent zeros of y, provided the initial data 
of y  and x are appropriate (see Proposition 5.1, infra). 
2. NOTATIONAL PRELIWNARIES 
Consider the two differential operators AI, N defined, respectively, by the 
left-hand sides of (1.1) and (1.2). It will be presupposed throughout that 
p,pE~(lW--t[W),p,:,q.~E@~([W~lW),O~~i~n-ll. 
The development will be specialized to the case when the solutions y, x 
of (1. l), (1.2) satisfy the same initi-al conditions: 
y'i'(n) = u. = ,@(a), z O<i<z-1. 
This simpiifies the exposition, but is not necessary (see Section 6). 
I f  0 < i < n - 1 and x0 E (-co, co), denote by y&; x0) the solution y(x) 
of My = 0 which satisfies the initial conditions 
y’i’(X,) = S<j (0 Sj < I1 - 1)~ 
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at the point zs . The solution 374x; z,,) is usually referred to as the ith principal 
solution of My = 0 at x,, . Likewise, xi@; x0) will denote the z’th principal 
solution of iV,z = 0 at x0 . 
I f  f  is a function of x and t, write (d/dt)if(x, t) and (d/~%)~f(x, t) for the ith 
partial derivatives with respect to t and x, respectively. Define &(x, t) by 
/&(x, t) = (d/dt>j[(x - t)“-l/(n - I)!], j = o,..., n - 1. 
Let H(x, t) be the Cauchy function for the differential operator M, i.e., 
U(X) = H(x, t) is the solution of MU = 0, O(t) = 2&i , 0 < i < n - 1. 
Define the functions Y(X), yj(x), C(x), Pj(t), P(x, t), Qj(t), Q(x, t), &R,(t), R(x, t), 
gj(x, n), 4(x, a), and gj(x, u) by the equations 
n-1 
e(x) = c z&c - Q/j!, 
j=O 
p&) = y (-l)ffl (j) p’(t) (0 < j < n - l), 
.&j 
n-1 
qx, t) = c Mx, t) p&), 
j=O 
Qj(t) = k’(-#+l (;) c+“(t) (o <j ,( n - I), 
i-j 
R,(t) = y  (-l)i+l (J @i)(t) (0 <j < n-- I), 
i=j 
n-1 
w, 4 = c KW>j fqx, 41 w>, 
j=O 
n-1 
k+j(X, a) = c (-d/fit)+1 pi(t) H(x, t)} jtza (O,(.i<‘-2), 
id+1 
n-1 
qx, u) = c (-&q-l {p,(t) k,(x, t)} If+ (0 < j ,( I2 - 2), 
i--i+1 
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and 
n-1 
gj(Sy U) = C (-d/dt)i-j-1 (qi(t) ko(r, t)} ltca (0 f j  < 12 - 2). 
i=j+1 
Let @, &(N, a), F(x, a), and 9(x, a) be the (FZ - I)-dimensional vectors 
given by % = (~a ,..., u,& qx, u) = (a&x, cz) )...) cf+&, a)), 9(x, u) = 
(&(N, n) ,..,, P%-a(x, n)), and B(x, a) = (‘Ss(x, a) ,..., $&x, a)). Let the inner 
product of two vectors $5 and $< in W--l be denoted by <Y< ) Y$s. 
3. COMPARISON THEORY 
It is well known that solutions of initial value problems for ordinary differential 
equations may be expressed as solutions of Volterra integral equations of the 
second kind. The following lemma establishes the exact form of integral equa- 
tions satisfied by y(x), x(x), and y(x) - X(X). 
LEMMA 3.1. Suppose y(x) and Z(X) satisfy My = p, Nz = q, and ~(~)(a) = 
uI = ,@(a) (i = O,..., n - 1). Then y(x), x(x), and y(x) - x(x) satisfy the 
Voltewa integral equations 
Y(x) = t(s) + (@% a>, @‘> + j-’ k&c, t) p(t) dt + 1% P(x, t) y(t) dt, 
a. n 
(3.1) 
z(x) = e(x) + (9(x, a), 6%) + Jz k& t) q(t) dt + jz Q(.c t) z(tj dt, 
a a 
and 
(3.2) 
y(x) - x(x) = (6(x, a), 42) + r3 H(x, t) r(t) dt + j=’ R(r, t) x(t) dt, (3.3) 
-a a 
respectivelJ1. 
Proof. We first establish (3.1). An application of Taylor’s formula yields 
y(x) = t’(r) + j-9 k&x, t) y’“‘(t) dt. 
a 
(3.4) 
On substituting for y(“)(t) in (3.4), one obtains 
y(x) = d(x) + fz $(x, t) p(t) dt - ‘2 lx k,(x, t) 9,(t) y’“‘(t) dt. (3.5) 
a id) -ll 
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Applying Lagrange’s identity FZ times, once for each term in the summation 
in (3.5), we see that 
Y(s) = &> + j-l $(x, t) p(t) dt - ni1 Ix (-l)i (d/dt)” [k&x, t) p,(t)] y(t) dt 
i=(l a 
n-12-1 
- C C (-l)j y .-.- cz 9 l’(t)(d/dt)’ [k&, t) p,(t)] 1;:: . 
is1 j=lJ 
(3.6) 
Upon using Leibnitz’s formula to expand (d/dt)i[k,(x, t)pi(f)] and using the 
fact that (d/dt)f F~,(x, t) ltz3: = 0 (j = O,..., n - 2), we then get from (3.6) 
n-1 i-l 
+ C C (- l)i y’i-‘-l’(t)(d/dt)i [A&, t) p,(t)] Itsn . 
is1 j=o 
(3.7) 
Relation (3.1) is obtained by changing the order of summation in the first 
double sum and both changing variables and changing the order of summation 
in the second double sum in (3.7). 
Equation (3.2) follows in the same way as (3.1). To obtain (3.3) first write 
(a) = 0 (i = o,..., 1z - I), the variation of parameters 
y(x) - z(x) = 1’ H(x, t) r(t) dt - nil j5 H(x, t) ~.i(t) .+‘(t) dtt. (3.8) 
a i=o a 
The use of Lagrange’s identity, the fact that (d/dt)i 23(x, t) Its2 = 0 (j = 
O,..., n - 2), and rearrangement of the summations lead from (3.8) to (3.3). 1 
We seek theorems comparing the solutions Y(X) and Z(X) of My = p and 
NX = 4, respectively. The equation My = p is considered to be the primitive 
equation; that is, all its solutions are known and, in particular, the Cauchy 
function H(x, t) is known. The coefficients p,p, ,..., p,-, , q, q,, ,..,, qnpl are 
considered to be known as well; however, the only other fact assumed about 
IV.. = 4 is that Z(X) 3 0 for x E [a, b]. The idea is to gain information about z 
through acquired knowledge of the equation My = p, using only coefficient 
hypotheses. 
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The initial conditions which are admissible for the comparison theory 
correspond to points 92 = (ZQ ,..., ~,-a) in the set 
Note that 2’ being in & restricts the initial values zq, ,..., ‘q-e of solutions 
at the point a, but it does not restrict the value of u,-r of the (71 - 1)st derivatives 
at a. The set & is clearly closed and convex. Some special conditions will 
be imposed in Section 4 to ensure that d contains a subspace of R”-’ of 
dimension n - 1 or less (see Lemma 4.1 infra.). 
THEOREM 3.1. Suppose that y(r) and z(x) satisfy My = p, Nz = q, 
y’“‘(a) = u; = .(.qz) (i = q..., n-l),andZ(N)~O~o~u~,I’~~b. 
Ij- 4? E 6~1 and R(x, t) 3 0 for a < t < x < b, then 
y(x) >, z(x) + ja II@, t) r.(t) dt (u < .x < b). 
a 
If, on the other hand, -@ E zzl and R(x, t) < 0 for a ,< t < x < 6, theta 
y(x) d +) + jz II@, t) P(t) dt (a < x < b). 
(c 
Proof. The theorem follows from formula (3.3) of Lemma 3.1 and an 
elementary anaIysis of signs. 1 
4. SPECIAL RESULTS 
In this section, some particular applications of Theorem 3.1 are derived. 
The principal solutions ya-r(x; a) and z,-r(x; CZ) of My = 0 and N,z = 0 
can be compared with only an assumption on the sign of R(x, tj: 
THEOREM 4.1. Suppose y(x) and z(x) satisfy My = p, Nx = q, yti’(a) = 
0 = Z(~)(U) (i = O,..., rc - 2), and J r(+l)(a) = a(+l)(a) > 0. Suppose atso that 
~(x> > 0 for n < x < b. 
If  R(x, t) > 0 fey a < t < x < 6, then 
y(x) >, z(x) + jz H(r, t) r(t) dt> a c< Y < 0. (4.1) 
R 
Alternatively, if R(x, t) < 0 for a < t < s < b, then 
y(x) < z(x) + ja 23(x, t) r(t) dt, a<x<b. (4‘2) 
a 
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In particular, if q-,(x; a) 3 0 for a < x < 6, then yael(x; a) > x,-,(x; a) 
ory,&; u) < x,_,(x; u) for a < x < bprovided that R(x, t) > 0 OY R(x, t) < 0 
(a ,< t < N < b), respectively. 
Proof. Since % = (O,..., 0), it follows that both % E & and -@E &; 
hence, Theorem 3.1 applies. The conclusions comparing the principal solutions 
Y+~(x; a) and z+~(x; a) follow from the fact that 
ya&; a) = (l/~~)y@.) and %-1(x; 4 = w%1) 44 
when p(x) 2 q(x) = 0. 1 
We are interested in coefficient hypotheses which determine the sign of 
R(r, t). Since R(x, t) = CFIt [(d/dt)i H(x, t)] Rj(t), the following is an im- 
mediate consequence of Theorem 3.1. 
THEOREM 4.2. Suppose My = p, Nx = q, yW,u) = ui = z?)(u) (i = 
0 ,..., n - l), afzd z(x) > 0 for a < x < b. 
(a) If  @E s?’ and [(d/dt)j H(x, t)] Rj(t) 3 0 (a < t < x < 6; j = 
0 ,.-., R - l), then (4.1) holds. 
(b) If, instead, --a E ~8’ and [(d/dt)’ H(x, t)] Rj(t) < 0 (a < t < x < b; 
j = o,..., n - l), then (4.2) holds. 
To obtain some interesting coefficient hypotheses, it is convenient to consider 
cases where the coefficients of the higher order derivative terms of the operators 
M and N are identically zero. More specifically, define for 01 = O,..., n - 1, 
the operators A& and IV, by 
N,x EE 29) + f  c&(t) z(i), 
i=O 
respectively. Then lkl, is M with p, 5 0 when 01 < i < n - 1; likewise, 
N,isNwithqi=Owhenol <i<n- 1. 
When we refer to z$ , we mean the set d relative to the operator IV, rather 
than M. 
Before proceeding to the last two results, we prepare with some lemmas 
and definitions. 
LEMMA 4.1. & contains a subspace of IW-l of dimension n - 1 - a. In 
particular, do = Rn-I; and, if 01 > 0, &a contains all vectors GY = (u. ,..., u,-J 
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such that uO = ... = u,-~ = 0. Furthermore, if I+, = *.. = ZJ,-~ = 0, then. 
(8(x, a), “u> = 0 so that both @ E S$ and -??l E d, . 
Proof. From the definition of Fj(x, a>, one sees that 8&, a) = ... = 
g&x, a) = 0 since ra+I(t) E ... s rneI(t) EZ 0. Hence, for % as in the lemma, 
(8(x, a), (Izl) = 0. u 
LEMMA 4.2. The Cauchy function H(xr, t) fi the operator Al, and the principa! 
solutions yO ,..., ypapl of Mmy = 0 are related by the identity 
(d/dt>’ H(x, t) = (-l)jy+&; t), O<j<7t-CX-l. 
Proof. This is a consequence of the Peano formulas (see [6, pp. 95-96-l). 
DEFINITION. The boundary value filxtions b, :..., b,_, are defined by 
b,(t) = inf+ > t: 3~ E [t, x), >‘j(X; a) = 0), 
0 < j < n - 1; the infimum of the empty set is taken to be -/-co. 
The functions 6, ,..., b,-, are not the same as the boundary value functions 
T1,n-I ,..., I’,-,,z defined in [15]; however b,),-1 3 I+,-~,~ . 
LEMMA 4.3. The boundary value functions b, ,..., b+, satisfJt b,(t) > 8, 
O<j<n-l,tE(-c0,03). 
Proof. The relation yj(x; a) = ft [(s - u)j-l/(j - l)!] ~“,?“(a; a) du, con- 
tinuity and the identity #(t; t) = 1 imply that y(s; a) > 0 for t < a < x 
and j x - t 1 sufficiently small. 1 
LEMMA 4.4. .7f b,+,(t) is strict@ increasing, then yR-I(b,n-l(t); t) = 0. 
Proof. Suppose not. Then there exist sequences (ai) and (xi> with t < 
a, < xi, y+l(~i ; ai) = 0, and No + b&t) as i + CO. Eip passing to a sub- 
sequence, if necessary, assume a, -+ c as i - co for some c E [t, b,-,(tj]. It 
follows that yapl(bnpl(t); c) = 0 and t < c < b,,-,(t). But then b,-,(c) < 
b,-,(t), a contradiction. 1 
Obtained below are results on the comparison of solutions of the equations 
yen) + p,(z)y = p(x) and z(a) + q,(r)z = &). 
THEOREM 4.3. Suppose M,y = p, JU,x = y, yci)(a) = ui = ,@(a) (1_ = 
0 ,..., n - I), and x(x) > 0 for a < E < b. Suppose aZso that ys&x; a) > 0 
for x E (a, b) and b,-,(t) is strictly imreasing. 
(a) If  PO(t) < q&t), t E [a, b], then (4.1) hokds. 
(b) IfpO(t) > ye(t), t E [a, b], theu (4.2) holds. 
(The resuEt is also true if b.pa-l(t) = ‘x) for some t E [a, 61.) 
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Proof. Since B,-,(t) is increasing andy,-r(x; a) > 0 for x E (a, 6), Lemma 4.4 
implies y+r(x; t) > 0 for a < t < x < b. Hence, Lemma 4.2 gives that 
U(x, t) > 0, a ,< t < x < b. Both &??J E J;s, , by Lemma 4.1; since Rj(t) = 0 
for 1 < j < n - 1, the result follows from Theorem 4.2. 1 
Remark. For the equations considered in Theorem 4.3, Bogar [5, Corollary 
2.41 has shown that b,-,(t) is strictly increasing, provided p,,(x) is one signed. 
This observation generates a corollary to Theorem 4.3 whose hypotheses are 
inequalities. 
In the second order case, b,(t) is strictly increasing by Sturm’s separation 
theorem. The statement of the comparison Theorem 4.3 reduces to well-known 
results. 
The sign of (d/dt)j H(x, t) is known on sets a < t < x < 6, provided b - a 
is sufficiently small. In particular, this is true for a < b < min(b,-r(u),..., 
b n-l-,Ju)>, 0 <j < ol (see Lemmas 4.2 and 4.3). This observation leads to the 
following result. 
THEOREM 4.4. Suppose 201 < n - 1, May = p, N,.z = q, Y(~)(U) = ui = 
2+‘(a) (i = o,..., 72 - l), a < b < min{b,-,(a) ,..., b,-,-,(a)}, and z(x) > 0 for 
u<x<b. 
(a) I f  % EAX& and (-l)j R,(t) 3 0 (a & t < b; j = O,..., cx), then (4.1) 
holds. 
(b) On the other hand, -%EzJ and (-l)‘&(t) < 0 (a < t ,< b; 
j = o,..., a) impZy that (4.2) holds. 
Proof. By Lemma 4.2, (d/dt)j H(x, t) = (- l>j ~+r-~(x; t), j = 0 ,..., n - 
1 - 01. From the definition of bj(a), we see that yn-rap(x; t) 3 0 for d < t < 
x < b and j = O,..., 01. Since n - 1 - LY. > 01, the result follows from 
Theorem 4.2. 1 
A consequence of the theorem is the following formulation of a result of 
Schmitt [16, Corollary 4.21. 
COROLLARY. Let r,-,,,(t) and rz-l,l(t) denote the (n - 1, l)-boundary value 
functions for M,y = 0 and N,,y = 0, respectively. I f  &,(t) > q&t) fo7 all t, 
then r,-,,,(t) < Y:-~ l(t) for all t. 
Proof. If not, then points n < b can be found with yn-i(x; a) > 0, 
x,-,(x; a) > 0, x E (a, b), and ~~~~(6; a) = 0, y,-r(6; a) > 0. However, 
Theorem 4.4 applies, and this contradicts y+i(b; a) > 0. 1 
The section will conclude with some lemmas and remarks concerning the 
hypotheses of Theorems 4.14.4, and their possible application. 
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LEM~U 4.5. Assume p,(t) < 0, 0 < j < rz - 1, a < t < b. Then: 
(a) yn+(x; t) > 0 for R < t < x < b, 0 < j G 72 - 1; 
(b) ifp,(t) SE 0 for LX + 1 <cj < z - 1, then6 < min(b,-,(a) ,..., b,&a}]. 
Proof. The result (a) follows from a simple extension of the argument for 
Lemma 1 in Pudei [14]. Part (b) is a consequence of part (a). 1 
LEMMA 4.6. Assume (-1)j Pi(t) 2 0, a < t < b, 0 < j < CL. Then: 
(a) ~nz-l-i(~;t)>O,a~t<x~B,O~j~~-~-~l; 
(b) b < min@,E-l(a),..., 6.,-&a)]. 
Proof. (a) Suppose j is an integer with 0 < j < n - 1 - a! and t is a point 
in [a, b). Applying Lemma 2.1, one obtains 
Futther, P(x, s) > 0 (t < s ,( x < b) since (-1 )j Pj(s) > 0 (a < s < b; 
j = O,..., u). The initial conditions satisfied by yn-l-j(X; t )  at E imply that 
Y.,-.~+.(x; t) > 0 for all x in the interval (t, t + 6) for some E > 0. If  
_t?n-1-j(X; t )  = 0 f  or some x in ( t ,  b], then there is a first such point X~ ; however, 
a contradiction then arises since the left side of (4.3) is zero while the right 
side is positive when x = x0 . 
(b) This is a consequence of (a). B 
It is shown in Lemmas 4.5-4.6 that the hypothesis of Theorem 4.4 can be 
satisfied by coefficient inequalities. The condition ++YE J& can be replaced 
by u,, = ... = u,pl = 0. 
To obtain direct comparisons y(x) < Z(X) or z(x) <y(s), it is enough to 
know the signs of H(x, t) and r ( t ) .  The condition b < b,Ja) ensures that 
H(x, t )  > 0 for a < t  < x < b, therefore 
To elaborate on the remarks for Volterra equations made in the introduction, 
consider Theorem 4.4 in the special case where u,, = -.a = u+s = 0, p(x) > 
q(x), x E [u, b], and p&e) = n&z) = 0. Letf(sc), g(x) denote the free terms 
in (3.1), (3.2), respectively. Then (3.1), (3.2) take the form of the Volterra 
equations (l-3), (1.4). Further, f(x) > g(x). Theorem 4.4 gives examples where 
0 > P(x, t) > Q(x, t) while y(x) > Z(X). 
505/26/I-5 
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5. EXAMPLES AND ILLUSTRATIONS 
The purpose of this section is to communicate some ideas on how to obtain 
coefficient conditions which imply the conclusions y(x) < Z(X) or J?(X) > X(X). 
The procedure discussed below is motivated by Theorem 4.4 and Lemma 4.6; 
these results reduce the question of coefficient conditions to essentially examining 
the inequalities 
(-1)i P&) 3 0, (- l)j R,(t) 3 0, 0 < j < 01. 
We first look for coefficients p&),...,p,(x) which satisfy (-l)j Pi(t) > 0 
(j = o,..., a). The following system of inequalities must be satisfied: 
(--1F P&) = - (; I:, Pa-&) + (a ” 1) p,‘(t) b 0; 
(--1)O pow = - (i) POW + (A) Pl’W - -** 
+ (-1)01+r(J p?‘(t) > 0. 
First, pu(t) is chosen so that (-l>* Pa(t) = -pa(t) > 0. Then p,(t) is a known 
quantity and?,-r(t) may then be chosen to satisfy (- l>,-l PEPI = -p,-r(t) + 
~$,‘(t) 3 0. Continuing in the same manner, one may choosep,(t), p+r(t),..., pa(t) 
so that this system is satisfied. 
Once p,(t),...,p,(t) are chosen, one may use the same procedure to system- 
atically choose q&t),..., %(t) so that (-l>jR,(t) > 0 (or similarly, (-l>j &(t) < 0) 
forj = O,..., 01. That is, choose qU(t) so that (-l)a I&(t) = -[pa(t) - qE(t)] > 0, 
then choose q&t) so that -[pEPI - q&t)] + a[&‘(t) - q=‘(t)] > 0, etc. 
As a specific example, suppose o! = 3 and n > 7. The conditions 
(-l)iP,.(t) 3 0 and (-l)jZ$(t) > 0 (-CO < t < +c~;j = 0, 1,2, 3) are 
satisfied by the differential operators 
M,y = y(“) + (cos x - l)ym - 3(sin X)y” - 3y’ - 2(sin z)y 
and 
N3z = 2W + (cos x)zw + (1 - 2 sin X)Z” + (-3 + 2 cos x)z’ - 3(sin X)Z. 
Suppose y(x) and X(X) are solutions of May = p and Na.z = 4 which satisfy 
the initial conditions ~‘~)(a) = ui = z@)(a) (i = O,..., n - 1) at the point a, 
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and suppose further that for some i,, with 3 < &, < PZ - 1, we have u? = 0 
for i = 0 ,..., i, - 1 and zci, > 0. These initial conditions guarantee that 
Z(X) > 0 on the interval [n, b] for some b > a. If  N(x, t) is the Cauchy function 
for Ms , Theorem 4.4 asserts that 
EXAMPL$ 5.1. W e now present an example where the basic comparison 
equation is a fourth order Euler equation. Let Mr be defined be 
Afly = y’“’ - (6/.23)y’ + (18/x4)3/. 
On checking, one sees that the inequalities (-1)’ Pj(t) >, 0 (0 < t < +- tm; 
j = 0, 1) hold. Four linearly independent solutions of M1:v = 0 are x3, Xs In R, 
cos(2W In x), and sin(21!” In x). The principal solutions yl(~; l), ys(x; l), and 
ya(x; 1) are given explicitly by 
yl(x; 1) = (1/1694)[154.$ - 154 cos(2rP In xj + 616 (2l@) si1r(2~/~ ln IF)], 
y.&; 1) = yl(x; 1) - (847/1694) 21j2 sin(2l~~ In x), 
and 
Ys(*~i 1) = -(6/ll)y,(~; 1) + (1/1694)[385 (2ip) sin(2lb In x) + 154.1;3ln 21. 
Let N1 be defined by 
N,x = d*) + &)z + q,,(+ 
where qi E %?(O, $00) (; = 0, 1). Th e inequalities (-l>j R,(t) 3 0 (0 < 
t < + CD; j = 0, 1) hold provided that q1 and qr, satisfy 
c&) 3 4x3 and .40(31’) - q,‘(x) 2 0. (5.1) 
We will now show how Theorem 4.4 can be used to determine zeros of 
certain solutions of N,x = 0. If  y( m) k is a solution of &l,y = 0 satisfying the 
initial conditions 
Y(1) = 0, Y’(l) = q, y”(1) = K, ) y”(1) = K3 ) (5.2) 
theny(x) = K,y,(x; 1) + Kzy,(x; 1) + K3y3(x; 1). Suppose that either K1 > 0 
or K1 = 0 and K, > 0. This guarantees that Y(X) > 0 for x just to the right 
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of x = 1. If  b is a given number with b > 1, then y(s) has at least one zero 
in the interval (1, b] provided 
$ I&y@; 1) < 0. (5.3) 
i==l 
We summarize the conclusions of this example as follows. 
PROPOSITION 5.1. Suppose ql and q,, satisfy (5.1) b > 1, and Z(X) is a solution 
of N,x = 0 satisfying the initial conditions (5.2). 
If (5.3) is satis$ed and either Kl > 0, or Kl = 0 and K, > 0, then z(x) 
has at least one zero in the half-open interval (I, b]. 
6. EXTENSIONS 
There are various ways in which the above results can be improved or 
extended. Several directions are indicated below: details are left to the reader. 
6.1. Strict Inequalities 
The inequalities in the conclusions of the results could be made strict by 
some further minor assumptions. For example, since the set of zeros of a non- 
trivial solution X(X) of NZ = q is discrete, the inequality (for a fixed point x,, 
in (a, bl) 
y(x,,) > z(xJ + j-” I+, , t) r(t) dt 
a 
in Theorem 3.1 can be made strict by assuming that, for some f,, with a < 
t, < x,, , the inequality R(x 0 , to) > 0 is strict. Such an improvement parallels 
the usual stronger version of the Sturm comparison theorem. 
6.2. Comparisons to the Left of the Point a 
The above theorems were all designed to compare solutions of N!y = p 
and NZ = q to the right of a; that is, on the interval [a, b] for some b > a. 
There are, of course, analogous results which compare solutions to the left 
of a. The sign assumptions must be changed accordingly and it must be noted 
that the sign of the principal solution yi(x; t) is negative (rather than positive) 
for x just to the left of t, when i is odd. 
6.3. Difkrential Inequalities 
Since the above theory was developed for nonhomogeneous equations, 
the results can very simply be converted to comparison theorems for solutions 
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of differential inequalities. As an example, we give a theorem which follo\vvs 
from Theorem 4.4. 
THEOREM 6.1. Supposey(x) and z(’ ) Y are solutions of the d@zmtial inequalities 
.Wmy 2 0 mad AT&z < 0 which satisfy the initial conditions yii)(a) = ui = #)(a) 
(i = O,..., n - 1) at the point a. I f  x(x) > 0 (a < x < b), p,(t) < 0, and 
(-l)‘&(t) >, 0 (a < t < b; j = O,..., a), and % E-Z&, then y(x) > z(x) for 
a<x<b. 
6.4. No&near Equations 
All the results apply when p(x), q(x), are replaced by p(x, y(x),..,, Jo), 
q(x, z(x),..., 29-I) (x)), provided the free terms appearing in (3.1), (3.2) can 
be compared. General criteria certainly exist in this case; we leave the details 
to the reader. 
6.5. Difleriptg Iktial Conditions 
The above results were all formulated with the assumption that T(X) and 
X(X) satisfy the same initial conditions at the point a. This need not be assumed 
when the sign of certain of the derivatives (djdt)j N(N, t) is determined by the 
coefficient hypotheses. As an illustration of what can be done, we state a theorem 
which follows from Theorem 4.4. 
THEOREM 6.2. Suppose M,y = p, iV,z = qr ?(i)(a) = of, aqzd &l(aj :z z+ 
(i = 0 ,..., rz - l), a < b < min(b,-,(a) ,..., b&a)), and z(x) 3 0 for a < J < b. 
If  ?l eda, vi > ui (i = 0 ,..., n - l), and (-l!j $(t) >, 0 (a .< f  << 6; 
j-0 ,“.I a), then (4.1) holds. 
Proof. Let J’(X) be the solution of ~z/r,y = p defined by 
Using the theorems, one shows that u(x) 2 g(x) 2 z(x) + fz H(x, t) r(f) dt. r 
6.6. More General DifJermtial Expl-essions 
The techniques of proof employed in the theorems above involve the variation 
of parameters formula, the Lagrange identity, and elementary sign analysis. 
These same techniques can be applied to more general differential operators; 
in particular, they have analogs for quasi-differential operators. ‘ive refer 
the reader to works by Zettl [22], Shin 1173, and Hinton [-/]-these include 
a discussion of quasi-differential equations. One advantage in studying the 
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quasi-differential operators (other than the greater generality) is that smoothness 
conditions on the coeficients can be relaxed. Since the techniques carry over, 
there are analogous results in the more general setting. 
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