Introduction
The problem of fitting a straight line to bivariate (x, y) data where the data are scattered about the line is a fundamental one in statistics. Methods of fitting a line are described in many statistics text books, for example Draper and Smith (1998) and Kleinbaum et al (1997) . The usual way of fitting a line is to use the principle of least squares, finding the line that has the minimum sum of the squares of distances of the points to the line in the vertical y direction. This line is called the regression line of y on x. In the justification of the choice of this line it is assumed that deviations of the observations from the line are caused by unexplained random variation that is associated with the variable y. Implicitly it is assumed that the variable x is measured without error or other variation. Clearly, if it is felt that deviations from the line are due to variation in x alone the appropriate method would be to use the regression line of x on y, minimising the sum of squares in the horizontal direction.
The random deviations of the observations from the supposed underlying linear relationship are usually called the errors. Although the word error is a very common term it is an unfortunate choice of word; the variation may incorporate not just measurement error but any other sources of unexplained variation that results in scatter from the line. Some authors have suggested that other terms might be used, disturbance, departure, perturbation, noise and random component being amongst the suggestions. In this report, however, because of the wide us e of the word, the variation from the line will be described as error.
In many investigations the scatter of the observations arises because of error in both measurements. This problem is known by many names, the commonest being errors in variables regression and measurement error models. The former name is used throughout this report. Casella and Berger (1990) wrote of this problem, '(it) is so different from simple linear regression ... that it is best thought of as a completely different topic'. There is a very extensive literature on the subject, but published work is mainly in the form of articles in the technical journals, most of which deal with a particular aspect of the problem. Relatively few standard text books on regression theory contain comprehensive descriptions of solutions to the problem. A brief literature survey is given in the next section.
We believe that the errors in variables regression problem is potentially of wide practical application in the analysis of experimental data. One of the aims of this report therefore is to give some guidance for practitioners in deciding how an errors in variables straight line should be fitted. We give simple formulas that a practitioner can use to estimate the slope and intercept of an optimum line together with variance terms that are also included in the model. Very few previous authors have given formulas for the standard errors of these estimators, and we offer some advice regarding these. Indeed, a detailed exposition on the variance covariance matrices for most of the estimators in this report is included in Gillard and Iles (2006) .
In our approach we make as few assumptions as are necessary to obtain estimators that are reliable. We have found that straightforward estimators of the parameters and their asymptotic variances can be found using the method of moments principle. This approach has the advantage of being simple to follow for readers who are not principally interested in the methodology itself.
The method of moments technique is described in many books of mathematical statistics, for example Casella and Berger (1990) , although here, as elsewhere, the treatment is brief. In common with many other mathematical statistical texts, they gave greater attention to the method of maximum likelihood. Bowman and Shenton (1988) wrote that 'the method of moments has a long history, involves an enormous literature, has been through periods of severe turmoil associated with its sampling properties compared to other estimation procedures, yet survives as an effective tool, easily implemented and of wide generality'. Method of moments estimators can be criticised because they are not unique ly defined, so that if the method is used it is necessary to choose amongst possible estimators to find ones that best suit the data being analysed. This proves to be the case when the method is used in errors in variables regression theory. Nevertheless the method of moments has the advantage of simplicity, and also that the only assumptions that have to be made are that low order moments of the distributions describing the observations exist. We also assume here that these distributions are mutually uncorrelated. It is relatively easy to work out the theoretical asymptotic variances and covariances of the estimators using the delta method outlined by Cramer (1946) . The information in this report will enable a practitioner to fit the line and calculate approximate confidence intervals for the associated parameters. Significance tests can also be done. A limitation of the formulas is that they are asymptotic results, so they should only be used for moderate or large data sets.
Literature Survey
As mentioned above, the errors in variables regression problem is rarely included in statistical texts. There are two texts devoted entirely to the errors in variables regression problem, Fuller (1987) and Cheng and van Ness (1999) . Casella and Berger (1990) has an informative section on the topic, Sprent (1969) contains chapters on the problem, as do Kendall and Stuart (1979) and Dunn (2004) . Draper and Smith (1998) on the other hand, in their book on regression analysis, devoted only 7 out of a total of almost 700 pages to errors in variables regression. The problem is more frequently described in Econometrics texts, for example Judge et al (1980) . In these texts the method of instrumental variables is often given prominence. Instrumental variables are uncorrelated with the error distributions, but are highly correlated with the predictor variable. The extra information that these variables contain enables a method of estimating the parameters of the line to be obtained. Carroll et al (1995) described errors in variables models for non-linear regression, and Seber and Wild (1989) included a chapter on this topic.
Probably the earliest work describing a method that is appropriate for the errors in variables problem was published by Adcock (1878) . He suggested that a line be fitted by minimising the sum of squares of distances between the points and the line in a direction perpendicular to the line, the method that has come to be known as orthogonal regression. Kummel (1879) took the idea further, generalising to a line that has minimum sum of squares of distances of the observations from the line in a direction other than perpendicular. Pearson (1901) generalised the errors in variables model to that of multiple regression, where there are two or more different x variables. He also pointed out that the slope of the orthogonal regression line is between those of the regression line of y on x and that of x on y. The idea of orthogonal regression was included in Deming's book (1943) , and orthogonal regression is sometimes referred to as Deming regression.
Another method of estimation that has been used in errors in variables regression is the method of moments. Geary (1942 Geary ( , 1943 Geary ( , 1948 Geary ( and 1949 wrote a series of papers on the method, but using cumulants rather than moments in the later papers. Drion (1951) , in a paper that is infrequently cited, used the method of moments, and gave some results concerning the variances of the sample moments used in the estimators that he suggested. More recent work using the moments approach has been written by Pal (1980) , van Montfort et al (1987 ), van Montfort (1989 and Cragg (1997) . Much of this work centres on a search for optimal estimators using estimators based on higher moments. Dunn (2004) gave formulas for many of the estimators of the slope that we describe later in this report using a method of moments approach. However, he did not give information about estimators based on higher moments and it turns out that these are the only moment based estimators that can be used unless there is some information about the relationship additional to the (x, y) observations. Neither did he give information about the variances of the estimators.
Another idea, first described by Wald (1940) and taken further by Bartlett (1949) , is to group the data, ordered by the true value of the predictor variable, and use the means of the groups to obtain estimators of the slope. The intercept is then estimated by choosing the line that passes through the centroid ( x,y) of the complete data set.
A difficulty of the method, noted by Wald himself, is that the grouping of the data cannot, as may at first be thought, be based on the observed values without making further assumptions. In order to preserve the properties of the random variables underlying the method it is necessary that the grouping be based on some external knowledge of the ordering of the data. In depending on this extra information, Wald's grouping method is a special case of an instrumental variables method, the instrumental variable in this case being the ordering of the true values. Gupta and Amanullah (1970) gave the first four moments of the Wald estimator and Gibson and Jowett (1957) investigated optimum ways of grouping the observations. Madansky (1959) reviewed some aspects of grouping methods. Lindley (1947) and many subsequent authors approached the problem of errors in variables regression from a likelihood perspective. Kendall and Stuart (1979) , Chapter 29, reviewed the literature and outlined the likelihood approach. A disadvantage of the likelihood method in the errors in variables problem is that it is only tractable if all of the distributions describing variation in the data are assumed to be Normal. In this case a unique solution is only possible if additional assumptions are made concerning the parameters of the model, usually assumptions about the error variances.
Nevertheless, maximum likelihood estimators have certain optimal properties and it is possible to work out the asymptotic variance-covariance matrix of the estimators.
These were given for a range of assumptions by Hood et al (1999) . The likelihood approach was also used by Dolby and Lipton (1972) , Dolby (1976) and Cox (1976) to investigate the errors in variables regression problem where there are replicate measured values at the same true value of the predictor variable.
Lindley and el Sayyad (1968) described a Bayesian approach to the errors in variables regression problem and concluded that in some respects the likelihood approach may be misleading. A description of a Bayesian approach to the problem, with a critical comparison with the likelihood method, is given by Zellner (1980) . Golub and van Loan (1980) , van Huffel and Vanderwalle (1991) and van Huffel and Lemmerling (2002) have developed a theory that they have called total least squares.
This method allows the fitting of linear models where there are errors in the predictor variables as well as the dependent variable. These models include the linear regression one. The idea is linked with that of adjusted least squares, that has been developed by Kukush et al (2003) and Markovsky et al (2002 Markovsky et al ( , 2003 .
Errors in variables regression has some similarities with factor analysis, a method in multivariate analysis described by Lawley and Maxwell (1971) and Johnson and Wichern (1992) and elsewhere. Factor analysis is one of a family, called latent variables methods (Skrondal and Rabe-Hesketh, 2004) , that include the errors in variables regression problem. Dunn and Roberts (1999) used a latent variables approach in an errors in variables regression setting, and more recently extensions combining latent variables and generalised linear models methods have been devised (Rabe-Hesketh et al, 2000 , 2001 .
Over the years several authors have written review articles on errors in variables regression. These include Kendall (1951) , Durbin (1954) , Madansky (1959 ), Moran (1971 and Anderson (1984) . Riggs et al (1978) performed simulation exercises comparing some of the slope estimators that have been described in the literature.
Statistical Assumptions
The notation in the literature for the errors in variables regression problem differs from author to author. In this report we use a notation that is similar to that used by Cheng and van Ness (1999) , and that appears to be finding favour with other modern authors. It is, unfortunately, different from that used by Kendall and Stuart (1979) , and subsequently adopted by Hood (1998) and Hood et al (1999) .
We suppose that there are n individuals in the sample with true values (ξ i , η i ) and observed values (x i , y i ). It is believed that there is a linear relationship between the two variables ξ and η.
However, there is variation in both variables that results in a deviation of the observations (x i , y i ) from the true values (ξ i , η i ) resulting in a scatter about the straight line. This scatter is represented by the addition of random errors represent ing the variation of the observed from the true values.
The errors δ i and ε i are assumed to ha ve zero means and variances that do not change with the suffix i.
We assume that higher moments also exist.
We also assume that the errors are mutually uncorrelated and that the errors δ i are uncorrelated with ε i .
for all i and j (including i = j).
Some authors have stressed the importance of a concept known as equation error.
Further details are given by Fuller (1987) and Carroll and Ruppert (1996) .
Equation error introduces an extra term on the right hand side of equation (3).
Dunn (2004) We do not consider in this report methods for use where there may be expected to be serial correlations amongst the observations. Sprent (1969) included a section on this topic and Karni and Weissman (1974) used a method of moments approach, making use of the first differences of the observations, assuming that a non zero autocorrelation is present in the series of observations.
In much of the literature on errors in variables regression a distinction is drawn between the case where the ξ i are assumed to be fixed, albeit unknown, quantities and the case where ξ i are assumed to be a random sample from a population. The former is known as the functional and the latter the structural model. Casella and Berger (1990) described the theoretical differences in these two types of model. Using the approach adopted in this report it is not necessary to make the distinction. All that is assumed is that the ξ's are mutually uncorrelated, are uncorrelated with the errors and that the low order moments exist. Neither the problem of estimation of each individual ξ i in the functional model nor the problem of predicting y is investigated in this report. Whether the ξ's are assumed to be fixed or a random sample we find only estimators for the low order moments.
The assumptions that we make about the variable ξ are as follows.
In some of the work that is described later the existence of higher moments of ξ is also assumed.
The variables ξ i are assumed to be mutually uncorrelated and uncorrelated with the error terms δ and ε.
for all i and j.
In order to estimate variances and covariances it is necessary later in this report to assume the existence of moments of ξ of order higher than the fourth. The rth moment is denoted by
First and Second Order Moment Equations
The first order sample moments are denoted by No small sample correction for bias is made, for example by using (n -1) as a divisor for the variances rather than n. This is because the results on variances and covariances that we give later on in the report are reliable only for moderately large sample sizes, generally 50 or more, where the adjustment for bias is negligible.
Moreover, the algebra needed for the small sample adjustment complicates the formulas somewhat.
The moment equations in the errors in variables setting are given in the equations below. A tilde is placed over the symbol for a parameter to denote the method of moments estimator. We have used this symbol in preference to the circumflex, often used for estimators, to distinguish between method of moments and maximum likelihood estimators.
First order moments:
x =µ % (4)
Second order moments:
2 xy s =βσ % %
It can readily be seen from equations (6), (7) and (8) (6), (7) and (8). The potential applications of the Frisch hyperbola are dicussed further in Section 9.
One of the difficulties with the errors in variables regression problem is apparent from an examination of equations (4) - (8). There is an identifiability problem if these equations alone are used to find estimators. There are five moment equations of first or second order but there are six unknown parameters. It is therefore not possible to solve the equations to find unique solutions without making additional assumptions.
One possibility is to use higher moments, and this is described later in the report.
Another possibility is to use additional info rmation in the form of an instrumental variable. A third possibility, and the one that is investigated first, is to assume that there is some prior knowledge of the parameters that enables a restriction to be imposed. This then allows the five equations to be solved.
There is a comparison with this identifiability problem and the maximum likelihood approach. In this approach, the only tractable assumption is that the distributions of δ i , ε i and ξ i , are all Normal. This in turn leads to the bivariate random variable (x, y) having a bivariate Normal distribution. This distribution has five parameters, and the maximum likelihood estimators for these parameters are identical to the method of moments estimators based on the five first and second moment equations. In this case therefore it is not possible to find solutions to the likelihood equations without making an additional assumption, resticting the parameter space. The restrictions that we describe in Section 5 below are ones that have been used by previous authors us ing the likelihood method. The likelihood function for any other distribution than the Normal is complicated and the method is difficult to apply. However the method of moments approach using higher moments and without assuming a restiction in the parameter space, can be used without making the assumption of Normality.
Estimators Based on the First and Second Moments
So that estimating equations stand out from other numbered equations, they are marked by an asterisk. Equation (1) gives the estimator for µ directly x µ= % (10)*
The estimators for all the remaining parameters are easily expressed in terms of the estimator β % of the slope. Eq uations (4) and (5) σ % is unknown, it is estimated from equation (7) and the estimator for β. Other admissibility conditions, relevant in special cases, are given in Table 1 .
Admissibility conditions are discussed in detail by Kendall and Stuart (1979) , Hood (1998), Hood et al (1999) and Dunn (2004) .
We now turn to the question of the estimation of the slope. There is no single estimator for the slope that can be used in all cases in errors in variables regression.
Each of the restrictions assumed on the parameter space to to get around the identifiability problem discussed above is associated with its own estimator of the slope. In order to use an estimator based on the first and second order moments alone it is necessary for the practitioner to decide on the basis of knowledge of the investigation being undertaken which restriction is likely to suit the purpose best. Table 1 summarises the simplest estimators of the slope parameter β derived by assuming a restriction on the parameters. With one exception these estimators have been described previously; most were given by Kendall and Stuart (1979) , Hood et al (1999) and, in a method of moments context, by Dunn (1989) . There is an ambiguity in the sign to be used in the equations for 6 β % and 7 β % . This is resolved by assuming that the slope estimator always has the same sign as s xy , as mentioned above to ensure that equation (11)* gives a non negative estimate of the variance 2 σ . A discussion of these estimators is given in Section 9.
It may seem that the restriction leading to the estimator 6 β % is not one that would often be made on the basis of a priori evidence. The reason for the inclusion of this estimator, which seems not to have been previously suggested, is that it is a generalisation of an estimator that has been widely recommended, the geometric mean estimator. This is the geometric mean of the slopes of the regression of y on x and the reciprocal of the regression of x on y. Section 9 contains further discussion.
Asymptotic variances concerning this estimator will not be included in this report.
The assumption that both error variances (4) to (8) inclusive, or a simple combination of these. If equation (6) is excluded, the estimator for the slope β is 3 β % , but then the assumed value of 2 δ σ will almost certainly not agree exactly with the value that would be obtained from equation (12)*. If equation (7) is excluded, the estimator for the slope is 2 β % , but then it is most unlikely that the assumed value of 2 ε σ will agree exactly with the value obtained from equation (13)*. If equations (6) and (7) are combined, using the known ratio Another possibility that leads to a simple estimator for the slope β is to exclude equation (8), and it is this that leads to the estimator 7 β % in Table 1 .
Estimates Making Use of the Third Moments
The third order moments are written as follows. The simplest way of making use of these equations is to make a single further assumption, namely that 3 ξ µ is non zero. There is a practical requirement associated with this assumption, and this is that the sample third moments should be significantly different from 0. It is this requirement that has probably led to the use of third moment estimators receiving relatively little attention in recent literature. It is not always the case that the observed values of x and y are sufficiently skewed to allow these equations to be used with any degree of confidence. Moreover sample sizes needed to identify third order moments with a practically useful degree of precision are somewhat larger than is the case for first and second order moments. However, if the assumptio n can be justified from the data then a straightforward estimator for the slope parameter is obtained without assuming anything known a priori about the values taken by any of the parameters. This estimator is obtained by dividing equation (17) Other simple ways of estimating the slope are obtained if the additional assumptions µ δ3 = 0 and µ ε3 = 0 are made. These would be appropriate assumptions to make if the distributions of the error terms δ and ε are symmetric. Note, however, that this does not imply that the distribution of ξ is symmetric. The observations have to be skewed to allow the use of estimators based on the third moments. With these assumptions the slope β could be estimated by dividing equation (16) We do not investigate these estimators further in this report, since we feel that estimators that make fewest assumptions are likely to be of the most practical value.
Estimates Making Use of the Fourth Moments
The fourth order moments are written as 
∑
By using a similar approach to the one adopted in deriving the third moment estimating equations, the fourth moment equations can be derived. 
Together with the first and second moment equations these form a set of ten equations, but there are only nine unknown parameters. The fourth moment equations have introduced three additional parameters µ ξ4 µ δ4 and µ ε4 , but four new equations.
One of the equations is therefore not needed. The easiest practical way of estimating the parameters is to use equations (22) and (24), together with equations (6), (7) and (8).
Equation (22) Then it can be seen that the average value of the numerator of equation (26)* is approximately equal to zero, as is the average value of the denominator. Thus there is an additional assumption that has to be made for this equation to be reliable as an estimator, and that is that equation (27) does not hold, µ ξ4 must be different from 3 4 σ .
In practical terms, both the numerator and the denominator of the right hand side of equation (26)* must be significantly different from zero.
If a reliable estimate of the slope β can be obtained from equation (26) The fourth moment µ ξ4 of ξ can then be estimated from equation (22), and the fourth moments µ δ4 and µ ε4 of the error terms δ and ε can be estimated from equations (20) and (24) respectively, though estimates of these higher moments of the error terms are less likely to be of practical value.
Although 9
β % has a compact closed form, its variance is rather cumbersome. Indeed, the variance of 9 β % depends on the sixth central moments of ξ. Since it is impractical to estimate this moment with any degree of accuracy, there will be no discussion of the asymptotic variance of this estimator.
Variances and Covariances of the Estimators
In order to derive formulas for the asymptotic variances and covariances of the estimators derived in previous sections, the variances and covariances of the sample moments are needed. Further details on variances and covariances of the estimators are included in the technical paper by Gillard and Iles (2006) . However, a brief exposition is given here, and in Appendix 2.
Since most of the estimators described in this report are non linear functions of the sample moments, the problem of finding exact formulas for the variances and covariances is not a straightforward one. However, an approximate method, called the delta method, or method of statistical differentials, gives simple formulas for the estimators quoted here. These have proved in simulation studies to be highly reliable even for moderate (n = 50) sample sizes. The method is sometimes described in statistics texts, for example DeGroot (1989) and is often used in linear models to derive a variance stabilisation transformation (see Draper and Smith, 1998) . For further details see Kotz and Johnson (1988) and Bishop et al (1975) . The method is used to approximate the expectations, and hence also the variances and covariances, of functions of random variables by making use of a Taylor series expansion about the expected values.
For each of the restricted cases discussed earlier, (apart from the restriction 2 λ υ= β ) the variance covariance matrices can be partitioned into a sum of three matrices, A, B and C. This is reported in Gillard and Iles (2006) . The C matrices are additional terms that are needed if the third moments and measures of kurtosis are non zero for the error terms δ and ε. We believe it to be likely that these C matrices will prove of less value to practitioners than the A and B matrices.
For estimators based on higher order moments, the algebra is more cumbersome, and the expressions are not as concise as for the restricted cases. In Gillard and Iles (2006) , the tools needs to construct the variance covariance matrices for 8 β % are included.
The expressions that are of most practical use in the application of regression methods are the variances and covariances of the estimators of the intercept and slope parameters α and β. These enable approximate tests and confidence intervals to be calculated for these parameters, and also approximate confidence bands to be found for the line. We give here the formulas derived from the A and B matrices, that is assuming that the error variables have Normal like third and fourth moments. The variances for the slope estimators in Table 1 based on the first and second moments are first given in Table 2 . The formulas for the variance of 8 β % is not as simple, and is given later.
Estimates of a combination of the parameters is needed in some of the variance and covariance formulas given below. This estimator is derived here. With the assumptions that have been made up to this point, the distribution of the bivariate random variable (x, y) T has a mean vector that is equal to (µ,α + βµ) T and variance covariance matrix given by the following expression.. σ % are given in equations (11)*, (12)* and (13)* respectively, and the fourth moment µ ξ4 is estimated from equation (22) . β % is identical to that for 5 β % . This would hold if ξ is Normally distributed.
The above variance estimators assume that both δ and ε are Normally distributed (or have Normal like third and fourth moments). Details on the corrections when δ and ε are not Normally distributed are offered in Gillard and Iles (2006) .
We now give formulas for the variance of the slope estimator 8 β % based on the third and fourth moments where it is assumed that the error terms δ and ε are assumed to be Normally distributed. The expression Var[ 8 β % ] has been calculated when δ and ε are assumed not to be Normally distributed by Gillard and Iles (2006) . Casella and Berger, 1990) .
In this report a number of possible solutions have been presented to the problem of identifying an appropriate relationship between the (unmeasured) variables ξ and η, based on the observations x and y. In the following section a procedure is suggested for selecting the most appropriate line for a particular purpose. Some observations on the inter-relationships between these different estimators is discussed here.
The estimators that are given in Table 1 are, with one exception, maximum likelihood estimators for the case where the variable ξ and the errors δ and ε are all assumed to be Normally distributed. The exception is 7 β % , the case where both error variances are known, where the maximum likelihood estimator for the slope is 5 β % . Most of these cases were derived by Hood (1998) and Kendall and Stuart (1979) . The derivation of the estimators in this report is based on the method of moments and no assumption of an exact form for these distributions is necessary.
The case where the intercept α is assumed to be known leads to the estimator 1 β % , which is a ratio of means. In a sense, therefore, this estimator is related to the ratio of means estimators suggested by Wald (1940) and Bartlett (1949) σ is that such information may underestimate the variance terms on the right hand side of equation (7), because the contribution made by the equation error term may be overlooked. Dunn's conclusion is that estimators that assume prior knowledge of the error variance 2 δ σ associated with the measurement of x, is more likely to be reliable than those that assume prior knowledge of
Where it is believed that prior knowledge gives a reliable value for the error variance The case where the ratio λ of error variances is known, 5 β % , is related to the orthogonal regression line. If λ = 1 these distances are in a direction that is orthogonal to the line. Casella and Berger (1990) , amongst other authors, gave a proof of this result. If λ ≠ 1 the line still has a geometrical interpretation, but the sum of squares of distances from the line that is minimised is in a direction different from perpendicular. Riggs et al (1978) , based on their simulation studies, recommended the use of this estimator but emphasised the importance of having a reliable prior knowledge of the ratio λ of error variances. Use of this line has been criticised on the grounds that if the scale of measurement of the line is changed then a different line would be fitted (Bland 2000, p187) . In fact, this criticism cannot be substantiated as long as it is kept in mind that it is knowledge of the ratio of the error variances λ that is used in fitting in line. If the data are rescaled in any way there is an exactly corresponding rescaling of λ that leads to the same line being fitted. The presence of equation error discussed above might, however, make it difficult to obtain a reliable a priori estimate of the ratio λ of error variances.
The estimator 6 β % has been included in this report because it is linked with other estimators. The ratio 2 λ ν= β is a dimensionless quantity. If ν = 0 the estimator reduces to the regression of x on y. If ν = ∞ it is the regression of y on x.
If ν = 1, the estimator reduces to a simple estimator. A technical criticism of the use of this estimator is that it may have infinite variance (Creasy, 1956) . As Creasy pointed out, however, this occurs when the scatter of the observations in the (x, y) plane is so large in both directions that it is visually impossible to determine if one line or a different line at right angles should be used to describe the relationship between y and y. Thus the criticism applies in cases where a linear relationship between x and y is not strongly indicated by the observations. The geometric mean estimator is also related to the orthogonal regression estimator 5 β % . If the ratio λ is taken to be yy xx s s , the two estimators are identical.
The estimator 7 β % can clearly be seen to be a modification of the geometric mean estimator described above in that both numerator and denominator are modified by subtraction of the known error variance. If 2 xx (s) δ −σ is substituted from equation (9), the Frisch hyperbola, into the formula for 7 β % the estimator 3 β % is obtained. Similarly if 2 yy (s) ε −σ is substituted from equation (9), the estimator 2 β % is obtained.
In the case where no knowledge is available that enables a restriction on the parameter space to be assumed, none of the estimators based on the first and second moments alone can be used, although as discussed above the geometric mean estimator has been suggested as an ad hoc compromise. However, if the third order moments s xyy and s xxy are both significantly different from 0, the estimator 8 β % can be used, and is a reliable estimator if the sample size is sufficiently large. Another possible solution that could be used is 9 β % , but here the data must be such that both the numerator and denominator of the estimator are significantly different from zero.
Doubtless there will be cases where there is insufficient detailed prior knowledge of the parameters of the model to assign precise values to parameters, but nevertheless there may be some range of values for these parameters that are believed to be more likely to be true than others. In such cases there are two possible types of plot that may be of practical value in the identification of an appropriate range of values of the slope parameter β and hence, by using equations (9)* to (13)* ranges of values for the other parameters. The first of these plots is the Frisch hyperbola given in equation ( The second type of plot that may be useful in such circumstances is a sensitivity plot.
Suppose that the preferred estimator for the slope is the case where the variance ratio λ is assumed to be known, but the precise value of λ is not known with certainty. The estimator of the slope in this case is 5 β % . Table 1 .
In some cases the estimators given in Table 1 β % will be numerically similar. In similar fashion it can be shown that 3 β % and 5 β % will be numerically similar if the slope β is large.
A Systematic Approach for Fitting Lines where there are Errors in Both
Variables.
A systematic procedure for estimating the slope of a straight line relationship between y and x can now be presented, making use of the theory presented in this report.
• If the measurement error in x is small in comparison with that of y, use the simple linear regression of y on x.
• If the measurement error in y is small in comparison with that of x, use the reciprocal of regression of x on y.
In the following cases it is assumed that there are believed to be significant measurement errors in both x and y. Equations for the estimators are given in Table 1 , except as noted.
Care has to be taken for some of these estimators that admissibility conditions are satisfied. In practice, if a variance estimate is obtained that is negative, the assumptions that have been made are incorrect, and a reappraisal of a priori information is needed. One may also check that the slope estimate lies between the y on x regression and x on y regression estimates respectively.
• If the intercept α is known a priori, use estimator 1 β % .
• If the error variance 2 δ σ is known, use estimator 2 β % .
• If the error variance 2 ε σ is known, use estimator 3 β % .
• If the reliability ratio 2 22 δ σ κ= σ+σ is known, use estimator 4 β % .
• If the ratio of error variances 2 2 ε δ σ λ= σ is known, use estimator 5 β % .
• If no a priori knowledge is available, but the sample third moments are significantly different from zero, use estimator 8 β % . For this estimator to be reliable a sample size of at least 50 is needed.
• If no a priori knowledge is available, but the coefficients of kurtosis are significantly different from zero, use estimator 9 β % . For this estimator to be reliable a sample size of at least 100 is needed.
If a single most appropriate estimate for the slope is obtained, estimates of the variances, the intercept and the mean µ are obtained by using equations (10)* to (14)* inclusive.
• If imprecise prior information is available, and the conditions for the use of one of 8 β % or 9 β % are not satisfied, use the Frisch hyperbola and sensitivity plot to identify a range of possible values for β that accord with the prior knowledge.
• If no a priori knowledge is available, and it is decided to make the ad hoc assumption that β % . This estimator should be used with some care, however. It is unlikely that these conditions will be met in practice, and the estimator is then biased. Alternatively, one might use the orthogonal regression estimator, 6 β % with 1 λ= . This is equivalent to minimising the sums of squares of the orthogonal projections from the data point to the regression line.
Appendices Appendix 1
The moment equations based on the third and fourth moments are slightly more difficult to derive than for the first and second order moment equations. One example illustrates the general approach. 
Appendix 2
Suppose estimators θ % and φ % of parameters θ and φ are calculated from two sample moments u and v. The formulas below can readily be generalised for cases where three or four sample moments are used in the estimator.
f (u,v) 
42
The algebra required to work out the variances and the covariances is quite lengthy.
Nevertheless the resulting formulas are not difficult, and estimates of the parameters needed to estimate these variances and covariances are readily obtained from Sections 4, 5 and 6. 
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