INTRODUCTION
KAERI (Korea Atomic Energy Research Institute) has been operating an integral effect test facility, ATLAS (Advanced Thermal-Hydraulic Test Loop for Accident Simulation), for accident simulations for the OPR1000 (Optimized Power Reactor, 1000MWe) and the APR1400 (Advanced Power Reactor, 1400MWe), which are in operation and under construction, respectively, in Korea [1~4] .
In 2007, the ATLAS was extensively used for a broad range of the integral effect tests on the reflood phase of a large break LOCA (LBLOCA) in order to resolve safety issues of the APR1400 that were raised by a regulatory organization during its licensing process for design certification. The ATLAS was modified afterwards to have a configuration for simulating the direct vessel injection (DVI) line break accidents of the APR1400 at the beginning of 2008. Sensitivity tests for different DVI line break sizes were performed in 2008 [5] . Integral effect databases for four break sizes were established; 5%, 25%, 50%, and 100%. The ATLAS has been used to provide the unique integral effect test data for the 2 (hot legs) 4 (cold legs) reactor coolant system (RCS) with a DVI of the emergency core cooling (ECC) water; this will significantly expand the currently available data bases for the code validation.
Background and Brief History
A Domestic Standard Problem (DSP) exercise using the ATLAS was proposed and discussed at the MARS (Multi-dimensional Analysis of Reactor Safety) user group meeting and the 3 rd Nuclear Safety Analysis Symposium in 2005. The discussion at the symposium (with potential KAERI has been operating an integral effect test facility, ATLAS (Advanced Thermal-Hydraulic Test Loop for Accident Simulation), for accident simulations of advanced PWRs. Regarding integral effect tests, a database for major design basis accidents has been accumulated and a Domestic Standard Problem (DSP) exercise using the ATLAS has been proposed and successfully performed. The ATLAS DSP aims at the effective utilization of an integral effect database obtained from the ATLAS, the establishment of a cooperative framework in the domestic nuclear industry, better understanding of thermal hydraulic phenomena, and an investigation of the potential limitations of the existing best-estimate safety analysis codes. For the first ATLAS DSP exercise (DSP-01), integral effect test data for a 100% DVI line break accident of the APR1400 was selected by considering its technical importance and by incorporating comments from participants. Twelve domestic organizations joined in this DSP-01 exercise. Finally, ten of these organizations submitted their calculation results. This ATLAS DSP-01 exercise progressed as an open calculation; the integral effect test data was delivered to the participants prior to the code calculations. The MARS-KS was favored by most participants but the RELAP5/MOD3.3 code was also used by a few participants. This paper presents all the information of the DSP-01 exercise as well as the comparison results between the calculations and the test data. Lessons learned from the first DSP-01 are presented and recommendations for code users as well as for developers are suggested.
KEYWORDS : ATLAS, Integral Effect Test, DVI, SBLOCA, Thermal-Hydraulic, DSP domestic participants) revealed that the ATLAS DSP would contribute to improving the safety analysis methodology for pressurized water reactors (PWRs). Since then, KAERI has prepared an "ATLAS DSP Research Agreement" document taking into account the potential participants' opinions and dispatched it in 2006. Eventually, fourteen domestic organizations had approved the agreement by April, 2008 .
An ATLAS DSP kick-off meeting was held together with the CAMP/MUG (Code Assessment and Maintenance Program/MARS User Group) meeting in June, 2008 . At that meeting, KAERI presented preliminary test results for a 25% DVI line break of the APR1400 and proposed it as a potential candidate for an ATLAS DSP exercise. Most participants expressed positive opinions that the ATLAS DSP would be beneficial and helpful for the safety analysis research. After the kick-off meeting, a total of four progress meetings were held from June, 2009 to February, 2010. In the first progress meeting, the 100% DVI line break test (SB-DVI-08 test) was selected as the ATLAS DSP-01 exercise because the 100% DVI line break case has more technical importance and is of more phenomenological interest than the 25% DVI line break case. Further details on the progress meetings can be found in reference 6.
The final workshop was held in April, 2010 at KAERI. Ten domestic organizations presented their final calculation results, followed by an in-depth technical discussion on the major outcome of the present DSP-01 exercise. The water levels of the core and the downcomer regions, the ECC bypass rate, the multi-dimensional phenomena in the downcomer, the loop seal clearing phenomena, and the loop flow characteristics were, especially, identified as the crucial phenomena for closer investigation from the viewpoint of code modeling.
Objectives of the ATLAS DSP-01
A best-estimate safety analysis methodology for small break LOCAs including the DVI line break needs to be developed to identify the uncertainties involved in the present safety analysis results, which are based on the conservative evaluation models. Such a best-estimate safety analysis methodology will contribute to defining a more precise specification of a safety margin and thus will provide greater flexibility to regulators and operators as well. However, such an effort has not been realized yet because of the lack of an integral effect test database.
The objectives of the present DSP-01 exercise can be summarized as follows:
· Effective utilization of the integral effect database obtained from the ATLAS. · Establishment of a cooperative framework among the domestic nuclear industries, academic institutes, and research and regulation organizations. · Better understanding of thermal-hydraulic phenomena in the upper annulus downcomer during the DVI injection period of SBLOCAs. · Investigation of the potential limitations of the existing best-estimate safety analysis codes and suggestion of physical phenomena for further code improvements. · Characterization of the user effect of the best-estimate codes.
Organization of the ATLAS DSP-01
The ATLAS DSP-01 was led by KAERI in collaboration with KINS. KAERI was responsible for the general coordination of the DSP-01, which includes supplying the experimental data and information on the ATLAS facility, performing an independent code calculation, integrating calculation results, organizing progress meetings and a final workshop, and preparing a final comparison report. As a joint operating agency, KINS was responsible for providing support to the general coordination of KAERI and performing a code calculation as one of the participants.
Twelve organizations joined the ATLAS DSP-01 program as listed in Table 1 . Each (signed) organization had an obligation to perform an open calculation on a certain due date with the test data provided by the host organization, KAERI. All the participants were also requested to write their analysis results in their assigned section of the comparison report [6] . Unfortunately, two organizations did not manage to finish their calculations due to a shortage of manpower, as shown in Table 1 .
THE ATLAS FACILITY AND TEST DESCRIPTION

Overview of the ATLAS
The ATLAS is a large-scale thermal-hydraulic integral effect test facility for advanced PWRs, APR1400 and OPR1000. It can simulate a wide range of the accident and transient conditions including large-and small-break LOCAs. The information on the ATLAS program, major design characteristics, scoping analyses, commissioning test results, and some major test results can be found in the literature [5,7,8~11] . Fig. 1 shows a flow diagram of the ATLAS facility for the 100% DVI line break test.
Experimental Condition and Procedure of the SB-DVI-08 Test
The 100% DVI line break test of the ATLAS, named the SB-DVI-08, was performed according to the following experimental procedure. Basically, the experimental conditions for the present test were determined by a pretest calculation with a best-estimate thermal hydraulic code, MARS3.1. First of all, a transient calculation was performed for the DVI line break of the prototypic plant, APR1400, to obtain the reference initial and boundary conditions. A best-estimate safety analysis methodology that is now commonly accepted in the nuclear community was applied to the transient calculation of the APR1400. The safety injection system of the APR1400 has four mechanically separated hydraulic trains. They are also electrically separated by two divisions, implying that each emergency diesel generator powers two hydraulic trains. The pre-test calculation was conducted with the assumption that the loss of off-site power occurred simultaneously with the break and the limiting single failure as a loss of a diesel generator resulted in the minimum safety injection to the core.
Furthermore, the safety injection flow to the broken DVI-4 nozzle was not credited. Therefore, the safety injection flow by the safety injection pump (SIP) was injected only through the DVI-2 nozzle opposite the broken DVI-4 nozzle.
As regards the safety injection flow by the four safety injection tanks (SIT), three SITs except for the SIT connected to the broken DVI-4 nozzle were available to provide the safety injection flow into the core. As for the core power, a conservative 1973 ANS decay heat curve Remarks with 1.2 multiplication factor was used in the transient calculation. In the DVI line break, the containment backpressure does not affect the progression of the transient, because a choking condition is maintained throughout the transient. Therefore, the containment back-pressure was not an important control parameter in the present test.
The SB-DVI-08 test was performed at the same pressure as that of the reference plant, APR1400. The temperature distribution along the primary loop was also preserved. The primary inventory was heated with core heaters to its specified steady state condition and was pressurized by a pressurizer until the primary system reached a steady state condition. During the primary heatup process, the secondary system was also heated up to a specified target hot condition by controlling the heat removal rate from the primary system. At a steady state condition, the core power generated by electrical heaters was balanced with the energy removal by the secondary system. The obtained steady state condition was maintained constant to stabilize the system behavior of the ATLAS for more than ten minutes.
After a steady state condition in the whole ATLAS system was maintained for more than ten minutes, the transient test was commenced. The DVI line break test was initiated by opening a quick-opening break valve, OV-BS-03, at the break spool piece. A DVI line break was simulated by installing a break spool piece at one of the DVI nozzles. The configuration of the break spool piece is shown in Fig. 2 . It consists of a quick opening valve, a break nozzle, a case holding the break nozzle, and a few instruments. The break nozzle was installed vertically downward at the discharge line of the DVI nozzle. The quick opening valve was opened within 0.5 seconds by operators when the test was initiated. The break flow was discharged to the containment simulating system.
When the pressurizer pressure reached a specified pressure of 10.72 MPa, the low pressurizer pressure (LPP) signal was automatically generated by embedded control logics. The heaters of the pressurizer and all tracing heaters in the primary system were tripped at the same time as the LPP signal. The reactor coolant pump (RCP) was automatically tripped with a time delay of 0.35 seconds after the LPP signal. The main steam and the main feedwater lines were isolated with a time delay of 0.1 seconds and 7.1 seconds after the LPP signal, respectively. The SIP was actuated by the LPP signal with a time delay of 28.3 seconds.
When the downcomer pressure became lower than the specified pressure of 4.03 MPa, the SIT started to deliver the safety injection flow to the reactor pressure vessel. The detailed sequence of events applied to the present test is summarized in Table 2 . A summary of the initial and the boundary conditions for the present test is also shown in Table 3 . If water level of the SIT is less than a specified set point TF-CO-07-G14, G18, G21, G25 
Break Flow Estimated in the ATLAS DSP-01 Test
Detailed information on the major phenomena observed during the 100% DVI line break test can be found in the literature [5, 11] . In this section, the test results of the break flow are discussed, which is important to the boundary conditions of the participants' calculations.
Regarding the break flow, a hybrid break flow was obtained as reference data. The load cell-based data showed more or less higher values than the RCS inventory-based data, especially in the beginning of the transient. The increasing gradient became smaller after the loop seal was cleared. Taking into account the measurement uncertainties of the two measuring methods, the load cell-based and the RCS inventory-based methods, it has been concluded that the RCS inventory-based measurement is more reliable than the load cell-based measurement in the early blow down period up to 452 seconds. But, this situation is reversed during the remaining test period. Therefore, hybrid break flow data was obtained by connecting the RCS inventory-based data with the load cell-based data at 452 seconds in order to provide reliable data for the break flow. The break flow rate and the accumulated break flow measured in the present SB-DVI-08 test are shown in Figs. 3 and 4.
Uncertainty Evaluation of the Measured Data
For the confidence of the measured data, uncertainty evaluations were performed for the major measurements, e.g. loop flowrate, collapsed water level, differential pressure, static pressure, and temperature. The uncertainty of the measured experimental data was analyzed in accordance with a 95% confidence level. According to the ASME's performance test code [13] , the uncertainty interval of the present results was given by the root-meansquare of a bias contribution and a precision contribution. The bias and precision errors were evaluated from the data acquisition hardware specifications and the calibration results performed once every year, respectively. The estimated uncertainties are summarized in Table 4 and more detailed information can be found in reference 6.
EVALUATION OF PARTICIPANTS' CALCULATIONS
As shown in the Table 1 , the MARS and RELAP5 codes were used for all the calculations. The RELAP5 code is a versatile and robust code based on a one-dimensional two-fluid model for two-phase flows. The COBRA-TF code, which is the base program for the MARS' 3-dimensional solver, employs a three-dimensional, twofluid, three-field models. The MARS code is for a multidimensional and multi-purpose realistic thermal-hydraulic system analysis, in which the COBRA-TF is completely merged into the RELAP5 code.
In this section, the prediction results provided by ten A steady-state input deck provided by KAERI was used by itself or modified according to the participants' needs. Some participants also revised the provided nodalization scheme (Fig.5 ) based on their previous experiences. The initial conditions acquired from their steady-state calculations were compared with the test results. In an overall sense, all the calculated steady-state results were in good agreement with the test data (within an acceptable discrepancy), except for a few minor disagreements by KAIST, KINS, SDD, and SNU. KEPRI performed a sensitivity study on the critical flow models with the options of the Henry-Fauske model, RansomTrapp model, and Moody model. Based on these steadystate results, transient analyses were performed. In most cases the predicted sequence of the major events was consistent with the test data, except for the loop seal clearing and the occurrence of peak cladding temperature (PCT). However, the opening characteristics of the main steam safety valve (MSSV) need to be improved by five participants (KAIST, KEPRI, KINS, SDD, and SNU). The feedwater injection and isolation logics should be checked again by KAIST and SDD, and several initial and boundary conditions of the core power, the safety injection actuation times, and loop seal clearing should be revised by SDD. The predictions of KOPEC, KNF, and KAERI (together with NETEC) showed relatively good agreement with the test data for the first opening time of the MSSVs, the core power with respect to time, and loop seal clearing phenomena. As the break flows were over-predicted in the EN2T and the NETEC calculations, the discharge coefficients at the break valve need to be adjusted for better prediction. As a sensitivity study, KNF modeled the pump suction legs in a more detailed manner to get a better prediction for the pump suction leg liquid level. KOPEC performed sensitivity calculations for the effects of the k-factor in the break line, the discharge coefficient of the break, and the RCP flow rate. KAIST modified the nodalization of the downcomer by using a double nodalization scheme with the top node linked with the bottom node. KAERI modeled the downcomer with 3-D nodalization using the MARS code.
A qualitative prediction performance of the submitted calculations will be discussed focusing on the important thermal-hydraulic parameters that have high relevance to safety in the next chapter. They include a comparison of the pressures, the fluid temperatures, the PCTs, the loop flow rates, the break flow rate, and the water levels. The following are some major findings from the participants and suggestions from the host organization.
1. (KAERI) The calculation showed that in an overall sense the MARS 3.1 code can predict the sequence of events and the major thermal hydraulic parameters of the primary pressure, the secondary pressure, and the injection flow rate with reasonable accuracy. The calculated PCT was 632 K at around 290 seconds due to the reduction of the core water level. Except for the blowdown period, the calculated break flow rate properly agreed with the measured data. 2. (KEPRI) Their calculation overestimated the depressurization rate of the primary system and showed different trends in the prediction of the core heater surface temperature and the bypass flow rates through the hot leg to the downcomer. 3. (KINS) Their calculation result showed a reasonable prediction of the primary system behavior. However, the PCT and the active core level showed quite different trends compared to the measured data. 4. (KOPEC) The general trend of the calculation result was in good agreement with that of the test, but some disagreements, such as the large oscillation of safety injection flow rate and the high secondary system pressure were observed. Several sensitivity studies were carried out by KOPEC. The following is a summary of the sensitivity studies by KOPEC.
A. The k-factor in the break line affected the friction in the break line. As the k-factor increased, the break flow rate decreased. The less break flow is predicted, the less PCT is. When the k-factor was greater than 1.0, no significant difference was observed. B. The discharge coefficient at the break also affected the break flow rate. Low discharge coefficient resulted in a decrease in the break flow rate, thus causing a low PCT. The discharge coefficient of 1.0 was used in the base case since it simulated the test data best. C. Initial pump speed affected the loop seal clearing time. As the initial pump speed at a steady-state condition decreased, the loop seal clearing was delayed and thus PCT was increased. D. The pump coast-down affected the loop seal clearing and the PCT. When the pumps were kept on, the loop seal clearing was delayed, but the PCT did not increase due to the forced circulation. The coastdown of the RCP was assumed in the base case simulation. E. The area change option at the break orifice affected the break flow rate. The smooth area change option resulted in more break flow and a higher PCT. The abrupt area change option fitted the test data better than the smooth area change option. F. The effect of the choking option at the break line was similar to the effect of the area change option. The choking option resulted in a lesser break flow rate and a lower PCT. Since the critical flow was observed at the break orifice, the choking option should be applied to the break line. G. The Trapp-Ransom critical flow model showed a delayed trend and a higher PCT than the HenryFauske model due to the smaller discharge flow during the blowdown. The Henry-Fauske model fitted the test data better than did the Trapp-Ransom model.
H. Unlike the Henry-Fauske model, the effect of the area change option in the Trapp-Ransom model was small. 5. (KNF) The steady-state core bypass flows could not be obtained when six-channel downcomer modeling was used, but appropriate core bypass flows were obtained when a simpler, two-channel downcomer modeling was used. The code was able to predict (relatively well) the overall system behavior if the break flow was adjusted based on the system pressure. The code could not predict the behavior of the core collapsed liquid level before around 300 seconds and the significant over-prediction of the hot leg flows was thought to be the main reason for the over prediction.
To improve the prediction for the hot leg flows, it might be necessary to investigate the input deck again focusing on the appropriateness of the flow resistances of each flow path. The code was not able to predict the behavior of the core collapsed liquid level after around 300 seconds mainly because the code had a tendency to predict the loop seal clearing with a large delay. As the core collapsed level was not predicted properly, the code over-predicted heater rod surface temperatures significantly. Even with a more detailed modeling of the pump suction legs, the complete and sudden loop seal clearing could not be predicted correctly. To see if a special model is necessary to take into account the higher mixing of safety injection water with steam in the downcomer, a calculation with arbitrarily increased interfacial heat transfer coefficients was conducted. For this calculation, the code was slightly modified to have 1,000 times larger interfacial heat transfer coefficients (HTCs) in the downcomer from the time of safety injection pump operation. However, such a modification was unable to improve the code predictions significantly. In other words, it was revealed that a special component to consider the high mixing of safety injection water with steam in the reactor vessel downcomer is not essential, at least not for the analysis of a DVI line break. 6. (NETEC) Overall, the prediction by the RELAP5 code was in reasonable agreement with the test data, even though a slight disagreement existed in the break flow prediction. Initial analysis results, especially, showed that the break flow predicted by the RELAP code was considerably different from the test data. Although they adjusted the break flow by improving the discharge coefficient adequately, the calculation results still presented a disagreement for the break flow. 7. (SNU) The calculation by the MARS code predicted the test data with reasonable accuracy. However, the calculated PCT showed different trends compared with the test data. The deviation was due to the timing and the period of the core uncovery. The core water level was affected by the downcomer water level and the differential pressure between the core and the downcomer. Because the balance of the phenomena in the core and the downcomer was not predicted properly with the MARS code, the water level and the PCT showed different trends. Computational CPU times up to 1000 seconds were compared with each other (refer to Figure A -87 in the reference 6). Among the calculations, the KEPRI's, KINS's, and SDD's results showed a much longer CPU time than the others. This difference seemed to be attributable to modeling differences, especially in the break system as well as in the ECC injection system. Usually, experienced users have a capability to optimize their computational time by applying efficient modeling to specific components. The time step up to a specified transient time varied from around 1E-4 to 0.05 seconds depending on calculations (refer to Figures A-88 through A-90 in the reference 6).
COMPARISON OF CODE CALCULATIONS
Comparison of Initial and Boundary Conditions
The initial and the boundary conditions used by all the participants are listed in Table 5 . Key parameters among the requested parameters were selected and compared with the data in order to check whether the calculations were performed in a manner consistent with that of the actual test conditions.
In general, most participants appropriately simulated the initial conditions of the test. Some participants, however, did not manage to achieve the same initial condition of the data for a certain parameter. For instance, KAIST did not properly simulate the feedwater flow rate. KINS calculated extremely higher containment pressure than the data. SDD and SNU could not initialize the initial conditions of the SIT appropriately. Table 6 shows the sequence of events calculated by the participants and comparisons with the data. Most participants assumed that the break was initiated at 0.0 second but a few participants used a similar break initiation time around 199 seconds into the test. In order to summarize the sequence of events in calculations and to compare them with the data, the submitted calculation times and test times were adjusted for the break time to be 0.0 second. The MSSV opening characteristics were modeled by only four participants out of the ten participants. The other five participants need to improve their calculations by considering the actual MSSV characteristics. With regard to the first opening time of the MSSVs, there were some discrepancies with the data. KOPEC's predictions were outstanding in terms of their accuracy.
Sequence of Events
The LPP trip times, in general, were accurately predicted by all calculations. The RCP trip time has no special importance for the current transient because the RCP was operated in a free running condition from the beginning of the present test. The initial condition of the test was achieved in a natural circulation mode. Therefore, the RCP trip time of 25 seconds in the test did not effect any change in the RCS flow rate. All participants are advised to check whether their calculations were based on the actual test condition.
The main steam isolation valve (MSIV) closure times could not be obtained from the submitted calculations due to the limited parameters requested. In the SB-DVI-08 test, the MSIV was closed with a delay of 0.1 seconds after the LPP. All participants are advised to check the actuation of the MSIV in their calculations. The main feedwater was also isolated with a delay of seven seconds after the LPP in the test. Most calculations correctly simulated the isolation of the main feedwater in connection with the LPP signal, but the main feedwater isolation was not actuated in SDD's calculation. They need to check the trip variables in their calculations. KAIST did not simulate the feedwater injection during their entire calculation period.
The core power with respect to time was provided to all participants as a boundary condition. However, the calculated core powers were not consistent with the data in most calculations. Only KAERI's predictions were outstanding in terms of their accuracy. KOPEC did not submit the core power calculation data and there was serious error in modeling the core power in SDD's calculation. The actuation times of the SIP and the SITs depend on the depressurization rate of the primary system, so the actuation times showed a difference from the calculation results.
Loop seal clearing is an important phenomenon of the present test since its timing significantly influences the core mixture level and the PCT. In the test, the loop seals of all the intermediate legs were cleared with some time differences. KOPEC's and NETEC's predictions showed a relatively good agreement with the test data even though they showed a slight time deviation in the occurrence time. In SDD's calculation, not one intermediate leg was cleared.
Transient Results
The transient calculation results were qualitatively compared with the measured data. All the compared figures are included in Appendix-A of the comparison report [6] . In this section, a qualitative prediction performance of the submitted calculations is described, focusing on the important thermal-hydraulic parameters that have high relevance to the safety.
In the SB-DVI-08 test, the primary system pressure rapidly dropped to about 8.2 MPa from its initial pressure of 15.5 MPa at the break. The decreasing rate of the primary system pressure became small at around 50 seconds after the break. No obvious plateau region of the primary system pressure was observed, implying that the effects of the loop seal on the primary system pressure were not so significant in the present test. Most calculations properly predicted the initial pressure drop behavior after the break. KEPRI's calculation, however, overestimated the depressurization rate of the primary system pressure and SDD's prediction presented the overestimated depressurization rate and the fluctuations of the primary system pressure.
In the present SB-DVI-08 test, due to the main feedwater isolation subsequent to the reactor trip, the secondary pressure started to increase up to the MSSV set-point, 8.1 MPa. Three MSSVs were installed parallel to each steam line. In the test, OV-MSSV1-03 at the SG-1 line and OV-MSSV2-03 at the SG-2 line were opened, once at 215 seconds and twice at 215 and 242 seconds, respectively. The other two MSSV banks were not actuated. The increase in the secondary pressure was depressed only by the opening of one bank of the MSSVs. In general, the prediction performances of the secondary system pressure by the participant's calculations were unsatisfactory (contrary to the primary system pressure prediction). Only four participants, KAERI, KNF, KOPEC, and NETEC predicted the opening of the MSSV. The other six participants need to improve their calculations by considering the actual MSSV characteristics. With regard to the first opening time of the MSSVs, KOPEC's predictions were outstanding. KAERI's and NETEC's calculations predicted the opening of the MSSV once. On the other hand, KNF's and KOPEC's calculations predicted the opening of the MSSV five times and six times, respectively. Since the MSSV was not pertinently simulated in most calculations, the secondary system pressure maintained a relatively higher value compared to the test data.
Pressure Comparison
In the SB-DVI-08 test, the containment pressure increased up to 0.24 MPa from its initial pressure of 0.1 MPa at the break. As for the prediction performance of the containment pressure, the calculations performed by SNU, NETEC, KAIST, KNF, and KOPEC showed relatively excellent simulations. The other calculations did not show any variations of the containment pressure during the whole test period. They seemed to use a constant containment back-pressure in their calculations. KINS calculated the pressure of the containment as extremely high. They set the initial pressure of the containment at 15.56 MPa, similar to the primary system pressure.
Fluid Temperature Comparison
The core inlet and exit temperatures were requested as important fluid temperatures. Until the time of 100 seconds from the break, when the second depressurization started, most calculations showed reasonable predictions of the core inlet and exit temperatures, as shown in Figs. 6 and 7. After this initial period, the predictions showed a wide range of variation, and the deviation from the test data increased with time. On the whole, the largest discrepancy was observed in SDD's calculation, which underestimated the fluid temperatures initially and showed a highly fluctuating behavior, especially after about 300 seconds. In general, the core temperatures were underestimated by EN2T and KEPRI, and overestimated by the other participants. As for the prediction of the core fluid temperatures, KINS's calculations showed outstanding accuracy.
Each calculated hot leg fluid temperature showed the same trend as the core outlet temperature. In general, the hot leg fluid temperatures were underestimated by EN2T and KEPRI, and overestimated by the other participants. The measured cold leg temperatures showed asymmetrically different behavior depending on the loop. A sudden increase in the water temperature indicated that the water in the cold legs 1B, 2A, and 2B was emptied by steam flow. This cold leg fluid temperature behavior was not simulated in any calculation. The best prediction of the hot leg and the cold leg temperatures was obtained in KINS's calculation.
The steam dome temperatures were predicted in the range of a 10 K deviation in most calculations. During the initial period up to 200 seconds, an underestimation of the steam dome temperatures was prevailing and thereafter they were overestimated in most calculations. The SIT fluid temperatures were relatively well simulated for most calculations within +/-3.0 K, except for SDD's calculation. The initial fluid temperatures of the SIT were assumed to be quite high in SDD's prediction and they presented abnormal behavior with high fluctuations. As for the fluid temperature of SIP-2, it experienced a small fluctuation at the initial injection period in the SB-DVI-08 test. SNU's calculation showed the best prediction performance for the SIP fluid temperature. The other calculations except for SDD's calculation presented constant fluid temperatures with a reasonable accuracy.
PCT Comparison
The core heater surface temperatures (represented by the wall temperature in the active core regions) were compared with the test data and the calculations. The active core region was instrumented at twelve elevations from the core inlet to the core outlet to measure the core heater temperatures. In this section, the core wall temperatures were compared with respect to three representative regions along the core, e.g. region 2, region 7, and region 12.
In the lower region (region 2), most calculations showed quite good predictions, but SDD's calculations presented a constant temperature of about 600 K during the whole test period. They showed the same temperature behavior of the core heater surface in all the core regions. They need to check their input model precisely for the heat structure and the heat transfer in the core regions. KEPRI's calculation consistently underestimated the wall temperature after a time of 100 seconds. In the later period (from the time of 800 seconds), most calculations, except for KEPRI's prediction, slightly overestimated the wall temperature.
In the middle region (region 7), five calculations performed by EN2T, KEPRI, KINS, KNF, and KOPEC showed one or multiple PCTs around 90 ~ 600 seconds and the other calculations did not present the excursion of the core wall temperatures. KOPEC's calculation showed multiple peaks of the core wall temperatures. In KEPRI's calculation, the heat-up of the core was maintained for a long period of about 400 seconds. In terms of the magnitude and timing of the PCT, EN2T's calculation showed an outstanding prediction performance in the middle region of the core.
In the higher region (region 12), most calculations, except for NETEC's prediction, showed PCTs around 110 700 seconds, as shown in Fig. 8 . In this region, most of the PCTs showed quite long quenching times. The best prediction of the core wall temperatures for this region was obtained in NETEC's calculation.
Loop Flow and Break Flow Comparison
In the SB-DVI-08 test, the bypass flow rates were simulated to preserve the bypass behavior of the APR1400 as realistically as possible. The bypass flow rates were controlled to provide the scaled values through the bypass and FCV-RV-96 between the downcomer and the hot legs were opened by 81% and 97%, respectively, to provide the required flow rate of 0.71 kg/s each. Therefore, the flow rates through the upper head to the downcomer and the hot leg to the downcomer bypass lines are estimated to be 0.5 and 1.42 kg/s, respectively. All the predictions underestimated the bypass flow rates through the upper head to the downcomer bypass lines. The calculations performed by EN2T, KNF, KOPEC, NETEC, SDD, and SNU presented the opposite flow direction to that in the test data. KAIST's calculation predicted a zero bypass flow rate and KINS's calculation showed fluctuations in the flow direction. Only KAERI's calculation predicted the same flow direction as that in the test data. Most predictions underestimated the bypass flow rates through the hot leg to the downcomer bypass lines, except KEPRI's prediction. Only KAIST's calculation reproduced the same flow direction as that in the test data. KEPRI's calculation, in particular, presented the highly oscillated bypass flow rate through the hot leg to the downcomer.
In the present SB-DVI-08 test, the flow rates in the two hot legs and four cold legs were measured by using BiFlow flow meters. All the predictions estimated the test data correctly in an overall sense. However, most predictions showed fluctuations during the latter period for hot legs 1 and 2, and the predictions were higher than the test data during the initial period for cold legs 2A and 2B.
The flow rates through the main feedwater lines were measured by using Coriolis flow meters. All the calculations predicted the test data correctly in an overall sense. KAIST and SDD, however, did not properly simulate the feedwater flow rate. In SDD's calculation, the feedwater flow rate maintained the initial value without the actuation of the main feedwater isolation valve. The feedwater flow was not supplied during the whole test period in KAIST's calculation.
The flow rates from three SITs and one SIP were also measured by using the Coriolis flow meters. Most calculations overestimated the flow rates from the three SITs. In particular, SDD's calculation presented a highly oscillating flow rate and an earlier injection of the SIT compared with the test data. In NETEC's calculation, only the SIT-1 was actuated. All the calculations slightly overestimated the flow rate from the one SIP and SDD's calculation showed remarkable fluctuations of the flow rate.
In the SB-DVI-08 test, the total break flow rate was calculated by using the measured data of QV-CS-03, LC-CS-01 and LC-CS-02. Most calculations, except for SDD's prediction, predicted the test data correctly in an overall sense, as shown in Fig. 9 . In the present test, the accumulated water mass for break flow was measured by two load cells. SDD's calculation presented a zero accumulated mass of break flow for the whole test period. KAERI's and KEPRI's calculations relatively overestimated and underestimated the accumulated mass of break flow, respectively.
Water Level Comparison
In the SB-DVI-08 test, the collapsed water level of the downcomer experienced a sudden drop with the opening of the break valve. This water level was maintained until just before the loop seal clearing. It significantly decreased afterwards until the SIT injection started. With the actuation of the SIT injection, the collapsed water level slowly increased again. This general trend could be observed in all the calculations, as shown in Fig. 10 . However, the occurrence time of the loop seal clearing and the decreasing rate of the water levels were different depending on the participant. Except for EN2T's and NETEC's calculations, the collapsed water levels of the downcomer were underestimated during the later period after the SIT injection.
With regard to the core water level, temporary core level depression was observed in the present test when the loop seal clearing occurred. After that, the core water level was maintained at a constant level during the remaining test period. In general, most calculations showed very fluctuating results and no calculations predicted the data correctly with a satisfactory accuracy, as shown in Fig. 11 . Among the calculations, EN2T's calculation predicted the initial core level depression with an outstanding accuracy and KAERI's calculation predicted the core water level during the latter period (after 300 seconds) with a reasonable accuracy.
The water in the vertical intermediate leg-1A and -1B was cleared and the first loop seal clearing occurred at 88 seconds after the break in the present test; then, the other two loop seals of leg-2A and -2B were cleared at 109 seconds. KOPEC's and NETEC's predictions showed a relatively good agreement with the test data even though they showed a slight deviation in the occurrence time. In SDD's calculation, none of the intermediate legs was cleared. In the predictions of EN2T, KAIST, KEPRI, KINS, and KNF, loop seals were cleared only in the three intermediate legs. The collapsed water levels in the intermediate legs were closely related to the loop seal clearing phenomena and also the collapsed water level behavior of the core and the downcomer.
The collapsed water levels in the U-tube region were relatively well predicted in most calculations except for KINS's calculation. In KINS's prediction, the collapsed water levels in the U-tube did not vary during the whole test period. In general, the water levels of the downward section decreased more rapidly than those of the upward section both in the test and in the calculations.
ACCURACY QUANTIFICATION
FFTBM Methodology
Qualitative comparison of the submitted calculation results against the measured data was described in the previous section of this paper. And in order to determine a clearer quantification of the prediction performance, a methodology proposed by F. D'Auria at the University of Pisa (DCMN), FFTBM (Fast Fourier Transform Based Method) [15~18] was applied to the present DSP-01 exercise. FFTBM is an integral method using the Fast Fourier Transform (FFT) in order to represent the code discrepancies in the frequency domain. This method has been successfully applied to past International Standard Problems (ISPs) or Standard Problem Exercises (SPEs) organized by CSNI or IAEA in order to quantify the prediction accuracy of the codes used in the program [19] . A good review can be found in the literature [20] .
Application to the DSP-01 Exercise
A combination of the average amplitude (AA) and weighted frequency (WF) are used as a Figure Of Merit (FOM) to characterize the accuracy of a given calculation. In order to apply the FFTBM to the present DSP-01 exercise, a few parameters, which affect AA and WF, should be decided on: the number of variables to characterize the scenario (Nvar), the analysis time frame ( Td), the number of points (N), the cut-off frequency (fcut ), and the weighting factors for overall accuracy quantification (wf)
Selection of Parameters and Weighting Factors
A total of 86 thermal-hydraulic parameters were requested in the DSP-01. Usually, the full FFTBM method requires 20-25 parameters selected to represent the relevant thermal-hydraulic aspects. By personal communication with D'Auria's group, 22 parameters have been selected to characterize all the relevant phenomena that were measured during the test, as shown in Table 7 . Similar parameters that would affect the analysis results and the parameters that have great measurement uncertainties have been avoided in this selection process.
The weighting factors were used to consider the different importance from the viewpoint of the safety analysis and to determine the overall accuracy of the calculation, i.e., the total average amplitude (AAtot). In the present analysis, the weighting factors used in Table  1 of the reference 20 were adopted. The weighting factors used in the present analysis are listed in Table 7 .
Cut-Off Frequency Selection
The cut-off frequency means the highest frequency to which the average amplitude (AA) and weighted frequency (WF) are calculated in the FFTBM. The AA and WF depend on the cut-off frequency. High frequency errors are more acceptable than errors caused by low frequency components. Thus, a sensitivity study of the impact of the cut-off frequency on AA and WF was carried out. It was found that a frequency higher than 1.0 Hz had no significant impact on the AA and WF. Consequently, 1.0 Hz was taken as the cut-off frequency for all the selected parameters in the present analysis.
Selection of Time Interval and Amount of Data
The amount of data (N) should be a power with a base equal to 2 to perform FFT calculations. The selection of the amount of data also depends on the time interval of the calculation. A minimum calculation time of 1000 seconds was required in the present DSP-01 exercise because the most important phenomena took place within 1000 seconds. The amount of data needs to be large enough to include a high frequency effect on the final AAtot but does not need to be so large as to include frequencies higher than the cut-off frequency. So, the amount of data was determined by taking the time of the interval into account.
As for the time of interval for the present analysis, the transient behavior of the DVI line break scenario should be identified from a viewpoint of phenomenology. According to the PIRT (Phenomena Identification Ranking Table) performed for the DVI line break, the transient behavior can be categorized into four phases: pre-trip phase, posttrip phase, refill phase, and long term cooling phase [21] .
Based on the PIRT results and observed phenomena in the SB-DVI-08 test, three time intervals were selected to perform the FFTBM, as shown in Table 8 . The time of 24 seconds was selected as the first time of interval relevant to the pre-trip phase. This time frame focuses on the prediction accuracy comparison during the initial blowdown period at a constant power condition. Despite a very short time of 24 seconds, we sampled 512 bits of data for the FFT calculation according to a suggestion in the literature [20] , resulting in a maximum frequency up to 10.66 Hz. The sampling process was done by a linear interpolation of the calculation data and of the test data.
The second interval was selected as the time up to which the SITs were actuated. In this time frame, all the important thermal-hydraulic phenomena are expected to occur, including the interaction of the break flow with the ECC flow by SIP. Also, the loop seal clearing was expected to happen. A total of 1024 bits of data in the second interval were sampled by a linear interpolation of the calculation data and the test.
The third interval was selected to cover the entire phenomena relevant to the DVI line break scenario. The most meaningful phenomena took place in less than 1000 seconds even though the test was carried out up to 4054 seconds. So, a period of 1000 seconds was selected as the third time frame for the present FFTBM assessment. This period corresponds to the refill and long term cooling phase defined in the PIRT activity. In this third interval, a total of 4096 bits of data were sampled by the same interpolation method that was used in the previous interval.
Accuracy Evaluation Results for DSP-01 Exercise
For each participant, three cases with different time frames were calculated. In the first time frame between 0.0 second to 24 seconds, three parameters relevant to the SIP and SIT were excluded in the FFTBM calculation because the SIP and SIT were not available during this period. In the second time frame between 0.0 second to 230 seconds, two parameters relevant to the SIT were excluded because the SIT was not activated in this interval. In the entire time frame calculation, the 22 selected parameters were used to calculate the final AAtot. A summary of the FFTBM evaluation results can be seen in Table 9 . The participants who submitted their calculations are designated as A1 through A5 and B1 through B5 in the divided group. In this section, all the participants are described anonymously.
In the literature, the accuracy of a given calculation is characterized by the following criteria [19] : AAtot = 0.3 : very good prediction 0.3 < AAtot < 0.5 : good prediction 0.5 < AAtot < 0.7
: poor prediction AAtot > 0. 7 : very poor prediction In the first time frame, most calculations resulted in very good prediction of the data except for B5's calculations. The obtained AAtot were significantly lower than the acceptable criterion ranging between 0.1 and 0.16. Overall, the best prediction was obtained in the calculation by A1 (AAtot=0.129). A4's and B3's calculations, respectively, were excluded in the overall assessment because core power and hot leg flow rates were not submitted. If we looked at the detailed results for each parameter, a major discrepancy could be seen to originate from the incorrect prediction of the hot leg flow rates, especially in hot leg 2. The total break flow rate was also a major source of disagreement. The collapsed water levels in the downcomer were excellently reproduced in most calculations. But, most AAtot values for the active core region showed relatively higher values, by at least an order of magnitude.
In the second time frame, the effect of the SIP injection flow was added to the first time frame. But, the impact of the SIT on the prediction accuracy was still excluded. The most significant thermal-hydraulic phenomena occurred in this time frame. Like the first time frame results, most calculations showed good predictions in this time period. Just like in the first time frame, most disagreements originated from the hot leg flow rates and the break flow. Even though the total break flow rates were predicted with poor accuracy in most calculations, the accumulated break flow rates were fairly well predicted. Most participants seemed to do their best to obtain an accumulated break flow rate consistent with the test data. At this moment, it is very difficult to reach the conclusion that they failed to reproduce the consistent break flow rate because the test data itself also included some uncertainty in measuring the break flow rate. In this time frame, disagreements about the collapsed water levels of the vertical intermediate legs become remarkable. In the SB-DVI-08 test, four loop seals were rapidly cleared almost simultaneously, but most calculations showed a smooth clearing. This disagreement was the major cause for higher AAtot values. As for the prediction of PCT, the PCT at region 2 was reasonably predicted in most calculations. But, the PCTs at regions 7 and 12 were poorly predicted (refer to Fig. 8 for region  12) . Unlike the actual test results, many calculations predicted an increase in the PCT up to about 800 K.
The third time frame includes the most meaningful transient phenomena in the present test. Compared with the previous second time frame, the influence of the SIT injection on the transient behavior was taken into account in this time frame. AAtot values for the active SIT-01 flow rate show values much higher than 1.0 except for B2's calculation. B2's prediction of the SIT-01 flow rate (AAtot=0.313) was outstanding among the other calculations. In the present test, the measured SIT flow rate showed an oscillating behavior. The ECC water by the SIT was very low because the pressure difference between the SIT and the upper downcomer, which is a driving force to inject the ECC water into the core, was not so high. Thus, this oscillation is thought to be attributable to condensation of the vapor in the downcomer region, which is due to injected cold water. Most calculations modeled the SIT flow rate with the same empirical relationship between the downcomer pressure and the SIT flow rate to that used in the test. However, this modeling seems not to take account of the condensation-induced oscillation phenomena in the downcomer. In conclusion, the prediction capability of the SIT flow rates was very poor in most calculations.
The FFTBM results applied to the DSP-01 are summarized in Table 9 and Fig. 12 . Overall, most calculations showed very good prediction results except for one calculation. This FFTBM is based on several assumptions: selection of variables, selection of time frame of interest, weighting factors, and cut-off frequency. These assumptions are rather more subjective than objective so that the ranking among the calculations may be changed if different assumptions are used. Therefore, the rankings in Table 9 and Fig. 12 do not mean a definite superiority of one calculation over the other calculations. However, when the present assumptions are used, the best and the worst calculations were provided by participants B3 and B5, respectively. By comparing with the qualitative comparison 
MAJOR FINDINGS AND LESSONS LEARNED FROM THE DSP-01 EXERCISE
In the course of the ATLAS DSP-01, intensive technical discussions on the predictions in discord with the data were made in order to segregate code deficiencies from user effects [22, 23] . By analyzing the calculation spectrum and integrating common disagreements, the following major findings and lessons were learned.
Water Level Prediction in the Core and the Downcomer
Many participants agreed that the test results showed multi-dimensional effects in the core and reactor pressure vessel. For the RELAP code, the current version (MOD 3.3) predicted water levels quite well relative to the previous version (MOD 3.2), which had a tendency of overprediction. So the RELAP MOD 3.3 should be intensively referred to in further investigations for further DSP assessment. From the discussions of the downcomer boiling effect for the prediction of the downcomer water level, its effectiveness should be further evaluated in the 100% DVI line break scenario. For a more practical approach, an interfacial drag option was recommended for a better prediction of the downcomer water level.
Loop Seal Clearing Phenomena
The loop seal clearing phenomena is very important for the behavior of water levels in the core and the downcomer. Comparisons between the test data and the calculations showed that there were quite a few discrepancies in loop seal clearing occurrence time and sequence. And there were also many discrepancies between the calculations; the reason for such different predictions was discussed and thought mainly to be due to the short period of the pressure plateau. In the case of the design code, a better prediction of the loop seal clearing would be achieved by adjusting the bubble rise velocity or the slip ratio; the effect of the downcomer bypasses to the hot legs and/or the upper head should be further investigated.
ECC Bypass
In the DVI line break scenario, the ECC bypass in the downcomer region is not considered to be important with respect to the case of the LBLOCA scenarios. In fact, there was no measured data for the ECC bypass, and, therefore, it was not possible to compare the test with the calculations.
Sensitivity Studies
Many participants conducted sensitivity studies for the steady-state and transient behavior. For the steady-state behavior, the primary fluid temperatures were adjusted by modification of the downcomer bypass flowrate (KEPRI) or speed control of the RCPs (KOPEC).
For transient behavior, many more sensitivity studies were conducted. The break flow behavior according to the variations of discharge coefficient in the critical flow models (KEPRI, KOPEC and EN2T) and the K-factor in break line (KOPEC) were investigated. The downcomer modeling with multi-D component of the MARS was investigated (KAERI), but the result was nearly the same as the base case. Many more sub-volumes for the crossover leg and the level tracking model for those sub-volumes were adopted; the results showed a partially improved prediction for the loop seal clearing (KNF). With a higher interfacial heat transfer coefficient in the downcomer from the time of the pump safety injection, no significant improvement in the loop seal clearing prediction was observed (KNF). The initial PCT at loop seal clearing could be captured by implementing the CCFL model for the fuel alignment plate (EN2T).
User Effect
In the DSP-01 assessment, there must be user effects on the calculations. But such a user effect was not evaluated in these DSP-01 calculations. It is recommended that such an effect should be considered in the DSP-02 assessment.
CONCLUSIONS
The present ATLAS DSP-01 exercise was the firstever domestic cooperative activity in which many nuclear institutions in the academic, industrial and research fields made a unified code assessment effort under a tie-up environment. It gave an opportunity for the participants to utilize the ATLAS integral effect data for their purposes and to share their individual code experiences. Ten calculations were finally performed and two best-estimate safety analysis codes were used: MARS-KS and RELAP5/ MOD3.3 series.
Most calculations qualitatively succeeded in reproducing typical transient behavior during a DVI line break accident, including the primary pressure depressurization, the primary pressure plateau, the MSSV opening, the loop seal clearing, the core water level depression, and the break flow. However, there was much quantitative disagreement in predicting the PCT excursion, the degree of water level depression and the timing of the loop seal clearing. It was concluded that more attention was necessary for the water level predictions in the core and downcomer to achieve greater agreement. The multi-dimensional aspect (observed in the reactor pressure vessel) was also suspected to be the causes of this disagreement. The downcomer boiling, in particular, seemed notto have been neglected in the 100% DVI line break accident and needs further investigation.
The prediction of the loop seal clearing was unsatisfactory. A clear and sudden occurrence of loop seal clearing was not well predicted by most calculations. The bubble rise velocity and the core bypass flow would affect this disagreement. The predicted break flow rates showed a relatively narrower scattering around the data than expected. This was because most users adjusted their break modeling based on the data.
In addition, significant user effects were observed. Calculations by less experienced users overshadowed an objective assessment of models and correlations of the codes. Nonetheless, the code deficiencies and the user effects could be segregated by the great contribution of experienced users.
A quantification of the code accuracy (based on the FFTBM) was performed with the submitted calculations. By comparing them with the qualitative comparison analysis for the submitted calculations, the present FFTBM application results showed very good consistency with these calculations; it was found that the FFTMB will be a promising and powerful automated code assessment program (ACAP).
Based on the successful and fruitful operation of the ATLAS DSP-01 exercise, the second DSP (DSP-02) program was launched focusing on a cold leg SBLOCA in the middle of 2010. As for the more productive DSP-02 program, more intensive efforts on assessments regarding the technical issues derived from the DSP-01 exercise will be pursued by the operating agency and participants. 
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