In this paper we consider a system which can be modeled by (undamped) wave equation in a bounded domain. We assume that the system is fixed at one end and is controlled by a boundary controller at the other end. We also considered two damped versions of this system, both parametrized by a nonnegative damping constant. We study two poblems for these models, namely the stabilization by means of a boundary controller, and the stability robustness of the closed-loop system against small time delays in the feedback loop. We propose a class of finite dimensional dynamic boundary controllers to solve these problems. One basic feature of these controllers is that the corresponding controller transfer functions are required to be strictly positive real functions. We show that these controllers stabilize both damped and undamped models and solve the stability robustness problem for the damped models. It is also shown that while strict positive realness of the controller transfer functions is important for closed-loop stability, the strict properness is important for the stability robustness against small time delays in the feedback loop.
Introduction
In recent years boundary control of flexible systems has been a very active area of research. Most of the research in this area is concentrated on the problem of control and stabilization of conservative linear flexible systems, (e.g. strings or beams without damping). Such systems have infinitely many eigenvalues on the imaginary axis and can be stabilized by using simple boundary feedback laws. For example, consider the following simple wave equation : w t t = w z r ,
O < z < l , t > o ,
(1) w(0,t) = 0 , "Z(1,t) = 44 , Y(t) = wt(1,t) , (2) where v ( t ) is the boundary control input, y ( t ) is the measured output. The equations (1) and (2) may model a lot of physical systems, such as strings, cables, torsional motion of beams, etc. For simplicity and without loss of generality some constants are chosen to be unity. The equation (2) then is the balance of the internal force w z ( l , t ) with the applied boundary control input v ( t ) . To control the system given by (1)- (2) , one may propose the following simple controller
where U is the controller input. It is well known that if the following simple feedback law is applied 44 = -Y(t) 7 
(4)
then the closed loop system given by (1)-(4) becomes e z pnentzafly stable, see e.g [2] .
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Although the controller given by (3) is quite simple, one of its drawbacks is that the system given by (1)-(4) is not robustly stable with respect t o small time delays in the feedback loop. That is if the feedback law (4) is replaced by u ( t ) = -y(t -h) , (5) where h > 0, then the system given by (1)-(3) and (5) becomes unstable for arbitrary small values of h > 0, see e.g.
[4]. This is quite important from a practical point of view since small time delays inevitably occur in any practical applications. Moreover for k > 1 the situation is even worse in the sense that for any R > 0, the system (1)-(3) and (5) has an eigenvalue X satisfying Re{X} > R provided that the delay h > 0 is sufficiently small, see [5] .
In this paper we consider the undamped wave equation given by (1) and (2), together with two different damped version of it. To stabilize these systems we propose a dynamic boundary control law. Following [6], we try to answer the following questions :
i : Does the proposed control law stabilize the conservative model and improve the stability of the damped models ii : Does the proposed control law robustly stabilize the damped models against small time delays in the feedback
In the following section we propose a class of dynamic boundary controllers to solve these problems. One basic feature of these controllers is that their transfer functions are required to be strictly positive real functions. This class contain controllers which have strictly proper transfer functions, and this is important from a practical realization of such controllers. Moreover, for such controllers the openloop transfer function of the system may become strictly proper, which is important for the well-posedness of such systems from a control point of view, see [7] . This paper is organized as follows. In section 2, we give two examples of the damped version of the undamped wave equation given above and propose a class of dynamic controllers to solve the problems stated above, in section 3 we give stability results (i.e. answer to the problem i ), and in section 4 we give robustness results (i.e. answer to the problem ii ). Finally we give some concluding remarks. loop ?
Damped Models
We first consider the following damped wave equation :
where a 2 0 is a damping constant, v ( t ) is the boundary control input and y ( t ) is the measured output.
The system given by (6)- ( 7) is first introduced in [4], and later investigated in [l] , [lo] and [6] . For a = 0, the system given by (6), (7) reduces to the system given by ( l ) , (2) . It is known that the controller given by (3) and the feedback law given by (4) exponentially stabilizes the system (6), (7), see [4] . The stability of (6), (7) with the feedback law (5) depends on k and a . It is known that if then the closed loop system (5)- (7) is unstable for arbitrary small time delays h > 0. On the other hand if
then there exists an ho > 0 such that for any h, 0 5 h 5 ho, the system (5)- (7) 
where a 2 0 s a damping constant, a is either 0 or 1. This type of damping is not unnatural, (see [9] ), and is similar to Kelvin-Voight damping for the Euler-Bernoulli beam. The system (IO), ( I l ) , with a = 0, is first introduced and investigated in [6] . It can be shown that with the controller given by (3) and the feedback law given by (4) the closed loop is exponentially stable, (see Theorem 2 in section 3). However, it was shown in [6] by direct eigenvalue calculations that the closed loop system becomes unstable for arbitrary time delays h > 0 when (4) is replaced by ( 5 ) . Moreover, it was shown in [6] that in this case for any R > 0 and ho > 0, there exists an h > 0 such that 0 < h < ho and an eigenvalue X of ( l o ) , (11) and ( 5 ) satisfying Re{X} > R . In section 4 we will show that this instability could be predicted by considering the open loop transfer function and could be eliminated by choosing a = 1, (see Corollary 2 in section 4). We note that the case a = 1 gives the natural boundary condition for (lo), and this can be justified by considering the rate of change of the energ)-of the system. For a comparison with similar boundary conditions for the Euler-Bernoulli beam with Kelvin-Voight damping. In section 4 we will show that even in the case a = 0, by choosing appropriate dynamic boundary controllers, the instability with respect t o time delays can be eliminated, (See corollary 2).
We propose the following dynamic boundary controllers to solve the stability problems stated above :
where z E R", for some natural number n, is the controller state, U is the controller input, A E RnX" is a constant matrix, b, c E Rn are constant column vectors, d is a constant real nuniber and the superscript T denotes transpose.
We first make the following assumptions concerning the controller given by (12) , (13) We note that this type of controllers have been proposed for the stabilization of flexible structures. For the application t o wave equation, see [ll] , [13] , to the Euler-Bernoulli beam, see [12] , and to the rotating flexible structures, see
If we take the Laplace transform in (12) and (13) use zero initial conditions, we obtain :
where a hat denotes the Laplace transform of the corresponding variable. This, together with (14) implies that the transfer function g(s) in (15) is a strictly positive real function, see [16] .
Assume that the controller is given by a transfer function g(s). One can always find a minimal realization ( A , b,c,d) for g(s), which satisfy (15) . Because of minimality, the eigenvalues of A are the same as the poles of g(s). Hence, in case the actuator is given by a proper transfer function g(s), as in (15), as opposed to the state-space representation given by (12) , (13), an equivalent characterization of the assumptions 1-3 are :
Assumption i : All poles of g(s) have negative real parts.
Assumption ii : There exists a y 2 0 such that the following holds :
Stability Results
Let the assumptions 1-3, or equivalently the assumptions i-ii stated above hold. Then, it follows from the Meyer-KalmanYakubovich Lemma that given any symmetric positive definite matrix Q E RnX", there exists a symmetric positive definite matrix P E R"'", a vector q E R" and a constant 6 > 0 satisfying :
see [16, p. 1331 . In case d = 0 in (13), we can take q = 0 and c = 1, see [16, p. 1321 .
To analyze the systems considered in this paper, we first define the function space ' H as follows where the spaces Lz and Hi are defined as follows :
The equations (6), (7), (12) and (13) together with the feedback control law (4) can be written in the following ab-
where m = ( w wt z )T E H , the operator A1 : 71 -+ 1-1 is a linear unbounded operator defined as
The domain D(A1) of the operator A1 is defined as :
Let the assumptions 1-3 hold, let Q E RnXn be an arbitrary symmetric positive definite matrix and let P E RnX", q E Rn be the solutions of (17) and (18) where P is also a symmetric and positive definite matrix. In H, we define the following "energy" inner-product :
H , together with the energy inner-product given by (25)
becomes a Hilbert space. The "energy" norm induced by (25) is :
(26) Theorem 1 : Consider the system given by (22), where the operator A1 is given by (23). Assume that the assumptions 1-3 are satisfied.
i : The operator A1 generates a CO-semigroup T ( t ) of contractions in 7-1, (for the terminology of the semigroup theory, the reader is referred to e.g. ii : For a = 0, d = 0, the semigroup T ( t ) is asymptotically stable, i.e. the solutions of (22) asymptotically converge t o 0. 
El(t) = E ( t ) t ;i-l w'dz ,
where E ( t ) is given by (26). Note that due to the boundary condition (7) a t the fixed end, the integral term in (27) can be embedded in E ( t ) . By differentiating (27) with respect to time, we obtain :
(28) where in deriving the first equation we used integration by parts, (6), (7), (12) and (13), to obtain the second equation we used (4), (17) and (18). It follows from (28) that the operator A1 is dissipative. It can be shown that the operator XI-A1 : ' H -+ H is onto for X > 0, (see [ll] , [13] for similar calculations). Hence from Lumer-Phillips theorem we conclude that A1 generates a CO-semigroup of contractions on 'H, see [15] .
ii : See [ll], [13] .
iii : For a = 0 and d > 0, see [ll] . Hence we consider the case a > 0, d 2 0. It is known that the operator A1 has compact resolvent when a = 0, see [ll] . Since the terms containing a can be considered as a bounded perturbation to this operator, it can easily be shown that the operator dl has compact resolvent for a > 0 as well. This implies that the operator A1 has point spectrum. By using (28) it can be shown that A1 cannot have an eigenvalue on the imaginary axis. Since A1 has point spectrum, it follows that the imaginary axis belongs to the resolvent of Ai.
To obtain an estimate of the resolvent on the imaginary axis, let y = (f h r )T E ' H be given. We have to find
By using (23) in (29), after some straightforward calculations we conclude that (I(jw1-Al)-'Il < 00 for w sufficiently large, (see [I11 for similar estimates). Since the imaginary axis belongs to the resolvent set p(A1) of the operator AI, and since for each X E p(Al), the operator ( X I -L)-' is compact, it follows that for any R < CO, the following estimate holds :
sup Il(jwI-dl)-'Il < 00 . ii : For a = 0, d = 0, the semigroup T ( t ) is asymptotically stable, i.e. the solutions of (31) asymptotically converge to 0.
iii : For a + d > 0, the semigroup T ( t ) is exponentially Proof : i : For the case i.1, consider the "energy" E ( t ) given by (26). By differentiating (26) with respect to time, and by using (41, (10)- (13) ,it can be shown that k 5 0, hence the operator A 2 is dissipative for the case i.1.
For the case i.2, we again consider the "energy" E ( t ) given by (26). Note that in this case since d = 0, without loss of generality we can take q = 0 and 6 = 1 in (17) and (18), see [16, p. 1321 . By differentiating (26) with respect to time, and by using (4), (10)- (13), and by using some stable. straightforward inequalities it can be shown that k 5 0, hence the operator dz is dissipative for the case i.2. 
Ez(t) = E ( t ) + -adw:(l,t)
, (34) where E(2) is given by (26). By differentiating (34) with respect to time and by using (4), (lo)- ( 13), and following the analysis for the case i.2 it can be shown that E can be made negative if a is sufficiently small or cTb is sufficiently large.
Provided that, we conclude that operator dz is dissipative for the case i.3.
It caa easily be shown that in all cases the operator X Idz : H + H is onto for X > 0, (see [ll] for similar results).
It then follows from the Lumer-Phillips Theorem that the operator d2 generates a CO semigroup of contractions in H .
ii : See [Ill.
iii : The case a = 0, d > 0 was proved in [ l l ] . Hence, we consider the case a > 0 and d >_ 0. It is known that for the uncontrolled case (i.e (10) and (11) with ' U = 0), the resulting system generates an exponentially decaying analytic semigroup, see [9] . Since the controller given by (12) and (13) In this section we analyze the stability of the systems (6), (7) and (IO) , (11) [3] . Now consider the system given by (6), (7), (12) 
, (13). An easy calculation shows that the (open loop) transfer function H ( s ) from U t o y is :
where g(s) is giben by (15), (see also [l] and [lo] for the case g(s) = k, where k > 0 is a constant). Since the system is exponentially stable for the case a+d > 0, (see Theorem l ) , it follows that Go is Lz-stable, hence Theorem 4 is applicable. Note that when d = 0, both g(s) and H ( s ) are strictly proper. As is shown below, this is important for the stability robustness with respect to small delays.
Corollary 1 : Consider the system given by (6), (7), (12), (13) . Let the assumptions of Theorem 1 be satisfied.
Assume that a > 0. (36) . These points are important for actual implementation of g(s) and for the well-posedness of the model, see [7] . 0 Proof: From the formulation it is obvious that Theorem 4 is applicable, hence we need to compute 7" given by (35). proper, see (15) and (38). As stated in Remark 1, these points are important for actual implementation of g(s) and for the well-posedness of the model, see [7] . This example, as well as example 1, shows the importance of strictly proper controllers to prove certain stability robustness results. 0 Proof: From the formulation it is obvious that Theorem 4 is applicable, hence we need to compute 7' given by (35).
Note that I g(s)
For s E CO, it follows from (39) that p E CO as well, hence we have I 1 -e-'P I< 2 for s E CO. Next 
Conclusion
In this paper we considered a system which can be modeled by an undamped (conservative) wave equation in a bounded domain. We also considered two different damped versions of the same system, both parametrized by a damping constant a 2 0. We assumed that the system is k e d at one end and is controlled at the other end. The justification of using both undamped and damped models is that the solutions predicted by the undamped models are often good approximations to the underlying physical systems over a finite time interval. However, in most of the physical systems some sort of internal damping is present and the effect of damping becomes dominant for large time. Hence to make meaningful asymptotical analysis, one has to take the effect of damping into consideration. Therefore it can be argued that any control theory based on undamped models should justify its conclusions by using appropriately damped version(s) of these models, see [6] . Also it can be shown that many undamped models are ill-posed from a control theory point of view and possess potential limitations for use in the feedback design, see [7] .
For the models considered in this paper, we studied two problems : stabilization of the system by means of a boundary controller, and stability robustness with respect to small time delays in the feedback loop. To solve these problems, we proposed a class of dynamic boundary controllers. Under some assumptions, one of which is the strict positive realness of the controller transfer functions, we proved the following Finally, the ideas presented here can be extended to other flexible structures, such as flexible beams under various modeling assumptions. This will be the subject of a forthcoming paper.
