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Abstract
In many application areas ranging from bioinformatics to imaging, we are faced with the following question:
can we recover a sparse vector xo ∈ RN from its undersampled set of noisy observations y ∈ Rn, y = Axo + w.
The last decade has witnessed a surge of algorithms and theoretical results to address this question. One of the most
popular algorithms is the `p-regularized least squares given by the following formulation:
xˆ(γ, p) ∈ arg min
x
1
2
‖y −Ax‖22 + γ‖x‖pp,
where p ∈ [0, 1]. Among these optimization problems, the case p = 1, also known as LASSO, is the best accepted in
practice, for the following two reasons: (i) thanks to the extensive studies performed in the fields of high-dimensional
statistics and compressed sensing, we have a clear picture of LASSO’s performance. (ii) it is convex and efficient
algorithms exist for finding its global minima.
Unfortunately, neither of the above two properties hold for 0 ≤ p < 1. However, they are still appealing because
of the following folklores in the high-dimensional statistics: (i) xˆ(γ, p) is closer to xo than xˆ(γ, 1). (ii) If we
employ iterative methods that aim to converge to a local minima of arg minx
1
2 ‖y −Ax‖22 + γ‖x‖pp, then under
good initialization, these algorithms converge to a solution that is still closer to xo than xˆ(γ, 1). In spite of the
existence of plenty of empirical results that support these folklore theorems, the theoretical progress to establish
them has been very limited.
This paper aims to study the above folklore theorems and establish their scope of validity. Starting with
approximate message passing (AMP) algorithm as a heuristic method for solving `p-regularized least squares,
we study the following questions: (i) what is the impact of initialization on the performance of the algorithm? (ii)
when does the algorithm recover the sparse signal xo under a “good” initialization? (iii) when does the algorithm
converge to the sparse signal regardless of the initialization? Studying these questions will not only shed light on the
second folklore theorem, but also lead us to the answer of the first one, i.e., the performance of the global optima
xˆ(γ, p). For that purpose, we employ the replica analysis1 to show the connection between the solution of AMP and
xˆ(γ, p) in the asymptotic settings. This enables us to compare the accuracy of xˆ(γ, p) and xˆ(γ, 1). In particular, we
will present an accurate characterization of the phase transition and noise sensitivity of `p-regularized least squares
for every 0 ≤ p ≤ 1. Our results in the noiseless setting confirm that `p-regularized least squares (if γ is tuned
optimally) exhibits the same phase transition for every 0 ≤ p < 1 and this phase transition is much better than that
of LASSO. Furthermore, we show that in the noisy setting, there is a major difference between the performance
of `p-regularized least squares with different values of p. For instance, we will show that for very small and very
large measurement noises, p = 0 and p = 1 outperform the other values of p, respectively.
Index Terms
Compressed sensing, `p-regularized least squares, LASSO, non-convex penalties, approximate message passing,
state evolution, replica analysis.
I. INTRODUCTION
A. Problem statement
Recovering a sparse signal xo ∈ RN from an undersampled set of random linear measurements y = Axo +w is
the main problem of interest in compressed sensing (CS) [1], [2]. Among various schemes proposed for estimating
1. School of Information and Electronics, Beijing Institute of Technology, Beijing, China. 2. Department of Statistics, Columbia University,
NY, USA. 3. Department of Electrical Engineering, Columbia University, NY, USA. This paper is presented in part at Signal Processing
with Adaptive Sparse Structured Representations workshop, and will be presented at IEEE International Symposium on Information Theory.
1Replica method is a widely accepted heuristic method in statistical physics for analyzing large disordered systems.
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2xo, `p-regularized least squares (LPLS) has received attention for its proximity to the “intuitively optimal” `0-
minimization. LPLS estimates xo by solving
xˆ(γ, p) ∈ arg min
x
1
2
‖y −Ax‖22 + γ‖x‖pp, (1)
where ‖·‖p (0 ≤ p ≤ 1) denotes the `p-norm 2, γ ∈ (0,∞) is a fixed number, and γ‖x‖pp is a regularizer that
promotes sparsity. The convexity of this optimization problem for p = 1 has made it the most accepted and the best
studied scheme among all LPLSs. However, it has always been in the folklore of compressed sensing community
that solving (1) for p < 1 leads to more accurate solutions than the `1-regularized least squares, also known as
LASSO, since ‖x‖pp models the sparsity better [3]–[16]. Inspired by this folklore theorem, many researchers have
proposed iterative algorithms to obtain a local minima of the non-convex optimization problem (1) with p ∈ [0, 1)
[3], [17].
The performance of such schemes is highly affected by their initialization; better initialization increases the
chance of converging to the global optima. One popular choice of initialization is the solution of LASSO [17].
This initialization has been motivated by the following heuristic: The solution of LASSO is closer to the global
minima of (1) than a random initialization. Hence it helps the iterative schemes to avoid stationary points that are
not the global minima of LPLS. Ignoring the computational issues, one can extend this approach to the following
initialization scheme: Suppose that our goal is to solve (1) for p = p0. Define an increasing sequence of numbers
p0 < p1 < . . . < pq = 1 for some q. Start with solving LASSO and then use its solution as an initialization
for the iterative algorithm that attempts to solves (1) with pq−1. Once the algorithm converges, its estimate is
employed as an initialization for pq−2. The process continues until the algorithm reaches p0. We call this approach
p-continuation.
Here is a heuristic motivation of the p-continuation. Let xˆ(γ, pi) denote the global minimizer of 12 ‖y −Ax‖22 +
γ‖x‖pipi . Since pi and pi+1 are close, we expect xˆ(γ, pi) and xˆ(γ, pi+1) to be “close” as well. Hence if the algorithm
that is solving for xˆ(γ, pi) is initialized with xˆ(γ, pi+1), then it may avoid all the local minima and converge to
xˆ(γ, pi). Simulation results presented elsewhere confirm the efficiency of such initialization algorithms [16], [18].
We can summarize our discussions in the following three folklore theorems of compressed sensing:
(i) The global minima of (1) for p < 1 outperforms the solution of LASSO. Furthermore, smaller values of p
lead to more accurate estimates.
(ii) There exist iterative algorithms (ITLP) capable of converging to the global minima of (1) under “good”
initialization.
(iii) p-continuation provides a “good” initialization for ITLP.
Our paper aims to evaluate the scope of validity of the above folklore beliefs in the asymptotic settings.3 Toward
this goal, we first study a family of message passing algorithms that aim to solve (1); we characterize the accuracy
of the estimates generated from the message passing algorithm under various initializations, including the best
initialization obtained by p-continuation. We finally connect our results for the message passing algorithm estimates
to the analysis of global minima xˆ(γ, p) of (1) by Replica method. Here is a summary of our results explained
informally:
(i) If the measurement noise w is zero or small, then the global minima of (1) for p < 1 (when γ is optimally
picked) outperforms the solution of LASSO with optimal γ. Furthermore, all values of p < 1 have the same
performance when w = 0. When w is small, LPLS with the value of p closer to 0 has a better performance.
However, as the variance of the measurement noise increases beyond a certain level, this folklore theorem is
not correct any more. In other words, for large measurement noise, the solution of LASSO outperforms the
solution of LPLS for every 0 ≤ p < 1.
(ii) We introduce approximate message passing algorithms that are capable of converging to the global minima of
(1) under “good” initialization (in the asymptotic settings). We call these algorithms `p-AMP.
2The `p-norm of a vector x = [x1, x2, . . . , xN ]T is defined as ‖x‖pp ,
∑N
i=1 |xi|p.
3Parts of our results that are presented in Section V are based on the replica analysis [15]. Replica method is a non-rigorous but widely
accepted technique from statistical physics for studying large disordered systems. Hence the results we will present in Section V are not
fully rigorous.
3(iii) The “performance” of the message passing algorithm under p-continuation is equivalent to the “performance”
of message passing algorithm for solving (1) with the best value of p. As a particular conclusion of this result,
we note that p-continuation can only slightly improve the phase transition of `1-AMP. p-continuation is mainly
useful when the noise is low and xo has very few non-zero coefficients.
There has been recent efforts to formally prove some of the above folklore theorems. We briefly review some
of these studies and their similarities and differences with our work below. Among the three folklore results we
have discussed so far, the first one is the best studied. In particular, many researchers have tried to confirm that at
least in the noiseless settings (w = 0), the global minima of (1) for p < 1 outperforms the solution of LASSO.
Toward this goal, [5]–[8], [19], [20] have employed some popular analysis tools such as the well-known restricted
isometry property and derived the conditions under which (1) recovers xo accurately. We briefly mention the results
of [5] to emphasize on the strengths and weaknesses of this approach. Let the elements of A be iid N(0, 1) and
y = Axo, where xo is k-sparse, meaning it has only k nonzero elements. If n > C1(p)k+ pC2(p)k log Nk , then the
optimization problem
min
x
‖x‖p subject to y = Ax
recovers xo with high probability. Furthermore, C1(p) and pC2(p) are increasing functions of p. The lower bound
derived for the required number of measurements decreases as p decreases. This may be an indication of the fact
that smaller values of p lead to better recovery algorithms. However, note that this result only offers a sufficient
condition for recovery and hence any conclusion drawn from such results on the strengths of these algorithms may
be misleading.4
To provide more reliable comparison among different algorithms, many researchers have analyzed these algorithms
in the asymptotic setting N →∞ (while  , k/N and δ , n/N are fixed) [4], [10], [15], [21]. This is the framework
that we adopt in our analysis too. We review these four papers in more details and compare them with our work.
Stojnic and Wang et al. [4], [21] consider the noiseless setting and try to characterize the boundary between the
success region (in which (1) recovers xo exactly with probability one) and the failure region. This boundary is
known as the phase transition curve (PTC).5 The characterization of PTC in [4] is only accurate for the case p = 0.
Also, the analysis of [21] is sharp only for δ → 1. Our paper derives the exact value of PTC for any value of
0 ≤ p < 1 and any value of δ. Furthermore, we present accurate calculation of the risk of xˆ(γ, p) in the presence
of noise and compare the accuracy of xˆ(γ, p) for different values of p. However, unlike [4] and [21], part of our
analysis, presented in Section V, is based on the Replica method and they are not fully rigorous yet. Note that all
the results we present for approximate message passing are rigorous and we only employ Replica method to show
the connection between the solution of AMP and xˆ(γ, p).
Replica method has been employed for studying (1) in [10], [15] to derive the fixed point equations that describe
the performance of xˆ(γ, p) (under the asymptotic settings). These equations are discussed in Section V. To provide
fair comparison of the performance of xˆ(γ, p) among different p, one should analyze the fixed points of these
equations under the optimal tuning of the parameter γ. Such analysis is missing in both papers. In this paper, by
employing the minimax framework, we are able to analyze the fixed points and provide sharp characterization of the
phase transition of (1) and its noise sensitivity for the first time. In addition, we present algorithms whose asymptotic
behavior can be characterized by the same fixed point equations as the ones derived from Replica method. The
minimax framework enables us to analyze the stationary points at which the algorithm may be trapped and derive
conditions under which the algorithm can converge to the global minimizer of (1).
As a final remark, we should emphasize that, to the best of our knowledge, the second and third folklore results
have never been studied before and our results may be considered as the first contribution in this direction.
B. Message passing and approximate message passing
One of the main building blocks of our analysis is the approximate message passing (AMP) algorithm. AMP
is a fast iterative algorithm proposed originally for solving LASSO [22]. Starting from z0 = y and x0 = 0, the
4 Note that even though we have mentioned the results for iid Gaussian matrices, it can be easily extended to many other measurement
matrix ensembles.
5There are some subtle discrepancies between our definition of the phase transition curve and these two papers’. However, our results are
more aligned and comparable with the results of [4].
4algorithm employs the following iteration:
xt = η1(A
T zt−1 + xt−1;λt),
zt = y −Axt + zt−1 1
δ
〈
η′1(A
T zt−1 + xt−1;λt)
〉
, (2)
where xt is the estimation of xo at iteration t and δ = nN . Furthermore, for a vector u = [u1, ..., uN ]
T , 〈u〉 =
N∑
i=1
ui/N . η1(u;λ) is the soft thresholding function defined as η1(u;λ) = (|u| − λ) sign(u)I (|u| > λ) with I (·)
denoting the indicator function. λ is called the threshold parameter. η′1 denotes the derivative of η1, i.e., η′1(u;λ) =
∂η1(u;λ)
∂u . When u is a vector, η1(u;λ) and η
′
1(u;λ) operate component-wise. In the rest of the paper, we call this
algorithm `1-AMP. It has been proved that if the entries of A are iid Gaussian, then in the asymptotic settings, the
limit of xt corresponds to the solution of LASSO for a certain value of λ [23], [24].
First, we extend `1-AMP to solve LPLS defined in (1). Iteration of `1-AMP have been derived from the first
order approximation of the `1-message passing algorithm [25] given by
xti→a = η1
(∑
b6=a
Abiz
t
b→i;λt
)
,
zta→i = ya −
∑
j 6=i
Aajx
t−1
j→a, (3)
where xti→a and z
t
a→i (i ∈ {1, 2 . . . , N} and a ∈ {1, 2, . . . , n}) are 2nN variables that must be updated at every
iteration of the message passing algorithm. Compared to this (full) message passing, AMP is computationally less
demanding since it only has to update n + N variables at each iteration. It is straightforward to replicate the
calculations of [25] for a generic version of LPLS to obtain the following message passing algorithm:
xti→a = ηp
(∑
b 6=a
Abiz
t
b→i;λt
)
,
zta→i = ya −
∑
j 6=i
Aajx
t−1
j→a. (4)
Here ηp(u;λ) , arg minx 12‖u− x‖22 +λ‖x‖pp is known as the proximal function for λ‖x‖pp. It is worth noting that
for p = 1, η1(u;λ) is the soft thresholding function introduced in `1-AMP, and for p = 0, η0(u;λ) = u·I(|u| >
√
2λ)
is known as the hard thresholding function. For the other values of p ∈ (0, 1), ηp(u;λ) does not have a simple
explicit form, but it can be calculated numerically. Figure 1 exhibits ηp for different values of p. Note that all these
proximal functions map small values of u to zero and hence promote sparsity. Because of the specific shape of
these functions, we may interchangeably call them threshold functions.
Note that iterations of (4) are computationally demanding since they update 2nN messages at every iteration.
Therefore, simplification of this algorithm is vital for practical purposes. One simplification that is proposed in
[25] (and has led to AMP) argues that ztb→i = z
t
b + ζ
t
b→i + O(1/N) and x
t
i→b = x
t
i + χ
t
i→b + O(1/N), where
ζtb→i, χ
t
i→b = O(1/
√
n). Under this assumption, one may use a Taylor expansion of η1 in (3) and obtain (2).
If ηp(·) were weakly differentiable, the same simplification could be applied to (4). However, according to Figure
1, ηp(·) is discontinuous for p < 1. This problem can be resolved by one more approximation of the message passing
algorithm. In this process, we not only approximate xti→a and z
t
a→i, but also approximate ηp(·) by a smooth function
η˜p,h constructed in the following way. We first decompose ηp(u;λ) to
ηp(u;λ) = Sp(u;λ) +Dp(u;λ), (5)
where
Sp(u;λ) =

ηp(u;λ)− η−p (−λ˜;λ), if u < −λ˜,
0, if − λ˜ 6 u 6 λ˜,
ηp(u;λ)− η+p (λ˜;λ), if u > λ˜,
Dp(u;λ) =

η−p (−λ˜;λ), if u < −λ˜,
0, if − λ˜ 6 u 6 λ˜,
η+p (λ˜;λ), if u > λ˜.
(6)
5Here λ˜ represents the threshold below which ηp(u, λ) = 0. The exact form of λ˜ will be derived in Lemma 5.
Furthermore,
η−p (−λ˜;λ) , lim
u↗−λ˜
ηp(u;λ),
η+p (λ˜;λ) , lim
u↘λ˜
ηp(u;λ),
where ↗ and ↘ denote convergence from left and right respectively. Sp(u;λ) is a weakly differentiable function,
while Dp(u;λ) is not continuous. Let Gh denote the Gaussian kernel with variance h2 > 0. We construct the
following smoothed version of ηp:
η˜p,h(u;λ) = Sp(u;λ) + D˜p,h(u;λ), (7)
where D˜p,h(u;λ) , Dp(u;λ) ∗ Gh(u).6 Here ∗ denotes the convolution operator. If we replace ηp(·) with η˜p,h(·)
in (4), we obtain a new message passing algorithm:
xti→a = η˜p,h
(∑
b 6=a
Abiz
t
b→i;λt
)
,
zta→i = ya −
∑
j 6=i
Aajx
t−1
j→a, (8)
where h is assumed to be “small” to ensure that replacing ηp with η˜p,h does not incur major loss to the performance
of the message passing algorithm. We discuss practical methods for setting h in the simulation section. Since η˜p,h(·)
is smooth, we may apply the approximation technique proposed in [25] to obtain the following approximate message
passing algorithm:
xt = η˜p,h(A
T zt−1 + xt−1;λt),
zt = y −Axt + zt−1 1
δ
〈
η˜′p,h(A
T zt−1 + xt−1;λt)
〉
. (9)
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Fig. 1. ηp (u;λ) for 4 different values of p. λ is set to 1.
We call this algorithm `p-AMP. If we define vt , AT zt + xt − xo, then we can write xt+1 = η˜p,h(xo + vt;λ).
One of the main features of AMP that has led to its popularity is that for large values of n and N , vt looks like
a zero mean iid Gaussian noise. This property has been observed and characterized for different denoisers in [1],
[22], [24], [25], [27]–[30] and has also been proved for some special cases in [27], [31]. Since this key feature
plays an important role in our paper, we start by formalizing this statement.
Let n,N → ∞ while δ = nN is fixed. In the rest of this section only, we write the vectors and matrices as
xo(N), A(N), y(N), and w(N) to emphasize dependence on the dimensions of xo. Clearly, matrix A has δN rows,
6This smoothing is also proposed for the hard thresholding function in [26] for a different purpose.
6but since we assume that δ is fixed, we do not include n in our notation for A. The same argument is applied to
y(N) and w(N). The following definition adopted from [31] formalizes the asymptotic setting in which `p-AMP
is studied.
Definition 1. A sequence of instances {xo(N), A(N), w(N)} is called a converging sequence if the following
conditions hold:
- The empirical distribution of xo(N) ∈ RN converges weakly to a probability measure pX with bounded second
moment. Further, 1N ‖xo(N)‖22 converges to the second moment of pX .
- The empirical distribution of w(N) ∈ Rn (n = δN ) converges weakly to a probability measure N(0, σ2w).
Furthermore, 1n‖w(N)‖22 converges to σ2w.
- Aij ∼ N(0, 1/n).
The following theorem not only formalizes the “Gaussianity” of vt, but also provides a simple way to characterize
its variance.
Theorem 1. Let {xo(N), A(N), w(N)} denote a converging sequence of instances. Let xt(N,h) denote the
estimates provided by `p-AMP according to (9). Let h1, h2, . . . denote a decreasing sequence of numbers that
satisfy hi > 0 and hi → 0 as i→∞. Then,
lim
i→∞
lim
N→∞
‖xt+1(N,hi)− xo(N)‖22
N
a.s.
= E
(
|ηp(X + σtZ;λt)−X|2
)
,
where σt satisfies the following iteration:
σ2t+1 = σ
2
w +
1
δ
E
(
|ηp(X + σtZ;λt)−X|2
)
. (10)
Here the expected value is with respect to two independent random variables Z ∼ N(0, 1) and X ∼ pX .7
The proof of this statement is presented in Section VI-C. Note that σ2t only depends on σ
2
t−1 and the selected
threshold value at iteration t−1. This important feature of AMP will be used later in our paper. σt and the relation
between σt and σt−1 are called state of `p-AMP and state evolution, respectively.
C. Summary and organization of the paper
In this paper, we consider `p-AMP as a heuristic algorithm for solving `p-minimization and analyze its perfor-
mance through the state evolution. We then use Replica method to connect the `p-AMP estimates to the solution
of (1). Our analysis examines the correctness of all folklore theorems discussed in Section I. The remainder of
this paper is organized as follows: Section II introduces the optimally tuned `p-AMP algorithm and the optimal
p-continuation strategy. Sections III and IV formally present our main contributions. Section V discusses our results
and their connection with the `p-regularized least squares problem defined in (1). Section VI is devoted to the proof
of our main contributions. Section VII demonstrates how we can implement the optimally tuned `p-AMP in practice
and studies some of the properties of this algorithms. Section VIII concludes the paper.
II. OPTIMAL `p-AMP
A. Roadmap
The performance of `p-AMP depends on the choice of the threshold parameters λt. Any fair comparison between
`p-AMP for different values of p must take this fact into account. In this section we start by explaining how we
set the parameters λt. Then in Section III we analyze `p-AMP.
7 σ20 depends on the initialization of the algorithm. If `p-AMP is initialized at zero then σ20 =
E(X2)
δ
.
7B. Fixed points of state evolution
According to the state evolution in (10), the only difference among different iterations of `p-AMP is the standard
deviation σt. In the rest of the paper, for notational simplicity, instead of discussing a sequence of threshold values
for `p-AMP, we consider a thresholding policy that is defined as a function λ(σ) for σ ≥ 0. Given a thresholding
policy, we can run `p-AMP in the following way:
xt = η˜p,h(A
T zt−1 + xt−1;λ(σt−1)),
zt = y −Axt + zt−1 1
δ
〈
η˜′p,h(A
T zt−1 + xt−1;λ(σt−1))
〉
. (11)
In practice, σ2t is not known, but can be estimated accurately [25]. We will mention an estimate of σ
2
t in the
simulation section. Note that by making this assumption, we have imposed a constraint on the threshold values.
In Section II-E we will show that for the purpose of this paper considering thresholding policies only, does not
degrade the performance of `p-AMP.
According to Theorem 1, the performance of `p-AMP in (11) (in the limit hi → 0) can be predicted by the
following state evolution:
σ2t+1 = σ
2
w +
1
δ
E
(
|ηp(X + σtZ;λ(σt))−X|2
)
. (12)
Inspired by the state evolution equation, we define the following function:
Ψλ,p(σ
2) , σ2w +
1
δ
E
(
|ηp(X + σZ;λ(σ))−X|2
)
. (13)
It is straightforward to confirm that the iterations of (12) converge to a fixed point of Ψλ,p(σ2). There are a few
points that we would like to highlight about the fixed points of Ψλ,p(σ2):
(i) Ψλ,p(σ2) usually has more than one fixed point. If so, the fixed point `p-AMP converges to depends on the
initialization of the algorithm. This is depicted in Figure 2(a).
(ii) Lower fixed points correspond to better recoveries. To see this, consider the two fixed points σf1 and σf2 in
Figure 2(a). Call the corresponding estimates of AMP x∞,1 and x∞,2. According to Theorem 1, the mean
square errors of these two estimates (as N →∞ and h→ 0) converge to E
(
|ηp(X + σf1Z;λ(σf1))−X|2
)
and E
(
|ηp(X + σf1Z;λ(σf2))−X|2
)
, respectively. Furthermore, note that since both of them are fixed points
we have
σ2w +
1
δ
E
(
|ηp(X + σf1Z;λ(σf1))−X|2
)
= σ2f1 < σ
2
f2 = σ
2
w +
1
δ
E
(
|ηp(X + σf2Z;λ(σf2))−X|2
)
.
Hence
E
(
|ηp(X + σf1Z;λ(σf1))−X|2
)
< E
(
|ηp(X + σf2Z;λ(σf2))−X|2
)
.
Therefore, the lower fixed points lead to smaller mean square reconstruction errors.
(iii) Two of the fixed points of Ψλ,p(σ2) are of particular interest in this paper: (1) The lowest fixed point: this fixed
point indicates the performance one can achieve from `p-AMP under the best initialization. As we will discuss
later this fixed point is also related to the solution of LPLS. (2) The highest fixed point: the performance
`p-AMP exhibits under the worst initialization.
(iv) The shape of Ψλ,p and its fixed points depend on the distribution pX . In this work we study pX ∈ F, where
F denotes the set of distributions whose mass at zero is greater than or equal to 1−. In other words, X ∼ pX
implies that P (X 6= 0) ≤ . This class of distributions has been studied in many other papers [15], [22], [32],
[33] and is considered as a good model for exactly sparse signals.
Before discussing the optimal thresholding policy, we should distinguish between three types of fixed points: (i)
stable, (ii) unstable, (iii) half-stable. The following definitions can be used for any function of σ2, but we introduce
them for Ψλ,p(σ2) to avoid introducing new notations.
Definition 2. σf is called a stable fixed point of Ψλ,p(σ2) if and only if there exists an open interval I , with
σf ∈ I , such that for every σ > σf in I , Ψλ,p(σ2) < σ2 and for every σ < σf in I , Ψλ,p(σ2) > σ2. We call 0 a
8  ,p( 
2)   ,p( 
2)
1
2
fσ2
2
fσ 2
2
iσ 3
2
fσ 1
2
iσ 2
2
fσ 2
2
iσ 4
2
fσ 1
2
iσ
(a) (b) 
Fig. 2. The shapes of Ψλ,p(σ2) and its fixed points. (a) If AMP is initialized at σ20 = σ2i1 , then limt→∞ σ
2
t = σ
2
f1
. However, if σ20 = σ2i2 ,
then limt→∞ σ2t = σ2f2 . According to Definitions 2 and 3, σf1 and σf2 are stable fixed points, while σf3 is the unstable fixed point. (b) σf4
is a half-stable fixed point: The algorithm will converge to this fixed point, if it starts in its right neighborhood. Here σf2 is again a stable
fixed point.
stable fixed point of Ψλ,p(σ2) if and only if Ψλ,p(0) = 0 and there exists σi > 0 such that for every 0 < σ < σi,
Ψλ,p(σ
2) < σ2.
In Figure 2(a), both σf1 and σf2 are stable fixed points, while σf3 is not stable. The main feature of a stable
fixed point is the following: There exists a neighborhood of σf in which if we initialize `p-AMP, it will converge
to σf .8
Definition 3. σf is called an unstable fixed point of Ψλ,p(σ2) if and only if there exists an open interval I , with
σf ∈ I such that for every σ > σf in I , Ψλ,p(σ2) > σ2 and for every σ < σf in I , Ψλ,p(σ2) < σ2. We call 0
an ustable fixed point of Ψλ,p(σ2) if and only if Ψλ,p(0) = 0 and there exists σi such that for every 0 < σ < σi,
Ψλ,p(σ
2) > σ2.
Note that the state evolution equation will not converge to an unstable fixed point unless it is exactly initialized
at that point. Hence, in realistic situations, `p-AMP will not converge to unstable fixed points.
Definition 4. A fixed point is called half-stable if it is neither stable nor unstable.
See Figure 2(b) for an example of a half-stable fixed point. Half stable fixed points occur in very rare situations
and for very specific noise levels σ2w.
C. Optimal-λ `p-AMP
In the last section, we discussed the role of the fixed points of Ψλ,p(σ2) on the performance of `p-AMP. Note
that the locations of the fixed points of Ψλ,p(σ2) depend on the thresholding policy λ(σ). Hence, it is important
to pick λ(σ) optimally. Consider the following oracle thresholding policy:
λ∗(σ) ∈ arg min
λ
E
(
|ηp(X + σZ;λ)−X|2
)
, (14)
where the expected value is with respect to two independent random variables X ∼ pX and Z ∼ N(0, 1). λ∗(σ)
is called oracle thresholding policy, since it depends on pX that is not available in practice. In Section VII, we
explain how this thresholding policy can be implemented in practice. The following lemma is a simple corollary
of our definition.
8Note that all the statements we make about AMP are concerned with the asymptotic settings.
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Fig. 3. Comparison of Ψλ∗,p(σ
2) for p = 0, 0.3, 0.6, 0.9, 1. The undersampling factor and sparsity are δ = 0.1 and  = 0.02, respectively.
The non-zero entries are ±1 equiprobable.
Lemma 1. For every thresholding policy λ(σ), we have
Ψλ,p(σ
2) ≥ Ψλ∗,p(σ2).
Hence, both the lowest and highest stable fixed points of Ψλ∗,p(σ
2) are below the corresponding fixed points of
Ψλ,p(σ
2).
The proof of the above lemma is a simple implication of the definition of oracle thresholding policy in (14) and
is hence skipped here. According to this lemma, the oracle thresholding policy is an optimal thresholding policy
since it leads to the lowest fixed point possible. In the rest of the paper, we call λ∗(σ) the optimal thresholding
policy. Also, the `p-AMP algorithm that employs the optimal thresholding policy is called optimal-λ `p-AMP. The
optimal thresholding policy can be calculated numerically. Figure 3 exhibits Ψλ∗,p(σ
2) for p = 0, 0.3, 0.6, 0.9, 1
when the nonzero entries of the sparse vector xo are ±1 with probability 0.5. It turns out that Ψλ∗,p(σ2) has at
least one stable fixed point. The following proposition proves this claim.
Proposition 1. Ψλ∗,p(σ2) have at least one stable fixed point.
The proof of this statement is presented in Section VI-D.
D. Optimal-(p, λ) `p-AMP
In the last section, we fixed p and optimized over the threshold parameter λt. However, one can also consider
p ∈ [0, 1] as a free parameter that can be tuned at every iteration. This extra degree of freedom, if employed
optimally, can potentially improve the performance of `p-AMP. To derive the optimal choice of p, we first extend
the notion of thresholding policy to adaptation policy. The adaptation policy is defined as a tuple (λ(σ), p(σ))
where λ : [0,∞)→ [0,∞) and p : [0,∞)→ [0, 1].
Given an adaptation policy, one can run the `p-AMP algorithm whose performance in the asymptotic setting can
be predicted by the following state evolution equation:
σ2t+1 = σ
2
w +
1
δ
E
(∣∣ηp(σt)(X + σtZ;λ(σt))−X∣∣2) . (15)
Hence the state evolution converges to one of the fixed points of Ψλ(σ),p(σ)(σ2). Adaptation policy can potentially
improve the performance of the `p-AMP algorithm. In this paper, we consider the following oracle adaptation
policy:
(λ∗(σ), p∗(σ)) ∈ arg min
λ,p
E
(∣∣ηp(σ)(X + σZ;λ(σ))−X∣∣2) . (16)
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2), (b) Ψλ∗,1(σ
2) and (c) Ψλ∗,p∗(σ
2). δ and  are set to 0.1 and 0.02, respectively. For small values
of σ, p = 0 is optimal and for large values of σ, p = 1 is optimal. These two observations will be formally addressed in Proposition 3, 4
and 5.
Note that obtaining (λ∗(σ), p∗(σ)) requires the knowledge of pX . We show how a good estimate of (λ∗(σ), p∗(σ))
can be obtained without any knowledge of pX in Section VII. The `p-AMP algorithm that employs (λ∗(σ), p∗(σ))
is called optimal-(p, λ) `p-AMP. The following lemma clarifies this terminology:
Theorem 2. For any adaptation policy (λ(σ), p(σ)), we have
Ψλ∗,p∗(σ
2) ≤ Ψλ,p(σ2).
The proof is a simple implication of (16) and is hence skipped. According to Theorem 2, the oracle adaptation
policy is optimal and it outperforms every other adaptation policy. Hence we call it optimal adaptation policy. Note
that in all situations, the optimal-(p, λ) `p-AMP outperforms the optimal-λ `p-AMP (for any 0 ≤ p ≤ 1). In the
next two sections, we characterize the amount of improvement that is gained from the optimal adaptation policy.
In this paper, we analyze the performance of `p-AMP with optimal thresholding and adaptation policies. We will
then employ the Replica method to show the implications of our results for LPLS.
E. Discussion about thresholding policy and adaptation policy
Starting with an initialization, one may run `p-AMP with thresholds λ1, λ2, .... until the algorithm converges. λt
may depend on not only σt, but also the entire information about Ψ. In that sense, it is conceivable that one may
pick the threshold in a way that he/she can beat `p-AMP with optimal thresholding policy. Suppose that the lowest
stable fixed point of Ψλ∗,p(σ
2) is denoted with σ2` . Also, suppose that Ψλ∗,p(σ
2) does not have any unstable fixed
point below σ`. Consider an oracle who runs `p-AMP with a good initialization (whatever he/she wants) and picks
a converging sequence λ1, λ2, . . . for the thresholds. Assume that the corresponding sequence of σt converges to
σ∞. It is then straightforward to show that no matter what threshold the oracle picks, he/she ends up with σ∞ ≥ σ`.
Hence, the lowest fixed point of Ψλ∗,p(σ
2) specifies the best performance `p-AMP offers.9
Similarly, consider an oracle who runs `p-AMP with a good choice of (p1, λ1), (p2, λ2), . . .. Again we can argue
that if σt → σ∞, then σ∞ ≥ σ`, where σ` denote the lowest fixed point of Ψλ∗,p∗(σ2). Note that considering p as a
free parameter and changing it at every iteration can be considered as a generalization of the continuation strategy
we discussed in the introduction. Hence, σ` reflects the best performance any continuation strategy may achieve.
9The optimal thresholding policy has many more optimality properties, if ηp satisfies the monotonicity property. For more information
about monotonicity and its implications refer to [30]. We believe ηp satisfies the monotonicity property, but have left the mathematical
justification of this fact for future research.
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TABLE I
SUMMARY OF OUR FINDINGS IN BOTH NOISELESS AND NOISY SETTINGS
Noiseless setting (σw = 0) Noisy setting (σw > 0)
Phase transition curve for highest fixed point of
optimal-λ `p-AMP under least favorable distribution:
Mp() = δ (0 ≤ p < 1, Theorem 3)
M1() = δ (p = 1, Proposition 2)
Conclusion: minor improvement of `p over `1.
Noise sensitivity for highest fixed point in
optimal-λ `p-AMP under least favorable distribution:
σ2h ≤ σ
2
w
1−Mp()
δ
(0 ≤ p ≤ 1, Theorem 10)
Conclusion: minor improvement of `p over `1.
Phase transition curve for lowest fixed point in
optimal-λ `p-AMP:
 = δ (0 ≤ p < 1, Theorem 4)
M1() = δ (p = 1, Proposition 2)
Conclusion: major improvement of `p over `1.
Noise sensitivity for lowest fixed point in optimal-λ `p-AMP:
limσw→0
σ2`
σ2w
= 1
1− 
δ
(0 ≤ p < 1, Theorem 6)
limσw→0
σ2`
σ2w
= 1
1−M1()
δ
(p = 1, Theorem 7)
Conclusion: major improvement of `p over `1.
Phase transition curve for highest fixed point in
optimal-(p, λ) `p-AMP under least favorable distribution:
inf0≤p≤1Mp() = δ (Theorem 5)
Conclusion: minor improvement over `1.
Noise sensitivity for highest fixed point in
optimal-(p, λ) `p-AMP under least favorable distribution:
limσw→0
σ2h
σ2w
= 1
1− 
δ
(Theorem 11)
limσw→0
σ2h
σ2w
= 1
1−M1()
δ
(p = 1, Theorem 7)
Conclusion: major improvement over `1.
∗Note that all the results shown for the highest fixed point are sharp for the least favorable distributions (based on the
identity Mp() = Mp() confirmed by our simulations). However, for some specific distribution we may observe major
improvement of `p over `1. See Figure 9 for further information. Also we will present a more accurate analysis for the
case when σw is either very small or very large. Refer to Proposition 3 and Theorems 8 and 9 for further information.
III. OUR CONTRIBUTIONS IN NOISELESS SETTINGS
Table I summarizes all our contributions and the places they will appear. This section discusses our main results
in the noiseless setting σ2w = 0. The discussion of the noisy setting is postponed until Section IV. We start with the
optimal-λ `p-AMP. Since there is no measurement noise, the state of this system may converge to 0, i.e., σt → 0
as t→∞. If this happens, we say `p-AMP has successfully recovered the sparse solution of y = Axo. Otherwise,
we say `p-AMP has failed. Depending on the under-determinacy value δ, we may observe three different situations.
(i) Ψλ∗,p(σ
2) has only one stable fixed point at zero. In this case, optimal-λ `p-AMP is successful no matter
where it is initialized.
(ii) Ψλ∗,p(σ
2) has more than one stable fixed point, but σ2 = 0 is still a stable fixed point. In this case, the
performance of optimal-λ `p-AMP depends on its initialization. However, there exist initializations for which
`p-AMP is successful.
(iii) 0 is not a stable fixed point of Ψλ∗,p(σ
2). In such cases, optimal-λ `p-AMP does not recover the right solution
under any initialization.
These three cases are summarized in Figure 5. Our goal is to identify the conditions under which each of these
cases happens. The following quantities will play a pivotal role in our results:
Mp() , inf
τ≥0
sup
µ≥0
[
(1− )E(ηp(Z; τ))2 + E(ηp(µ+ Z; τ)− µ)2
]
,
Mp() , sup
µ≥0
inf
τ≥0
[
(1− )E(ηp(Z; τ))2 + E(ηp(µ+ Z; τ)− µ)2
]
, (17)
where E is with respect to Z ∼ N(0, 1). It is straightforward to confirm that Mp() ≥ Mp(). Our next theorem
explains the conditions that are required for Case (i) above.
Theorem 3. Let pX ∈ F. If Mp() < δ, then the highest stable fixed point of the optimal-λ state evolution happens
at zero. In other words, Ψλ∗,p(σ
2) has a unique stable fixed point at zero. Furthermore, if Mp() > δ, then there
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Fig. 5. Three main cases that may arise in the noiseless setting for p < 1. (a) Ψλ∗,p(σ
2) has only one stable fixed point at zero. (b)
Ψλ∗,p(σ
2) has more than one stable fixed point, but σ2 = 0 is still a stable fixed point. (c) 0 is not a stable fixed point of Ψλ∗,p(σ
2).
exists a distribution pX ∈ F for which Ψλ∗,p(σ2) has more than one stable fixed point.
The proof of this theorem is summarized in Section VI-E. Note that this theorem is concerned with the minimax
framework. In other words, the minimum value of δ for which Ψλ∗,p(σ
2) has a unique fixed point at zero depends
on pX ∈ F. However, in most applications pX is not known and we would like to ensure that the algorithm works
for any distributions. Theorem 3 ensures that under certain conditions, Ψλ∗,p(σ
2) has a unique fixed point for any
pX ∈ F.
Based on Theorem 3, we can discuss the first phase transition behavior of the optimal-λ `p-AMP algorithm. Let
pX ∈ F. This phase transition behavior is discussed in the following corollary.
Corollary 1. For every 0 ≤ p < 1 and δ, there exists ∗p(δ) such that for every  < ∗p(δ), Ψλ∗,p(σ2) has only one
stable fixed point at zero. Furthermore, there exists ∗p(δ) such that for every  > ∗p(δ), Ψλ∗,p(σ2) has more than
one stable fixed point for certain distributions in F.
The proof is presented in Section VI-F.
Our numerical results show that ∗p(δ) = ∗p(δ) holds for every 0 ≤ p ≤ 1. If we accept this identity, then Corollary
1 proves the first type of phase transition that we observe in `p-AMP; for certain distributions the algorithm switches
from having one stable fixed point to more than one stable fixed point at ∗p(δ). Figure 6 exhibits ∗p(δ) for several
different values of p (∗p(δ) has the same value). While our simulation results confirm that ∗p(δ) = ∗p(δ) for every
0 ≤ p ≤ 1, we have only proved this observation for p = 1.
Lemma 2. For p = 1, we have ∗1(δ) = ∗1(δ).
Proof of this claim will be presented in Section VI-G. Before we discuss and compare the phase transitions
curves that are shown in Figure 6, we discuss Case (ii) in which Ψλ∗,p(σ
2) does not have a unique stable fixed
point, but zero is still a stable fixed point.
Theorem 4. Let pX be an arbitrary distribution in F. For any 0 ≤ p < 1, 0 is the lowest stable fixed point of
Ψλ∗,p(σ
2) if and only if δ > .
This theorem is proved in Section VI-H. There are two main features of this theorem that we would like to
emphasize.
Remark 1. Compared to Theorem 3, this theorem is universal in the sense that the actual distribution that is
picked from F does not have any impact on the behavior of the fixed point at 0. Furthermore, the number of
measurements δ that is required for the stability of this fixed point is the same as the sparsity level .
Remark 2. As long as δ > , zero is a stable fixed point for every value of p. As we will see later in Section V
(under the assumptions of Replica method), this fixed point gives the asymptotic results for the global minimizer
of (1). Therefore, for every 0 ≤ p < 1, (1) recovers xo accurately as long as δ > . This result seems to be
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Fig. 6. The value of ∗p(δ) as a function of δ for several different values of p. As is clear from the figure, the improvement gained from
`p-AMP (p < 1) is minor in the noiseless setting. Also, the values of p that are close to 1 are the only values of p that can outperform
`1-AMP. `0-AMP performs much worse than `1-AMP. Note that in these phase transition calculations we have assumed that we do not have
access to a good initialization for optimal-λ `p-AMP. Hence, these phase transitions are concerned with the behavior of `p-AMP under the
worst initializations. Theorem 4 shows that under good initialization, optimal-λ `p-AMP outperforms optimal-λ `1-AMP by a large margin.
counter-intuitive; if we are concerned with the noiseless settings, all `p-minimization algorithms are the same. We
will shed some light on this surprising phenomenon in Section IV, where we consider measurement noise.
To provide a fair comparison between optimally tuned `p and `1-AMP algorithms, we study the performance of
optimally tuned `1-AMP in the following theorem. This result is similar to the results proved in [24]. Since for
p = 1 we have already showed M1() = M1() in the proof of Lemma 2, in the rest of the paper we will use the
notation M1() instead.
Proposition 2. Optimal-λ `1-AMP has a unique stable fixed point. Furthermore, in the noiseless setting and for
every pX ∈ F, 0 is the unique stable fixed point of Ψλ∗,1(σ2) if and only if
δ > M1(),
where M1() defined in (17) with p = 1 can be simplified to:
M1() = inf
τ≥0
(1− )E(η21(Z; τ)) + (1 + τ2).
We present the proof of this proposition in Section VI-I. Based on this result, we define the phase transition of
the optimally tuned `1-AMP. Denote
∗1(δ) , sup{ : M1() < δ}.
Corollary 2. In the noiseless setting, if  < ∗1(δ), the state evolution of optimal-λ `1-AMP has only one stable
fixed point at zero for every pX ∈ F. Furthermore, if  > ∗1(δ), for every pX ∈ F the fixed point at zero becomes
unstable and it will have one non-zero stable fixed point.
The proof is a simple implication of Proposition 2 and is similar to the proof of Corollary 1. Hence it is skipped
here. We can now compare the performance of optimal-λ `p-AMP with optimal-λ `1-AMP. We first emphasize on
the following points:
(i) Optimal-λ `1-AMP has only one stable fixed point, while in general optimal-λ `p-AMP has multiple stable
fixed points.
(ii) In the noiseless setting, 0 is a fixed point for both optimal-λ `1-AMP and optimal-λ `p-AMP. The stability
of this fixed point only depends on sparsity level  and does not depend on the specific choice of pX that
is picked from F. The range of the values of  for which 0 is a stable fixed point of optimal-λ `p-AMP is
much wider than that of optimal-λ `1-AMP as shown in Figure 7.
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Fig. 7. Comparison of the best performance of optimal-λ `p-AMP for p < 1 (under the best initialization) with optimal-λ `1-AMP. The
phase transition is the same for every p < 1. According to Replica method, the phase transition of optimal-λ `p-AMP corresponds to the
phase transition curve of the solution of (1).
(iii) Ψλ∗,p(σ
2) may have another stable fixed point in addition to 0 for 0 ≤ p < 1. The value of  below which
Ψλ∗,p(σ
2) has only one stable fixed point at zero depends on the distribution pX . Theorem 3 characterizes
the condition under which for every pX ∈ F, zero is the unique fixed point. This specifies another phase
transition for the `p-AMP that we called ∗p(δ) (note that in this argument we are assuming the equality
of ∗p(δ) = ∗p(δ)). These phase transition curves are exhibited in Figure 6. As is clear from the figure, for
small values of p, the corresponding phase transition curve falls much below the phase transition curve of
optimally tuned `1-AMP. For p > 0.9, some improvement can be gained from `p-AMP, but the improvement
is marginal.
As is clear from the comparison of the phase transitions in Figure 6 and Figure 7, a good initialization can lead
to major improvement in the performance of `p-AMP for p < 1. According to Folklore Theorem (iii) mentioned in
Section I, we expect p-continuation to provide such initialization. Hence, we study the performance of the optimal-
(p, λ) `p-AMP. Refer to Section II-E for more information on the connection of the optimal adaptation policy and
p-continuation that we discussed in the introduction.
Theorem 5. If inf0≤p≤1Mp() < δ, then the highest stable fixed point of optimal-(p, λ) `p-AMP happens at zero.
In other words, Ψλ∗,p∗(σ
2) has a unique stable fixed point at zero. Furthermore, if
sup
µ≥0
inf
0≤p≤1
inf
τ≥0
[
(1− )E(ηp(Z; τ))2 + E(ηp(µ+ Z; τ)− µ)2
]
> δ,
then there exists a distribution pX ∈ F for which Ψλ∗,p∗ has an extra stable fixed point in addition to zero.
The proof of this theorem is very similar to the proof of Theorem 3 and hence is skipped here.
Corollary 3. Ψλ∗,p∗(σ2) has a unique stable fixed point at zero if  < sup0≤p≤1 ∗p(δ). Furthermore, there exists
∗∗(δ) such that if  > ∗∗(δ), then for certain distribution pX ∈ F, Ψλ∗,p∗(σ2) has more than one stable fixed
point.
The proof of this corollary is straightforward and is skipped. Again our numerical calculations confirm that
∗∗(δ) = sup
0≤p≤1
∗p(δ).
Corollary 3 has a simple implication for adaptation policies (and also p-continuation). The performance of optimal-
(p, λ) `p-AMP is the same as the performance of optimal-λ `p-AMP for the best value of p. In this sense, the only
help that the optimal adaptation policy provides is to automatically find the best value of p for running optimal-λ
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Fig. 8. Comparison of the phase transition of optimal-λ `1-AMP and optimal-(p, λ) `p-AMP under the minimax framework. The phase
transition exhibited for optimal-(p, λ) `p-AMP is the value of  at which the number of stable fixed points of optimal-(p,λ) `p-AMP changes
from one to more than one for at least some prior pX ∈ F.
`p-AMP.10 Figure 8 compares the phase transition of optimal-(p, λ) `p-AMP with that of optimal-λ `1-AMP. As
we expected from Theorem 5, the improvement is minor.
The results we have presented so far regarding the highest fixed point of `p-AMP are disappointing. It seems
that if we do not initialize the algorithm properly (and in practice in most cases we will not be able to do so),
then the performance of the algorithm is at best slightly better than `1-AMP. However, simulation results presented
elsewhere have shown that iterative algorithms that aim to solve LPLS usually outperform LASSO. Such simulation
results are not in contradiction with the result we present in this paper. In contrary, they can be explained with the
framework we developed in our paper. Let the distribution of X be denoted by X ∼ (1 − )∆0 + G, where ∆0
denotes a point mass at zero and G denotes the distribution of the nonzero elements. According to Proposition 2,
the phase transition curve of the optimal-λ `1-AMP is independent of G and only depends on . This is not true
for the phase transition of `p-AMP (the one derived based on the highest fixed point of Ψλ∗,p(σ
2)). In fact, the
results in Theorem 3 are obtained under the least favorable distribution which is a certain choice of G that leads
to the lowest phase transition of `p-AMP possible. For other distributions, optimal-λ `p-AMP can provide a higher
phase transition. Figure 9 compares the phase transition (based on the highest fixed point) of optimal-λ `p-AMP
with that of optimal-λ `1-AMP when G = N(0, 1). As is clear from this figure, such distributions usually favor
`p-AMP but not the `1-AMP algorithm. Hence, we see that here p = 0.75 has much higher phase transition than
optimal-λ `1-AMP.
It is important to note that for different distributions, different values of p provide the best phase transition.
However, if we employ optimal-(p, λ) `p-AMP, it will find the optimal value of p automatically. Hence, even
though the continuation strategy does not provide much improvement in the minimax setting, it can in fact offer a
huge boost in the performance for practical applications.
IV. OUR CONTRIBUTIONS IN NOISY SETTING
A. Roadmap
In this section, we assume that σ2w > 0. This implies that the reconstruction error of `p-AMP is greater than
zero for all `p-AMPs. We start with analyzing the performance of optimal-λ `p-AMP. This corresponds to the
analysis of the fixed points of Ψλ∗,p(σ
2). Generally Ψλ∗,p(σ
2) may have more than one stable fixed point. Similar
to the last section, we study two of the fixed points of this function: (i) The lowest fixed point that corresponds to
the performance of the algorithm under the best initialization, and (ii) the highest fixed point that corresponds to
the performance of the algorithm under the worst initializations in Sections IV-B and IV-C respectively. We have
10Note that in this paper we are only interested in one performance measure of `p-AMP algorithms and that is the reconstruction error.
Adaptation policy may improve the convergence rate of the algorithm.
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Fig. 9. Phase transition curve for pX = (1 − )∆0 + G, where G is the PDF of the standard normal distribution. p ∈
{0, 0.25, 0.5, 0.75, 0.9, 1} are considered in this simulation. These phase transition curves shall be compared with those of Figure 6.
empirically observed that under the initialization that we use, i.e., x0 = 0, the algorithm converges to the highest
fixed point.
B. Analysis of the lowest fixed point
In this section we study the lowest fixed point of optimally tuned `p-AMP. We use the notation σ` for the lowest
fixed point of Ψλ∗,p(σ
2). Our first result is concerned with the performance of the algorithm for small amount of
noise.
Theorem 6. If  < δ, then there exists σ20 such that for every σ2w < σ20 , σ2` is a continuous function of σ
2
w.
Furthermore,
lim
σ2w→0
σ2`
σ2w
=
1
1− δ
.
The proof is presented in Section VI-J. It is instructive to compare this result with the corresponding result for
the optimal-λ `1-AMP.
Theorem 7. If M1() < δ, then the fixed point of optimal-λ `1-AMP is unique and satisfies
lim
σ2w→0
σ2`
σ2w
=
1
1−M1()/δ .
This result can be derived from the results of [24]. But for the sake of completeness and since we are using a
different thresholding policy, we present the proof in Section VI-K.
Remark 3. In Section VI-F, we show that M1() = infτ (1−)E(η1(Z; τ))2 +(1+τ2) > . Hence the performance
of the lowest fixed point of optimal-λ `p-AMP is better than that of optimal-λ `1-AMP in the limit σ2w → 0. The
continuity of σ2` as a function of σ
2
w implies that this comparison is still valid, for small values of σ
2
w.
What happens as we keep increasing σ2w? Figure 10 that is based on our numerical calculations, answers this
question. It compares σ2` as a function of σ
2
w for several different values of p. Two interesting phenomena can be
observed in this figure:
(i) Low-noise phenomenon: For small values of σw, the lowest fixed point of `0-AMP outperforms the lowest
fixed point of all the other `p-AMP algorithms. Furthermore smaller values of p seem to have advantage over
the larger values of p. Note that Theorem 6 does not explain this observation. According to this theorem all
values of p = 0 seem to perform similarly. We will present a refinement of Theorem 6 in Theorems 8 and 9
that is capable of explaining this phenomenon.
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(ii) High-noise phenomenon: For large values of σw, optimally tuned `1-AMP outperforms even the lowest fixed
point of `p-AMP for every p < 1. As we mentioned before we will connect the lowest fixed point of `p with
the global minimizer of LPLS. This means that LASSO will outperform the global minimizer of `0-regularized
least squares for large values of noise. This is in contradiction with the first folklore we mentioned in the
introduction. Proposition 3 will prove this observation.
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Fig. 10. The curve of σ2` as a function of σ
2
w for p ∈ {0, 0.3, 0.6, 0.9, 1}. Note that (i) for p = 0, σ2` is a discontinuous function of σ2w.
(ii) For small values of σ2w, p = 0 provides the smallest σ2` , while for large values of σ
2
w, p = 1 exhibits the best performance. Here is the
set-up for this simulation. δ and  are set to 0.1 and 0.01 respectively. The non-zero elements of xo are iid ±1 with probability 0.5.
Below we justify both the low-noise and high-noise observations. The next two propositions are concerned
with low noise phenomenon. According to Theorem 6. We know that σ2` /σ
2
w → δδ− . Hence, in order to see
the discrepancy between different values of p, we have to explore how σ2` − δσ
2
w
δ− behaves for small values of
σ2w. Let X ∼ (1 − )∆0 + G. Let U denote a random variable with distribution G. We also use the notation
EG(f(U)) ,
∫
f(u)dG(u), and PG(U ∈ A) , E(1(U ∈ A)), where 1 denotes the indicator function.
Theorem 8. Suppose PG(|U | > µ) = 1 with µ being a fixed positive number and EG|U |2 <∞, then for 0 < p < 1
and  < δ,
lim
σw→0
σ2` − δδ−σ2w
σ4−2pw (log 1σw )
2−p =
c4−2pp p2E|U |2p−2δ2−p
(4− 4p)2−p(δ − )3−p .
The proof of this result can be found in Section VI-M. Before we interpret this result, let us discuss the result
for p = 0 as well. Note that Theorem 8 does not cover p = 0 case.
Theorem 9. Suppose EG|U |2 < ∞ and PG(|U | > µ) = 1, where µ = supv{v : P (|U | > v) = 1} > 0, then for
p = 0 and  < δ,
σ2` =
δ
δ − σ
2
w + o(φ(µ¯σ
−1
w )),
where µ¯ is any constant that is smaller than µ2
√
δ−
δ .
The proof of this theorem is presented in Section VI-N. We now discuss how these theorems explain the low-noise
phenomenon in Figure 10. Suppose that we ignore all the logarithmic terms and study the second dominant term in
the expressions of σ` that we derived in Theorem 8. There are two facts we should emphasize here: (i) The second
dominant term is proportional to σ4−2pw , and is hence smaller for smaller values of p. (ii) The second dominant
term is positive. If we combine these two facts, we conclude that if p1 < p2, for small enough σw the lowest fixed
point of optimally tuned `p1-AMP outperforms optimally tuned `p2-AMP, which confirms our observation in Figure
10. More interestingly, according to Theorem 9 for the case p = 0:
σ2` =
δ
δ − σ
2
w + o(φ(µ¯σ
−1
w )),
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Here, the second dominant term for p = 0 decays exponentially faster than the polynomial rate for p > 0. Hence
`0-AMP will outperform `p-AMP for p > 0 in low noise regime, which is again consistent with Figure 10. Another
interesting feature of this theorem is its implications for the values of p that are less than 1, but close to it. Figure
10 shows that their performance is in fact close to that of LASSO. If we look at the first dominant term in Theorem
8, even p = 0.99 may seem to outperform LASSO by a large margin. However, note that the order of second
dominant term for p = 0.99 is pretty close to the order of the first dominant term. Hence, any judgement based
on the first dominant term in such cases is inaccurate and misleading. This shows the importance of the second
dominant term in these cases.
So far, we have analyzed the lowest fixed point of Ψλ∗,p(σ
2) and have seen that p < 1 may lead to major
improvements over optimal-λ `1-AMP, if the noise level is not large. Our next goal is to prove the “high-noise
phenomenon”, i.e., the fact that for large values of noise, optimally tuned `1-AMP outperforms optimally tuned
`p-AMP for p < 1.
Proposition 3. Suppose X ∼ (1− )∆0 + ∆µ where µ is a non-zero constant. For any 0 ≤ p < 1, there exists a
threshold σ˜w such that optimal-λ `1-AMP outperforms the lowest fixed point of optimal-λ `p-AMP for all σw > σ˜w.
Proof of this result is presented in Section VI-L. This proposition implies that even if we had access to the
best initialization for the optimal-λ `p-AMP, we should still use optimal-λ `1-AMP when the measurement noise
is large. Note that even though this theorem is concerned with very large values of the measurement noise, as is
clear from Figure 10, even for not so large noise levels, `1-AMP outperforms `p-AMP.
C. Analysis of the highest fixed point of optimally tuned `p-AMP
So far we have analyzed the lowest fixed point of optimally tuned `p-AMP. In this section we study its highest
fixed point in the presence of noise.
Theorem 10. Let σh denote the highest fixed point of the optimal-λ `p-AMP. If Mp() < δ, then
σ2h
σ2w
≤ 1
1− Mp()δ
. (18)
Furthermore, there exists a distribution pX ∈ F and a noise variance σ2w for which
σ2h
σ2w
≥ 1
1− Mp()δ
. (19)
This theorem is proved in Section VI-O. We again emphasize that our numerical calculations show that Mp() =
Mp(). Also, in the proof of Lemma 2 we have proved that M1() = M1(). Figure 11 compares Mp() for
different values of p. For most p < 1, Mp() is either larger than M1() or in some cases slightly lower. Hence,
as far as the highest fixed point of the `p-AMP algorithm on the least favorable signals is concerned, optimal-λ
`p-AMP can offer slight improvements (if any at all) over `1-AMP.
Again we would like to emphasize that the bound 1
1−Mp()
δ
is achieved for very specific distributions. If the
distribution of X is different from those, optimally tuned `p-AMP can achieve major improvement over optimal-λ
`1-AMP. An interesting question that is left for future research is which distributions benefit LPLS more.
As is clear from our discussion, optimal-λ `p-AMP can outperform `1-AMP for small values of noise and if
it reaches its lowest fixed point. Also, since in many cases `p-AMP has other fixed points, it requires a good
initialization to reach its lowest fixed point. Our next goal is to show whether an optimal adaptation policy can
resolve the issue of finding a good initialization. As we showed in the last section in the noiseless setting, it does
not offer much improvement. However, when the noise is small, this algorithm outperforms optimal-λ `1-AMP by
a large margin. The following theorem confirms this claim.
Theorem 11. Let σh denote the highest fixed point of the optimal-(p, λ) `p-AMP. If inf0≤p≤1Mp() < δ, then
lim
σ2w→0
σ2h
σ2w
=
1
1− δ
.
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Fig. 11. Mp() as a function of  for p ∈ {0, 0.3, 0.6, 0.9, 1}. Lower values of Mp() lead to better upper bounds for σ2h.
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Fig. 12. Comparison of σ2h in optimal-λ `1-AMP and optimal-(p, λ) `p-AMP. δ and  are set to 0.1 and 0.01 respectively. The non-zero
elements of xo are iid ±1 with probability 0.5.
The proof of this theorem is presented in Section VI-P. Note that there is a major difference between this theorem
and Theorem 6. This result is about the highest fixed point, while Theorem 6 evaluates the lowest fixed point. Note
that according to this theorem, if the sparsity level of the signal is below the phase transition of optimal-(p, λ)
`p-AMP, then optimal-(p, λ) `p-AMP offers much better noise sensitivity than that of optimal-λ `1-AMP (for small
values of noise). Note that according to Proposition 3, we expect the noise sensitivity of optimal-(p, λ) `p-AMP
to be the same as the noise sensitivity of optimal-λ `1-AMP for large values of noise. This phenomenon can be
observed in Figure 12. As is clear in this figure, for small values of the noise, p-continuation leads to substantially
better results than the optimal-λ `1-AMP.
V. RELATION WITH `p-NORM MINIMIZATION
Replica method is a non-rigorous method invented in statistical physics to study the behavior of large magnetic and
disordered systems. This method has found many applications in science and engineering [34]–[37]. In particular,
[15] has used this method to analyze the accuracy of xˆ(γ, p). Here we briefly explain the results derived in [15]
and compare them with the results of our paper. Under the replica symmetry assumptions (summarized in Section
IV of [15]), as N → ∞, (xˆj(γ, p), x0,j) converges in distribution to the random vector (ηp(X + σeffZ; γp), X)
where X ∼ pX and Z ∼ N(0, 1) are independent, and σeff satisfies the following fixed point equation:
σ2eff = σ
2
w +
1
δ
E(ηp(X + σeffZ; γp)−X)2, (20)
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where γp can also be calculated in terms of γ and σeff , but its particular form is not of interest in this paper.
Note that the fixed point of `p-AMP satisfies a fixed point equation that is the same as (20) (modulo the threshold
parameter). If we pick γ optimally in (20) (to make σeff or the mean square error of the reconstructed vector as
small as possible), then the two fixed point equations that are derived from `p-AMP and the Replica method will
be exactly the same. This exact correspondence can transform all the results about lowest fixed points we derived
for the optimal-λ `p-AMP to new results for the solution of (1). For the sake of brevity, we do not repeat all the
results here. We qualitatively explain the implications of two of our results:
1) If δ > , then (1) recovers the exact solution in the noiseless setting for any 0 ≤ p < 1. This can be derived
by combining Theorem 4 with the result of the Replica method described above. Note among all the fixed
points of (20), the lowest fixed point corresponds to the minimum free energy [34] and hence characterizes
the asymptotic performance of the global minimizer of (1).
2) When the noise level, σ2w, is high, LASSO outperforms LPLS for every p < 1. This result can be derived by
combining the results of Proposition 3 and the Replica method result.
VI. PROOFS OF THE MAIN RESULTS
A. Properties of ηp(u, λ)
In the proofs of our main results, we employ several properties of the proximal functions ηp (u;λ). This section
is devoted to the derivation of these properties. Note that since η0 (u;λ) and η1 (u;λ) have very simple forms,11
in some of the results mentioned below these two cases are omitted.
Our first result is concerned with the scale invariance property of ηp (u;λ). This result will be used extensively
in the rest of the paper.
Lemma 3. ηp(u, λ) has the following scale invariance properties for 0 6 p 6 1:
(i) ηp(−u;λ) = −ηp(u;λ).
(ii) ηp(αu;λα2−p) = αηp(u;λ), for every α ≥ 0.
Proof: First, we prove that ηp(−u;λ) = −ηp(u;λ). According to the definition of ηp, we have
ηp(−u;λ) = arg min
x
(−u− x)2 + λ|x|p = arg min
x
(u− (−x))2 + λ|−x|p
= − arg min
x
(u− x)2 + λ|x|p = −ηp(u;λ).
To prove the second part of this lemma, note that it is trivially true when α = 0. For any α > 0, we have
ηp(αu;λα
2−p) = arg min
x
(αu− x)2 + λα2−p|x|p
= arg min
x
α2
(
u− x
α
)2
+ λα2
∣∣∣x
α
∣∣∣p
= α arg min
x
(u− x)2 + λ|x|p = αηp(u;λ).
The next lemma is an auxiliary result that will be used later to derive the main properties of ηp(u;λ).
Lemma 4. For 0 < p < 1, if |ηp(u;λ)| > 0, then it satisfies
|ηp(u;λ)| ≥ ζ∗,
where ζ∗ ,
(
1
λp(1−p)
) 1
p−2 . Furthermore, ηp(u;λ) = 0 for every u satisfying
|u| < g(ζ∗),
11η0(u;λ) = uI(|u| >
√
2λ) and η1(u;λ) = (|u| − λ)sign(u)I(|u| > λ).
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where g(ζ) , ζ + λpζp−1.
Proof: According to Lemma 3 part (i), we only consider the case u ≥ 0. If ηp(u;λ) > 0, since it minimizes
ξp(x, u) ,
1
2
(u− x)2 + λ|x|p, (21)
it must satisfy
ηp(u;λ) + λpη
p−1
p (u;λ) = u,
which can be written as
g(ηp(u;λ)) = u.
It is straightforward to check the following facts about g(ζ): (i) g(ζ) has a global minimum at ζ∗ =
(
1
λp(1−p)
) 1
p−2 .
(ii) lim
ζ→0
g(ζ) = ∞. (iii) lim
ζ→∞
g(ζ) = ∞. (iv) g(ζ) is a decreasing function below ζ∗ and an increasing function
above ζ∗.
According to these properties, three different cases happen for g(ζ) = u:
(i) If u < g(ζ∗), then g(ζ) = u does not have any solution.
(ii) If u = g(ζ∗), then g(ζ) = u has only one solution at ζ∗.
(iii) If u > g(ζ∗), then g(ζ) = u has two solutions; one below ζ∗ and one above ζ∗. Among these two solutions
the value of x that minimizes ξp(x, u) is x ≥ ζ∗.
This completes the proof of the first part of the lemma. We now prove that for every u < g(ζ∗), ηp(u;λ) = 0.
This is due to the fact that the derivative of ξp(x, u) with respect to x will be always positive for every x > 0.
Hence the minimum must happen at zero. Note that ξp(x, u) is a continuous function of x.
Lemma 5. For 0 6 p 6 1, there exists a threshold λ˜p such that ∀ |u| < λ˜p, ηp(u;λ) = 0 and |ηp(u;λ)| > 0
∀ |u| > λ˜p. Furthermore, we have
λ˜p = cpλ
1
2−p
where cp = [2(1− p)]
1
2−p + p[2(1− p)] p−12−p . The value of cp is plotted in Figure 13 for different values of p.
0 0.2 0.4 0.6 0.8 1
1
1.1
1.2
1.3
1.4
1.5
1.6
p
c p
Fig. 13. The value of cp as a function of p. Note that the threshold λ˜p defined in Lemma 5 is in the form of cpλ1/(2−p).
Proof: We only consider the case 0 < p < 1 and u ≥ 0. The proof is straightforward for p = 0 and p = 1,
due to the explicit form of ηp in these two cases. Consider the notations ξp(x, u) and g(ζ) introduced in the proof
of Lemma 4. Note that according to the proof of Lemma 4, if ηp(u;λ) > 0, then g(ηp(u;λ)) = u. As the first step,
we would like to prove that if ηp(u0;λ) > 0 for u0, then ηp(u;λ) will be greater than zero for any u > u0. Since
22
u > 0, it is straightforward to see that ηp(u;λ) ≥ 0. Hence, ηp(u;λ) is either equal to zero or it is the solution of
g(ζ) = u where ζ > ζ∗ (ζ∗ is defined in Lemma 4). Let ζ¯ > ζ∗ denote the solution of g(ζ) = u. Our goal is to
show that ξp(0, u)− ξp(ζ¯, u) > 0. Toward this goal, we prove that ξp(0, u)− ξp(ζ¯, u) is an increasing function of
u.
We have
ξp(0, u)− ξp(ζ¯, u) = 1
2
u2 − 1
2
(ζ¯ − u)2 − λζ¯p
= ζ¯u− 1
2
ζ¯2 − λζ¯p = ζ¯(ζ¯ + λpζ¯p−1)− 1
2
ζ¯2 − λζ¯p
=
1
2
ζ¯2 + λ(p− 1)ζ¯p. (22)
By taking the derivative of this function with respect to ζ¯, it is straightforward to see that ξp(0, u)− ξp(ζ¯, u) is an
increasing function of ζ¯ for ζ¯ > ζ∗. If we prove that ζ¯ is an increasing function of u, then we can conclude that
ξp(0, u)− ξp(ζ¯, u) is an increasing function of u. Note that g(ζ¯) = u. By taking the derivative of both sides with
respect to u, we obtain
g′(ζ¯)
∂ζ¯
∂u
= 1.
Again, since g′(ζ¯) > 0 for ζ¯ > ζ∗, we conclude that ζ¯ is an increasing function of u. Hence we conclude that
ξp(0, u)− ξp(ζ¯, u) is an increasing function of u. If ηp(u0;λ) > 0, we know that ξp(0, u0)− ξp(ζ¯, u0) > 0. Since
ξp(0, u)− ξp(ζ¯, u) is an increasing function of u, we have for every u > u0, ξp(0, u)− ξp(ζ¯, u) > 0, which implies
that ηp(u;λ) = ζ¯ > 0.
So far we have been able to prove that there exists an interval [−λ˜p, λ˜p] such that if |u| ≥ λ˜p, ηp(u;λ) > 0 and
for every |u| < λ˜p, ηp(u;λ) = 0. Note that according to Lemma 4, λ˜p > g(ζ∗). Our next goal is to derive the exact
form of λ˜p. For notational simplicity, define α , λ
1
2−p and cp as
cp , sup {u : ηp(u; 1) = 0} . (23)
We have
ηp(u;λ) = ηp(u;α
2−p · 1) = αηp
(u
α
; 1
)
,
where the second equality is due to Lemma 3 part (ii). Hence, ηp(u;λ) = 0 if and only if ηp
(
u
α ; 1
)
= 0, i.e.,
ηp (u;λ) = 0 if and only if u/α < cp. Therefore, we have λ˜p = cpα = cpλ
1
2−p . Finally, we aim to obtain the
explicit form of cp. Denote the larger solution of x+ pxp−1 = u by x∗. Then note that ηp(u; 1) = 0 implies
u2
2
≤ 1
2
(x∗ − u)2 + (x∗)p = (x
∗)2
2
+
u2
2
− x∗(x∗ + p(x∗)p−1) + (x∗)p,
which yields that x∗ ≤ [2(1−p)] 12−p . Since x∗ is an increasing function of u, we know u ≤ [2(1−p)] 12−p +p[2(1−
p)]
p−1
2−p . On the other hand, it is straightforward to show that ηp(u; 1) = 0 when u = [2(1− p)]
1
2−p + p[2(1− p)] p−12−p .
Combining with the definition of cp in (23) gives us its analytical formula.
Lemma 6. For 0 < p < 1, If |ηp(u;λ)| > 0, then |ηp(u;λ)| ≥ [2(1− p)]
1
2−pλ
1
2−p
Proof: According to Lemma 5 and Lemma 7 part (ii), when ηp(u;λ) > 0, we know ηp(u;λ) ≥ η+p (cpλ
1
2−p ;λ).
Furthermore, from the proof of Lemma 5, it is straightforward to confirm the following equation,
cpλ
1
2−p = η+p (cpλ
1
2−p ;λ) + λp(η+p (cpλ
1
2−p ;λ))p−1, (24)
where the equation cpλ
1
2−p = x + λpxp−1 has two roots and x = η+p (cpλ
1
2−p ;λ) is the larger one. Dividing both
sides of the above equation by λ
1
2−p gives,
cp = η
+
p (cp; 1) + p(η
+
p (cp; 1))
p−1 (25)
According to the explicit form of cp in Lemma 5, we can obtain η+p (cp; 1) = [2(1− p)]
1
2−p .
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So far we have studied some of the main properties of ηp(u;λ). In this paper, we will also work with the derivatives
of ηp(u;λ). Note that the derivative of this function with respect to u exists for every u except at u = cpλ
1
2−p .
Furthermore, its derivative with respect to λ exists everywhere except for λ = (u/cp)2−p. For notational simplicity,
we use the following notations for the partial derivatives:
∂1ηp(u;λ) ,
∂ηp(u;λ)
∂u
, ∂21ηp(u;λ) ,
∂2ηp(u;λ)
∂u2
,
∂2ηp(u;λ) ,
∂ηp(u;λ)
∂λ
, ∂22ηp(u;λ) ,
∂2ηp(u;λ)
∂λ2
.
Whenever we use these notations, we refer to the derivative of the function for the values of u and λ at which
|ηp(u;λ)| > 0.
Lemma 7. If ηp(u;λ) > 0, then for 0 < p < 1 and λ > 0, ηp(u;λ) satisfies
(i) ηp(u;λ) < u.
(ii) 1 < supηp(u;λ)>0 ∂1ηp(u;λ) <∞.
(iii) ∂21ηp(u;λ) < 0.
Furthermore, since ηp(u;λ) is an odd function, ∂1ηp(u;λ) and ∂21ηp(u;λ) are even and odd functions respectively.
Therefore, for ηp(u;λ) < 0, we have (i) ηp(u;λ) > u, (ii) 1 < supηp(u;λ)<0 ∂1ηp(u;λ) <∞, (iii) ∂21ηp(u;λ) > 0.
Proof: In this proof, we only consider the case ηp(u;λ) > 0. Note that ηp(u;λ) satisfies
ηp(u;λ)− u+ λpηp−1p (u;λ) = 0
Since ηp(u;λ) > 0, we have ηp(u;λ) < u. Taking the derivative with respect to u from both sides of the equation
above, we obtain
∂1ηp(u;λ)− 1 + λp(p− 1)ηp−2p (u;λ)∂1ηp(u;λ) = 0. (26)
Therefore, the derivative of ηp(u;λ) is
∂1ηp(u;λ) =
1
1 + λp(p− 1)ηp−2p (u;λ)
.
Furthermore, based on Lemma 6, we have
0 > λp(p− 1)ηp−2p (u;λ) ≥ λp(p− 1)([2(1− p)]
1
2−pλ
1
2−p )p−2 = p(p− 1)ap−2p = −
p
2
> −1.
Note the inequality above holds for every possible u and λ such that ηp(u;λ) > 0, which hence shows (ii). We
now prove the third part of the lemma. By taking another derivative from (26) with respect to u, we obtain
∂21ηp(u;λ) + λp(p− 1)(p− 2)ηp−3p (u;λ)(∂1ηp(u;λ))2 + λp(p− 1)ηp−2p (u;λ)∂21ηp(u;λ) = 0.
Hence
∂21ηp(u;λ) =
−λp(p− 1)(p− 2)ηp−3p (u;λ)(∂1ηp(u;λ))2
1 + λp(p− 1)ηp−2p (u;λ)
.
Again by employing Lemma 6, we can conclude that the second derivative is negative. We may also claim that
sup
u
|∂21ηp(u;λ)| <∞.

The next lemma is concerned with the properties of ηp(u;λ) as a function of λ.
Lemma 8. If |ηp(u;λ)| > 0 and 0 < p < 1, we have
∂2ηp(u;λ) = −p|ηp(u;λ)|p−1∂1ηp(u;λ) · sign(u).
In particular, ∂2ηp(u;λ) < 0 when u > 0 and ∂2ηp(u;λ) > 0 if u < 0.
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Proof. We prove the result for the case of ηp(u;λ) > 0. The other case can be proved in exactly the same way.
Note that since ηp(u;λ) > 0, it satisfies
ηp(u;λ)− u+ λpηp−1p (u;λ) = 0. (27)
By taking the derivative of (27) with respect to u we obtain
∂1ηp(u;λ)− 1 + λp(p− 1)ηp−2p (u;λ)∂1ηp(u, λ) = 0. (28)
By taking the derivative of (27) with respect to λ we obtain
∂2ηp(u;λ) + pη
p−1
p (u;λ) + λp(p− 1)ηp−2p (u;λ)∂2ηp(u, λ) = 0. (29)
The final result can be obtained by combining (28) and (29). 
Below we summarize two straightforward corollaries of the above results. These two corollaries enable us to
compare ηp with η0 and η1. First note that according to Lemma 5, the threshold at which ηp(u;λ) switches from
zero to a positive number is different for different values of p. This makes the comparison of these proximal
functions complicated. However, according to Lemma 5, if we set the parameter λp ,
(
λ˜
cp
)2−p
with λ˜ being a
fixed constant, then for every 0 ≤ p ≤ 1, we have ηp(u;λ) = 0 for |u| < λ˜ and ηp(u;λ) 6= 0 for |u| > λ˜. Based
on this new parametrization, we would like to compare ηp with η0 and η1.
Corollary 4. Define λp ,
(
λ˜
cp
)2−p
. Then
ηp(u;λp) > η1(u;λ1), ∀u > λ˜, 0 ≤ p < 1.
Proof: Note that η1(λ˜;λ1) = 0 and ηp(λ˜;λp) > 0 for every 0 ≤ p < 1. The derivative of the soft thresholding
function is ∂1η1(u;λ1) = 1 for u > λ˜. According to Lemma 7, the derivative of ηp(u;λp) is ∂1ηp(u;λp) > 1 for
u > λ˜. Therefore, we have η1(u;λ1) < ηp(u;λp) when u > λ˜ and 0 < p < 1. It is straightforward to check that
the result also holds for p = 0, i.e., η1(u;λ1) < η0(u;λ0). 
Corollary 5. Let λp =
(
λ˜
cp
)2−p
. We have
ηp(u;λp) < η0(u;λ0), ∀u > λ˜, 0 < p ≤ 1.
Proof: Since η1(u, λ1) admits an explicit form, it is straightforward to verify the result. For 0 < p < 1, it is a
direction result of Lemma 7 part (i). 
Another type of result that we will use in this paper is about the behavior of ηp(u;λ) and its derivative for large
values of u. The rest of this section is devoted to such results.
Lemma 9. Let λ > 0 and 0 < p < 1 be two fixed numbers. Then for large value of u, we have
ηp(u;λ) = u− λp sign(u)|u|p−1 + o(|u|p−1).
Proof: For simplicity, we only consider the case u > 0. First note that Corollary 4 shows
ηp(u;λp) > η1(u;λ1)→∞, u→∞.
Moreove, we know for large enough u, ηp(u;λ) satisfies
ηp(u;λ)− u+ λpηp−1p (u;λ) = 0. (30)
Define
υp(u;λ) , u− ηp(u;λ). (31)
If we plug (31) in (30) then we have
υp(u;λ) = λpη
p−1
p (u;λ).
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Finally,
lim
u→∞
υp(u;λ)− λpup−1
up−1
= λp
(
lim
u→∞
ηp−1p (u;λ)
up−1
− 1
)
= 0.
The last equality is due to the fact that limu→∞
ηp(u;λ)
u − 1 = −λp limu→∞
ηp−1p (u;λ)
u = 0. 
Lemma 10. Let 0 < p < 1 and λ > 0 be two fixed numbers. For large values of u we have
∂1ηp(u;λ) = 1 + λp(1− p)|u|p−2 + o(|u|p−2)
Proof: We only consider u > 0 for simplicity. Taking the derivative of (30) with respect to u leads to
∂1ηp(u;λ) =
1
1 + λp(p− 1)ηp−2p (u;λ)
. (32)
Hence we have
lim
u→∞
∂1ηp(u;λ)− 1− λp(1− p)up−2
up−2
= lim
u→∞
λp(1− p)up−2 − λp(1− p)ηp−2p (u;λ) + λ2p2(1− p)2up−2ηp−2p (u;λ)
up−2(1 + λp(p− 1)ηp−2p (u;λ))
= 0. (33)
To obtain the last equality, we have employed the following equalities that are proved in the last lemma:
lim
u→∞ ηp(u;λ) =∞; limu→∞
ηp(u;λ)
u
= 1.

B. Smoothness of state evolution function Ψλ,p(σ2)
In the paper there are many instances at which we require the derivatives of Ψλ∗,p(σ
2) or Ψλ∗,p∗(σ
2). In this
section, we prove all the smoothness properties that are require throughout the paper. For simplicity we define the
following notations:
Hp(σ, λ) , E[ηp(X + σZ;λ)−X]2,
λ∗(σ) , arg min
λ≥0
Hp(σ, λ).
Note that
Ψλ∗,p(σ
2) =
1
δ
Hp(σ, λ∗(σ)).
Lemma 11. If σ0 > 0 and λ0 > 0, then ∂Hp(σ,λ)∂σ exists at σ0 and λ0 and is equal to
∂Hp(σ, λ)
∂σ
∣∣∣∣
(σ0,λ0)
=
1
σ
E[(ηp(X + σZ;λ)−X)2(Z2 − 1)].
Proof: Let F denote the CDF of X . Then,
Hp(σ, λ) =
∫ ∞
−∞
∫ ∞
−∞
(ηp(x+ σz;λ)− x)2φ(z)dzdF (x)
=
1
σ
∫ ∞
−∞
∫ ∞
−∞
(ηp(z;λ)− x)2φ((z − x)/σ)dzdF (x).
Hence our first goal is to show that
∫∞
−∞
∫∞
−∞(ηp(z;λ) − x)2φ((z − x)/σ)dzdF (x) is differentiable and that the
derivative may move inside the integral. For the moment we assume that σ > σ0 and we calculate
lim
σ→σ0
∫ ∞
−∞
∫ ∞
−∞
(ηp(z;λ)− x)2φ((z − x)/σ)− φ((z − x)/σ0)
σ − σ0 dzdF (x).
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From mean value theorem we conclude that
φ((z − x)/σ)− φ((z − x)/σ0)
σ − σ0 =
|z − x|2
σ˜3
φ((z − x)/σ˜),
where σ˜ ∈ [σ0, σ]. It is straightforward to confirm that∫ ∞
−∞
∫ ∞
−∞
(ηp(z;λ)− x)2φ((z − x)/σ)− φ((z − x)/σ0)
σ − σ0 dzdF (x)
=
∫ ∞
−∞
∫ ∞
−∞
(ηp(z;λ)− x)2 |z − x|
2
σ˜3
φ((z − x)/σ˜)dzdF (x)
=
∫ ∞
−∞
∫ ∞
−∞
(ηp(x+ z;λ)− x)2 |z|
2
σ˜3
φ(z/σ˜)dzdF (x)
≤
∫ ∞
−∞
∫ ∞
−∞
(2|x|+ |z|)2 |z|
2
σ˜3
φ(z/σ˜)dzdF (x) ≤ ∞.
Hence, the condition of dominated convergence theorem holds and we can switch the integrals and the derivative
to obtain
∂Hp(σ, λ)
∂σ
=
−1
σ2
∫ ∞
−∞
∫ ∞
−∞
(ηp(z;λ)− x)2φ((z − x)/σ)f(x)dzdx+
1
σ
∫ ∞
−∞
∫ ∞
−∞
(ηp(z;λ)− x)2φ((z − x)/σ)f(x)(z − x)
2
σ3
dzdx
=
1
σ
∫ ∞
−∞
∫ ∞
−∞
(ηp(x+ σz;λ)− x)2(z2 − 1)φ(z)f(x)dzdx
=
1
σ
E[(ηp(X + σZ;λ)−X)2(Z2 − 1)]. (34)
Lemma 12. ∂Hp(σ,λ)∂σ is a continuous function of (λ, σ) for any λ > 0 and σ > 0.
Proof: Define J(x, σ, λ) , E[(ηp(x+ σZ;λ)− x)2(Z2 − 1)]. Lemma 11 proves that
∂Hp(σ, λ)
∂σ
=
1
σ
E[J(X,σ, λ)].
We first show that J(x, σ, λ) is continuous for any λ > 0, σ > 0, given any fixed x. We start by rewriting J(x, σ, λ):
J(x, σ, λ) = E[η2p(x+ σZ;λ)(Z2 − 1)]︸ ︷︷ ︸
,J˜(x,σ,λ)
−2xE[ηp(x+ σZ;λ)(Z2 − 1)]︸ ︷︷ ︸
,J¯(x,σ,λ)
.
Regarding J˜(x, σ, λ) we have
J˜(x, σ, λ)
(a)
= λ
2
2−pE[η2p(λ
1
p−2 (x+ σZ); 1)(Z2 − 1)]
= λ
2
2−p
∫ ∞
−∞
η2p(λ
1
p−2 (x+ σz); 1)(z2 − 1)φ(z)dz.
=
λ
3
2−p
σ
∫ ∞
−∞
η2p(z; 1)
[(λ 12−p z − x
σ
)2 − 1]φ(λ 12−p z − x
σ
)
dz
=
λ
5
2−p e
−x2
2σ2
σ3
∫ ∞
−∞
η2p(z; 1)z
2exp
( λ 22−p
−2σ2 · z
2 +
xλ
1
2−p
σ2
· z
)
dz +
−2xλ 42−p e−x
2
2σ2
σ2
∫ ∞
−∞
η2p(z; 1)zexp
( λ 22−p
−2σ2 · z
2 +
xλ
1
2−p
σ2
· z
)
dz +
(x2 − σ2)λ 32−p e−x
2
2σ2
σ3
∫ ∞
−∞
η2p(z; 1)exp
( λ 22−p
−2σ2 · z
2 +
xλ
1
2−p
σ2
· z
)
dz. (35)
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We have used Lemma 3 (ii) to derive (a). Denote ξ1 = λ
2
2−p
−2σ2 , ξ2 =
xλ
1
2−p
σ2 . Then p(ξ1,ξ2)(z) , c(ξ1, ξ2)exp(ξ1z2 +
ξ2z) defines a two-parameter exponential family with natural parameter space {(ξ, ξ2) | ξ1 < 0, ξ2 ∈ R)}, where
c(ξ1, ξ2) is the normalization constant. Hence according to Theorem 2.7.1 in [38],
∫∞
−∞ η
2
p(z; 1)z
2exp(ξ1z
2 +ξ2z)dz
is continuous with respect to (ξ1, ξ2) in the natural parameter space. It further implies that
∫∞
−∞ η
2
p(z; 1)z
2exp
(
λ
2
2−p
−2σ2 ·
z2 + xλ
1
2−p
σ2 · z
)
dz is continuous for λ > 0, σ > 0. Therefore, we can conclude the first term on the right hand side
of (35) is continuous. Similar arguments work for the second and third terms. Showing the continuity of J¯(x, σ, λ)
is also similar and is skipped. Now consider any given σ0 > 0, λ0 > 0. It is straightforward to verify the existance
of c1, c2 > 0 such that
|J(x, σ, λ)| ≤ E[(2|x+ σZ|2 + 2x2)(Z2 + 1)] ≤ E[4σ2Z2 + 6x2)(Z2 + 1)] = c1x2 + c2, (36)
Hence we can apply dominated convergence theorem to obtain
lim
λ→λ0
σ→σ0
E[J(X,σ, λ)] = E lim
λ→λ0
σ→σ0
J(X,σ, λ) = E[J(X,σ0, λ0)].
Lemma 13. ∂Hp(σ,λ)∂λ is a continuous function of (λ, σ) for any λ > 0 and σ > 0.
The proof is similar to the proof of Lemma 12 and is hence skipped here.
Lemma 14. For a given σ0 > 0, suppose the optimal thresholding value λ∗(σ0) satisfies the condition:
inf
λ≥0
Hp(σ0, λ) < inf|λ−λ∗(σ0)|>c
Hp(σ0, λ),
for any c > 0. Then λ∗(σ) is continuous at σ = σ0.
Proof: According to Lemma 11 we have
∂Hp(σ, λ)
∂σ
=
1
σ
E[(ηp(X + σZ;λ)−X)2(Z2 − 1)]
Furthermore,∣∣∣∂Hp(σ, λ)
∂σ
∣∣∣ ≤ 1
σ
E[(Z2 + 1)(2η2p(X + σZ;λ) + 2X2)] ≤
1
σ
E[(6X2 + 4σ2Z2)(Z2 + 1)] (37)
Note that the upper bound above does not depend on λ. This implies that for any given σ0 > 0, there exists a
neighborhood Br(σ0) such that the following holds for any σ ∈ Br(σ0):
sup
λ
|Hp(σ, λ)−Hp(σ0, λ)| ≤ K(σ0) · |σ − σ0|,
where K(σ0) is a constant depending on σ0. We then have
Hp(σ, λ∗(σ))−Hp(σ0, λ∗(σ0))
= [Hp(σ, λ∗(σ))−Hp(σ, λ∗(σ0))] + [Hp(σ, λ∗(σ0))−Hp(σ0, λ∗(σ0))]
≤ sup
λ
|Hp(σ, λ)−Hp(σ0, λ)| ≤ K(σ0) · |σ − σ0|
On the other hand,
Hp(σ, λ∗(σ))−Hp(σ0, λ∗(σ0))
= [Hp(σ, λ∗(σ))−Hp(σ0, λ∗(σ))] + [Hp(σ0, λ∗(σ))−Hp(σ0, λ∗(σ0))]
≥ − sup
λ
|Hp(σ, λ)−Hp(σ0, λ)| ≥ −K(σ0) · |σ − σ0|
Therefore, we obtain
| inf
λ≥0
Hp(σ, λ)− inf
λ≥0
Hp(σ0, λ)| ≤ K(σ0) · |σ − σ0| (38)
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Similarly we can get
| inf
|λ−λ∗(σ0)|≥
Hp(σ, λ)− inf|λ−λ∗(σ0)|≥Hp(σ0, λ)| ≤ K(σ0) · |σ − σ0| (39)
Now for any given ε > 0, by the condition we impose, there exists a constant d > 0 such that
inf
|λ−λ∗(σ0)|>ε
Hp(σ0, λ)− inf
λ≥0
Hp(σ0, λ) > d
This combined with Equations (38) and (39) yields,
inf
|λ−λ∗(σ0)|>ε
Hp(σ, λ)− inf
λ≥0
Hp(σ, λ) > d− 2K(σ0) · |σ − σn| > d/2 > 0
for σ ∈ Br(σ0) with sufficiently small r. It implies that
|λ∗(σ)− λ∗(σ0)| ≤ ε, for σ ∈ Br(σ0).
This finishes the proof of the continuity.
Theorem 12. Suppose for any σ0 > 0, the global optima λ∗(σ0) is isolated 12, i.e.,
inf
λ≥0
Hp(σ0, λ) < inf|λ−λ∗(σ0)|>c
Hp(σ0, λ)
for any c > 0. Then Ψλ∗,p(σ
2) is differentiable with respect to σ over (0,∞) with continuous derivative and
dΨλ∗,p(σ
2)
dσ
=
∂Hp(σ, λ∗(σ))
∂σ
Proof: Consider a given σ0 > 0. Then
dΨλ∗,p(σ
2
0)
dσ
= lim
σ→σ0
Hp(σ, λ∗(σ))−Hp(σ0, λ∗(σ0))
σ − σ0
We first assume σ > σ0. Note that
Hp(σ, λ∗(σ))−Hp(σ0, λ∗(σ0))
σ − σ0 =
[Hp(σ, λ∗(σ))−Hp(σ, λ∗(σ0))] + [Hp(σ, λ∗(σ0))−Hp(σ0, λ∗(σ0))]
σ − σ0
≤ Hp(σ, λ∗(σ0))−Hp(σ0, λ∗(σ0))
σ − σ0
Hence we have
lim sup
σ→σ+0
Hp(σ, λ∗(σ))−Hp(σ0, λ∗(σ0))
σ − σ0 ≤
∂Hp(σ0, λ∗(σ0))
∂σ
(40)
On the other hand, we have
Hp(σ, λ∗(σ))−Hp(σ0, λ∗(σ0))
σ − σ0 =
[Hp(σ, λ∗(σ))−Hp(σ0, λ∗(σ))] + [Hp(σ0, λ∗(σ))−Hp(σ0, λ∗(σ0))]
σ − σ0
≥ Hp(σ, λ∗(σ))−Hp(σ0, λ∗(σ))
σ − σ0 =
∂Hp(σ˜, λ∗(σ))
∂σ
,
where σ˜ is between σ and σ0. Since we have showed from Lemma 12 and 14 that λ∗(σ) and
∂Hp(σ,λ)
∂σ are both
continuous, we can conclude from the above inequality that
lim inf
σ→σ+0
Hp(σ, λ∗(σ))−Hp(σ0, λ∗(σ0))
σ − σ0 ≥
∂Hp(σ0, λ∗(σ0))
∂σ
. (41)
Inequalities (40) and (41) together show that
lim
σ→σ+0
Hp(σ, λ∗(σ))−Hp(σ0, λ∗(σ0))
σ − σ0 =
∂Hp(σ0, λ∗(σ0))
∂σ
12This assumption turns out to be very mild. Based on our simulations, Hp(σ, λ), as a function of λ, has quasi-convex shapes.
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Similarly, we can prove the same equality when σ → σ−0 . Thus we can obtain that
dΦλ∗,p(σ
2
0)
dσ
=
∂Hp(σ0, λ∗(σ0))
∂σ
Since ∂Hp(σ,λ)∂σ and λ∗(σ) are both continuous, we know
∂Hp(σ,λ∗(σ))
∂σ is continuous as well.
Theorem 13. Denote θ = (λ, p). Suppose for any σ0 > 0, the global optima θ∗(σ0) is isolated, i.e.,
inf
λ≥0,0≤p≤1
Hp(σ0, λ) < inf||θ−θ∗(σ0)||>c
Hp(σ0, λ),
for any c > 0. Then Ψλ∗,p∗(σ
2) is differentiable with respect to σ over (0,∞) with continuous derivative and
dΨλ∗,p∗(σ
2)
dσ
=
∂Hp∗(σ)(σ, λ∗(σ))
∂σ
.
Proof: First note that we can prove θ∗(σ) is continuous over (0,∞). It follows the same route as the proof of
Lemma 14. The key observation is that the upper bound on ∂Hp(σ,λ)∂σ we showed in (37) does not depend on either
p or λ. For the sake of brevity we skip the complete proof.
The rest of the proof is also very similar to the proof of Theorem 12. Note that the key ingredient in the proof
of Theorem 12 is the continuity ∂Hp(σ,λ)∂σ with respect to (σ, λ). In order to extend that proof to Theorem 13, we
should show that ∂Hp(σ,λ)∂σ is continuous with respect to (σ, λ, p). Recall from (34) that
∂Hp(σ, λ)
∂σ
=
1
σ
E[(ηp(X + σZ;λ)−X)2(Z2 − 1)].
We can use the same arguments as presented for proving Lemma 11 to calculate
∂2Hp(σ, λ)
∂σ2
=
1
σ2
E[(ηp(X + σZ;λ)−X)2(Z4 − 5Z2 + 2)].
Hence, it is straightforward to verify that∣∣∣∂2Hp(σ, λ)
∂σ2
∣∣∣ ≤ 1
σ2
E[(6X2 + 4σ2Z2)(Z4 + 5Z2 + 2)].
Note that the upper bound above is independent of both p and λ. Thus according to mean value theorem, ∂Hp(σ,λ)∂σ
is Lipschitz continuous (with a Lipschitz constant that does not depend on λ and p) over (p, λ) with respect to
σ > 0. If we can further show E[(ηp(X+σZ;λ)−X)2(Z2− 1)] is continuous with respect to (p, λ) for any given
σ > 0, we are done. For that purpose, we do the analysis in two steps:
• Firstly, we will show E[(ηp(X + σZ;λ)−X)2(Z2− 1)] is continuous with respect to p, for any given λ > 0.
• We then prove E[(ηp(X + σZ;λ)−X)2(Z2 − 1)] is continuous with respect to λ uniformly over p.
Regarding the first step, note that as p˜→ p,
(ηp˜(X + σZ;λ)−X)2(Z2 − 1)1(|X + σZ| 6= cpλ
1
2−p )
→ (ηp(X + σZ;λ)−X)2(Z2 − 1)1(|X + σZ| 6= cpλ
1
2−p )
Also since |(ηp(X + σZ;λ) −X)2(Z2 − 1)| ≤ 2(|X + σZ|2 + X2)(Z2 + 1), we can apply DCT to conclude it.
For the second step, recall the definition in the proof of Lemma 12:
J(x, λ, p) = E[(ηp(x+ σZ;λ)− x)2(Z2 − 1)].
We then have E[(ηp(X+σZ;λ)−X)2(Z2−1)] = EXJ(X,λ, p). If we can show limλ→λ0 J(X,λ, p) = J(X,λ0, p)
uniformly over p, then by (36) we can apply uniform DCT to finish the proof. Hence, what left to prove is J(x, λ, p)
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is uniformly continuous over p with respect to λ > 0, for any given x. We rewrite J(x, λ, p) as
J(x, λ, p) =
∫ ∞
−∞
(ηp(x+ σz;λ)− x)2(z2 − 1)φ(z)dz
=
∫ ∞
−∞
(λ
1
2−p ηp(λ
1
p−2 (x+ σz); 1)− x)2(z2 − 1)φ(z)dz
=
∫ ∞
−∞
λ
1
2−p
σ
(λ
1
2−p ηp(z; 1)− x)2
[(zλ 12−p − x
σ
)2 − 1]φ(zλ 12−p − x
σ
)
︸ ︷︷ ︸
,K(x,λ,p,z)
dz
Since sup0≤p≤1 |ηp(z; 1)| ≤ |z| and
sup
0≤p≤1
|λ 12−p | ≤ max(1, λ), inf
0≤p≤1
|λ 12−p | ≥ min(λ, λ1/2),
for a given small neighbor Br(λ0), we can easily find an upper bound L(x, z) such that
sup
0≤p≤1
|K(x, λ, p, z)| ≤ L(x, z)
holds for all λ ∈ Br(λ0) and
∫∞
−∞ L(x, z)dz <∞. Moreover, note that λ
1
2−p is uniformly continuous at any λ > 0,
thus it is easy to see K(x, λ, p, z) is uniformly continuous as well. We can then apply uniform DCT again to show
J(x, λ, p) is uniformly continuous.
C. Proof of Theorem 1
According to (7), we have
η˜p,h(u;λ) = Sp(u;λ) + D˜p,h(u;λ).
Hence,
η˜′p,h(u;λ) = S
′
p(u;λ) + D˜
′
p,h(u;λ),
where (·)′ denotes the derivative with respect to the first argument of the function. Let λ˜p denote the threshold
specified in Lemma 5. According to (6), the derivative of Sp(u;λ) is the same as the derivative of ηp(u;λ) for
every |u| > λ˜p. Moreover, from Lemma 7 part (ii) we already know that supu |η′p(u;λ)| < ∞. Hence, our first
conclusion is the following:
sup
u
|S′p(u;λ)| = sup
u
∣∣η′p(u;λ)∣∣ <∞. (42)
Next we claim that the derivative of D˜p,h(u;λ) with respect to u is bounded as well. To prove this claim, first note
that
D˜p,h(u;λ) = η
+
p (λ˜p;λ)
∫
1√
2pih
e−
(u−s)2
2h2 I(s > λ˜p)ds+ η−p (−λ˜p;λ)
∫
1√
2pih
e−
(u−s)2
2h2 I(s < −λ˜p)ds. (43)
Therefore, it is straightforward to use the dominated convergence theorem to show that
D˜′p,h(u;λ) = η
+
p (λ˜p;λ)
∫
1√
2pih3
(s−u)e− (u−s)
2
2h2 I(s > λ˜p)ds+η−p (λ˜p;λ)
∫
1√
2pih3
(s−u)e− (u−s)
2
2h2 I(s < −λ˜p)ds.
Hence,
|D˜′p,h(u;λ)| ≤ 2η+p (λ˜p;λ)
∫
1√
2pih3
|u− s|e− (u−s)
2
2h2 ds = 4η+p (λ˜p;λ)
∫ ∞
0
1√
2pih3
ze−
z2
2h2 dz =
4η+p (λ˜p;λ)√
2pih
. (44)
Combining (42) and (44) proves that supu |η˜′p,h(u;λ)| is bounded. Hence, by the mean value theorem we can
conclude that η˜p,h(u;λ) is Lipschitz continuous. Under the Lipschitz continuity of η˜p,h(u;λ), we can employ
Theorem 1 of [23] to show that:
lim
N→∞
‖xt+1(N,h)− xo(N)‖22
N
a.s.
= E
(
|η˜p,h(X + σt,hZ;λt)−X|2
)
, (45)
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where σt,h satisfies the following equation:
σ2t+1,h = σ
2
w +
1
δ
E
(
|η˜p,h(X + σt,hZ;λt)−X|2
)
. (46)
It is straightforward to employ (45) and conclude that
lim
i→∞
lim
N→∞
‖xt+1(N,hi)− xo(N)‖22
N
a.s.
= lim
i→∞
E
(
|η˜p,hi(X + σt,hiZ;λt)−X|2
)
.
The last step is to prove that
lim
i→∞
E
(
|η˜p,hi(X + σt,hiZ;λt)−X|2
)
= E
(
|ηp(X + σtZ;λt)−X|2
)
, (47)
with σt satisfying
σ2t+1 = σ
2
w +
1
δ
E
(
|ηp(X + σtZ;λt)−X|2
)
. (48)
We use an induction on t to prove (47).
(i) Base of the induction: First note that σ0 = σ0,h. Hence, we have to prove that
lim
i→∞
E
(
|η˜p,hi(X + σ0Z;λ0)−X|2
)
= E
(
|ηp(X + σ0Z;λ0)−X|2
)
(49)
According to Lemma 7, we have
|η˜p,h(u;λ)| ≤ |Sp(u;λ)|+ |D˜p,h(u;λ)| ≤ |u|+ η+p (λ˜p;λ).
Define λ˜0,p , cpλ1/(2−p)0 , where cp is the constant we defined in Lemma 5. We have
|η˜p,h(X + σ0Z;λ0)| ≤ |X + σ0Z|+ η+p (λ˜0,p;λ0).
Hence,
|η˜p,h(X + σ0Z;λ0)−X|2 ≤ (|X + σ0Z|+ |X|+ η+p (λ˜0,p;λ0))2.
Since E(|X + σ0Z|+ |X|+ η+p (λ˜0,p;λ0))2 <∞, if we can show
lim
h→0+
η˜p,h(u;λ) = ηp(u;λ), (50)
then by the dominated convergence theorem we can conclude (49). To show (50), first notice∫
1√
2pih
e−
(u−s)2
2h2 I(s > λ˜p)ds =
∫ ∞
λ˜p−u
1√
2pih
e−
z2
2h2 dz =
∫ ∞
λ˜p−u
h
1√
2pi
e−
z2
2 dz.
Therefore, it is straightforward to confirm,
lim
h→0+
∫
1√
2pih
e−
(u−s)2
2h2 I(s > λ˜p)ds =
{
1 if u > λ˜p,
0 if u < λ˜p.
Similarly, we can show
lim
h→0+
∫
1√
2pih
e−
(u−s)2
2h2 I(s < −λ˜p)ds =
{
1 if u < −λ˜p,
0 if u > −λ˜p.
Combining the two equalities above with (43) proves that limh→0+ D˜p,h(u;λ) = Dp(u;λ), which in turn
shows limh→0+ η˜p,h(u;λ) = ηp(u;λ). This completes the proof.
(ii) Inductive step: Now we assume that (47) is true for iteration t and our goal is to show it for iteration t+ 1.
First note that
σ2t,h = σ
2
w +
1
δ
E
(
|η˜p,h(X + σt−1,hZ;λt−1)−X|2
)
. (51)
According to the assumption of induction:
E
(
|η˜p,hi(X + σt−1,hiZ;λt−1)−X|2
)
→ E
(
|ηp(X + σt−1Z;λt−1)−X|2
)
.
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Hence, σ2t,hi → σ2t as i→∞. Moreover, note that
η˜p,hi(X + σt,hiZ;λt) = Sp(X + σt,hiZ;λt) + D˜p,hi(X + σt,hiZ;λt)
ηp(X + σtZ;λt) = Sp(X + σtZ;λt) +Dp(X + σtZ;λt)
Since Sp(u;λ) is a continuous function of u, we have
lim
i→∞
Sp(X + σt,hiZ;λt) = Sp(X + σtZ;λt).
Furthermore, it is not hard to see that the arguments we used to prove D˜p,h(u;λ)→ Dp(u;λ) in step (i) can
be applied to show D˜p,h(uh;λ)→ Dp(u;λ), if uh → u, as h→ 0+. Therefore, we can obtain
lim
i→∞
D˜p,hi(X + σt,hiZ;λt) = Dp(X + σtZ;λt).
Combining the last two equalities, we have showed that
lim
i→∞
η˜p,hi(X + σt,hiZ;λt) = ηp(X + σtZ;λt).
Since σt,hi is bounded, we can use similar calculations as in step (i) to bound |η˜p,hi(X + σt,hiZ;λt)−X|2. Hence
dominated convergence theorem can be applied to conclude
lim
i→∞
E
(
|η˜p,hi(X + σt,hiZ;λt)−X|2
)
= E
(
|ηp(X + σtZ;λt)−X|2
)
.
D. Proof of Proposition 1
We have already proved in Theorem 12 that Ψλ∗,p(σ
2) is a continuous function of σ2 (we have in fact proved
that it is differentiable). We consider the noiseless setting σ2w = 0. The proof for the noisy setting is essentially
the same. First note that for the case σ = 0, we have Ψ0,p(0) = 0. Hence, Ψλ∗,p(0) = 0. Therefore σ
2 = 0 is a
fixed point of Ψλ∗,p. If it is a stable fixed point, it will establish the lemma. We assume that it is an unstable fixed
point. Then there exists a value of σ, called σu for which
Ψλ∗,p(σ
2
u) > σ
2
u. (52)
Furthermore, we will show that for σ2 > 1δ [E(X
2) + 1] we have
Ψλ∗,p(σ
2) < σ2. (53)
Since Ψλ∗,p(σ
2) is continuous, we can combine (52) and (53) and conclude the existence of the stable fixed point
in the range [σ2u,
1
δ (E(X
2) + 2)]. Hence, the only step that is left to prove is (53). Note that from Lemma 7 we
have |ηp(X + σZ;λ)−X| ≤ |X + σZ|+ |X| ≤ 2|X|+ σ|Z|. Since E(2|X|+ σ|Z|)2 is bounded, we can employ
the dominated convergence theorem to get
lim
λ→∞
E(ηp(X + σZ;λ)−X)2 = E lim
λ→∞
(ηp(X + σZ;λ)−X)2 = E(X2).
Hence, there exists a value of λu <∞ such that E(ηp(X + σZ;λu)−X)2 ≤ E(X2) + 1. Therefore,
Ψλ∗,p(σ
2) <
EX2 + 1
δ
,
which implies (53) and completes the proof.
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E. Proof of Theorem 3
Let X ∼ (1− )∆0 + G, where G is an arbitrary distribution that does not have any mass at zero. Also, let U
denote a random variable with distribution G and EU be the expectation with respect to U . Define
ψτ,p(σ
2) , 1
δ
E(ηp(X + σZ; τσ2−p)−X).
Note that if τ = λ(σ)σ2−p , then
ψτ,p(σ
2) = Ψλ,p(σ
2). (54)
We have
ψτ,p(σ
2) =
1
δ
[
(1− )E (η2p(σZ; τσ2−p))+ E(ηp(U + σZ; τσ2−p)− U)2]
(a)
=
σ2
δ
[
(1− )E (η2p(Z; τ))+ E(ηp(U/σ + Z; τ)− U/σ)2]
=
σ2
δ
[
(1− )E (η2p(Z; τ))+ EU [EZ(ηp(U/σ + Z; τ)− U/σ)2]]
6 σ
2
δ
(1− )E (η2p(Z; τ))+ σ2δ  supU EZ(ηp(U/σ + Z; τ)− U/σ)2,
where Equality (a) is due to Lemma 3. It is straightforward to employ (54) and derive
Ψλ∗,p(σ
2)
σ2
= inf
τ≥0
ψτ,p(σ
2)
σ2
6 inf
τ≥0
(1− )
δ
E
[
η2p(Z; τ)
]
+

δ
sup
U
EZ
[
(ηp(U/σ + Z; τ)− U/σ)2
]
=
Mp()
δ
.
Hence, if Mp() < δ, then the inequality above implies that Ψλ∗,p(σ
2) < σ2 for any σ > 0, meaning Ψλ∗,p(σ
2)
does not have any fixed point except at zero and that fixed point is stable. Now we prove the second part of the
theorem. Suppose that
Mp() > δ.
We would like to show that there exist certain distributions in F for which Ψλ∗,p(σ2) has a non-zero stable fixed
point. Suppose that X has the distribution (1 − )∆0 + ∆1, where ∆a denotes a point mass at a. Then ψτ,p(σ
2)
σ2
can be written as
ψτ,p(σ
2)
σ2
=
(1− )
δ
E
[
η2p(Z; τ)
]
+

δ
E
[
(ηp(1/σ + Z; τ)− 1/σ)2
]
≥ inf
τ≥0
(1− )
δ
E
[
η2p(Z; τ)
]
+

δ
E
[
(ηp(1/σ + Z; τ)− 1/σ)2
]
For notational simplicity assume that sup
µ≥0
inf
τ≥0
(1−)
δ E
[
η2p(Z; τ)
]
+ δE
[
(ηp(µ+ Z; τ)− µ)2
]
is achieved at µ∗ and
define σ0 , 1/µ∗.13 We then have
ψτ,p(σ
2
0)
σ20
≥ Mp()
δ
> 1. (55)
This, combined with (54), implies that
Ψλ∗,p(σ
2
0) > σ
2
0.
Also, according to (53) we know that if σ2 > 1δ [E(X
2) + 1], then
Ψλ∗,p(σ
2) < σ2
Hence, by the continuity of Ψλ∗,p(σ
2) (proved in Theorem 12) we conclude that Ψλ∗,p(σ
2) has a stable fixed point
at some σ2 > σ20 . Therefore, for the distribution (1− )∆0 + ∆1, Ψλ∗,p(σ2) has at least one non-zero stable fixed
point.
13If µ∗ is infinite, then we can use the same technique, but we should show that zero is an unstable fixed point.
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F. Proof of Corollary 1
Define
¯∗p(δ) , inf{ : Mp() ≥ δ}.
First note that it is straightforward to show that Mp(1) = 1. Hence, { : Mp() ≥ δ} is not empty. It is clear that
for  < ¯∗p(δ) we have Mp() < δ. Combining this with Theorem 3 establishes the first part of our result. For the
second part of the corollary, define
∗p(δ) , sup{ : Mp() ≤ δ}.
Since Mp(0) = 0, { : Mp() ≤ δ} is not empty. Furthermore, if  > ∗p(δ), then Mp() > δ. According to
Theorem 3, there exists a distribution for which the recovery of optimally tuned `p-AMP is not successful.
G. Proof of Lemma 2
For any given τ > 0, we have
dE(η1(µ+ Z; τ)− µ)2
dµ
= 2E[(η1(µ+ Z; τ)− µ)(I(|µ+ Z| > τ)− 1)]
= 2µE(I(|µ+ Z| ≤ τ)) > 0,
for any µ > 0. Hence E(η1(µ+ Z; τ)− µ)2 is an increasing function of µ over [0,∞). This implies that
M1() = inf
τ
sup
µ
(1− )E(η1(Z; τ))2 + E(η1(µ+ Z; τ)− µ)2
= inf
τ
lim
µ→∞(1− )E(η1(Z; τ))
2 + E(η1(µ+ Z; τ)− µ)2
= inf
τ
(1− )E(η1(Z; τ))2 + (1 + τ2).
The last equality is obtained by dominated convergence theorem (the details can be found in the proof of Theorem
4). On the other hand, we know
M1() = sup
µ
inf
τ
(1− )E(η1(Z; τ))2 + E(η1(µ+ Z; τ)− µ)2
≥ lim
µ→∞ infτ (1− )E(η1(Z; τ))
2 + E(η1(µ+ Z; τ)− µ)2
(a)
= inf
β
(1− )E(η1(Z;β))2 + (1 + β2),
where (a) is a direct implication from the proof of Lemma 21 (by setting X = (1 − )∆0 + ∆1). Thus, we
have showed M1() ≤ M1(). Moreover, we can easily see M1() ≥ M1() from their definitions. So we can
conclude M1() = M1(). Now we would like to prove that M1() is an increasing function of . First note that
(1 − )E(η1(Z; τ))2 + (1 + τ2) is a strictly convex function of τ and has a unique global minima, denoted by
τ∗ > 0. Note that the subgradient of M1() with respect to  is 1 + τ2∗ − E(η1(Z; τ∗))2 > 0. Therefore, M1() is
a strictly increasing continuous function. Hence, ∗1(δ) = M
−1
1 (δ) = M
−1
1 (δ) = 
∗
1(δ).
H. Proof of Theorem 4
1) Main part: For any σ > 0 and any thresholding policy λ(σ), define τ(σ) , λ(σ)σ2−p . Also, let τ∗(σ) denote
the optimal value of τ(σ) given by τ∗(σ) , λ∗(σ)σ2−p . In the rest of the proof, we write ηp (X + σZ;λ(σ)) as
ηp
(
X + σZ; τ(σ)σ2−p
)
. This will enable us to employ the scale invariance properties of the proximal function,
proved in Lemma 3, more efficiently. Since it is easier to work with τ(σ), we use the notation
ψτ,p(σ
2) , 1
δ
E(ηp(X + σZ; τ(σ)σ2−p)−X)2. (56)
Clearly, we have
ψτ,p(σ
2) = Ψλ,p(σ
2), ψτ∗,p(σ
2) = Ψλ∗,p(σ
2).
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Note that σ2 = 0 is actually a fixed point of ψτ∗,p(σ2). Furthermore, it is straightforward to see that 0 is a stable
fixed point if and only if
dψτ∗,p(σ
2)
dσ2
∣∣∣∣
σ2=0
< 1. (57)
Consider a specific thresholding policy λ(σ) = βσ2−p, where β ≥ 0 is a fixed number and define
ψ¯β,p(σ
2) , 1
δ
E(ηp(X + σZ;βσ2−p)−X)2. (58)
We then have
dψτ∗,p(σ
2)
dσ2
∣∣∣∣
σ2=0
= lim
σ2→0
ψτ∗,p(σ
2)
σ2
6 lim
σ2→0
ψ¯β,p(σ
2)
σ2
, (59)
where the last inequality is due to the fact that λ∗ (or τ∗) is the optimal thresholding policy and hence ψτ∗,p ≤ ψ¯β,p
for every β ≥ 0 and σ2. Since (59) holds for every β ≥ 0 we have
dψτ∗,p(σ
2)
dσ2
∣∣∣∣
σ2=0
≤ inf
β≥0
lim
σ2→0
ψ¯β,p(σ
2)
σ2
. (60)
Let X ∼ (1− )∆0 + G, where G is an arbitrary distribution that does not have any point mass at zero. Also, let
U denote a random variable with distribution G. Then we know
ψ¯β,p(σ
2) =
1
δ
[
(1− )E(ηp(σZ;βσ2−p))2 + E(ηp(U + σZ;βσ2−p)− U)2]
=
σ2
δ
[
(1− )E(ηp(Z;β))2 + E(ηp(U/σ + Z;β)− U/σ)2
]
,
where the second equality is due to Lemma 3. Hence we have
lim
σ2→0
ψ¯β,p(σ
2)
σ2
=
1
δ
(1− )E(ηp(Z;β))2 + 
δ
lim
σ2→0
E(ηp(U/σ + Z;β)− U/σ)2. (61)
Our next goal is to show that we can interchange the limit and expectation above. Define υp(u;β) , ηp(u;β)− u.
So we can write
E(ηp(U/σ + Z;β)− U/σ)2 = E(Z + υp(U/σ + Z;β))2
= 1 + E(υp(U/σ + Z;β))2 + 2E(Zυp(U/σ + Z;β)). (62)
From Corollary 4 and 5, we know |υp(u;β)| ≤ cpβ
1
2−p . So we can get that (υp(U/σ + Z;β))2 ≤ c2pβ
2
2−p and
|Zυp(U/σ + Z;β)| ≤ cpβ
1
2−p |Z|. We can then employ the dominated convergence theorem to conclude that
lim
σ2→0
E(υp(U/σ + Z;β))2 = E lim
σ2→0
(υp(U/σ + Z;β))
2 = 0,
lim
σ2→0
E(Zυp(U/σ + Z;β)) = E lim
σ2→0
(Zυp(U/σ + Z;β)) = 0, (63)
where the second equalities in the two lines above is a straightforward result of Lemma 9. Combining (60), (61),
(62), and (63) implies that
dψτ∗,p(σ
2)
dσ2
∣∣∣∣
σ2=0
≤ inf
β≥0
1− 
δ
E(ηp(Z;β))2 +

δ
=

δ
. (64)
So far we have proved an upper bound for the derivative of ψτ∗,p(σ2) at σ = 0. Our next step is to show that
dψτ∗,p(σ
2)
dσ2
∣∣∣∣
σ2=0
≥ 
δ
.
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Note that
dψτ∗,p(σ
2)
dσ2
∣∣∣∣
σ2=0
= lim
σ→0
inf
β≥0
1
δ
[
(1− )E(ηp(Z;β))2 + E(ηp(U/σ + Z;β)− U/σ)2
]
,
≥ 1
δ
lim
σ→0
inf
β≥0
{
(1− )E(ηp(Z;β))2P(|U | ≥ µ) + E
[
(ηp(U/σ + Z;β)− U/σ)2 · 1(|U | ≥ µ)
]}
,
≥ P(|U | ≥ µ)
δ
lim
σ→0
inf
β≥0
(1− )E(ηp(Z;β))2 + E
[
(ηp(U/σ + Z;β)− U/σ)2 · 1(|U | ≥ µ)
]
P(|U | ≥ µ)
 , (65)
where µ is an arbitrary positive number that satisfies P(|U | ≥ µ) > 0. Our next step is to prove that
lim
σ→0
inf
β≥0
(1− )E(ηp(Z;β))2 + E
[
(ηp(U/σ + Z;β)− U/σ)2 · 1(|U | ≥ µ)
]
P(|U | ≥ µ)
 = . (66)
Since this requires more work, we postpone its proof until Section VI-H2, and we discuss how (65) and (66) finish
the proof of Theorem 4. By combining (65) and (66) we obtain
dψτ∗,p(σ
2)
dσ2
∣∣∣∣
σ2=0
≥ lim
µ→0

δ
P(|U | ≥ µ) = 
δ
. (67)
Combining (64) and (67) proves that
dψτ∗,p(σ
2)
dσ2
∣∣∣∣
σ2=0
=

δ
.
As we discussed before, 0 is a stable fixed point if and only if
dψτ∗,p(σ
2)
dσ2
∣∣∣∣
σ2=0
=

δ
< 1.
The only step that is still unresolved in the proof of Theorem 4 is (66). Since the proof is different for 0 < p < 1
and p = 0, we prove them in two different sections below, i.e., Section VI-H2 and VI-H3 respectively.
2) Auxiliary result for 0 < p < 1: As we discussed before our goal in this section is to prove Equation (66)
for every 0 < p < 1. Below we prove a stronger result, since this stronger version will be used in other proofs
throughout the paper. Define
Rp(τ, σ) , (1− )Eη2p(Z; τ) + E(ηp(U/σ + Z; τ)− U/σ)2,
where Z ∼ N(0, 1) and U ∼ G are independent. Denote the optimal τ that minimizes Rp(τ, σ) by τ∗(σ). Also,
let X ∼ (1− )∆0 + G, and define EG(f(U)) ,
∫
f(u)dG(u) and PG(U ∈ A) , EG(I(U ∈ B)).
Proposition 4. Suppose PG(|U | > µ) = 1 with µ being a fixed positive number and EG|U |2 < ∞. Then, for
0 < p < 1, we have
Rp(τ∗(σ), σ) = + p2E|U |2p−2(τ∗(σ))2σ2−2p + o((τ∗(σ))2σ2−2p),
where the convergence rate of τ∗(σ) can be characterized by
lim
σ→0
σ2−2p
(τ∗(σ))
2p−1
2−p φ(cp(τ∗(σ))
1
2−p )
=
(1− )cpη2p(cp; 1)
p2(2− p)E|U |2p−2 .
Before we prove this result note that as σ → 0, Rp(τ∗(σ), σ) → , and this implies (66) we required to prove
Theorem 4. In this proposition we go one step further, and characterize the second dominant term as well (in terms
of σ), since it will be used in the proofs of other results later in our paper.
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We prove Proposition 4 in three steps. We first show τ∗(σ) goes off to infinity, but not very fast, as σ → 0.
This will be done in Lemma 15. Then, we characterize the exact rate of τ∗(σ) in terms of σ → 0. This will be
performed in Lemma 16. Finally we use this result to prove Proposition 4.
Lemma 15. Suppose E|X|2 <∞, then for 0 < p < 1, τ∗(σ)→∞ and τ∗(σ)σ2−p → 0, as σ → 0.
Proof: If τ∗(σ)σ2−p 9 0, then there exists a sequence σk → 0 and a constant c > 0 such that τ∗(σk)σ2−pk ≥ c,
for all k. Choose a convergent subsequence {σkn} and denote limkn→∞ τ∗(σkn)σ2−pkn = α ≥ c (note α can be +∞).
We use Fatou’s lemma to get
lim inf
kn→∞
E(ηp(X + σknZ;σ
2−p
kn
τ∗(σkn))−X)2 ≥ E lim inf
kn→∞
(ηp(X + σknZ;σ
2−p
kn
τ∗(σkn))−X)2
≥ Emin((ηp(X;α)−X)2, X2) > 0
Hence, we have
lim inf
kn→∞
E(ηp(X/σkn + Z; τ∗(σkn))−X/σkn)2 = lim
kn→∞
1
σ2kn
· lim inf
kn→∞
E(ηp(X + σknZ;σ
2−p
kn
τ∗(σkn))−X)2
= +∞
which implies lim infkn→∞Rp(τ∗(σkn), σkn) = +∞. However, since τ∗(σkn) is the optimal thresholding value, we
know Rp(τ∗(σkn), σkn) ≤ Rp(0, σkn) = 1, for every kn. This is a contradiction. Similarly, if τ∗(σ) 9 ∞, there
exists a sequence σk → 0 and a finite constant α ≥ 0 such that τ∗(σk) → α. By similar arguments as in the
previous proof (see (64) for example), we can apply dominated convergence theorem to obtain,
lim
k→∞
Rp(τ∗(σk), σk) = (1− )Eη2p(Z;α) +  > . (68)
On the other hand, since τ∗(σk) is the optimal thresholding value, we know
lim
k→∞
Rp(τ∗(σk), σk) ≤ lim
k→∞
Rp(β, σk) = (1− )Eη2p(Z;β) + ,
for any finite β. Letting β →∞ on both sides of the above inequality yields
lim
k→∞
Rp(τ∗(σk), σk) ≤ ,
which contradicts (68).
Lemma 16. Suppose PG(|U | > µ) = 1 with µ being a fixed positive number and EG|U |2 < ∞, then for every
0 < p < 1,
lim
σ→0
σ2−2p
(τ∗(σ))
2p−1
2−p φ(cp(τ∗(σ))
1
2−p )
=
(1− )cp(η+p (cp; 1))2
p2(2− p)E|U |2p−2 .
Proof: We recall some properties of the proximal operator ηp(u;λ) that will be used multiple times in the
proof. For further information, see the proofs of Lemmas 7 and 8.
(a) ∂ηp(u;λ)∂λ =
−pηp−1p (u;λ)
1+λp(p−1)ηp−2p (u;λ) , for u > cpλ
1
2−p
(b) ∂ηp(u;λ)∂u =
1
1+λp(p−1)ηp−2p (u;λ) , for u > cpλ
1
2−p .
(c) u− ηp(u;λ) = pληp−1p (u;λ), for u > cpλ
1
2−p .
Let F (u) denote the CDF of |U |. We first decompose Rp(τ, σ) to the following terms:
Rp(τ, σ) = 2(1− )
∫ ∞
cpτ
1
2−p
η2p(z; τ)φ(z)dz + 
∫ ∞
µ
∫ ∞
−u/σ+cpτ
1
2−p
(ηp(u/σ + z; τ)− u/σ)2φ(z)dzdF (u) +

∫ ∞
µ
∫ ∞
u/σ+cpτ
1
2−p
(ηp(−u/σ + z; τ) + u/σ)2φ(z)dzdF (u) + 
∫ ∞
µ
∫ −u/σ+cpτ 12−p
−u/σ−cpτ
1
2−p
u2
σ2
φ(z)dzdF (u)
, R1 +R2 +R3 +R4 (69)
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From the proof of Lemma 15, it is straightforward to see that τ∗(σ) is non-zero and finite. Since τ∗(σ) is the
optimal thresholding value and∂Rp(τ,σ)∂τ is differentiable (according to Lemma 13), we conclude that τ∗(σ) satisfies
∂Rp(τ∗(σ),σ)
∂τ = 0. For notational simplicity, below we use τ and τ∗ interchangeably. Now we analyze the partial
derivative of the four terms in (69) separately. For the first term,
∂R1
∂τ
=
−2(1− )cpτ
p−1
2−p
2− p (η
+
p (cpτ
1
2−p ; τ))2φ(cpτ
1
2−p )− 4(1− )p
∫ ∞
cpτ
1
2−p
ηpp(z; τ)
1 + τp(p− 1)ηp−2p (z; τ)
φ(z)dz, (70)
where we have used property (a). We now compare the order of the two terms on the right hand side of the above
equality. According to Lemma 6, we can conclude that 1 + τp(p − 1)ηp−2p (z; τ) is bounded away from zero, for
z ≥ cqτ
1
2−p . Hence, combining with the fact |ηp(z; τ)| ≤ |z| (according to Lemma 7), we know there exists a
positive constant C such that∣∣∣ ∫ ∞
cpτ
1
2−p
ηpp(z; τ)
1 + τp(p− 1)ηp−2p (z; τ)
φ(z)dz
∣∣∣
≤ C
∫ ∞
cpτ
1
2−p
zpφ(z)dz
(i)
= Ccp−1p τ
p−1
2−pφ(cpτ
1
2−p ) + C
∫ ∞
cpτ
1
2−p
(p− 1)zp−2φ(z)dz
≤ Ccp−1p τ
p−1
2−pφ(cpτ
1
2−p ) + C(p− 1)cp−2p τ−1
∫ ∞
cpτ
1
2−p
φ(z)dz
(ii)
≤ O(τ p−12−pφ(cpτ
1
2−p )) +O(τ
p−3
2−pφ(cqτ
1
2−p )) = O(τ
p−1
2−pφ(cpτ
1
2−p )).
To obtain Equality (i) we used integration by parts. To obtain Inequality (ii), we have used
∫∞
t φ(z)dz ∼ 1tφ(t),
as t → ∞. Now we discuss the order of the first term in (70). Since according to Lemma 3, η+p (cpτ
1
2−p ; τ) =
τ
1
2−p η+p (cp; 1), we know the first term is of order τ
p+1
2−pφ(cpτ
1
2−p ). Hence, we can conclude that
lim
σ→0
∂R1
∂τ
/(τ
p+1
2−pφ(cpτ
1
2−p )) =
−2(1− )cp(η+p (cp; 1))2
2− p . (71)
For the last term R4, we can do the following calculations:
∂R4
∂τ
= E
[
U2cpτ
p−1
2−p
σ2(2− p) (φ(−U/σ + cpτ
1
2−p ) + φ(−U/σ − cpτ
1
2−p ))
]
≤ 2cpτ
p−1
2−p
σ2(2− p)E[U
2φ(cpτ
1
2−p − |U |/σ)]≤ 2cpτ
p−1
2−p
σ2(2− p)φ(cpτ
1
2−p − µ/σ)EU2,
where the last inequality is based on |U |/σ ≥ µ/σ  cpτ
1
2−p from Lemma 15. Again using |µ|/σ  cpτ
1
2−p , it is
straightforward to confirm that
lim
σ→0
φ(−µ/σ + cpτ
1
2−p )
σ2φ(cpτ
1
2−p )
= 0.
Therefore, we have
lim
σ→0
∂R4
∂τ
/(τ
p+1
2−pφ(cpτ
1
2−p )) = 0. (72)
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We now discuss the calculation of ∂R2∂τ . We have
∂R2
∂τ
=
−cp
2− pτ
p−1
2−p
∫ ∞
µ
(η+p (cpτ
1
2−p ; τ)− u/σ)2φ(−u/σ + cpτ
1
2−p )dF (u) +
2
∫ ∞
µ
∫ ∞
−u/σ+cpτ
1
2−p
(ηp(u/σ + z; τ)− u/σ − z)∂2ηp(u/σ + z; τ)φ(z)dzdF (u)
+2
∫ ∞
µ
∫ ∞
−u/σ+cpτ
1
2−p
z∂2ηp(u/σ + z; τ)φ(z)dzdF (u)
=
−cp
2− pτ
p−1
2−p
∫ ∞
µ
(η+p (cpτ
1
2−p ; τ)− u/σ)2φ(−u/σ + cpτ
1
2−p )dF (u) +
2τp2
∫ ∞
µ
∫ ∞
−u/σ+cpτ
1
2−p
η2p−2p (u/σ + z; τ)
1 + τp(p− 1)ηp−2p (u/σ + z; τ)
φ(z)dzdF (u) +
−2p
∫ ∞
µ
∫ ∞
−u/σ+cpτ
1
2−p
ηp−1p (u/σ + z; τ)
1 + τp(p− 1)ηp−2p (u/σ + z; τ)
zφ(z)dzdF (u)
, S1 + S2 + S3.
We have used properties (a) and (c) in the above derivations. We then analyze the above three terms separately.
For S3, integration by parts combined with property (b) gives
S3 =
−2p(η+p (cpτ
1
2−p ; τ))p−1
1 + τp(p− 1)(η+p (cpτ
1
2−p ; τ))p−2
∫ ∞
µ
φ(−u/σ + cpτ
1
2−p )dF (u)
−2p(p− 1)
∫ ∞
µ
∫ ∞
−u/σ+cpτ
1
2−p
ηp−2p (u/σ + z; τ)
(1 + τp(p− 1)ηp−2p (u/σ + z; τ))2
φ(z)dzdF (u)
+2p2(p− 1)(p− 2)τ
∫ ∞
µ
∫ ∞
−u/σ+cpτ
1
2−p
η2p−4p (u/σ + z; τ)
(1 + τp(p− 1)ηp−2p (u/σ + z; τ))3
φ(z)dzdF (u) , T1 + T2 + T3.
Choosing a positive constant 0 < v < µ, note that
T2
σ2−p
= −2p(p− 1)
∫ ∞
µ
∫ −u/σ+v/σ
−u/σ+cpτ
1
2−p
σp−2ηp−2p (u/σ + z; τ)
(1 + τp(p− 1)ηp−2p (u/σ + z; τ))2
φ(z)dzdF (u)
−2p(p− 1)E
[
1(Z + |U |/σ > v/σ)ηp−2p (|U |+ σZ;σ2−pτ)
(1 + τp(p− 1)ηp−2p (|U |/σ + Z; τ))2
]
. (73)
It is straightforward to check that when u > cpτ
1
2−p , there exists a positive constant C0 such that 1 + τp(p −
1)ηp−2p (u; τ) > C0 > 0. Also since ηp(u; τ) is a non-decreasing function of u > 0, we can have∣∣∣∣∣1(Z + |U |/σ > v/σ)ηp−2p (|U |+ σZ;σ2−pτ)(1 + τp(p− 1)ηp−2p (|U |/σ + Z; τ))2
∣∣∣∣∣ ≤ (C20 )−1ηp−2p (v;σ2−pτ) ≤ C−20 ηp−2p (v; 1),
for sufficiently small σ (recall ηp(u; τ) is a non-increasing function of τ when ηp(u; τ) > 0). Because σ2−pτ∗(σ)→
0, as σ → 0 from Lemma 15, we can easily see
lim
σ→0
1(Z + |U |/σ > v/σ)ηp−2p (|U |+ σZ;σ2−pτ)
(1 + τp(p− 1)ηp−2p (|U |/σ + Z; τ))2
= lim
σ→0
1(σZ + |U | > v)ηp−2p (|U |+ σZ;σ2−pτ)
(1 + σ2−pτp(p− 1)ηp−2p (|U |+ σZ;σ2−pτ))2
= |U |p−2.
We can then use dominated convergence theorem to conclude,
lim
σ→0
E
1(Z + |U |/σ > v/σ)ηp−2p (|U |+ σZ;σ2−pτ)
(1 + τp(p− 1)ηp−2p (|U |/σ + Z; τ))2
= E|U |p−2. (74)
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Moreover, we can use similar arguments to obtain,∣∣∣∣∣
∫ ∞
µ
∫ −u/σ+v/σ
−u/σ+cpτ
1
2−p
σp−2ηp−2p (u/σ + z; τ)
(1 + τp(p− 1)ηp−2p (u/σ + z; τ))2
φ(z)dzdF (u)
∣∣∣∣∣
≤ C−20 τ−1(η+p (cp; 1))p−2σp−2
∫ ∞
µ
∫ −u/σ+v/σ
−u/σ+cpτ
1
2−p
φ(z)dzdF (u)
≤ C−20 τ−1(η+p (cp; 1))p−2σp−2(v/σ − cpτ
1
2−p )φ(−µ/σ + v/σ)→ 0, as σ → 0, (75)
where the last inequality uses the fact that
∫ −u/σ+v/σ
−u/σ+cpτ
1
2−p
φ(z)dz < (v/σ− cpτ
1
2−p )φ(−u/σ+ v/σ) and that u > µ.
Combining (73), (74) and (75) we have
lim
σ→0
T2
σ2−p
= −2p(p− 1)E|U |p−2.
Since T3 and S2 admit similar integral forms as T2’s, we can follow similar calculation steps to derive,
lim
σ→0
T3
σ4−2pτ∗
= 2p2(p− 1)(p− 2)E|U |2p−4, lim
σ→0
S2
σ2−2pτ∗
= 2p2E|U |2p−2. (76)
Furthermore, by applying Lemma 15, it is not hard to see
lim
σ→0
T1
σ2−p
= 0, lim
σ→0
S1
σ2−p
= 0. (77)
Combing the results about T1, T2 and T3, we have
lim
σ→0
S3
σ2−p
= lim
σ→0
T1
σ2−p
+ lim
σ→0
T2
σ2−p
+ lim
σ→0
T3
σ4−2pτ∗
· τ∗σ2−p = −2p(p− 1)E|U |p−2. (78)
Putting (76), (77) and (78) together, we obtain the order of ∂R2∂τ ,
lim
σ→0
∂R2
∂τ
/(σ2−2pτ∗) = 2p2E|U |2p−2. (79)
From Equation (69), we observe that R3 is only different from R2 by a sign of u, hence we can follow the same
derivation strategy as the one presented for analyzing ∂R2/∂τ . We only highlight the differences for calculating
T2/σ
2−p (we are using the same notations):
1) limσ→0
1(Z−|U |/σ>v/σ)ηp−2p (−|U |+σZ;σ2−pτ)
(1+τp(p−1)ηp−2p (−|U |/σ+Z;τ))2 = 0,
2)
∣∣∣∣∣ ∫∞µ ∫ u/σ+v/σu/σ+cpτ 12−p σp−2ηp−2p (−u/σ+z;τ)(1+τp(p−1)ηp−2p (−u/σ+z;τ))2φ(z)dzdF (u)
∣∣∣∣∣ ≤ C−20 τ−1ηp−2p (cp; 1)σp−2(v/σ−cpτ 12−p )φ(µ/σ+
cpτ
1
2−p ) = o(1).
Therefore, we can conclude limσ→0 T2σ2−p = 0. Similar arguments hold for other integral calculations. We finally
obtain
lim
σ→0
∂R3
∂τ
/(σ2−2pτ∗) = 0. (80)
Collecting the results from (69), (71), (72), (79), and (80), we achieve
lim
σ→0
σ2−2pτ∗2p2E|U |2p−2 ·
[
(τ∗)
p+1
2−pφ(cp(τ∗)
1
2−p )2(1− )cp(η+p (cp; 1))2
2− p
]−1
= 1.
After a simplification, we reach the conclusion
lim
σ→0
σ2−2p
(τ∗)
2p−1
2−p φ(cp(τ∗)
1
2−p )
=
(1− )cp(η+p (cp; 1))2
p2(2− p)E|U |2p−2 .
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Lemma 17. Suppose PG(|U | > µ) = 1 with µ being a fixed positive number and EG|U |2 <∞, then for 0 < p < 1,
Rp(τ∗(σ), σ) = + p2E|U |2p−2(τ∗)2σ2−2p + o((τ∗)2σ2−2p).
Proof: We will use the same notation that was introduced in (69), and we analyze R1, R2, R3 and R4 separately.
Regarding R2, we have
R2 −  = 
∫ ∞
µ
∫ ∞
−u/σ+cpτ
1
2−p
(ηp(u/σ + z; τ)− u/σ − z)2φ(z)dzdF (u) +

∫ ∞
µ
∫ ∞
−u/σ+cpτ
1
2−p
2z(ηp(u/σ + z; τ)− u/σ − z)φ(z)dzdF (u)− 
∫ ∞
µ
∫ −u/σ+cpτ 12−p
−∞
z2φ(z)dzdF (u)
, Q1 +Q2 +Q3
By property (c) listed in the proof of Lemma 16, we have
Q1 = p
2τ2
∫ ∞
µ
∫ ∞
−u/σ+cpτ
1
2−p
η2p−2p (u/σ + z; τ)φ(z)dzdF (u).
Using the same arguments (see the analysis of T2) as in the proof of Lemma 16, it is straightforward to show that
lim
σ→0
Q1
τ2σ2−2p
= p2E|U |2p−2.
Regarding Q2, using integration by parts and property (b) given at the beginning of the proof of Lemma 16, we
obtain
Q2 = 2(η
+
p (cpτ
1
2−p ; τ)− cpτ
1
2−p )
∫ ∞
µ
φ(−u/σ + cpτ
1
2−p )dF (u)−
2
∫ ∞
µ
∫ ∞
−u/σ+cpτ
1
2−p
τp(p− 1)ηp−2p (u/σ + z; τ)
1 + τp(p− 1)ηp−2p (u/σ + z; τ)
φ(z)dzdF (u).
We can directly see the first term on the right hand side of the above equation is bounded by O(τ
1
2−pφ(µ/(2σ))).
By using the same technique applied for analyzing T2, we then know the second term is of order τσ2−p. Hence,
we have
lim
σ→0
Q2
τσ2−p
= 2p(1− p)E|U |p−2.
We now analyze Q3. A simple integration by parts yields,
Q3 = −
[∫ ∞
µ
(u/σ − cpτ
1
2−p )φ(u/σ − cpτ
1
2−p )dF (u) +
∫ ∞
µ
∫ ∞
u/σ−cpτ
1
2−p
φ(z)dzdF (u)
]
.
Using the fact that
∫∞
t φ(z)dz ∼ 1tφ(t) and µ/σ − cpτ
1
2−p → +∞, we can derive∫ ∞
µ
(u/σ − cpτ
1
2−p )φ(u/σ − cpτ
1
2−p )dF (u) ≤
∫ ∞
µ
(u/σ)φ(u/(2σ))dF (u) ≤ φ(µ/(2σ))E|U |,∫ ∞
µ
∫ ∞
u/σ−cpτ
1
2−p
φ(z)dzdF (u) ≤
∫ ∞
µ/σ−cpτ
1
2−p
φ(z)dz ≤ O(1/(µ/σ − cpτ
1
2−p )φ(µ/σ − cpτ
1
2−p )).
It is then straightforward to confirm that
lim
σ→0
Q3
τσ2−p
= 0.
Combing the results of Q1, Q2 and Q3, we obtain
lim
σ→0
R2 − 
τ2σ2−2p
= p2E|U |2p−2. (81)
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Because of the minor difference between R2 and R3 (the sign of u, see more explanations in the proof of Lemma
16), it is not hard to get
lim
σ→0
R3
τ2σ2−2p
= 0. (82)
Regarding R4, we first derive an upper bound in the following way:
R4 = 
∫ ∞
µ
∫ −u/σ+cpτ 12−p
−u/σ−cpτ
1
2−p
u2
σ2
φ(z)dzdF (u)
≤ 2cpτ
1
2−pσ−2
∫ ∞
µ
u2φ(−u/σ + cpτ
1
2−p )dF (u) ≤ 2cpτ
1
2−pσ−2φ(−µ/σ + cpτ
1
2−p )E|U |2.
Since σ2−pτ → 0, as σ → 0, we have
lim
σ→0
R4
τ2σ2−2p
= 0. (83)
We fianlly analyze R1. A simple integration by parts proves
2(1− )
∫ ∞
cpτ
1
2−p
η2p(z; τ)φ(z)dz = −2(1− )
∫ ∞
cpτ
1
2−p
η2p(z; τ)
z
dφ(z)
= −2(1− )
[
η2p(z; τ)
z
φ(z)
]∞
cpτ
1
2−p
+ 2(1− )
∫ ∞
cpτ
1
2−p
2zηp(z; τ)∂1ηp(z; τ)− η2p(z; τ)
z2
φ(z)dz. (84)
Since |ηp(z; τ)| ≤ |z|, for the second integral in (84) we have∣∣∣∣∣
∫ ∞
cpτ
1
2−p
2zηp(z; τ)∂1ηp(z; τ)− η2p(z; τ)
z2
φ(z)dz
∣∣∣∣∣ ≤
∫ ∞
cpτ
1
2−p
2
|1 + τp(p− 1)ηp−2p (z; τ)|
φ(z)dz
+
∫ ∞
cpτ
1
2−p
φ(z)dz
(1)
≤
∫ ∞
cpτ
1
2−p
2
C
φ(z)dz +
∫ ∞
cpτ
1
2−p
φ(z)dz ≤ (2C−1 + 1)
∫ ∞
cpτ
1
2−p
φ(z)dz
≤ O(τ 1p−2φ(cpτ
1
2−p )), (85)
where (1) is due to Lemma 6. Hence the dominant term in (84) is the first term. More specifically, we have
lim
σ→0
R1
τ
1
2−pφ(cpτ
1
2−p )
=
2(1− )(η+p (cp; 1))2
cp
. (86)
Putting the results from (81), (82), (83), (86), and Lemma 16, we can conclude
lim
σ→0
Rp(τ∗, σ)− 
τ2σ2−2p
= p2E|U |2p−2.

3) Auxiliary result for p = 0: In this previous section we characterized the risk of Rp(τ∗(σ), σ) for every
0 < p < 1. The bounds we derived and the analysis we provided are not correct for p = 0. In this section
we derive the corresponding expansion for p = 0. Similar to the previous section consider two random variable
X ∼ (1− )∆0 + G and U ∼ G, and define EG(f(U)) ,
∫
f(u)dG(u) and PG(U ∈ A) , EG(I(U ∈ B)).
Proposition 5. Suppose E|U |2 < ∞ and P(|U | > µ) = 1, where µ = supv{v : P(|U | > v) = 1} > 0, then for
p = 0,
Rp(τ∗(σ), σ) = + o(φ(µ˜σ−1)),
where µ˜ is any constant that smaller than µ2 .
The roadmap of the proof is similar to that of Proposition 4. We characterize the convergence rate of τ∗(σ)
and derive the asymptotic formula for R0(τ∗(σ), σ) in Lemma 18 and Lemma 19, respectively. Proposition 5 then
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follows directly by combing the results of these two lemmas. For the sake of brevity, we will skip some calculation
details.
Lemma 18. Suppose E|U |2 < ∞ and P (|U | > µ) = 1, where µ = supv{v : P (|U | > v) = 1} > 0. Then for
p = 0,
lim
σ→0
√
τ∗(σ)σ =
µ
2c0
,
where c0 is the constant cp with p = 0 introduced in Lemma 5.
Proof: By using the same arguments presented in the proof of Lemma 15, we can obtain τ∗(σ)→∞, as σ → 0.
Now we consider an arbitrary convergent sequence σk → 0, as k →∞, and show
√
τ∗(σk)σk → µ/(2c0). Denote
limk→∞
√
τ∗(σk)σk = α. For notational simplicity, below we use exchangeably τ and τ∗. Suppose α > µ/c0, then
by Fatou’s lemma, we have
lim inf
k→∞
E(η0(U/σk + Z; τ∗)− U/σk)2 ≥ lim inf
k→∞
E[1(|U + σkZ| ≤ c0√τ∗σk)U2/σ2k] =∞.
On the other hand, R0(τ∗, σk) ≤ R0(0, σk) = 1. This is a contradiction. Hence we get α ≤ µ/c0. Next we aim to
show α ≤ µ/(2c0). Due to the explicit formula η0(u; τ) = u1(|u| > c0
√
τ), it is straightforward to derive
R0(τ, σ) = 2(1− )
[
c0
√
τφ(c0
√
τ) +
∫ ∞
c0
√
τ
φ(z)dz
]
+ E
[(
c0
√
τ − |U |
σ
)
φ
(
c0
√
τ − |U |
σ
)
+
∫ ∞
c0
√
τ− |U|
σ
φ(z)dz
]
+E
[(
c0
√
τ +
|U |
σ
)
φ
(
c0
√
τ +
|U |
σ
)
+
∫ ∞
c0
√
τ+ |U|
σ
φ(z)dz
]
+ E
∫ c0√τ− |U|σ
−c0√τ− |U|σ
|U |2
σ2
φ(z)dz,
, R1 +R2 +R3 +R4. (87)
Moreover, it is straightforward to show that τ∗(σk), the optimal thresholding value, is finite and non-zero, and
hence we have ∂R0(τ∗(σk),σk)∂τ = 0, i.e.,
∂R1
∂τ
+
∂R2
∂τ
+
∂R3
∂τ
+
∂R4
∂τ
= 0, (88)
where we know14
∂R1
∂τ
= (− 1)c30
√
τφ(c0
√
τ),
∂R2
∂τ
=
−c0
2
√
τ
E
[(
c0
√
τ − |U |
σk
)2
φ
(
c0
√
τ − |U |
σk
)]
,
∂R3
∂τ
=
−c0
2
√
τ
E
[(
c0
√
τ +
|U |
σk
)2
φ
(
c0
√
τ +
|U |
σk
)]
,
∂R4
∂τ
=
c0
2
√
τσ2k
E
{
|U |2
[
φ
(
c0
√
τ − |U |
σk
)
+ φ
(
c0
√
τ +
|U |
σk
)]}
.
A few more algebra calculations yields,
∂R2
∂τ
+
∂R3
∂τ
+
∂R4
∂τ
=
−c20
2σk
E
[(
c0
√
τσk − 2|U |)φ
(
c0
√
τ − |U |
σk
)]
+
−c20
2σk
E
[(
c0
√
τσk + 2|U |)φ
(
c0
√
τ +
|U |
σk
)]
∼ 1
σk
E
[
|U |φ
(
c0
√
τ − |U |
σk
)]
,
where the notation ∼ indicates that they have the same orders in terms of σk → 0. Hence, dividing both sides of
Equation (88) by
√
τφ(c0
√
τ) and letting k →∞ shows
0 < lim
k→∞
E
[
|U |exp
( |U |(|U | − 2σkc0√τ)
−2σ2k
)]
<∞. (89)
14The condition E|U |2 < ∞ enables us to apply dominated convergence theorem to exchange the differentiation and expectation in the
calculation of the partial derivatives.
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If α > µ/(2c0), then we see
E
[
|U |exp
( |U |(|U | − 2σkc0√τ)
−2σ2k
)]
≥ E
[
|U |exp
( |U |(|U | − 2σkc0√τ)
−2σ2k
)
· 1(|U | < 2αc0)
]
→ +∞.
We have used Fatou’s lemma to obtain the last limit. Obviously the inequality above contradicts (89). Thus we obtain
an upper bound µ/(2c0) for α. Finally we would like to derive α ≥ µ/(2c0). First note that since α ≤ µ/(2c0), it
is not hard to confirm that when k is large,
∂R4
∂τ
≤ c0E|U |
2
√
τσ2k
φ
(
c0
√
τ − µ
σk
)
= O
(
1√
τσ2k
φ
(
c0
√
τ − µ
σk
))
.
Based on the inequality above, we can further obtain∣∣∣∣∣∂R2∂τ + ∂R3∂τ + ∂R4∂τ
∣∣∣∣∣ ≤ O
(
1√
τσ2k
φ
(
c0
√
τ − µ
σk
))
. (90)
Now suppose α < µ/(2c0), then it follows that
1√
τσ2k
φ
(
c0
√
τ − µ
σk
)
· 1√
τφ(c0
√
τ)
=
1
τσ2k
exp
(µ(µ− 2c0σk√τ)
−2σ2k
)
= o(1).
However, this fact combined with (90) implies that if we divide Equation (88) by
√
τφ(c0
√
τ) and letting k →∞,
we would get
(− 1)c30 = 0,
which is a contradiction. Therefore, we have showed that for an arbitrary convergent sequence σk → 0, we have√
τ∗(σk)σk → µ/(2c0), as k →∞. This completes the proof.
Lemma 19. Suppose E|U |2 < ∞ and P (|U | > µ) = 1, where µ = supv{v : P (|U | > v) = 1} > 0. Then, for
p = 0
R0(τ∗(σ), σ) = +O(
√
τ∗φ(c0
√
τ∗)),
Proof: We use the same notations from the proof of Lemma 18. Then,
R0(τ∗(σ), σ)−  = R1 + (R2 − ) +R3 +R4.
Using the fact that
√
τ∗(σ)σ → µ2c0 according to Lemma 18, from (87) we can easily obtain
R1 = O(
√
τ∗φ(c0
√
τ∗)), R2 −  = O
(
E
[ |U |
σ
φ
(
c0
√
τ∗ − |U |
σ
)])
, R3 = O
(
E
[ |U |
σ
φ
(
c0
√
τ∗ +
|U |
σ
)])
Regarding R4, we have
R4 = E
[
|U |2
σ2
·
(∫ ∞
|U|
σ
−c0√τ∗
φ(z)dz −
∫ ∞
|U|
σ
+c0
√
τ∗
φ(z)dz
)]
≤ E
[
|U |2
σ2
·
∫ ∞
|U|
σ
−c0√τ∗
φ(z)dz
]
≤ E
[
|U |
σ
φ
( |U |
σ
− c0√τ∗
) |U |
|U | − c0σ√τ∗
]
≤ O
(
E
[
|U |
σ
φ
( |U |
σ
− c0√τ∗
)])
.
Furthermore, from (89) we can see
E
[
|U |
σ
φ
( |U |
σ
− c0√τ∗
)]
· 1√
τ∗φ(c0
√
τ∗)
= O(1).
Putting together what we have derived so far shows
R0(τ∗(σ), σ)−  = O(√τ∗φ(c0√τ∗)).
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I. Proof of Proposition 2
In order to prove this proposition, we require several preliminary results. Define
ψ¯β,1(σ
2) , 1
δ
E(η1(X + σZ;βσ)−X)2,
where β denotes a fixed number greater than zero.
Lemma 20. [41] For every β > 0, ψ¯β,1(σ2) is a concave function of σ2.
A simple corollary of this result is that ψ¯β,1(σ2) has a unique stable fixed point. Refer to [41] for more information
on this lemma.
Lemma 21. Let X ∼ (1− )∆0 + G with  < 1. Let λ∗(σ) denote the optimal thresholding policy for `1-AMP.
Then,
0 < lim
σ2→0
λ∗(σ)
σ
<∞.
Proof: We start by assuming limσ2→0
λ∗(σ)
σ exists. We first show that the limit is not zero. Note that for every
β ≥ 0, we have
Ψλ∗,1(σ
2)
ψ¯β,1(σ2)
≤ 1. (91)
This is due to the fact that λ∗(σ) is the optimal thresholding policy and outperforms all the other thresholding
policies including λ(σ) = βσ for a fixed β. Define τ∗(σ) , λ∗(σ)σ . Our goal is to show that if τ∗(σ)→ 0 as σ → 0,
then the ratio specified in (91) will be larger than 1 for all the β around zero which is in contradiction with (91).
Note that
lim
σ2→0
Ψλ∗,1(σ
2)
ψ¯β,1(σ2)
= lim
σ2→0
E(η1(X + σZ; τ∗(σ)σ)−X)2
E(η1(X + σZ;βσ)−X)2 = limσ2→0
E(η1(X/σ + Z; τ∗(σ))−X/σ)2
E(η1(X/σ + Z;β)−X/σ)2 , (92)
Consider a random variable U ∼ G. Then, (92) can be simplified in the following way:15
lim
σ2→0
Ψλ∗,1(σ
2)
ψ¯β,1(σ2)
= lim
σ2→0
E(η1(U/σ + Z; τ∗(σ))− U/σ)2 + (1− )E(η21(Z; τ∗(σ)))
E(η1(U/σ + Z;β)− U/σ)2 + (1− )E(η21(Z;β))
=
1
(1 + β2) + (1− )E(η21(Z;β))
, (93)
where the last equality is due to the assumption that τ∗(σ)→ 0 as σ → 0. Note that for β = 0, the numerator and
denominator will be the same and hence the ratio is equal to one. However, a simple calculation shows that
d
dβ
(1 + β2) + (1− )E(η21(Z;β))
∣∣∣∣
β=0
= −4(1− )
∫ ∞
0
zφ(z)dz < 0.
Hence, for β in the neighborhood of zero, the ratio in (93) will be greater than 1, which is in contradiction with
(91) and consequently τ∗(σ) 9 0.
We now discuss the other part of the lemma, i.e., the proof of
lim
σ2→0
λ∗(σ)
σ
<∞.
As before, define τ∗(σ) , λ∗(σ)σ and consider a random variable U ∼ G. From the derivation in (93), we know that
∞ > lim
σ2→0
Ψλ∗,1(σ
2)
σ2
= lim
σ2→0
E(η1(U/σ + Z; τ∗(σ))− U/σ)2 + (1− )E(η21(Z; τ∗(σ)))
≥ lim
σ2→0
E(η1(U/σ + Z; τ∗(σ))− U/σ)2. (94)
15We have used dominated convergence theorem in these calculations. It is straightforward to prove that the conditions for this theorem
hold. But, for the sake of brevity and since we have studied similar problems in the proof of Theorem 4, we do not check the conditions
here.
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Suppose τ∗(σ)→∞. Since η1(u;λ) = sign(u)(|u| − λ)+, we can easily see the following,
(η1(U/σ + Z; τ∗(σ))− U/σ)2 ≥ min{(Z − τ∗(σ))2, (Z + τ∗(σ))2, U2/σ2} → +∞, as σ → 0
Hence, by Fatou’s lemma, we conclude
lim
σ2→0
E(η1(U/σ + Z; τ∗(σ))− U/σ)2 →∞,
which contradicts Inequality (94).
So far, we have proved if limσ2→0
λ∗(σ)
σ exists, it must be a finite non-zero number. Now we consider any
convergent sequence σn → 0 such that limn→∞ λ∗(σn)σn = α. Then all the arguments presented before work for the
sequence. Hence 0 < α <∞. Similar to (93), we can obtain
1 ≥ lim
n→∞
Ψλ∗,1(σ
2
n)
ψ¯β,1(σ2n)
=
(1 + α2) + (1− )E(η21(Z;α))
(1 + β2) + (1− )E(η21(Z;β))
, (95)
for any β ≥ 0. It is straightforward to confirm that (1 + β2) + (1− )E(η21(Z;β)), as a function of β, is strictly
convex and has a unique minimizer over [0,∞). Denote that global optima by β∗. If we choose β = β∗ in (95),
we can immediately conclude α = β∗. Since we have been discussing an arbitrary convergent sequence, it implies
that limσ2→0
λ∗(σ)
σ = β∗. This completes the proof.
With this background information, we can now prove Proposition 2.
Proof: For simplicity, we only consider the noiseless setting in the proof. The uniqueness of the fixed point in
the noisy case follows similar arguments. We start proving the uniqueness by contradiction. Suppose that Ψλ∗,1
has two fixed points 0 < σ21 < σ
2
2 . Define β∗ =
λ∗(σ1)
σ1
and consider a new thresholding policy λ(σ) = β∗σ.
According to Lemma 20, we know that ψ¯β∗,1(σ
2) has only one stable fixed point. That fixed point is clearly
σ1. Therefore, ψ¯β∗,1(σ2) < σ2 for every σ2 > σ21 . Now since Ψλ∗,1(σ
2
2) = σ
2
2 and σ
2
2 > σ
2
1 , we conclude that
ψ¯β∗,1(σ
2
2) < Ψλ∗,1(σ
2
2). This is in contradiction with the fact that λ∗(σ) is the optimal thresholding policy. Therefore,
Ψλ∗,1 has at most one fixed point above zero.
If zero is not a stable fixed point, then according to Proposition 1 Ψλ∗,1 has at least one non-zero stable fixed
point, hence it has a unique stable fixed point above zero. Finally, we show that if zero is a stable fixed point, then
Ψλ∗,1 does not have any other fixed point. Define τ∗(σ) ,
λ∗(σ)
σ . Note that according to Lemma 21,
0 < lim
σ2→0
τ∗(σ) <∞.
Let limσ2→0 τ∗(σ) = β∗ and U ∼ G. Then we have
dΨλ∗,1(σ
2)
dσ2
∣∣∣∣
σ2=0
= lim
σ2→0
Ψλ∗,1(σ
2)
σ2
=
1
δ
lim
σ2→0
E(η1(U/σ + Z; τ∗(σ))− U/σ)2 + (1− )E
(
η21(Z; τ∗(σ))
)
=
(1 + (β∗)2) + (1− )E (η21(Z;β∗))
δ
=
minβ≥0 (1 + β2) + (1− )E
(
η21(Z;β)
)
δ
. (96)
Note that the last two equalities above can be obtained from the arguments in the proof of Lemma 21. If 0 is a
stable fixed point, then
dΨλ∗,1(σ
2)
dσ2
∣∣∣∣
σ2=0
< 1.
It is straightforward to confirm that dΨλ∗,1(σ
2)
dσ2
∣∣∣
σ2=0
is the same as the derivative of ψ¯β∗,1(σ2) at zero. However,
since ψ¯β∗,1(σ2) is concave and its derivative at zero is less than 1, it will not have any other fixed point and
ψ¯β∗,1(σ
2) < σ2 for every σ2 > 0. Hence if Ψλ∗,1(σ
2) has another fixed point at σ20 > 0, we conclude that
ψ¯β∗,1(σ
2
0) < Ψλ∗,1(σ
2
0),
which is in contradiction with the optimality of λ∗.
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It is now straightforward to characterize the phase transition of the optimal-λ `1-AMP. Note that according to
our discussion, σ2 = 0 is the unique fixed point if and only if
dΨλ∗,1(σ
2)
dσ2
∣∣∣∣
σ2=0
< 1. (97)
Combining (96) and (97) finishes the proof.

J. Proof of Theorem 6
Let σ˜2 denote the smallest value of σ at which dΨλ∗,p(σ
2)
dσ2 is equal to one. If it does not exist, we set σ˜ = ∞.
According to Theorem 4, the derivative of Ψλ∗,p(σ
2) at σ2 = 0 equals to δ . Since  < δ, we conclude that
dΨλ∗,p(σ
2)
dσ2 < 1 for every σ
2 < σ˜2. Define σ20 , σ˜2 − Ψλ∗,p(σ˜2) (σ0 = ∞ if σ˜ = ∞). Note that σ20 > 0, since
Ψλ∗,p(0) = 0 and the derivative of Ψλ∗,p(σ
2) is less than one for every σ2 < σ˜2. Our next step is to show that for
every σ2w < σ
2
0 , the equation
σ2 = σ2w + Ψλ∗,p(σ
2)
has one solution in [0, σ˜2]. Define Γ(σ2) , σ2−Ψλ∗,p(σ2)−σ2w. Note that Γ(0) < 0 and Γ(σ˜2) > 0. Furthermore,
it is straightforward to see that the derivative of Γ(σ2) is positive and hence it is an increasing function. Thus
σ2 − Ψλ∗,p(σ2) − σ2w = 0 has exactly one solution in the range [0, σ˜2]. This is the lowest fixed point of σ2 =
σ2w + Ψλ∗,p(σ
2). By employing the implicit function theorem, we conclude that
dσ2`
dσ2w
=
1
1− dΨλ∗,p(σ2)dσ2
∣∣∣
σ2=σ2`
. (98)
Therefore, σ2` , as a function of σ
2
w, is differentiable and has finite derivative for any σ
2
w < σ
2
0 . According to Theorem
4,  < δ and σ2w = 0 leads to σ
2
` = 0. Hence, the continuity of σ
2
` implies that
lim
σ2w→0
σ2` = 0. (99)
Combining (98) and (99) we conclude that
lim
σ2w→0
dσ2`
dσ2w
= lim
σ2w→0
1
1− dΨλ∗,p(σ2)dσ2
∣∣∣
σ=σ`
=
1
1− dΨλ∗,p(σ2)dσ2
∣∣∣
σ=0
=
1
1− δ
,
where the last equality is from the proof of Theorem 4.
K. Proof of Theorem 7
This proof is essentially a combination of the results we obtained in the proofs of Theorem 6 and Proposition
2. Note that as we proved in Proposition 2, the stable fixed point of
σ2 = σ2w + Ψλ∗,1(σ
2)
is unique and we have used the notation σ2` to refer to this unique fixed point. Moreover, since M1() < δ, we
know σ2` = 0 when σw = 0 from Proposition 2. Similar to (98), we have
dσ2`
dσ2w
=
1
1− dΨλ∗,1(σ2)dσ2
∣∣∣
σ2=σ2`
. (100)
Finally, we already know from Proposition 2 that
∂Ψλ∗,1(σ
2)
∂σ2
∣∣∣∣
σ2=0
= inf
α≥0
(1 + α2) + (1− )E[η21(Z;α)] = M1(). (101)
Using the continuity arguments of σ2` as in Theorem 6, combined with (100) and (101), completes the proof.
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L. Proof of Proposition 3
Define
rα,p(σ
2) , E(ηp(X + σZ; (ασ/cp)2−p)−X)2,
where the expected value is with respect to two independent random variables X ∼ (1−)∆0+G and Z ∼ N(0, 1).
cp is the constant introduced in Lemma 5. α is a fixed positive number. Note that according to Lemma 5, the
thresholding policy (ασ/cp)2−p that is used in the definition of rα,p(σ2) ensures that ηp(u; (ασ/cp)2−p) = 0 for
|u| < ασ and for every 0 ≤ p ≤ 1. Furthermore, note that 1δ rα,p(σ2) is equal to Ψλ¯α(σ),p(σ2) for the thresholding
policy λ¯α(σ) = (ασ/cp)2−p. We start with several lemmas that are important in the proof of Proposition 3.
Lemma 22. For large values of σ, we have
rα,p(σ
2) ∼ Γα,pσ2,
where
Γα,p , E
(
η2p(Z; (α/cp)
2−p)
)
.
Furthermore, Γα,1 < Γα,p for every 0 ≤ p < 1 and α > 0.
Proof: Let X denote a random variable with distribution (1− )δ0 + G and U ∼ G be another random variable.
We have
lim
σ2→∞
rα,p(σ
2)
σ2
= lim
σ2→∞
(1− )E
(
η2p(σZ; (ασ/cp)
2−p)
)
+ E
(
ηp(U + σZ; (ασ/cp)
2−p)− U
)2
σ2
(a)
= lim
σ2→∞
[
(1− )E
(
η2p(Z; (α/cp)
2−p)
)
+ E
(
ηp(U/σ + Z; (α/cp)
2−p)− U/σ
)2]
(b)
= (1− )E
(
η2p(Z; (α/cp)
2−p)
)
+ E
(
η2p(Z; (α/cp)
2−p)
)
= E
(
η2p(Z; (α/cp)
2−p)
)
,
where Equality (a) is according to Lemma 3. To obtain Equality (b), we have assumed that the limit and expectation
are interchangeable. The proof is similar to the proof we presented in Section VI-H and hence skipped. Furthermore,
according to Corollary 4,
η2p(u; (α/cp)
2−p) > η21(u; (α/c1)) ∀|u| > α, 0 6 p < 1,
η2p(u; (α/cp)
2−p) = η21(u; (α/c1)) ∀|u| < α, 0 6 p < 1.
Hence,
Γα,1 < Γα,p.

We can employ this lemma to obtain the following result for the performance of the `p-AMP with thresholding
policy λ¯α(σ) = (ασ/cp)2−p. Although this lemma is not useful in our proof of Proposition 3, since this is an
interesting application of the above lemma, we include it here.
Corollary 6. Suppose Γα,p < δ. Let σ2` denote the lowest fixed point of `p-AMP with thresholding policy λ¯α(σ) =
(ασ/cp)
2−p, where cp is the constant introduced in Lemma 5, and α is a fixed number. For large values of σ2w we
have
σ2`
σ2w
=
1
1− 1δΓα,p
+ o(1),
Proof: First note that, according to the state evolution equation, σ2` satisfies
σ2` = σ
2
w +
1
δ
rα,p(σ
2
` ) ≥ σ2w. (102)
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Thus σ2` → ∞, as σ2w → ∞. Dividing both sides of the equation in (102) by σ2` , combined with the result of
Lemma 22, we have
lim
σ2w→∞
σ2w
σ2`
= lim
σ2`→∞
σ2w
σ2`
= lim
σ2`→∞
1− 1
δ
· rα,p(σ
2
` )
σ2`
= 1− 1
δ
Γα,p.

We state another corollary of Lemma 22 that is important in our proof. Let αoptp (σ2) denote the value of α that
minimizes rα,p(σ2). If as α→∞, rα,p(σ2) reaches its infimum, we set αoptp (σ2) to infinity.
Corollary 7. For every value of p, αoptp (σ2)→∞ as σ2 →∞.
Proof: Suppose this is not true. Then there exists a sequence σn →∞, as n→∞ such that αoptp (σ2n)→ α∗ <∞.
From the proof of Lemma 22, it is straightforward to confirm that,
lim
n→∞
rαoptp ,p(σ
2
n)
σ2n
= Γα∗,p > 0. (103)
However, since αoptp (σ2n) is the optimal thresholding value, we know
rαoptp ,p(σ
2
n) ≤ limα→∞ rα,p(σ
2
n) = µ
2,
which is in contradiction with (103). 
Lemma 23. Recall the notation η+p (·, ·) in (6). If η+p (α; (α/cp)2−p) > 2µσ and α <∞, then we have
rα,1(σ
2) < rα,p(σ
2).
Proof: Define µσ , µ/σ, αc,p , (α/cp)2−p, ξp(µσ + z;αc,p) = ηp(µσ + z;αc,p) − η1(µσ + z;αc,1). Note that
ξp(µσ + z;αc,p) = 0 for |µσ + z| < α, ξp(µσ + z;αc,p) > 0 for µσ + z > α, and ξp(µσ + z;αc,p) < 0 for
µσ + z < −α. We have
rα,p(σ
2)
σ2
= (1− )Eη2p(Z;αc,p) + E(ηp(µσ + Z;αc,p)− µσ)2
= (1− )Eη2p(Z;αc,p) + µ2σ + E[(ηp(µσ + Z;αc,p)− 2µσ)ηp(µσ + Z;αc,p)]
= (1− )Eη2p(Z;αc,p) + µ2σ + E[(η1(µσ + Z;αc,1)− 2µσ)η1(µσ + Z;αc,1)]
+E[(2η1(µσ + Z;αc,1)− 2µσ)(ξp(µσ + Z;αc,p))] + E(ξp(µσ + Z;αc,p))2, (104)
where the first equality is due to Lemma 3. Note that
rα,1(σ
2)
σ2
= (1− )Eη21(Z;αc,1) + µ2σ + E[(η1(µσ + Z;αc,1)− 2µσ)η1(µσ + Z;αc,1)]. (105)
According to Corollary 4, we have η21(Z;αc,1) ≤ η2p(Z;αc,p) for every Z. Hence
(1− )Eη2p(Z;αc,p) ≥ (1− )Eη21(Z;αc,1). (106)
Combining (104), (105), and (106), we conclude that if we prove
E[(2η1(µσ + Z;αc,1)− 2µσ)(ξp(µσ + Z;αc,p))] + E(ξp(µσ + Z;αc,p))2 > 0, (107)
then
rα,1(σ
2) < rα,p(σ
2).
Hence in the rest of the proof we focus on showing (107). First note that by employing corollary 4, it is
straightforward to conclude
η1(µσ + Z;αc,1) · ξp(µσ + Z;αc,p) ≥ 0. (108)
Furthermore, according to Lemma 7, if |ηp(u;λ)| > 0, then ∂pηp(u;λ) ≥ 1. Since ∂1η1(u;λ) = 1, we conclude
that if |µσ + Z| > α, then
|ξp(µσ + Z;αc,p)| ≥ η+p (α;αc,p).
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Hence, if |µσ + Z| > α
(ξp(µσ + Z;αc,p))
2 − 2µσξp(µσ + Z;αc,p) ≥ |ξp(µσ + Z;αc,p)| · (η+p (α;αc,p)− 2µσ) > 0. (109)
This completes the proof of our lemma. 
The following lemma enables us to complete the proof.
Lemma 24 ( [42], Proposition 3.8). If rα,1(σ2) denotes the risk of the soft thresholding function, then for large
values of α, ∂rα,1(σ
2)
∂α > 0.
See [42] for the exact value of α above which the derivative is positive.
Corollary 8. For every value of σ, we have
inf
α≥0
rα,1(σ
2) < µ2.
The proof is a straightforward combination of Lemma 24 and the fact that limα→∞ rα,p(σ2) = µ2.
Now we return to the proof of Proposition 3. We only mention the sketch of the proof since the details are
straightforward. According to Corollary 7, for large values of σ, αoptp is large, hence α
opt
c,p = (α
opt
p /cp)
2−p is large
as well. Hence by Lemma 6, we can assume that η+p (α
opt
p ;α
opt
c,p ) >
2µ
σ for large σ. Suppose that α
opt
p <∞. Then
according to Lemma 23, we have
inf
α
rα,1(σ
2) ≤ rαoptp ,1(σ2) < rαoptp ,p(σ2).
If αoptp =∞, then
inf
α
rα,1(σ
2) < rαoptp ,1(σ
2) = rαoptp ,p(σ
2),
where the first inequality is due to Lemma 24. In any case, we have showed that,
rαopt1 ,1(σ
2) < rαoptp ,p(σ
2), (110)
for large values of σ. The last step of the proof is to connect this result with the fixed points of the state evolution
equation.
Note that the fixed points of the state evolution must satisfy
σ2 = σ2w +
1
δ
rαoptp ,p(σ
2).
Therefore, as σw →∞, the lowest fixed point σ2` goes off to ∞. On the other hand, Inequality (110) implies that
the function σ2w +
1
δ rαoptp ,p(σ
2) is above σ2w +
1
δ rαopt1 ,1(σ
2) over a range (σ¯2,∞). Hence, we can increase σw to
make sure σ2` of both `1-AMP and `p-AMP fall into that range. Then clearly the lowest fixed point of `1-AMP is
smaller than that of `p-AMP.
M. Proof of Theorem 8
We first remind the reader the definition
Rp(τ, σ) , (1− )Eη2p(Z; τ) + E(ηp(U/σ + Z; τ)− U/σ)2,
where Z ∼ N(0, 1) and U ∼ G are independent. Also let τ∗(σ) denote the optimal τ that minimizes Rp(τ, σ). In
Proposition 4 we proved that as σ → 0
Rp(τ∗(σ), σ) = + p2E|U |2p−2(τ∗(σ))2σ2−2p + o((τ∗(σ))2σ2−2p),
where the convergence rate of τ∗(σ) can be characterized by
lim
σ→0
σ2−2p
(τ∗(σ))
2p−1
2−p φ(cp(τ∗(σ))
1
2−p )
=
(1− )cpη2p(cp; 1)
p2(2− p)E|U |2p−2 . (111)
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Here we aim to analyze the lowest fixed point of the optimally tuned `p-AMP, σ`, that satisfies
σ2` = σ
2
w +
σ2`
δ
Rp(τ∗(σ`), σ`). (112)
We focus on the regime where the sparsity level  is below the phase transition of the lowest fixed point, i.e.
δ > . In Theorem 6 we have already proved that
lim
σw→0
σ2`
σ2w
=
δ
δ −  . (113)
Now we first characterize the following limit:
lim
σw→0
σ2` − δδ−σ2w
σ4−2pw (τ∗(σ`))2
(a)
= lim
σw→0
σ2` − δδ−(σ2` − σ
2
`
δ Rp(τ∗(σ`), σ`))
σ4−2pw (τ∗(σ`))2
=
1
δ −  · limσ`→0
Rp(τ∗(σ`), σ`)− 
(τ∗(σ`))2σ
2−2p
`
· lim
σ`→0
σ4−2p`
σ4−2pw
(b)
=
p2E|B|2p−2δ2−p
(δ − )3−p . (114)
We have used (112) to obtain (a); the derivation of (b) is due to (113) and Proposition 4. Our next step is to show
that
lim
σw→0
σ2` − δδ−σ2w
σ4−2pw (τ∗(σw))2
=
p2E|B|2p−2δ2−p
(δ − )3−p .
First note that we have proved in Lemma 15, τ∗(σw) → ∞ as σw → 0. We can use (111) to prove that
τ∗(σ`)/τ∗(σw)→ 1 as σw → 0 in the following way. According to Lemma 15, τ∗(σw), τ∗(σ`)→∞. Furthermore,
by employing (111) we obtain
lim
σw→0
σ2−2p`
(τ∗(σ`))
2p−1
2−p φ(cp(τ∗(σ`))
1
2−p )
(τ∗(σw))
2p−1
2−p φ(cp(τ∗(σw))
1
2−p )
σ2−2pw
= 1.
By applying (113) we reach
lim
σw→0
(τ∗(σw))
2p−1
2−p φ(cp(τ∗(σw))
1
2−p )
(τ∗(σ`))
2p−1
2−p φ(cp(τ∗(σ`))
1
2−p )
=
(
1− 
δ
)1−p
,
which implies
lim
σw→0
2p− 1
2− p log
τ∗(σw)
τ∗(σ`)
− c
2
p
2
(τ∗(σw)2/(2−p) − τ∗(σ`)2/(2−p)) = (1− p) log(1− /δ).
If we combine this with the fact that τ∗(σ`)→∞ and τ∗(σw)→∞, then we conclude that
lim
σw→0
2p−1
2−p log
τ∗(σw)
τ∗(σ`)
− c2p2 (τ∗(σw)2/(2−p) − τ∗(σ`)2/(2−p))
τ∗(σw)2/(2−p)
= 0,
that in turn implies that
lim
σw→0
τ∗(σw)
τ∗(σ`)
= 1. (115)
Combining (114) and (115) proves that
lim
σw→0
σ2` − δδ−σ2w
σ4−2pw (τ∗(σw))2
=
p2E|B|2p−2δ2−p
(δ − )3−p ,
where τ∗(σw) satisfies (111). It is then straightforward to use (111) and the fact that τ∗(σw)→∞ to show that
lim
σw→0
(τ∗(σw))
2
2−p
log 1σw
=
4(1− p)
c2p
.
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N. Proof of Theorem 9
We first remind the reader the definition
R0(τ, σ) , (1− )Eη20(Z; τ) + E(η0(U/σ + Z; τ)− U/σ)2,
where Z ∼ N(0, 1) and U ∼ G are independent. Also let τ∗(σ) denote the optimal τ that minimizes R0(τ, σ). In
Proposition 5 we proved that as σ → 0 if µ = supv{v : P (|B| > v) = 1} > 0, then for p = 0,
R0(τ∗(σ), σ) = + o(φ(µ˜σ−1)),
where µ˜ is any constant that smaller than µ2 .
The rest of the proof is similar to the proof of Theorem VI-M and is hence skipped.
O. Proof of Theorem 10
Let X and U denote two independent random variables with distributions (1− )∆0 + G and G, respectively.
As before, our only assumption on G is that it does not have any point mass at zero. Note that σ2h satisfies the
following fixed point equation:
σ2h = σ
2
w +
1
δ
inf
τ≥0
[
(1− )Eη2p(σhZ; τ) + E(ηp(U + σhZ; τ)− U)2
]
= σ2w +
σ2h
δ
inf
τ≥0
[
(1− )Eη2p(Z; τσp−2h ) + EU (EZ(ηp(U/σh + Z; τσp−2h )− U/σh)2)
]
≤ σ2w +
σ2h
δ
inf
τ≥0
[
(1− )Eη2p(Z; τσp−2h ) +  sup
µ≥0
E(ηp(µ/σh + Z; τσp−2h )− µ/σh)2
]
≤ σ2w +
σ2h
δ
inf
τ≥0
[
(1− )Eη2p(Z; τσp−2h ) +  sup
µ≥0
E(ηp(µ+ Z; τσp−2h )− µ)2
]
= σ2w +
σ2h
δ
inf
τ≥0
[
(1− )Eη2p(Z; τ) +  sup
µ≥0
E(ηp(µ+ Z; τ)− µ)2
]
= σ2w +
σ2h
δ
Mp().
The proof of the second part of the theorem consider the following definitions:
τ∗,µ , arg min
τ
E
(
(ηp(µ+ z; τ)− µ)2 + (1− )E(ηp(z; τ))2
)
,
µ∗ , arg max
µ
E
(
(ηp(µ+ z; τ∗,µ)− µ)2 + (1− )E(ηp(z; τ∗,µ))2
)
. (116)
Note for notational simplicity we have assumed the maximas and minimas are achieved. Also define
(σ∗h)
2 , σ
2
w
1− Mp()δ
.
We consider a distribution G that has a point mass at µ∗σ∗h. For this distribution we have
Ψτ∗,p((σ
∗
h)
2) = σ2w +
(σ∗h)
2
δ
inf
τ≥0
[
(1− )Eη2p(Z; τ(σ∗h)p−2) + E(ηp(µ∗ + Z; τ(σ∗h)p−2)− µ∗)2
]
= σ2w +
(σ∗h)
2
δ
[
(1− )Eη2p(Z; τ∗,µ∗) + E(ηp(µ∗ + Z; τ∗,µ∗)− µ∗)2
]
= σ2w +
Mp()
δ
(σ∗h)
2 = (σ∗h)
2. (117)
Hence, σ∗h is a fixed point of the function. If it is an unstable fixed point we can use the argument presented for
Proposition 1 to show that there is another stable fixed point above (σ∗h)
2.
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P. Proof of Theorem 11
Let X ∼ (1 − )∆0 + G, where G is an arbitrary distribution that does not have any mass at zero. Also let
U ∼ G denote a random variable. Then we have
σ2h = σ
2
w +
1
δ
inf
0≤p≤1,λ≥0
E(ηp(X + σhZ;λ)−X)2
(a)
≤ σ2w +
Mp()σ
2
h
δ
,
where (a) follows similar arguments as in Section VI-O. Hence, we conclude that
σ2h ≤
σ2w
1−Mp()/δ .
This implies that if σ2w → 0, then σ2h → 0. Moreover, it is straightforward to see that
lim
σ2w→0
σ2h
σ2w
=
1
1− limσh→0 Ψλ∗,p∗ (σ
2
h)
σ2h
. (118)
From the proof of Theorem 4, we know that for every fixed p < 1,
lim
σ2→0
Ψλ∗,p(σ
2)
σ2
=

δ
.
Hence, it is straightforward to show that
lim sup
σ2→0
Ψλ∗,p∗(σ
2)
σ2
≤ lim sup
σ2→0
Ψλ∗,0(σ
2)
σ2
=

δ
. (119)
Define Γ(σ2) , 1δE(E(X|X + σZ) −X)2. Since E(X|X + σZ) is the minimum mean square error estimator
we have
Ψλ∗,p∗(σ) ≥ Γ(σ2).
Hence,
lim inf
σ→0
Ψλ∗,p∗(σ
2)
σ2
≥ lim
σ→0
Γ(σ2)
σ2
=

δ
, (120)
where the last equality is a combination of Theorems 5 and 8 in [43]. Combing (118), (119) and (120) together
finishes the proof. Note that (119) and (120) together shows dΨλ∗,p∗ (σ
2)
dσ2
∣∣∣
σ2=0
= δ . Then by using similar arguments
as in Theorem 6, we can show σh is the unique stable fixed point when σw is small enough. Hence implicit function
theorem can be applied to claim the continuity of σh, as a function of σw in a neighborhood of 0.
VII. OPTIMAL `p-AMP IN PRACTICE
A. Stein Unbiased Risk Estimate
The optimal `p-AMP algorithm introduced in Section II-C employs the following thresholding policy:
λ∗(σ) ∈ arg min
λ≥0
E
(
|ηp(X + σZ;λ)−X|2
)
,
where the expected value is with respect to both Z ∼ N(0, 1) and X ∼ pX . Note that λ∗ is a function of both σ and
pX . While it is possible to provide a good estimate of σ, coming up with a good estimate of pX is very challenging,
if not impossible, in many applications. The question we would like to answer in this section is whether we can
provide an accurate estimate of λ∗(σ) without any knowledge of pX in practice. Similar questions can be asked
regarding the optimal choice of p, introduced in Section II-D, or even the optimal choice of h introduced in (9).
We answer these questions in this section. Our approach is motivated by Stein Unbiased Risk Estimate (SURE),
that we briefly summarize here. Let xo ∈ RN and suppose that we observe x˜ = xo + ρ with ρ ∼ N(0, σ2I). To
estimate xo we employ a denoiser D : RN → RN . Can we estimate the risk of this denoiser, i.e.,
rD , E‖D(x˜)− xo‖22?
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If the answer is affirmative, then the risk estimate can be employed for tuning the free parameters of the denoiser or
in comparing different denoisers. Note that the main challenge for estimating the risk, rD, is that xo is not known.
The following theorem due to Stein provides a simple way to find an unbiased estimate of rD.
Lemma 25. [44] Let D(x˜) denote the denoiser. If D is weakly differentiable, then
E‖D(x˜)− xo‖2/N = E‖D(x˜)− x˜‖22/N + σ2 + 2σ2E(1T (∇D(x˜)− 1))/N, (121)
where ∇D(x˜) = (∂D1(x˜)∂x˜1 , . . . ,
∂DN (x˜)
∂x˜N
)T and 1 is an all one vector.
Note that the terms inside the expectation on the right hand side of (121) do not depend on xo. This enables us
to provide the following estimate of the risk function:
rˆD = ‖D(x˜)− x˜‖22/N + σ2 + 2σ2(1T (∇D(x˜)− 1))/N.
According to Lemma 25, we have rD = E(rˆD). Hence, rˆD provides an unbiased estimate of rD. SURE has been
used elsewhere for model selection [45]. Our next goal is to employ the idea of SURE for the `p-AMP algorithm.
B. `p-AMP and SURE
Can SURE be employed to estimate λ∗(σ) or p∗(σ) for the optimal `p-AMP? As we discussed in Section VII-A,
SURE can be used for denoising problems in which the noise is Gaussian. Also as we discussed in Section I-B,
if we define vt , AT zt + xt − xo, then we can write xt + AT zt = xo + vt, where vt resembles iid Gaussian
random vector in the asymptotic settings. Hence, at the intuitive level, we should be able to use SURE to estimate
the optimal parameters of `p-AMP. This intuition is in fact valid and we formalize it below. We only consider the
estimation of λ∗(σ). But, the approach can be extended to the tuning of the other parameters as well.
Consider the iterations of `p-AMP with the optimal thresholding policy, λ∗(σ). If the algorithm starts at σt = σ0,
then the first threshold is λ∗(σ0). Note that λ∗(σ0) is the value of λ that minimizes limN→∞ 1N ‖η˜p,h(xo + v0;λ)−
xo‖22. Once we run `p-AMP with this threshold, the standard deviation of the next iteration will be σ1 and hence the
next threshold will be λ(σ1), and again this is the value of λ that minimizes limN→∞ 1N ‖η˜p,h(xo + v1;λ)− xo‖22.
This discussion reveals two main properties of the optimal thresholding policy:
(i) We do not have to estimate the entire function λ∗(σ). We only need to estimate it at the values of σ0, σ1, σ2, . . .
that are actually observed in the `p-AMP algorithm.
(ii) At iteration t, λ∗(σt) is the value of λ that minimizes the risk limN→∞ 1N ‖η˜p,h(xo + vt;λ)− xo‖22.
These two conclusions imply that if at iteration t we find the value of λ that minimizes limN→∞ 1N ‖η˜p,h(xo +
vt;λ)−xo‖22, then the resulting `p-AMP algorithm will perform the same as optimal-λ `p-AMP. Hence, the problem
of finding the optimal thresholding policy for `p-AMP is simplified to the problem of tuning the parameters of
`p-AMP at a single iteration (without taking the other iterations into account). If the iterations of `p-AMP are given
by:
xt = η˜p,h(A
T zt−1 + xt−1;λt),
zt = y −Axt + zt−1 1
δ
〈
η˜′p,h(A
T zt−1 + xt−1;λt)
〉
. (122)
The optimal value of λt at iteration t is the value of λ that minimizes
rtp,h(λ) , lim
N→∞
1
N
‖η˜p,h(xo + vt;λ)− xo‖22.
Since we know that vt is almost Gaussian, inspired by Stein Unbiased Risk Estimate (SURE), we consider the
following empirical estimate of the risk at iteration t:
rˆtp,h,λ =
1
N
‖η˜p,h(xo + vt;λ)− xo − vt‖2 − σ2t +
2σ2t
N
div(η˜p,h(xo + v
t;λ)), (123)
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where div denotes the divergence of η˜p,h and is defined as div(η˜p,h(xo + vt;λ)) ,
∑N
i=1
∂(η˜p,h(xo,i+vti ;λ))
∂xo,i
. The
following theorem confirms that in the asymptotic setting rˆtp,h,λ provides an accurate estimate of the risk function,i.e.,
lim
N→∞
rˆtp,h,λ
a.s.
= rtp,h(λ).
Theorem 14. Let {xo(N), A(N), w(N)} denote a converging sequence. Let the parameters λ1, λ2, . . . , λt−1 denote
the threshold parameters of `p-AMP for the first t − 1 iterations and xt(N) and zt(N) denote the estimates of
`p-AMP according to (122). Then,
lim
N→∞
rˆtp,h,λ
a.s.
= E(η˜p,h(X + σtZ;λ)−X)2. (124)
where σt satisfies the following iteration:
σ2t = σ
2
w +
1
δ
E
(
|η˜p,h(X + σt−1Z;λt−1)−X|2
)
. (125)
Here the expected value is with respect to two independent random variables Z ∼ N(0, 1) and X ∼ pX . σ20
depends on the initialization of the algorithm.
The proof of this result can be found in the Appendix. According to the above theorem the empirical risk provides
an accurate estimate of E(η˜p,h(X+σtZ;λ)−X)2 for large values of N . Hence one can estimate the optimal value
of λt and pt in the following way:
(λˆt, pˆt) ∈ arg min
λ,p
rˆtp,h,λ.
Note that the empirical risk can be even employed for finding the optimal value of the parameter h. However, to
reduce the computational complexity, we set h automatically. This approach will be explained in the next section.
C. Simulation Result
In this section, we would like to compare our asymptotic results with the simulations that are performed at finite
values of N . As we will present later, it turns out that our asymptotic results provide accurate predictions of the
performance of the algorithm even for not too large sample sizes, such as N = 5000. Furthermore, we present the
result of the tuning approach we proposed for the `p-AMP algorithm and we show that the tuning approach we
proposed based on SURE is in fact accurate even in medium problem sizes.
1) State Evolution versus `p-AMP: In this section, the predictions given by the state evolution are compared
with the performance of Monte Carlo simulations. For Monte Carlo simulations, the dimension of the sparse vector
x0 is set to N = 5000 which is relatively large. The measurement matrix A is iid Gaussian distributed and the
number of measurements is set to n = 1000, i.e., δ = 0.2. There are 40 nonzero elements in x0. We run `p-AMP
for T = 30 iterations. We set the thresholding policy to λ(σ) = τσp where τ is a fixed number. The value of τ
may differ in different simulations and will be mentioned below each figure. The empirical MSE reported in the
figures is the average of 100 Monte Carlo simulations. Finally h is set to h = σt/N1/3 at iteration t. We have
not optimized over the parameter h. We have empirically noticed that `p-AMP with this choice of h has a good
performance. Accurate analysis of the effect of h on the performance of `p-AMP is left for a future research.
Figures 14 and 15 compare the result of Monte Carlo simulation with the SE when the nonzero elements of the
sparse vector are ±1 equiprobable and Gaussian respectively. The bars show 95% confidence intervals. As can be
seen from the figures, the empirical results are reasonably close to the theoretical result that we obtained from the
state evolution.
2) Optimal tuning of λ: Our goal in this section is to show the accuracy of the parameter selection technique
we proposed in Section VII-B for finite sample sizes. As we discussed in Section VII-B, for the optimal tuning of
λt we can employ the following estimate:
λˆt ∈ arg min
λ≥0
1
N
‖η˜p,h(xt +AT zt;λ)− xt −AT zt‖2 − σ2t +
2σ2t
N
div(η˜p,h(x
t +AT zt;λ)).
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Fig. 14. Comparison of the theoretical prediction and the Monte Carlo simulation result for (a) p = 0, (b) p = 0.3, (c) p = 0.5 and (d)
p = 0.8. In the four cases, parameter τ is set as 0.2, 0.3, 0.5 and 1 in Figures (a), (b), (c), and (d) respectively. The nonzero elements of
the sparse vector are ±1 equiprobable in this scenario. In Figures (b) and (c), the error of the recovery does not converge to 0 under the
parameter setting of the scenario, but SE still provides an accurate prediction.
This requires an estimate of σt at every iteration. It is straightforward to use the results of [31] and prove that as
N →∞, ‖zt‖22/n→ σ2t . Hence, in our simulations we will employ the estimate ‖zt‖22/n.
In this section, we would like to show that even in moderately large sample sizes N = 5000, λˆt is close enough to
λ∗t introduced in (14). Here is our simulation settings. The dimension of the sparse vector xo is set to be N = 5000.
The elements of the measurement matrix A are iid Gaussian. The dimension of measurements is set to be n = 1000,
i.e., δ = 0.2. xo has only 40 nonzero elements. The nonzero elements of the sparse vector are ±1 equiprobable.
The variance of the measurement noise is set to be σ2w = 0.01. We have run the simulations for p = 0, 0.3, 0.5, 0.8.
In each iteration, λt = τtσ
p
t is optimized by using the empirical risk function.
The risk and its SURE estimation in the third iteration are plotted against τt in Figure 16. As can be seen from
the figure, the SURE estimate is reasonably close to the true value of the risk function.
VIII. CONCLUSION AND FUTURE WORK
We have studied the performance of both `p-regularized least squares (LPLS) problem and approximate message
passing (AMP) that aims to solve LPLS. Employing the state evolution framework, we have derived conditions
under which `p-AMP for 0 ≤ p < 1 outperforms `1-AMP. It turns out that in the noiseless setting if the algorithm
is initialized properly, it can outperform `1-AMP by a large margin. We applied the Replica method to connect our
results to LPLS. It turns out that, in the noiseless regime, the phase transitions of LPLS are exactly the same for
every p < 1. We also studied the performance of these algorithm in the presence of the measurement noise. We
showed that for small values of measurement noise, p = 0 outperforms the other values of p. However, when the
measurement noise is large, p = 1 outperforms the other values of p.
There are many questions that we have left for future research. For instance, extensions of this approach to
other types of structure, such as group-sparsity or low-rankness, is an open direction that needs to be explored in
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Fig. 15. Comparison of the theoretical prediction and the Monte Carlo simulation result for (a) p = 0, (b) p = 0.3, (c) p = 0.5 and (d)
p = 0.8. In the four cases, parameter τ is respectively set as 0.18, 0.4, 0.5 and 1. The nonzero elements of the sparse vector are Gaussian
distributed in this scenario. In Figures (a), (b) and (c), the error of the recovery does not converge to 0 under the parameter setting of the
scenario, but SE still gives a reasonably accurate prediction to the performance of the `p-AMP algorithm.
the future. Such research may shed some light on the benefit of non-convex penalties for these popular structures.
Finally, it is not yet clear if it is possible to design algorithms that can find the global minima of LPLS in the
asymptotic settings. As we have shown in this paper, below certain sparsity level, ∗(δ), message passing algorithms
may recover the global minima of LPLS. But, beyond this level they may be trapped at a fixed point that is different
from the global minima of LPLS. Unfortunately, ∗(δ) is much below the actual phase transition of LPLS for p < 1.
Whether we can find an algorithm that is better than message passing for these problems is a major open question
that may have major impact in the field of compressed sensing.
APPENDIX
Our main objective in this section is to prove Theorem 14. We start with the following lemmas that will be used
later in the proof.
Lemma 26. Let f : R → R denote a differentiable function with bounded derivative, i.e., |f ′(u)| < M for every
u. Then,
|f(s1 + ϑ1)− f(s0 + ϑ0)| ≤
√
2M
√
(s1 − s0)2 + (ϑ1 − ϑ0)2.
Proof: According to the mean value theorem, we have
|f(s1 + ϑ1)− f(s0 + ϑ0)| =
[
∂f(s+ ϑ)
∂s
,
∂f(s+ ϑ)
∂ϑ
]∣∣∣∣
(s∗,ϑ∗)
[s1 − s0, ϑ1 − ϑ0]T , (126)
where (s∗, ϑ∗) is a point on the line that connects (s0, ϑ0) and (s1, ϑ1). By applying Cauchy-Schwartz inequality
to (126) and using the fact that ∂f(s+ϑ)∂s
∣∣∣
(s∗,ϑ∗)
= f ′(s∗ + ϑ∗) and ∂f(s+ϑ)∂ϑ
∣∣∣
(s∗,ϑ∗)
= f ′(s∗ + ϑ∗), we can finish the
proof. 
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Fig. 16. The actual risk function and its unbiased estimate (SURE) as a function of τt. We set (a) p = 0, (b) p = 0.3, (c) p = 0.5 and (d)
p = 0.8. The figure is the result for the third iteration. The power of measurement noise is set to be σ2w = 0.01.
We now turn to the proof of Theorem 14. The proof employs Theorem 2 of [31]. This theorem confirms that
under the conditions we presented in Theorem 14, we have
lim
N→∞
1
N
N∑
i=1
J(vti , xo,i)
a.s.
= EJ(σtZ,Xo),
where Z ∼ N(0, 1) and X ∼ pX are two independent random variables, and J is a Lipschitz function of vti and
xo,i.16 Note that
rˆtp,h,λ =
1
N
‖η˜p,h(xo + vt;λ)− xo − vt‖22 − σ2t +
2σ2t
N
div(η˜p,h(xo + v
t;λ)). (127)
If we prove that both |η˜p,h(xo,i + vti ;λ)−xo,i− vti |2 and η˜′p,h(xo,i + vti ;λ) are Lipschitz functions of (xo,i, vti), then
we can characterize the limit of rˆtp,h,λ. Hence as the next step, we prove these two quantities are Lipschitz. We
proved in Section VI-C that η˜p,h(u;λ) is a differentiable function of u with supu |η˜′p,h(u;λ)| bounded. Furthermore,
it is straightforward to show that |η˜p,h(u;λ) − u| is bounded. Hence, |η˜p,h(u;λ) − u|2 has a bounded derivative.
If we combine this fact with Lemma 26, we know that |η˜p,h(xo,i + vti ;λ) − xo,i − vti |2 is a Lipschitz function of
(xo,i, v
t
i). Hence, by Theorem 2 of [31] we conclude that
lim
N→∞
1
N
N∑
i=1
|η˜p,h(xo,i + vi;λ)− xo,i − vi|2 a.s.= E(η˜p,h(X + σtZ;λ)−X − σtZ)2. (128)
Moreover, according to the proof of Theorem 1 that we presented in Section VI-C, we know η˜′p,h(·;λ) is bounded
and has finite discontinuity points. We can then apply the arguments for proving Equation (4.11) in [23] to conclude
16In fact, the result of Theorem 2 of [31] considers more general pseudo-Lipschitz function J .
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that
lim
N→∞
2σ2t
N
div(η˜p,h(xo + v
t;λ))
a.s.
= 2σ2tE(η˜′p,h(X + σtZ;λ)) (129)
Hence, if we combine (127), (128), and (129) we obtain
lim
N→∞
rˆtp,h,λ
a.s.
= E(η˜p,h(X + σtZ;λ)−X − σtZ)2 − σ2t + 2σ2tE(η˜′p,h(X + σtZ;λ)).
Finally, Lemma 25 (with N = 1) shows that
E(η˜p,h(X + σtZ;λ)−X − σtZ)2 − σ2t + 2σ2tE(η˜′p,h(X + σtZ;λ)) = E(η˜p,h(X + σtZ;λ)−X)2.
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