Abstract-This paper introduces a control strategy to simultaneously achieve asymptotic stabilization and transient frequency regulation of power networks. The control command is generated by iteratively solving an open-loop control cost minimization problem with stability and transient frequency constraints. To deal with the non-convexity of the stability constraint, we propose a convexification strategy that uses a reference trajectory based on the system's current state. We also detail how to employ network partitions to implement the proposed control strategy in a distributed way, where each region only requires system information from neighboring regions to execute its controller.
I. INTRODUCTION
To maintain system security and integrity [2] , power networks are required to operate around their nominal frequencies in the presence of disturbances, and recover synchronization as disturbances disappear. However, such a transient frequency requirement faces fundamental challenges due to the deeper frequency nadir caused by higher penetration of renewable generators with lower inertia [3] . This motivates our focus here on developing methods to actively attenuate transient frequency deviations while preserving network synchronization.
Literature review: Work in [4] , [5] investigates power network synchronization conditions and their relations to system dynamics and initial conditions. However, such ideal conditions face challenges in practical scenarios with desired safe limits that transient frequencies may violate. On the other hand, various control schemes have been proposed to enhance transient frequency behavior, including power dispatch [6] , power system stabilizer [7] , feedback linearization excitation [8] , and virtual inertial placement [9] . Nonetheless, these strategies do not provide guarantees that the transient frequency will only evolve within safe limits. To address this point, our previous work [10] has combined Lyapunov stability and invariance analysis to propose a distributed controller simultaneously guaranteeing synchronization and transient frequency safety. A related body of work [11] , [12] , [13] looks at reducing control effort while respecting performance requirements, and investigates (distributed) model predictive control (MPC) for networked systems. However, the proposed distributed implementations may jeopardize network stability. Particularly, [13] treats each subsystem as an independent system by considering the effect of other subsystems as bounded uncertainty, which complicates obtaining stability guarantees for the whole system. In fact, [11] shows that, if each subsystem has no knowledge of other subsystems' cost functions [14] , this leads to a noncooperative game, and the Yifu Zhang and Jorge Cortés are with the Department of Mechanical and Aerospace Engineering, University of California, San Diego,
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control input trajectory may even diverge. In addition, some MPC approaches [11] , [15] restrict the predicted horizon to a single step in order to obtain distributed strategies, since otherwise the control signal may require global state or global system parameter information.
Statement of contribution: This paper develops a distributed receding-horizon control strategy that is able to simultaneously maintain local asymptotic stability of the system and regulate transient frequency. Specifically, for any given bus of interest, a safe frequency region is both invariant and attractive under the proposed design. For each state, we first formulate a non-convex finite-horizon open-loop optimal control problem whose solution is the control trajectory minimizing the overall cost under stability and transient frequency constraints. We then propose a reference trajectory technique for convexification. The centralized closed-loop control signal for each state is defined as the first-step solution of the optimal control problem. To enable distributed control, we partition the network into different regions and apply the centralized control for each region, while taking into account the dynamics of transmission lines connecting different regions. The resulting control signal for each bus only relies on system information of the region to which the bus belongs to and its neighboring regions.
II. PROBLEM STATEMENT
In this section we introduce the model for the power network dynamics and state the control goals 1 . Consider a power network described by a connected undirected graph, cf. [16] , G = (I , E ), where I = {1, 2, · · · , n} is the collection of buses and E = {e 1 , e 2 , · · · , e m } ⊆ I ×I is the collection of transmission lines. For each node i ∈ I , let M i ∈ R > , E i ∈ R > , ω i ∈ R and p i ∈ R denote its inertia, damping coefficient, shifted voltage frequency relative to the nominal frequency, and active power injection, resp. For compactness, define
For each edge e k ∈ E with vertices i, j, an orientation consists of choosing one node, say i, to be the positive end of e k and the other vertex, j, to be the negative end. Let D = (d ki ) ∈ R m×n be the incidence matrix corresponding to the 1 We use the following notation. N, R, R > , and R denote the set of natural, real, positive, and nonnegative real numbers, resp. Variables are assumed to belong to Euclidean space if not specified otherwise. Let 1 n and 0 n be the vector of all ones and zeros, resp. Denote ∂ Q as the boundary of a set Q. We let · denote the ceiling operator and · denote the 2-norm on R n . For
For µ ∈ {0, 1} and a min < a max , the saturation function is sat(a; µ, a min , a max ) = a min if µ = 0 and a a min , sat(a; µ, a min , a max ) = a max if µ = 0 and a a max , and sat(a; µ, a min , a max ) = a otherwise. For b ∈ R n , b i denotes its ith entry and for A ∈ R m×n , [A] i and [A] i, j denote its ith row and (i, j)th element. We denote by A † and range(A) its unique Moore-Penrose pseudoinverse and column space, resp. chosen orientation (i.e., d ki = 1 if i is the positive end of e k , d ki = −1 if i is the negative end of e k , and d ki = 0 otherwise). We call i and j neighbors, and let λ i j denote the voltage angle difference between i and j. Let λ ∈ R m denote the collection of λ i j and Y b ∈ R m×m be the diagonal matrix whose kth entry represents the susceptance of the transmission line e k connecting bus i and j, i.e., [Y b 
We partition buses into I u and I \I u , depending on whether an additional control input is available to regulate transient frequency behavior. The swing equations [17] describe the evolution of voltage angle difference and frequencies aṡ
where sin λ (t) ∈ R m is taken component-wise. For convenience, we use x (λ , ω) ∈ R m+n to denote the collection of all states. Although in the model (1) we generally consider a time-varying power injection p, some results developed later depend on a stricter assumption stated as follows.
Assumption II.1. (Time-invariant power injection). The power injection is constant, i.e., p(t) = p * ∈ R for all t 0.
the Laplacian matrix of the network graph and define z E ,∞ max (i, j)∈E |z i − z j | for vector z ∈ R n . Then, one can show [5, Lemma 2 and inequality (S17)] that, for the system (1) with u ≡ 0 n , if
then there exists an equilibrium point (λ ∞ , ω ∞ 1 n ) ∈ R m+n that is locally asymptotically stable. Specifically, λ ∞ ∈ ϒ and is unique in its closure ϒ cl , where
The term L †p E ,∞ characterizes the maximum steady-state voltage angle difference between adjacent nodes for the linearized dynamics of (1).
We aim to design state-feedback controllers u i for each bus i ∈ I u that stabilize the system, cooperatively ensure that the frequencies of a targeted set of buses stay within safe bounds, and force them to enter the safe bounds if they are initially outside. We next list these requirements formally.
Safe frequency invariance requirement: Given I ω ⊆ I u , for each i ∈ I ω , let ω i ,ω i ∈ R with ω i <ω i be lower and upper safe frequency bounds. We require that the interval
, then ω i enters the interval in finite time, never to leave it afterwards.
Asymptotic stability requirement: We require that the controller only shapes transients so that the (λ ∞ , ω ∞ 1 n ) remains locally asymptotically stable for the closed-loop system.
Coordination requirement: Each controller u i , i ∈ I u , should cooperate with others to lower the overall control effort, as measured by some given cost function.
Our design strategy is to first set up an open-loop optimization problem with control cost as objective function, and with frequency and stability requirements as constraints. Then, we design a centralized controller by solving this optimization problem in a receding horizon fashion. Finally, the distributed controller comes from partitioning the network into several regions, and treating each region as an independent network.
III. OPEN-LOOP OPTIMAL CONTROL
We start by formulating an optimization problem whose goal is to minimize a cost function measuring control input effort subject to the system dynamics, safe frequency invariance, and asymptotic stability constraints. As this problem turns out to be non-convex and non-smooth, we propose a convexification strategy by generating a set of linear constraints. Later, we build on this to design centralized and distributed controllers.
A. Open-loop finite-horizon optimal control
We introduce a robust asymptotic stability condition with respect to the open-loop equilibrium point and estimate the region of attraction. Consider the energy function [10] , [18] 
where
Lemma III.1. (Robust asymptotic stability condition). For system (1), suppose that the solution exists and is unique. For every i ∈ I u , letω thr i > 0 and ω thr i < 0 be threshold values satisfying ω thr i < ω ∞ <ω thr i . If for every t ∈ R ,
then under Assumption II.1 and condition (2), (λ ∞ , ω ∞ 1 n ) is locally asymptotically stable. Furthermore, define
Then for every (λ (0), ω(0)) ∈ Φ(r) with 0 < r <r, it holds that (λ (t), ω(t)) ∈ Φ(r) for every t 0 and (λ (t),
Proof. We prove that if p(t) ≡ p * , then (3) implies Notice that the dependence of the robust asymptotic stability condition (3) on the equilibrium point (λ ∞ , ω ∞ 1 n ) is limited to an approximate knowledge of ω ∞ . This reflects a practical consideration under which the controller should still ensure asymptotic stability: although ideally ω ∞ is 0 when load and supply are balanced (i.e., ∑ n i=1 p * i = 0), due to imperfect estimation on the load side and transmission losses, ω ∞ tends to slightly deviate from 0.
With the stability condition being set, we now are ready to formally introduce the finite-horizon optimal control problem. As the power injection p may not be precisely predicted a priori, instead, for every t ∈ R , we consider a piece-wise continuous signal p f cst t : [t,t +t] → R n forecasting its value for the firstt seconds starting from t. When convenient, we invoke the following assumption in our technical analysis.
Assumption III.2. (Forecast reveals true value at current time). For any t ∈ R , p f cst t
(t) = p(t).
The open-loop finite-horizon optimal control problem is defined in (6) , where constraints (6a)-(6c) represent system dynamics and initial state. Notice that we linearize the dynamics in (6b), which contributes to the convexification of the open-loop optimization with a slight loss of optimality (in Section IV, we show that employing this linearization for controller design does not jeopardize the asymptotic stability or safe frequency invariance requirements in the closed-loop system); constraint (6d) reflects the available control signal indexes; constraints (6e) and (6f) delimit the control magnitude bounds, in which ξ ∈ {0, 1} indicates the magnitude constraint type, i.e., if ξ i = 1 for i ∈ I u , then the constraint is soft as u i (τ) could exceed u max i ∈ R or u min i ∈ R, but penalized by β i (τ) in the objective function, and if ξ i = 0 then it is a hard constraint; constraints (6g) and (6h) refer to the safe frequency invariance requirement, in which
otherwise.
Intuitively, these two constraints require that ω i stays in [ω i ,ω i ] provided that it is initially inside and the magnitude constraint on the controller is soft, and penalize through γ i if not. The parameterδ i with 0 < δ i <ω i − ω i is tunable, forcing 
Finally, c i , d i ∈ R > and e i ∈ R refer to the weight coefficient on control effort, control magnitude penalty, and frequency invariance penalty, resp. We refer to (6) as
, λ 0 , ω 0 , τ 0 ) to emphasize its dependence on the graph topology, controlled node indexes, transient-frequency-constrained node indexes, forecasted power injection, initial state, and initial time. If the context is clear, we use Q cont . We use the same notational logic for other optimization problems in the rest of the paper.
In practice, a convenient way to approximate the functional solution for Q cont is by discretization. Specially, here we discretize the system periodically with time length T ∈ R > , and denote N t/T as the total number of steps. For
(τ 0 + kT ), resp., and let
be the collection of voltage angle difference, frequency, predicted power injection, and control input discrete trajectories, resp. We formulate the discrete version of Q cont in (10), where
Note that this set is nonlinear and non-smooth.
B. Constraint convexification
The major obstacle to solve Q disc is dealing with the set Φ disc in constraint (10h). To this end, we propose a convexification method that seeks to identify a subset of Φ disc consisting of only linear constraints. This method relies on the notion of reference trajectory, which is a trajectory (Λ,Ω,Û) of the system state and input for which there existB andΓ such that (10) are satisfied. The next result details this.
Lemma III.3. (Convexification of non-convex constraints). For any reference trajectory
Then, / 0 = Φ cvx ⊆ Φ disc is convex.
Proof. The non-emptiness holds by simply noticing that
We show the inclusion by classifying each k ∈ [0, N − 1] N into three types regarding the value ofω ref
, then at step k, only the first constraint in Φ cvx is active, which satisfies the first constraint in Φ disc , as well as the second one trivially, since in this
, then only the last constraint in Φ cvx is active, which satisfies both two constraints in Φ disc . Finally, the convexity of Φ cvx follows by noting that it corresponds to the intersection of finitely many linear constraints over all i ∈ I u and k ∈ [0, N − 1] N . To see this, notice that for each i and k, as the value ofω ref i (k) is given a priori by the reference trajectory, one and only one of the three constraints in Φ cvx is active, leading to linearity.
In light of Lemma III.3, given a reference trajectory, we solve a convexified version of Q disc , replacing Φ disc by Φ cvx ,
Since the convexification reduces the set Φ disc to Φ cvx , the optimal value of Q disc is less than or equal to that of Q cvx . For
consistency, if the reference trajectory is the optimal solution of Q disc , then both problems have the same optimal value.
C. Generation of reference trajectory
Here we introduce a method to generate the reference trajectory required by the convexification process of Φ disc based on our previous work [10] . 
Proposition III.4. (Generation of reference trajectory). For every i ∈ I u and every k
Note
, which correspond to the Euler approximation of the continuous-time dynamicsẋ ref 
Here, for simplicity, we omit the explicit expression of h, but one can see [10] that it is Lipschitz in its first component, and hence the solution of the continuous-time dynamics exists and is unique for any t 0, and x ref (t) r 1 for sufficiently large r 1 ∈ R > . By [19, Theorem 212A] , there exists c 1 ∈ R > such that
Further, the Lipschitz property of h and the uniform boundedness of x ref (t) imply that there exists r 2 ∈ R > such that ẋ ref (t) r 2 for any t τ 0 . Therefore, it holds for all k ∈ [0, N − 1] N and all i ∈ I that
Hence, (14) follows by letting c 2c 1 + r 2 √ m + n. Next, we prove (10f) holds by induction, i.e., for any i ∈ I ω , ifω ref
N , then it also holds by replacing k by k + 1. Note that by (14) , ifω ref
Therefore, we only need to consider the case whenω ref
For simplicity, we only prove the first case (the other holds similarly). Without loss of generality, we choose T small enough so that cT <ω i −ω thr i for every
By substituting b( j)
ω ref i ( j) −ω i for j = k and k + 1 into the above inequality, it holds
Since b(k) 0, letT be such that M i −Tγ
and the induction holds.
Notice that a small sampling length T reduces the discretization gap between Q cont and Q disc , as well as guarantees the qualification of (F ref ,Ω ref ,Û ref ) in Proposition III.4 as a reference trajectory. On the other hand, the number of constraints appearing in Q cvx grows linearly with respect to 1/T . Hence, there is a trade-off among discretization accuracy, reference trajectory qualification, and computational complexity.
IV. FROM CENTRALIZED TO DISTRIBUTED CLOSED-LOOP RECEDING HORIZON FEEDBACK
In this section we design a feedback controller in a receding horizon fashion by having the input at a given state (λ (t), ω(t)) at time t with a forecasted power injection p f cst t be the first step of the optimal control input trajectory of Q cvx (G , I u , I ω ,P f cst , λ (t), ω(t),t). We first consider a centralized implementation, where a single operator gathers global state information, computes the control law, and broadcasts it. Building on it, we propose a distributed strategy, where several independent operators are responsible for computing control signals within its own region using only regional information.
A. Centralized control with stability and frequency invariance
Formally, at time t, the centralized controller measures the current output ( f (t), ω(t)) and forecasts a power injection profile p f cst t (τ) with τ ∈ [t,t +t] as well as its corresponding discretizationP f cst , cf. (8c). Let (Λ * cvx ,Ω * cvx ,Û * cvx ) be the optimal solution of Q cvx (G , I u , I ω ,P f cst , f (t), ω(t),t). The centralized control law is then given by
where u * cvx (0) is the first column ofÛ * cvx . The next result states that the controller is able to stabilize the system without changing its open-loop equilibrium point, and, at the same time, guarantees safe frequency region invariance and attractivity.
Theorem IV.1. (Centralized control with stability and frequency constraints). Under Assumption III.2 and for any initial state (λ (0), ω(0)), the closed-loop system (1) with controller (15) and sufficiently small sampling length T satisfies: (i) For any i ∈ I u with any ξ i ∈ {0, 1} and any t ∈ R , u i (x(t), p f cst t
for any t 0. Furthermore, if in addition Assumption II.1 and condition (2) hold, and (λ (0), ω(0)) ∈ Φ(r) with some 0 r <r, then: (iii) For any ξ ∈ {0, 1} |I u | , (λ ∞ , ω ∞ 1 n ) is locally asymptotically stable, (λ (t), ω(t)) ∈ Φ(r) for every t 0, and (λ (t), ω(t)) → (λ ∞ , ω ∞ 1 n ); (iv) For any i ∈ I u with any ξ i ∈ {0, 1}, u i (x(t), p f cst t ) converges to 0 in finite time; (v) For any i ∈ I ω with ξ i = 1, if ω i (0) ∈ [ω i ,ω i ], then there exists a finite t 1 such that ω i (t) ∈ [ω i ,ω i ] for any t t 1 .
Proof. We first show that u is well-defined by proving that u * cvx (0) exists and is unique. Notice that
4 always qualifies as a reference trajectory for sufficiently small T . Hence the feasible set of Q cvx is non-empty, and thus there exists at least one optimal solution. Uniqueness follows from the strict convexity of the objective function. For (i), note that in 
For simplicity, here we only prove (16a). Since (Λ * cvx ,Ω * cvx ,Û * cvx ) is feasible for Q cvx (G , I u , I ω ,P f cst , λ (t), ω(t),t), it satisfies constraint (10) . Extracting the ith equation with k = 1 from (10a), it holds p f cst, f t,β + p f cst t,β as the overall forecasted power injection for G β . Denotê P f cst,o β as its discretization. Define I u β I u I β (resp. I ω β I ω I β ) as the collection of nodes within G β with available controllers (resp. with frequency constraints). Let ( f β , ω β ) ∈ R |I β |+|E β | be the collection of states within G β .
Similarly to (15) 
, f β (t), ω β (t),t). The control law is given by
where u * i,cvx,β (0) is the ith entry of u * cvx,β (0) (the first column ofÛ * cvx,β ). The next result details the properties of this strategy. Proposition IV.3. (Distributed control with stability and frequency constraints). Given power injection p and any initial state ( f (0), ω(0)) ∈ Γ, under Assumptions III.2 and IV.2 with sufficiently small sampling length T , the following statements hold for the closed-loop system (1) under controller (21):
(i) For any i ∈ I u with any ξ i ∈ {0, 1} and any t ∈ R , u i (x(t), p f cst t
for any t 0. Furthermore, if in addition Assumption II.1 and condition (2) hold, and (λ (0), ω(0)) ∈ Φ(r) with some 0 r <r, then:
is locally asymptotically stable, (λ (t), ω(t)) ∈ Φ(r) for every t 0, and
(iv) For any i ∈ I u with any ξ i ∈ {0, 1}, u i (x(t), p f cst t ) converges to 0 within a finite time; (v) For any i ∈ I ω with ξ i = 1, if ω i (0) ∈ [ω i ,ω i ], then there exists a finite t 1 such that ω i (t) ∈ [ω i ,ω i ] for any t t 1 .
Proof. First notice that each u i is well-defined, as by Assumption IV.2, for every i ∈ I u , u i is assigned to one and only one subgraph, and henceû * i,cvx,β (0) is determined uniquely by a single Q cvx (G β , I u β , G β ,P f cst β , λ β (t), ω β (t),t). The proofs of all statements follow similar arguments as the ones in Theorem IV.1. For statement (ii), similar to the way we have (18) , it holds that when ω i (t)
) 0, where D β is the incidence matrix for G β . Notice that this inequality is equivalent to (18) (20) , implying frequency invariance.
V. SIMULATIONS
We first illustrate the performance of the distributed controller in the IEEE 39-bus power network displayed in Fig. 1 . We take the values of initial power injection p i (0), susceptance b i j , and rotational inertia M i for generator nodes from the Power System Toolbox [20] . We assign all non-generator buses an uniform small inertia M i = 0.1 and let the damping parameter be D i = 1 for all buses. The initial state (λ (0), ω(0)) is chosen to be the equilibrium with respect to the initial power injections. Let I ω = {30, 31} be the two generators with transient frequency requirements. As shown in Fig. 1 , we assign each of them a region containing its 2-hop neighbors. Let I u = {3, 7, 25, 30, 31} be the collection of nodal indexes with controllers. Notice that Assumption IV.2 holds in this scenario. To set up the optimization problem Q cvx so as to define our controller (21), for every i ∈ I u , we setγ i = γ i = 1 required in (13), c i = 2 if i ∈ I ω and c i = 1 if i ∈ I u \I ω , T = 0.001s, N = 150 so that the predicted time horizon is t = 0.15s. For simplicity, for every i ∈ I u , let ξ i = 1 and d i = 0, i.e., we impose neither hard nor soft constraints on the control signal amplitude, and therefore, there is no need to specify u min i and u max i . For every i ∈ I ω , let e i = 500,ω i = −ω i = 0.2Hz andω thr i = −ω thr i = 0.1Hz. The nominal frequency is 60Hz, and hence the safe frequency region is [59.8Hz, 60.2Hz]. We take p f cst t We show that the proposed controller is able to maintain the targeted generator frequencies within the safe region, provided that these frequencies are initially in the safe region. We perturb all non-generator nodes by a sinusoidal power injection whose magnitude is proportional to the corresponding node's initial power injection. Specifically, for every i ∈ {1, 2, · · · , 29}, let p i (t) = (1 + δ (t))p i (0), where δ (t) = 0.25 sin(πt/20) for t < 20, and δ (t) = 0 for t 20. For i ∈ {30, 31, · · · , 39}, let p i (t) ≡ p i (0). Fig. 2(a) shows the open-loop frequency responses of the two generators without the controller. One can see that both trajectories exceed the lower bound around 8s. With the distributed control, Fig. 2(b) and (c) show the frequency and control input responses in the left-top region and left-bottom region, resp. Both frequency responses stay within the safe bound all the time and converge to 60Hz. Also, all control signals vanish to 0 within 20s. In Fig. 2(b) , since we assign a higher cost weight on u 30 , and the same weight on u 25 and u 3 , the latter two have a similar trajectory with magnitude higher than the first one. On the other hand, notice that for every i ∈ I ω , u i is always 0, while ω i is above the lower frequency threshold denoted by the dashed line. All these observations are in agreement with the result of Proposition IV.3(i)-(iv) (even though the time-varying power injection used here does not satisfy Assumption II.1).
Next, we simulate the case where generator frequencies are initially outside the safe frequency region to show how the controller brings the frequencies back to the safe region. We apply the same setup used in Fig. 2 , but only enable the controller after t = 10s. The plots in Fig.3 shows the frequency trajectories and control trajectories of each region. Note that both two frequency trajectories are lower than 59.8Hz at t = 10s. However, as the controller becomes active after t = 10s, they come back to the safe region and never leave, in accordance with Proposition IV.3(v).
Next, we compare the performance of the centralized controller (15) , the distributed controller (21), and the controller we proposed in [10] in the IEEE 9-bus network with the regional partition shown in Fig. 4 . Since the control framework in [10] requires that controllers are available only for nodes with transient frequency constraints, for fairness, we let I ω = I u = {1, 2, 3} for controllers (15) and (21) (adding nodes with controllers to I u /I ω would further enhance their performance). We employ a similar set-up as in the previous simulation, here with T = 0.01s; p i (t) ≡ p i (0) for i = 1, 2, 3, and p i (t) = (1 + δ (t))p i (0) for i = 4, 5, · · · , 9, with the coefficient 0.25 replaced by 1.5 in δ (t) so that the openloop frequency responses exceed the safe frequency bounds. Fig . 5 shows the input trajectories of the generators indexed from 1 to 3 for each of the three controllers. Since all of them achieve frequency invariance and stabilization, we do not show the state trajectories. In terms of the overall control cost, the centralized controller performs the best, due to its capability of accessing the entire network parameters, state, and power injection information, and hence all three generators cooperatively reduce the total cost. This capability is, however, weakened in the distributed controller, as the controller in each region only considers its regional optimality, losing interregion cooperation. The controller from [10] , which is not designed by optimizing control effort, tends to have the largest cost. On the hand, in terms of implementation, the centralized controller requires global network information as well as solving a large-scale optimization problem. In comparison, the distributed controller only accesses network information within its region, and solves a small-scale optimization problem. The controller in [10] can be computed the fastest and only needs information of 1-hop neighbors. VI. CONCLUSIONS We have proposed centralized and distributed model predictive controllers for nonlinear power networks that ensure stability and safe frequency invariance. We have shown that the closed-loop system preserves the equilibrium point and local convergence properties of the open-loop system, and that the control input vanishes in finite time. Future work will quantify the loss in optimality incurred by the convexification of the open-loop optimization problem and the distributed control framework, study the trade-offs between discretization accuracy, reference trajectory qualification, and computational complexity, and analyze the effect of network properties on the performance and characteristics of the proposed controllers.
