We analytically examine the pair interaction for parallel discrete helices of charge. Symmetry arguments allow for the free energy to be decomposed into a sum of terms, each of which has an intuitive geometric interpretation. Truncated Fourier expansions of these terms are shown to provide effective free energy expressions that are valid under very general circumstances. These expressions are used to briefly examine and characterize the azimuthal interactions within F-actin and A-DNA aggregates.
I. INTRODUCTION
Many important biological polymers are both acidic and helical in structure. Specific examples include DNA and F-actin, a key component of the cellular cytoskeleton. When placed in water, each of the acidic subunits of these polymers becomes negatively charged. This results in a discrete electrostatic charge distribution that follows the shape of each polymer's helical backbone. Through the introduction of multivalent counterions, cross-linking agents, or osmotic stress, molecules of this type can be condensed to a high density ͓1͔. This results in a packed system of highly charged helical molecules. The interaction potential in these packed systems depends strongly on the relative positions and orientations of the molecules, and this sensitivity can result in various conformational phase transitions dependent upon lattice and individual helix symmetry couplings ͓2,3͔. These transitions can affect packing efficiencies and energies and are thus relevant to issues of biological control ͓4͔.
To model these systems, many previous theoretical studies have considered the interactions between continuous helices of charge. Such considerations have led to interesting results which appear to rationalize various experimentally observed phenomena. These include the possibility of a B to A conformational phase transition for condensed DNA bundles ͓5,6͔ as well as more general frustration-induced packing geometry transitions ͓7,8͔. Experimental observations often seem to suggest that the interhelical interactions in these systems may also be sensitive to the discrete geometric patterns of the molecular charge distributions. For example, DNA is always observed to twist to integer charge per turn conformations in aggregate ͓9͔, while various rational charge per turn conformations have been observed for F-actin ͓10,11͔. A compelling discrete mechanism has been identified by Kornyshev and Leikin that may account for many of these observations ͓9͔: helices with a rational number of charges per backbone turn, hereafter referred to as rational helices, may interact through modes which vanish for a pair of corresponding irrational helices ͓12͔. The rational-specific interaction modes often allow for significant energy reductions, and highly rational conformations are thus preferred. The strength of these modes appears to be strongly dependent upon disorder, however, and it has recently been argued that they should be essentially washed out for many DNA systems ͓13͔. Nevertheless, the results of ͓9͔ serve to demonstrate that the discreteness modes have the potential to be significant for some systems, and it is the purpose of the present work to further consider their general symmetries and structure.
The main result of the present paper is the derivation of a general effective free energy expression for the two helix parallel interaction. This is achieved via a geometric decomposition of the interaction energy that relates each of the three most commonly studied models for these systems. These include the discrete helical, continuous helical, and cylindrical models, the latter being a model in which each molecule is replaced by a uniform cylindrical surface charge. For the purpose of demonstrating the exponential convergence of the Fourier expansions of each of these geometric terms, we initially specialize to static, clean systems that interact via Coulomb forces. The effective free energy expressions are later shown to follow directly from periodicity arguments, however, and thus may be applied quite generally. We apply the effective energy expressions to the examples of F-actin and A-DNA to demonstrate how they may be used to make strong symmetry-based statements regarding the azimuthal interactions and frustrations in these systems. Considerations of this sort apply regardless of the form of the interaction, whether electrostatic or nonelectrostatic and serve to provide consistency checks for any proposed significant discrete interactions in a packed helical system. The paper is organized as follows: the mathematical formulation for the problem considered is presented in the following section; in Sec. III geometric symmetry arguments are presented that provide the basis for the energy decomposition; Sec. IV addresses the effects of symmetry on the phases and amplitudes of the Fourier components of the terms in the decomposition; Sec. V contains a discussion on generalization and physical applications; Sec. VI contains concluding remarks; finally, a brief discussion on the Ewald summation technique, applied to obtain quick numerical evaluations of the Coulomb pair interaction energy, appears in an Appendix.
II. MATHEMATICAL FORMULATION AND NUMERICAL EVALUATION
The fundamental configuration of charges considered is depicted in Fig. 1 . Two identical infinite helices of discrete charge lie parallel to one another, each with radius r and separated by a distance d. For a Yukawa-type force law, the interaction energy of the two helices may be formally expressed as
The sum above is over all pairs of charge, one taken from each of the two helices. Here, a s is the reciprocal of the Debye length ͓14͔, and the distance R between two interhelical charges is given by
In the above, the parameters 1 and 2 specify the azimuthal angles of the two charges being summed over, is defined in Fig. 2 , a is related to the helical pitch, and describes a vertical or axial shift between the two helices. To begin, we assume perfect helices and the angles 1 and 2 are written as
Here, the n i are integers to be summed over, is the azimuthal angle between adjacent charges on a single helix, and ⌬ is the azimuthal shift of the charges on the second helix relative to those on the first. For rational we write
with m and n as relatively prime. Equation ͑5͒ indicates that each helix has n charges for each m turns of the backbone. It follows that the discrete energy is, in general, periodic in with period 2m , in ⌬ with period , and in with period 2 / n . These three fundamental parameters uniquely determine the mutual orientation of the two helices.
All numerical values of the energy presented here are for the case of Coulomb interactions with no screening. That is, a s was set to zero. This was done to simplify the expressions being summed over; while this somewhat removes the model from the physical systems considered, the numerically calculated energies retain the symmetries of these systems. It is these symmetries which are the focus of study in this paper, and fortunately, these are quite insensitive to the individual potential functions used.
III. GEOMETRIC SYMMETRY ARGUMENTS
Consider the potential felt by a charge on one irrational helix due to the charges on a second, identical helix. Locally, the second irrational helix will be indistinguishable from a helix with a nearby rational number of charges per turn. Since the potential of the second helix is a continuous function in , it follows that the potential energy of the first charge is the same as it would be if the second helix were rational. However, after many turns the angles at which the discrete charges on the two helices sit will begin to drift with respect to the corresponding angles for the rational helix pair. This is because the value for the irrational case is very close, but not equal to, the rational value. It follows that the irrational interaction energy is the average of the rational interaction energy. See Fig. 3͑a͒ . We can look at this averaging from another perspective, keeping 1 fixed and 
3. ͑a͒ Because of angular drift, the energy for an irrational pair will be given by the average of a nearby rational pair. ͑b͒ Taking the first helix's perspective of the average, we see this is equivalent to a average, with ⌬ and kept fixed. In the figure = .
allowing the other variables to adjust. It is easy to see that through this averaging will rotate through 2 radians while ⌬ and will remain fixed throughout. See Fig. 3͑b͒ . It follows that the energy of an irrational pair is the average of the energy of a nearby rational pair sharing the same parameter values for ⌬ and . Similar arguments allow one to show that the continuous pair interaction energy is the ⌬ average of the irrational pair energy, while the cylindrical model interaction energy may be obtained from a average of the continuous system's energy. One significant consequence of the above observations follows from the fact that if one system's energy is the average of another's, the latter's energy can take on values both larger and smaller than that of the former's through an appropriate choice of the parameter being averaged over. Physically, both the irrational and rational situations may be realized. As the irrational case is the average of the rational energy, it follows that an interacting pair of helices can often decrease its interaction energy through an adjustment of the angle to a nearby rational value. This provides a geometric perspective of the previously described energy differences between rational and irrational helices ͓9͔. In the following section we demonstrate that the amplitude of the dependence decreases exponentially with the value of n . This statement specifies the manner in which the rational energy benefit depends on the rationality of . With this information we can now determine whether or not all irrational helices will be induced to twist when interacting with a second identical helix.
We start by positing that the energy gain associated with a given rational helix pair scales as exp͓−␥n ͔. Further, we suppose that this energy gain is sufficient to twist all irrational helix pairs in the twisting range ͑ − ␦ , + ␦͒ to the rational value . It follows that ␦ is also proportional to exp͓−␥n ͔. If we sum up the widths of the twisting regions around each rational value less than 2, we get
͑6͒
In the second line we have replaced the sum over all rational values by the sum over all relevant integer denominators and numerators. Note that this significantly overcounts the number of rationals since we are including terms that are not in reduced form. Additionally, we overestimate the portion of the interval associated with rational helices, in that some of the rational basins of attraction are "shadowed" by others. In spite of this overcounting, the sum over the twisting widths is bounded. Indeed, for large separations, we expect ␥ to be large. In this case W͑␥͒ Ͻ 2, implying that not all the irrational values in ͑0,2͒ will be twisted. However, as the helices approach one another, more and more irrational helices should experience a induced twist since the energy benefit of a rational value increases with proximity. This expectation is confirmed when one plots the optimal angle for a Coulomb-interacting pair of helices versus the isolated value at different spacings d. This is done in Figs. 4͑a͒ and 4͑b͒. At large d one observes an incomplete devil's staircase. As the separation distance is decreased, a filled in staircase is observed and nearly all helices are twisted to a nearby rational value.
A second significant consequence of the above averaging arguments is that they often allow for a convenient decomposition of the interaction energy, as described in the introduction. Beginning with the cylindrical model interaction energy, we may add on corrections for the continuous helix, discrete irrational, and finally discrete rational terms. Each new correction term adds dependence to the energy on a new parameter. In addition, at the level at which energy dependence on a given parameter is first introduced, the energy has a well defined periodicity in that parameter. For example, Shown are two plots of the preferred angle between charges for an interacting pair of helices versus the value of assumed for an isolated helix. The helices were given an arbitrary torsional spring constant which resists twisting. Twisting is assumed to occur in such a way that the linear charge densities of the helices is fixed. In ͑a͒, the separation distance is large enough so that only an incomplete devil's staircase is observed. In ͑b͒, the separation has been decreased and a filled in staircase is observed. Note that the one charge per turn system was excluded. If this is retained, it dominates the small region of the plot and all irrational helices are observed to twist.
although the irrational energy is not periodic in , the continuous energy is and has the finite period of 2. The periodicity at each level allows each of the correction terms to be expanded in a Fourier series. Further, except in certain extreme limits, these Fourier expansions are quickly damped. Truncation of these series thus allows for simple approximate expressions for the energy to be obtained which are consistent with the sinusoidal forms typically observed numerically. While first-order truncations are often sufficient, higher order harmonics may be required to accurately model the energy for parameter locations that allow for close charge interactions. This is often the case for values near and for small d values, for example. In this case the helical backbones are close to one another and small adjustments in ⌬ or may allow for large increases in the energy. In practice, physical systems are often found far from such parameter locations, however, and first-or second-order approximations for the energy are acceptable.
Numerical observations have indicated that the continuous energy often dominates both the ⌬ and dependence by at least one order of magnitude. In this case we say that the system is in the continuous limit and think of the discrete terms as perturbative corrections to the interaction energy.
For small values of the parameter d, however, the correction terms can also have amplitudes on the order of magnitude of the thermal k B T energy scale per azimuthal persistence length ͓5͔. Notable extreme limits where the continuous limit is not valid include the large a limit, in which the charges on each helix are separated by large axial distances, and the small a, rational limit, where each helix looks much like a grouping of n lines of continuous charge ͓15͔. Most physical systems appear to be somewhere between these two limits, however, and the energy may be considered to be in the continuous limit with first-or second-order sinusoidal discrete correction terms sufficient.
IV. PHASES AND AMPLITUDES
To continue the characterization of the pair interaction energy, we now consider the phases and amplitudes of the Fourier expansions of the correction terms described above. In addition, we briefly discuss the irrational energy's dependence. This dependence is of interest because it may provide a mechanism for discrete interaction-induced twisting for some systems.
A. Continuous dependence
The phase of the continuous dependence may be determined by explicitly writing down the energy in integral form and differentiating to find extrema. Doing this we find
and
The integrand is odd about 1 = and 2 = 0 when = k, with k as an integer. The continuous energy correction term may therefore be expanded as
The magnitudes of the coefficients A k, have been considered in previous studies of the continuous energy and have been proven to decay exponentially with both d and k ͓3͔. The decay rate was found to be exp͓−2 ͱ k 2 + a s 2 d / P͔, where P is the pitch of the helices. We note that this result could also be obtained through a superposition of interactions between lines of periodically spaced point charges. The rapid convergence of the above sum leads us to expect the first coefficient A 1, to take on a negative value quite generally.
B. Irrational ⌬ dependence
Explicit integral expressions for the Fourier coefficients of the irrational energy may be obtained as follows. Recalling that the set ͕k : k Z͖ is dense modulo 2 for irrational , we set n 1 = n 2 + m a in Eq. ͑3͒. The sum on n 2 may then be replaced by an integral over 0 to 2. Next we apply the Poisson sum rule to the sum on m a and obtain for the energy per charge on the second helix
where x 2 is again given by Eq. ͑9͒. Note that the k = 0 term above gives the continuous energy. Upon averaging over ⌬ the other terms vanish, an observation consistent with the geometric averaging result.
Parity arguments again allow us to determine the extrema of the irrational ⌬ dependence but only when is an integer multiple of . At integer / , it may be easily shown from Eq. ͑11͒ that there are irrational ⌬ extrema at ⌬ = , Ϯ / 2, Ϯ 2 / 2,... etc. Although symmetry arguments alone are insufficient to determine the phases away from integer / , numerical observations indicate that this phase is often quite linear in . See Fig. 5 . The slope of this phase dependence in depends upon the parameters a, r, and d, however. This information allows us to expand the irrational energy as
where s is some integer and the O͑ 2 ͒ terms in the phase must vanish whenever / is an integer.
We may demonstrate that the A k,⌬ in Eq. ͑12͒ decay exponentially with k by returning to the integral representation in Eq. ͑11͒. Changing variables to ͑u , v͒ ϵ͑ 2 + 1 , 2 − 1 ͒, it may be shown that for d Ͼ 2r, one may always add to v a positive, finite imaginary part i without crossing any singularities. For large d, is bounded by d / a and
͑13͒
also consistent with the discrete lines of charge limit.
C. Rational dependence
Once again setting n 1 = n 2 + m a in Eq. ͑4͒, the rational energy per charge on the second helix may be expressed as
where
It is easy to see that the above is even in about the point ͑⌬ − ͒ / 2, independent of . To show this, one need only note that m a / 2=m a m / n . This phase shift will not affect the parity of inside sum over k since it always shifts the sum by an integer multiple of / n . It follows that the rational energy correction term may be expressed as
ͪͬ. ͑16͒
To examine the convergence of the sum in Eq. ͑16͒, we again focus on the inside sum of Eq. ͑14͒.
, we rewrite this inside sum as
Here a and b are constants over the k sum, with b Ͻ a since d Ͼ 2r, and g is the individual charge potential. To obtain an expression for the first coefficient in Eq. ͑16͒, we Taylor expand the function g about the point a,
and note that only those j Ն ln contribute to A l, . This is because to get an argument containing ln ␦, you need a product containing at least ln factors of cos͑␦͒. Plugging in the Coulomb potential and summing on j Ն ln gives
͑19͒
It may be shown that the fluctuating portion in the cosine sum in Eq. ͑19͒ is of order unity. Since b Ͻ a, it follows that the series in Eq. ͑16͒ is exponentially convergent and that the decay rate is proportional to n . A careful look at the values of b and a above shows that the dependence decays algebraically with d. Thus, at large distances, the rational correction terms will dominate the continuous helix correction terms. Typically, this will occur at sufficiently large distances that each of these corrections are effectively negligible. For small a this limit may become significant, however. It turns out that the phase dependence in Eq. ͑16͒ may sometimes have an interesting impact on the amplitude of the coefficients. Consider what happens when and ⌬ are each adjusted by one period. Plugging into the k = 1 term in Eq. ͑16͒ gives
ͪͬ. ͑20͒
From periodicity, the energy must be unaffected by this shift in and ⌬. It follows that
Therefore, for m odd, A 1, must change sign as ⌬ is adjusted through radians. Since A 1, is a smooth function in ⌬, it follows that for odd m there is a ⌬ value at which the amplitude of the first component vanishes. This is significant because the second component is in general exponentially smaller than the first component. The result is that there is little dependence at this value of ⌬. See Figs. 6͑a͒ and 6͑b͒. In general, the particular ⌬ location where the first component vanishes depends on the values taken by the other parameters. For certain high-symmetry values, however, the exact ⌬ values may be determined and are independent of the remaining parameters. To determine these lo- FIG. 5 . A contour plot of the irrational energy versus ⌬ and .
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cations, we must note that the energy is invariant under the operation
This operation is equivalent to relabeling the helices one and two. If the first component vanishes, this suggests that we look for parameter locations where the period of the dependence is halved. That is, we search for parameter locations where the energy is unaffected when is adjusted by / n . Plugging into Eq. ͑22͒ we look for solutions to
The solutions to Eq. ͑23͒ are shown in Table I . Note that even m solutions exist as well. While the amplitude does go to zero at these even m locations, it does not change signs. Further, while the amplitude of the first component is required to vanish at other values for odd m , the even m solutions noted in Table I are the only solutions we have observed numerically.
D. Irrational dependence
In addition to the rational energy dependence, which is nowhere continuous, there is also a direct irrational dependence. The functional form of the irrational dependence will depend on how the helices twist or untwist. In the case of F-actin, the heights between charges remain roughly fixed during twisting ͓10͔. This implies that the linear charge density of the molecules is unaffected by the twisting. Numerical plots demonstrate that for systems which twist in this way, the locations of the irrational energy minima in depend strongly on the parameters d / r and a / r. Therefore, to determine whether this mechanism is a possible cause for twisting, one must numerically examine the appropriate phase space region for the system of interest.
E. Resultant energy expression
The general energy expression, then, is given by adding to the energy of two interacting cylinders of charge the expressions in Eqs. ͑10͒, ͑12͒, and ͑16͒. We have demonstrated that these series expressions are quickly converging, and they may, thus, be truncated to obtain simple and accurate effective energy expressions. We must resort to numerics, however, to determine which terms dominate the energy landscape for a given geometry and also what the signs are for the amplitudes of the relevant terms.
V. GENERALIZATION AND PHYSICAL APPLICATIONS
In the preceding sections we have considered idealized, static, and perfectly ordered systems. Periodicity in , ⌬ and is all that is needed, however, for the effective energy expressions derived above to apply. To see this, note that the pair interaction is invariant under the operation
This operation is equivalent to rotating the helices by 180°so that they are flipped upside down. Indeed, this symmetry, together with that in Eq. ͑22͒, allows, via parity arguments, for an immediate derivation of the phase relationships observed in Eqs. ͑10͒, ͑12͒, and ͑16͒. Thus, the effective free energy expressions apply for any system in which the variables , ⌬, and provide a sufficient characterization of a pair's mutual orientation. This should be true for many disordered and flexible systems, and in particular, we note that the free energies of many finite temperature systems should also take this form. Below we apply the effective energy expressions to both F-actin and A-DNA aggregates. The significance of the discrete correction terms for these systems is, at best, speculative. Nevertheless, these two systems occupy different limits of interest in the energy landscape, and they thus provide reasonable systems we can work with to demonstrate the Table I . ͑b͒ A plot of the rational energy versus and for =2 / 5 and ⌬ = 0. While the phase of the dependence is independent of , the amplitude is not and is observed to change signs as moves through 2. TABLE I. Solutions to Eq. ͑23͒ which specify exact parameter locations where first component's amplitude is zero. Here, the k i are arbitrary integers.
application of the symmetry-based results derived above.
A. F-actin
The average value in Mg 2+ condensed paracrystals of F-actin is 26 / 13Ϸ 2.9 rad. This value differs from the average value observed for isolated actin filaments by about 0.5°/ monomer ͓10͔. Numerics indicate that for a discrete =26 / 13 helix pair, with radii and a values scaled appropriately for actin, the continuous energy dominates globally. That is, the energy is minimized at, or very near = 0. Further, at = 0 it is found that the irrational energy terms dominate the rational energy terms and the extremum at ⌬ = 0 is the location of the energy minimum. This is consistent with the observation that filaments within a given layer of these paracrystals are typically found to be in register ͓16͔. Taking = ⌬ = 0 to be the location adopted by the physical system, it follows from Table I that the amplitude of the first component correction term is zero. This will have the effect of greatly reducing the energy's dependence on the parameter .
Numerics also suggest that the irrational dependence cannot alone be responsible for the observed twisting of F-actin in aggregate. For small d, the irrational energy minimum occurs at = , which would always tend to increase . This is inconsistent with the observation that different types of actin were each observed to twist to =26 / 13, regardless of whether the isolated values were less than or greater than this value ͓10͔. At larger d values, near d Ϸ 5r, a moving energy minimum appears near this value. At these distances the energy gain associated with the irrational energy is insignificant compared to the energy cost due to twisting, which was evaluated using the torsional rigidity constant reported in ͓17͔. It thus appears unlikely that charge discreteness effects can allow for sufficient energy gains to explain the 0.5°t wist per monomer observed in ͓10͔.
More recently, tightly packed Ba 2+ condensed F-actin bundles have been observed which have been torsionally twisted to an average value of 217/ 36 ͓11͔. Note that the results of Table I indicate that the first component would not vanish for a = ⌬ = 0 hexagonally packed lattice of molecules of this configuration. The value n = 36 suggests that the rational correction terms should be highly damped for this system, however. Nevertheless, without knowing the precise form of the interaction we cannot rule out that this twisting was induced in order to obtain a rational energy benefit. Actin monomers are highly heterogeneous, and as the authors of ͓11͔ point out, their highly charged subdomain-1s may often dominate the interactions ͓18͔.
It is important to point out that F-actin is particularly flexible in the azimuthal direction. It is thus possible that the inclusion of nonpairwise additive local twisting effects might help to explain the observed averaged deformation angles.
B. A-DNA
Previous numerical work has shown that for both A-DNA and B-DNA the correction terms due to discreteness cannot be mutually optimized for each nearest-neighbor pair in a hexagonally packed lattice ͓5͔. Due to frustrations in the dependence, B-DNA is typically observed to pack in an orthorhombic lattice, however ͓19͔. The resulting reduction in the number of nearest neighbors for each molecule makes it more likely that frustrations in the rational dependence can also be overcome. As discussed below, there is no frustration in aggregates of A-DNA. However, A-DNA is also not observed to form hexagonally packed aggregates ͓20͔. In order to further investigate the suggestion in ͓5͔ that other lattice structures are assumed in order to reduce azimuthal frustration, we shall now revisit the problem of packing A-DNA on a hexagonal lattice. We find that to lowest order the frustration results in a complete averaging out of the discrete energy terms.
Because A-DNA is a double helix, we must consider four single-helix pair interactions for each pair of neighboring molecules. Each of the single helices of A-DNA is observed to have 11.0 charges per turn in aggregate. Experiments and numerics indicate that the continuous energy terms dominate, and the energy is minimized when there is no axial shift between the two molecules ͓5͔. This implies that two of the single-helix pairs will correspond to = 0 interactions. The remaining two interactions, which correspond to the upper helix of one molecule interacting with the lower helix of the other, will have nonzero values. At all values the rational energy terms are observed to dominate the irrational energy terms, and we may approximate the azimuthal energy dependence by the first-order rational correction to the energy. Because the energy is periodic in ⌬ with period , we may expand the amplitude of the first component, A 1, , as
Numerics indicate that the first term alone often accurately models the interaction and we have the following approximate expression for the pair interaction's azimuthal dependence:
Here, both ␣ and ␥ are functions of . Consider first the interactions between the upper helix strands. For these interactions = 0 and the results of Table I indicate that ␥ = 0. Plugging in Eq. ͑26͒ for each of the six nearest-neighbor interactions for a given molecule demonstrates that the energy is independent of that molecule's azimuthal orientation. This implies that these terms average out in the bulk. For the same reason the interactions between the lower helix strands must also average out. Now consider the two nonzero interactions for a given pair of molecules. If one of the interactions corresponds to = UD the other must correspond to = DU =− UD . Here the subscript UD indicates the interaction between the upper strand of the first molecule and lower strand of the second, while the subscript DU indicates the opposite interaction. To relate the ␣ and ␥ values for these two interactions we apply the transformation appearing in Eq. ͑22͒ which leaves the energy invariant;
͑27͒
It follows that
One final geometric effect must be taken into account. In general, the azimuthal positions of the charges on the upper strands may be shifted with respect to the positions on the lower strands. Let the mean shift be ␦ so that for two corresponding charges on the upper and lower strands of one molecule we have, i,U = i,D + ␦. With this definition the sum of the two nonzero interaction terms is
where = − ␦ / 2. This has the same form as the = 0 interactions and, therefore, also averages out in the bulk. In the Kornyshev-Leikin theory of helix-helix attraction, a large number of counterion charges are assumed to bind to the grooves of the helices ͓3͔. This groove binding allows for the correlations necessary for attraction. To take any groove bound charges into account, we assume, as in Ref. ͓3͔ , that the groove bound charges are not azimuthally ordered, and so taken together may be modeled as continuous helices of charge. The resulting lowest order expression for the interaction energy between one phosphate strand of one A-DNA molecule and a continuous condensed counterion helix on a second A-DNA molecule takes the form A cos 11͑ + ␦͒.
This energy form averages out when summed over the six nearest neighbors of each molecule in a hexagonally packed lattice. Thus, taking all of the interactions into account, we have seen that to lowest order, the azimuthal energy terms completely average out in a hexagonally packed A-DNA system. This provides a strong statement regarding the degree of frustration for this geometry and is consistent with the idea that nonhexagonal packing structures are adopted in order to overcome azimuthal frustration. However, we remind the reader that twist variations and fluctuations appear to significantly suppress the discrete correction terms for most DNA systems ͓2͔.
VI. DISCUSSION
The work presented here is complimentary to that presented previously in ͓5,9͔. The model considered in these previous articles attempted to incorporate the effects of counterions explicitly. Here, we have focused directly on the symmetries of the interaction and have obtained results that are, in a sense, model independent. In particular, the effective free energy expressions derived here can be applied to model both electrostatic and nonelectrostatic aspects of the pair interaction.
In our characterization of the helix-helix interaction we began by decomposing the energy into a sum of terms, each of which added dependence to the energy on a new parameter. For Coulomb interactions, the rational energy correction term was shown to decay exponentially with n . This result can also be shown to hold for any power law or Yukawa interaction. This characterizes how rational a helix pair has to be in order to obtain a significant rational energy benefit. Symmetry arguments allowed us to demonstrate the existence of locations where the first-order rational correction term vanishes. The exact location in parameter space where this occurs was determined for certain high-symmetry orientations of the two helices. Finally, the phases of the Fourier series expansions were determined for each of the correction terms.
Although we did not consider the general problem of discrete frustrations in aggregate systems, the two applications we covered demonstrate that such studies may be carried out easily on a case by case basis. For 13/6 charges per turn F-actin paracrystals, our findings appear to indicate that the observed twistings in aggregate cannot be explained by the electrostatics of the pair interaction. Given the recently presented results indicating that twisting may limit bundle width in protein linked F-actin aggregates ͓21͔, it seems plausible that local twisting may play some key role in the mechanics of counterion-induced aggregation of F-actin as well. For A-DNA, our brief consideration of a hexagonally packed system indicated that the lowest order rational term completely averages out for this geometry. This is consistent with the hypothesis that nonhexagonal packing structures are adopted by A-DNA in order to reduce this frustration, but we reiterate that sequence-dependent variations in twist and thermal fluctuations together appear to wash out the discreteness effect for most DNA systems. For systems subject only to thermal disorder, the strength of the discreteness terms may be more substantial. The interhelical interactions in such systems should be governed by the expressions derived here. It may turn out, however, that the most fruitful applications of these expressions are toward arguments against the significance of discreteness effects, as in our brief 13/6 F-actin study above.
