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THE HEAVY PATH APPROACH TO GALTON-WATSON TREES WITH AN
APPLICATION TO APOLLONIAN NETWORKS
LUC DEVROYE, CECILIA HOLMGREN, AND HENNING SULZBACH
ABSTRACT. We study the heavy path decomposition of conditional Galton-Watson trees. In a
standard Galton-Watson tree conditional on its size n, we order all children by their subtree sizes,
from large (heavy) to small. A node is marked if it is among the k heaviest nodes among its siblings.
Unmarked nodes and their subtrees are removed, leaving only a tree of marked nodes, which we call
the k-heavy tree. We study various properties of these trees, including their size and the maximal
distance from any original node to the k-heavy tree. In particular, under some moment condition,
the 2-heavy tree is with high probability larger than cn for some constant c > 0, and the maximal
distance from the k-heavy tree is O(n1/(k+1)) in probability. As a consequence, for uniformly
random Apollonian networks of size n, the expected size of the longest simple path is Ω(n).
1. INTRODUCTION
We study Galton-Watson trees of size n. More precisely, we have a basic random variable ξ
defined by
P {ξ = i} = pi, 0 ≤ i <∞,
where (pi)i≥0 is a fixed distribution. Throughout the paper, we assume that
∞∑
i=0
pi = 1, E {ξ} = 1,
0 < σ2 := E
{
ξ2
}− 1 <∞.
The random variable ξ is used to define a critical Galton-Watson process (see, e.g. [9]). In a
standard construction, we label the nodes of the Galton-Watson tree in preorder. If ξ1, ξ2, . . .
are independent copies of ξ, then node i has ξi children. Clearly, not all sequences (ξi)1≤i≤n
correspond to a tree of size n, as we must have
(ξ1 − 1) + . . .+ (ξi − 1) ≥ 0 for all 1 ≤ i < n,
(ξ1 − 1) + . . .+ (ξn − 1) = −1.
For a given sequence ξ1, ξ2, . . ., we define the size of a tree T as
|T | = min{t ≥ 1 : 1 + (ξ1 − 1) + . . .+ (ξt − 1) = 0}.
This is a random Galton-Watson tree. Given |T | = n, T is a conditional Galton-Watson tree.
The family of conditional Galton-Watson trees has gained importance in the literature because it
encompasses the simply-generated trees introduced by Meir and Moon [38], which are basically
ordered rooted trees (of a given size) that are uniformly chosen from a class of trees. For example,
when p0 = p2 = 1/4, p1 = 1/2, the conditional Galton-Watson tree corresponds to a random
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binary tree of size n, also called a Catalan tree. When (pi)i≥0 is Poisson(1), then we obtain a
random labeled rooted tree, also called a Cayley tree.
1.1. Encoding ordered rooted trees. We consider two encoding functions for Galton-Watson
trees of size n. Note that these make perfectly sense for any ordered rooted tree with n nodes. For
1 ≤ t ≤ n, denote by d(t) the depth of the t-th node, where nodes are listed in preorder. First, we
define the Lukasiewicz path (Si)0≤i≤n by S0 := 0 and
Si = (ξ1 − 1) + . . .+ (ξi − 1), 1 ≤ i ≤ n.
Of course, we have Sn = −1 and Si ≥ 0 for all 0 ≤ i ≤ n. Second, the depth-first process (or
contour function) (Di)0≤i≤2n−2 is defined by Di = d(f(i)), where (f(i))0≤i≤2n−2 denotes the
node visited in the i-th step of the depth first traversal with respect to the preorder. Both encodings
are extended to continuous functions on the respective intervals on R+0 by linear interpolation, see
Figure 1 below for an example.
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FIGURE 1. A finite rooted tree of size 7 with labels given by the preorder. Second
and third picture show the corresponding Lukasiewicz path and depth-first-search
process.
1.2. The local and the global picture of Galton-Watson trees. The history of conditional Galton-
Watson trees is quite rich. Two results stand out that encapsulate our understanding:
(i) The process
(
σDt(2n−2)
2
√
n
)
0≤t≤1
tends in distribution to a standard Brownian excursion,
and the conditional tree tends in some sense to the so-called continuum random tree. This
celebrated result goes back to a series of papers by Aldous [2, 3, 5]. See also Le Gall
[35] and Marckert and Mokkadem [37] for a discussion of convergence of both encoding
processes. This implies that the height Hn of the conditional Galton-Watson tree, where
Hn = max1≤t≤n d(t), satisfies
σHn√
2n
d−→ H∞,
where H∞ has the theta distribution and
d−→ denotes convergence in distribution. That is,
lim
n→∞P
{
σHn√
2n
≤ x
}
=
∞∑
j=−∞
(1− 2j2x2) exp(−j2x2), x > 0.(1)
In this generality, this limit theorem goes back to Kolchin [34, Theorem 2.4.3]. In the case
of Cayley trees, (1) had already been discovered by Re´nyi and Szerekes [40] and for full
binary trees, that is p0 = p2 = 1/2, by Flajolet and Odlyzko [26].
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Moreover, there are universal upper bounds that will be useful for this paper: there
exists δ ∈ (0, σ2/2], such that
sup
n≥1
P
{
Hn√
n
≥ x
}
≤ exp(−δx2), x > 0.(2)
This is Theorem 1.2 in Addario-Berry, Devroye and Janson [1].
(ii) As n grows large, T can be thought of as a long spine with offspring defined as follows:
First construct an infinite sequence ζ1, ζ2, . . . drawn from the distribution (ipi)i≥0, also
called the size-biased distribution. Associate ζi with the i-th node on an infinite path. To
every node i on the path assign (ζi − 1) children off the path, and make each child the
root of an independent (unconditional) Galton-Watson tree. Finally permute all children
of every node on the infinite spine. This infinite so-called size-biased Galton-Watson tree
is the scaling limit of conditional Galton-Watson trees as n→∞ in a much different sense
than in (i). The decomposition is called the spine decomposition. The construction goes
back to Kesten [33]. Compare also Lyons, Pemantle and Peres [36], Aldous and Pitman
[6, Section 2.5] and Janson [29, Section 7].
Let us stress that the two pictures drawn focus on very different aspects of the trees. Aldous’
theory leading to the continuum random tree describes the global structure and is useful in the
analysis of the tree height, diameter or the depth of a uniformly chosen node. The convergence
result constitutes an invariance principle: in analogy to the central limit theorem for independent
and identically distributed summands, it only relies on the second moment of the offspring dis-
tribution. This also means that more local information, that is, quantities which scale on order
smaller than
√
n, cannot be studied by this method.
The picture drawn in (ii) is local: the conditional Galton-Watson tree converges locally, in the
sense of Aldous-Steele [7] (sometimes also referred to as Benjamini-Schramm convergence [10]),
to the infinite size-biased tree. To be more precise, it states that, for any fixed k ≥ 1, the conditional
Galton-Watson tree restricted to nodes of distance at most k from the root converges as n→∞ in
distribution to the restricted object sampled from the infinite size-biased tree.
The present paper looks at a less natural decomposition of the conditional Galton-Watson tree,
but one that has far-reaching applications in computer science and the study of random networks,
more precisely, random Apollonian networks.
1.3. Heavy subtrees and main results. One can reorder all sets of siblings by subtree size, from
large to small, where ties are broken by considering the preorder index. For a node v in the
(conditional or not) Galton-Watson tree T , we denote by ρv the rank in its ordering (for example,
ρv = 1 means that v has the largest subtree among its siblings). Let Av = (v1, . . . , vd−1 = v) be
the sequence of ancestors of v, starting at the root and ending at v if v is at distance d− 1 from the
root. We define the maximal rank
ρ∗v = max(ρv1 , . . . , ρvd−1).
No rank is defined for the root. For fixed integer k, we define the k-heavy Galton-Watson tree as
the tree formed by the root and {v ∈ T : ρ∗v ≤ k}, where T is the conditional Galton-Watson
tree. The k-heavy tree has nodes of degree k or less. For k = 1, we obtain a path, which we call
the heavy path—just follow the path from the root down, always going to the largest subtree. It is
interesting that the length Ln of the heavy path has a different asymptotic distributional behaviour
than Hn. Clearly, Ln ≤ Hn, but Ln is neither too small nor too close to Hn. In Section 6 we
discuss distributional convergence of Ln/
√
n and study the tail behaviour of the random variable
Ln/
√
n near 0 in more detail. We note that it grows more slowly than any polynomial but much
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faster than the theta law (see (1)). As opposed to the k-heavy trees for k ≥ 2, the heavy path can
be studied using the global picture (i) sketched above, and its scaling limit has a representation in
terms of a Brownian excursion (or the continuum random tree).
Our main interest, though, is the study of the case k = 2, the 2-heavy Galton Watson tree. In
Section 4, we show that it captures a huge chunk of the Galton-Watson tree: by Theorem 4, if
E
{
ξ5
}
<∞, then there exists a constant c > 0 such that
lim
n→∞P {Size of the 2-heavy tree ≥ cn} = 1.(3)
Since the number of nodes of degree i in a conditional Galton-Watson tree is in probability asymp-
totic to npi, it is easy to see that the size of the 2-heavy tree cannot be more than
n
1−∑
i≥3
(i− 2)pi + o(1)
 ,
so that there is no hope of replacing cn by n − o(n) in (3). In fact, we believe that the size of
the 2-heavy tree satisfies a law of large numbers when rescaled by n−1 as n→∞ with a limiting
constant depending on the distribution of ξ.
Finally, we also study the maximal distance to the k-heavy trees. For a proper set of nodes,
A ⊆ {1, . . . , n}, we call the maximal distance to A
max
v/∈A
min
w∈A
dist(v, w),
where dist(·, ·) refers to path distance. The maximal distance to the k-heavy tree measures to
some extent how pervasive the k-heavy tree is. In Section 5, we show that, under appropriate
moment conditions on ξ, the distance is in probability Θ(n1/(k+1)). In fact, we also show that this
is optimal in the sense that, every k-ary subtree leaves out nodes of distance order n1/(k+1) away.
1.4. Apollonian networks. In 1930, Birkhoff [16] introduced a model of a planar graph that
became known as an Apollonian network, a name coined by Andrade et al. [8] in 2005. Suggested
as toy models of social and physical networks with remarkable properties, they are recursively
defined by starting with three vertices that form a triangle in the plane. Given a collection of
triangles in a triangulation, choose one (either at random, or following an algorithm), place a new
vertex in its center, and connect it with the three vertices of the triangle. So, in each step, we create
three new edges, one new point, and three new triangles (which replace an old one). After n steps,
we have 3 + n vertices, and 3 + 3n edges in the graph. This is an Apollonian network. One can
also define a dual tree: start with the original triangle as the root of a tree. In a typical step, select
a leaf node of the tree (which corresponds to a triangle) and attach to it three children. This tree
has a one-to-one relationship with the Apollonian network. It has 1 + 2n leaves (after n steps) and
1 + 3n vertices. See Figure 2 for an illustration.
A frequently studied (see Zhou, Yan and Wang [43]) random Apollonian network is one in
which each triangle (in the network)—or, equivalently, each leaf in the tree—is chosen uniformly
at random for splitting, leading to a so-called split tree [20]. (More precisely, we obtain a random
ternary increasing tree, a variant of the much studied random binary search tree.) Its height is
bounded almost surely by c log n for a suitable constant c > 0 [17]. More importantly, one is
interested in the longest simple path in the Apollonian network. (A simple path in a graph is a
path which visits every vertex at most once.) Calling its length Ln, its asymptotic behaviour is
still not well understood today. Takeo [41] erroneously claimed that Apollonian networks have a
Hamiltonian cycle (and thus, Ln = n − 1), but the so-called Goldner-Harary graphs invented by
Gru¨nbaum in 1967 [28] form just one of many possible counterexamples. Frieze and Tsourakakis
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FIGURE 2. Apollonian network of size 3 with evolutionary tree. Leaves are
drawn in red.
[27] conjectured that for the random Apollonian network of Zhou, Yan and Wang, Ln ≥ cn for
some constant c > 0 with probability tending to one. This was disproved by Ebrahimzadeh et al.
[24] who showed that, with high probability, Ln = o(n). They also provided a lower bound of
Ω(n0.88) for E {Ln}. Very recently, Collevecchio, Mehrabian and Wormald [19] proved that Ln
is with high probability at most n1−ε where ε can be chosen 4× 10−8.
If the random model is changed, and we generate a random ordered tree of size 1 + 3n in which
each non-leaf node has three children, such that all trees are equally likely, then this corresponds
to a conditional Galton-Watson tree (of size 1 + 3n) with p0 = 2/3, p1 = p2 = 0 and p3 = 1/3.
Furthermore, it is easy to verify that the length of the longest simple path Ln is bounded from
below by the size of any binary subtree embedded in the Galton-Watson tree. In particular, it is
larger than the size of the 2-heavy tree. Therefore, there exists c > 0 such that
lim
n→∞P {Ln ≥ cn} = 1.(4)
Thus, for this random model, Frieze and Tsourakakis’ conjecture is easily settled by studying the
2-heavy tree. This was the initial motivation of the present paper.
1.5. Notation. Throughout the paper, we use h = gcd{i : pi > 0, i > 0}, α = h/(σ
√
2pi),
I = {n ≥ 1 : P {Sn = −1} > 0}, and, for n ∈ I , In = {1 ≤ k ≤ n : P {Sn−k = 0} > 0}.
From Be´zout’s lemma, it follows that I = (Nh+1)\A for some finite setA ⊆ N. In the remainder
of the paper, we write T for a realization of the unconditional Galton-Watson tree and τn, n ∈ I,
for T conditional on having size n. (T and τn are considered as graphs, where τn has vertex set
[n] := {1, . . . , n}.) We introduce the following terminology: for v ∈ [n], let ξ(v) be the number
of children of v, N(v) be the size of the subtree rooted at v, H(v) be the height of the subtree
rooted at v, Ni(v) be the size of the i-th largest subtree rooted at v, abbreviating Ni(v) = 0 if
i > ξ(v), and Ni+(v) = Ni(v) +Ni+1(v) + . . . We use the notation ξ, N,H,Ni and Ni+ when
referring to the root node. Finally, for k ≥ 1, let Zk = |{v ∈ [n] : N(v) = k}|. We stress that, in
order to increase readability, we often omit to indicate the parameter n in the notation.
In Sections 2 – 6, Appendices A and B, all constants except c, c1, c2, . . . , C, C1, C2, . . . carry
fixed values. The values of constants used multiple times may vary between two results or proofs
but not within. Here, constants C,C1, C2, . . . > 0 are meant to carry large values, whereas
c, c1, c2, . . . > 0 are typically small. Appendix D can be read independently of the remainder
of the work.
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2. PRELIMINARY RESULTS AND FRINGE TREES
Let us start by recovering some classical results which have proved fruitful in the analysis of
conditional Galton-Watson trees. Recall the following well-known identity going back to Dwass
[23] (compare also Janson [29, Theorem 15.5] and the discussion therein),
P {|T | = n} = P {Sn = −1}
n
.(5)
More generally, for independent copies T1, T2, . . . of T ,
P {|T1|+ . . .+ |Tk| = n} = k
n
P {Sn = −k} .(6)
In this context, we cite a classical result for sums of independent integer random variables applied
to the sequence Sn. By Petrov [39, Theorem VII.1] or Kolchin [34, Theorem 1.4.2], as n→∞,
sup
x∈Zh−n
∣∣∣∣P {Sn = x} − α√n exp
(
− x
2
2σ2n
)∣∣∣∣ = o(n−1/2).(7)
In particular, for x = o(
√
n) with x ∈ Zh− n, as n→∞,
P {Sn = x} ∼ α√
n
.
Similarly, as n→∞, n ∈ Nh+ 1,
P {Sn = −1} ∼ α√
n
.(8)
By summation, using (5) and (8), as t→∞,
P {|T | ≥ t} ∼ 2α
h
√
t
.(9)
The study of the sequence Zk, k ≥ 1 is closely related to the analysis of a random fringe subtree
τ∗n , a subtree of τn rooted at a uniformly chosen node. The study of fringe subtrees was initiated
by Aldous [4], who showed that, under our conditions,
τ∗n
d−→ T .(10)
In particular, E {Zk} /n → P {|T | = k} as n → ∞, n ∈ Nh + 1 for k ∈ I fixed. Bennies and
Kersting [11, Theorem 1] generalized (10) to offspring distributions with infinite variance. Janson
[29, Theorem 7.12] obtained a quenched version of the result stating that, conditional on the tree
τn, the (random) distribution of τ∗n converges in probability to the (deterministic) distribution of
T . More recently, Janson [30, Theorem 1.5] obtained finer results on subtree counts in τn, in
particular estimates and asymptotic expansions for the variance and a central limit theorem. We
summarize special cases of his results in the following proposition. The exact expressions for
mean and variance are contained in [30, Lemma 5.1] and [30, Lemma 6.1]. The uniform estimate
on the variance (12) follows from [30, Theorem 6.7].
Proposition 1 (Janson [30]). Let n ∈ I and 1 ≤ k ≤ n. Then,
E {Zk} = nP {Sk = −1}P {Sn−k = 0}
kP {Sn = −1} ,(11)
and, for 1 ≤ k ≤ (n− 1)/2,
E {Zk(Zk − 1)} = n(n− 2k + 1)P {Sk = −1}
2P {Sn−2k = 1}
k2P {Sn = −1} ,
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while E {Zk(Zk − 1)} = 0 for k > (n− 1)/2. For fixed k ∈ I , as n→∞, n ∈ Nh+ 1,
Var(Zk)
n
→ θ2, θ2 = P {|T | = k} [1 +P {|T | = k} (1− 2k − σ−2)] > 0.
and,
Zk − nP {|T | = k}√
n
d−→ N (0, θ2),
where N (0, θ2) denotes a normal random variable with variance θ2 and mean 0.
Finally, uniformly in 1 ≤ k ≤ n, as n→∞, n ∈ Nh+ 1,
Var(Zk) = O (n) .(12)
It follows from (8) that, as n→∞ and k = o(n) with n ∈ Nh+ 1, k ∈ In ∩ I , in probability,
Zk
E {Zk} → 1.
Furthermore, if additionally k →∞, then
E {Zk} ∼ αn
k3/2
.(13)
Many arguments in this manuscript rely on bounds on the mean such as those given below.
Corollary 1. There exists a constant n0 ≥ 1 such that, for all n ≥ n0, n ∈ I , k ∈ In,
E {Zk} ≤

4
√
2α(n− k)−1/2 for n/2 ≤ k ≤ n− n0,
2
√
2αnk−3/2 for n0 ≤ k ≤ n/2,
bn/kc for 1 ≤ k ≤ n.
Similarly, there exist constants n1 ≥ 1 and ς > 0, such that, for all n ≥ n1, n ∈ I , k ∈ In ∩ I ,
E {Zk} ≥
{
αnk−3/2/2 for n1 ≤ k ≤ n/2,
ςn for 1 ≤ k ≤ n1.
Proof. By an application of (8) to (11), there exists n0 ≥ 1, such that, for all n0 ≤ k ≤ n− n0,
E {Zk}
n
≤ 2αk−3/2
√
n
n− k ≤
{
2
√
2αk−3/2 for n0 ≤ k ≤ n/2,
4
√
2α
n
√
n−k for n/2 ≤ i ≤ n− n0.
This shows the first two upper bounds. The third follows immediately from the deterministic
bound Zk ≤ bn/kc. The first lower bound follows analogously. The second lower bound follows
from (5) and (13), since, for k ∈ I , we have E {Zk} /n→ P {|T | = k} = P {Sk = −1} /k. 
Corollary 2. There exists a universal constant C > 0 such that, for all M ≥ n0 and n ≥M,n ∈
I, with n0 as in Corollary 1, we have
n∑
k=M
E {Zk} log k ≤ Cn logM√
M
+ (2 + 4
√
2α)n3/4 log n.
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Proof. By applications of the upper bound in the previous theorem, we have
bn/2c∑
k=M
E {Zk} log k ≤ 2
√
2αn
bn/2c∑
k=M
k−3/2 log k ≤ Cn logM√
M
,
bn−√nc∑
k=dn/2e
E {Zk} log k ≤ log n√
n− n+√n
bn−√nc∑
k=dn/2e
4
√
2α ≤ 4
√
2αn3/4 log n,
n∑
k=dn−√ne
E {Zk} log k ≤ n log n
n∑
k=dn−√ne
1
k
≤ 2√n log n.
The claim follows by summing the three terms. 
3. SUBTREES OF THE ROOT: LOCAL CONVERGENCE
We want to understand the properties of the subtree sizes of a node in a Galton-Watson tree
conditional on having size n when these trees are ordered from large to small. This section has
key inequalities that will be needed throughout the paper.
A formulation of the local convergence result discussed in Section 1.2 (ii) is given in the next
proposition which is equivalent to Lemma 1 in Devroye [21]. (The convergence of ξ had already
been obtained by Kennedy [32].) We include the short proof for the sake of completeness. Here,
by S↓, we denote the set of non-negative integer valued sequences x1, x2, . . . with x1 ≥ x2 ≥ . . .
and only finitely many non-zero elements. Note that S↓ is countable. For k ≥ 1 and 1 ≤ i ≤ k,
and real-valued random variables X1, . . . , Xk, denote by X(i:k) the (k − i + 1)-st order statistic.
(For random trees T1, . . . , Tk, we simplify the notation and write |T(i:k)| for the size of i-th largest
tree.)
Proposition 2. Let ζ have the size-biased distribution (ipi)i≥0. Then, as n→∞, n ∈ Nh+ 1, in
distribution on S↓,
(N2, N3, . . .)→ (|T(1:ζ−1)|, . . . , |T(ζ−1:ζ−1)|, 0, 0, . . .),
where T1, T2, . . . , ζ are independent. In distribution and in mean, ξ → ζ, where we recall that ξ
is the number of children of the root of τn. The convergence is with respect to the k-th moment if
and only if E
{
ξk+1
}
<∞.
Proof. Let k1, k2, . . . ∈ S↓ with ki ∈ Nh, 1 ≤ i ≤ ` − 1, k` > 0, k`+1 = k`+2 = . . . = 0
and p`+1 > 0. Let y1, . . . , ym be the different values among k1, . . . , k` and α1, . . . , αm be their
multiplicities. With C =
(
`
α1,...,αm
)
,
P
{
(|T(1:ζ−1)|, . . . , |T(ζ−1:ζ−1)|, 0, 0, . . .) = (k1, k2, . . .)
}
= Cp`+1(`+ 1)
∏`
i=1
P {|T | = ki} .
Similarly, for all n ∈ In with n > 1 + k1 +
∑`
i=1 ki,
P {(N2, N3, . . .) = (k1, k2, . . .)} = Cp`+1(`+ 1)
∏`
i=1
P {|T | = ki}
P
{
|T | = n− 1−∑`j=1 kj}
P {|T | = n} .
The distributional convergence in S↓ follows since the fraction in the last display turns to one as
n → ∞. Since S↓ is countable, the function f : S↓ → N, f(x1, x2, . . .) = min{k ≥ 1 : xk = 0}
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is continuous, and we deduce ξ → ζ in distribution. Furthermore, for k ∈ Nh, using (5) and (6),
P {ξ = k} = pkP {|T1|+ . . .+ |Tk| = n− 1}
P {|T | = n}
= kpk
(
1− 1
n
)
P {Sn−1 = −k}
P {Sn = −1} .
Since the fraction is uniformly bounded in k, ξk is uniformly integrable if ζ
k is integrable. Finally,
if
∑
`≥1 `
k+1p` =∞, then E
{
ξk
}→∞ by Fatou’s lemma. This concludes the proof. 
We are interested in tail bounds on Nk, k ≥ 2. The order is suggested by the behavior of the
limiting random variable.
Proposition 3. Let k ≥ 1 and assume that T1, T2, . . . , ζ are independent.
(i) If E
{
ξk+1
}
<∞, then, as t→∞,
P
{|T(k:ζ−1)| ≥ t} = O(t−k/2).(14)
(ii) If
∑
`≥k+1 p` > 0, then, as t→∞,
P
{|T(k:ζ−1)| ≥ t} = Ω(t−k/2).
(iii) Finally, if E
{
ξk+1
}
=∞, then
lim
t→∞ t
k/2P
{|T(k:ζ−1)| ≥ t} =∞.
Proof. We have
P
{|T(k:ζ−1)| ≥ t} ≤∑
`≥k
p`+1(`+ 1)
(
`
k
)
P {|T1| ≥ t, . . . , |Tk| ≥ t} .
By (9), the right-hand side is asymptotically equivalent to(
2α
h
√
t
)k∑
`≥k
p`+1(`+ 1)
(
`
k
)
.
Since E
{
ξk+1
}
<∞, the term is of order t−k/2. For (ii), choose ` ≥ k with p`+1 > 0. Then,
P
{|T(k:ζ−1)| ≥ t} ≥ p`+1(`+ 1)P {|T1| ≥ t, . . . , |Tk| ≥ t} ∼ ( 2α
h
√
t
)k
p`+1(`+ 1).
Again, the right hand side is of order t−k/2.
For (iii), since E
{
ξk+1
}
=∞, for any C > 0, find K sufficiently large such that∑K`=k p`(`+
1)
(
`
k
) ≥ C. Then
P
{|T(k:ζ−1)| ≥ t} ≥ P{|T(k:ζ−1)| ≥ t, |T(k+1:ζ−1)| < t}
=
∑
`≥k
p`+1(`+ 1)
(
`
k
)
P {|T | ≥ t}kP {|T | < t}`−k
≥ CP {|T | ≥ t}kP {|T | < t}K .
As t → ∞, using (9), the right hand side is equivalent to C(2αh−1)kt−k/2. As C was chosen
arbitrarily, the final assertion of the proposition follows. 
The next two results are proved in Appendix A.
10 L. DEVROYE, C. HOLMGREN, AND H. SULZBACH
Theorem 1. Let k ≥ 2 and E{ξk+1} < ∞. Then, there exists a constant βk > 0, such that, for
all t ≥ 1, n ∈ I ,
P {Nk ≥ t} ≤ βkt(1−k)/2.(15)
If E
{
ξ(3k+1)/2
}
< ∞, a corresponding bound holds for P {Nk+ ≥ t} with βk replaced by
some larger constant βk+. Similarly, bounds of the same form are valid for E
{
ξ1{Nk≥t}
}
if
E
{
ξk+2
}
<∞, and for E{ξ1{Nk+≥t}} if E{ξ(3k+3)/2} <∞.
Remark. The proof of Theorem 1 shows the following stronger result: for k ≥ 2, there exists
a constant C > 0 such that, for all n ∈ I, ` ≥ k and t ≥ 1,
P {Nk ≥ t, ξ = `} ≤ Cp``k+1t(1−k)/2.(16)
Lemma 1 below is the only result in this work that requires this stronger bound.
Remark. Since Nk
d−→ T(k−1:ζ−1) and the moment condition on this random variable in order
to have tails decaying as in (14) is tight, it is reasonable to conjecture that a tail bound such as (15)
holds if and only if E
{
ξk
}
<∞. The bounds presented in Appendix A are sufficient to show that
the latter is indeed necessary: if E
{
ξk
}
=∞, then a bound of the form (15) is not valid. (A proof
of this claim is given in Appendix A.)
Theorem 2. Let k ≥ 2 and ∑`≥k p` > 0. Then, there exist constants β∗k > 0, sk > 0 and
n2 = n2(k) ≥ 1, such that, for all n ≥ n2, n ∈ I, and 1 ≤ t ≤ n/k − sk,
P {Nk ≥ t} ≥ β∗kt(1−k)/2.
From Theorems 1 and 2 we deduce the following corollary using the well-known formula
E {X} = ∫∞0 P {X > t} dt for a non-negative random variable X .
Corollary 3. As n→∞, n ∈ Nh+ 1,
(i) if E
{
ξ3
}
<∞, then E {N2} = Θ(
√
n) and E
{√
N2
}
= Θ(log n),
(ii) if E
{
ξ7/2
}
<∞, then E {N2+} = Θ(
√
n),
(iii) if E
{
ξ4
}
<∞, then E {N3} = O(log n),
(iv) if E
{
ξ5
}
<∞, then E {N3+} = O(log n) and E {N4} = O(1), and
(v) if E
{
ξ13/2
}
<∞, then E {N4+} = O(1).
If
∑
`≥3 p` > 0, then big-O in (iii) can be replaced by Θ.
4. THE 2-HEAVY TREE
Let T be a finite ordered rooted tree with vertex set V(T). Its root is labeled . As in Section
1.3, to each node v ∈ V(T), v 6= , we assign the rank ρv where ρv = i if its subtree is the
i-th largest among all the subtrees rooted at its siblings. Ties are broken by the original order in
the tree. If v has distance k ≥ 1 from , let v0 := , v1, . . . , vk−1, vk = v be the nodes on the
path connecting the root to v where vi has depth i. The path from  to v has nodes of indices
ρv1 , . . . , ρvk = ρv. It is called the index sequence of v and denoted by κ(v). We define κ() = ∅
as the empty word. It is convenient to borrow some notation from theoretical computer science for
sequences of integers: {i1, . . . , ik} denotes one symbol from the set {i1, . . . , ik} and A∗ denotes a
sequence of arbitrary length (even 0) drawn from A ⊆ N. We define the set of nodes V satisfying
a sequence as the collection of all nodes in the tree have index sequences belonging to a set of
sequences. For example, V(1∗) := V({1}∗) is the set of nodes in T that have all their ancestors
and itself of index 1 and the root. Of course, the nodes in V(1∗) form the heavy path. Furthermore,
we recover the k-heavy tree V({1, . . . , k}∗) of T by removing from T all nodes of index larger
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than k and its subtrees. For k = 2, we obtain the 2-heavy tree. The 2-heavy Galton-Watson tree is
denoted by Bn, and its size by Bn. It is tempting to think that Bn is increasing in probability or,
at least, in mean. The following example shows that this is not the case. Let p0, p2, p5 > 0 with
p0 + p2 + p5 = 1. Then, on the one hand, almost surely, τ5 is binary and B5 = 5. On the other
hand, almost surely, τ6 consists of the root with five children. Thus B6 = 3. Note that this issue
can not be avoided by assuming pi > 0 for all i.
Theorem 3. Let E
{
ξ5
}
<∞. There exist constants ν1, ν2 > 0, such that, for all n ∈ I ,
E {Bn} ≥ ν1n+ ν2
√
n− 1
2
.(17)
Proof. The proof uses induction. First, since Bi = i for i ∈ {0, 1, 2, 3} ∩ I , we need to have
ν1 + ν2 ≤ 3/2, 2ν1 +
√
2ν2 ≤ 5/2, 3ν1 +
√
3ν2 ≤ 7/2.(18)
Assume (17) holds up to n−1 (in the set I) with n ≥ 4. Then, for n ∈ I , and with b(n) = E {Bn},
bn = 1 +E {b(N1)}+E {b(N2)}
≥ ν1E {N1 +N2}+ ν2E
{√
N1 +
√
N2
}
= ν1(n− 1)− ν1E {N3+}+ ν2E
{√
n− 1−N2+ +
√
N2
}
≥ ν1(n− 1)− ν1E {N3+}+ ν2
√
n− ν2 − ν2E {N2+} /
√
n− 1 +
√
N2.
Here, in the last step, we have used that 1 − x ≤ √1− x for all x ∈ [0, 1]. By the previous
corollary, there exist strictly positive constants C1, c2, C3, such that
E {N3+} ≤ C1 log n, E
{√
N2
}
≥ c2 log n, E {N2+} ≤ C3
√
n− 1.
Thus,
bn ≥ −ν1 − ν2 − ν2C3 + (ν2c2 − ν1C1) log n+ ν1n+ ν2
√
n.
From here, the claim bn ≥ ν1n+ ν2
√
n− 1/2 follows if both
1/2− ν1 − ν2(1 + C3) ≥ 0, and, ν2c2 − ν1C1 ≥ 0.
The last expression and all inequalities in (18) can simultaneously be satisfied by choosing ν2 =
ν1C1/c2 and
ν1 ≤ min
{
3
2(1 + C1/c2)
,
5
2(2 +
√
2C1/c2)
,
7
2(3 +
√
3C1/c2)
,
1
2(1 + C1(1 + C3)/c2)
}
.

Let us return to a deterministic ordered rooted tree T. For a node v ∈ V(T) define by n(v) the
size of the subtree rooted at v. For M ≥ 2, let T1 be the binary subtree of the 2-heavy tree of T
containing all nodes with subtree sizes at least M . Then, let V2 be set of nodes in the 2-heavy tree
of T with graph distance 1 from T1. By construction, n(v) ≤ M − 1 for v ∈ V2. Furthermore,
let V4 be subset of nodes v ∈ V(T) which are in a subtree rooted at a node in V2. (In particular,
V2 ⊆ V4.) Next, let V3 = V(T)\(V(T1) ∪ V4) such that |T1| + |V3| + |V4| = |T|. See Figure 3
below for an illustration. We denote the heavy binary tree in T by B. Note that, by construction,
|V4| ≤ (M − 1)|V2| and |B| ≥ |T1|+ |V2|. Thus,
(M − 1)|B| ≥ |T1|+ (M − 1)|V2| = |T| − |V3| − |V4|+ (M − 1)|V2| ≥ |T| − |V3|.
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We arrive at the useful inequality,
|B| ≥ |T| − |V3|
M − 1 .
Let V3(τn) be V3 in the tree τn. Then, with 0 < c < 1,
P {|V3(τn)| ≥ cn} → 0 implies P {Bn ≤ n(1− c)/(M − 1)} → 0.
FIGURE 3. Instance of the construction underlying the proof Theorem 4. Black-
filled nodes form T1, non-filled nodes constitute V2, dashed subtrees indicate V3,
and V4 is represented by the solid subtrees merged with V2.
Theorem 4. Let E
{
ξ5
}
< ∞. Then, for some 0 < γ < 1, we have P {|V3(τn)| ≥ γn} → 0.
Also, there exists a constant υ > 0 such that
lim
n→∞P {Bn ≥ υn} = 1.
Proof. If p0+p1+p2 = 1, the theorem is obviously correct. Thus, we assume p3+p4+. . . > 0. For
1 ≤ k ≤ n, n ∈ I , define Wk =
∑
v∈[n],N(v)=kN3+(v). By construction, |V3(τn)| ≤
∑n
k=M Wk.
Let ωn = o(n1/4) be an integer sequence tending to infinity and, for n ≥ 0, denote by N3+(n) a
generic random variable with the distribution ofN3+ in τn. (We abbreviateN3+(n) = 0 if n /∈ I .)
Then, for n sufficiently large, using Corollary 2, for some C1 > 0,
P

n∑
k=ωn
Wk ≥ γn/2
 ≤ 2nγ
n∑
k=ωn
E {Wk} = 2
nγ
n∑
k=ωn
E {Zk}E {N3+(k)}
≤ 2C1
nγ
n∑
k=ωn
E {Zk} log k = O
(
logωn√
ωn
)
.
THE HEAVY PATH APPROACH TO GALTON-WATSON TREES 13
Let Y1(k), Y2(k), . . . be independent copies of N3+(k) and W ∗k =
∑2E{Zk}
j=1 Yj(k). Then
P
{
ωn∑
k=M
Wk ≥ γn/2
}
≤ 1[γn/8,∞)
(
ωn∑
k=M
E {Zk}E {N3+(k)}
)
+ ωn sup
M≤k≤ωn
P {Wk ≥ 2E {W ∗k }} ,(19)
and,
P {Wk ≥ 2E {W ∗k }} ≤ P {Wk ≥ 2E {W ∗k } , Zk ≤ 2E {Zk}}+P {Zk ≥ 2E {Zk}}
≤ P {W ∗k ≥ 2E {W ∗k }}+P {Zk ≥ 2E {Zk}} .
We use Chebyshev’s inequality to bound both summands in the last expression. By (12), for some
constant C2 > 0 and all M ≤ k ≤ ωn, k ∈ In,
P {Zk ≥ 2E {Zk}} ≤ Var(Zk)
E {Zk}2
≤ C2ω
3
n
n
.
Similarly, for some C3 > 0,
P {W ∗k ≥ 2E {W ∗k }} ≤
Var(W ∗k )
E
{
W ∗k
}2 = E
{N3+(k)2}
2E {Zk}E {N3+(k)}2
≤ C3ω
2
n
n
.
Here, we have used the fact that lim infn→∞E {N3+} > 0. Hence, the second summand in
(19) converges to zero as n → ∞. By Corollaries 2 and 3, there exists a constant C4 > 0
(depending on the offspring distribution but not on M ) such that
∑ωn
k=M E {Zk}E {N3+(k)} ≤
C4n logM/
√
M . Choosing M large enough such that c5 := 8C4 logM/
√
M < 1, the first
assertion follows for any γ ∈ (c5, 1). Having picked M and γ, we then have
lim
n→∞P
{
Bn ≤ n 1− γ
M − 1
}
= 0,
which proves the theorem. 
We showed that with high probability, the heavy binary tree is larger than a positive constant
times n. It implies that, under the equiprobable model of a random Apollonian tree, the longest
simple path is with high probability Ω(n). This shows (4).
5. DISTANCES
The aim of this section is to give precise statements and proofs of the results claimed in Section
1.3 on maximal distances. In particular, we will show that, under appropriate conditions, the
maximal distance from the 2-heavy tree is Θ(n1/3), a result that cannot possibly be deduced from
the standard continuum random tree result for conditional Galton-Watson trees [2, 3, 5, 35].
Let T be a ordered rooted tree. For V ′ ⊆ V(T ), define
maxV ′ := max
v∈V(T)
dist(v,V ′),
where dist(·, ·) denotes the graph distance on T. The main purpose of this section is to show the
following result. Here, we write Ak for the set of full k-ary subtrees containing the root.
Theorem 5. (i) Let k ≥ 3. If E{ξk+1} <∞, then, for any ε > 0, there exists C1 > 0 such that,
for all n ∈ I ,
P
{
max
v∈[n]
Nk(v) ≤ C1n2/k
}
≥ 1− ε.(20)
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If E
{
ξk+1
}
< ∞ and ∑`≥k p` > 0, then, for any ε > 0, there exists c1 > 0 such that, for all
n ∈ I ,
P
{
max
v∈[n]
Nk(v) ≥ c1n2/k
}
≥ 1− ε.(21)
One can replace Nk(v) by Nk+(v) in (20) upon possibly increasing C1 if E
{
ξ(3k+1)/2
}
<∞.
(ii) Let k ≥ 2. If E{ξk+3} < ∞, then, for any ε > 0, there exists a constant C2 > 0, such
that, for all n ∈ I ,
P
{
maxV({1, . . . , k}∗) ≤ C2n1/(k+1)
}
≥ 1− ε,(22)
If E
{
ξk+2
}
< ∞ and ∑`≥k+1 p` > 0, then, for any ε > 0, there exists c2 > 0 such that, for all
n ∈ I ,
P
{
inf
T∈Ak
maxV(T ) ≥ c2n1/(k+1)
}
≥ 1− ε.(23)
In other words, under the assumptions imposed, the sequences n−1/(k+1) maxV({1, . . . , k}∗),
n−1/(k+1) infT∈Ak maxV(T ) and n−2/k maxv∈[n]Nk(v) as well as their reciprocals are tight.
Let us briefly discuss the result. First of all, the lower bounds (21) and (23) are much harder
to obtain than the upper bounds (20) and (22), where (23) follows very easily from (21) from
known tail bounds on the height of τn (see inequality (2) in the introduction). Second, on the
one hand, (23) says that every k-ary subtree of τn (and not only the k-heavy tree V({1, . . . , k}∗))
leaves out nodes of distance order n1/k away. On the other hand, (22) shows that the k-heavy tree
exhausts τn in an asymptotically optimal way. Third, in light of Theorem 2, the moment conditions
imposed in (21) and (23) are somewhat unexpected. Indeed, we believe that these results are valid
under a finite variance assumption on the offspring distribution. However, since our proof relies
on the second moment method and involves suitable bounds on variances, we cannot remove these
conditions.
The next proposition gives estimates on the sizes of sets which are, in a certain sense, close to
the heavy path. In order to make this more precise, we need to introduce some more notation. If
{k+} denotes {k, k + 1, . . .}, then V({k+}∗) is the vertex set of the subtree of T that avoids any
node of index strictly smaller than k (the root excepted). We are also interested in
V(1∗21∗2 . . . 1∗2︸ ︷︷ ︸
k pairs 1∗2
1∗) = V
(
(1∗2)k1∗
)
,
where (s)k denotes k repetitions of a sequence s. We use the simplified notation |A| to denote the
number of nodes v ∈ V(T) with κ(v) ∈ A. Note that we have the following disjoint decomposi-
tions,
V({1, 2}∗) =
∞⋃
k=0
V
(
(1∗2)k1∗
)
, V(T) = V ({1, 2}∗) ∪
∞⋃
k=0
V
(
(1∗2)k1∗(3+)N∗
)
.
From now on, we apply these definitions to the tree τn. From Theorem 3, we know that,
E {|V({1, 2}∗)|} = Ω(n). Obviously, E {|[n]\V({1, 2}∗)|} = Ω(n) if p0 + p1 + p2 < 1. In
the next section, we will determine the first order behaviour of V(1∗): from Theorem 6 (or, also
from (2)), it follows that E {|V(1∗)|} = Θ(√n).
Proposition 4. As n→∞, n ∈ Nh+ 1,
(i) if E
{
ξ7/2
}
<∞, then E{|V ((1∗2)k1∗) |} = Θ(√n logk n), k ≥ 1,
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(ii) if E
{
ξ5
}
<∞, then E{|V ((1∗2)k1∗(3+)N∗) |} = O(√n logk+1 n), k ≥ 0,
(iii) if E
{
ξ13/2
}
<∞, then E{|V ((1∗2)k1∗(4+)N∗) |} = O(√n), k ≥ 0, and
(iv) if E
{
ξ3
}
<∞, then E {|V({2+}∗)|} = O(1).
If
∑
`≥3 p` > 0, then big-O in (ii) can be replaced by Θ. Similarly, big-O in (iii) becomes Θ if∑
`≥4 p` > 0.
Together with Lemma 2 below, the proposition shows the following result: for any fixedM ∈ N,
with high probability, the index sequence of every node v ∈ [n] with extraordinarily large k-th
subtree size contains at least M entries different from 1.
The proof of the proposition is worked out in Appendix B. The rest of this section is devoted to
the proof of Theorem 5.
5.1. Upper bounds. For a node v ∈ [n] with index sequence κ(v), we define H∗(κ(v)) := H(v)
and N∗(κ(v)) := N(v). Here, we recall that H(v) denotes the height of the subtree rooted at v in
τn. (We also abbreviate H∗(y) = N∗(y) = 0 for y ∈ N∗ when κ(v) 6= y for all nodes v ∈ [n].)
Lemma 1. Let k ≥ 2 and E{ξk+2} < ∞. Then, there exists a constant C > 0 such that, for all
n ∈ I and t ≥ 1,
P
{
sup
`≥k
H∗(`) ≥ t
}
≤ Ct1−k.
Proof. Let {Hi(n) : n ∈ I, i ≥ 1} be a family of independent random variables where each
Hi(n) is distributed like the height of τn. Furthermore, assume that the family is independent of
τn. Using (2), we have
P
{
sup
`≥k
H∗(`) ≥ t
}
= E
{
P
{
sup
k≤`≤ξ
H∗(`) ≥ t
∣∣∣∣∣ξ, N1, N2, . . .
}}
≤ E
{
ξ sup
k≤`≤ξ
P
{
H`(N`) ≥ t
∣∣∣∣ξ, N1, N2, . . .}
}
≤ E{ξ exp(−δt2/Nk)}
=
∞∑
`=k
∫ `
0
P
{
Nk ≥ −δt2/ log(s/`), ξ = `
}
ds.
By inequality (16) in the remark following Theorem 1, there existsC1 > 0 such that the right-hand
side of the last display is bounded from above by
∞∑
`=k
C1p``
k+2
∫ 1
0
(
− δt
2
log s
)(1−k)/2
ds ≤ C1Γ((k + 1)/2)E
{
ξk+2
}
δ(1−k)/2t1−k.
Here, Γ(x) =
∫∞
0 e
−ttx−1dt denotes the Gamma function. This concludes the proof. 
Proposition 5. Let k ≥ 2 and E{ξk+1} <∞. Then, there exists a constant C > 0 such that, for
all n ∈ I and t ≥ 1,
P
{
max
v∈[n]
Nk(v) ≥ t
}
≤ C n
tk/2
.
The bound also holds for Nk+(v) if E
{
ξ(3k+1)/2
}
<∞ upon possibly increasing C.
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Proof. The left hand side is zero for t ≥ dn/2e. Thus, we assume t ≤ dn/2e − 1. Note that, for
all nodes v ∈ [n] with N(v) ≥ dn/2e, we must have v ∈ V(1∗). Hence, there are at most |V(1∗)|
many of them in the tree. Thus, by Theorem 1,
P
{
max
v∈[n]
Nk(v) ≥ t
}
≤ E {|{v ∈ [n] : Nk(v) ≥ t}|}
=
n∑
i=1
P {Nk(i) ≥ t}
≤ βkt(1−k)/2E {|{v ∈ [n] : N(v) ≥ t}|}
≤ βkt(1−k)/2
dn/2e−1∑
`=t
E {Z`}+E {|V(1∗)|}

≤ C1
(
n
tk/2
+
√
n
t(k−1)/2
)
,
where C1 can be chosen independently of t and n by Corollary 1 and the fact that E {|V(1∗)|} =
O(
√
n). The same argument applies to Nk+(v). 
Proposition 5 is sufficient to deduce the upper bound in (20). In order to transfer the result to
distances, we need a tighter bound when restricting to nodes on the heavy path.
Lemma 2. Let k ≥ 2 and E{ξk+1} < ∞. Then, for any deterministic (possibly infinite) set
A ⊆ N∗ and t ≥ 1,
P
{
max
v∈V(A)
Nk(v) ≥ t
}
≤ βkt(1−k)/2E {|V(A)|} ,
with βk as in (15). If E
{
ξ(3k+1)/2
}
<∞, then the bound also holds with k replaced by k+ (and
βk by βk+). Furthermore, if E
{
ξk+2
}
<∞, then there exists a constant C > 0 such that,
P
{
max
v∈V(A),`≥k
H∗(κ(v)`) ≥ t
}
≤ Ct1−kE {|V(A)|} .
The corollary follows immediately from Theorem 6.
Corollary 4. Let k ≥ 2 and E{ξk+1} <∞. Then, there exists a constant C1 > 0 such that
P
{
max
v∈V(1∗)
Nk(v) ≥ t
}
≤ C1
√
n
t(k−1)/2
.
If E
{
ξ(3k+1)/2
}
< ∞, then the same results hold with Nk(v) replaced by Nk+(v) upon possibly
increasing C1. Finally, if E
{
ξk+2
}
<∞, then there exists C2 > 0, such that
P
{
max
v∈V(1∗),`≥k
H∗(κ(v)`) ≥ t
}
≤ C2
√
n
tk−1
.
Proof of Lemma 2. For ` ≥ 0, let A`,n be the subset of A of vectors of length ` where each entry
is bounded from above by n. We have
P
{
max
v∈V(A)
Nk(v) ≥ t
}
≤
n∑
`=0
P
{
max
v∈V(A`,n)
Nk(v) ≥ t
}
.(24)
We denote the elements of A`,n by y1, . . . , yK , K = K(`) ≤ n`. Let {N (i)k (j) : i ≥ 1, j ∈ I} be
a family of independent random variables where each N (i)k (j) is distributed like Nk in the tree τj .
THE HEAVY PATH APPROACH TO GALTON-WATSON TREES 17
Then, using (15),
P
{
max
v∈V(A`,n)
Nk(v) ≥ t
}
=
∑
0≤n1,...,nK≤n
P
 maxv∈V(A`,n)Nk(v) ≥ t
∣∣∣∣ K⋂
j=1
{N∗(yj) = nj}
P

K⋂
j=1
{N∗(yj) = nj}

=
∑
0≤n1,...,nK≤n
P
{
max
1≤j≤K
N (j)k (nj) ≥ t
}
P

K⋂
j=1
{N∗(yj) = nj}

≤
∑
0≤n1,...,nK≤n
|{1 ≤ j ≤ K : nj ≥ t}| sup
1≤i≤K
P
{
N (1)k (ni) ≥ t
}
P

K⋂
j=1
{N∗(yj) = nj}

≤ βkt(1−k)/2E {|{v ∈ V(A`,n) : N(v) ≥ t}|} .
Plugging the bound into (24) gives
P
{
max
v∈V(A)
Nk(v) ≥ t
}
≤ βkt(1−k)/2E {|{v ∈ V(A) : N(v) ≥ t}|} ≤ βkt(1−k)/2E {|V(A)|} .
The same proof works for Nk+(v). Similarly, one obtains the result for the heights upon replacing
Nk(v) by max`≥kH∗(κ(v)`) and using Lemma 1. 
Proposition 6. Let k ≥ 2 and E{ξk+2} <∞. Then, there exists a constant C > 0 such that, for
t ≥ 1, n ∈ I ,
P
{
max
v∈[n],`≥k
H∗(κ(v)`) ≥ t
}
≤ C
(
n
tk
+
√
n
tk−1
)
.
Proof. We may assume t ≥ n0 with n0 as in Lemma 1. Taking the maximum only over nodes
v ∈ V(1∗), the claim follows from Corollary 4. For k ≥ 1, n ∈ I , let (H(n),Nk(n), ξ¯(n)) be
distributed like (H,Nk, ξ) in τn. Using (2), we have
P
{
max
v∈[n]\V(1∗),`≥k
H∗(κ(v)`) ≥ t
}
≤ E {|{v ∈ [n]\V(1∗) : H∗(κ(v)`) ≥ t for some ` ≥ k}|}
=
n∑
i=1
P {H∗(κ(i)`) ≥ t for some ` ≥ k, i /∈ V(1∗)}
≤
n∑
i=1
n∑
`=k
dn/2e−1∑
m=t
m∑
j=t
P {H(j) ≥ t}P{N`(m) = j, ` ≤ ξ¯(m)}P {N(i) = m}
≤
n∑
i=1
n∑
`=k
dn/2e−1∑
m=t
E
{
exp
(
− δt
2
N`(m)
)
1t≤N`(m),`≤ξ¯(m)
}
P {N(i) = m} .
The expectation in the last display is bounded by∫ e−δt2/m
0
P
{
exp
(
− δt
2
N`(m)
)
≥ x, ` ≤ ξ¯(m)
}
dx
=
∫ e−δt2/m
0
P
{
Nk(m) ≥ δt
2
log 1/x
, ` ≤ ξ¯(m)
}
dx.
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By Theorem 1, there exists C1 > 0 such that
n∑
`=k
∫ e−δt2/m
0
P
{
Nk(m) ≥ δt
2
log 1/x
, ` ≤ ξ¯(m)
}
dx ≤
∫ e−δt2/m
0
E
{
ξ¯(m)1Nk(m)≥ δt2log 1/x
}
dx
≤ C1δ(1−k)/2t1−k
∫ e− δt2m
0
(
log
1
x
) k−1
2
dx
≤ C2m(1−k)/2e−δt2/m.
Here, C2 > 1 denotes some constant which is independent of m, t and n. Summarizing and using
Corollary 1, we obtain
P
{
max
v∈[n]\V(1∗),`≥k
H∗(κ(v)`) ≥ t
}
≤ C2
dn/2e−1∑
m=t
E {Zm} (m(1−k)/2e−δt2/m + e−δt)
≤ 2
√
2C2αn
dn/2e−1∑
m=t
m−1−k/2e−δt
2/m ≤ C3nt−k,
for some C3 > 0. This concludes the proof. 
5.2. Lower bounds. Our lower bounds rely on a variant of the second moment method which
requires sufficiently tight upper bounds on variances (or second moments). To this end, we use
Lemma 6.1 in Janson [30] and introduce the notation used in this work. Denote by T the set of all
ordered rooted trees. For a function f : T→ R, let F be defined by
F (T) := F (f,T) :=
∑
v∈V(T)
f(Tv), T ∈ T.
Here Tv denotes the fringe tree in T rooted at v. For k ≥ 1, we abbreviate fk(T) := f(T)1|T|=k.
Note that F (fk, τn) = Zk for f = 1, where 1 denotes the function f mapping every tree to 1.
Then, for 1 ≤ m ≤ k ≤ n/2,
Cov(F (fk, τn), F (fm, τn)) = I1(f, k,m) + I2(f, k,m) + I3(f, k,m),
where
I1(f, k,m) =
nP {Sn−k = 0}P {Sk = −1}
kP {Sn = −1} E {fk(τk)F (fm, τk)} ,
I2(f, k,m) =
n(n− k −m+ 1)
mk
P {Sk = −1}P {Sm = −1}E {fk(τk)}E {fm(τm)} ·(
P {Sn−k−m = 1}
P {Sn = −1} −
P {Sn−k = 0}
P {Sn = −1}
P {Sn−m = 0}
P {Sn = −1}
)
,
and
I3(f, k,m) =− n(k +m− 1)
mk
P {Sn−k = 0}
P {Sn = −1}
P {Sn−m = 0}
P {Sn = −1} ·
P {Sk = −1}P {Sm = −1}E {fk(τk)}E {fm(τm)} .
Note that, by the crucial Lemma 6.2 in [30], cancellation effects in I2(f, k,m) cause this term
to be of the order n (for m, k fixed), rather than n2. Below, we only need upper bounds on the
variance which allows us to neglect I3(f, k,m). For i = 1, 2, we set Ii(k,m) = Ii(1, k,m).
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For 1 ≤ t ≤ n, t ∈ N, we define
Zt = |{v ∈ [n] : t ≤ N(v) ≤ 2t}| =
2t∑
`=t
Z`.
From Corollary 1, we know that there exist a constant K1 > 0 only depending on the offspring
distribution such that, for all 1 ≤ t ≤ n/4, we have
K−11
n√
t
≤ E {Zt} ≤ K1 n√
t
.(25)
Proposition 7. There exists a constant C > 0, such that, for all 1 ≤ t ≤ (n − 1)/4, t ∈ N and
n ∈ I , we have
Var(Zt) ≤ Cn.
In particular, for any t = t(n) with t = o(n), we have, as n→∞, in probability,
Zt
E {Zt} → 1.
Proof. We use the notation introduced above with the function f = 1. Obviously,
Var(Zt) =
2t∑
k,m=t
Cov(Zk, Zm) ≤ 2
2t∑
m=t
2t∑
k=m
Cov(Zk, Zm).
In the following, Ci, i ≥ 1, denote constants independent of k,m, t and n, whose precise val-
ues are of no relevance. For m ≤ k, by the local limit theorem (7), we have I1(k,m) ≤
C1nm
−3/2(max(1, k −m))−1/2. Thus,
2t∑
m=t
2t∑
k=m
I1(k,m) ≤ C2n
2t∑
m=t
m−3/2
√
2t−m ≤ C3n.
By Lemma 6.2 in [30], for t ≤ m ≤ k ≤ 2t,
I2(k,m) ≤ C4n2((km)−3/2
(
1
n
+
k +m
n3/2
+
km
n2
)
≤ C5t−2(nt−1 +
√
n+ t).(26)
Hence,
∑2t
m=t
∑2t
k=m I2(k,m) ≤ C6(nt−1 +
√
n+ t) ≤ C7n. This finishes the proof. 
For ` ≥ 2 and t > 0, let g`(T) = 1n`(T)≥t where n`(T) denotes the size of the `-th biggest
subtree of the root of T. (We suppress t in the notation.) For i ≥ 1, define F ∗i (·) = F ((g`)i, ·).
Further, for t > 0, let t′ = b(`+ 1)tc. Finally, let Vt =
∑2t′
i=t′ F
∗
i (τn). Then,
E {Vt} =
2t′∑
i=t′
P {N`(i) ≥ t}E {Zi} ,(27)
where, as before, we write N`(i) for a random variable distributed like N` in τi.
Proposition 8. Let ` ≥ 2.
(i) If E
{
ξ`+1
}
< ∞, then, there exists a constant C1 > 0, such that, for n ∈ I sufficiently
large and t ≤ n/4,
E {Vt} ≤ C n
t`/2
.
(ii) If
∑
m≥` pm > 0, then, there exist constants C2,K2 > 0, such that, for n ∈ I sufficiently
large, and C2 ≤ t ≤ n/(4(`+ 1)),
E {Vt} ≥ K−12
n
t`/2
.
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(iii) If E
{
ξ`+1
}
< ∞, then there exists a constant K3 > 0 such that, for all n ∈ I, 0 < t <
(n− 1)/4, we have
Var(Vt) ≤ (1 +K3t(3−`)/2)E {Vt}+K3
(
nt−` +
√
nt1−` + t2−`
)
.
Proof. The bounds on the mean in (i) and (ii) immediately follow from (27) and the bounds in
(25) using the tail bounds in Theorems 1 and 2. In (iii), we may assume
∑
m≥` pm > 0, since,
otherwise, Vt = 0 almost surely. We then have
Var(Vt) ≤
2t′∑
m=t′
(I1(g`,m,m) + I2(g`,m,m)) + 2
2t′∑
m=t′
2t′∑
k=m+1
(I1(g`, k,m) + I2(g`, k,m)),
where
I1(g`, k,m) =
nP {Sn−k = 0}
kP {Sn = −1} P {Sk = −1}E
{
1N∗` ≥t|{v ∈ τk : N∗(v) = m,N∗` (v) ≥ t}|
}
,
(28)
and
I2(g`, k,m) = I2(k,m)P {N`(k) ≥ t}P {N`(m) ≥ t} .
In (28), ∗ is used on the right-hand side to indicate that the quantities are considered in the tree τk.
Combining the bounds in Theorem 1 and (26), there exists C1 > 0 such that
2t′∑
m=t′
2t′∑
k=m
I2(g`, k,m) ≤ C1(n+
√
nt+ t2)t−`.
Next, again using Theorem 1,
2t′∑
m=t′
2t′∑
k=m+1
I1(g`, k,m)
= E
{|{(v, w) ∈ τ2n : t′ ≤ N(v), N(w) ≤ 2t′, N`(v) ≥ t,N`(w) ≥ t, w ∈ τ(v), w 6= v}|}
≤ β`t(1−`)/2E
{|{(v, w) ∈ τ2n : t′ ≤ N(v) ≤ 2t′, N`(v) ≥ t, w ∈ τ(v), w 6= v}|}
≤ 2β`(`+ 1)t(3−`)/2E
{|{v ∈ [n] : t′ ≤ N(v) ≤ 2t′, N`(v) ≥ t}|}
= 2β`(`+ 1)t
(3−`)/2E {Vt} .
Finally,
∑2t′
m=t′ I1(g`,m,m) = E {Vt}. This concludes the proof. 
Proof of Theorem 5. The upper bounds (20) and (22) follow immediately from Propositions 5 and
6. For the lower bound in (21), let ` ≥ 3, and note that, by Chebyshev’s inequality, using the
bounds in the previous proposition, for t and n sufficiently large with t ≤ n/(4(`+ 1)),
P {Vt = 0} ≤ P {|Vt −E {Vt} | ≥ E {Vt}} ≤ Var(Vt)
E {Vt}2
≤ 1 +K3
E {Vt}+K
2
2K3
(
1
n
+
t
n3/2
+
t2
n2
)
.
Now, (21) follows upon choosing t = cn2/` with c > 0 sufficiently small. For the lower bound in
(22) note that, for ε > 0, there exists n3 > 0 such that, for all n ≥ n3, we have P {H ≥ ε
√
n} ≥
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1− ε. Hence, for n3 ≤ m ≤ n,
P
{
max
v∈[n]
min
1≤i≤`
H∗(κ(v)i) ≥ ε√m
}
≥ P
{
max
v∈[n]
min
1≤i≤`
H∗(κ(v)i) ≥ ε√m,max
v∈[n]
N`(v) ≥ m
}
≥
n∑
j=1
n∑
m′=m
P
{
min
1≤i≤`
H∗(κ(j)i) ≥ ε√m,N`(j) = m′, N`(j′) < m for all 1 ≤ j′ < j
}
≥ (1− ε)`P
{
max
v∈[n]
N`(v) ≥ m
}
.
Hence, the lower bound in (22) follows from the lower bound in (20) upon choosing m = c1n2/`
in the last display with c1 > 0 sufficiently small. 
6. THE HEAVY PATH
In this section, we study V(1∗). We set Ln = |V(1∗)| − 1 as in the introduction. Recall from
Section 1.2 (i), that the scaling limit of conditional Galton-Watson trees is the continuum random
tree. More precisely, with the depth-first search process (Dt)0≤t≤2n−2 defined in Section 1.1 and
endowing the space of continuous functions with the supremum norm, we have,(
Dt(2n−2)√
n
)
0≤t≤1
d−→ 2
σ
· e,(29)
where e is a standard Brownian excursion. This is Aldous’s Theorem 2 [3]. As already indicated
in the introduction, the heavy path can be defined in the continuum random tree making use of
its definition based on Brownian excursion. Therefore, using (29), convergence of n−1/2Ln boils
down to an application of the continuous mapping theorem. The technical steps in this context
leading to the following theorem are intricate and of entirely different flavor than the arguments
in the rest of the paper. Therefore, we defer the analysis to Appendix D. A representation of
the limiting random variable, also stated in Appendix D, leading to the explicit formula for the
moments relies on arguments from self-similar fragmentation processes, in particular, on the work
of Bertoin [12, 13] and Carmona, Petit and Yor [18].
Theorem 6. As n→∞, in distribution and with convergence of all moments,
Ln√
n
→ 2
σ
· T∞,
where, for k ≥ 1,
E
{
T k∞
}
=
k!
Φ(12) · · ·Φ(k2 )
,
with Φ(q) = 4√
pi
· 2F1
(−12 , 32 − q; 12 ; 12) , q > 0. Here, 2F1 denotes the standard hypergeometric
function. The distribution of T∞ is characterized by the stochastic fixed-point equation (39).
Remark. It turns out that, in distribution, T∞ =
∫∞
0 e
− 1
2
ξ(t)dt for some non-negative subordi-
nator ξ(t), t ≥ 0. In Theorem 7, we also state functional limit theorems (after rescaling) for the
quantities
Pn(k) = {N(v) : v has distance k from the root and κ(v) = 1 . . . 1}, k ≥ 1
and Qn(`) = inf{k ≥ 0 : Pn(k) ≤ `}, 1 ≤ ` ≤ n. See Displays (36) and (37). The limiting
functions can be expressed in terms of ξ involving a random time-change.
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It is natural to compare Ln to the height Hn. In particular, since Ln ≤ Hn, the bound (2) on the
tail of Hn also applies to the right tail of Ln. From (1), it follows that the limit law for the height
of τn has very little mass at zero:
lim
x→0
lim
n→∞x
2 logP
{
Hnσ ≤ x
√
2n
}
= lim
x→0
x2 logP
{√
2 sup
t∈[0,1]
e(t) ≤ x
}
= −pi2.
Our next result shows that the decay of the distribution function of T∞ is considerably slower.
Still, all its derivatives vanish at 0.
Proposition 9. We have
1
log 2
≤ lim inf
x→0
− logP {T∞ ≤ x}
log2 x
≤ lim sup
x→0
− logP {T∞ ≤ x}
log2 x
≤ 2
log 2
.
The proof of the proposition relies on sandwiching the random variable Ln/
√
n between two
quantities admitting series representations of the form
∑∞
i=0 ρ
iYi for some 0 < ρ < 1 and a
sequence of independent and identically distributed random variables Y1, Y2, . . . It is presented in
Appendix C.
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APPENDIX A: PROOFS OF THEOREMS 1 AND 2
From (6) and (7), it follows that there exists ω1 > 0 such that
sup
k>0,k∈Nh−n
1
k
P {|T1|+ . . .+ |Tk| = n} ≤ ω1n−3/2.(30)
Similarly, there exist n5 ∈ N and ω2 > 0 such that, for all n ≥ n5 and k ≤
√
n with n− k ∈ Nh,
1
k
P {|T1|+ . . .+ |Tk| = n} ≥ ω2n−3/2.(31)
The following two lemmas provide the tools necessary to prove both theorems.
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Lemma 3. For all `, t, n ≥ 1 and 1 ≤ k < `,
P {|T1| ≥ t, . . . , |T`| ≥ t, |T1|+ . . .+ |T`| = n} ≤ ω
`
116
`−1
n3/2t(`−1)/2
,
and
P {|T1| ≥ t, . . . , |Tk| ≥ t, |T1|+ . . .+ |T`| = n} ≤ ω
k+1
1 16
k(`− k)
n3/2t(k−1)/2
1√
min(kt, `− k) .
Lemma 4. There exists c1 > 0, C1 > 0 satisfying the following property: for all ` ≥ 1, there
exists n6 = n6(`), such that, for all n ≥ n6 with n− ` ∈ Nh, and C1 ≤ t ≤ n/`− C1,
P {|T1| ≥ t, . . . , |T`| ≥ t, |T1|+ . . .+ |T`| = n} ≥ c
`
1
n3/2t(`−1)/2
.
Similarly, for 1 ≤ k < `, there exist constants c˜1, C˜1 (depending on k, `), such that, for n suffi-
ciently large with n− ` ∈ Nh, and C˜1 ≤ t ≤ n/k − C˜1,
P {|T1| ≥ t, . . . , |Tk| ≥ t, |T1|+ . . .+ |T`| = n} ≥ c˜1
n3/2t(k−1)/2
.
The two lemmas rely on the following simple result.
Lemma 5. There exists a constant χ > 0 such that, for all a, b ≥ 1, n ≥ 2 with a + b ≤ n, we
have
χ
n3/2
√
max(a, b)
≤
n−b∑
k=a
(k(n− k))−3/2 ≤ 16
n3/2
√
min(a, b)
Proof. Both bounds follow easily from an application of the Euler-Maclaurin-formula using the
symmetry of the sequence. 
Proof of Lemma 3. Let S` := {(x1, . . . , x`) : x1, . . . , x` ≥ t, x1 + . . .+ x` ≤ n− t}. Using (30),
we have
P {|T1| ≥ t, . . . , |T`| ≥ t, |T1|+ . . .+ |T`| = n}
=
∑
(k1,...,k`−1)∈S`−1
P {|T1| = k1, . . . , |T`−1| = k`−1, |T`| = n− k1 − . . .− k`−1}
≤ ω`1
∑
(k1,...,k`−1)∈S`−1
(k1 · · · k`−1(n− k1 − . . .− k`−1))−3/2.
Applying Lemma 5 multiple times,∑
(k1,...,k`−1)∈S`−1
(k1 · · · k`−1(n− k1 − . . .− k`−1))−3/2
=
∑
(k1,...,k`−2)∈S`−2
(k1 · · · k`−2)−3/2
∑
t≤k`−1≤n−t−k1−...−k`−2
(k`−1(n− k1 − . . .− k`−1))−3/2
≤ 16√
t
∑
(k1,...,k`−2)∈S`−2
(k1 · · · k`−2(n− k1 − . . .− k`−2))−3/2
≤ 16
`−1
n3/2t(`−1)/2
.
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This shows the first inequality. Next, using the first inequality, (31), and Lemma 5,
P {|T1| ≥ t, . . . , |Tk| ≥ t, |T1|+ . . .+ |T`| = n}
=
n−(`−k)∑
j=kt
P {|T1| ≥ t, . . . , |Tk| ≥ t, |T1|+ . . .+ |Tk| = j}P {|Tk+1|+ . . .+ |T`| = n− j}
≤ ω
k+1
1 16
k−1(`− k)
t(k−1)/2
n−(`−k)∑
j=kt
(j(n− j))−3/2
≤ ω
k+1
1 16
k(`− k)
t(k−1)/2n3/2
1√
min(kt, `− k) .
This concludes the proof. 
Proof of Lemma 4. Let n − ` ∈ N and n be sufficiently large. Upon choosing C1 ≥ n5 large
enough such that I ∩ {C1, C1 + 1, . . .} = (Nh+ 1) ∩ {C1, C1 + 1, . . .}, for C1 < t < n/`−C1,
we have the identity
P {|T1| ≥ t, . . . , |T`| ≥ t, |T1|+ . . .+ |T`| = n}
=
∑
(k1,...,k`−1)∈S`−1,ki∈Nh+1
P {|T1| = k1, . . . , |T`−1| = k`−1, |T`| = n− k1 − . . .− k`−1}
≥ ω`2
∑
(k1,...,k`−1)∈S`−1,ki∈Nh+1
(k1 · · · k`−1(n− k1 − . . .− k`−1))−3/2.
Assume h = 1. Then, following the same lines as in the previous proof and using the lower bound
in Lemma 5, we deduce that the right hand side is bounded from below by (ω2χ)`n−3/2t(1−`)/2.
The general case h > 1 follows similarly and we do not present the straightforward modifications.
Next, with C1 as before and C˜1 ≤ t ≤ n/k− C˜1 for sufficiently large C˜1 (in particular, C˜1 > C1),
and all n sufficiently large,
P {|T1| ≥ t, . . . , |Tk| ≥ t, |T1|+ . . .+ |T`| = n}
≥
n−(`−k)∑
j=(t+C1)k,j−k∈Nh
P
{
|T1| ≥ t, . . . , |Tk| ≥ t,
k∑
`=1
|Ti| = j
}
P {|Tk+1|+ . . .+ |T`| = n− j}
≥ c
k
1
t(k−1)/2
n−(`−k)∑
j=(t+C1)k,j−k∈Nh
(j(n− j))−3/2.
Now, let C2 > ` − k be minimal with n − C2 − k ∈ Nh. Then, the right hand side is bounded
from below by C−3/22 c
k
1t
(1−k)/2n−3/2. This concludes the proof. 
Proof of Theorem 1. We may assume n ∈ I and t ≥ 1. First,
P {Nk ≥ t} ≤
∑
`≥k
p`
(
`
k
)
P {|T1| ≥ t, . . . , |Tk| ≥ t, |T1|+ . . .+ |T`| = n− 1}
P {|T | = n} .
By Lemma 3,
P {Nk ≥ t} ≤ (16ω1)
k+1
P {|T | = n} t(k−1)/2(n− 1)3/2
1 + ∑
`≥k+1
p``
k(`− k)
(min(kt, `− k))1/2
 .
Since E
{
ξk+1
}
< ∞, the second factor in this display is bounded. Inequality (15) now follows
by approximating P {|T | = n} with the help of (5) and (8).
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To move from Nk to Nk+, note that, for non-negative numbers u1, . . . , un, t, in order to
have u1 + . . . + un ≥ t, we need to have max(u1, . . . , un) ≥ t/n. Thus, P {Nk+ ≥ t} ≤
P
{
Nk ≥ t(ξ − k + 1)−1
}
. As above,
P {Nk+ ≥ t} ≤ P {ξ ≥ t+ k}+ (P {|T | = n})−1·
t+k−1∑
`=k
p`
(
`
k
)
P
|T1| ≥ t`− k + 1 , . . . , |Tk| ≥ t`− k + 1 ,∑`
j=1
|Ti| = n− 1
 .
The second summand is bounded from above by
(16ω1)
k+1
P {|T | = n} t(k−1)/2(n− 1)3/2
[
1 +
t+k−1∑
`=k+1
p``
k(`− k + 1)(k+1)/2
min(kt/(`− k + 1), `− k))1/2
]
.
SinceE
{
ξ(3k+1)/2
}
<∞, using the same ideas as above, the last term is at most of order t(1−k)/2.
Further, by Markov’s inequality, using Proposition 2,
P {ξ ≥ t+ k} ≤
E
{
ξ
(k−1)/2

}
(t+ k)(k−1)/2
= O
(
E
{
ξ(k+1)/2
}
(t+ k)(1−k)/2
)
.
The claim follows. 
Proof of Theorem 2. Let ` ≥ 2 and λ = min{i ≥ ` : pi > 0}. Then,
P {N` ≥ t} ≥ pλ(P {|T | = n})−1P {|T1| ≥ t, . . . , |T`| ≥ t, |T1|+ . . .+ |Tλ| = n− 1} .
For sufficiently large n, under the conditions of the theorem, the right hand side is non-zero. The
assertion follows immediately from Lemma 4. 
It remains to verify the claim in the remark following Theorem 2, that is, for some ε > 0,
we have limn→∞ supt≤εnP {Nk ≥ t} t
k−1
2 = ∞ if E{ξk} = ∞. To this end, assume that n
is sufficiently large and ε1n ≤ t ≤ ε2n for some (small) 0 < ε1 < ε2 < 1 depending on the
offspring distribution and k but not on n. Furthermore, let C > 0 and K chosen in such a way that∑K
`=k+1 p`
(
`
k
) ≥ C. We also suppose that h = 1 for the sake of presentation. Then, using Lemma
4, there exists c > 0 such that
P {Nk ≥ t}P {|T | = n}
≥
K∑
`=k+1
p`
(
`
k
)
P
|T1| ≥ t, . . . , |Tk| ≥ t, |Tk+1| ≤ t`− k , . . . , |T`| ≤ t`− k ,∑`
j=1
|Tj | = n− 1

=
K∑
`=k+1
p`
(
`
k
) ∑
0≤ck+1,...,c`
≤t/(`−k)
P
{
|T1| ≥ t, . . . , |Tk| ≥ t,
k∑
j=1
|Tj | = n− 1−
∑`
j=k+1
cj
} `−1∏
m=k
P {|T | = cm+1}
≥ cn−3/2t(1−k)/2
K∑
`=k+1
p`
(
`
k
) ∑
0≤ck+1,...,c`≤t/(`−k)
∏`
m=k+1
P {|T | = cm}
= cn−3/2t(1−k)/2
K∑
`=k+1
p`
(
`
k
)(
P
{
|T | ≤ t
`− k
})`−k
.
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Using the well-known asymptotic expansion of P {|T | = n}, it follows that, for any sequence
t = t(n) with ε1n ≤ t ≤ ε2n,
lim inf
n→∞ P {Nk ≥ t} t
(k−1)/2 = cCα−1.
The assertion follows since C was chosen arbitrarily.
APPENDIX B: PROOF OF PROPOSITION 4
We need the following result augmenting Corollary 3.
Lemma 6. As n→∞, n ∈ Nh+ 1,
(i) if E
{
ξ3
}
<∞, then E{√N2 logk(N2 ∨ 1)} = Θ(logk+1 n), k ∈ N0,
(ii) if E
{
ξ7/2
}
<∞, then E{√N2+ logk(N2+ ∨ 1)} = Θ(logk+1 n), k ∈ N0,
(iii) if E
{
ξ7/2
}
< ∞, then, for all k ∈ N0, there exist constants κ(k)1 ≥ κ(k)2 ≥ 0 such that,
for all n sufficiently large,
−κ(k)1 logk n ≤ E
{√
N1 log
kN1
}
−√n logk n ≤ −κ(k)2 logk n.
Proof. (i) and (ii) follow as in the the proof of Corollary 3 using that the inverse function of
g(x) =
√
x logk(x ∨ 1) is of the order x2 log−2k(x) as x → ∞. In order to prove (iii), note that,
by (i), there exist constants c1, C1 > 0 such that, for all n ≥ 1, n ∈ I , c1
√
n− 1 ≤ E {N2+} ≤
C1
√
n− 1 for all n ≥ 1. By Jensen’s inequality, for n ≥ 2, n ∈ I,
E
{√
N1
}
≤
√
n− 1−E {N2+} ≤
√
n− 1− c1
√
n− 1 = √n− 1− c1 +O(n−1/2).
This shows the existence of κ(0)2 . We may choose κ
(k)
2 = κ
(0)
2 for all k ≥ 1 since N1 ≤ n. Next,
E
{√
N1
}
=
√
n− 1E
{√
1−N2+/(n− 1)
}
≥ √n− 1
(
1− E {N2+}
n− 1
)
≥ √n− 1− C1.
Thus, we can choose κ(0)1 = C1. We move on to the lower bound for k ≥ 1. First,
E
{√
N1 log
kN1
}
≥ √n− 1E
{
logkN1
}
−E
{
N2+ log
kN1
}
/
√
n− 1
≥ √n− 1E
{
logkN1
}
− C1 log n.
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Hence, it is enough to show that E
{
logkN1
}
= logk n+ O(n−1/2 logk n). To this end, for all n
sufficiently large, with β2+ as in Theorem 1,
E
{
logkN1
}
=
∫ logk(n−1)
0
P
{
logk(n− 1−N2+) ≥ t
}
dt
= logk(n− 1)− k
∫ n−1
1
s−1 logk−1(s)P {N2+ ≥ n− 1− s} ds
≥ logk(n− 1)− β2+k
∫ n−1
1
s−1 logk−1(s)(n− 1− s)−1/2ds
= logk(n− 1)− β2+k(n− 1)−1/2
∫ 1
1/(n−1)
t−1(1− t)−1/2 logk−1(t(n− 1))dt
≥ logk(n− 1)− β2+k(n− 1)−1/2
(√
2
∫ 1
1/(n−1)
t−1 logk−1(t(n− 1))dt
+ logk−1(n)
∫ 1/2
0
t−1/2(1− t)−1dt
)
= logk(n− 1)− β2+(n− 1)−1/2(
√
2 logk(n− 1) + 4k logk−1(n)).
This concludes the proof. 
Proof of Proposition 4. Throughout the proof, keeping track of the size of τn in the notation, let
Ri(n) = |V
(
(1∗2)i1∗
) | and ri(n) = E {Ri(n)} for i ≥ 0. Then, in distribution, Ri(n) =
Ri(N1) +Ri−1(N2) + 1, where (Ri(n))n≥0, (Ri−1(n))n≥0, (N1, N2) are independent. We prove
the lower bounds by induction on i ≥ 1 starting with i = 1. From Lemma 6 (i), we know that
E {r0(N2)} ≥ c1 log n for some c1 > 0 and all n ≥ 1. Assume that r1(k) ≥ c
√
k log k for all
k ≤ n− 1 where cκ(1)1 < c1. Then, using Lemma 6 (iii),
r1(n) = E {r1(N1)}+E {r0(N2)}+ 1 ≥ cE
{√
N1 logN1
}
+ c1 log n
≥ c√n log n− (cκ(1)1 − c1) log n
≥ c√n log n.
Therefore, r1(n) = Ω(
√
n log n). The general proof runs along the same lines where we only
need to replace E {r0(N2)} ≥ c1 log n by E {ri−1(N2)} ≥ ci logi n for a suitable ci > 0. The
upper bound can be proved by the same inductive argument.
We move on to (ii) and abbreviate Gi(n) = |V
(
(1∗2)i1∗(3+)N∗
) | and gi(n) = E {Gi(n)}. In
distribution, G0(n) = G0(N1)+N3+ +1, where (N1, N3+), (G0(n))n≥0 are independent. Recall
that E {N3+} ≤ C1 log n for some C1 > 0 and all n ≥ 1. Assume that g0(k) ≤ C
√
k log k for
some C > C1/κ
(1)
2 and all k ≤ n− 1. Then, for n sufficiently large, using Lemma 6 (iii),
g0(n) ≤ E {g0(N1)}+ C1 log n+ 1 ≤ C
√
n log n+ C1 log n− Cκ(1)2 log n+ 1 ≤ C
√
n log n.
The corresponding lower bound follows along the same lines. For i ≥ 1, we have the distributional
recurrence Gi(n) = Gi(N1) + Gi−1(N2) + 1, where (Gi(n))n≥0, (Gi−1(n))n≥0, (N1, N2) are
independent, which is of the same form as the recurrence for Ri(n). Thus, the same arguments as
applied to Ri(n) conclude the proof of (ii). The proof of (iii) runs along the same lines and is thus
omitted.
Finally, let us consider V({2+}∗). Let L ≥ 1 (to be chosen later) and τ ′ be the subtree con-
sisting of all nodes in V({2+}∗) with subtree size at most L. Then |V ({2+}∗)| ≤ |τ ′|(1 + L).
Define %n as the largest value of k such that Nk ≥ L. With T1, T2, . . . , ζ as in Proposition 2, let
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1 ≤ % ≤ ζ − 1 be maximal with |T(%:ζ−1)| ≥ L. (Set % = 0 if |Ti| < L for all 1 ≤ i ≤ ζ − 1.)
Then, by Proposition 2, %n → %+1 in distribution. SinceE
{
ξ2
}→ E{ζ2} by Proposition 2 and
%n ≤ ξ, we deduce E {%n} → E {%} + 1. Obviously, % → 0 in probability as L → ∞. Again,
since E
{
ξ3
}
< ∞, this convergence also holds in mean. Thus, upon choosing L sufficiently
large, we may assume that q := supn≥1E {%n} < 2. Now, in probability, the size of the tree τ ′ is
bounded from above by the size of a branching process with offspring mean at most q− 1. Hence,
E {|τ ′|} is uniformly bounded. 
APPENDIX C: PROOF OF PROPOSITION 9
The proofs uses the following lemma.
Lemma 7. Let Y1, Y2, . . . be a sequence of non-negative, independent and identically distributed
random variables with finite second moment. Let Zρ =
∑∞
i=0 ρ
iYi for 0 < ρ < 1.
(i) Assume that, for all x ≤ x0 and some ε, α > 0, we have P {Y1 ≤ x} ≥ εxα. Then,
lim sup
x→0
− logP {Zρ ≤ x}
log2 x
≤ α
log 1/ρ
.
(ii) Assume that, for all x ≤ x0 and some ε, α > 0, we have P {Y1 ≤ x} ≤ εxα. Then,
lim inf
x→0
− logP {Zρ ≤ x}
log2 x
≥ α
2 log 1/ρ
.
Proof. We start with (i). Fix 0 < ρ < 1, let D > 0 and ZD(t) =
∑∞
i=−bD log tc ρ
iYi. Then
E {ZD(t)} = t−bD log ρcE {Y1} /(1 − ρ) and Var(ZD(t)) = t−2bD log ρcVar(Y1)/(1 − ρ2). Thus,
if D > (− log ρ)−1, then, by Chebyshev’s inequality,
P {ZD(t) ≤ t} → 1, t→ 0.
Next,
P

−bD log tc∑
i=0
ρiYi ≤ t
 ≥ P
{
Y1 ≤ t∑−bD log tc
i=0 ρ
i
}−bD log tc+1
≥ P {Y1 ≤ (t(1− ρ))}−bD log tc+1
≥ (t(1− ρ))−α(bD log tc−1)ε−bD log tc+1.
Combining the two bounds proves (i). We move on to (ii). Let 0 < C < −(log ρ)−1. Then,
assuming 0 < x0, ε < 1, for all t ≤ x0,
P {Zρ ≤ t} ≤ P

−bC log tc∑
i=0
ρiYi ≤ t
 ≤
−bC log tc∏
i=0
P
{
Y1 ≤ ρ−it
}
≤ ε−C log tt−Cα log t
−bC log tc∏
i=0
ρ−iα
≤ ε−C log t exp
(
−Cα log2 t− α log ρC
2 log2 t+ C log t
2
)
.
By continuity, the inequality remains valid for C = −(log ρ)−1, and we choose this value to
optimize the bound. 
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Proof of Proposition 9 (Lower bound). Fix 0 < δ < 1/2 non-algebraic and c := 1/(1 − δ). (In
particular, (1 − δ)in /∈ N for all i, n ≥ 1.) For i ≥ 0, let ei ∈ {1}∗ be the vector of length i
and σi := σi(n) := inf{j ≥ 0 : N∗(ej) ≤ (1 − δ)in}. Then Ln = σdlogc ne − 1. The crucial
observation is that there exist C1, C2 > 0 such that, for all n ≥ C1 and j ≤ blogc n − C2c, we
have, stochastically,
σj ≤
j∑
i=1
Gi,(32)
where G1, G2, . . . is a sequence of independent geometrically distributed random variables on
{1, 2, . . .} and Gi has success parameter β∗2/
√
δ(1− δ)i−1n. Taking (32) for granted, we obtain,
in a stochastic sense,
Ln = σblogc n−C2c + (Ln − σblogc n−C2c) ≤ (1− δ)−C2−1 +
blogc n−C2c∑
i=1
Gi.
A simple direct computation using nothing but 1 + x ≤ ex, x ∈ R, shows that a geometrically
distributed random variable with success probability 0 < p < 1 is stochastically smaller than
1 + E/p where E has the standard exponential distribution. It follows that, in probability,
Ln ≤
dlogc ne∑
i=1
(1 +
√
δn(β∗2)
−1(1− δ)i/2Ei) + (1− δ)−C2−1,
where E1, E2, . . . is a sequence of independent random variables each of which having the stan-
dard exponential distribution. Hence, in probability,
β∗2(Ln − (1− δ)−C2−1 − dlogc ne)√
δn
≤
∞∑
i=0
(1− δ)i/2Ei.
It follows that T∞ ≤ σ
√
δ
2β∗2
∑∞
i=0(1 − δ)i/2Ei stochastically. From here, the lower bound on the
limit inferior follows from the previous lemma.
It remains to prove the bound (32). Let t ∈ N, j ≥ 0 and n ∈ I . Then,
P {σj+1 ≥ t} −P {σj ≥ t}
=
t−1∑
k=0
b(1−δ)jnc∑
`=d(1−δ)j+1ne
P {σj+1 ≥ t|N∗(ek) = `, σj = k}P {N∗(ek) = `, σj = k}
=
t−1∑
k=0
b(1−δ)jnc∑
`=d(1−δ)j+1ne
P
{
N˜(`, t− k − 1) > (1− δ)j+1n
}
P {N∗(ek) = `, σj = k} ,
where (N˜(`, i))i≥0 is distributed like (N∗(ei))i≥0 but in the tree τ`. For any (1− δ)j+1n < m ≤
` ≤ b(1− δ)jnc and i ≥ 1, we have
P
{
N˜(`, i) ≤ (1− δ)j+1n|N˜(`, i− 1) = m
}
= P
{
N˜2+(m) ≥ m− (1− δ)j+1n
}
.
Now we specify C1 and C2 in order to apply Theorem 2. First, let C2 be large enough such that
(1− δ)1−C2 ≥ max{n2, (2s2 + 3)/(1− 2δ)} with n2, s2 as in Theorem 2. Then, let C1 = cC2+2.
By Theorem 2, for all n ≥ C1 and j ≤ blogc n − C2c − 1, the right hand side of the last display
is bounded from below by β∗2(m− (1− δ)j+1n)−1/2 ≥ β∗2(δ(1− δ)jn)−1/2. Since (N˜(`, i))i≥1
32 L. DEVROYE, C. HOLMGREN, AND H. SULZBACH
is a Markov chain, we have
P {σj+1 ≥ t} −P {σj ≥ t}
≤
t−1∑
k=0
b(1−δ)jnc∑
`=d(1−δ)j+1ne
(
1− β
∗
2√
δ(1− δ)jn
)t−k−1
P {N∗(ek) = `, σj = k}
≤
t−1∑
k=0
(
1− β
∗
2√
δ(1− δ)jn
)t−k−1
P {σj = k} .
Hence, P {σj+1 ≥ t} ≤ P {σj +Gj+1 ≥ t} where σj and Gj+1 are independent. Iterating the
argument concludes the proof. 
Proof of Proposition 9 (Upper bound). First of all, since the scaling limit T∞ does not depend on
the offspring distribution, we may assume that p0 = p2 = 1/2. In particular, σ = 1. Next, let
{Ui,j : i, j ≥ 1} be a family of independent random variables with the uniform distribution on
[0, 1]. Let 2 < a′ < a be non-algebraic. For i ≥ 1, define
Qi = |{j ≥ 0 : N∗(ej) ∈ (na−i, na−i+1]},
Ri = min
t ∈ N :
t∑
j=1
β22U
−2
i,j ≥ n(mi − a−i)
 , mi = a−i+1a′ .
Fix k ∈ N (large). We will show that for all n sufficiently large, stochastically,
k∑
i=1
Qi ≥
k∑
i=1
Ri.(33)
For now, let us use this bound to conclude the proof of the proposition. Note that the random
variable U−21,1 is in the domain of attraction of a non-negative stable distribution with index 1/2.
More precisely, for some c > 0,
n−2
n∑
j=1
U−21,j
d−→ S, logE
{
eiλS
}
= −c|λ|1/2(1− i sign(t)).
The limit law is the Levy distribution with density
√
c/(2pi)x−3/2e−c/(2x) on [0,∞). A straight-
forward computation shows that S−1/2 is distributed like c−1/2|N |, where N has the standard
normal distribution. In particular, for any x > 0, as n→∞,
P
{
Ri/
√
n ≥ x}→ P{(mi − a−i)1/2(cβ22)−1/2|N | ≥ x} .
It follows that, for x > 0,
P {T∞ ≤ x/2} = lim
n→∞P
{
Ln ≤ x
√
n
} ≤ lim sup
n→∞
P
{
k∑
i=1
Qi ≤ x
√
n
}
≤ lim
n→∞P
{
k∑
i=1
Ri ≤ x
√
n
}
= P
{
k∑
i=1
(cβ22)
−1/2(mi − a−i)1/2|Ni| ≤ x
}
= P
{
(cβ22)
−1/2(a/a′ − 1)1/2
k∑
i=1
a−i/2|Ni| ≤ x
}
,
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where N1,N2, . . . are independent standard normal random variables. Since the left hand side
does not depend on k, we may substitute k = ∞ on the right hand side. The previous lemma
concludes the proof since we can choose a > 2 arbitrarily.
It remains to prove (33). To this end, for i ≥ 1, define Pi = max{N(j) : N(j) ∈
[nmi, na
−i+1]}. Subsequently, assume that n ≥ 4aka′/(a′ − 2). Then, since for all non-leafs
v ∈ [n], we have N∗(κ(v)1) ≥ (N(v) − 1)/2, a simple computation shows that the quantities
P1, . . . , Pk are well-defined. Let t > 0. Then,
P
{
k∑
i=1
Qi ≥ t
}
=
bna−k+1c∑
x=dnmke
P
{
k∑
i=1
Qi ≥ t, Pk = x
}
=
bna−k+1c∑
x=dnmke
∑
`≥0
P
{
Qk ≥ t− `,
k−1∑
i=1
Qi = `
∣∣∣∣Pk = x
}
P {Pk = x} .
Observe that, conditionally on Pk = x, the random variables (Q1, . . . , Qk−1), Qk are independent.
Hence,
P
{
k∑
i=1
Li ≥ t
}
=
∑
`≥0
bna−k+1c∑
x=dnmke
P
{
Qk ≥ t− `
∣∣∣∣Pk = x}P
{
k−1∑
i=1
Qi = `
∣∣∣∣Pk = x
}
P {Pk = x} .
The crucial observation is that, conditionally on Pk = x, the random variable Qk is stochastically
larger than Rk. To see this, note that, by Theorem 1, we know that N2 ≥ β22U−21,1 in probability.
Hence, for any dnmke ≤ x ≤ bna−k+1c and y ≥ 1, using the notation from the previous proof,
we deduce
P {Qk ≥ y|Pk = x} = P
{
N˜(x, y) > na−k
}
≥ P

y−1∑
j=1
β22U
−2
1,j < n(mk − a−k)
 = P {Rk ≥ y} .
We conclude
P
{
k∑
i=1
Qi ≥ t
}
≥
∑
`≥0
P {Rk ≥ t− `}
bna−k+1c∑
x=dnmke
P
{
k−1∑
i=1
Qi = `
∣∣∣∣Pk = x
}
P {Pk = x}
=
∑
`≥0
P {Rk ≥ t− `}P
{
k−1∑
i=1
Qi = `
}
= P
{
k−1∑
i=1
Qi +Rk ≥ t
}
.
Iterating gives the desired claim and finishes the proof. 
APPENDIX D: PROOF OF THEOREM 6
To keep this section self-contained, let us recall some definitions. For any discrete ordered
rooted tree T, the heavy path is defined as the unique path from the root to a leaf which always
continues in the largest subtree. Here, ties are broken considering the preorder index. It is easy
to read off the length of the heavy path from the depth-first search process encoding T since each
excursion above a level corresponds to a subtree. Thus, starting with the interval I0 := [0, 2|T|−2]
at time 0, given the interval Ii at time i ≥ 0, Ii+1 is chosen as the largest subinterval of Ii
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corresponding to an excursion above level i+1. We now extend the concept to arbitrary continuous
excursions. To this end, let
Cex := {f : [0, 1]→ R+0 continuous : f(0) = f(1) = 1}.
We always consider Cex endowed with the topology induced by the supremum norm ‖f‖ =
supt∈[0,1] |f(t)|.
Superlevel sets for excursions. Let V be the space of open subsets of [0, 1], where open refers
to the subspace topology of [0, 1] in R. For O1, O2 ∈ V , we define d(O1, O2) = dH(Oc1, Oc2),
where dH denotes the Hausdorff distance. For O ∈ V and a V-valued sequence On, n ≥ 0, we
have d(On, O)→ 0 if any only if λ(On∆O)→ 0 where A∆B := A\B∪B\A and λ denotes the
Lebesgue measure on [0, 1]. (V, d) is a compact metric space (hence Polish). Every element of V
uniquely decomposes in at most countably many disjoint open intervals.
For a function f ∈ Cex and t ≥ 0, the superlevel set Pf (t) = {s ∈ [0, 1] : f(s) > t} is open.
The V-valued process Pf := Pf (t), t ≥ 0 has the following properties
(i) Pf (t) ⊆ Pf (s) for 0 ≤ s ≤ t,
(ii) Pf is right-continuous, that is, Pf (t) = P+f (t) := lims↓t Pf (s) for all t ≥ 0,
(iii) Pf (t) = ∅ for all t large enough, and
(iv) x ∈ ∂Pf (t)⇒ x /∈ ∂Pf (s) for all 0 ≤ t < s.
Here, and subsequently, ∂O denotes the boundary of an open set O ⊆ [0, 1]. Conversely, for every
V-valued process Pt, t ≥ 0 satisfying (i)–(iii), we can define
fP(t) = sup{s ≥ 0 : t ∈ Ps},
and observe that Pt = PfP (t) for all t ≥ 0. Note that fP is lower semi-continuous. (A non-
negative function on [0, 1] is lower semi-continuous if and only if Pf (t) is open for all t ≥ 0.
Lower semi-continuous functions are the most natural class of functions in the context of tree
encodings. See, e.g. Duquesne [22] for a complete characterization.) Further, fP ∈ Cex if and only
Pt, t ≥ 0 satisfies (iv). In particular, lettingW be set of V-valued processes satisfying (i)–(iv), the
map f 7→ Pf is a bijection between Cex andW .
The heavy path construction. For O ∈ V , let m(O) denote the interval with largest length in
O. In case several intervals qualify, we choose the smallest of them with respect to the order 
defined for intervals I, I ′ by
I  I ′ :⇔ inf I ≤ inf I ′.
For a process P , we define a process P∗t , t ≥ 0 with P∗t ⊆ Pt for all t ≥ 0 as follows: set P∗0 = P0
and T0 = 0. Then, inductively, for n ≥ 0, given Tn and P∗t for all t ≤ Tn, let
Tn+1 = inf{t > Tn : m(P∗Tn ∩ Pt) ≤ 2−(n+1)},
P∗t = m(P∗Tn ∩ Pt), Tn < t < Tn+1,
P∗Tn+1 = m
(
lim
s↑Tn+1
P∗s ∩ Pt
)
.
T∞ := limn→∞ Tn is finite and bounded by inf{t ≥ 0 : Pt = ∅}. For t ≥ T∞, we set P∗t = ∅.
Then, P∗ ∈ W and P∗t is an interval for all t ≥ 0. We also define t∗ = limn→∞ inf P∗Tn and
t∗ = limn→∞ supP∗Tn . We call P trivial if Pt = ∅ for all t ≥ 0. For a non-trivial process
Pt, t ≥ 0, two scenarios are possible:
(i) Tn < T∞ for all n ≥ 1. Then, P∗t is continuous at T∞ and t∗ = t∗.
(ii) Tn = T∞ for some n ≥ 1. Then, P∗t is discontinuous at T∞ and t∗ < t∗.
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For f ∈ Cex, write P∗f for P∗ and T f∞ for T∞ when P = Pf . If f is the depth-first search
process of a discrete ordered rooted tree rescaled on the unit interval then T f∞ is the length of the
corresponding heavy path.
Remark. The sequence Tn, n ≥ 0 arising in the heavy path construction plays no role in
the sequel. We could replace the sequence 2−(n+1), n ≥ 0 in its definition by any monotonically
decreasing sequence αn, n ≥ 0 with αn → 0 and αn ≥ 2−(n+1). This leaves P∗ and T∞ invariant.
In fact, we could also let αn depend on P by setting αn = 12λ(P∗Tn).
Remark. The Brownian Continuum Random tree is obtained from a Brownian excursion e as
the quotient space [0, 1]/ ∼ where x ∼ y if e(x) = e(y) ≥ e(s) for all s ∈ [x, y]. In the standard
construction, the limiting object becomes a compact measured rooted metric space, a so-called real
tree, see [25, 35]. One could develop the heavy path theory more abstractly for real trees without
relying on encodings by continuous functions, but there is no need for this generalization in our
work.
Unfortunately, some technical issues arise in this construction. The map O → λ(m(O)) is
continuous, and so is (O,O′) 7→ O∩O′. Similarly, the mapO 7→ inf O (O 7→ supO, respectively)
is measurable and continuous at O ∈ V if and only if 0 ∈ O (1 ∈ O, respectively). The map
O → m(O) is measurable and continuous at O ∈ V if only if the largest interval in O is unique.
For any fixed t ≥ 0, the map f → Pf (t) is not continuous on Cex. The setW is not closed when
endowing the set of all V-valued processes with the topology of uniform convergence on compact
sets. The following important lemma contains a positive result in the converse direction. Here and
subsequently, we recall the definition of the modulus of continuity of a continuous function f on
[0, 1]:
ωf (ε) = sup
|s−t|≤ε
|f(t)− f(s)|, ε > 0.
By the Arzela-Ascoli theorem, for a family of continuous functions (fi) on [0, 1], we have
supi ωfi(ε) → 0 as ε → 0 if (fi) is relatively compact. (In other words, the family is uniformly
equicontinuous.)
Lemma 8. Let f, fn, n ≥ 1 be continuous excursions. Suppose that, uniformly on compact sets,
we have d((Pfn(t),Pf (t))→ 0. Then, ‖fn − f‖ → 0.
Proof. For ease of notation, abbreviate Pn := Pfn , n ≥ 1 and P := Pf . Fix ε > 0 and n large
enough such that d((Pn)t,Pt) ≤ ε for all 0 ≤ t ≤ ‖f‖. Fix t ∈ [0, 1] and let xn = fn(t). Suppose
that t ∈ ∂Pn(xn). Then, there exists t′n ∈ f−1({xn}) with |t′n − t| ≤ ε and t′n ∈ ∂P(xn). This
implies |f(t) − fn(t)| ≤ ωf (ε). If t /∈ ∂Pn(xn), then fn = xn on some closed interval In
containing t which may choose maximal. If sup In < t + 2ε, then, since sup In ∈ ∂Pn(xn), we
have |fn(t) − f(t)| ≤ |fn(sup In) − f(sup In)| + |f(sup In) − f(t)| ≤ 2ωf (2ε) from the first
part of the proof. The same bound follows if inf I > t − 2ε. Now, assume [t − 2ε, t + 2ε] ⊆ I .
Then, we must have f ≥ xn on [t− ε, t+ ε]. If f(t) 6= fn(t), since f > xn is not possible on the
entire interval [t− 2ε, t+ 2ε], there exists t′n ∈ [t− 2ε, t+ 2ε] with t′n ∈ ∂P(xn). As above, this
implies |f(t) − fn(t)| ≤ ωf (2ε). Since f is continuous, we have ωf (ε) → 0 as ε → 0 finishing
the proof. 
The Skorokhod space. Let (S, d) be a Polish space. By DS we denote the set of ca`dla`g functions
with values in S. A function f : [0,∞)→ S is called ca`dla`g if, for all t ≥ 0, it is right-continuous
at t and, for all t > 0, the left limit f(t−) := lims↑t f(s) exists. For every f ∈ DS , the set
of discontinuities {t ∈ [0,∞) : f(t) 6= f(t−)} is at most countable. DS is endowed with the
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Skorokhod topology: a sequence fn, n ≥ 1 converges to a function f if and only if there exists
a sequence of strictly increasing continuous functions λn : [0,∞) → [0,∞) such that λn → id
uniformly on [0,∞) and fn ◦ λn → f uniformly on compact sets. If fn → f in the Skorokhod
topology, and f is continuous at t ∈ [0,∞), then fn(t) → f(t). DS is a Polish space, and the
Borel-σ-algebra is generated by the family of projections pit : DS → S, pit(f) = f(t), t ≥ 0. All
these properties and more information on DS can be found in Billingsley’s book [15]. Again, one
can easily check that f 7→ Pf is not continuous on Cex. Further, W ⊆ DV is not closed. (∂W
contains processes generated by lower semi-continuous functions which are not even ca`dla`g.) The
following lemma is crucial.
Lemma 9. The set W ⊆ DV endowed with its relative topology is Polish. In particular, W is
measurable with respect to the Borel-σ-algebra on DV . Also, the map f 7→ Pf from Cex to DV is
measurable.
Proof. Let us first show that P 7→ fP is continuous regarded as mapW → Cex. To this end, let
P,Pn, n ≥ 1 be elements in W with Pn → P in the Skorokhod topology. Choose a sequence
λn, n ≥ 1 of strictly increasing continuous bijections on [0,∞) with λn → id uniformly on [0,∞)
andPn◦λn → P uniformly on compact sets. By Lemma 8, ‖fPn◦λn−fP‖ → 0. Hence, it remains
to show that ‖fPn◦λn −fPn‖ → 0. But for any P ′ ∈ W and any strictly increasing bijection λ, we
have fP ′◦λ = λ−1 ◦ fP ′ . Thus, ‖fPn◦λn − fPn‖ ≤ supt>0 |λ(t)− t| → 0. This shows the claimed
continuity.
In view of Lemma 8, for P,P ′ ∈ W , define
d∗(P,P ′) = ‖fP − fP ′‖+ dsk(P,P ′),
where dsk denotes any complete metric generating the Skorokhod topology on DV . (See [15] for
an explicit construction.) Since (DV , dsk) is separable, the same follows for (W, dsk). From the
continuity of P 7→ fP it follows that (W, d∗) is separable. If Pn, n ≥ 1 is Cauchy with respect
to d∗, then it is Cauchy with respect to dsk. Hence, there exists a dsk-limit P ′ ∈ DV . Further,
by definition and completeness of the supremum norm, there exists g ∈ Cex with ‖fP − g‖ → 0.
Clearly, this implies g = fP ′ . Hence, W is complete with respect to d∗. By construction, the
embeddingW → DV is continuous. Both measurability ofW and measurability of f 7→ Pf now
follow from the Lusin-Suslin theorem [31, Theorem 15.1]. 
Finally, one also has to verify measurability of the quantities arising in the construction of the
heavy path.
Lemma 10. The maps P 7→ T∞ and P → P∗ are measurable.
Proof. We keep track of more quantities in the construction. Set P(0)0 = P0. Inductively, for
n ≥ 0,
P(n)t := m(P(n)Tn ), t < Tn,
P(n)t := m(P(n)Tn ∩ Pt), t > Tn,
Tn+1 = inf{t > 0 : λ(P(n)t ) ≤ 2−(n+1)},
P(n+1)Tn+1 := m
(
P(n)Tn+1− ∩ Pt
)
.
(The third line is merely an observation.) Then, P∗t =
∑∞
i=0 1[Ti,Ti+1)(t)P(i)t . In order to show
that P → P∗ is measurable, we need to verify that, for all i ≥ 0, P → P(i) is measurable and that
Ti is a stopping-time with respect to the family of σ-algebras Ft = σ({pis : 0 ≤ s ≤ t}). (This
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means that {Ti ≤ t} ∈ Ft for all t ≥ 0.) This can be done by induction on i. Clearly, P(0)t is
measurable. T1 is a hitting-time of a closed set, therefore a stopping time by standard arguments.
Further, it is well-known that P → PT is measurable for any stopping-time T . Finally, the map
P 7→ P− := (Pt−), t ≥ 0 is measurable. Hence, P(1)t is measurable. Now, proceed inductively.
Measurability of P 7→ T∞ follows since T∞ is the limit of measurable functions. 
Continuity properties. For f ∈ Cex, define
Mf (x) = {(s, t) : 0 ≤ s < t ≤ 1, f(s) = f(t) = x, f > x on (s, t)}, x ≥ 0.
Now, let
C(1)ex = {f ∈ Cex : For all 0 ≤ x ≤ ‖f‖ there exists at most one pair (s, t) ∈Mf (x)
maximizing t− s}
and
C(2)ex = {f ∈ Cex : For all t ≥ 0 there exists at most one value x ∈ (P∗f (t))o
with f(x) = f(inf P∗f (t))}.
In a Brownian excursion, all local minima are strict and pairwise distinct. Hence, for all x ≥ 0,
the set Mfx contains at most two elements and e ∈ C(2)ex . It is well-known that every local minima
t does not decompose the interval (sup{s < t : e(s) > e(t)}, inf{s > t : e(s) > e(t)})
equidistantly. Hence, e ∈ C(1)ex . For f ∈ Cex, define
mf (t) := λ(P∗f (t)), t ≥ 0, ζf (t) := inf{s > 0 : mf (s) ≤ t}, t ∈ [0, 1].
The map t 7→ ζf (t) is continuous. Every point of discontinuity of P∗f (or, equivalently, of mf )
corresponds to an interval on which ζf is constant. For f ∈ Cex let Mf = {mf (t) : t ≥ 0}.
Further, for r ≥ 0 and f ∈ Cex, set
f∗r (t) := (f(t)− f(inf P∗f (r))1P∗f (r)(t).
Clearly, if f ∈ C(1)ex then f∗r ∈ C(1)ex , analogously for C(2)ex . We now set C∗ex = C(1)ex ∩ C(2)ex .
In the following lemma, recall that, for a ca`dla`g function f with values in a Polish space and
t > 0, we have set f(t−) := lims↑t f(s).
Lemma 11. Let fn, n ≥ 1 be a sequence of continuous excursions and f ∈ C∗ex. Suppose that
‖fn − f‖ → 0. Let r ∈ Mf with mf (ζf (r)−) ≥ 12mf (0). Then, there exists a sequence rn → r
with ζfn(rn)→ ζf (r) such that
d(P∗fn(ζfn(rn)),P∗f (ζf (r))→ 0,(34)
d(P∗fn(ζfn(rn)−),P∗f (ζf (r)−))→ 0,(35)
and ‖(fn)∗ζfn (rn) − f
∗
ζf (r)
‖ → 0.
Proof. It is easy to see that, for any r, s ∈ [0, 1] and f, g ∈ Cex, we have
|‖f∗r − g∗s‖ − ‖f − g‖| ≤
ωf (| inf Pf (ζf (r))− inf Pg(ζg(s)|) + ωf (| supPf (ζf (r))− supPg(ζg(s))|)
+ ωg(| inf Pf (ζf (r))− inf Pg(ζg(s))|) + ωg(| supPf (ζf (r))− supPg(ζg(s))|).
Hence, the final claim of the lemma is a direct implication of the remaining statements. If mf is
continuous at ζf (r), then we can simply choose rn = r. In this case, if r > mf (1/2), the asser-
tions (34), (35) even hold for general f ∈ Cex. The interesting case is when mf is discontinuous
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at ζf (r) which we assume from now on. Let α = inf Pf (ζf (r)−) and β = supPf (ζf (r)−).
Since f ∈ C∗∗ex there exists a unique strict minimum x of f on (α, β) such that, either, i)
Pf (ζf (r)) = (α, x), or, ii) Pf (ζf (r)) = (x, β). We have x 6= (α + β)/2 since x ∈ C∗ex. Let
α′ = (α + x)/2, β′ = (β + x)/2 and sn = inf{fn(s) : α′ < s < β′}. In case of i), let
xn = inf{α′ < y < β′ : f(y) = sn}, while, for ii), we set xn = sup{α′ < y < β′ : f(y) = sn}.
Now, let rn = mfn(sn). Then, for all n sufficiently large, there exist αn < xn < βn such that
Pfn(sn−) = (αn, βn) and, for i), Pfn(sn) = (αn, xn) while, for ii), Pfn(sn) = (xn, βn). We
also have αn → α, βn → β and xn → x. All statements follow readily. 
Proposition 10. The map f 7→ P∗f is continuous at every f ∈ C∗ex.
Proof. Let ε > 0 be small. Let f (0) = f and, recursively, f (`+1) = (f (`))∗ζ
f(`)
(1−ε). Define
s(`) = ζf (`)(1−ε) and β(`) =
∑`
k=0 s
(k). Assume that ‖fn−f‖ → 0 for a sequence of continuous
excursions fn, n ≥ 1. Denote by r(0)n the sequence from Lemma 11 with r = mf (1 − ε). Set
s
(0)
n := ζfn(r
(0)
n ) and f
(0)
n := fn. Then, for ` ≥ 0, inductively, f (`+1)n := (f (`)n )∗
s
(`)
n
, where
s
(`)
n = ζf (`)n
(r
(`)
n ) and r
(`)
n is the sequence from Lemma 11 based on the functions f (`), f
(`)
n , n ≥ 1
and r = mf (`)(1− ε). Let β(`)n =
∑`
k=0 s
(k)
n .
By Lemma 11, we have s(`)n → s(`), hence β(`)n → β(`) for all ` ≥ 0. Now, fix K large and
assume that n is sufficiently large such that s(`)n > 0 for all 0 ≤ ` ≤ K. Define λn(β(`)) = β(`)n
for all 1 ≤ ` ≤ K, and linear on interval [β(`), β(`+1)], 0 ≤ ` ≤ K−1. Extend λn to a continuous
bijection on [0,∞) by a straight line of slope one for t ≥ β(K). Clearly, λn → id uniformly
on [0, 1]. Fix ε′ > 0. By Lemma 11, for all n sufficiently large, for all 1 ≤ ` ≤ K we have
|d(P∗fn(β
(`)
n ),P∗f (β(`)))| ≤ ε′ and |d(P∗fn(β
(`)
n −),P∗f (β(`)−))| ≤ ε′. Hence, for those n,
sup
0≤t≤β(K)
|d(P∗fn ◦ λn(t),P∗f (t))| ≤ ε+ ε′.
By construction, for those large n,
sup
t>β(K)
|d(P∗fn ◦ λn(t),P∗f (t))| ≤ ωf ((1− ε)K) + ωfn((1− ε)K + 2ε′).
Since we choose both ε, ε′ arbitrarily small and K arbitrarily large, this finishes the proof. 
Proposition 11. The map f 7→ ζf is continuous at every f ∈ C∗ex. (Here, ζf is considered as
an element in the space of continuous functions on [0, 1] endowed with the supremum norm.) In
particular, f 7→ T f∞ is continuous at f ∈ C∗ex.
Proof. First of all, it is easy to see that, for all ε > 0 and f ∈ Cex, we have ωζf (ε) ≤ ωf (ε). Now,
suppose that ‖fn − f‖ → 0 with ∈ C∗ex. For ease of notation, let us abbreviate ζn := ζfn , n ≥ 1
and ζ = ζf . Clearly, ζn(1) = 0 for all n sufficiently large. Hence, by the Arzela-Ascoli theorem,
(ζn) is relatively compact. It suffices to prove that, for any t ∈ (0, 1), we have ζn(t) → ζ(t).
Assume that mf is continuous at ζf (t). Then mfn(ζf (t)) → mf (ζf (t)) = t. Clearly, for every
ε > 0 we can find t− ε < s < t such that mf is continuous at ζf (s). In particular, mfn(ζf (s))→
mf (ζf (s)) = s. This implies lim inf ζn(t) ≥ ζ(s). By continuity, it follows lim inf ζn(t) ≥ ζ(t).
Similarly, one shows lim sup ζn(t) ≤ ζ(t).
Now assume that mf is discontinuous at ζf (t). Then, there exist t′ ≤ t ≤ t′′ with t′ < t′′
such that ζf is constant on [t′, t′′]. For any ε > 0 there exists t′ − ε < s < t′ such that mf (s) is
continuous at s. By the first part, this implies ζn(s) → ζ(s). By monotonicity, lim sup ζn(t′) ≤
ζ(s). By continuity, this implies lim sup ζn(t′) ≤ ζ(t′). Similarly, lim inf ζn(t′′) ≥ ζ(t′′). Since
ζ(t′) = ζ(t′′) this implies ζn(x)→ ζ(x) for all x ∈ [t′, t′′]. 
THE HEAVY PATH APPROACH TO GALTON-WATSON TREES 39
Remark. It is important to note that neither of the two propositions holds for general f ∈ C(1)ex or
f ∈ C(2)ex ; both conditions are important. We can now apply the continuous mapping theorem. The
following result contains the first statement in Theorem 6. Note that the quantity T∞ in Theorem
6 equals T e∞ here.
Theorem 7. Let τn be a critical branching process with finite variance σ2.
(i) Let Ln be the length of the corresponding heavy path. Then, in distribution,
Ln√
n
→ 2
σ
· T e∞ .
(ii) For k ≥ 0, let Pn(k) be the size of the subtree rooted at the node on level k on the heavy
path. In distribution, in the Skorokhod topology on D[0,∞),
Pn(b·
√
nc)
n
→m 2
σ
e .(36)
(iii) For 0 ≤ ` ≤ n, let Qn(`) = inf{k ≥ 0 : Pn(k) ≤ `}. Then, in distribution, on the space
of continuous functions on [0, 1],
Qn(b· nc)√
n
→ 2
σ
· ζe .(37)
The heavy path in the Brownian Continuum tree. Interval decompositions governed by a Brow-
nian excursion can be studied with the help of self-similar fragmentations introduced by Bertoin
[13]. We recall a version of Definition 2 in this work: a V-valued process F (t), t ≥ 0 with ca`dla`g
paths is called self-similar with index α ∈ R, if
(1) F (0) = [0, 1], F (t) ⊆ F (s) for all t ≥ s ≥ 0;
(2) F (t) is continuous in probability at every t ≥ 0;
further, given F (t) = ∪Ij for t ≥ 0 and disjoint open intervals I1, . . .,
(3) the processes (F (t+ s) ∩ Ij)s≥0, j ≥ 1 are stochastically independent;
(4) for all j ≥ 1, F (t+ s)∩ Ij , s ≥ 0 is distributed like F (|Ij |αs), s ≥ 0 rescaled to fit on Ij .
Bertoin [13] observes that Pe is a self-similar fragmentation process with α = −1/2. Hence, the
same follows for P∗e . For t ≥ 0, let
%1(t) =
inf
{
u ≥ 0 : ∫ u0 √me(r)dr > t} , if t < ∫∞0 √me(r)dr
∞ otherwise.
It follows from [13, Theorem 2] that the V-valued ca`dla`g process H(·) := Pe(%1(·)) is a
homogeneous interval fragmentation, that is, a self-similar fragmentation process with index α =
0. (Here, and subsequently, we abbreviate Pe(∞) = H(∞) = ∅.) Homogeneous fragmentation
processes were studied in detail in another work of Bertoin [12]. In particular, by exploiting the
connection between interval fragmentations and exchangeable partitions of the natural numbers
[13, Lemmas 5 and 6], the arguments in the proof of Theorem 3 in [12] relying on a Poisson point
process construction reveal that ξ(·) := − log λ(H(·)) is a subordinator, that is, an increasing non-
negative ca`dla`g process with stationary and independent increments. By [12, Theorem 2], (the
distribution) of a homogeneous fragmentation process is characterized by a unique exchangeable
partition measure which is determined by an erosion coefficient c ≥ 0 and a Le´vy measure ν on
(0,∞) with the property that ∫∞0 min(x, 1)dν(x) <∞. We refer to [12] for a detailed discussion
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of this characterization and only use the following two results: first, by the arguments in [13,
Section 4], for P∗e , we have c = 0 and
ν(dx) = 2(2pix3(1− x)3)−1/21[1/2,1)(x)dx.
Second, by the arguments in the proof of Theorem 3 in [12] the Laplace transform
E {exp(−qξ(t))} , t, q ≥ 0 is given by exp(−tΦ(q)) with
Φ(q) =
∫ 1
1/2
(1− xq)dν(x).(38)
Summarizing, we obtain the following result, which is closely related to [13, Corollary 2].
Proposition 12. Let ξ(t), t ≥ 0 be a subordinator with E {exp(−qξ(t))} = exp(−tΦ(q)) as in
(38). For t ≥ 0, let
%2(t) =
inf
{
u ≥ 0 : ∫ u0 e− 12 ξ(r)dr > t} , if t < ∫∞0 e− 12 ξ(r)dr
∞ otherwise.
Then, exp(−ξ(%2(t))), t ≥ 0 and me(t), t ≥ 0 are identically distributed.
One can verify that
Φ(q) =
4√
pi
· 2F1
(
−1
2
,
3
2
− q; 1
2
;
1
2
)
,
where 2F1 denotes the standard hypergeometric function. In particular,
Φ
(
1
2
)
= 2
√
2
pi
(√
2− log(1 +
√
2)
)
.
Using recurrences for the hypergeometric function, one can also check that Φ(q)
√
pi is rational for
all q = (2`+ 1)/2, ` ∈ N, ` ≥ 1.
As discussed in [13, Section 4], the work of Carmona, Petit and Yor [18] yields explicit expres-
sions for the moments of T e∞ which concludes the proof of the Theorem 6. See also Theorem 2 in
Bertoin and Yor [14].
Proposition 13. T e∞ is distributed like
∫∞
0 exp(−12ξ(t))dt. For k ≥ 1,
E
{
(T e∞)
k
}
=
k!
Φ(12) · · ·Φ(k2 )
.
A family of perpetuities. Let 0 < r < 1. The dynamics of me(t), t ≥ 0 implies that
T e∞
d
= ζe(r) +
√
me(r)T
e∗
∞ ,(39)
where e∗ is an independent copy of e. In particular, T e∗∞ , (ζe(r),me(r)) are independent while
ζe(r),me(r) are defined using the same Brownian excursion e. Hence, T e∞ is characterized by
a family of perpetuities, one for each value of r. For more background on stochastic fixed-point
equations of perpetuity type and a proof for the fact that (39) indeed determines the distribution of
T e∞, we refer to Vervaat [42]. For all 0 < r < 1, stochastically,
∞∑
k=0
(r
2
)k/2
ζ
(k)
e (r) ≤ T e∞ ≤
∞∑
k=0
rk/2ζ
(k)
e (r),(40)
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where ζ(0)e (r), ζ
(1)
e (r), . . . are independent copies of ζe(r). Similarly, in the proof of Proposition
9, we have shown that there exists a constant C > 0 and, for all a > 2 a constant c > 0 such that,
stochastically,
c
∞∑
k=1
a−k/2|Nk| ≤ T e∞ ≤ C
∞∑
k=0
2−k/2Ek,(41)
whereN1,N2 are independent standard normal random variables andE1, E2, . . . , are independent
random variables with the standard exponential distribution. In fact, our proofs also revealed that,
with the same constants c, C, a, in probability,
ca−1/2|N1| ≤ ζe(r) ≤ C2−1/2E1.(42)
Note that the lower bound in (41) does not follow from (40) and (41) due to the factor 1/2 in
(40). Hence, the tail bound deduced from the discrete-time approach is stronger than the bound
we could show relying only on the perpetuity (39).
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