Abstract. We consider a mild extension of universal algebra in which terms are built both from deterministic and probabilistic variables, and are interpreted as distributions. We formulate an equational proof system to establish equality between probabilistic terms, show its soundness, and provide heuristics for proving the validity of equations. Moreover, we provide decision procedures for deciding the validity of a system of equations under specific theories that are commonly used in cryptographic proofs, and use concatenation, truncation, and xor. We illustrate the applicability of our formalism in cryptographic proofs, showing how it can be used to prove standard equalities such as optimistic sampling and one-time padding as well as non-trivial equalities for standard schemes such as OAEP.
Introduction
Provable security [15] is a methodology used by cryptographers for providing rigorous mathematical proofs of the correctness of cryptographic schemes. One of the popular tools for provable security is the game-based technique [4] , in which cryptographic proofs are organized as a sequence of game/event pairs:
where G 0 , A 0 formalises the security goal-e.g. IND-CPA and IND-CCA for an encryption scheme or UF-CMA and EF-CMA for signature schemes-and the scheme under study, and h i are monotonic functions such that Pr Gi 
is an upper bound for Pr Gn [A n ]. While the game-based technique does not advocate any formalism for games, some authors find convenient to model games as probabilistic programs. In this setting, game-based cryptographic proofs often proceed by replacing a set of algebraic expressions s 1 . . . s n by another set of expressions t 1 . . . t n in the program. The correctness of the transformation is guaranteed provided the tuples of terms s 1 . . . s n and t 1 . . . t n yield equal distributions. Notable examples include:
One-time padding: for every cyclic group G of prime order and generator g of G, the distributions g x and c · g x , where the variable x is sampled randomly over Z q , are equal; Optimistic sampling: for every k, the distributions (x, x ⊕ y) and (x ⊕ y, x)
are equal, where x is sampled uniformly over the set of bitstrings of size k, and y is an arbitrary but fixed bitstring of size k-here ⊕ denotes the bitwise xor on bitstrings.
The purpose of this article is to provide a formalism that captures and justifies the equational reasonings that pervade cryptographic proofs. To this end, we consider an extension of universal algebra that distinguishes between probabilistic variables and determistic variables. While deterministic variables are interpreted in the usual way via valuations, the interpretation of probabilistic variables is through sampling, so that the intepretation [[t] ] y →b of a term t with probabilistic variables x and deterministic variables y under the valuation y → b is defined as λc ∈ σ. Pr Note that the equational theory of probabilistic terms reveals some subtleties: for example, the equation x . = y is valid whenever x and y are probabilistic variables of the same type; however, the equation x, x . = y, y is not valid in general-as a result, it is important to consider systems of equations rather than single equations, as further explained below.
Our main contributions are:
-the definition of a proof system for reasoning about equations, and systems of equations. We prove that the system is sound and provide useful heuristics for establishing the validity of a system of equations; -for specific theories, including the theory of xor and concatenation, the definition of decision procedures for deciding the validity of a system of equations; and sufficient conditions for the decidability of the validity of a system of equations.
We illustrate the need for proving equality between distributions with one classical example of encryption scheme, namely RSA-OAEP [5, 9] . Recall that an asymmetric encryption scheme is specified by a triple (KG, E, D) where KG is a key generation algorithm which outputs a pair of public and private keys, E is an encryption algorithm that takes an input a public key and a plaintext algorithm and outputs a ciphertext, and a decryrption algorithm that takes the private key and the ciphertext and produces the corresponding plaintext. An asymmetric encryption scheme (KG, E, D) is said to be indistinguishable between real or random (IND-ROR) if the difference between the final distribution of the two games is small:
where A is the procedure that represents the adversary. OAEP is a famous padding scheme that is used for increasing robustness of RSA encryption. The OAEP algorithm relies on two random oracles G and H, which are sampled during initialization-we gloss over the size of the arguments and images of H and G. Key generation, encryption and decryption are respectively defined as:
where where Λ denotes the set of trapdoor permutations-for the purpose of this paper, it is sufficient to know that f and f −1 are inverse to each other--and [.] k and [.] k respectively denote taking and removing the first k bits of a bitstring. The first step in the proof of IND-ROR for OAEP is to show that the two code snippets below yield the same distribution:
In order to prove the equality, one must show the validity of the equation:
where g * , r * , y are random variables. More formally, one must show that the distribution induced by the left hand side by sampling uniformly g * and r * over their respective sets is the uniform distribution. The informal argument goes as follows: since r * is uniformly distributed and only occurs once, therefore the expression H((m | 0 k1 ) ⊕ g * ) ⊕ r * is uniformly distributed and can be replaced by a fresh random variable hr * . Thus, we are left to prove
Now, g * is uniformly distributed and only occurs once, therefore the expression (m | 0 k1 ) ⊕ g * is uniformly distributed and can be replaced by a fresh random variable mg * . Thus, we are left to prove
The concatenation of random variables being random, one can subsitute mg * |hr * by a fresh variable z * , so that one is left to prove
To conclude, observe that f is a bijection so f (z * ) is uniformly distributed, and hence we indeed have f (z * ) . = y. In the course of the paper, we will develop a procedure that formalizes this reasoning.
Preliminaries
We refer to e.g. Chapter 8 of [14] for an introduction to finite distributions, with examples from cryptography. Throughout the paper, we only consider (sub)distributions over finite sets: let A be a finite set; the set D(A) of distributions over A is the set of functions d :
Let A be a finite set of cardinal q. The uniform distribution over A assigns to each element of A probability q . Intuitively, this is the distribution of a random variable which is obtained by sampling A uniformly at random to obtain a value y, and then evaluating f at y.
, where π i denotes the usual projection.
The following observation, which only holds for finite domains and uniform distributions, is the cornerstone of the general decision procedure for deciding equality of distributions. Proposition 1. For all finite sets A and B, and functions f, g : A → B, the following are equivalent:
Note that since A is finite, h is bijective iff it is injective iff it is surjective.
A remark on products Throughout the paper, we use the vector notation to denote tuples of terms. Accordingly, we use tuple notations to denote the product of their types, thus t denotes a tuple of terms and σ denotes the product of their types.
Syntax and semantics
This section introduces the syntax and semantics of probabilistic terms, and gives a precise formulation of the satisfaction problem for systems of equations of probabilistic terms. For an introduction to equational logic and term rewriting see e.g. [1] .
Syntax
We start from the notion of many-sorted signature. We allow function symbols to be overloaded, but impose restrictions to ensure that terms have at most one sort.
Definition 1 (Signature).
A signature is a triple Σ = (S, F, :), where S is a set of sorts, F is a set of function symbols, and : is a typing relation between function symbols and arities of the form σ 1 × . . . × σ n → τ , with σ 1 . . . σ n τ ∈ S.
We require that the typing relation is functional, i.e. if f : σ 1 × . . . × σ n → τ and f : σ 1 × . . . × σ n → τ , then τ = τ . In particular, we assume that constants have a single type.
Terms are built in the usual way, except that we distinguish between two sets of variables: the set R denotes variables that are interpreted probabilistically, and the set D denotes variables that are interpreted deterministically. It is convenient to assume that there are infinitely many deterministic and probabilistic variables of each sort. Moreover, we assume that for every x ∈ R there exists a distinguished variablex ∈ D of the same sort.
Definition 2 (Terms and substitutions).
Let Σ = (S, F, :) be a signature and let X be a collection of variables. The set T X of terms over X is built from the syntax: t ::= x | f (t) where f ranges over F and x ranges over X. In the sequel, we consider the set of terms over V = D ∪ R, and write T instead of
Substitutions over X (to T Y ) are defined as functions from X to T Y ; we let ρ t denote the result of applying the substitution ρ to t.
Given Y ⊆ X, we let var Y (t) denote var(t) ∩ Y , where var(t) is defined in the usual way. Moreover, we say that t ≡ α(Y ) t iff there exists a 1-1 renaming
Terms are subject to a simple typing discipline that ensures that functions are applied to arguments of the correct types. In the sequel, we implicitly assume that each variable x has a unique sort σ x and that terms are well-typed; we adopt the standard notations t : σ (resp. t ∈ T X (σ)) to denote that a term t has type σ (resp. t has type σ and var(t) ⊆ X). Thanks to requiring that typing is functional, every term has at most one type.
Definition 3 (System of equations). A system of equations over a set X, or X-system of equations, is a statement s 1 .
= t n where, for i = 1 . . . n, s i and t i have the same type, i.e. s i , t i ∈ T X (σ i ) for some σ i . We often use s . = t as a shorthand for systems of equations.
Unlike equational logic, it is important to consider systems of equations rather than single equations. Because of the possible dependencies between terms, the conjunction of two valid equalities may not be valid.
Consider the probabilistic variables x, y, z of type σ: the system of equations
= z is not valid, whereas the two equations x . = y and x . = z are valid; this is because the distribution y
Definition 4 (Theory).
A theory is a pair T = (Σ, E) where Σ is a signature and E is a (possibly infinite) set of of systems of equations.
Semantics
The semantics of probabilistic terms is adapted immediately from equational logic. In particular, algebras provide the natural semantics for signatures.
where A σ is a finite set that interprets the sort σ and
In the sequel, we let A = σ∈S A σ and write
Terms are interpreted as distributions, by taking a probabilistic interpretation of variables in R.
Definition 6 (Interpretation of terms). Let Σ = (S, F, :) be a signature and
-An X-valuation is a function ρ : X → A such that ρ(x) ∈ A σx for every x ∈ X. We let Val X denote the set of X-valuations. In the sequel, we often omit the subscript; moreover, we often use the notation x → a to denote any valuation ρ such that ρ(
The pre-interpretation t ρ of a term t ∈ T X is defined as:
] ρ of a tuple of terms t of type σ is defined by the clause:
where the valuation ρ + ρ denotes the (disjoint) union of ρ and ρ , and for every tuple of terms t = t 1 , . . . , t n and for every valuation ρ, t ρ denotes
Note that the interpretation of a tuple of terms needs not coincide with the product distribution of their interpretations.
-A system of equations s .
The notion of model for an equational theory coincides with that of equational logic for theories with D-systems of equations. Note that one can prove that the following equations are valid: x . = y for every probabilistic variables x and y of the same type, x ⊕ x . = y for every probabilistic variables x, x and y of type {0, 1} k .
Satisfaction problem
The problem addressed in this paper can now be stated formally: given a theory T = (Σ, E), a collection of Σ-algebras (A i ) i∈I and a system of equations s . = t, can we decide whether ∀i ∈ I, A i |= s . = t. We write Dec Sat(T,(Ai) i∈I ) if the problem is decidable.
Stating the satisfaction problem relative to a collection of models rather than a single one is somewhat unusual, and is motivated by the need to carry cryptographic proofs parametrically in the size of the security parameter.
Exclusive or, concatenation, and projection
The purpose of this section is to present decision procedures for the theories of exclusive or, and the theory of exclusive or, concatenation, and projection. 
Exclusive or
The first theory T ⊕ has a single sort bs, a constant 0 : bs and a binary symbol ⊕ : bs × bs → bs. Its axioms are:
We consider the family of algebras (BS k ) k∈N , where BS k is the set of bistrings of size k, with the obvious interpretation for terms. By abuse of notation, we write |= s . = t instead of ∀k ∈ N, BS k |= s . = t. We begin by stating some simple facts. First, one can decide whether Dequations hold.
Second, one can decide whether a term is semantically equal to a variable in R.
We write U(t) iff for all ρ ∈ Val, [[t]] ρ is uniformly distributed.
Lemma 2. Let t ∈ T . It is decidable whether U(t).
Proof. Every term t can be reduced to a normal form t , in which variables appear at most once. Then [[t] ] ρ is uniformly distributed iff t contains at least one R-variable.
It follows that one can decide equality of two terms.
Lemma 3. Let s and t be terms. It is decidable whether |= s . = t.
Proof. If U(s) and U(t), return true. If ¬U(s) and U(t) or U(s) and ¬U(t), return false. If ¬U(s) and ¬U(t), then s and t can be reduced to normal forms s ∈ T D and t ∈ T D . Return true if |= s . = t and false otherwise.
In order to extend the result to tuples of terms, we rely on the following lemma. The result is used e.g. in [6] .
Proposition 2. Let t 1 . . . t n ∈ T such that U(t i ) for 1 ≤ i ≤ n. Exactly one of the following statements hold:
there is a non-null vector λ ∈ {0, 1} n and s ∈ T D such that dep λ,s (t), where dep λ,s (t) holds iff for every ρ ∈ Val,
where denotes summation mod 2.
Proof. For simplicity, assume that t 1 . . . t n ∈ T {y1...y l } with y 1 . . . y l ∈ R, and consider bistrings of length k. Then indep (t) iff for all bitstrings of length k a 1 . . . a n , the system of equations
, where α is the number of solutions of ( * ). It is now easy to prove by induction on n that α = 2 k(l−n) is equivalent to the linear independence of t, which is equivalent to ¬dep (t).
For example, one can prove that the distribution induced by the triple of terms (x ⊕ y, y ⊕ z, z ⊕ x), where x, y, and z are probabilistic variables of type {0, 1} k is not uniformly distributed, i.e. the system of equations:
is not valid, since we have (x ⊕ y) ⊕ (y ⊕ z) ⊕ (z ⊕ x) = 0. Note that one can effectively decide which of the two conditions hold, since there are only finitely many λ to test-and s, if it exists, can be computed from 1≤i≤n λ i t i . Decidability follows. 
Exclusive or, concatenation, and projection
Next, we prove decidability for exclusive or and concatenation. Thus, the theory T {⊕,|,↓} has infinitely many sorts bs k and infinitely many function symbols:
where k , i, j ∈ N are such that i ≤ j ≤ k. Its axioms are those of the theory T ⊕ , together with axioms for the associativity and neutral for concatenation, and with axioms for relating concatenation, projection and ⊕, which are given in Figure 1 . Finally, we consider the indexed family of algebras (BS i ) i∈N in which the interpretation of bs k is the set of bitstrings of length ki, with the obvious interpretation of function symbols.
Proof. The proof proceeds by a reduction to the previous case, and relies on a set of rewrite rules that transform an arbitrary system of equations into an equivalent system without concatenation and projection. There are two sets of rewrite rules; both rely on typing information that provides the length of bitstrings; we let #s denote the length of the bistring s. The first set of rewrite rules, is obtained by orienting the rules of Figure 1 from left to right, and pushes concatenations to the outside and projections to the inside. The second set of rewrite rules, given in Figure 2 , aims to eliminate concatenation and projection by transforming equations of the form s | t . = s | t with #s = #s and #t = #t into a system of equations s . = s | t . = t , and by replacing expressions of the form ↓ (i,j) x by fresh variables x (i,j) -in order to get an equivalent system, the replacement is performed by a global substitution [x := x 1,i−1 | x i,j | x j+1,#x ].
The procedure terminates: intuitively, the rule for splitting variables can only be applied a finite number of times, and the remaining rules are clearly terminating. Upon termination, one obtains a system of equations of the form s . = t ∧ x . = u where the ss and ts only contain ⊕-terms and the us, are concatenations of variables, and variables on the left hand side, i.e. the xs, do not appear in the first system of equations, and moreover variables arise at most once globally in the us. Thus, the validity of the system is equivalent to the validity of s . = t which can be decided by Proposition 3.
An equational logic for systems of equations
The purpose of this section is to provide a sound proof system for proving the validity of a system of equations, and to study the conditions under which the proof system is complete and decidable.
. 
Proof system
The proof system contains structural rules, equational rules that generalize those of equational logic, and specific rules for probabilistic terms. Structural rules specifically deal with systems of equations; the rule [Struct] allows us to duplicate, permute, or eliminate equations. Formally s . = t ⊆ s . = t iff for every j there exists i such that the i-th equation of s . = t is syntactically equal to the j-th equation of s . = t. Moreover, the rule [Merge] allows us to merge systems of equations, provided they do not share any variables in R. Note that the side condition of the [Merge] rule is necessary for soundness; without the side condition, one could derive for probabilistic variables x, y, z of the same type that x . = y ∧ x . = z is valid (since from x . = y and x . = z are), which is unsound as mentioned earlier.
The equational rules include reflexivity, symmetry and transitivity of equality, congruence rules for function symbols, a rule for axioms, and a substitution rule. Note that the rule for functions is stated for ensuring soundness, and that the following rule is unsound:
because it would allow to derive that x ⊕ x . = y ⊕ z for x, y, z probabilistic variables of type {0, 1}
k . Note also that we allow in the application of the [Fun] rule to have side equations u . = v, which is required to have successive applications of the [Fun] rule.
Likewise, the rule for substitutions requires that the subsituted terms are deterministic; without this restriction, the rule would be unsound as for every deterministic variable y of type {0, 1} k and probabilistic variable x of the same type, one could derive x . = x ⊕ y[y := x] from x . = x ⊕ y. Note that one can combine the rule for substitution with the rule [Rand] below to allow substitutions of terms that contain fresh probabilistic variables, in the style of [11] .
Finally, the rules for probabilistic variables include rules for α-conversion, and the rule [Bij] , that is the syntactical counterpart of Proposition 1. It assumes that var R (s)∪var R (t) ⊆ x, and requires that there are D-terms u and v that represent bijections, and such that the composition of u with s is equal to t[x :=x]-wherē x ∈ D is a type-preserving renaming of x. In the side condition, we let V R denote var R (s) ∪ var R (t) and
Here is an example of the use of this system to prove optimistic sampling, i.e. for every deterministic variable y of type {0, 1} k and probabilistic variable x of the same type, x ⊕ y . = x. The last step of the proof is an application of the [Bij] rule, with u =x ⊕ y and v =x ⊕ y. It is easy to check that the premises hold, i.e. x ⊕ y[x :=x ⊕ y] . = y, and x ⊕ y[x :=x ⊕ y] . =x. One application of the [Bij] rule is to lift equality of deterministic terms to equality of distributions. Concretely, we have:
Using this rule, one can also conclude that for every distinct probabilistic variable x and y of type {0, 1} k , one has x ⊕ y . = x. In order to apply optimistic sampling in context, we must rely on a derived rule for linear variables. Given a tuple of terms s in which x of type σ appears exactly once, and assuming that x . = t with var(t) ∪ var(s) ⊆ y, then:
The rule [Linear] can be proved by induction on the structure of the terms, or using the [Bij+] rule in the next section. In particular, one can prove that for every theory that contains the ⊕ operator and its associated equations that:
Note that the conjunct y . = y is required in the rule [Linear] because one could otherwise take s to be x ⊕ y and t to be y, to prove (x ⊕ y)[x := y] . = x, which is of course not valid.
Soundness
The proof system is sound.
Proposition 6. Let T = (Σ, E) be a theory and assume that s . = t. For every T-algebra A, we have A |= s . = t.
Proof (Sketch). By induction on the length of derivations. We only consider the case [Bij] . Assume that we have
We have (the second equality holds by induction hypothesis): 
Products
Our proof system does not make any specific provision with product, thus it is not possible to prove that for every probabilistic variables x, y and z of respective types {0, 1} k , {0, 1} k and {0, 1} k+k one has x|y = z. Thus, the proof system is incomplete.
One can remedy to this issue by considering theories with products, and enriching the proof system for such theories.
Definition 8 (Theory with products).
A theory T = (Σ, E) has products iff for every sorts σ and σ , there exists a sort τ and function symbols π : τ → σ, π : τ → σ and pair : σ × σ → τ such that the following D-equations hold:
Concatenation and truncation of bitstrings are the primary examples of function symbols that yield a product structure. Given a theory with products, one can show that the rules for products are sound:
The [ProdE] rule implicitly assumes that products exist, and that y is a fresh variable. The rule allows to collate two probabilistic variables x and x of respective sorts σ and σ by a probabilistic variable y of sort σ × σ , and is useful to prove the previous example. There is a dual rule [ProdI] , which allows to introduce projections, and is ommitted.
Example revisited
The example of Section 2 can be established through successive applications of the [Linear] rule, the [Prod] rule, and finally the [Bij] rule. The signature is that of bitstrings with exclusive or, concatenation, and truncation, extended with two function symbols f and f −1 , with additional axioms that state that f and f
are mutually inverse bijections. The first step in the derivation is to show that the equation f (z * ) . = y is derivable, for y and z * probabilistic variables. The equation is established using the [Bij] rule, and relies on the axioms on f and f −1 . Formally, we prove:
Then, the second step in the proof is to derive from the above equality the equation: 
Towards completeness
The purpose of this section is to define completeness, and to provide some partial results towards completeness. Unfortunately, we have not been able to prove completeness for any theory of interest.
Recall that a proof system is complete w.r.t. a set of models if all systems of equations that are valid in the models are also provable.
Definition 9 (Completeness). Let T = (Σ, E) be a theory. The proof system is complete (resp. D-complete) wrt an indexed family (A i ) i∈I of T-algebras iff for every system of equations (resp. D-equations) s .
There are two main issues with completeness. The first issue is the existence of products, which is discussed above. The second and main difficulty is the representation of bijections in the syntax. Indeed, one must show that the rule [Bij] does indeed provide a syntactic counterpart to Proposition 1. In other words, completeness requires that one can represent some bijections by a tuple of terms, so that the rule [Bij] applies. A stronger hypothesis, namely that all functions are representable by terms, is captured by the definition of primal algebra, which is used e.g. in [13] : an algebra A is primal iff for every function f : σ 1 × . . . × σ n → τ (with n > 0, and σ 1 . . . σ n , τ interpretations of sorts) there exists a D-term u with free variables x 1 : σ 1 . . . x n : σ n such that for every (a 1 , . . . , a n ) ∈ σ 1 × · · · × σ n , we have:
Unfortunately, the notion of primal algebra is too strong for our setting, because proving completeness would require that all the algebras of the indexed family (A i ) i∈I are primal. Since the size of the algebras is unbounded, it is not clear, even for the case of bitstrings considered in Section 5, how to define the signature so to meet this requirement. One can instead consider a weaker notion, called weak primality.
Definition 10 (Weakly primal).
An algebra A is weakly primal iff for every f 1 , f 2 : σ 1 × . . . × σ n → τ (with n > 0, and σ 1 . . . σ n , τ interpretations of sorts) that are interpretations of D-terms, and for every bijection h : σ 1 × . . . × σ n → σ 1 ×. . .×σ n such that f 2 = f 1 •h, there exist terms u 1 , . . . , u n with free variables x 1 , . . . , x n such that
Note that weak primality does not require that h is representable, but instead that there exist terms that satisfy the same equation as h. This weakening of the original definition is necessary to prove that weak primality holds for the signature of ⊕. The proof uses similar arguments to the proof of decidability of validity of equations, and yields a process to build the terms u 1 . . . u n . We illustrate the process on two examples: assume that s = x 1 ⊕ x 2 ⊕ x 3 and t = x 2 ⊕ x 3 . Then one takes the terms u 1 = x 1 , u 2 = x 1 ⊕ x 2 , u 3 = x 3 , which provide a bijection. Now, assume that s = x 1 ⊕ x 2 ⊕ x 3 and t = x 3 . Then one takes the terms 
where
The difference with the rule [Bij] is that the side condition var R (s) ∪ var R (t) ⊆ x is dropped. Informally, this rule allows constructing the underlying bijection of Proposition 1 incrementally. It does not increase the power of the logic, but makes it easier to use, and is important for injectivity, as suggested below. There is a close connection between the rule [Bij+] and matching, see e.g. [1] .
Definition 11 (1-1 matching problem). Let s, t be two terms and x ⊆ var R (s) ∪ var R (t). A solution to a 1-1 matching problem is a pair (u, v) of Dterms such that:
We let Sol(s ≺ ≺ 1−1 x t) denote the set of solutions.
The rule [Bij+] can be rephrased equivalently as:
Hence, for every system of equations s Note that every vector of terms is injective whenever E has unitary matching. Moreover, for every single variable x and expression s in the theory of bitstrings, s is injective w.r.t. x, provided x is provably equal to x ⊕ s 0 , and x does not occur in s 0 . On the other hand, one cannot prove injectivity for terms that contain two variables x and y: indeed, let s be x ⊕ y. Then for every constant bitstring c one can derive x ⊕ y . Thus, one can automate proofs in our logic by performing matching on injective terms.
Conclusion
We have considered a mild extension of universal algebra in which variables are given a probabilistic interpretation. We have given a sound proof system and useful heuristics to carry equational reasoning between such probabilistic terms; moreover, we have provided decision procedures for specific theories that arise commonly in cryptographic proofs.
Related work Equational logic [10] is a well-established research field, and there has been substantial work to develop proof systems and decision procedures for differents flavours of the logic: many-sorted, multi-sorted, etc. Yet there seems to have been few works that consider probabilistic extensions of equational logic; for example, P-Maude [12] is an extension of Maude that supports probabilistic rewrite theories, an extension of term rewriting where a term rewrites to another term with a given probability. However, none of these works seems to have been motivated by cryptography.
Equational theories have been thoroughly studied in the setting of cryptographic protocols; see e.g. [7] . In particular, computational and probabilisitc semantics for an equational theory of exclusive or is given, in the context of a more general approach to such semantics for general equational theories, is given in [3] . However, this work does not consider equational logics with probabilistic terms.
Future work The formalism of probabilistic terms seems new and deserves further investigation in its own right. It would be interesting to develop further the proof theory of probabilistic terms, and in particular to establish sufficient conditions for completeness and decidability. In addition, it seems relevant to study its relationship with other probabilistic extensions of equational logic, such as PMaude [12] . The connection between matching and 1-1 matching also deserves further attention.
Our work is part of a larger effort to carry a proof-theoretical study of logical methods for cryptographic proofs, and our main focus will be to exploit our results in cryptography. Further work is required to extend the scope of our results to other theories of interest for cryptography, see e.g. [7] , including permutations, exponentiation, etc. We also intend to extend our results to (loopfree) probabilistic programs, and to develop automated proof methods to decide observational equivalence between such programs. A further step would be to consider, instead of observational equivalence, a notion of statistical distance between programs and to develop automated approximation methods.
In the long term, our goal is to implement our methods and integrate them in tools to reason about cryptographic schemes and protocols, e.g. CertiCrypt [2] , or our automated tool to reason about encryption [8] .
