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ABSTRACT
Manish, Raja MSAAE, Purdue University, May 2016. Profile Fitting in Crowded
Astronomical Images. Major Professor: Carolin Frueh.
Around 18,000 known objects currently populate the near Earth space. These
constitute active space assets as well as space debris objects. The tracking and cata-
loging of such objects relies on observations, most of which are ground based. Also,
because of the great distance to the objects, only non-resolved object images can be
obtained from the observations.
Optical systems consist of telescope optics and a detector. Nowadays, usually
CCD detectors are used. The information that is sought to be extracted from the
frames are the individual object’s astrometric position. In order to do so, the center
of the object’s image on the CCD frame has to be found. However, the observation
frames that are read out of the detector are subject to noise. There are three different
sources of noise: celestial background sources, the object signal itself and the sensor
noise. The noise statistics are usually modeled as Gaussian or Poisson distributed or
their combined distribution.
In order to achieve a near real time processing, computationally fast and reliable
methods for the so-called centroiding are desired; analytical methods are preferred
over numerical ones of comparable accuracy.
In this work, an analytic method for the centroiding is investigated and compared
to numerical methods. Though the work focuses mainly on astronomical images,
same principle could be applied on non-celestial images containing similar data. The
method is based on minimizing weighted least squared (LS) error between observed
data and the theoretical model of point sources in a novel yet simple way. Synthetic
image frames have been simulated. The newly developed method is tested in both
xiv
crowded and non-crowded fields where former needs additional image handling proce-
dures to separate closely packed objects. Subsequent analysis on real celestial images
corroborate the effectiveness of the approach.
11. INTRODUCTION
1.1 Motivation and Background
For over five decades, the near Earth space is getting continuously populated with
launches of man-made spacecrafts. Currently, around 16,000 known objects orbit the
near Earth space. These includes active and inactive spacecrafts, rocket bodies and
mission related debris to mention a few [1]. According to USSTRATCOM’s Joint
Space Operations Center (JSpOC) [2] “About 5 percent of those being tracked are
functioning payloads or satellites, 8 percent are rocket bodies, and about 87 percent
are debris and/or inactive satellites”. Over time, older spacecrafts disintegrate or
some of the in-orbit objects collide with each other leading to fragmentations, thereby
increasing the number of unknown objects. Some of the recent known fragmentations
were due to the Chinese anti-satellite test in 2007 and the Iridium 33 - Russian cosmos
2251 satellite collision in 2009.
The near Earth space can be divided into several regions: the low Earth Orbit
(LEO) extending up to 2,000 km altitude, the medium Earth orbit (MEO) from 2,000
km to 35,586 km and the geosynchronous Earth orbit (GEO) from 35,586 km to 35,986
km. Out of all the cataloged objects, about 75% are in the LEO region. Since these
objects move at tremendous velocities, result of a collision could be catastrophic for
useful payloads. ( [3] and the references therein contain more information on the space
debris and effects of such collision.) It is therefore essential to locate and catalog these
objects.
In order to locate and catalog these objects, we need the centroids of objects’
image’s along with that of the nearby stars in image for calibration. Also, it is
important that the objects are located with accuracies in sub arc-second because for
example, in the LEO region, each arc-second correspond to about 50 centimeters of
2position inaccuracy while in the geostationary orbit this corresponds to about 174
meters. Sometimes, objects which have poor radar detectability could be optically
bright (and vice versa) [4]; an accurate optical-detection system is justified in such
scenario.
In this work, an analytic method to determine the centroid of objects from celestial
images is investigated. The work is organized as follows. The remaining part of
chapter 1 introduces the physical process of image creation. Chapter 2 delineates
state of the art algorithms for centroiding and provides a comparison among those
methods. In chapter 3, the analytic least squares 2-dimensional approximation (LS
2D) method is developed and expressions for object’s parameters are derived. In
chapter 4 and 5, synthetic point source as well as crowded source are generated and
object centroids are obtained for validation. Chapter 6 describes some of the image
handling procedures for celestial images. Lastly, chapter 7 explains the applicability
of the algorithm on real celestial images. Then the analysis is finally concluded.
1.2 Physical Processes of Image Creation
1.2.1 The Charge-Coupled Device (CCD)
The charge-coupled devices (CCD) are used as sensors in imaging instruments.
CCD detectors works on the principle of photoelectric effect. Light photons of a
particular range of wavelengths are easily absorbed by a semi-conductor, like silicon.
CCDs made using silicon are most useful at optical wavelengths (3000 A˚– 11,000 A˚).
Incoming photons are absorbed by the silicon causing the latter to release a valence
electron to the conduction band. These electrons in the conduction band are then
collected from across various pixels and readout at the end of exposure. A change
in voltage potential allows the charge to transfer from one location to another. This
charge is then amplified, processed through an analog to digital transformer and
stored.
3Modern CCDs can reach a quantum efficiencies of about 97 percent. Quantum
efficiency is the ratio of photons stored to the incoming photons. Several flaws in
the CCD contribute to electron losses and spurious electrons’ addition. The charge
transfer is not perfect. It has an efficiency (percentage charge transferred to charge
collected) of about 99.9999%. Some of the electrons diffuse into their neighboring
pixels before they are collected. Furthermore, the integrated circuit construction, size
of the amplifier and its temperature contribute to the addition of certain electrons
commonly known as readout noise. The process of analog-to-digital conversion also
introduces an uncertainty known as truncation error. The thermal agitation of the
CCD material causes the emission of electrons even in complete darkness or when the
camera shutter is never opened. They are referred to as the dark noise. Such type of
noise can be reduced by cooling the CCD.
(a) (b)
Figure 1.1. (a) Array of 30 CCDs used on Sloan Digital Sky Survey (SDSS) telescope
imaging camera. [6]. (b) A telescope-CCD camera setup [7]
Once the pixel values are stored after digitization, a raw image is generated. In
order to extract the signal of an object of interest, the background or “sky” must
be subtracted. The background in a CCD image contains light signal from stars,
scattered lights and other celestial bodies as well as read noise, dark noise and other
sources. [5] (More details on background estimation is in section 6.2).
4CCDs are widely employed and preferred in astronomical applications owing to
their high quantum efficiency compared to some other types of sensors (like pho-
tographic plates). The important properties of a sensor like the size of individual
pixel, packing of the mosaic, quantum efficiency, sensitivity, limits etc. are generally
available in the specification sheet supplied by the manufacturer. However, other
informations like image compression, frame and data transfer rates depends on the
processing unit that may or may not be supplied with the sensor. When a CCD cam-
era is used in conjunction with a telescope, the field of view (FOV) ranges between
half a square degree to up to 8 × 8 degrees whereas the pixel scales can vary from
0.5 arc-second to several arc-seconds per pixel [8]. Comprehensive details on CCDs
can be found in [5].
1.2.2 Noise and its Sources - Celestial and Sensor
Noises in images from telescopes are due to the celestial background and the sen-
sor. Celestial sources can be diffused and discrete. Diffused sources include airglow,
scattered light and faint stars while discrete sources are zodiacal light, moonlight,
stars, galaxies, nebulae, artificial satellite etc [9]. Due to the varying nature of the
light photons striking the detector array, celestial background noise can be modeled
as Poisson distributed. This sometimes depend on the instrument’s field of view in
the sense that there can be a magnitude below which a star could not be resolved by
the detector as a discrete object and hence consider that as a diffused source [9]. An
example would be a large FOV of the telescope. In celestial imaging, the pixel scale
of CCD is given by arc-second per pixel. When the FOV is very large, the amount
of celestial data fitted in each pixel is increased, thus leading to loss in resolution.
Hence, the instrument would fail to separate the finer celestial objects and instead
treat them as a diffused source.
5Figure 1.2. The Mauna Kea observatories, Hawaii [10]. Observatories are located at
high altitudes far from major population, to minimize the effect of scattered lights.
On the other hand, sensor noises such as dark, readout, truncation etc. are due to
the properties of CCD and its operation. These noises can be minimized by certain
means. For example, the dark noise as discussed in the previous section can be
minimized by cooling the CCD.
Both the celestial background and the dark noise depend on the integration time
of the detector (equation 1.1.) The longer the detector is exposed to the light, the
higher will be the background and dark noise photon counts along with the useful
signal. Fig. 1.3 shows the block diagram of a typical imaging system along with the
Figure 1.3. Block diagram of an imaging system with signal flow [11]
propagation of noise. When electrons across the sensor are collected and processed by
6the preprocessor, a constant Gaussian noise is added to the signal. Source parameters
are then estimated from this combined measurement data.
1.2.3 Sensor Counts
Images obtained from the optical imaging systems provide useful information for
the astrometric position of the stars and the object of interest. However, these images
are non-resolved because of the large distance between the observer and the object of
interest. Also, there are noises generated by the background sources and the sensor
of the optical imaging system. In a worse situation, the object in the image could
sometime be very faint relative to the background. Hence, a method to quantify noise
models to a high precision is needed. For this purpose, an improved estimation of
noise has been developed in [8].
Fig. 1.4a shows a region within the view of a telescope. Bright spots could be the
objects of interest such as stars, man-made satellites, space debris etc. or an undesired
cosmic ray trace while the grainy black and white spots are the background sources.
These entities could be the result of the optical contaminations by air glow, scattered
sunlight, moonlight and sensor’s dark and read-out noise to mention a few. [12]. For
the purpose of identifying, characterizing and tracking one or the other object under
investigation we must ensure that these noises are taken into account and then a
correct estimate is made.
Fig. 1.4b is the enlarged view of one of the bright spot. It is now clearly seen that
the image is composed of pixelated data with each pixel corresponding to that of the
sensor. These pixels have intensities proportional to the energy of the corresponding
integrated photon counts incident on the pixel. A 3d bar chart is generated to show
these pixel values on X-Y plane of a sensor (fig. 1.4c). The amount of photons
counted depends in the intensity of the light, its wavelength and quantum efficiency
of the detector. It is also proportional to the integration time, the time duration over
7(a) (b) (c)
Figure 1.4. (a) Portion of the image obtained from a telescope (b) Enlarged view of
the red square (c) 3d bar plot of the spot showing the relative intensities of light with
respect to the background as detected by the sensor across 13× 13 pixel frame
which the detector remains active. The actual photon count on all pixels is then given





(D − d)I(−→x , λ) λ
hc
QE(λ)eτ(λ)sec(pi−ele)dλdt (1.1)
where (D − d) is the effective aperture of the measuring device considering all ob-
structions, I the intensity of the source, QE the quantum efficiency of the detector
and exponential function for atmospheric extinction. The counts are then converted






Throughout this work, we will use ADU in calculations and not the actual photon
counts.
81.2.4 Signal-to-Noise Ratio (SNR) or the “CCD” equation
The signal to noise ratio (SNR) provide a feel of the quality of observation. The
method to determine Signal-to-Noise Ratio (SNR) of the sensor image is given by










Nsky +Ndigital +N2Readout +G
2σ2f
) (1.3)
where Ntotal is the total integrated signal measured, npix the number of pixels in the
aperture, nB the number of background only pixels, Nsky sky background variance,
Ndigital digitization error variance, NR the readout error variance and G
2σ2f the un-
certainty in estimating true mean of the distribution of fractional count per pixel.
Equation 1.3 gives the SNR for the entire pixel array in consideration.
Equation 1.3 provides good theoretical information about the noise characteristics
of the measurement data. Using the equation, one can determine whether the source
is “faint” or “bright” since in bright source the SNR is dominated by the source itself
(
√
Ntotal), whereas in the faint source other error terms are of equal or greater signif-
icance. [5] To improve the SNR of the image, it is noted in [14] that “the larger the
number of background pixels selected, the better the correction for background and









Nsky +Ndigital +N2Readout +G
2σ2f
) (1.4)
1.2.5 The Airy Pattern
Light from distant objects when incident on the aperture of the telescope optics is
diffracted to form a bright central disc and a pattern of alternate bright and dark rings
on the screen. They are known as the Airy disc and Airy diffraction pattern (named
9after Airy who first wrote the theory behind it. [15]) respectively. The intensity of







where D is the aperture radius, J1 the Bessel function of first kind, k =
2pi
λ
; λ is the
wavelength of the light signal and θ is the angle of observation.
The Airy patterns are produced irrespective of the size of the relative aperture. [16]
Each ring has a definite radius. For example, the distance between the center and
the first minimum is given by




where f is the focal distance. Also, the total energy of the irradiance associated with





It is found that the amount of energy in the central maximum is about 83.8% of the
total.
When a CCD camera is used to image a distant object, light photons from the
object is incident through the aperture on the detector array forming point source
images. These point source object images are called as Point Spread Function (PSF).
1.2.6 The Point Spread Function (PSF)
Whenever the image of a point source is projected on an imaging sensor, it is not
sharply resolved and the edges appear to have blurred. This blur is proportional to
the amount of photons received by the sensor and depends on the distance from the
source. This could also depend on the light collection angle and the medium between
the aperture and the sensor. Such brightness distribution of the image on a sensor
is known as Point Spread Function (PSF) [18]. Along with this, sources which have
equal brightness distribution on all sides are called as Isotropic point sources.
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Researchers have demonstrated that PSFs too have the form of Airy disc and
pattern [19] (however, there can be effects of atmosphere on the Airy disc [12].)
Defining PSFs as Airy discs makes mathematical calculations simple. Yet many
investigators believe that Airy disc function is still tedious for calculations [12, 20].
Since most of the irradiation energy of the PSF is focused in the first maximum, it is
well approximated by a Gaussian intensity function. Its general expression is given
by eq. 1.8.
I = Io e
−
(x− µx)2 + (y − µy)2
2σ2 (1.8)
where Io is the peak intensity at the centroid (µx, µy), I is the intensity at (x, y) and
σ is the spread of the PSF (equal on all sides). The use of the Gaussian intensity
function makes the calculation more tractable. Also, the approximation is valid for
both microscopic as well as macroscopic point sources.
(a) (b) (c)
Figure 1.5. (a) An Airy disc (b) Pixelated image (c) Superposed plot of an approxi-
mated Gaussian model for the Airy disc
Fig. 1.5a shows a PSF generated by the Richard-Wolf [21] method (using ImageJ
application [22]). Output from the CCD detectors are pixelated as in fig.1.5b. As
a comparison, fig. 1.5c plots the approximated Gaussian model superposed over the
Airy disc for some theoretical parameters [23].
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2. STATE OF THE ART ALGORITHMS
Numerous algorithms exist that are able to determine parameters of a PSF such
as the centroid, peak intensity at the centroid and the spread of the PSF. Some of
the popular methods used in scientific applications for computing those parameters
are the weighted center of gravity, least squares 2D optimization and the maximum
likelihood estimation.
2.1 Iterative Weighted Center of Gravity
In this method, the centroid of the PSF is determined by calculating the first
moment of the marginal distribution of the (x, y) count data. [24–26]
At first, the marginal distribution of the count data in each of the coordinate
directions is formed. For the x coordinate, the marginal distribution is defined as
the one-dimensional array of the sums of all counts along x coordinate for each y
coordinate entry. Similarly, for the y coordinate it is defined as the one-dimensional
array of the sums of all counts along y coordinate for each x coordinate entry. Math-









where Ixy is the count of the pixel at (x, y).
As the next step, the first moment that is defined by the weighted mean is deter-










where (x, y) are the pixel coordinates.
This allows to obtain the centroid of the PSF. However, the accuracy of this
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method suffers from high background noise. In order to improve the centroid accuracy
in high background noise, eq. 2.2 is further weighted to take into account the shape
of the spot. At the same time, to obtain better results when the initial estimates
are far from the actual centroid, the centroiding process is iterated with updated











where Wxy(n) is the weighting function given by the following Gaussian function.









a is set as the maximum intensity value from the array of count data Ixy. n is the
number of iteration steps and σx and σy are obtained by approximating the FWHM
of the PSF. FWHM is the width of the function where the intensity value is exactly
half of the maximum (see chapter 6 for detail). In this method, the FWHM is found
by taking the square root of the number of pixels which have intensity values higher
than half of the maximum. σx and σy are then given by the equation





≈ 0.4247× FWHM (2.5)
The initial value for (xb, yb) is taken as the value of the brightest pixel in the
entire measurement window. The iteration is performed until a certain threshold or
maximum preset iteration count is reached. The iterative weighted center of gravity
method has very high accuracy since the centroid is calculated empirically from the
measurement data. However, the iterative procedure is very slow. The center of
gravity method without iteration is also available and could be used in case the PSF
is well formed and the initial centroid is not far from the true centroid.
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2.2 Least Squares 2D Optimization
The Least squares 2D optimization method followed by [24] to determine centroid




[Vx,y − f(x, y, θ)]2 (2.6)
where Vx,y is the measured intensity of the pixel at (x, y), θ = (a, xb, yb, σx, σy) is the
vector containing parameters to be determined, and f(x, y, θ) is the function for the
model PSF that is to be fitted using measured data. This function is defined as





Basically, we try to minimize the squares of the error between the predicted model
and the measurement data of the PSF. The initial estimate for θ is determined in
the same way as in the center of gravity method. a is the magnitude of maximum
intensity pixel, (xb, yb) are chosen to be the coordinates of pixel with maximum
intensity value and the (σx, σy) are obtained by approximating the FWHM of the
PSF. The final solution is then found by an iterative procedure using the Levenberg-
Marquardt algorithm [24, 27]. The Levenberg-Marquardt (LM) technique is used
to solve non-linear least square problems. This technique is a combination of two
optimization methods: the gradient descent method and the Gauss-Newton method.
The iterative procedure adaptively varies the algorithmic parameter updates between
the gradient descent update and the Gauss-Newton update. The technique then
approaches the Gauss-Newton method. Because of this, the LM algorithm provides a
local minima and not a global minima. However, the algorithm gives a fairly accurate
result since the initial estimate is chosen very near to the actual centroid.
In a different literature [20] a modified form of expression for weighted LS error








where ν is the weight and is the expected variance of the signal in a particular
pixel. This weight could vary depending on the type of signal, Poisson or Gaussian.
Sometimes, when the mean number of photons per pixel is high, the Poisson noise
can be approximated by the Gaussian noise (by the central limit theorem) [28].
2.3 Maximum Likelihood Estimation (MLE)
The maximum likelihood method [11, 29] to determine PSF parameters is based
on forming a log-likelihood function of the parameter set θ = (A, x¯, y¯, σ) given by 2.9
to calculate its gradient ∇` and the Hessian matrix H.
`(θ|g) = ln pr(g|θ) (2.9)
Here A is the amplitude, (x¯, y¯) the centroid and σ the spread of the profile. Using
these information, a nonlinear optimization routine is implemented to solve for θ by
increasing the likelihood using the equation
θk+1 = θk − (Hk)−1∇lk (2.10)
where k is the iteration index. H is evaluated at θk.
The Fisher information matrix F is formed in order to determine the accuracy of
the estimates. F gives the covariance matrix K by the relation K = F−1 calculated
using the Crame´r-Rao bound [11].1 MLE has been theoretically shown to attain
the maximum achievable precision (as an unbiased estimator) [30]. However, it is
difficult to completely model the measured noise. Hence, there is always some bias
in the estimation.
A detailed comparison among popular estimation techniques has been done in the
work by Small et.al. [20]. Table 2.1 summarizes the differences between all the three
types of methods discussed here along with the LS 2D analytical method developed
in this work.
1Crame´r-Rao bound (CRB) or Crame´r-Rao lower bound (CRLB): According to the CRLB, the
variance of any unbiased estimator is always greater than or equal to the inverse of the Fisher infor-
mation. An estimator which is able to achieve this lower bound is called “efficient”. Lower variance

















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































3. PSF PARAMETER ESTIMATOR DEVELOPMENT
3.1 Overview
The least squares (LS) 2d analytical method developed in this work obtains the
Gaussian approximation for the PSF. In the following section, some of the important
assumptions are listed. Then the error functions for the least squares minimization
are derived for two different cases. Finally, the analytical expressions for the Gaussian
parameters are obtained.
3.2 Assumptions
Following are some of the assumptions in this development.
• Unit width pixel - Pixels are assumed to be square in shape with unit edge
length. However, individual pixel dimensions does not matter as long as the
measurement window size is available.
• Closely packed mosaic - CCD sensors are closely packed with no dead space
in between pixels. In reality, detector have some space in between pixels because
of constructional limitations of the silicon wafers.
• Each pixel in the detector produces a time integrated photon count. Analysis
of the photoelectons at subpixel level is not done.
• All the calculations are done using ADU (Analog-Digital Unit) and not the
actual photon count as ADU is convenient to work with. Also, the CCD gain
value is known.
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3.3 Iterative Weighted LS 2D Error Function
In this work, the PSF intensity is fitted with a two dimensional Gaussian distribu-
tion. The method is based on the previous work for one dimensional distribution by
Hongwei [31]. Hongwei’s method works by minimizing the sum of the least squares
of the errors between the logarithm of the measured intensities and the logarithm of
a model Gaussian Intensity function in one dimension. Here, the work is extended to
two dimensional distributions.
At first, a bivariate Gaussian intensity function with uncorrelated width along the








where ux, uy = Centroid on (x, y) plane
Zo = peak intensity at the centroid
σx, σy = standard deviation or spread along x and y axes
Taking natural logarithm on both sides
ln Z = ln Zo −
(
x2 + u2x − 2xux
2σ2x
+
y2 + u2y − 2yuy
2σ2y
)






















ln Z = a+ bx+ cx2 + py + qy2 (3.3)




















The error function for LS minimization is defined as
δ = ln Z − (a+ bx+ cx2 + py + qy2) (3.4)
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Now, if the zero mean additive noise in the measurement is given by η, we can say
that
Zˆ = Z + η (3.5)
where Zˆ is the PSF data.
The error function is redefined as
δˆ = ln Zˆ − (a+ bx+ cx2 + py + qy2) (3.6)
Expanding this δˆ by Taylor-Maclaurin expansion up to second order, we have
δˆ = ln (Z + η)− (a+ bx+ cx2 + py + qy2) (3.7)







+ . . . (HOT ) (3.8)
Reasonably neglecting second and higher order terms of η in equation 3.8 and taking
the expectation of δˆ2, we get
E[δˆ2] =
[
ln (Z)− (a+ bx+ cx2 + py + qy2)]2 + σ2η
Z2
(3.9)
where σ2η is the noise variance. Since the Gaussian PSF decays very rapidly, the low
intensity pixels near the tail could have a large impact on the estimates [20]. The
presence of Z2 in the denominator means it could cause the estimator to become highly
sensitive to noises especially those in the low intensity-low SNR region near the tail of
the PSF while being nominal on the brighter pixels close to the centroid. Discarding
the low intensity data on the other hand could result into loss of meaningful PSF
information.
One of the way of getting around the issue is by multiply the error function in
equation 3.8 by the weighting factor Zˆ. The weighted error function now becomes
ε = Zˆδˆ (3.10)
= Zˆ
[
ln Zˆ − (a+ bx+ cx2 + py + qy2)] (3.11)
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ε ≈ Zˆ [ln (Z)− (a+ bx+ cx2 + py + qy2)]+ η (3.12)
The expectation of ε2 is now
E[ε2] = Zˆ2
[
ln (Z)− (a+ bx+ cx2 + py + qy2)]2 + σ2η (3.13)
This way, we can minimize the variations of the sensitivity of the estimator across
low to high SNR regions. Figure 3.1 shows the effect of weight factor on the estimate.
(a) 11× 11 (b) 19× 19
Figure 3.1. 2D section showing the effect of weight factor on peak estimates for
11 × 11 and 19 × 19 observation frames. Former has fewer background dominated
pixels whereas latter has many, thus leading to over and underestimation. (Given
paramters: Zo = 1000 ADU, Ux = 6px, σ = 2px, sky =100 ADU, readout = 10 ADU)
Using equation 3.11 the sum of squared error across N1 × N2 pixel window is








ln Zˆ − (a+ bx+ cx2 + py + qy2)]2 (3.14)
The least squares minimization of equation 3.14 implies estimating variables a, b, c, p and q.
On differentiating this equation with respect to a, b, c, p and q and setting the resul-



































































One thing to note, since we omitted the higher order terms of the Taylor expan-
sion in equation 3.8, the noise is now described inadequately due to the bias in the
measurement model. Moreover, this is prominent in the low intensity regions. To
minimize the bias introduced earlier in the approximation we will iterate equation
3.15 with updated weight Zˆk at each iteration. The idea is to eventually decrease the










































































when k > 0
(3.17)
Iterative 2d weighted LS Gaussian approximation for non-aligned ellipti-
cally spread sources
The method explained above corresponds to the Gaussian approximation for ellip-
tically spread sources whose major and minor axes are assumed to be along the edges
of a typical square detector pixel. In reality, images are generally non-aligned to the
pixel axes. Fig. 3.2a shows a linearly scaled light source entity in a flattened image
obtained from the telescope. Fig. 3.2b on the right is the contour plot of the intensity
on x-y plane. The third, fig. 3.2c is the contour of the profile approximated by sim-
ulating this image over 6 iterations using the algorithm described above. The values
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of the parameters obtained after these many iterations are Zo = 17254.616 ADUs,
ux = 13.951px, uy = 17.284px, σx = 2.097 and σy = 2.68. The known maximum
intensity of this image is about 19500 ADUs as found from the image processing soft-




Figure 3.2. (a) An elliptical light source with major and minor axes non-aligned to
the co-ordinate axes (b) Representation of the image using contours of the intensities
(c) Contour of the approximated profile showing obvious deviation from actual shape
when σx and σy are assumed to be uncorrelated
The algorithm clearly fails to achieve the profile shape of the source. This is
mostly because σx and σy which were initially stated as uncorrelated are in general
correlated to each other. In celestial images, not all objects are aligned to horizontal
or vertical axes. Some of them have certain rotation from the axes. In that case, it
is important to take into account their orientations before the estimation is made.
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Correlation (given by ρ) defines the orientation of the Gaussian. Hence it must be
incorporated in the system of equations in order to minimize the difference between
the actual and approximated profiles. The method described earlier can still be used
in case the approximation is to be limited to the aligned state only.
In order to include the correlation information in the algorithm we incorporate
covariance matrix with the possibility of the presence of cross covariance terms in






where X is the position vector of the local frame in pixels, U is the mean position (or
the centroid estimate) and Σ is the covariance matrix of the function.


































































Taking natural logarithm on both sides






























































ln Z = a+ bx+ cx2 + py + qy2 + dxy (3.23)
If the zero mean additive noise in the measurement is given by η, then Zˆ = Z + η.









a+ bx+ cx2 + py + qy2 + dxy
)2
− 2 ln Zˆ (a+ bx+ cx2 + py + qy2 + dxy)] (3.25)







a+ bx+ cx2 + py + qy2 + dxy
)− 2 ln Zˆ] = 0 (3.26)
Similarly, differentiating partially with respect to other parameters b, c, p, q, d and
equating each to 0, we obtain the system of equations
Zˆ2

(a+ bx+ cx2 + py + qy2 + dxy)− ln Zˆ
x (a+ bx+ cx2 + py + qy2 + dxy)− ln Zˆ
x2 (a+ bx+ cx2 + py + qy2 + dxy)− ln Zˆ
y (a+ bx+ cx2 + py + qy2 + dxy)− ln Zˆ
y2 (a+ bx+ cx2 + py + qy2 + dxy)− ln Zˆ
xy (a+ bx+ cx2 + py + qy2 + dxy)− ln Zˆ
 = 0 (3.27)
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The outer Zˆ2 forms the weight for the equation and is updated with a new value
given by Zˆ2k after every iteration. Summing over all the pixels and rearranging equa-

























































































where Zk is the weight for k
th iteration given by
Zk =

Zˆ when k = 0
ea(k) + b(k)x+ c(k)x
2 + p(k)y + q(k)y
2 + d(k)xy when k > 0
(3.29)
∑





where N1 and N2 are the
dimensions (in pixels) on the detector plane in the measurement window. Note that
the Zˆ term in the logarithm on the right hand side of equation 3.28 remains constant
throughout the iteration process.
Once the iterations are completed and the parameters a, b, c, p, q and d are found,
values for the Gaussian PSF variables ux, uy, σx, σy, ρ and Zo are determined by sub-
stitutions.
3.4 Parameter Estimation
From the estimates of a, b, c, p, q and d, the Gaussian parameters are obtained
simply by reversing equation 3.23.
3.4.1 Correlation coefficient
Correlation coefficient, ρ is obtained first since other parameters depend on this





















Substituting c and q from equations 3.20 and 3.21, ρ2 =
d2
4cq
. where −1 < ρ < 1
The actual value of ρ has to be found in conjunction with the peak magnitude Zo
since we do not know whether ρ is negative or positive at this point. It is noticed
that using ρ as the negative of the actual value does not give an optimum value of Zo.
Furthermore, in crowded fields Zo is established using the sharpness and roundness
criteria, making the result more optimum.
3.4.2 Sub-pixel Centroid
Similar to the correlation coefficient, the sub-pixel centroid (ux, uy) is obtained
from the estimates of a, b, c, p, q and r and is given by equation 3.30























This gives the centroid of the PSF in the local frame window. To obtain centroid of
a particular source in the image, proper co-ordinate adjustment must be done, like
adding the relative coordinate location of the local frame in the image.
3.4.3 Standard Deviation or the Spread (σx, σy)
The standard deviation or the width of the PSF is given by









These values are always positive.
3.4.4 Peak Magnitude














where parameters have usual meaning. As noted previously, for crowded-field pho-
tometry Zo is passed through the sharpness and the roundness criteria which eventu-
ally establishes whether the source is a PSF or an erroneous data from bad pixels or
cosmic ray events.
Figure 3.3. Physical significance of the estimated Gaussian parameters. From left to
right, σ represents the spread or half width, Zo the peak count, U the centroid or the




Simulations are done to obtain Gaussian approximations of the PSF using the system
of equations developed in section 3.3. Initially a symmetric point source is simulated.
Subsequent simulations are performed on asymmetric and non-aligned profiles to
determine centroid and other parameters. For each of the scenarios two test cases of
low and high SNR are formed.
4.1 Image Construction
As discussed in chapter 1, locating an object of interest in a celestial image is
important for the identification and cataloging of the object. It is therefore necessary
to obtain the centroid of the object’s image (as well as that of the nearby stars) with
a high precision. Artificial images are generated to simulate such celestial images.
This enable us to understand the effectiveness of the centroiding algorithm. At the
same time other parameters of the object are also found. In order to achieve a better
indication, the image generation process should allow for including both the celestial
as well as the sensor noise to the image.
At first, a Gaussian intensity distribution resembling a PSF is formed with the
predefined parameters for an N ×N detector window. Then each of the pixel values
are replaced by a value from Poisson distribution about that intensity. Once all
the pixel values are replaced by the corresponding Poisson distributed intensities, a
constant background (which vary according to Poisson statistics as well) is added to
the data along with Gaussian distributed readout noise. This simulated image is then
tested with the developed algorithm. Fig. 4.1 shows the break-up of the counts in a
typical raw image of the PSF from the detector. In this image, the source has a peak
of 125 ADU, sky is Poisson distributed about 100 ADU and the sensor readout has
an uncertainty of about 10 ADU. Note that ADU in each pixel represents integrated
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Figure 4.1. Construction of the raw image of a PSF. Markers show the individual
signal counts while solid and dotted lines show the raw and background subtracted
counts for PSF approximation. Total signal available as detector output is the sum
of markers count in every pixel.
photometric signal of that pixel. (Actual addition of all sources is done at electron
level in a real instrument [33].)
4.1.1 Symmetric PSF
A symmetric point source is constructed using arbitrary values of the parameters
where
[Zo = 10000 ADU, ux = 10.5px, uy = 10.5px, σ = 2 pixels]
Added to it is a randomly varying sky background with the mean and variance of 100
ADU. The image is corrupted by an additive white noise (as readout) of 10 ADU.
The local detector window size is set as 20× 20 pixel2. From the CCD equation, the
signal to noise ratio (SNR) of the constructed image is found to be about 15. This
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scenario is equivalent to imaging a 13th magnitude1 celestial object (for a CCD with
zero point of the scale = 25 and gain = 1e−/ADU) with telescope in a non-polluted
night sky. In another case, the source now has the peak intensity of 125 ADU, while
other parameters are kept the same. This source is equivalent to one 18th magnitude
celestial object (star, satellite etc.) and has SNR = 0.75.
(a) (b)
(c) (d)
Figure 4.2. Artificial PSFs as simulated for detected source with corresponding 3d bar
plot right below the image. Each bar depicts the brightness value of that pixel above
background level. Centroid is at (10.5, 10.5) and SNR is 15 and 0.75 respectively.
Note that sources are fully contained in the measurement frame.
Fig. 4.2 shows the plot of the intensities of the two point sources. In fig. 4.2a
and 4.2b, numbers along horizontal and vertical axes indicate grid of the detector
window.
1Magnitude of celestial object: It is a number that describes the brightness of a celestial object as
seen from Earth. It is function of negative logarithm. For a given wavelength, it is obtained from the





, where m is the apparent magnitude, F the luminous intensity
of the object, mo the reference magnitude and Fo the luminous intensity of the reference object. An
increase in the apparent magnitude is therefore a decrease in the brightness of the object.
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Simulation is done and result estimated from 5000 sample runs. Values of the
parameters for fig. 4.2a are found as
[Zo = 10059, ux = 10.5001px, uy = 10.5px, σ = 1.996 pixels]
where as for the fig. 4.2b the values are
[Zo = 120.9996, ux = 10.5006px, uy = 10.4994px and σ = 2.1086 pixels]
In both the cases, estimates for the centroid were over 99.99% accurate. Accuracy of
the peak for high SNR source was about 99.4% and that for the low SNR source, it
was about 96.8%. Units for Zo and σ are ADU unless otherwise mentioned.
4.1.2 Asymmetric and Non-Aligned Profiles
The test case for asymmetric PSF is similar to that of symmetric with the only
variation in the standard deviation or the spread of the distribution σx and σy. Here
the point source is constructed with the uncorrelated σx = 2 and σy = 4 while keeping
rest of the parameter same as the symmetric source in section 4.1.1. Adding randomly
varying sky background with the mean and variance of 100 ADU produce images of
SNR = 25 and 1.4 respectively. Fig. 4.3a and 4.3b are the two cases of the defined
asymmetric source.
To simulate a non-aligned source with a peak of 125 ADU, the correlation term
is incorporated in the calculation (equation 3.18). Hence, the standard deviations σx
and σy are no longer uncorrelated. The covariance matrix for the non-aligned case is





where ρ = −0.25. Fig. 4.3c shows the simulated non-aligned
source.
Results are estimated from a sample of 5000 simulation runs. For image 4.3a,
parameters obtained are
[Zo = 10021, ux = 10.5px, uy = 10.5px, σx = 1.9983 px and σy = 3.9974 px]
For the image 4.3b,
[Zo = 126.844, ux = 10.4996px, uy = 10.5016px, σx = 1.9331 px and σy = 3.8293 px]
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Similarly for the non-aligned source 4.3c,
[Zo = 124.3941, ux = 10.4973px, uy = 10.5064px, σx = 1.9356 px, σy = 3.8423 px, and
ρ = −0.247]
Units are ADU unless otherwise mentioned. Estimates for the centroid in all three
cases were over 99.9% accurate. On the other hand, peak estimates were about 99.8%,
98.5% and 99.5% accurate respectively, indicating the high accuracy of the algorithm.
(a) (b) (c)
(d) (e)
Figure 4.3. Artificially generated images for detected asymmetric point sources. The
corresponding bar plot for (a) and (b) below the images shows background subtracted
intensities of pixels. Centroid in both the case is at (10.5, 10.5), σx = 2, σy = 4 and
SNR of 25 and 1.4 respectively (c) A non-aligned source with SNR = 1.37
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Table 4.1. Summary of the results for the three scenarios
Scenario SNR Zo error (%) Centroid error (px)
Symmetric 15 0.59 0.0001
0.75 3.2 0.0008
Asymmetric 25 0.21 ≈0
1.4 1.48 0.0016
Asymmetric Non-aligned 1.37 0.48 0.007
4.2 Results
4.2.1 Estimation Residual
One of the main purpose of iteration in the estimation procedure is to reduce
the estimate error brought in by the bias in the measurement model. Fig. 4.4 plots
the effect of iteration on the estimation residual (the difference between the estimate
after the iteration and the observed peak). The parameters used are those of the 15
to 20th magnitude objects with the noise data as explained in section 4.1.1. As the
Figure 4.4. Percentage residual of peak estimates with respect to number of iterations
iteration count increases, the difference between the estimate and the observed data
becomes lesser and hence the residual decreases. Notice that the estimate has the
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best result after 8 iterations for up to 19th magnitude object. For a very faint object
of 20th magnitude, the estimate has a very large residual.
It must be noted that the residual does not necessarily represent the accuracy
of the estimate. This is so because the peak in the observed data is generally con-
taminated with randomly varying noises. Sources having low pixel counts (as in the
20th magnitude object) are prone to higher contaminations. At the same time, it is
possible that the observed peaks are not the same as the true peaks of the PSF due
to the discrete nature of the pixel data.
4.2.2 Accuracy
Several simulations were run in order to predict the performance of the algorithm.
During the simulations, the noise level was varied from low to high and the corre-
sponding error in the estimate plotted. Though this analysis is done on the symmetric
PSFs, similar result can be shown on asymmetric as well as asymmetric non-aligned
sources.
(a) RMS error in the centroid (in pixels) (b) % RMS error in the peak estimate
Figure 4.5. Plot of RMS error in the estimates for images with different magnitudes,
each at three levels of background 0, 10 and 50 ADU. The diagram can be well used
to understand the variation of RMS error with varying magnitude.
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Fig. 4.5a shows the plot of the rms error in the centroid with respect to the SNRs
for the sources of different magnitudes, while fig. 4.5b shows the plot of the percent-
age rms error in the peak with respect to the SNRs for the corresponding sources.
Upon observation, the RMS error in the peak is found to be less than 2% up to the
source (star) of magnitude 18. The error increases rapidly as source becomes fainter.
This occurs especially when SNR falls under 1. On the other hand, by carefully ob-
serving the RMS error in the centroid, we can say that even for a faintest source of
magnitude 20, the error is found to be less than one-tenth of the pixel. For brighter
ones the accuracy is much higher in order of one-hundredth of a pixel which is a fair
estimation using noisy data. Hence, even though the peak estimate is accurate for
the sources only up to 18th magnitude, the centroid estimate continue be to accurate
up to 20th magnitude objects.
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5. VALIDATION
The photometric estimates for the simulated cases of PSFs were achieved with around
99 percent accuracy. Until now the images contained only one point source. However,
celestial images from telescopes are generally crowded with many sources of brightness
around any particular region including but not limited to stars, man-made satellites,
galaxies etc. Also, the tails of these sources merge together to produce regions of
higher intensity than that of individual sources. The algorithm must be comparably
effective in such real cases. In order to compute the effectiveness of the method,
an artificial crowded-star-field is constructed and then the photometric estimation is
done on it. Chapter 6 describes the image handling procedures such as de-blending
of sources, sharpness and roundness criteria, optimal frame size etc. needed during
photometric estimation of crowded sources.
5.1 Simulated Crowded Star-field
A crowded star-field with 5 sources in a 50×50 frame is constructed. The param-
eters used for the sources are given in table 5.1.
Table 5.1. Details of the sources for crowded star-field construction
Source Zo(ADU) ux (px) uy (px) σ (px)
A 3000 27.2 13.1 2
B 600 24 20 1.5
C 300 16.5 24.3 2
D 1500 19 19 1
E 120 25.5 28 2
A randomly varying Sky background with λ = 100 ADU and a readout uncer-
tainty of 10 ADU are added to the image. Fig. 5.1 shows the constructed image
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of a crowded source-field and its intensity model simulating the raw image from a
portion of the detector. Images of such types require proper de-blending in order
(a) Constructed raw image
(b) 3d model
Figure 5.1. Constructed image with 5 point sources using given parameters resembles
a crowded star-field
to extract information about individual sources fitting to certain criteria. It is ob-
served from repeated simulations that stars with high brightness are easily detected
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by the algorithm whereas those having brightness value close to the sky background
missed a certain number of detections. Detection also depends on the settings in the
de-blending algorithm. A total of 5000 simulations were run and estimates recorded.
Table 5.2 lists the mean estimate for the parameters along with the number of missed
detections for each source type. The object with the peak value of 120 ADU had the
worst detection in the sample.
Table 5.2. Parameter estimated for the sources from the constructed star-field
Source Zˆ uˆx uˆy Zˆ error (%) uˆ error (px) Missed (%)
A 2995.7 27.197 13.105 0.14 0.006 0
B 598.7 24.027 19.958 0.22 0.05 0.04
C 299.5 16.505 24.293 0.17 0.009 12.8
D 1484.7 19.01 19.017 1.02 0.02 0.66
E 121.7 25.49 27.99 1.42 0.01 34
5.2 Results
5.2.1 Estimate Precision
Fig. 5.2a shows the scatter plot of the absolute errors in the centroid estimate
obtained from sample runs for each of the sources. For A and D (sources with high
magnitude), errors are limited to about 0.05. For B and C, the errors are scattered
mostly over the range of 0-0.2 pixels. E, the source with lowest magnitude has errors
scattered over a wide range of 0-0.5 pixels. Hence A and D have the highest estimate
precision while E has the least.
Fig. 5.2b on the other hand shows a similar plot for the percentage error in the
peak. The estimate error for A is less than 2%. It varies from 0-5% for D, 0-7% for
B, up to 10% for C while it is more than 15% for E. Hence, except for E, the source
with lowest magnitude, peaks of other objects can be well estimated with accuracy
over 90%.
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(a) Centroid estimate error
(b) Peak estimate error
Figure 5.2. Absolute error in the centroid and peak estimates for each of the stars in
the crowded field
Depending on the precision of the estimate for each of the objects, the performance
of the algorithm in actual images of crowded star-fields can be predicted.
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5.2.2 Source Detection
The missed detection counts as in table 5.1 are higher in the sources having in-
tensities very close to the sky background. The de-blending algorithm requires linear
divisions of the intensities from the background level to the highest in the frame;
certain sources with the peak near one of the divisions could get filtered out in the
process (however, some parameters in the algorithm govern the trade-off between the
computation cost and the detection). In some cases, the signal-to-noise ratios (SNRs)
of faint sources can reach quite low in contrast to the brighter sources; it is known
that a very faint source does not have the Airy shape and hence cannot be approxi-
mated by the Gaussian function [14] (though this was not applicable to the test case).
Section 6.5 has further details on de-blending.
5.3 Result from Numerical Optimization
For a comparative analysis of the method developed in this work with a popular
numerical method, the Maximum-likelihood estimator (as explained in section 2.3) is
used together with the Newton optimization routine in order to obtain the param-
eters of the approximated Gaussian PSF. However for simplicity, and because the
numerical method had convergence issues, the standard deviations σx and σy were
set as uncorrelated (i.e. ρ = 0). Results from both the methods are compared.
Fig. 5.3 shows the rms error in the centroid estimates for the sources using both
the methods. X-axis is for the objects in the decreasing order of their relative bright-
ness. The estimates from the LS 2D analytical method are found to be slightly better
than those from the numerical method. This could be explained by the use of the an-
alytical expression to obtain explicit values for the centroids (equation [3.30]). (The
numerical method on the other hand, need to find the local maxima).
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Note that similar to the LS 2D estimator, the maximum likelihood estimator used
in this comparison was not efficient; since the measurement model was biased (based
on the first order approximation).
Figure 5.3. RMS error in the centroid estimates from the LS 2D and the ML estima-
tors. Objects are in the decreasing order of their relative brightness.
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6. IMAGE HANDLING PROCEDURE
Before implementing the estimation algorithm on a raw image, certain procedures
need to be followed for efficient image data utilization.
6.1 Sensor Pixel Data
Photons enter the camera aperture and strike the detector array transferring en-
ergy in form of free electrons. Depending on the quantum efficiency of the detector,
most of these electrons are collected by the preprocessor. After the integration and
processing (analog to digital conversion), data is delivered at the output in a raw form
(called as raw image). These raw images are made up of numeric values of intensities.
Since raw images are uncompressed, each numeric value is proportional to the photon
count of the sensor pixel. Hence, these numeric values are used for image processing.
Square Measurement Frame
Generally, an image of the point source occupy more than one pixel. In some
cases, the blur is spread across multiple pixels on all sides of the centroid.
Figure 6.1. Pixelated image of the Gaussian PSF. Round PSF is translated into
square pixels.
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Fig. 6.1 shows three different Gaussian PSFs with the corresponding pixelated
data when using 5 × 5 measurement window. It can be noted that although the
shapes of the PSFs are circular, the image data in the sensor array is defined by
choosing a square window and not the circular. Since, most of the PSFs have only a
few pixels of the radius, using a square frame is well suited and sufficient for the case.
In addition, using square/rectangular frame is convenient for coordinate calculations.
Hence, rectangular measurement window was used in this work.
6.2 Background “Sky” Calculation
It is understood that the data output from each individual pixel of the sensor
array is composed of the source signal and other background noises. While source
signal depends on the power of the object of interest (such as a star), background
noises depend on the power of the contaminating sources such as diffused lights from
sky and lights from other celestial bodies. In addition to the background noise, sensor
adds its own readout noise to the data. This readout noise is constant and it depends
on the quality of the sensor.
In order to model the profile of the object of interest, the background should
be estimated for an appropriate deduction from the measurement. The background
level so obtained is deducted from the pixel data on pixel basis. It is important to
accurately determine the background variations for both distinct as well as highly
blurred and faint sources, especially for the blurred sources where object brightness
is extended to a larger area and hence there is a combined influence of the point
source and other noises on background estimation.
A number of methods have been developed to estimate the background sky level
from the pixel data.
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6.2.1 Using k.σ clipping
One of method utilizes estimation by k.σ clipping around the center of the local
frame data [34]. The center is usually chosen as the median for robustness; sigma σ,
the deviation around the center as standard deviation. In this method, basically those
frames data is clipped which satisfy the following relation. This process is iterated
until convergence.
m− k.σ < c < m+ k.σ (6.1)
where m = center of the local frame data, median
k = factor for sigma, by default 3
σ = deviation around the center, by default standard deviation
c = clipped background
6.2.2 Using Mode Estimation
Another method utilizes mode estimation as a robust estimate of the background
[34]. However, it requires an optimal bin width of the histogram for the observed
data. There are many methods to find the optimal bin width (see the subsection).
Once the optimal bin width is found, a histogram is generated to determine which
interval contained maximum number of entries of the pixel intensity counts. Having
known that interval, mode is then calculated by taking the mean of all the entries
falling in that interval.
Bin width obtained using Freedman-Diaconis rule [35]
The Freedman-Diaconis rule has been used by Astronomers and Astrophysicists
in developing star cataloging programs (e.g. Astropy Package [36]). The method
utilizes rank-based statistics for results and has advantage of being more robust to







where qN = N percentile of the data, n = Number of data points (or pixels)
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Bin width based on the average interval between min-max peak counts
over the entire frame pixels
In this method, at first the minimum and maximum peak counts (in ADU) are
extracted from the observed data array. Next, it is divided into equal intervals given
by equation 6.3. The number of intervals should be equal to the number of pixels in






Imax, Imin = magnitude of maximum and minimum peak counts respectively
n = Number of data points (or pixels)
Although this method worked very efficiently during simulation runs, some author
regard this as fundamentally wrong [34].
Depending on how crowded the stars are in the observed image, sometimes a combi-
nation of k.σ and mode estimation is used to obtain the background level [37].
Fig. 6.2 shows the plots of the absolute error in the estimated peak for various
frame sizes when simulated using the three background calculation rules. For this
comparative analysis, Gaussian PSFs were generated with the following parameters.
Amplitude, A = 1000 ADU
Frame size = {3, 5, 7, 9, 11, 13, 15, 20}
















Added to the image was a sky background with Poisson parameter, λ = 100.
Hence, the final raw data was the resultant of Gaussian and Poisson statistics.
From the figures, one can infer that Mode estimator based on min-max averaging
on the pixel counts provided better result than the other two. Several simulations
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(a) 3σ mean clipping
(b) Mode estimation by Freedman-Diaconis rule
(c) Mode estimation, min-max averaged
Figure 6.2. Absolute error in the peak estimate of Gaussian PSF with given SNR and
increasing covariances: Σ1, Σ2 and Σ3 from left to right respectively. Background
deductions are based on the three methods described. Notice all the leftmost graphs;
since the PSFs have smaller width, the errors are higher for larger frames as well
(apart from smaller frames) beacuse of the over sampling of the background. In
between the two, there is a region of optimum frame sizes producing smaller errors.
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Frame size and accuracy of the estimate
3× 3 7× 7 13× 13 3× 3 7× 7 13× 13 3× 3 7× 7 13× 13
5× 5 9× 9 15× 15 5× 5 9× 9 15× 15 5× 5 9× 9 15× 15
20× 20 20× 20 20× 20









Good V. Good V. Good Avg. V. Good V. Good Poor Good Good
were run to test the hypothesis. Table 6.1 shows the result of those simulations
based on all three types of background deduction rule. It compares the accuracy of
estimated peak from the sample data in small to large windows size and with various
width (achieved by varying covariances, Σ) of point sources.
6.3 Optimal Local Frame Size
One can notice the poor accuracy and higher error occurrences in smaller {(3 ×
3), (5 × 5)} and some medium {(7 × 7), (9 × 9)} sized frames. From several simu-
lations, it is observed that the profile generation requires pixel counts per frame to
be high enough; and that the frame size be larger compared to the set radius of the
PSF- mostly to have adequate number of samples from the blur for the fitting algo-
rithm to work. When the entire frame is occupied by the high brightness of a point
source without much of its tail information, the estimator is unable to fit in a correct
Gaussian to the profile. Hence the algorithm fails to give accurate result for smaller
frames.
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Moreover, when point sources have smaller spread, the errors are limited to the smaller
frames but when sources have larger spread, the errors propagate toward larger frames
as well (see fig. 6.2).
Generally, it is difficult to preset sizes of frames for point-sources of different
brightness and unknown spread. At the same time, if we are to find the background
deduction simultaneously while finding the centroid and peak, we need to consider a
suitable size of the mesh that has just enough data for the source and the sky noise.
Following calculation obtains optimal frame size based on empirical data from several
simulations using min-max averaged mode estimation rule for background deduction.
Only those estimates which were above 95% of actual were considered accurate for
this purpose.
Sample size = 50000
SNR = 2, 3, 5, 10, 20, 100
Frame edge length (pixels) = 20, 15, 13, 11, 9, 7, 5, 3
Case Σ1: Given σ1 = 1, optimal frame edge length = {5, 7, 9}
Case Σ2: Given σ2 = 1.5, optimal frame edge length = {7, 9, 11, 13, 15}
Case Σ3: Given σ3 = 2, optimal frame edge length = {11, 13, 15, 20}
It is observed that minimum size of frames in each of the cases had a similarity.
This was true for maximum sizes as well. In all of the cases, the minimum and maxi-
mum size of the frame depended on the standard deviation, σ of the profile. The ratio
of minimum or maximum frame size with the standard deviation was approximately
constant, equal to a multiple of FWHM1 of the profile.
1FWHM: Full Width at Half Maximum refers to the width of the Gaussian profile (or other curve
with no sharp edges) where the peak value is exactly halved or the curve is at half maximum value.
FWHM is generally used to compare quality of Point sources which do not have a fixed width as in
case of Gaussian profiles.
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Mathematically, that constant was found to be close to twice the FWHM of the
PSF for minimum edge length and four times FWHM for maximum edge length.
frame edge length, n pixels
Standard deviation, σ pixels
≈ constant (6.4)
Minimum frame size:
Case : σ1 = 1 : 2(FWHMσ1) = 2× 2.3548× 1 = 4.71 ≈ 5
Case : σ2 = 1.5 : 2(FWHMσ2) = 2× 2.3548× 1.5 = 7.1 ≈ 7
Case : σ3 = 2 : 2(FWHMσ3) = 2× 2.3548× 2 = 9.4 ≈ 9
Maximum frame size:
Case : σ1 = 1 : 4(FWHMσ1) = 4× 2.3548× 1 = 9.4 ≈ 9
Case : σ2 = 1.5 : 4(FWHMσ2) = 4× 2.3548× 1.5 = 14.1 ≈ 15(nearest)
Case : σ3 = 2 : 4(FWHMσ3) = 4× 2.3548× 2 = 18.83 ≈ 20(nearest)
Above result can be observed in the error plots 6.2c. This empirically obtained result
for minimum edge length is co-incidentally same as the critical sampling size of 2
pixel/FWHM for faint sources [13]. Fig. 6.3 shows the Gaussian profile for a point
source with peak magnitude = 1000 ADU and σ = 1 pixel. A length of 5 pixels is
the minimum required to cover 2(FWHM) of the profile.
Figure 6.3. For a point source, the minimum and maximum sizes of the local frame
is proportional to the FWHM of the PSF
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6.4 Precaution During Background Correction
Inclusion of surrounding pixels is essential for correct background determination.
On the other hand, one must take care while including the number of background
dominated pixels in the frame. If the background dominated pixels are larger in
number compared to the bright pixels from the point source, the estimate for the
background becomes prominent. Thus, subtraction is not done properly and the
apparent brightness flux of point source decreases [38]. This phenomena also occurs
in case of faint objects where background dominates the point source. Therefore an
optimal size of the local frame must be found.
Sometimes, it is difficult to obtain an adequate number of data points to locally
determine the sky background. For example, in case of the crowded star-fields, sources
are located very close to each other causing the background calculation routine to
mistakenly compute a high background to be subtracted. This in turn leads to the
loss of useful PSF data from the sample, resulting in a poor estimate. To work around
such situation of less than critical number of data points, it has been suggested that
the value of background be obtained from a larger region of the image (like 25× 25)
and not the local frame [13, 34]. However, including a very large region of the image
(for example 1000 × 1000) could result in poor background estimation especially in
case of non-flat sky noises. Besides, the frame size is found to affect the performance
of the de-blending algorithm in this work (discussion in section 6.5).
Fig. 6.4a plots percentage error in the peak estimates obtained after local and
regional background subtractions. Similarly, 6.4b plots RMS errors in the centroid
estimates. It can be observed from the plots that calculating local backgrounds
against regional drastically decreased the accuracy of the estimates. Furthermore,
it is found from the simulations that there is a sudden increase in the number of
failed detections. The algorithm in this work obtains the background from windows
of reasonable sizes (25× 25, 50× 50 etc.) and not local or the entire image at once.
Note that only background levels are calculated from these windows. Gaussian fitting
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(a) Peak error (b) Centroid error
Figure 6.4. Effect of subtracting local background as against regional background
for the PSF is obtained from an optimal size frame around the PSF as discussed in
the previous section.
6.5 De-Blending Crowded Field Sources
Sometimes the observation frame is crowded with multiple sources positioned next
to one another in the image (for example fig. 5.1a). Therefore, the pixel counts be-
tween two close sources are affected by both. The de-blending procedure by Beard
and MacGillivray [39] comes useful in identifying and locating sources in such com-
plicated arrangements. Fig. 6.5 shows the 2d model for the intensities of a crowded
field.
The following steps are followed in the de-blending method.
1. At first, the global background level is determined and subtracted from the
frame. (Zone 1 with the black pointer in the 2d model represents the global
background level).
2. Once the background is subtracted from the entire frame, the remaining inten-
sity counts are divided into equal sections (generally 16 sections) starting from
the new minimum to the new maximum in the observation window.
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Figure 6.5. De-blending procedure for a crowded source
3. The de-blending routine now recursively moves through each section starting
from the bottom looking for separate objects.
4. As soon as the number of objects is found to increase at a particular section
(at the upper end of zone 2 in the figure), that section is recorded as the local
background for the next search of objects. The routine now processes separate
objects individually (zone 3 and 4)
5. If at some point while going through the sections in any of the objects no new
separations are found, the object is noted as one single point source (A, B, C,
D). The parameters are then determined using observation data above the local
background level (3 and 4 in the figure). This local background (plus other local
backgrounds, if any) is later added to the estimates in order to obtain results
at the global background level.
6. Although the procedure is able to determine individual objects in a crowded
field, those objects are still approximations of actual sources since it is unlikely
to completely resolve nearly merged objects.
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6.6 Sharpness Criteria - False Detection Due to Sensor Flaws and Cosmic
ray events
Sometimes, cosmic ray events or some sensor flaws can create bright spots of a few
pixels on the frame. Unlike real object images, these cosmics are characterized by the
sharp edge in the brightness from one pixel to another. These spots when detected by
the algorithm can lead to false detections. In order to filter out such outliers, several
empirical methods have been developed. [3, 34]. According to one of the methods,
these spots can be identified by finding the ratio of the intensity difference between






where ∆Dobs = D
∗
i,j −Di,j
D∗i,j = Observed maximum intensity
Di,j = mean of pixels surrounding D
∗
i,j
Hest = best estimate from the algorithm
When a non-celestial object such as a narrow spot is encountered, which has most
of the brightness centered at one pixel while surrounding pixels have low intensities,
the algorithm fits a profile with low intensity at its center. This gives the value of
(Sharpness ≥ 1). On the other hand if a low lying spot is found, the value of sharpness
is very close to 0. By setting an appropriate limits, these false detections could be
minimized since most of the celestial objects would have moderate sharpness. Fig.
6.6 illustrates the output of the algorithm showing good as well as bad detections
from an image.
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Figure 6.6. False detection shown by red ‘+’ while good ones by blue ’+’ obtained
using Sharpness Criterion. All the false detections in this particular simulation were
those whose sharpness criterion were outside (0.35 < Sharpness < 0.8)
6.7 Shape Criteria - To Filter Light Streaks of Moving Objects
A very fast moving object which is not very well captured in the frame should
not be extracted from the image and used in centroiding. The same applies when a
very bright object is imaged by the camera. Too many photoelectrons may collect
within the pixel of the CCD causing the charge to overflow to the neighboring pixels.
This happens when more photoelectrons are received than the full well capacity of
the CCD.2 The charge overflow from the pixels causes what is known as “bleeding”.
It is visible as a narrow streak of light across many pixels in the raw image. These
light streaks could be detected by the algorithm as a highly elongated source leading
to false detection.
Similar to the sharpness criteria for eliminating false detections, the shape criteria
helps in filtering out the undesired light patterns - patterns which are highly elliptical
in shape. It works by approximating the observed counts by two one-dimensional
Gaussian function (similar to 2d approximation), orthogonal to each other [34]. The
2“The amount of charge a pixel can hold in routine operation is termed its full well capacity” -
Howell [5]
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respective widths or spreads σx and σy thus estimated are used to determine the value
of the shape criterion from equation 6.6. Note that, since the parameter estimator
developed in this work obtains σx and σy together, constructing two one-dimensional









Depending on the value of this criterion, certain objects can be filtered out by the
algorithm. From the simulations, it is found that a value of (Shape < 5) provides a
good filtering of highly elliptical undesired light patterns from the image.
Fig. 6.7a shows objects tagged in a crowded field by the existing algorithm; even
(a) Existing algorithm (b) With shape criteria
Figure 6.7. Shape criteria to filter objects with undesired light patterns
the sources which did not have well defined round shape (objects with longer streaks
of light) have been detected along with others objects. This will definitely lead
to a wrong identification of the actual source. The next image 6.7b is generated
by applying the shape criterion: only those objects which passed the criterion are
identified to be tagged.
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Summary
Fig. 6.8 shows an overview of the PSF parameters estimation. The sharpness and
shape criteria are optional and could be excluded from the main algorithm, if needed.
Figure 6.8. Flowchart of the PSF approximation process
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7. APPLICABILITY OF THE ALGORITHM
7.1 Simulation on a Real Celestial Image
Since the algorithm is developed for the intended purpose of celestial photome-
try, it is essential to simulate celestial images and determine the applicability of the
method. A test image shown in fig. 7.1 is obtained from the Smithsonian Astrophys-
ical Observatory telescope datacenter [40]. The image contains celestial objects with
brightness ranging from -14 to -5 magnitudes (instrumental).
Figure 7.1. A test image from Smithsonian Astrophysical Observatory telescope dat-
acenter [40]
The image has the following informations
α, RA: 16:151:30.993 - 16:16:22.690 J2000
δ, Dec: +31:19:36.30 - +31:30:36.92 J2000
Dimensions = 1024 × 1024
Resolution = 0.644574 arcsec/pixel
At first the FITS WCS of the image was fixed using WCStools [41]. In this process,
the header of the FITS file was updated with correct coordinate information. Then
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the information about the stars in the image was retrieved from the catalog USNO-
B1.0 [42]. In the next step the X and Y coordinate of the objects are determined from
their respective right ascension and declination information. The centroids obtained
from the LS 2D analytical method is then compared with these coordinates from the
catalog and results noted.
Fig. 7.2 shows the plots of the centroids obtained from the the LS 2D AM as well
as the catalog. Magenta colored diamonds are the catalog stars while the green boxes
are the sources detected by the analytical method. Note that the catalog shows top
300 brightest stars present within the region and are found from many observations
over period of time. On the other hand, the LS 2D method detected sources using
only this image.
Figure 7.2. Plots of centroids from analytical method and the catalog in green and
magenta boxes respectively
The centroid determined from LS 2D analytical method is compared with the
catalog data in a graph. Plot 7.3 shows the relative error of the centroid from LS 2D
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analytical method with respect to the catalog. The catalog data is considered as the
base line. The graph is for only those stars which were found to be within unit pixel
radius of the cataloged position.
Figure 7.3. Absolute error in the LS 2D centroid estimates with respect to cataloged
centroid
7.2 Results from an Astronomical Software
To have a direct comparison with one scientific tool used to identify and catalog
objects in images, a popular astrometry software, S-Extractor [37] developed by Em-
manuel Bertin is used. S-Extractor determines centroid using isophotal data from
the observation which is similar to using the center of gravity method. (Another
approach is based on windowed centroid estimation). The software is widely used in
the analysis of astronomical images. Faster execution and the ability to accept user
supplied inputs for various parameters are the main features of the software.
S-Extractor is used to detect sources and locate their centroids in the same image.
The results are plotted on a graph along with those of LS 2D and the US No-B1 cat-
alog data. Image 7.4 shows the plots of stars isolated from all the detections - stars
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which were estimated by LS 2D and S-Extractor to be within unit pixel radius from
the cataloged centroid.
Figure 7.4. Plots of identical centroid estimates from LS 2D, S-Extractor and the US
No-B1 catalog isolated from all the detections
Similar to the earlier absolute error plot, fig. 7.5 shows the absolute error in the
centroid estimate from the two methods with respect to the cataloged stars. Again,
only those stars are considered which were up to unit pixel radius away from the
cataloged position.
It could be observed from fig. 7.5 that the LS 2D centroid errors are almost
close to that of the S-Extractor’s. In few of the stars, the analytical method actually
outperformed the other. The standard deviation of the LS 2D error is found to be
better than that of S-Extractor, thereby showing higher precision for this image.
The mean error for S-Extractor was slightly lower on the other hand. This could
probably be attributed to the additional filtering and correction subroutines employed
within the S-Extractor application. Nonetheless, the analytical work is shown to
60
have obtained centroid with high accuracy. Additional figures could be found in the
appendix.
Figure 7.5. Absolute error in the centroid estimates from the two methods with
respect to cataloged centroid
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8. CONCLUSION
The tracking and cataloging of near Earth space objects relies mostly on ground
based observations. Due to the great distance of the objects from the observation
site only non-resolved object images are obtained. The CCD used in optical systems
generate raw celestial images from which individual object’s astrometric position are
extracted. In order to do so, the center of the object’s image on the CCD frame has
to be found. However, the observation frames that are read out of the detector are
subject to noises from three different sources: celestial background sources, the object
signal itself and the sensor.
An analytic method based on least squares 2-dimensional approximation is devel-
oped keeping in mind the noises present in the total signal. Since the detector array
outputs discrete pixels counts, the observations are Poisson distributed. However,
the readout introduces Gaussian distributed error. Hence, the overall observation
is based on combined Poisson-Gaussian statistics. The blur formed by light sources
known as point spread function have the Airy disc (and pattern) which in turn can
be approximated to the Gaussian intensity function. As long as the observation data
has sufficient and suitable photon counts, the point spread function can be modeled
with a Gaussian profile. The analytic method obtained a solution for the least squares
minimization of the error between the observation and a model Gaussian point spread
function. It is observed that the presence of noise in the measurement reduced the es-
timate accuracy because of improper sampling of the tail data. Therefore, to improve
the influence of low count - low SNR tail data, weights determined by expanding the
least squares error function are incorporated. Additionally, since the measurements
are normally biased due to the elimination of higher order terms in the measurement
model, the solutions are found by iterating the fitting procedure while updating the
weights and therefore minimizing the bias. An optimal number of iterations has been
62
empirically determined for various signal to noise ratios. At the end of those itera-
tions, the Gaussian parameters are found by solving simple equations.
The least squares 2d analytic method is applied for identifying sources in sim-
ulated crowded and non-crowded fields. The estimates for centroids and peaks are
validated. In any crowded source image, the number of good detections depend on
the user supplied inputs for various subroutines within the image handling procedure.
The analytic method is eventually tested on a real celestial image to estimate the cen-
troid information. At the same time it showed comparable estimate accuracy with
respect to the astronomical tool even though the former didn’t use additional filtering
and corrections unlike the other. These results demonstrate the applicability of the
algorithm for astronomical image analysis. In a separate observation, it is found that
the least squares 2d analytic method outperformed a numerical method for the test
case. Certain assumptions were made in this work to simplify the estimation. An
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A test file testx90m.fits is obtained from the on-line domain of Smithsonian Astro-
physical Observatory [40] for the simulation. The WCSTools is used for fixing the
WCS of the fits file and to obtain the catalog data of stars from the database. Along
with the WCSTools, S-Extractor is also used for quickly locating certain number of
bright stars. Following set of commands are executed (in the same order) in the UNIX
environment.
At first, S-Extractor is used to locate sources in the image; their locations and the
magnitudes. These locations and magnitudes of the sources are then listed in a file
(for example star list.lst) and sorted in decreasing order of the magnitudes. In order
to compare these informations with a catalog, a certain number of brightest stars are
extracted and saved in another file (example, star list200.lst).
% Sorting and extracting 200 brightest stars
# sort -n -k 3 star_list.lst | head -200 > star_list200.lst
This list of 200 brightest stars is now used to match with data from one of the sky
catalogs. The catalog used in this work is USNO-B1.0 (ub1) catalog. ub1 has more
than half a billion stars surveyed during last fifty years.
Finally, the corrected WCS is written into the same fits file after the match.
% Minimum number of matches set here is 50
# imwcs -vwd star_list200.lst -c ub1 -h 50 testx90m.fits
The following command retrieves x and y positions in the image along with other
stellar informations (RA/Dec etc.) for 300 stars from the catalog.
# imcat -n 300 -w -c ub1 testx90m.fits




For a synthetic image with Zo = 200 ADU, ux = 6px, σ = 2px, sky = 100 ADU
and readout = 10 ADU, fig. B.1 shows the 2d plots of the estimated intensities after
each iteration. Three iterations were enough for a fair estimate in this example.
Figure B.1. Effect of iteration on the peak estimate. The bias present in the mea-
surement model is minimized by iteration.
Log Plot
To illustrate how well the Gaussian approximation was, the following log-plot
is generated. At first the measurement is normalized in 0-1 and then the estimate
Figure B.2. Normalized intensity plot and the log-plot respectively
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is made. As can be seen, the log-plot for the intensity estimate has the form of a
parabola. Values which were significantly higher than 0 were approximated very well
while those near 0 showed clear deviation.
Object’s image was generated using the following data: Zo = 200 ADU, ux = 6px, σ =
2px, sky = 100 ADU and readout = 10 ADU.
