Abstract-This paper proposes a strategy to achieve velocity consensus and simultaneous formation shape control in a multiagent formation using distance-only measurements. Since with agents executing arbitrary motions, distance-only measurement cannot provide enough information for our objectives, we postulate that agents engage in a combination of circular motion and linear motion. When energy saving is the first priority, the linear motion component should dominate. On the other hand, when measurement accuracy is the first priority, the circular motion must be more prominent. Such motion allows agents to localize their neighbors (which is important for shape control) and to determine the relative velocity of the linear motion components. Simulation results are also provided to illustrate the performance of the control algorithm when the measurements are corrupted by noise.
I. INTRODUCTION
The performance of multi-agent systems in various tasks, e.g. consensus [1] , [2] , formation shape control [3] , [4] , cooperative geolocalization [5] , etc. has been studied with increasing intensity over recent years. These tasks are usually required to be performed in a decentralised way [6] and using limited information, i.e. each agent should individually identify possible actions, and while such actions are required to achieve the final goal of the formation, each agent can communicate only with its neighboring agents. Examples of these tasks are retrieving information from an area covered by a sensor network (where the agents are sensors deployed in the area), or moving together in a desired formation shape from one point to another where the agents are ground or aerial vehicles.
In a formation control problem, which is the focus of this paper, each agent tries to contribute to achieve the global goal of the formation using measurements of, typically, relative positions and velocities of its neighbors. Examples of such problems are given in [7] - [10] . These problems become more challenging when the agents cannot instantaneously measure all the information required to apply motion corrections to achieve the final goal of the formation and have to estimate some of this information using their measurements. An example of such a problem is given in [11] , where a formation (shape and translation motion) control method, called stop-and-go, has been devised to control the agents not able to measure the relative positions (both distance and angle) of their neighbors, but only able to measure the distances to their respective neighbors. This measurement restriction makes the control problem significantly harder. However, the paper made an assumption that formation has a leader agent whose velocity is constant, and the followers take up positions while moving with the same velocity as the leader.
This paper revisits a relevant problem. Agents are required to achieve velocity consensus and formation shape control using distance-only measurements to neighbors. The key is to postulate that the motion of each agent comprises two parts: a translation and a circular motion. The circular motion is around a moving center, and it is the centers of each agent's motion, rather than the agents themselves, which achieve velocity consensus. The purpose of the superimposed circular motion is to allow inter-agent localization and velocity estimation, not using instantaneous measurements, but using distance measurements collected over an interval. We postulate that neighbor agents remain in communication even if they initially have different velocities.
The notion of using deliberate motions of agents to assist in localization was suggested to use in [12] , in relation to sensor network localization. The idea in [12] is that if each node in a sensor network moves in a small neighbourhood of its original position, it is possible to infer direction information from distance measurements. Our idea is similar; however, the motions in [12] are random while this paper studies the localization problem using distance-only measurements when agents are executing independent circular motions and it further discusses the situation where agents are performing a combination of circular motion and linear motion, with the linear motion components required to achieve velocity consensus. In addition, the idea of introducing sinusoidal perturbation in formation control problems is not wholly novel: in [13] , the authors have introduced sinusoidal perturbations to the usual gradient based control algorithm in order to achieve a different objective. An advantage of having a combination of linear and circular motion over only linear motion as in [11] is that the agents are less likely to travel out of communication range during the localization process.
In practical applications, when energy saving is the first priority, the linear motion component can be dominant, provided that communication range constraints remain satisfied. On the other hand, when estimation accuracy is the first priority, the circular motion can be dominant. In addition, one can also assign the radius of each agent's circular motion according to the relative velocity of its neighbouring agents. As a result, as velocity consensus is being achieved, the circular motions become less and less significant.
An abbreviated conference version of this paper has been presented in [14] . The novel contributions of the paper, in comparison to the conference paper [14] , are as follows (a) deriving a localization method via distance-only measurement using the Gram determinant, (b) proposing a control algorithm to achieve velocity consensus and simultaneous formation shape control using distance-only measurements, and (c) introducing an improvement by adaptively adjusting the circular motion radius.
The rest of this paper is organised as follows. Section II gives a brief review of a Gram determinant, which will be used in Section III. Section III gives a solution to the localization method using distance-only measurements when two agents are executing independent circular motions. The method is then extended to the case where circular motion and linear motion are combined in Section IV. Section V gives a velocity consensus algorithm for multiple agents. Section VI discusses an improvement of the algorithm derived in the previous sections involving an adaptive adjustment of the circular motion radius. Section VII discusses the possibility of combining velocity consensus with formation shape control. Simulation is included in each section. Concluding remarks and directions for future research are given in Section VIII.
II. MATHEMATICAL BACKGROUND

A. Gram determinant
The Gram determinant is a powerful tool in formation shape control [7] . The Gram matrix (or Gramian matrix) of a set of vectors A = [v 1 v 2 ...v n ] in an inner product space is the Hermitian matrix of inner products, in the form of G = A T A. A set of vectors is independent if and only if the Gram determinant (the determinant of the Gram matrix) is non-zero [15] .
Consider a set of points p 1 , p 2 , p 3 and p 4 in R Consider a pair of agents, 1 and 2. Each agent is moving on a circle with a certain radius, direction and angular velocity. Agent 1 knows the radius and angular velocity of itself and can only measure the distance but not bearing of the agent 2. Agent 1 needs to find the circle radius of agent 2, the angular velocity of agent 2 and the position of agent 2's circle centre with respect to agent 1's coordinate frame, as well as agent 2's instantaneous position. Conversely, agent 2 also needs to identify the parameters of agent 1. Our approach to allowing agent 1 to find the radius of agent 2's motion is as follows. Suppose r 1 is the radius of agent 1's motion, r 2 is the radius of agent 2's motion, ω 1 is the angular velocity of agent 1, ω 2 is the angular velocity of agent 2, z(t) is the distance at time t between agent 1 and 2 and d is the distance between the two circle centres. At the initial time t = 0 as shown in Fig. 1 , suppose φ 1 is the angle by which a line joining the circle centres would have to be rotated in a counterclockwise direction to coincide with the line from agent 1's circle centre to agent 1 itself (i.e., φ 1 is the initial phase of agent 1 relative to the line joining the two circle centres), and φ 2 is the initial phase of agent 2. Suppose further that ω 1 , ω 2 , r 1 and r 2 are nonzero. Note we set the sign (or equivalently the direction) of φ 1 and φ 2 to be the same as those of ω 1 and ω 2 respectively and |φ 1 |, |φ 2 | ∈ [0, 2π).
We will later impose a no-collision restriction; this is for practical reasons, rather than it being required for the analysis of the next section.
A. Localization method using Gram determinant
Given that agent 1 already knows ω 1 , it will be in the same place after every period T 1 = 2π ω1 . Thus, agent 1 can measure the distance between agent 2 and its fixed position at equally spaced times T 1 , 2T 1 , 3T 1 and so on. Then, by using the concept of a Gram determinant, agent 1 can normally calculate r 2 , as we now show. We will further show that agent i can obtain information regarding ω 2 , though not necessarily its precise value. Because agent 1 is receiving sampled values of the interagent distance, the possibility of aliasing necessarily arises.
We proceed to the details. As shown in Fig. 2 , suppose agent 1 is at position 0 after every period T 1 . Agent 2 is in position 1, position 2, position 3 and position 4 at equally spaced times 0, T 1 , 2T 1 , 3T 1 . Note that agent 2 can travel from position 1 to position 2 either clockwise or counterclockwise.
In Fig. 2 , suppose d ij is the distance between position i and position j.
If |ω 2 | = k|ω 1 | , k = 1, 2, 3..., all the d 0j will be the same. This special case will be discussed later.
Assume that no two d 0j are the same, with distinct positions 1, 2, 3 and 4 for agent 2 at measuring times:
. Because x 1 , x 2 and x 3 are not all equal, the Gram determinant yields
Similarly, by working with positions 0, 2, 3 and 4, one has
Equations (2) and (3) constitute two simultaneous polynomial equations in two unknowns, viz. a and b. There might be multiple solutions, though they are not guaranteed all to be real or all to be positive, and any complex or negative solutions can be discarded. We now explore the solution set.
Let us first observe the following lemma. Proof. The equations above can be simplified as below:
where u ij , i = 1, 2, j = 1, 2, ..., 5 are the coefficients defined by x i , i = 1, 2...4. Note that no term in a 2 arises when one evaluates the determinants.
Assume the two equations are independent, we can eliminate the term a 2 b and obtains where
If the values of v 3 and v 4 are both zero, we can obtain the value of b immediately from (6) . Otherwise, we have:
Substituting (7) into (4), we have:
where w n are the coefficients related to u ij and v n . From equation (8), we know that b has five solutions, one of which is 0.
By substituting each value of b into equation (7), we obtain five solutions for a.
Because the solutions should be positive, there are only four pairs of possible solutions. Now if we make more measurements, the number of unknowns does not increase but the number of equations of the form of (4) and (5) increases, and then it is possible to uniquely determine the solution. In particular, we now prove that in order to find the unique solution of a and b, agent 1 needs to take at least 6 measurements for the distance between the two agents. Proof. If the row rank of U is 4, the terms a 2 b, ab and a can be eliminated. Thus, we obtain that vb 2 + b = 0, where v can be found from U . This equation allows us to uniquely determine the value of b (under the condition that b = 0). Once b is uniquely determined, the remaining unknown a can be computed via back-substitution.
In Lemma 1, we take 4 measurements and the row rank of U is 2, which allows us to eliminate the term a 2 b; if we take 6 measurements, the number of rows of U will be 4, which allows us to obtain the unique solution of a and b according to Lemma 2. Note that if any two rows in U are linearly dependent, we need to take more measurements to ensure that the row rank of U is 4 in order to do the elimination.
Then, by calculating 2|cos(
Now that agent 1 knows the radius of agent 2, it can determine the remaining information about agent 2. Set up a coordinate system with respect to agent 1's circle as depicted in Fig. 4 . Because the radius of agent 1 is known and agent 1 can calculate the distance from a fixed position on its orbit to the circle center of agent 2, the distance as well as the direction of agent 2's circle center can be obtained as below.
First, by applying the law of cosines, one can find the angular position of 4 because we know all the distances between the four points 0, 1, 2 and 4. Note that there is still an issue of whether 4 is above or below the x axis. Then we solve this problem by obtaining the value of d 34 and applying the law of cosines to positions 0, 3 and 4.
There are some special situations where this method cannot work. The first special case is when |ω 2 | = k|ω 1 | , k = 1, 2, 3, ... . In this case, positions 1, 2, 3, 4 will coincide and all the measurements become the same and the solution does not work. The second special case is when |ω 1 | = k|ω 2 | , k = 1, 2, 3, 4, 5. In this case, we can only obtain k useful measurements and the row rank of U in Lemma 2 will never reach 4, so we cannot obtain a unique solution. The last case is when any two rows in U in Lemma 2 happen to be linearly dependent. This may be due to noise-induced errors in measurements. In this case, more than 6 measurements are required in order to obtain a unique solution.
Solving this problem in this way, one only uses very little information in comparison to what can be evidently provided by continuous measurement and one has to wait three periods of agent 1's rotation to find a finite solution set (and five periods to find the unique solution). Furthermore, although we obtain |cos( 1 2 ω 2 T 1 )|, we still cannot find the specific value of ω 2 ; this is a fundamental consequence of the aliasing associated with time-sampled measurements. The observations lead us to consider an alternative approach.
B. Solving the localization problem using Fourier transform
In the solution using the Gram determinant method, the information collection is based on discrete measurements. In order to make better use of the information we have, now a solution based on continuous measurements is given.
Based on Fig. 1 , we set up a local coordinate system for agent 1 with origin at the centre of agent 1's circle. Agent 1 is on the x axis when t = 0. So the bearing of the circle centre of agent 2's motion (with respect to the direction associated with agent 1's position on its circle) is −φ 1 .
For future reference, we note that collision avoidance will be guaranteed if the following condition, not immediately checkable by either agent, is satisfied:
Assume counterclockwise angular velocities to be positive. Then we can record the kinematic equation of the 2-agent system:
Rewriting (10) using trigonometric function transformations, we have:
This equation demonstrates that the time function z 2 is a sum of a constant and three sinusoids. By taking the Fourier transform of this function, we obtain a frequency domain function F (ω). Since F (ω) is a complex function, we can write
Note the negative frequency terms in F (ω) are ignored. While the Fourier transform above has been calculated, one can also conceive of measuring the time function z 2 and numerically obtaining its transform. From the transform, it is then possible to identify the values of ω 2 , r 2 and d as argued below when the values of ω 1 and ω 2 are generic; in particular, they must be such that no two of the four frequencies 0, |ω 1 |, |ω 2 | and |ω 1 − ω 2 | take the same value. The contrary and special cases will be discussed later in this section.
First, we can use the frequency of ω 1 to identify the term dr 1 δ(ω − |ω 1 |). From the magnitude of this term and the value of r 1 , we obtain the value of d.
Second, we can identify the zero frequency term (d 2 + r and we already know r 1 and d, the value of r 2 can be found.
After that, we can use the value of dr 2 to identify the term dr 2 δ(ω − |ω 2 |), from which we can obtain |ω 2 |. In a 'bad geometry' situation, when r 1 ≈ d, there is likely to be some difficulty finding |ω 2 | because the magnitudes of terms dr 2 δ(ω − |ω 2 |) and r 1 r 2 δ(ω − |ω 1 close or the same. However, this will not happen provided the collision avoidance condition (9) holds. Furthermore, The sign of ω 2 can be obtained by identifying the term
Next, observe that
From (13) and (14) and knowledge of the phase of F (ω), φ 1 and φ 2 can be found. Note the terms ω1 |ω1| and ω2 |ω2| mean that the signs of φ 1 and φ 2 are the same as those of ω 1 and ω 2 respectively.
So the bearing of the circle centre of agent 2's motion is given by:
The solution above is based on a presumption that all four terms are distinct. We now review some special cases. There are a lot of special cases, though not all of them need to be discussed. In order to maintain a formation, agent 1 only needs to find the direction of agent 2, which is −φ 1 , and the distance between two circle centers, which is d. So there are three special cases that need to be discussed.
The first special case is when ω 1 = ω 2 . In this case, if φ 1 = φ 2 and r 1 = r 2 , the problem cannot be solved because z 2 will be constant, where variation is necessary. Otherwise, the terms (d 2 +r
In this case, the distance is not constant but we still do not have enough information to solve the problem.
The second special case is when ω 1 = −ω 2 . In this case, the terms +dr 2 cos(ω 2 t + φ 2 ) and −dr 1 cos(ω 1 t + φ 1 ) merge. The value of r 2 can be found from the term r 1 r 2 δ(ω− |ω 1 − ω 2 |) and the value of d can be found from the term
2 )δ(ω). Besides, the complex number F (ω 1 ) has two components, see Fig. 5 . Because all three sides of the triangle are known, applying the law of cosines, φ 1 can be found. However, there are two solutions for φ 1 corresponding to two circumstances in Fig. 6 and one cannot decide which to take.
The last special case is when ω 2 = 2ω 1 . In this case, the terms −dr 1 cos(ω 1 t + φ 1 ) and −r 1 r 2 cos[(ω 1 − ω 2 )t + (φ 1 − φ 2 )] merge. This case is very similar to the case when ω 1 = −ω 2 and the solution can be found in a similar way. However, there are still two solutions for φ 1 .
It is clear that we cannot obtain a unique solution in any of the special cases, but in some cases we can still find two solutions. In fast Fourier transform, the accuracy of frequency δω and the total length of sampling time T have the relationship below: δω = 2π T Thus when a special case happens, one possible solution is to collect data for a longer time in order to increase the accuracy and make these peaks more distinct.
It is clear that both the Gram determinant and Fourier transform methods are weak in dealing with special cases. The Gram determinant method is not applicable when ω 2 = ±kω 1 , k = Evidently, when maintaining a formation using the circular motion strategy, it is very desirable that the angular velocities of agents do not fall in the special cases. It may be that in advance of the assembling of a formation, particular angular velocities can be assigned to particular agents, and they may even know each other's angular velocities. We may even restrict the angular velocities to a finite set, and then we have: Proposition 1. Suppose G is a minimally rigid formation [4] , [11] in R 2 . Then the smallest number of angular velocities needed in order to avoid the special cases described above is four.
Proof. In proposition 1 of [11] , it is proved that one can colour the vertices of any minimally rigid graph in the plane using four different colours and ensure that there are no two adjacent vertices which have the same colour. Now suppose that ω 1 , ω 2 , ω 3 and ω 4 are four angular velocities corresponding to four colours and for any i = j there holds {ω i = ±ω j } ∩ {ω j = 2ω i }. Because the colour of each agent is different from the colours of its neighbours, the angular velocities of agents cannot fall into the special cases.
C. Illustrative Simulation Result and comparison
Consider a localization problem when two agents are undergoing independent linear motion. Suppose ω 1 = 5,
When using the Gram determinant method, the solution is given after agent 1 has completed 5 circles and 12 measurements are used in the computation. When using the Fourier transform method, a solution is given after agent 1 has completed 10 circles and 50 measurements are used in the computation. Furthermore, the plot of z 2 is as Fig. 7 , the plot of A(ω) is as Fig. 8 and the plot of Θ(ω) is as Fig. 9 . Since Matlab [16] uses a fast discrete Fourier transform to generate a Fourier transform, the frequency resolution δω no longer approaches zero. In Fig. 8 
IV. RELATIVE POSITION AND VELOCITY ESTIMATION USING SINUSOIDAL PERTURBATION
In formation control problems, velocity consensus is also an important problem. Now that we have discussed the localization problem when the agents have zero translational velocity, we will study a more general case where rotation and translation are combined and velocity consensus is to be achieved. The paper [11] gives a formation control strategy using distance-only measurements while overlooking the velocity consensus problem. It assumes that the leader's velocity is constant and initially unknown to all agents, and the followers take up positions while moving with the same velocity as the leader. In this paper, the new localization method has an advantage over that of [11] in that it can be expanded to deal with motions combining rotation and translation. In this case, the velocity consensus of agents' circle centres can be achieved.
In the above section, we noted that the localization method via the Gram determinant uses less data and less computation than the one via the Fourier Transform. Nevertheless, when translational motions of circle centres are introduced, we have been unable to adapt the Gram determinant method to the new situation. On the other hand, the Fourier transform method, after some modifications, can be used to estimate the velocity of circle centres.
A. Problem statement
Consider two point agents, 1 and 2. Each agent performs a combination of circular and rectilinear motion, so each has a certain radius, direction and angular velocity for the circular motion and velocity for the rectilinear motion. Agent 1 knows its own radius, angular velocity and the translational velocity of its circle centre and can only measure the distance but not bearing of the agent 2. Conversely, agent 2 knows its radius, angular velocity and the velocity of its circle centre and can only measure the distance of the agent 1. The goal is for both agents to localize and estimate the velocities of each other.
As shown in Fig. 10 , we set up a global coordinate system with origin still at agent 1's circle centre. Now agent 1 and agent 2's circle centres are on the x axis when t = 0. The coordinate system is defined by the agent pair, and is used for analysis purposes by us. Its orientation with respect to agent 1's local coordinate basis is not known by agent 1 at this stage though the orientation can be obtained after φ 1 is learnt. The definitions of r 1 , r 2 , ω 1 , ω 2 , d, z, φ 1 and φ 2 are the same as in Section III-B. In addition, let v ci be the velocity of agent i's circle centre, v ji be the relative velocity of agent j's circle centre with respect to agent i's circle centre, v x be the x component of the velocity v 21 , and v y be the y component of the velocity v 21 . As before, the positive direction of angular velocities is counter-clockwise.
We assume in this paper that v x and v y are constant for kT < t < (k + 1)T , T > 0, k = 0, 1, 2, · · · and may only change at time instants kT , perhaps reflecting a discrete-time consensus algorithm. We explain later how to choose T . Now as a replacement for (11), there holds
Let d x = d + v x t and d y = v y t and rewrite (15) using easy algebra as:
B. Finding relative position and velocity of a neighbour
In order to identify the value of d, φ 1 , v x and v y , we allow agent 1 to measure the distance between the two agents z(t) and analyse the Fourier series of the periodic extension of z 2 (t). Lemmas 3 and 4 show the Fourier series of some summands arising in (16) and Lemma 5 will provide the tool to show that these summands are linearly independent and can be identified separately. Theorem 1 gives details of the procedure to identify d, φ 1 , v x and v y . 
Note the domain of definition of f 1 (t) is bounded. Define f 1 (t) to be the periodic extension of f 1 (t). Let c n be the coefficients of its Fourier series
Then, if n = k 1 , there holds
If n = k 1 and n > 0 there holds
Proof. The lemma above can be proved in a straightforward manner by calculating the value of
Lemma 4. Suppose a, b and T are positive constants (with T not necessarily a multiple of 2π/ω 1 ). Define f 2 (t) = at 2 + bt ∀t ∈ [0, T ]. Note the domain of definition of f 2 (t) is bounded. Define f 2 (t) to be the periodic extension of f 2 (t). Let c n be the coefficients of the Fourier series
Then, for all n = ±1, ±2, · · · , there holds
Proof. The lemma can be proved in a straightforward manner by calculating the value of
Lemma 5. Suppose n 1 , n 2 , n 3 , n 4 , k 1 and k 2 are six different positive integers. Then the matrix
is full rank.
Proof. The lemma can be proved in a straightforward manner by calculating the value of the matrix determinant.
In the following theorem, we show that each agent can estimate the position and translational velocity of the other agent using distance-only measurements over an interval of time T . For now we assume that the angular velocities of agents 1 and 2 are commensurate. We later explain what happens if ω 1 and ω 2 are incommensurate. Theorem 1. For a pair of point agents in R 2 , if each agent is executing a combination of circular motion and linear motion and the associated angular frequencies are commensurate, each agent can find the position and translational velocity of the other agent by distance-only measurements over an interval.
Proof. The definitions of r 1 , r 2 , ω 1 , ω 2 , d, z, v x , v y , φ 1 and φ 2 are the same as in Section IV-A. We choose T so that there exist integers k 1 , k 2 defining the multiple which T represents of the periods associated with the two angular velocities, i.e. k 1 = (ω 1 t + φ 1 ) − 2d y r 1 sin(ω 1 t + φ 1 ) and w n are the coefficients of Fourier series of the periodic extension of 2d x r 2 cos(ω 2 t + φ 2 ) + 2d y r 2 sin(ω 2 t + φ 2 ).
From (16) we know that for any n > 0 ∩ n = |k 1 − k 2 | there holds
Note the coefficients of the Fourier series of the term −2r 1 r 2 cos[(ω 1 − ω 2 )t + (φ 1 − φ 2 )] in (16) are always zero except for the index n = |k 1 − k 2 |.
Define constants:
and
Suppose further that R = . From Lemma 3, Lemma 4 and (16) we know for any n > 0 ∩ n = k 1 , k 2 or |k 1 − k 2 | there holds
From (25) and Lemma 5 we know that if we have four values of c n , n > 0 ∩ n = k 1 , k 2 or |k 1 − k 2 |, we are able to find the unique solutions of R, I, U and W . Because d, v x and v y are all real numbers, ideally R and I should also be real numbers. However, sometimes due to noise or error, R and I obtained from matrix operations may be complex numbers. This will not affect the process below because the values of R and I will not be used in the calculation below. Now we have the value of U and W and can obtain u k1 . Furthermore, from Lemma 3 and (23) we know that
and d, v x , v y and φ 1 can be found from these equations. The solutions for d and φ 1 are given by
and the solutions for v x and x y are given by
v y = Re( 4πU T r 1 e j(φ1+π) ) (31) 
ω2 with k 1 /k 2 a rational number. Thus at least one or maybe both of k 1 and k 2 are not integers. Now T should be chosen (and, as guaranteed by the theory of almost periodic functions, it can be so chosen by taking it sufficiently large) to ensure that both k 1 , k 2 are close to integers (and indeed one may be an integer). Then the Fourier coefficients in Lemma 3 and Lemma 4 are different; their expressions have extra additive terms which are small if the deviation of k 1 and k 2 from integer numbers are small. Thus in Theorem 1 we can still find d, v x , v y and φ 1 with some error which is also small if the deviations of k 1 and k 2 from integer numbers are small. The longer T is, the more accurate the results are.
V. TRANSLATIONAL VELOCITY CONSENSUS OF MULTIPLE AGENTS
A. Velocity consensus stability for multiple agents
In this section, we use the estimation algorithm presented in the previous section to solve a multi-agent control problem. Assume there are N agents in R 2 having single-integrator dynamics. Each agent is executing a combination of circular motion and linear motion. The control goal is to achieve velocity consensus of the circle centre of each agent. So in the discussion below, when we talk about velocity and velocity consensus, it is assumed that we are referring to the translational velocity of circle centres. We assume that v i and p i in what follows refer to the velocity and position of the circle centre of the ith agent. We assume each agent collects the distance information of its neighbors from time kT until (k + 1)T for k = 0, 1, 2, · · · and updates its estimate of its neighbors' translational velocities at time instants (k +1)T . We further assume the translational velocity consensus is performed in a discrete-time manner, i.e. the translational velocities of all agents are constant when kT < t < (k + 1)T ∀k = 0, 1, 2, · · · and just changes at time instants kT . Let a ij = 1 if and only if agents i, j are neighbours of the associated consensus graph and a ij = 0 otherwise.
Then according to Theorem 2 of [2] , velocity consensus is asymptotically achieved using the consensus algorithm
for all initial states if 0 < < 1/∆ where ∆ = max i ( i =j a ij ) is the maximum degree of the network. 
B. Simulation Results for the Velocity Consensus algorithm
Consider a multi-agent system shown in Fig. 11 , suppose ω i is the angular velocity of agent i, T is the sampling time interval, (v xi , v yi ) is the translational velocity of agent i and (p xi , p yi ) is the position of circle centre of agent i. In the simulation, we set 50) ,(p x3 , p y3 ) = (0, 0) and = 0.35. All the parameters are in SI units. The trajectories of the agents are shown in Fig. 12 and the velocities of agents' circle centres are shown in Fig. 13 .
To illustrate the statement in Remark 2, we change the angular velocity of agent 2 from −3 to −π rad/s. Then the angular velocities of the agents are not commensurate. The results are shown in Fig. 14 and Fig. 15 . In both simulation results, the translational velocities of circle centres archive consensus in about 10T .
VI. ASSIGNING RADIUS ADAPTIVELY
Suppose i is the index of an agent in a formation and j is the index of a neighbour. In the velocity consensus method presented in the previous section, and also the velocity consensus and formation shape control method which will be explained later, theoretically, it does not matter how large v ij is. But in practice, when noise is significant, it is desirable to have relatively small v ij . This is because of the fact that if v ij is too large in comparison with |ω i r i | and |ω j r j |, the circular motions may be too insignificant to be adequately detected and the method might fail.
But note that although the relative translational velocity should be small, the absolute translational velocities can still be large to save fuel. Furthermore, when a group of agents executes a velocity consensus algorithm, the relative velocities among agents will decrease. Therefore, an improvement to the algorithm derived in Section IV can be made. We let the radius of the circle of an agent be assigned according to the relative velocities of its neighbours in order to save fuel. One possible algorithm is described by
where a is a gain that can be chosen according to measurement accuracy, noise level, sampling frequency, etc. Furthermore, as we are going to show in the next section, when achieving velocity consensus and formation shape control simultaneously, one can include a distance error term so that
A simple demonstration of this idea is shown in Fig. 16 . In the simulation, all settings are the same with Section V-B except that r 1 , r 2 and r 3 are assigned adaptively. It is noticeable that the accuracy of estimation of v ij is independent of the value of radius. Each agent can estimate the absolute values of velocities of neighbours' circle centres via R in (25). The accuracy of this estimation remains high even if all r i approach zero and U and W in (25) approach zero. This phenomenon is consistent with the paper [11] , which shows that without circular motions, for agents only doing linear motions, it is possible to estimate the absolute values of velocities of neighbours as well as distance errors in a formation.
When there are sudden changes in velocities of agents due to e.g. wind or deliberate change of course by a leader agent, an already achieved consensus may be broken. In this case, even if the radius of the circle of each agent has already approached to zero, each agent can still obtain a good estimate of the absolute value of velocities of its neighbours' circle centres. This can result in an increase of radius of circular motions in response to the broken consensus, which allows the agents to achieve velocity consensus again. Fig. 17 and Fig. 18 show the simulation results for the case where there is a sudden change in velocity of agent 2 at t = 20T . In Fig. 17 , it is clear that the radius of circular motions of agents increases in response to the broken consensus. In Fig. 18 , it is shown that the consensus of translational velocities is re-achieved after this sudden change. A. Stability of discrete time control algorithm In [18] , an algorithm is derived to combine velocity consensus with formation shape control. The algorithm deals with a continuous time problem and is in the forṁ
where p i is the position of the circle centre of the ith agent, v i is the velocity of the circle centre of the ith agent as defined before and N i is the set of neighbouring agents of agent i. Further note that d * ij is the desired distance between agent i and j and d ij is the current distance between agent i and j.
In our case, however, the algorithm cannot be implemented directly because we let each agent measure distance for a time period T and then make a velocity adjustment at the end of each such interval. A discrete version of (34) for our use is given bẏ
where 1 , 2 are suitably small positive constants; more information is given below. Note that the first equation remains in continuous time while the second equation is discretised. However, since v i (t) is constant over an interval T , it follows that the discretisation of the first equation, viz. p i (k + 1)T = p i (kT ) + T v i (kT ) exactly interpolates the continuous function p i (t) for t = kT with integer k.
To show the stability of (35) for suitable i , we initially study certain variants on (34) and examine their stability. First, we rewrite the equations of motion in (34) in new coordinates which strip out the average motion of the formation.
Define transformations as
and note that N k=1v i (t) in (34) is zero and therefore N k=1 v k (t) is constant. This simply reflects the fact that the average velocity of all agents' circle centres stay the same for all t ≥ 0. It is also clear from the definition ofv i (t) that N k=1v k (t) = 0. Hence N k=1pk (t) is constant which means that in the new coordinates, the centre of gravity of the agents' positions is constant. Then the equations of motion in (34) can be written in the new coordinates aṡ
Supposing the formation graph is undirected and rigid, and the desired edge lengths correspond to an infinitesimally rigid formation, it is established in [18] that all solutions of this system converge to a point (p c , v c ) where d ij = d * ij for all i ∈ N j and v c = 0, i.e. velocity consensus is achieved and the desired formation shape is achieved. There is a one-dimensional closed bounded manifold M of equilibrium points passing through a particular equilibrium point, corresponding to change of orientation of the formation. For a minimally rigid formation with four or more agents, there is generically more than one shape (disregarding orientation) which corresponds to the desired edge constraints, due to flip or flex ambiguities. [4] . An unpublished PhD thesis of one of the authors shows via a straightforward mimicking of the techniques of [8] , [9] that center manifold theory can be used to establish that convergence occurs exponentially fast. Given an arbitrary initial condition, (p(0), v(0)), there exists a containing ball B of possible initial conditions from which convergence occurs exponentially fast to an equilibrium point p c (p(0)), v c (v(0)) in M (depending on the initial condition).
We make the following additional observations. First, if the second equation of (34) is replaced for some positive α, β bẏ
the convergence properties are unaffected. Of course, the speed of convergence is changed.
Second, if (38) is replaced for any > 0 bẏ
whered ij = p i −p j , or alternatively bẏ
then any solution of (38) gives rise to solutions of (39) and (40) and vice versa through
The discrete-time equation with which we are working in (35) is a discretisation of (39) (with appropriate identification of 1 , 2 ). Now if the original equation (38) is approximated by a difference equation with sampling interval h, this is equivalent to sampling (40) with sampling interval h/ , or sampling (39) with the same sampling interval. In particular, if h is such that discretisation of (38) gives solutions which converge exponentially fast to the center manifold associated with that equation, then with discretisation interval h/ , solutions of the discretised version of (39) or (40) will also converge exponentially fast to the center manifold. In particular, if is chosen so that h/ = T , then for that value of and with the sampling interval T , the desired convergence will occur. In summary, if α, β are prescribed, and if a sampling interval h is chosen so that the discretised version of (38) converges to the centre manifold, then taking = h/T, 1 = α , 2 = β 2 will be satisfactory in (35). Of course, α = β = 1 is legitimate; with small, the values of 1 , 2 will be such that velocity consensus is effectively achieved before the correct shape. This is intuitively reasonable.
So the question arises as to whether discretisation of (38) with a sufficiently small sampling interval h will give a solution converging exponentially fast to the centre manifold. It is well known that over a fixed finite interval, [0, T 1 ] say, it is possible to find an upper bound H for values of h such that for h < H, the error between solutions of the discrete equation with sampling interval h and the continuous time is bounded by O(h) [19, Theorem 1] . Moreover, it would seem from a generalisation of arguments in [19, Theorem 1] that for suitably small h, exponentially fast convergence for the discrete-time equation will also occur.
B. Simulation Results combining Velocity Consensus and formation shape control
Consider a three-agent system where each agent can measure it distance to the other two agents. The goal is to achieve velocity consensus and form a triangular formation. Suppose ω i is the angular velocity of agent i, T is the sampling time interval, (v xi , v yi ) is the translational velocity of agent i and (p xi , p yi ) is the position of circle centre of agent i. In the simulation, we set ω 1 = 5, ω 2 = −3, ω 3 = 7, T = 2π. In this paper, we proposed a strategy to achieve velocity consensus and formation shape control using distanceonly measurements for multiple agents. Given the fact that for agents executing arbitrary motions, distance-only measurements cannot provide enough information for achieving velocity consensus and formation shape control, we studied agents performing a combination of circular motion and linear motion.
In further research, we are looking to achieve formation control and velocity consensus using agents' perturbations, such that agents are not limited to perform a combination of circular motion and linear motion. In addition, it appears very likely that the same strategy as we proposed in this paper can be used in velocity consensus using bearing-only measurements.
