Abstract-Nearly all previous analytical results on the performance of direct-sequence spread-spectrum multiple-access (DS/SSMA) communication systems are restricted to systems in which the periodp of the signature sequence is equal to the number N of chips per data symbol. In many applications, however, it is necessary to employ signature sequences whose periodp is much larger than N. Thus, successive N-chip segments of the signature sequence are used to phase-code tbe carrier during the transmission of successive data symbols. The performance of such systems depends on thepartidcorrelation properties of the signature sequences (rather than the aperiodic correlation properties as in the case when N = p ) . In this paper, we consider the performance of a DS/SSMA system for arbitrary values of p and N. As special cases of OUT results, we determine the effects of partial correlation In three classes of systems: those for which N =p, those for which Nandp are relatively prime, and those for which N is a divisor of p. We also provide two methods for the design of sequences for systems for which N is a divisor of p .
is synchronized to the signature sequence y is proportional to the sum of p ( x , y ) over all other signature sequences x that are being used by other transmitters accessing the channel simuItaneously. It is known that the mean-square multipleaccess interference can be used to define a signal-to-noise ratio which in turn can be used to compute a good approximation to the average probability of error for DSISSMA systems [3], [7] , [ 141. Conversely, given a specified average probability of error, we can compute the signal-to-noise ratio required and, hence, the maximurn allowable mean-square multipleaccess interference. From our results on the mean-square cross correlation between pairs of sequences, the multiple-access capability (that is, the maximum number of users that can be accommodated if the error probability specification is to be met) can be determined. From special cases of our results, it is possible to determine the multiple-access capabilities of three classes of DS/SSMA systems: those for which N equals p , those for which N and p are relatively prime (and p 
110 J , and those for which N is a divisor of p . Most of our results are also applicable to systems for which N is larger than p including, as a special case, systems where N is a multiple of p. We shall see, however, that such systems have considerably poorer multiple-access capability than systems for which p > N . Therefore, unless explicitly stated otherwise, it is assumed that p 2 N.
If random binary sequences are used as signature sequences, then the expected value of the correlation parameter p(x; y ) that we consider in this paper is 2N2 [ 15 J . Now, suppose that N and p are not relatively prime. Then, for any pair of (nonrandom) sequences, the actual value of p ( x , y ) depends on the phases [ 21, [ 1 1 J , [ 1 Z J , [ 171 of the sequences, and values significantly smaller than 2N2 can be obtained by proper choice of the phases. On the other hand, when N and p are relatively prime, it turns out that the value of p(x, y ) is an average over all possible phases, and every choice of phases gives the same value of p(x, y ) . In particular, if x and y are maximal-length linear feedback shift-register sequences of period P , that is, m-sequences (see, e.g., [17, pp. 599-6031) , then the value of p(x, y ) is very slightly smaller than 2N2. However, optimization of phases of signature sequences can require excessive amounts of computation, since, in general, one must examine all p K phases in order to find the optimal phases for K sequences of period p . Indeed, even finding phases such that p(x, y ) is no greater than 2N2 for all pairs of sequences can be time-consuming.
The problem of finding suitable phases of sequences can be avoided to a certain extent for DS/SSMA systems for which Ar is a divisor of p . We give two specific constructions for sets of sequences for this class of systems. These constructions obtain sequences of period p by concatenation of segments of length N from Gold sequences (see, e.g., [17, sect. IV]). Other classes of sequences such as the Kasami sequences or dual-BCK sequences [ 171 also can be used in this construction. The first construction provides a set of sequences for which the mean square cross correlation between any pair of sequences is exactly 2 N z . A search for suitable phases is not necessary in order to achieve this average performance, The second con-0090-6778/84/0500-0.567$01.00 @ 1984 IEEE struction provides a set of sequences for which the meansquare cross correlation can be made somewhat smaller than 2N2. While this does require some searching for suitable phases, the computational effort for K sequences is proportional to NK rather than p K .
MEAN -SQUARE CORRELATION
Let u = (uo, u l , .e., ~~-~) a n d u = VI'S are zero-mean uncorrelated random variables with var {C [U, u] Now, suppose that x and y are (infinitely long) sequences of period p obtained by repeating the vectors x andy over and over again, where x = (xo, xl, -.., x p -1 ) a n d y = ( y o , y I , -, y p -1). Suppose also that x and y are employed as signature sequences by two different transmitters in a DS/SSMA system in which there are N chips in each data bit. Then, successive data bits are transmitted using successive N-chip subsequences from the signature sequences. Corresponding to these, we define the kth segment of x as the subsequence
Let G denote the greatest common divisor of N and p , let q = p / G , and let M = N / G . Clearly, there are only q distinct segments as defined in (2) that every multiple of G is a starting point for some segment.) Since qG = p , all the starting points occur in one period of X. We remark that each segment overzaps with 2(M -1) other segments. Of course, when M = 1, there is no actual overlap between segments. This OCCUIS when p equals N (that is, G = p = N, q = 1, and there is only one segment) or when N is a divisor of p (i.e., G = N, p = qN, M = 1) and one period of X is formed by the concatenation of the q segments X('), all occur within one period of x. We see also that overlaps with 2(Af -1) = 2 segments. On the other hand, if we take N = 6, we see that there are only two segments beginning with x0 and x69 respectively, and these two segments do not overlap at all. Furthermore, one period of x is formed by the concatenation of these two segments.
Consider the output of a correlation receiver synchronized to the transmitted signal that is modulated by t h e y sequence. Suppose the signal modulated by the x sequence is delayed by kN + i + a chip durations relative to the desired signal. The ranges for k, i, and a are 0 < k < q -1 , 0 < i < N-1, and 0 < a < 1. An analysis similar to that in [7] shows that the receiver output at the sampling instant for the mth data bit contains a multiple-access interference term proportional to
where the superscripts on x are taken modulo q , and where a and b denote the two successive data bits of the interfering signal. We note that I I , I < N , and that the maximum value of I I , I occurs when the relative delay is an integer multiple of the chip duration, that is, when (Y = 0 [9]. The aperiodic cross-correlation functions for the segments of x and y in (3) can be expressed in terms of the partial cross-correlation functions [ 81 , [ 101 for the sequences x and y . We now determine the variance urn2 of I , as a function of the delay and the interfering data bits a and b as in [ 7 ] . We treat k, i , and (Y as independent random variables, with k and i equally likely to take on any integer value in the ranges [0, q -11 and [ 0, N -11, respectively, a uniformly distributed on [ 0, 11. Also, a and b are independent random variables that take on values +1 and -1 with equal probability. It is easily shown that when N = p, and thus q = 1, these parameters are identical to the parameter T~,~ or r(x, y ) defined in [ 71. In the rest of this paper, we consider the behavior of these parameters for special classes of DS/SSMA systems.
SYSTEMS WITH N = p
For DS/SSMA systems in which N = p, the parameter q equals 1, and hence, the definitions of &,(X, y ) and p ( x , y ) simplify to the parameter . We emphasize that such results can be obtained only at the expense of considerable computational effort.
If phases of the sequences are picked at random, there is no guarantee that the value of p(x, y ) will be smaller than 2 N 2 ; in fact, it could be considerably larger. For large values of N and p, this poses a considerable problem in sequence design and selection. In the next two sections, we present different solutions to this problem,
We briefly consider what happens when p is a divisor of N . Here, several periods of the signature sequence are used t o transmit a single data bit. However, q still equals 1, and the parameters p,(x, y ) and p(x, y ) simplify to ~( x , y ) as before. 
As mentioned earlier, the value of p(x, y ) does not depend on the phases of the sequences when N and p are relatively prime. This result is easily deduced from (13) and (14) 
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The minimum value of (15) for p(x, y ) . Once again, we see that DS/SSMA systems with p less than N should be avoided.
We now consider the mean-square interference when the delay between the x and y signals is fixed. In order to simplify the development of the result, suppose that the delay is kN + i chip durations, and that kN i j modulo p . Let us define the sequence z of period p by z , = x,-jyn for all integers n.
Summing the squared value of (3) over all data bit positions m in the desired signal and over all possible data bits in the interfering signal, we obtain We can construct one eriod of the sequence x by concatenating the vectors w (~ P in some order. Similarly, we can construct one period of the sequence y by choosing some mIn general, if x and y are shift-register sequences, then z is a related shift-register sequence. For example, if x and y form a preferred pair of m-sequences [ 171 , then z is a Gold sequence. If x and y are Gold sequences, then z is some other Gold sequence. Consequently, (1 6) allows us to compute the value of the mean-square interference in a straightforward manner. Note that for random sequences x and y , the two sums in (1 6) have expected value 0.
Very little is known about how to obtain other classes of good sequences for DS/SSMA systems with N and p relatively prime. If x and y are Gold sequences, the value of p ( x , y ) can be smaller or larger than 2 N 2 depending on the pair of sequences chosen. We remark that the sequence design problem is somewhat different for these systems in that the value of p(x, y ) depends solely on the choice of sequences for x and y , and not at all upon the phases of x and y . Furthermore, it is not easy to extract any simple criterion which is also relevant t o , the multiple-access problem from (12), (14) , and (16).
sequence u' and some vector urJ defining the vectors d k ) ' via (1 8) and (1 9), and concatenating them in some order. When x and y are constructed in this manner, the value of p(x, y ) is 2 N 2 . Notice )hat one pyssibility for the construction of y is to choose u = u and u = u, and obtain one period of y by concatenating the ~(~1 ' s in a different order than that used for x. As a special case of this construction, suppose that u is one period of an m-sequence u of period N , and that u and u form a referred pair of m-sequences [ 171. Then, we see that each w k ) consists of one period of a Gold sequence.
The set of
Gold sequences is generally defined as a set of N + 2 sequences which includes both the m-sequences u and u [ 171. Our set of vectors above does include one period of v but does not include one period of u. Thus, successive data bits are transmitted using different Gold sequences for phase-coding. Such a scheme has been implemented in the upgraded packet radio system described in 141. In this special case, we can also obtain bounds onp,(x,y) asfollows. We know that C b ( m ) ] (1) ( " j l ( l ) satisfies the bounds ;?Nz -N(2I ( n + 2 ) / 2 J + 2) < p,(x, y ) < 2@ 4-N(2L(n+2)/2j) (21) with both the upper and lower bound being achieved. For comparison with the numerical results quoted in Section 111, we note that the lower bound in (21) has value 161 2, while the upper bound has value 21 70 when N = 31, As other special cases of our construction, we note that if we take u to be a segment of length N from an appropriately chosen msequence u of period N = 2"i2 -1, then each d k ) definedir)
( 1 8) are cyclic shifts of each other. Also, p(fl) defined in (19) consists of the concatenation of N/N periods of u. Thus, these sequences may not provide as good a performance against multipath, jamming, or spoofing. Other 'sequence sets such as the Gold-like or the du+l-BCH sets of sequences'defined in [ 171 also can be used in such constructions. We note that bounds analogous to (21) can be obtained in all these cases.
We now consider the actual construction of a period of the sequence x by concatenating the d k ) ' s in some order. As mentioned above, we must concatenate the ~(~1 ' s in a different order when constructing a period of y , or else there will be problems in synchronizing to the desired signal. Now suppose that 'the relative delay is exactly kN chip durations, and that
Clearly, there will be strong interference in the mth data bit in the desired signal and I , will have its maximum value N .
It would thus be very desirable to design the signals so that such strong interference occurs in as few other data bits as possible. Putting the matter in a slightly different way, each transmitter may be thought of as having a q-ary alphabet which is used in a pattern that repeats after all the letters of the alphabet have been used exactly once. We wish to design the patterns so that regardless of the relative delay between two patterns, they should be using the same letter of the alphabet simultaneously as infrequently as possible. A similar problem arises in the design of frequency-hopping patterns for frequency-hopped spread-spectrum multiple-access communication systems, and a solution which is based on Reed-Solomon codes is well known (see, e.g., [ 161). There is, however, one problem with applying this solution directly to the problem at hand. The Reed-Solomon code approach uses codewords from a cyclic Reed-Solomon code and produces patterns each of which uses all the letters of the alphabet except one. On the other hand, our requirement is that all patterns use all the letters of the alphabet exactly once. If the unused letter is included in the pattern (this is equivalent to using an extended Reed-Solomon code, and the unused letter is just the parity check!), we obtain q patterns of length q which use all q letters exactly once. The details of the construction are gven in the Appendix, where it is shown that regardless of the delay between two patterns, they will simultaneously use identical letters from the alphabet at most four times, that is for any k , 0 < k < q -1, there are at most four values of m, 0 < m < q -1, such that x ( -k + m ) = Y (~) . In the Appendix, we also show that it is always possible to obtain q/2 patterns such that regardless of the delay between the patterns, they will simultaneously use identical letters at most three times. 
Substituting into (7), we obtain after some algebraic manipulations that (18) and (19). As a result of these changes, we see that it is no longer possible for to be the same as y ( m ) for any k and m. Thus, the strong interference that would have occurred for relative delays of kN chip durations has been eliminated. Of course, now there is more interference when the relative delay is kN -j or (k -I-l)N-j chip durations. However, the corresponding terms in ( 3 ) have much smalIer magnitudes, and the effect is considerably weaker. We remark that if we are using the extended Reed-Solomon code construction, then, with the above modification, it is still true that p(x, y ) = 2 N 2 . Furthermore, if we are using Gold sequences, then (21) still holds. If we are using the cyclic ReedSolomon code construction, then we must use T I d r ) instead of w(') in (23)-(25) . Now suppose that x is modified by replacing each w (~) by Ti&). Then, (25) becomes
and we see that in order to minimize p ( x , y ) we need to find, the values of i and j that maximize C[ TidS)] (1) and C[TIw(')](l), respectively. Thus, given K such sequences, we need to examine N cyclic shifts of each d S ) in order to mini-IEEE TRANSACTIONS ON COMMUNICATIONS, VOL. COM-32, NO. 5 , MAY 1984 mize p ( x , y ) for each pair of sequences. The computational effort is thus proportional to NK rather than N K or pK. However, it should be noted that the reductions obtained in the value of p ( x , y ) are not as large as those noted in Section 111.
VI. CONCLUDING REMARKS
In this paper, we have studied the effects of partial correlation in DS/SSMA communication systems in which N , the number of chips per data bit, is different from p , the period of the signature sequences. Our results indicate that DS/SSMA systems in which N exceeds p will have significantly poorer performance than DS/SSMA systems for which p N. We have studied three special types of systems of the latter kind: those for which p = N , those for which N and p are relatively prime, and those for which N is a divisor of p . If random sequences are used, the expected value of the mean-square correlation parameter p ( x , y ) is the same for all three types of systems. However, significant reductions p ( x , y ) can be made by proper choice of the phases of the sequences in DS/SSMA systems for which p = N . For systems with N and p relatively prime, it is not possible t o choose the phases of sequences, and reductions in p ( x , y ) (if any) can be made only by proper choice of the sequences. For systems where N is a divisor of p , we have given two different methods of construction of sequences. These constructions obtain sequences of period p by concatenating segments of lengthN from Gold sequences. The order in which the sequences are concatenated is determined by the order of symbols in codewords of very low rate Reed-Solomon codes. One construction uses extended (noncyclic) Reed-Solomon codes while the other uses cyclic Reed-Solomon codes. These are based on extended and cyclic Reed-Solomon codes, respectively.
APPENDIX
Let / 3 denote a primitive element of the finite field GF(2"), and let N = 2" -1. Then, every nonzero element of the field can be expressed Ok for some k , 0 < k < N -1. We set up a suitable 1-1 correspondence between the elements of the field and the vectors d k ) defined in (18) and (19). (For example, the field element Pk corresponds to the vector d k ) , while the zero field element corresponds to the vector d N ) . > Using this correspondence, a sequence of elements of GF(2") (which we shall call a pattern) defines a binary sequence which is obtained by concatenation of the corresponding vectors ~(~1 .
We define the patterns and of length 2" by
Clearly, each element of GF(2") occurs exactly once in U. It is also easy to see that each element of GF(2") occurs exactly once in the pattern x = u + yV where y E GF(2"). The 2" patterns x corresponding to the 2" elements of GF(2") are the patterns that we shall use to construct our binary sequences. These patterns are codewords from an extended cyclic ReedSolomon code such that the minimum Hamming distance of the cyclic code is N -1, and the minimum Hamming distance of the extended code is N. The last symbol in each pattern is the overall parity check of the codeword. If the last symbol is deleted, then we have a codeword from the cyclic code, and we note that each of these shorter patterns uses all but one symbol of the alphabet, 
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Suppose that we partition the set GF(2") into two subsets of equal size such that if y belongs to one subset, then y + P(N-'1)/2 belongs to the other subset. Consequently, for any y and 6 in one subset, it is not true that y +' 6 = /3(N-1)/2, that is, (A.13) is not satisfied for any y and 6 from this subset. Consequently, if our patterns are obtained by using the elements from such a subset, then their Hamming cross-correlation function has maximum value 3. In other words, it is always possible to obtain 2"-l patterns such that 
