We propose a novel calibration method for catadioptric systems composed of an axial symmetrical mirror and a pinhole camera with its optical center located on the mirror axis. The calibration estimates the relative camera/mirror position and the extrinsic rotation and translation w.r.t. the world frame. The procedure requires a single image of a (possibly planar) calibration object. We show how most of the calibration parameters can be estimated using linear methods (Direct-Linear-Transformation algorithm) and cross-ratio. Two remaining parameters are obtained by using non-linear optimization. We present experimental results on simulated and real images.
From the law of reflection, we know that the incident ray, the reflected ray 125 and the surface's normal at point S must belong to the same plane. Also in 126 this plane is the direct projection ray, i.e., the projective line, from X to C, 127 that forms the real (not reflected) image of X, denoted by x. We refer to this 128 plane as a projection plane, in the sense that it contains the direct and reflected 129 projection rays of a given point in space.
130
In the algorithms we present in this paper, the position of x is always assumed 149 to be unknown. as the reduced coordinates of point x. Vectorx uniquely specifies the line in the
158
pencil that x belongs to. Note that, becausex is an homogenous vector, infinite 159 slopes can be handled seamlessly.
160
Since s and x belong to the same line of the pencil, we have
Linear mapping between X ands

162
The direct image of world point X is given by the projection equation
where K is the intrinsic parameter matrix, and R and T are the extrinsic rotation 164 and translation relating the world reference frame with the camera frame.
165
Using equation 1 we can rewrite the projection equation as
The 2 × 4 matrix P establishes a linear mapping between points in the world 167 reference frame and a 1D image parameter computed from the image position 168 of the reflected points.
169
Given enough known correspondences between X and s, matrix P can be 170 obtained up to scale, from equation 2, by using the DLT algorithm (Direct
171
Linear Transform) [32] . We note that in the case that all world points X lie 172 in a single plane, the size of the recovered matrix P is reduced to 2 × 3. This 173 particular case will be addressed in Section 4.4. 
Finding the vertex point
175
In this section we show how the cross-ratio can be used as an invariant under 176 the axial catadioptric geometry to obtain the image of the mirror axis, the vertex 177 point o. By determining its location, the axis direction w.r.t. the camera frame 178 is immediately defined (assuming an internally calibrated camera). Each pair of reflected and direct images of a point (e.g., a and x a ) is on a line 187 that passes through the image of the mirror axis, o, so we can write
We see, thus, that the cross-ratio of four collinear space points is the same as 
Conic locus for point o 192
Assume that the cross-ratio of a 4-tuple of collinear world points is known, location of point o is restricted by (review equation 3):
We can see that, as a direct application of Chasles' theorem [35], equation 4 196 defines a conic locus of possible solutions for o (see Fig. 3(a) ). It should be
197
noted that the conic is completely defined by the four points, a, b, c and d
198
(belonging to the conic), and the value of the cross-ratio, k.
199
We now show how to obtain the expression of the conic. Consider Fig. 3(b) .
200
Let Ψ 1 and Ψ 2 be degenerate conics, defined by the line pairs (l 1 , m 1 ) and
201
(l 2 , m 2 ), respectively, where
and with the conics given (in matrix form) by
It can be verified that the conic locus of point o can be obtained from these 204 degenerate conics and the cross-ratio by the expression 1 :
205
As an additional insight, the conic Ω in equation 5 can be viewed as a parameter family of conics (passing through 4 fixed points, a, b, c and d), with 207 that parameter being k, the desired value for the cross-ratio. points between the conics (as two conics can intersect in up to 4 points). Assum-
214
ing general position, three sets of points will normally be sufficient to produce 215 a single solution.
216
In the presence of noise, however, a common intersection point for the conics 217 may not exist. We can, thus, obtain an estimate for o using the following 
220
Construct a matrix Q by stacking the conics ω i for all N sets of tuples:
Without noise, the right null space of Q is the solution for o, i.e., Qô = 0. The 
Refining the estimate
228
If an intersection point does not exist due to noise, the estimate for vector o should belong to the conic, the distance provides an error measurement.
236
To improve the accuracy of the estimation of the vertex point, we propose an tion 2), a linear mapping can be estimated from the set of correspondences using into the linear projection model.
249
Starting at the initial solution obtain in the previous subsection, we can 250 refine the estimate for point o by apply non-linear optimization to
In our implementation we used the Levenberg-Marquardt method. Addi- 
Estimating the extrinsic parameters using linear methods
257
In this section we show how the extrinsic parameters can be obtained, up to interest, when all the calibration points belong to a single plane.
262
We assume that the position of the vertex point o (discussed in the last 263 section) has already been determined, and that the pinhole camera is internally 264 calibrated. In most cases, the camera can be previously calibrated (internally),
265
without the mirror, using standard methods [36, 37] . 
Pre-alignment of the camera frame
267
To derive the method to estimate the extrinsic parameters we assume that 268 the camera is aligned with the mirror, i.e., the camera's principal axis coincides can always be performed to align the camera axis.
272
Given an internally calibrated camera, the knowledge of point o provides, 
where K is the intrinsic parameters matrix and R is the rotation matrix. All sections, any reference to an image point (s) assumes an aligned camera.
284
In many applications (e.g., central systems) the camera is in fact aligned 285 with the mirror, and this initial step is unnecessary. 
The projection matrix P
287
Please recall that a point in the world reference frame is denoted by X.
288
Point X has known position (belongs to the calibration object). Its projection 289 in the image after reflection from the mirror is denoted by point s. Consider
T to be the extrinsic translation vector and let R ri denote the 291 i-th row of the extrinsic rotation matrix R.
292
Assuming that the camera is internally calibrated (K = I) and that the 293 camera frame is aligned with the mirror axis (o ∼
projection matrix of equation 2 is simplified to
Retrieving R, t x and t y 296
As previously discussed, given enough known correspondences between X 297 and s, matrix P can be obtain up to scale, from equation 7, by using the DLT 298 algorithm. It should be noted that, for the moment, we are considering a gen-eral non-planar calibration object. The case of a planar calibration pattern is 300 analyzed in the next subsection.
301
Let p ij denote the element of P at row i and column j. Noting that P 302 is determined only up to a scale factor λ, the extrinsic parameters, with the 303 exception of t z , can be recovered from
As R r1 and R r2 are normal vectors, the value of λ is subjected to the con-
The signal ambiguity of λ can be solved by means of a simple procedure,
312
taking into consideration the geometric properties of image formation. Consider
313
(X c , Y c , Z c ) as the coordinates of X in the camera frame. We have that 
Planar calibration pattern 337
We now show how the algorithm can be changed in order to allow for a 338 planar calibration object.
339
2 In the axial geometry we are considering, when the camera is pointing at a convex mirror, the reflection is seen on the same direction (or "side") as the object is in the world. For a concave mirror, the opposite is true. In this algorithm we assume the convex case because of its far greater practical interest.
We will assume, without loss of generality, that the calibration points be- 
where r ij denotes the element of matrix R at row i and column j. With some 343 abuse of notation, let us redefine P to be the 2 × 3 matrix mapping the planar 344 world points to the 1D image feature.
345
Matrix P is, again, obtained up to a scale factor λ using the DLT algorithm.
Similarly to equation 8, we have that
with λ, a and b to be determined. 
The unknown scale factor λ is determined using equation 9, where variables the same result). The signal ambiguity of λ can, again, be resolved with the of the values of a and b, and so λ is still uniquely determined. procedure to determine the correct solution is discussed in the next subsection).
358
The 3rd row of R is given by
The first two components of the extrinsic translation are determined without ambiguity and can be obtained from
t y =λp 23 .
Discussion and summary
360
Using a 3D (non-planar) calibration object produces an unique solution for it can be seen that eachs ↔ X pair establishes two equations up to scale.
364
Eliminating the unknown scale factor between them results in one constraint on 365 the variables of P for every point correspondence. Since the 2 × 4 matrix P is 366 recovered only up to scale, 7 independent variables need to be determined, which 367 means that at least 7 world-to-image correspondences are required. The world 368 points may not be located in a single plane (i.e. the calibration object must be 369 non-planar), or else one column of matrix P is left undetermined (equation 11).
370
Furthermore, to determine that column of P, at least two off-plane world points 371 are needed to constrain the two variables in the column.
372
For a simpler experimental setup, the use of a planar calibration pattern is reasoning as in the previous case, now with a 2 × 3 matrix P). In this situation, two possible solutions are obtained for matrix R. This ambiguity can, however, 376 be resolved by carrying both solutions to the next step in the calibration proce-377 dure and performing a complete reprojection of the world object in the image.
378
The correct solution is the one that produces the image closest to the original.
379
The t x and t y components of the extrinsic translation are unambiguously 380 recovered, regardless of the use of a non-planar or planar calibration object.
381
The t z component is undetermined at this stage. back-projection rays can be calculated.
3D reconstruction from back-projection and partial extrinsics
405
] T be the inhomogeneous coordinates, in the aligned 406 camera frame, of a known world pointX belonging to the calibration object.
407
PointX c is obtained from the extrinsic parameters R and T by 
440
The distance d can be obtained by minimizing
Once the value of d that achieves the minimization is found, the last unknown 
446
We have found that, even in the presence of noise, the minimization achieves 
Experimental Results
454
We now present experimental results obtained with the proposed method.
455
First we show tests with simulated data and then results from real images. We also include a comparison to methods designed for central systems.
457
To provide an intuitive representation to the reader, rotation matrices are 458 presented as a 3 element vector containing the corresponding Euler angles,
, where R a (θ) denotes a rotation of angle θ along axis a = x, y, z.
461
We refer to the a rotation error in the following terms: Given a ground 462 truth rotation matrix R GT and the corresponding noise affected estimate R est ,
463
the rotation error matrix R err is defined as: R est = R err R GT . 
Simulated data
470
The simulations were run on three distinct setups. Each setup had different 471 parameters regarding the mirror shape, mirror position, and pose of the cali-472 bration object. Table 1 summarizes the values of the parameters in each setup.
473
The image size of the simulated camera was 1500 × 1500 pixels, with a focal given σ value, each of the setups was repeated 100 times and the data compiled 480 from the 3 setups, to provide a statistical analysis on the estimation error. 
494
In additional simulations we studied the effect of using more than one image is the distance between camera and mirror; R and T are the extrinsic rotation and translation, respectively. Fig.(e) shows the RMS error in image position obtained from reprojecting the calibration points using the estimated calibration parameters. 
Comparison with methods designed for central systems
506
As previously stated, although we focus on non-central catadioptric systems, The error values shown were computed from all the images.
image position of each point. The toolboxes were modified to bypassed any 518 imaging processing and to used the simulated image points instead.
519
We applied our method two distinct times. First with a complete calibra- 
Experiments with real images
528
We now present results obtained with real images. The experiments were 529 setup as follows. The projective camera was previously (internally) calibrated 530 using standard methods [37] . Two different mirrors were used, one spherical and 531 one hyperbolic. An image containing two distinct planar calibration patterns 532 was acquired for each mirror. We applied our method to each pattern separately,
533
obtaining two independent results for each setup. Fig. 11 shows the test images acquired with both mirrors, and the calibration points used in each grid pattern.
535
Each image has a resolution of 1600 × 1200 pixels. (capturing all the grids) the transformations between the mirror frame and the 543 calibration grids were extracted using the toolbox.
544
In the spherical mirror setup, the camera was placed so that the auxiliary transformation.
551
Combining the camera/mirror relative pose with the information from the 552 external image, the geometry of the scene was fully reconstructed for each setup, 
Discussion
558
The simulation results show that the method described in this paper allows 
Conclusions
583
We presented a method of estimating mirror position and extrinsic parame- features, which enables the use of the DLT algorithm in the estimation of the 596 extrinsic rotation and translation, the latter up to one undetermined component.
597
The cross-ratio is used as an invariant under the axial-symmetric geometry to determine the image of the axis. Non-linear optimization methods are applied 599 in the estimation of the remaining parameters.
600
Regarding the estimation of mirror/camera relative position, our approach 601 provides a significant alternative to methods that require the identification of 602 the mirror boundary in the image (e.g. [17, 14, 21, 6, 34] can be planar, the setup is easy to implement.
605
The estimation of the extrinsic parameters, up to one translation parameter, This appendix briefly reviews some background concepts used in the paper. In this appendix we show how to obtain the back-projection ray described to the reflection point closest to, and in front of, the camera.
656
Finally, using the law of reflection, the direction of the reflected ray is ob- 
