The parametrized time-discrete dynamics of two recurrently coupled chaotic neurons is investigated. Basic dynamical features of this system are demonstrated for symmetric couplings of identical neurons. Periodic as well as chaotic orbits constrained to a manifold M of synchronized states are observed. Parameter domains for locally stable synchronization manifolds M are determined by numerical simulations. In addition to the synchronized dynamics there often co-exist periodic,quasiperiodic and even chaotic attractors representing di erent kinds of non-synchronous coherent dynamics. Simulation results for selected sets of parameters are presented, and synchronization conditions for systems with non-identical neurons are derived. Also these more general systems inherit the above mentioned dynamical properties.
Introduction
In many recent articles the feasibility o f s y n c hronizing chaotic systems has been investigated experimentally as well as theoretically 4 20] . Most of the work therefore investigates the coupling of time-continuous systems like Lorenz or R ossler systems, or like Chua's circuit. But also time discrete systems are considered 6]. Synchronization in coupled systems can be achieved in di erent ways: by one-way couplings as introduced in 23], or by recurrent couplings, where each of the systems e ects the other 11]. In this paper we discuss the discrete-time dynamics of two 1-dimensional chaotic systems coupled recurrently. The corresponding maps are considered to represent a simple model of formal neurons 21] .
We will use the term \synchronization" in the sense of complete synchronization of chaotic systems i.e. we consider systems, the states of which can coincide, while the dynamics in time remains chaotic 27] . We may also discern between global and local synchronization. Global synchronization means, that for almost all initial conditions orbits of the systems will synchronize. By local synchronization we refer to locally stable synchronized states i.e. small perturbations will not desynchronize the systems. We will also make use of the concept of a synchronization manifold 11] to which a s y n c hronized dynamics is constrained.
Besides the discussion of synchronized chaos in the context of technical applications, selective synchronization of neural activity in biological brains was often suggested to be a fundamental temporal mechanism for binding spatially distributed features into coherent objects. (cf. among many others 8], 9], 30]). Motivated by these biological ndings synchronization of chaos has been studied in computer simulations for networks with spiking neurons, and in large networks of Hindmarsh-Rose neurons 3], 10], 25]. With respect to discrete-time dynamics conditions for synchronized chaos were discussed also for large networks consisting of coupled pools of analog neurons 32].
On this background we w ere interested in the discrete dynamics of two coupled chaotic neuromodules that exhibit complete synchronization. Simulation results for synchronization and other coherent states in coupled chaotic modules of two coupled chaotic standard analog neurons were presented in 22] . But here we show that already for a system composed of two i n teracting chaotic neurons { i.e. standard neurons with a damping term 21] { we observe global as well as local synchronization of chaotic dynamics. Interesting parameters are the stationary inputs to neurons as well as the strength of the recurrent couplings. The corresponding dynamics is analyzed in section 3 for the case of symmetrically coupled identical neurons. Numerical simulations reveal that for large parameter domains various non-synchronous periodic, quasiperiodic or even chaotic attractors may co-exist with a synchronized dynamics. Orbits in the synchronization manifold may belocally stable or unstable. The instability o f synchronized chaotic orbits is signaled by two positive Lyapunov exponents indicating hyperchaos 14], 28]. Hyperchaos as a signal for the transition from synchronized to non-synchronized states in the chaotic regime was also observed in 6].
Most of these dynamical phenomena are also found for the more general case of recurrently coupled non-identical chaotic neurons. Conditions on the coupling strength are derived for the existence of synchronized dynamics in this case, and in section 4 corresponding simulation results are shortly discussed.
Two coupled chaotic neurons
The simplest example of two coupled neuromodules is the case where each module consists only of one single neuron. The parametrized discrete activity dynamics of a single chaotic neuron is given by the 1-dimensional map (1), which is bimodal for a large class of parameter values, and thus has parameter domains where chaotic attractors exist 21]. Therefore, synchronized chaotic dynamics for speci c recurrent couplings of two \chaotic" neurons, A and B say, has to beexpected. This is the situation we analyse in the following.
The discrete activity dynamics of a s i n g l e c haotic neuron A is given by a(t + 1 ) = A + A a(t) + w A (a(t)) a 2 R 0 < 1 (1) and for unit B with activity b correspondingly. 
Then every orbit ofF through a synchronized state s 2 M is constrained to M for all times.
Especially, lemma 1 applies to the case of identical neurons with symmetric couplings, i.e. = A = B = A = B w = w A = w B w coup = w BA = w AB : (6) We will consider the special parameter setting (6) rst. 
we obtain the dynamicsF of two coupled identical neurons as As a consequence of this equivariance property we obtain the following Lemma 2 LetF denote the dynamics (8) For the description of attractors observed for the dynamics of coupled chaotic neurons we will use the following de nition: A quasiperiodic or chaotic attractor is called p-cyclic if it has p connected components which are permuted cyclically by the mapF . Every component o f a p-cyclic attractor is an attractor ofF p .
To discuss the qualitative aspects of the dynamicsF for the identical coupled chaotic neurons we make use of the following Lyapunov exponents. Exponents ( 1 2 ) are derived from the linearization of F (3) i.e. from DF (a(t) b (t)) = + w 0 (a(t)) w coup 0 (b(t)) w coup 0 (a(t)) + w 0 (b(t)) : (11) For the synchronized dynamics the synchronization exponent s and the transversal exponent ? are derived from the linearization ofF (8) Figure 8 displays the situation shortly after the synchronized period-4 orbit became locally stable. For 4:29 < w coup < 6:24 a locally stable synchronized period-2 attractor co-exists with an anti-synchronized one. The latter survives in the interval 6:24 < w coup < 13:37 as a global attractor (unstable M!) \jumping" to a synchronized global xed point attractor after crossing a hysteresis interval 12:91 < w coup < 13:37. Figure 2 displays the bifurcation diagram for the synchronized dynamics s(t) with respect to the parameter xed parameters are = 0:6, w = ;16, and w coup = ;3:0. The synchronized dynamics again follows period doubling bifurcations to chaos. For the same -range the Lyapunov exponents s and ? are displayed in gure 2. The data underlying this gure reveal that synchronized chaotic orbits ( s > 0) exist in the interval 2:33 < < 5:8. Included in this interval is a hyperchaotic -domain where in addition to s > 0 also the transversal exponent ? is positive this interval is given by 2:74 < < 5:05. For outside of this interval the synchronization manifold M together with the periodic orbits constrained to M will be (locally) stable.
From the gures 1 and 2 we can deduce that for inhibitory couplings w coup < 0 and positive synchronization exponents s > 0 we have ? < s . From the de ning equations (13) Finally we want to point out that outside of the synchronization manifold M we can observe bifurcation sequences to chaos which do not follow the usual period-doubling route. Reading in the direction of decreasing -values, here chaos appears after a transition from period-4 attractors to quasiperiodic attractors to chaotic ones to hyperchaotic ones. This type of sequence can be observed, for instance, for parameters = 0:6, w = ;16, w coup = ;2:0 in the interval 4:2 < < 4:7. The whole scenario resembles the one called chaotic contact bifurcation (CCB) in 1]. Since M is unstable in this region, these 4-cyclic attractors are symmetric to M.
With respect to the dynamicsF given by equation (3), in the following we will describe the dynamical situation displayed in gures 3 to 8. They correspond to the six parameter sets listed in table 1.
Corresponding to Lemma 2, for 1 we observe one period-2 and one period-4 attractor arranged symmetrically around the synchronization manifold M. 
Coupling two non-identical neurons
According to Lemma 1 there exists also a synchronized dynamics for coupled nonidentical neurons satisfying condition (5) . For instance, keeping w A and w BA xed and adjusting w B and w AB such that they satisfy condition (5) will give again periodic and chaotic dynamics constrained to the synchronization manifold M as can be demonstrated by n umerical simulations. As observed for the case of identical neurons with symmetric couplings, there are parameter domains for which M is locally (or even globally) stable, others where the synchronized dynamics is unstable. Cyclic attractors not constrained to M now are of course no longer symmetric to M. an anti-synchronized dynamics in the old (a b) coordinates. We observe that this kind of dynamics is obtained by reversing the coupling strength and changing the bias terms (stationary inputs) correspondingly. For these two cases the bias terms are now no longer identical.
Conclusions
In this work it has been shown that in a system of two coupled formal neurons synchronized periodic and chaotic orbits can exist. Depending on parameters, synchronized orbits can be globally stable, locally stable, or unstable. For locally stable synchronized dynamics there do often co-exist periodic, quasiperiodic or even chaotic attractors which correspond to a non-synchronous (but coherent) dynamics. Thus, whether a system ends up in a synchronous behavior asymptotically or not depends crucially on the initial conditions, i.e. on the internal state of the system, and not only on the external inputs. In this sense the reaction to external signals therefore depends also on the history of the system. This may be related to ndings in more biological systems, where there is only a partial synchronization of neurons, even though they share common connections and a common driving signal 3].
Finally we want to point out that the special kind of formal neuron used here may serve as a basic element in larger arrays of coupled neurons. Like in coupled map lattices 13], 19] this type of neural network will show a variety of di erent dynamical features like partial synchronization, clustering e ects and traveling waves of activity. Analysis of these phenomena may help to understand comparable features of biological brains or to setup complex systems with higher information processing capabilities than, for instance, convergent neural networks.
