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Abstract
A mixed Lagrangian-Eulerian method is proposed for the simulation of 
two-dimensional irrotational wave flows. The free surface is tracked through a 
series of m assless Lagrangian particles through which the free surface 
boundary conditions are implemented.
The fluid domain is discretised using hierarchical Cartesian grids 
generated by recursive subdivision. A modified grid storage system is 
discussed along with the associated grid operations, such as neighbour 
finding and identification of empty cells. The interaction between the 
Lagrangian chain of surface markers and the underlying Eulerian grid is 
considered, leading to a  novel method of computing free surface velocities.
A multigrid strategy is discussed with respect to its application to 
quadtree grids. An existing way of generating coarser multigrid levels is 
compared to a  novel global approach that is found to yield better convergence 
acceleration. A comparative study of the performance of multigrid parameters, 
such as num ber of iterations at each level, grid visiting schedules and different 
prolongation operators is presented. It is shown that quadtree grids are 
ideally suited to a multigrid strategy when the solution of the elliptic Laplace’s 
equation is sought, with savings of the order of 90% in CPU time with respect 
to a  non-multigrid solution.
Grid convergence results (temporal and spatial) are presented for quasi- 
linear waves and compared to linear theory predictions. Results for non-linear 
waves are also presented and compared to second-order predictions. The code 
is additionally compared with other methods using a published case study and 
shown to be accurate.
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1. Introduction
The simulation of physical phenomena involving moving boundaries has 
received increasing interest for the past few years due to the difficulties 
associated with this class of problems. These include the non-linearity of the 
boundary conditions at the surface and the necessity of knowing the accurate 
position and shape of the interface at each point in time.
Moving boundary problems are omnipresent in all branches of physics, 
ranging from mould filling applications to flame propagation. In this work, 
attention is devoted to the irrotational motion of inviscid water waves. The 
accurate simulation of these motions are of param ount importance in many 
ocean engineering contexts, ranging from the design of offshore structures, the 
response of floating objects or the sloshing motion of liquids in ship tanks. 
Whilst in some cases investigations may be carried out to a  sufficient level of 
accuracy using linear theory, in many applications non-linear effects are of
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crucial relevance. A common example of this is the interaction of the slender 
mooring tendons of Tension Leg Platforms (TLPs) with complex wave regimes. 
It is known that under certain conditions significant second- and higher-order 
forces occur which may cause significant oscillatory motions of the structure 
which can potentially endanger its structural integrity. Field data are 
expensive to obtain and may be unreliable. Satellite data and other imaging 
techniques provide only the larger-scale characteristics of sea wave behaviour, 
such as frequency and wavelength and are not accurate enough to allow wave 
loads to be accurately computed. Laboratory set-ups also incur considerable 
costs and, as a  result, are primarily used in the final stages of development to 
test the behaviour of scale-models of structures and floating objects. 
Numerical modelling is therefore an important tool in providing insight into 
the non-linear behaviour of waves and their interaction with solid bodies.
When the characteristic dimension of the object to be studied is 
comparable to the wavelength, the fluid viscosity can be neglected as the 
wave-induced forces are dominated by inertia effects. In this case, the flow 
can be assum ed inviscid and irrotational and thus accurately modelled by 
potential flow theory. Surface tension may also be neglected if the free surface 
is assum ed not to undergo significant deformations. The equation tha t models 
such flows is the Laplace equation for the velocity potential. Whilst this is a  
linear equation, the problem is rendered non-linear by the free surface 
boundary conditions and a  fully non-linear moving boundary method is 
required.
In the area of moving boundary problems, research has branched in the 
past 25 years into two main strategies: Eulerian techniques, such as the 
volume-of-fluid and level-set methods, in which the governing equations are 
solved on a fixed Eulerian grid and the interface is reconstructed from the data
1. Introduction 17
at grid points; and Lagrangian approaches, such as Smoothed Particle 
Hydrodynamics, which track the position of a  large num ber of Lagrangian 
particles from whose position of the surface is then determined. Whilst the 
former tend to suffer from a blurring of the interface due to a diffusive flux of 
the variables that determine the moving boundary position, the latter is 
computationally expensive due to the large num ber of particles employed, a  
problem exacerbated for three-dimensional problems. Other Lagrangian or 
mixed Eulerian-Lagrangian approaches usually employ a deformable mesh 
that follows the deformation of the interface as the solution progresses in time. 
This technique limits the choice of topology of grid cells as accurate boundary 
fitting is required at the interface. This in tu rn  can require expensive grid 
generation procedures and consequent difficulties in implementing efficient 
convergence acceleration algorithms.
The other significant class of methods employed in the simulation of 
moving boundary problems encompasses boundary-integral type methods 
whereby the solution is sought at the domain boundaries alone, which entails 
considerable computational savings. These are, however, almost exclusively 
used in the simulation of inviscid flows — at which, it should be added, they 
have been employed with considerable success —, since inclusion of viscosity 
requires discretisation of the domain interior and consequent loss of the 
method’s best features.
1.1. Aims of Research
In this work, a method that combines the best features of these types of 
methods is sought. Specifically, a  method is developed with the aim of 
retaining the accuracy of a  Lagrangian approach with the computational 
economy of a boundary integral type method whilst being able to be extended
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to handle viscous flows. The ability to handle complex flow phenomena, such 
as wave breaking, has not been contemplated. Accordingly, a  mixed 
Lagrangian-Eulerian method is devised, using an Eulerian grid to discretise 
and solve the governing equations throughout the whole fluid domain, whilst a  
free moving Lagrangian chain of markers is employed to track the position and 
shape of the moving free surface and implement boundary conditions.
The aims of this project can be itemised as follows:
• To implement a fast grid generation algorithm that provides variable 
refinement.
• To develop a  multigrid strategy to accelerate convergence.
• To develop an accurate coupling between the Lagrangian surface 
mesh and the Eulerian grid.
1.2. Synopsis
The rest of this thesis is divided into six additional chapters. In 
Chapter 2, the literature in this area is reviewed. An overview of Lagrangian 
and Eulerian computational methods dealing with general moving boundary 
problems is presented, followed by specific techniques to tackle irrotational 
water waves. A review of the use of hierarchical Cartesian grids and the 
different techniques used to store its data is presented. Finally, a  discussion 
of the use of the multigrid strategy, with special emphasis on its use with the 
grids used here, concludes Chapter 2.
Chapter 3 describes the generation of hierarchical Cartesian grids, the 
modified cell numbering system used here, along with the techniques devised 
to perform the grid operations required. The Lagrangian mesh used to model 
the free surface profile is also discussed, and the techniques to identify empty, 
full and surface cells are presented.
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In Chapter 4, the equations and boundary conditions tha t govern the 
motion of irrotational water waves along with the discretisation procedure 
used to numerically solve them on quadtree grids are included. The iterative 
scheme used to solve the resultant algebraic system is discussed. Attention is 
devoted to the way velocities are calculated at the free surface. The 
inadequacy of two existing methods when applied to the current scheme is 
discussed, and a  novel technique to calculate free surface velocities is 
introduced.
Chapter 5 deals with two different implementations of the multigrid 
strategy when applied to hierarchical Cartesian grids. These two approaches 
differ in the way coarser multigrid levels are generated. A novel and more 
global coarsening scheme is presented and compared with an existing method.
In Chapter 6, results of the simulation of standing waves are presented. 
Studies of grid convergence, both spatial and temporal, are included, along 
with a  comparative study of a  sloshing wave and an analysis of the 
conservation of wave energy. The performance of the multigrid iterations and 
the effect of its several parameters are analysed.
Chapter 7 concludes this thesis by gathering the conclusions 
highlighted by this work. Recommendations are discussed in view of the 
difficulties and breakthroughs experienced throughout the research. 
Directions into which this study may be carried are also included.
The computer code is made up of over 10000 lines of FORTRAN 77 
instructions compiled and executed on an Intel-based PC using an AMD K6 
processor running at 450MHz with 128MB of RAM. Post processing of data for 
graphical display has been performed using MATLAB 5.2.
2. Literature Review
Problems involving free surfaces are those that have their domain of 
interest bounded by a  moving boundary whose position m ust be found as part 
of the solution procedure. Perhaps the most obvious problem that fits this 
description is that of the flow of water with a  surface in contact with air, as 
studied in this research. However, the physical instances when this is the 
case are multiple and include capillarity, flame propagation, nuclear fusion, 
star formation, and countless other areas of science.
This chapter will start with an overview of the numerical methods 
employed in the numerical modelling of free surface flows. It will then proceed 
to detail specific contributions relevant to the development of the proposed 
solution method. It will discuss the history of quadtree grids, from their 
inception to their use in the field of computational fluid dynamics. Finally, 
previous applications of the multigrid method will be considered.
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2.1. Numerical Methods for Flows with Moving Boundaries
This survey will cover the various methods that have been devised to 
model flows of Newtonian fluids with moving boundaries. In the first two 
subsections, methods have been categorized according to their mathematical 
formulation, regardless of the class of flows they are applied to. The third 
subsection deals with methods specific to irrotational flows.
For flows with a free surface, two boundary conditions are used at the 
interface:
• the dynamic boundary condition tha t requires equilibrium of forces, 
stating that the normal forces on either side of the free surface are of 
equal magnitude and opposite direction, while the forces in the 
tangential direction are of equal magnitude and direction;
• the kinematic boundary condition that expresses the fact that the free 
surface is a sharp boundary between the fluids -  a  material interface -  
by stating that the normal component of the fluid velocity is the normal 
component of the velocity of the free surface, i.e. there is no flow 
through the interface.
Due to the non-linearity of the free surface boundary conditions, an 
analytical solution cannot be obtained without simplifying assumptions. A 
common simplification is to convert the problem into a fixed boundary 
problem when the expected deformation of the interface is small using domain 
perturbation or small deformation theories. When the deformation is not 
small, a  numerical procedure m ust be employed. The main difficulties are:
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a) the boundary conditions at the free surface are non-linear;
b) the solution domain has an irregular and changing geometry, which 
may develop highly deformed regions and even break up into different 
regions which can then cross and remerge;
c) the shape of the interface m ust be known accurately to account 
properly for surface tension effects;
d) the presence of singularities at the intersection of the free surface with 
solid walls poses additional difficulties.
Numerical algorithms developed to solve free surface flows can generally 
be divided into three categories: Eulerian, Lagrangian and mixed Eulerian- 
Lagrangian.
Eulerian methods are characterized by a co-ordinate system that is 
either stationary or moving in a  prescribed m anner that is not directly coupled 
to the fluid motion. It follows that fluid travels between cells in the Eulerian 
grid. By contrast, Lagrangian methods employ a co-ordinate system that 
moves with the fluid. Consequently, a  computational cell contains the same 
fluid particles from one moment in time to the next. Mixed Eulerian- 
Lagrangian schemes attempt to retain the advantages of each approach whilst 
reducing their disadvantages.
2.1.1. Lagrangian Methods
The Lagrangian approach offers two main advantages when applied to 
the simulation of free surface flows: a) it allows interfaces to be precisely 
delineated and followed; and b) it permits the free surface boundary conditions 
to be applied with ease (the latter advantage partially being a consequence of 
the former). However, long time simulations coupled with large flow
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deformations tend to originate highly distorted meshes and resulting 
inaccuracies. As a result, strictly Lagrangian methods are limited to short 
simulation time intervals, so as to prevent mesh tangling. Hirt e t a t (1970) 
propose such a  scheme (LINC, Lagrangian Incompressible) for the simulation 
of two-dimensional incompressible viscous flow with a  free surface. It employs 
a finite-volume discretisation on quadrilateral cells. The free surface is 
tracked by aligning a series of cell vertices with the interface a t the start of the 
simulation. The implementation of the pressure condition at the free surface 
requires additional cells outside the free surface. Butler (1971) discusses 
extensions to the LINC method that include the treatm ent of surface tension 
and a mechanism to retard grid distortion based on a model of Hooke’s Law 
force with damping.
When meshes become highly distorted, Lagrangian methods usually 
employ one of two techniques: mesh rezoning (or remapping) or mesh 
reconnection. It is worth mentioning that the criteria for judging if a  mesh is 
to be rezoned or reconnected are not always obvious and have so far lacked 
rigorous justification. As a result, both techniques are either continuously 
applied a t each time step or at fixed intervals of the simulation time.
Mesh rezoning consists of introducing a  new mesh and transferring 
information from the old mesh onto it. Hirt et a l (1974) propose an arbitrary 
Lagrangian-Eulerian (ALE) method, based on the discretisation scheme of the 
LINC method, capable of dealing with high speed flows by virtue of continuous 
rezoning. The method is of mixed character since, during the rezoning 
procedure, the fluid velocity may be higher than that of the mesh. The 
interface is tracked in the same manner as in the LINC method. 
Consequently, the ALE code also suffers from limitations to the amount of 
distortion the free surface may undergo, though these are less severe than for
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its strictly Lagrangian counterpart. This is due to the need of preserving node 
connectivity and the quadrilateral topology of grid cells.
Rezoning procedures and the associated transfers of m ass, momentum 
and energy quantities between the affected computational cells cany  with 
them an undesired convective fluxing associated with Eulerian methods, 
caused by the numerical diffusion that the multiple interpolations required 
generate. This can be particularly severe when continuous rezoning is 
employed. Pert (1983) discusses the use of high order approximations for the 
flux in order to reduce such an effect. Dukowicz (1984) and Dukowicz 8s Kodis 
(1985) improve the accuracy of the rezoning process by employing a 
conservative formulation for the transfer of conserved quantities between 
computational cells. Floiyan 8s Rasmussen (1989) mention the CAVEAT code 
of Addessio et a l (1986), for the simulation of time-dependent, multiphase, 
compressible flows, which includes the above refinements to the rezoning of 
the interior of the computational domain, whilst using tangential and normal 
remapping of the Lagrangian boundary vertices, which simplifies the 
treatm ent of strongly distorted surfaces. Topological restrictions, such as 
those of quadrilateral cells in the ALE code, are overcome using Voronoi- 
Delaunay meshes (Voronoi (1908), Delaunay (1934)), as employed by 
Dukowicz (1981) to remap two grids of different topology.
A more radical approach to the problem of dealing with highly distorted 
Lagrangian meshes is introduced by Crowley (1971), called the Free 
Lagrangian method or FLAG. In it, mesh connections between nodes are not 
constant throughout the solution and mesh points can be deleted, added or 
reconnected at each time step. To minimise topological constraints the mesh 
points are reconnected to form triangular computational cells. Different 
criteria for the location of mesh point neighbours together with algorithms for
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the generation of these grids are described by Fritts et a t (1985). In order to 
have well defined interfaces, the position, velocities and accelerations are node 
centred, whilst energy and m ass are cell centred. As a result, reconnections 
tend to mix quantities of adjacent cells which introduces diffusion.
The Lagrangian approach has received considerable interest in fluid 
dynamics in a different class of methods, called particle methods, which define 
the state of the fluid system by the properties of a  finite cluster of particles 
and simulate the dynamics of the flow by modelling fluid molecular forces. 
There have been two different ways of implementing this concept: purely 
Lagrangian particle-particle schemes, and Lagrangian-Eulerian particle-mesh 
methods.
Purely Lagrangian particle schemes are based on the idea that fluid 
motion can be simulated using a molecular model that mimics pressure from 
the inter-particle forces. Initial efforts were devoted to plasma simulation and 
astrophysical phenomena as reviewed by Hockney 8b Eastwood (1981). These 
included the particle-and-force (PAF) method of Daly et al. (1964). Only 
neighbouring particles are permitted to interact with any individual particle, 
which requires particle methods to include neighbour finding routines often 
coupled with an auxiliary mesh. The major uncertainty affecting these 
methods is whether the assum ed viscosity models are physically realistic. 
Furthermore, incompressibility is of difficult implementation and the 
determination of spatial derivatives is often plagued by the inaccuracies 
associated with awkward distributions of the neighbouring particles.
Recently, a  purely Lagrangian particle method — called smoothed 
particle hydrodynamics (SPH) —, initially proposed by Lucy (1977) and 
Gingold 8b  Monaghan (1977) in the context of astrophysical problems, has 
received increasing attention in fluid dynamics. Monaghan (1992) discusses
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the application of SPH to various fields of physics including CFD, and 
specifically to free surface problems (Monaghan (1994)). Its major advantage 
in relation to other particle schemes lies in the use of an interpolation kernel 
th a t is incorporated in the governing equations. The spatial derivatives can 
then be obtained from the analytical differentiation of the interpolation 
formulae, smoothing the numerical noise present in other particle methods. 
The divergence of the velocity field, u, for example, is expressed in terms of the 
interpolating kernel, W, a t particle <2,
where mb is the m ass of particle b, W is the interpolation kernel and the 
summation is over the neighbouring particles of particle c l  Several 
interpolation kernels are proposed by Monaghan (1992) and Belytschko e t al. 
(1998). The most widely used is the Gaussian kernel (Monaghan (1994), 
Warren & Salmon (1994)) which, in two-dimensions, has the form,
where d  is a  param eter controlling the range of the kernel, i.e. the relative 
influence of neighbouring particles to the interpolation at <2, and x  is the 
positional vector of each particle. The kernel function (2.2) tends to a  Dirac 
distribution as <2 —>0, as illustrated in Figure 2.1. SPH is usually a 
compressible Lagrangian method since formal implementation of the 
constraint of constant density results in cumbersome equations that cannot 
be solved efficiently without additional simplifications. Instead, to simulate 
incompressibility in a  SPH formulation, the real fluid is approximated by an 
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Mach num ber remains below 0.1 (Monaghan (1994)) during the simulation, 
the flow can be regarded as incompressible.
The main attraction of the SPH method is its robustness and its 
versatility in dealing with complex flow phenomena such as surface 
fragmentation and merging. Its disadvantages concern the difficulty in 
applying no-slip body boundary conditions and treating viscous effects, and 
the high num ber of particles required to obtain a  meaningful solution so that 
one can have confidence that particles are present on the free surface. 
Andrillon et al. (2002) use SPH in a single-phase simulation of a  dam breaking 
against a  rigid obstacle, and obtain good results when compared with 
experimental results and numerical simulations using an Eulerian method 
(VOF) that models both fluids. Colagrossi & Landrini (2002) employ a two- 
phase SPH code to study air entrapment in the dam-break problem, and the 
rise of an air bubble through water. Landrini et a l (2001) investigate basic 
features of wave breaking around ships with SPH.
The other important category of Lagrangian methods comprises particle- 
mesh methods. In these, the solution procedure is performed in what are 
essentially two meshes. The field variables are computed in an Eulerian grid, 
whilst a  set of discrete Lagrangian particles is used to simulate the material 
transport between the Eulerian cells. The Particle-In-Cell (PIC) of Harlow 
(1964) is an example of such a technique applied to compressible flow. At 
each time step, the internal energy of each cell is found from a conservative 
accounting of the energy and momentum of the particles. The internal energy 
is coupled with the computed density and an equation of state to yield the 
pressure field. The velocities at each cell are then found and used to advance 
the particles in the grid. It follows that the PIC algorithm uses a mixed 
Lagrangian-Eulerian formulation. Although the method is able to treat large
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Figure 2.1.SPH Gaussian kernel centred on particle a. Black dots are randomly distributed 
neighbouring particles. The kernel tends to a Dirac distribution as d  tends to zero.
fluid distortions, the transfer of momentum between cells and particles 
introduces diffusion into the flow, and the use of a limited num ber of particles 
is prone to introducing discontinuities in the pressure and density fields. 
Typically, work was carried out in developing more accurate and stable 
interpolations for the momentum transfers, ranging from the Cloud-in-Cell 
zero-order scheme of Birdsall & Fuss (1969), which sacrificed accuracy for 
stability and ease of implementation, to the higher order interpolations that 
led to a  smooth distribution of conserved quantities and the SPH method.
2.1.2. Eulerian Methods
Another strategy to improve the PIC method is the incompressible 
Marker-and-Cell (MAC) scheme of Harlow & Welch (1965). Contrary to the PIC 
code, in the MAC method the particles are not used in the calculation (and are 
th u s  called markers) which is restricted to the underlying grid, making the 
method Eulerian in character. The markers simply show which cells contain 
fluid and, moreover, which cells lie along the free surface. From a known 
velocity field, the pressure field is computed from a Poisson equation and this 
yields local accelerations and the m arkers are then advanced according to 
neighbouring accelerations. Problems arise in the conservative transfer of
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material quantities when m arkers enter a  previously empty cell. Also, special 
provisions m ust be made when high flow velocities separate the markers 
sufficiently to empty an interior grid cell of markers. Additionally, if surface 
tension is to be included, the orientation of the free surface m ust be known 
and the determination of this slope from the distribution of m arkers is prone 
to considerable errors. Finally, the computational costs of keeping and moving 
a  large num ber of marker particles in addition to the underlying Eulerian grid 
can be considerable. Amsden 8 b Harlow (1970) propose the simplified marker- 
and-cell method where a predictor-corrector algorithm is used to solve the 
Poisson equation for the pressure. Miyata (1986) employs the same solution 
procedure in the TUMMAC (Tokyo University Modified Marker-and Cell) code 
for two-dimensional viscous incompressible flow, bu t here the free surface is 
modelled using an ordered sequence of discrete line segments connected to 
grid lines. The use of line segments is advantageous since these can be used 
as pseudo-vectors to determine whether grid nodes are located inside the fluid 
or not. This is a  technique employed in the work described herein. The 
method requires velocities to be extrapolated to cells outside the fluid domain 
so that the free surface velocities can then be computed using linear 
interpolation from neighbouring values, and subsequently moved in the 
Lagrangian fashion of MAC methods. The TUMMAC code is able to model 
breaking waves with limited surface reconnection, although the problem of 
dealing with the entrainment of air is considerably simplified. The zero- and 
first-order calculations of the surface velocities seem to have a  considerable 
negative effect on the accuracy of the solutions. Furthermore, the surface 
reconnection routine seems limited to simple geometrical configurations. 
Miyata 8 b Yamada (1992) extend this algorithm to deal with three-dimensional 
flows.
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Chen et a l (1991) improve the efficiency of SMAC by employing a 
preconditioned conjugate gradient method, and by restricting cell flagging 
operations to cells on or near the free surface. More significantly, the interior 
m arkers are eliminated and the location of the fluid field is determined using a 
single string of m arkers stretching along the free surface profile, though these 
are not connected by line segments as in the TUMMAC method. Chen et a l 
(1995) propose a  new way of implementing the free surface boundary 
conditions which ensures symmetry of the solution of symmetrical problems. 
Recently, Park et a l (1999) have employed a modified MAC method in a finite 
difference scheme to investigate the interactions of non-linear waves with 
stationary three-dimensional bodies inside numerical wave tanks.
Other Eulerian schemes have been developed since the MAC scheme. 
Nichols et a l (1981) and Hirt 8s Nichols (1981) propose a  volume-tracking 
algorithm which dispenses with the volume-tracking markers of the MAC 
method, and therefore is computationally more efficient. In the case of two 
fluids, the VOF method simulates the flow of both fluids, considered as one 
single fluid whose physical properties vary across the interface. The physical 
characteristics (density Pand the viscosity //) of the fluid are determined by an 
additional function c, the volume fraction. The value of c is such that, if a  cell 
is full of fluid 1 c - l  while if it is full of fluid 2 c=0  . If it contains a  mixture of 
the two fluids, i.e. if it lies on the interface between the fluids, it will have a 
fractional value between 0 and 1. The properties of the fluid are thus 
determined by,
p = qp1+(l-c)p2 
lL  = qi1+(l-c)n2
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The time dependence of function c is governed by a  scalar transport equation, 
which, for incompressible flow, takes the form
|j+ V (u c )= 0 , (2.4)
where u  is the velocity field and t  is time. The discontinuity in c across the 
interface is approximated by a  straight line determined from the value of c a t 
each surface cell and its gradient. Derivatives of c are computed from 
neighbouring values bu t care m ust be taken due to its step nature. The 
accuracy of the VOF method also depends on the ability to advect the volume 
fraction function without diffusion and consequent smearing of the interface. 
The accuracy of the advection in turn  depends on the accurate reconstruction 
of the interface. Hirt & Nichols (1981) propose an upwind donor-acceptor 
method. Although the formulation is intrinsically conservative, the method 
suffers from some diffusion nonetheless and consequently does not conserve 
volume. Values of c occasionally drift outside the prescribed limits, or become 
too close to 0 and 1, requiring that some adjustm ents be carried out, causing 
smearing of the interface. By imposing symmetry between the fluid phases, 
Lafaurie et a l (1994) eliminate the need for the bookkeeping operations 
aforementioned and recover exact volume conservation in their code SURFER. 
To achieve this, they use a mixture of upwind and downwind fluxing schemes 
depending on the angle between the interface and the flow. Special provision 
is made for the flotsam that results from the advection of the front so that this 
is also fluxed and not deleted as in the VOF method. Additionally, the 
appearance of flotsam is greatly reduced by the application of a  small surface 
tension. To cope with the step discontinuity in c at the interface, Lafaurie et 
a l (1994) construct a  smoothly varying volume fraction by means of a  smooth 
interpolation kernel initially proposed by Brackbill et a l (1992) in their
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continuum surface force (CSF) model. This allows an accurate computation of 
the surface normal and correct application of small values of surface tension. 
For higher values, however, the authors report the emergence of parasite 
currents. Considerable work has been carried out towards developing less 
diffusive bounded differencing schemes for the discretisation of the volume 
fraction function. Ubbink (1997) proposes that, rather than  directing efforts 
towards investigating the criteria as to when to change between upwind and 
downwind fluxing, the downwind scheme should instead be replaced by higher 
resolution schemes. He applies a  version of the high resolution QUICK 
scheme of Leonard (1979) for arbitrary meshes to obtain the CICSAM 
(Compressive Interface Capturing Scheme for Arbitrary Meshes) scheme. 
Jeong 8 b Yang (1998) use the VOF method with a  finite element scheme on 
adaptive quadtree grids. They use the filling pattern technique to determine 
the shape of the interface, by considering eight possible configurations of the 
values of function <?in the neighbourhood of a  cell. Chen et al. (1997) uses a 
modified VOF method to model three-dimensional gas bubbles rising in a 
cylinder of liquid, including bursting through the free surface.
The Volume-Of-Fluid method offers the advantages of being capable of 
dealing with complex flow problems whilst keeping computational costs low. 
Its treatm ent of two-phase flows also allows an easier analysis of such 
phenomena as air entrapment when compared with particle methods. 
However, the problem of maintaining a defined interface, of importance in 
wave studies, requires further attention. In the past, the problem of 
reconstructing the interface from known values of cell volume fraction has 
been addressed by several studies. The Simple Line Interface Calculation 
(SLIC) method of Noh 8 b Woodward (1976) splits the advection process in each 
of the Cartesian directions and thus approximates the interface shape by
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straight lines in the direction of the flux, as depicted in Figure 2.2b. The 
representation of the surface is thus changed depending on whether the xor y  
fluxes are being advected. Chorin (1980) improves the SLIC representation by 
considering both directions simultaneously, as shown in Figure 2.2c. Neither 
of these techniques, however, provides surface orientation, paramount, not 
only in the accurate application of boundary conditions, but also in the choice 
of discretisation of the convective transport equation for the volume fraction 
function. Toward this end, Youngs (1982) uses the neighbouring values of the 
volume fraction function to estimate both the position and the orientation of 
the surface, so that the reconstruction of the interface is that shown in Figure 
2.2d.
Another way of cataloguing moving boundary methods, other than the 
Lagrangian-Eulerian divide used so far, is to distinguish them by the way they 
treat the interface. In this manner, one could describe methods that treat the 
interface explicitly either by placing Lagrangian particles along it or by using a 
mesh fitted to the boundary, as surface tracking methods. The LINC, ALE, 
CAVEAT and FLAG codes are illustrations of this with the work of Chem et a l 
(1986) and Unverdi 8 b Tryggvason (1992) being other notable examples. Their 
major advantage is that the shape and position of the interface remains 
sharply defined throughout the simulation. Their drawback is their 
complexity which limits the range of surface phenomena that can be modelled. 
On the other hand, methods that use some measure of the volume of the fluid 
to reconstruct the free surface, by either employing a  scalar function for the 
volume fraction like the VOF method, or the distribution of a  set of marker 
particles as in the MAC approach, may be called volume tracking methods and 
are Eulerian in nature. These methods do not track the surface position 
explicitly but rather capture it from the values of fluid volume at each cell.
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b) Noh & Woodward (1976)
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Figure 2.2.Actual (a) and reconstructed (b, c, d) shapes of a sample interface for 
different volume tracking methods.
They are generally simpler to implement and can model a broader range of 
flow features. However, their reduced definition of the interface makes them 
less preferable for certain studies where the interface position is param ount.
A m ethod that falls somewhat in between these two definitions is the 
level-set method proposed by Osher & Sethian (1988) and Sussm an et al. 
(1994). They suggest the use of a continuous function i/a, defined a t each point 
in the domain as the shortest distance to the interface, positive for one fluid 
and negative for the other. It follows tha t the interface will be the zero level set 
of function i/a. For incompressible flow, the zero level-set of function y/ is 
moved according to the scalar transport equation
^jj-+V(uys)=0 , (2.5)
in the same way as the volume fraction function of the VOF method is moved 
using equation (2.4). However, since i/a is a smooth Lipschitz continuous 
function by virtue of how it is defined, equation (2.5) is more easily solved
a) Actual shape
^ sw eep
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numerically for yr than would be the case for the density or viscosity. Osher 8 b 
Sethian (1988) have shown that, after y/ is convected, the interface remains 
identified by the level-set y/=0. However, in the remainder of the domain yr 
ceases to be a  distance function and m ust be reinitialised as such, otherwise it 
can become irregular and the solution deteriorates severely. Sussm an et al 
(1994) point out that the efficiency of the method lies in this process of 
reinitialising y/. To find the level-set contour and then determine the shortest 
distance of each grid node to it incurs severe computational costs. They 
therefore propose a  different technique tha t dispenses with the need of 
locating the interface at each time step. It involves substituting the solution of 
equation (2.5) into
and evolving it in the pseudo-time t until steady state is reached. The sign 
function is smoothed across the interface using,
where e is a  small parameter controlling the range of smoothing which is in 
essence the thickness of the interface. This remains constant in time. 
Equation (2.6) has the property that at the interface the zero level-set of y/ 
remains intact, since the sign function will be zero when y/ is zero, whilst in 
the rest of the domain it will converge to |V y/\ = 1, that is to the actual distance.
Sussm an et a l (1994) solve equation (2.6) on a  regular Eulerian mesh using 
an Essential Non-Oscillating (ENO) method for the spatial derivatives and 
present results for flows with surface tension including the rising of an air
(2 .6)
sign(y/)= (2.7)
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bubble in water, a  water drop in air and the merging of water drops. The ENO 
scheme was found to introduce some errors near the interface cells, which 
Russo & Smereka (2000) propose to reduce using a modified formulation of 
equation (2.7) at the interface cells. Colicchio et a l (2002) modify the 
smoothing function further and present results for the case of a surface 
piercing vertical flat plate travelling at known velocity in a  water tank. They 
report that numerical diffusion still occurs across the cells a t the interface.
The level-set method is purely Eulerian and most often employed on a 
fixed grid. It differs from the other Eulerian methods described here in that it 
does not track volume as the VOF and MAC schemes do. It tracks the surface 
instead but without recourse to Lagrangian particles or grids. It does so 
implicitly and as a result has potentially great versatility and robustness. 
However, it is also plagued by problems of diffusion at the interface that higher 
order advection schemes have so far failed to eliminate.
2.1.3. Boundary Methods for Irrotational Water Waves
The previous discussion of the current research into methods for flows 
with moving boundaries was not restricted to any particular type of flow. In 
most of the literature cited they are employed in the solution of the Navier- 
Stokes equations for either compressible or incompressible flows with or 
without surface tension. However, certain fluid flows may be accurately 
described by a  less encompassing mathematical model. Water waves, for 
example, may be modelled by m uch simpler theory by disregarding 
incompressibility, viscosity and surface tension and considering the flow to be 
irrotational. The criteria under which these assum ptions are valid will be 
debated in Chapter 4.
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When the mathematical model is thus simplified the numerical method 
required to solve the governing equations may also be considerably simpler. 
Irrotational surface waves are described by a  Laplace equation for the velocity
potential, V20 = 0 , and dynamic and kinematic boundary conditions at the free 
surface. Fluid velocities are given by the gradient of (f>. The problem is fully 
non-linear and has no exact analytical solution. Within a  closed boundary, 
however, the velocity potential is uniquely determined by its values on the 
boundary itself. This leads to the boundary element method, which was first 
applied by Longuet-Higgins 8 b Cokelet (1976) to solve the fully non-linear 
problem. Their mixed Eulerian-Lagrangian (MEL) method has two steps: at 
any instant of time, a boundary-integral equation is solved for the gradient of 
the velocity potential normal to the surface using an Eulerian frame of free 
surface elements, after which Lagrangian points on the free surface are moved 
and have their value of the velocity potential updated. The wave motion is 
assumed to be periodic in space and the water is taken to be of sufficient 
depth so that the slow diffusion of vorticity inwards from the boundaries can 
be neglected (see Longuet-Higgins (1953)). These assum ptions remove the 
exterior boundaries and, in their stead, periodic boundary conditions are used 
to achieve far-field closure. By imposing an asymmetric distribution of 
pressure on the free surface the MEL method can simulate limited overturning 
of the wave crest.
BOUNDARY CONDITIONS
The boundary integral approach has the fundamental advantage that 
the velocity potential need only be known at the boundaries. With the 
assum ption of spatial periodicity and infinite depth, Longuet-Higgins 8 b 
Cokelet (1976) in fact restricted the calculations to the free surface alone. This
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implies that the resulting matrices are one order smaller (TV) when compared
with methods that discretise the whole domain (TV2). It should be noted, 
however, that these matrices are fully populated and are less amenable to fast 
matrix inversion algorithms.
Following the pioneering boundary integral MEL method, several 
studies followed. Faltinsen (1977) used it to investigate the heaving motion of 
a  two-dimensional floating body. Rigid bodies are treated by introducing 
Neumann boundary conditions prescribing that the fluid velocities normal to 
the bodies be equal to the normal velocities of the body surface, f b ,
With a  mixed set of boundary conditions, the integral representation of 
MEL methods leads to a  second kind Fredholm integral equation for nodes on 
rigid boundaries where a Neumann condition is applied, and to a  first kind 
integral equation for nodes on the free surface where 0 is known. Solution of 
the resulting boundary value problem yields d(j)/dn a t the surface and 0 at
rigid boundaries. This then permits the application of the kinematic and 
dynamic boundary conditions at the free surface and the advancement of the 
solution by numerical integration in time. When dealing with free body 
motions, however, the dynamic equations of the body motion and the fluid 
problem m ust be solved simultaneously as each depends on the other. This 
requires the hydrodynamic force on the body to be known at each time step, 
which in turn  calls for knowledge of the time derivative of the potential, d(f>/dt. 
This difficulty is usually overcome by solving an auxiliary boundary value 
problem for d(/>/dt, with Neumann conditions on the body surface expressed in 
terms of the velocity and accelerations of the body (Vinje & Brevig (1981),
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Cointe et al. (1991), Wu & Eatock Taylor (1996)). Since d<j)/dt, like 0, also
satisfies Laplace equation and its value on the free surface is easily deduced 
from the dynamic boundary condition on the free surface, the kernel of the 
discretised problem is the same. Tanizawa (1995) reformulated the potential 
flow problem in terms of PrandtTs non-linear acceleration potential, 0 , defined 
as,
and showed that the fluid acceleration, a, is given by the gradient of the
equal to the hydrodynamic pressure, the free surface dynamic boundary
be set to zero without affecting the acceleration field. Boundary conditions on 
body surfaces are given by,
where n  is the generalized normal vector to the body surface, a  is the 
generalized acceleration vector of the body and q  is the term due to the fluid 
velocity which Tanizawa expresses in terms of the velocity potential and the 
angular and translational velocities of the body. The acceleration of the body 
a  is obtained from Euler’s equation of solid body motion coupled with fluid 
motion which yields an implicit boundary condition expressing the relation 
between the acceleration potential and its normal on the body surface. 
Tanizawa (1995) employed this formulation to the study of three-dimensional 
motions of floating bodies. Tanizawa (1996) extended this formulation to deal
(2.9)
acceleration potential, a = V0. Since the non-linear acceleration potential is
condition is simply (j> = p a , where p a is the atmospheric pressure, which may
(2 . 10)
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with multiple fluid domains, and presents results for floating ships with 
partially filled tanks.
When the domain is not bounded by rigid boundaries, far-field closure 
m ust be satisfied. The aforementioned studies employed the assumption of 
spatial periodicity to achieve this. However, due to the presence of a floating 
body, Faltinsen (1977) cannot accurately presume the motion to be periodic. 
Instead, the non-linear inner solution is matched to tha t of a  Rankine dipole in 
the far field. The discrepancies between the two flows, however, require the 
computational domain to be continually increased as a  function of simulation 
time and the ensuing computational costs restrict results to less than an 
oscillation period. The situation is even more critical for three-dimensional 
studies, as exemplified by Isaacson's (1982) investigation of non-linear 
diffraction by a vertical cylinder, where the fluid velocities were assum ed to be 
zero on a finite truncation boundary. Vinje 8 b Brevig (1981) extended the 
approach of Longuet-Higgins 8 b Cokelet to include finite water depth and 
floating bodies but retained the assumption of spatial periodicity by employing 
a  sufficiently large domain and thus assuming that the local field around the 
floating bodies is largely unaffected by the periodic boundary conditions; in 
particular, Greenhow et a l (1982) employed the same technique to study 
capsizing of a duck wave energy device in extreme waves. Dommermuth 8 b 
Yue (1987) solved three-dimensional axisymmetric problems using the MEL 
method, namely the axisymmetric heaving of a  floating vertical cylinder. The 
formulation employed Rankine ring sources to implement boundary conditions 
at the body surface, as well as the horizontal bottom of the tank. Far-field 
closure was achieved by matching at the cylinder surface the non-linear 
computational solution to a general linear solution of transient outgoing 
radiated waves.
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SMOOTHING OF FREE SURFACE VARIABLES
In their computations, Longuet-Higgins 85 Cokelet (1976) observe that 
the wave profile develops a  saw-toothed appearance after some time during the 
simulation. Longuet-Higgins 8 b Cokelet speculate that the cause of this may 
be a physical phenomenon that in an actual fluid is dampened by viscosity 
and smoothed by surface tension. These instabilities in the free surface 
profile, however, cause numerical problems in the computation of spatial 
derivatives. They advocate the use of Chebyshev polynomials (see Section 4.6) 
to smooth the co-ordinates and velocity potential of the Lagrangian particles, 
although some loss of wave energy is observed as a result. The short 
wavelength instabilities in the surface profile have been confirmed by many an 
author since then and smoothing polynomials have often been employed (see 
for example Dold (1992), Wu 8 b Eatock Taylor (1994) or Turnbull (1999)).
Contrary to the assertions of Longuet-Higgins 8 b Cokelet (1976), 
Dommermuth 8 b Yue (1987) believe the short wavelength instabilities of the 
free surface profile to be non-physical, attributing them instead to 
inaccuracies in the calculation of the velocity of free surface particles; 
specifically, they consider that the cause may be narrowed down to the 
concentration of the Lagrangian particles in regions of higher gradients of the 
velocity potential, so that the Courant stability condition is inevitably violated. 
With this in mind, they propose a regridding of the Lagrangian surface 
particles after each time step, in order to maintain an evenly spaced 
distribution. Although the procedure has in itself a  smoothing character, they 
find tha t this approach has less severe effects on the conservation of the wave 
energy, and results in a more robust code.
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FLUID A (g a s)
A B
contact point p FLUID B (liquid)
Figure 2.3 Contact point at the intersection of free surface with rigid boundary
INTERSECTION OF FREE SURFACE AND RIGID BOUNDARIES
An im portant consideration in MEL methods is the confluence of 
boundary conditions at the intersection between the free surface and rigid 
bodies: at the free surface a Dirichlet condition is prescribed whilst a t the rigid 
wall a Neumann no-penetration condition stipulates the normal gradient of the 
potential to be zero. This difficulty reflects the complexity of the real case (i.e. 
without any of the assum ptions of irrotational inviscid flow). The weak 
singularity in the solution at the contact point, due to a discontinuous stress 
tensor caused by the three surface tensions between the three phases (gas- 
solid o A , liquid-solid c B and gas-liquid o AB, as depicted in Figure 2.3) is not 
fully understood. The problem was initially studied in the field of capillary 
flow where it has a m uch more influential bearing on the physics of the flow. 
D ussan (1979) provides an early discussion of theoretical and experimental 
work. Attempts to fully understand the physics of the three-phase contact 
have led to the treatm ent of the contact point as a  region of finite length, 
rather than  an absolute step discontinuity, and molecular models have been 
developed to predict values for the contact angle, 6 (Saville (1977)).
At the m uch larger length scale of MEL methods for irrotational flows, 
the singularity at the contact point has a global influence in the whole
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computational domain and can adversely affect the solution. The singularity 
m ust be resolved by the imposition of both boundary conditions 
simultaneously. For a  vertical two-dimensional piston moving in the x- 
direction in a  mean water depth, /z, Peregrine (1972) derived an analytical 
solution for the perturbation of the surface profile whereby it displayed a 
^log(tanh(^tr/4/z)) behaviour for small time ty with higher order terms having 
been neglected. This result has been confirmed by a  num ber of other 
investigations both numerical and experimental (for example Lin et a l (1984) 
and Wu 8 b Eatock Taylor (1994) in two-dimensions, and Wu et a l (1997) in 
three dimensions). For two-dimensional problems, Lin et a l (1984) specify 
both the stream function and the velocity potential at the intersection in a 
Cauchy-integral solution, and report no computational difficulties. Cointe et 
a l (1991) employ a  numerical treatm ent at the surface-body intersections 
based on a  local asymptotic analysis in the weakly non-linear regime that 
corresponds to a  small vertical acceleration of the body. They refer the reader 
to Cointe (1989) for more details on this procedure.
pom m erm uth et a l (1988) combine (the Cauchy-integral formulation of 
Vinje 8 b Brevig (1981), the treatm ent of the surface-body intersection of Lin et 
a l (1984) and the regridding technique of Dommermuth 8 b Yue (1987) to 
produce high-resolution computations of breaking waves that compare well 
with their experimental data and thus give a good indication of the validity of 
using potential theory for describing gravity waves.
Zhou 8 b Gu (1991) propose a  three-dimensional boundary element 
method to study non-linear wave radiation and diffraction around structures 
and floating bodies. Despite conceding that the procedure lacks physical 
justification, difficulties associated with the singularity at the intersection of
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surface and body force the authors to resolve them by interpolating on the free 
surface.
Mercer 8 b Roberts (1992) employ a boundary element method to study 
limiting profiles of standing waves using the crest acceleration as the 
determining factor and to investigate their stability using perturbations in the 
harmonic and sub harmonic ranges. They found standing waves to be stable 
to harmonic perturbations and always unstable to some sub harmonic mode 
tha t is dependent on the wave steepness.
Ferrant (1997) employs the MEL code ANSWAVE to study three- 
dimensional applications. The surface is represented by a  series of triangular 
Rankine panels defined by a  distribution of surface nodes. Semi-Lagrangian 
and fully Lagrangian descriptions of the free surface are used in tu rn  to study 
wave diffraction from vertical cylinders and the behaviour of large amplitude 
standing waves in a rectangular tank. Using the explicit model for the non­
linear incident wave of Rienecker 8 b Fenton (1981), the flow is split into 
incident and perturbation contributions, offering substantial savings in 
computational time. Bi-cubic splines are used to represent both the velocity 
potential and the vertical co-ordinates of the Lagrangian surface particles. 
Differentiation of the spline formulae yields the normal vector and velocity to 
the surface. The polynomial-based smoothing of Longuet-Higgins 8 b Cokelet
(1976) is used to remove saw-tooth instabilities.
2.1.4. Full Domain Methods for Irrotational Water Waves
As demonstrated by the num ber of citations in the previous section, the 
boundary element method has been extensively used in the solution of the 
non-linear problem in the time domain although success of this technique for 
the full three-dimensional analysis of a  practical structure is as yet limited.
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Several difficulties exist in this method, though, some of which have already 
been mentioned. The confluence of boundary conditions at the free surface 
and rigid boundaries causes a  singularity in the boundary element or panel 
solution that often precipitates divergence. Moreover, boundary element 
methods are restricted to potential flow, since addition of viscosity (as Price 8 b 
Tan (1992) did using a convolution integral formulation ) implies that the 
whole fluid m ust be discretised and the main advantage of the method 
vanishes. Also, it is often more convenient to implement boundary conditions 
on bodies of complex geometry if the interior of the fluid domain, and not ju st 
its boundary, is discretised. Finally, although the coefficient matrix of 
boundary element methods is one order smaller than  that of methods that 
discretise the whole domain, the fact that it is fully populated implies that 
every matrix element m ust be stored during computation. This implies that 
computer memory requirements for the boundary element method can 
sometimes exceed those of finite difference (FD) or finite element (FE) methods 
which usually produce diagonal matrices with reduced bandwidth demanding 
only a fraction of the storage. This is exemplified in Figure 2.4. Of course, 
storage of the dependent variables is lower for boundary schemes due to a 
smaller num ber of computational nodes. However, there are many cases in 
which methods that discretise the whole domain can be more economical than 
boundary integral methods (see Wu et a l (1997)). With these considerations 
in mind, Eatock Taylor 8 b Wu (1986) employ a coupled finite element method 
to solve the hydrodynamic problem of an oscillating horizontal cylinder 
without forward speed, which Wu 8 b Eatock Taylor (1987) extend to deal with 
oscillating cylinders with forward speed. The domain is divided into two 
regions. An inner region surrounding the cylinder is discretised using a finite 
element mesh whose outer boundary is matched to a  boundary integral
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b) Finite Difference 
























Figure 2 .4 .Example of m em ory sto rage  requ irem en ts of the  coefficient m atrix 
for the  boundary e lem ent and finite difference m ethods for a sim ple dom ain.
solution of the flow in the far-field region. The method has the particular
advantage that the second derivatives of the velocity potential, present in the
boundary condition at the cylinder surface due to the forward motion, need
not be calculated when using the finite element formulation, and are instead
replaced by first derivatives which are m uch more easily obtained by
differentiating the finite element shape functions only once.
Wu & Eatock Taylor (1994) discretise the whole fluid domain using
triangular finite elements to simulate a wave maker and standing waves in a
container. Solutions are obtained by reformulating the field equation and
boundary conditions into a variational statem ent and computing the velocities
by the Galerkin method where the velocity field V0 = u is approximated using
JvV,-(V0 -  u)tfQ, where O is the fluid domain and N)• are the element shape
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field solved using the updated boundary conditions. Turnbull (1999) modified 
this finite element formulation by employing a sigma variable transformation 
which eliminated the need for remeshing after each time step. Greaves et al. 
(1997) apply the same method to triangularized adaptive quadtree grids, using 
the triangulation method introduced by Greaves (1995).
Wu et al. (1997) use a three-dimensional finite element method with 
domain decomposition, and demonstrate the efficacy of the finite element 
scheme for computing irrotational flows around a vertical cylinder. In 
particular, they investigate the optimum am ount of subdomain overlapping 
and the choice of relaxation factors.
Yeung & A nanthakrishnan (1989) use boundaiy-fitted meshes with a 
co-ordinate transform ation procedure to study wave overturning using a finite 
difference formulation. Yeung & Vaidhanathan (1990) employ a finite 
difference scheme to simulate non-linear free surface potential flows over
Figure 2.5.Evolution of the free surface and of the vorticity x density contours for 
the level-set solver of Iafrati & Campana (2003) for air-water flow. The thickness of 
the free surface can be seen from the spacing of three density levels (20, 500,980)
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submerged circular and semi-circular cylinders.
An interesting combination of the type of methods described in this 
section and those in Section 2.1.2 is proposed by Iafrati 8s Campana (2003). 
The authors are able to model complex wave phenomena such as wave 
breaking by dividing the fluid domain into two subdomains. In the subdomain 
covering the neighbourhood of the surface, a  water-air viscous flow model is 
used and the surface is tracked using a  level-set technique, whilst a  potential 
flow model is adopted to describe the irrotational flow in the water region deep 
under the free surface. Each subdomain is solved in turn  to provide boundary 
conditions to the other subdomain solution. The authors investigate two 
coupling techniques: one uses the normal stresses along the boundary 
separating the domains to supply a pressure field to close the viscous solution; 
the other technique uses an overlapping region and a mixture of Neumann 
and Dirichlet conditions. Figure 2.5 illustrates the wave breaking history they 
produced and shows the discrete thickness of the interface, characteristic of 
level-set methods.
2.2. Hierarchical Cartesian Grids
The choice of discretisation grid is strongly dependent on the type of 
problem being modelled. Two considerations are often paramount: the need 
for localised refinement in the areas of the computational domain where the 
gradients of the independent variables are higher; and accurate boundary 
fitting which affects the accuracy with which boundary conditions are 
implemented. There is a variety of fully unstructured grid generators that can 
tackle both these issues successfully (see for example, Fletcher (1991) for a 
review). However, fully unstructured m eshes are expensive in terms of 
computational time, storage and complexity of the algorithms.
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Hierarchical Cartesian grids offer variable refinement with only a small 
increase in computational costs, since they retain a structured nature that 
greatly facilitates discretisation and grid manipulation procedures. They are 
constructed by dividing cells into smaller ones, called children (Figure 2.6a). 
This generation procedure produces a  tree-like grid structure (Figure 2.6b) 
which has useful properties: a) they provide variable refinement whilst 
preserving an ordered structure; b) their tree-like structure requires limited 
memory costs whilst allowing fast neighbour finding routines; c) they are fast 
to generate; and d) their stratified structure makes them amenable to the use 
of multigrid techniques. In two dimensions, quadrilateral hierarchical 
Cartesian grids are also called quadtrees, whilst in three dimensions the name 
octree is often used.
The main drawback of this type of mesh is their poor fitting to 
curvilinear geometries which derives from the quadrilateral (or hexahedral in 
three dimensions) topology of their cells. This may be improved by 
triangulating the cells (see, for example, Greaves et a t (1997)), or by cell- 
cutting techniques as used here. An additional disadvantage of quadtrees is 
the occurrence of hanging nodes — those that lie along the face of a cell —,
a) b)
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Figure 2 .6  Sample quadtree grid (a) and Its associated tree-like structure (b)
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since they require special treatment when any vertex-centred discretisation 
scheme is used.
This type of grid was first developed in the field of computational image 
processing, but has since found uses in diverse areas of science. Samet 
(1990) discusses several applications in the field of computer graphics, whilst 
in the field of computational fluid dynamics, Schmidt (1991) and Evans (1993) 
use them in the study of compressible flows. De Zeeuw 8 b Powell (1993) 
employ them in conjunction with a  Riemann solver to solve the steady Euler 
equations; and Young et a l (1991) make use of quadtrees to investigate 
aerodynamic potential flows. Jeong 8 b Yang (1999) use adaptive octrees in a 
three-dimensional finite element code to solve free surface flows and present 
results for the breaking of a  three-dimensional dam.
One of the important parameters when managing any numerical grid is 
the choice of how m uch grid information to store and how to store it. This 
choice m ust be balanced with the computational costs that ensue when data 
tha t is not kept in memory m ust be calculated during computation. Quadtree 
grids offer a few possibilities in the way of data handling. In his discussion of
a) b)
x  = 0 x = l
00 10
01 11
Figure 2.7.Numbering of quadrants in quadtree meshes: a) Samet 
(1982); and b) van Dommelen & Rundensteiner (1989)
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neighbour finding routines where he introduces fundam ental concepts such as 
mirror paths, Samet (1982) stores grid information as a  single reference 
number, /z, for each cell. This is obtained using,
n=np +5 i (2 . 11)
where np is the reference num ber of the parent cell, I is the division level of 
the cell and ie{1,2,3,4} is the quadrant position of the cell according to the 
convention of Figure 2.7a. From this integer data, size, co-ordinates and 
neighbourhood of a cell can be determined. In the present work, a  variant of 
this numbering method was designed and the details of its implementation are 
discussed at length in Chapter 3.
In their vortex tracking calculations, van Dommelen & Rundensteiner 
(1989) propose a different storage method that uses a binary representation of 





a) van Dommelen & 
Rundensteiner (1989)
A 0 0 0 0000000000000000000000000  
A 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0  
B 0 1 0 0000000000000000000000000  
B 1 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0  
C 1 0 0 0000000000000000000000000  
C 2 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0  
D 1 1 0 0000000000000000000000000  
D 2 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
E 0 0 0 0 0 0 0000000000000000000000  
E 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0  
F 0 0 0 1000000000000000000000000  
F 1 1 1 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0  
G 0 0 1 0000000000000000000000000  
G 1 1 2 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0  
H 0011000000000000000000000000  










I 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
I 1112110000000000000000000000 1 25
I K J 0 0 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
3 1112120000000000000000000000 J 26J L
K 0 1 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0  K 
K 1212210000000000000000000000 
L 0 0 0 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0  | 
L 1112220000000000000000000000
Figure 2.8.Two reference numbering systems for quadtree grids: 
a) van Dommelen & Rundensteiner (1989); and b) Samet (1990)
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ordinates. The reference num bers of each cell are composed by concatenating 
the binary quadrant positions of the cell’s ancestors. It can be seen that 
without modification, this system can yield identical reference num bers for 
different cells as exemplified in Figure 2.8a for cells A and E (reference 
numbers in normal face type). The problem arises from the fact that the 
trailing zeros present in the field may themselves be interpreted as binary 
representations of quadrant positions. To avoid this, van Dommelen 8 b 
Rundensteiner (1989) added +1 to each binary digit, resulting in the base 3 
system shown in underlined bold face type in Figure 2.8a.
A great disadvantage of this approach is the tremendous increase in 
memory storage that this simple addition of 1 entails. In principle, it would be 
possible to store the whole binary reference num ber as, say, a  32-bit word 
with an additional small integer to store the division level of the cell, instead of 
the +1 addition. The manipulations required for neighbour finding procedures 
and other grid operations could then be performed using fast bit operations.
Table 2.1.Memory requirements for two quadtree numbering systems
Memory required (bytes per cell)

















* These values were found from the minimum number of bytes that can contain the 
•bits’ required for each division level. An additional byte containing the division 
level of each cell is added.
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However, these operations are generally specific to the combination of CPU 
and compiler used, and the portability of the code would be forsaken. This 
would be a  very undesirable disadvantage for a computer code.
Even with a truly binary representation (i.e. without the addition of +1 
to the binary position), the van Dommelen 8 b Rundensteiner method is only 
more economical than Samet’s for large quadtrees, that is, for quadtrees with 
a  very high level of refinement. This is shown in the Table 2.1. On the other 
hand, it is computationally faster to extract grid data from the binary system 
because it does not require as many arithmetic operations as the integer- 
based Samet system. However, most techniques to recover information from 
Samet reference num bers are amenable to efficient recursive programming 
and this disadvantage is not severe.
An additional numbering system based on finite difference type- 
referencing is discussed by Yiu e ta l  (1996). It records three integer values for 
each cell: one that yields the x-path through the grid, another the r/'-path and 
the third the division level of the cell. As an aside, the Samet system can be 
interpreted as the amalgamation of these three sets of data.
2.3. Multigrid Iterations
The discretisation of the governing equations and boundary conditions, 
commonly yields a  large algebraic system of equations which m ust be solved. 
The choice of solution method depends on the structure of the coefficient 
matrix of this system. Whilst direct methods, such as Gauss elimination or 
LU decomposition, can provide a  more numerically accurate solution, the 
computational storage costs they incur are often prohibitive, unless the matrix 
has some special structure such as being tri-diagonal. As a result, iterative 
m ethods are commonly used to solve large systems, by which an initial guess
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is successively corrected using the algebraic system until the correction 
becomes negligible.
The multigrid (or multilevel) idea was first suggested by Fedorenko 
(1964), who observed that relaxation (iterative) solvers are efficient a t removing 
the high frequency components of the error, but suffer from slow convergence 
rates when reducing the low frequency smooth error components. Brandt
(1977) first applied it to the solution of practical problems, namely to transonic 
flow calculations. Briggs (1987) provides a  useful introduction to the several 
components of a multigrid solver, whilst Hackbush (1985) and Wesseling 
(1992) are more detailed texts on the subject.
It will be shown that low-frequency error components on a given grid 
appear as high-frequency Fourier modes on a  coarser grid and thus make the 
numerical solution amenable to fast convergence. The idea behind multigrid 
iterations is thus to employ several grids of different cell size to m aintain the 
oscillation of the error field and therefore exploit the high-frequency smoothing 
of relaxation methods. This is achieved by transferring the residual field to a 
coarser grid (a process called restriction and solving an equation for the 
convergence error or correction. The resulting error field is then transferred to 
the finer grid (a process called prolongation and used to update the solution of 
the governing equation. Figure 2.9a shows the grid sequence for this 
technique. The increased convergence speed m ust offset the additional 
computational costs of computing the residuals, of generating the other grids, 
and of transferring information between them for the method to be justifiably 
employed.
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When the data transfer between grids is restricted to the residual and 
convergence error fields, the method is called correction scheme (CS). For 
strongly nonlinear problems, such as those required in the solution of the 
Navier-Stokes equations, the full approximation scheme (FAS) is sometimes 
used, in particular when solving the elliptic Poisson equation for the pressure. 
It is so called because, instead of solving for corrections, one seeks 
approximations to the solution at each grid. The solution obtained on each 
grid in FAS is not, however, the solution that would be obtained were that grid 
used by itself bu t a  smoothed version of the fine grid solution.
Another advantage of using coarser grids to accelerate the solution lies 
in the fact tha t boundary information is more quickly imparted to the interior 
of the domain when coarser grids are used. This is the more so, the more 
explicit the iterative solver used. As will be discussed in the following two 
chapters, numerical solvers for quadtree grids are mostly point-by-point 
solvers, such as the Jacobi and Gauss-Seidel methods, due to the 
unstructured nature of the resulting coefficient matrices. These methods 
consider each grid cell in turn  and apply the corresponding discretisation
a) b)
RESTRICTION ^  ^  PROLONGATION ^  PROLONGATION
RESTRICTION 'Q ' J ,  PROLONGATION ^  PROLONGATION
Figure 2 .9  Multigrid strategies: a) correction scheme; b) initial guess
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expression using the most recently updated values of the field variables at 
each of the cell’s neighbours. It follows that, for an interior cell separated from 
a given boundary by n other cells, the boundary condition will only affect it 
after n iterations have been performed. However, if a  grid twice as coarse is 
employed that number will be halved to n /2 . Coarser grids are therefore often
used to obtain a  reasonably accurate initial guess on the fine grid. This is 
achieved by solving the governing equations at the coarsest grid level for a  few 
iterations, and transferring the solution onto finer and finer grids until the 
finest grid level is reached. All calculations are performed on the governing 
equation and the correction equation is not used. The grid sequence is 
illustrated in Figure 2.9b.
In the field of computational fluid dynamics, multigrid solvers have 
been used extensively with a variety of grids. Darwish et a l (2003) use a 
multigrid strategy to accelerate a VOF type solver for multi-fluid flows of all 
speeds on irregular finite-volume quadrilateral meshes. The presence of a 
discontinuous function, such as the volume-fraction, poses interesting 
problems since prolongation transfer procedures tend to interpolate the data 
across the fine mesh in some way. This causes discontinuities to be 
smoothed, which in the case of a  VOF solver, increases undesired smearing of 
the interfaces. Furthermore, Darwish et a l (2003) find that the use of a 
standard prolongation stencil can cause the volume-fraction function to fall 
outside its prescribed limits and they find that an additional iterative 
procedure is required to ensure the volume-fraction limits are respected. The 
smoothing properties of the prolongation operator and the numerical diffusion 
it entails make the multigrid method specially suited for elliptic problems, 
such as those described by Laplace or Poisson equations. Such is the case of 
Udaykumar etal. (2001), which employ the FAS multigrid technique to quickly
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solve the Poisson pressure equation within a fractional step method. They use 
a fixed Cartesian grid that allows for the presence of complex submerged 
moving boundaries. The presence of boundaries of arbitrary shape inside the 
computational domain requires special treatm ent of the intergrid transfer 
procedures since the solid boundaries do not necessarily fall along grid lines. 
To avoid reconstruction of the immersed boundary at every coarse multigrid 
level, which can be a  complex task, Udaykumar et a l (2001) use a  volume- 
fraction approach to discretise the Poisson equation on the coarser grids, 
whilst retaining a  sharp interface at the finest level.
In their code for the solution of the Reynolds-averaged Navier-Stokes 
(RANS) equations on unstructured grids, Hino 8 b Hirata (2002) applied a 
multigrid strategy in an attem pt to reduce the large computational costs 
associated with unstructured grid approaches. They study two cases involving 
free surface flows around container ships. In the first case, the free surface is 
treated as a symmetrical plane, and the multigrid technique reduces the 
number of iterations required by 70%. In the second case, a  level-set 
technique is used to model the free surface geometry and the reduction in 
num ber of iterations provided by multigrid is only 40%. Values of CPU times 
are not provided. Hino 8 b Hirata (2002) attribute the change in qualitative 
performance between the two cases to the way the free surface is treated, 
namely to the treatm ent of discontinuities across the interface.
The application of multigrid strategies to hierarchical Cartesian grids 
was pioneered by Gaspar 8 b Jozsa (1991) who use a cloud-in-cell method to 
solve the unsteady 2D Navier-Stokes equations in a  finite-difference vorticity- 
stream function formulation. They create the coarse grid levels by 
successfully pruning the smaller branches of the quadtree and use linear
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restriction and zero-order prolongation operators in initial guess and 
correction schemes. Gaspar e t al. (1991) use an identical scheme to solve a  
transport equation for pure diffusion and convective diffusion problems, and 
Jozsa 8s Gaspar (1992) study wind-driven flow patterns in shallow lakes. 
Berger e t al. (2001) describe work on a  multigrid solver on hierarchical 
Cartesian grids with domain decomposition for parallel computations. They 
employ a  different grid coarsening scheme which yields a more uniform cell 
coarsening across the computational domain. These two different grid 
coarsening schemes will be discussed in more detail in Chapter 5.
3. Grid Generation
The review in Chapter 2 divided methods that model irrotational waves 
into two approaches: those that solve the governing equations along the 
boundaries of the computational domain, and those that discretise the entire 
domain. Whilst the former generally offers a higher computational efficiency, 
it is restricted to irrotational flows and is unable to model viscous phenomena. 
Even though the problems studied in this work are restricted to irrotational 
flows, it was considered desirable to develop a method which could be readily 
extended to other types of flows and, as a  result, a  full domain approach was 
chosen.
Grid generation is a  crucial part of the process of obtaining a  numerical 
solution to the physical problem in hand, as accuracy, speed of convergence 
and correct boundary condition implementation all depend upon the choice of 
grid. Quadtree grids were selected for this work for three main reasons. First 
and foremost, they provide variable refinement so that higher resolution may 
be used in areas of the domain where higher accuracy is crucial. Secondly, 
the tree structure of quadtree grids facilitates such tasks as neighbour finding, 
identifying a  cell containing a set of co-ordinates, and discretisation of the 
governing equations. Finally, quadtree grids are ideally suited to the 
implementation of multigrid iterations as the generation of coarser grids is fast 
and straightforward.
This chapter will cover the grid generation algorithms and the 
techniques used to store and handle grid information.
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3.1. Grid Generation Algorithm
The tree structure of quadtree grids creates certain hierarchical 
relationships between cells that instinctively suggest the use of some 
genealogical terms. These will be employed henceforth in the hope of 
simplifying the text. Though the significance of most term s will be self- 
evident, the following paragraphs will formally define this genealogical 
nomenclature.
Let u s  consider the unit square domain in Figure 3.1 as the root cell of 
the quadtree. Dividing the cell into four equal sized cells generates four 
branches stemming from the root cell, m uch like a genealogical diagram, as 
shown in Figure 3. lb. The newly created cells 2-5 are therefore the children of 
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Figure 3.1.Steps in the generation of a quadtree grid -  grid, tree and division levels. 
Seeding points A-D are denoted by •
of cells 2-5. As cell 3 spawns four offspring in the form of cells 6-9 , another 
branch is added to the tree in Figure 3.1c. As cells 6-9 are the children of one 
of its children, cell 1 is said to be the grandparent of these cells.
Figure 3.1 also displays the division level of the cells, tha t is, the 
num ber of divisions required to generate it. Genealogically, this is equivalent 
to the num ber of generations separating each cell from the primogenitor of the 
grid, cell 1. Although information regarding all cells in the grid is kept during 
the execution of the code in order to allow fast neighbour finding and grid 
manipulation techniques, only childless cells (called lea f cells) store values of 
the independent variables. For the grid in Figure 3. If leaf cells comprise a 
total of 25 cells, i.e. cells 6, 7, 9-16, 18-22, and 24-33.
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Are there more 
seeding points?
Is size of np larger 
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submerged leaf cells









Find grid cell, n
Find which child ( n lc ) of np , 
contains seeding point. Let
Figure 3.2.Algorithm of quadtree grid generation
The generation of quadtree grids is controlled by two sets of data: a) the 
minimum, lbi and maximum, lm, division levels (this is equivalent to
specifying the maximum and minimum cell size), and b) the positions of a  set 
of points, called seeding points (labelled A to D in Figure 3.1a) which inform 
the grid generation algorithm of the domain regions where higher resolution is 
desired. Whilst the former controls the overall quality of the grid, the latter 
details its specific topology. The algorithm demonstrated in Figure 3.1
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considers each seeding point in turn  and identifies the grid cell containing it 
(the code for the identification of the cell is shown in Figure B.7 in Appendix 
B). The cell will then be divided if its size is larger than  the minimum size 
desired. Its children are in turn  searched to locate the one containing the 
seeding point in question and more divisions are performed until the 
maximum division level is reached. Once all seeding points have been 
considered, the algorithm searches the grid for any leaf cells with a  division 
level lower than the specified base level, 4 ,and recursively divide these until 
lb is reached.
A flowchart of this grid generation algorithm is shown in Figure 3.2.
A drawback to this method is that the maximum level of refinement is 
attained wherever a seeding point is placed. To overcome this, the division 
criterion may instead be based on seeding point density. For example, a  cell 
may be selected for division if it contains more than a  given num ber of seeding 
points, usually 1. Maximum and minimum cell sizes may be used as 
additional criteria, if desired. Figures 3.3a and 3.3b show the grids generated
a) b)
Figure 3.3.Effect of cell division criteria for the same set of seeding points: 
a) Maximum division level criterion; b) Seeding point density criterion
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by these two methods for the same set of seeding points A-D. For the seeding 
point density method, after the initial division of the root cell into cells 2-5, the 
proximity of seeding points A and B causes further divisions in the bottom left 
hand quadrant of the grid. As a  result, this method requires a further division 
of cell 11 (cf. Figure 3. le).
Additionally, it is desirable to control the maximum difference in size 
between neighbouring cells, a  process called grid normalisation. This is 
beneficial for two reasons: a) it restricts the possible neighbour arrangements 
of a cell to a  manageable number; and b) it reduces the discretisation errors 
that increase when distances between a  cell and its neighbours vary greatly in 
the same arrangement. In this work, this limit was set at one division level, 
i.e. a cell may only have neighbours of the same division level, of one division 
level lower, or one division level higher. These conditions naturally require 
additional divisions to be performed in the grid, and can either be enforced in 
a  subroutine tagged to the end of the grid generation algorithm or, 
alternatively, applied each time a cell division is made, as outlined in Figure 
3.2. Enforcement of this restriction causes additional divisions on the grid of 
Figure 3. Id  to be performed, resulting in the grid of Figure 3.1e. A full 
detailed description of the method used in the normalisation of a  quadtree grid 
will follow once the cell numbering system is introduced.
An important component of the quadtree grid generation algorithm is 
the identification of the neighbours of a  cell, also included in the algorithm of 
Figure 3.2. It is intuitive to use the tree structure of the quadtree grids to 
perform this task efficiently. For this purpose, it is necessary to use a cell 
numbering system that encapsulates the tree information. A description of
3. Grid Generation 65
this system m ust therefore precede an account of the neighbour finding 
techniques.
3.2. Numbering System
To be able to quickly identify the size, ancestry, descendency and 
neighbourhood of a cell a  reference numbering system m ust be used.
Again, a  parallel with genealogy exists. In genealogical studies dating 
back to the 17th century, a  numbering system was devised by the Spanish 
monk Jerom e de Sosa (1676) to identify an individual’s ancestors. This was 
later revised by von Strodonitz (1904) who popularised it under the name of 
Ahnentafel num bers. In these systems, the father was assigned a  num ber 
equal to the double of that of the child in question, whilst the mother had the 
father’s num ber with 1 added to it. Therefore, if the individual in question had 
reference num ber 1, his father’s would be 2x1 = 2 and his mother’s 2x1+1 = 3 . 
It follows that his paternal grandmother would be identified by 2x2+l = 5 . The 
system is useful to identify lineage but is incapable of dealing with non- 
ancestral types of kinship since it can only move up  the family tree, never 
downwards.
By contrast, the numbering system used in this work m ust allow for 
movement up and down the quadtree. It m ust also differentiate between 
siblings, in order to determine the position of a  cell. In Chapter 2, the 
numbering systems of van Dommelen & Rundensteiner (1989) and Samet 
(1982) were discussed and the advantages of each method were remarked 
upon. Due to the fact that the latter is more economical in terms of storage 
than  the binary system of van Dommelen 8 b Rundensteiner, a  version of the 
Samet system was devised for this work. Instead of employing equation (2.11)




to generate the reference num bers of each cell, we propose here the following 
equation,
nlc =4np + i, (3.1)
where n is the cell reference number, subscripts p  and c designate 
parent and children cells respectively and is  {l,2,3,4} is the quadrant position 
of each offspring according to the convention depicted in Figure 3.4. Equation 
(3.1) offers a few advantages over equation (2.11): namely, it produces smaller 
reference num bers which allow the creation of more refined quadtrees for the 
same integer length of n\ and, more importantly, certain grid related 
operations, such as calculating np or i from nc , require fewer arithmetic
operations.
Figure 3.5 displays the cell reference num bers of the grid of Figure 3.1 
at each stage of its generation. The difference between the cell num bering of 
Figures 3.1 and 3.5 m ust be emphasised. In the former, the num bers simply 
indicate the order in which the cells were generated (called generation 
numbers), whilst in the latter reference num bers are shown. For example, cell
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Figure 3.5.Cell reference numbers for the grids of Figure 3.1.
Seedinq points A-D are denoted by •
8 in Figure 3.1c has reference num ber 11 shown in Figure 3.5e. In turn, its 
children (cells 10-13) have reference num bers n lc = 4x11 + / = {45,46,47,48}, 
ze {1,2,3,4}, as depicted.
Reference num bers allow the position, size, ancestry and 
neighbourhood of a cell to be determined using the procedures explained next.
3.2.1. Direct Ancestors
A paren t’s reference num ber can be obtained using the following 
expression,
where function ‘in t’ designates the integer part of the real quotient on 
the right hand side, and n lc is the reference num ber of child i  of np . By 
recurrently applying (3.2) to a cell’s reference num ber all its direct ancestors’
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Figure 3.6.Tree path of cell 45. Reference numbers are shown in italic, white figures 
on black background denote quadrant positions.
reference num bers can be obtained, all the way up to the primogenitor cell. It 
can be observed that (3.2) is obtained by solving (3.1) for np with the ‘in t’
function dealing with the fact tha t i is unknown, and the reference num ber 
needing to be offset by 1 to account for cells in quadrant position 4. As an 
example, the parent of cell 45 of Figure 3.5f is thus = int[44/4]=l 1, whilst
its grandparent is (np)p = in t[l0 /4]=2, and its first ancestor is 
\ np)p ) = int[l/4]=0, the root cell.
3.2.2. Division Level
It follows from Section 3.2.1 tha t the division level, 4 of a cell can be 
determined by recurrently applying equation (3.2) to a cell’s reference num ber 
until the num ber of the primogenitor cell is obtained, i.e. 0. The code for this 
functional procedure is shown in Figure B .l in Appendix B. The num ber of 
times equation (3.2) needs to be applied to achieve this is equal to the cell’s 
division level since it is equivalent to the num ber of times equation (3.1) was 
used in obtaining the cell’s reference num ber.
Hence, the division level of cell 45 in Figure 3.5f is Z = 3 , as attested by 
Figure 3.6.
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3.2.3. Quadrant Position
The quadrant position of a  cell within its parent is obtained from
ii = mod nc - l + 1, (3.3)
where it is the cell’s quadrant position at division level I and function ‘mod’ 
represents the integer remainder of the division, defined as,
modU \ b >— a —b\v\X.
Equation (3.3) is again derived from (3.1). The addition and subtraction of 1 
are necessary to deal with quadrant position 4, which would otherwise yield a 
zero value. If (3.3) is applied to the cell’s direct ancestors the full tree path 
from the root to the cell in question can be determined.
For cell 45, at division level 3, (3.3) yields = m od[44/4] +1 = 1 and,
using its parent’s reference number, 11, 4 = m°d[l0/4] + l = 3 . Finally, its 
grandparent, cell 2, has quadrant position 2. Hence, the cell’s full tree path is 
z=[2 3 l]. This is attested by Figure 3.6. The code for this routine is shown 
in Figure B.2 in Appendix B.
3.2.4. Cell Size
The size of a cell is readily available once its division level has been 
determined. Figure B.3 in Appendix B displays the code for this calculation. 
Noting that the width (or height) of a  cell is half of that of its parent it follows 
that a  cell a t division level 2 has a  width, or edge length, equal to a  quarter of 
that of the domain or root cell. If the domain is a  square of width wd , as will 
be the case throughout this work, a cell of division level I will have an edge 
length w  equal to,
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w = w d/2 l . (3.4)
Cell 45 has an edge length w -  w j  23 = wd/8 ,  or one eighth of the width of the 
square domain.
3.2.5. Cell Co-Ordinates
To determine the co-ordinates of a cell, or, more accurately, the co­
ordinates of its centre, its tree path m ust have been determined beforehand 
using the procedure described in Section 3.2.3. Depending on the quadrant 
position of a  cell, its co-ordinates can be calculated with respect to the co­
ordinates of its parent. For example, the .^-coordinates of cells 1 and 2 in 
Figure 3.5b are less than that of the domain by an amount equal to half the 
edge length of these cells. It is therefore necessary to ascertain from a  cell’s 
quadrant position whether it is located to the left or right of its parent co­
ordinates in the x-direction, or above or below them in the ^direction. The 
procedure can be interpreted as a transformation of the quadrant positions of 
cells into the binary numbering system used by van Dommelen 8 b 
Rundensteiner (1989). In the xdirection this is performed using,






Figure 3.7.Transformed quadrant positions: 
a) x-direction transformation; b) ^direction transformation
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where if  is the binary quadrant position in the x-direction as depicted in
Figure 3.7a. The binary positions in the ^-direction are obtained using,
where if is the binary quadrant position in the redirection as shown in Figure
Essentially, one is dividing the information contained in the integer 
array of possible quadrant positions, {l,2,3,4}, into two binary arrays {0,0,1,1} 
and {l,0,1,0}. If these transformations are applied to the full tree path of a cell, 
two distinct paths, one in each Cartesian dimension, are obtained. For
and iy -  [0 1 l]. As previously mentioned in Chapter 2, the reference 
num ber of cell 45 in the binary system of van Dommelen 8 b Rundensteiner 
(1989) is obtained precisely by interweaving the elements of these x- and y- 
arrays into a single one so that cell 45 would be referenced by =001101. 
In that system, however, +1 is added to each positional element of the array so 
that trailing zeros at the end of the array field are distinguished from x  and y  
binary positions that have a  zero value.




example, for cell 45, the quadrant path /=[2 3 l], results in M o  1 0 ]
(3.7a)
(3.7b)
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where subscripts p  and c denote parent and child respectively. The co­
ordinates of a  cell are therefore determined by starting a t the root cell whose 
co-ordinates are specified, and descending through the tree, successively 
applying equations (3.7). It should be noted that there is no need to store the 
binary paths of the cells as they are immediately available from equations (3.5) 
and (3.6).
As an example the co-ordinates of cell 45 of Figure 3.5 will be 
calculated, assuming the co-ordinates at the centre of the domain (i.e. the root 
cell 0) to be xd - y d = 0.5. From the quadrant path of cell 45, /=[2 3 l], 
equations (3.7) yield at the first division level, / = 1,
which are the co-ordinates of cell 2, the grandparent of cell 45. At division 
level 1 -2 , xp and y p in equation (3.7) take the value of the co-ordinates of
cell 2 to give
the co-ordinates of cell 11, the parent of cell 45. Finally,
= 0.3125,
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#45 ~ #11 +
mod r> - 1  2 • mod
rv
0 -1 ^^ A — n -37C j
23+1 16
= 0.4375,
returns the co-ordinates of cell 45. The computer code for the procedures 
outlined above is displayed in Figures B.4 and B.5 in Appendix B.
3.3. Neighbour Finding
The hierarchical structure of quadtree grids and its associated reference 
numbering system allow the use of fast neighbour finding techniques based on 
simple arithmetic operations performed on the reference num bers of each cell. 
Because of the low computational cost of these operations, it is not necessary 
to store the numbers of the neighbours of each cell during computation, 
therefore allowing considerable savings in storage to be achieved, which are of 
particular significance when large highly refined grids are concerned. This 
section will describe the selected nomenclature of neighbours and the 
techniques devised to identify them using the adopted reference numbering 
system. Greaves (1995) describes analogous techniques for the numbering 
system of van Dommelen 85 Rundensteiner (1989). The problem of which 
neighbours to use in the discretisation of the governing equations will be dealt 
with in Chapter 4.
Excluding the case when a cell is adjacent to the edge of the quadtree 
grid, a  cell can have two types of neighbours: face neighbours, which share a  
face with the cell in question; and comer neighbours which share a  single 
vertex. If the cell is an interior cell, that is, if it is not adjacent to a  domain 
boundary, it will have four or more face neighbours and between two and four 
comer neighbours. A general nomenclature for each of these can be developed 
based on the degree of kinship. Figure 3.8 displays the nomenclature chosen














Figure 3.8.Nomenclature of neighbours of cell I for two different arrangements a) and b). 
Thick lines define parent cells, hence cell I has quadrant position 1 in both cases.
using cell I as an example in two different neighbour arrangements. The 
quadrant position of cell I determines the nam es attributed to each 
neighbouring panel. These can be divided into two categories, according to 
whether those neighbours are descendents of the parent of cell I or not. Those 
that are can be defined as,
• Face neighbour FI is the sibling of I adjacent to it in the x-direction.
• Similarly, face neighbour F3 is the sibling of I adjacent to it in the in­
direction.
• Finally, corner neighbour C l is the sibling with which cell I share a single 
vertex.
It is worth mentioning that two FI (or F3) neighbours may exist if these 
cells are divided, as illustrated in Figure 3.8b. However, there can only be one 
C1 com er neighbour, which is true for any com er neighbour. On the other 
hand, neighbouring cells that are not descendents of the parent of cell I, are 
defined by,
• Neighbour F2 is the other face neighbour in the x-direction (opposed to FI).
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• Neighbour F4 is the other face neighbour in the ^-direction (opposed to F3).
• Comer neighbour C2 is that located inside the larger cell adjacent to I in 
the .r-direction.
• Comer neighbour C3 is that located inside the larger cell adjacent to I in 
the y-direction.
• Comer neighbour C4 is that located inside the larger cell with which cell I 
shares a  single vertex (opposed to Cl).
As with cells FI and F3, face neighbours F2 and F4 may be divided. 
The techniques used to identify the reference num bers of all neighbours are 
detailed next using cell 45 of the grid in Figure 3.5f as an example. It should 
be noted tha t this cell is of division level L -  3 , and has tree path 
4,s = [2 3 1],
NEIGHBOUR F I
To identify neighbour FI, it is necessary to travel transversely along the 
grid, more specifically laterally along the branch from which the cell in 
question stems. It is firstly necessary to identify the cell’s parent since it will 
be nearest common ancestor of neighbours FI, F3 and C l. From (3.2), th is is 
found to be cell 11, which has a tree path ip - \ l  3], as expected. To select
the sibling tha t faces the cell in the x-direction it is necessary to transform the 
quadrant position of the cell in question using,
W = - l tot[M)/2lx 2 + V - (3.8)
Table 3.1 summarises the a:-translation that equation (3.8) performs. 
For cell 45, which has i45>l = 1 the translation produces iF^  = 3 . It follows tha t
the F I neighbour of cell 45 is the child of cell 11 in quadrant position 3, i.e. 
the cell with reference num ber ripy = 4x11 + 3 = 47. If cell 47 had children then
Table 3.1x-translation
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Table 3.2ytranslation Table 3.3x^translation
*c,l lF \,l lc ,l lF 3 ,I l'c,l lC l,l
1 3 1 2 1 4
2 4 2 1 2 3
3 1 3 4 3 2
4 2 4 3 4 1
its children in positions 1 and 2 would both be FI neighbours of cell 45. 
NEIGHBOUR F3
Similarly, neighbour F3 requires a  translation of the quadrant position 
in the ^direction. This is accomplished using,
W  = 4 , / - ( - l ) m°d( ^ ) -  (3.9)
Table 3.2 displays the ^-translations of the quadrant position. For cell 
45, the translation produces ip^  i -  2 . It follows that the F3 neighbour of cell
45 is the child of cell 11 in quadrant position 2, i.e. the cell with reference 
num ber rip^  =11x4 + 2 = 46 .
NEIGHBOUR C l
Finally, the sibling comer neighbour C l, requires both x- and y- 
translations in order to obtain its quadrant position. This is equivalent to 
applying (3.8) to the quadrant position of F3, or (3.9) to the quadrant position 
of FI. Table 3.3 summarises this combined translation. The C l neighbour of 
cell 45 is therefore the fourth child of cell 11, i.e. cell 48.
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NEIGHBOUR F2
A slightly more complex process is required to find the remaining 
neighbours due to the fact that the nearest common ancestor is unknown. To 
determine the reference num bers of these neighbours, it is necessary to 
ascertain at what stage in the tree path the cell position in the x-direction last 
changed. In other words, the highest division level a t which the position of the 
cell’s direct ancestors changes from the left (positions 1 or 2) to the right (3 or 
4) or vice versa. This can be expressed mathematically by the highest division
level, lx , at which,
( :  \ ( • \
int lcJx *in t lc,lx- 1
2\ J 2 ^ /
is true. Having determined this, x-translations are performed on the cell’s tree 
path at all division levels between lx —1 and I
Taking cell 45 as an example, with a  tree path ic = [2 3 l], it can be 
seen that (3.10) holds true when lx = 3 . Applying (3.8) to levels 2 and 3 results 
in a  tree path ip^  -  \2 1 3], which would result in a reference num ber of 39. 
However, as shown in Figure 3.5f, no such cell exists as cell 9 is childless. 
Therefore, the last division level of the tree path of F2 m ust be disregarded. It 
can then be seen that ip^ - \ 2 l] is the correct path for cell 9, as desired.
NEIGHBOUR F4
A similar process is required to obtain the reference num ber of 
neighbour F4. In this case, it is necessary to determine the highest division 
level in the tree path in which the quadrant position of the cell’s ancestors 
changed from the top half (positions 1 or 3) to the bottom half (positions 2 or 
4). This is achieved by finding division level, ly , a t which
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2 2
V J
The above condition states that the position of the cell’s direct ancestors 
changes from the top (positions 1 or 3) to the bottom (2 or 4) or vice versa. 
The quadrant positions on the cell’s tree path are then translated in the in­
direction using (3.9) between division levels ly — 1 and I For cell 45, equation
(3.10) is satisfied at ly = 2. Hence, the tree path of neighbour F4 is found to be
ipq -  [l 4 2], the tree path of cell 34.
NEIGHBOUR C2
The tree path of neighbour C2 is obtained by performing x-translations 
between lx - 1 and 4 as for neighbour F2, with an additional z/-translation at 
level I Considering cell 45, the resulting path is therefore i'c2=[2 1 4], 
which would be the child of cell 9 a t quadrant position 4. As this cell does not 
exist in the grid, cell 45 does not have a C2 comer neighbour.
NEIGHBOUR C3
Conversely, neighbour C3 requires ^-translations between ly — 1 and I 
with an additional ^-translation at level I Hence, the path *^ 3 = [1 4 4] 
points to the expected cell with reference num ber 36.
NEIGHBOUR C4
Finally, corner neighbour C4, which opposes the sibling C l, requires 
both x- translations between lx - 1 and 4 and y~translations between ly - 1 and
I Neighbour C4 of cell 45 would have a path iC4 = [l 2 4], in other words,
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the child of cell 6 in quadrant position 4 as was to be expected. However, 
since cell 6 has not been divided, it itself is the C4 neighbour of cell 45.
BOUNDARY CELLS
Cells that lie adjacent to the edge of the quadtree can be identified by 
the fact that conditions (3.10) or (3.11) are not satisfied at any division level. If 
the cell lies adjacent to one of the vertical boundaries, condition (3.10) will be 
false throughout the tree path of the cell. If it is with a  horizontal boundary 
that the cell shares an edge, then it will be (3.11) that always holds untrue. 
Both conditions will never be valid if the cell is located at the corner of the 
domain and, therefore, shares two faces with the edge of the quadtree.
3.4. Grid Normalisation
As was previously mentioned, grid normalisation is the process of 
enforcing a  maximum size (i.e. division level) difference between neighbouring 
cells. This usually applies to face adjacent cells, bu t can also be extended, as 
is the case of this work, to comer neighbouring cells. From a programming 
point of view, this task may be performed after the grid has been divided about 
a set of seeding points or, alternatively, and arguably more elegantly, at each 
instance when a cell division occurs. A description of the method of grid 
normalisation will now follow using the grid shown in Figure3.5d and a 
maximum division level difference of 1 as an example. The reader is reminded 
of the grid generation process leading up to the aforementioned grid, described 
graphically in Figure 3.1a-d. Cells were created based on the location of the 
first seeding point. Up to and including division level 2, no grid normalisation 
is required. However, when cells of division level 3 are created, such as cells 
45-48 in Figure3.5d, the grid normalisation criteria m ust be checked and
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additional divisions may need to be performed. The algorithm cycles through 
these newly created cells, determines the reference num bers of potential 
neighbours two division levels larger in size (here the expression two 
generations removed (2GR) will be used) and divides these cells if necessary to 
reduce the difference in level to the prescribed 1. It should be noted that a  cell 
will have at most three of these larger neighbours: two face neighbours, one in 
the x-direction and one in the ^/-direction; and one comer neighbour 
diagonally opposed (xy-direction). The process of obtaining the reference 
num bers of these cells will now be detailed.
x-DIRECTION 2GR NEIGHBUR
The reference num ber of the a:-direction 2GR neighbour of a cell is 
obtained by performing ^-translations on the cell’s quadrant path between 
division levels lx — 1 and / - 2 ,  provided (/-2)>(/r - l ) .  If this condition is not
satisfied, the cell does not have an jc-direction 2GR neighbour. It can be seen 
tha t by stopping at level i -  2 , a  cell two generations removed is obtained.
/-DIRECTION 2GR NEIGHBOUR
Similarly, the reference num ber of the ^direction 2GR neighbour of a 
cell is obtained by performing ^/-translations on the cell’s quadrant path 
between division levels ly - 1 and 1-2.  Again, if (/^ -l)> (/-2 ), the cell does not
have a ^/-direction 2GR neighbour.
xy-DIRECTION 2GR NEIGHBOUR
The reference number of the ^/-direction 2GR neighbour of a cell is 
obtained by combining both transformations, i.e. by performing ^-translations 
on the cell’s quadrant path between division levels lx - l  and 1-2 and
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subsequent ^ translations between division levels -1  and 1-2.  If either 
(lx - 1)>(/-2) or (/^-l)> (/-2), then the cell does not have an x^direction 2GR 
neighbour.
Concerning the normalisation procedure carried out on the grid of 
Figure3.5d, of the four newly created children of cell 11, the algorithm first 
considers cell 45, that on quadrant position 1. As previously mentioned this 
cell has quadrant path i45 = [2 3 l], 1=3, lx - 3 and ly = 2 . Since
(lx - l )>( l -2) ,  cell 45 has neither x- or xz/-direction 2GR neighbours. On the 
other hand, a  y -translation between ly - 1 = 1 and / - 2  = 1 yields a  quadrant 
path /=[l] for the ^/-direction 2GR neighbour, i.e. cell 1. The algorithm 
descends through the quadtree along this path and verifies if cell 1 is divided. 
As this is not the case, cells 5-8 are created. The algorithm then proceeds to 
cell 46 which has 3 2], i = 3 , lx = 3 and /^ = 3. It follows that this cell
has no neighbouring 2GR neighbours.
Cell 47 has quadrant path i47= [2 3 3],  ^= 3 , lx = 2 and ly = 2. The
reference num ber of the x-direction 2GR neighbour is obtained by performing 
x-translations on division level 1. This yields a  quadrant path /=[4] which 
points to cell 4. As this cell has no children, it is divided and cells 17-20 are 
created. The reference number of the ^direction 2GR neighbour is obtained 
by performing ^ translations on division level 1, which produces path i -  [l], 
i.e. cell 1. As this cell has already been divided, no action is taken. Finally, 
the quadrant path of the direction 2GR neighbour is obtained by applying 
both x- and y -translations at division level 1. This yields /=[3], pointing to 
cell 3, which is subsequently divided into cells 13-16.
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Finally, cell 48 ( 4 s = [2 3 4], / = 3 , lx = 2 and /^=3) has no
neighbouring ^direction 2GR neighbour. The reference num ber of the x- 
direction 2GR neighbour is found to be cell 4. As this has been divided 
already, no further divisions are necessary, and the grid normalisation at this 
stage is complete.
It should be mentioned that this process is carried out whenever cells of 
a  division level higher than 2 are created. That is to say that, if during the 
process of normalisation cell divisions are made creating cells of division level 
3 or higher, these cells are also put through the normalisation procedure, in a 
recurrent fashion.
The effect of grid normalisation is further illustrated by Figure 3.9, 
which shows two grids generated about the same set of seeding points, 
distributed to form a circle. The non-normalised grid of Figure 3.9a displays 
neighbouring cells of greatly different sizes. The highlighted grey cell has face 
neighbours with an edge length equal to an eighth of its own, whilst 
simultaneously having a larger neighbour with an edge eight times longer than 
its own. This implies that the discretisation expression for the grey cell in 
question would use cells separated by 6 division levels. This would 
significantly increase the discretisation errors of the solution and therefore is 
the main reason for implementing grid normalisation. By contrast, the 
discretisation expressions for the cells of the normalised grid of Figure 3.9b 
use cells separated by a maximum of 2 division levels (in cases where a  cell 
has a neighbouring cell one division level higher and another one division level 
lower). Although normalisation implies the creation of additional cells and the 
consequent computational costs that this entails, the reduction in 
discretisation errors and increased stability of the numerical solver, offset this 
disadvantage.
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Having discussed all the main elements of the grid generation 
algorithm, it is now possible to verify how the code generates the grid of Figure 
3.5f. The seeding points used are shown in Figure 3.5a, labelled in the order 
they are considered. The maximum division level permitted is 3 and cells 
containing seeding points will be successively divided until this division level is 
reached, following the algorithm of Figure 3.2.
The first seeding point, A, is found to be located, naturally, in the root 
cell. As a result this cell is divided giving rise to Figure 3.5b. The algorithm 
now considers each of the newly created cells (1-4) sequentially until the one 
containing seeding point A is found, i.e. cell 2. As cell 2 has a  division level 
smaller than  3 it is divided into cells 9-12. A search among these cells 
determines that cell 11 contains seeding point A, resulting in an additional cell 
division into cells 45-48. Since division level 3 has been reached grid 
normalisation m ust be enforced. The ^direction 2GR neighbour of cell 45 is 
found to be cell 1 and, as it has no children, it is divided. The same applies to 
the 2GR neighbours of cell 47, i.e. cells 4 and 3 in this order. The algorithm 
now returns to cells 45-48, and verifies which contains seeding point A. 
However, since the maximum division level has been reached no more cell 
divisions are performed for this seeding point. The next seeding point is then 
considered. Seeding point B is found to be located in cell 46. As this cell is of 
division level 3, no new cells are created. By contrast, seeding point C causes 
the generation of cells 33-36. These are put through the grid normalisation 
routine, bu t new divisions are not necessary. Finally, the last seeding point 
brings about the division of cell 14 into cells 57-60. Grid normalisation again 
yields no new cells. The cell generation numbers of Figure 3.1 confirm the 
order in which the grid cells were generated.
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b)a)
Figure 3.9.Comparison between a) non-normalised and b) normalised grids.
Boundary points [0] are also shown in figure b)
3.5. Free Surface Grid
The physical problems modelled in this work require fluid domains 
confined by two types of boundaries: the moving free surface boundary, and 
the rigid stationary boundaries such as the rigid walls of the numerical tank. 
During the grid generation stage these are addressed in different ways.
As the rigid walls coincide with the edge of the quadtree, the 
identification of the cells adjacent to these boundaries follows the procedure 
described at the end of Section 3.3. Once a cell has been found to lie adjacent 
to a rigid boundary, a point is created on the boundaiy midway along the edge 
of the cell in question. Through these points, the boundary conditions at rigid 
walls are implemented. Figure 3.9b shows the set of boundary points for the 
quadtree shown.
The free surface boundary has im portant features which demand a 
distinct treatm ent from the one used with solid boundaries: a) it is a moving 
boundary whose position m ust be known accurately at each point in time, and 
b) it does not correspond to an edge of the quadtree, which requires tha t an
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additional procedure be carried out to identify those quadtree cells which lie 
adjacent to the free surface and those that fall outside the fluid domain and 
are therefore not used in the solution of the governing equations.
In the method presented herein a  mixed Lagrangian-Eulerian approach 
is employed in which the free surface is modelled by an ordered series of 
Lagrangian particles called surface m arkers superimposed on the underlying 
Eulerian quadtree grid, as shown in Figure 3.10. The issue of selecting a 
Lagrangian or Eulerian approach for the modelling of the free surface has been 
extensively debated in Chapter 2. Here, the choice of a  Lagrangian 
formulation was made due to the following advantages: a) it ensures that the 
free surface remains sharply defined during the solution process; and b) it 
permits accurate implementation of the free surface boundary conditions since 
its position and orientation are explicitly known. The main disadvantage of 
this approach is the difficulty in dealing with complex wave phenomena such 
as surface break-up and merging of interfaces, since the reordering of the 
surface m arkers required is not a trivial task. Miyata (1986) employed a 
similar method which was able to cope with wave breaking phenomena and 
related air entrapment, but his method suffered from limited accuracy due to 
the low-order velocity calculation at the free surface. Furthermore, Miyata's 
(1986) free surface velocity calculation required extrapolation to cells outside 
the computational domain. These problems are tackled here by employing a 
new velocity calculation procedure which requires no extrapolations beyond 
the boundaries of the fluid domain, of which more in Chapter 4. It follows that 
quadtree cells outside the fluid domain are not needed during the solution 
stage and that a  procedure is required to identify them. Furthermore, the 
code m ust also identify the cells whose centres lie immediately beneath the
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Figure 3.10 Surface markers M  and orientation of free surface curve
free surface curve, as these are subject to a different discretisation procedure, 
as described in Chapter 4.
There are therefore three types of cells: 1) non-submerged cells, whose 
centres lie to the left as seen by an observer moving along the free surface and 
are not used during the solution of the governing equations; 2) fu ll cells, which 
are submerged and entirely full of fluid; and 3) surface cells, which are also 
submerged bu t are adjacent to the free surface. It is through these cells that 
the free surface boundary conditions are applied.
To establish if a cell is part of the computational domain, the sequence 
of surface markers that defines the free surface m ust first be given an 
orientation. By convention, we chose it to be in the direction of increasing x, 
as illustrated in Figure 3.10. It is now possible to define that any cell centre 
that lies on the right ‘side’ of the curve lies inside the fluid domain, whilst 
those cells whose centre lie on the left of the curve are disregarded during the 
solution process. Accordingly, after the Eulerian quadtree has been generated 
the algorithm considers each surface m arker in tu rn  and locates the cell in 
which it is contained. For m arker Mi in Figure 3.11a tha t is cell I. The centre







Figure 3.11.Assessment of submergence of the centre of cell I [ ] for three different surface
geometries
of cell I is then judged to be below the surface curve if angles cq and a2 are in 
the clockwise direction, or, equivalently, if the cross products between surface 
vectors =Mi_lMi and »2 = and the corresponding cell vectors
and t2=MiIare  negative, i.e. S jX r^O  and b 2 x t 2 < 0 .  This is a 
result of the choice of orientation of the surface curve shown in Figure 3.10. 
Furthermore, since cell I is immediately below the surface it requires a
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different discretisation procedure than  a  deeply submerged cell would 
otherwise need.
There are, however, other surface configurations which require a  careful 
choice of which cross product to use. This is illustrated in Figure 3.11b, 
where the cross products between the two nearest surface vectors and »2 
and the corresponding cell vectors rx and r2 are of opposite sign, as shown by 
the opposing direction of angles cq and a 2. In this case, the surface vector 
which crosses both co-ordinates of cell I is selected. Since xm.<Xj<xMm and 
y M < yi<yMi+l * vector s 2 is used and cell I is consequently labelled a  surface 
cell as »2 xr2 <0 .
An additional case may occur in which the two surface vectorsyield 
cross products of opposite sign, but neither crosses both co-ordinates of the 
cell centre. This is illustrated in Figure 3.11c. When this is the case the 
vector closest to the centre of the cell is used, i.e. vector s 2 in Figure 3.1 lc.
These techniques essentially determine the surface vector, in the 
vicinity of cell I, for which a perpendicular straight line may be drawn, 
intersecting the vector and passing through the centre of I.
If, on the other hand, the centre of cell I is judged to be above the free 
surface curve, then its face neighbours are each put through the method ju s t 
described to assess if they are surface cells. Since all face neighbours, and not 
simply the one immediately below, are checked for submergence, the algorithm 
can generate and correctly identify grid cells for any shape and orientation of 
the free surface, on the proviso that the surface markers are sufficiently close 
together.
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Figure 3.12.Labelled cells: full submerged cells, labelled T; non-submerged cells, 
dotted and labelled 'e'; and surface cells, shaded and labelled 's '
As a result of this procedure, the surface cells of quadtree in Figure 
3.10 are identified and labelled in Figure 3.12. They can be seen to form a 
contiguous chain of cells. This permits the construction of a  fast recursive 
procedure in order to label non-submerged cells. It requires tha t a single non­
submerged cell, I, be identified using a vector-based technique similar to that 
described above. This cell num ber is then used as input to a subroutine 
which labels I as non-submerged. The subroutine then cycles through the 
neighbours of cell I and recursively uses each unlabelled neighbour cell as an 
input to the same subroutine. Since the non-submerged portion of the 
quadtree grid is enclosed by a closed curve formed by the rigid boundaries and 
the contiguous string of surface cells, all non-submerged cells will be identified 
as such and the recursive subroutine can exit without the need of any 
additional programming constructs. The flowchart of this subroutine is 
displayed in Figure 3.13.
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Is cell NEIGH labelled 's' or 'e?




Label cell I as 'e'
NEIGH 4-  First 
neighbour of cell I
NEIGH Next 
neighbour of cell I
subroutine LABEL_E_CELL(I)
Figure 3 .13  Flowchart of subroutine LABEL_E_CELL which labels non-submerged cells
To avoid markers becoming too spaced out in regions of high fluid 
velocity, their number is twice that of the surface cells. This was more 
accurate than introducing extra markers during the simulation, which, 
regardless of the interpolation method chosen, consistently introduced errors 
that lead to the simulation quickly halting.
3.6. Refinement
Higher grid refinement is desirable in the regions of the computational 
domain where independent variables vaiy greatly. In the current work, these 
are the areas where the gradient of the velocity potential is highest. Figure 
3.14 displays the numerical solution of Laplace’s equation as a  three- 
dimensional surface at the start of the simulation of an irrotational water
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Figure 3.14.Typical shape of the velocity potential field, <f>. The free surface 
curve has been projected onto the floor of the axes box.
wave. It can be observed that the gradient of the velocity potential is steepest 
near the free surface and along the vertical boundaries, whilst as the depth 
below the surface increases, the fluid velocities decrease. This phenomenon 
was observed by Longuet-Higgins (1953). With this in mind, it is desirable to 
use the surface markers that define the free surface curve as seeding points to 
the quadtree generation procedure. Additionally, seeding points are placed on 
the vertical walls of the numerical tank to provide additional refinement in this 
region.
Figure 3.15a shows a typical set of seeding points for a standing wave 
as used in this research. The resulting quadtree with a division level criterion 
/m=8 and 4  = 5 is also shown in Figure 3.15b. Non-submerged cells are not 
plotted as they are not part of the computational grid.
It could be suggested th a t additional grid resolution could be 
advantageous in the part of the domain h -a < y < h  + a\ 0 <x< b, since the 
gradient of the velocity potential is quite high in this area. However, Greaves 
et al. (1997) have shown that such an additional refinement does not visibly 
affect the solution when compared with a quadtree refined at the surface only
a) b)
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Figure 3.15 .a) Set of seeding points and b) resulting quadtree for a standing 
wave. Maximum division level, lm = 8 ,  minimum division level, lb = 5
as that of Figure 3.15. Refinement near the surface seems to have its most 
im portant effects in two ways: not only in the implementation of the Dirichlet 
condition for the solution of Laplace’s equation for the velocity potential, but, 
more significantly, the velocity calculation at the free surface crucial to the 
kinematic boundary condition.
4. Solution Method
A solution method for unsteady flows may be split into two parts. The 
first consists of the solution of the governing equations in the spatial co­
ordinates of the computational domain. The second part is the advancement 
of the solution in time.
To solve the governing equations, these m ust be replaced by a 
discretised model that approximates the exact solution as the grid is refined. 
There are three broad categories of method that achieve an algebraic 
representation of the governing differential equations in the whole fluid 
domain, namely, finite difference, finite volume and finite element methods. 
Higher-order techniques such as spectral methods are also important bu t are 
often developed with a  specific class of problem in mind. The choice of method 
is dependent on two main factors: the type of equation to be solved and the 
type of grid used. In this work, a finite difference solver was chosen. The 
reasons for this choice along with the details of its implementation will be 
discussed in this chapter.
Prior to the advancement of the solution in time, the free surface 
velocities m ust be accurately calculated. This proved to be a crucial factor in 
the performance of the scheme. The discretisation in time has different 
characteristics, since it m ust be a  marching scheme. For this reason, only 
finite difference schemes are usually used. Details of the time-stepping 
scheme chosen in this work are given at the end of this chapter.
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4.1. Governing Equations for Irrotational Waves
Observations have shown tha t ocean waves travel long distances whilst 
retaining their shape and size. This indicates that the effects of viscosity are 
small. If, in addition, it is assum ed tha t their motion was originally generated 
from rest, the principles of irrotational flow can be applied to accurately 
describe the motion of water waves and even more so tha t of standing water 
waves.
Furthermore, potential flow theory may be used in the description of 
free surface wave flow and its effect on marine structures provided the 
principal dimensions of the latter are comparable with the wavelength, in 
which case the forces on the structure are dominated by inertia effects and the 
viscous drag component may be neglected. Simulation of large amplitude 
wave motions requires a fully non-linear approach, in which the calculation 
grid deforms throughout the simulation to fit the moving free surface.
Considering the wave depicted in Figure 2.1, the following additional 
assum ptions are made:
a. the fluid is incompressible




Figure 4.1 Water wave, computational domain and boundaries
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c. boundary layer effects are negligible
d. shear stresses between water and atmosphere are negligible
e. the effect of air being set into motion by the motion of the wave is 
disregarded
For an incompressible fluid of constant density, the fundamental 
conservation laws that govern the flow in domain Qd are described by the 
Navier-Stokes equations:
Mass conservation: V • u = 0 , (4.1)
where u = («,&>, u>) is the velocity vector, /?(x, l) is the pressure, p is the density, 
g  is the gravitational acceleration, x  = (x,y,z) is the position vector with y  
pointing vertically upwards, v is the kinematic viscosity and t  is time. 
Additionally, the vorticity vector 0 (x , I) is defined as,
which may be shown to be equal to twice the local rate of rotation. Rotation of 
a  fluid particle, however, can only be caused by a  torque applied by shear 
forces on the sides of the particle. Since the fluid is assumed to be inviscid, 
such forces are absent and rotation cannot occur, and it follows that the 
vorticity vector,
For an inviscid irrotational flow, the velocity u  can be expressed as the 
gradient of a  scalar potential, O,
Momentum conservation: (4.2)
0 = V x u (4.3)
0 = 0 . (4.4)
u  = VO. (4.5)
It follows from equation (4.1), tha t continuity demands that
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V2O = 0 , on Qd . (4.6)
If the velocity potential is known, the pressure field can be determined from
equation (4.2) using equation (4.4) and the fact that,






2 Ld* 2 1
= - V \£ + f f A  (4.7)
vP
where the viscous term is ignored as the flow is considered inviscid.
BOUNDARY CONDITIONS
Two types of boundary conditions apply at the free surface: dynamic 
and kinematic. In what concerns the kinematic condition, one considers a 
hypothetical surface S  anywhere in the fluid, moving with the fluid. If one 
follows each particle of surface S, the same particles will always form -S'and 
fluid inside the surface remains inside S. If S(x,y,z,t)=0 , then as x, y, z, t  
vary for each particle, one remains on surface S, as
— =0 ,  (4.8)
for any surface S'. D/D t  denotes the derivative following the motion of a 
particle. Taking S'to coincide with the free surface between air and water, 
where y  =r] , it may be defined by,
S=7i(x,z,t)-y=0 , (4.9)
where rj is a  function describing the wave elevation. Substituting equation 
(4.9) in equation (4.8), yields
4. Solution Method 97
+  u^ P~ -  v+ uj— =0, onz/  = 77, (4.10)
dt dx dz
since 77 is independent of y  and y  is independent of all other variables. In 
terms of the velocity potential, O, equation (4.10) can be expressed as,
dri 90 90 30 drf _ .— +------ - ------ +-------L=0 , on y = r j , (4.11)
d t d x d x d y d z d z  * 1 y ’
which is the kinematic boundary condition a t the free surface. If the analysis 
is restricted to two-dimensions on the -*7/-plane, equation (4.11) reduces to,
50 9t7 dO dri IA
■ H - = 3 7 + i r a  • ony = 1 (4 - 1 2 )dy dt dx dx
If, on the other hand, 6* is part of a  body surface such as the rigid 
horizontal bed in Figure 2.1 so that S = -h (x ,z , t ) -y = 0 , then equation (4.10) is 
instead,
dh dh dh ~ - 0.— +u—  + v + w — =0, on y - - h .  (4.13)
dt dx dz
For a rigid level horizontal bed, equation (4.13) reduces to 
v=0 = dO/dy=0 , but for a moving object of arbitrary shape it generalises to,
P = / ,  onT*,  (4.14)
dn
where /"is the normal velocity of the body surface and n the direction normal 
to the body surface.
To derive the free surface dynamic boundary condition, equation (4.7) is 
integrated with respect to the space variables to yield,
= ^ + ^ + 7:|VO|2 + Cfc), on y  = 7], (4.15)
p dt 2' 1
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where C(t) is some function of t  which can be ignored by readjusting the 
velocity potential without affecting the velocity field. The first term on the 
right hand side of equation (4.15) is the hydrostatic pressure whilst the other 
two are dynamic contributions.
SURFACE TENSION
Once the velocity potential has been calculated by solving equation (4.6) 
in domain £ld , all terms on the right hand side of equation (4.15) can be 
computed. A question that remains open is the value of the pressure 
immediately underneath the free surface that appears on the left hand side. 
This value is dependent not only on the pressure acting on the free surface, 
which in this work is assum ed to act with a  constant magnitude along the 
surface curve, bu t also on additional fluid pressure required to balance the 
surface tension forces acting tangentially to the free surface.
The two-dimensional fluid element OABC shown in Figure 4.2, is 
bounded on ABC by the free surface segment ds. As ds-> 0 , then da=sin.da 
and the element can be regarded as an arc of a circle of radius r. Tangentially 
to the surface, there acts a tension whose magnitude is given by the surface 
tension coefficient, t  , which varies from fluid to fluid and is also dependent on 
temperature. It can be seen from Figure 4.2 tha t the surface tension acting on 
ds  causes a  force to act on the element along OB equal to 2t sin da ~ 2tda  . 
This force has to be balanced by the net pressure on ds, so that
(pa - p )d s=2td a , (4.16)
where p  is the pressure immediately underneath the surface and p a is the 
atmospheric pressure acting outside the surface. If the curvature of the 
surface is assumed to be small, then d a —>0 and, as a  result, 2rda —>0 . This 
implies that
4. Solution Method 99
da
dada
Figure 4.2 Balance of forces at the free surface
[pa -p )ds= 0:.p= pa . (4.17)
In other words, if surface tension is neglected the pressure immediately 
underneath the surface is equal to the atmospheric pressure. Variations in 
atmospheric pressure along the surface are disregarded and thus p  is 
unvarying along the surface. The left hand side of equation (4.15) is therefore 
a constant, and the velocity potential can be adjusted to incorporate it without 
affecting the velocity field. Equation (4.15) thus reduces to,
£ ^ + ^ + i |V O |2 = 0 , on y  = ri. (4.18)
at 2
In two dimensions, the total derivative of the velocity potential is equal to,
DO _ 30 + 80 dx + 50 dp _ 30 + + ^2  
D t dt dx dt dp dt dt (4.19)
Combining equations (4.18) and (4.19) produces the free surface dynamic 
boundary condition in Lagrangian form,
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The non-linear problem can be solved according to the following 
sequence of steps. Two notations of the velocity potential are used: O is used 
to denote the exact solution of the governing equations, whilst 0, is employed 
to denote the solution to the discretised version of the governing equations:
a. The velocity potential a t the free surface is assum ed at the start of the
simulation, Ol =q>. The initial shape of the surface is also assumed,11=0
b. From the known values of 0 at the free surface, and the Neumann 
boundary conditions given by equation (4.14), the velocity potential is 
calculated by solving equation (4.6) in the whole computational 
domain, Qd .
c. The velocities, u and v, are calculated a t the free surface, so tha t the 
derivative of 0 following the motion of a  particle can be computed from 
equation (4.20).
d. The position and the velocity potential are updated using a  time- 
stepping scheme to describe the problem at l + Al.
e. The updated velocity potential and position of the free surface are then 
used in step b) and the process is repeated for the desired 
computational time.
In step a), at the start of simulations, the shape of the wave to be 
modelled is fed into step a). For example, the two-dimensional sinusoidal 
wave of Figure 4.3 is initially defined by the sinusoidal function,
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Figure 4.3 Parameters of a sinusoidal wave
where a is the amplitude of the wave, h is the mean water depth, A is the wave 
length and b is the width of the computational domain, Cld . The origin of the 
axes has been placed on the bottom left hand com er of the tank, so that the 
co-ordinates of the surface Lagrangian grid and the quadtree Eulerian grid 
have the same origin. This fully non-linear approach can be used to model 
various standing waves in a tank. Examples of standing wave problems 
include the sloshing of liquids in a container and water on the deck of a ship. 
Motion can be started by specifying 0 = 0 at the free surface, which necessarily 
yields a zero velocity field, if all rigid boundaries are static. The initial 
geometry of the wave is prescribed so th a t y is known. The wave is then 
initially accelerated by gravity alone, by the action of the linear term on the 
right hand side of equation (4.20). As the velocities increase, non-linear effects 
become significant due to the presence of the second term on the right hand 
side of equation (4.20).
The following sections will describe the implementation of the other 
steps in the scheme outlined above.
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4.2. Finite Difference Discretisation
As mentioned at the start of this chapter, when the solution in the 
entire domain is sought, three broad categories of methods are available for 
the discretisation of the governing equations: finite element, finite volume and 
finite difference methods.
The use of finite element methods in quadtree grids involves a  difficulty 
concerning the treatm ent of hanging nodes. Hanging nodes are vertices of 
smaller cells that are located along the face of a larger cell, as illustrated in 
Figure 4.4. Since variables are stored at the vertices of elements in finite 
element methods, a problem arises in the sharing of the nodal data amongst 
all three cells (elements). One strategy, used by Young et al  (1991), is to 
compute the value of the independent variables a t these nodes as the average 
of the values at the extremities of the cell face, in order to ensure continuity of 
the element shape functions across the element faces. For the example 
shown, (}>ff = ((l>A + 0^)/2 . In this way, hanging nodes are not true degrees of 




Figure 4 .4  Hanging nodes, ♦
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governing equations at (J>H which m ust be distributed to the connected nodes. 
A consequent degrading of the convergence rate is observed. An alternative 
strategy, employed for example by Jeong 8 b Yang (1998), incorporates the 
averaging formula into the stiffness matrices of the elements. The 
disadvantage is that there is a loss of uniformity in these matrices and loss of 
vectorisation.
A radically different approach is to triangulate the grid, in such a  way 
that all hanging nodes are eliminated. This approach has been employed, for 
example by Greaves et al. (1997) who constructed the triangular elements by 
joining the centres of three neighbouring square cells. They nevertheless 
found that additional triangulations, along with stretching and merging of 
triangular elements, was required to ensure boundary fitting and overall mesh 
quality. The main disadvantage is the loss in quadtree structure of the grid, 
rendering it less amenable to the implementation of the multigrid technique.
Finite volume methods have also been used with quadtree grids 
although mostly in the solution of strongly convective viscous flows. Examples 
include De Zeeuw 8 b Powell (1993) and Greaves (1995). In two-dimensional 
finite volume methods, the integration of the flux gradient terms over the area 
of each control volume is replaced by line integrals around the edges of the 
volume. It is necessary to compute either the gradients at the midpoints of 
each of the edges of the volume, or the values of the variables at the midpoints 
from the gradient at the centre of the volume, depending on the formulation. 
When highly irregular distributions of neighbouring volumes occur, specially 
prevalent in the vicinity of an irregular boundary such as the surface 
Lagrangian mesh, the evaluation of these gradients may lead to less accurate 
approximations. De Zeeuw 8 b Powell (1993) propose a  scheme that m aintains
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accuracy provided at least three non-collinear neighbours are used in the 
evaluation of gradients. However, they found that this was prone to 
generating values that fell outside the bounds of the data used in the path 
integral itself. As a result, they felt it necessary to impose a limiter on the 
computation of these variables or gradients, bu t observed a  serious degrading 
in the convergence rate of the solver as a  consequence.
By contrast, finite difference methods are of much easier 
implementation on quadtree grids, although discretisation near irregular 
boundaries requires some attention. Hanging nodes do not pose a  problem, as 
all calculations are performed at the centre of cells. The main disadvantage of 
finite difference schemes is that conservation of conserved variables is not 
rigorously enforced. However, this is of much higher significance for strongly 
convective flows than  for the standing wave flows simulated in this work.
For these reasons, a finite difference formulation was considered more 
suitable for the problem and grid at hand.
4.2.1. General Method
A general method of discretising Laplace’s equation (4.6) using finite difference 
Fletcher (1991) amongst others. Gaspar 8b Simbierowicz (1992) briefly discuss 
other differencing schemes for quadtree grids apart from the one presented 
here. In the method of unknown coefficients, it is first assum ed that the 
discretisation expression for node I has contributions from the potential at I 
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Figure 4.5.Random distribution of neighbouring nodes
where coefficients at and <z7 represent the relative contributions of each node 
to the discretisation expression at node I. The source term is equal to zero 
in case of Laplace’s equation bu t it is convenient to introduce the source term 
as a variable at this stage. The notation O and <p exists to differentiate the 
exact solution to the partial differential equation and the solution to the 
discretised approximation, respectively. It follows from (4.22) that
<p/=— M—  a]
(4.23)
To determine the values of the coefficients that give the most accurate 
approximation to equation (4.22), the value of the velocity potential at each 
node is expressed by the Taylor series expansion,
0/=0/+A-*-,
( k  \3
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where Axt = x£ -  X j , Ay t =y t -  y f  and ie  {l,2,..., n}.
Replacing the value of the velocity potential at each neighbour in 
equation (4.22) by the above expansion yields,
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Equating the derivative terms on each side of equation (4.25), yields the 
following system of algebraic equations for coefficients a{,
2<zA*/ = 0
i=\
'Laf iy i =0
i= 1







The following additional equation
aI ~ ~ ^ ai >
i= 1
(4.27)
gives the value of the principal coefficient of node I defining all the terms of the 
discretisation expression (4.22). For closure, the algebraic system (4.26) m ust 
be made up of as many equations as the neighbours used in equation (4.22). 
As this number increases, the coefficients of higher order terms in equation
(4.25) m ust be added to the system. When this is the case, the accuracy of the 
approximation is increased bu t the stability of the numerical procedure 
deteriorates. The truncation error of most discretisation expressions will be
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proportional to a fraction of the cell’s size. However when symmetry exists, 
the approximations become centred and are th u s  second order accurate.
4.2.2. Interior Cells
Interior quadtree cells are all submerged cells that are not surface cells 
and do not have a face lying on the edge of the quadtree.
By applying the method detailed in Section 4.2.1 to each of these 
neighbour configurations a series of discretisation expressions is applied. As 
an example, the quadtree cell I of Figure 4.6 will be considered. The cell’s 
neighbours are identified using the compass notation shown and values of </> 
are stored at the centre of quadtree cells. The algebraic system for cell I is,
aws + a WN +  a E +  as  + a N +  <2/ =  0
3 3-  ~  aws • A x-—awN' Ax+ aE ■ Ax= 0
- ^ a lv s A y+ ^a w s A y -a s Ay+czN Ay= 0
— (Zws^Axf +— aim -(Ax)2 +—aE (Ax)2 =1
~ ^ a w s ‘ ^  a WN ‘ i ^ y f  + ^ a s '  (&y)2 + —a w  (a y f  =  1
3 3— aws■Ax Ay ~ ^ a WN• Ax Ay=Q







Figure 4.6.Example of neighbour arrangement of cell
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system above is
16 24 20 96
2l(A x)2
Feeding these values into equation (4.23) gives
0/  = ^WS + +24
(4.28)
which is the discretisation expression for the neighbour arrangement of Figure
4.6.
Because quadtree grids are normalised, limiting the size difference 
between neighbouring cells, the number of possible neighbour arrangements 
an interior quadtree cell may have is limited to 12. These are compiled in 
Figures A.1-A.12 in Appendix A. For each arrangement, the corresponding 
discretisation expression is determined using the method ju s t exemplified, and 
these are included in Appendix A.
It can be noted that several neighbour arrangements include more than 
five neighbours. It follows that more equations are required in algebraic 
system (4.26) to provide closure. In most arrangements however, symmetry 
can be used to reduce the num ber of unknowns. For example, the 
arrangement of Figure 4.7 is symmetrical about a central vertical line, which 
implies that QwN~aEN> aws~aEs as w ~ aSE• On the other hand, the 
arrangements in Figures 4.8 and 4.9 do not permit the use of symmetry. In 
these instances, additional equations are obtained from third order terms in 
equation (4.6) and added to the algebraic system. The discretisation 
expression is obtained using the set of coefficients that minimises these 
additional third order terms.
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Figure 4.9 Discretisation arrangement 10
4.2.3. Boundary Cells
Cells tha t lie on the edge of the computational domain are called 
boundary cells. When these cells are generated during the grid generation 
procedure, the code creates additional boundary nodes located at the midpoint 
of the cell’s face tha t lies on the edge of the computational domain, as 
discussed in Section 3.5. These are used to implement the boundary 
conditions prescribed at each boundary of the domain. Alternatively, mirror 
cells outside the domain could have been used.
It is apparent that new nodal neighbourhoods occur for boundary cells. 
Due to grid normalisation, these are limited to 11 extra arrangem ents, as
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depicted in Figures A. 13-A.23. The corresponding discretisation expressions 
are obtained in the same way as for interior cells, and are also included in 
Appendix A.
The boundary cell arrangem ents 16, 17, 18 and 23, shown in Figures 
4.10-4.13 can be seen to include 6  or more neighbouring cells. Arrangements 
17 and 18 are symmetrical about a horizontal line crossing points B and I 
allowing additional statem ents to be added to the algebraic system: for both 
arrangem ents aNW = cl\s w , ciNE- a SE with the additional identity a.EN = aes f°r 












Figure 4.10 Neighbour arrangement 16 Figure 4.11 Neighbour arrangement 17
Figure 4.12 Neighbour arrangement 18 Figure 4.13 Neighbour arrangement 23
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with the horizontal axis. This permits statem ents aNW = a E s  > a m  -  s e n  and 
a B ~ a B  to be used. Arrangement 16 in Figure 4.10, however, requires the use 
of third order terms in equation (4.25) to provide extra equations in the 
algebraic system. The discretisation expression thus determined provides the 
maximum average reduction of the third order derivatives in equation (4.25).
4.2.4. Surface Cells
Sections 4.2.2 and 4.2.3 describe the discretisation of nodal 
neighbourhoods that are bound to occur in a quadtree grid due to its 
structure and the criteria imposed during its generation. The discretisation 
expressions may therefore be computed beforehand and coded in to be applied 
to appropriate grid cells. However, there is a type of cell where the spacing 
between it and its neighbours does not conform with any predetermined 
distribution. This is the case of surface cells, located near the fluid’s free 
surface, and defined by the fact that they require the use of surface m arkers in 
their discretisation expressions. The procedure for the identification of these 
cells was outlined in Section 3.5. Since surface m arkers are Lagrangian 
particles allowed to move freely, it is not possible to predetermine the 
discretisation of the governing equation at these cells.
Cell I, in Figure 4.14, will be used as an example of this process. The 
cell’s neighbour arrangement is initially identified as arrangement 2, as it is 
surrounded by neighbours of the same size. However, since the centre of two 
of its neighbour cells, N and E, are above the free surface, no nodal values of 
0 are stored at these cells. As a result, surface markers m ust be used in their 
stead, when obtaining the discretisation expression for surface cell I. Since 
the positions of surface markers vary as the solution proceeds in time, the 
code m ust discretise Laplace’s equation at each time step at each surface cell.
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free
surface
Figure 4.14.Neighbour Arrangement 24. 
Black squares are surface markers.
This requires the solution of the algebraic system (4.26) which, for cell I will 
be, in matrix form,
1< A-% ^ xm2 AxM3
4  yw Ay s *yit2 a&m3
— (Axw)2 2 {Axm2 f
^ U s f 2^yM 2 f ^(A^ 3  f







The discretisation coefficients are computed by solving this system 
using Gaussian elimination with full pivoting, upon which the coefficient 
can be found from equation (4.27). The value of the potential at the surface 
cell can then be estimated using
0  _ Ql~ aw$w ~ aS^S ~ aM1 §MX ~  aM2 §M2 ~ aM3 §M3 
1 aI
(4.30)
from which the value of 07  can be updated. To ensure that 
inaccuracies do not arise in the discretisation of surface cells, cells that lie too 
close (at less than  a tenth of the width of the surface cell) to surface m arkers
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are discarded, even though they may be submerged. This is done to prevent
distances in equation (4.29) becoming too small which would impair the
quality of the Gaussian elimination solution of equation (4.29).
4.3. Iterative Scheme
Discretisation yields an algebraic system tha t approximates the original
partial differential equation and can be expressed in matrix form as,
A</>-q = 0 ,  (4.31)
where A is the coefficient matrix containing the discretisation coefficients a(
for all cells and q is the source vector equal to 0  in the case of Laplace’s
equation. As with most irregular grids, discretisation on quadtree grids
creates a sparse and unstructured  coefficient matrix, A. This is graphically
shown in Figure 4.15 for a  simple quadtree. It can be seen tha t not only is the
coefficient matrix not diagonal, it is also not symmetrical. This m eans that a
direct numerical solution is prohibitive, not only because it requires tha t the
entire matrix be stored, but also because efficient methods such as those
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Figure 4.15.Quadtree and structure of corresponding coefficient matrix. Boundary points
not included.
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applied to tridiagonal matrices cannot be used. As a result, an iterative 
method is more appropriate. Due to the irregular nature of the grid, line by 
line methods are of awkward implementation and doubtful efficiency. Instead, 
the fully-explicit successive over-relaxation (SOR) point-by-point method is 
used.
In this method each computational cell is considered in tu rn  according 
to a  given order. Its neighbourhood is assessed according to the techniques 
discussed in Section 3.3. From this, the appropriate equation is selected from 
those in Appendix A. If the cell is a surface cell, the discretisation expression 
is determined as detailed in Section 4.3. In the SOR method, a relaxation 
factor is introduced to accelerate convergence by amplifying the correction to 
the potential a t each iteration. Additionally, the values of the velocity potential 
at the neighbours of each cell used in the discretisation expression are the 
most recently updated values. Using the example of cell I in Figure 4.14, and 
assuming that the cells displayed are considered in the order W-I-S, equation
(4.30) then becomes in the SOR method,
^ +1 qr a* ^ - ^ ~ a^  ~a* * *  - aM^  + (l- asoR) f i , (4.32)
af
where the superscripts denote iteration num ber and (OSOR is the 
relaxation factor. Although there are theoretical grounds to substantiate the 
choice of the optimum relaxation factor for regular grids (see Varga (1962), for 
example), it is difficult to extend this theory to irregular cases. As a  result, 
values for (oSOR have been chosen empirically in this work. These range 
between 1.1 and 1.25 with the higher values being used on larger grids.
The order in which the cells are considered during solution is worthy of 
some attention. To quickly impart the information on the boundary conditions
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Figure 4.16 Order of solution of computational cells
to the whole of the domain, surface cells are considered first, followed by 
boundary cells in a clockwise perimeter around the fluid domain. A recursive 
algorithm is then used to order the interior cells, so as to maximise for each 
cell the num ber of terms in its discretisation expression with superscript n± 1 . 
The resulting order is shown in Figure 4.16. The ordering procedure is 
performed once at each time step after the generation of the new quadtree.
Finally, it is useful to alternate the cell solution order between the path 
shown and the inverse one so as to reduce the num erical bias that a sustained 
order tends to im part to the solution, which in symmetrical problems, for 
example, can cause asymmetry of the solution.
4.4. Free Surface Velocities
The computation of free surface velocities in m ethods for solving moving 
boundary problems has been addressed in very different ways according to the 
solution method employed. Accordingly, in boundary integral formulations, 
for example, it is possible to derive integral equations for the normal and 
tangential derivatives of the potential at each boundary (Longuet-Higgins &
4. Solution Method 116
Cokelet (1976), for example). The solution of these equations then permits the 
computation of the normal and tangential velocities at each element from the 
values of the potential at the other boundary elements.
By contrast, in field methods that discretise the entire domain using 
FD, FE or FV formulations to model viscous flows, it is common to extrapolate 
the pressure to empty cells above the surface in some way, and use these 
values to compute the surface velocities. Armenio (1997) gives one such 
example. Both these approaches are not available to full-domain methods for 
inviscid flows.
In the development of this work, the calculation of free surface velocities 
posed the most difficulty. This is partly due to the free unrestrained 
movement of the Lagrangian chain of particles, which define the surface, upon 
the fixed Eulerian grid. Preliminary attempts to model the motion of quasi- 
linear and non-linear waves showed that the accuracy of this method is 
strongly dependent on the method employed for calculating velocities at the 
free surface. This is particularly evident for the z/-component v  of the velocity, 
since, by definition, its calculation requires the use of submerged values of the 
potential which results in a  one-sided approximation. The velocity component 
in the x-direction, u, presents less difficulty for waves of small or moderate 
amplitude since a  centred approximation is usually possible using the values 
of 0 at neighbouring surface markers. The several techniques attempted in the 
course of this work are described in the following two sections whilst a  novel 
approach is presented in Section 4.4.3.
4.4.1. Calculation of vat  Constant x
This technique, used for example by Turnbull (1999), requires that the 
surface markers be kept at known values of x  throughout the solution. These
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free surface
M2
Figure 4.17.Velocity calculation at constant x. 
Surface markers, M/7 and grid nodes, I,.
values of co-ordinate x a re  usually chosen to coincide with those of submerged 
grid nodes, so that surface m arkers are directly above these nodes. The 
restriction of constant x  may either be implicitly incorporated in the 
Lagrangian formulation or, alternatively, after the surface m arker positions 
and potential values have been updated at each time step, the m arkers can be 
returned to the original x  values with new values of y  and 0  assigned using 
linear interpolation on the updated solution. Having thus constricted the 
horizontal movement of surface markers, arrangem ents similar to those of 
Figure 4.17 are produced in which surface marker, Mlf has the same x  co­
ordinate as node, Ix, and surface marker, M2 , has the same x  co-ordinate as 
node, / 2 . A first-order approximation to v  from the surface m arker and 
submerged node is then immediately available,
vJ t . h L ± L ,  (4 .33 )
dy y M- y i
The technique can be extended by imposing conditions on the grid
generation algorithm to enforce tha t an additional grid node lies underneath
nodes Ix and / 2, permitting the use of a  second-order accurate
approximation.
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4.4.2. Least Squares Approximation
An alternative method of calculating velocities at the surface, used by 
Greaves et al. (1997) and also discussed by Turnbull (1999), consists of using 
a  least squares approximation to velocities u and v  from the neighbouring 
nodal values of 0. From the definition of the velocity potential, the fluid 
velocity in any direction s  can be expressed by,
30 _30 dx+ d0 dy _ ^dx ^ Jdy (4.34)
3s dxds d y d s  ds ds 
In the least squares approach, u and v  are estimated by calculating the pair of 
values that minimises the square of the distance to the exact solution of 
equation (4.34). Mathematically, the velocities are calculated by determining 
the values for which
i=l
(30 > n




is minimised and the summation is over the num ber of nodes used in the
calculation. In equation (4.35), ll is the position vector of neighbouring node i  
with respect to the surface marker, the x  and y  subscripts denote the
horizontal and vertical components of ll , and n is the total num ber of nodes 
used in the approximation. The approximation can include both surface 
markers and quadtree grid nodes. The minimisation procedure is performed 
by differentiating equation (4.35) with respect to u and u in turn  and equating 
each to zero. This yields
f ^ = 2i3 u i=i
|2 = 2 S
1=1
—1 +i/—1 -f—1Y—1 =0
ds h I ds  I 3s l  j \ d s J‘
' s i -
(4.36)
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4.4.3. Normal and Tangential Velocity Calculation
The techniques described above may be employed by the 
aforementioned authors because of the boundary fitted grids each used, which 
prevented sharp differences in the accuracy of the approximations for adjacent 
surface markers. In the present scheme, however, both suffer from severe 
inaccuracy under certain configurations of the free surface and underlying 
quadtree grid. This occurs when there is a m arked difference in Ay  for 
consecutive m arkers, as shown in Figure 4.17 where ky\ «  A1/2. This causes a 
discontinuity in the ^velocity field at the surface and a consequent step in the 
surface profile once the surface is advected. The error accum ulates and soon 
leads to the calculation breaking down.
A solution to this problem is to calculate the velocities using an 
approximation with a constant distance throughout the surface profile. Here 
we propose a technique whereby this is achieved by first finding velocities 
normal and tangential to the surface. At a surface m arker the tangential
free surface
Figure 4.18.Calculation of normal and 
tangential velocities. Shaded cells are surface cells.
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direction to the surface profile is estimated by using central differencing 
between markers and Mi+l. A normal vector n is then used to locate a 
submerged point P, located at a  distance from Mt equal to the edge length of 
the smallest cells in the grid, as shown in Figure 4.18.
The value of the velocity potential is calculated at P by discretising 
Laplace’s equation using the method of unknown coefficients and the 
surrounding nodal values of 0. Because P always lies inside a  polygon formed 
by known values of 0 this calculation is m uch less susceptible to the distances 
between P and each of the surrounding nodes. The normal velocity, qn , is 
then estimated using a  first-order differencing expression,
~§M■
*n~— * "1 ’ <4 *35)
positive in the direction of the fluid. The tangential velocity, qt , is calculated
along the free surface using the values of 0 a t the adjacent markers. This
results in the expression,
’  ( 4 ' 3 6 )
where t is the vector connecting surface m arkers M(_x and used to
estimate the tangent to the surface at Mt. The u- and ^velocities can then, if 
desired, be found from,
u = -q ncosf} + qt smp
(4.37)
u= -q n sin/1 + qt cos (5
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4.5. Time Stepping Scheme
Once the velocities at the free surface are known, the time derivative of 
the velocity potential is calculated from the dynamic boundary condition 
(4.20), and the solution can be advanced in time using a marching scheme. 
The simplest of these is the first-order Euler scheme:
D (j>
A AxXt+At = Xt + At~^
d i/y t+M =yt+M -^
= xt + utAt.
= y t + vtAt
(4.38)
However, it is often beneficial to employ a higher-order scheme, not ju s t 
in terms of accuracy but also with respect to the stability of the scheme. 
Multi-step schemes which use the values of the independent variables at 
previous time-steps may be employed. This is the case of the Adams- 
Bashforth scheme described by,
r3D0 ID  0 \
2 DtV , 2 D  t t - A t  j
x * A t = x t + \ - Z U t -
(3  1
\ 2 Ut 2 Ut~^
(4.39)
4.6. Smoothing
When irrotational flows with a  free surface are numerically modelled, 
the free surface has been observed to develop a  high frequency seesaw 
instability of its profile. This has been found to occur regardless of the 
numerical technique employed to solve the governing equations. Boundary 
integral methods, such as those of Longuet-Higgins 8b Cokelet (1976) and Dold
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Figure 4.19 Detail of free surface profile, displaying seesaw instability.
(1992) have encountered this phenomenon, as well as the field methods of Wu 
& Eatock Taylor (1994) and Turnbull (1999). Some debate still exits over the 
cause of these instabilities, with some authors attributing it to numerical 
instabilities in the computation of free surface velocities, whilst some others 
consider them a result of lack of surface tension and fluid viscosity. If left 
unchecked, these instabilities will grow as the simulation progresses 
eventually causing the computation to collapse.
In the present method, the same seesaw profile of the free surface was 
found to develop during simulations, as displayed by the free surface detail 
displayed in Figure 4.19. To overcome this, the smoothing technique of 
Longuet-Higgins & Cokelet (1976) is employed. It approximates the surface 
profile by two Chebyshev polynomials: one representing the smooth part of the 
profile and the other being a quantity that oscillates with period i  = 2  where i is 
the index of surface markers. A smooth function of the free surface variables 
is then obtained by disregarding the oscillatory polynomial. The coefficients of 
the polynomials are dependent on the num ber of surface m arkers used in the
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smoothing process. In the present work, five markers were used, resulting in 
the smoothed function, f ,
yj _ ~ fi-i  + 4 /m +10/-+4//+1 - ^
This function is applied at each surface marker 3 < i< n i - 2  to smooth surface 
elevation and velocity potential. This procedure has increased the robustness 
of the code and allowed longer simulations to be performed.
5. Multigrid Method
The unstructured nature of the coefficient matrices that result from 
using hierarchical Cartesian grids, restricts the choice of numerical solver 
used to solve the algebraic system. Since strong diagonal dominance is 
difficult to implement, quadtree solvers usually employ point-by-point solvers 
such as the Gauss-Seidel SOR solver described in Chapter 4.
The convergence rate of this type of iterative solver quickly deteriorates 
once the oscillatory errors have been smoothed after a few iterations. The 
multigrid method is a  powerful technique to accelerate convergence, by 
bringing out the high-frequency error components on coarser grids.
This chapter will cover the details of multigrid implementation. It will 
start with an analysis of the convergence performance of the standard 
numerical method and the rationale behind the multigrid method. Two grid 
coarsening schemes are described along with the way the solution is 
represented on the coarse multigrid levels. The grid transfer procedures 
chosen are discussed.
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5.1. Error Analysis of the Standard Solver
Before proceeding to analyse the convergence performance of the 
numerical solver, a few parameters m ust be defined first. The discretisation 
procedure yields an approximation to function O, and introduces a truncation 
error due to the neglect of higher order terms in the Taylor series 
approximations to the spatial derivatives of the velocity potential. This error 
shall be denoted by Td , and is defined as,
L{<t>)=Ld {<t>)+rd  (5.1)
where L and Ld are symbolic operators representing Laplace’s equation and 
the algebraic system after discretisation, respectively. The exact solution 0 of 
the discretised equations m ust obey the following equation,
L M  = A W -q  = 0 .  (5.2)
It differs from the exact solution of the partial differential equation by 
the discretisation error, ed , which is defined as,
<D=0+e^. (5.3)
For iterative solvers, after n iterations, equation (5.2) will not be fully 
satisfied since only an approximate solution of 0 has been achieved. Instead,
there is a  non-zero residual, ? ” :
*{0}'! - q  + ? '! = 0 .  (5.4)
At each iteration n there exists a convergence error, {ec}n, defined as 
the difference between the iterated value of 0 and the exact solution of the 
algebraic system,
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{ ^ r = w - w ,z. (5 .5 )
From equations (5.5) and (5.3), the total error, e, of the numerical 
solution, i.e. the difference between it and the exact solution of the differential 
equation is equal to the sum  of the discretisation and the convergence errors,
{<?} = { * } -W" = {ed}+{£c}". (5.6)
The iterative method is considered to have converged sufficiently once 
the convergence error has been reduced below some small value. However, 
the convergence error may not be computed as the exact solution to the 
algebraic system is obviously not available. Instead, another estimate of the 
convergence m ust be sought. Accordingly, subtraction of equation (5.4) from 
equation (5.2) gives the relation between the convergence error and the 
residual, called the residual equation:
A{ec}n = ? n . (5.7)




Figure 5.1 Regular quadtree grid (multigrid level L=4)
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of the convergence error. Often, the residual is not used as a convergence 
m easure since it requires the additional computational cost of solving equation
(5.4) for p n . However, since the multigrid method requires a  solution of the 
residual equation (5.7), the computation of the residual field is necessary 
regardless. Consequently, a reduction in the residual norm is used as the 
convergence criterion. Specifically, the iterative solver is considered to have 
converged sufficiently once
is satisfied, unless otherwise stated.
It is of interest to analyse the behaviour of the error for the SOR solver. 
The case of Figure 5.1 will be used to illustrate this. The exact solution is 
0 = y  and, accordingly, a  Dirichlet condition is set on the surface whilst 
Neumann conditions are set on the rigid boundaries of the domain. A regular 
grid is used containing 2048 submerged cells. The initial guess is 0 = 0 at all 
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Figure 5.2.Standard numerical solution. 
Each cell is plotted at a height equal to the 
value of 0 at its centre.
Figure 5.3.Reduction of residual norm of 
standard SOR solution.
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1
Figure 5.4.0ne-dimensional example of how an error field (black squares) 
is perceived as more oscillatory on a coarse grid than on a fine grid.
Figure 5.2. Figure 5.3 displays the reduction of the residual norm during the 
7106 iterations required to satisfy equation (5.8). It can be observed th a t the 
error is quickly reduced in the early stages of the solution, after which the 
convergence rate slows down to a flat and constant logarithmic slope. This 
occurs because the Gauss-Seidel solver is quite efficient in reducing the 
oscillatory errors tha t occur during the early stages of the solution. However, 
once the error is sufficiently smoothed the solver has more difficulty in keeping 
a fast convergence rate.
5.2. Coarse Grid Correction Scheme
To overcome this inefficiency of the algorithm, multigrid iterations have 
been implemented. The multigrid strategy, initially suggested by Fedorenko 
(1964) and implemented by Brandt (1977), uses the fact that a relatively 
smooth error on a fine grid becomes more oscillatory once it is transferred to a 
coarse grid. This point is illustrated in Figure 5.4. The method is explained 
by the coarse grid correction scheme, which can be split into the following 
steps:
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1. Smoothing of the error field by performing nr iterations on the fine grid 
solution A <1 f  using an arbitrary initial guess for 0 (typically 0 = 0)
followed by computation of the residual from = a M " '  - q / ;
2. Transfer of the fine grid residual vector to the coarse grid c using
? c = 4 ? y ) ,  (5 .9 )
where R  is an operator representing the transfer procedure from the fine to 
the coarse grid, called the restriction operator.
3. Performing np iterations on the coarse grid residual equation A c\ec}c = ? c
using initial guess {ec}c = 0 ,  where Ac is the discretisation matrix for the 
coarse grid.
4. Transfer the error vector to the fine grid and update 0 using
{<t>}n' +l ={<p}n'+ P { e c }c , (5.10)
where -Pis an operator representing the transfer procedure from the coarse 
to the fine grid and {ec}c is the value of the convergence error on the coarse
grid. P is  often called the prolongation or interpolation operator.
5. Solve A f { f )/  j = q /  nr times on the fine grid, with initial guess {<j>}n r + 1 , after
which compute the residual from ?'Jr+/Zr = a |0^ nr+nr - q ^ .
6. Repeat steps 2-5 until convergence is satisfied.
Step 1 smoothes the error until convergence deteriorates (in fact, the 
method can be made adaptive by using convergence as a  parameter, rather 
than a  fixed num ber of iterations, nr and np ). The values of nr and np are
usually small (between 2 and 5 iterations) since the error is rapidly smoothed 
by the Gauss-Seidel solver. The residual is then transferred to a  coarse grid,
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and the residual equation (5.7) is more oscillatory and hence easier to smooth. 
Furthermore, in Step 3, computations are now carried out in a coarser grid 
which represents a m uch cheaper process. The result is transferred to the fine 
grid and the solution is updated and smoothed further to correct 0 .
5.3. Multigrid Level Generation
One of the main advantages of using the multigrid strategy with 
quadtree grids is the fact that there is no need to create any additional cells. 
This is often an expensive procedure when coarsening an irregular grid. 
However, due to the hierarchical structure of quadtrees all coarse grid cells are 
created in the grid generation process, and their co-ordinates and cell 
neighbourhood are readily available from their reference num bers. Here, two 
different methods to coarsen quadtree grids are described.
5.3.1. Smallest Cell Coarsening
The first method, used by Gaspar & Simbierowicz (1992), is simple to 
implement. Using the complete generated quadtree as the finest grid in the
Figure 5.5.Coarser grid produced by pruning the highest 
division level of the grid in Figure 5.1
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multigrid cycle, the coarser grids are automatically obtained by replacing the 
smallest cells with their larger ancestors. This is equivalent to successively 
pruning the highest division level from the quadtree. As an example, the 
coarser grid than  that of Figure 5.1 is shown in Figure 5.5. The process is 
repeated for each of the desired multigrid levels. It follows tha t there is no 
need to create new grid cells, as they already exist in the overall quadtree. The 
algorithm simply changes which of the existing grid cells are selected for 
computation at each multigrid level by toggling the logical variable that 
identifies a  cell as a leaf.
5.3.2. Global Coarsening
For a regular grid such as tha t in Figure 5.1, pruning the highest 
division level produces a grid which is coarser throughout the computational 
domain, since all cells are the same size. This conforms to the multigrid 
strategy and yields maximum convergence acceleration. However, for a 
quadtree grid such as that shown in Figure 5.6a, pruning the highest level 
produces localised coarsening restricted to regions of high grid refinement, 
illustrated in Figures 5.6b and 5.6c.
Since cells in the interior of the domain are unchanged the acceleration 
obtained from the multigrid method will not be as great as if coarsening was 
extended throughout the computational grid. To overcome this, an alternative 
global coarsening (GC) procedure is proposed here. Instead of being restricted 
to the smallest cells in the grid, the pruning procedure is extended to all cells 
by stipulating that any cluster of four sibling leaf cells are eligible for 
coarsening. Although the criterion is simple and straightforward, its 
implementation is not totally trivial because the coarsening procedure may 
increase the size difference between neighbouring cells beyond the maximum
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a) Original Quadtree, Multigrid Level 3




Figure 5.6.Two-level coarsening of quadtree a) using two different schemes: b) & c) 
coarsening of smallest cells; d) & e) global coarsening
one division level criterion. To ensure this is not violated, a grid normalisation 
routine m ust be checked every time cells are coarsened. Figure 5.6c 
demonstrates tha t this coarsening procedure produces a m uch more uniform 
grid coarsening, which should yield higher computational savings from the 
multigrid approach. These are expected to offset the slightly higher cost of the
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global coarsening procedure with respect to the simpler method of pruning the 
highest division level.
Apart from the simplicity of generating coarser multigrid levels, 
quadtree grids offer other important advantages when coupled with a multigrid 
strategy. The first and more significant of these is the fact that the numbering 
system used to reference quadtree cells provides a  ready link between each of 
the grids and, as a  result, the need to keep link lists relating cells of different 
multigrid levels is avoided.
Secondly, since discretisation matrices are not stored in the present 
scheme, the memory costs of storing discretisation matrices for each multigrid 
level are spared. Instead, the algorithm simply selects the appropriate 
discretisation expression according to the neighbourhood of the coarse grid 
cells, as previously explained in Chapter 3. There is therefore no difference 
computationally between solving equations (5.7) and (5.2) and the same 
routines are used. The only modification concerns the boundary conditions 
which m ust be changed when solving the residual equation (5.7) on the 
coarser grid as follows. Since on the fine grid, the values of the velocity 
potential are prescribed at the free surface via a Dirichlet boundary condition, 
the equivalent free surface Dirichlet condition in the solution of the residual 
equation is £c =0,  i.e. there is no convergence error at the free surface since
the value of (f) is actually known. At rigid boundaries, where Neumann-type 
conditions d(j)/dn=f are imposed, these are replaced by dec/dn = 0 when 
solving the residual equation, since the convergence error at boundary cells is 
the same as that at the corresponding boundary points.
Identification of surface and non-submerged cells for the coarse 
multigrid levels is performed using the same subroutine described in Chapter
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3 for the complete quadtree, with no need to coarsen or in any way manipulate 
the Lagrangian chain of particles defining the free surface curve.
Finally, the procedures to transfer information between fine and coarse 
grids are considerably simplified due to the regular topography of quadtree 
cells. These transfer procedures will now be introduced.
5.4. Grid Transfer Procedures
RESTRICTION OPERATOR
A general way of transferring a  variable from the fine to the coarse grid 
is to compute the gradient at each of the fine cells and use this to extrapolate 
to the coarse cell centre. This is performed for each of the fine cells contained 
in the coarse cell and an average is then taken. Mathematically, this is 
expressed by
P /= — S(p ,+ (V p),(x / - x ;)) (5.11)
nf  i=1
where pt are the nodal values of the residual (or any other variable), the 
roman numeral denotes the coarse cell, i  is the index of fine grid cells, as 
illustrated in Figure 5.7a., rif is the num ber of fine cells used in the
restriction procedure and x  is the positional vector of a  cell. When a restricted 
topology is used, such as the quadrilateral cells used in this work, equation 
(5.11) reduces to the bilinear interpolation
P / = P l + P 2 ± P 3 ± P 4  ( 5 1 2 )
At the surface, the situation may arise where one or more of the fine grid cells 
are not submerged and thus are not computational cells. When this is the





Figure 5.7 Solution transfer from fine (■) to coarse grid cells (□): a) restriction of interior 
cells; b) restriction near the surface when non-submerged cells (■) are present
case, these cells are excluded from the restriction procedure. Accordingly, for 
the arrangem ent depicted in Figure 5.7b, equation (5.12) is replaced by,
~ _ P 2 + P 4  
Pl 2 (5.13)
This was found to be sufficiently accurate and hence preferable to the full 
application of equation (5.11) which would have required the computation of 
the gradient of p a t the fine cells and surface m arkers M1 and M2.
As Figure 5.6 testifies, there are also occasions where the same cell is a 
leaf cell on two multigrid levels, an occurrence th a t is especially frequent when 
the SCC method is used. When such cells are considered, the residual 
computed on the fine grid is simply injected unaltered onto the coarser grid.
PROLONGATION OPERATOR
Similarly, the interpolation of coarse grid data  onto fine grid cells can be 
generally expressed by
(ec)/ = (ec)/ + (VeC ) /• (* /-« /) . (5.14)
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III□
II□ IV□
Figure 5.8. Solution transfer from coarsen) to fine grid 
cells (k)
where {ec)i are the nodal values of the convergence error (or any other
variable). Again, the use of a  fixed cell topology allows the prolongation 
procedure to be simplified, so tha t the additional computation of the gradient 
of the error need not be performed.
Two prolongation operators were considered for the transfer of the 
convergence error from coarse to fine grids. The first is a zero-order procedure 
by which the value of the error on the fine grid cells is set equal to that a t the 
corresponding coarse cell. Accordingly, the potential at the four smaller cells 
in Figure 5.8 is set equal to tha t of cell I, i.e.
(£ c )  1,2,3,4 — (£ C  ) /  * (5.15)
where (ec) • are the nodal values of the convergence error, and the subscripts
refer to the cell arrangem ent of Figure 5.8.
Additionally, a first-order operator was devised by which the solution of 
the residual equation is transferred from coarse to finer grids using,
( a =
9(£ c ) / + 3 ( s c  ) / 7 + 3(ec ) / 7 7 +{£c)< rv
16
(5.16)
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The convergence error is then added to the existing solution of 0 on the fine 
grid. Equation (5.16) is obtained by discretising Laplace’s equation at node 1 
for the distribution of coarse grid cells shown, so that the convergence error is 
mapped accurately onto the fine grid. Other restriction and prolongation 
operators can be employed, some of which are found in Hackbusch (1985), 
Briggs (1987); Hackbush (1985) and Wesseling (1988).
5.5. Multigrid Cycles
It can be noted that the coarse grid problem, that of solving the residual 
equation, is not much different from the original problem. Hence, the method 
described in Section 5.2 can be applied again to the residual equation using 
an even coarser grid. Recursively, the coarse grid correction scheme can be 
applied until the coarsest possible grid has been reached. The solution on the 
coarsest grid is then successively prolonged down to the original grid. The 
procedure is given next. The grids are now identified using the multigrid level 
to which they belong. The maximum multigrid level, L, is that of the finest 
grid, whilst the coarsest grid is used at the minimum multigrid level 1.
1. Solve A l<(>l =q^ nr times with arbitrary initial guess for 0.
2. Compute p^.i-'Rpi
3. Solve —PL—l times with initial guess
4. Compute p^_2 =RPz-1
5. Solve Az-2(£c)z-2 = P L -i nr times with initial guess (ec )L_2 =0
6. Compute p^_3 = R p^2
7. :
8. Solve A1(ec)1 = pi np times with initial guess {ec\  =0
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10. Update (ec)L_2 <-(ec) ^ 2 +P(e<r) z _ 3
11. Solve A L_2{£c)z^2 = P^-2 np times with initial guess (ec)^_2
12. Update (ec)z_1 <-(e,.)i _1 +P(ec ) i _ 2
13. Solve A£-i(ec)i-i = Pz-i np times with initial guess (£c)i_i
14. Update <^<pL +P(ec)z_1
15. Return to point 1.
The arrow notation represents computational assignment, i.e. 
replacement or over-writing. Figure 5.9 shows the schedule for four multigrid 
levels in the order with which they are visited for the multigrid cycle. Because 
of its pattern, the cycle described above is called the V-Cycle.
Using the test case of Figure 5.1, multigrid iterations using four 
multigrid levels are used to obtain a solution. At the maximum multigrid level, 
L = 4, the grid of Figure 5.2 is used, generated by setting lm =lb = 6 , whilst at 
levels 3, 2 and 1, the grids of Figures 5.5, 5.10 and 5.11 are used. The
num ber of iterations performed before restriction and prolongation are set
respectively to nr = 3 and np = 3 . The multigrid solution thus obtained is
shown in Figure 5.12 and can be seen to be identical to that obtained using 
the standard solver, displayed in Figure 5.3. However, when plots of the 
evolution of the update error during the iterative process are superimposed for
Multigrid Level Z.=4 (finest grid)
Multigrid Level 3
Multigrid Level 2
Multigrid Level 1 (coarsest grid)
Figure 5.9 Grid visiting schedule for the multigrid V-Cycle
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Figure 5.10.Multigrid level L=2 Figure 5.11.Multigrid level L= 1
the standard and multigrid solutions, as displayed in Figure 5.13, it can be 
observed that, the convergence rate does not significantly decrease as the error 
is reduced. It can thus be observed that the employment of a multigrid 
strategy reduces the num ber of iterations on the fine grid required to satisfy 
the converge criterion from 7104 to only 120. This is equivalent to performing 
40 multigrid V-cycles.
A complete analysis of the performance of the multigrid strategy used in 






















Figure 5.12.Multigrid numerical solution. 
Each cell is plotted at a height equal to the 
value of 0 at its centre.
Figure 5.13.Reduction of residual norm 
of multigrid solver.
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Multigrid Level 1 (coarsest grid)
Figure 5.14 Grid visiting schedule for the multigrid W-Cycle 
the next chapter.
An additional multigrid cycle is investigated in this work. It is called the 
W-Cycle, as the grid visiting schedule of Figure 5.14 suggests. As can be seen, 
additional work is performed on coarser grids before prolonging the solution 
up to the finest grid a t the end of the cycle. It is used to investigate if the 
improved quality in the solution due to this additional work can offset the 
additional costs incurred by the additional computations on the coarser grids. 




convergence □ Multigrid level 4 (finest grid)
Multigrid level 3
Multigrid level 2
Multigrid level 1 (coarsest grid)
Legend: o, © - relaxation | restriction | </\ #  - prolongation | □ - initial guess
Figure 5.15.The full multigrid V-Cycle used to obtain a good initial guess. 
Operations where the velocity potential is the independent variable are shaded grey.
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5.6. Initial Guess Using Multigrid Iterations
The multigrid strategy can also be used to provide the solver (be it a 
multigrid or a standard one) with a good initial guess. The idea is to solve the 
governing equation on the coarsest grid and successively prolong it on to the 
finer grids, relaxing the solution until convergence after each prolongation. 
Once the solution reaches the finest quadtree, it should be accurate enough so 
that the additional work required to smooth it is much cheaper than if the 
standard 0= 0  guess is used. It follows that the prolongation operators of
equations (5.14)-(5.16) are in this case applied to 0 instead of ec . However,
following the ideas of the multigrid strategy, this scheme can be improved if 
multigrid cycles are performed at each multigrid level. Schematically, this can 
be represented by Figure 5.15, using V-cycles as the example. The result is 
the full multigrid V-cycle (FMG). Once the initial guess is obtained at the end 
of the FMG cycle, the solution process can be carried out using the standard 
or multigrid solvers.
Figure 5 .16a displays the initial guess obtained using the FMG scheme 
after it is interpolated onto the finest grid, prior to the solution process starts. 
The first-order prolongation operator of equation (5.16) is used in this case. 
The initial guess can be seen to be very similar to the converged solution of 
Figure 5.12. This is confirmed by the total error field depicted in Figure 5 .16b, 
with mean total error being equal to just 1.25xlCH or 0.19% of the exact 
solution. The standard solution using this initial guess is predictably more 
economical than that obtained using the initial guess 0 = 0 . Figure 5.17 
displays the convergence histories of these two cases using a standard solver.














Figure 5 .16 .a) Initial guess to case of Figure 5.1 obtained using FMG and 
b) the total error of this guess (mean error equal to 1.25xl0'4)
The convergence rate is m aintained but, since the FMG solution starts a t a 
much lower level of error it satisfies the convergence error using 800 less 
iterations (10% less). This is equivalent to savings in computational time of 
the order of 7%, the reduction in percentage being a cause of the CPU time 
required to generate the multigrid levels. When the multigrid solver is used, 
instead of the standard solver, these savings are increased to about 1 2 % since
10
initial G uess FMG 
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Figure 5 .1 7 .Convergence histories for the standard solver using two different 
initial guesses of the potential field.
24071
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the cost of generating the additional multigrid levels is incurred regardless of 
the initial guess used. That is, since multigrid levels are used in the solution, 
they may as well be employed in providing a FMG initial guess without any 
additional cost in grid generation procedures.
6. Results
In this chapter, numerical results are presented. It is divided into three 
sections. The first section deals with the validation of the code. With this in 
mind, the grid convergence of the code is investigated with respect to both the 
spatial and temporal discretisation. Comparisons between different time 
stepping schemes are also established. Comparisons are made with 
approximate theoretical solutions and published numerical data.
The second section deals with the performance of the multigrid method, 
in terms of increased convergence and consequent computational savings. 
The two techniques for the generation of the multigrid levels are compared, 
along with other multigrid parameters. The effects of multigrid acceleration 
are measured in terms of computational time and quality of the solution.
The third section is concerned with the simulation of nonlinear 
standing waves of varying amplitudes and water depths, and the effect of these 
parameters on the wave motion.
6. Results 145
6.1. Grid Convergence
In this section, the grid convergence behaviour of the code is 
investigated, to establish that the code is consistent (i.e. errors are reduced 
when the spatial grid is refined), that it is stable (i.e. errors do not increase in 
the course of the solution) and that, as a result of satisfying the two previous 
conditions, the numerical method is convergent.
The validation of the code can initially be performed by simulating a 
standing wave of very small amplitude. When the wave amplitude is very 
small, there is little movement of the fluid in the computational domain. As a 
result, the non-linear term in the dynamic boundary condition (4.20) 
representing the kinetic energy at the free surface is much smaller than the 
potential energy term and bears practically no effect on the wave motion. If 
this is the case, the free surface dynamic boundary condition of equation 
(4.18) is linearized by,
where 77 is the wave elevation. Similarly, the kinematic condition of equation 
(4.12) reduces to,
3 0  drj l£i— = - f .  on z/=»7 . 6 . 2
d y  d t
Differentiation of equation (6.1) with respect to time and substitution of 
equation (6.2) yields
The boundary conditions at rigid boundaries and the governing equation 
remain unchanged,
on y =  77, (6 . 1)
at y = T j . (6.3)
6. Results 146
30—  = 0 , at y - - h , x = 0 , x = b , (6.4)
on
V2O = 0, on n d . (6.5)
where h is the mean water depth and b  is the width of the tank as defined in 
Figure 4.3, n is the direction normal to each rigid boundary and Qd is the






where <p{x,t/) is a potential profile prescribed at the free surface and y (x )
describes the initial free surface shape. The harmonic solution to the above
equations can be written as
0 ^ F j t } c o s H ^ H j }  xh  
m=l cosh{/cmb)
where km = n v t/b . Substitution of equation (6.8) into equation (6.3) yields,
F j t ) = A mcos(o>mt)+Bmsin{mmt ) , (6.9)
where
®m=^kmg ta iM kmh ) . (6 . 1 0 )
Replacing equation (6.8) in the initial conditions (6.6) and (6.7) gives,
Am=~jo<PCOS(kmX)dx
(6 . 11)
B rn = - ^ ~ f y c o s { k mx ) d x
m
For the case of a sinusoidal standing wave, with initial conditions given by, 
®\tt=o=(p(x,y)=0 , and =y{x)=acos(2nx/X) , (6.12)
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the solution to equation (6.11) is
B2 =-agl(02 and Bm -  0 , for m *  2 . (6.13)
This yields the well-known linear solution,
Tj(x,t)= acos((o2t)cos(k2x ) . (6.14)
Wu 8 b Eatock Taylor (1994) used a Stokes perturbation expansion of the 
velocity the following second-order elevation,
To permit true comparisons with other numerical data, results are often 
non-dimensionalised as follows,
where L is any length, t  is time, co is the wave frequency and the prime denotes 
non-dimensional values. Additionally, the wave elevation is non- 
dimensionalised by dividing it by the wave amplitude.
6.1.1. Spatial Grid Convergence
The solution of the quasi-linear problem is tested using a wave of non- 
dimensional amplitude a =0.01 and non-dimensional wavelength A' = 2 . This 
wave is simulated with a series of regular grids shown in Figures 6.1-6.4 using 
a dimensional time step At = 0 .005s. Grid 1 contains 512 grid cells and 32 
surface markers, and is generated by setting the maximum, lm, and 
minimum, lb> division levels to 5. By setting lm = lb = 6 , grid 2 is produced, 
made up of 2048 cells and using 64 surface markers. Grids 3 and 4 are each 
refined by an extra division level and contain, respectively, 8192 and 32768  
cells. In grid 3 the free surface is defined by 128 markers whilst in grid 4 256 
surface markers are used.
1  ^ 2  2  A




















Figure 6.1.Grid 1, lm = h -  5 / 512 cells Figure 6.2.Grid 2, lm = lb = 6 , 2048 cells
Figure 6.3.Grid 3, lm - l b - l ,  8192 cells Figure 6.4.Grid 4, lm =lb = S ,  32768 cells
  Analytic (linear)
Grid 1 
• Grid 2
o  Grid 3
□ Grid 4
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Figure 6.5.Time history of free surface elevations at the centre of the tank for four
different regular grids.
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The elevation histories at the centre of the tank obtained using each of 
these grids are collected in Figure 6.5. When the coarsest grid 1 is used, the 
time period is grossly overestimated by the numerical method. However, as 
the grid is refined, the wave period converges to the non-dimensional wave 
period 7*=3.5515 predicted by linear theory. The numerical solution 
obtained using Grid 4 shows that for such small amplitude the linear theory is 
an accurate approximation to the fully non-linear behaviour.
Computations using such a large grid as Grid 4 are expensive due to 
the large number of cells: each time step requires on average 150.5s per time 
step. Simultaneously, the memory requirements such a large grid entails are 
of the order of 6.1 MB. The numerical method is susceptible to the quality of 
the spatial grid in two stages. The first is the computation of the velocity 
potential. The level of refinement across the whole domain affects the 
accuracy of the computed potential field. This is a consequence of the elliptic 
nature of Laplace’s equation whereby discretisation errors affect the solution 
everywhere in the domain with varying degrees of intensity. Discretisation 
errors depend on the spacing between grid cells and the value of the third and 
higher derivatives of the velocity potential, as discussed in Chapter 3.
The second stage is the calculation of the free surface velocities. This is 
necessarily performed using a one-sided approximation in the region of the 
domain where the gradient and the curvature of the potential are highest. It 
can thus be speculated that a higher refinement near the free surface is 
advantageous for two reasons: the higher gradient and curvature in this region 
and the fact that fluid velocities must be calculated at the free surface. It is 
thus expected that the high resolution in the deeper areas of the fluid domain
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does not significantly contribute to the overall accuracy of the free surface 
simulation.
To investigate this hypothesis, grid 5 in Figure 6 . 6  is used. This 
quadtree grid is generated using lm ~ 8  and lb = 6  which has the same 
resolution at the free surface as grid 4 bu t a  coarser discretisation away from 
the free surface region. As a result, it contains a fraction of the num ber of 
cells as grid 4. However, the numerical solution obtained with this grid is 
comparable in accuracy to that of grid 4, as shown in Figure 6 .8 . Moreover, 
computational costs are reduced to 51.9s of CPU time per time step and 0.43 
MB of storage. In fact, if the maximum division level is increased to 9, yielding 
grid 6  in Figure 6.7, the solution virtually coincides with linear theory.
6.1.2. Temporal Grid Convergence
The effect of time step size will now be discussed. All the wave elevation 
histories presented thus far have been calculated using a time step At = 0.005 
and the second-order Adams-Bashforth scheme of equation 4.37. It is found 
that, for the same time step size, the Euler scheme causes great divergence of 
the wave elevation history, as displayed in Figure 6.9.
Figure 6.6.Grid 5, lm = 8 , 4  = 6 , 3320 cells Figure 6.7.Grid 6, lm = 9 ,  lb = 6 , 5234 cells
 Analytic (linear)
o Grid 5 
♦ Grid 6
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W ave History a tx  = b 12
0 2 4 6 8 10 12 14 16
non-dim ensional tim e, f
Figure 6.8.Time history of free surface elevations at the centre of the tank for a regular 
grid and two quadtree grids, a =0.01, At' = 0.005
Although a reduction in time step size by one order of magnitude 
greatly reduces this divergent behaviour, this arrives at considerable 
computational expense as the num ber of time steps increases by a factor of 
10. Furthermore, some divergence is still observable as the simulation 
progresses and a further reduction in the time step does not eradicate this 
behaviour completely.
An increase in the order of the time integration scheme brings 
considerable improvements, and eliminates this divergent behaviour. This is






W ave History a tx  = b /  2
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Figure 6.9 Divergent behaviour of the first-order Euler scheme for the case of Grid 5
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— - Analytical (1st + 2nd order)
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Figure 6.10 Time convergence for the Adams-Bashforth scheme.
further illustrated by the wave histories in Figure 6.10. It can be observed 
that even for the larger time step no divergence is observed. Furthermore, a 
further reduction in time step has virtually no effect on the solution. As a 
result, the Adams-Bashforth scheme with a time step of At' = 0.005 has been 
chosen for the remaining simulations in this chapter.
6.2. Performance of the Multigrid Method
An analysis of the apportionment of CPU time to each of the main 
components of the numerical method yields the pie chart of Figure 6 .11. This 
was performed using the wave of Figure 6 . 6  a t rest a t l = 0 . All values given in 
this Section 6.2 relate to this test case although the conclusions we draw have 
been confirmed using a variety of other test waves. Values of CPU time were 
averaged over 5 simulation of 100 time steps each. It shows th a t an 
overwhelming majority of computational time is spent in the solution of the 
potential field. This accounts for over 90% of the total CPU time. The only 
other significant task  in term s of CPU time cost is the grid generation process 




Solution of velocity 
potential field, ~97%
Figure 6.11.Relative computational cost per task for the standard solver 
(average values using Grid 5)
other tasks, which include the velocity calculation at the surface and the 
updating of free surface position and velocity potential, require less then 0.5% 
of the total time. Two complementary aspects can be supposed from this: that 
there is a large potential for improvement of the performance of the standard 
numerical method tha t solves the potential field; and that the grid generation 
process is an economic procedure.
It is thus clear that, whatever the improvement in performance of the 
solution of the (f) field provided by multigrid acceleration, this will translate in 
its near entirety onto the overall performance of the method. Furthermore, the 
relative cheapness of the grid generation process augurs that the additional 
grid-related operations involving the various multigrid levels will be easily 
offset by any savings in the solution of Laplace’s equation.
In the following sections, the performance of the multigrid strategy in 
the solution of the 0 field will be analysed. The effect of five different 
param eters are investigated: 1 ) the coarsening scheme; 2 ) the order of the 
restriction and prolongation operators; 3) the num ber of multigrid levels; 4)
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the number of iterations performed on each multigrid level; and 5) the visiting 
schedule of grids, i.e. the multigrid cycle type.
6.2.1. Comparison Between Coarsening Schemes
The two coarsening schemes discussed in Chapter 5 are applied to grid 
5 to generate a number of coarser multigrid levels, as previously depicted in 
Figure 5.6. Results in terms of CPU time per time step are tabulated on Table
6.1. The multigrid levels are visited according to the V-cycle schedule, with 3 
iterations performed at each level, i.e. np - n r - 3 . The first order restriction
operator is used to transfer data from fine to coarse grids whilst the zero-order 
prolongation operator is used for the converse procedure. It is found that, 
when coarsening is restricted to the smallest cells in the grid (smallest cell 
coarsening, SCC method), the use of a three-level multigrid scheme increases 
the CPU time required to reach convergence by nearly 30%. This is due to the 
fact that the majority of computational cells are unchanged between multigrid 
levels, and as a result the frequency of the error is relatively unchanged 
between multgrid levels, and no significant advantage is gained in accelerating 
convergence. As a result, the additional costs of generating the coarser grids 
and transferring the solution between these are not offset by an increase in 
performance of the solver. By contrast, the global coarsening (GC) scheme 
increases cell size throughout the quadtree, which entails that the 
convergence error will be made more oscillatory on the coarser grids and, 
consequently, more quickly reduced. As a result, for a three-level multigrid V- 
cycle, the GC method affords a saving of 67.6% in computational time.
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6.2.2. Number of Multigrid Levels
When more multigrid levels are used, the GC method continues to yield 
a better performance than  that of the SCC grids bu t the difference between the 
two becomes less dram atic as more coarse grids are used. This is due to the 
fact that, after the SCC method coarsens the quadtree down to the minimum 
division level, lb =6 , as is the case in Figure 5.6c, any further coarsening will 
be as global as tha t produced by the GC approach and good acceleration is 
then achieved. For both schemes, the solution process is accelerated by the 
use of more multigrid levels with an optimum performance being achieved 
when the global coarsening scheme is used to generate 6  multigrid levels. For 
this case, computational time is dramatically reduced by nearly 89.6% 
compared to the standard solution whilst, for the same num ber of multigrid 
levels, the GC scheme outperforms the SCC method by 12.9%. If a seventh 
level is employed, however, a slight deterioration in convergence is observed 
for both coarsening techniques, which is thought to be due to the excessive 
coarseness of this additional grid, composed of 8  cells only.
An analysis of the computational time allotment per task  now shows
Table 6.1.Performance of multigrid V-cycle iterations using two grid coarserning schemes: 

































3 1633 67.5 +29.9 511 16.8 -75.1 -67.6
4 689 37.3 -20.3 182 8.6 -76.9 -83.6
4154 51.9 5 204 13.5 -74.0 83 5.9 -56.3 -88.7
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Figure 6.12.Relative computational cost per task for the GC multigrid 
solver with 6 multigrid levels (average values using Grid 5)
that a much more significant portion of the total cost is taken by grid related 
procedures, whose share has increased from 3% (cf. Figure 6.11) to 46%. 
Additionally, the proportion of total computational time spent performing the 
remaining tasks has increased to 18%, of which over 90% is taken up by the 
free surface velocity calculation, specifically by the discretisation of Laplace’s 
equation at the interior points P used to calculate the component normal to 
the surface.
6.2.3. Grid Transfer Schemes
The effect of different grid transfer procedures on the efficiency of the 
multigrid acceleration is also of interest. In what concerns the restriction 
procedure of transferring the solution from fine to coarse grids, the first order 
averaging scheme described in Section 5.3.3 proved efficient a t passing the 
high-frequency modes of the fine grid convergence error onto coarser grids. 
Higher order schemes using additional neighbouring cells were attem pted but 
these introduced oscillation in the reduction of the residual error and, as a 
result, proved less efficient in accelerating convergence when irregular 
quadtree grids were employed.
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Both prolongation schemes described in Chapter 5 are effective in 
accelerating convergence. Direct injection prolongation by which all fine grid 
cells are corrected using the convergence error of their coarser parent yields 
very good convergence. However, the first-order scheme, in which the 
convergence error is bilinearly interpolated from the coarse grid onto the fine 
grid cells, is marginally (approximately 5%) faster and is therefore chosen. All 
multigrid results presented are obtained using this scheme.
6.2.4. Number of Iterations on Each Multigrid Level
The effect of the num ber of iterations at each multigrid level was 
investigated by varying two parameters: the num ber of iterations prior to 
restriction, nr , and the num ber of iterations prior to prolongation, np . Table
6.2 displays the results for a range of small values of nr and np . The
optimum setting is found to be nr -  np = 3 . Reducing this value to 2, degrades
convergence as the convergence error field is insufficiently smoothed after a 
grid transfer. If a higher num ber of iterations is used the convergence rate on 
each grid degrades slightly and the acceleration potential of the multigrid 
strategy is not fully explored.
Table 6.2.Effect of varying the number of iterations at each multigrid level, nr and np . 
Results obtained using the GC multigrid V-cycle method on 6 multigrid levels for Grid 5.
CPU time
nr np Iterations on finest grid
(s)
vs standard solution 
(%)
2 2 114 7.6 -85.3
3 3 -89.6
4 4 64 5.4 -89.6
5 5 106 6.5 -87.5
6 6 114 6.8 -86.9
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Table 6.3. Effect of varying the number of iterations at each multigrid level, nr and np , for 
the W-cycle. Results obtained using the GC multigrid method on 6 multigrid levels for Grid 5.
nr nP Iterations on finest grid (S)
CPU time
vs standard solution 
(%)
3 3 60 5.9 -88.7
4 4 54 -89.5
5 5 57 5.6 -89.2
Combinations of values of nr and np when nr * np afforded no further 
improvement on the optimal result shown in Table 6.2.
6.2.5. Visiting Schedule of Grids
The multigrid results presented so far have all been obtained using the 
V-cycle scheme (cf. Section 5.3.2) according to which the solution is 
successively restricted from the finest to the coarsest grid and subsequently 
interpolated back to the original grid. This is the most common cycle used in 
multigrid iterations but it is worth investigating if a  change in the grid 
scheduling yields any further advantages.
For this purpose, the W-Cycle, whose schedule is graphically 
represented in Figure 5.14, was employed. Table 6.3 contains results for the 
performance of this cycle for a range of values of nr and np . It is observed
th a t the W-Cycle has a similar performance to th a t of the V-cycle. A reduction 
in the num ber of iterations on the finest grid is achieved but the extra 
calculations on the coarser multigrid levels causes a marginal increase in 
computational time. More interestingly, the optimum setting for the num ber 
of iterations at each multigrid level is higher than  that found for the V-cycle, 
demonstrating the interdependence of these two param eters of the multigrid 
strategy.
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W ave History a tx  = b /  2
  Analytic (linear)
□ Standard solution 
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Figure 6.13.Comparison between wave histories for grid 5 obtained using the 
standard solver and the GC multigrid solver [6 level V-cycle, nc =np =3]
6.2.6. Multigrid Strategy to Obtain an Initial Guess
In Section 5.6, the use of the full multigrid (FMG) cycle to obtain an 
accurate initial guess was described using a sample case which satisfied the 
exact solution 0 = y . For such a case, improvements of the order of 12% were 
achieved. When a FMG initial guess is used at each time step of the 
simulation of non-linear water waves, the CPU time values obtained so far are 
further improved by approximately 5-7%. Accordingly, the optimum 
improvement setting found so far, i.e. that in Table 6.2, where the V-Cycle 
with np — nr = 3 afforded a saving of 89.6% in computational time, yields a
greater improvement of 91.2% when the FMG initial guess is used. As a 
result, FMG initial guesses are used in obtaining all the wave histories 
presented hereafter.
Finally, to complete the analysis of the multigrid strategy it is im portant 
to confirm that the multigrid and standard solutions coincide and th a t no 
difference is observable as the simulation time m arches on. Figure 6.13 
demonstrates that the two solutions are indistinguishable.
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Figure 6.14.Evolution of wave of Figure 6.6 over 17 periods.
Sequence of surface profiles separated by 10 time steps of At = 0.005 .
6.3. Conservation of Energy and Mass
As mentioned in Section 4.2, the main concern when the finite 
difference scheme is employed is that conservation is not explicitly enforced in 
the formulation. It is therefore of interest to investigate the evolution of the 
wave energy and m ass during the numerical simulation.
A long-time simulation of the wave of Grid 5 is used to determine 
whether any instability in the wave profile is observed when a great num ber of 
time steps are employed. Figure 6.14 displays a  succession of wave profiles, 
plotted at an interval of 10 time steps, encompassing the first 17 periods of 
motion. The simulation was carried out for 200 periods without change in the 
wave amplitude. This is used to dem onstrate th a t the present method does 
not suffer from the numerical dissipation problems of other numerical 
methods which tend to smooth out the wave with progressing computational 
time. The change in wave energy (potential (PE) and kinetic (KE) is tracked 
during the simulation using the formulae,
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Figure 6.15.Evolution of potential, kinetic and total wave energies for the simulation
of Figure 6.14.
b
KE= — j\V(/)\2c£2d and PE= p g ^ 2d x , (6.16)
o
where Cld is the fluid domain and p  = 1000 kg /m 3 is the density of water . It is 
assum ed the domain has unit length in the third spatial dimension. The 
kinetic energy is computed by integrating the square of the fluid velocities over 
the fluid domain. This is performed in a post-processing stage using MATLAB 
built-in functions since internal velocities are not calculated during the 
simulation. The potential energy is numerically integrated over the free 
surface profile using quadratic polynomial fittings to chains of three surface 
markers, in a piecemeal fashion. Their sum  represents the total wave energy 
TE= PE + KE. In Figure 6.15, the evolution of the three energy quantities is 
plotted over the simulation time of Figure 6.14. The four instances in time 
labelled (a-d) correspond to the plotted velocity potential and velocity fields of 
Figure 6.16. The kinetic and potential energies oscillate with a phase 
difference of n and a frequency twice that of the wave motion. As the wave is 
initiated from rest, the kinetic energy at 1 = 0 is zero, whilst the potential 
energy is at a maximum (Figure 6.16a). Once the wave is set in motion the 
potential energy is gradually converted into kinetic energy at the surface until 












Figure 6.16.Velocity potential field and fluid velocities at every quarter wave period as 
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Figure 6.17 Evolution of fluid mass for the simulation of Figure 6.14.
zero and the wave energy is wholly kinetic. The motion proceeds until the 
wave comes to rest a t its half-period, where the energy has been converted 
back into potential form (Figure 6.16c). The retu rn  path of the wave motion 
sees the wave being accelerated again to its maximum velocity which occurs 
when the profile is again flat (Figure 6.16d) until it returns to its position at 
rest as depicted in Figure 6.16a, completing one wave period.
The total energy curve of Figure 6.15 is seen to remain flat during the 
simulation, with small variations about a constant norm, indicating that 
energy is conserved by the scheme. Since there is no monotonic variation in 
the am ount of total energy of the wave, these small oscillations are likely to be 
caused by small inaccuracies in the numerical integration of equation (4.16) 
rather than  any lack of conservation of the num erical scheme.
The observance of conservation of m ass of the incompressible fluid can 
be assessed by integrating the two-dimensional surface profile over the length 
of the numerical tank, to yield
In the computation of equation (6.17), the domain is taken to have unit length 
in the third spatial dimension. The integral in this equation should remain 
equal to the product of the mean water level by the breadth of the numerical 





at each time step has been computed by numerical integration of equation
(6.17) to yield the curve in Figure 6.17. No apparent change in the net fluid 
m ass is observable. For the simulation shown, the fluid area was found to 
oscillate smoothly with the same frequency of the wave motion and a 
maximum deviation from the exact value of 0.003%. This very small variation 
was not found to increase with computational time, suggesting that it is more 
likely a result of the numerical error introduced by the numerical integration 
of equation (6.17) than  any artificial lack of m ass conservation by the solver. 
In Figures 5.16 and 5.17, m ass and energy conservation are achieved over a 
total of 3100 time steps without any explicit enforcement of conservation in 
the numerical method. This is in contrast to some existing methods, which at 
each time step multiply the wave’s y  co-ordinates and velocity potential by a 
factor that ensures conservation of m ass and energy.
6.4. Det Norske Veritas Study
In 1994, the Det Norske Veritas (DNV) Research Agency conducted a 
comparative study of fully non-linear wave simulation programs, details of 
which are provided by Nestegard (1994). The study included two test cases: a
Figure 6 .S . Asymmetric sloshing Figure 6 .8 . Sloshing wave and
wave and associated mesh associated mesh at time ^= 9 .2s
(lm = 8 , 4 = 6 ) ,  at time ^=0
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two-dimensional sloshing wave and the 3D diffraction of non-linear regular 
waves by a vertical surface piercing cylinder. It is the first of these that is 
used here to assess the performance of the current scheme. It consists of a 
two-dimensional sloshing wave at rest at £ = 0  s with a mean water level 
/z = 70m , in a tank of breadth b -  160 m. The initial elevation profile of the 
wave is described by,
1-
f \ 2 X A*trf
where a  = 12 m, /3 =53 m and 7  = 76 m. Figure 6.18 displays the wave at t = 0 s 
and the quadtree grid employed in the simulation, where lm = 8  and 4 = 5 .  
The different methods used in the DNV study were quantitatively assessed by 
comparing the computed values of elevation and velocities of the surface at co­
ordinate .* = 60m  and time / = 9 .2s, corresponding to a non-dimensional time
Table 6.4.Results of surface elevation and velocities x  = 60 m and 1 = 9.2 s from 





























Figure6.20. Velocity potential and velocity vector field at t = 9 .2 s .
Figure 6.21.Motion of the sloshing wave of Figure 6.18.
The horizontal motion of surface markers is plotted at bottom of plot.
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t  = 3.443 . At this point in time, the surface profile was computed to be that 
shown in Figure 6.19, which shows good agreement with the published results 
of Greaves et al  (1997). The corresponding velocity potential and velocity 
vectors are displayed in Figure 6.20. Table 6.4 contains the numerical results 
of the elevation and velocities a t the specified point in time and x-ordinate 
obtained by the participants in the DNV study (Nestegard (1994)). The values 
yielded by the present method show very good agreement.
Figure 6.21 displays the succession of surface profiles a t intervals of 
0.25s during the first 8500 time steps, where At = 0.005 s. At the bottom of 
the three-dimensional plot, the horizontal paths of selected surface markers 
are displayed (not all are included for visualisation purposes) to illustrate the 
considerable movement in the x-direction that the particles undergo.
6.5. Non-Linear Standing Waves
The need for a  fully non-linear method is emphasised when waves of 
larger amplitude are investigated. In this case, non-linear effects have a 
strong influence on the wave behaviour and linear and second order 
theoretical predictions are inadequate to describe the true motion of the wave.
The shallow wave of Figure 6.22 has a non-dimensional amplitude 
d - a j h - 0.2 and a  non-dimensional wave length A' = A//z = 10. Its motion is 
simulated using the grid shown where lm- 8 , 4  = 6 . The elevation history of 
such wave soon departs from the analytic predictions of linear and second- 
order theory, as displayed by the wave elevation history at the centre of the 
tank (x=i>/2 = 0 .5 ) in Figure 6.23. This agrees well with the numerical results 
of Greaves et al  (1997). The third trough in particular is less deep than  the 
first two and exhibits extra deflections in the curvature of the history line.
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Figure 6.22.Shallow wave at
1 = 0 ,  a  = 0 . 2 ,  A '=10
This appears to be a consequence of the shallowness of the wave which 
causes a reflection of the bottom of the tank, splitting the standing wave into 
two opposing sloshing waves. As a result, the surface profile develops the 
double crests seen crisscrossing the tim e-xsurface in Figure 6.24.
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Figure 6 .3 . Wave elevation history at the centre of the tank of wave in Figure 6.22.
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Figure 6.24.Succession of free surface profiles plotted at intervals of 0.05s, for the wave 
in Figure 6.21. The horizontal movement of the surface markers is shown at
the bottom of the plot.
7. Conclusions & Recommendations
When attempting to model the behaviour of irrotational water waves, 
boundary-integral type methods are initially very appealing due to their ease of 
formulation and cheap computational costs. For these valid reasons, they 
have been extensively applied with considerable success. Problems arise when 
an extension of the code to deal with viscous flows is sought. In the work 
presented in this thesis, a  method was devised to leave the possibility of this 
future development open. At the same time, it was sought to preserve the low 
computational costs afforded by boundary integral methods.
Accordingly, a  fast grid generation algorithm with variable refinement 
has been developed in this research. A multigrid strategy has been optimised 
for hierarchical Cartesian grids and successfully employed to accelerate the 
convergence of the numerical solution. The fully Lagrangian surface m arkers 
have been successfully coupled with the fixed grid through a novel approach 
to calculate velocities at the free surface. These aspects are discussed in more 
detail in the following sections along with recommendations on uses and 
extensions to the proposed scheme.
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7.1. Grid Generation
To restrict the burden on computational resources, irregular meshes 
were discarded due to their high generation costs and associated hunger for 
storage. Nevertheless, variable refinement is a desired property if accuracy is 
to be achieved without recourse to vast num bers of grid cells. Hierarchical 
Cartesian meshes proved well-suited in offering a balance between these two 
requirements. In Chapter 6, quadtrees were shown to provide a  similar level of 
accuracy to a  regular grid whilst using a tenth of the num ber of cells (cf. 
Figures 6.5 & 6.8). Their generation was also proved efficient, accounting for 
only 2% of total computational time per time step (cf. Figure 6.11) when a 
standard solver was used to simulate a standing wave.
7.2. Multigrid Strategy
Due to their tree-like structure, quadtrees are ideally suited to multigrid 
acceleration. It is in this field that the quadrilateral topology and hierarchical 
structure of quadtrees comes to the fore. Whilst the former allows simple and 
thus efficient grid transfer procedures, the latter permits very fast generation 
of coarser multigrid levels without incurring significant computational costs.
Two coarsening schemes were compared. The existing technique of 
Gaspar et al (1991) (SCC) afforded savings in computational time only when a 
sufficient number of multigrid levels was used. When few multigrid levels 
were employed, however, computational times increased. By comparison, the 
global coarsening scheme proposed here always yielded faster convergence 
regardless of the num ber of multigrid levels used: its performance improved 
CPU times by 68-90% and outperformed the SCC method for any num ber of 
multigrid levels. This improvement is of special relevance for quadtrees with a 
considerable difference between large and small cell sizes (i.e. when
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7.3. Lagrangian-Eulerian Coupling
The quadrilateral shape of Cartesian grid cells can cause problems 
when the fluid domain is bound by curved boundaries. This is clearly the case 
when water waves are concerned. This issue is prominent in two stages of the 
adopted finite difference solution method: a) in the solution of the velocity 
potential field where surface cells m ust use the potential values at the surface 
in their discretisation expressions; and b) in the computation of fluid velocities 
a t surface markers.
In the first instance, the general method of unknown coefficients was 
employed to discretise the governing equations at these cells a t each time step. 
Although some inaccuracies were expected due to the varying distances 
between markers and neighbouring nodes to surface cell centres, the method 
proved sufficiently accurate, once a  limit was imposed on the minimum 
distance between the centres of Eulerian cells and surface markers.
The calculation of free surface velocities proved more susceptible to 
error in the initial stages of this research. Existing methods used with fitted 
meshes, such as least squares approximations, proved inadequate to the 
Lagrangian-Eulerian approach employed here. More than  providing highly 
incorrect values, such methods yielded approximations of markedly different 
accuracy order for consecutive surface markers. This resulted in a  localised 
degradation of the surface profile, which in a  method such as this, tended to 
be amplified rather than smoothed out as the simulation time advances. To 
overcome this problem, the velocity calculation procedure of Section 4.4.3 was 
devised. Instead of Cartesian components, velocities are computed from 
normal and tangential parts. Whilst the latter is computed from adjacent 
surface marker values, the normal velocity is computed from points at a  fixed 
distance inside the domain. This involves the additional calculation of the
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velocity potential a t these points which is achieved in the same way as for 
surface cells. The method has proved robust and accurate, with limited need 
for smoothing of the surface profile and showing good agreement with other 
methods in the Det Norske Veritas comparative study.
7.4. General Recommendations
In this final section, possible extensions to the existing code are 
considered in four aspects: co-ordinate transformations; the simulation of 
three-dimensional cases; the study of viscous flows; and the ability to deal 
with submerged and surface-piercing rigid bodies.
7.4.1. Co-ordinate Transformations
In recent months, the work of Frandsen 8 b  Borthwick (2003) has shown 
the advantages of employing a o-transformation in the simulation of steep 
non-overturning waves. The method is easy to implement in the present code 
and has the significant advantage of eliminating the need for smoothing of the 
free surface. It is likely to render the scheme more robust and its 
implementation should not affect the use of the multigrid strategy.
7.4.2. Extension to Three Dimensions
In the development of the present method, the extension to three- 
dimensional cases and to viscous flows has been borne in mind. The 
generation of three-dimensional hierarchical Cartesian grids, called octrees, 
follows the same principles and techniques exposed in Chapter 3, and 
provides much the same advantages as quadtrees with respect to speed of grid 
generation. An example of an octree arrangement is displayed in Figure 7.1. 
Similarly, the storage, retrieval and manipulation of grid information can be 
performed with procedures akin to those described. For example, since




Figure 7.1 Example of octree arrangement
octrees are generated by recursive subdivision of hexahedra elements into 
eight hexahedra children, the numbering system is changed to a base 8 
system in which equation (3.1) is replaced by,
n*c = 8np +i,
where ie {l,2,3,...,8} is the position of the child cell within its parent.
The finite discretisation techniques described in Chapter 4 can be 
readily extended to three dimensions by including the partial derivatives of the 
velocity potential with respect to the third spatial variable. The treatm ent of 
surface cells need not therefore change. Similarly, the velocity calculation at 
the free surface can be performed in a  similar fashion to the method proposed 
in Section 4.4.3, bearing in mind that two tangents to the free surface will 
exist, due to the added dimension, from which the surface normal should then 
be computed.
With respect to the generation of multigrid levels dealt with in Chapter 
5, the global coarsening scheme proposed should yield even better results for 
three-dimensional cases as the scope for convergence acceleration is greater 
due to the larger number of cells employed.
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The part of the algorithm which will require more care if an extension to 
three dimensions is sought is the ordering of the surface markers. Instead of 
a  chain of Lagrangian particles, a  free moving two-dimensional Lagrangian 
mesh would have to be tracked, with the correct ordering of markers 
maintained throughout the simulation. More refined techniques for the 
smoothing of the free surface are likely to be required, possibly coupled with 
modifications in the formulation to restrict excessive movement of the markers 
from their projection on the xy-plane.
7.4.3. Extension to Viscous Flows
The fact that the whole fluid domain is discretised in the method 
presented herein permits an extension of this work to the analysis of viscous 
flows, whilst preserving many essential components of the algorithm, with 
most of the work required being devoted to altering the solver routines to deal 
with the Navier-Stokes equations, as opposed to the Laplace equation. 
Multigrid iterations have been shown to provide good convergence acceleration 
for the simulation of viscous flows. For example, Darwish e t a l (2003) have 
employed multigrid iterations to accelerate a  solver based on Patankar (1980) 
SIMPLE method for incompressible flows. They use the multigrid strategy not 
only in the solution of the Poisson equation for the pressure, bu t also in the 
solution of the momentum equations and even the implementation of a k-e 
turbulence method. Another example is the work of Wu e t al. (1997) on a 
parallelized implementation of a multigrid algorithm for 2D incompressible 
flows.
It is thus expected tha t the savings afforded by the multigrid strategy in 
the method presented here can be translated into similar accelerations when 
viscosity is included.
7. Conclusions and Recommendations 176
Figure 7.2.Disturbed free surface, and free surface velocities, as 
a result of submerged cylinder moving from left to right.
Additionally, the ability of hierarchical Cartesian grids to provide 
variable refinement would be beneficial to obtain a finer grid in areas of high 
vorticity, by coupling this quantity with the seeding point procedure of Section 
3.1.
7.4.4. Interaction with Rigid Bodies
The algorithm can also be modified to accommodate the presence of 
solid objects in the domain. In what concerns grid generation, the points that 
define the rigid boundaries of these objects can be used as seeding points so 
as to yield higher refinement. The determination of which cells lie inside the 
solid object and are thus eligible to be excluded from the computation can be 
achieved by the geometric method of Section 3.5. The discretisation of grid 
cells in its vicinity can again be performed using the method of unknown 
coefficients of Section 4.2.4, employed for surface cells. Boundary conditions 
can be applied by creating boundary points on the body boundary a t which 
the derivative of the potential in the direction normal to the body can be 
calculated. As an example, Figure 7.2 displays a preliminaiy study of the
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effect of a moving submerged cylinder on an undisturbed surface (i.e. T](x) = 0 
for 0 <x<b) .
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Figure A.S.Discretisation arrangement 5
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Figure A.7.Discretisation arrangement 7 Figure A.8.Discretisation arrangement 8
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Figure A. 11 .Discretisation arrangement 11
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Figure A.13.Discretisation arrangement 13





Figure A.14.Discretisation arrangement 14
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Appendix B. Pseudo Code of Selected Procedures
List of variables and symbols
C, one-dimensional array containing tree path of cell
CHILD(I,Q), generation number of the child of cell I in quadrant position Q 
I, cell generation number 
L, division level index 
LC, division level of cell
LEAF(I), logical flag, =TRUE if cell I is a leaf cell
N, cell reference number
XP,YP, x,y co-ordinates of point
XC,YC, x,y co-ordinates of cell
XD,YD. x,y co-ordiantes of root cell
WC, width/height of cell
WD, width/height of root cell
// Integer function that computes the division level of cell with reference 
number N
integer function FLEVEL(N)
FLEVEL = 0 
NAUX = N
// Successively apply equation (3.2) until reference number of root cell (0) 
is obtained 
10 NAUX = int((NAUX - 1) / 4.0) 
if (NAUX.GT.O) then 










Figure B.l.Code of function FLEVEL which determines the division level of cell with reference number
N
// Subroutine that determines the tree path of a cell given its reference 
number, N. Result is returned in array C
subroutine PATH(N,LC,C)
LC = FLEVEL(N) 
do L = LC, 1, -1
C (L) <- mod(N-1,4) + 1 




Figure B.2.Code of subroutine PATH which determines the tree path of cell with reference number N
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// Function that calculates the size of cell with reference number N
double precision function FWCELL(N,WD)
FWCELL = WD 
LC = FLEVEL(N)
// Apply equation (3.4)
FWCELL = WD / 2**LC 
return
end
Figure B.3.Code of function FWCELL which determines the y co-ordinate of the centre of the cell
with reference number N
// Function that calculates x co-ordinate of cell with reference number N




// Apply equation (3.7a) to each quadrant position in the cell's tree path
do L = 1, LC




Figure B4. Code of function FXCELL which determines the x co-ordinate of the centre of the cell with
reference number N
/ /  Function that calculates y co-ordinate of cell with reference number N
double precision function FYCELL ( N , X D )
FYCELL =  X D
LC = FLEVEL ( N )
call PA T H ( N , LC,C)
// Apply equation (3.7b) to each quadrant position in the cell's tree path
do L = 1 ,  LC




Figure B5. Code o f  function FYCELL which determ ines th e  y co-ord inate o f  th e  cen tre o f th e  cell with
reference num ber N
Appendix B. Pseudo Code of Selected Procedures 184
// Logical function that ascertains if point (XP, YP) is contained inside 





if (XC-SC/2)<XP< (XC+SC/2) & (YC-WC/2)<YP< (YC+WC/2) then 
INSIDE = .TRUE, 
else




Figure B.& Code of function INSIDE which determines if point (XP,YP) is located inside cell with
reference number N
// Recursive subroutine that determines which leaf cell contains a given 
point. Result is returned in variable IFOUND
subroutine FIND_CELL_CONTAINING_P(I,XP,YP)
// If cell I has children, recursively recall this subroutine using the 











// If cell I is a leaf cell, the procedure is complete, and I is returned 
else




Figure B7. Code of recursive subroutine FIND_CELL_CONTAINING_P used to find the leaf cell
containing a given point (XP,YP)
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