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Abstract
We study the difference of two orthogonal projectors induced by compact groups of linear operators acting on a vector space.
An upper bound for the difference is derived using the Haar measures of the groups. A particular attention is paid to finite groups.
Some applications are given for complex matrices and unitarily invariant norms. Majorization inequalities of Fan and Hoffmann
and of Causey are rediscovered.
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1. Results
Throughout the section, V is a finite-dimensional real linear space with an inner product 〈·,·〉. The symbol O(V )
stands for the group of orthogonal operators acting on V . For a compact subgroup G of O(V ) we denote
μG = the Haar probability measure of G,
PGz =
∫
G
gzdμG(g) for z ∈ V,
MG = {z ∈ V : gz = z for g ∈ G}.
It is known that PG is the orthogonal projector from V onto MG (see [11]).
Theorem 1.1. Let H ⊂ K ⊂ O(V ) be compact groups such that μK(H) > 0. Denote by P and Q the orthogonal pro-
jectors from V onto MH and MK , respectively. Let ϕ :V → R be a K-invariant measurable positively homogeneous
convex function such that ϕ(−v) = ϕ(v) for v ∈ V .
Then the following inequality holds:
ϕ(Px − Qx) 2μK(K \ H)ϕ(x − y) for x ∈ V and y ∈ MK . (1)
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μK(H)
> 0. It follows from the uniqueness of the Haar probability measure on H that μH(B) =
cμK(B) for Borel sets B in H [8, Theorem 1, p. 65].
Fix arbitrarily x ∈ V and y ∈ MK . We prove the identity
Px − Qx = (c − 1)
∫
H
k(x − y)dμK(k) −
∫
K\H
k(x − y)dμK(k). (2)
Since H ⊂ K , we have MK ⊂ MH . Therefore y ∈ MH . In consequence, Py = y = Qy. Hence
Px − Qx = P(x − y) − Q(x − y)
=
∫
H
h(x − y)dμH (h) −
∫
K
k(x − y)dμK(k)
=
∫
H
h(x − y)dμH (h) −
∫
H
k(x − y)dμK(k) −
∫
K\H
k(x − y)dμK(k)
=
∫
H
h(x − y)c dμK(h) −
∫
H
k(x − y)dμK(k) −
∫
K\H
k(x − y)dμK(k)
= c
∫
H
k(x − y)dμK(k) −
∫
H
k(x − y)dμK(k) −
∫
K\H
k(x − y)dμK(k)
= (c − 1)
∫
H
k(x − y)dμK(k) −
∫
K\H
k(x − y)dμK(k),
completing the proof of (2).
Observe that c − 1 = cμK(K \ H)  0. Because ϕ is convex and positively homogeneous, it is subadditive. Us-
ing (2) and Jensen inequality, we obtain
ϕ(Px − Qx) (c − 1)ϕ
(∫
H
k(x − y)dμK(k)
)
+ ϕ
( ∫
K\H
k(x − y)dμK(k)
)
 (c − 1)
∫
H
ϕ
(
k(x − y))dμK(k) +
∫
K\H
ϕ
(
k(x − y))dμK(k)
= (c − 1)
∫
H
ϕ(x − y)dμK(k) +
∫
K\H
ϕ(x − y)dμK(k)
=
(
(c − 1)
∫
H
dμK(k) +
∫
K\H
dμK(k)
)
ϕ(x − y)
= ((c − 1)μK(H) + μK(K \ H))ϕ(x − y)
= (μK(K \ H) + μK(K \ H))ϕ(x − y) = 2μK(K \ H)ϕ(x − y).
This completes the proof of (1). 
Theorem 1.1 simplifies for finite groups.
Corollary 1.2. Under the assumptions of Theorem 1.1, let H and K be finite groups of order m and n, respectively.
Then the following inequality holds:
ϕ(Px − Qx) 2n − mϕ(x − y) for x ∈ V and y ∈ MK . (3)
n
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ϕ(x − Qx) 2n − 1
n
ϕ(x − y) for x ∈ V and y ∈ MK . (4)
If in addition K = {id, k}, where k is an involution, then (4) becomes
ϕ
(
x − x + kx
2
)
 ϕ(x − y) for x ∈ V and y ∈ MK . (5)
Proof. By [8, Proposition 5, p. 76], μK(B) = #(B)n , where #(B) stands for the cardinality of a Borel set B in K . From
this we have
μK(K \ H) = n − m
n
.
It now follows from (1) that (3) is satisfied.
To see (4), apply (3) for the trivial group H = {id}, m = 1, the space MH = V and the identity projector P = id.
If in addition K = {id, k} with an involution k, then Qx = x+kx2 for x ∈ V . Therefore (4) implies (5). 
For a compact subgroup G of O(V ), the group majorization induced by G, abbreviated as G-majorization and
written as G, is the preordering on V defined by
y G x iff y ∈ convGx,
where CG(x) = convGx denotes the convex hull of the orbit Gx = {gx: g ∈ G} (see [3–5,9,10]). It is known that
y G x iff ϕ(z, y) ϕ(z, x) for z ∈ V , (6)
where
ϕv(z) = ϕ(z, v) = sup
g∈G
〈z, gv〉, z ∈ V, (7)
is the support function of the set CG(v) for v ∈ V (see [12, Theorem 13.1], [4, Proposition 2.2], [5, Theorem 1]).
Theorem 1.3. Let H ⊂ K ⊂ O(V ) and G ⊂ O(V ) be compact groups such that μK(H) > 0 and −id ∈ G. Denote
by P and Q the orthogonal projectors from V onto MH and MK , respectively.
If Kx ⊂ Gx for each x ∈ V , then the following G-majorization inequality holds:
Px − Qx G 2μK(K \ H)(x − y) for x ∈ V and y ∈ MK . (8)
In particular, if H and K are finite groups of order m and n, respectively, then (8) takes the form
Px − Qx G 2n − m
n
(x − y) for x ∈ V and y ∈ MK . (9)
More specifically, if H = {id} then
x − Qx G 2n − 1
n
(x − y) for x ∈ V and y ∈ MK , (10)
and if in addition K = {id, k} with an involution k, then
x − x + kx
2
G x − y for x ∈ V and y ∈ MK . (11)
Proof. We prove (8). Since G ⊂ O(V ), we have ϕ(u, v) = ϕ(v,u) for u,v ∈ V (see [4, Proposition 2.2]). In light
of (6) we need only show that
ϕz(Px − Qx) 2μK(K \ H)ϕz(x − y) for x, z ∈ V and y ∈ MK . (12)
The support function ϕz of the set CG(z) is convex, positively homogeneous and G-invariant [5, Lemma 3]. So, we
get ϕz(−v) = ϕz(v) for v ∈ V , because −id ∈ G. In addition, ϕz is K-invariant, since Kx ⊂ Gx for each x ∈ V . Using
Theorem 1.1 for ϕz, we obtain (12). Thus (8) is proved. In consequence, (9)–(11) hold, too. 
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We now interpret the results of the previous section in matrix setting. To do so, we set
V = Mn(C) = the space of n × n complex matrices with the real inner product 〈A,B〉 = Re trAB∗
for A,B ∈ Mn(C),
G = {U1(·)U2: U1,U2 ∈ Un}, where Un is the unitary group on Mn(C),
ϕ = ‖ · ‖ui = a unitarily invariant norm on Mn(C), i.e., a norm such that ‖U1XU2‖ui = ‖X‖ui
for X ∈ Mn(C) and U1,U2 ∈ Un
(see [2, p. 91], [6, p. 263]).
It is not hard to verify that G consists of orthogonal operators on Mn(C) with respect to the inner product. In fact,
for any A,B ∈ Mn(C) and g = U1(·)U2 ∈ G, one has
〈gA,gB〉 = Re trU1AU2U∗2 B∗U∗1 = Re trU1AB∗U∗1
= Re trAB∗U∗1 U1 = Re trAB∗ = 〈A,B〉.
Thus G ⊂ O(Mn(C)).
Given two n-vectors x, y ∈ Rn, we say that x weakly majorizes y, and write y ≺w x, if the sum of the i largest
entries of y does not exceed that of x for each i = 1,2, . . . , n [6, p. 10]. Let λ1(B) λ2(B) · · · λn(B) denote the
eigenvalues of an n× n Hermitian matrix B . For n× n complex matrix A, let si(A) = (λi(A∗A))1/2 stand for the ith
singular value of A, i = 1,2, . . . , n. Denote s(A) = (s1(A), s2(A), . . . , sn(A)). It is known (cf. [3, pp. 17–18]) that
Y G X iff s(Y ) ≺w s(X) for X,Y ∈ Mn(C). (13)
Consider
H = {id} and K = {id, k} (14)
as in the end of Corollary 1.2 and Theorem 1.3. Put
k = (·)∗ = the conjugate transpose on Mn(C).
Then any unitarily invariant norm ‖ · ‖ui is K-invariant by the von Neumann’s theorem on representation of such
norms (see [6, Theorem A.1 and Remark, p. 263]). Furthermore,
MK = Hn = the space of n × n Hermitian matrices.
Also, by the Singular Value Decomposition of X [2, p. 6], kX = X∗ ∈ GX for each X ∈ Mn(C). Now, applying (5),
(11) and (13), we have the following
Corollary 2.1 (Fan and Hoffman). (See [6, Theorem B.1, pp. 264–265].) Let X be an n× n complex matrix and let Y
be an n × n Hermitian matrix. Then
s
(
X − X + X
∗
2
)
≺w s(X − Y). (15)
Remark 2.2. It is well known [2, pp. 92–93] that for A,B ∈ Mn(C),
s(A) ≺w s(B) ⇔ ‖A‖ui  ‖B‖ui for every unitarily invariant norm ‖ · ‖ui .
Therefore (15) is equivalent to∥∥∥∥X − X + X∗2
∥∥∥∥
ui
 ‖X − Y‖ui for every unitarily invariant norm ‖ · ‖ui .
Similar remarks apply to Corollaries 2.3–2.6.
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k = −(·)∗
leads to
MK = the space of n × n skew-Hermitian matrices.
By virtue of (5), (11) and (13), we get
Corollary 2.3 (Causey). (See [6, Theorem B.2, p. 265].) Let X be an n × n complex matrix and let Y be an n × n
skew-Hermitian matrix. Then
s
(
X − X − X
∗
2
)
≺w s(X − Y).
Applying (14) for
k = (·)T = the transpose on Mn(C)
we derive
MK = Sn(C) = the space of n × n complex symmetric matrices.
Observe that kX = XT ∈ GX for each X ∈ Mn(C). To see this, apply the Singular Value Decomposition of X [2, p. 6].
In consequence, by using (5), (11) and (13) we can obtain the following result.
Corollary 2.4. Let X be an n × n complex matrix and let Y be an n × n complex symmetric matrix. Then
s
(
X − X + X
T
2
)
≺w s(X − Y).
Consider
H = {id} and K = {id, k} with k = −(·)T .
By (5), (11) and (13) we get
Corollary 2.5. Let X be an n × n complex matrix and let Y be an n × n complex skew-symmetric matrix. Then
s
(
X − X − X
T
2
)
≺w s(X − Y).
For given positive integers n1, . . . , nq such that n1 + · · · + nq = n, let
H = {id} and K = {B(·)B: B = diag(1In1, . . . , qInq ), 1, . . . , q = ±1},
where Ir denotes the r × r identity matrix (cf. [1, Example 1]). Then #(K) = 2q , K ⊂ G and
MK =
{
diag(Z11, . . . ,Zqq): Zii is an ni × ni matrix for i = 1, . . . , q
}
.
It is readily seen that
QX = diag(X11, . . . ,Xqq),
where X = (Xij ) is an n × n block matrix with ni × nj blocks Xij , i, j = 1, . . . , n.
It now follows from Corollary 1.2 and Theorem 1.3 (see (4) and (10)) that the following result holds.
Corollary 2.6. Let X = (Xij ) be an n × n block complex matrix with ni × nj blocks Xij , and let Y =
diag(Y11, . . . , Yqq) be an n × n block-diagonal matrix with diagonal blocks Yii of order ni . Then
s
(
X − diag(X11, . . . ,Xqq)
)≺w 2q − 12q−1 s(X − Y).
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V = Hn = the space of n × n Hermitian matrices with the real inner product 〈A,B〉 = Re trAB for A,B ∈ Hn,
G = {U(·)U∗: U ∈ Un}, where Un is the group of n × n unitary matrices,
ϕ = ‖ · ‖wui = a weakly unitarily invariant norm on Hn, i.e., a norm such that ‖UXU∗‖wui = ‖X‖wui
for X ∈ Hn and U ∈ Un
(see [2, p. 102]).
Let x, y ∈ Rn. The vector x is said to majorize the vector y (in symbols, y ≺ x), if the sum of the i largest
entries of y does not exceed that of x for each i = 1,2, . . . , n with equality for i = n [6, p. 7]. Denote λ(A) =
(λ1(A),λ2(A), . . . , λn(A)), where λ1(A) λ2(A) · · · λn(A) are the eigenvalues of an n×n Hermitian matrix A.
It is known (cf. [3, p. 17]) that
Y G X iff λ(Y ) ≺ λ(X) for X,Y ∈ Hn. (16)
Remark 2.7. Observe that −id does not belong to the group G. In consequence, Theorem 1.3 does not apply in this
case. Instead, we employ Corollary 1.2 for G-invariant (and so K-invariant) norm ‖ · ‖wui . Therefore the results of
Corollaries 2.8–2.9 are presented in a norm form.
We now present a result for the group Pn of n × n permutation matrices. Taking
H = {id} and K = {p(·)pT : p ∈ Pn}, (17)
we have #(K) = n!, K ⊂ G and
MK =
{
X = (xij ): xii = a, xij = b, i = j, i, j = 1, . . . , n, for some a, b ∈ R
}
(see [1, Example 2]). In other words,
MK =
{
(a − b)In + bJn: a, b ∈ R
}
,
where In is the n × n identity matrix and Jn is the n × n matrix of all ones. For an n × n Hermitian matrix X, QX
equals to the matrix⎛
⎜⎜⎜⎝
a b b · · · b
b a b · · · b
· · · · · · · · · . . . · · ·
b b b · · · a
⎞
⎟⎟⎟⎠ , (18)
where a = a(X) = 1
n
∑n
i=1 xii and b = b(X) = Re( 2n(n−1)
∑
i<j xij ) are the averanges of the diagonal and off-
diagonal entries of X, respectively (see [1, p. 98] for details).
Corollary 2.8. Let X be an n × n Hermitian matrix and let Y be an n × n matrix of the form (18) with any a, b ∈ R.
Then
‖X − QX‖wui  2n! − 1
n! ‖X − Y‖wui.
A system of projectors in Mn(C) is a set P = {P1, . . . ,Pr} ⊂ Mn(C) such that
0 = Pi = P ∗i = P 2i , PiPj = 0 if i = j,
r∑
i=1
Pi = In. (19)
Then the operator CP : Mn(C) → Mn(C) given by
CP (X) =
r∑
i=1
PiXPi, X ∈ Mn(C),
is called a pinching operator.
1488 M. Niezgoda / J. Math. Anal. Appl. 338 (2008) 1482–1488Define the group
EP =
{
r∑
i=1
iPi : i = ±1
}
.
It follows from (19) that each A =∑ri=1 iPi ∈ EP is unitary. Consider the group H consisting of all operators A(·)A,
where A ∈ EP . Then #(H) = 2r and H ⊂ O(Hn). It is easily seen that MH is the commutant of EP . Also, MH is the
image of the pinching operator CP .
Furthermore, in an appropriate choice of basis, the orthogonal projector from Hn onto MH is given by
PX = CP (X) = diag(X1, . . . ,Xr),
where X is an n × n block Hermitian matrix with ni × ni diagonal blocks Xi , i = 1, . . . , r , and n1 + · · · + nr = n
(see [1, Example 1], cf. also [2,7]).
Let
Q= {Q1, . . . ,Qq} = {P11, . . . ,P1q1 , . . . ,Pr1, . . . ,Prqr }
be a system of projectors in Mn(C), where q = q1 + · · · + qr . In what follows, we assume that Q is a refinement of
the system P = {P1, . . . ,Pr }. That is, ni1 + · · · + niqi = ni for each i = 1, . . . , r , where niqi is the rank of Piqi , and
Pi1 + · · · + Piqi = Pi.
Consider the group
EQ =
{
q∑
j=1
jQj : j = ±1
}
.
Let K be the group consisting of all operators B(·)B , where B ∈ EQ. Then #(K) = 2q and MK is the commutant
of EQ. It is obvious that K ⊂ G. Since Q is a refinement of P , we have EP ⊂ EQ. Therefore H is a subgroup of K .
We now illustrate inequality (3).
Corollary 2.9. Under the above notation, let P and Q be two systems of projectors in Mn(C). Assume Q is a refine-
ment of P . Let X be an n×n Hermitian matrix and let Y be an n×n Hermitian matrix belonging to the image of CQ.
Then ∥∥CP (X) − CQ(X)∥∥wui  2q − 2r2q−1 ‖X − Y‖wui .
Finally, it is evident that the constants of the inequalities of Corollaries 2.1, 2.3–2.5 equal to one. For this reason
they are sharp. It would be nice to know whether or not the constants of Corollaries 2.6, 2.8 and 2.9 are sharp.
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