1. Introduction. Our work began with calculations of the numbers of points on a family of hyperelliptic curves given by the following equation over a finite field k of characteristic 2: y 2 − y = x n + a n−1 x n−1 + · · · + a 1 x + a 0 .
The simplicity of this equation makes these hyperelliptic curves particularly well suited for explicit computer calculations requiring higher genus curves. On the other hand, the special form of the equation raises the question of how generic or random, if at all, these curves are. For instance, all of these curves have 2-rank 0.
The question of genericity can be restated more precisely as the question of the monodromy group of a family of curves. Let us denote by K the field k(a i ), where a i are the variable parameters of a family C of hyperelliptic curves. Choosing l = 2, the l-adic monodromy group is the image of the action of Gal(K sep /K) on H 1 (C ⊗ K K, Q l ). Many properties of a family C of curves are described by the geometric monodromy group G geom , which is the Zariski closure of image of the subgroup Gal(K sep /Kk). For instance, if the geometric monodromy group of a family C is finite, all curves in the family C are supersingular. We prove that quite the opposite is true.
Theorem (Corollary 13.3). For any g ≥ 3, the geometric monodromy group of hyperelliptic curves of genus g and 2-rank zero over F 2 is Sp(2g).
Of several possible approaches to studying the monodromy group of the above family, we chose the one using Fourier transforms. In naive terms, a Fourier transform corresponds to a varying coefficient a 1 of the family over values ink. From a higher viewpoint, the cohomology sheaf Ᏺ of this subfamily is the Fourier transform of a rank-1 Q l sheaf lisse on the affine line overk. General theory of Fourier transforms guarantees that irreducibles transform into irreducibles, and therefore the geometric monodromy group of this subfamily is always irreducible.
Another key restriction on the sheaf Ᏺ arises from the action of the inertia group. Again, the general theory of local Fourier transforms guarantees that the inertia group at ∞ of A 1 acts irreducibly. It is, however, hard to describe this action, because even the action of wild inertia does not factor via an abelian quotient. Still, it is possible to show that the sheaf of traceless endomorphisms End 0 (Ᏺ) has no factors of dimension less than Ᏺ. This property of Ᏺ is used to derive strong restrictions on its G geom (see Proposition 11.1, Theorem 5.1, Proposition 6.2, and Corollary 6.3).
These two properties are shared more generally by any Airy sheaf, which, by definition, is the Fourier transform of any rank-1 sheaf lisse on A 1 . Using our approach, we are able to prove the following result.
Theorem (Proposition 11.6). If p > 2, and Ᏺ is a Lie irreducible Airy sheaf over A 1 ⊗F p , then the Lie algebra of G geom is sl or sp in its standard representation.
This was known previously [K1] , when the characteristic p > 2 rank Ᏺ + 1. Our final result (see Proposition 11.6) determines the geometric monodromy group of an Airy sheaf when p > 2, modulo recognition of finite Airy sheaves. The result extends even to p = 2 when certain ranks are excluded (see Proposition 11.7).
Although we developed our methods for studying the geometric monodromy of Airy sheaves, they apply equally well to Kloosterman sheaves. The reason is that like Airy sheaves, Kloosterman sheaves admit an intrisic characterization based on the action of inertia at 0 and ∞. Again, this result was previously proven by Katz when p > 2 rank Ᏺ + 1. Our work still leaves many open questions about Airy and Kloosterman sheaves. We would like to highlight two of them.
Question 1. How does one effectively recognize finiteness of an Airy or a Kloosterman sheaf ?
Question 2. What algebraic groups occur as G geom of an Airy sheaf in characteristic p = 2?
Lastly, but most importantly, I would like to express my gratitude to Professor Katz, who introduced me to the subject of l-adic sheaves and guided me through my investigations.
Properties of inertial representations.
Let K be the function field of a smooth, geometrically connected curve over a separably closed field k of characteristic p > 0. For any discrete valuation v of K, we denote by K v the completion of K with respect to v. Let I (v) denote the inertia group of v, that is, Gal(K sep v /K v ). It is customary to equip I (v) with the upper numbering filtration (see [Se, §3] ) by closed subgroups I (v) (r) , where r ranges through all nonnegative real numbers.
The closure of the union r>0 I (v) (r) is called the wild inertia group, and we denote it by P (v). It is a p-Sylow subgroup of I (v) . There is a short exact sequence of groups
The procyclic quotient in the sequence corresponds to the maximal tamely ramified subextension of K sep v /K v . For any integer N prime to p, there exists a canonical extension of degree N. Namely, choosing a local parameter x at v, we can identify K v ∼ − → k((x)), and then the extension is k((x 1/N ))/k ((x) ). We denote by I (v) (N) the corresponding normal subgroup of I (v) . Note that the p-Sylow subgroups of I (v) and I (v) (N ) coincide. Moreover, the upper numbering on I (v)(N) satisfies I (v) r/N . Now choose a prime l = p. Let V be any continuous finite-dimensional Q l representation of I (v) . We have canonical splitting of V as
I (v)(N)
where P (v) acts trivially on V tame and without invariants on V wild . This is the simplest consequence of more general break decomposition (see [K2, Lemma 1.8 and
where V (x) is 0 for all but finitely many x, and V (x) has the property that x is the infimum of all r such that I (v) (r) acts trivially on V (x). In terms of this decomposition, V tame = V (0). We call nonnegative real numbers x such that V (x) = 0 the breaks of V and define
The following is a trivial but very useful fact.
Lemma 2.1. Using the same notation as above, let be the image of I (v) in V . If V had breaks less than or equal to r, then any Q l representation of I (v) obtained by composing with a representation of has all breaks less than or equal to r.
The structure of I (v) can be exploited to give some information about irreducible representations of I (v).
Proposition 2.2 (Katz). Let V be an irreducible representation of I (v). Write dim(V ) as n 0 p k , where n 0 is prime to p. Then V is induced from a p k -dimensional representation W of I (v)(n 0 ), and the restriction of W to P (v) is irreducible. Furthermore, the restriction of V to P (v) is the direct sum of n 0 pairwise inequivalent irreducible p k -dimensional representations of P (v), whose isomorphism classes are fixed by I (v)(n 0 ) and cyclically permuted by I (v)/I (v)(n 0 ).

Lemma 2.6. Using the hypotheses in Proposition 2.2, the largest tame subrepresentation (End V ) tame of End V is the regular representation of I (v)/I (v)(n 0 )
∼ − → Z/n 0 . In particular, it has dimension n 0 .
If p = 2 and V is self-dual, then (End V ) tame is contained in Sym 2 V or 2 V based on whether or not V is orthogonal. If p = 2 and V is self-dual, then n 0 is even, and only characters factoring via I (v)/I (v)(n 0 /2) are contained in Sym
2 V or 2 V based on whether or not V is orthogonal.
Proof. Since V restricted to P (v) decomposes as the sum of n 0 distinct irreducible representations, it follows from Schur's lemma that End V has n 0 invariants under P (v) , that is, that the dimension of End(V ) tame is n 0 . On the other hand, since V was induced from a representation W of I (v)(n 0 ), the module End V contains the induction of End W , which in turn contains the induction of the trivial representation, which is the regular representation of I (v)/I (v)(n 0 ), and has dimension n 0 (see Lemma 2.4). Now suppose p = 2, so that n 0 is odd. As a representation of P (v), V is the sum of an odd number of distinct irreducibles W i ; hence, each of these irreducibles is self-dual and its autoduality is of the same sign as that of V . Therefore, the tame subrepresentation of End V is the space of invariants of those representations.
Suppose p = 2, and suppose for the sake of simplicity that V is symplectic. As a representation of I (v)(n 0 ), V is the sum of n 0 distinct irreducibles W i , none of which are self-dual, because each is irreducible when restricted to P (v), and P (v) is a group of odd order (see Lemma 2.5). Since the sum of the W i 's is self-dual, it has to be possible to pair them into self-dual representations. Hence, n 0 is even. Let W τ (i) 
In particular, the decomposition of V into Z i is precisely the decomposition of V when restricted to I (v)(n 0 /2), so that V is induced from any of Z i . Therefore, 2 V contains the induction of 2 Z i , which is the regular representation of I (v)/I (v)(n 0 /2). The argument in the orthogonal case is completely analogous.
We now recall the well-known correspondence between cyclic Z/p r Z coverings of affine scheme and a certain quotient of the additive group of Witt vectors.
For the definition and basic properties of Witt vectors, we refer the reader to [Se, §6] . For any integer r ≥ 1, the scheme of Witt vectors of length r is denoted by W r . It is an affine scheme isomorphic to A r , but it has also a structure of a ring. There is a distinguished set of coordinates X 0 , . . . , X r−1 . For any affine scheme A, an element f of W r (A) can be written as
We define a map of schemes V :
It is an additive map of W to W . For any pair of integers r, s ≥ 1, we have a short exact sequence of additive group schemes
Another map F : W → W of schemes is given by F (X i ) = X p i . If A is an affine scheme of characteristic p, then F is a ring endomorphism of W (A) as well as of
There is an exact sequence of étale abelian sheaves over F p :
Taking the long exact sequence of étale cohomology, we obtain
, so that using (1), we obtain
Thus, we arrive at the following result.
Proposition 2.7. Let A be an affine scheme over F p , and let r be an integer greater than or equal to 1. Then
It is of interest to be able to determine explicitly the conductor of a character obtained from a Witt vector.
Theorem 2.8 (Brylinski) 
Proof. See [Bry, .
Corollary 2.9. Let χ be any
where χ has Swan conductor less than N.
Proof. See [Bry, Proposition 1 and corollaire to Théorème 1].
We are able to describe the decomposition of End(V ) only in very special cases.
Lemma 2.10. Suppose that the break of V is a/N, where N = dim V , and (pa, N) = 1. Then
Proof. Since p dim V , it follows that V is induced from a character χ of I (v)(N) of Swan conductor a. Write a = p k a 0 , where p a 0 . Then by Corollary 2.9,
where χ has Swan conductor less than a. By Frobenius reciprocity,
where χ i have Swan conductor less than a. In particular,
Every character ρ i,j of I (v)(N) in the above expression has Swan conductor a. Since all breaks of End V are ≤ a/N, it follows from the integrality of the Swan conductor that each one those characters has to have an orbit of size at least N under the action of I (v) on it, by conjugation. On the other hand, since ρ i,j are characters of I (v)(N ), the orbit of any of them can be at most equal to the index of
, which is N, so that every one lies in an N-dimensional irreducible subrepresentation of I (v).
3. Sheaves lisse on A 1 . Let k be an algebraically closed field of characteristic p, and let C be a smooth, irreducible projective curve over k. If Ᏺ is a constructible sheaf on C, then the Euler-Poincaré formula (see [R, Théorème 1]) reads
The following lemma is a useful application of the formula. (
which implies the conclusion.
To formulate some of our results we use the Fourier transform. To keep things as simple as possible, we use the naive Fourier transform as defined in [K2, 8.2.3] . The Fourier transform depends (in a nonessential way) on a choice of a nontrivial additive character ψ :
where F q is a finite subfield of k. We denote by ᏸ ψ the lisse rank-1 Q l sheaf on A 1 ⊗ k obtained by pushing out the Lang torsor. For any a ∈ k = A 1 (k), we denote
The naive Fourier transform is well behaved on the class of Fourier sheaves (see [K2, 8.2 
The following proposition demonstrates an interesting feature of Fourier sheaves that are lisse on the whole of A 1 .
Lemma 3.2. Let Ᏻ be a nonzero Fourier sheaf lisse on A 1 . Then one of the breaks of Ᏻ at ∞ is greater than 1.
Proof. If every break of Ᏻ were at most 1, then the same would hold for every sheaf Ᏻ ⊗ ᏸ ψ(wt) , with w ∈ k. Therefore,
Since Ᏻ is Fourier,
It follows from Lemma 3.1 that h 1 (Ᏻ ⊗ ᏸ ψ(wt) ) = 0, so that the Fourier transform vanishes. We arrive at a contradiction by applying the Fourier inversion formula. Proof. We proceed by induction on the rank of Ᏻ. If rank Ᏻ is 1, then by integrality of Swan conductor, the break of Ᏻ(∞) is either 0 or 1. Since A 1 is tamely simply connected, the former case implies that Ᏻ is the constant sheaf. The latter case follows from Corollary 2.9. Now suppose dim Ᏻ > 1. By Lemma 3.2, we see that Ᏻ is not Fourier; hence, by virtue of its semisimplicity, it has a direct summand of the form ᏸ ψ(ax) . Writing
the sheaf Ᏻ is lisse on A 1 , and all of its breaks are less than or equal to 1; hence, we may apply an induction hypothesis. Proof. We use the fact that the tame fundamental group of A 1 is trivial. Suppose χ takes values in the ring of integers O E of a finite extension of Q l . We may consider the sequence of finite characters χ n , obtained by composition
where λ is the prime of O E over l. Each χ n corresponds to a cyclic covering of v(n) and m(n), respectively. The covering of A 1 corresponding to H (n) has to be trivial, since it is abelian of degree prime to p. We are finished once we show that the increasing sequence of v(n) has an upper bound. But this holds because for sufficiently large n, the index of
Some facts about Lie groups.
We use standard facts about the representation theory of semisimple Lie algebras and Lie groups. We follow standard terminology and notation (see, e.g., [Ja] ), except for the following.
We denote Lie algebras A 1 , B 2 by C 1 , C 2 , respectively. Given a choice of Cartan subalgebra h of a semisimple Lie algebra g, and given a choice of simple roots R of g, let π denote the corresponding system of fundamental weights of g. Any dominant weight is a linear combination with integral coefficients
We refer to these coefficients as numerical labels of . We denote by R( ) an irreducible representation of g with highest weight .
The following lemma is presumably well known, but we were unable to find a satisfactory reference. The lemma describes the normalizer of a connected semisimple linear algebraic group in the ambient GL. To formulate our result, we recall that if G is a connected semisimple algebraic group, then elements of the subgroup of Aut Lie G generated by exp (ad x Proof. Conjugation by any element of G is an automorphism of g; hence, upon multiplication by an invariant automorphism (which is induced by conjugation by an element of G 0 ), we may assume it preserves (h, π). It follows from the uniqueness of the highest weight vector that the highest weight of V does not change under the action of r.
Suppose without loss of generality that σ fixes (h, π). Since σ fixes the highest weight, the representations ρ, σ •ρ are isomorphic; hence, there exists an intertwining element r in GL(V ) translating one into the other.
We also need some results on certain finite subgroups of exceptional Lie groups.
To that end, we prove two results. (
Proof. First we know by the classification of maximal reductive subalgebras of exceptional Lie algebras (see [MPR, ) that the groups listed map to the exceptional Lie groups. Then we use explicit formula for the number of points on these Chevalley groups (see [CCNP, p. 14] ) to see that their ratio, which is a polynomial in λ, is prime to p.
Explicitly, we have
Corollary 4.3. Let P be a finite 7-group inside E 7 (C). Then the adjoint representation of E 7 (C) has a P -invariant.
Proof. Choose a basis of the adjoint representation V such that P acts by matrices with coefficients in a number field F . Choose a prime λ of F (ζ 7 ) such that the residual characteristic of λ is not 7, and the kernel of the reduction map
has no elements of finite order. By [MPR, p. 118] , we may also choose a map φ:
such that the image of φ lies inside E 7 (F (ζ 7 )). By Lemma 4.2, the 7-Sylow subgroups of r(E 7 (F (ζ 7 ))) and r•φ(F (ζ 7 )) have the same size. Since the latter lies inside the former, it is sufficient to show that the 7-Sylow subgroup of r•φ(F (ζ 7 )) has an invariant. We know [MPR, p. 118 ] that under the embedding φ, V contains the adjoint representation of SL(8, F λ ). Since no 7-group can act irreducibly on an 8-dimensional vector space, the 7-Sylow subgroup of SL(8, F λ ) has an invariant when acting on the adjoint representation of SL (8), and a fortiori an invariant when acting on V .
Corollary 4.4. The p-Sylow subgroup of a split exceptional Chevalley group G over a finite field F of characteristic not equal to p is abelian if
(1) G = E 6 and p > 11, (2) G = E 7 and p > 7, (3) G = E 8 and p > 7, (4) G = F 4 and p > 7, (5) G = G 2 and p > 3.
Proof. We apply Lemma 4.2 and note that in each case, the p-Sylow subgroup of G admits a faithful less than p-dimensional representation. Proof. Any semisimple algebraic group over a finite field is automatically F-quasisplit, that is, it has a Borel subgroup defined over F (see [Hu, Theorem 35.2] ). Since G has no nontrivial outer automorphisms, it is by [Hu, 35 .1] split; that is, it has an F-split maximal torus together with associated admissible isomorphisms. Since the Galois group decreases under specialization, it is sufficient to prove our claim for the generic point of G. Denote by K the field of coefficients of char(η), where η is the generic point of G. The splitting field L of K is the field generated by the roots of G. Any automorphism of L/K induces an automorphism of the root system of G. Quite generally, the automorphism group of a root system R of G is the semidirect product of the Weyl group of R with the group of outer automorphisms of G, which proves our result since our root system has no nontrivial automorphisms.
A Lie simplicity theorem.
The following theorem gives a sufficient condition for a semisimple algebraic group either to have a simple Lie algebra or to be on a short list of exceptional cases. (1) The Lie algebra of G is simple.
and there exists an element of G that interchanges the two simple factors V . As a representation of the Lie algebra of G, V is the tensor product of standard representations of the factors. The subgroup
G ∩ (G m · G 0 ) has index 2 in G. (3) The Lie algebra of G is sl(2) × sl(2) × sl(
2). As a representation of the Lie algebra of G, V is the tensor product of three standard representations of sl(2). The index of
Proof. Let g be the Lie algebra of G, and let g = g i , i ≤ k be the decomposition of g into simple factors. Choose a Cartan subalgebra h of g and a system of simple roots π .
Since V is Lie irreducible, there is a corresponding decomposition V = ⊗V i , i ≤ k, where V i is an irreducible represention of g i of highest weight w i . The group G acts on its connected component by conjugation, and this action can be interpreted as a permutation action on g i , or even as a permutation of the set 1, . . . , k. For any i ≤ k, denote by orb(i) the number of simple factors in the orbit of g i in this action. As g-representation, we may write
Choose any j ≤ k. By abuse of notation, we denote by ι the involution of any semisimple Lie algebra that carries an irreducible representation to its dual. Denote by E j the irreducible g-submodule of V ⊗ V ∨ with highest weight w j + ιw j . Let W j be the G-irreducible component containing E j . It is a sum of representations factoring through simple quotients of g isomorphic to g j , namely, those in the orbit of g j under the action of G on the Dynkin diagram. Since any element of G acts trivially on the highest weight of V , any element of G stabilizing g i acts trivially on the highest weight of V i and can map g r to g s only if there is an isomorphism
On the other hand, d
It follows that the function φ n (d) is monotonously increasing on this interval, so that
and that implies orb(j ) ≤ 3. Now consider three cases.
Suppose orb(j ) = 3. Then
divides N, it follows that N = 8. There is a unique simple Lie algebra with a 2-dimensional representation, namely, sl(2) in its standard representation. This is the case (3). The group of outer automorphisms of sl(2) × sl(2) × sl (2) is the symmetric group on three elements, and we know that G operates transitively on factors of g. This proves the claim about the index.
Suppose orb(j ) = 2. Then
and d 2 j divides N ; therefore, N = d 2 j , which implies that g is the direct product of two isomorphic simple algebras. We claim that End 0 (V i ) is an irreducible representation of g i , i ≤ 2. Suppose not. Then in the decomposition of End 0 (V i ) into g-irreducibles there are members of at least two distinct orbits of Stab G (g i ) because the weight w i + ι(w i ) occurs only once (see [Bou, §7] ) in End 0 (V i ). One of these orbits has dimension less than d 2 j /2, and the G-stable subspace of End 0 (V ) containing it has dimension less than d 2 , contradicting the assumption. It is known that End 0 (V i ), being irreducible, implies that V i is the special linear algebra in its standard representation. If N > 4, the group of outer automorphisms of sl( √ N) has order 2 and is generated by the canonical involution. Moreover, neither V 1 nor V 2 is self-dual, so the index of
, then the group of outer automorphisms is trivial; hence, the index is also 2.
Finally, suppose that for all j , orb(j ) = 1. We still have
and the Lie algebra of G is simple.
A classification theorem. We now give general classification theorems for pairs (g, V )
, where g is a simple Lie algebra and V is a representation of g that satisfies a hypothesis similar to that of Theorem 5.1.
The proof requires us to compare dimensions of various representations-a tedious task in general. However, the following lemma is often sufficient. First, we introduce partial ordering on the set of numerical labels as follows. Let = ( i ), = ( i ) be two sets of numerical labels with respect to the same choice of Cartan algebra and numbering of simple roots. Then we say ≥ if i ≥ i .
Lemma 6.1. Let and be dominant weights of a semisimple Lie algebra g.
and the equality holds if and only if = .
Proof. The proof follows from Weyl's dimension formula. (
Proof. The exceptional Lie algebras are handled by inspection (see [MPR, Chapter 6,  Table 2 ]) and by repeatedly applying Lemma 6.1. We therefore deal only with the classical Lie algebras.
Until further mention, suppose that g is of type A l , l ≥ 2. We make comparisons of dimensions of various representations using Lemma 6.1 and Table 1 , which, for brevity, is not mentioned explicitly. The Dynkin diagram has a symmetry that maps π i to π l+1−i . Therefore, without loss of generality, we may assume that for some i ≤ l/2, the numerical label i is not 0. Following Leitfaden 1, we distinguish several cases, which we box for clarity. 1 > 0, 2 = l−1 = l = 0, and w is not a multiple of π 1 Then one of the labels 3 , . . . , l−2 is nonzero so that l ≥ 5. Since
Leitfaden 1 
20 50 210 588 1344 2700 we conclude that 5 ≤ l ≤ 7. We have
and hence we conclude that this case could not have occurred.
we conclude that w = π 1 , or 2π 1 .
we conclude that l = 2, and since dim R(
we conclude that l ≤ 7. We have
which implies that for 5 ≤ l ≤ 7, only π 3 , π l−2 may occur as highest weights of V .
we conclude that l = 2, so that w = k ·π 2 , but since dim R(3π 2 ) = 10 > 8 = rank A 2 , we conclude that
we conclude that either l = 2, which was the case considered immediately above, or w = π 2 .
which shows that this case could not have happened.
Suppose now that g is of type
which implies the desired conclusion for an algebra of type B l . Now suppose that g is of type
which implies the desired conclusion for an algebra of type C l .
Now suppose that g is of type
which implies the desired conclusion for an algebra of type D l .
One knows that most representations of simple Lie algebras are orthogonal (in fact, only Lie algebras of type A l , D 2k+1 , and E 6 admit non-self-dual representations, and only Lie algebras of type A 4q+1 , B 4q+1 , B 4q+2 , C l , and D 4q+2 admit any symplectic representations. Therefore, it seems appropriate to provide a sublist of representations of Proposition 6.2 that are not orthogonal.
Corollary 6.3. Suppose that V is an irreducible representation of a simple Lie algebra g that is not orthogonal. Suppose further that V has dimension not exceeding the dimension of g, or equivalently, the dimension of V is smaller than or equal to the dimension of the adjoint representation of g. Denote by w the highest weight of g in V . If V is symplectic, then (g, w) is one of the following:
( -dual, then (g, w) is one of the following:
(
Proof. The proof follows from Proposition 6.2 by examination of Table 2 .
7. Airy sheaves. Let k be the algebraic closure of a finite field of characteristic p > 0. A Q l sheaf is called an Airy sheaf if it is lisse on A 1 k and irreducible as an I (∞) representation with Swan conductor one bigger than its rank. In this section, we derive some properties of Airy sheaves. Table 2 Lie Algebra
Order of the Center Self-Duality Symplecticity Proof. The class of sheaves lisse on A 1 with all ∞ breaks greater than 1 is stable under Fourier transform (see [K3, Class (1)] ). Similarly, the class of sheaves lisse on A 1 with an irreducible representation of I (∞) of break greater than 1 of exact denominator equal to the rank of the sheaf is also stable under Fourier transform (see [K3, Class (1ter)] ). If Ᏺ is in either of these classes, then the Euler-Poincaré formula gives
Conditions Conditions
The lemma now follows from the fact that for either of the above classes, the Swan conductors of Ᏺ(∞) and FT ψ Ᏺ(∞) are the same (see [K3, p. 222] ).
To avoid trivialities (see Example 7.3.1) we assume that the rank of an Airy sheaf is greater than 1. The length of an Airy sheaf Ᏺ is defined to be the exponent r, such that the Fourier transform of Ᏺ is a character of exact order p r . This terminology is intended to suggest the correspondence of characters of π 1 (A 1 ) with Witt vectors (see Proposition 2.7).
In view of the preceding lemma, it seems natural to start with an overview of characters of π 1 (A 1 ). (k[x] ) such that ᏸ corresponds to φ(f ) in the sense of Proposition 2.7.
where
F , pure of weight 0. For any finite overfield E of F, and any x in E = A 1 (E), the trace of Frobenius at x is given by
Proof. The proof of (1) is Lemma 3.5. The proofs of (2) and (3) follow from Theorem 2.8 and Proposition 2.7 except for the fact that ᏸ φ(f ) is a Q l (ζ p r ) sheaf, which is clear since we pushed out a Z/p r Z torsor by a character of Z/p r Z. (4) is a standard result about pushouts of torsors (see [De] ). To prove (5), we note that for any commutative ring A, there is a natural map r : A → W r (A), given by r(x) = (x, 0, . . . , 0), and
(6) follows from Proposition 2.7.
For future reference, we record the following result.
Lemma 7.3. The following are equivalent: 
Proof. Equivalence of (4) with (1), (2), (5), (6) follows directly from the definition of H 0 (A 1 , Ᏻ) (resp., H 2 c (A 1 , Ᏻ)) as the space of coinvariants (resp., invariants) of π 1 (A 1 ) when acting on a Q l sheaf Ᏻ. Equivalence of (3) with (4) follows from Proposition 2.7. Equivalence of (5) and (7) follows from the Lefschetz trace formula and the fact that
is mixed of weight less than or equal to 1.
In what follows, we use the notation
Example 7.3.1. When Swan ∞ (ᏸ) = 2, it is possible to compute the Fourier transform of ᏸ explicitly.
We distinguish two subcases. First suppose that p > 2, so that by Theorem 2.8, r = 1. If we take f of the form ax 2 + bx + c, we may also assume that φ = ψ. We compute the trace of Frobenius at an E-valued point t of A 1 :
This computation shows that the Fourier transform is again a character of order p of Swan conductor 2. When p = 2, then by Theorem 2.8, r = 2, and f may be taken of the form (ax, bx). Furthermore, we may assume that φ 2 (cx) = ψ(x). We can compute the trace of Frobenius at an E-valued point t of A 1 : 
Proof. Since the unique break of ᏸ φ(f ) is by assumption greater than 1, the Fourier transform of ᏸ φ(f ) is lisse on A 1 , and its rank is equal to Swan(ᏸ φ(f ) ) − 1, which proves (1). Since ᏸ φ(f ) is lisse on A 1 , and FT ψ (ᏸ ψ(f ) (6) follows from (2). Finally, (7) is a direct consequence of Proposition 7.2(4). 
Most of our conclusions about
( 
7) When f has coefficients in a finite field F, then End 0 (Ᏺ) is naturally a lisse sheaf on A 1 F , and there it is pure of weight 0. For any finite overfield E of F, and any t in E = A 1 (E), the trace of Frobenius at t is given by
Proof.
(1) and (2) follow from Proposition 7.4(1), (2), respectively. (3) follows from Proposition 7.4(2). (5) follows from Proposition 7.4(3). (7) follows from Proposition 7.4(4) and (5) . (8) can be seen from the fact that End(Ᏺ) = Ᏺ ⊗Ᏺ ∨ = Ᏺ ∨ ⊗Ᏺ.
Denote by j : A 1 → P 1 the natural compactification of the affine line. It follows from (3) that 
It follows that H
It follows that h i c (End 0 (Ᏺ)) = h i (End 0 (Ᏺ)) = 0, which proves (6). (An observant reader will certainly notice that we proved the rigidity of Ᏺ, a sheaf property introduced and examined in more detail in [K4] 
However,
To require that the last expression to be less than or equal to C w |E| 1/2 is equivalent to f (x)− f (x + w) not lying in (F − 1)W n (k[x] ) (see Lemma 7.3).
Geometric interpretation of Airy sheaves and duality.
We give a geometric interpretation of Airy sheaves, which helps us demonstrate some of their more subtle properties.
The following is a deep result on endomorphism algebras of abelian varieties.
Theorem 8.1 (Zarhin, Mori). Let A and B be abelian varieties over a field K, finitely generated over its prime field. Then the natural map
is an isomorphism, and
Proof. See [Mo, Théorème 2.5].
As a corollary of the preceding theorem, we have the following result on the decomposition of the Tate module of an abelian variety. 
The traces of Gal(K sep /K) acting on V i,σ lie in σ (E i ).
Proof. Clearly, it is sufficient to consider the case of a K-simple abelian variety
is a decomposition of T l (A) ⊗ Q l into its irreducible components, then the algebra End(T l (A)) ⊗ Q l is the direct product of M d j (Q l , where E is a finite extension of Q, then V decomposes naturally into components on which E acts via different embeddings of E into Q l or via 0. Since A is assumed to be K simple, only nonzero embeddings occur, and since the traces of E lie in Q, all embeddings occur with equal multiplicity (see [ST, Chapter II, Lemma 1] ).
Now consider a 1-parameter family of Artin-Schreier-Witt curves, given by
where U is a dense open subset of A 1 and C admits a Z/p r Z action compatible with p, whose quotient is P 1 ⊗ U . If q = r•p, then we obtain cohomology sheaves
The Z/p r Z action carries over to Ᏺ, and we can decompose Ᏺ according to the characters of Z/p r Z. Suppose that the family C has an additional automorphism τ of order 2, such that if σ is the generator of Z/p r Z, then
Then τ interchanges Ᏺ φ and Ᏺφ. Since Ᏺ φ and Ᏺφ are self-dual, that means that Ᏺ φ is self-dual, since α, β := (α, τβ) is a pairing on Ᏺ φ . The pairing is easily shown to be symplectic:
To give the above construction concrete meaning, we suppose that C corresponds to a family f t (x) of Witt vectors, where f t (x) = (f 0 (t, x), . . . , f r (t, x)) are polynomials in F[x, t]
, where F is a finite field. We can compute, using the Lefschetz trace formula, that for any E-rational point t ∈ A 1 ,
. . , f r (x)+tx), Ᏺ φ is an Airy sheaf. To see this, compare its trace function with the one computed in Proposition 7.4(4). Assume that the sheaf Ᏺ φ is self-dual. Note that this is automatic when p = 2 and r = 1, and never happens if p = 2 and r > 1. Indeed, a necessary and sufficient criterion for an Airy sheaf to be self-dual is that it be the Fourier transform of a character χ of π 1 (A 1 ) such that [−1] * χ = χ −1 . In characteristic 2, [−1] * is the identity functor, and only characters of order 2 are self-dual. Moreover, if p = 2 and r = 1, then clearly the Airy sheaf is symplectic, since it is the whole of the cohomology of an Artin-Schreier curve. So suppose that p > 2, so that by Proposition 7.4(5) and (7)
. For a point (y, x, t) in C, the automorphism σ maps it to (y + 1, x, t), where (x, t) is a point of A 1 × U . The map τ : (y, x, t) → (−y, −x, t) is then an example of an automorphism of a family C as above, and we conclude that any self-dual Airy sheaf is symplectic. (k[x] ), where k is the algebraic closure of F p . Take f t (x) = f (x)− f (x − t). As remarked above, the trace of Ᏺ φ at an E-valued point t of A 1 is
Example 8.2.2. Suppose that p > 2 and let f (x) be an "odd" Witt vector, that is,
On the other hand, using Proposition 7.5(7), we find that for t = 0,
This shows that the Fourier transform FTψ End 0 (Ᏺ φ(f ) ) is the sheaf Ᏺ φ for the family of Witt-Artin-Schreier curves given by f t (x) = f (x)− f (x − t).
Example 8.2.4. The p = 2 case of Examples 8.2.2 and 8.2.3 is of particular interest. Let f t (x) = f (x) + f (t + x), but make no assumption on f (x).
Note that the fibers over x and t +x of this family are canonically isomorphic. Let σ be a generator of Z/2 n Z. Then the map τ : (y, x, t) → (σ 2 n−1 y, x + t, t) is an automorphism τ as above, so we conclude that any component Ᏺ φ is symplectic. We note that the trace function of this sheaf is
which for all x = 0 is identical with the Fourier transform of End 0 (Ᏺ φ(f ) ) (see Proposition 7.5). Therefore, if End 0 (Ᏺ φ(f ) ) is Fourier, then its Fourier transform is symplectic.
It is convenient to use the following definitions.
Definition. Let K be an algebraically closed field of characteristic 0. A finitedimensional K-representation of a group G is called Lie irreducible if it is irreducible, and it stays irreducible when restricted to every subgroup of finite index of G. Equivalently, an irreducible representation ρ is Lie irreducible when the restriction to the Lie algebra of the Zariski closure of the image of ρ is irreducible. A K-representation of a group G is called Lie self-dual (resp., Lie orthogonal, Lie symplectic) if it becomes self-dual (resp., orthogonal, symplectic) when restricted to a subgroup of finite index of G. 
(1) and (2) are equivalent for any Lie irreducible representation of any group. (3) clearly implies (2). To prove the converse, we note that any Q l -valued character of π 1 (A 1 k ) of break less than 2 has a break 1 or 0, hence, by the "break depression lemma" of [K2, 8.5.7 ] is of the form ᏸ ψ(wx) for some w ∈ k.
If the coefficients of f lie in a finite field F, then the sheaf Ᏺ ⊗ Ᏺ is a lisse sheaf on A 1 F , where it is pure of weight 2. We need to check whether or not
This is equivalent to the existence of a constant C such that for all finite overfields E of F, the sum
is bounded by |E| 3/2 . By Lemma 7.3, this is the case if and only if the Witt vector
, which shows the equivalence of (3) and (4). Now suppose that (3) holds, so that there is a w in k such that
has a constant sheaf for a quotient, so Ᏻ is self-dual. If p = 2, then any Airy sheaf of level 1 is self-dual, and by Example 8.2.1, no Airy sheaf of higher level is self-dual.
Finally, suppose (1) holds, so by (5) we may assume that Ᏺ is self-dual. Then the result is proved in Example 8.2.1.
9. Kloosterman sheaves. Let k be an algebraic closure of F p . Any sheaf Ᏺ lisse on G m ⊗ k that is tame at 0, totally wild at ∞, and of Swan conductor 1 is called a Kloosterman sheaf. Such sheaves were studied in great detail in [K2] . There Katz introduced sheaves Kl n (ψ, χ 1 , . . . , χ n ) and showed that they are prototypes for more general Kloosterman sheaves in the following sense. 
Proof. See [K2, Theorem 8.7 .1].
General approach to computation of monodromy.
Let k be an algebraically closed field of characteristic p > 0, let C be a curve over k, and let Ᏺ be a lisse Q lsheaf on C. Choosing a geometric point x in C, Ᏺ corresponds to a representation ρ of the fundamental group π 1 (C) of the curve on the finite-dimensional Q l -vector space Ᏺ x . We denote by G geom the Zariski closure in GL(Ᏺ x ) of the image of the fundamental group in this representation. Sometimes one expects that the group G geom is "big" in the sense that G geom is one of the classical groups SL(V ), SO(V ), Sp(V ).
A first step towards establishing such a result is determining whether the action of the Lie algebra g geom of G geom is irreducible. We use the following result of Katz. The following corollary is simple to prove but very useful in applications. Proof. By Proposition 10.1, we may assume that ρ is either induced or a tensor product, both in a nontrivial way.
If ρ is induced, then Ᏺ = g * Ᏻ, where g is a finite étale cover of U , say, of degree d dividing n. Then by Lemma 2.4,
Without loss of generality, we may assume that rank Ᏻ ≤ √ n, so that rank End 0 Ᏻ ≤ n − 1, which finishes our proof.
A general procedure for showing that G geom is "big" is to proceed as follows: (1) show that Lie G geom acts irreducibly using Corollary 10.2; (2) show that Lie G geom is simple using Theorem 5.1; (3) show that Lie G geom is a classical group using Proposition 6.2 or Corollary 6.3. In the next two sections, we apply this procedure to Airy and Kloosterman sheaves. In the course of doing so, several lemmas prove useful. All of them deal with the following situation.
Given a linear representation of G geom , say,
the composite representation
gives rise to a lisse Q l -sheaf of rank d on C, denoted by Ᏺ(ϒ). It is somewhat awkward to use previous lemmas, because in practice we do not know what the geometric monodromy group is and only have some (possibly incorrect) guess as to its Lie algebra. In these situations, we use the following combined version of Lemmas 10.4 and 10.3. To formulate it, we recall that automorphisms of Dynkin diagram of a semisimple Lie algebra act naturally on the weights of the Lie algebra.
Lemma 10.5. Suppose that k is an algebraically closed field of characteristic p > 0. Consider quadruples (Ᏺ, g, 1 , 2 ) with the following: Ᏺ is a lisse Lie irreducible Q l sheaf on an affine curve C, g is a semisimple Lie algebra, which is Lie G geom , 1 is a dominant weight of g, which is the highest weight of Lie G geom in its representation in GL(Ᏺ x ), x is any geometric point of C, and 2 is another dominant weight of g.
Suppose further that (i) R( 1 ) and R( 2 ) as representations of the universal covering group of G, and both have kernels of finite order prime to p; (ii) the geometric monodromy group
Then there exists a lisse sheaf Ᏻ on C such that (1) the Lie algebra of the geometric monodromy group of Ᏻ is g in the representation R( 2 ), (2) at every point p of C, Ᏻ(p) and Ᏺ(p) have the same highest break.
Proof. Suppose that we find linear algebraic groups G 1 , G 2 , their faithful representations ϒ 1 , ϒ 2 , and homomorphisms φ 1 :
P3) ϒ 2 has highest weight 2 , (P4) φ 1 , φ 2 have kernels prime to p. Then by Lemma 10.4, we may construct a sheaf Ᏻ # with monodromy group G 1 , and then define Ᏻ := Ᏻ(ϒ 2 ). By construction, Ᏻ satisfies (1), and by (P4), it satisfies (2).
Let
Let c 1 , c 2 be the order of centers of the universal cover G # 1 of (G geom ) 0 and of the image G # 2 of G # 1 in R( 2 ). We define
We let φ 1 and φ 2 be the natural homorphisms guaranteed by the universal property of group products. We take for ϒ 1 any faithful representation of G 1 . We take for ϒ 2 the tensor product representation of the product group G # × Z/n i . Properties (P1)-(P4) are satisfied by construction.
Monodromy of Airy sheaves.
Our first goal is to show that without loss of generality, we may restrict our attention to sheaves that are Lie irreducible. Proof. Assume that Ᏺ is neither Lie irreducible nor finite. Our first task is to show that Ᏺ is induced. By Corollary 10.2, End 0 Ᏺ has a subsheaf of rank < n := rank Ᏺ. Let Ᏻ be any subsheaf of End 0 Ᏺ of rank less than n. Since all breaks of Ᏺ at ∞ are equal to (n+1)/n, all the breaks of Ᏻ are less than or equal to (n+1)/n. But the rank of Ᏻ is less than n; therefore, by the integrality of Swan conductors, all the breaks of Ᏻ are less than or equal to 1. It follows by Corollary 3.3 that Ᏻ is a direct sum of various ᏸ ψ(a i x) and the constant sheaf. Since End 0 Ᏺ does not contain a nonzero constant subsheaf, it follows that Ᏻ is a sum of characters of order p.
Suppose that Ᏺ is a tensor product Ᏼ 1 ⊗ Ᏼ 2 , where rank Ᏼ 1 ≤ rank Ᏼ 2 . Denote by the image of π 1 in Ᏼ 1 . Since det Ᏼ 1 is a character of π 1 (A 1 ), it is finite by Lemma 3.5. Hence, the center Z of is cyclic and isomorphic to some group of roots of unity, and /Z is abelian and isomorphic to a subgroup of (Z/p) r . Therefore, is supersolvable, so that Ᏼ 1 is induced from a character. Therefore, Ᏺ itself is induced, so we may write
where g is a finite étale cover of A 1 , through which Ᏺ is induced.
In this case, we may take Ᏻ := g * Q l /Q l . Now g is a subcover of the covering trivializing the representation g * Q l /Q l , which by the above discussion of Ᏻ, is a sum of characters of Swan conductor 1. We note that any such character has order p. Therefore, g is a subcover of the cover trivializing all of the characters occurring in g * Q l . The cover trivializing those characters is abelian with Galois group of type (p, . . . , p) . Therefore, the cover itself is abelian with elementary abelian Galois group, and factoring it as a succession of p-covers, we see that Ᏺ = g * Ᏼ, where g is a finite étale Z/p-cover of A 1 , of Swan conductor 1. The sheaf Ᏼ is lisse on A 1 , and because Ᏺ(∞) is irreducible, Ᏼ(∞) is also irreducible. In particular, Ᏼ(∞) has a unique break λ at ∞. If λ ≤ 1, then by Corollary 3.3, Ᏼ would be a sum of ᏸ ψ(a i x) , and hence finite, but that contradicts our assumption that Ᏺ is not finite. By local Fourier transform t, the Fourier transform of Ᏼ is lisse on A 1 , and to compute its rank it is sufficient to compute its rank at a single point. We do so at the point 0, where the fibre of FT ψ Ᏼ is
which is 1-dimensional by Lemma 7.1. Therefore, by Lemma 7.1, Ᏼ is an Airy sheaf. We already showed that if Ᏺ is induced, then End 0 (Ᏺ) contains a subsheaf consisting of characters of break 1; hence, End 0 (Ᏺ) is not Fourier. Conversely, if End 0 (Ᏺ) is not Fourier, then End 0 (Ᏺ) (which is semisimple because of its purity (see Proposition 7.5(7))), contains characters of π 1 (A 1 ) of finite order, and hence invariants of g geom , which shows that the g geom does not act irreducibly on Ᏺ.
Definition. Let V be a completely reducible representation of a group. We say that an irreducible summand W is dimensionally unique if it has dimension that is unique among dimensions of irreducible summands of V .
The following lemma, special to characteristic 2, is used many times. 
Ᏺ) has a break λ > 1. But by Proposition 7.5(2), λ ≤ (n+1)/n. Therefore, the assumptions of Theorem 5.1 are satisfied, and we have that g geom is either simple or sl(
. By Theorem 5.1, the group G geom has a subgroup of index 2, which corresponds to a finite étale cover of A 1 of degree 2, which is possible only when the characteristic is 2. In that case, End 0 (Ᏺ) contains a G geomirreducible summand of dimension less than 2n with multiplicity 1, namely, it is the component that, as a g geom representation, is the sum of two adjoint representations of simple factors of g geom . This is a contradiction by Lemma 11.2.
Finally, suppose that g geom = sl(2) × sl(2) × sl(2). By Theorem 5.1, the group G geom has a normal subgroup with quotient either S 3 or A 3 . In the former case, G geom has a normal subgroup of index 2, so that p = 2, whereas in the latter it has a normal subgroup of index 3, so that p = 3. Let W be the subsheaf of End 0 (Ᏺ) that corresponds to the sum of the adjoint representations of the simple factors of g geom . When p = 2, the existence of such a W contradicts Lemma 11.2. If p = 3, then p 8 = rank Ᏺ, so by Lemma 2.10 and Proposition 7.5 (1) and (4) we may write W (∞) = χ + W 0 , where W 0 has break 9/8 and χ is a tame character of I (∞). Then
By Lemma 2.10, it follows that breaks of End(W ) are 0 and 9/8. When restricted to (G geom ) 0 , W splits into three distinct representations of (G geom ) 0 , so that W is induced from a subgroup of index 3, say, W = g * W 1 . Hence, End W contains K = g * Q l /Q l , but since it can have only breaks 0 or 9/8, it is tame, and hence constant, but that is impossible, since g was a connected cover of A 1 . 
Proof. If there were an element σ in G geom not lying in G m · (G geom ) 0 , then conjugation by σ would induce a nontrivial outer automorphism of g geom . By Lemma 11.4, the pair g geom and its highest weight is one of those listed in Corollary 6.3, and among those only sl(6) in its third fundamental representation admits such an automorphism. The index of Proof. By Lemma 11.4, Lie G geom and its weight is one of those listed in Corollary 6.3. We can exclude the symplectic cases (2) and (4), as well as the non-self-dual cases (2), (3), (4), and partially the non-self-dual case (1) of those from Corollary 6.3. Indeed, upon application of Lemma 10.5 to one of (Ᏺ, B l , π l (Ᏺ, D l , π l−1 , π 1 ), we arrive at a contradiction of the integrality of the Swan conductor. By virtue of Lemma 11.5, we can also apply Lemma 10.5 to (Ᏺ, A 5 , π 3 , π 1 ) excluding the symplectic case (1) as well.
The remaining possibilities are g geom = sl(d) or g geom = sp(2d) in their standard representations, or g geom = E 7 or g geom = E 6 in their 56-and 27-dimensional representations, respectively. We now prove that the latter two possibilities cannot arise.
First, we restrict characteristics p in which these E 7 or E 6 cases could possibly occur. Recall from Proposition 7.5(6) and Lemma 3.1 that the average break of any irreducible summand of End 0 (Ᏺ) is 1. On the other hand, if p rank Ᏺ, then in the break decomposition of End 0 (Ᏺ)(∞), only 0 and 1 + 1/ rank Ᏺ occur (see Lemma 2.10). We conclude that if p rank Ᏺ, any irreducible summand of End 0 (Ᏺ) has dimension divisible by rank Ᏺ+1. Examining Table 3 , we see that if g geom = e 7 , then p = 7, and if g geom = e 6 , then p = 3.
Suppose that g geom = e 7 in its 56-dimensional representation. Then Sym 2 contains a 133-dimensional, irreducible summand V , namely, the adjoint representation of e 7 . By Lemma 2.6, Sym 2 (Ᏺ) also contains four tame characters at ∞, all of order 8. By Corollary 4.3, at least one of these characters lies in V .
Taking the Fourier transform of V , we obtain a sheaf W of rank less than or equal to 2 (see Lemma 3.4). By local Fourier transform theory, inertia at 0 acts on W by a character χ 0 of order 8. If W is 1-dimensional, then the field generated by the traces of inertia is the field Q(ζ 8 ) ⊃ Q(i). If W is 2-dimensional, let χ 1 denote the other character through which I (0) acts. Let α ∈ I (0) be an element such that χ 0 (α) is an eighth root of unity, and suppose χ 1 (α) is an mth root of unity, where m = 2 ν m 0 , where 2 m 0 . Then χ 0 (α m 0 ) is again an eighth root of unity and χ 1 (α m 0 ) is a 2 ν th root of unity ξ . Therefore, the field generated by traces of inertia contains
If Q(ξ ζ 8 ) does not contain Q(ζ 8 ), then ξ is an eighth root of unity, which is the complex conjugate to ζ 8 . Therefore, we have that the field generated by traces of I (0) acting on W contains Q(i). 
in which both summands have dimension less than or equal to 1, 596.
Having established that W is dimensionally unique, it follows that there is a splitting of the Jacobian J = A×B of the family of curves and W = T l (A) φ . In particular, the traces of Frobenius at 0 of FT ψ V lie in the field obtained by adjoining all 7-power roots of unity to Q. But Q(i) is a subfield of the field generated by the traces, which is a contradiction.
Suppose, finally, that g geom = E 6 in its 27-dimensional representation, so that p = 3. It is known [MPR, p. 293 
Since FTψ (Ᏺ ⊗ Ᏺ) is pure of weight 2, and hence semisimple, this implies that
Since H 2 c is pure of weight 4, we can examine whether this holds by using the Lefschetz trace formula. If f has coefficients in a finite field F, then for any overfield E of F,
It follows that H
, where f r−1 is a polynomial of degree 28, and hence f (u) + f (v)+ f (u+ v) has its last coordinate of degree 28, and hence it cannot be in (F − 1)W r (k[u, v] 
Proof. We apply Lemma 11.4 together with Lemma 11.2 and examine Table 3 to conclude that if the conclusion of Proposition 11.7 does not hold, then g geom = D 6 , or g geom = E 6 , or g geom = A l in their 32nd, 27th, and second fundamental representations, respectively. We consider these cases separately.
We see from Table 3 that End 0 (Ᏺ) has a 66-dimensional subspace V whose Fourier transform is, by Lemma 3.4, less than or equal to 2-dimensional, but because of Lemma 11.2, is actually 2-dimensional. By Lemma 3.4, Proposition 7.5(1) and (4), and Lemma 3.1, it follows that V has two breaks 0. This contradicts Lemma 2.6 since the rank of Ᏺ is 32, which is a perfect power of p = 2.
In this case, p rank Ᏺ, so by Lemma 2.10, only the breaks 0 and 28/27 can possibly occur in the break decomposition of End 0 (Ᏺ). By Lemma 3.1 and Proposition 7.5(6), we conclude that the average break of every irreducible summand of End 0 (Ᏺ) is 1. Therefore, the rank of every irreducible summand of End 0 (Ᏺ) has to be divisible by 28, which is not the case, as we see from Table 3 .
In this case, we have to prove that l +1 is a power of 2. Our first remark is that l = 3, since then the second fundamental representation is orthogonal. By Lemmas 10.4 and 11.5, there exists a sheaf Ᏼ such that 2 Ᏼ = g * Ᏺ, where g is an étale cover of A 1 of degree dividing 2. Since the inertial representation at ∞ of Ᏺ is irreducible, the inertia representation of g * Ᏺ has at most two components. If Ᏼ(∞) were reducible, say, W 1 +W 2 , then g * Ᏺ(∞) is 2 W 1 + 2 W 2 +W 1 ⊗W 2 . Hence, Ᏼ(∞) is irreducible. By Proposition 2.2, if l + 1 is not a power of p = 2, then we can write l + 1 = 2 m n, with n odd and greater than or equal to 1, such that Ᏼ(∞) is induced from a 2 mdimensional representation of I (∞)(n). When restricted to I (∞)(n), Ᏼ(∞) has n irreducible summands Z i , each of dimension 2 m .
Suppose the Z i 's were 1-dimensional. Then since n is odd and l = 2, we have n = l + 1 ≥ 5. In particular, by Lemma 2.6, End 0 (Ᏼ) contains n − 1 ≥ 4 tame characters of finite order. Since End 0 (Ᏼ) is a summand of End 0 (Ᏺ) that is Fourier by Proposition 11.1, End 0 (Ᏼ) itself is Fourier. Since
we have that FT ψ End 0 (Ᏼ) has rank less than or equal to 2 by Lemma 3.4. On the other hand, the presence of n − 1 ≥ 4 tame characters at ∞ of Ᏺ implies by local Fourier transform that FT ψ End 0 (Ᏼ) has n − 1 ≥ 4 characters acting at 0, so FT ψ End 0 (Ᏼ) has rank at least 4, which is a contradiction. Therefore, the Z i 's are greater than 1-dimensional and 2 Ᏼ(∞) = g * Ᏺ(∞) has at least n irreducible summands, namely, the 2 Z i , which are permuted by the action of I (∞)(n). Let U be an irreducible summand of g * Ᏺ(∞) containing one 2 Z i . We have 1 2
In particular,
Therefore, n = 1, and l + 1 is a perfect power of 2, say, 2 m , and hence,
Monodromy of Kloosterman sheaves.
In [K1] , Katz computes the geometric monodromy groups of Kloosterman sheaves Ᏺ when p > 2 rank Ᏺ+1. In this section, we extend his results somewhat.
The first of our results is an analogue of Proposition 11.1, which shows that without loss of generality we may restrict our attention to Lie irreducible Kloosterman sheaves. Proof. Assume that Ᏺ is neither Lie irreducible nor finite, so that by Corollary 10.2, End 0 Ᏺ has a subsheaf Ᏻ of rank less than n. Since Ᏺ is tame at 0, so is Ᏻ. Since all breaks of Ᏺ at ∞ are equal 1/n, all the breaks of Ᏻ at ∞ are less than or equal to 1/n. Since the rank of Ᏻ is less than n, it cannot have nonzero breaks in the interval (0, 1/n]. Therefore, Ᏻ is tame at ∞. The fundamental group of G m is l =p Z l (1), a procyclic group. Since Ᏺ is a pure sheaf (see [K2, Theorem 4.1 .1]), and hence semisimple, Ᏻ is a sum of characters of finite order prime to p.
If Ᏺ were a tensor product of sheaves of lower rank Ᏼ 1 ⊗ Ᏼ 2 , then Ᏻ could be taken as End 0 Ᏼ 1 if Ᏼ 1 has lower rank than Ᏼ 2 . Since wild inertia P ∞ acts trivially on Ᏻ = End 0 (Ᏼ 1 ), it must act via scalars on Ᏼ 1 , which contradicts Proposition 2.2. If Ᏺ is induced, we may take Ᏻ = g * Q l /Q l , where g is the cover of U via which Ᏺ is induced. Then Ᏻ is a subcover of the compositum of all characters occurring in Ᏻ. But the whole compositum corresponds to a finite Kummer covering of G m , so g is itself Kummer. Now suppose that Ᏺ is induced from Ᏻ, so that Ᏺ = g * Ᏻ. Since g is a Kummer covering, Ᏻ is necessarily lisse on G m and tame at 0. To compute the Swan conductor of Ᏻ, we use the Euler-Poincaré formula. Since Ᏺ was irreducible as I (∞)-representation, the same holds for Ᏻ. Moreover,
Therefore, Ᏻ is itself a Kloosterman sheaf. Proof. We would like to apply [K1, Theorem 7] , which has slightly different assumptions. Upon closer examination of its proof, one finds that only the following facts are used:
(1) the inertia representation at ∞ has exact denominator equal to the rank of the sheaf, (2) the rank of the sheaf is not divisible by p, (3) p > rank g geom + 1, (4) the index of [G geom : (G geom ) 0 ] is prime to p. Of these, only (4) is not immediately clear from our assumptions. However, our assumptions guarantee that the covering C of G m corresponding to the subgroup G geom ∩(G m ·(G geom ) 0 ) is tamely ramified at ∞, and hence tame everywhere, hence a Kummer covering. Moreover, the Swan conductor at ∞ of the pullback of Ᏺ to that covering has Swan conductor less than 1. Therefore, the cyclic covering of C needed to pass to the connected component of G geom is tamely ramified. Altogether, we get that the index of (G geom ) 0 in G geom is prime to p, and hence our conclusion follows.
Finally, we note that G geom /(G geom ∩ (G m · (G geom ) 0 )) injects into .
Theorem 12.3. Let p be a prime greater than 7, and let Ᏺ be a Lie irreducible Kloosterman sheaf. Then g geom is one of the following:
(1) sl in its standard representation, rank(Ᏺ) = rank(Ᏻ) 2 − 1 = p 2k − 1.
If the highest weight w of g geom is π 1 , we are in case (2) of Theorem 12.3. If the highest weight were π 2 , we could apply Lemma 10.5 to the quadruple (Ᏺ, B l , π 2 , π 1 ) to arrive at a representation of highest break 1/ rank Ᏺ, but dimension less than rank Ᏺ, which is a contradiction. g geom = C l If the highest weight w of g geom is π 1 , we are in case (3) of Theorem 12.3. If the highest weight of g geom were 2π 1 or π 2 , we could apply Lemma 10.5 to the quadruples (Ᏺ, C l , 2π 1 , π 1 ) and (Ᏺ, C l , π 2 , π 1 ), respectively, to arrive at a representation of highest break 1/ rank Ᏺ, but dimension less than rank Ᏺ, which is a contradiction.
If the highest weight w of g geom is π 1 , we are in case (2) of Theorem 12.3. Now suppose that the weight w of g geom is π 2 . Then End 0 (Ᏺ) contains a subsheaf Ᏻ that is the adjoint representation of g geom . Since Ᏻ has the same rank as Ᏺ and is wild with breaks less than or equal to 1/ rank Ᏺ, all its breaks at ∞ are in fact 1/ rank Ᏺ. The center of the geometric monodromy group of Ᏻ is trivial, and Ᏻ = 2 Ᏼ, where Ᏼ has rank less than rank Ᏺ (the case of g geom of type D 4 is again excluded by Theorem 12.3.) Since Ᏼ has the same highest break as Ᏻ, we arrive at a contradiction.
It remains to consider the case when the Lie algebra of g geom is not simple. In that case, we apply Theorem 5.1 and conclude that g geom is either sl(d) × sl(d) or sl(2) × sl(2) × sl(2) in its d 2 or 8-dimensional representation, respectively. The latter case can again be excluded by applying Lemma 12.2. The former case is case (5) of Theorem 12.3, so we have to show that p | rank Ᏺ. Suppose that was not the case. Then by Lemma 2.10, only the breaks 0 and 1/ rank Ᏺ could occur as breaks at ∞ of any irreducible summand of End 0 (Ᏺ). In particular, this holds for the summand Ᏻ, which as a representation of g geom is the sum of the adjoint representations of the two simple factors of g geom . Since Ᏺ was Lie irreducible, Ᏻ is not tame at ∞, and hence it has break 1/d 2 with multiplicity d 2 and break 0 with multiplicity d 2 −2. The sheaf Ᏻ is not Lie irreducible, in fact, it is induced via a Kummer covering of degree 2. If Ᏻ 1 is a sheaf on G m from which Ᏻ is Kummer induced, then Ᏻ 1 has d 2 /2 breaks 2/d 2 , and the rest 0. Applying Lemma 10.5 to (Ᏻ 1 , sl(d), π 1 + π l , π 1 ), we obtain a sheaf Ᏼ, lisse on G m , of rank d, whose highest break at ∞ is 2/d 2 . Since its rank is d, by the integrality of Swan conductor, we have d = 2. But the case of sl(2) × sl(2) contradicts Theorem 12.3. (1) so in its standard representation, (2) sp in its standard representation, Proof. The sets of closed points corresponding to characters of order less than or equal to p l are closed in C N . Consider the statement S(N, r): "The theorem is true for N, r." If p > 2, then by [K3, 8.18 .2], to prove that S(N, r) holds, it is sufficient to show that S (N, v p (N )+1) holds. If p = 2 and N is even, to show that S(N, r) holds, it is still sufficient to show that S(N, v p (N) + 1) holds. If p = 2 and N is odd, it is still sufficient to show that S(N, 1) holds because then we will know the following:
(1) G geom for the parameter space acts Lie irreducibly, 
