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On statistics and 1/f noise of molecular random walk in low-density gas
Yuriy E. Kuzovlev∗
Donetsk Institute for Physics and Technology, 83114 Donetsk, Ukraine
(Dated: 13 July 2010)
The random walk of test particle in low-density gas is considered basing on approximate coarsened
version of the collisional representation of the BBGKY equations. The coarsening presumes that
momentum relaxation rates of the test particle and gas atoms are equal but allows to analyze the
case when their masses are different. It is shown that both the spectrum exponent and probability
distribution of 1/f-type diffusivity fluctuations of the test particle essentially depend on ratio of the
masses, and corresponding distribution of its path is found.
PACS numbers: 05.20.Dd, 05.40.-a, 05.40.Fb, 83.10.Mj
I. INTRODUCTION
In [1, 2] and [3] it was argued (see also [4–9] we argued
that kinetics of spatially non-uniform gas does not un-
dergo the Boltzmann equation (or other related and sim-
ilar equations) even under the low-density or Boltzmann-
Grad limit ( ν → ∞ , δ → 0 , νδ2 =const , with ν be-
ing concentration of gas particles and δ radius of their
repulsive interaction). Instead, an infinite chain of ki-
netic equations appears - for the one-particle distribution
function (DF) plus infinite chain of specific two-particle,
three-particle, etc. DFs which represent mean density of
pair collisions, density of two connected pair collisions,
and so on. Solution of such chains (as well as their rig-
orous formulation) will be a great challenge for future
theory. However, instructive and useful approximate so-
lutions dan obtained already at present [1–3, 7, 10], first
of all, for situations when the system (gas or liquid)
as a whole is almost equilibrium, and the spatial non-
uniformity is rather of statistical than thermodynamical
nature. For example, when one considers random walk
(“Brownian motion”) of a test (or probe, or marked) par-
ticle in a fluid.
In [1, 2] and later in [3, 10] we considered (at differ-
ent approximations) the case when the test particle, or
“Brownian particle” (BP), is one of gas atoms. Here we
consider the case when BP differs from gas atoms (e.g.
is an impurity atom).
II. BASIC EQUATIONS
We star from the Bogolyubov-Born-Green-Kirkwood-
Yvon (BBGKY) equations [11] for a molecule (molecular-
size “Brownian particle”) dissolved in a fluid [4–7]:
∂Fn
∂t
= [Hn , Fn ] + ν
∂
∂P
∫
n+1
Φ ′b(R− rn+1)Fn+1 +
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+ ν
n∑
j=1
∂
∂pj
∫
n+1
Φ ′a(rj − rn+1)Fn+1 , (1)
where n = 0, 1, . . . , , Φ ′a, b(r) = ∇Φa, b(r) are “atom-
atom” and “BP-atom” interaction forces, and all desig-
nations are the same as in [4] or [5]. Since we here again
are interested in BP’s random walk in (quasi-)equilibrium
fluid, the initial conditions will be
Fn(t = 0) = ∆(R −R0)F (eq)n (r(n) |R; ν)×
×GM (P)
∏n
j=1Gm(pj) ,
(2)
where F
(eq)
n (r(n) |R; ν) are usual thermodynamically
equilibrium DF for n atoms in presence of BP occupying
point R ,
Gm(p) = (2piTm)
− 3/2 exp (−p2/2Tm)
is the Maxwell momentum distribution of a particle with
mass m , and ∆(ρ) is a normalized probability distribu-
tion like a“smoothed delta-function”. We then want to
reveal how probability distribution of BP’s position R
evolves after start from ∆(R −R0)l.
III. COLLISIONAL REPRESENTATION
If our fluid is a sufficiently dilute gas, or the
Boltzmann-Grad gas, then inter-particle interactions can
be described in terms of well separated collisions. Since
any “collision” is a finite duration process, while the dis-
tribution functions (DF) Fn describe instant states of
the system, we should reformulate DFs and equations
(1) in terms of collision processes.
In principle, this is very simple task. First of all, let us
consider the (n + 1)-particle Poisson bracket, [Hn, Fn] ,
describing separate evolution of a group of n fluid atoms
plus BP, and divide it into two parts, one of which de-
scribes drift of the center of mass of the group while an-
other relative displacement of particles inside the group:
[Hn, Fn] = −Vn · ∂Fn
∂Zn
− ∂Fn
∂Θn
(3)
2We introduced the center of mass positions and velocities,
Zn =
MR+m
∑
n
j=1
rj
M+nm , Vn =
P+
∑
n
j=1
pj
M+nm ,
and (for n > 0 ) the inner time of the relative motion,
Θn . For example, at h = 1 ,
− ∂F1
∂Θ1
= −u1 · ∂F1
∂ρ1
+ Φ ′b(ρ1) ·
[
∂F1
∂p1
− ∂F1
∂P
]
with ρ1 = r1 −R and u1 = v1 − V .
Second, let a given relative disposition of the particles
can be qualified as a section of collision process (pair col-
lision at n = 1 or sequence of n connected pair col-
lisions). Then it is reasonable to treat corresponding
DF Fn as a measure of mean (ensemble average) den-
sity of such processes, and consider it as a function of
t,Zn,Vn,Θn , n relative incoming ( in -state) velocities
(e.g. uj = vj −V ) and 3n− 1 input geometric param-
eters of the process.
Third, however, such the treatment can not be literal:
if Fn(t,Θn, ...) at time moment t represents “density of
collisions” at this time, then its value at t + ∆t is not
Fn(t+∆t,Θn, ...) but Fn(t+∆t,Θn+∆t, ...) , since the
same collision is represented by different Θn values at
different times.
This statement means that if DF Fn really describe
collisions as the whole processes then each of Eqs.1 for
them (at n > 0 must divide into two equations:
∂Fn
∂t
= −Vn · ∂Fn
∂Zn
+ ν
∂
∂P
∫
n+1
Φ ′b(R− rn+1)Fn+1 +
+ ν
n∑
j =1
∂
∂pj
∫
n+1
Φ ′a(rj − rn+1)Fn+1 , (4)
∂Fn
∂Θn
= 0 , (5)
so that Eq.5 must be satisfied “inside collisions” (i.e.
space-time regions assigned, in relative coordinates, to
a collision process) while Eq.8 “out of collisions”. It is
natural: since relative movement of colliding particles
is included, along with their interaction, into collisions,
it is excluded from description of collision events as the
wholes (for details and more explanations, see [1–3, 7]).
Fourth, the Eqs.5 are the tool for transforming the in-
teraction integrals in Eq.8 into usual Boltzmannian “col-
lision integrals”:
∂Fn
∂t
= −Vn · ∂Fn
∂Z
+ ν Ŝ bn+1 F
in
n+1 +
+ ν
n∑
j=1
Ŝ aj n+1F
in
n+1 , (6)
where Ŝ aj k and Ŝ
b
k are the Boltzmann collision opera-
tors acting on j-th and k-th atoms’ velocities and on
BP’s and k-th atom velocities, respectively, and DFs
F inn+1 describe such (n+1)-particle configurations when
the “outer” (n + 1)-th particle is just on the border of
the collision.
Such the border configurations and corresponding DFs
need in special consideration [1–3]. If the most (infinite)
part of the gas stay in thermodynamic equilibrium during
all (finite-time) evolution of initial (finite-range) distur-
bance of the equilibrium, then naturally
F inn+1 = Gm(pn+1)
∫
Fn+1 dpn+1 , (7)
and Eqs.6 transform into
∂Fn
∂t
= −Vn · ∂Fn
∂Z
+ νΛ̂b
∫
Fn+1 dpn+1 +
+ ν
n∑
j=1
Λ̂aj
∫
Fn+1pn+1 (8)
with Λ̂a,bj being the Boltzmann-Lorentz operators. The
latter are defined by
Ŝ aj n+1 [F (...pj ...)Gm(pn+1)] = Λ̂
a
j F (...pj ...)
Ŝ bn+1 [F (...P ...)Gm(pn+1)] = Λ̂
b F (...P ...)
Relations (7) and hence Eqs.8 do express the “molecu-
lar chaos”, but with those principal difference from the
Boltzmann’s one that here it concerns velocities of col-
liding particles only. What is for coordinates of the
particles, they possess mutual statistical correlations, as
far strong as strong is non-uniformity of the coordinates
probability distributions (more comments see [1, 2, 10]).
Of course, the transition from Eqs.1 to Eqs.8 should
be accompanied by corresponding transition from initial
conditions (2) to their collisional representation:
Fn(t = 0,Z,P ,p
(n)) =
=
∫
Ωh
∫
δ
(
Z − MR+m
∑n
j=1 rj
M + nm
)
×
×Fn(t = 0,R, r(n),P ,p(n)) dR
n∏
j=1
drj
Ω
=
=
(
1 +
nm
M
)∫
Ωn
∆
Z − m
M
n∑
j=1
ρj −R0
 ×
×
n∏
j=1
dρj
Ω
n∏
j=1
Gm(pj) ,
where ρj = rj − Z and Ω is a “collision volume”, i.e.
volume of a region assigned (in each of the spaces ρj =
rj − Z ) per one collision. Thus under the Boltzmann-
Grad limit, when a width of the distribution ∆(ρ) is krpt
constant in units of λ we can write, obviously,
Fn(t = 0,Z,P ,p
(n)) =
=
(
1 +
nm
M
)
∆(Z −R0)
n∏
j=1
Gm(pj) (9)
3This is generalization of initial conditions derived in [3],
directly from the Gibbs canonical ensemble, for the case
when BP is merely one of gas atoms.
Notice also that under the Boltzmann-Grad limit all
the variety of the center of mass coordinates Zn can be
replaced by single common variable Z .
IV. DIFFUSIVE EVOLUTION AND MORE
SIMPLIFICATION OF EQUATIONS
The Eqs.8 still seem very complicated. Therefore we
would like to further coarsen and simplify them being
eventually interested in the distributions in configura-
tional spaces,
Wn(t,Z) =
∫
...
∫
Fn dp1...dpn dP
Since, according to Eqs.8,
∂Wn
∂t
= −∂Qn
∂Z
, (10)
where Qn are corresponding probability flows,
Qn(t,Z) =
∫
...
∫
Vn Fn dp1...dpn dP ,
we have to consider also at least evolution equation for
these flows,
∂Qn
∂t
= − ∂
∂Z
∫
...
∫
VnVn Fn dp1...dpn dP+ (11)
+
∫
...
∫
Vn
Λ̂b + n∑
j=1
Λ̂aj
 Fn+1 dp1...dpn+1 dP
In order to express right-hand sides here via Q ’s and
Wn ’s only and thus close the equations, we need in two
assumptions. The first is that the conditional velocity
distributions, Fn/Wn , duffer from the equilibrium ones
only by non-zero (Z -dependent) mean drift velocities,
V n = Qn/Wn],l which is common for all the velocities
(V and vj ) under consideration. This hypothesis, in
turn, can be correct only under the second assumption,
namely, that all the velocities possess equal relaxation
rates. Formally, the equality
Vn
Λ̂b + n∑
j=1
Λ̂aj
 = − γ Vn
approximately takes place, that is P = MV and pj =
mvj are left eigenfunctions of operators Λ̂
b and Λ̂aj ,
respectively, corresponding to the same eigenvalue −γ .
Then, taking into account also the initial conditions (9),
we can expect that∫
...
∫
(Vn)i (Vn)j Fn dp1...dpn dP ≈ T δij
M + nm
Wn ,
as in equilibrium. Consequently Eqs.11 reduce to
∂Qn
∂t
= − T
M + nm
∂Wn
∂Z
− γQn+1 (12)
and close Eqs.10.
Of course, on one hand, the second of our assumptions
looks rather unnatural, since in reality operators Λ̂b and
Λ̂aj , may have very different eigenvalues. But, on the
other hand, the corresponding approximation still allows
to consider the case of different masses of BP and atoms,
M 6= m l and thus obtain a generalization of results of
[3].
Clearly, our approximation reflects the fact that the
system “gas + BP” is non-equilibrium in statistical (or
informational) sense only but not in literally thermody-
namic sense, and therefore its evolution is sooner “dif-
fusive” than “hydrodynamical”. Nevertheless, if veloci-
ties of BP and atoms relax (and fluctuate) with differ-
ent rates then their conditional distribution inside the
collisional clusters can be significantly non-equilibrium
(non-Gaussian), and we need in a more complicated ap-
proximation.
For the present let us confine ourselves by the Eqs,10
and 12. Initial conditions to them, as follow from (9), are
Wn(t = 0,Z) =
(
1 +
nm
M
)
∆(Z −R0) , (13)
Qn(t = 0,Z) = 0 ,
where now, of course, we can merely δ(Z) in place of
∆(Z −R0) .
V. ANALYSIS OF SHORTENED EQUATIONS
As usually, let us make the Laplace and Fourier trans-
forms, writing
F (p,k) =
∫
∞
0
dt e−p t
∫
dZ eik·Z F (t,Z) ,
and introduce designations
V0 =
√
T
M
, v0 =
√
T
m
, Db =
V 20
γ
, Da =
v20
γ
,
α =
m
M
, X =
V 20 k
2
p2
,
Then Eqs.10 and 12 together with Eq.13 yield
Wn(p,k) =
1 + αn
p
+
ik
p
·Qn(p,k) , (14){
1 +
X
1 + αn
}
Qn(p,k) =
ik V 20
p2
− γ
p
Qn+1(p,k) (15)
According to characteristic structure of the chain of equa-
tions (15), its solution can be written as sum of infinite
4iteration series. This yields
Qn = − ikV
2
0
pγ
∞∑
s=n
s∏
r=n
(
−γ
p
· 1 + αr
X + 1 + αr
)
,
Wn =
1 + αn
p
+
X
γ
∞∑
s=n
s∏
r=n
(
−γ
p
· 1 + αr
X + 1 + αr
)
(16)
This is generalization of of the series from [3].
Next, let us introduce quantities
a =
1
α
+ n , , c =
X
α
+
1
α
+ n =
v20k
2
p2
+
1
α
+ n ,
and rewrite expression (16) as follows,
Wn =
1 + αn
p
+
X
γ
∞∑
s=1
(
−γ
p
)s
Γ(a+ s)
Γ(a) (s− 1)! B(c, n) =
=
1 + αn
p
+
X
γ
∞∑
s=1
(− γ/p)s
Γ(a) (s− 1)!
∫
∞
0
xa+s−1 e−x dx ×
×
∫ 1
0
tn−1 (1 − t)c−1 dt =
=
1 + αn
p
[
1− X
α
∫ 1
0
(1 − t)c−1
(1 + γt/p)a+1
dt
]
Hence,
pWn
1 + αn
= 1− X
α
∫ 1
0
(1− t) Xα+ 1α+n−1
(1 + γt/p)
1
α
+n+1
dt (17)
which is direct generalization of formula (27) from [3].
VI. LARGE-SCALE ASYMPTOTIC
As we already know [1–3], most important statistical
characteristics of the BP’s random walk what distinguish
it from the usual Ornstein-Uhlenbeck process or similar
random processes) are its fourth-order path statistical
moment or cumulant and long-range asymptotic of the
path distribution. The latter is defined by
Wn(p,k) = lim
ξ→0
ξ2Wn(ξ
2p , ξ k) ,
Qn(p,k) = lim
ξ→0
ξQn(ξ
2p , ξ k)
(for details see [3]). We just foreknow that our random
walk behaves similar;y to diffusion processes (like the
Wiener process) but with randomly varying diffusivity
in place of a constant one. Taking into account results of
[3], it is reasonable to interpret the asymptotic in terms of
slow (scaleless) diffusivity fluctuations. Correspondingly,
let us write
Wn = (1 + αn)
∫
∞
0
Un(D) dD
p+Dk2
, (18)
where Un(D) is effective normalized probability distri-
bution of diffusivity (at n = 0 it represents BP’s diffu-
sivity while at n > 0 characterizes spreading of densities
of two- and multi-particle collisional events).
In the mentioned limit the expression (17) turns to
Wn
1 + αn
=
[
1
α
+ n+ 1
]
1
p
∫
∞
0
exp
(
− pXγα y
)
(1 + y)
1
α
+n+2
dy
or equivalently
Wn
1 + αn
=
[
1
α
+ n+ 1
]∫
∞
0
exp (−Dak2τ) dτ
(1 + pτ)1/α+n+2
(19)
Combining it with identity
1/(1 + y)b+1 =
∫
∞
0
xb e− (1+y)x dx/Γ(b+ 1) ,
with b = 1/α+ n+ 1 , it is easy to obtain
Wn
1 + αn
=
1
Γ(b)
∫
∞
0
xb exp (− x) dx
px+Dak2
Comparison of this formula and (18) yields
Un(D) =
1
Γ(b)D
(
Da
D
)b
exp
(
− Da
D
)
(20)
with b = 1/α+ n+ 1 = Mm + n+ 1 .
Hence, the effective long-range diffusivities are random
quantities with very bad statistics. In particular, its their
most probable (m.p.) and mean values essentially differ
one from another:
( m. p. D )n =
Da
2 +M/m+ n
, 〈D〉n =
Da
M/m+ n
Notice that 〈D〉n = Db .
Making in (18) the inverse Laplace and Fourier trans-
forms and substituting (20), in the space-time represen-
tation we have
Wn(t,R) ≡ lim
s→∞
sdWn(s
2t, sR) = (21)
=
∫
∞
0
(4piDt)−d/2 exp
(
− R
2
4Dt
)
Un(D) dD =
=
Γ(b + d/2)
(4piDat)d/2 Γ(b) (1 +R2/4Dat) b+d/2
,
where b = 1/α+ 1+ n = M/m+ 1+ n , R ≡ Z , and
d is the space dimension ( d = 3 ).
VII. STATISTICAL MOMENTS AND 1/F NOISE
Expansion of the Wn(p,k) into series over k
2 gives
Laplace transforms of equilibrium statistical moments of
the distributions Wn(t,R) :
Wn(p, k)
1 + αn
=
1
p
+
∞∑
s=1
(−k2)s
(2s)!
∫
∞
0
e−p t 〈R2s(t)〉n dt (22)
5Here and be;ow R(t) means projection of vector R(t)
onto arbitrary fixwd axis and
〈R2s(t)〉n =
∫
R2sWn(t,R) dR
Direct comparison of (22) with (17) shows that∫
∞
0
e−p t 〈R2s(t)〉n dt = (2s)!
(s− 1)! ·
1
p
(
v20
p2
)s
× (23)
×
∫ 1
0
(1 − x)1/α+n−1
(1 + γx/p )1/α+n+1
[
ln
1
1− x
]s−1
dx
Considering the long-time asymptotic of these expres-
sions, i.e. the limit p/γ → 0 , we have, firstly,∫
∞
0
e−p t 〈R2(t)〉n dt→ 2V
2
0
(1 + αn)p2γ
=
2Db
(1 + αn)p2
(24)
which corresponds to the usual diffusion-law asymptotic
〈R2(t)〉n → 2Dbt/(1 + αn) at γt→∞ .
Secondly, an asymptotic behavior of the fourth-order
moment crucially depends on sign of M/m + n − 1 .
Namely, if this quantity < 1 , that is n = 0 and
M/m < 1 , then∫
∞
0
e−p t 〈R4(t)〉0 dt→ 24D
2
b
p 3
[
γ
p
]1−M/m
C
(
M
m
)
, (25)
C(z) ≡ z2
∫ 1
0
(1− x)z−1
x z+1
ln
1
1− x dx =
piz
sinpiz
(26)
At n = 0 and M/m = 1 , we come to result of [3],∫
∞
0
e−p t 〈R4(t)〉0 dt→ 24D
2
b
p 3
ln
γ
p
(27)
And at M/m > 1 under n = 0 we find∫
∞
0
e−p t 〈R4(t)〉0 dt→ 24D
2
b
p 3
· M
M −m (28)
These three asymptotics should be compared with
24D2b/p
3 which is asymptotic of 〈R4(t)〉0 for the ideal
Gaussian random walk.
What is for the higher-order moments at n = 0 and
any moments at n > 0 , they are presented by table∫
∞
0
e−p t 〈R2s(t)〉n dt → (2s)!
(s− 1)! ·
1
p
(
v20
p2
)s
× (29)
×
[
p
γ
] b+1 ∫ 1
0
(1−x)b−1
x b+1
[
ln 11−x
]s−1
dx if s > b+ 1
×
(
p
γ
)s
ln γp if s = b+ 1
×
(
p
γ
)s
Γ(s)Γ(b+1−s)
Γ(b+1) if s < b+ 1
with b = 1/α + n . The first row here shows that high
enough moments are determined by not only the char-
acteristic diffusion lengths
√
2Dbt and
√
2Dat but also
by free-flight lengths V0t and v0 .
In the time domain, the asympt0tic behavior of
fourth0order cumulamt of BP’s path what corresponds
to (25)-(28) is
〈R4(t)〉0 − 3〈R2(t)〉20 → (30)
→ 3 (2D2b t)2 (γt)1−M/m
2C(M/m)
Γ(4−M/m) if
M
m
< 1
→ 3 (2D2b t)2 ln (γt) if
M
m
= 1
→ 3 (2D2bt)2
m
M −m if
M
m
> 1
Interpreting these asymptotics as manifestation of low-
frequency fluctuations of BP’s diffusivity, we see that
in any case (i.e. at any mass ratio M/m ) that are
non-ergodic fluctuations represented by formally non-
stationary random processes, in the sense explained in
[1]. Corresponding effective spectral densities of the dif-
fusivity fluctuations at frequencies ≪ γ are
SD(ω)→ 2piD
2
b
ω
[ γ
ω
]1−M
m × (31)
× M/m
(3− Mm )(2− Mm ) cos
[
pi
2
(
1− Mm
)] if M
m
< 1
SD(ω)→ piD
2
b
ω
if
M
m
= 1
SD(ω)→ 2piD2b δ(ω)
m
M −m if
M
m
> 1
The latter expression means “static” fluctuations instead
of a random process. pe, this is consequence of ap-
proximate character of our consideration, while the ex-
act one would change the factor δ(ω) to something like
ω−1 lnβ (γ/ ω) .
At last, consider asymptotic of sufficiently high-order
moments. Namely, at s > b = 1/α+n+1 =M/m+n+1
from (23) we have
∫
∞
0
e−p t 〈R2s(t)〉n dt → (2s)!
(s− 1)! ·
1
p
(
Da
p
)b(
v20
p2
)s−b
×
×
∫ 1
0
(1 − x)b−2
xb
[
ln
1
1− x
]s−1
dx
and correspondingly
〈R2s(t)〉n → (Dat)b (v20t2)s−b × (32)
× (2s)!
(s− 1)! Γ(2s− b)
∫ 1
0
(1 − x)b−2
xb
[
ln
1
1− x
]s−1
dx
The coefficient here can be estimated as
〈R2s(t)〉n
(Dat)b (v20t
2)s−b
< (33)
<
(2s)!
(s− 1)! Γ(2s− b)
∫
∞
0
ys−b−1 (1 + y)b e−(b−1)y dy
6Hence, for fixed b = M/m + n + 1 and large enough t
we can write
lim
s→∞
〈R2s(t)〉1/sn <∼
v20t
2
M/m+ n
This means that the distributions Wn(tlR) are sharply
cut off at characteristic ballistic-flight lengths |R| ∼
t
√
T/(M + nm) . In particular, the BP’s path distribu-
tion W0(tlR) is cut off at |R| ∼ V0t .
VIII. VIRIAL RELATIONS
In conclusion let us concentrate on Wn’s dependence
on the gas density ν . Obviously, it is the same as de-
pendence on γ , since γ ∝ ν is the only ν-dependent
parameter of our model, and therefore γ∂/∂γ = ν∂/∂ν .
From Eq.17 it follows that
Wn+1
1 + α(n+ 1)
=
[
1 +
1 + p/γ
1/α+ n+ 1
ν
∂
∂ν
]
Wn
1 + αn
(34)
In the long-range limit it turns into
Wn+1
1 + α(n+ 1)
=
[
1 +
1
1/α+ n+ 1
ν
∂
∂ν
]
Wn
1 + αn
(35)
At that, in application to (20), we cam make change
ν∂/∂ν = −Db∂/∂Db −Da∂/∂Da .
In essence, formulas (34)-(35) represent straight anal-
ogy of the “virial relations” investigated in [4–8] on rigor-
ous and most general level. Special treatment of relations
like (35) will be done elsewhere.
IX. RESUME
In this paper, following [1] and [3], we continued ap-
proximate analysis of general equations of the collisional
approximation to kinetics of spatially non-uniform gas
[1] (see also Sec.III above and [2], [3] and [9]). We ex-
tended method of [3] (“‘diffusive approximation”) to the
case when the test “Brownian” particle (BP) has a mass
different from mass of the gas atoms, although posse
the same friction, or momentum relaxation rate, as the
atoms. By the example of this specific but interesting sit-
uation we demonstrated that both the spectrum of low-
frequency 1/f-type fluctuations in BP’s diffusivity and
effective (time-smoothed) probability distribution of the
diffusivity essentially depend on the mass ratio of BP and
atoms. This means that probability distribution of BP’s
path depends on this ratio, at that always possessing es-
sentially non-Gaussian diffusive long-range asymptotic.
In the case we considered under the approximation we
used the diffusivity 1/f-type, or “flicker”, noise has the
exponent equal to or greater than unit. It remains un-
clear whether molecular random walk in a gas (or in a
liquid) can have exponents less than unit or at least “a
little less” as in the phenomenological theory suggested in
[12, 13] for charge transport (see also [2]). To answer this
question and consider more general situations (first of all
the case of different relaxation rates) we should leave the
just exploited approximation (since it presumes presence
of quasi-equilibrium inside the “collisional clusters) and
start again from the equations (8) [1] or even from for-
mally exact equations of molecular Brownian motion (see
Sec.II and [4, 5]).
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