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Formelzeichen und Bezeichnungen
Das Symbolverzeichnis ist so aufgebaut, dass sich in der ersten Spalte das Symbol, in
der zweiten die Maßeinheit und in der dritten Spalte die Erklärung dazu befindet.
Vektoren und Matrizen sind fett gedruckt.
Abkürzungen:
CSTR Continuous Stirred-Tank Reactor
GP Gas-Phase
M Monomer
P*n Wachsendes Polymermolekül mit dem Polymerisationsgrad n
PE Polyethylen
PE-HD High Density Polyethylen
PE-LLD Linear Low Density Polyethylen
PE-MD Medium Density Polyethylen
PE-VLD Very Low Density Polyethylen
SISO Single Input Single Output
STHD Stirred Tank Heavy Diluent
Lateinische Buchstaben:
A [m2] Phasengrenzfläche
[Al] [kmol·m-3] Stoffmengenkonzentration des Aluminiumalkyls
A,B Kettenübertragungskonstanten (diese enthalten die Elementar-
konstanten des Reaktionsschemas)
cCat [kmol·m-3] Katalysatorgehalt im Reaktor (nCat / VL )
cAl [kmol·m-3] Konzentration des Aluminiumalkyls im Reaktor
ci [kmol·m-3] Konzentration der Stoffkomponente i
ci,G [kmol·m-3] Konzentration der Komponente i in der Gasphase
*
,Gic [kmol·m
-3] Konzentration der Komponente i in der gasseitigen
Grenzschicht Gas/Flüssigkeit
ci,L [kmol·m-3] Konzentration der Komponente i in der Flüssigphase
*
,Lic [kmol·m
-3] Konzentration der Komponente i in der flüssigkeitsseitigen
Grenzschicht Gas/Flüssigkeit
Di [m2·h-1] Diffusionskoeffizient der Komponente i durch die
Phasengrenze
f,g Zustands- und Ausgangsgleichung
f Katalysatoreffektivität (0< f ≤1)
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f0 Effektivität des Katalysators zum Zeitpunkt des Eintretens in
den Reaktor
f2 Faktor für den Einfluss des 1-Butens auf die Aktivität
f3 Faktor für den Einfluss des Wasserstoffs auf die Aktivität
fAl Faktor für den Einfluss des Cokatalysators auf die Aktivität
fT Faktor für den Einfluss der Temperatur auf die Aktivität
GSP Gasanteil in der Suspension
GA Gasanteil in der ausfließenden Suspension
H Rückführmatrix
Hi [Pa] Henry Konstante
KA [kg·kmol-1] Katalysator-Produktivität
L [%] Stand der Suspension im Reaktor
kZ [h-1] Alterungskonstante
kLa [h-1] Volumetrische Stoffübergangszahl
(kLa)i [h-1] Volumetrische Stoffübergangszahl der Komponente i
ki,G [m·h-1] Stoffübergangskoeffizient der Komponente i in der Gasphase
ki,L [m·h-1] Stoffübergangskoeffizient der Komponente i in der
Flüssigphase
kp      [m3·kmol-1·h-1] Wachstumskonstante der Polymerisationsreaktion
kp f      [m3·kmol-1·h-1] Katalysatoraktivität
m [kg] Masse
EGim ,, [kg·h
-1] Gasförmiger Eingangsmassenstrom der Komponente i
ELim ,, [kg·h
-1] Flüssiger Eingangsmassenstrom der Komponente i
ESim ,, [kg·h
-1] Fester Eingangsmassenstrom der Komponente i
Mi [kg·kmol-1] Molmasse der Komponente i
MFR [g/10min] Schmelz-Index (Melt-Flow-Rate) nach DIN EN ISO1113
MFRKorn [g/10min] Schmelz-Index am Katalysatorkorn nach DIN EN ISO1113
MFRReaktor  [g/10min] Schmelz-Index des Stoffgemischs im Reaktor
[M1] [kmol·m-3] Stoffmengenkonzentration des Ethylens
[M2] [kmol·m-3] Stoffmengenkonzentration des 1-Butens
[M3] [kmol·m-3] Stoffmengenkonzentration des Wasserstoffs
nCat [kmol] Stoffmenge des Katalysators im Reaktor
nG [kmol] Stoffmenge im Gasraum
nL [kmol] Stoffmenge in der Flüssigkeit
nS [kmol] Stoffmenge im Feststoff
ni [kmol] Stoffmenge der Komponente i
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Ein , [kmol·h
-1] Pro Zeiteinheit durch Strömung einfließende Stoffmenge der
Komponente i
Ain , [kmol·h
-1] Pro Zeiteinheit durch Strömung abfließende Stoffmenge der
Komponente i
Diffin , [kmol·h
-1] Pro Zeiteinheit durch Diffusion zu- bzw. abgeführte
Stoffmenge der Komponente i
Rkin , [kmol·h
-1] Pro Zeiteinheit durch Reaktion gebildete bzw. verbrauchte
Stoffmenge der Komponente i
ni,G,Rk [kmol·h-1] Stoffstrom der Komponente i von der Gasphase in die
Flüssigphase
EG ,n [kmol·h
-1] Summe der gasförmigen Eingangsstoffströme
AG ,n [kmol·h
-1] Summe der gasförmigen Ausgangsstoffströme
GLn [kmol·h
-1] Summe des Stoffstromes durch Transfer von Gas nach flüssig
EGin ,, [kmol·h
-1] Gasförmiger Eingangsstoffstrom der Komponente i
AGin ,, [kmol·h
-1] Gasförmiger Ausgangsstoffstrom der Komponente i
GLin , [kmol·h
-1] Stoffstrom der Komponente i durch Transfer vom Gas in die
Flüssigkeit
EL,n [kmol·h
-1] Summe der flüssigen Eingangsstoffströme
AL,n [kmol·h
-1] Summe der flüssigen Ausgangsstoffströme
LSn [kmol·h
-1] Stoffstrom durch Reaktion von flüssig nach fest
ELin ,, [kmol·h
-1] Flüssiger Eingangsstoffstrom der Komponente i
ALin ,, [kmol·h
-1] Flüssiger Ausgangsstoffstrom der Komponente i
LSin , [kmol·h
-1] Stoffstrom der Komponente i durch Transfer vom Gas in die
Flüssigkeit
ES ,n [kmol·h
-1] Summe der festen Eingangsstoffströme
AS ,n [kmol·h
-1] Summe der festen Ausgangsstoffströme
ESin ,, [kmol·h
-1] Fester Eingangsstoffstrom der Komponente i
ASin ,, [kmol·h
-1] Fester Ausgangsstoffstrom der Komponente i
p [Pa] Gesamtdruck des Gasgemisches
pi,G [Pa] Partialdruck des Gases i in der Gasphase
p*i,G [Pa] Partialdruck des Gases i in der gasseitigen Grenzschicht
Pn Mittlerer Polymerisationsgrad
PKorn Mittlerer Polymerisationsgrad des Makromoleküls
PReaktor Mittlerer Polymerisationsgrad des Gemischs im Reaktor
P*n.m [kmol] Stoffmenge der aktiven Zentren
P*n.m,1 [kmol] Stoffmenge der aktiven Zentren vom Typ 1
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P*n.m,2 [kmol] Stoffmenge der aktiven Zentren vom Typ 2
R [J/(mol·K)] Allgemeine Gaskonstante
RG [kg·h·m3] Widerstand gegen die Gasabsorption (gasseitig)
RL [kg·h·m3] Widerstand gegen die Gasabsorption (flüssigkeitsseitig)
RS [kg·h·m3] Widerstand gegen den Transport zur Katalysatoroberfläche
RV [kg·h·m3] Widerstand gegen Porendiffusion und Reaktion am
Katalysatorpartikel
RZA [kg·m-3·h-1] Raum-Zeit-Ausbeute
vi [kmol·m-3·h-1] Volumenbezogene Reaktionsgeschwindigkeit des Stoffes i
r1 Copolymerisationsparameter, Mayo-Lewis-Parameter






VR [m3] Volumen des Reaktors
VG [m3] Volumen der Gasphase im Reaktor
VGk [m3] Volumen des Gaskühlers
AV [m
3·h-1] Volumenstrom der ausfließenden Suspension
Vi,G [m3] Teilvolumen der Komponente i in der gasförmigen Phase
AGV , [m
3·h-1] Volumenstrom der gasförmigen Ausgangsstoffe
VL [m3] Volumen der Flüssigphase im Reaktor
Vi,L [m3] Teilvolumen der Komponente i in der flüssigen Phase
ALV , [m
3·h-1] Volumenstrom der flüssigen Ausgangsstoffe
ALSV , [m
3·h-1] Volumenstrom der flüssigen und festen Ausgangsstoffe
VS [m3] Volumen der Feststoffphase im Reaktor
VSusp [m3] Volumen der Suspension im Reaktor
Vi,S [m3] Teilvolumen der Komponente i in der festen Phase
ASV , [m
3·h-1] Volumenstrom der festen Ausgangsstoffe
x Zustandsgrößen
xˆ Geschätzte Zustandsgrößen




Formelzeichen und Bezeichnungen VII
yi Stoffmengenanteil der Komponente i in der Flüssigkeit
Zi Realgaskonstante der Komponente i
Griechische Buchstaben:
∆L [m] Grenzschichtdicke (flüssige Seite)
ρ [kg·m-3] Dichte
ρKorn [kg·m-3] Dichte am Katalysatorkorn
ρReaktor [kg·m-3] Dichte des Stoffgemischs im Reaktor
ρi,G [kg·m-3] Dichte der Komponente i in der gasförmigen Phase
ρi,L [kg·m-3] Dichte der Komponente i in der flüssigen Phase
ρi,S [kg·m-3] Dichte der Komponente i in der festen Phase
τ [h] Mittlere Verweilzeit
i   [mol·kg-1·Pa-1)] Löslichkeitskoeffizient







GL Phasengrenze Gas-Flüssig (Gas-Liquid)
i Stoffkomponente i
Cat Katalysator
L flüssige Phase (Liquid-Phase)
LS Phasengrenze Flüssig-Fest (Liquid-Solid)
m Anzahl der Komponenten
P Polymer
R Reaktor
Rk Verbrauch bzw. Transfer
S feste Phase (Solid-Phase)











~ Abweichungen zwischen realen Prozessgrößen und
Beobachtergrößen
                                                                   
1 Dispergiermittel: Die Reaktion wird in einem Gemisch aus gesättigten Kohlenwasserstoffen durchgeführt. In
diesem Prozess wird ein Leichtbenzin, überwiegend bestehend aus Hexan eingesetzt.
Einleitung 1
1 Einleitung
Angesichts zunehmender Globalisierung und des damit verbundenen steigenden
Wettbewerbs sieht sich nicht nur die chemisch-verfahrenstechnische Industrie mit
immer neuen Herausforderungen konfrontiert. Die Erfolge der Vergangenheit haben
die Grundlage für einen stetig zunehmenden Anspruch an Eigenschaften und Qualität
der hergestellten Produkte gelegt. So müssen immer neue „maßgeschneiderte“
Produkte mit immer spezielleren Eigenschaftskombinationen in einer konstant hohen
Qualität flexibel, schnell, sicher, umweltbewusst und kostengünstig entwickelt und
hergestellt werden.
Dies resultiert in immer komplexer werdenden verfahrenstechnischen Prozessen, bei
denen in einer Folge von chemischen und physikalischen Einzelschritten eine Menge
von Roh- und Hilfsstoffen in ein wertvolleres Produkt umgewandelt wird. Dessen
Qualität wird wesentlich durch stoffliche Eigenschaften charakterisiert und zu einem
großen Teil durch den Prozess selbst, d. h. durch seine Gestaltung und Prozessführung
bestimmt. Oft handelt es sich bei diesen Prozessen um „offene Systeme“, die über Zu-
und Abflüsse mit der Umgebung in Verbindung stehen. So werden beispielsweise
Roh- und Hilfsstoffe kontinuierlich einem Reaktor zugeführt, während das Produkt
den Reaktor verlässt. Gleichzeitig können Wärmeverluste und Leckagen auftreten.
Durch diese Zu- und Abflüsse ist der verfahrenstechnische Prozess ständigen
Störungen von außen unterworfen. Diese Störungen unterliegen zeitlichen Schwan-
kungen, die z. B. durch unterschiedliche Fahrweise der Prozesse zur Herstellung
dieser Rohstoffe (z. B. Cracker) bedingt sein können. Deshalb stellt sich in der Regel
kein stationärer Zustand ein, sondern es finden permanent Übergangsprozesse statt.
Eine zusätzliche Dynamik entsteht durch kontinuierlich ablaufende Produktum-
stellungen bedingt durch eine sich ständig laufend Nachfrage nach unterschiedlichen
Produkten. Die Prozessführung stellt daher bei diesen Prozessen eine der größten
Herausforderungen in der Produktion dar.
1.1 Problemstellung
Um komplexe chemisch-verfahrenstechnische Prozesse optimal beherrschen und eine
stabile Fahrweise sowie eine hohe Reproduzierbarkeit der hergestellten Produkte
gewährleisten zu können, welche die geforderten Produkteigenschaften bzw.
Qualitätsmerkmale in engen Grenzen konstant hält, sind zu jedem Zeitpunkt genaue
Kenntnisse des Prozesszustands und der daraus resultierenden Produkteigenschaften
erforderlich. Während eine Reihe wichtiger Prozessparameter über spezielle Hard-
wareeinrichtungen (Sensoren) kontinuierlich und praktisch verzögerungsfrei gemessen
werden können, lassen sich Qualitätskenngrößen oft gar nicht oder zumindest nur sehr
unzulänglich messen. Messungen sind aufgrund von Störgrößen oft ungenau und die
Messwerte sind z. B. aufgrund zeitintensiver Laboruntersuchungen nur selten und mit
großen Verzögerungen (Totzeiten) verfügbar. Während bei Systemen im stationären
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Zustand leicht messbare Größen wie Temperaturen, Drücke, Mengenströme und
einzelne Produktkennwerte (z.B. Dichte) für die Prozesskontrolle und -führung unter
Umständen ausreichen, ist bei komplexeren dynamischen Vorgängen die Kenntnis der
aktuellen Prozesszustände und damit der Qualitätskenngrößen des gerade entstehenden
Produktes unabdingbare Voraussetzung.
Aus diesem Grund gewinnen in der chemisch-verfahrenstechnischen Industrie die
prozessbegleitende Simulation auf der Basis dynamischer Prozessmodelle und modell-
gestützter Verfahren für die Auslegung und Führung komplexer Prozesse zunehmend
an Bedeutung [Marquardt,1]. Kernstück dieser Verfahren sind mathematische Prozess-
modelle, die detailliert das dynamische Prozessverhalten von der Bilanzierung bis zu
Wachstumsprozessen einzelner Partikel beschreiben und eine Beziehung zwischen den
Parametern des Produktionsprozesses und den Qualitätskenngrößen der Produkte
herstellen. Mit diesen Modellen lassen sich parallel zum laufenden Prozess auch
Prozessgrößen berechnen, die messtechnisch nicht oder nur mit erheblichem Aufwand
bestimmt werden können.
Die mit Hilfe von Modellen ermittelten Ergebnisse können verwendet werden, um die
Funktionen der Prozessführung komplexer verfahrenstechnischer Systeme zu verbes-
sern. Durch genauere Kenntnis der aktuellen Prozesszustände kann gezielter auf
Abweichungen der Qualitätskenngrößen der entstehenden Produkte reagiert und so das
Ziel einer innerhalb vorgegebener Grenzen konstant hohen Produktqualität besser und
effizienter erreicht werden.
Da verfahrenstechnische Prozesse in der Regel „offene Systeme“ darstellen, die
ständigen Störungen von außen unterliegen, die nicht alle im Prozessmodell vorherge-
sehen und erfasst werden können, und weil davon ausgegangen werden muss, dass ein
Modell, sei es aus mangelnder Kenntnis, Zeit-, Rechen- oder Kostenaufwand, die
Wirklichkeit nie ganz exakt und vollständig nachbilden kann, ergeben sich in der
Regel Abweichungen zwischen den im mitlaufenden Modell berechneten Werten und
den tatsächlichen Mess- und Analyseergebnissen. Deshalb ist eine ständige Korrektur
des mitlaufenden Modells erforderlich. Diese Aufgabe wird durch die so genannte
Modellrückführung übernommen, einen mathematischen Algorithmus, mit dessen
Hilfe das mitlaufende Prozessmodell so beeinflusst (korrigiert) werden kann, dass
ausgewählte Größen des Modells mit den tatsächlich Prozessgrößen übereinstimmen.
Ein Prozessmodell in Verbindung mit der Modellrückführung (Korrektur) wird in der
Systemtheorie „Beobachter“ (auch Zustandsschätzer) genannt, da es die Beobachtung
nicht messbarer Systemgrößen wie z.B. der Dichte von Polymerpartikeln in einem
Polymerisationsreaktor erlaubt.
Der gegenwärtige Stand der Beobachteransätze erfordert mathematische Modelle
geringer Komplexität [Gilles,2]. In erster Linie dürfen die Modelle nicht von zu hoher
dynamischer Ordnung sein, da sonst der Berechnungsaufwand zu hoch wird.
Weiterhin setzen die meisten Entwurfsverfahren eine beschränkte strukturelle
Komplexität voraus. Häufig müssen die verwendeten Modelle linear sein und dürfen
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weder algebraische Zwangsbedingungen noch partielle Differentialgleichungen
enthalten [Gilles,2].
Diesen Forderungen stehen in der Praxis immer komplexer werdende verfahrens-
technische Prozesse gegenüber, die durch mehrere Ein- und Ausgangsgrößen, eine
große Anzahl an Stoffkomponenten mit unterschiedlichen Stoffdaten sowie Transport-
ansätze, Reaktionskinetiken, Reaktionsapparate und eine starke Eigendynamik
charakterisiert sind. Die mathematischen Modelle dieser Prozesse stellen dement-
sprechend Mehrgrößensysteme mit ausgeprägtem nichtlinearen Charakter und hoher
Systemordnung dar, die durch eine starke Abhängigkeit (Verkopplung) der Prozess-
größen untereinander charakterisiert sind. Auf Bilanzen und chemisch-physikalischen
Gleichungen basierende Modelle sind daher für chemisch-verfahrenstechnische
Prozesse aufgrund der Komplexität und Nichtlinearität der Prozessabläufe oder
mangels physikalischer Kenntnisse über den Prozess häufig nicht oder nur bedingt
verfügbar. Zudem ist der rechentechnische Aufwand zur Lösung komplexer mathema-
tischer Modelle sehr hoch. Um diese nichtlinearen Modelle für modellbasierte
Techniken handhabbar zu machen, werden sie oft linearisiert und die Ordnung der
Gleichungssysteme reduziert. In den resultierenden vereinfachten Modellen sind oft
wesentliche Informationen nicht mehr enthalten, was zu einer eingeschränkten
Gültigkeit der erreichten Lösungen führt. All dies führt dazu, dass kaum geeignete
dynamische Prozessmodelle für den Einsatz im operativen Betrieb vorhanden sind.
Auch für den Entwurf der Modellrückführung stehen für lineare Prozesse in der
Literatur ausreichend Methoden zur Verfügung. Für nichtlineare Prozesse, wie
beispielsweise die Polymerisation, gibt es dagegen keine allgemeingültigen Ansätze.
Existierende Verfahren basieren in der Regel auf bestimmten Formen des mathema-
tischen Prozessmodells und weisen starke Restriktionen beispielsweise in Bezug auf
die Systemordnung, die Anfangsbedingungen, die Art der Nichtlinearität, die Struktur
oder notwendigen Transformationsbedingungen auf. Dies macht die Anwendung
dieser Methoden für komplexe verfahrenstechnische Prozesse äußerst aufwändig und
praktisch nicht mehr handhabbar.
Betrachtet man die in der Literatur beschriebenen modellgestützten Verfahren, zu
denen auch die klassischen Beobachterverfahren zählen, vom Blickwinkel der
integralen Problemlösung (Verfahren, Aufwand, praktische Umsetzung), lässt sich
zusammenfassend feststellen, dass sie für komplexe verfahrenstechnische Prozesse
kaum oder nur eingeschränkt anwendbar sind, obwohl die dadurch erzielbaren
Vorteile bezüglich Produktqualität, Sicherheit und Produktionskosten unbestritten sind
[Gilles,2; Schuler3,4,5]. Durch eine in [Takatsu,6] vorgestellte Untersuchung wird
dies eindrucksvoll untermauert.
Aus dieser Situation heraus besteht akuter Handlungsbedarf zur Erarbeitung eines
ganzheitlichen Beobachteransatzes, bei dem die Modellrückführung durch Integration
zusätzlichen Prozesswissens optimal auf das Prozessmodell abgestimmt ist, der
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gleichzeitig aber auch bei komplexen Systemen noch handhabbar ist und sich unter
wirtschaftlich vertretbarem Aufwand umsetzen lässt.
1.2 Zielsetzung
Vor diesem Hintergrund ist die Zielsetzung der vorliegenden Arbeit, einen neuen
Ansatz zum Beobachterentwurf zu entwickeln, der die oben genannten Defizite
beseitigt und so einen Beitrag zur Beseitigung der oben genannten Hindernisse für den
Einsatz moderner modellgestützter Prozessführungsmethoden in der Praxis leistet. Der
zu entwickelnde Ansatz muss interdisziplinär und dazu ausgelegt sein, umfangreiches
Wissen über die komplexen physikalisch-chemischen Zusammenhänge, die Reaktions-
mechanismen, Einflüsse auf die Polymereigenschaften, Mess- und Analyseverfahren
und Prozessführungsmethoden aus verschiedenen Wissensgebieten zu berücksichtigen
und zu integrieren.
Entsprechend den zuvor genannten Schwachstellen müssen dabei die nachfolgend
genannten Punkte berücksichtigt werden. Bei dem zu entwickelnden Verfahren muss
davon ausgegangen werden, dass Modelle z.B. aufgrund von Ungenauigkeiten oder
durch unerwartete Störungen die Wirklichkeit nie ganz exakt abbilden können. Durch
Berücksichtigung zusätzlichen Prozesswissens z.B. über die komplexen physikalisch-
chemischen Zusammenhänge, die Reaktionsmechanismen, Einflussfaktoren auf die
Produkteigenschaften, die eingesetzten Mess- und Analyseverfahren sowie Prozess-
führungsstrategien des betrachteten Prozesses soll der zu entwickelnde Beobachter-
ansatz in der Lage sein, Abweichungen zwischen Prozessmodell und realem Prozess
und deren Ursachen zu erkennen und durch entsprechende Eingriffe nach dem
Verursacherprinzip zu korrigieren. Dies kann neben einer Korrektur der Prozess-
größen auch die automatische Anpassung des zugrunde liegenden Prozessmodells und
seiner Parameter beinhalten.
Darüber hinaus soll der zu entwickelnde Ansatz für komplexe nichtlineare verfahrens-
technische Prozesse ausreichend genau, gleichzeitig aber wirtschaftlich durchführbar
und praktikabel in der Anwendung sein.
Durch den gewählten Ansatz soll eine ganzheitliche Betrachtung und Entwicklung von
Prozessmodell und Modellrückführung als „Gesamtsystem“ unterstützt und so die
gezielte Reduktion der Komplexität ohne den Verlust relevanter Informationen
ermöglicht werden. Entscheidend Voraussetzung hierfür sind in erster Linie ein gutes
physikalisches Prozessverständnis und die Vertrautheit mit Methoden der Modell-
bildung.
Der zu entwickelnde ganzheitliche Beobachteransatz soll am Beispiel eines kom-
plexen chemisch-verfahrenstechnischen Prozesses angewendet und in einem Produkti-
onsbetrieb realisiert werden. Hierdurch sollen insbesondere auch die geforderte Hand-
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habbarkeit und Praxistauglichkeit des Ansatzes demonstriert werden, was eine der
wesentlichen Anforderungen an das zu entwickelnde Verfahren darstellt.
Die vorliegende Dissertation gliedert sich damit in die nachfolgend beschriebenen
Teile.
Im Rahmen der Arbeit wird zunächst der Stand des Wissens in Bezug auf existierende
Lösungsansätze beim Entwurf nichtlinearer Beobachter und auf die Modellbildung
von Polymerisationsprozessen dargestellt. Diese werden hinsichtlich ihrer Einsetz-
barkeit und Relevanz für das Vorhaben analysiert und bewertet.
Aus den so erlangten Ergebnissen wird im nächsten Schritt ein Ansatz für einen
integrierten Beobachter entwickelt, der über die Berücksichtigung zusätzlichen
Prozesswissens und eine stärkere Verzahnung von mathematischen Prozessmodell und
Modellrückführung eine gezielte Reduktion der Komplexität ermöglicht und so die
zuvor beschriebenen Defizite existierender Beobachterverfahren aufhebt.
Das entwickelte Verfahren zum Beobachterentwurf wird am Beispiel der Suspensions-
polymerisation von Ethylen nach dem Ziegler-Verfahren (Basell Hostalen Ziegler-
Slurry-Process) durchgeführt und validiert. Bei dem betrachteten Prozess handelt es
sich um eines der wichtigsten Polymerisationsverfahren zur Herstellung von Poly-
ethylen hoher Dichte, das durch die Firma Basell weltweit betrieben und lizenziert
wird. Der Entwurf des nichtlinearen (System-) Beobachters beinhaltet zunächst die
Modellierung des betrachteten Prozesses zur Suspensionspolymerisation von Ethylen.
Dieses muss neben einer vollständigen dynamischen Beschreibung der Prozess-
elemente auf der Grundlage der Bilanzierung des Polymerisationsreaktors und des
Suspensionsmittelkreislaufs die Reaktionskinetik, Stoffübergänge und den Teilchen-
bildungsprozess im Mikroreaktor für den geforderten Arbeitsbereich hinreichend
genau beschreiben. Im nächsten Schritt muss das für die Modellrückführung benötigte
Prozesswissen erfasst und über geeignete Mechanismen in geeigneter Form aufbereitet
und gegebenenfalls in Bezug auf die enthaltene Komplexität reduziert werden. Dieser
Schritt führt direkt in den Entwurf der Modellrückführung über.
Abschließend wird die praktische Realisierung des entworfenen Systembeobachters
und seine Integration in eine industriellen Großanlage beschrieben sowie die im realen
Betrieb der Anlage erzielten Ergebnisse vorgestellt.
Die Arbeit endet mit einer Zusammenfassung der Ergebnisse und einem Ausblick.
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2 Stand des Wissens
2.1 Begriffsbestimmung
Die Verfahrenstechnik befasst sich als Ingenieurwissenschaft mit der Erforschung,
Entwicklung und dem Betrieb aller Verfahren, die Stoffe nach Art, Eigenschaften und
Zusammensetzungen gezielt verändern. Eine solche Stoffumwandlung, die die Her-
stellung eines gewünschten Produktes aus Roh- und Hilfsstoffen zum Ziel hat,
erfordert eine Vielzahl von einzelnen Schritten. Diese zweckgerichtete Verknüpfung
von physikalischen, chemischen, biologischen und informationstechnischen Vorgän-
gen, die Stoffe nach Art, Eigenschaften und Zusammensetzung gezielt verändern, wird
als verfahrenstechnischer Prozess oder als ein Verfahren bezeichnet [Marquardt,7].
Der Prozess läuft auf einer Anlage ab, die sowohl Apparate und Maschinen, in denen
die Stoffumwandlung stattfindet, als auch alle sonstigen Geräte, wie beispielsweise die
der Prozessleittechnik, umfasst. Die in einem Prozess auftretenden Prozessgrößen
können grob in Prozesszustandsgrößen, Prozessparameter und Prozesskennwerte
unterteilt werden. Die Prozesszustandsgrößen beschreiben den aktuellen Zustand eines
Prozesses. Diese im Betrieb veränderlichen Größen werden mit technischen Mitteln
beeinflusst. Beispiele hierfür sind Größen wie Druck, Temperatur und Stoffmenge.
Prozessparameter sind im Betrieb auftretende, veränderliche Größen. Sie ergeben sich
aus der Rezeptur zur Herstellung eines bestimmten Produktes und sind für einen
Produktionslauf festgelegte Größen. Prozesskennwerte sind technische Daten über die
Anlage, wie Volumen eines Reaktors oder die Drehzahl eines Rührers.
Analog zum Prozesses werden auch bei den Produkten verschiedene Begriffe
verwendet. Produkte werden durch Produkteigenschaften wie Verarbeitungsdaten und
Festigkeitsdaten charakterisiert. Die Produkteigenschaften werden wiederum durch
sog. Produktkennwerte wie beispielsweise Schmelzindex, Dichte, Farbwerte oder
Durchschlagsfestigkeit beschrieben. Aus der Menge der Produktkennwerte werden
besonders wichtige Kennwerte zur Beurteilung der Produktqualität herangezogen.
Ein wesentliches Hilfsmittel zur Bewältigung von Aufgabenstellungen in der
Verfahrenstechnik ist die Modellierung und Simulation. Als Modellierung wird hier
eine zielorientierte Abbildung der Realität durch Abstraktion bezeichnet. Unter einem
Modell wird ein Satz von Gleichungen verstanden, deren Lösung das Verhalten des
Prozesses wiedergibt. In Zusammenhang mit der Modellierung von Prozessen
unterteilt man die oben genannten Prozessgrößen auch in Eingangs- Ausgangs-, und
Messgrößen. Die Eingangsgrößen wirken von der Umgebung auf den Prozess. Man
kann sie weiter in Stell- und Störgrößen unterteilen. Stellgrößen können dabei im
Gegensatz zu Störgrößen vom Anlagenfahrer oder einer Regelung gezielt beeinflusst
werden. Störgrößen sind nicht beeinflussbar und können in der Regel nicht gemessen
werden.
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2.2 Linearer Beobachterentwurf
Im Folgenden Abschnitt wird der lineare Beobachter nach Luenberger vorgestellt, da
er die Grundlage für die meisten Ansätze zum Entwurf nichtlinearer Beobachter
bildet. Der Beobachterentwurf geht auf Arbeiten des amerikanischen Wissenschaftlers
D.G. Luenberger [8, 9] zurück. Nach ihm wurde ein dynamisches System benannt, das
Prozesszustandsgrößen aus leicht zugänglichen Messgrößen schätzt. Dieses System
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Abb. 2-1: Struktur des Zustandsbeobachters nach Luenberger
Der Luenberger-Beobachter ist ein Beobachter für Prozesse, die sich durch ein
lineares Verhalten ausreichend genau beschreiben lassen. Voraussetzung ist, dass die
den Prozess beschreibenden Systemgleichungen (2-1) und (2-3) bekannt sind.
)()()( ttt uBxAx  ( 2-1 )
)()( tt xCy  ( 2-2 )
Die mathematische Beschreibung des Luenberger Beobachters erfolgt nach Föllinger
[10] durch folgendes Gleichungssystem:
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)()()(ˆ)(ˆ tttt ruBxAx  ( 2-3 )
)(ˆ)(ˆ tt xCy  ( 2-4 )
Der Eingangsvektor u(t) wird dem Prozess und dem Prozessmodell zugeführt, um den
Zustandsvektor )(ˆ tx  zu berechnen. Der Zustandsvektor wird aber nicht nur vom
Eingangsvektor u(t) bestimmt, sondern hängt auch vom jeweiligen Anfangszustand
x(t0) = x0 des Prozesses ab. Dieser ist in der Regel nicht bekannt, weshalb es
unmöglich ist, am Prozessmodell den Anfangszustand x0 einzustellen. Dies ist neben
den Modellunsicherheiten der Grund, warum sich der geschätzte Zustand )(ˆ tx  des
Prozessmodells von dem realen Zustand x(t) des Prozesses unterscheiden wird. Um
diese Abweichung zu beheben, wird zunächst aus dem Schätzvektor )(ˆ tx  mit (2-4) der
zugehörige Ausgangsvektor )(ˆ ty  gebildet. In diesem Vektor werden die Ausgänge
zusammengefasst. Danach wird dieser mit dem Messvektor y(t) verglichen und die
Differenz )(ˆ)( tt yy   über eine Verstärkungsmatrix H auf die Ableitungen der
Zustandsgrößen zurückgeführt. Fasst man die Gleichungen zusammen, so erhält man
  )()()(ˆ)(ˆ tttt yHuBxCHAx  ( 2-5 )
Die Matrix H sollte dann so gewählt werden, dass der Schätzfehler )(ˆ)( tt yy   gegen
Null strebt. Aus diesem Grund wird die Differentialgleichung für den Schätzfehler
gebildet:
  )(~)(ˆ)()(~ tttt xCHAxxx   ( 2-6 )
Hierbei handelt es sich um eine homogene Differentialgleichung. Mit Hilfe geeigneter
Verfahren (Polvorgabe oder Riccati-Entwurf, vgl. Föllinger [10]) können die Eigen-
werte der Dynamikmatrix (A-H·C) des Beobachters dann so platziert werden (in der
komplexen Halbebene links der j-Achse), dass )(~ tx  gegen Null strebt. Man kann den
Beobachter also als Prozessmodell auffassen, das durch den Schätzfehler )(~ tx  an das
reale Prozessverhalten angepasst wird.
2.3 Nichtlinearer Beobachterentwurf
Die in der Literatur beschriebenen Ansätze zum Entwurf von Beobachtern für nichtl-
ineare Systeme lassen sich im Wesentlichen in folgende Gruppen unterteilen:
- Beobachterentwurf durch Linearisierungsansätze
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- Anwendung bekannter Verfahren der Analyse und Synthese nichtlinearer
Systeme
- Beobachterentwurf durch Systemtransformation
- Beobachterentwurf durch Systemeinbettung
- Loslösen von der bekannten Beobachterstruktur und Berechnung der Zustände
mit anderen Mitteln
- Adaptive-, Fuzzy- und Neuronale Beobachter
Im Folgenden werden die wichtigsten Verfahren der einzelnen Gruppen aufgeführt
und kommentiert.
Beim Beobachterentwurf durch Linearisierungsansätze wurde versucht, die leicht
zugängliche und anwendbare lineare Theorie auf nichtlineare Systeme zu übertragen.
Dies erscheint immer dann sinnvoll, wenn die nichtlineare Struktur des Systems
teilweise oder ganz vernachlässigt oder vereinfacht werden kann. Dies ist beispiels-
weise dann möglich, wenn ein Prozess sich ständig in der Umgebung eines Arbeits-
punktes befindet oder sich um eine bekannte Systemtrajektorie bewegt. Dann ist es
üblich, statt der nichtlinearen Zustandsbeschreibung dessen Linearisierung im Arbeits-
punkt oder um eine Systemtrajektorie zu betrachten. Zu diesem linearisierten System
kann dann ein linearer Beobachter entworfen werden. Diese Beobachter bezeichnet
man auch als Arbeitspunktbeobachter. Zeitz [11,12], Böcker, Hartmann, Zwanzig [13]
schlagen hierzu verschiedene Verfahren vor. Eine Erweiterung ist die von Baumann
und Rugh [14] vorgestellte Methode der sogenannten Erweiterten Linearisierung
(extended linearization). Hierbei werden die Systemgleichungen nicht nur um einen
einzigen Arbeitspunkt, sondern um jeden Punkt einer repräsentativ im Zustandsraum
gelegenen Menge von Arbeitspunkten linearisiert und zu jeder Linearisierung ein
linearer Beobachter entworfen. Gibt es dann ein Kriterium, mit dessen Hilfe entschie-
den werden kann, in der Nähe welches Arbeitspunktes sich die zu rekonstruierende
Systemtrajektorie gerade befindet, kann eventuell der entsprechende lineare
Beobachter eingesetzt werden. Dieses Verfahren wird auch als Umschaltverfahren
oder gain-scheduling-Verfahren bezeichnet. Nachteil des Verfahrens ist die begrenzte
lokale Gültigkeit sowie die Tatsache, dass bei Störungen und Modellfehlern die
Funktion des Beobachters nicht garantiert werden kann [Wang,15].
Die zweite Gruppe nichtlinearer Beobachterverfahren setzt sich aus Anwendungen
der Ljapunov-Theorie und der Theorie strukturvariabler Systeme (variable-
structure systems) zusammen. Die häufig verwendete direkte Methode von Ljapunov
wird erstmals von Thau [16] zum Beobachterentwurf für eine spezielle Systemklasse
verwendet, bei der das vorgegebene System in der Form eines durch Nichtlinearitäten
gestörten, linearen, zeitinvarianten Systems zu schreiben ist. Kou, Elliott und Tarn
[17] erweitern diese Methode um weitere Systemklassen. Insgesamt werden mit den
Ljapunov-Methoden lediglich Bedingungen für einen bestimmten Ansatz formuliert.
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Nach Hartmann [18] sind sie selten konstruktiv und wenig geeignet, das allgemeine
nichtlineare Beobachtungsproblem zu analysieren. Im Allgemeinen ist der lineare
Anteil des mathematischen Modells verlässlich, während die Nichtlinearitäten nur
„ungefähr“ stimmen. Unter dieser Annahme, dass der lineare Anteil des Systems
bekannt, aber die gesamte Systemstruktur bezüglich des nichtlinearen Terms variabel
ist, können mit Hilfe der Theorie für strukturvariable Systeme (kurz VSS-Techniken)
Beobachter konstruiert werden, deren Entwurf sich am zugrundeliegenden linearen
System orientiert. Diese verwenden den nichtlinearen Systemanteil nicht explizit,
sondern lediglich Aussagen über seien Größenordnung bzw. seine mögliche Struktur.
Walcott, Corless, Zak [19] stellen für die oben genannte Klasse nichtlinearer Systeme
mit einer ähnlichen Struktur ein auf der VSS-Theorie basierendes Beobachter-
entwurfsverfahren vor. Schwierig gestaltet sich bei diesen Verfahren das Auffinden
der Funktionen für den nichtlinearen Anteil. Die Anwendung solcher Beobachter ist
nur in äußerst speziellen Fällen möglich.
Der allen bisher vorgestellten Methoden gemeinsame Nachteile besteht in der
Vernachlässigung oder qualitativen Behandlung der Nichtlinearitäten. Dadurch
bleiben wesentliche Informationen über das vorgegebene System unberücksichtigt.
Um diesen Mangel zu beseitigen, haben Bestle und Zeitz [20] sowie Krener und
Isidori [21] unabhängig voneinander die Methode des Beobachterentwurfs durch
Systemtransformation vorgeschlagen. Ziel dieses Vorgehens ist es, das vorgegebene
nichtlineare System mit Hilfe geeigneter Koordinatentransformation in eine in Bezug
auf die Konstruktion von Beobachtern einfachere Form zu überführen. Wie bei
linearen Systemen lassen sich auch bei nichtlinearen Systemen sog. Normalformen
einführen, die sich durch besondere Eigenschaften auszeichnen. Hierdurch ergeben
sich Matrizen mit einer einfachen Systematik in den Elementen. Für die Beobachter-
synthese ist die nichtlineare Beobachternormalform von besonderer Bedeutung. In ihr
hängen alle Nichtlinearitäten nur noch von den Messgrößen und den Eingangsgrößen,
nicht jedoch von den Zustandsgrößen ab. Damit lassen sich die nichtlinearen Einflüsse
im Beobachter leichter kompensieren. Im Allgemeinen liegen nichtlineare Systeme
nicht in dieser speziellen Form vor, sondern müssen in diese transformiert werden.
Dann kann in transformierten Koordinaten ein Beobachter entworfen werden, und die
Modellrückführung in Orginalkoordinaten wird durch Anwendung der inversen Trans-
formation berechnet. Die von Krener und Isidori angegebenen notwendigen und hin-
reichenden Bedingungen für die Existenz solcher Transformationen für den Fall einer
skalaren Messgleichung y(t) wurden in weiterführenden Arbeiten von Krener und
Respondek [22] sowie Xia, Goa [23] und Keller [24] verallgemeinert. Weitere
Ergebnisse zum Entwurf nichtlinearer Beobachter durch Transformation und eine
Verallgemeinerung auf Systeme mit mehreren Eingängen findet man beispielsweise in
Birk, Zeitz [25], Deza [26] und Lilge [27]. Beobachter auf Basis der Normalformen
werden auch als Normalformbeobachter bezeichnet. Leider liegt es in der Natur
technischer Systeme, dass ihre Zustandsdarstellung nie auf Matrizen in Beobachtungs-
normalform führt und die geeigneten Transformationen, mit denen diese Form erreicht
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wird, sind nicht immer möglich. Bei einigen Arbeiten sind zusätzlich die Ableitungen
der Eingänge gefordert worden. Auch die Robustheit dieser Beobachter ist nach Wang
[15] fragwürdig. Aufgrund der erheblichen Probleme bei der Bestimmung der
Transformation ist die Anwendung der genannten Verfahren auf spezielle Systeme
beschränkt [Hartmann,18].
Bei der Methode der Systemeinbettung wird versucht, aus der Messfunktion
zusätzlich Information zu erzeugen, diese in Form von Differentialgleichungen zu
codieren und damit den Zustandsraum des Beobachtersystems gegenüber dem des zu
beobachtenden Systems zu erweitern. Damit besitzt der Zustandsvektor des
Beobachters xˆ  eine höhere Dimension als der Zustand des Orginalsystems x . Man
spricht dann von Einbettungsbeobachtern. Eine besonders einfache Situation liegt vor,
wenn Beobachter und System die gleiche Dimension haben und für die Ausgangs-
funktion g(x) die identische Abbildung verwendet wird, d.h. xy ˆˆ  . Ein solcher Beo-
bachter heißt Identitätsbeobachter. Ansätze hierzu wurden von Gauthier, Hammouri
und Kupka [28], Hou, Busawon und Saif [29], Back und Seo [30] sowie Varga,
Moreno und Zeitz [31] entwickelt. Die Beobachterentwurfsmethode mittels Ein-
bettung des vorgegebenen Systems ist im Allgemeinen mit einem erheblichen analy-
tischen Aufwand verbunden und damit aus praktischer Sicht nicht besonders attraktiv.
Der Grundgedanke bei einem auf Ciccarella, Della Mora und Germani [32] sowie
Gauthier, Hammouri und Othmann [33] zurückgehenden Verfahren zum Beobachter-
entwurf besteht darin, eine konstante Verstärkung in der Modellrückführung zu ver-
wenden und diese so zu wählen, dass die möglicherweise in f(x,u,t) auftretenden
Nichtlinearitäten für das dynamische Verhalten des Beobachters keine wesentliche
Rolle mehr spielt. Da dieses Verfahren zu betragsmäßig großen Einträgen in der Rück-
führmatrix führt, bezeichnet man diese Beobachter auch als High-Gain-Beobachter.
Eine weitere Herangehensweise zur Beobachtung nichtlinearer Systeme löst sich von
der bekannten Beobachterstruktur, bestehend aus parallelem Modell des Prozesses
und Ausgangsfehlerrückführung. Hierzu wird von Schönwandt [34] ein Verfahren
vorgestellt, das aus mehrfacher Integration der Messgrößen Approximationen der
Zustände zu diskreten Zeitpunkten bestimmt. Problematisch an diesem Verfahren ist
die Angabe einer eindeutige Beziehung, mit der sich die Systemzustände aus Kenntnis
der Messgrößen und ihren zeitlichen Ableitungen berechnen lassen. Von Zimmer [35]
wird ein weiteres Verfahren vorgestellt, das die Bestimmung der Zustände auf die
Lösung eines Optimierungsproblems zurückführt, indem ein Gütefunktional, das die
Differenz zwischen gemessener und geschätzter Ausgangsgröße bewertet, in einem
bestimmten Zeitintervall minimiert wird. Die Ergebnisse werden durch Simulationen
nachgewiesen.
Neben den bisher genannten Verfahren existieren in jüngerer Vergangenheit noch
Arbeiten von Boldin [36], Jadbabaie [37], Strobl [38,39], Straub [40] und Schröder
[41] auf den Gebieten der adaptiven Systeme, neuronalen Netze und Fuzzy Logik.
Die Verfahren basieren teilweise auf der Kompensation der Nichtlinearitäten, die
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exakt beschrieben werden müssen. In der Praxis ist dies jedoch schwierig, weshalb
sich die Identifikation und Isolierung vom linearen Teil als problematisch erweist. Bei
der Identifikation des nichtlinearen Teils durch Neuronale Netze kommt erschwerend
die Dimensionierung der Eingänge des neuronalen Netzes und die Verfügbarkeit der
Daten hinzu. Auch diese Verfahren garantieren keine Konvergenz und können zu
Stabilitätsproblemen führen. Die Robustheit gegenüber Modellfehlern ist fragwürdig.
2.4 Anwendung von Beobachtern
Seit 1978 werden Beobachter zur Überwachung, Fehlerdiagnose und Prozessführung
verwendet. Es sei erwähnt, dass den zahlreichen theoretischen Untersuchungen und
Veröffentlichungen wenig realisierte Anwendungen in der Verfahrenstechnik gegen-
überstehen. Gründe hierfür sind im Wesentlichen im Fehlen geeigneter Prozess-
modelle bzw. in der zeitaufwendigen und teuren Modellentwicklung und dem Fehlen
geeigneter theoretischer Methoden zu suchen. Im Folgenden wird eine Zusammen-
stellung von Anwendungen gegeben, die jedoch keinen Anspruch auf Vollständigkeit
erhebt.
Erste Anwendungen von Beobachtern wurden in der Luft- und Raumfahrt gefunden.
Bei Flugzeugen liegt die Verwendung nichtlinearer Beobachter nahe, weil lineare
mathematische Modelle erst durch Linearisierung der Bewegungsgleichungen gewon-
nen werden. Mit Hilfe eines nichtlinearen Beobachters werden in Seidel [42] der
Nickwinkel, Anstellwinkel und Bahnwinkel eines Flugzeugs geschätzt. Die Abhän-
gigkeit des linearen Beobachters vom Arbeitspunkt wird häufig durch Umschalten der
Parameter teilweise aufgehoben, womit eine Reihe von Nachteilen verbunden sind:
Eine als Umschaltkriterium geeignete Messgröße muss vorhanden sein; es müssen
genügend Arbeitspunkte ausgewählt werden, um den Flugbereich zu überdecken; beim
Umschalten muss der Beobachter mit geeigneten Startwerten versehen werden, um
Einschwingvorgänge zu vermeiden. Mit Hilfe eines linearen Zustandsbeobachters
werden bei Schmidt [43] der Seilwinkel und dessen Ableitung geschätzt und einem
Dämpfungsregelkreis zur Verfügung gestellt, um die angehängte Last eines Brücken-
krans ohne seitliche Schwingungsbewegungen am Ziel abzusetzen. Erste einfache
Beobachteransätze in der Chemie sind in Eckelmann [44] und Zeitz [11] zu finden.
Mit Hilfe eines einfachen Modells dritter Ordnung wird ein Zustandsbeobachter nach
Luenberger zur Schätzung des Wärmestroms, der Aufdampfrate und des Ortes der
Austauschzone entworfen. Der Beobachter wird in Verbindung mit einem Riccati-
Regler zur Regelung einer Destillationskolonne verwendet [Eckelmann,44].
Ausgehend vom Beispiel eines chemischen Reaktors werden die Aufgabenstellung,
der Entwurf sowie einige Anwendungen nichtlinearer Beobachter mit konzentrierten
Parametern in Zeitz [11] erläutert, wobei sich diese Ausführungen überwiegend auf
einen einfachen Rührkesselreaktor zweiter Ordnung beziehen. El Madbouly [45] setzt
1984 einen Luenberger-Beobachter zur Erkennung von Messfehlern in Kraftwerken
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ein. Bei Knickarmrobotern werden zur Verbesserung des dynamischen Verhaltens bei
hohen Bahngeschwindigkeiten lineare dezentrale Störgrößenbeobachter von Neumann
[46] eingesetzt, die jeweils für jedes der 6 Gelenke Reibung und Koppelkräfte
schätzen und für eine Linearisierung und Entkopplung sorgen. In Hasenjäger [47] wird
ein nichtlinearer Zustandsbeobachter am Beispiel der Antriebstechnik gezeigt, der
durch geeignete Erweiterung des nichtlinearen Modells neben den Zustandsgrößen
auch unbekannte Störgrößen und Parameter schätzen kann. Ein einfaches Beispiel
wird von Guo [48] mit der Parametrierung von linearen Beobachtern eines invertierten
Pendels demonstriert. Die Anwendung von Konstruktion und Einsatz von
Schätzmethoden für chemische Prozesse wird in Bachmann [49] am Beispiel der
Regelung eines Polymerisationsreaktors und zur frühzeitigen Erkennung des
Einsetzens einer chemischen Reaktion erläutert. Neuere Anwendungen sind im
Maschinenbau zu finden. Strobl [39] befasst sich mit der Identifikation von
nichtlinearen mechatronischen Antriebssystemen. Der Ansatz basiert auf der
Approximation unbekannter Nichtlinearitäten in einer bestimmten Klasse nichtlinearer
Systeme unter Verwendung Neuronaler Netze. Der Beitrag von Frank [50] gibt einen
Allgemeinen Überblick über die Verfahren der Fehlerdiagnose an Anlagenteilen von
automatisierungstechnischen Prozessen. Neben den klassischen signalgestützten
Verfahren werden auch die modernen modellgestützten Verfahren eingesetzt. Eine
Reihe von Übersichtsaufsätzen zum Thema mit verschiedenen Anwendungen aus dem
Bereich der Prozessindustrie wurden von Schuler, Kreitner, Wozny und Gilles in [3,
51, 52, 53, 54-60] veröffentlicht. In seiner Habilitationsschrift veröffentlichte Zeitz
[12] eine grundlegende Arbeit über die Beobachtbarkeit von chemischen Reaktoren
und den Entwurf nichtlinearer Zustandsschätzer, wobei nichtlineare Zustandsschätzer
zur Bestimmung der Zustandsgrößen bei chemischen Reaktoren entwickelt wurden.
Polymerisationsreaktionen werden hierbei nicht speziell behandelt. Schuler [61] und
Papadopoulou [62] verwendeten zur Schätzung der Zustandsgrößen eines
diskontinuierlichen Polymerisationsreaktors ein Erweitertes Kalman Filter. Sie
bestimmten die Temperatur, die Konzentrationen und die Molmassenverteilung. Die
Zustandsschätzung von Polymerisationsreaktoren wurde auch von MacGregor [63]
behandelt und am Beispiel einer Emulsions-Polymerisation angewendet. Zur on-line
Überwachung einer diskontinuierlichen Lösungs-Polymerisation von Methyl-
methacrylat haben Ellis [64] und Kwon [65] ein Erweitertes Kalman Filter entwickelt
und simuliert. Schuler und Schmidt [58] haben über modellgestützte Messungen in
chemischen Reaktoren einen allgemein gehaltenen Übersichtsartikel verfasst. Die
modellgestützte Messung wird hier mit Hilfe der Kalman-Filter und Überwachungs-
technik durchgeführt, wobei Bio- und Polymerisationsrektoren als Anwendungs-
beispiel verwendet worden sind. Gagnon und MacGregor [66] haben auf die Styrol-
Butadien-Copolymerisation ein Erweitertes Kalman Filter angewendet. Seine
Veröffentlichung behandelt die Modellierung von Zustandsgrößen zur Berück-
sichtigung von Verunreinigungen, die Zustandsschätzung einer kontinuierlichen
Emulsions-Polymerisation und die Auswahl eines optimalen Satzes von Sensoren.
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Drei nichtlineare Zustandschätzer sind bei der Emulsions-Polymerisation von Styrol-
Butadien-Kautschuk von Kozub-MacGregor [67] untersucht und verglichen worden.
Im Bereich der Polymerisationsverfahren sei an dieser Stelle noch darauf hingewiesen,
dass sich keines der genannten Beispiele in der industriellen Praxis durchgesetzt hat.
2.5 Modellbildung von Polymerisationsprozessen
Am Beginn des Beobachterentwurfs steht die theoretische Analyse des Poly-
merisationsprozesses mit dem Ziel der systemtheoretischen Modellierung, um bei-
spielsweise die Eigenschaften des produzierten Polymeren und letztlich die Wirt-
schaftlichkeit des Polymerisationsprozesses voraussagen und optimieren zu können.
Aufgrund der unterschiedlichen Polymerisationsprozesse existiert eine Fülle an Infor-
mationen in der Literatur, die mit Blick auf das vorliegende Problem untersucht
wurden. Über die wichtigsten Publikationen zu der in dieser Arbeit behandelten
Ziegler-Polymerisation von Ethylen wird ein kurzer Überblick vermittelt.
Die Suspensionspolymerisationen mit Ziegler-Katalysatoren zur Herstellung von Poly-
ethylen stellen komplexe Prozesse dar. In diesen Prozessen laufen sowohl physika-
lische als auch chemische Teilprozesse ab, die bekannt sein müssen, um einen Beo-
bachter entwickeln zu können. Im Gegensatz zu vielen anderen Polymerisations-
prozessen gibt es für die Ziegler-Polymerisation kein allgemein akzeptiertes Modell.
Physikalisch chemische Untersuchungen an diesem Prozess wurden vor allem in der
Industrie durchgeführt. Erste Arbeiten von Keii [68] und Boor [69] berichten über die
Beschreibung experimenteller Ergebnisse, ohne auf einzelne Teilprozesse oder
Parameterabhängigkeiten der Polymerisation näher einzugehen.
Grundlegende Arbeiten zur Ziegler-Polymerisation von Ethylen mit hochaktiven
Katalysator-Systemen wurden erstmals von Böhm in [70-75] verfasst. Hier werden
sowohl das Katalysator-System als auch Stofftransportphänomene bis hin zur Modell-
vorstellung für die Umwandlung des Katalysatorteilchens in ein Polymerteilchen
beschrieben.
Auch auf wissenschaftlichem Gebiet wurden eine Reihe von Arbeiten durchgeführt,
um diesen Prozess in Teilprozesse zu zerlegen und durch Modellvorstellungen zu
verstehen. Gesamtprozess und Teilprozesse wurden von Ray [76] am Beispiel der
radikalischen Polymerisation in Lösung und Emulsion sowie der Ziegler-Natta Poly-
merisation in Gasphase beschrieben. McAuley, MacGregor und Hamielec beschreiben
in McAuley [77] ein kinetisches Modell zur Copolymerisation von Ethylen in der
Gasphase unter Einsatz eines Ziegler-Natta Katalysatorsystems. Das Modell basiert
auf der Beschreibung eines Mehrzentren-Katalysator-Modells und liefert Umsatzrate,
Molekulargewicht und Copolymerzusammensetzung. Weitere Arbeiten hierzu existie-
ren von McAuley, MacGregor, Hamielec und Xie [77-79]. Sie behandeln die Poly-
merisation von Ethylen in der Gasphase. Durch diese Arbeiten wurde eine breite Basis
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aufgebaut, um den Gesamtprozess und seine Teilprozesse hinreichend genau zu
verstehen.
Eine Zusammenfassung über die Entwicklung der verschiedenen Generationen von
technischen Prozessen und Katalysatorsystemen zur Herstellung von Polyethylen und
Polypropylen wurde in Böhm [80] veröffentlicht.
Die Modellierung weiterer Polymerisationsverfahren von Ethylen wie die Hochdruck-
Polymerisation in einem Rohrreaktor zur Herstellung von Polyethylen niedriger Dichte
wird von Kiparissides, Verros und MacGregor in Kiparissides [81] beschrieben. Das
dynamische Prozessverhalten verschiedener Polymerisationsreaktoren modellierte
Weickert in [82] entsprechend dem jeweiligen Anwendungszweck.
Aufbauend auf den Arbeiten von Ray diskutieren Shaffer und Ray in [83] spezielle
Mechanismen bei der katalytischen Polymerisation von Ethylen, Propylen und
1-Hexen und leiten ein kinetisches Modell zur Schätzung des Polymerisationsgrades
her.
2.6 Fazit
Die Analyse existierender Verfahren und Anwendungen im Stand des Wissens zeigt,
dass es kein allgemein gültiges Verfahren für das Problem des nichtlinearen
Beobachterentwurfs gibt, sondern vielmehr eine Reihe von Verfahren mit ganz
spezifischen Anforderungen an das betrachtete System parallel existieren. Der
gegenwärtige Stand der Beobachteransätze erfordert mathematische Modelle geringer
Komplexität. Modelle dürfen nicht von zu hoher dynamischer Ordnung sein, da sonst
der Berechnungsaufwand zu hoch wird. Häufig werden Methoden mit nur einer
Messgröße formuliert und an einfachen Entwurfsmodellen erläutert [Schaffner,84].
Weiterhin setzen die meisten Entwurfsverfahren eine beschränkte strukturelle
Komplexität voraus. Häufig müssen die verwendeten Modelle linear sein und dürfen
weder algebraische Zwangsbedingungen noch partielle Differentialgleichungen
enthalten. Für nichtlineare Mehrgrößensysteme höherer Ordnung, wie sie bei
komplexen verfahrenstechnischen Prozessen vorliegen, ist der Entwurf mit
erheblichem Aufwand verbunden, der auch durch den Einsatz von symbol-
verarbeitenden Programmiersprachen wie Macsyma, Mathematica oder Reduce kaum
reduziert werden kann. Die klassischen Ansätze berücksichtigen oft nicht die
Anforderungen aus der Praxis. Sie sind meist nicht einfach anwendbar und ihre
Voraussetzungen sind oft stark einschränkend und schwer interpretierbar [Engel,85].
Für die allgemeine Darstellung nichtlinearer zeitvarianter Zustandsgleichungssysteme
ist das Problem des Beobachterentwurfs ungelöst [Röbenack,86]. Nach Birk [87] gilt
für die Eigenschaften von Beobachter, je größer die Anzahl der Zustandsgrößen und je
kleiner die Anzahl der Messgrößen ist, desto strenger sind die Bedingungen, desto
größer ist der Entwurfsaufwand, desto komplizierter werden die Beobachter-
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gleichungen und desto schlechter wird das Einschwingverhalten. Die meisten
Verfahren lassen sich deshalb nur unter recht speziellen Voraussetzungen für
nichtlineare Prozessmodelle anwenden.
Betrachtet man die in der Literatur beschriebenen modellgestützten Verfahren, zu
denen auch die klassischen Beobachterverfahren zählen, vom Blickwinkel der
integralen Problemlösung (Verfahren, Aufwand, praktische Umsetzung), lässt sich
zusammenfassend feststellen, dass sie für komplexe verfahrenstechnische Prozesse
kaum oder nur eingeschränkt anwendbar sind, obwohl die dadurch erzielbaren
Vorteile bezüglich Produktqualität, Sicherheit und Produktionskosten unbestritten sind
[Pickhardt,88]. Berücksichtigt man die oben gemachten Ausführungen, kann auch
nicht verwundern, dass keine allgemein anerkannte Definition existiert, die festlegt,
wann ein System in der allgemeinen nichtlinearen zeitvarianten Zustandsraum-
darstellung mit konzentrierten Parametern als Beobachter zu bezeichnen ist
[Röbenack,86; Zimmer,89; Hartmann,18].
Im Folgenden soll ein Ansatz für einen integrierten Beobachter entwickelt werden, der
über die Berücksichtigung zusätzlichen Prozesswissens eine zusätzliche Dimension
beim Beobachterentwurf einführt (Abb. 2-2). Durch eine ganzheitliche Betrachtung
und damit stärkere Verzahnung von mathematischem Prozessmodell und Modell-
rückführung soll eine gezielte Reduktion der Komplexität ohne den Verlust relevanter
Informationen ermöglicht und damit die zuvor beschriebenen Defizite existierender
Beobachterverfahren aufgehoben werden. Entscheidende Voraussetzung hierfür sind









Abb. 2-2: Zusätzliches Prozesswissen als neue Dimension beim Beobachterentwurf
Wesentliche Anforderungen an den zu entwickelnden Beobachteransatz sind dabei
eine gute Handhabbarkeit auch bei komplexen Systemen, eine breite Anwendbarkeit
und Einfachheit der Implementierung.
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3 Prinzip des Systembeobachters
Um den Ansatz des „Systembeobachters“ herzuleiten, wird zunächst der „klassische“
nichtlineare Zustandsbeobachter näher erläutert. Der „klassische“ nichtlineare
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Abb. 3-1: Struktur des nichtlinearen Zustandsbeobachters
Das Prozessmodell soll parallel zum realen Prozess kontinuierlich und ohne Zeitver-
zögerung die aktuellen Prozessgrößen ermitteln.
Es besteht im Allgemeinen aus nichtlinearen, gekoppelten, differentiellen und algebra-
ischen Gleichungen, in denen das Prozessverhalten bzw. die funktionalen Zusammen-
hänge zwischen den Prozessgrößen abgebildet sind. Diese ergeben sich aus der
Bilanzierung der Phasen bezüglich Stoffmenge, Energie und Impuls, sowie aus
Phasengleichgewichten, Transportansätzen, Zwangsbedingungen und diversen ande-
ren Beziehungen. Enthalten die Prozessgrößen nur eine zeitliche Abhängigkeit, nicht
aber eine örtliche, lässt sich der Prozess durch ein differential-algebraisches Glei-
chungssystem mit Differentialgleichungen in der Zeit beschreiben. Man spricht hierbei
auch von dynamischen Systemen mit konzentrierten Parametern. Diese bilden den
weiteren Betrachtungsgegenstand der Arbeit.
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Gleichungssysteme zur Beschreibung von dynamischen Systemen mit konzentrierten
Parametern nehmen die allgemeine Form [Schwarz,90; Isidori,91]
 tttt ),(),()( uxfx  ( 3-1 )
 tttt ),(),()( uxgy  ( 3-2 )
an. Die Differentialgleichung (3-1) wird als Zustandsdifferentialgleichung, die
algebraische Gleichung (3-2) als Ausgangsgleichung bezeichnet. Eingangs-, Zustands-
und Ausgangsgrößen bilden die Prozessgrößen. Der Vektor u(t) beinhaltet die
Prozesseingangsgrößen. Der Vektor x(t) bezeichnet die Zustandsgrößen, seine Werte
charakterisieren den Zustand des Systems. Der zeitliche Verlauf dieser Zustands-
größen ergibt sich aus ihrem Anfangswert x0 und dem zeitlichen Verlauf der Ein-
gangsgrößen. Die messbaren Größen werden im Folgenden im Vektor y(t) zusammen-
gefasst und als Ausgangsgrößen des Systems bezeichnet.
Das resultierende Gleichungssystem (3-3) wird als das nichtlineare Zustandsraum-
modell des Prozesses (Systems) bezeichnet.
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Analog erhält man für das Prozessmodell des nichtlinearen Zustandsbeobachters als
„Abbild“ des Prozesses folgende Gleichungen (die Verwendung des Symbols ´^´
kennzeichnet im Weiteren die Beobachtergrößen):
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Bei der „klassischen“ Beobachterstruktur werden die Modellrückführungen stets
additiv auf das Prozessmodell aufgeschaltet.
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Prozessmodell und Modellrückführung werden beim Entwurf des „klassischen“
Zustandsbeobachters als „entkoppelt“ betrachtet bzw. durch Experten der jeweiligen
Fachdisziplinen (Chemie, Verfahrens- und Prozesstechnik) unabhängig voneinander
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entwickelt. Dabei wird das Prozessmodell beim Entwurf der Modellrückführung als
gegeben und exakt vorausgesetzt.
Die Struktur der Modellrückführung ist beim Zustandsbeobachter unabhängig vom
betrachteten System fest vorgegeben. Eventuell auftretende Abweichungen
)(ˆ)()(~ ttt yyy   zwischen dem realen Prozess und dem parallel mitlaufenden Modell
werden über die Rückführmatrix H additiv auf die Ableitungen aller Zustandsgrößen
geschaltet. Dabei spielt es keine Rolle, welches die tatsächlichen Ursachen für das
Auftreten der Abweichungen sind und aufgrund welcher Zusammenhänge sich diese
ergeben. Das Prozessmodell wird durch die Modellrückführung nicht verändert, da
beim Ansatz nach Luenberger davon ausgegangen wird, dass das vorgegebene Modell
korrekt ist und Abweichungen zwischen Prozess und Modell durch unterschiedliche






Abb. 3-2: Komponenten eines „klassischen“ Beobachters
Die existierenden Verfahren zum Beobachterentwurf befassen sich nur mit der
Dimensionierung der Modellrückführung H. Die einzelnen Komponenten hi,j der
Rückführmatrix H müssen so ausgelegt werden, dass die Dynamik des Prozessmodells
in gewünschter Weise beeinflusst werden kann, in dem die Zustandsgrößen so
korrigiert werden, dass die Abweichung der Zustandsgrößen )(ˆ)( tt xx   gegen Null
konvergiert. Hierzu ist in der Regel eine Betrachtung der Dynamik des Prozessmodells
ausreichend. Wissen um den Prozess selbst, wie z.B. die Art der Anwendung und die
genauen physikalisch-chemischen Zusammenhänge, wird zur Korrektur der Zustands-
größen nicht benötigt.
Die Dimensionierung der Rückführmatrix nach den klassischen Verfahren bedeutet
bei komplexeren nichtlinearen Systemen höherer Ordnung, wie es z.B. der im Rahmen
dieser Arbeit betrachtete Polymerisationsprozess darstellt, einen erheblichen Aufwand.
Für ein System mit 20 Zuständen und 6 Ausgängen ergeben sich 20 mal 6 = 120 Rück-
führungselemente der H-Matrix, deren Bestimmung mit den existierenden Methoden
einen erheblichen Aufwand bedeuten würde. Der dazu zu betreibende Aufwand wird
deutlich, berücksichtigt man, dass in der Literatur heute meist Systeme mit einer
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Ordnung kleiner als sechs betrachtet werden [Zeitz,12; Schaffner,84; Zeitz,11;
Zimmer,92; Svaricek,93, Schwarz,94; Klatt,95]. Diese schnell steigende Komplexität
führt dazu, dass die beschriebenen klassischen Entwurfsverfahren in der Praxis oft
nicht mehr handhabbar sind, darüber hinaus stellt die Reduzierung der Modellrück-
führung auf die alleinige Korrektur der Zustandsgrößen eine Einschränkung dar, die
den komplexen Abhängigkeiten der Prozessgrößen untereinander nicht gerecht wird.
Im Rahmen dieser Arbeit wird deshalb ein neuer Ansatz für den Beobachterentwurf
vorgestellt. Im Gegensatz zu den klassischen Zustandsbeobachtern verwendet der hier
vorgestellte Ansatz zusätzliches Prozesswissen beim Entwurf der Modellrückführung.
Mit Hilfe dieses Prozesswissens werden Zusammenhänge zwischen entstandenen Ab-
weichungen und den wesentlichen Eingangs-, Zustands- und Ausgangsgrößen sowie
Modellparametern hergestellt und diese in die Rückführung integriert. Die Korrektur
des Prozessmodells erfolgt dabei elementweise, und zwar an ausgesuchten physika-
lisch motivierten Stellen. Beispielsweise hat je nach vorliegendem System die
Veränderung einer Eingangsgröße Einfluss auf mehrere Ausgangsgrößen, während
über eine Zustandsgröße oft nur eine Ausgangsgröße gezielt beeinflusst werden kann.
Durch die Integration dieses zusätzlichen Prozesswissens entsteht eine „intelligente“
Modellrückführung, die enger mit dem Prozessmodell verzahnt und besser auf dieses
abgestimmt ist, als dies bei den klassischen Verfahren der Fall ist (Abb. 3-3). So kann
verursachungsgerechter z.B. auf Störungen sowie auf Ungenauigkeiten des Prozess-









Abb. 3-3: Neuer Beobachteransatz mit „intelligenter“ Modellrückführung durch
    integriertes Prozesswissen
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Da bei diesem Ansatz nicht mehr nur die Zustände betrachtet bzw. entsprechend dem
gewünschten Resultat beeinflusst werden, kann nicht mehr von einem Zustands-
beobachter gesprochen werden. Vielmehr handelt es sich um einen integrativen
Ansatz, der neben der Prozessdynamik und den Zuständen auch Eingangs- und
Ausgangsgrößen sowie Modellgleichungen, Modellparameter und Prozesswissen
ganzheitlich, d.h. als Gesamtsystem betrachtet. An dieser Stelle wird deshalb der
Begriff des „Systembeobachters“ eingeführt.
Der Systembeobachter enthält eine erweiterte Rückführungsstruktur, durch die
aufgrund des integrierten Prozesswissens nicht nur die Zustände (1), sondern auch die
Modellparameter (2) und Eingangsgrößen (3) des Prozesses bei auftretenden Abwei-





















Abb. 3-4: Struktur des Systembeobachters mit integriertem Prozesswissen
Zur Reduktion der Komplexität, die, wie zuvor erläutert, ein Haupthindernis für den
Einsatz der klassischen Beobachterverfahren in der Praxis darstellt, werden beim
Entwurf der Modellrückführung des Systembeobachters nur die primären Anhängig-
keiten (sog. “dominante Korrelationen“) zwischen den Prozessgrößen berücksichtigt.
In der Regel können bei der Entstehung von Abweichungen zwischen gemessenen und
berechneten Ausgangsgrößen mehrere mögliche Ursachen identifiziert werden. Durch
die Modellrückführung des Systembeobachters werden aber nur diejenige(n) Einfluss-
größe(n) korrigiert, die die größten Auswirkungen auf die entstandene Abweichung
haben. Damit wirkt die Korrektur nur auf wenige spezielle Größen im Prozessmodell,
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was eine erhebliche Vereinfachung bei der Dimensionierung der Modellrückführung
sowie einfachere Berechnungen zur Folge hat. Im günstigsten Fall ist jeweils nur eine
dominante Korrelation für die Modellabweichung vorhanden, was zu einer Entkopp-
lung der Einflussgrößen führt und in einer Reduktion der Modellrückführung
resultiert. In diesem Fall ergibt sich für die Rückführmatrix H eine Diagonalstruktur.
Für das Beispiel eines System 20. Ordnung mit 6 Ausgangsgrößen bedeutet dies, dass
statt einer Bestimmung von 20 mal 6 = 120 Parametern bei den klassischen Ansätzen
nur 6 Parametern für eine konstante Rückführmatrix H zu ermitteln sind.
Zusammenfassend lässt sich festhalten, dass der Systembeobachter über die
klassischen Zustandsbeobachter hinausgeht, da er nicht nur die Zustände anpasst,
sondern mit dem zusätzlichen Prozesswissen in der Lage ist, neben den Zuständen
Unregelmäßigkeiten bei den übrigen Prozessgrößen, z. B. bei den Eingangsgrößen und
Modellparametern, zu erkennen und entsprechend zu korrigieren. Dies ermöglicht für
die weitere Laufzeit im operativen Betrieb eine verbesserte Ausgangssituation z. B. in
Form eines genaueren Prozessmodells (Prozessparameter) oder auch modifizierter
Eingangsgrößen, die die aktuellen realen Bedingungen besser widerspiegelt und so












Abb. 3-5: Der Systembeobachter im operativen Betrieb
Im Folgenden wird die methodische Vorgehensweise beim Entwurf eines System-
beobachters vorgestellt. Diese beinhaltet vier Schritte, die in Abb. 3-6 dargestellt sind.
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Abb. 3-6: Methodische Vorgehensweise zum Entwurf eines Systembeobachters
Entwicklung des Prozessmodells
Im ersten Schritt des Beobachterentwurfs muss durch Anwendung chemisch- physika-
lischer Prinzipien ein mathematisches Modell des betrachteten Prozesses entwickelt
werden. In den seltensten Fällen liegt ein solches Modell für den zu betrachtenden
Prozess in einer für den betreffenden Anwendungszweck geeigneten Form, in der
benötigten Genauigkeit und Dokumentation vor. Im Rahmen der Entwicklung des
Prozessmodells müssen daher in der Regel zunächst die chemisch-physikalischen Ge-
setzmäßigkeiten aufgestellt werden, die für den Prozess gelten. Im Bereich der Ver-
fahrenstechnik basieren diese Modelle stets auf Bilanzgleichungen für Materie, Ener-
gie und Impuls, auf phänomenologischen Beziehungen – beispielsweise zur Beschrei-
bung von Stoffaustausch oder von Reaktionsvorgängen – und schließlich auf Stoff-
eigenschaften und deren Abhängigkeiten von den Prozessgrößen. Zur Beschaffung der
notwendigen Stoffdaten können eigene experimentelle Daten und Prozessdaten aus der
Anlage sowie die einschlägige Literatur herangezogen werden. Die Modellstruktur
sollte sich an den einzelnen Prozesseinheiten bzw. Apparaten orientieren und hierar-
chisch aufgebaut sein. Der Entwurf erfolgt Top-Down, indem die Modellstruktur in
jeder Hierarchiestufe weiter detailliert wird [Marquardt,7]. Für die einzelnen Kom-
ponenten müssen geeignete Bilanzräume eingeführt sowie ihre Systemgrenzen und
Verknüpfungen definiert werden. Entsprechende Entwurfsverfahren für mathema-
tische Prozessmodelle werden in der Literatur behandelt [Marquardt,7; Schütt,96].
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Ermittlung des zusätzlichen Prozesswissens und Bestimmung der dominanten
Korrelationen
In der zweiten Phase muss das zusätzliche Prozesswissen bestimmt werden, das in die
Modellrückführung des Systembeobachters zu integrieren ist, um dort beim Auftreten
von Abweichungen eine möglichst verursachungsgerechte Korrektur des Prozess-
modells zu ermöglichen. Hierzu muss zunächst ein genaues Verständnis gewonnen
werden, wie die reale Anlage funktioniert. Im Einzelnen muss dazu analysiert werden,
- wie der Rohstoff- und Energieeinsatz ist,
- welche Abhängigkeiten der einzelnen Prozessgrößen voneinander bestehen,
- wie der Verlauf der Produktion ist, d.h. insbesondere auch welche Störungen
auftreten,
- wie sich die Umgebung während der Produktion verhält,
- wie der Prozess geführt wird, d.h. welche Hierarchie es bei den Prozessein-
griffen gibt und wie das Eingreifen der Operatoren in bestimmten Situationen
ist,
- welche Mess- und Analyseverfahren verwendet werden, etc.
Dieses Prozesswissen kann beispielsweise aus dokumentierten Anlagendaten wie
Messwerten, Schichtbuch, Prozessanalysen, Apparatelaufzeiten, Reparaturinforma-
tionen, durch Befragung des Betriebsleiters, der Operateure, EMR- und Verfahrens-
techniker oder durch eine Sensitivitätsanalyse bzw. multivariate Datenanalyse ermittelt
werden.
Nach der Ermittlung des zusätzlichen Prozesswissens muss im nächsten Schritt
analysiert werden, welche Messgrößen als Ausgangsgrößen für die Modellrück-
führung zur Verfügung stehen bzw. welche dafür auch geeignet sind. Die Modellrück-
führung basiert auf der Messung verschiedener Prozessgrößen (y(t)=T, p, x, m , etc.).
In der Regel reichen die zur Verfügung stehenden Messgrößen des Prozesses aus. Es
kann jedoch vorkommen, dass zusätzliche Messungen für die Modellkorrektur
notwendig werden, wenn mit den zur Verfügung stehenden Prozessgrößen keine Kor-
relationen gefunden werden können. Für die Auswahl der zurückgeführten Prozess-
größen gelten folgende Kriterien:
- Die ausgewählten Prozessgrößen sollten keine Störgrößen besitzen und müssen
sich ausreichend zuverlässig und genau, d.h. möglichst ohne Fehlerbehaftung
messen lassen.
- Die ausgewählten Prozessgrößen sollten ausreichend empfindlich gegenüber
Störeinflüssen sein.
- Die ausgewählten Prozessgrößen sollten keine Verzögerungen hoher Ordnung
oder Totzeiten besitzen.
Prinzip des Systembeobachters 27
- Die ausgewählten Prozessgrößen sollen nach Möglichkeit keine oder nur eine
geringe Korrelation bzw. Abhängigkeit untereinander haben.
- Die Anzahl der Eingangsgrößen sollte größer oder gleich der Anzahl der
zurückgeführten Größen sein.
In der Regel besitzen die zurückgeführten Prozessgrößen einen großen Informations-
gehalt und werden auch zur Prozessführung verwendet. Die Priorität der zurück-
geführten Ausgangsgrößen ergibt sich aus der Prozessführungsstrategie sowie dem
Grad ihrer Verfügbarkeit. Entsprechend der Priorisierung der betrachteten Ausgangs-
größen werden auf der Basis des integrierten Prozesswissens anschließend die
dominanten Korrelationen hergeleitet. Diese Priorisierung spiegelt sich auch in den
Koeffizienten der Rückführmatrix H wider.
Festlegung der Struktur der Modellrückführung
Aus der Ermittlung des zusätzlichen Prozesswissens und der darauf aufbauenden
Herleitung der dominanten Korrelationen ergibt sich in der dritten Phase automatisch
die Struktur der Modellrückführung. Damit ist festgelegt, ob der korrigierende Eingriff
in das Prozessmodell allein auf die dynamischen Teilglieder des Modells (1), wie das
beim Zustandsbeobachter der Fall ist, oder auch auf die Modellparameter (2) und die
Eingänge des Modells (3) erfolgt.
Dimensionierung der Modellrückführung
Die Dimensionierung der Modellrückführung, d.h. die Bestimmung der einzelnen
Parameter der Rückführmatrix H bildet die abschließende vierte Phase beim Entwurf
des Systembeobachters. Beim Systembeobachter wird von zeitveränderlichen Para-
metern ausgegangen, die sich während der Laufzeit des Modells an die realen Prozess-
gegebenheiten anpassen und nicht, wie dies beim Luenberger-Beobachter der Fall ist,
konstant bleiben. Die Auslegung der Parameter ergibt sich aus der gewünschten
Dynamik, mit der die Prozessgrößen bei auftretenden Abweichungen korrigiert
werden sollen.
Die einzelnen Schritte zum Entwurf des Systembeobachters werden im Folgenden
anhand eines komplexen verfahrenstechnischen Prozesses durchgeführt und detailliert
erläutert. Ein typischer Vertreter eines derartigen Prozesses ist die Polymerisation von
Ethylen.
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4 Entwurf des Systembeobachters
Dieses Kapitel behandelt den Entwurf des Systembeobachters am Beispiel eines
Polymerisationsprozesses, der im Folgenden kurz vorgestellt.
Bei den für die Herstellung von Konsumgütern aus Kunststoff verwendeten Produkten
steigt der Einsatz von Polymeren wie z.B. Polyethylen aufgrund ihrer hervorragenden
Eigenschaften, wie z.B. hohe Zähigkeit und Reißdehnung, sehr gute Chemikalien-
beständigkeit, gute Ver- und Bearbeitbarkeit und ihrer geringen Umweltbelastung
(rohstofflich rezyklierbar, bei der Verbrennung entstehen lediglich Wasser und
Kohlendioxid, keine Verunreinigung von Luft und Grundwasser durch Zersetzungs-
produkte) ständig an. Polymere sind aus Makromolekülen unterschiedlicher Länge und
Struktur aufgebaut. Die entsprechenden Aufbaureaktionen werden als Polymer-






























Wahl des Reaktionsmediums, -apparates, etc.
Abb. 4-1: Vom Rohstoff zum Endprodukt
Neben den vom Markt geforderten Produkteigenschaften wie z.B. Wärme- oder
Kältebeständigkeit, Elastizität, Verschleißfestigkeit, müssen die verwendeten Poly-
mere auch zahlreichen Anforderungen genügen, die sich aus der Verarbeitung der
Polymere ergeben, wozu u.a. eine sehr hohe Qualitätskonstanz zählt. Die individuellen
Produkteigenschaften und Weiterverarbeitbarkeit der Polymere werden von den
verwendeten Grundbausteinen (Monomeren), dem Katalysator und wesentlich von der
Art der Verknüpfung, d.h. dem Polymerisationsprozess selbst, bestimmt [Böhm,97].
Durch diesen werden maßgebliche Faktoren wie Kettenlängenverteilung, Comonomer-
verteilung sowie Lang- und Kurzkettenverzweigungen der Makromoleküle festgelegt.
Da die Eigenschaften der Polymere nach der Synthese aufgrund wirtschaftlicher
Gesichtspunkte nicht mehr verändert werden können, ist eine konstante Zusammen-
setzung des Polymeren (polymolekulares Gemisch) bei der Polymerisation zu jedem
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Zeitpunkt Voraussetzung für eine gleich bleibend hohe Produktqualität. Kleinste
Schwankungen bzw. Probleme in der Führung der Polymersynthese können dazu
führen, dass die hergestellten Polymere die von ihnen geforderten Eigenschaften nicht
besitzen und Veränderungen der komplexen Verarbeitungsmaschinen (z.B. Extruder)
erforderlich machen. Deshalb kommt neben der Wahl geeigneter Roh- und Hilfsstoffe
in Kombination mit hochaktiven Katalysatorsystemen der Prozessführung eine
besondere Bedeutung bei der Sicherung der Qualität zu. Es werden zur Führung der
Polymerisation effiziente und ausgereifte Verfahren benötigt, die neben den
gewünschten Produkteigenschaften auch eine sichere, zuverlässige, flexible und
wirtschaftliche Herstellung ermöglichen, gleichzeitig aber den Anforderungen aus der
Praxis z.B. nach Handhabbarkeit der Prozesskomplexität und verhältnismäßig
geringem Realisierungsaufwand Rechnung trägt. Der im Rahmen dieser Arbeit
vorgestellte Systembeobachter stellt ein solches Verfahren dar.
4.1 Entwicklung des Polymerisationsmodells
Die Entwicklung der katalytischen Polymerisation ist seit den grundlegenden
Entdeckungen von Ziegler [98] sehr weit fortgeschritten, so dass leistungsfähige,
technische Verfahren auf Basis von hochaktiven Katalysatorsystemen zur Verfügung
stehen [Böhm,99]. Im vorliegenden Kapitel wird für die Ziegler-Polymerisation von
Ethylen nach dem Suspensions-Verfahren ein dynamisches Prozessmodell mit einem
hochaktiven Katalysatorsystem entwickelt [Böhm,100; Kucera,101]. Da die Poly-
merisation aus mehreren Elementarreaktionen besteht, beschreibt das Modell die
Summe dieser Elementarreaktionen mit den dazugehörigen kinetischen Konstanten.
Die Produktkennwerte des dabei entstehenden Polymeren werden durch dieses
Reaktionsmodell bestimmt.
4.1.1 Polymerisationsverfahren
Verfahren zur Herstellung von Polyethylenen werden nach dem kinetischen Ablauf
des Prozesses, dem Einsatzzweck des Produktes und den wirtschaftlichen Gesichts-
punkten klassifiziert. Während Polyethylen niedriger Dichte (PE-LD) durch radika-
lische Polymerisation des Ethylens bei hohen Drücken zwischen 140 bis 350 MPa und
Temperaturen zwischen 130 bis 300 °C hergestellt wird, entsteht Polyethylen mit
hoher Dichte (PE-HD) in einer Niederdruckpolymerisation bei Drücken zwischen 1
bis 5 MPa, Temperaturen zwischen 70 bis 95 °C und mit heterogenen oder homogenen
Übergangsmetall-Katalysatoren [Bohnet,102]. Bei Temperaturen über 150 °C kann
Polyethylen im Lösungsverfahren mit Übergangsmetall-Katalysatoren ebenfalls
hergestellt werden.
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Die Synthese von PE-HD wird technologisch nach drei verschiedenen Verfahren
durchgeführt. Je nachdem, ob die Polymerisation in homogener Phase oder hetero-
gener Phase verläuft, wird zwischen dem Lösungs-, Suspensionspolymerisations- und
Gasphasen-Verfahren unterschieden .
Die Suspensionspolymerisation nach dem Ziegler-Verfahren, das auch als Slurry-
Verfahren oder Stirred Tank Heavy Diluent (STHD) Verfahren bezeichnet wird,
wurde, von Ziegler und Mitarbeitern 1953 am Max-Planck-Institut für Kohleforschung
in Mülheim entdeckt, von der Hoechst AG in die Technik umgesetzt und ging bereits
1955 in Produktion [Ziegler,98]. Seit dieser Zeit wurde dieser Produktionsprozess
ständig weiterentwickelt und stellt heute eines der leistungsfähigsten Verfahren zur
Herstellung von hochdichtem Polyethylen dar [Schulz,103]. Das Ziegler-Suspensions-
verfahren wird weltweit lizenziert und gehört damit zu den führenden Technologien
zur Polymerisation von Ethylen. Die zur Zeit weltweit vorhandene Kapazität des hier
betrachteten Verfahrens liegt bei 3,5 Millionen Tonnen PE-HD pro Jahr [Basell,104].
Abb. 4-2 zeigt ein vereinfachtes Fliessbild des Prozesses.
Die wesentlichen Verfahrensschritte bei der Suspensionspolymerisation von Ethylen
nach dem Ziegler-Verfahren sind die Herstellung des Katalysators, die Polymerisation
in einer Benzinfraktion als Reaktionsmedium, die Trocknung und Abtrennung des
Polymeren, die Aufarbeitung des Dispergiermittels und die Konfektionierung (Zugabe
von Additiven und Granulierung) [Bohnet,102; Nexant,105].
Kernstück der Polymerisationsanlage bildet der Polymerisationsreaktor. Werden hier
Fehler in der Synthese gemacht, können diese in der weiteren Aufarbeitung nicht mehr
korrigiert werden, da eine Trennung unterschiedlich langer und unterschiedlich
zusammengesetzter Polymere äußert schwierig und aufwändig und in einer
technischen Anlage aus wirtschaftlichen Gründen nicht durchführbar ist. In der vor-
liegenden Anlage werden alle Roh- und Hilfsstoffe dem Polymerisationsreaktor
kontinuierlich zugeführt. Hierzu gehört zunächst das Dispergiermittel, welches als
Reaktionsmedium für die Polymerisation dient. Es handelt sich dabei um eine
Leichtbenzinfraktion, die überwiegend aus Hexan besteht. Das Dispergiermittel wird
dem Polymerisationsreaktor in einem vorgegebenen Verhältnis von frischem und im
Prozess zirkulierenden Dispergiermittel (Mutterlauge) zugeführt. Weiter wird dem
Polymerisationsreaktor das Katalysatorsystem, bestehend aus dem im Dispergiermittel
unlöslichen Katalysator und der löslichen aluminiumorganischen Verbindung als
Cokatalysator zugeführt. Der Katalysator aus auf Magnesium und Chlorid fixierten
Titanverbindungen wird dem Dispergiermittel über ein Vorratsgefäß zudosiert. Er liegt
im Dispergiermittel in suspendierter Form vor. Im Verlauf der Polymerisation wandelt
sich das Katalysatorpartikel in ein Polymerteilchen um, weil das Polymere im
Dispergiermittel unlöslich ist.
































































































































Abb. 4-2: PE-HD Synthese nach dem Niederdruck-Suspensions-Verfahren
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Der Cokatalysator, dessen Aufgabe die Erzeugung polymerisationsaktiver Zentren des
Titankomplexes ist, wird der Mutterlauge zugeführt. Die Reaktionsteilnehmer, das
Monomer Ethylen, Comonomer 1-Buten und der Wasserstoff werden in verschiedenen
Verhältnissen entsprechend der Herstellrezeptur von unten in den Reaktor eingeführt.
Bei einer Temperatur von 70-90 °C und einem Druck von ca. 0,6 MPa reagiert das
Monomer Ethylen in Anwesenheit des Katalysators zu Polyethylen. Nach einer
Verweilzeit von 1-3 Stunden wird die Polymersuspension dem Nachreaktor zugeführt,
wo das restliche Ethylen zu Polyethylen reagiert und schließlich zu einer Ethylen-
ausbeute größer 99 Prozent führt. Von hier aus gelangt die Polymersuspension über
die Dekantervorlage zur Dekanter-Zentrifuge, wo das Polyethylenpulver von der
Mutterlauge getrennt wird. Während das Pulver einem Fliessbetttrockner zugeführt
wird, wird die Mutterlauge einem Sammelgefäß zugeleitet und im Kreislauf gefahren.
Zur Aufarbeitung des Dispergiermittels wird ein Teil des aus der Zentrifuge und aus
der Trocknung stammenden Dispergiermittels gereinigt und als frisches Dispergier-
mittel wieder dem Polymerisationsreaktor zugeführt. Im Fliessbettrockner wird das
restliche Dispergiermittel mit Hilfe heißen Stickstoffs aus dem Pulver entfernt. Das
trockene Pulver wird zu einem Pulversilo gefördert und anschließend zur Granu-
lierung weitergeleitet. Das Polyethylen verlässt die Anlage als Granulat, das dann zum
späteren Endprodukt weiter verarbeitet wird.
4.1.2 Entwicklung der Modellstruktur
Für den in Abb. 4-2 dargestellten Polymerisationsprozess wurde mit Hilfe der Top-
Down-Strategie ein dynamisches Modell hergeleitet, welches die aktuellen Prozess-
zustände der Polymersynthese in Echtzeit berechnet [Marquardt,7]. Zur Abbildung der
Polymerisation ist das dynamische Verhalten der wesentlichen Apparate nachzubilden.
Dies sind der Polymerisationsreaktor, in dem die Reaktion stattfindet, der Nachreaktor
für die Restreaktionen sowie eine Sequenz von Dekantervorlage und Dekanter-Zentri-
fuge zur Abtrennung des Polymeren. Die von der Dekanter-Zentrifuge abgetrennte
Mutterlauge wird über den Mutterlaugensammelbehälter zum Reaktor zurückgeführt.
Die Edukte fließen der Polymerisationsanlage beim Reaktor zu, das Polymere verlässt
den Reaktor zusammen mit dem Dispergiermittel. Alle weiteren Apparate sind für die
Polymersynthese ohne Bedeutung. Für die weitere Modellierung lässt sich die Anlage
auf die in Abb. 4-3 dargestellte Form vereinfachen.
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Nachreaktor
Reaktor
Abb. 4-3: Vereinfachte Darstellung der Polymerisationsanlage
Für die zu modellierende Polymerisationsanlage wurden zunächst die Systemgrenzen
definiert und eine grobe Klassifizierung der Komponenten vorgenommen. Dazu wird
die Polymerisationsanlage, wie in Abb. 4-4 veranschaulicht, in eine modulare Struktur
mit den Modulen Polymerisation und Dispergiermittelkreislauf sowie den zwischen
den Modulen verlaufenden Koppelgrößen überführt.
PolymerisationUmgebung Dispergiermittelkreislauf
Zu- und Abläufe Rückläufe
Abb. 4-4: Grobe modulare Struktur des Polymerisationsprozesses
Während das Modul Polymerisation den Polymerisations- und Nachreaktor aufgrund
des gleichen Verhaltens zusammenfasst und deshalb eine Reaktorkaskade darstellt,
beinhaltet der Dispergiermittelkreislauf die über den Mutterlaugenbehälter in den
Reaktor zurückgeführten Stoffe. Dem Polymerisationsreaktor frisch zugeführtes
Dispergiermittel wird beim Dispergiermittelkreislauf nicht berücksichtigt, da es im
Gegensatz zur Mutterlauge keine Reaktionsteilnehmer enthält. Die Umgebung fasst
schließlich die restlichen Prozesse wie beispielsweise die Vorlage des Katalysators
sowie den Trocknungs- und Granulierungsprozess zusammen. Sie spielen beim vor-
liegenden Modellierungszweck keine Rolle. Die Modellbausteine sind durch Zu- und
Abläufe sowie die Rückläufe mit einer vorgegebenen Richtung miteinander verknüpft.
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Bei der Reaktorkaskade handelt es sich um ein zusammengesetztes Modul, das aus
einer Reihe von aneinander gereihten gleichartigen Modellbausteinen besteht, die im
Gleichstrom durchströmt werden. Daher wurden auf der nächsten Strukturierungs-
ebene die Module Polymerisationsreaktor und Nachreaktor weiter unterteilt. Beide








Zu- und Abläufe Rückläufe
Dispergiermittelkreislauf
Abb. 4-5: Detaillierung der Reaktorkaskade
Wie von Ray [76] vorgeschlagen, kann der im Reaktor ablaufende Polymerisations-
prozess in drei Ebenen unterteilt werden: Macroscale, Mesoscale und Microscale. Auf
der Macroscale-Ebene wird der gesamte Reaktor mit den zu- und abfließenden Stoffen
betrachtet. Die Vorgänge im Polymerisationsreaktor, wie Stoffübergang zwischen den
Phasen, laufen in der Mesoscale-Ebene ab. Die Microscale-Ebene abstrahiert den
Teilchenbildungsprozess am Mikroreaktor (Abb. 4-6).




Abb. 4-6: Modell des Polymerisationsreaktor nach Ray [76]

















Abb. 4-7: Beschreibung des Polymerisationsreaktors
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Für die Polymersynthese in der Produktion ist es erforderlich, verlässliche Messwerte
über die Zusammensetzung des Gases im Polymerisationsreaktor zu erhalten. Hierzu
ist eine schnelle on-line Analysenmesstechnik notwendig, die teilweise modelliert
werden muss. Die Gasanalysegeräte sind über einen Messgaskühler an den Prozess
angeschlossen, in dem der überwiegende Teil des Dispergiermittels kondensiert und so
von den Messgeräten ferngehalten werden kann. Durch die Abkühlung ändern sich die
Löslichkeiten der Gase in dem Dispergiermittel, so dass ein Teil der Gase mit dem
Dispergiermittel in den Reaktor zurückfließt. Hierdurch ändert sich die Zusammen-
setzung des Messgases. Deshalb ist für den Bereich der Messsignale zusätzlich ein
Modell des Messgaskühlers zu erstellen. Außerdem wurden für eine bessere Übersicht
alle Stoffdaten in einem eigenen Modul Stoffdaten zusammengefasst. Für den in Abb.


















Abb. 4-8: Struktur des Gesamtmodells der Suspensionspolymerisation von Ethylen
nach dem Ziegler-Verfahren
Für die vorgenannten Apparate werden im Folgenden die Modellgleichungen abge-
leitet.
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4.1.3 Modell des Polymerisationsreaktors
Der Polymerisationsprozess von Ethylen ist ein komplexer Vorgang, wie in [Böhm,71;
Choi,106] ausführlich beschrieben, der in einem kontinuierlich betriebenen Rühr-













Abb. 4-9: Schema des Polymerisationsreaktors
Im Polymerisationsreaktor befindet sich ein dreiphasiges Reaktionssystem, bestehend
aus den gasförmigen Reaktanden Ethylen, 1-Buten (Comonomer) und Wasserstoff und
Inerte als Schutzgas, dem flüssigen Dispergiermittel und dem festen, suspendierten
Ziegler-Katalysator sowie den Polymerteilchen, die durch Polymerisation von Ethylen
und 1-Buten aus den Katalysatorteilchen entstehen. Der Reaktor wird mit dem Disper-
giermittel und einem Katalysatorsystem, einer Kontakt-Suspension (Titan-Verbin-
dung) und einem Cokatalysator (Aluminiumalkyl) beaufschlagt. Das Monomer
Ethylen und der Wasserstoff werden gasförmig von unten in den Reaktor eingeleitet.
Diese Gase, die in Form von Gasblasen im Reaktor aufsteigen, lösen sich teilweise im
Dispergiermittel. Durch intensives Rühren ist der Stoffübergang dabei so gut, dass ein
stabiler stationärer Zustand erreicht wird. An jedem Katalysatorpartikel startet die
Polymerisationsreaktion, wobei das Polymere als feste Phase entsteht. Diese Polymeri-
sationspartikel sind kleine eigenständige Reaktoren (Mikroreaktoren) [Böhm,72;
Hutchison,107]. Durch Anlagerung von Ethylen und 1-Buten wachsen die Polymer-
moleküle. Die Polymerisationsreaktion wird durch verschiedene Abbruchreaktionen
beendet. Das Suspensionsvolumen im Reaktor wird durch eine Standregelung konstant
gehalten. Die temperaturgeregelte Betriebsweise sorgt für eine konstante Temperatur
im Reaktor. Ein Rührwerk sorgt für gleichmäßige Durchmischung der Suspension und
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somit für eine vollständig homogene Verteilung der Reaktionsmasse. Die dem Reaktor
zugeführten Komponenten werden am Reaktoreingang sofort vollständig vermischt
und nehmen bei Eintritt in den Reaktor unmittelbar die Reaktionstemperatur an.
Innerhalb des Polymerisationsreaktors treten aufgrund der Höhe geringe Temperatur-
und Konzentrationsgradienten auf. Unter den vorliegenden Betriebsbedingungen
können jedoch mittlere Werte verwendet werden. Die Zusammensetzung der
Suspension am Reaktorausgang entspricht der im Reaktor. Deshalb wird der vorlie-
gende Polymerisationsreaktor als ein kontinuierlich betriebener idealer Rührkessel-
reaktor (CSTR) betrachtet, der zeitlich ununterbrochen von den Reaktionsstoffen
durchströmt wird. Anfahr- und Abstelleffekte werden dabei nicht berücksichtigt.
Modell Polymerisationsreaktor
Stoffe (i=1...5) Ethylen (1), 1-Buten (2), Wasserstoff (3), Inerte (4),
Dispergiermittel (5), Katalysator, Cokatalysator
disperser Zustand quasi-homogen
Aggregatzustand gas-flüssig-fest










Flüsse  Eintrittstutzen: Stoffmengenstrom Komponenten
 Überlauf: Stoffmengenstrom Polymere






Die Macroscale-Ebene beschreibt die Stoffmengen- und Energiebilanzen des
Polymerisationsreaktors. Aufgrund der isothermen Reaktionsführung wird die gesamte
durch die Reaktion erzeugte Wärme abgeführt. Die Temperatur des Reaktions-
gemisches ist daher nicht nur örtlich, sondern auch zeitlich konstant. Dies bedeutet,
dass die mittlere Temperatur im Reaktor konstant ist und geregelt wird, wobei
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innerhalb des Reaktors ein konstanter Temperaturgradient herrscht. Zur weiteren















Abb. 4-10: Polymerisationsreaktor als Bilanzraum
Da es sich im vorliegenden Fall um ein konzentriertes System handelt, kann als
Bilanzraum der gesamte Reaktor gewählt werden. Für die Stoffbilanz der Kompo-





,,,   ( 4-1 )
mit
dt
dni Zeitliche Veränderung der Stoffmenge der Komponente i in [kmol·h-1]
Ein , Pro Zeiteinheit einfließende Stoffmenge der Komponente i [kmol·h
-1]
Ain , Pro Zeiteinheit abgeführte Stoffmenge der Komponente i in [kmol·h
-1]
Rkin , Bezeichnet einen Stoffstrom einer Komponente i von einer Phase in die
andere oder den Verbrauch eines Stoffes i durch die Polymerisations-
reaktion in [kmol·h-1]
Zur Beschreibung der einzelnen Phasen im Reaktor müssen die Stoffbilanzen für alle
drei Phasen getrennt aufgestellt werden. Die Stoffmengenbilanz aller Komponenten
der einzelnen Phasen ergibt sich zu:
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Unter Berücksichtigung aller in Abb. 4-9 dargestellten Komponenten ergeben sich aus
den Gleichungen (4.2-4.4) die Stoffmengenbilanzen der einzelnen Komponenten i in
jeder Phase:
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Die zufließenden Stoffströme ergeben sich aus den gemessenen Zuläufen
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  ( 4-10 )
mit
EGim ,, Massenstrom des gasförmig in den Reaktor einfließenden Stoffes i in
[kg·h-1]
ELim ,, Massenstrom des flüssig in den Reaktor einfließenden Stoffes i in [kg·h
-1]
Entwurf des Systembeobachters 42
ESim ,, Massenstrom des fest in den Reaktor einfließenden Stoffes i in [kg·h
-1]
iM Molmasse des Stoffes i in [kg·kmol
-1]
Außer den Stoffkomponenten fließen dem Reaktor der Katalysator und Cokatalysator










,,   ( 4-12 )
mit
ECatn , Pro Zeiteinheit einfließender Katalysatorstoffstrom in [kmol·h
-1]
EAln , Pro Zeiteinheit einfließender Cokatalysatorstoffstrom in [kmol·h
-1]
Die Stoffströme Rkin ,  an den Phasengrenzflächen (gas/flüssig und flüssig/fest) und der
Verbrauch durch die Polymerisationsreaktion in den polymerisierenden Teilchen
(Mikroreaktor) müssen für alle Stoffkomponenten i auf der Mesoscale- und
Microscale-Ebene modelliert werden, um die Qualitätskenngrößen des in den Mikro-
reaktoren entstehenden Polymeren berechnen zu können.
4.1.3.2 Mesoscale-Ebene
Die Mesoscale-Ebene beschreibt den Stoffaustausch zwischen der gasförmigen und
der flüssigen Phase. Zur Nachbildung dieser Vorgänge müssen alle Volumenströme
und die Volumenaufteilung im Reaktor zu jedem Zeitpunkt bekannt sein. Hierzu ist
die Bilanzierung über alle Stoffe in allen Phasen erforderlich. Für die Bilanzierung der
Stoffmengen ist es sinnvoll, das vorliegende Reaktorvolumen in zwei Teilbereiche
aufzuteilen: den Reaktordom und den mit der Suspension gefüllten Teil. Die Suspen-
sion wiederum besteht aus der Flüssigkeit (Dispergiermittel und den darin gelösten
Gasen), den Polyethylenpartikeln als Feststoff und den Gasblasen, die durch intensives
Rühren in der Suspension fein verteilt werden. Diese drei Komponenten der Suspen-
sion können gedanklich getrennt werden, so dass das Suspensionsvolumen in Gas-,
Flüssigkeits- und Feststoffvolumen zerfällt. Abb. 4-11 zeigt die Aufteilung des
Reaktors in die verschiedenen Bereiche.
























Abb. 4-11: Strukturelle Abstraktion des Polymerisationsreaktors
Für die weitere Modellierung werden drei vereinfachende Annahmen getroffen:
- Die Zusammensetzung des Gases im Reaktordom und in den in der Suspension
befindlichen Gasbläschen ist gleich. Reaktordom und Gasanteil der Suspension
können daher zusammengefasst und als ein Gasraum angesehen werden. Diese
Annahme legt zugrunde, dass das intensive Rühren einen guten Austausch
zwischen Reaktordom und Gasbläschen bewirkt, was experimentell geprüft
wurde [Böhm,110].
- Der Volumenanteil des in der Suspension gelösten Gases am gesamten
Suspensionsvolumen wird unter Betriebsbedingungen (konstante Begasung,
konstante Rührerleistung) als konstant angenommen.
Dem Stofftransfer zwischen den Phasen kommt bei der Ziegler-Polymerisation eine
entscheidende Bedeutung zu, da er ausschlaggebend für die Polymerisationsreaktionen
ist. Die effektive Reaktionsgeschwindigkeit wird dabei sowohl durch den Stoff-
übergang Gas/Flüssigkeit als auch durch den Stoffübergang Flüssigkeit/Feststoff
beeinflusst. Im Polymerisationsreaktor findet ein ständiger Stoffaustausch zwischen
dem Gas und der Flüssigkeit statt. Die Stoffe Ethylen und Wasserstoff werden
gasförmig zugeführt, 1-Buten und Dispergiermittel flüssig. Ethylen, 1-Buten und
Wasserstoff werden in der Flüssigkeit bei der Polymerisation verbraucht und strömen
daher vom Gas in die Flüssigkeit. Andererseits dampft etwas Dispergiermittel in den
Gasraum aus und der inerte Stickstoff, der in der Suspension gelöst ist, tritt aus, so
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dass auch zwei Stoffströme von der Flüssigkeit in das Gas auftreten. Damit die
gasförmigen Edukte Ethylen, 1-Buten und Wasserstoff am suspendierten Katalysator
reagieren können, müssen sie zunächst im Dispergiermittel gelöst und zum Katalysator













Abb. 4-12: Modellvorstellung für den Gastransport von der Gasblase bis zum
Mikroreaktor
Verfolgt man den Weg des Gases am Beispiel von Ethylen aus dem Inneren der
Gasblase bis in die aktiven Zentren des Katalysators (Abb. 4-12) so lässt sich der
Transport des Ethylens aus einer Hintereinanderreihung voneinander unabhängiger
Teilschritte interpretieren [Böhm,71; Baerns,108]. Die Teilschritte lassen sich wie
folgt formulieren:
 Das Ethylengas diffundiert zunächst durch einen gasseitigen Grenzfilm zur
Grenzfläche Gas/Flüssigkeit.
 Danach folgt der Transport durch die Phasengrenze. An der Grenzfläche wird
das Gas im Dispergiermittel gelöst.
 Anschließend erfolgt die Diffusion Di,E des Ethylengases durch den flüssig-
keitsseitigen Grenzfilm in die Flüssigkeit.
 Das gelöste Ethylen wird durch die Flüssigkeit zum Katalysatorkorn mittels
konvektivem Stofftransport transportiert.
 Das gelöste Ethylen gelangt wiederum durch Diffusion aus der Flüssigkeit an
die äußere Oberfläche des Katalysatorkorns.
 Im Mikroreaktor laufen folgende Prozesse ab:
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- Stofftransport der an der Reaktion beteiligten Stoffe von der umge-
benden flüssigen Phase in den Mikroreaktor und
- die chemischen Prozesse (Polymerisation des Ethylens, Copolymeri-
sation mit 1-Buten und die Kettenlängenregelung mit Wasserstoff) und
der Verbrauch.
Auf der Gasseite wird keine Filmdiffusion angenommen. Auf der Flüssigkeitsseite
wird ein linearer Konzentrationsverlauf angenommen. Der Verbrauch durch die
chemischen Prozesse findet in den in der Flüssigkeit suspendierten polymerisierenden















Abb. 4-13: Ethylenkonzentrationsverlauf bei der Stoffübertragung nach dem
Filmmodell
Zur mathematischen Erfassung der Mechanismen des Stoffübergangs bedient man sich
verschiedener Stoffübergangsmodelle [Bird,111]. Das klassische Modell für den
Stofftransfer Gas/Flüssigkeit ist nach wie vor das Zweifilmmodell [Baerens,108].
Dieses Modell basiert auf der Annahme, dass sich zwischen einer ideal durchmischten
Flüssigkeit (Dispergiermittel) und einem darin gleichmäßig verteilten Gas (Ethylen,
Wasserstoff) beiderseits der Phasengrenzfläche je ein dünner Film ausbreitet (Abb.
4-12, Abb. 4-13). Da für jede einzelne Phase ideale Durchmischung vorausgesetzt
wird, besitzen Temperatur und Konzentration an jeder Stelle im Bulk den gleichen
Wert. Weiterhin wird angenommen, dass in der Phasengrenze selbst zu jedem
Zeitpunkt Gleichgewicht herrscht. Für die Modellierung des Polymerisationsreaktors
wird angenommen, dass Druck und Temperatur in der gasförmigen und flüssigen
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Phase gleich sind, so dass lediglich die Abweichungen vom stofflichen Gleichgewicht
zu berücksichtigen sind.
Das Ethylen diffundiert zunächst vom Kern der Gasblase an die Phasengrenzfläche
und wird dort absorbiert. Zwischen der gasseitigen und flüssigkeitsseitigen Ethylen-
konzentration wird an dieser Phasengrenzfläche Absorptionsgleichgewicht angenom-
men. Anschließend diffundiert das Ethylen durch den Flüssigkeitsfilm in den Kern des
Dispergiermittels (Abb. 4-13). Die Berechnung des Stofftransports [Hampe,112;
Luft,113] an der Grenzschicht gas/flüssig (GL) erfolgt auf der Grundlage des
Nernstschen Filmmodells [Nernst,114], das in der Nähe der Phasengrenze von einer
vollständig ruhenden Flüssigkeitsschicht ausgeht, durch die der Stofftransport
ausschließlich durch Diffusion erfolgt. Für die Diffusion folgt aus dem ersten
Fickschen Gesetz für den Ethyleneintrag (i=1) die Stofftransportgleichung
dx
dcADn iiGLi , ( 4-13 )
mit
Stoffmengenstrom der Komponente i von der Gasphase in die
Flüssigphase in [kmol·h-1]
Di Diffusionskoeffizient der Komponente i durch die Phasengrenze
in [m2·h-1]
A Phasengrenzfläche gas/flüssig in [m2]
dci / dx Konzentrationsgradient in der Grenzschicht
Im stationären Fall ist nach Gleichung (4-13) innerhalb der ungerührten Grenzschicht,
die nach ihrem Erstbeschreiber auch als Nernstsche Grenzschicht bezeichnet wird, die
Konzentration ci des gelösten Ethylens eine von ihrem Diffusionskoeffizienten Di,
abhängige, lineare Funktion der Entfernung x zur Grenzschicht.
Die Integration von Gleichung 4-13 über die Grenzschicht δL, in welcher der stationäre























 ( 4-15 )
mit
*
,Lic Sättigungskonzentration der Komponente i unmittelbar an der
Grenzschicht Gas/Flüssigkeit in [kmol·m-3]
ci,L Konzentration der Komponente i in der Flüssigkeit in [kmol·m-3]
GLin ,
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Wie die Gleichung (4-15) zeigt, ist die treibende Kraft für den Ethylentransport die
Differenz zwischen der Sättigungskonzentration an der Phasengrenze c*i,L und der
Konzentration ci,L in der Flüssigphase ist. Durch die Einführung des Stoffübergangs-







, ( 4-16 )
folgt aus Gleichung (4-16)
 LiLiLiGLi ccAkn ,*,,,  ( 4-17 )
Darin sind ki,L der flüssigkeitsseitige Stoffübergangskoeffizient, A die zur Verfügung
stehende Phasengrenzfläche, ci,L die Konzentration der betrachteten Komponente in
der Flüssigphase und c*i,L die jeweilige Sättigungskonzentration. Der Stoffübergang
wird praktisch nur von der flüssigkeitsseitigen Grenzschicht kontrolliert. Dies trifft
immer dann zu, wenn das Gas schlecht in der Flüssigkeit löslich ist, wie das für das
vorliegende System Ethylen in Hexan der Fall ist. Durch die Einführung der
spezifischen Phasengrenzfläche
LV
Aa  ( 4-18 )
ergibt sich für den Stofftransport von Ethylen
 LiLiLLiGLi ccVakn ,*,,,  ( 4-19 )













Die Stoffübergangskoeffizienten ki,L werden vom unterschiedlichen dynamischen
Verhalten der Gasblasen beeinflusst. Es besteht somit eine untrennbare Abhängigkeit
zwischen dem ki,L-Wert und der Größe der Gasblasen bzw. der spezifischen Aus-
tauschfläche a. Da die getrennte Ermittlung des ki,L Wertes nicht möglich ist, wird in
dieser Arbeit ausschließlich der volumetrische Stofftransportkoeffizient (kL·a)i ver-
wendet (Anhang, Tabelle 17). Die Rührintensität ist so hoch, dass der minimale Stoff-
transportwiderstand in der Grenzschicht der flüssigen Phase (Gasblase) erreicht ist
[Böhm,110].
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Für die volumenbezogene Geschwindigkeit des Stoffübergangs (gas/flüssig) gilt dann:













vi,GL Stoffbezogene, flüssigkeitsseitige Geschwindigkeit des Stoffübergangs
der Komponente i in [kmol·m-3·h-1]
Das für den Stofftransport treibende Konzentrationsgefälle  LiLi cc ,*,   ist bei dem
vorliegenden Polymerisationsprozess hauptsächlich von der Löslichkeit des Gases im
Dispergiermittel abhängig. Die Löslichkeit wiederum hängt von Druck und
Temperatur im Reaktor ab. Das angenommene Gleichgewicht an der Phasengrenze






y  ( 4-22 )
mit
yi Stoffmengenanteil der Komponente i in der Gasphase [mol/mol]
*
ix Stoffmengenanteil der Komponente i an der Phasengrenze in [mol/mol]
p Gesamtdruck in [bar]
Hi Henry-Koeffizient der Komponente i in [bar]
beschreiben. Der temperaturabhängige und stoffspezifische Henry-Koeffizient Hi gibt
einen Druck an und ist die entscheidende Größe für die Berechnung von Austausch-
vorgängen zwischen dem Dispergiermittel und den gasförmigen Reaktanden. Je größer
Hi, desto weniger wird der Stoff aus der Gasphase gelöst. Danach ist die
Konzentration ci des gelösten Gases im Dispergiermittel proportional dem Teildruck pi
in der Gasphase. Der Teildruck des Stoffes i ergibt sich aus dem Dalton’schen Gesetz
für Gemische idealer Gase durch das Produkt aus dem Stoffmengenanteil im Gasraum
yi und dem Gesamtdruck im Reaktor p
ii ypp  ( 4-23 )






* ( 4-24 )
Der Betrag des Henry-Koeffizienten Hi wird, wie beim NERNST-Molverteilungs-
koeffizienten N=xi /xj [Vauk,115], durch die Art des Gases, die Art der Flüssigkeit und
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die Temperatur bestimmt. Die Löslichkeit des Gases sinkt mit steigender Temperatur,
da Absorptionen exotherm verlaufen. Demzufolge steigt Hi mit der Temperatur an.
Mit der Gleichung (4-21) ist der Stoffstrom RkGin ,,  der Komponente i von der Gasphase
in die Flüssigphase in der Gleichung (4-5) wie folgt bestimmt:
   LiLiiLLGLiRkGi ccakVnn ,
*
,,,,   ( 4-25 )
Da der abfließende Polymerstrom die gleiche Zusammensetzung wie die Suspension





















  ( 4-28 )
mit
Gin , Massenstrom des gasförmig in den Reaktor fließenden Stoffes i in [kg·h
-1]
Lin , Massenstrom des flüssig in den Reaktor fließenden Stoffes i in [kg·h
-1]
Sin , Massenstrom des fest in den Reaktor fließenden Stoffes i in [kg·h
-1]
AGV , Volumenstrom des austretenden Gases in [m
3·h-1]
ALV , Volumenstrom der austretenden Flüssigkeit in [m
3·h-1]
ASV , Volumenstrom des austretenden Feststoffs in [m
3·h-1]
GV Volumen der Gasphase im Reaktor [m
3]
LV Volumen der Flüssigphase im Reaktor [m
3]
SV Volumen der Feststoffphase im Reaktor [m
3]
Aus den Bilanzgleichungen erhält man die Stoffmengen in den einzelnen Phasen. Die
Dichten der Flüssigkeiten und des Feststoffs sind bekannt, die Teilvolumina der











 ( 4-29 )











 ( 4-30 )
mit
LiV , Teilvolumen des Stoffes i in der flüssigen Phase in [m
3]
SiV , Teilvolumen des Stoffes i in der festen Phase in [m
3]
Li, Dichte des Stoffes i in der flüssigen Phase in [kg·m
-3]
Si, Dichte des Stoffes i in der festen Phase in [kg·m
-3]
Durch Summenbildung über die Gleichungen (4.29) bzw. (4.30) für alle Stoffe i erhält



















































Der Stand der Suspension im Reaktor (Füllgrad) muss das in der Suspension
enthaltene Gas berücksichtigen, nicht jedoch das Gas im Reaktordom. Der Anteil des
Gases in der Suspension wird als GSP definiert.
SPSPSPG VGV , ( 4-34 )
Die Suspension setzt sich zusammen aus
SLSPGSP VVVV  , ( 4-35 )











Der Stand L im Reaktor ist (bei konstantem Querschnitt des Reaktors) das Verhältnis
des Suspensionsvolumens zum Reaktorvolumen











Aus dem Reaktor wird eine fest vorgegeben Menge an Suspension sowie zusätzlich
Gas aus dem Reaktordom entnommen. Während der Gasstrom aus dem Reaktordom
nur die Gasphase betrifft, enthält der Suspensionsvolumenstrom Stoffe aus allen drei
Phasen. Es ist für die Massenbilanz der einzelnen Phasen erforderlich, die Aufteilung
dieses Volumenstromes auf die Phasen zu bestimmen:
AAAG VGV  , ( 4-38 )
AGAALS VVV ,,   ( 4-39 )
mit
AGV , Volumenstrom des Gases in der abfließenden Suspension in [m
3·h-1]
AV Volumenstrom der abfließenden Suspension in [m
3·h-1]
ALSV , Volumenstrom der flüssigen und festen Phase der abfließenden
Suspension in [m3·h-1]

















ASV , Volumenstrom des Feststoffes in der abfließenden Suspension
in [m3·h-1]








V ,,  

 ( 4-41 )
ASALSAL VVV ,,,   ( 4-42 )
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Die Massenbilanz liefert die Stoffmengen der einzelnen Gase. Das für diese Gase




TRnP  ( 4-43 )
mit
ni Stoffmenge des Gases i in [kmol]
R Realgaskonstante in [bar·m3/(kmol·K)]
VG Gasvolumen in [m3]
T Temperatur in [K]







 ( 4-44 )













PP ( 4-45 )
4.1.3.3 Microscale-Ebene
Die Microscale-Ebene beschreibt den eigentlichen Teilchenbildungsprozess, d. h. den
Reaktionsschritt am aktiven Zentrum des Katalysators und die Umwandlung des
Katalysatorpartikels in ein Polymerpartikel.
In der Mesoscale-Ebene wurde der Stoffübergang an der Phasengrenze gasförmig/
flüssig betrachtet. Im weiteren Verlauf des Stofftransports kann an der Grenzschicht
flüssig / fest in Folge Diffusion durch die Flüssigkeitsgrenzschicht des in der
Flüssigkeit suspendierten Polymerkorns ein weiterer Stofftransportwiderstand auf-
treten (Abb. 4-14).














Abb. 4-14: Ethylenkonzentrationsverlauf bei der Stoffübertragung an der Grenzschicht
flüssig/fest
Der Stofftransport im Polymerkorn kann aufgrund der durch die Polymerisation
verursachten Filmbildung, Aufsprengung des Katalysatorkorns und das Absterben von
aktiven Zentren zusätzlich beeinflusst werden. Aus experimentellen Untersuchungen
[Böhm,71] geht jedoch hervor, dass die komplexen Vorgänge im Mikroreaktor bei
dem hier vorliegenden Katalysatorsystem kinetisch kontrolliert sind und keine
nachweisbare Diffusionsbehinderung vorliegt. Daher müssen diese Stofftransport-
widerstände nicht betrachtet werden.
Bei der vorliegenden Polymerisation wird ein Katalysator-System bestehend aus dem
im Dispergiermittel unlöslichen Katalysator und der löslichen aluminium-organischen
Verbindung als Cokatalysator verwendet. Der Katalysator ist ein Feststoff mit den
Elementen Magnesium (Mg), Titan (Ti) und Chlor (Cl). Die Titan-Komponente stellt
die polymerisationsaktive Verbindung (aktives Zentrum) nach der Umsetzung mit dem
Cokatalysator (Al(C2H5)3) dar [Böhm,99,116,117]. Jedes Katalysatorpartikel besteht
aus wesentlich kleineren Primärpartikeln, auf denen die aktiven Zentren sitzen, die
gleichmäßig über die Katalysatoroberfläche verteilt sind. Unter optimalen Poly-
merisationsbedingungen bilden nahezu 80 % der Titankomponente aktive Zentren, an
denen im Verlauf der Polymerisation unter Expansion des Partikels aus jedem
Katalysatorpartikel ein Polymerteilchen entsteht. Der durchschnittliche Partikeldurch-
messer vergrößert sich dabei um den Faktor 10-25, das Volumen um den Faktor 103
bis 104 (Abb. 4-15).










Abb. 4-15: Umwandlung eines Katalysatorteilchens in ein Polymerpartikel
Der Reaktionsraum im Polymerisationsreaktor wird mit Turbinen intensivst durch-
mischt, damit die Temperatur der Mikroreaktoren sich nur unwesentlich von der des
umgebenden Dispergiermittels unterscheidet. Wäre dies nicht der Fall und würden die
polymerisierenden Teilchen (Mikroreaktoren) eine deutlich höhere Temperatur haben,
würden sie anquellen und miteinander verklumpen, was zum Abstellen des Reaktors
führen würde. Das Verhalten des Polymerisationskatalysators wird so eingestellt, dass
das sicher verhindert werden kann [Böhm,72,99,118,119]. Damit kann von einer
konstanten Temperatur im Partikel und einem isothermen Teilchenbildungsprozess
ausgegangen werden.
Kettenwachstumsreaktionen wie die Polymerisation von Ethylen mit einem Ziegler-
Katalysator setzen sich aus einer Folge von Elementarreaktionen zusammen, die
nachfolgend näher erläutert werden. Die mathematische Beschreibung basiert auf dem
von [Ray,76; Shaffer,83] vorgeschlagenen Reaktionsschema, das an den vorliegenden
Polymerisationsprozess angepasst wurde.
Die Ziegler-Suspensionspolymerisation ist ein Prozess, bei dem sich die Zahl der
aktiven Zentren während dem Polymeraufbau kaum verändert und nicht ständig neue
aktive Zentren gebildet werden. Cokatalysator und Katalysator werden vor dem
Eintritt in den Polymerisationsreaktor zusammengeführt, wodurch der Katalysator mit
dem Cokatalysator voraktiviert wird. Der erste Schritt des Ethylenwachstums wird
dabei genau so behandelt wie alle weiteren Schritte der Wachstumsreaktion. Dement-
sprechend kann der vorliegende Prozess durch die Elementarreaktionen Wachstums-
reaktion mit Ethylen und 1-Buten sowie die Kettenübertragungsreaktion mit Wasser-
stoff beschrieben werden.
Entwurf des Systembeobachters 55
Wachstumsreaktionen
Das Wachstum des Polymeren erfolgt über den Mechanismus nach Cossee-Arlman
[Cossee,120; Arlmann,121,122; Elias,123] an der Bindung Übergangsmetall-Kohlen-
stoff. Dabei wird angenommen, dass jedes aktive Zentrum ein Übergangsmetall-
zentrum ist. Alle Vorgänge an diesem Zentrum laufen nach folgendem Schema ab:
Der Reaktionsteilnehmer Ethylen, 1-Buten oder Wasserstoff tritt mit dem Zentrum in
Wechselwirkung, daran anschließend erfolgt die Umordnung der chemischen
Bindungen unter Rückbildung der Koordinationsstelle. Der wichtigste Vorgang ist die






















Abb. 4-16: Polymerisation von Ethylen nach dem Cossee-Arlman-Mechanismus
Da bei diesem Prozess nicht ständig aktive Zentren gebildet werden, die nach dem
Aufbau des Polymermoleküls wieder desaktiviert werden, wie es charakteristisch für
die radikalische Polymerisation ist, kann die Kinetik des Copolymerisationsprozesses
nach der binären Copolymerisationstheorie von Mayo und Lewis [124] mit den
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M1 Monomer 1 (Ethylenmolekül)
M2 Monomer 2 bzw. Comonomer (1-Butenmolekül)
P*n.m.1 Polymerisationsaktives Zentrum, an das eine Polymerkette mit
n Monomer- und m Comonomer-Molekülen gebunden ist und die End-
gruppenstruktur Cat*-M1 – besitzt.
P*n+1.m.1 Polymerisationsaktives Zentrum, an das eine Polymerkette mit
n Monomer- und m Comonomer-Molekülen gebunden ist und an die
gerade ein Monomermolekül M1 angelagert wird.
P*n.m.2 Polymerisationsaktives Zentrum, an das eine Polymerkette mit
n Monomer- und m Comonomer-Molekülen gebunden ist und die End-
gruppenstruktur Cat*-M2 – besitzt.
P*n.m+1.2 Polymerisationsaktives Zentrum, an das eine Polymerkette mit
n Monomer- und m Comonomer-Molekülen gebunden ist und an die
gerade ein Comonomermolekül M2 angelagert wird.
ki,j Wachstumskonstanten für die Addition des Monomeren Mj an die
Endgruppe -Mi
In der Wachstumsreaktion erhöht sich die Kettenlänge eines aktiven Polymers (aktives
Kettenende) schrittweise durch den Einbau eines Monomer- M1 bzw. Comonomer-
moleküls M2. Der Einbau der Monomerbausteine erfolgt dabei in statistischer Reihen-
folge. Da zwei unterschiedliche aktive Kettenenden vorliegen, ergeben sich insgesamt
vier verschiedene Wachstumsschritte.
Für die folgende Betrachtung ist es ohne Bedeutung, ob es ein, oder mehrere Sorten
von aktiven Zentren gibt und wie diese strukturiert sind.
Aus den Reaktionsgleichungen (4-46) folgen die Differentialgleichungen für den
Verbrauch des Monomeren Ethylen (M1) und des Comonomeren 1-Buten (M2).








 ( 4-47 )








 ( 4-48 )
mit
[M1] Stoffmengenkonzentration des Monomeren (Ethylen) im
Suspensionsmittel
[M2] Stoffmengenkonzentration des Comonomeren (1-Buten) im
Suspensionsmittel
*
1n Stoffmenge der aktiven Zentren mit der Struktur P*n.m.1
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*
2n Stoffmenge der aktiven Zentren mit der Struktur P*n.m.2
v1.P Geschwindigkeit der Überführung von Ethylen in Polymere bzw.
Copolymere
v2.P Geschwindigkeit der Überführung von 1-Buten in Polymere bzw.
Copolymere











dn ( 4-49 )
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dn ( 4-51 )
erfüllt. Aus den Gleichungen (4-49) und (4-50) ergibt sich
    *1212
*
2121 nMknMk  ( 4-52 )
Da die Summe der verschiedenen aktiven Zentren konstant und gleich der Zahl aller





1 ( 4-53 )
mit
nCat Stoffmenge des Katalysators in [kmol]
f Katalysatoreffektivität [0< f ≤1]
Die Katalysatoreffektivität f gibt den Bruchteil der Übergangsmetallzentren an, die
aktive Zentren darstellen und ist damit eine Zahl zwischen 0 und 1. Mit den Gleichun-
gen (4-52) und (4-53) können n*1 und n*2 berechnet werden:
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1 ( 4-54 )
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2 ( 4-55 )
Setzt man die Gleichungen (4-54) und (4-55) in die Gleichungen (4-47) und (4-48)
ein, so erhält man
 
 
   
 
 























1 ( 4-56 )
 
 
   
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2 ( 4-57 )
Die Konzentration des im Reaktionsraum vorliegenden Comonomers [M2] ist
wesentlich geringer als die Konzentration des Monomers [M1]. Außerdem wird das
Comonomere nur sehr langsam (k12 und k22 sehr klein; siehe Anhang Tabelle 18) und
zu einem geringen Anteil in die wachsende Polymerkette eingebaut. Damit können die










2 ( 4-59 )




kr  ( 4-60 )






2 1 ( 4-61 )
Der Mayo-Lewis-Parameter gibt die relative Änderung der Monomerkonzentration als
Funktion des momentanen Konzentrationsverhältnisses [M1]/[M2] an. Für r1 > 1 gilt,
dass Ethylen bevorzugt eingebaut wird. Der Parameter r1 gilt immer nur für einen
bestimmten Katalysatortyp und ist abhängig von der Temperatur.
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Da die Effektivität f experimentell alleine nicht ermittelt werden kann, tritt sie im
Produkt mit der Geschwindigkeitskonstanten k11 auf, für die im Folgenden kp
(Reaktionsgeschwindigkeit der Polymerisation) verwendet wird. Damit ergibt sich für
die Gleichungen (4-58) und (4-61)
  Catp ncfkdt
dn
 1
1 ( 4-62 )




2 1 ( 4-63 )
mit
nCat Stoffmenge des Katalysators im Reaktor in [kmol]
f Katalysatoreffektivität (Anteil der aktiven Zentren an der Gesamtzahl
der Katalysatorzentren; 0< f ≤1)
c1 Stoffmengenkonzentration des Monomeren (Ethylen) im
Suspensionsmittel
c2 Stoffmengenkonzentration des Comonomeren (1-Buten) im
Suspensionsmittel
(kP·f) Effektive Reaktionsgeschwindigkeitskonstante in [m3 kmol-1·h]
Das Polymerwachstum wird mit der Kettenübertragung oder einer Abbruchreaktion
zum Abschluss gebracht. Diese Übertragungsreaktion, die eine weitere Elementar-
reaktion bildet, wird nachfolgend beschrieben.
Übertragungsreaktionen
In dem hier vorliegenden Polymerisationsverfahren ist die Kettenübertragung mit
Wasserstoff die dominierende Übertragungsreaktion, die im Rahmen der Modellierung
weiter berücksichtigt werden muss [Böhm,127].
Für die Copolymerisation von Ethylen mit 1-Buten gibt es eine allgemeine Gleichung,























,31 ( 4-64 )
mit
nP Mittlerer Polymerisationsgrad des Copolymeren
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A Temperaturabhängige Konstante für den Wasserstoffeinfluss (Tabelle 18)
B Temperaturabhängige Konstante für den Comonomereinfluss (Tabelle 18)
Für den Grenzfall der Homopolymerisation von Ethylen (c2,L0) hängt der mittlere
Polymerisationsgrad nP  nur von der Konstanten A ab. Da für jeden Kettenabbruch ein
Wasserstoffmolekül verbraucht wird, ist der Wasserstoffverbrauch durch die Poly-







 ( 4-65 )
mit dem Monomerverbrauch verbunden [Choi,106].
Desaktivierung des Katalysators
Der Verbrauch des Ethylens berechnet sich nach Gleichung (4-62) aus der Konzen-
tration des gelösten Ethylens c1 , der effektiven Reaktionsgeschwindigkeitskonstanten
(kp·f) und der Stoffmenge nCat des Katalysators im Reaktor.
Die effektive Reaktionsgeschwindigkeitskonstante (kp·f) hängt in komplexer Weise
von mehreren Einflussgrößen wie der Alterung der aktiven Zentren, der Temperatur,
der Wasserstoffkonzentration und vom molaren Verhältnis Cokatalysator zu Kataly-
sator ab. Für diese Abhängigkeiten ist es üblich, einen Ansatz der Form
    TAlpp fffffkfk  320 ( 4-66 )
mit
(kp·f)0 Normierte Aktivität des Katalysators in [m3·h-1·kmol-1]
f2 Faktor für den Einfluss des 1-Butens
f3 Faktor für den Einfluss des Wasserstoffs
fAl Faktor für den Einfluss des Katalysator-Cokatalysator-Verhältnis
fT Faktor für den Einfluss der Temperatur
zu verwenden, der die unterschiedlichen Einflüsse in unabhängige Terme aufspaltet
[Emig,128; Baerns,108]. Aus (4-62) und (4-66) ergibt sich die Gleichung
    TAlpCatpCat fffffknfkn  320 ( 4-67 )
die als Katalysatoraktivität im Reaktor bezeichnet wird. Die Stoffmenge nCat ist die
Gesamtzahl aller zum jeweiligen Zeitpunkt im Reaktor enthaltenen Katalysator-
zentren. Die zeitliche Änderung der Katalysatoraktivität ergibt sich aus der Bilanz der
ein- und ausfließenden Katalysatoraktivitäten sowie der Alterung:
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0 ( 4-68 )
Die pro Zeiteinheit einfließende Katalysatoraktivität (nCat·(kp·f)E) berechnet sich aus
der zufließenden Katalysatorstoffmenge und der Konstanten kp und der Effektivität f
des einfließenden Katalysators




 ( 4-69 )
Die Effektivität f des Katalysators nimmt bei der Ziegler-Polymerisation infolge
Alterung nach der Funktion
  tkZeftf  0 ( 4-70 )
exponentiell ab.
f(t) Effektivität des Katalysators zu einem bestimmten
Alterungszeitpunkt t
f0 Effektivität des Katalysators zum Zeitpunkt des Eintretens in den Reaktor,
d.h. zu Beginn der Polymerisationsreaktion am Katalysator
kZ  Alterungskonstante [h-1]
t  Zeit [h]

















Damit lässt sich die Effektivitätsabnahme für jedes einzelne Aktivatorkorn aus der
aktuellen Effektivität durch Multiplikation mit der Katalysatorzerfallskonstanten kZ
bestimmen. Hiermit folgt für den Betrag der Änderung der Katalysatoraktivität durch
Alterung




Die ausfließende Katalysatoraktivität setzt sich aus der im Reaktor enthaltenen
Aktivität und dem Verhältnis zwischen ausfließendem Volumenstrom zum flüssigen
Reaktorinhalt wie folgt zusammen:
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An der Phasengrenze flüssig/fest (LS) ergibt sich für die einzelnen Stoffe i folgender
Verbrauch durch die Polymerisationsreaktionen:
  )(11,1 Ethylenncfkdt
dnn CatpLS  ( 4-74 )











LS  ( 4-76 )
)(0,4 Inertenn LS  ( 4-77 )
)(0,5 mittelDispergiern LS  ( 4-78 )
Mit den Gleichungen (4-74) bis (4-78) sowie (4-19) sind die Stoffströme RkLin ,,  und
RkSin ,,  der einzelnen Komponenten i in den Bilanzgleichungen (4-6) und (4-7) durch
LSiGLiRkLi nnn ,,,,   ( 4-79 )
LSiRkSi nn ,,,   ( 4-80 )
vollständig bestimmt.
4.1.3.4 Sonstige Zusammenhänge
Für das Gemisch aus der Flüssigkeit und Feststoff ergibt sich eine gemeinsame
Verweilzeit, weil eine getrennte Entnahme dieser Phasen nicht möglich ist:










 ( 4-81 )
mit
τ Verweilzeit der Suspension in [h-1]
VSP Volumen der Suspension im Reaktor in [m3]
ALV , Volumenstrom der austretenden Flüssigkeit in [m
3·h-1]
ASV , Volumenstrom des austretenden Feststoffes in [m
3·h-1]
Die Feststoffbeladung gibt das Verhältnis des erzeugten Polymermassenstroms zum









 ( 4-82 )
mit
ASm , Massenstrom des ausfließenden Feststoffes in [kg·h
-1]
ALm , Massenstrom des ausfließenden Flüssigkeit in [kg·h
-1]
Eine weitere in der industriellen Praxis verwendete Größe ist die Raum-Zeit-Aus-








 ( 4-83 )
Die Katalysator-Produktivität ist eine weitere Kenngröße des Prozesses. Sie gibt an,
wie viel Ethylen pro Stoffmenge Katalysator polymerisiert wird. Dabei wird




mKA  ( 4-84 )
mit
mP Masse des Polymeren in [kg]
nCat Stoffmenge des Katalysators in [kmol]
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4.1.3.5 Produktkennwerte
Das aus der Suspensionspolymerisation entstehende Produkt PE-HD wird durch
mehrere Kennwerte beschrieben. Im Wesentlichen sind dies der Polymerisationsgrad,
die Einbaurate des Comonomeren, der Schmelzindex und die Dichte des Polymeren.
Der Polymerisationsgrad nP  gibt die mittlere Kettenlänge des Makromoleküls an. Er
wird deshalb auch als PKorn bezeichnet. Wie die Gleichung (4-64) zeigt, ist er bestimmt
durch die Konzentrationsverhältnisse der Reaktionsteilnehmer Ethylen, 1-Buten und


























1 ( 4-85 )
Der mittlere Polymerisationsgrad Pn eines Gemischs berechnet sich über den Kehrwert











1 ( 4-86 )
wobei xm,i den Massenanteil der Komponente i an der Gesamtmasse enthält. Im Modell
beschreibt eine Differentialgleichung, wie sich der mittlere Polymerisationsgrad mit
der Zeit ändert. Dies erfolgt einerseits durch Bildung einer bestimmten Menge mit
dem aktuell hergestellten Polymerisationsgrad PKorn , andererseits durch Abfluss eines
Teils des Gemischs mit dem Mittelwert Pn. Da das Modell so aufgebaut sein soll, dass
auch mehrere Reaktoren hintereinander geschaltet werden können, ist zusätzlich der
Zufluss des Gemischs mit dem Mittelwert Pn,Ein  zu berücksichtigen.
























111 ( 4-87 )
Durch Anwendung der Kettenregel für Ableitungen erhält man:




































































































































































Pn= PReaktor Mittlerer Polymerisationsgrad des Gemischs im Reaktor
Pn,E Mittlerer Polymerisationsgrad des einfließenden Gemischs
Pn,N= PKorn Mittlerer Polymerisationsgrad des neu entstehenden Gemischs
Pn,A= PReaktor Mittlerer Polymerisationsgrad des ausfließenden Gemischs
ESm , Menge des einfließenden Polymeren in [kg·h
-1]
LSm Menge des entstehenden Polymeren in [kg·h
-1]
ASm , Menge des abfließenden Polymeren in [kg·h
-1]
mS Menge des Polymeren im Reaktor in [kg]
Die mittlere Einbaurate E gibt den Anteil der Comonomermoleküle an, die im Mittel










 ( 4-91 )
mit
ASn ,,2 Stoffstrom, fest der Komponente 2 (Comonomer) in [kmol·h
-1]
ASn ,,1 Stoffstrom, flüssig der Komponente 1 (Momomer) in [kmol·h
-1]
Diese Produktkennwerte wie die Einbaurate des Comonomeren und der mittlere
Polymerisationsgrad sind charakteristische Produktkenndaten. Sie sind jedoch im
Betrieb nur mit enormem Aufwand und totzeit-behaftet messbar. Deshalb werden
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indirekte Größen verwendet, die mit der Einbaurate und dem Polymerisationsgrad
korreliert sind. Üblicherweise werden in der Praxis der Schmelzindex MFR und die
Dichte des Polymeren angegeben und zur Beurteilung der Produktqualität heran-
gezogen. Während der Schmelzindex eine Funktion des Polymerisationsgrades ist,
hängt die Dichte von der Einbaurate und dem Schmelzindexes und damit ebenfalls
vom Polymerisationsgrad ab.
Der MFR-Wert gibt an, wie viel Polymermasse bei einer Temperatur von 190 °C in
10 Minuten durch eine Düse gepresst werden kann. Bei gleichen Molmassen-
Verteilungen wurde folgende Abhängigkeit vom mittleren Polymerisationsgrad
empirisch ermittelt [Choi,106]:
)(log10,324,9)(log 1010 nPMFR  ( 4-92 )
Daraus folgt für den Schmelzindex am Katalysatorkorn MFRKorn und den Schmelz-
index des Stoffgemischs im Reaktor MFRReaktor
 KornP
KornMFR 10
log18,324,910  ( 4-93 )
 ReaktorP
ReaktorMFR 10
log18,324,910  ( 4-94 )
Die Dichte des Polymeren am Katalysatorkorn hängt nach [Böhm,75] von der Einbau-
rate E und vom MFR Wert in folgender Weise ab:
 KornKorn MFRkEkk 10321 log ( 4-95 )
mit
ρKorn Dichte des entstehenden Polymeren in [kg·m-3]
k1=0.952 Parameter in [kg·m-3]
k2=1.5 Dichtekoeffizient für Comonomereinbau in [kg·m-3]
k3=0.00815 Parameter in [kg·m-3]
Die Dichte eines Stoffgemischs berechnet sich aus:
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  iimReaktor x  , ( 4-96 )
Die Änderung der Dichte hängt damit vom Zu- und Abfließen eines Massenanteils mit
der jeweiligen Dichte ab. Damit erhält man für das Produkt der Dichte mit der










,,  ( 4-97 )
mit
ρReaktor Dichte des Stoffgemischs im Reaktor in [kg·m-3]
ρE Dichte des einfließenden Polymeren in [kg·m-3]
ρN= ρKorn Dichte des entstehenden Polymeren in [kg·m-3]
ρA= ρReaktor Dichte des ausfließenden Polymeren in [kg·m-3]
nS Stoffmenge des Polymeren in [kmol]














4.1.4 Modell des Nachreaktors
In der Polymerisationsanlage dient der Nachreaktor zur Polymerisation des restlichen
Ethylens. Das Modell des Nachreaktors ist deshalb analog zum Polymerisationsreaktor
aufgebaut. Die Zusammensetzung des zufließenden Volumenstromes entspricht der
des ausfließenden Volumenstromes aus dem Polymerisationsreaktor. Weitere Zuflüsse
existieren nicht. Da Polymerisations- und Nachreaktor im Aufbau lediglich geringe
Unterschiede aufweisen (Abb. 4-17), können zum Zweck der Modellbildung jeweils
gleiche strukturelle Abstraktion und physikalisch-chemische Beziehungen zugrunde
gelegt werden.

















Abb. 4-17: Modell des Nachreaktors
4.1.5 Modell des Dispergiermittelkreislaufs
Das Dispergiermittel dient zum Transport der Komponenten in den Reaktor und des
Polymeren aus dem Reaktor, zur Ausbildung einer homogenen Verteilung der
suspendierten Katalysator- bzw. Polymerteilchen und zur Abfuhr der entstehenden
Reaktionswärme. Das Dispergiermittel besteht überwiegend aus Hexan, enthält jedoch
nach dem Polymerisationsreaktor geringe Anteile der gelösten Reaktanden Ethylen,
1-Buten und Wasserstoff. Während Ethylen im Nachreaktor bei der Restpolymeri-
sation vollständig verbraucht wird und der Wasserstoff über das Abgas ausgeschleust
wird, verbleibt ein Teil des 1-Butens im Dispergiermittel und muss weiter berück-
sichtigt werden. Das Modell des Dispergiermittelkreislaufs schätzt die verbleibende
Menge an 1-Buten, die über die Mutterlauge wieder in den Reaktor zurückfließen.










































Abb. 4-18: Modell des Dispergiermittelkreislaufs
Im Dispergiermittelkreislauf befinden sich eine Reihe von Behältern ohne chemische
Reaktion. Jeder dieser Behälter stellt ein Verzögerungsglied 1. Ordnung dar, so dass
der gesamte Dispergiermittelkreislauf aus einfachen Proportional-Elementen mit
Verzögerungen 1. Ordnung (PT1-Element) aufgebaut werden kann [Föllinger,10]:
)()()(1 tnKtndt
tdnT EpAA  ( 4-98 )
mit
nA(t) Stoffstrom am Ausgang des Behälters
nE(t) Stoffstrom am Eingang des Behälters
T1 Verzögerungszeitkonstante
Kp Proportionalverstärkung
4.1.6 Modell der Messgeräte
Im Allgemeinen können zur Berechnung der Modelle die zur Verfügung stehenden
Messwerte wie Zuflüsse, Temperatur, Stand direkt verwendet werden, sofern sie eine
ausreichende Genauigkeit besitzen. Beim Vergleich der gemessenen und der mit Hilfe
des Modells geschätzten Drücke ist dies jedoch nicht der Fall, so dass hier die
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zusätzliche Modellierung der Gasanalyse erforderlich ist. Grund hierfür ist, dass die
Gasanalysengeräte über einen Messgaskühler an den Prozess angeschlossen sind, in
dem der überwiegende Teil des Dispergiermittels kondensiert und so von den
Messgeräten ferngehalten werden kann. Durch die Abkühlung ändern sich die
Löslichkeiten der Gase in dem Dispergiermittel, so dass ein Teil der Gase mit dem
Dispergiermittel in den Reaktor zurückfließt. Hierdurch ändert sich die Zusammen-
setzung des Messgases. Es wurde ein einfaches Modell entwickelt, das den Gaskühler
bei definierter Temperatur nachbildet.
Zur Bestimmung der Partialdrücke ist es notwendig, die Zusammensetzung des Gases
im Reaktor zu kennen. Hierzu wir Gas aus dem Reaktordom abgezogen und einem
Gasanalysator zugeführt. Aufgrund der hohen Temperaturen im Reaktor und des
Dispergiermittelanteils im Gas wird das Gas zunächst in einem Messgaskühler stark
abgekühlt.
Der Messgaskühler besteht aus einem Rohr mit dem Durchmesser ¾ Zoll, das von
einer Kühlsole umspült wird. Die Temperatur am Austritt des Messgaskühlers wird
erfasst und über den Solezufluss geregelt. Nach einem Abscheider wird das Messgas
auf einen niedrigen Druck (ca. 0,1-0,12 MPa) entspannt und den Messgeräten








Abb. 4-19: Entnahmesystem für Gasanalysen
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Durch die Abkühlung kondensiert der größte Teil des Dispergiermittels. Die Flüssig-
keit entsteht auf der Außenwand des Gasrohres und fließt zurück in den Reaktor. So
entsteht ein Flüssigkeitsfilm. An der Grenzschicht zwischen diesem Flüssigkeitsfilm
und dem Gasstrom findet ein Stoffaustausch statt, der mit denselben Ansätzen
beschrieben werden kann wie der Austausch im Polymerisationsreaktor. Dabei ist
allerdings zu beachten, dass die die Löslichkeit der Gase in der Flüssigkeit beschrei-
benden Henry-Koeffizienten von der Temperatur abhängen und deshalb im Messgas-
kühler andere Werte annehmen als im Reaktor. Für die Modellierung wurden folgende
Vereinfachungen getroffen:
1. Es wird von einem homogenen Gas- und Flüssigkeitsraum ausgegangen, d.h.
die räumlichen Unterschiede in dem Gas und in dem Flüssigkeitsfilm werden
vernachlässigt. Damit kann der Gas- und Flüssigkeitsraum durch einen Rühr-
kesselreaktor nachgebildet werden.
2. Die Temperatur im Gas- und Flüssigkeitsraum ist konstant.
3. Der spezifische Stoffübergangskoeffizient (kLa)i besitzt denselben Wert wie im
Polymerisationsreaktor.
Die Parameter des Rührkessels bestimmen sich dann wie folgt:
Das Volumen setzt sich aus der Rohrlänge, dem Außenradius des Rohres und der
Wandstärke zusammen:
     3422 m1077,1mm2mm5,9m1   WaGk dRlV ( 4-99 )
mit
VGk Volumen des Gaskühlers in [m3]
l Länge des Rohres in [m]
Ra Außenradius des Rohres in [mm]
dw Wandstärke des Rohres in [mm]
Das Volumen des Flüssigkeitsfilms berechnet sich aus der Filmdicke, Wandfläche und
dem Innendurchmesser zu
 3, m0000236,0mm5,0m1mm152
2   FIGkL dl
dV ( 4-100 )
mit
VL,Gk Volumen des Flüssigkeitsfilms im Gaskühlers in [m3]
dI Innendurchmesser des Rohres in [mm]
dF Filmdicke in [mm]
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Die Temperatur des abgekühlten Messgases beträgt 5 °C. Ein Gasentnahmestrom von
200 dm3/h auf der Niederdruckseite (0,1 MPaabs.) entspricht einem Strom von
23,53 dm3/h = 0,02353 [m3·h-1] bei einem Polymerisationsdruck von 0,75 [MPaü].
Im Messgaskühler herrscht der gleiche Druck wie im Reaktor. Weil die geregelte
Gasentnahme am Ende des Kühlers erfolgt und im Kühler einerseits durch die Abküh-
lung eine Volumenabnahme der Gase stattfindet und andererseits Gas durch den Über-
gang in die Flüssigkeit „verloren“ geht, muss die Gasentnahme aus dem Reaktor
größer sein als der Messgasstrom. Für die Modellierung müssen beide Gasströme
bekannt sein. Hierzu wird gedanklich angenommen, dass zwischen dem Polymeri-
sationsreaktor und Messgaskühler eine Pumpe ist, die so viel Gas in den Messgas-
kühler pumpt, bis in beiden Räumen derselbe Druck herrscht. Die Pumpe wird von
einem Druckregler geregelt, der als Sollwert den Druck des Polymerisationsreaktors
erhält. Ein zweiter, ebenfalls nur gedanklicher Regelkreis lässt so viel Flüssigkeit
zurück in den Reaktor laufen, dass der Stand in dem Messgaskühler konstant ist. Er
bildet also das Zurücktropfen der kondensierten Flüssigkeit in den Reaktor dar. Abb.











Abb. 4-20: Modell des Messgaskühlers
Das Modell des Messgaskühlers ist im wesentlichen eine Kopie des Modells des
Polymerisationsreaktors, das um die beiden Regler PIC und LIC ergänzt wurde. Die
Gleichung des PIC-Reglers lautet


















 ( 4-101 )



















 ( 4-102 )
mit den zugehörigen Reglerparametern Kp=0,2 und Tn=0,3.
4.1.7 Modell der Stoffdaten
Für die mathematische Beschreibung der Homopolymerisation von Ethylen und der
Copolymerisation von Ethylen mit 1-Buten zu hochdichtem Polyethylen werden unter
anderem Stoffdaten der an der Reaktion beteiligten Substanzen benötigt. Diese Stoff-
daten sind naturgemäß unabhängig vom jeweiligen Modell oder Prozess, so dass es
sinnvoll ist, sie in Form eines eigenen Modells bei der Modellierung zu berücksich-
tigen.
Für die Produktion des Polyethylens wird als Dispergiermittel ein Leichtbenzin
eingesetzt, das überwiegend aus Hexan besteht. Für dieses Dispergiermittel müssen
die Henry-Koeffizienten und die Löslichkeit der an der Reaktion beteiligten Stoffe
ermittelt werden. Außerdem werden die Dichten, die Molmassen, Realgasfaktoren und
kinetischen Parameter für die Modellierung benötigt. Alle Stoffdaten sind im Anhang
A erläutert. Hierzu gehören folgende Daten:
- Sättigungsdampfdruck des Dispergiermittels (A-2)
- Löslichkeit von Ethylen im Dispergiermittel (A-3.1)
- Löslichkeit von 1-Buten im Dispergiermittel (A-3.2)
- Löslichkeit von Wasserstoff im Dispergiermittel (A-3.3)
- Löslichkeit von Stickstoff im Dispergiermittel (A-3.4)
- Dichten im Gasraum (A-4)




- Kinetische Konstanten (A-9)
- Katalysatoraktivität (A-10)
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4.2 Entwurf der Modellrückführung
Im vorliegenden Kapitel wird die Modellrückführung des Systembeobachters nach
dem im Kapitel 3 vorgestellten Prinzip am Beispiel der Ziegler-Polymerisation von
Ethylen nach dem Suspensions-Verfahren hergeleitet.
Das in Kapitel 4.1 hergeleitete Prozessmodell kann in vektorieller Form durch die
Gleichung (3-4) in Zustandsraumdarstellung mit den Zustandsgrößen )(ˆ tx , Eingangs-
größen )(tu  und den Ausgangsgrößen )(ˆ ty  beschrieben werden. Hierzu wird der in
Abb. 4-21 dargestellte Polymerisationsreaktor mit den zugehörigen Ein- und Aus-















































Abb. 4-21: Polymerisationsreaktor mit Ein- und Ausgangsgrößen
Die im Polymerisationsprozess auftretenden Prozessgrößen können in Eingangs- und
Ausgangs-, Zustands- und Messgrößen unterteilt werden. Wie in Abb. 4-21 ersichtlich,
sind neun Eingangsgrößen (Abb. 4-21, Nr. 1-9) vorhanden. Durch das im Polymeri-
sationsreaktor vorhandene 3-phasige Reaktionssystem und die getrennte Bilanzierung
der einzelnen Phasen müssen die Eingangsgrößen der Stoffströme Ethylen, 1-Buten,
Wasserstoff, Inerte und Dispergiermittel (F1-F5) in jeder Phase berücksichtigt werden.
Damit ergibt sich eine Erweiterung des Eingangsvektors von 9 auf 19 Größen. Der
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Eingangsgrößenvektor u(t) (vgl. Abb. 3-4) enthält gemäß Abb. 4-21 folgende Kom-
ponenten:
5,...,1,,  imu EGii  Massenströme der gasförmigen Reaktoreingänge ( 4-8 )
5,...,1,,5  imu ELii  Massenströme der flüssigen Reaktoreingänge ( 4-9 )
5,...,1,,10  imu ESii  Massenströme der festen Reaktoreingänge ( 4-10 )
EAlnu ,16  Stoffmengenstrom des zufließenden Cokatalysators ( 4-11 )
ECatnu ,17  Stoffmengenstrom des zufließenden Katalysators ( 4-12 )
Lu 18 Füllstand des Reaktors
Tu 19 Temperatur des Reaktors
Da im vorliegenden Fall keine messbaren Störgrößen vorhanden sind, ergibt sich der













Im vorliegenden Fall (vgl. Abb. 4-21) stehen die Messgrößen Partialdruck Ethylen,
1-Buten, und Wasserstoff, sowie der Gesamtdruck (Abb. 4-21, Nr. 10-12) zur Ver-
fügung. Zu einzelnen Messzeitpunkten liegen weiterhin die totzeitbehafteten Produkt-
eigenschaften Schmelzindex (Abb. 4-21, Nr. 14) und Dichte (Abb. 4-21, Nr. 15) über
die dem Reaktor entnommene Gemischprobe vor. Damit ergibt sich der folgende
transponierte Ausgangsvektor y(t):
 TMFRPPPPt 321)( y
Die Berechnung des Systemzustandes erfolgt anhand des in Kapitel 4.1 beschriebenen
Prozessmodells. Darin besteht der Zustandsvektor aus den gekoppelten Differential-
gleichungen erster Ordnung, die sich aus der Bilanzierung von Ethylen, 1-Buten,
Wasserstoff, Inerten und Dispergiermittel in gasförmigem (4-2) und gelöstem Zustand
(4-3) sowie im Polymer (4-4) ergeben, ferner durch Bilanzierung des im Reaktor
befindlichen Katalysators (4-11), des Cokatalysators (4-12) und durch Bilanzierung
der im Reaktor enthaltenen Aktivität (4-68), Polymerketten (4-90) und der Dichte der
Polymere (4-97).
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Aus der Bilanzierung des Ethylens in der Gasphase (4-5) ergibt sich die erste Zu-
standsgröße :
Gntx ,11 )(ˆ  ( 4-104 )
Daraus ergeben sich für den Polymerisationsreaktor aus den oben genannten























Die in Kapitel 4.1 hergeleiteten Differentialgleichungen des Prozessmodells kann man
durch Einsetzen der Zustandsvariablen )(ˆ txi  und der Eingangsgrößen ui(t) in die
Zustandsraumdarstellung wandeln. Im Fall der Bilanzgleichung über die Katalysator-
menge im Reaktor (4-11) folgt aus (4-103) mit
ECatntu ,17 )(  ( 4-106 )
und aus (4-105) mit
Catntx )(ˆ17 ( 4-107 )
und
Sntx ,111 )(ˆ  ( 4-108 )
durch Einsetzen in die Gleichungen (4-11), zusammen mit den Gleichungen (4-31) bis





























 ( 4-109 )
Die weiteren Transformationen sind im Anhang A-12 aufgeführt.
Das Prozessmodell berechnet aus den zur Verfügung stehenden Eingängen u(t) und
den Anfangsbedingungen x0 zahlreiche Größen. Besonders wichtig zur Führung des
Prozesses im operativen Betrieb sind dabei die folgenden:
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- Partialdruck Ethylen (P1) ( 4-44 )
- Partialdruck 1-Buten (P2) ( 4-44 )
- Partialdruck Wasserstoff (P3) ( 4-44 )
- Gesamtdruck (P) ( 4-45 )
- Schmelzindex des polymeren Gemisches im Reaktor (MFRReaktor ) ( 4-94 )
- Dichte des polymeren Gemisches im Reaktor (ρReaktor) ( 4-96 )
- Schmelzindex am Katalysatorkorn (MFRKorn) ( 4-93 )
- Dichte des am Katalysatorkorn (ρKorn) ( 4-95 )
Als Ausgangsgrößen (Messgrößen) )(ty , deren Werte )(ˆ ty  auch im Prozessmodell be-
rechnet werden, stehen für den Entwurf der Modellrückführung somit die in Abb. 4-22
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Abb. 4-22: Ein- und Ausgangsgrößen der Polymerisation und des Modells
Aus dem Polymerisationsbetrieb ist bekannt, das nur sechs Messgrößen y(t) für den
Entwurf der Modellrückführung zur Verfügung stehen. Eine Überprüfung der Mes-
sungen ergab, dass zwar alle Messverfahren innerhalb der geforderten Toleranzen
liegen, jedoch einige Störungen aufweisen, die bei der Verwendung der betreffenden
Größe zur Korrektur des Modells zu Problemen führen. Diese Störungen sind
einerseits durch die Kalibrierung der Gasanalysengeräte bei den Drücken und anderer-
seits durch Falsch-Eingaben der Ergebnisse aus den Reaktorproben im Anlagen-
informationssystem verursacht. Um die Messungen dennoch für die Modellrück-
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führung verwenden zu können, muss eine Plausibilitätsprüfung vorgeschaltet werden.
Alle Größen besitzen laut Betriebspersonal eine ausreichende Empfindlichkeit auf
Veränderungen im Prozess und werden deshalb zur Kontrolle der Synthese verwendet.
Mit Ausnahme der Produkteigenschaften MFR und Dichte stehen alle Größen on-line
zur Verfügung. Die letztgenannten Produkteigenschaften werden nur zu bestimmten
Zeitpunkten analysiert. Dies geschieht durch die Auswertung einer Gemischprobe im
Labor, die dem Reaktor entnommen wurde. Für die Auswertung werden beim MFR
ca. 30-45 Minuten und bei der Dichte ca. 4 Stunden benötigt. Aus Interviews des
Betriebspersonals, der Analyse der Prozesseingriffe, den stationären Polymeri-
sationsbedingungen und des entwickelten Modells sind die den Schmelzindex und die
Dichte beeinflussenden Prozessgrößen bekannt und in welcher Weise diese Größen
vom Sollwert abweichen dürfen.
Damit lässt sich für die zurückgeführten Größen die folgende Hierarchie ableiten:
Zunächst müssen die Partialdrücke korrekt bestimmt werden, wobei der Partialdruck
des Monomeren Ethylen die oberste Priorität besitzt. Nach den Partialdrücken folgt
der Gesamtdruck als Summe aller Partialdrücke. Die Polymereigenschaften MFR und
Dichte hängen wiederum in komplexer Weise von den Partialdrücken ab. Für die
Dichte ergibt sich nach (4-95) eine direkte Korrelation zum MFR. Da nur sechs
Messgrößen zur Verfügung stehen und diese für die Steuerung der Polymersynthese
unverzichtbar sind, werden alle Ausgangsgrößen y(t) für die Modellrückführung
verwendet. Zwar sind die Produkteigenschaften MFR und Dichte mit relativ großen
Totzeiten behaftet und eignen sich deshalb nicht besonders gut für die Modellrück-
führung, dennoch müssen sie berücksichtigt und überprüft werden, um eine bleibende
Abweichung des Prozessmodells zu verhindern. Wie in Abb. 4-22 dargestellt, werden
außer den Produkteigenschaften des Polymergemisches (über alle Polymerpartikel im
Reaktor; MFRReaktor, ρReaktor) auch die viel wichtigeren Produkteigenschaften am
gerade entstehenden Katalysatorpartikel (MFRKorn, ρKorn) berechnet. Diese würden sich
prinzipiell besser für die Modellrückführung eignen, können jedoch nicht verwendet
werden, da keine vergleichbaren Messwerte zur Verfügung stehen. Damit lässt sich
über folgende Differenzen eine Anpassung des Modells an das Prozessverhalten
realisieren:
111 PˆPP  222 PˆPP  333 PˆPP 
PPP ˆ ReaktorProbe RFMMFRMFR ˆ ReaktorProbe  ˆ
Fasst man diese Größen in einem Vektor zusammen, ergibt sich der in Abb. 3-4
dargestellte Rückführvektor )(~ ty :













































































































































yyy ( 4-110 )
Der Ausgangsvektor )(ˆ ty  setzt sich daraus wie folgt zusammen:
  TReaktorReaktorRFMPPPPt ˆˆˆˆˆˆ)(ˆ 231y ( 4-111 )
Der nichtlineare Zusammenhang )(ˆ g  zwischen den Zustandsgrößen )(ˆ tx  und den
Ausgangsgrößen )(ˆ ty  des Modells lässt sich aus den Gleichungen (4-44), (4-45),
(4-94) und (4-97) ableiten. Die erste Ausgangsgröße des Prozessmodells, der Partial-









11 )(ˆ ( 4-112 )
Durch Einsetzen der Beziehungen für ni,G und VG  aus den Gleichungen (4-5) und

























Das nichtlineare Modell des Polymerisationsreaktors ist damit in ein Gleichungs-
system (3-4) überführt. Im nächsten Schritt wird die Struktur der Modellrückführung
festgelegt, d. h. ob die einzelnen Modelleingriffe auf die Zustände, Eingänge oder
Modellparameter erfolgen (Abb. 3-4). Hierzu müssen mit Hilfe des zusätzlich
ermittelten Prozesswissens die dominanten Korrelationen zwischen den Differenzen
der vom Prozessmodell berechneten Ausgänge )(ˆ ty  und der gemessenen Größen )(ty
hergeleitet und so die Hauptursachen der Abweichungen bestimmt werden.
Aus der Modellanalyse ist bekannt, dass sich der Schmelzindex und die Dichte mit der
Zusammensetzung des Gases ändern. Der Partialdruck von Ethylen hängt wiederum
davon ab, wie viel Ethylen zum Polymeren umgesetzt wird. Zur Herleitung des
Korrektureingriffs im Fall einer Abweichung zwischen dem gemessenen Partialdruck
Ethylen )()( 11 tPty   und dem durch das Modell berechneten Wert )(ˆ)(ˆ 11 tPty 
betrachten wir den auf das Volumen bezogenen Verbrauch von Ethylen durch die
Polymerisation gemäß (4-62) und (4-66):
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In der Gleichung (4-114) korreliert die Konzentration des Ethylens im Dispergier-









L   ( 4-115 )
Die Löslichkeit von Ethylen im Dispergiermittel 1 hängt wiederum von der Temper-
atur T und der vorhandenen Katalysatormenge nCat ab, wie in [Böhm,75] gezeigt
wurde. Setzt man die Gleichung(4-115) in die Gleichung(4-114) ein, so ergibt sich



































  ( 4-117 )

























Betrachtet man anhand der Gleichung (4-118) den in der Praxis typisch auftretenden
Fall, dass der Partialdruck von Ethylen bei konstanten Bedingungen (konstanter
Temperatur und konstanten Konzentrationen des Comonomeren 1-Buten und
Wasserstoff im Dispergiermittel) ansteigt, folgt daraus, dass sich die Katalysator-
aktivität aufgrund einer unbekannten Desaktivierung (z.B. schnellere Alterung des
Katalysators, Katalysatorgifte wie CO2 und Acetylen) der aktiven Zentren verringert
hat und umgekehrt. Bei dem vorliegenden Polymerisationsprozess handelt es sich um
ein „offenes“ System, bei dem diese Katalysatorgifte über den Eingangsstrom des
Ethylen in den Polymerisationsreaktor gelangen. Es besteht also eine direkte
Korrelation zwischen dem Partialdruck und der Katalysatoraktivität. Treten nun
Abweichungen zwischen dem berechneten und gemessenen Partialdruck auf, so ist es
sinnvoll, die Katalysatoraktivität so zu verändern, dass der gemessene Partialdruck
von Ethylen mit dem berechneten Wert des Modells übereinstimmt. Wie die
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Gleichung (4-118) zeigt, wurde als wesentliche Korrelationsgröße zur Partialdruck-
abweichung von Ethylen die Katalysatoraktivität kpf bestimmt. Die Differenz )(~1 ty
zwischen dem gemessenen Partialdruck 11 )( Pty   und dem mit Hilfe des Prozess-
modells berechneten Partialdruck 11 ˆ)(ˆ Pty   wird deshalb über die Gewichtung der
Rückführmatrix h1,1(t) auf die berechnete Aktivität des Systems kp f geschaltet. Damit
ergibt sich für den ersten Korrekturfaktor korr1
fktythkorr p )(~)( 11,11 ( 4-119 )
Der Partialdruck des Wasserstoffs dient bei dem zugrundeliegenden Polymerisations-
prozess als Kettenregler und sorgt damit für den Kettenabbruch. Der Quotient aus
Wasserstoff- und Ethylenpartialdruck, bei konstantem 1-Butenpartialdruck, bestimmt



























P ( 4-120 )
und damit den MFR-Wert nach Gleichung (4-92)
)(log10,324,9)(log 1010 nPMFR 
Im vorliegenden Polymerisationsprozess können Wasserstoffverluste z.B. durch
Hydrierung von Ethylen eintreten. Außerdem entweichen geringe Mengen an Wasser-
stoff durch Diffusion aus der geschlossenen Anlage. Im Ethyleneingasstrom können
geringe Mengen an Wasserstoff enthalten sein, die auch hier von außen in das System
eingetragen werden. Deshalb muss der berechnete Wasserstoffpartialdruck P2 durch
Korrektur der Wasserstoffmenge im Reaktor auf den vorgegebenen Wert gebracht
werden. Daraus ergibt sich die folgende Korrelation zwischen der Partialdruckab-
weichung und der Menge des einfließenden Wasserstoffs:
Gmtythkorr ,322,22 )(~)(  ( 4-121 )
Durch Copolymerisation mit 1-Buten wird die Dichte des Polymeren eingestellt. Der
Quotient aus 1-Buten Partialdruck P2 und Ethylenpartialdruck P1 bestimmt die
Einbaurate E an 1-Buten und damit bei vorgegebener mittlerer Kettenlänge Pn die
Dichte ρ. Wegen der Rückführung des Dispergiermittelkreislaufs zirkuliert 1-Buten im
Prozess. Dabei treten unkontrollierbare Mengen an 1-Buten durch Verluste im Disper-
giermittelkreislauf und über den Austritt in das Abgassystem ein. Deshalb muss so viel
1-Buten in den Reaktor nachgeführt werden, dass der vorgegebene 1-Buten Partial-
Entwurf des Systembeobachters 82
druck erreicht wird. Die Korrektur des berechneten Partialdrucks von 1-Buten wird
wie folgt bestimmt:
Lmtythkorr ,233,33 )(~)(  ( 4-122 )
Neben Ethylen, Wasserstoff und 1-Buten befinden sich im Reaktor noch Stickstoff
(Inertisierung) und weitere inerte Gase wie Methan, Ethan, Kohlenwasserstoffe
(Dispergiermittel). Um den Gesamtdruck im Polymerisationsreaktor konstant zu
halten, werden Inerte entsprechend zudosiert. Damit ergibt sich für den Korrekturterm
des Gesamtdruckes
Gmtythkorr ,444,44 )(~)(  ( 4-123 )
Der Schmelzindex MFR hängt nach Gleichung (4-92) wie folgt vom Polymerisa-
tionsgrad Pn ab:
)(log10,324,9)(log 1010 nPMFR 
Der Polymerisationsgrad Pn hängt wiederum nach Gleichung (4-120) im Wesentlichen
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1 ( 4-125 )
Außer den Verhältnissen der Konzentration von Wasserstoff zu Ethylen und von
1-Buten zu Ethylen gibt noch weitere beeinflussende Größen wie die Cokatalysator
(Alkyl-) Konzentration, die Katalysatorbeschaffenheit (Chargenkonstanz) und die
Desaktivierung durch Katalysatorgifte wie CO2 und Acetylen. Durch diese Einfluss-
faktoren wird wiederum der Schmelzindex-Wert über die Gleichung (4-92) beein-
flusst. Stimmen die berechneten Partialdrücke von Ethylen, 1-Buten und Wasserstoff
mit den gemessenen überein, so müssen diese Effekte im Parameter A in Gleichung
(4-125) berücksichtigt werden. Der Parameter B scheidet hierfür aus, da auch Poly-
mere ohne Seitenketten hergestellt werden. In diesem Fall würde keine Korrelation
zwischen den Schmelzindex-Abweichungen und dem Modell bestehen. Somit ergibt
Entwurf des Systembeobachters 83
sich die Rückführung der Differenzen der Schmelzindex-Werte MFR über die
Gewichtung der H-Matrix auf den Modellparameter A in Gleichung (4-125), zu:
Atythkorr  )(~)( 55,55 ( 4-126 )
Die Einbaurate E von 1-Buten in das Copolymere wird vor allem bestimmt durch die
Partialdrücke von 1-Buten P2 und Ethylen P1. Die Polymerdichte ρ hängt von dieser














ab, aber auch vom Polymerisationsgrad nP  über die Beziehung des Schmelzindex-
Wertes (4-92)
)(log10,324,9)(log 1010 nPMFR 
wie aus Gleichung (4-95) ersichtlich ist,
 MFRkEkk 10321 log
ab. Auch hier können Katalysatorgifte zu Abweichungen im Copolymerisations-
verhalten und damit z.B. zur erhöhten Bildung von niedermolekularen, comonomer-
reichen Anteilen führen. Außerdem sind auch im Ethylen höhere Olefine wie Propen
enthalten, welche ebenfalls copolymerisieren. Um derartige Störeinflüsse zu kompen-
sieren wird der Mayo-Lewis Parameter korrigiert. Dies führt im Fall von Differenzen
zwischen der im Labor analysierten Reaktorprobe und der vom Prozessmodell
berechneten Dichte auf die folgende dominante Korrelation:
166,66 )(~)( rtythkorr  ( 4-127 )
Damit sind die Korrelationen zwischen den Differenzen der gemessenen und
berechneten Ausgangsgrößen und den entsprechenden Modelleingriffen vollständig
bestimmt. Tabelle 1 fasst dies noch einmal in einer Strukturmatrix zusammen.
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)(~1 ty )(~2 ty )(~3 ty )(~4 ty )(~5 ty )(~6 tyH(t)
PC2H4 PH2 PC4H8 P MFR 
)(ˆ, 18 txfkp  kpf 
33 ˆ),( xtu  2Hm 
77 ˆ),( xtu  84HCm 
44 ˆ),( xtu  Inertem 
A Pn 
1r E 
Tabelle 1: Strukturmatrix der dominanten Korrelationen
Aus den in Tabelle 1 aufgeführten Korrelationen ergibt sich die Struktur der Modell-
rückführung. Im vorliegenden Fall bedeutet dies die Korrektur einer Zustandsgröße,
dreier Einganggrößen und zweier Modellparameter.
Nachdem die Korrelationen eindeutig feststehen, müssen im nächsten Schritt die
Komponenten der Rückführmatrix H bestimmt werden. Sie gewichten die zurück-
geführte Differenz zwischen den gemessenen und berechneten Ausgangsgrößen und
bestimmen damit maßgeblich den Grad der Beeinflussung des Prozessmodells. Die
Dimensionierung der noch freien Parameter in den Rückführungskorrelationen wird so
gewählt, dass die Abweichungen mit der gewünschten Dynamik beseitigt werden
können. Um die Abweichungen zu kompensieren, werden die Rückführungen in
Analogie zur Regelungstechnik mit einem Proportional- und Integralverhalten
angesetzt. Diese Kombination gewährleistet höhere Genauigkeiten als bei reinem
Proportionalverhalten, wie es beispielsweise bei Luenberger angesetzt wird. Während
der Proportionalanteil entsprechende Änderungen der Modellzustände, Eingänge bzw.
Parameter innerhalb kurzer Zeit vornimmt, bringt die Integralwirkung eventuell
verbleibende Abweichungen mit geringerer Geschwindigkeit gegen Null. Ohne dies











1)(~)( ( 4-128 )
mit
KP Übertragungsbeiwert
Tn Zeitkonstante in [h]
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Die Rückführfaktoren bestimmen das dynamische Verhalten des Prozessmodells.
Kleine Werte für korri(t) bedeuten, dass der richtige Zustand langsam angenähert wird,
große Werte führen zu einem schnellen Abgleich, machen den Beobachter aber auch
empfindlich gegenüber Messrauschen. Als geeigneter Kompromiss hat sich hier
bewährt, die Parameter durch Messung der Sprungantworten zu ermitteln und die
Zeitkonstanten geringfügig kleiner zu wählen. Der Beobachter ist damit „schneller“
als der Prozess, außerdem vermeidet man gleich große Parameter, die zu
ungünstigerem Einschwingverhalten führen können. Die gesuchten Parameter KP und
Tn kann man, bei vorliegender Kenntnis der Streckenübertragungsfunktion mittels
Bodediagramm, Wurzelortskurve oder anderen Verfahren bestimmen [Föllinger,10;
Unbehauen,129; Schmidt,130]. Meist werden jedoch experimentelle Verfahren auf der
Basis der Auswertung einer Sprungantwort (z.B. Wendetangentenverfahren) oder
eines Schwingungsversuchs zur Bestimmung der Prozesskenngrößen verwendet. Mit
diesen Kennwerten werden anschließend die gesuchten Parameter durch so genannte
praxisnahe Einstellregeln nach Chiens, Hrones, Reswick oder nach der Methode von
Ziegler und Nichols [Chien,131; Ziegler,132] ermittelt. Im vorliegenden Fall wurden
die Parameter der Rückführmatrix mit Hilfe des SIEPID- Programms der Fa. Siemens






Abb. 4-23: Sprungantwort des Partialdrucks Ethylen
Bei einer sprungförmigen Anregung der Katalysatormenge (Ethylenregelstrecke) von
3 % ergeben sich die in Abb. 4-24 dargestellten charakteristischen Prozesskenngrößen
Verzugszeit Tu=1077,086s, Ausgleichszeit Ta=10381,274s und Übertragungsbeiwert
KS=-1,32. Aus dem Übertragungsbeiwert KS und den Zeitkonstanten Tu und Ta wurde
ein Prozessmodell zweiter Ordnung (PT2-Glied) mit den Parametern n=2, K=-1,323
und T=3819,453s identifiziert. Als Parameter für den in der Ethylenregelstrecke
vorhandenen PI-Regler ermittelte das Programm den Proportionalbeiwert KP=-0,756
und die Nachstellzeit Tn=5092,60s.
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Abb. 4-24: Identifikation der Ethylenstrecke mit SIEPID der Fa. Siemens
Zur Nachvollziehbarkeit der Ergebnisse geht man davon aus, dass die gemessene
Sprungantwort des Ethylenpartialdrucks für einen Einheitssprung der Katalysator-
menge den in Abb. 4-25 dargestellten Verlauf besitzt.
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Abb. 4-25: Wendetangentenverfahren zur Bestimmung der Prozesskenngrößen
Die Auswertung der aufgenommenen Sprungantwort des Partialdrucks Ethylen enthält
einen Wendepunkt, was ein Indikator dafür ist, dass es sich bei der Ethylenstrecke um
eine Strecke mit mehreren Verzögerungselementen handelt. Durch Anlegen einer
Wendetangente in diesem Wendepunkt W werden die folgenden Kenngrößen der






























bestimmt. Der Anstieg der Sprungantwort hat im Wendepunkt ein Minimum. Zur
besseren Verdeutlichung wurde die erste Ableitung der Sprungantwort in Abb. 4-25
eingezeichnet. Das Ziel des Wendetangentenverfahrens besteht darin, aus dem
Übertragungsbeiwert KS und den Zeitkennwerten Tu und Ta der Ethylenstrecke die
Zeitkonstanten und Verstärkung der Regelstrecke zu berechnen.






ist [Brehm,133]. Ist dies nicht der Fall, wie im vorliegenden Beispiel





















































KS Übertragungsbeiwert der Strecke
T1 Zeitkonstante in [h]
x0 Sprungaufschaltung (t=0)
E(t) Einheitssprung
Aus der Sprungantwort des Partialdrucks des Ethylens wird die Wendezeit Tw=3800s












 ( 4-130 )
bestimmt.
Die Dimensionierung der Rückführparameter von korr1(t) bei Abweichungen
zwischen dem gemessenen und berechneten Partialdruck des Ethylens )(~ tyi  erfolgt in
Analogie zur Ermittlung der Parameter für die Ethylenregelstrecke. Aus den
Parametern der Ethylenregelstrecke (4-130) können mit Hilfe von Einstellregeln









K ( 4-131 )
68,504190,763866,066,0 

sTTn ( 4-132 )
Für den Korrektureinfluss korr1(t) werden KP=-0,7 und Tn=1,4 h gewählt. Damit ist
der Korrektureingriff auf das Modell bei Abweichungen des Partialdrucks des
Ethylens vollständig bestimmt.



















1)(~7,0)(~1)(~)(1 ( 4-133 )
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~11),,(, ( 4-135 )
Die Dimensionierung der verbleibenden Parameter für die Rückführungen i=2 bis i=6









Tabelle 2: Parameter der Rückführmatrix H
Mit der Dimensionierung der Rückführmatrix H ist der Systembeobachter nach Abb.
3-4 vollständig bestimmt.
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5 Realisierung des Systembeobachters
Die Brauchbarkeit eines Beobachters entscheidet sich letztlich beim Einsatz im realen
nichtlinearen Prozess, wobei hier der Forderung nach einer Realisierung mit
erträglichem Aufwand besonderes Gewicht zukommt. In diesem Kapitel wird die
Umsetzung des entworfenen Systembeobachters in einer Produktionsanlage und sein
Betrieb unter Praxisbedingungen vorgestellt. Während der Beobachterentwurf in den
vorausgegangenen Kapiteln unabhängig von den Möglichkeiten eines bestimmten
Simulators oder eines numerischen Verfahrens beschrieben wurde, soll im Folgenden
die Umsetzung und die damit verbundene Aufbereitung des entworfenen System-
beobachters für die Prozesssimulation und damit die Implementierung im Simulations-
programm sowie die Integration in die vorhandene Automatisierungstechnik der
Anlage und die Ergebnisse des Einsatzes des Beobachtersystems im Produktions-
betrieb beschrieben werden.
5.1 Simulationsmodell des Beobachters
Der Beobachter wurde mit dem Simulationsprogramm Speedup™ der Firma Aspen
Technology entwickelt [135]. Speedup™ ist ein gleichungsorientiertes Programm-
paket zur Simulation verfahrenstechnischer Probleme. Es wurde seit Ende der
fünfziger Jahre stetig weiterentwickelt, wird seit Mitte 1987 auf dem Markt angeboten
und läuft auf den verschiedensten Rechnerplattformen. Es ist in der Lage, mit einem
schrittweitengesteuerten Integrator Differentialgleichungen zu lösen, welche die
Dynamik des Prozesses beschreiben. Speedup™ verfügt über eine strukturierte
Eingabesprache zur Problembeschreibung, die interpretiert und in Fortran-Texte
umgesetzt wird. Die Modellierungssprache geht von Fließbildern (FLOWSHEET) aus,
in denen die Apparate (UNITS) durch Modelle der verfahrenstechnischen Abläufe
(MODELS) erlaubt. Ein Modell besteht aus Anschlüssen (Verbindungen im Fliess-
bild), Gleichungen (Massenbilanzen) und Variablen (z.B. Druck, Temperatur). Die
Modelle können entweder aus der Speedup™-Modellbibliothek bezogen oder völlig
frei formuliert werden. Um unabhängig und damit flexibler zu sein, wurden im Falle
des Beobachters alle Modelle eigenständig formuliert. In Abb. 5-1 ist das Strukturbild
des Systembeobachters skizziert. Zur Übergabe und Zusammenfassung der Zuflüsse
wurde ein Modell Interface eingeführt. Der Datenaustausch erfolgt somit über eine
definierte Schnittstelle. Hier werden auch Konvertierungen von Einheiten durchge-
führt. Das Modul Polymerisationsreaktor (Kap. 4.1.3) wurde als so genannter
„Universalreaktor“ definiert, der alle im Betrieb vorkommenden Zu- und Abflüsse
enthält. Nicht benötigte Ein- und Ausgänge wie beispielsweise Massen-, Stoffmengen-
oder Volumenströme wurden mit dem Wert Null belegt. Durch diese Vorgehensweise
kann das Reaktormodul für alle Verschaltungen im Prozess, wie beispielsweise für die
Kaskadentechnologie, verwendet werden, ohne dass Programmänderungen vorzu-
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nehmen sind. Der Nachreaktor ist identisch mit dem Modul des Polymerisations-
reaktors. Das Modul Stoffdaten (Kap. 4.1.7) enthält die notwendigen Stoffdaten zur
Berechnung der Polymerisationsreaktion. Das Modul für die Messgeräte (Kap. 4.1.6)
enthält das Modell der Gasanalyse. Das Modul Dispergiermittelkreislauf (Kap. 4.1.5)
umfasst die zirkulierenden Mengenströme. Damit ergibt sich das in Abb. 5-1















(4-25, 4-26 - 4-45) (4-62 - 4-80)
(4-85, 4-90 - 4-91, 4-93 - 4-97) (Nachbildung Polymeri-
sationsreaktor)
(4-97)
Abb. 5-1: Strukturdiagramm des Systembeobachters in SpeedUp™
Die verbleibenden Freiheitsgrade des resultierenden Gleichungssystems wie Modell-
parameter (Größe des Reaktors) und Betriebspunkt (Temperatur, Druck, Zusammen-
setzung eines Zulaufstromes) wurden in einer weiteren Sektion (OPERATION)
festgelegt.
5.2 Implementierung des Beobachters in der Produktionsanlage
Für den Einsatz im Produktionsbetrieb wurde ein ausführbares Programm (sog.
„Executable“) erzeugt, das auf dem Produktionsrechner (Alpha Server 800 unter dem
Betriebssystem OpenVMS 7.1) in der Polymerisationsanlage installiert wurde. Das
laufende Simulationsmodell des Systembeobachters wird über die Schnittstelle EDI
(EXTERNAL DATA INTERFACE) synchron zur Polymerisationsanlage mit Daten
versorgt und gibt seine Ergebnisse nach dort ab.
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Auf dem Prozessrechner sind die Komponenten Beobachter, Prozessdateninforma-
tions- und Managementsystem (PIMS), Fuzzy-Regler, Systemdatenbasis und ein Kom-





































Abb. 5-2: Einbindung des Beobachters in die Softwarestruktur des Prozessrechners
Die Kommunikation zwischen dem Beobachter und der allen Modulen zugänglichen
Systemdatenbasis erfolgt über das EDI. Es besteht aus Schnittstellenroutinen für den
Datenaustausch zwischen Beobachter und der Systemdatenbasis und aus Programmen
für die zeitliche Synchronisation. SPEEDUP™ ruft diese in regelmäßigen Abständen
während der Simulation auf. Durch die als GLOBAL COMMON angelegte System-
datenbasis werden alle Daten mit dem PIMS und Interfaceprogramm ausgetauscht.
Die Systemdatenbasis enthält die Informationen über das Prozessverhalten. Zur
Datenübertragung zwischen dem Prozessrechner und dem Prozessleitsystem dient ein
Kommunikationsprogramm. Hierzu wird ein zum Prozessleitsystem gehörendes
Computer Gateway über eine serielle Schnittstelle (RS232) angesprochen. Anschlie-
ßend werden komplette Datenblöcke mit den zu lesenden Messwerten bzw. den zu
schreibenden Sollwerten für die Stellgrößen übergeben. Die Wahl der Abtastrate, mit
der die Messgrößen zeitdiskret erfasst werden, stellt einen Kompromiss zwischen
apparatetechnischer zeitlicher Auflösung, Datenschnittstelle und Informationsverlust
dar. Wird sie zu niedrig gewählt, ist die exakte Rekonstruktion eines zeitkontinu-
ierlichen Signals aus den durch periodische Abtastung gewonnenen zeitdiskreten
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Werten fehlerbehaftet, da das zu messende Signal mit niedrigerer Frequenz um-
gewandelt wird (Aliasing-Effekt). Aufgrund des relativ trägen Prozessverhaltens
wurde im vorliegenden Fall für alle erfassten Mess-, Regel- und Produktkenngrößen
eine Abtastzeit von 10 Sekunden (0,1 Hz) gewählt. Damit steht genügend Rechenzeit
zwischen der Erfassung zweier Messwertsätze zur Verfügung. Diese Rechenzeit kann
für die Messwertverarbeitung, die Abarbeitung des Fuzzy-Regelalgorithmus und die
Prozesssimulation (Systembeobachter) verwendet werden. Für die zyklische Berech-
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Abb. 5-3: Datenaustausch und zyklische Berechnung des Beobachters
Das Prozessdateninformations- und Managementsystem MESSDAS stellt die zentrale
Bedien- und Kommunikationsschnittstelle des Beobachtersystems dar. Hier werden
alle zur Verfügung stehenden Größen erfasst und weiter verarbeitet. Hierzu gehört die
Überwachung aller auf dem Prozessrechner benötigten Rechenprozesse, die Filterung
und Plausibilitätsprüfung der Messwerte, die Eingabe der Laboranalysen, die Konfi-
guration des Fuzzy-Reglers und die numerische und grafische Darstellung der Mess-
und Beobachterwerte (Abb. 5-4).































Abb. 5-4: Struktur des Beobachtersystems auf dem Prozessrechner
Aus dem Prozessdateninformations- und Managementsystem (PIMS) MESSDAS kön-
nen alle automatisch ablaufenden oder manuell ausgelösten Vorgänge überwacht, kon-
trolliert und gesteuert werden (Abb. 5-5). Die Überwachung des Datenaustauschs zum
Prozessleitsystem wird mit Hilfe einer sog. „Watch-Dog“ Funktion im PLS realisiert.
Abb. 5-5: Meldungsfenster zur Überwachung der Rechenprozesse des System-
    beobachters
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Beim Anfahren der Produktion wird der Beobachter automatisch gestartet. Hierfür ist
zunächst eine Erkennung des Betriebszustands der Produktion notwendig. Die Poly-
merisation von Ethylen hoher Dichte ist nur möglich, wenn bestimmte Bedingungen
erfüllt sind. Hierzu gehört beispielsweise, dass der Polymerisationsreaktor mit Disper-
giermittel gefüllt ist, ausreichend Ethylen zur Verfügung steht und die Reaktor-
temperatur für den Beginn der Polymerisation hoch genug ist. Sind diese Bedingungen
erfüllt, wird der Normalbetrieb der Produktion diagnostiziert. Sobald erste Labor-
analysen vorhanden sind, wird der Beobachter als „Batchjob“ vom Modul „Einschalt-
Automatik-Beobachter“ gestartet. Nach der Erkennung der aktuellen Prozesszustände






























Abb. 5-6: Automatische Startprozedur des Beobachters
Die Produktionsanlage ist mit einem Prozessleitsystem der Firma ABB ausgestattet,
das aus mehreren Automatisierungs- und Prozessstationen, Ein-/ Ausgabebaugruppen
und Bedien- und Beobachtungsstationen besteht (Abb. 5-7). Das Prozessleitsystem
beinhaltet die Signalverarbeitung und die Anlagenregler. Die Automatisierungsstation
ist aus Verfügbarkeitsgründen redundant ausgeführt. Die Signale der Feldgeräte
werden von den prozessnahen Komponenten (Ein/Ausgangskarten) erfasst. Ein
Systembus verbindet die prozessnahen Komponenten untereinander und mit weiteren
Komponenten des Prozessleitsystems. Eine Kopplungselektronik (Computer Gateway)
dient zur Ankopplung des externen und redundant ausgeführten Prozessrechners an
den Systembus. Hierüber erfolgt der bidirektionale Datenaustausch mit dem
Systembeobachter. Die Anzeige- und Bedienkomponenten (Engineering und Operator
 Station) bilden die Schnittstelle zwischen dem PLS und dem Anlagenfahrer bzw.
Konfigurierer der Systemfunktionalität. Der Systembus, an dem die Anzeige und
Bedienstationen angeschlossen sind, ist die offene Schnittstelle des Prozessleitsystems
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für die Datenverarbeitung. Hierüber erhalten Anlagenfahrer, Betriebsleiter und























Abb. 5-7: Automatisierungsstruktur der Polymerisationsanlage
5.3 Ergebnisse des Systembeobachters
Die Ergebnisse des Systembeobachters wurden in einer Produktionsanlage zur Herstel-
lung von Polyethylen hoher Dichte ermittelt. Abb. 4-2 zeigt das Fliessbild der Produk-
tionsanlage. Mit dem Systembeobachter sollen im Wesentlichen die unbekannten
Verläufe von Schmelzindex und Dichte im Reaktor und Mikroreaktor in Echtzeit
bestimmt werden.
Bei der konventionellen Führung von Polymerisationsprozessen übernehmen Anlagen-
fahrer die wichtige Aufgabe der Einstellung definierter Reaktionsbedingungen. Dieser
Aufgabenbereich umfasst die Einstellung definierter Zulaufbedingungen und die Ein-
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stellung von Druck, Temperatur, Füllstand etc. im Reaktor. Hierzu werden in der
Praxis am häufigsten PID-Regler eingesetzt. Im vorliegenden Fall der Polymerisation

























Abb. 5-8: Konventionelle Führung des Polymerisationsprozesses
Das Einstellen definierter Reaktionsbedingungen ist Voraussetzung für die repro-
duzierbare Durchführung der Reaktion. Ein weiterführender Aufgabenbereich bei der
Führung des Polymerisationsprozesses ist die Einstellung definierter Produkteigen-
schaften. Sie ist die wichtigste Aufgabe der Produktion und erfordert eine produkt-
spezifische Messtechnik, oder aber modellbasierte Verfahren wie den Systembeobach-
ter und Regelalgorithmen, in denen Produktkenngrößen als Rechengröße auftreten.
Bei der Polymerisation von Ethylen zur Herstellung von Polyethylen hoher Dichte
bewirkt die Veränderung bereits eines Prozessparameters komplexe Veränderungen
der Produktparameter. So erhöht sich bei Zugabe kleiner Mengen 1-Buten die Poly-
merisationsgeschwindigkeit und die mittlere Molmasse fällt ab. Der Anlagenfahrer
kompensiert diese Effekte durch Zurücknahme der Katalysatordosierung oder des
Ethylenpartialdrucks und der Temperatur bzw. durch Herabsetzen des Wasserstoff-
partialdrucks. Diese Maßnahmen unterscheiden sich je nachdem, ob die Anlage an der
technischen Leistungsgrenze gefahren wird oder nicht. Die Kunst des Anlagenfahrers
besteht darin, die spontanen Änderungen der Produkteigenschaften bei Verstellung
einzelner Parameter in der richtigen Weise zu kompensieren, die unterschiedliche
Dynamik der Konzentrationsänderungen der Komponenten richtig zu berücksichtigen
und Menge und Eigenschaften der Übergangsware abzustimmen. Dies gelingt jedoch
nur dann, wenn sich alle Produkteigenschaften wie Schmelzindex und Dichte so
ändern, dass das Produkt vorhersagbare, typgerechte Eigenschaften besitzt. Hierbei
dient der Systembeobachter als ein wichtiges Instrument, da er alle Produkteigen-
schaften kontinuierlich bestimmt und somit schnelle Veränderungen der Stellgrößen
ermöglicht, um die Spezifikationen in engeren Grenzen konstant zu halten. Abb. 5-9
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zeigt die Einbindung des Beobachters zur Unterstützung des Anlagenfahrers bei der
Prozessführung des Polymerisationsprozesses. Der Systembeobachter wird dabei in
der „open-loop“ Technik angewendet. Darunter versteht man das Mitführen des
Systembeobachters parallel zum Betrieb der Anlage, ohne dass eine automatische
Rückwirkung auf die Anlage stattfindet. Der Eingriff in den Prozess erfolgt in diesem



































Abb. 5-9: Einbindung des Systembeobachters in die Führung des Polymerisations-
prozesses („open-loop“ Betrieb)
In Kapitel 4 wurde für den Polymerisationsprozess ein Beobachter entwickelt, der
neben den messbaren Partialdrücken die nicht messbaren Produktkennwerte Schmelz-
index (MFR_Korn) und Dichte (RHO_Korn) am Katalysatorkorn berechnet. Um zu
verifizieren, dass diese verifizierten Schätzwerte zur Einstellung definierter Produkt-
eigenschaften verwendet werden können, werden nachfolgend die wesentlichen Kenn-
daten des Beobachters und der Produktion an typischen Betriebszuständen bei unter-
schiedlichen Produkten dargestellt. Dabei wurde die Produktion von einem Anlagen-
fahrer manuell mit Hilfe des Beobachters gefahren. Die Veränderungen der Prozess-
parameter wurden aus der Erfahrung heraus vorgenommen.
Die Abb. 5-10 bis Abb. 5-16 zeigen das Beobachterergebnis im quasi-stationären Be-
triebszustand der Produktionsanlage über einen Zeitraum von drei Tagen. Der quasi-
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stationäre Betriebszustand ist dadurch gekennzeichnet, dass sich die Qualitätskenn-
größen des Produktes innerhalb konstanter Spezifikationsgrenzen bewegen. Für den
Schmelzindex (MFR) gilt eine Abweichung von 10%, für die Dichte (RHO) 0,001
[g/cm3]. Alle Zuflüsse sind im Wesentlichen konstant, wie in Abb. 5-10 dargestellt.
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Abb. 5-10: Zuflüsse des Polymerisationsreaktors im stationären Betriebszustand
(Ι= Variationsbreite in Prozent; wi= Sollwert der Größe i)
Unter diesen Bedingungen liefert der Beobachter zu jedem Zeitpunkt die Produk-
tkennwerte Schmelzindex (Abb. 5-11) und Dichte (Abb. 5-12). Dabei unterscheidet
man zwischen den Produktkennwerten des Mikroreaktors (Korn) und des Polymeri-
sationsreaktors (Reaktor). Die Produktkennwerte des Mikroreaktors beschreiben das
gerade an jedem Katalysatorkorn hergestellte Produkt und werden deshalb auch als
Kornwerte oder „instantaneous“ Werte bezeichnet. Im Gegensatz dazu liefert der
Reaktorwert die Produktinformation über alle Partikel im Polymerisationsreaktor.
Während es sich bei den Kornwerten um nicht messbare differentielle Werte handelt,
gehören die Reaktorwerte zu den integralen bzw. Mittelwerten. Die Korn- und
Reaktorwerte des Produktes werden online vom Beobachter berechnet und stehen
somit jederzeit zur Verfügung. Bei den Laborwerten handelt es sich um Mittelwerte
aller Polymere einer aus dem Reaktor entnommenen Probe. Die Reaktorproben
werden in Zeitabständen zwischen 8 und 24 Stunden im Labor manuell analysiert und
stehen deshalb nur mit einer erheblichen Totzeit zur Verfügung. Da es sich bei den
Laborwerten wie bei den Reaktorwerten des Beobachters um Mittelwerte handelt,
können diese zur Güte des Beobachters direkt herangezogen werden.

































MFR_Reaktor (Labor) 1 MFR_Korn (Beobachter) 2 MFR_Reaktor (Beobachter) 3 Korr(5) 4
3 (    )
4 (    )
1 (    ) 2 (    )























RHO_Reaktor (Labor) 1 RHO_Korn (Beobachter) 2 RHO_Reaktor (Beobachter) 3 Korr(6) 4
3 (    )
1 (    )
2 (    )
4 (    )
Abb. 5-12: Dichte-Werte (RHO) im stationären Betriebszustand der Anlage
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Wie in Abb. 5-11 dargestellt, zeigt sich im Rahmen der Messgenauigkeit (Balken) eine
sehr gute Übereinstimmung zwischen dem durch den Beobachter berechneten
Schmelzindex-Wert (3) und dem an einer aus dem Reaktor gezogenen Probe gemes-
senen Wert (1). Dies gilt auch für die Dichte, dem zweiten wichtigen Produktkennwert
bei der Herstellung von Polyethylen hoher Dichte (Abb. 5-12). Die Laboranalysen
liegen lediglich zeitdiskret vor, weshalb sie als Punkte in den Diagrammen dargestellt
sind. Die Verläufe zeigen, dass die entwickelte Modellnachführung zuverlässig
arbeitet, was durch den Korrekturreinfluss Korr(5) und Korr(6) gezeigt wird. Der
erforderliche Eingriff ist im vorliegenden Fall gering.
Die Produktkennwerte Schmelzindex (MFR) und Dichte (RHO) zeigen im Bereich der
spezifizierten, zulässigen Abweichung eine sehr gute Übereinstimmung zwischen den
im Labor ermittelten Werten und den durch den Beobachter berechneten Werten. Abb.
5-13 bis Abb. 5-16 bestätigen, dass auch die anderen Schätzwerte des Beobachters
Partialdruck Ethylen (PC2), Wasserstoff (PH2) und 1-Buten (PC4) sowie der
Gesamtdruck (P) ähnlich gute Ergebnisse zeigen. Gemessene Daten (Gasanalyse) und


































PC2 (Messwert) 1 PC2 (Beobachter) 2 Korr(1) 3
1 (    ) 2 (    )
3 (    )
Abb. 5-13: Partialdruck Ethylen (PC2) im stationären Betriebszustand der Anlage




































PH2 (Messwert) 1 PH2 (Beobachter) 2 Korr(2) 3
1 (    ) 2 (    )
3 (    )


































PC4 (Messwert) 1 PC4 (Beobachter) 2 Korr(3) 3
1 (    )
2 (    )
3 (    )
Abb. 5-15: Partialdruck 1-Buten (PC4) im stationären Betriebszustand der Anlage

































P (Messwert) 1 P (Beobachter) 2 Korr(4) 3
1 (    ) 2 (    )
3 (    )
Abb. 5-16: Gesamtdruck (P) im stationären Betriebszustand der Anlage
Im Gegensatz zu den Produktkennwerten können bei den übrigen Beobachtergrößen
die durch die Gasanalyse gemessenen Werte direkt mit den online berechneten
Beobachterwerten verglichen werden. Diese online Werte werden ständig angepasst
(Abb. 5-3). Die Korrekturen arbeiten zuverlässig, dies zeigt die bei allen Verläufen
sehr gute Übereinstimmung des Beobachters mit der Realität.
Der Beobachter dient dem Anlagenfahrer als Informationssystem über die aktuellen
Produktkennwerte. In Abhängigkeit der Kennwerte werden dann die Sollwerte basie-
rend auf seiner Erfahrung verändert. Zur Kontrolle des Beobachters, d.h. um durch
Störeinflüsse verursachte Abweichungen im offenen System, muss von Zeit zu Zeit
eine Reaktorprobe analysiert und dieser Wert mit den berechneten Werten verglichen
und korrigiert werden. Dadurch wird sichergestellt, dass der Beobachter über längere
Zeit nicht von der Realität abweicht. Aufgrund der Modellgüte genügt es bei der
Dichte, bei stationärem Betriebszustands der Anlage eine Laboranalyse pro Tag durch-
zuführen. Für die Schmelzindex-Werte (MFR) konnte auf die Laboranalysen der
Nachtschicht verzichtet werden (Abb. 5-17).















Zeit [h]6:00 14:00 22:00
Abb. 5-17: Einsatz des Systembeobachters zur Reduzierung der Laboranalysen
Die größten Anforderungen werden bei Produktwechseln an den Beobachter gestellt.
In der Regel sind diese kontinuierlich gefahrenen Übergänge von einem Produkttyp
auf den nächsten gleichzeitig noch mit einer Laständerung verbunden, da unterschied-
liche Herstellmengen benötigt werden. Um dies zu verdeutlichen, wurde das Beobach-
terverhalten am Beispiel eines Typübergangs zwischen den Produkten Hostalen
GF7740 und GD4760 dargestellt. Bei den Produkttypen handelt es sich um Spritzguss-
und Extrusions-Typen mit sehr verschiedenartigen Produkteigenschaften. Ein der-
artiger Produktwechsel verläuft in der Regel über 24 Stunden. [Kim,136] kommt zu
ähnlichen Ergebnissen bezüglich der Zeitkonstanten. In diesem Verlauf werden
mehrere Prozessparameter (Stellgrößen) wie Ethylenzufluss, Wasserstoffzufluss, 1-
Butenzufluss, Katalysatorzufluss und die Temperatur im Polymerisationsreaktor
gleichzeitig verändert (Abb. 5-18).















































Wasserstoffzufluss 1 1-Butenzufluss 2 Katalysatorzufluss 3
Ethylenzufluss 4 Dispergiermittelzufluss 5 Temperatur 6
10 % 3 %
1 (    )
2 (    )
3 (    )
1 (    )
2 (    )
3 (    )
5 (    )
5 (    )
4 (    )
4 (    )
6 (    )
6 (    )
Abb. 5-18: Relative Veränderung der Zuflüsse und der Temperatur im Reaktor beim
Typübergang Hostalen GF7740 auf Hostalen GD4760
Der Typübergang wird durch die Reduzierung der 1-Butenmenge (2) auf Null einge-
leitet. Dies bewirkt eine merklich verzögerte Verringerung des Partialdrucks von 1-
Buten im Reaktor (Abb. 5-19). Die verringerte 1-Butenkonzentration wirkt sich auf
die am Mikroreaktor entstehende Dichte (Korn) unmittelbar in Form eines Anstiegs
der Dichtekurve (2) aus (Abb. 5-20).
Wie in  erkennbar, zeigt sich ein deutlich größerer Einfluss der Modellkorrektur als im
stationären Fall. Der kurzzeitige Anstieg der Modellnachführung deutet darauf hin,
dass im Reaktor noch mehr 1-Buten vorhanden ist (beispielsweise über den
Suspensionsmittelkreislauf) als dies im Modell der Fall ist. Der anschließende Abfall
zeigt, dass zukünftig weniger 1-Buten über den Kreislauf in den Reaktor zurückfließt,
als bei einem 1-Buten reichen Produktionstyp.























































1 (    )
2 (    )
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RHO_Reaktor (Labor) 1 RHO_Reaktor (Beobachter) 2
RHO_Reaktor (Beobachter) 3 Korr(6) 4
1 (    )
2 (    ) 3 (    )
4 (    )
Abb. 5-20: Dichte-Verlauf (RHO) beim Typübergang Hostalen GF7740 auf
Hostalen GD4760
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Parallel zur Änderung des 1-Butenzuflusses wurde die Temperatur um 3,5 Prozent
abgesenkt, die Wasserstoffmenge um ca. 90 Prozent sprunghaft erhöht und im weite-
ren Verlauf wieder abgesenkt (Abb. 5-18). Das Maximum der Partialdruckkurve für
den Wasserstoff (Abb. 5-21) liegt zeitlich merklich vor dem Minimum der 1-Buten
Partialdruckkurve (Abb. 5.19). Dies bedeutet, dass die Konzentration des Wasserstoffs
 sich schneller auf Änderungen im Zufluss auswirkt als dies beispielsweise beim
1-Buten der Fall ist. Der Beobachter korrigiert aufgrund des Vergleichs des berech-
neten und gemessenen Partialdrucks die Wasserstoffmenge nach unten. Das bedeutet,
dass bei hohen Partialdrücken im System ein geringerer Anteil an Wasserstoff
verbraucht wird. Der Beobachter berücksichtigt dabei nicht, in welcher Art und Weise




































PH2 (Messwert) 1 PH2 (Beobachter) 2 Korr(2) 3
1 (    )
2 (    )
3 (    )
Abb. 5-21: Partialdruck Wasserstoff (PH2) beim Typübergang Hostalen GF7740 auf
Hostalen GD4760
Die Kurve des Partialdrucks für Ethylen zeigt zu Beginn des Typübergangs einen
kurzzeitigen Anstieg. Dies deutet auf eine verringerte Aktivität des Katalysators hin,
verursacht durch die Temperaturabsenkung und die Erhöhung des Wasserstoff-
partialdrucks. Um dies zu kompensieren, wurde die Katalysatormenge erhöht (Abb.
5-18). Im Übergangsbereich ist der gemessene Partialdruck Ethylen PC2 (Messwert) 1
etwas höher als der berechnete Partialdruck des Beobachters PC2 (Beobachter) 2, was
auf eine Reduzierung der Katalysatoraktivität hindeutet. Dies wird vom Beobachter
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durch die Modellnachführung Korr(1) (Kurve 3) korrigiert. Nach Durchlaufen des


































PC2 (Messwert) 1 PC2 (Beobachter) 2 Korr(1) 3
1 (    )
2 (    )
3 (    )
Abb. 5-22: Partialdruck Ethylen (PC2) beim Typübergang Hostalen GF7740 auf
Hostalen GD4760
Der Gesamtdruck P ist die Summe der einzelnen Partialdrücke. Auch hier sind zu
Beginn des Typübergangs Abweichungen zwischen dem gemessenen Gesamtdruck P
(Kurve 1) und dem vom Beobachter geschätzten Wert P (Kurve 2) zu erkennen.
Abweichungen zwischen den Gesamtdrücken werden durch Nachführung des
Korrekturterms Korr(4) (Kurve 3) für Inerten kompensiert (Abb. 5-23).




























P (Messwert) 1 P (Beobachter) 2 Korr(4) 3
1 (    )
2 (    )
3 (    )
Abb. 5-23: Gesamtdruck (P) beim Typübergang Hostalen GF7740 auf Hostalen
GD4760
Beim Typübergang (Abb. 5-24) von Hostalen GF7740 auf Hostalen GD4760
steigen der Schmelzindex im Reaktor MFR_Reaktor (Labor) 1 und der Schmelzindex-
Laborwert (Punkte) aufgrund des höheren Wasserstoffpartialdrucks und der damit
verbundenen Abnahme der mittleren der Kettenlänge von ca. 1,5 g/10 min auf das
Fünffache an. Der Schmelzindex am Katalysatorkorn MFR_Korn (Beobachter) 2 zeigt
dieses Verhalten bereits früh an, während die Reaktordaten verzögert folgen. Der
Verlauf zwischen den vergleichbaren Reaktorwerten MFR_Reaktor (Beobachter) und
MFR_Reaktor (Labor) zeigt auch hier eine sehr gute Übereinstimmung.
Die Laboranalysen MFR_Reaktor (Labor) 1 zeigen während des Typübergangs ten-
denziell höhere Werte, die jedoch im Rahmen der angezeigten Messungenauigkeit der
Laboranalysen ist. Es ist eine gängige Praxis in der Produktion, dass mehr Werte im
Anfangsbereich des Typübergangs gezogen werden.
Auch hier arbeitet die Modellrückführung zuverlässig und sorgt im Verlauf des
Prozesses, bei dem eine starke Veränderung der Prozess- und Produktparameter
erfolgt, dafür, dass der vom Beobachter berechnete Schmelzindex mit dem im Labor
gemessenen im Rahmen der Messgenauigkeit (Balken) gut übereinstimmt.
































MFR_Reaktor (Labor) 1 MFR_Korn (Beobachter) 2 MFR_Reaktor (Beobachter) 3 Korr(5) 4
1 (    )
2 (    )
4 (    )
3 (    )
Abb. 5-24: Schmelzindex-Werte (MFR) beim Typübergang Hostalen GF7740 auf
Hostalen GD4760
Im vorhergehenden Abschnitt wurde der Systembeobachter im „open-loop“ Betrieb in
der Anlage eingesetzt. Im Folgenden Beispiel wird er in der so genannten „closed-
loop“ Technik angewandt. Im Gegensatz zur „open-loop“ Technik, in der die
Rückwirkung auf den Polymerisationsprozess manuell durch den Operator stattfindet,
existiert hier eine automatischen Rückwirkung über einen geeigneten Regelal-
gorithmus auf die Anlage (Abb. 5-25). Im vorliegenden Fall wurde hierfür ein Fuzzy-
Regler entwickelt. Zur Einstellung der definierter Produkteigenschaften erhält der
Fuzzy-Regler die gewünschten Produkteigenschaften vom Operator und die Schätz-
werte des Systembeobachters als Eingangsgrößen. Zusätzlich erhält er die Ableitungen
dx/dt der Beobachtergrößen, um bei sich ändernden Bedingungen schneller reagieren
zu können. Der Fuzzy-Regler gibt dann wiederum neue Sollwerte für die Regelgrößen
an die unterlagerten Standardregler weiter. Während der Operator bisher nur indirekte
Größen wie beispielsweise Zuflüsse regeln konnte, ist es mit Hilfe des System-
beobachters möglich, direkt die Qualität zu regeln. Dadurch erhält man eine voll-
ständig automatisierte Qualitätsregelung.







































Abb. 5-25: „Vollautomatisierte“ Qualitätsregelung der Polymerisation mit Hilfe des
Systembeobachters im „closed-loop“ Betrieb.
Bei den unterlagerten Reglern für die Zuflüsse Wasserstoff, 1-Buten, Katalysator und
die Temperatur handelt es sich um konventionelle PI-Regler, der Fuzzy-Regler ist ein
auf Basis linguistischer Größen arbeitender Algorithmus, bei dem ebenfalls
umfangreiches Prozesswissen verwendet wurde. Man gelangt damit zu der in Abb.
5-26 gezeigten Regelkreisstruktur.





































Abb. 5-26: Polymerisationsregelung mit Systembeobachter und Fuzzy-Regler
Der in Abb. 5-26 dargestellte Fuzzy-Regler basiert auf einem Fuzzy-Logik-System mit
den Eingängen Schmelzindex im Mikroreaktor (MFR_Korn), Dichte im Mikroreaktor
(RHO_Korn), den Partialdrücken für Ethylen, Wasserstoff und 1-Buten, der Konzen-
tration des Katalysators sowie den zeitlichen Änderung der genannten Größen (dx/dt).
Der Fuzzy-Regler berechnet aus den Größen des Systembeobachters die entsprech-
enden Sollwerte für die unterlagerten Regelgrößen. Diese werden anschließend von
den unterlagerten PI-Reglern für die Wasserstoff-, 1-Buten-, Katalysator- und
Temperatur eingestellt.
Das Verhalten des Systembeobachters im „closed-loop“ Betrieb im Zusammenspiel
mit dem eingesetzten Fuzzy-Regler wird am Beispiel des Schmelzindex-Verlaufs
gezeigt. Bei den Schmelzindex-Werten handelt es sich um an Reaktorproben
gemessene Werte MFR_Reaktor (Labor), die als treppenförmiger Verlauf dargestellt
werden (Abb. 5-27). Der Polymerisationsprozess wurde unter annähernd gleichen
Bedingungen im einen Fall mit Hilfe des Beobachters von einem Anlagenfahrer
manuell gefahren und im anderen Fall vollautomatisch mit Systembeobachter und
Fuzzy-Regler. Das Ergebnis ist in Abb. 5-27 dargestellt.
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Abb. 5-27: Schmelzindex-Verlauf mit manueller (Operator) und vollautomatischer
Fahrweise (Systembeobachter und Fuzzy-Regler)
Während der Anlagenfahrer nur zeitweise in den Polymerisationsprozess eingreift,
was an dem typischen stufenförmigen Verlauf des Wasserstoffs (Kurve 4) erkennbar
ist, passt der Fuzzy-Regler aufgrund der vom Systembeobachter zur Verfügung
gestellten Produkteigenschaften des gerade hergestellten Polymers (MFR am
Mikroreaktor) die Wasserstoffmengen (Kurve 3) ständig an die veränderten Betriebs-
bedingungen an, um die gewünschten Schmelzindex-Werte innerhalb der Spezi-
fikationsgrenzen konstant zu halten. Beide Fahrweisen verbleiben innerhalb des
geforderten Toleranzbands für die Schmelzindex-Werte. Die Schmelzindex-Werte aus
dem Produktionslauf mit Systembeobachter und Fuzzy Regler (Kurve 1) sind jedoch
aufgrund des ständigen Eingriffs über den Wasserstoff zur Beeinflussung der End-
spezifikation deutlich besser als die MFR-Werte (Kurve 2) des Polymerisations-
prozesses, der durch den erfahrenen Anlagenfahrer geführt wurde.
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5.3.1 Ergebnisse zur Stabilität und Konvergenz
Stabilität und Konvergenz sind Grundvoraussetzungen für einen brauchbaren System-
beobachter. Bei nichtlinearen Systemen ist die Stabilität im Allgemeinen eine Eigen-
schaft, die vom Arbeitspunkt, an dem der Polymerisationsprozess betrieben wird,
abhängig ist. Bei dem hier betrachteten Polymerisationsprozess gibt es „stabile“ und
„instabile“ Arbeitspunkte. Schaltet man z.B. die Temperaturregelung ab, verringert die
zugeführte Kühlwassermenge für kurze Zeit und stellt sie anschließend wieder auf den
alten Wert zurück, so steigt die Temperatur bei reduzierter Kühlwassermenge an und
geht auch später nicht wieder auf den alten Wert zurück, sondern steigt weiter. Die
Ausgangsgröße Temperatur kehrt nach der Anregung durch den Kühlwasserstrom
nicht wieder in eine stabile Ruhelage zurück, der Reaktor wird instabil. In diesen
Fällen wird die Anlage aus sicherheitstechnischen Gründen abgeschaltet. Aus der
verfahrenstechnischen Auslegung der Anlage und der Praxis ist bekannt, dass der
Polymerisationsprozess stabil arbeitet. Aufgrund der systematischen Entwicklung des
Systembeobachters kann davon ausgegangen werden, dass der Polymerisationsprozess
richtig modelliert wurde. Da der Systembeobachter nur dann eingesetzt wird, wenn die
Anlage im Stabilitätsbereich, d.h. im bestimmungsgemäßen Betrieb arbeitet, kann
davon ausgegangen werden, dass auch der Systembeobachter stabil ist. Stabilitäts-
probleme können höchstens durch die Numerik des Simulationsprogramms auftreten.
Arbeitet das stabil, d.h. konvergiert es, so kann davon ausgegangen werden, dass auch
das Gesamtsystem aus Systembeobachter und Numerik stabil arbeitet. Zur Analyse des
Systembeobachters wurden die Anfangswerte 0xˆ  aller Zustandsgrößen )(ˆ tx  um +10%
gegenüber dem stationären Wert vergrößert. Die Eingangsgrößen )(tu  wurden
konstant vorgegeben. Die Simulation liefert das dynamische Abklingverhalten und
demonstriert die Robustheit des verwendeten Verfahrens zur numerischen Lösung von
Anfangswertproblemen (Runge-Kutta-Verfahren), wie es hier vorliegt. Das Simulati-
onsergebnis ist in Abb. 5-28 graphisch dargestellt. Für den betrachteten Fall ergibt
sich eine stationäre Lösung nach ca. 25 Stunden. Aus Erfahrungen des System-
beobachters im langjährigen Produktionsbetrieb ist bekannt, das die Algorithmen in
allen in der Praxis vorkommenden Fällen konvergierten.







































Abb. 5-28: Dynamisches Zustandsverhalten bei den 10-prozentigen abweichenden
Erregungen
Bei der Zustandsbestimmung unterscheidet man zwei Fragestellungen, die Beobacht-
barkeit und die Rekonstruktion. Beim Beobachtungsproblem wird die Frage unter-
sucht, ob aus dem gegebenen u(t) und y(t) x(t0) am Anfang des Intervalls bestimmt
werden kann. Beim Rekonstruktionsproblem wird die Frage untersucht, ob daraus x(t1)
am Ende des Intervalls bestimmt werden kann. Hierfür existieren eine Reihe von
Kriterien [Isidori,91; Zimmer,89; Schaffner,84]. Wie in [Che,137] untersucht und
kritisch angemerkt, sind diese Kriterien sehr aufwändig und wegen der weitgehenden
Voraussetzungen oft nur eingeschränkt anwendbar. Vor allem bei größeren Prozess-
modellen, wie dem hier betrachteten Polymerisationsprozess, lassen sich beispiels-
weise Beobachtbarkeits-Normalformen nicht mehr angeben, wodurch die theore-
tischen Untersuchungsmöglichkeiten sehr schnell begrenzt sind [Schaffner,138].
Wie die Ergebnisse gezeigt haben, ist der nach dem in der Arbeit vorgestellten
Verfahren entwickelte Systembeobachter in der Lage, die zur Einhaltung einer engen
Produktspezifikation wichtigen Informationen über die Produkteigenschaften am
Mikroreaktor (MFRKorn, ρKorn) und über das polymere Gemische im Reaktor
(MFRReaktor, ρReaktor) aus den zur Verfügung stehenden Ein- und Ausgangsgrößen mit
nur geringen Abweichungen vom realen Wert zu ermitteln. Diese Aussage wird durch
den Einsatz des Systembeobachters im Produktionsbetrieb bestätigt
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6 Zusammenfassung und Ausblick
Die Forderung nach immer neuen „maßgeschneiderten“ Produkten mit immer
spezielleren Eigenschaftskombinationen in einer konstant hohen Qualität resultiert in
immer komplexer werdenden verfahrenstechnischen Prozessen. Die Prozessführung
hat dabei entscheidenden Einfluss auf Produktqualität und Produktionskosten und
damit auf die Wirtschaftlichkeit der verfahrenstechnischen Prozesse und Anlagen.
Aber auch Sicherheits- und Umweltaspekte werden maßgeblich durch die Qualität der
implementierten Prozessführungsstrategien bestimmt. Moderne Prozessführungs-
strategien basieren zunehmend auf modellgestützten Verfahren. Die Ergebnisse von
Modellrechnungen können genutzt werden, um die Funktionen zur Prozessführung
komplexer verfahrenstechnischer Systeme zu verbessern. Durch genauere Kenntnis
der aktuellen Prozesszustände kann gezielt auf Abweichungen der Qualitätskenn-
größen der entstehenden Produkte reagiert und so das Ziel einer innerhalb vorgege-
bener Grenzen konstant hohen Produktqualität besser und effizienter erreicht werden.
Dennoch hat sich ein breiter Einsatz solcher Verfahren in der chemisch-verfahrens-
technischen Industrie bisher noch nicht eingestellt [Pickhardt,88], obwohl die
erzielbaren Vorteile bezüglich Produktqualität, Sicherheit und Produktionskosten
unbestritten sind. Es wird geschätzt, dass ihr Anteil in der Prozessindustrie weniger als
fünf Prozent ausmacht [Pickhardt,88]. Ein Hauptgrund hierfür ist das Fehlen geeig-
neter Modelle und Verfahren, die eine hinreichend genaue Beschreibung des betrach-
teten Systems ermöglichen, die gleichzeitig aber mit vertretbarem wirtschaftlichen
Aufwand zu entwickeln und in Bezug auf ihre Komplexität im praktischen Einsatz
handhabbar sind.
Der im Rahmen der vorliegenden Arbeit entwickelte Ansatz des „Systembeobachters“
greift diese in der Literatur seit langem diskutierten Defizite auf und stellt eine
Methode bereit, mit der diese bekannten Unzulänglichkeiten existierender Verfahren
ausgeräumt werden. Im Gegensatz zu den klassischen Zustandsbeobachtern betrachtet
der hier vorgestellte Ansatz des Systembeobachters Modell und Modellrückführung
als integriertes Gesamtsystem. Mit Hilfe zusätzlichen Prozesswissens werden
Zusammenhänge zwischen entstandenen Abweichungen und den wesentlichen
Eingangs-, Zustands- und Ausgangsgrößen sowie den Prozessparametern hergestellt
und diese in die Rückführung integriert. Die Korrektur des Prozessmodells erfolgt
dabei elementweise an ausgesuchten, anhand des zusätzlichen Prozesswissens
bestimmten chemisch-physikalisch motivierten Stellen und ist nicht wie bei den
klassischen Beobachterverfahren auf eine Korrektur der Zustandsgrößen des Prozesses
beschränkt. So können im laufenden Betrieb bei eventuell auftretenden Störungen und
Abweichungen alle Größen des Prozessmodells und damit des Gesamtsystems
einschließlich der vordefinierten Prozessparameter durch den Systembeobachter
verursachungsgerecht angepasst werden, was zu einer präziseren Modellbeschreibung
und damit zu einer kontinuierlichen Verbesserung der Ergebnisse im weiteren Betrieb
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führt. Die auf der Bestimmung der dominanten Korrelationen zwischen den
vorhandenen Prozessgrößen und damit auf vereinfachenden chemisch-physikalischen
Annahmen basierende Modellrückführung trägt dabei wesentlich zu einer gezielten
Reduktion der Komplexität des Verfahrens bei, ohne die geforderte Genauigkeit und
Gültigkeit des Ansatzes zu gefährden.
Die im praktischen Betrieb des Prozesses zur Suspensionspolymerisation von Ethylen
nach dem Ziegler-Verfahren erzielten Ergebnisse bestätigen die theoretischen
Überlegungen und untermauern die Eignung des entwickelten Verfahrens für den on-
line-Einsatz im praktischen Betrieb auch komplexer Produktionsanlagen eindrucks-
voll. Der entworfene Systembeobachter erweist sich, wie die dargestellten Pro-
duktionsergebnisse und die Erfahrung an verschiedenen Anlagen zeigen, als ein
modellgestützter Ansatz, das den realen Polymerisationsprozess hinreichend genau
beschreibt und so die Herstellung von Polymeren mit einer konstant hohen Qualität
ermöglicht. Durch kombinierten Einsatz mit entsprechenden automatisierten Regel-
verfahren konnte die durch den Systembeobachter unterstützte Prozessführung im
Vergleich zu einer manuellen Fahrweise durch einen erfahrenen Anlagenfahrer ver-
bessert werden. Hierdurch konnten auch Vorbehalte vieler Anlagenbetreibern gegen-
über Beobachtern bezüglich Robustheit, Anlagensicherheit und Zuverlässigkeit
abgebaut werden.
Die Entwicklung eines Systembeobachters erfordert eine enge Zusammenarbeit mit
den chemisch-physikalischen Basisdisziplinen, die bislang nur in wenigen Ansätzen so
konsequent verfolgt wurde. Vorteile des Verfahrens sind der im Vergleich zu
existierenden Vorgehensweisen geringe analytische Entwurfsaufwand, die leichte
Automatisierbarkeit der durchzuführenden Berechnungen und die Anwendbarkeit auf
eine große Anzahl praktisch relevanter Systeme. So können durch den entwickelten
Beobachteransatz auch Systeme behandelt werden, die anderen Verfahren, z.B.
aufgrund ihrer Nichtlinearität oder Nichtverfügbarkeit der von ihnen geforderten,
spezifischen mathematischen Modellform, nicht zugänglich sind. Damit sind die in
dieser Arbeit vorgestellten methodischen Lösungswege geeignet, ähnlichen Aufgaben-
stellungen von der Kunststoffherstellung z.B. von Polypropylen oder PVC bis hin zu
anderen verfahrenstechnischen Anwendungsbereichen gerecht zu werden und auch
dort die Prozessführung durch kontinuierliche Bereitstellung zusätzlicher Informa-
tionen über den laufenden Prozess zu unterstützen. Voraussetzung zum universellen
Einsatz der Methode ist aber auch hier eine genaue Kenntnis des betrachteten
Prozesses (d.h. Stoffdaten, Zusammenhänge und Vorgänge können korrekt
mathematisch beschrieben werden).
Wie die vorausgegangenen Ausführungen zeigen, liefert die vorliegende Arbeit einen
entscheidenden Beitrag zur Verbesserung des betrachteten Polymerisationsverfahrens
im speziellen sowie chemisch-verfahrenstechnischer Prozesse in einem allgemeinen
Sinn und damit letztendlich auch zur Sicherung der Wettbewerbsfähigkeit der
Produktion.
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Eine über längere Zeiträume durchgeführte, parallel zum Prozess laufende Modell-
simulation kann darüber hinaus auch zur Dokumentation des Produktionsverlaufs
sowie zur Schwachstellenanalyse der Produkteigenschaften und der Produktion
verwendet werden. Durch Voraus-Simulation (Prädiktion) kann der Prozessverlauf
z.B. bei anstehenden Typwechseln vorab untersucht und ggf. durch entsprechende
Maßnahmen verbessert werden. Außerdem kann die Modellsimulation zur Ableitung
von Prozessführungsstrategien konkreter Prozesse, Erstellen von Verfahrens-
vorschriften und somit zu einer Verbesserung der Strategien für Produktwechsel oder
der Störungsbearbeitung eingesetzt werden.
Erhebliches Potenzial bietet auch der zunehmende Einsatz des Prozessmodells zum
Anwendertraining. Der Stand der Prozessentwicklung und der hohe Automatisierungs-
grad hat in vielen Anlagen dazu geführt, dass Abweichungen vom normalen
Betriebszustand nur selten auftreten. Das An- und Abfahren sowie Last- und Produkt-
wechsel gehören deshalb oft nicht mehr zum alltäglichen Erfahrungsschatz der
Operateure. Unter diesem Gesichtspunkt kommt dem Einsatz des entwickelten
Prozessmodelle zur Unterstützung und Schulung der Operateure sowie zur Vorab-
Untersuchung beabsichtigter Prozesseingriffe eine wachsende Bedeutung zu. Im
Rahmen der Prozesssimulation können so Zustände betrachtet werden, die bei einem
störungsfreien Betrieb nicht auftreten, die der Anlagenfahrer aber beherrschen muss,
um im Notfall richtig zu reagieren.
Neben den genannten Vorteilen des entwickelten Verfahrens zur Verbesserung der
Prozessführung im laufenden Betrieb besteht durch die oben genannten Einsatz-
möglichkeiten ein zusätzlicher Anreiz zur Anwendung des Verfahrens und damit
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A Anhang
A-1 Berücksichtigung des Realgasgesetzes
Aus dem idealen Gasgesetz
TRnVP  ( A-1 )
folgt für das spezifische Volumen v [m3/kmol]
TRnvP  ( A-2 )











 2 ( A-3 )
zu ersetzen. Der Koeffizient a ist ein Maß für die durch Anziehungskraft zwischen den
Molekülen erzeugte Dichteerhöhung, die zu einer Verringerung des Drucks bei
gleichem spezifischen Volumen führt. Der Koeffizient b beschreibt die Wirkung der
räumlichen Ausdehnung der einzelnen Gasmoleküle, die zu einer Vergrößerung des
spezifischen Volumens v führen.
Bei bekanntem Druck und Temperatur liefert (A-3) eine kubische Gleichung für das
sich einstellende spezifische Volumen
  023  bavavTRbPvP ( A-4 )
Die aufwändige Lösung dieser Gleichung kann vereinfacht werden, das der Term a·b
für alle hier untersuchten Gase und Drücke so klein ist, dass er vernachlässigt werden
kann und daher nur die quadratische Gleichung
  02  avTRbPvP ( A-5 )









4 ( A-6 )
Die so bestimmten spezifischen Volumina werden in Tabelle 3 mit den mit dem
idealen Gasgesetz bestimmten spezifischen Volumina verglichen. Für 1-Buten und
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Dispergiermittel ist hier keine Untersuchung nötig, da deren Partialdrücke sehr klein
sind, so dass das ideale Gasgesetz gilt.




































1 4,3846 0,05714 3,8 7,59315 7,685925
3 0,2397 0,02661 2,4 12,1956 12,169381
4 1,3631 0,03913 0,4 73,0557 73,016289
Tabelle 3: Spezifische Volumina nach dem idealen Gasgesetz und mit der Van-der-
Waals-Gleichung nach (A-6) ; (Parameter a und b aus [Weast,139] ,
T=83°C)
Man erkennt, dass sich nur beim Ethylen ein merklicher Fehler ergibt, wenn
vereinfachend das ideale Gasgesetz verwendet wird. Speziell für Ethylen gibt es eine
umfangreiche Datensammlung für die Dichte [Thomas,140]. Darin werden Formeln
für die Berechnung des Realgasfaktors in Abhängigkeit von Temperatur und Druck
angegeben. Mit diesen Gleichungen erhält man die Tabelle 4








Tabelle 4: Realgasfaktoren für Ethylen bei T=83°C in Abhängigkeit vom Druck
Man erkennt, dass der Unterschied zum Verhalten des idealen Gases bei steigendem
Druck erwartungsgemäß zunimmt. Ist der Druck bekannt, kann man den Realgasfaktor
für Ethylen bestimmen. Weil dieser Faktor jedoch andererseits zur Druckberechnung
benötigt wird (4-45), ergibt sich hier ein Problem, das nur iterativ gelöst werden kann.
Bei den gegebenen Bedingungen (Druckschwankungen) lohnt sich der damit
verbundene Rechenaufwand nicht. Es ist daher sinnvoll, den Realgasfaktor zu
verwenden, der für den mittleren Druck gilt. Deshalb wird für die Simulation der Wert
für Pi=3,8 bar verwendet (Tabelle 4).
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A-2 Sättigungsdampfdruck des Dispergiermittels
Für das Dispergiermittel Hexan ergibt [Schmidt,141] im Temperaturbereich von 0 bis







5.10177154.3log ( A-7 )
mit
p Dampfdruck von Hexan in [bar]
T Temperatur in [°C]
Damit ergibt sich er in Tabelle 5 dargestellte Dampfdruck des Dispergiermittels in
Abhängigkeit der Temperatur:












Tabelle 5: Dampfdruck des Dispergiermittels in Abhängigkeit der Temperatur
Der Verlauf des Sättigungsdampfdrucks des Dispergiermittels ist in Abb. A-1 darge-
stellt.
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Abb. A-1: Dampfdruck des Dispergiermittels in Abhängigkeit der Temperatur
A-3 Löslichkeiten der Stoffe im Dispergiermittel
A-3.1 Löslichkeit von Ethylen im Dispergiermittel
[Böhm,142] enthält die Löslichkeitskoeffizienten λ, aus denen mit Gleichung (A-8)








0197.1 ( A-8 )
mit pi Partialdruck von Ethylen in [bar]
λi Löslichkeitskoeffizient in [mol/(kg·bar)]
M5 Molmasse des Dispergiermittels in [g/mol]












Tabelle 6: Henry-Koeffizienten für die Löslichkeit von Ethylen im Dispergiermittel
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Aus den Daten in Tabelle 6 erhält man durch polynominale Regression die folgende
Abhängigkeit der Henry-Koeffizienten von der Temperatur
2
1 1_ TcTbaHH  ( A-9 )
mit
H1 Henry-Koeffizient für die Löslichkeit von Ethylen im Dispergiermittel in
[Pa]
T Temperatur in [°C]
a,b,c siehe Tabelle 10
Abb. A-2 enthält die grafische Darstellung der Henry-Koeffizienten für die Löslichkeit
von Ethylen im Dispergiermittel.










Abb. A-2: Henry-Koeffizienten für die Löslichkeit von Ethylen im Dispergiermittel
A-3.2 Löslichkeit von 1-Buten im Dispergiermittel
Für die Löslichkeit von 1-Buten im Dispergiermittel wurden die Daten aus [Böhm,
142] verwendet (Tabelle 7).













Tabelle 7: Henry-Koeffizienten für die Löslichkeit von 1-Buten im Dispergiermittel
Hieraus ergibt sich durch polynominale Regression für die Henry-Koeffizienten
folgende Funktion:
32
2 2_ TdTcTbaHH  ( A-10 )
mit
H2 Henry-Koeffizient für die Löslichkeit von 1-Buten im Dispergiermittel
in [Pa]
T Temperatur in [°C]
a,b,c,d siehe Tabelle 10
Damit ergibt sich für die Löslichkeit von 1-Buten im Dispergiermittel der in Abb. A-3
dargestellte Verlauf der Henry-Koeffizienten.










Abb. A-3: Verlauf der Henry-Koeffizienten für die Löslichkeit von 1-Buten
im Dispergiermittel
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A-3.3 Löslichkeit von Wasserstoff im Dispergiermittel
Für die Löslichkeit von Wasserstoff im Dispergiermittel wurden Daten aus [Landolt-
Börnstein,143] verwendet (Tabelle 8).












Tabelle 8: Henry-Koeffizient für die Löslichkeit von Wasserstoff im Dispergiermittel
Aus den Daten in Tabelle 8 erhält man durch polynominale Regression die folgende
Abhängigkeit der Henry-Koeffizienten
32
3 3_ TdTcTbaHH  ( A-11 )
mit
H3 Henry-Koeffizient für die Löslichkeit von Wasserstoff im Dispergier-
mittel in [Pa]
T Temperatur in [°C]
a,b,c,d siehe Tabelle 10
Abb. A-4 zeigt das Ergebnis der Regression.
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Abb. A-4: Verlauf der Henry-Koeffizienten für die Löslichkeit von Wasserstoff im
Dispergiermittel
A-3.4 Löslichkeit von Stickstoff im Dispergiermittel
Bei der Löslichkeit von Stickstoff im Dispergiermittel wurden ebenfalls Daten aus
[Landolt-Börnstein,143] verwendet.












Tabelle 9: Henry-Koeffizienten für die Löslichkeit von Stickstoff im Dispergiermittel
Aus den Daten in Tabelle 9 erhält man durch polynominale Regression die folgende
Abhängigkeit der Henry-Koeffizienten
2
4 4_ TcTbaHH  ( A-12 )
mit
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H4 Henry-Koeffizient für die Löslichkeit von Stickstoff im Dispergiermittel in
[Pa]
T Temperatur in [°C]
a,b,c siehe Tabelle 10
Damit ergibt sich der in Abb. A-5 dargestellte Verlauf der Henry-Koeffizienten für die
Löslichkeit von Stickstoff im Dispergiermittel über der Temperatur.











Abb. A-5: Verlauf der Henry-Koeffizienten für die Löslichkeit von Stickstoff im
Dispergiermittel
Die Henry-Koeffizienten für die Löslichkeiten der Stoffe im Dispergiermittel sind im
Simulationsmodell in folgender Form abgelegt:
 PaTdTcTbaH i
32
 ( A-13 )
Stoffkomponente Index i a [Pa] b [Pa/°C] c [Pa/°C2] d [Pa/°C3]
Ethylen 1 28,9·105 0,588·105 0,267·103 -
1-Buten 2 1,7·105 0,514·104 0,433·102 0,216
Wasserstoff 3 1317,7·105 -3,192·105 -0,2021·104 0,109·102
Stickstoff 4 765,2·105 0,576·104 -0,928·103 -
Tabelle 10: Parameter zur Berechnung der Henry-Koeffizienten
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A-4 Dichten im Gasraum
Für die Volumenaufteilung im Reaktor sind die Dichten der bei der Polymerisation
auftretenden Stoffe zu bestimmen. Dabei ist auch der Stoffaustausch zwischen Gas-
und Flüssigphase zu berücksichtigen. Im Gasraum sind nicht nur die Gase Ethylen,
Wasserstoff und Stickstoff, sondern auch 1-Buten und Dispergiermitteldampf
vorhanden. Ebenso lösen sich die Gase im Dispergiermittel und nehmen dabei ein
bestimmtes Volumen ein.
Die Berechnung der Dichten im Gasraum erfolgt mit Hilfe des realen Gasgesetzes aus











 ( A-14 )
mit
ρi Dichte des Stoffs i in [kg/m3]
ni Stoffmenge des Stoffs i in [kmol]
VGas Gasvolumen des Reaktors in [m3]
pi Partialdruck des Stoffs i in [bar]
p Gesamtdruck im Reaktor in [bar]
Mi Molmasse des Stoffs i in [kg/kmol]
A-5 Dichten der Flüssigkeiten
Für die Dichte des Dispergiermittels wurde für den Bereich von 0 bis 100 °C die in
[Böhm,144] angegebene Funktion
TRHOL  884.06875_,5 ( A-15 )
mit
ρ5,L Dichte des flüssigen Dispergiermittels in [kg/m3]
T Temperatur in [°C]
verwendet. Damit ergibt sich der in Abb. A-6 dargestellte Verlauf.
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Abb. A-6: Dichte (RHO_5) des flüssigen Dispergiermittels
Bei den im Dispergiermittel gelösten Gasen wird angenommen, dass sie im gelösten
Zustand dasselbe Volumen einnehmen, das sie als verflüssigte Gase bei gleicher
Temperatur, aber entsprechend hohem Druck benötigen würden. Ferner werden die
verflüssigten Gase als inkompressibel angesehen, so dass die für eine Temperatur
angegebene Dichte für alle Drücke verwendet werden kann. Diese Annahmen treffen
sicherlich nicht exakt zu, jedoch ist anzunehmen, dass sich der dabei entstehende
Fehler wegen des geringen Anteils der gelösten Gase an der Flüssigkeit nur in







Tabelle 11: Massenanteile der Stoffkomponenten in der Flüssigphase im Reaktor
Für die Dichte von flüssigem Ethylen enthält [Stoffdatenbank,145] folgende Daten
(Tabelle 12):






Tabelle 12: Dichte und Lösungsdruck von flüssigem Ethylen
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Aus den Daten in Tabelle 12 erhält man durch polynominale Regression die folgende
Formel:
32
,1 1_ TdTcTbaRHOL  ( A-16 )
mit
ρ1,L Dichte von flüssigem Ethylen in [kg/m3]
T Temperatur in [°C]
a,b,c,d siehe Tabelle 14
Abb. A-7 zeigt die Dichte von flüssigem Ethylen.















Abb. A-7: Dichte (RHO_1) von flüssigem Ethylen
Für die Dichte von flüssigem 1-Buten liefert der Hoechster Stoffdatenspeicher [145]
folgende Daten:










Tabelle 13: Dichte und Lösungsdruck von flüssigem 1-Buten
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Daraus ergibt sich durch polynominale Regression folgende Formel:
32
,2 2_ TdTcTbaRHOL  ( A-17 )
mit
ρ2,L Dichte von flüssigem 1-Buten in [kg/m3]
T Temperatur in [°C]
a,b,c,d siehe Tabelle 14
In Abb. A-8 ist die Dichte von flüssigem 1-Buten dargestellt.















Abb. A-8: Dichte (RHO_2) von flüssigem 1-Buten
In der Tabelle 11 erkennt man, dass die Massen von gelöstem Wasserstoff und
Stickstoff verschwindend gering sind. Auch hier wird hier der Wert des Hoechster
Stoffdatenspeichers [145] verwendet. Damit ergibt sich für die Dichte von flüssigem
Wasserstoff (Abb. A-9)
 3,3 /02,313_ mkgRHOL  ( A-18 )
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Abb. A-9: Dichte (RHO_3) von flüssigem Wasserstoff
und für die Dichte von flüssigem Stickstoff (Abb. A-10):
 3,4 /0,3114_ mkgRHOL  ( A-19 )













Abb. A-10: Dichte (RHO_4) von flüssigem Stickstoff
Für die Dichten der Flüssigkeiten wurde folgende Formel verwendet:
 332, / mkgTdTcTbaLi  ( A-20 )
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Ethylen 1 368,6 -1,88 0,27210-2 0,225·10-4
1-Buten 2 625,7 -1,853 0,155·10-1 -0,119·10-3
Wasserstoff 3 31,02 - - -
Stickstoff 4 311 - - -
Dispergiermittel 5 687 -0,884 - -
Tabelle 14: Parameter zur Berechnung der Dichten der Flüssigkeiten
A-6 Realgasfaktoren
In der Stoffthermodynamik wird für reale Gase, die hier betrachtet werden, der so
genannte Realgasfaktor verwendet. Er beschreibt die Abweichung des Verhaltens des
betrachteten Gases von der thermischen Zustandsgleichung des idealen Gases. Für
ideale Gase ist er gleich eins, weicht aber für reale Gase hiervon ab. Die Realgas-
faktoren Zi hängen von dem Partialdruck des jeweiligen Gases, der Temperatur sowie
den Eigenschaften des jeweiligen Stoffes ab. Wegen der Abhängigkeit vom Druck
kann Gleichung (4-45) nur auf iterativem Weg exakt gelöst werden. Für 1-Buten,
Wasserstoff, Stickstoff und Dispergiermittel wurde Z=1 gesetzt. Bei dem im
untersuchten Betriebspunkt auftretenden Partialdruck von Ethylen von 4,0 bar und
einer Temperatur von 83 °C kann Z1 = 0,988 gesetzt werden. Die Abhängigkeit dieses
Wertes vom Druck kann vernachlässigt werden, sofern sich der Betriebspunkt nicht
extrem verschiebt. Zur Beschreibung des Zustandsverhaltens der realen Gase werden
die in Tabelle 15 dargestellten Realgasfaktoren verwendet.






Tabelle 15: Realgasfaktoren der beteiligten Stoffe
A-7 Molmassen
Für die Masse eines Mols der vorliegenden Stoffe werden folgende spezifischen
Größen aus [Stoffdatenspeicher,145] verwendet (Tabelle 16).
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Tabelle 16: Molmassen der einzelnen Stoffe
A-8 Stoffübergangsparameter
Da der überwiegende Teil des Stoffübergangs von der Gas- zur Flüssigphase durch
Ethylen bestimmt wird, ist der Stoffübergangskoeffizienten für Ethylen (kLa)1
erforderlich. In der vorliegenden Arbeit werden die in Tabelle 17 dargestellten, der der
Literatur [Böhm,71;75] entnommene Wert verwendet.








Die kinetischen Konstanten der Copolymerisation von Ethylen mit 1-Buten sowie der
Copolymerisationsparameter wurden der Literatur [Böhm,73] entnommen und in
Tabelle 18 zusammengefasst.
r1 k11 k12 k21 k22 A B
[kmol·m-3s-1] [kmol·m-3s-1] [kmol·m-3s-1] [kmol·m-3s-1]
67 104 1,6 13 1,3 0,0061
6
0,0047
Tabelle 18: Kinetische Konstanten der Ethylen/1-Buten Copolymerisation
Anhang 147
A-10 Katalysatoraktivität
Die Katalysatoreffektivität hängt nach Gleichung (4-67) von den vier Einflussfaktoren
1-Buten, Wasserstoff, Aluminium-Titanverhältnis und der Temperatur ab. Die Ein-
flussgrößen wurden experimentell ermittelt [Böhm,73,126].
Die Katalysatoraktivität steigt mit wachsendem 1-Butenanteil an (Tabelle 19). Dabei






Tabelle 19: Abhängigkeit der Katalysatoraktivität von 1-Buten









xbaf  ( A-21 )
Mit den Parametern: a=1, b=0,1767, c=0,4924









Abb. A-11:  Einfluss des 1-Butens auf die Katalysatoraktivität
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Für den Einfluss des Wasserstoffs f3 auf die Katalysatoraktivität konnte ebenfalls kein





Tabelle 20: Abhängigkeit der Katalysatoraktivität von Wasserstoff










 ( A-22 )
mit dem Parameter a=14,33. Damit ergibt sich folgender Verlauf:









Abb. A-12:  Einfluss des Wasserstoffs auf die Katalysatoraktivität
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Für den Einfluss des Cokatalysator (Aluminium) Katalysator (Titan) Verhältnis fAl auf









Tabelle 21: Abhängigkeit der Katalysatoraktivität vom Al-Ti-Verhältnis





























baf ( A-23 )
(Parameter a=0,654, b=0,086, c=-5,988E-3, d=8,749E-5)










Abb. A-13:Einfluss des Aluminium-Titan-Verhältnis auf die Katalysatoraktivität
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Die in Tabelle 22 und in Abb. A-14 dargestellte Abhängigkeit der Katalysatoraktivität







Tabelle 22: Abhängigkeit der Katalysatoraktivität von der Temperatur





















(Parameter a=1, Ea=20E3 [J·mol-1], R=8,314 [J·mol-1·K-1])









Abb. A-14: Einfluss der Temperatur auf die Katalysatoraktivität
A-11 Naturkonstanten und Umrechnungsfaktoren
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A-12 Umformulierung der Modellgleichungen in Zustandsraumdarstellung
Die folgenden Gleichungen ergeben sich aus der Umformulierung der Modellglei-


















































































































































































































































































































































 ( A-29 )
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