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  استفاده از رویکرد ابرابتکاری های موثر بایافتن ویژگی
  3نفس؛ علی اکبر نیک2؛ مهدیه سلیمانی باغشاه*1میترا منتظري
  چکیده
اند که  هاي یادگیري مناسب مشکلات جدیدي پا به عرصه گذاشتههاي بزرگ و درکنار آن نیاز به روشبا پیدایش پایگاه داده
هاي موثر از انتخاب ویژگی، مساله یافتن ویژگی. اند ها شدههاي موثر پایگاه دادهی براي انتخاب ویژگیکارهای باعث به وجود آمدن راه
براي تشخیص این که . کاهش پیچیدگی گردد ي حاصل باعث افزایش دقت و هاي موجود است، به طوري که مجموعه میان ویژگی
جاکه بررسی همه حالات جزء مسایل  اما از آن. است هاي ممکنمجموعهرتمامی زی حل بررسی مجموعه موثرتر است، یک راهکدام زیر
. هاي جستجوي ابتکاري متعددي براي این منظور معرفی شده استاست، تاکنون الگوریتم سخت و داراي پیچیدگی محاسباتی بالا
ن چند جستجوي محلی، که هریک تواند فضاي جستجو را با به کاربست رویکرد ابرابتکاري یک رویکرد جدید جستجو است که می
هاي با توجه به اینکه هر ناحیه از فضاي جستجو ویژگی. در همسایگی راه حل هستند، به طور کارآمد جستجو کند گرهاییپیمایش
این انتخاب به . حل جاري به کاربسته شود در مسیر جستجو بایستی یک جستجوي محلی مناسب انتخاب و در راهخاص خود را دارد، 
این رویکرد با انجام . دهد ناظر در هر زمان، انتخاب را بر اساس تاریخچه عملکرد جستجوهاي محلی انجام می. ه یک ناظر استعهد
هاي ابتکاري موجود نمی توانستند مصالحه خوبی الگوریتم. وري را به خوبی انجام دهد تواند هم کاوش و هم بهره چنین تکنیکی می
  .گردید و سرعت همگرایی پایینی داشتندباشند در نتیجه فضاي جستجو به خوبی جستجو نمیوري داشته بین کاوش و بهره
در . بندي استفاده شده استهاي موثر براي دستهکردن ویژگیدر این مقاله براي اولین بار از رویکرد ابرابتکاري جهت پیدا
جستجوي محلی تعریف  الگوریتم ابتکاري به منظور 61شده و  کار گرفته الگوریتم پیشنهادي، الگوریتم ژنتیک به عنوان یک ناظر به
نشان دهنده کارآمد بودن الگوریتم  ICUهاي گرفته شده از نتایج حاصل از اعمال الگوریتم پیشنهادي بر روي پایگاه داده. استشده
     .هاي ابتکاري مطرح موجود براي انتخاب ویژگی است پیشنهادي در مقایسه با روش
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 wen ,stesatad eseht no smhtirogla gninrael tneiciffe ot deen eht dna sesabatad eguh gnigremE yB
 gnitceles yb smelborp eseht evlos ot desoporp neeb evah sdohtem emos dna deraeppa evah smelborp
 eht hcihw ni serutaef lla gnoma serutaef tneiciffe gnidnif fo melborp a si noitceles erutaeF .serutaef tneiciffe
 etaulave ot si melborp siht evlos ot yaw enO .ytixelpmoc ecuder dna ycarucca evorpmi nac tes erutaef lanif
 suht dna hcraes evitsuahxe na si stesbus erutaef elbissop lla gnitaulave ,revewoH .stesbus erutaef elbissop lla
 gnivlos rof deiduts neeb evah smhtirogla citsirueh ynam won litnU .ytixelpmoc lanoitatupmoc hgih sah ti
 yb ylevitceffe ecaps noitulos eht hcraes nac hcihw hcaorppa citsirueh wen a si citsirueh-repyH .melborp siht
 hcae ecniS .mhtirogla gnihcraes doohrobhgien a si hcraes lacol hcaE .yletairporppa sehcraes lacol gniylppa
 hcraes lacol etairporppa na nesohc eb dluohs ti ,scitsiretcarahc nwo sti evah nac ecaps noitulos eht fo noiger
 hcraes lacol a sesoohc rosivrepus ehT .rosivrepus a ot delkcat si ksat sihT .noitulos tnerruc ot ti ylppa dna
 dna noitatiolpxe neewteb fo edart nac ti ,ksat siht gniod yB .sehcraes lacol fo yrotsih lanoitcnuf eht no desab
 ,yletairporppa noitatiolpxe dna noitarolpxe neewteb fo edart tonnac citsirueh gnitsixe eht ecniS .noitarolpxe
 ecnegrevnoc wol evah yeht suht dna sdohtem eseht ni yletairporppa dehcraes neeb ton sah ecaps noitulos eht
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 eht nI .tesbus erutaef tneiciffe na dnif ot hcaorppa citsirueh-repyh a esu repap siht ni ,emit tsrif eht roF
 lacol sa desu era smhtirogla citsirueh 61 dna rosivrepus a sa desu si mhtirogla citeneg ,dohtem desoporp
 stes atad ICU morf stes atad desu ylnommoc lareves no dohtem desoporp eht fo yduts laciripmE .sehcraes
 .noitceles erutaef rof erutaretil eht ni sdohtem gnitsixe tnecer smrofreptuo ti taht setacidni
 
 SDROWYEK
 lacoL ,smhtiroglA citemeM ,smhtiroglA citsirueH-ateM ,hcaorppA citsirueH-repyH ,noitceleS erutaeF 
 .hcraes
 
 
 
  مقدمه -١
در پایگاه داده هر نمونه متعلق به . است 2و شبه نظارتی 1نظارتهاي مهم در یادگیري بااستفاده از اطلاعات کلاس براي یادگیري مدل، یکی از گام
ی بهتري براي در تئوري هرچه تعداد ویژگی ها زیادتر باشد توانای. گردد ها از تعدادي ویژگی استفاده مییک کلاس است که براي توصیف نمونه
باعث بلکه  ،گردد نمونه هاي متناهی نه تنها باعث پیچیده شدن مدل می در عمل تعداد اما .در نتیجه مدل بهتري تولید می گردد ها وتفکیک کلاس
مجموعه حاصل باعث ، به طوري که ها است هاي موثر از بین همه ویژگی تن ویژگیفویژگی، مساله یاانتخاب  .شود نیز می 3یادگیري بیش از اندازه
حل این . کاربرد مهمی دارد 5و زیست فن آوري 4هاي تشخیص حملهاین مساله در بازیابی تصاویر، سیستم . .کاهش پیچیدگی گردد افزایش دقت و
نتیجه سرعت رد پیچیدگی را کاهش و (2. دهد بندي افزایش می دستهدقت پیش بینی را در مسایل ( 1 :مساله سه مزیت عمده را به همراه دارد
براي حل . کند ایجاد میدرك بهتري از سیستم تولید داده  (3. گردد باعث کاهش هزینه محاسبات می دهد که این خود بینی را افزایش می پیش
اس معیار هاي انتخاب ویژگی بر اسروش کلیبه طور . معیار ارزیابی و الگوریتم جستجو: مساله انتخاب ویژگی دو مساله را بایستی تعیین کرد
مثل همبستگی و آنتروپی استفاده  هااین روش ها از ویژگی ذاتی داده :6روش هاي مبتنی بر فیلتر( الف: شوند ارزیابی به دو دسته تقسیم می
 ها روشاز   دستهاین . ]1[گیرد  صورت می داده می شود و انتخاب ویژگی بر اساس این نمرهنسبت به هر ویژگی یک نمره  ها در این  روش. دنکن می
مل با یک الگوریتم یادگیري اما چون در تعا. هستنددر نتیجه از سرعت بسیار بالایی برخوردار و د نمستقل از الگوریتم یادگیري عمل می کن
یادگیري  ها از یک الگوریتم براي ارزیابی مجموعه ویژگی ها روشدسته از دراین  :7روش هاي مبتنی بر رپر(ب. ]2[ ندارنددقت خوبی  ند،نیست
 ها این روش. گردد به عنوان بهترین مجموعه ویژگی انتخاب می ،ترین خطا را داشته باشد شود و مجموعه ویژگی که بهترین دقت و کم استفاده می
ه این خود زمان ، زیرا در هر مرحله از ارزیابی باید الگوریتم یادگیري آموزش یابد کهستندقبل از سرعت کمی برخوردار  ي هاي دسته نسبت به روش
-برخی روش. هاي زیادي براي حل مساله انتخاب ویژگی ارائه شده استروشتاکنون . ]2[دقت بالایی دارند اما در مقابل. گیرد زیادي از سیستم می
 lautumمعیار  یا   ]4,3[ noitalerrocو  niag noitamrofniها از معیارهاي فیلتري متفاوت مثل در این روش. نوع دسته اول هستند ها از
دسته هاي ارائه شده متعلق به  روشبرخی دیگر از . شده استهاي موثر استفاده ها و انتخاب ویژگیبراي نمره دادن به ویژگی ]5[  noitamrofni
از ترکیب این دو ها اما بیشتر روش. است شدهاز معیار دقت دسته بندي براي انتخاب ویژگی استفاده  ]6[به عنوان مثال در مرجع  .دوم هستند
هایی که هر  در این روش فرمون .است شدهاز الگوریتم مورچه براي انتخاب ویژگی استفاده  ]7[در مرجع  براي نمونه،. کنند روش استفاده می
معیارهاي  هاي کسب شده از آن مورچه است و معیار ابتکاري آن بر اساسبندي ویژگی بر اساس دقت دسته ،گذارد مورچه طی سفرش بر جاي می
  .فیلتري است
هاي متفاوت سعی هاي جستجوي زیادي بر پایه تکنیکالگوریتم. هاي انتخاب ویژگی تعیین الگوریتم جستجوي مناسب نقش حیاتی دارددر روش
براي حل این مساله  ،است فرابتکاري که یک الگوریتماز الگوریتم ژنتیک  ]9,8[ در مراجع .در زمان معقول داشتند 8فرامحلیدر پیدا کردن بهینه 
مشخص  جواب بهینه. است( حضور ویژگی)و یک ( عدم حضور ویژگی)در این روش هر کروموزوم به صورت رشته بیت هاي صفر. است شدهاستفاده 
دیگر مثل  کاريفرابتالگوریتم هاي . ده استوان تابع هدف در نظر گرفته شدر این روش دقت الگوریتم یادگیري به عن. ثر استکننده ویژگی هاي مو
ها به برخی روش. براي یافتن ویژگی هاي موثر استفاده شده استنیز  ]21[الگوریتم مورچه  و ]11[، الگوریتم پرندگان ]01[ 9جستجوي ممنوعه
سازي ذوب ه یاز ترکیب الگوریتم شب ]31[در مرجع . اند هاي جستجوي متفاوت بهره بردهمنظور ایجاد جستجوي کارآمد و سریع از ترکیب روش
با کاوش فضاي راه  فرابتکاري هايالگوریتم .استفاده شده استیافتن مجموعه بهینه در زمان  براي،  الگوریتم وراثتی و الگوریتم تپه نوردي 01فلزات
ه احتمال از دهند که این خود منجر ب ولی جستجوي محلی موثري در اطراف جواب بهینه انجام نمی .حل سعی در پیدا کردن جواب بهینه دارند
   . گردد میدست دادن جواب هاي خوب 
 سازي مورد توجه محققان قرار گرفته استهاي ممتیک به عنوان الگوریتم جستجو براي حل مساله بهینه هاي اخیر استفاده از الگوریتمدر سال
در . ته اند جواب هاي قابل توجهی تولید کنندتوانس ،است حل راهها با ارائه یک جستجوي محلی که بر اساس تغییر کوچک در  این روش.  ]41[
اما از آنجایی که جستجوي محلی وابسته به ناحیه جستجو و . هاي موثر استفاده شده است از الگوریتم ممتیک براي یافتن ویژگی ]81-51[مراجع 
این خود منجر به تولید رهیافت جدید  نیازمند رهیافتی است که این وابستگی را کاهش دهد که ، یافتن جواب بهینهدر نتیجه مساله است
 .شامل چندجستجوي محلی است که هر کدام با توجه به ناحیه جستجو اعمال می شوندابرابتکاري رهیافت در واقع . ]91[ ه استابرابتکاري گردید
رویکرد ابرابتکاري یک . ]12 ,02[ددهاي بهتر می گرباعث تولید جواب ودرنتیجه انعطاف پذیري مساله را به طور قابل توجهی افزایش می دهد 
در همسایگی راه  گرهاییتواند فضاي جستجو را با به کاربستن چند جستجوي محلی، که هریک پیمایش می این رویکرد .رویکرد جدید جستجو است
مسیر جستجو بایستی یک در هاي خاص خود را دارد، با توجه به اینکه هر ناحیه از فضاي جستجو ویژگی. جستجو کند خوبیحل هستند، به 
ناظر در هر زمان، انتخاب را بر اساس . این انتخاب به عهده یک ناظر است. حل جاري به کاربسته شود جستجوي محلی مناسب انتخاب و در راه
. به خوبی انجام دهدوري را  هم کاوش و هم بهره تواندمی این رویکرد، با انجام چنین تکنیکی. دهد تاریخچه عملکرد جستجوهاي محلی انجام می
- وري داشته باشند در نتیجه فضاي جستجو به خوبی جستجو نمیهاي ابتکاري موجود نمی توانستند مصالحه خوبی بین کاوش و بهرهالگوریتم
   .گردید و سرعت همگرایی پایینی داشتند
  در الگوریتم پیشنهادي،. بندي استفاده شده استبراي دستههاي موثر کردن ویژگیدر این مقاله براي اولین بار از رویکرد ابرابتکاري جهت پیدا
اظر الگوریتم ژنتیک به عنوان یک ندر این روش، . هاي موثر استبندي و سرعت بخشیدن به جستجو جهت یافتن ویژگیهدف افزایش دقت دسته
در جستجوهاي . 21و جستجوهاي جهشی 11نوردي جستجوهاي محلی تپه: شودمیاز دو نوع جستجوهاي محلی استفاده  شود ومیکار گرفته  به
 حل استولی در جستجوهاي جهشی هدف ایجاد تغییر تصادفی در راه( وريبهره)حل بهتر است در هر مرحله سعی در یافتن راه محلی تپه نوردي
در . ابرابتکاري توضیح داده می شوددر بخش دوم مفاهیم انتخاب ویژگی و رهیافت : در ادامه، مقاله این گونه سازمان دهی شده است(. کاوش)
در بخش چهارم نتایج حاصل از الگوریتم پیشنهادي ارائه می گردد و در پایان در بخش پنجم به . معرفی می شودپیشنهادي بخش سوم الگوریتم 
  .جمع بندي و نتیجه گیري می پردازیم
  
  مقالهادبیات  -٢
  مساله انتخاب ویژگی ١-٢
ویژگی   m، دارايxویژگی باشد و مجموعه بهینه نهایی،  Nداراي  ،Fاگر مجموعه ویژگی اولیه،  :رموله بندي کرداین مساله را می توان این گونه ف
  :به طوري که مجموعه حاصل داراي ویژگی هاي زیر باشد xانتخاب ویژگی یافتن مجموعه  باشد می توان گفت
                    )1(
  )2(
 
 . است بند مورد نظردسته بنديدقت دسته Jکه در آن 
  
  رهیافت ابرابتکاری  ٢-٢
ایـن . نشـان داده شـده اسـت ( 1)نمودار بلوکی این رهیافـت در شـکل . ارائه شده است[ 32]در مرجع0002 اولین بار در سال يرهیافت ابرابتکار
این . ، گفته می شودHLL،31سطح پایین لایه اول شامل تعدادي جستجوي محلی است که به آن ابتکارات: الگوریتم از دو لایه تشکیل شده است
توانند  اگرچه ابتکارات سطح پایین می. باشند اند و وابسته به نوع مساله می جستجوگرهاي محلی شامل قواعد یا راهبردهاي  متفاوتی براي حل مساله
( مساله گـرا )در نتیجه وابسته به مساله . شوند احی میاي هستند که با توجه به مساله طر خود الگوریتم فرا ابتکاري باشند، ولی اغلب ابتکارات ساده
 .کنند بوده و از یک مساله تا مساله دیگر فرق می
 
  
  
 .يقالب کلی رهیافت ابرابتکار 1نمودار 
N m
N J x J   
  
  
ه وابسـته این لایه اغلب به اطلاعـاتی کـه بـه مسـال . شود جعبه سیاه است که بدون هیچ مسئله خاصی طراحی می يابرابتکار رهیافت دومین لایه
وظایف این لایه پذیرش یا عدم پذیرش راه حل . دسترسی دارد....( مثل اختلاف در تابع هدف ، تاریخچه اجراي هر ابتکار، حالات راه حل و)نیستند 
این دو لایه بـا مـرز . باشد 41تواند یک فرا ابتکار یا تابع انتخاب این لایه می. جدید و انتخاب ابتکارات سطح پایین بعدي براي هدایت راه حل است
  .دنشو دامنه جدا می
این انتخـاب بـا . کند که انتخاب جستجوهاي محلی را در هر زمان از مرحله جستجو را مدیریت می است در واقع جعبه سیاه به عنوان ناظري
احیه جستجو و تاریخچه عملکرد و در هر مرحله با توجه به ن گیرد صورت میتوجه به مشخصات ناحیه اي از فضاي راه حل جاري در حال جستجو 
  .کند ابتکارات سطح پایین، ابتکار سطح پایین مناسبی انتخاب و به راه حل جاري اعمال می
این رهیافت با داشتن . هاي گذشته شده است در نتیجه رهیافت ابرابتکاري با طراحی چنین سیستمی، باعث بهبودي قابل توجهی در الگوریتم
در این مقاله هـدف ایـن . هاي ممتیک شده است مال مناسب آنها در هر مرحله از جستجو، باعث بهبود در الگوریتمتعدادي جستجوي محلی و اع
و یک روش جسـتجوي مناسـب بـراي مسـاله  جایگزین شود ياست که مکانیزم جستجوي محلی موجود در الگوریتم ممتیک با رهیافت ابرابتکار
  . انتخاب ویژگی ایجاد شود
داده می شـود و  نسبت در الگوریتم آنها، ابتدا به هر ابتکار یک وزن. بر مبناي جستجوي ممنوع ارائه شده است هیافت ابرابتکارير[ 42]در مرجع 
در صورتی که این ابتکار سطح پـایین باعـث . شود سپس براي ارتقاء راه حل جاري، ابتکار سطح پایینی که بیش ترین وزن را داراست، انتخاب می
در هر دو صورت جواب جاري . شود یابد و وارد لیست ممنوعه می ه حل شود وزن آن افزایش، در غیر این صورت وزن آن کاهش میبهبودي در را
[ 62] ارائه شده در مرجع ارائه شده است که بهبود یافته الگوریتم ASالگوریتم ابرابتکاري بر مبناي [ 52]در مرجع . شود جایگزین جواب قبلی می
ابتدا به هر ابتکار سطح پـایین یـک وزن مناسـب . دنشو به کار بسته می لگوریتم ابتکارات سطح پایین به صورت احتمالی انتخاب و ااین در . است
این ابتکار متناسب با اینکه که باعث ارتقاء . شود به راه حل جاري اعمال می و شدهداده  شده،  سپس بر مبناي احتمال، یک ابتکار انتخاب نسبت 
بندي  براي مساله زمان 51یک ابرابتکار استدلال مبتنی بر حالت 6002در سال . ه شده یا پاداش می گیردیتنب ،شایستگی راه حل می شودیا کاهش 
هایی با کیفیت خوب به کار  قیماً براي یافتن جواب استفاده گردد، براي تولید راه حلتتوانست بیش از اینکه مس می این ابتکار. [72]درسی ارائه شد
  .بندي به کار رود تواند به طور کارآمد و هوشمندانه در تولید جداول زمان که این سیستم مید اد نتایج حاصل از آزمایش ها نشان می. ودر
 مرجع در. ارائه شده است 71مساله مسابقه سیار و 61یک ابرابتکار بر مبناي الگوریتم مورچه، براي حل مساله زمان بندي ارائه پروژه[ 22]در مرجع 
هر فرد . تواند به راحتی براي مسائل مختلف مورد استفاده قرار گیرد مبناي الگوریتم وراثتی ارائه شده است که می یک رهیافت ابرابتکاري  بر[ 82]
مساله این روش براي حل . شودبه چه ترتیبی به کاربسته  دهد که کدام ابتکار و اي از ابتکارات سطح پایین است که نشان می در جمعیت رشته
که به جاي  استروشی ایجاد شده  [ 92] مرجع در این روشبا ارتقا . هاي موثر شده است بندي کامیون به کار رفته که منجر به تولید جواب زمان
اي یک رهیافت ابرابتکاري جدید بر مبن[ 03] مرجع در. کند با طول متغیر استفاده می يها با طول ثابت از کروموزوم يها داشتن کروموزوم
از تابع انتخابی استفاده شده که اطلاعات مربوط به عملکرد اخیر را جمع آوري  در این روش. ابتکارات سطح پایین ارائه شده است يبندي ایستا رتبه
به عملکرد اطلاعات اول مربوط به عملکرد هر ابتکار سطح پایین است، اطلاعات دوم مربوط . تابع انتخاب شامل سه مجموعه اطلاعات است. می کند
از رهیافت ابرابتکاري  مبتنی [ 13] مرجع در. هر جفت ابتکار سطح پایین است و اطلاعات سوم مربوط به زمان اجراي هر ابتکار سطح پایین است
 .شده است آزمونکه باعث تولید جواب هاي خوب براي مساله مورد  شدهاستفاده  81بر الگوریتم همسایگی متغیر
 
 الگوریتم پیشنهادی -٣
الگوریتم ژنتیک استفاده شده یک الگوریتم ژنتیک غیرمستقیم است . استکار گرفته شده  الگوریتم ژنتیک به عنوان ناظر به، الگوریتم پیشنهادي در
هر . نشان داده شده است 2 هاي الگوریتم ژنتیک در شکلنحوه کدگذاري کرووزوم. است ابتکارات سطح پایینکه هر کروموزوم نمایش مجموعه 
تغییر ایجاد  در راه حل بهبود یا صرفاًشده کاربسته بسته به نوع ابتکار بهو کار سطح پایین راه حل تغییر یافته توسط ابتکار قبلی را گرفته ابت
  .هاي آینده توضیح داده خواهد شدهر قسمت در بخش. دهد ، شبه کد الگوریتم پیشنهادي را نشان می3شکل . کند می
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   .می گردد 9پایین  باعث فراخوانی ابتکار سطح
  .کروموزوم الگوریتم پیشنهادينحوه کدگذاري مثالی از  2شکل 
 
 (0S .)راه حل اولیه به صورت تصادفی ایجاد کنیک  .1
 .بده قرار ابتکارات سطح پایینها را در حوضچه سپس این کروموزوم .تولید کن( ابتکارات سطح پایینتعداد ) HLLNکروموزوم اولیه با طول  L .2
 . 0S =S .3
 :ابتکارات سطح پاییندر حوضچه ( L≤i ≤ 1)  iC به ازاي هر کروموزوم، .4
 .اعمال کن Sبه  iC در کروموزوم موجود متناسب با ترتیبرا  ابتکارات سطح پایین .a
 .کنذخیره را  iSراه حل تولید شده  .b
  . LS=S قرار بدهشد  Sبهتر از  LS که در صورتی کن ومقایسه  Sبا را ها   iSهمه  .5
 .هاي انتخاب شده را در حوضچه ازدواج قرار بدهعملگر انتخاب را اعمال کن و کروموزوم .6
 .بري را اعمال کنعملگر هم .7
 .عملگر جهش را اعمال کن .8
  .را به عنوان جواب بهینه ذخیره کن و خارج شو sدر غیر این صورت  4اگر شرط پایان انجام نشده برو به مرحله . شرط پایان را چک کن .9
  شبه کد الگوریتم پیشنهادي  3کل ش
  
  ابتکارات سطح پایین ١- ٣
به طوري که راه حل جدید در همسایگی  گردد شود، باعث ایجاد تغییر در راه حل جاري می ابتکارات سطح پایین که جستجوي محلی نیز گفته می
از رشته بیتی دودویی تشکیل شده است که یک نماینده هر راه حل . دهد را نشان مینحوه کدگذاري راه حل  4شکل  .راه حل جاري قرار دارد
  .گردد ارزیابی می ]33 ,23[ هر راه حل توسط معیار فیلتري پیرسون. ور ویژگی استضحضور ویژگی و صفر نماینده عدم ح
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  .مثالی از کد گذاري راه حل به عنوان رشته بیتی دودویی 4شکل 
  
ابتکارات وري از به منظور ایجاد بهره .جستجوهاي محلی تپه نوردي و جستجوهاي جهشی: هستد ایین استفاده شده بر دو دستهابتکارات سطح پ
حل بهتر هستند و جواب تغییر یافته در صورتی پذیرفته در هر مرحله سعی در یافتن راه این ابتکارات،. گردد تپه نوردي استفاده میسطح پایین 
استفاده  جستجوهاي جهشی ازدر مسیر جستجو به منظور ایجاد کاوش و جستجوي فضاهاي مختلف . کندي در راه حل ایجاد شود که بهبود می
(. HLLN=61)ابتکار سطح پایین استفاده شده است  61در الگوریتم پیشنهادي از . گردندمیحل تغییر تصادفی در راه این ابتکارات باعث. شود می
  :هاي مختلف الگوریتم تپه نوردي است استفاده شده نسخه دوازده ابتکارسطح پایین
 )CHDS( gnibmilC lliH tnecseD tsepeetS 
اگر این . کند ها بهترین همسایگی را انتخاب می از بین همه همسایگی .کند ایجاد میرا هاي راه حل جاري با فاصله همینگ یک  تمام همسایگی
  .[43] کند ایگی را جایگزین راه حل جاري میراه حل بهتر از راه حل جاري بود این همس
 )CHAN( gnibmilC lliH tnecsA txeN 
بیت  ،بیت بهبودي حاصل آمدکردن اگر با معکوس  .شوند ارزش ترین بیت بررسی می ترین تا کم هاي راه حل جاري از با ارزش در این روش بیت
تفاوت اصلی این روش با روش . شوند از بیت بالا به بیت پایین بررسی میهاي کاندید  حل در حقیقت در این روش تمام راه. شود معکوس می
 هایی که باعث بهبودي شده است کند ولی در این روش به تعداد حالت در روش قبل در نهایت حداکثر یک بیت تغییر می در این است که قبل
  .[43]
  )CHBD( gnibmilC lliH tiB ’sivaD 
ها مانند قبل به صورت ترتیبی از بیت با ارزش تا بیت کم ارزش نیست بلکه  ترتیب تغییر بیتکه این تفاوت این روش مانند روش قبل است با 
  .[53] محل است Nبه صورت تصادفی جایگشتی از 
 )CHMR(gnibmilc llih noitatum modnaR 
  ور ویژگیحضعدم 
 حضور ویژگی
حل جاري  یا مساوي راه حل جدید بهتر اگر راه. کند و آن را معکوس می کردهانتخاب را این روش به طور تصادفی یک بیت در راه حل جاري 
 تابع هدف ثابت است ها مقدارزیرا در این محل. اي مفید است هاي تپهاین روش براي محل. گردد حل جدید جایگزین راه حل جاري می راه ،شد
  .[43]
هاي  ي فوق یک جستجوي محلی براي کلیه بیتاند که در هر یک از جستجوها شده تعمیم دادههر یک از چهار روش بالا به سه جستجوي محلی 
در نتیجه دوازده جستجوي محلی . شود هاي یک اعمال می هاي صفر و دیگري فقط براي بیت صفر و یک و دو جستجوي دیگر یکی فقط براي بیت
  :جستجوي جهشی استفاده شده عبارت است از 4 .آید حاصل می
 )DPWS( noisnemid pawS 
  .کند سپس این دو محل را جابه جا میو فی انتخاب کرده دو بعد را به طور تصاد
  )MMID( noitatuM lanoisnemiD 
 .کند معکوس می 5.0بیت در این بعد را با احتمال  و  کردهدفی یک بعد را انتخاب به طور تصا
  )MPYH( noitatumrepyH 
 .کند معکوس می 5.0هر بیت در راه حل را به طور تصادفی با احتمال 
  )NTUM( noitatuM 
  . کند هر بیت را با احتمال جهش داده شده معکوس می کند و بار راه حل جاري را جستجو مییک
  ژنتیکالگوریتم  تابع شایستگی ٢- ٣
به عنوان دسته بند  )NN1( ترین همسایهالگوریتم دسته بند اولین نزدیک .شود ارزیابی راه حل تولید شده از دقت دسته بندي استفاده میبراي 
   .گرفته و دقت حاصل به عنوان مقدار تابع شایستگی در نظر گرفته شده است رد استفاده قرامور
  
  ژنتیکعملگرهای الگوریتم  ٣- ٣
در روش پیشنهادي از عملگر انتخاب چرخ گردان که مبتنی بر شایستگی . بري و جهش داردعملگر انتخاب، هم 3هر الگوریتم ژنتیک 
جابه جا و اطلاعات دو والد  ،دو والدکروموزوم اي است که در محل برش  بري استفاده شده تک نقطهعملگر هم. است هاست استفاده شده کروموزوم
صادفی انتخاب ها به طور تدر این عملگر تعدادي از ژن. ]63[استفاده شده یک عملگر جهش خاص هست گر جهش عم .گردد فرزندان منتقل میبه 
  .یابد از عدد فعلی جهش می به غیر 61تا  1شده و به عددي بین 
 
 پیاده سازی و نتایج -٤
هاي مشخصات پایگاه داده ( 1)جدول . اعمال شده است ]73[ ICU هاي مجموعه داده پایگاه داده گرفته شده از5الگوریتم پیشنهادي بر روي 
الگوریتم پیشنهادي یک ه کاینبه دلیل . دهد ان میپارامترهاي استفاده شده در الگوریتم پیشنهادي را نش (2)جدول  .دهد مورد استفاده را نشان می
تعداد ویژگی انتخاب شده  .شده است درج (3)تولیدي در جدول  بار اجرا شده و میانگین و بهترین جواب 01جستجوي تصادفی است این الگوریتم 
 dloF 01 از. است NN1وعه ویژگی حاصله براي ارزیابی مجمالگوریتم دسته بند . توسط الگوریتم پیشنهادي در این جدول لحاظ شده است
بدین  ،یک روال تصادفی است VC dlof 01چون . ارزیابی عملکرد دسته بند استفاده شده استبراي  )VC dlof 01(noitadilaV ssorC
  .)VC dlof 01-01( است ها در نظر گرفته شده بار اجرا نموده و میانگین جواب 01منظور این الگوریتم را 
. است رپريمبتنی بر یک روش  ]83[روش اول . مقایسه شده است]04-83[  متفاوت روش سهارزیابی روش پیشنهادي این الگوریتم با به منظور 
ول دنتایج حاصله از مقایسه در ج. و فیلتري است رپريیک روش براساس هردو معیار  ]04[روش سوم . یک روش فیلتري است ]93[روش دوم 
الگوریتم پیشنهادي در اکثر  ،قابل مشاهده است (4)همان طور که در جدول  .سطر بهترین جواب پررنگ شده استدر هر  .درج شده است (4)
همان طور که در جدول  .ه را نشان می دهدوش پیشنهادي نسبت به روش هاي گذشتبرتري ر این  جواب بهتري تولید کند واست رد توانسته موا
بار است که نشان دهنده سرعت بالاي این الگوریتم در یافتن  002تنها  پیشنهادي وي الگوریتمجستمراحل ج نشان داده شده است تعداد (2)
  .جواب بهینه است
 .مشخصات پایگاه داده ها (1)جدول 
 تعداد نمونه تعداد کلاس N پایگاه داده
 663 6 53 ygolotamreD
 943 2 54 ftcepS
 153 2 53 erehsonoI
 802 2 16 ranoS
 674 2 761 ksuM
  پارامترهاي الگوریتم پیشنهادي (2)جدول 
  برياحتمال هم  احتمال جهش  هاتعداد نسل
  0/7  0/1  002
  
  
  .(NN1،  VC dlof 01-01)بار اجراي الگوریتم پیشنهادي 01 جواب هاي حاصل از میاتگین و بهترین ( 3)جدول 
 پایگاه داده  بهترین جواب، m    میانگین جواب ها، m 
 ygolotamreD 92 ,7189.0 72 ,1779.0
 ftcepS 91 ,4398.0 8.22 ,3288.0
 erehsonoI 21 ,3349.0 5.41 ,5039.0
 ranoS 62 ,9729.0  9.13 ,4309.0
 ksuM 97 ,9159.0  3.38 ,7049.0
 
  
 .نتایج حاصل از الگوریتم پیشنهادي ( 4)جدول 
 نتایج حاصله از منابع روش پیشنهادي پایگاه داده
 ygolotamreD
 NN1+SFHH
 VC dlof 01-5
 92 ,0289.0
 )72,4779.0(
 NN1+NN1-3ST-FD
 VC dlof-01-5
 ]83[.feR
 82.79
 NN1+SFHH
 VC dlof 01-01
 92 ,7189.0
 )72 ,1779.0(
 NN1+SFIMD
 VC dlof 01-01
 ]93[ .feR
 81.29
 ftcepS
 NN1+SFHH
 VC dlof 01-5
 22 ,4398.0
 )8.22 ,1288.0(
 
 NN1+NN1-3ST-FD
 VC dlof-01-5
 ]83[.feR
 15.38
 NN1+SFHH
 VC dlof 01-01
 91 ,4398.0
 )8.22 ,3288.0(
 
 NN1+SFIMD
 VC dlof 01-01
 ]93[ .feR
 97.48
 erehsonoI
 NN1+SFHH
 VC dlof 01-01
 21 ,3349.0
 )5.41 ,5039.0(
 NN1+2-SCB
 VC dlof-01-01
 ]04[.feR
 3.39
 
 NN1+SFHH
 VC dlof 01-5
 21 ,9149.0
 )5.41 ,3039.0(
 NN1+NN1-3ST-FD
 VC dlof-01-5
 ]83[.feR
 10.59
 ranoS
 NN1+SFHH
 VC dlof 01-01
 62 ,9729.0
 )9.13 ,4309.0(
 NN1+2-SCB
 VC dlof-01-01
 ]04[.feR
 5.98
 
 NN1+SFHH
 VC dlof 01-5
 42 ,2129.0
 )9.13 ,3609.0(
 NN1+NN1-3ST-FD
 VC dlof-01-5
 ]83[.feR
 36.09
  ksuM
 NN1+SFHH
 VC dlof 01-5
 97 ,4359.0
 )3.38 ,7049.0(
 NN1+NN1-3ST-FD
 VC dlof-01-5
 ]83[.feR
 56.19
 NN1+SFHH
 VC dlof 01-01
 97 ,9159.0
 )3.38 ,7049.0(
 NN1+SFIMD
 VC dlof 01-01
 ]93[ .feR
 43.78
 
 گیری و جمع بندینتیجه - ۵
هدف   در الگوریتم پیشنهادي،. بندي استفاده شدر براي دستههاي موثردن ویژگیکدر این مقاله براي اولین بار از رویکرد ابرابتکاري جهت پیدا
کار  الگوریتم ژنتیک به عنوان یک ناظر بهدر این روش، . بودهاي موثر بندي و سرعت بخشیدن به جستجو جهت یافتن ویژگیافزایش دقت دسته
هاي خاص خود را دارد و هر ناحیه با ناحیه هر ناحیه از فضاي جستجو ویژگی. که انتخاب مناسب ابتکارات سطح پایین را کنترل کند رفته شدگ
توانست فضاي جستجوي را به خوبی  پیشنهادي الگوریتم ،با به کاربستن ابتکارات متفاوت که جستجوگرهاي محلی هستند. دیگر متفاوت است
جستجوهاي  هدف از. استفاده شد په نوردي و جستجوهاي جهشیجستجوهاي محلی تابتکارات سطح پایین از دو نوع  در این روش .جستجو کند
یژگی مهم وري و کاوش وایجاد مصالحه بین بهره .فضاي جستجو است کاوشجستجوهاي جهشی هدف  و است وريبهرهافزایش  محلی تپه نوردي
 يداهنشیپ متیروگلا رد هک تسا يراکتبا رگوجتسج رهدش ماجنا یبوخ هب هحلاصم نیاتسا ه. شور رپر شور کی هک يداهنشیپ- يرتلیفهک تسا  
 زا هدش هتفرگ توافتم ياه هداد هاگیاپ يور ربUCI شور عاونا اب و دش هتسب راک هب  ياهفلتخم رپر و يرتلیف ،يرپر ،یگژیو باختنا - يرتلیف
دش هسیاقم .جیاتن  يداهنشیپ شور ندوب دماراک هدنهد ناشن هسیاقمشور ریاس اب هسیاقم رد وجوم ياه د یگژیو باختنا ياربتسا.  
رکشت و ریدقت  
تسا هدش ماجنا ناریا تارباخم تاقیقحت زکرم یلام تیامح اب قیقحت نیا.  
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