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Abstract
Under the assumption that µ is a non-negative Radon measure on Rd which only satisfies some growth
condition, the authors obtain the boundedness in some Hardy-type spaces of multilinear commutators
generated by Calderón–Zygmund operators or fractional integrals with RBMO(µ) functions, where the
Hardy-type spaces are some appropriate subspaces, associated to the considered RBMO(µ) functions, of
the Hardy space H 1(µ) of Tolsa.
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1. Introduction
We will work on the d-dimensional Euclidean space Rd with a non-negative Radon measure
µ which only satisfies the following growth condition: there exists a constant C0 > 0 such that
µ
(
B(x, r)
)
 C0rn
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Y. Meng, D. Yang / J. Math. Anal. Appl. 317 (2006) 228–244 229for all x ∈ Rd and r > 0, where B(x, r) = {y ∈ Rd : |y − x| < r}, n is a fixed number and
0 < n  d . Since the measure µ is not necessary to satisfy the doubling condition that there
exists a constant C > 0 such that µ(B(x,2r))  Cµ(B(x, r)) for all x ∈ supp(µ) and r > 0,
we call such Rd a non-homogeneous space. It is well known that the doubling condition is a
key assumption in the analysis on spaces of homogeneous type. However, in recent years, a lot
of papers focus on the study of function spaces and the boundedness of Calderón–Zygmund
operators in non-homogeneous spaces and indicate that many classical results still hold in non-
homogeneous spaces; see [4–7,10–13] and their references. The analysis on non-homogeneous
spaces was proved to play a striking role in solving the long open Painlevé’s problem by Tolsa in
[14]; see also [15] for more background.
The main purpose of this paper is to establish the boundedness in some Hardy-type spaces
of multilinear commutators generated by Calderón–Zygmund operators or fractional integrals
with RBMO(µ) functions. Before stating our results, we first recall some necessary notation and
definitions.
Let K be a function on Rd ×Rd \ {(x, y): x = y} satisfying that for x = y,∣∣K(x,y)∣∣ C|x − y|−n, (1.1)
and for |x − y| 2|x − x′|,∣∣K(x,y) − K(x′, y)∣∣+ ∣∣K(y,x) − K(y,x′)∣∣C |x − x′|δ|x − y|n+δ , (1.2)
where δ ∈ (0,1] and C > 0 is a constant. The Calderón–Zygmund operator associated to the
above kernel K and the measure µ is formally defined by
T (f )(x) =
∫
Rd
K(x, y)f (y) dµ(y). (1.3)
This integral may be not convergent for many functions. Thus we consider the truncated operators
T for  > 0 defined by
T(f )(x) =
∫
|x−y|>
K(x, y)f (y) dµ(y).
We say that T is bounded on L2(µ) if the operators T are bounded on L2(µ) uniformly on
 > 0.
By a cube Q ⊂ Rd we mean a closed cube whose sides parallel to the axes and we denote
its side length by l(Q). Let α and βd be positive constants such that α > 1 and βd > αn. For
a cube Q, we say that Q is (α,β)-doubling if µ(αQ)  βµ(Q), where αQ denotes the cube
concentric with Q and having side length αl(Q). In what follows, for definiteness, if α and β are
not specified, by a doubling cube we mean a (2,2d+1)-doubling cube. Especially, for any given
cube Q, we denote by Q˜ the smallest doubling cube in the family {2kQ}k0. For two cubes
Q1 ⊂ Q2, set
KQ1,Q2 = 1 +
NQ1,Q2∑
k=1
µ(2kQ1)
l(2kQ1)n
,
where NQ1,Q2 is the first positive integer k such that l(2kQ1) l(Q2); see [10] for some basic
properties of KQ1,Q2 .
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the space RBMO(µ) if there is a constant B > 0 such that
sup
Q
1
µ(ρQ)
∫
Q
∣∣b(x) − mQ˜(b)∣∣dµ(x) B < ∞, (1.4)
and if Q1 ⊂ Q2 are doubling cubes,∣∣mQ1(b) − mQ2(b)∣∣ BKQ1,Q2 , (1.5)
where the supremum is taken over all cubes centered at some point of suppµ and mQ˜(b) is the
mean value of b on Q˜, namely,
mQ˜(b) =
1
µ(Q˜)
∫
Q˜
b(x) dµ(x).
The minimal constant B in (1.4) and (1.5) is defined to be the RBMO(µ) norm of b and is denoted
by ‖b‖∗.
The space RBMO(µ) was introduced by Tolsa [11] and he proved there that the definition of
RBMO(µ) is independent of the choices of numbers ρ. In the sequel, we will choose ρ = 2.
Let T be the Calderón–Zygmund operator defined by (1.3). In what follows, we will always
assume that T is bounded on L2(µ). We now fix a T˜ , which is a weak limit as  → 0 of some
subsequence of the uniformly L2(µ) bounded operators T on  > 0; see [11, p. 141]. It is easy
to deduce that T˜ is still bounded on L2(µ); moreover, for f ∈ L2(µ) whose support is not all
of Rd ,
T˜ (f )(x) =
∫
Rd
K(x, y)f (y) dµ(y)
with the same K as in T , which satisfies (1.1) and (1.2). For such a T˜ , m ∈ N and bi ∈ RBMO(µ),
i = 1,2, . . . ,m, we formally define the multilinear commutator T	b by
T	b(f )(x) =
[
bm,
[
bm−1, . . . , [b1, T˜ ] · · ·
]]
(f )(x). (1.6)
A such type of multilinear commutators when µ is the d-dimensional Lebesgue measure was
first introduced by Pérez and Trujillo-González in [9]. When µ is a non-doubling measure, it was
proved in [10] for m = 1 and in [3] for m > 1 that if T is bounded on L2(µ) and bi ∈ RBMO(µ)
for i = 1, . . . ,m, then T	b is bounded on Lp(µ) for 1 < p < ∞. But T	b is not bounded from
H 1(Rd) to L1(Rd) even when µ is the d-dimensional Lebesgue measure and m = 1; see [8]. In
this paper, motivated by [8], we will first prove that for any m ∈ N, T	b is bounded from some
subspace of H 1(µ) associated with 	b into L1(µ), in analogy with the result established by Pérez
in [8] with µ being the d-dimensional Lebesgue measure.
In the sequel, for 1  i  m, we denote by Cmi the family of all finite subsets σ ={σ(1), . . . , σ (i)} of {1,2, . . . ,m} with i different elements. For any σ ∈ Cmi , the complemen-
tary sequence σ ′ is given by σ ′ = {1,2, . . . ,m} \σ . Let 	b = (b1, b2, . . . , bm) be a finite family of
locally integrable functions. For all 1 i m and σ = {σ(1), . . . , σ (i)} ∈ Cmi , we define[
b(x) − b(y)]
σ
= [bσ(1)(x) − bσ(1)(y)] · · · [bσ(i)(x) − bσ(i)(y)],[
b(x) − mQ(b)
] = [bσ(1)(x) − mQ(bσ(1))] · · · [bσ(i)(x) − mQ(bσ(i))],σ
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mR(b) − mQ(b)
]
σ
= [mR(bσ(1)) − mQ(bσ(1))] · · · [mR(bσ(i)) − mQ(bσ(i))],
where Q and R are cubes in Rd and x, y ∈ Rd . With this notation, we write
‖	bσ‖∗ = ‖bσ(1)‖∗ · · · ‖bσ(i)‖∗.
If σ = {1, . . . ,m}, we simply write
‖	b‖∗ = ‖b1‖∗ · · · ‖bm‖∗.
Definition 1.2. Let ρ > 1, 1 < p ∞ and γ, τ ∈ N. Suppose bi ∈ RBMO(µ) for i = 1,2, . . . , τ .
A function h ∈ L1loc(µ) is called a (	b,p, τ, γ )-atomic block if
(a) there exists some cube R such that supp(h) ⊂ R;
(b) ∫Rd h(y) dµ(y) = 0;
(c) ∫Rd h(y)bσ (y) dµ(y) = 0 for all 1 i  τ and σ ∈ Cτi ;
(d) for j = 1,2, there are functions aj supported on cube Qj ⊂ R and numbers λj ∈ R such
that h = λ1a1 + λ2a2, and
‖aj‖Lp(µ) 
[
µ(ρQj )
]1/p−1
K
−γ
Qj ,R
.
Then we denote
|h|
H
1,p
	b,τ,γ (µ)
= |λ1| + |λ2|.
We say that f ∈ H 1,p	b,τ,γ (µ) if there are (	b,p, τ, γ )-atomic blocks {hk}k∈N such that
f =
∞∑
k=1
hk
with
∑∞
k=1 |hk|H 1,p	b,τ,γ (µ) < ∞. The H
1,p
	b,τ,γ (µ) norm of f is defined by
‖f ‖
H
1,p
	b,τ,γ (µ)
= inf
{∑
k
|bk|H 1,p	b,τ,γ (µ)
}
,
where the infimum is taken over all the possible decompositions of f in (	b,p, τ, γ )-atomic
blocks.
Remark 1.1. By an argument similar to that in [10], we easily see that the above definition is
independent of the chosen constant ρ > 1. If τ = 0, the space H 1,p	b,τ,γ (µ) is just the atomic Hardy
space introduced by Tolsa in [10] when γ = 1 and when γ > 1 by the authors in [2], which was
proved in [2,10] to be the Hardy space H 1(µ) of Tolsa in [13] with equivalent norms; see also
Definition 1.4 below. However, it is still open if the spaces H 1,p	b,τ,γ (µ) are equivalent for any fixed
τ ∈ N and different γ ∈ N and 1 < p ∞. But we have the following obvious properties that
for any τ ∈ N, 1 < p ∞ and γ1, γ2 ∈ N with 1 γ1 < γ2,
H
1,p
	 (µ) ⊂ H 1,p	 (µ) ⊂ H 1(µ),b,τ,γ2 b,τ,γ1
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H
1,∞
	b,τ,γ (µ) ⊂ H
1,p2
	b,τ,γ (µ) ⊂ H
1,p1
	b,τ,γ (µ) ⊂ H
1(µ).
Here is one of the main results of this paper.
Theorem 1.1. Let 1 < p ∞, m ∈ N and bi ∈ RBMO(µ) for i = 1,2, . . . ,m. Let T and T	b be
as in (1.3) and (1.6), respectively. Suppose that T is bounded on L2(µ). Then the multilinear
commutator T	b is bounded from H 1,p	b,m,m+1(µ) into L
1(µ).
Remark 1.2. Let us consider the multilinear commutator of the fractional integral operator, I
α;	b ,
defined by
I
α;	b(f )(x) =
∫
Rd
m∏
i=1
[
bi(x) − bi(y)
] f (y)
|x − y|n−α dµ(y), (1.7)
where m ∈ N, bi ∈ RBMO(µ) for i = 1,2, . . . ,m and 0 < α < n. By an argument similar to the
proof of Theorem 1.1, we can prove the following result for I
α;	b and we omit the details by
similarity.
Theorem 1.2. Let 0 < α < n, 1 < p ∞, m ∈ N, bi ∈ RBMO(µ) for i = 1,2, . . . ,m, and Iα;	b
be as in (1.7). Then I
α;	b is bounded from H 1,p	b,m,m+1(µ) into L
n/(n−α)(µ).
In [1], the authors proved that T˜ is bounded on the Hardy space H 1(µ) if T˜ ∗(1) = 0. Moti-
vated by this, we now consider the boundedness of T	b from H
1,p
	b,m,m+2(µ) into H
1(µ) with the
assumption that T ∗	b (1) = 0. Here, by T ∗	b (1) = 0, we mean that for any bounded function h with
compact support satisfying (b) and (c) of Definition 1.2,∫
Rd
T	b(h)(x) dµ(x) = 0. (1.8)
We point out that for a such function h, it is easy to see that h ∈ H 1,p	b,m,m+2(µ) and therefore,
T	b(h) ∈ L1(µ) by Theorem 1.1. Also, if T	b(h) ∈ H 1(µ), then T	b(h) should satisfy (1.8) by
the definition of the Hardy space H 1(µ); see [10,13] or Definition 1.4 below. Thus, in some
sense, condition (1.8) is also necessary. We remark that this result is new even when µ is the
d-dimensional Lebesgue measure.
Definition 1.3. Given f ∈ L1loc(µ), we set
MΦf (x) = sup
ϕ∼x
∣∣∣∣ ∫
Rd
f ϕ dµ
∣∣∣∣,
where the notation ϕ ∼ x means that ϕ ∈ L1(µ) ∩ C1(Rd) and satisfies
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(ii) 0 ϕ(y) |y − x|−n for all y ∈ Rd , and
(iii) |∇ϕ(y)| |y − x|−(n+1) for all y ∈ Rd , where ∇ = (∂/∂x1, . . . , ∂/∂xd).
Based on Theorem 1.2 of Tolsa in [13], we define the Hardy space H 1(µ) as follows.
Definition 1.4. The Hardy space H 1(µ) is the set of all functions f ∈ L1(µ) satisfying that∫
Rd f dµ = 0 and MΦf ∈ L1(µ). Moreover, we define the norm of f ∈ H 1(µ) by
‖f ‖H 1(µ) = ‖f ‖L1(µ) + ‖MΦf ‖L1(µ).
Another main result of this paper is as follows.
Theorem 1.3. Let 1 < p ∞, m ∈ N and bi ∈ RBMO(µ) for i = 1,2, . . . ,m. Let T and T	b be
as in (1.3) and (1.6), respectively. Suppose that T is bounded on L2(µ) and T ∗	b (1) = 0 as in(1.8). Then T	b is bounded from H 1,p	b,m,m+2(µ) into H 1(µ).
In what follows, C always denotes a positive constant that is independent of the main parame-
ters involved but whose value may differ from line to line. For any index p ∈ [1,∞], we denote
by p′ its conjugate index, namely, 1/p + 1/p′ = 1.
2. Proof of Theorem 1.1
We begin with some necessary lemmas.
Lemma 2.1. Let 1 < p < ∞, m ∈ N and bi ∈ RBMO(µ) for i = 1,2, . . . ,m. Let T and T	b be
as in (1.3) and (1.6), respectively. Suppose that T is bounded on L2(µ). Then T	b is bounded on
Lp(µ) with the norm no more than C‖	b‖∗, where C > 0 is a constant.
Lemma 2.1 was proved by Tolsa for the case m = 1 in [10] and by the authors for the cases
m > 1 in [3]. The following Lemma 2.2 is a simple corollary of the John–Nirenberg inequality
with non-doubling measure; see [10].
Lemma 2.2. Let m ∈ N, bi ∈ RBMO(µ) for i = 1,2, . . . ,m, ρ > 1 and 1 p < ∞. Then there
exists a constant C > 0 such that for any cube Q,{
1
µ(ρQ)
∫
Q
m∏
i=1
∣∣bi(x) − mQ˜(bi)∣∣p dµ(x)
}1/p
 C
m∏
i=1
‖bi‖∗.
Proof of Theorem 1.1. By a standard argument, it suffices to verify that for any (	b,p,m,m+1)-
atomic block h as in Definition 1.2 with ρ = 4, T	b(h) is in L1(µ) with norm no more than
C|h|
H
1,p
	b,m,m+1(µ)
, where C > 0 is a constant independent of h. Let all the notation be the same as
in Definition 1.2. By our choices, aj , j = 1,2, now satisfies the following size condition:
‖aj‖Lp(µ)  µ(4Qj)1/p−1[KQj ,R]−(m+1). (2.1)
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Rd
∣∣T	b(h)(x)∣∣dµ(x) = ∫
2R
∣∣T	b(h)(x)∣∣dµ(x) + ∫
Rd\2R
∣∣T	b(h)(x)∣∣dµ(x) = M + N.
To estimate M, we further decompose
M
2∑
j=1
|λj |
∫
2Qj
∣∣T	b(aj )(x)∣∣dµ(x) + 2∑
j=1
|λj |
∫
2Rj \2Qj
∣∣T	b(aj )(x)∣∣dµ(x) = M1 + M2.
From the Hölder inequality, Lemma 2.1 and (2.1), it follows that
M1 
2∑
j=1
|λj |
∥∥T	b(aj )∥∥Lp(µ)µ(2Qj)1/p′  C‖	b‖∗ 2∑
j=1
|λj |‖aj‖Lp(µ)µ(2Qj)1/p′
C‖	b‖∗
2∑
j=1
|λj |.
Let Nj,1 = N2Qj ,2Rj for j = 1,2. With the aid of the formula that for x, y ∈ Rd ,
m∏
i=1
[
bi(x) − bi(y)
]= m∑
i=0
∑
σ∈Cmi
[
b(x) − mQ˜j (b)
]
σ
[
mQ˜j (b) − b(y)
]
σ ′, (2.2)
where if i = 0, then σ ′ = {1,2, . . . ,m} and σ = ∅, by (1.1), the Hölder inequality, Lemma 2.2
and (2.1), we easily obtain
M2 
2∑
j=1
|λj |
Nj,1∑
k=1
∫
2k+1Qj \2kQj
∣∣∣∣∣
∫
Qj
m∏
i=1
[
bi(x) − bi(y)
]
K(x,y)aj (y) dµ(y)
∣∣∣∣∣dµ(x)
C
2∑
j=1
|λj |
m∑
i=0
∑
σ∈Cmi
Nj,1∑
k=1
∫
2k+1Qj \2kQj
∣∣[b(x) − mQ˜j (b)]σ ∣∣
×
∫
Qj
∣∣[mQ˜j (b) − b(y)]σ ′ ∣∣ |aj (y)||x − y|n dµ(y)dµ(x)
C
2∑
j=1
|λj |
m∑
i=0
∑
σ∈Cmi
{∫
Qj
∣∣aj (y)∣∣p dµ(y)}1/p{∫
Qj
∣∣[mQ˜j (b) − b(y)]σ ′ ∣∣p′ dµ(y)}1/p′
×
{
i∑
l=0
∑
η∈Cil
Nj,1∑
k=1
1
l(2kQj )n
×
∫
2k+1Q
∣∣[b(x) − m
2˜k+1Qj
(b)
]
η
[
m
2˜k+1Qj
(b) − mQ˜j (b)
]
η′
∣∣dµ(x)}j
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2∑
j=1
|λj |‖aj‖Lp(µ)µ(2Qj)1/p′
m∑
i=0
∑
σ∈Cmi
Nj,1∑
k=1
µ(2k+2Qj)
l(2kQj )n
[
K
Q˜j ,2˜k+1Qj
]i
 C‖	b‖∗
2∑
j=1
|λj |‖aj‖Lp(µ)µ(2Qj)1/p′ [KQj ,R]m+1
 C‖	b‖∗
2∑
j=1
|λj |,
where we have used the fact that for any 1 k Nj,1, K
Q˜j ,2˜k+1Qj
 CKQj ,R ; see [10].
Now we turn to estimate N. Denote the center of R by xR . The propositions (b) and (c) of
Definition 1.2, (2.2), (1.2), the Hölder inequality, Lemma 2.2 and (2.1) lead to
N =
∫
Rd\2R
∣∣∣∣∣
∫
R
m∏
i=1
[
bi(x) − bi(y)
][
K(x,y) − K(x,xR)
]
h(y)dµ(y)
∣∣∣∣∣dµ(x)
 C
m∑
i=0
∑
σ∈Cmi
∞∑
k=1
∫
R
∣∣[b(y) − mR˜(b)]σ ′ ∣∣∣∣h(y)∣∣
×
∫
2k+1R\2kR
∣∣[b(x) − mR˜(b)]σ ∣∣ |x − xR|δ|x − y|n+δ dµ(x)dµ(y)
 C
2∑
j=1
|λj |
m∑
i=0
∑
σ∈Cmi
{
m−i∑
l=0
∑
η∈Cm−il
∫
Qj
∣∣[b(y) − mQ˜j (b)]η[mQ˜j (b) − mR˜(b)]η′
× ∣∣∣∣aj (y)∣∣dµ(y)}
×
{
i∑
s=0
∑
θ∈Cis
∞∑
k=1
l(R)δ
l(2kQj )n+δ
×
∫
2k+1R
∣∣[b(x) − m
2˜k+1R
(b)
]
θ
[
m
2˜k+1R
(b) − mR˜(b)
]
θ ′
∣∣dµ(x)}
 C
2∑
j=1
|λj |‖aj‖pL(µ)
m∑
i=0
∑
σ∈Cmi
‖	bσ‖∗
∞∑
k=1
µ(2k+2R)l(R)δ
l(2kQj )n+δ
[
K
R˜,2˜k+1R
]i
×
m−i∑
l=0
∑
η∈Cm−il
{ ∫
Qj
∣∣[b(y) − mQ˜j (b)]η[mQ˜j (b) − mR˜(b)]η′ ∣∣p′ dµ(y)
}1/p′
 C‖	b‖∗
2∑
|λj |‖aj‖Lp(µ)µ(2Qj)1/p′ [KQj ,R]m
j=1
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2∑
j=1
|λj |.
Combining the estimates for M and N, we have finished the proof of Theorem 1.1. 
3. Proof of Theorem 1.3
In order to prove Theorem 1.3, we first recall the following basic fact in [1].
Lemma 3.1. Let MΦ be as in Definition 1.3 and 1 < p < ∞. Then MΦ is bounded on Lp(µ).
Proof of Theorem 1.3. Just as in the proof of Theorem 1.1, we only need to verify that for any
(	b,p,m,m + 2)-atomic block h as in Definition 1.2 with ρ = 4, T	b(h) is in H 1(µ) with norm
no more than C|h|
H
1,p
	b,m,m+2(µ)
, where C > 0 is a constant independent of h. By our choices, for
j = 1,2, aj satisfies the following size condition that
‖aj‖Lp(µ)  µ(4Qj)1/p−1[KQj ,R]−(m+2). (3.1)
By the assumption that T ∗	b (1) = 0, Theorem 1.1 and Definition 1.4, we deduce that the proof
of Theorem 1.3 can be reduced to proving that∥∥MΦ[T	b(h)]∥∥L1(µ) C‖	b‖∗|h|H 1,p	b,m,m+2(µ). (3.2)
Write∥∥MΦ[T	b(h)]∥∥L1(µ) = ∫
4R
MΦ
[
T	b(h)
]
(x) dµ(x) +
∫
Rd\4R
MΦ
[
T	b(h)
]
(x) dµ(x) = I + II.
Noting that MΦ is sublinear, we can control I by
I
∫
4R
MΦ
{[
T	b(h)
]
χ8R
}
(x) dµ(x) +
∫
4R
MΦ
{[
T	b(h)
]
χRd\8R
}
(x) dµ(x) = I1 + I2.
From the fact that for j = 1,2, Qj ⊂ R, it follows that for any z ∈ Qj and any y ∈ 2k+1R \ 2kR,
k  3, |y − z| l(2k−2R). By this fact, (ii) of Definition 1.3, (2.2), (1.1), Lemma 2.2 and (3.1),
we obtain
I2 
∫
4R
sup
ϕ∼x
[ ∫
Rd\8R
∣∣T	b(h)(y)∣∣ϕ(y)dµ(y)]dµ(x)

2∑
j=1
|λj |
∞∑
k=3
∫
4R
∫
2k+1R\2kR
∣∣∣∣∣
∫
Qj
∞∏
i=1
[
bi(y) − bi(z)
]
K(y, z)aj (z) dµ(z)
∣∣∣∣∣
× 1|x − y|n dµ(y)dµ(x)
 C
2∑
j=1
|λj |
m∑
i=0
∑
σ∈Cmi
∞∑
k=3
∫
4R
∫
k+1 k
|[b(y) − mQ˜j (b)]σ |
|x − y|n2 R\2 R
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∫
Qj
|[mQ˜j (b) − b(z)]σ ′ ||aj (z)|
|y − z|n dµ(z) dµ(y)dµ(x)
C
2∑
j=1
|λj |
m∑
i=0
∑
σ∈Cmi
∞∑
k=3
µ(4R)
l(2kR)n
‖aj‖Lp(µ)
l(2kR)n
{∫
Qj
∣∣[mQ˜j (b) − b(z)]σ ′ ∣∣p′ dµ(z)}1/p′
×
∫
2k+1R
∣∣[b(y) − m
2˜k+1R
(b) + m
2˜k+1R
(b) − mR˜(b) + mR˜(b) − mQ˜j (b)
]
σ
∣∣dµ(y)
C‖	b‖∗
2∑
j=1
|λj |‖aj‖Lp(µ)µ(2Qj)1/p′
×
m∑
i=0
∑
σ∈Cmi
∞∑
k=3
µ(4R)µ(2k+2R)
l(2kR)nl(2kR)n
{[
K
R˜,2˜k+1R
]i + [KQ˜j ,R˜]i}
C‖	b‖∗
2∑
j=1
|λj |.
To estimate I1, we write
I1 
2∑
j=1
|λj |
∫
4Qj
MΦ
{[
T	b(aj )
]
χ8R
}
(x) dµ(x)
+
2∑
j=1
|λj |
∫
4R\4Qj
MΦ
{[
T	b(aj )
]
χ2Qj
}
(x) dµ(x)
+
2∑
j=1
|λj |
∫
4R\4Qj
MΦ
{[
T	b(aj )
]
χ8R\2Qj
}
(x) dµ(x)
= I11 + I12 + I13.
The Hölder inequality, Lemma 3.1, Lemma 2.1 and (3.1) lead to
I11 
2∑
j=1
|λj |µ(4Qj)1/p′
∥∥MΦ{[T	b(aj )]χ8R}∥∥Lp(µ)
 C
2∑
j=1
|λj |µ(4Qj)1/p′
∥∥T	b(aj )∥∥Lp(µ)
 C‖	b‖∗
2∑
j=1
|λj |‖aj‖Lp(µ)µ(4Qj)1/p′
 C‖	b‖∗
2∑
|λj |.
j=1
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Lemma 2.1 and (3.1), we have
I12 
2∑
j=1
|λj |
Nj,2∑
k=2
∫
2k+1Qj \2kQj
sup
ϕ∼x
∣∣∣∣ ∫
2Qj
T	b(aj )(y)ϕ(y) dµ(y)
∣∣∣∣dµ(x)
 C
2∑
j=1
|λj |
Nj,2∑
k=2
∫
2k+1Qj \2kQj
1
l(2kQj )n
dµ(x)
∫
2Qj
∣∣T	b(aj )(y)∣∣dµ(y)
 C
2∑
j=1
|λj |
Nj,2∑
k=2
µ(2k+1Qj)
l(2kQj )n
∥∥T	b(aj )∥∥Lp(µ)µ(2Qj)1/p′
 C‖	b‖∗
2∑
j=1
|λj |‖aj‖Lp(µ)µ(2Qj)1/p′KQj ,R
 C‖	b‖∗
2∑
j=1
|λj |.
For I13, we further decompose it into
I13 
2∑
j=1
|λj |
Nj,2∑
k=2
∫
2k+1Qj \2kQj
MΦ
[∣∣T	b(aj )∣∣χ2k+2Qj \2k−1Qj ](x) dµ(x)
+
2∑
j=1
|λj |
Nj,2∑
k=2
∫
2k+1Qj \2kQj
MΦ
[∣∣T	b(aj )∣∣χmax{2k+2Qj ,8R}\2k+2Qj ](x) dµ(x)
+
2∑
j=1
|λj |
Nj,2∑
k=2
∫
2k+1Qj \2kQj
MΦ
[∣∣T	b(aj )∣∣χ2k−1Qj \2Qj ](x) dµ(x)
= E + F + G.
The Hölder inequality, Lemma 3.1, (2.2), (1.1), Lemma 2.2 and (3.1) tell us that
E
2∑
j=1
|λj |
Nj,2∑
k=2
µ
(
2k+1Qj
)1/p′∥∥MΦ[∣∣T	b(aj )∣∣χ2k+2Qj \2k−1Qj ]∥∥Lp(µ)
 C
2∑
j=1
|λj |
Nj,2∑
k=2
µ
(
2k+1Qj
)1/p′{ ∫
2k+2Qj \2k−1Qj
∣∣T	b(aj )∣∣p dµ(y)}1/p
 C
2∑
j=1
|λj |
m∑
i=0
∑
σ∈Cmi
Nj,2∑
k=2
µ
(
2k+1Qj
)1/p′{ ∫
2k+2Q \2k−1Q
∣∣[b(y) − mQ˜j (b)]σ ∣∣p
j j
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∣∣∣∣ ∫
Qj
[
mQ˜j (b) − b(z)
]
σ ′K(y, z)aj (z) dµ(z)
∣∣∣∣p dµ(y)}1/p
C
2∑
j=1
|λj |
m∑
i=0
∑
σ∈Cmi
Nj,2∑
k=2
µ(2k+1Qj)1/p
′
l(2kQj )n
∫
Qj
∣∣[mQ˜j (b) − b(z)]σ ′ ∣∣∣∣aj (z)∣∣dµ(z)
×
{ ∫
2k+2Qj
∣∣[b(y) − m
2˜k+2Qj
(b) + m
2˜k+2Qj
(b) − mQ˜j (b)
]
σ
∣∣p dµ(y)}1/p
C
2∑
j=1
|λj |
m∑
i=0
∑
σ∈Cmi
‖	bσ‖∗
Nj,2∑
k=2
µ(2k+3Qj)
l(2kQj )n
[
K
Q˜j ,2˜k+2Qj
]i
×
{∫
Qj
∣∣aj (z)∣∣p dµ(z)}1/p{∫
Qj
∣∣[mQ˜j (b) − b(z)]σ ′ ∣∣p′ dµ(z)}1/p′
C‖	b‖∗
2∑
j=1
|λj |‖aj‖Lp(µ)µ(2Qj)1/p′ [KQj ,R]m+1
C‖	b‖∗
2∑
j=1
|λj |.
By (ii) of Definition 1.3, (2.2), (1.1), the Hölder inequality, Lemma 2.2 and (3.1), we easily see
G
2∑
j=1
|λj |
Nj,2∑
k=2
∫
2k+1Qj \2kQj
sup
ϕ∼x
[ ∫
2k−1Qj \2Qj
∣∣T	b(aj )(y)∣∣ϕ(y)dµ(y)]dµ(x)

2∑
j=1
|λj |
Nj,2∑
k=2
∫
2k+1Qj \2kQj
k−2∑
l=1
∫
2l+1Qj \2lQj
|T	b(aj )(y)|
|y − x|n dµ(y)dµ(x)
 C
2∑
j=1
|λj |
m∑
i=0
∑
σ∈Cmi
Nj,2∑
k=2
∫
2k+1Qj \2kQj
k−2∑
l=1
∫
2l+1Qj \2lQj
|[b(y) − mQ˜j (b)]σ |
|y − x|n
×
∣∣∣∣ ∫
Qj
[
mQ˜j (b) − b(z)
]
σ ′K(y, z)aj (z) dµ(z)
∣∣∣∣dµ(y)dµ(x)
 C
2∑
j=1
|λj |
m∑
i=0
∑
σ∈Cmi
Nj,2∑
k=2
µ(2k+1Q)
l(2kQj )n
k−2∑
l=1
1
l(2lQj )n
∫
2l+1Qj
∣∣[b(y) − mQ˜j (b)]σ ∣∣dµ(y)
×
{∫
Q
∣∣aj (z)∣∣p dµ(z)}1/p{∫
Q
∣∣[mQ˜j (b) − b(z)]σ ′ ∣∣p′ dµ(z)}1/p′
j j
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2∑
j=1
|λj |
m∑
i=0
∑
σ∈Cmi
Nj,2∑
k=2
µ(2k+1Q)
l(2kQj )n
k−2∑
l=1
µ(2l+2Qj)
l(2lQj )n
[
K
Q˜j ,2˜l+1Qj
]i
 C‖	b‖∗
2∑
j=1
|λj |‖aj‖Lp(µ)µ(2Qj)1/p′ [KQj ,R]m+2
 C‖	b‖∗
2∑
j=1
|λj |.
An argument similar to the estimate for G can also give us a desired estimate for F. The estimates
for E, F and G lead us a desired estimate for I13. Combining the estimates for I11, I12, I13 and I2
yield
I =
∫
4R
MΦ
[
T	b(h)
]
(x) dµ(x) C‖	b‖∗
2∑
j=1
|λj | = C‖	b‖∗|h|H 1,p	b,m,m+2(µ). (3.3)
Now we turn to the estimate for II. Invoking that T ∗	b (1) = 0, we obtain
II =
∫
Rd\4R
sup
ϕ∼x
∣∣∣∣ ∫
Rd
T	b(h)(y)
[
ϕ(y) − ϕ(xR)
]
dµ(y)
∣∣∣∣dµ(x)

∫
Rd\4R
sup
ϕ∼x
∣∣∣∣ ∫
2R
T	b(h)(y)
[
ϕ(y) − ϕ(xR)
]
dµ(y)
∣∣∣∣dµ(x)
+
∫
Rd\4R
sup
ϕ∼x
∣∣∣∣ ∫
Rd\2R
T	b(h)(y)
[
ϕ(y) − ϕ(xR)
]
dµ(y)
∣∣∣∣dµ(x)
= II1 + II2.
Note that for any z ∈ 2R, x ∈ 2k+1R \ 2kR, k  2, |x − z| l(2k−2R). This together with (iii) of
Definition 1.3 and the mean value theorem leads to∣∣ϕ(y) − ϕ(xR)∣∣C l(R)
l(2k−2R)n+1
(3.4)
for y ∈ 2R. By (3.4), (2.2), (1.1), the Hölder inequality, Lemmas 2.1 and 2.2, and (3.1), we have
II1 
2∑
j=1
|λj |
∞∑
k=2
∫
2k+1R\2kR
sup
ϕ∼x
[ ∫
2R\2Qj
∣∣T	b(aj )(y)∣∣∣∣ϕ(y) − ϕ(xR)∣∣dµ(y)]dµ(x)
+
2∑
j=1
|λj |
∞∑
k=2
∫
2k+1R\2kR
sup
ϕ∼x
[ ∫
2Qj
∣∣T	b(aj )(y)∣∣∣∣ϕ(y) − ϕ(xR)∣∣dµ(y)]dµ(x)
 C
2∑
j=1
|λj |
m∑
i=0
∑
σ∈Cmi
∞∑
k=2
∫
2k+1R\2kR
l(R)
l(2kR)n+1
Nj,2−1∑
l=1
∫
2l+1Q \2lQ
∣∣[b(y) − mQ˜j (b)]σ ∣∣
j j
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∫
Qj
∣∣[mQ˜j (b) − b(z)]σ ′ ∣∣ |aj (z)||y − z|n dµ(z) dµ(y)dµ(x)
+ C
2∑
j=1
|λj |
∞∑
k=2
∫
2k+1R\2kR
l(R)
l(2kR)n+1
∥∥[T	b(aj )]χ2Qj ∥∥L1(µ) dµ(x)
 C
2∑
j=1
|λj |
m∑
i=0
∑
σ∈Cmi
∞∑
k=2
µ(2k+1R)l(R)
l(2kR)n+1
×
Nj,2−1∑
l=1
1
l(2lQj )n
∫
2l+1Qj
∣∣[b(y) − mQ˜j (b)]σ ∣∣dµ(y)
×
∫
Qj
∣∣aj (z)∣∣∣∣[mQ˜j (b) − b(z)]σ ′ ∣∣dµ(z)
+ C
2∑
j=1
|λj |
∞∑
k=2
µ(2k+1R)l(R)
l(2kR)n+1
∥∥[T	b(aj )]χ2Qj ∥∥Lp(µ)µ(2Qj)1/p′
 C‖	b‖∗
2∑
j=1
|λj |‖aj‖Lp(µ)µ(2Qj)1/p
∞∑
k=2
µ(2k+1R)l(R)
l(2kR)n+1
×
Nj,2−1∑
l=1
µ(2l+2Qj)
l(2lQj )n
[
K
Q˜j ,2˜l+1Qj
]m
+ C
2∑
j=1
|λj |‖aj‖Lp(µ)µ(2Qj)1/p′
 C‖	b‖∗
2∑
j=1
|λj |‖aj‖Lp(µ)µ(2Qj)1/p′ [KQj ,R]m+1
 C‖	b‖∗
2∑
j=1
|λj |.
We further estimate II2 by
II2 =
∞∑
k=2
∫
2k+1R\2kR
sup
ϕ∼x
∣∣∣∣ ∫
Rd\2R
T	b(h)(y)
[
ϕ(y) − ϕ(xR)
]
dµ(y)
∣∣∣∣dµ(x)

∞∑
k=2
∫
2k+1R\2kR
MΦ
[∣∣T	b(h)∣∣χ2k+2R\2k−1R](x) dµ(x)
+
∞∑
k=2
∫
k+1 k
sup
ϕ∼x
[ ∫
k+2 k−1
∣∣T	bh(y)∣∣ϕ(xR)dµ(y)]dµ(x)
2 R\2 R 2 R\2 R
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∞∑
k=2
∫
2k+1R\2kR
sup
ϕ∼x
[ ∫
Rd\2k+2R
∣∣T	b(h)(y)∣∣{ϕ(y) + ϕ(xR)}dµ(y)]dµ(x)
+
∞∑
k=2
∫
2k+1R\2kR
sup
ϕ∼x
[ ∫
2k−1R\2R
∣∣T	b(h)(y)∣∣{ϕ(y) + ϕ(xR)}dµ(y)]dµ(x)
= II21 + II22 + II23 + II24.
From the Hölder inequality, Lemma 3.1, (b) and (c) of Definition 1.2, (2.2), (1.2), Lemma 2.2
and (3.1), we can deduce that
II21 
∞∑
k=2
µ
(
2k+1R
)1/p′∥∥MΦ[∣∣T	b(h)∣∣χ2k+2R\2k−1R]∥∥Lp(µ)
C
∞∑
k=2
µ
(
2k+1R
)1/p′{ ∫
2k+2R\2k−1R
∣∣∣∣∣
∫
R
m∏
i=1
[
bi(y) − bi(z)
][
K(y, z) − K(y,xR)
]
× h(z) dµ(z)
∣∣∣∣∣
p
dµ(y)
}1/p
C
m∑
i=0
∑
σ∈Cmi
∞∑
k=2
µ
(
2k+1R
)1/p′{ ∫
2k+2R\2k−1R
∣∣[b(y) − mR˜(b)]σ ∣∣p
×
∣∣∣∣ ∫
R
[
mR˜(b) − b(z)
]
σ ′
[
K(y, z) − K(y,xR)
]
h(z) dµ(z)
∣∣∣∣p dµ(y)
}1/p
C
m∑
i=0
∑
σ∈Cmi
∞∑
k=2
µ(2k+1R)1/p′ l(R)δ
l(2kR)n+δ
{ ∫
2k+2R
∣∣[b(y) − mR˜(b)]σ ∣∣p dµ(y)}1/p
×
∫
R
∣∣[mR˜(b) − b(z)]σ ′ ∣∣∣∣h(z)∣∣dµ(z)
C
2∑
j=1
|λj |
m∑
i=0
∑
σ∈Cmi
‖	bσ‖∗
∞∑
k=2
µ(2k+3R)l(R)δ
l(2kR)n+δ
[
K
R˜,2˜k+2R
]i
×
{∫
Qj
∣∣aj (z)∣∣p dµ(z)}1/p{∫
Qj
∣∣[mR˜(b) − b(z)]σ ′ ∣∣p′ dµ(z)}1/p′
C‖	b‖∗
2∑
j=1
|λj |‖aj‖Lp(µ)µ(2Qj)1/p′ [KQj ,R]m
C‖	b‖∗
2∑
j=1
|λj |.
An argument similar to the estimate for II21 can also give us a desired estimate for II22.
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the Hölder inequality, Lemma 2.2 and (3.1), we obtain
II23 
∞∑
k=2
∫
2k+1R\2kR
∞∑
l=k+2
∫
2l+1R\2lR
∫
R
∣∣K(y, z) − K(y,xR)∣∣ m∏
i=1
∣∣bi(y) − bi(z)∣∣
× ∣∣h(z)∣∣dµ(z){ 1|y − x|n + 1|xR − x|n
}
dµ(y)dµ(x)
 C
2∑
j=1
|λj |
m∑
i=0
∑
σ∈Cmi
∞∑
k=2
∞∑
l=k+2
µ(2k+1R)
l(2kR)n
l(R)δ
l(2lR)n+δ
∫
2l+1R
∣∣[b(y) − mR˜(b)]σ ∣∣dµ(y)
×
∫
Qj
∣∣[mR˜(b) − b(z)]σ ′ ∣∣∣∣aj (z)∣∣dµ(z)
 C‖	b‖∗
2∑
j=1
|λj |‖aj‖Lp(µ)µ(2Qj)1/p′
m∑
i=0
∑
σ∈Cmi
[KQjR]m−i
×
∞∑
k=2
∞∑
l=k+2
µ(2k+1R)
l(2kR)n
µ(2l+2R)l(R)δ
l(2lR)n+δ
[
K
R˜,2˜l+1R
]i
 C‖	b‖∗
2∑
j=1
|λj |.
An argument similar to the estimate for II23 can also give us a desired estimate for II24.
Combining the estimates for II21, II22, II23 and II24, we obtain a desired estimate for II2. The
estimates for II1 and II2 tell us that
II =
∫
Rd\4R
MΦ
[
T	b(h)
]
(x) dµ(x) C|b|
H
1,p
	b,m,m+2(µ)
. (3.5)
The estimates (3.3) and (3.5) lead to (3.2) and this completes the proof of our theorem. 
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