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We present a microscopic theory for collective excitations of quantum anomalous Hall ferromag-
nets (QAHF) in twisted bilayer graphene. We calculate the spin magnon and valley magnon spectra
by solving Bethe-Salpeter equations, and verify the stability of QAHF. We extract the spin stiffness
from the gapless spin wave dispersion, and estimate the skyrmion energy. From our numerical cal-
culations, we find that the lowest charged excitation is determined by the Hartree-Fock gap, instead
of skyrmion-antiskyrmion pairs, although the two excitations are comparable in energy. The valley
wave mode is gapped, implying that the valley polarized state is more favorable compared to the
valley coherent state. Using a nonlinear sigma model, we estimate the valley Ising ordering tem-
perature, which is considerably reduced from the mean-field transition temperature due to thermal
excitations of valley waves.
Introduction.— Twisted bilayer graphene (TBG) near
the magic angle hosts a plethora of phenomena, e.g., su-
perconductivity [1], correlated insulators[2], nematicity
[3, 4], large linear-in-temperature resistivity[5, 6], quan-
tum anomalous Hall effect (QAHE)[7, 8], etc. Due to
this richness, TBG and related moire´ systems are cur-
rently under intense experimental [1–18] and theoretical
[19–61] study. For QAHE, which is the focus of this work,
moire´ bilayers emerge as a new and clean system [8, 9]
to realize Chern insulators at elevated critical tempera-
tures compared with the magnetically doped topological
insulators [62].
Moire´ superlattices in van der Waals bilayers not only
generate nearly flat bands, but also often endow the
bands with nontrivial topology. In moire´ systems with
valley contrast Chern numbers, the enhanced electron
Coulomb repulsion effect due to band flattening can spon-
taneously break the valley degeneracy and therefore, lead
to valley polarized states with QAHE [48–54]; we term
such bulk insulating states as quantum anomalous Hall
ferromagnets (QAHF), in analogy with the well known
quantum Hall ferromagnets (QHF) [63, 64]. In pristine
TBG, the Cˆ2z symmetry (a two-fold rotation around the
out-of-plane axis) combined with time-reversal symme-
try forbids Berry curvature. However, this Cˆ2z symme-
try can be explicitly broken when TBG is aligned to the
hexagonal boron nitride (hBN) substrate, generating a
nonzero valley Chern number. It is in this extrinsic TBG
aligned with hBN where the anomalous Hall effect (AHE)
[7] and later its quantized version (QAHE) [8] have been
observed at the filling factor ν = 3. Here we define ν as
n/n0, where n is the electron density, and n0 the density
for one electron per moire´ unit cell.
In this paper, we theoretically study the collective ex-
citations in the TBG QAHF, in order to examine the
QAHF stability, and to determine the low-energy excita-
tions that control the transport gap and that limit the
ferromagnetic transition temperature. The ν = 3 QAHF
in extrinsic TBG has two distinct collective excitations,
i.e., spin magnons and valley magnons, which involve
particle-hole transitions with respectively, a single spin
flip and a single valley flip. We calculate the energy spec-
tra separately for the two types of magnons by solving
their Bethe-Salpeter equations. The calculate excitation
spectra indicate that the TBG QAHF is robust against
small particle-hole fluctuations when the bulk Hartree-
Fock gap (∆HF) is finite. The spin magnon spectrum
has a gapless spin wave mode, which is the Goldstone
mode due to the spontaneous breaking of the spin SU(2)
symmetry in the ν = 3 QAHF. We extract spin stiffness
from the long-wavelength spin wave dispersion, and esti-
mate the skyrmion energy. In contrast to the QHF case
[63], we find that the energy ∆pair for a pair of skyrmion
and antiskyrmion in the TBG QAHF is higher (but not
by much) than ∆HF. Because the emergent QAHF does
not break any continuous symmetry in the valley pseu-
dospin space, the valley magnon spectrum is fully gapped
and positive in energy, which implies that the valley po-
larized state is energetically favorable compared to the
valley coherent state.
In a two-dimensional system such as TBG with spin
SU(2) symmetry, the spin ordering temperature van-
ishes according to the MerminWagner theorem. How-
ever, QAHE in TBG can arise purely from an orbital
effect, e.g., valley polarization. An important distinc-
tion between spin and valley is that there is only a valley
U(1) symmetry in TBG in contrast to the spin SU(2)
symmetry. The ν = 3 QAHF preserves the valley U(1)
symmetry, but breaks the discrete time-reversal symme-
try, which leads to a finite valley Ising ordering temper-
ature TV and therefore, a finite Curie temperature. We
find that TV is mostly limited by valley wave excitations
instead of domain wall proliferation, based on an analy-
sis of a nonlinear sigma model. Therefore, we estimate
TV using the calculated valley wave spectrum, and show
that TV is reduced from the mean-field transition tem-
perature. Our theory indicates that the valley wave ex-
citations determine the Curie temperature, and explains
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FIG. 1. (a)The +K-valley moire´ band structure with θ =
1.15◦ and ∆0 = 30 meV . (b) Berry curvature Ω of the first
moire´ conduction band in (a). We use a definition of Ω such
that an occupied band with a Chern number C contributes
+Ce2/h to the Hall conductivity σxy.
the experimentally observed hierarchy that the transport
energy gap of the TBG QAHF is larger than the corre-
sponding Curie temperature [8].
Ferromagnetism.— We calculate the moire´ band struc-
ture of TBG using the continuum Hamiltonian [65], with
two tunneling parameters wAA and wAB . We adopt the
same parameter values as in our previous work [44–46].
An additional parameter ∆0 is used to describe the sub-
lattice potential difference in the bottom graphene layer,
in order to simulate the experimental situation [7, 8]
where TBG is in close alignment to one of the two (ei-
ther top or bottom) encapsulating hBN layers. The +K-
valley moire´ band structure with ∆0 = 30 meV [66] and
twist angle θ = 1.15◦ is shown in Fig. 1, where the first
moire´ conduction and valence bands are separated by an
energy gap about 4 meV (opened up by ∆0), and respec-
tively carry a Chern number C of +1 and −1. Because of
time reversal symmetry, the first moire´ conduction (va-
lence) band in −K valley has a C value of −1(+1).
We study a minimal model with Coulomb interaction
by retaining only the first moire´ conduction band states,
assuming that all valence band states are filled. The
projected Hamiltonian H has the single-particle term H0
and the interacting term H1,
H0 =
∑
k,τ,s
εk,τ c
†
k,τ,sck,τ,s
H1 =
1
2A
∑
V
(ττ ′)
k1k2k3k4
c†k1,τ,sc
†
k2,τ ′,s′ck3,τ ′,s′ck4,τ,s,
V
(ττ ′)
k1k2k3k4
=
∑
q
V (q)O
(τ)
k1k4
(q)O
(τ ′)
k2k3
(−q),
O
(τ)
kk′(q) =
∫
dreiq·rΦ∗k,τ (r)Φk′,τ (r),
(1)
where c†k,τ,s, εk,τ and Φk,τ are respectively the fermion
creation operation, moire´ band energy, and wave func-
tion of the first conduction band state with spin label s,
valley index τ and momentum k. Due to the time rever-
sal symmetry, εk,τ = ε−k,−τ and Φk,τ=Φ∗−k,−τ , where k
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FIG. 2. (a)Charge excitation gap as a function of dielectric
constant . The solid lines are the HF gap ∆HF respectively
for the three integer filling factors. The dashed line is the
skyrmion-antiskyrmion pair energy ∆pair at ν = 3. The inset
schematically illustrate the QAHF at ν = 3. (b) Transition
temperature at ν = 3 as a function of . The solid line shows
the mean-field transition temperature TMF, and the dashed
line shows the valley ordering temperature TV estimated using
the valley wave spectrum. The inset presents the mean-field
value of the anomalous Hall conductivity, which is quantized
to e2/h within a 0.3% accuracy up to T = 3 K for  = 30. All
calculations are done on a 36× 36 k-mesh.
is measured relative to the moire´ Brillouin zone center Γ¯
point. In H, A is the system area, O
(τ)
kk′(q) is the density
matrix element, and V (q) is the screened Coulomb poten-
tial 2pie2 tanh(qd)/(q), where  is the effective dielectric
constant, and d is the vertical distance between TBG and
top(bottom) metallic gates. We take d to be 40 nm as
in the experiment of Ref. [8], and  as a free parameter
since screening in TBG can be quite complicated. The
dielectric screening from the encapsulating hBN should
set a lower bound on , leading to  > 5 in our model. 
also effectively controls the ratio between interaction and
bandwidth. In TBG the bandwidth near the magic an-
gle is not exactly known experimentally, which is another
good reason to take  as a free parameter.
Hamiltonian H has spin SU(2) and valley U(1) symme-
try. We use the Hartree-Fock (HF) approximation and
assume that the valley U(1) symmetry is preserved, but
allow spin and valley polarization, which leads to the fol-
lowing mean-field Hamiltonian
HMF =
∑
k,τ,s
Ek,τ,sc
†
k,τ,sck,τ,s,
Ek,τ,s =εk,τ +
1
A
∑
k′,τ ′,s′
V
(ττ ′)
kk′k′knF (Ek′,τ ′,s′)
− 1
A
∑
k′
V
(ττ)
kk′kk′nF (Ek′,τ,s),
(2)
where the quasiparticle energy Ek,τ,s includes moire´ band
energy, and Hartree as well as Fock self energies, and nF
is the Fermi-Dirac occupation number.
We focus on integer filling factors ν =1, 2 and 3, and
make a zero-temperature (T = 0) ground state ansatz
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FIG. 3. Excitation spectrum for ν = 3 spin magnon states
[inset in (a) for illustration]. The blue lines in (a) and (b)
represent the gapless spin wave mode.
that ν out of the 4 first moire´ conduction bands (in-
cluding spin and valley degeneracies) are filled, while
the remaining 4 − ν bands are empty. At ν = 1 and
3, the ansatz leads to maximally spin and valley polar-
ized states, which are QAHF and also exact eigenstates
of the Hamiltonian H. At ν = 2, this ansatz gener-
ates two distinct types of states, namely, valley polarized
state with QAHE and valley unpolarized state without
QAHE, which are energetically degenerate at this par-
ticular filling, but it is conceivable that a short-range
atomic scale interaction (not included in our Hamilto-
nian H) may break this degeneracy. We calculate the
T = 0 HF energy gap ∆HF between empty and occupied
bands, as shown in Fig. 2(a). A positive ∆HF indicates
the above ansatz is a good candidate for ground states
at least in the HF approximation. As expected, ∆HF
decreases with increasing dielectric constant  because
of the decreasing interaction strength. ∆HF has a strong
filling factor dependence, mainly because the Hartree self
energy varies strongly with the electron density [28]. The
gap ∆HF at ν = 3 is smaller compared to those at ν = 1
and 2 for small , but this order is reversed for large .
By fitting to the experimental ν = 3 gap (∼ 2 meV) re-
ported in Ref. [8], we estimate  to be about 30 in our
model. With this value of , we find that the ν = 1
and 2 states are not fully gapped in contrast to ν = 3,
which is consistent with experimental findings in Ref. [8].
Therefore, our minimal model does capture the essential
experimental phenomenology [8] provided  is tuned to
simulate screening of Coulomb interaction, most likely by
all the other moire´ bands neglected in our theory.
We show the calculated mean-field ferromagnetic tran-
sition temperature TMF at ν = 3 in Fig. 2(b). TMF( =
30) is about 22 K, which is larger than the experimental
Curie temperature (∼9 K) [8]. We argue that this dis-
crepancy is due to valley wave excitations, which limit
the valley ordering temperature, as will be discussed in
the following. The anomalous Hall conductivity at ν = 3
is quantized to e2/h at T = 0, and has a weak T depen-
dence at low temperatures as shown in Fig. 2(b).
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FIG. 4. Excitation spectrum for ν = 3 valley magnon states
[inset in (a) for illustration]. The blue lines in (a) and (b)
represent the gapped valley wave mode.
Spin wave.— We examine the stability of the QAHF
by studying the collective excitation spectrum. The spin
magnon state at ν = 3 can be parametrized as follows
|Q〉S =
∑
k
zk,Qc
†
k+Q,+,↓ck,+,↑|ν = 3〉 (3)
where |ν = 3〉 is the QAHF state in which only the valley
+K and spin ↓ band is empty, zk,Q are variational pa-
rameters, and Q defined within the first moire´ Brilouin
zone is the momentum of the magnon. In the magnon
state |Q〉S , we make a single spin flip from the occupied
spin ↑ band to unoccupied spin ↓ band within the same
+K valley. Variation of the magnon energy with respect
to zk,Q leads to the following eigenvalue problem
ES(Q)zk,Q =
∑
k′
H(Q)kk′ zk′,Q,
H(Q)kk′ = (Ek+Q,+,↓ − Ek,+,↑)δk,k′ −
1
A
V
(++)
k′(k+Q)(k′+Q)k,
(4)
where the first part in H(Q)kk′ is the quasiparticle energy
cost of the particle-hole transition, and the second part
represents the electron-hole attraction. Equation (4) is
typically called the Bethe-Salpeter equation, representing
repeated electron-hole interactions (”ladder diagrams”),
in the context of excitons in semiconductors; here it gives
rise to the spin wave spectrum. We note that H(Q)kk′ is not
gauge invariant (except at Q=0) due to the phase ambi-
guity of the Bloch wave function. However, only closed
loops in the momentum space appear in the character-
istic polynomial of H(Q)kk′ , making its eigenvalues gauge
invariant[67].
We numerically solve Eq. (4), and show the spin ex-
citation spectrum in Fig. 3. The lowest energy mode
(spin wave) is gapless at Q = 0, which is expected from
the Goldstone’s theorem, as the continuous spin SU(2)
symmetry is spontaneously broken in the QAHF. Be-
cause of the spin SU(2) symmetry, the spin flip opera-
tor
∑
k c
†
k,τ,↓ck,τ,↑ commutes with the Hamiltonian H.
Therefore, zk,Q = 1 for any k is an exact zero-energy
4solution to Eq. (4) at Q = 0. The overall spin excitation
spectrum is nonnegative in the parameter space that we
have explored ( up to 30), showing the stability of the
QAHF at ν = 3 against spin wave excitations.
The spin wave mode can be phenomenologically de-
scribed using an O(3) nonlinear sigma model [68]
LS = −
∫
d2r
{~n0
2
A[m] · ∂tm+ ρs
2
(∇m)2
}
, (5)
where the unit vector m represents the local spin polar-
ization, A[m] is the effective spin gauge field defined by
∇m×A[m] = m, and ρs the spin stiffness. We estimate
ρs by fitting the numerical spin wave spectrum around
Q = 0 shown in Fig. 3 to the analytical spin wave disper-
sion ESW = (2ρs/n0)Q2 given by Eq. (5). Besides spin
waves, the Lagrangian LS also supports skyrmion exci-
tations, which are expected to be charged in the case of
QAHF, similar to the QHF case [63]. A pair of skyrmion
and antiskyrmion has a total energy cost of ∆pair = 8piρs.
We calculate ∆pair using ρs estimated from the spin wave
spectrum, and find that ∆pair is comparable in magni-
tude to ∆HF, but the former is larger at ν = 3, as shown
in Fig. 2(a). We find that the same (∆pair > ∆HF) is also
true at ν = 1 and 2 for spin maximally polarized states.
By comparison, ∆pair is half of ∆HF for the ν = 1 quan-
tum Hall ferromagnet in the lowest Landau level with
Coulomb interaction [63]. An important difference here
with the lowest Landau level is that electron density in
the moire´ band is spatially nonuniform with modulation
within the moire´ unit cell, and both the Hartree and Fock
self energies modify the moire´ bandwidth. Based on our
numerical results, we conclude that the lowest charged
excitation energy is determined by the HF gap in the
TBG QAHF within our theoretical model.
Valley wave.— Besides spin magnon states, there are
also valley magnon states with a single valley flip
|Q〉V =
∑
k
zk,Qc
†
k+Q,+,↓ck,−,s|ν = 3〉, (6)
where s can be either ↑ or ↓, since both spin compo-
nents in −K valley are fully occupied in |ν = 3〉. States
|Q〉V with s =↑ and ↓ are energetically degenerate for
the Hamiltonian H, because it actually has an enlarged
spin SU(2)×SU(2) symmetry (independent spin rotation
within each valley). The corresponding Bethe-Salpeter
equation is given by
EV (Q)zk,Q =
∑
k′
W(Q)kk′ zk′,Q,
W(Q)kk′ = (Ek+Q,+,↓ − Ek,−,s)δk,k′ −
1
A
V
(−+)
k′(k+Q)(k′+Q)k,
(7)
which leads to the valley excitation spectrum in Fig. 4. In
contrast to the spin excitation spectrum, the lowest valley
excitation mode (valley wave) is gapped, consistent with
the fact that there is no continuous symmetry broken in
the valley pseudospin space. The positive-energy valley
wave indicates the robustness of ν = 3 QAHF against
small variation in the valley space, which agrees with
previous finding that the valley polarized state is ener-
getically more favorable than the valley coherent state
[52]. The valley wave can again be described by an O(3)
nonlinear sigma model but with an Ising anisotropy
LV = −
∫
d2r
{~n0
2
A[pi] · ∂tpi − upi2z +
ρz
2
(∇piz)2
+
ρ⊥
2
[(∇pix)2 + (∇piy)2]
}
,
(8)
where the unit vector pi represents the local valley polar-
ization (piz for valley Ising order and pix,y for valley coher-
ent order), u > 0 captures the Ising anisotropy, ρz,⊥ are
anisotropic valley stiffness, and other terms are similar
to those in Eq.(5). The analytical valley wave disper-
sion is EVW = ∆V + (2ρ⊥/n0)Q2, where ∆V = 4u/n0.
Therefore, we can estimate u and ρ⊥ using the numerical
valley excitation spectrum in Fig. 4.
Because of the Ising anisotropy, there can be valley
domain excitations. We make a domain wall ansatz
(pix, piy, piz) = [sech(x/λ), 0, tanh(x/λ)], and its energy
cost is minimized by taking the domain wall width λ to be√
(ρ⊥ + 2ρz)/(6u). The domain wall energy per length
is then J = 4uλ. We note that this domain wall sep-
arates regions with opposite Chern numbers, and binds
one-dimensional chiral electronic states. The valley Ising
ordering temperature limited by the proliferation of do-
main walls can be estimated to be [69, 70]
kBTDW =
2
ln(1 +
√
2)
Jλ ≈ 2.62
( λ
aM
)2
∆V , (9)
where aM is the moire´ period. ∆V can be directly ex-
tracted from the valley wave spectrum, but λ can not
because EVW has no dependence on ρz. Since aM is
the lattice scale in our problem, we argue that the do-
main wall width λ is larger than aM , and therefore, we
estimate that kBTDW > 2.62∆V . On the other hand,
valley waves are already thermally excited when kBT ex-
ceeds ∆V . Therefore, we conclude that the valley or-
dering temperature TV is mostly limited by valley waves
instead of domain walls, and estimate kBTV from the val-
ley wave minimum energy. The resulting TV is shown in
Fig. 2(b), which is below the mean-field transition tem-
perature TMF. For a zero-temperature charged excitation
gap of 2 meV, we find a corresponding TV of about 11 K,
which compares well with the experimental Curie tem-
perature [8]. Although this good quantitative agreement
with experiment might be a coincidence, our work es-
tablishes the emergent TBG QAHF to be likely a valley
Ising ordered state.
Discussion.— In summary, we present a microscopic
theory for spin and valley waves of QAHF in TBG, and
demonstrate that the excitation spectra provide impor-
tant information about the stability of mean-field state,
5the transport energy gap, and the valley ordering temper-
ature. Overall we find that TBG QAHF is quite robust,
consistent with the experimental observation [8]. Besides
ferromagnetism, flat moire´ bands can host a rich set of
broken symmetry states, for examples, superconductivity
and density wave. Our theory can be generalized to col-
lective modes of other broken symmetry states in moire´
materials.
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Note added. While this paper was being written, three
related arXiv preprints [71–73] appeared. In this paper
we addressed valley ordering temperature limited by val-
ley wave excitations, which has not been studied previ-
ously in TBG to our knowledge.
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