Abstract-The communication complexity of achieving secret key (SK) capacity in the multiterminal source model of Csiszár and Narayan is the minimum rate of public communication required to generate a maximal-rate SK. It is well known that the minimum rate of communication for omniscience, denoted by RCO, is an upper bound on the communication complexity, denoted by RSK. A source model for which this upper bound is tight is called R SK -maximal. In this paper, we establish a sufficient condition for RSK-maximality within the class of pairwise independent network (PIN) models defined on hypergraphs. This allows us to compute RSK exactly within the class of PIN models satisfying this condition. On the other hand, we also provide a counterexample that shows that our condition does not in general guarantee RSK-maximality for sources beyond PIN models.
communication complexity for two terminals in terms of an interactive common information, a type of Wyner common information [16] . Our previous work [10] involved extension of Tyagi's results to the case of m > 2 terminals. Specifically, we gave a lower bound [10, Theorem 2] on the communication complexity using a multiterminal variant of Tyagi's interactive common information. We were able to evaluate this lower bound only in the very special case of a complete graph pairwise independent network (PIN) model in which we additionally imposed linearity restrictions on the public communication allowed [10, Theorem 6] .
A different approach to analyzing R SK can be found in [3] , [4] . These follow up on the work in [5] , which studied oneshot SK generation (i.e., each component of the source just gives out one symbol instead of a sequence of i.i.d. symbols) in a hypergraph PIN model, and evaluated the corresponding one-shot SK capacity [5, Theorem 6] . This result also used communication for omniscience for attaining the one-shot SK capacity, but did not address the issue of communication complexity. This isssue was addressed in the subsequent work [4] , which characterized the communication complexity of achieving one-shot SK capacity under linearity restrictions on the communication. The characterization was in terms of "minimum connected dominating edge sets" of hypergraphs [4, Theorem 11] . While the general problem of determining the unrestricted communication complexity was left open, it was shown that removing the linearity restriction can strictly reduce the communication complexity in some cases [4, Theorem 4] .
The main contribution of this work is the identification of a sufficient condition under which a certain class of hypergraph PIN models (of which the simple graph PIN models of [14] form a subclass) can be shown to be R SK -maximal. Thus, for this class, we have R SK = R CO , and the latter can be explicitly computed in terms of the parameters of the underlying hypergraph. This yields the first explicit computation of the (unrestricted) communication complexity R SK for a multiterminal source model with more than two terminals. This greatly extends our earlier results from [10] , and also, in a sense, partially extends the one-shot results of [4] to the i.i.d. source sequence model. However, it is also shown via a counterexample that our condition does not guarantee R SKmaximality for sources beyond the PIN model.
The rest of the paper is structured as follows. Section II presents the required definitions and notation. Section III identifies a class of hypergraph PIN models which are R SKmaximal. Section IV shows using a counterexample that the results of Section III do not extend to a general multiterminal setting. The paper concludes with some remarks in Section V.
II. PRELIMINARIES
We will follow the notation and description of [10] . Throughout, we use N to denote the set of positive integers. Consider a set of m ≥ 2 terminals denoted by M = {1, 2, . . . , m}. Each terminal i ∈ M observes n i.i.d. repetitions of a random variable X i taking values in a finite set X i . The n i.i.d. copies of the random variable are denoted by X n i . The random variables X 1 , X 2 , . . . , X m need not be independent. For any subset A ⊆ M, X A and X n A denote the collections of random variables (X i : i ∈ A) and (X n i : i ∈ A), respectively. The terminals communicate through a noiseless public channel, any communication sent through which is accessible to all terminals and to potential eavesdroppers as well. An interactive communication is a communication f = (f 1 , f 2 , · · · , f r ) with finitely many transmissions f j , in which any transmission sent by the ith terminal is a deterministic function of X n i and all the previous communication, i.e., if terminal i transmits f j , then f j is a function only of X n i and f 1 , . . . , f j−1 . We denote the random variable associated with f by F; the support of F is a finite set F. The rate of the communication F is defined as 1 n log|F|. Note that f, F and F implicitly depend on n. Definition 1. A common randomness (CR) obtained from an interactive communication F is a sequence of random variables J (n) , n ∈ N, which are functions of X n M , such that for any 0 < < 1 and for all sufficiently large n, there exist
we say that the terminals in M have attained omniscience. The communication F which achieves this is called a communication for omniscience. We denote the minimum rate of communication for omniscience by R CO .
Definition 2. A real number R ≥ 0 is an achievable SK rate if there exists a CR K (n) , n ∈ N, obtained from an interactive communication F satisfying, for any > 0 and for all sufficiently large n, I(K (n) ; F) ≤ and
The SK capacity is defined to be the supremum among all achievable rates. The CR K (n) is called a secret key (SK).
From now on, we will drop the superscript (n) from both J (n) and K (n) to keep the notation simple. The SK capacity can be expressed as [6, Section V], [2] 
where B is the set of non-empty, proper subsets of M, and λ = (λ B : B ∈ B) ∈ Λ iff λ B ≥ 0 for all B ∈ B and for all i ∈ M, B:i∈B λ B = 1. It is a fact that
Other equivalent characterizations of I(X M ) exist in literature. Theorem 1 of [6] shows that 
the minimum being taken over all partitions
The partition {{1}, {2}, . . . , {m}} consisting of m singleton cells will play a special role in the later sections of this paper; we call this the singleton partition and denote it by S. The sources where S is a minimizer for (3) will henceforth be refered to as Type S sources. The following proposition from [11] gives us an algorithm to verify whether a source is Type S.
c }. Then we have
A better (strongly polynomial-time) algorithm to calculate the minimizing partition of (3) has been described in [1] . However, Proposition 1 above is more suited for the purposes of this paper.
We are now in a position to make the notion of communication complexity rigorous.
Definition 3. A real number R ≥ 0 is said to be an achievable rate of interactive communication for maximal-rate SK if for all > 0 and for all sufficiently large n, there exist (i) an interactive communication F satisfying 1 n log|F| ≤ R + , and
We denote the infimum among all such achievable rates by R SK .
The proof of Theorem 1 in [6] shows that there exists an interactive communication F that enables omniscience at all terminals and from which a maximal-rate SK can be obtained. Therefore, we have R SK ≤ R CO < ∞.
In [10] the communication complexity was lower bounded using extensions of proof techniques developed in [15] . The lower bound involves a quantity called the interactive common information rate, a special case of the Wyner common information rate [16] extended to a multiterminal setting. We will now define formally what these quantities are. In order to do so we need the following extension of the definition of I(X M ) given in (1): for any random variable L, and any n ∈ N, we define
where Λ * ⊂ Λ is the set constituting of optimal λ ∈ Λ for the linear program in the definition of I(X M ) in (1). 2 It follows from Proposition II in [9] 
The definition in (4) requires a note of explanation. The quantity I(X n M |L) is an extension of the conditional mutual information to a multipartite setting. The choice of this quantity comes from the following fact: I(X n M |L) = 0 implies that for any partition P = {A 1 , A 2 , . . . , A } of M which is a minimizer in (3), the random variables, X n A1 , X n A2 , . . . , X n A are conditionally independent given L. In other words, given the random variable L, the random variables in X n M are conditionally independent across the cells of any minimizing partition P of M. To see this, note that for the partition P which is a minimizer in (3), it was shown in [2] that there exists a λ (P) ∈ Λ * given by λ M |L) will be discussed in greater detail in a longer version of this paper currently under preparation [13] .
Definition 4. A (multiterminal) Wyner common information (CI
where F is an interactive communication and J is a CR obtained from F.
Again, we shall drop the superscript (n) from L (n) for notational simplicity. Wyner common informations L do exist: for example, the identity map L = X n M is a CI W . To see that CIs (J, F) also exist, observe that J = X n M and a communication F enabling omniscience constitute a CI W , and hence, a CI.
Definition 5.
A real number R ≥ 0 is an achievable CI W (resp. CI) rate if there exists a CI W L (resp. a CI L = (J, F)) such that for all > 0, we have 1 n H(L) ≤ R + for all sufficiently large n.
We denote the infimum among all achievable CI W (resp. CI) rates by CI W (X M ) (resp. CI(X M )).
To ensure that CI(X M ) < ∞, existence of a (J, F) pair which is a CI W is needed. Such a pair indeed exists, as the proof of [6, Theorem 1] shows that there exists an interactive communication F from which a CR J = X n M is obtained, with L = (J, F) being a CI W , as discussed after Definition 4.
The proposition below records the relationships between some of the information-theoretic quantities defined so far. 2 The maximization carried out in (4) was not originally present in [10] . The maximization has been brought in here to make the quantity I(X M |L) well defined. It can be easily seen that under this modified definition the results of [10] are still valid.
Proposition 2. [10, Proposition 1] For any source
We conclude this section by stating the lower bound on communication complexity as derived in [10] :
By Proposition 2, the lower bound above is non-negative.
III. R SK -MAXIMALITY IN UNIFORM HYPERGRAPH PIN MODELS
This section contains the main result of this work. First we will quickly introduce the hypergraph PIN model. The model is defined on an underlying hypergraph H = (V, E) with V = M, the set of m terminals of the model, and E being a collection of hyperedges, i.e., subsets of V. For n ∈ N, define H (n) to be the multi-hypergraph (V, E (n) ), where E (n) is the multiset of hyperedges formed by taking n copies of each hyperedge of H. Associated with each hyperedge e ∈ E (n) is a Bernoulli(1/2) random variable ξ e ; the ξ e s associated with distinct hyperedges in E (n) are independent. With this, the random variables X n i , for i ∈ M, are defined as X n i = (ξ e : e ∈ E (n) and i ∈ e). When every e ∈ E satisfies |e|= t, we call H a t-uniform hypergraph. We will show that any Type S uniform hypergraph PIN model is R SK -maximal. Proof: Observe thatλ ∈ Λ. Putting λ =λ in (1) we have
, as S is a minimizer in (3). Thusλ is optimal, i.e.,λ ∈ Λ * .
Lemma 6. For any t-uniform hypergraph PIN model and any function L of X n M we have:
The lengthy proof of this lemma is omitted due to space constraints. The proof can be found in [12] . We now proceed to prove Theorem 4.
Proof of Theorem 4: For any Type S source X M , we have
where (6) follows from (4) and Lemma 5. Now assume that X M arises from a PIN model defined on a t-uniform hypergraph H = (V, E), and consider any function L of X n M . This allows us further simplification of (6):
the equality (7) using the facts that H(X 
Now from Theorem 3 we have R SK ≥ CI(X M ) − I(X M ). Hence we have
where the last equality is from (2). But we also have R SK ≤ R CO , as pointed out in Section II, which proves that R SK = R CO .
To obtain the exact expression for R CO , we note that by (2) and (3)
. This simplifies to the expression stated in the theorem using the facts (already mentioned above) that H(X M ) = |E| and
We will now show that there indeed exist Type S t-uniform hypergraph PIN models. Call K m,t = (V, E) a complete tuniform hypergraph on m vertices when e ⊂ V is contained in E iff |e|= t. Using Proposition 1 we show that complete t-uniform hypergraph PIN models are Type S. So first consider |B| ≥ t. Under this condition we see that
Thus,
where (12) holds as |B| ≤ m − 2. Next consider |B| < t. Under this condition we have
Thus, using (10) and (11) we have
Using Proposition 1, (12) and (13), we have the result.
Remark. There is in fact a broad class of ordinary graph (t = 2) PIN models which are Type S. Corollary 7.2 of [11] showed that the PIN model on the complete graph on m vertices, K m , is Type S. Using Proposition 1, it can be easily verified that the Harary graph PIN model (see [8] ), which contains the complete graph PIN model and the PIN model on the m-cycle as subclasses, is Type S.
IV. ARE ALL TYPE S SOURCES R SK -MAXIMAL? Section III showed that Type S PIN models are R SKmaximal. A natural question that arises is whether all Type S sources are R SK -maximal. The answer turns out to be "No" as seen in the following counterexample. 
