Abstract-A number of upper and lower bounds are obtained for K( n, R), the minimal number of codewords in any binary code of length n and covering radius R. Several new constructions are used to derive the upper bounds, including an amalgamated direct sum construction for nonlinear codes. This construction works best when applied to normal codes, and we give some new and stronger conditions which imply that a linear code is normal. An upper bound is given for the density of a covering code over any alphabet, and it is shown that K(n + 2,R + 1) 5 K(n, R) holds for sufficiently large n.
I. INTRODUCTION T HE COVERING
radius of binary linear codes has been extensively studied (see for example [5] and [lo] ). The present paper is mostly devoted to the covering radius of binary nonlinear codes, although we also include some results for linear codes and nonbinary codes.
The study of nonlinear covering codes began around the same time as the study of error-correcting codes, in the work of Taussky and Todd [30] , [31] , Mattioli [21] , Mauldon [22] , and Zaremba [35] , [36] . Further results were obtained by Kalbfleisch, Stanton, and various coauthors in a series of papers [12] , [13] , [26] - [29] , and by others [7] , [18] . This work mostly dealt with codes of covering radius 1 over various alphabets and was independent of the early work on the covering radius of linear codes described in [5] . Several papers have treated linear or nonlinear ternary codes of covering radius 1, the so-called football pool problem (see for example [8] , [14] , [26], and [33] ).
Summary of Results
Let K(n, R) denote the minimal number of codewords in any binary (linear or nonlinear) code C of length n and covering radius R. In Section II we give a number of lower bounds on K(n, R) which improve on the sphere bound. Theorems 1 and 2 are lower bounds that are based on finding an error-correcting code embedded in C. Section II-B introduces the notion of a balanced code and shows that good covering codes cannot be too unbalanced . An inductive argument then shows that K(2R Manuscript received June 20, 1985; revised December 30. 1985 G. D. Cohen and A. C + 2, R) 2 4 and K(2R + 3, R) 2 7 (Theorems 7 and 8).
In Section II-C we study the inequalities that a covering code must satisfy, and we give a general linear programming bound (Theorem 9). Theorem 10 establishes the particular values K(8,2) 2 9, K(9,2) 2 13, and K(10,3) 2 8. Section III deals with upper bounds on K(n, R). In Section III-A we introduce the notion of a pieceM]ise constant code and thus construct codes which show that K(5,l) = 7, K(6,l) = 12, K(2R + 3, R) = 7, K(2R + 4, R) I 12, and K(ll,l) I 192. The concept of a normal linear code was introduced in [lo] , and in Section III-B we extend this to nonlinear codes and define the corresponding amalgamated direct sum (ADS) construction (see Theorem 11). This leads to a number of new codes, proving that K(11,2) I 56, K(12,2) I 96, etc. Two other constructions are described in Sections III-C and -D. The former starts with a code that has the so-called partitioning property, and in some cases provides an alternative to the ADS construction (Theorem 12). Section III-D describes a variation on the ]u]u + u] construction that is effective for codes with R = 1 (Theorem 13). Section III-E gives a brief summary of the results on K(n, R), and in particular gives a table of K(n, R) for n I 23, R I 4 ( Table I ). The only earlier table we have seen is in [12] , for n 2 8 and R = 1.
The ADS construction works best when applied to normal codes, and in Section IV we give a series of conditions that imply that certain linear codes are normal, considerably strengthening the results in [lo] . The principal result is that a code of length n I 12, or dimension k I 2, or minimal distance d _< 3, or covering radius R I 2, must be normal (Theorem 32).
The final two sections are concerned with the conjecture that, for R # n, K(n + 2, R + 1) < K(n, R) and certain related conjectures. Theorems 33-35 and Corollary 39 show that the conjecture holds for sufficiently large n. The last section deals with covering codes over arbitrary alphabets and introduces the density of a covering. It is shown that for a fixed alphabet size and fixed covering radius, as n + 00 the density is independent of n (Theorems 36 and 38). R --H;'(l -A) as n -+ co. n
So no asymptotic improvement on (1) is possible (for fixed positive rate). But for particular values of n and R it is often possible to improve on (1). The improvements can be roughly divided into four classes: 1) improved counting methods, using an embedded error-correcting code; 2) using induction and the notion of a balanced code; 3) using linear inequalities; and 4) improvements specifically for linear codes. We shall not discuss 4) here but instead refer the reader to [5] 
provided the denominator is positive.
Proof: Suppose C has covering radius R, and let C,, be a maximal subcode of C with minimal Hamming distance at least 2R + 1. (If 2R + 1 > n, we take C, to contain a single codeword.) The spheres of radius R around codewords of C, are disjoint, so C, covers (i.e., is within distance I R of) precisely IM(l + (y) + ... +(;j) (5) vectors. Let C, = C\ C, denote the remaining codewords.
For ci E C,, let (p(ci) denote the number of vectors in IF," covered by ci that are not already covered by C,,. Since C, 'is maximal, there is at least one codeword (ca say) in C, at distance I 2R from ci. Then +(c,) takes its maximal value when there is just one such ca, and that ca is at distance 2 R from ci. When d(c,, cl) = 2 R, there are vectors at distance R from both c0 and ci. Therefore Remarks: a) Provided the denominator is positive, (4) is always at least as good as the sphere bound (1). b) If the exact value of A( n, 2 R + 1) is not known, an upper bound on it may be used in (4). c) The entries marked b in Table  I at the end of Section III were obtained from (4). IT-32, NO. 5, SEPTEMBER 1986 Proof: As in Theorem 1 we first choose a maximal Theorem 3: Let C have covering radius R and length subcode Co of minimal Hamming distance 2 2R + 1. In nkR+l.Then C \ C, we choose a second maximal subcode C, of minimal Hamming distance L 2R + 1 and let C, denote the remaining codewords. Equations (5) and (6) still apply. For M,(a) 2 2"-' -,CIR21 ( n ; ' j i=o c2 E C,, let $(cq) denote the number of vectors in [F," n-l covered by c2 that are not already covered by Co or C,.
i 1 (9) R Cp(cz) takes its maximal value when there are codewords for alI i and a. c0 E C,, ci E C, in one of the following three configurations:
The case R = 1 was given in [29] . In each case we find +h) s t (7) -3( 2RR_;). .j=O
j=o and (7) follows.
Remarks: a) Neither of (4) or (7) is always better than the other. b) Again an upper bound on A(n, 2R + 1) may be used if the exact value is unknown. c) The entries marked c in Table I were obtained from (7). [x] denotes the largest integer less than or equal to X. We conjecture (but cannot prove) that among the codes with K(n, R) codewords there is always one that is balanced. whenever the denominator is positive (and with the usual convention that an empty sum is zero).
B. Balanced Codes and Induction
Again the case R = 1 was given in [29] .
Proof: Let us consider how the 2"-2 vectors with xi = 0, x, = 0 are covered. Instead of (10) we obtain
The next theorem shows that codes cannot be too unbalanced. Let M,(a) be the number of codewords (ci .* . There is a similar result for pairs of columns. Another useful result on pairs of columns is the following.
Theorem 5: If C has length n + 2, covering radius R + 1, and fewer than K(n, R) codewords, then Mij(ab) 2 1 for all i, j,,a, b. In other words in any pair of coordinates there are codewords which assume all four possible values 00, 01, 10, and 11.
Proof: Suppose the first two coordinates are being considered, that is, i 7 1, j = 2, and assume there is no codeword beginning with,OO; . . , that is, M12(OO) = 0. Let C, be the projection of C onto the first two coordinates, and C, the projection onto the last n coordinates. Since 00 is at distance 2 1 from C,, CR(C,) 2 1. By hypothesis, CR(C,) 2 R + 1. Therefore CR(C) 2 CR(C,) + CR(C,) 2 R + 2, a contradiction. 
The columns are distinct, by (17). Ignore the first row. The five columns of length 5 each contain exactly two zeros and are therefore described by a subset of five edges from the complete graph on five vertices (the positions of the two zeros in a column specify an edge). It is easily verified that there are six ways to choose these five edges (one of which, corresponding to a five-cycle, is shown in (18)) and that none of these six codes has covering radius 1. (For example 11111 is at distance 2 from (18).) Thus K(5,l) 2 7. For R = 2, suppose C is a (7,6) R = 2 code. From Corollary 6 we know M,(a) 2 2 for a = 0,l. a) Suppose C contains at least two unbalanced coordinates, From Theorem 5 this implies (without loss of generality) that the array of codewords begins 0 0 . (24 The following inequalities were used by Stanton and Kalbfleisch [28] . If CR(C) = 1, then, since every vector must be within distance 1 of the code, we have (n -i + l)Aipl + Ai + (i + l)Ai+I 2 1 , (23) i 1 for i = 0; . a, n (with the convention that A, = 0 for j < 0 or j > n). If CR(C) = 2, then r-i+') AiA2 + (n -i + l)A,_i + (1 + in -i2)Aj
for i = 0; . a, n. There are similar expressions for larger values of the covering radius.
By averaging over C, using (20), we see that the same inequalities hold for the a,. For example, if CR(C) = 1, then
The a, must also satisfy the Delsarte inequalities [20, ch. 171:
i=o for k = 0; . ., n, where Pk(x) is a Krawtchouk polynomial.
The problem of finding a good covering code therefore leads to the following linear programming problem: minimize a, + a, + ... +a, subject to (22), (25) 
It is easy to verify by computer that (27) and (28) have no integer solutions. b) Again there are no solutions. C) Suppose C is a (10,7) R = 3 code, and take A, = 1. The equations analogous to (23) and (24) 
and we also have
OsA,s6(1sis9) 0 s A,, I 1.
Equations (29) and (30) have four integral solutions, namely i: 0 1 2 3 4 5 6 7 8 9 10 10002300100 10010220100. A;: 10011121000 10012101100
We must show that these are impossible. Let n4 := 84A, + 28A, + 70A, + 25A, +55A, + 15A, + 35A,, so the first inequality in (29) reads n4 2 210. For the first solution n4 = 215, so only five vectors of weight 4 may be covered twice. Now two codewords of weight 5 and distance I 6 apart cover at least 9 vectors of weight 4 twice. Therefore the three codewords of weight 5 must have mutual distances at least 8 apart, which is impossible. Similar arguments, of no greater difficulty, eliminate the other three cases.
Remark: Stanton and Kalbfleisch [28] , [29] showed that K(6,l) 2 12, K(8,l) 2 32, K(9,l) 2 54, and K(lO,l) 2 96. K(9,l) r 54 follows immediately from Theorem 1, and K(lO,l) 2 96 is weaker than the bound of 97 obtained from Theorem 1 (see Table I at the end of Section III).
III. UPPER BOUNDS A. Piecewise Constant Codes
We introduce a new family of codes, piecewise constant codes, defined as follows, The length n is partitioned as n = n, + n2 + ... +n, (say), and each codeword c is partitioned in the same way, as
where length (cc") = ni. Then C is a piecewise constant code if it has the property that if C contains one word with wt(P) = Wl,"', wt(c(')) = WY, then it contains all such words.
In other words the automorphism group of C contains all permutations in the first block of n, coordinates, all permutations in the second block of n2 coordinates, and so on. For example, Fig. 1 shows a piecewise constant code of length 5 corresponding to the partition 5 = 2 + 3. There Piecewise constant codes have the desirable property that the covering radius R is easy to calculate from this array of cells. This is because R is simply the maximal distance of any cell from the code (i.e., from the nearest circled cell), when the distance between two cells is measured in the Manhattan metric. In Fig. 2 the Manhattan distance between two cells is the number of horizontal and vertical steps needed to move from one to the other.
In general a piecewise constant code corresponding to a partition n = n, + . . . + n, is described by a t-dimensional array of cells, and the Manhattan distance between two cells (w,; .e, wI) and (w;;. a, w;) is Jwl -w;i + . . . + Iw f -NJ;\. In Fig. 2 it is clear that every cell is within Manhattan distance 1 of a circled cell, so the covering radius is 1. Thus K(5.1) I 7, and in view of VOL. IT-32, NO. 5, SEPTEMBER 1986 Theorem 8 this is optimal: K(5,l) = 7. This code was first found in 1948, using a different method, by Taussky and Todd [30] and was shown to be unique by Stanton and Kalbfleisch [28] . Kj2R + 4, R) < 12,
A second example of a piecewise constant code is given in Figs. 3 and 4 . This corresponds to the partition 6 = 3 + 3 and contains 12 codewords. Fig. 4 shows the "spheres" of Manhattan radius 1 around the codewords, proving that R = 1. Thus K(6,l) = 12. A code with 12 codewords and \ R = 1 was found by Stanton and Kalbfleisch in [28] , but there is an error in the published version of their code (it has R = 2), so we cannot tell if the codes are equivalent. Piecewise constant codes partitioned into t < 4 parts can be constructed by hand. It makes an amusing puzzle to try a,td place pennies on the cells so as to minimize the sum of the numbers under the pennies while ensuring that every cell is within Manhattan distance R of some penny. The reader may like to try finding an (8,15) R = 2 code, based on the partition 8 = 4 + 4. (Since we shall construct a better code in the following section, we omit the solution.)
We now give two further examples. Fig. 5 shows a piecewise constant (2R + 3,7)R code, based on the partition n = (2R -1) + 3 + 1 into three parts. The figure shows certain key boundaries of the Manhattan spheres of radius R, enough to show that all the points are covered. In view of Theorem 8, this proves that K(2R + 3, R) = 7 (34 for R = 1,2, . . . . Fig. 6 shows a code that establishes based on the partition n = (2R /-2) + 3 + 3. Again we show the most important boundaries of the spheres around the codewords. Our final example in this section is an (11,192) R = 1 code, obtained by combining a piecewise constant code and a Steiner system. The codewords are written c = (co), cc2)), where length (c(l)) = 6 and length (cc2') = 5, and consist of the following: all 5 words with wt( c(l)) = 0, wt( d2)) = 1 all 10 words with wt (c(l)) = 0, wt( cc2)) = 2 all 15 words with wt(c(')) = 2, wt(c@)) = 0 the 66 blocks of the Steiner system S (4, 5, 11) and the complements of all the above words.
(34)
The vectors of weight _< 3 and 2 8 are covered by the piecewise constant part of the code, as shown in Fig. 7 . Vectors of weight 4 are covered by the Steiner system. Vectors of weight 5 are either in the Steiner system or are If the weight of every codeword is even, N can be taken to be even (but not conversely).
Many examples of normal linear codes are given in [lo], and further examples will be found in Section IV. It is easily verified by computer that the (5,7)1, (6,12)1, and (11,192)1 nonlinear codes constructed in the previous section are normal, and all coordinates are acceptable.
Normal codes may be combined efficiently using the amalgamated direct sum construction, introduced in [lo] for linear codes. Let A be an (nA, MA) R, normal code in which the last coordinate is acceptable and Ap), Ain~) are nonempty, and let B be an (nB, MB) R, normal code in which the first coordinate is acceptable and Bf), B$') are nonempty. Then their amalgamated direct sum (ADS) covered by one of the complementary blocks (since the blocks and their complements together form the Steiner system S(5,6,12) with one coordinate deleted). Thus
B. Normal Codes and the ADS Construction
The concept of a normal linear code was introduced in [lo] and is easily extended to nonlinear codes. Let C be an arbitrary binary code of length n and covering radius R. For i = 1; . ., n, a = 0,l let Cii) denote the subset of codewords (ct, . . . , c,) with ci = a, and for an arbitrary vector x E IF: let
(with the convention that f,")(x) = n if C,") is empty). Then
is called the norm of C with respect to the ith coordinate. If NC') 2 N (37) for at least one coordinate i, we say that C has norm N, and coordinates i for which (37) holds are called acceptable. Finally, a code is normal if it has norm N satisfying
Remark: In order for Theorem 11 to hold, we deliberately do not' insist that equality holds in (37) for some i. This means that if a code has norm N, it also has norm N + 1, N + 2, . -. . Of course we always choose N as small as possible.
The following properties now follow exactly as in [lo] . A code of norm N has covering radius A code is normal if and only if we can take N=2Ror2R+l.
'This definition of norm differs slightly from that given in [lo] . The present definition is preferable, for otherwise in the ADS construction it is not clear that the overlapping coordinate is always acceptable (cf. Theorem 11).
is the code of length nA + nB -1 consisting of the codewords 
If the covering radius of A 6 B is R, + R,, then A & B is normal.
Proof: Let C = A 6 B, of length n := nA + n, -1 and covering radius R,. Equation (42) 
so R, I R, + R,. Finally, if R, = R, + R,, norm(C) I 2R, + 1 follows from (45). Examples of Amalgamated Direct Sums: 1) (5,7)1 6 (3,2)1 = (7,7)2 (7,7)2 &(3,2)1 = (9,7)3 (9,7)3 &(3,2)1 = (11,7)4 and so on. These are piecewise constant codes, and are shown in Fig. 5 . 2) (6,12)1 &(3,2)1 = (8,12)2 (8,12)2 6 (3,2)1 = (10,12)3 and so on. This is a different sequence of (2R + 4,12) R piecewise constant codes from that shown in Fig. 6. 3) (5,7)1 & (7,16)1 = (11,56)2 (11,56)2 &(3,2)1 = (13,56)3 and so on. 4) (6,12)1 6 (7,16) = (12,96)2.
C. The Partitioning Property
The construction described here sometimes provides an alternative to the ADS construction, but requires that the initial code satisfies a seemingly stronger condition than normality. An (n, M)R code C is said to have the partitioning property if there is a partition of C into two nonempty subsets C' and C" such that for x E IF;'\ C', d(x, C") 2 R + 1 for x E C', d(x, C") I R + 2 for x E IF,"\ C", d(x, C') I R + 1 for x E C", d(x,C') < R + 2.
(46) For example, the (5,7)1 code of Fig. 1 has the partitioning property since we may take C' = {00000,00111,01000}, C" = {lOOOO,llOll, 11101,11110}. The (6,12)1 code of Fig. 3 also has the partitioning property. But the normal code {O", l"} does not, for n 2 5.
Theorem 12: If C is an (n, M)R code with the partitioning property, and R 2 1, then there is an (n + 2p,M)R+pcodeC* forp=0,1,2;.. . 
Proof: Equations (48) and (49) are immediate. Equation (50) is obtained from Theorem 7 and linear codes. For (51) see (32). Finally (52) follows from (33) and K(n + 1, R) 2 K(n, R).
(53) Table I gives the known bounds on K(n, R) for n I 23 and R I 4.
Key to Table I : This key indicates the simplest proof of a given result, not necessarily the earliest. Unmarked lower bounds are from the sphere bound (1). Unmarked upper Our main goal in this section is to prove Theorem 32, which considerably strengthens f) and g).
In view of Theorem 15a), we may always assume (when proving that classes of codes are normal) that C has no coordinate which is identically zero. This implies R I
[n/21. Theorem 15: a) If C is normal, then so is any code obtained by appending any number of zeros to the codewords of C.
b) If C is normal, then so is the code obtained by adding an overall parity check to C. c) If C has no coordinate which is identically zero, then norm(C) I length(C).
d) A perfect code is normal. e) A direct sum of normal codes is normal. f) If dim (C) < 2, then C is normal. g) If length (C) 5 8, then C is normal.
It is convenient to have a name for vectors for which f,"'(x) + f{"(x) is large (see (36)). A vector x is called bad for coordinate i if f$'( x) + f{"(x) 2 2R + 2.
Then C is abnormal if and only if for all i there is a vector x (depending on i) that is bad for i. The first lemma asserts that bad vectors must be "mismatched" with Cd') and C{'). Lemma 16: Suppose x = (xi . . . x,,) is bad for coordinate i and satisfies d(x, C) = R. If d(x, C,j')) = R, then x, = 1, while if d(x, C{')) = R, then x, = 0.
Proof: Otherwise complementing x, leads to a vector further than R from the code.
The next lemma gives a simple sufficient condition for normality.
Note that since C is linear, CR(C$") = CR( Cl").
Lemma 17: If C has covering radius R, and if, for some i, either CR(C,(')) I R + 2 or CR(C,"') I R + 2, then C is normal.
Proof: Assume CR(C,")) I R + 2, and suppose x is bad for i. Then either f$")(x) I R or f{')(x) I R. Now fJ')(x + c) = fJ')(x) if c E Gil 0 , while fJi)(x + c) = fj') (x) if c E C, ci). So we may assume f$')(x) I R. From (55), f{')(x) 2 R + 2. Therefore, by hypothesis, fj')(x) = R + 2 and fd')(x) = R. From Lemma 16, xi = 1. Let y be obtained by complementing the ith coordinate of x. Then fJi)(y) = R -1, f,'j)( y) = R + 3, which contradicts the hypothesis. Therefore no vector is bad for i, so norm(C) I 2 R + 1 and C is normal.
Let C have minimal distance d. Coordinate i is said to be good if
A coordinate is good if and only if it is in the support of a vector of minimal weight (so good coordinates always exist). By linearity, if i is good, then for all c1 E Cji) there is c0 E Cd') with d(c,, cl) = d. Lemmas 21 and 23 assert that if x is bad for i, not only is fJ")(x) + f{')(x) large, but the individual quantities fJ"(x) and f{')(x) cannot be too small.
Lemma 21: If C is abnormal, then for all good i, and all x bad for i,
Proof: Suppose i = 1 is good, and x is bad for i. Write C, := Cd'), C, := Cji). 1) If x E C, say x E C,, then fdi'(x) 2 2 R + 2. But since i is good, fd')(x) = d I 2 R + 1 by (58) 
Proof: Without loss of generality d(x, C) = f{')(x) s fJ"(x).
From (55), fJ")(x) 2 2 R + 2 -f:')(x). Since i is good, f$"(x) I f{')(x) + d. Therefore 2!,"'(x) = 2d(x, C) > 2R + 2 -d. To obtain further results, we distinguish'between two cases: I: every coordinate of C is repeated at least once, or II: C contains a unique coordinate.
Stated another way, in case I every column in a generator matrix for C occurs at least twice, while in case II there is at least one unique column.
Suppose C contains n, columns of one type, n 2 columns of a second type, * . . . Then S(C) := (n,, n,; . *, np) is called the signature of C (cf. [5] ). Case I obtains if and only if all n, 2 2. If R is small compared with n, then case II obtains.
Lemma 25: If R < n/3, then C contains a unique column.
Proof: Suppose the contrary, so that all ni 2 2. Write n, = 2m, + ci, ei = 0 or 1. By permuting the coordinates, we obtain a generator matrix for C of the form [AB] , where there are n(') = 2 Cm, columns in A, each column occurring an even number of times, and ncB) = Cc, columns in B. Then ncA) 2 2n('), so ncA) 2 2n/3, and (cf. al) p = 3. Then ni 2 d by (62), d 2 4 by Theorem 24, so n 2 12. If n = 12, then S(C) = (4,4,4), and c" has length 3 and dimension 3. Since c" is decomposable, so is C, and therefore C is normal by Theorem 15e). a2) p = 4. If n = 8, C is normal by Theorem 15g). If n = 9, then S(C) = (3,2,2,2), R 2 4 (by inspection), N < 9 (by Theorem EC)), and C is normal. If n = 10, S(C) is either (4,2,2,2), R = 5, normal, or (3,3,2,2) , which requires further study and is dealt with later. If n = 11, then S(C) is (5,2,2,2), (4,3,2,2), or (3,3,3,2) . The first two have R = 5 and are normal, and the latter is dealt with below. If n = 12, there are three difficult cases, (5,3,2,2), (4,3,3,2), and (3,3,3,3) . a3) p = 5. There is only one difficult case, when n = 12 and S(C) = (3,3,2,2,2).
bl) p = 4 implies n, 2 4 and n 2 16. b2) For p = 5 there is one difficult case, (3,3,2,2,2).
c) The cases with k 2 5 are easily disposed of. It remains to show that the following codes are normal: any code of dimension 3 and signature (3,3,2,2), (3, 3, 3, 2) , (5, 3, 2, 2), (4, 3, 3, 2), (3, 3, 3, 3) or (3,3,2,2,2); or any code of dimension 4 and signature (3,X2,2,2).
W e g ive the details of the last case only, the others being similar. C is a [5, 4] code with minimal distance d" 2 2 (otherwise, C is decomposable) and is therefore unique; C is the even weight code of length 5. Then C is unique and has generator matrix 111000000011 000111000011 ooooooiiooii 000000001111 This code is easily checked by computer to have covering radius 5 and to be normal. This completes the proof of Theorem 27. '
We next consider case II. For the rest of this section we assume that C has length n 2 2, has no coordinate which is identically zero, and contains a unique coordinate, which we take to be the first coordinate.
Lemma 28: If x = Ox', then n-1 fo(')(x) 5 2 (63)
In either case n+l fd(')(x) + fi"'( x) 5 R + -2 .
Proof: The hypotheses imply that in coordinates 1 and j (2 5 j < n), each of 00, 01, 10, and 11 occurs equally often. Let C,l be obtained by deleting the first coordinate of Ci") (a = 0 or 1). Then, for any x' E [F;-',
x',c') = ;(n -l), " which proves (63) and (64). Equation (65) follows because min { f$)(x), f,")(x)} I R.
Corollary 29: If, for some x, fJ"( x) + fi'l'(x) = n, then n is odd.
Proof: This follows immediately from (63) and (64).
Equation (65) can be strengthened slightly. Lemma 30: Suppose the first coordinate of C is unique, and assume x is bad for the first coordinate. Then /Z--l fd" (x) +fi"'(x) I R + ?.
Proof: From (65) we must show that a) fJ")(x) + f,")(x) # R + (n + 1)/2 when n is odd, and b) f$')(x) + f,'"(x) # R + n/2 when n is even. a) Suppose x = Ox'. Then fd')(x) + f,"'(x) = R + (n + 1)/2 implies, from (63), f$')(x) = R, fj')(x) = (n + 1)/2. But this contradicts Lemma 16. A similar argument applies in case b).
Theorem 31: If C contains a unique coordinate and is abnormal, then n 2 2R + 5.
(67) In particular, n 2 11.
Proof: Equation (67) follows from (55) and (66). The second assertion then follows from Theorem 22.
A computer search was used to show that all codes of length 11 and 12 are normal. In view of the preceding results (in particular Theorems 15, 19, and 22) and the known bounds on minimal distance [ll] and covering radius [lo] , this required the study of all codes with n = 11, k = 4, 5, or 6, d = 4 or 5, and R = 3; or n = 12, k = 5, 6, or 7, d = 4, and R = 3. Using the Bell Laboratories Cray-1 computer, all such codes were shown to be normal.
Collecting the above results, we have the following theorem.
Theorem 32: If C has length n < 12, or dimension k I 2, or minimal distance d 5 3, or covering radius R I 2, then C is normal.
V. SOMECONJECTURES
As in [5] and [lo] let k[n, R] be the smallest k for which an [n, k] R code exists, let t[n, k] be the smallest R for which an [n, k]R code exists, and let .t(n, K) be the smallest R for which an (n, K) R code exists. In this section we state some conjectures ,concerning these func: tions and K(n, R) (defined in Section 11). It is shown in [16] that conjecture C is equivalent to the nonlinear version of conjecture A. The following conjecture is stronger. Conjecture D: Among the optimal covering codes (i.e., those attaining t[n, k], k[n, R] or K(n, R)) it is always possible to find a normal,code.
For in view of the ADS construction (compare Theorem 11 and [lo, theorem 20]), conjecture D implies A, B, and C. We have already mentioned the conjecture that among the optimal covering codes it is always possible to find a balanced code.
Conjecture B was shown to be true for fixed R and all sufficiently large n in [5] . We now prove a similar result for conjecture C.
Theorem 33: For fixed R there is an N, such that, for n 2 N,, K(n + 2, R + 1) I K(n, R).
Proof: By using shortened Hamming codes, we have
and by taking direct sums
ThenforN=nR+r,O<r<R,
For R fixed there is an N, such that, for N 2 N,, ( 2;yR-Y-i) } R+l 2 4$r).
This implies
But from (l), 2N
and (68) follows from (69)-(71).
We now consider the cases R = 1 and 2 in more detail.
Theorem 34: For n = 2,3, * . *, 8,10,11, * . *, 15 and n 2 28, K(n + 2,2) < K(n,l).
Proof: From (70), (72) Now 2"' -4 < n < 2c+2 -5. Thus, for n varying between 2'+l -4 and 2c+2 -5, we have 2 + log, (n + 1) I 2 + log, (2'+2 -4) 5 4 + c.
For c 2 4 (n 2 28), 2 + log, (n + 1) 5 4 + c < 2c, and (73) holds. For c = 3 (12 < n I 27), (73) holds if 12 I n I 15. For c = 1 or 2 (1 I n I ll), (73) does not hold, but (72) is nevertheless true for n = 2,3, * . *, 8,10,11 from Table I . This completes the proof.
Theorem
35: For n = 1, 3, 4, 5, 6, 7; 43, 44; 91,92,. . . , 127; 187,188,. . ., 361; and n 2 379, K(n + 2,3) < K(n,2).
We omit the proof, which may be found in [16] .
VI. DENSITY OF A COVERING
In this final section we study the analog of conjectures B and C for codes over general alphabets. For this purpose it is convenient to introduce the density of a covering. Let C be an additive code of length n and covering radius R over the cyclic group Z, of q elements (q need not be a prime power). Let K *(n, R, q) denote the minimal number of codewords in such a code, and K( n, R, q) the corresponding quantity for arbitrary (i.e. not necessarily additive) subsets of Z;. In particular, K(n, R,2) = K(n, R). The density of C 1s defined to be p*(n, R, q) = K*(n, R, q) . q-" e (4 -l)j( 1) (74) i=o (with a similar definition for p(n, R, q)). Thus p* 2 1, with p* = 1 if and only if C is a perfect code. By taking direct sums we have K*(n, + n2, Rl + R2, 4) I K*(n,, R,, q)K*(n,, R2, 4). (75) Mauldon [22] shows that for q = p = prime, K*(n,l, p) = p"'-'
where r is defined by pr I n(p -1) + 1 <prtl.
Theorem 36: For a fixed prime p and fixed R, for sufficiently large n there exist additive codes with density p*(n, R, p) independent of n.
Remarks: This seems to be the best result presently known. Wyner and Ziv [34] obtain p(n, R, p) = o(p"), Lovasz [19] has p(n, R, p) = O(R log n), and [3], [4] give p*(n, R, p> = O(n*>.
Proof: From (76) and therefore p*(n,l, p;"p,"z) s min(p, + 2, p2 + 2), n --, co.
Then (75) leads to p*( N, R, P;"P,"'~) K*(n,l, p) I p" 1+ n(p -qp7 so, from (75), We now generalize Theorem 36 to all q. Lemma 37:
K*(n,l, rs) I snplK*(n,l, r). Stanton et al. [27] prove Lemma 37 for nonadditive codes, and the same proof holds for additive codes.
Theorem 38: For any fixed q and R, for sufficiently large n there exist additive codes with density p*(n, R, q) independent of n. 
This implies p*(n, 1, pm) I p + 2 for n sufficiently large.
From (75) and (80) i mn-In+2 R K*(nR, R, p") I ' 1 + n(p -1) 1 which implies p*(X R, P") 5 $ 2 {(P + 2)eI R(l + o(l)) asN-+co. Case 2) q = p~lp~z. Again using Lemma 37 and (78) we obtain I, + 1 K*(n,l, P;"P?) 5 (P?P,"~~')"-' 1 + :tp2 _ l) which implies p*(n,l, p?P?) gP2 + 2, n + 00, 5 J 3 e . min ( p1 + 2, p2 + 2)) R(l + o (1)) with a similar result in the general case. Corollary 39: For q and R fixed, and n sufficiently large, and K*(n + 2, R + 1, q) 2 K*(n, R, q) K(n + 2, R + 1, q) 2 K(n, R, q).
Proof: This is a consequence of K(n + 2, R + 1, q) I K*(n + 2, R + 1, q) 5 0 (Theorem 38) and K*(n, R,q) 2 K(n, R,q) 2 0 (the sphere bound). 
