INTRODUCTION
Let G .Z [w2 be a simply connected region surrounded by a curve &+) = (x(s), v(s)} E C,l(O 6 s < l), 0 < 01 < 1. In G we consider the first order system, and one real solution pi3) = h(x, y), From (1.2) we have yk , 6, , X E Cal(G). (1.1) is a composite system of 2r elliptic and one hyperbolic equation, and for r = 1 we get the system of Vidic [8] . The real characteristics of (1.1) in G are given by the solutions of the ordinary differential equations dx _ = ux, Y>, 4 ds -& = X2(x, Y>> A,2 + x,2 = 1, (1.4) with dyldx = h(x, y). We shall suppose that these characteristics intersect the boundary aG in exactly two points with the exception of two curves, each of which touches aG in only one point, either cG(sl) or &(sz). Let aG, := {cG(s) j s1 < s < sz} and let aG, be its complement in aG, i.e., aG = aG1 v aG, * According to A. Douglis [3] we can consider the 2r elliptic equations in the normal form 1 Without loss of generality we can assume that the first 2r equations in (1.1) in the functions u1 . . P are elliptic.
, 3 the system (1 .l) can be written in a brief form by using a hypercomplex algebra rIZ and hypercomplex functions in a:
T-l w = C ekwk, er = 0. Using the general representation theorem from Hawk, Wendland [6] , p. 259, Vidic [8] , p. 15, we get
p See also, in this regard, Bojarski [2] , Kiihn [7] , Gilbert and Wendland [5] , Gilbert and Hile [4] , and Begehr and Gilbert [I].
Here we are using the notation of Haack-Wendland [6] Introducing the hypercomplex functions is a constant. Conversely each solution pair (w, W) of (2.8), (2.9) with the above required difirentiability solves the system (1.7).
A SPECIAL BOUNDARY VALUE PROBLEM
Let aG1 be the part of the boundary of G defined in Sect. 1. The system (1.7) in conjunction with the boundary conditions u(z, 2) = 4(s) E C,(O < s < l), z E c;,
and the norm condition $&da0 where the hypercomplex function wI , and the function wI are arbitrary solutions of the nonhomogeneous problem (1.7), (3.1), and wn , on are arbitrary non identically vanishing solutions of the homogeneous problem (0 = 6 = 4 = 'f/ = 0); K is a real parameter. Furthermore, the solution pair of the SBVP is unique tf the norm condition is satisJied.
(b) For the solution pair (3.4), w E C,(G) n Cal(G), and for some 8, 0 < fl < 01, w E Ci at each of the points yo(s,), y&s,). Furthermore w E Cal(G) along the curves n = 0 in G.
Proof. Using Theorem 1 it is sufficient to prove the existence and uniqueness of the solution for the system of integral equations (2.8). As in VidiC [S] we consider with fixed C, the iterative scheme Choosing q, such that 0 < q < 1, and
LG<$-j, it can be seen that the sequences {w,>, {wJ converge uniformly to the function pair (5, 5) which solve the SBVP (1.7), (3.1). The remaining parts of the proof including that concerning the qualitative behavior of o at the points r&a, r&) may be accomplished following arguments similar to that in Vidii: [8] .
BOUNDARY VALUE PROBLEMS OF POSITIVE INDEX
In connection with the elliptic system (2.1) the boundary condition u(z, 5) lac = 4(s) E C,(O < s ,( I) is a special case of the boundary conditions In order to prove an existence theorem for the boundary value problem (4.4~(4.6) we construct function sequences in the following way (see notation (2.1)) (see remark 2 after Theorem 6): Remark 2. Since it is always possible to reduce the boundary value problem associated with each component wk to zero providing 1 yk 1 = 1 (k = 0, l,..., r -1) it is clear that one may solve the "reduced" equations (4.18) without recourse to checking whether the conditions (4.17) are satisfied.
AN EXAMPLE
In this section we apply the preceding results to the investigation of higher order, elliptic boundary value problems. In particular, we consider the Riquier problem We check next the integral conditions for k = 1. The right-hand side of (4.17) is seen to be Whereas the left-hand side is evaluated similarly as before to be Hence, since the integral conditions of Theorem (5) are valid there exists a unique, continuous solution of the system (5.4), (5.5), (5.6), and therefore also of the Riquier problem (5.1), (5.2).
