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Entwurf und Umsetzung eines Systems zum Einzelatomnachweis von Argon-39
Der Nachweis von 39Ar in natürlichen Wasserproben kann zur radiometrischen Altersbes-
timmung auf Zeitskalen von 50 bis 1000 Jahren vor heute verwendet werden [1]. Diese
experimentelle Forschungsarbeit stellt den Aufbau einer Atomstrahl- und Fallenapparatur
vor, welche 39Ar-Atome mittels der laserkühlungsbasierten Methode “Atom Trap Trace
Analysis” ([2]) einfängt und nachweist. Auf diese Art könnten die bestehenden Beschrän-
kungen des indirekten Nachweises über Zerfallsprodukte (“low-level counting”, [3]) bezüg-
lich Probengröße und Messdauer aufgehoben werden.
Im Rahmen dieser Arbeit wurde das Hyperfeinstrukturspektrum des Kühlübergangs 1s5-
2p9 experimentell bestimmt. Desweiteren wurde ein optisch kollimierter, hochintensiver
Strahl kalter metatabiler Argonatome erzeugt und der Nachweis einzelner 39Ar-Atome
über Fluoreszenzmessung realisiert.
Bislang wurden 39Ar-Zählraten von 1 Atom in ungefähr 4 Stunden für atmosphärisches
Argon erreicht. Neueste Verbesserungen deuten außerdem darauf hin, dass Zählraten von
1 Atom/h möglich sind.
Design and realization of a detection system for single argon-39 atoms
Detection of 39Ar in natural water samples can be employed for radiometric dating on a
timescale of 50 to 1000 years before present [1]. This experimental work comprises the
setup of an atomic beam and trap apparatus that captures and detects 39Ar atoms by
the laser-cooling technique “Atom Trap Trace Analysis” ([2]). With this approach, the
limitations of low-level counting [3], regarding sample size and measurement time, could
be overcome.
In the course of this work, the hyperﬁne structure spectrum of the cooling transition 1s5-
2p9 has been experimentally determined. A high intensity, optically collimated beam of
slow metastable argon atoms has been set up and ﬂuorescence detection of individual 39Ar
atoms in a magneto-optical trap is realized.
39Ar count rates of 1 atom in about 4 hours have been achieved for atmospheric argon.
Recent improvements further suggest that even higher count rates of 1 atom/hour are
within reach.
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Preface
The following work condenses what I (and my colleagues) have been working on during the
last couple of years. First, as a diploma student, doing preliminary measurements on the
former argon beam machine and later, setting up the new experiment which is presented
in the following.
The ﬁrst chapter is dedicated to a general introduction and motivation of the thesis topic.
The age of a water sample is deﬁned and several methods for its determination are de-
scribed. Their applicability to diﬀerent water systems and diﬀerent time scales is discussed
and speciﬁc focus is put on dating of groundwater with 39Ar. Basic information on argon is
provided, and the requirements for a successful realization of 39Ar atom trap trace analysis
are discussed.
Chapter 2 summarizes the work done to determine the hyperﬁne structure spectrum of
the designated cooling transition in 39Ar. In order to measure this spectrum, Doppler-free
saturation spectroscopy was performed in an enriched sample. 40 spectral lines were ob-
served, most of which were identiﬁed with cross-over transitions between several atomic
resonances. This dataset served to derive the hyperﬁne constants of the lower and the
upper hyperﬁne multiplet and the -mainly mass induced- isotopic shift.
The third chapter then describes the setup of the laser system. In each stage of the appa-
ratus several repumper frequencies have to be provided for eﬃcient manipulation of 39Ar.
Although, σ-polarized light is used to pump atoms between stretched magnetic states, po-
larization imperfections prevent the transitions from being perfectly closed. The repumper
sidebands are generated according to the results from the previous chapter. Self-built ta-
pered ampliﬁer diode lasers are used to provide the necessary laser power.
In Chapter 4, the atomic beam apparatus is described in detail together with results from
calculations and measurements for each stage. A vacuum system has been set up that
maintains diﬀerent pressures in diﬀerent parts of the experiment. It can be divided in
5 parts: sample reservoir, metastable atom beam source, transversal collimation stage,
longitudinal slower, and magneto-optical trap.
The ﬁfth chapter summarizes calculations and results related to single atom detection.
Fluorescence light from the magneto-optical trap is imaged onto a detector and single
atoms can be identiﬁed by discrete steps in the detector signal level. In order to realize
this, a high-NA objective has been designed and built, and stray light suppression methods
were implemented. Results from 39Ar measurements are presented and its detection serves
for optimization of the apparatus.
In the last chapter, the results are summarized. As still some work needs to be done,
several improvements are suggested.
The appendix compiles constants, symbols, and formulae used for the various calculations
throughout the whole thesis.
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1. Introduction
The evolution of the human race and mankind’s continued existence on earth strongly
depend on inﬂuences from all spheres of the natural environment. However, the natural
environment does not only exert inﬂuence. Rather, both mankind and environment are
intertwined by mutual inﬂuence.
Climate on earth is one of the most powerful mechanisms governing the prosperity of all
highly developed life forms. But, the ever-ongoing climate change is predicted to have
serious consequences in the near future. Increasing mean surface temperatures will most
probably gravely change the face of the earth, especially regarding the distribution of fresh-
water [4].
Furthermore, the growth of world population and steadily increasing water demand per
capita will drastically reduce freshwater availability in the next decades [5]. Therefore,
water management and especially groundwater management will become more and more
important in the course of this century. But already nowadays, clean water can be eﬀec-
tively regarded as one of world’s most precious resources.
Besides this striking connection between mankind and the hydrosphere, there are several
others which are not that obvious. The ocean, for example, serves as buﬀer for huge
amounts of CO2 which would otherwise remain in the atmosphere and could further en-
hance climate change by the greenhouse eﬀect. Hence, the full impact of industrialization
and the release of large quantities of formerly fossil carbon will probably be delayed or
smoothed out by the mean ocean circulation time [6].
Also, aquatic archives such as groundwater and ice can provide valuable insights into the
past, present and future development of climate. Successfully reconstructed paleoclimate
information can be used to motivate, support and validate models of the processes behind
climate change. These models may then indicate potential climate control levers.
In order to get a grasp of the complexity of these interactions, the hydrological cycle has
to be well understood. In this context the issue of determining “water ages” arises, where
“age” refers to the time elapsed since last equilibration with the atmosphere. It is of inter-
est as most aquatic systems have spatially and temporarily varying composition which can
be due to changing environmental conditions such as pressure, temperature, pH, chemical
reactions (in the water, in the surrounding rock or between water and rock), and physical
processes like e.g. fractionation or radioactivity.
For the case of the above-mentioned paleoclimate reconstruction with water archives, iso-
topes with known production rates, input functions and decay mechanisms are well-suited
for age determination. However, there is only a limited number of isotopes available for
practical dating purposes. Of these, radioisotopes provide the most reliable results. But,
since half-lives have to match the time scale of the processes to be observed (ﬁg. 1.1, [7, 8])
and concentrations have to be in a detectable range (compare ﬁg. 1.2) each radioisotope
is applicable only to a limited time span.
The most recent decades of human inﬂuence on the environment are covered by several
1
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anthropogenically produced radioisotopes and instable molecules as can be seen in ﬁg. 1.1.
For the time range from about 30.000 years BP1 to 1000 years BP the radiocarbon method
is mostly applied for dating. In between, from about 1000 years BP to the 1950s, there
is a “dating-gap” that can be bridged by one and only one isotope so far, namely 39Ar,
given the need for quantitative results. 32Si also covers this period of time, but as silicon
is omnipresent both in atmosphere (dust particles) and in aquifers reliable water ages can
hardly be derived.
39Ar is an isotope of the atmosphere’s third most abundant component2, the noble gas
argon. It decays with a half-life of 269 years and has a natural abundance of 8.5 · 10−16
upon total atmospheric argon. Chemical inertness, only few subterranean sources and
insensitivity to human inﬂuence make 39Ar an ideal conservative tracer.
The major limitation in the wide application of 39Ar-dating is its low concentration, which
severely complicates its detection. Nevertheless, it has been detected in natural water sam-
ples with diﬀerent methods ([3, 9]). However, all these methods incorporate very involved
experimental eﬀort, large sample sizes, or long measurement times up to several weeks.
Thus, 39Ar-dating has not yet unfolded its full potential as a standard dating technique.
Groundwater dating with 39Ar has ﬁrst been proposed in 1968 by H.H. Loosli and H.
Oeschger, both pioneers in the ﬁeld of environmental physics [1]. 7 years later, in 1975,
ice core ages proved that a dating method with 39Ar can actually yield age information.
Successful low level counting measurements with groundwater [10] and ocean water [11]
followed shortly thereafter. Since then, numerous measurements of 39Ar ages have been
conducted at the facility in Bern.
In the course of the experimental work underlying this thesis, a detection scheme for rare
isotopes based on the excellent isotopic selectivity of laser transitions is employed for the
radioactive isotope 39Ar. This relatively new approach called “Atom Trap Trace Analy-
sis” (ATTA) has ﬁrst been realized for krypton isotopes (81Kr and 85Kr) at the “Argonne
National Laboratory” in Argonne/USA [2]. Currently, several more krypton ATTA exper-
iments are in progress.
A further ATTA apparatus for radiokrypton dating is being set-up at the “National Lab-
oratory for Physical Sciences at the Microscale” in Hefei/China. The experiment at the
“Centre for Science and Peace Research“ in Hamburg/Germany focuses on the detection
of 85Kr for monitoring purposes in the framework of the “Non-Proliferation Treaty”. Ex-
periments at the Columbia University/New York City and the Union College in Schenec-
tady/USA aim for the detection of 85Kr in puriﬁed Xe, which is employed in dark matter
detectors. ATTA has also been implemented for 41Ca [12, 13] but has not yet reached
natural abundance level.
However, relative 39Ar abundances are by orders of magnitude lower than those of the
afore mentioned isotopes and thus require a signiﬁcantly enhanced overall detection per-
formance. This demanding experimental challenge of successfully detecting 39Ar at natural
levels is addressed in the following. Yet, it has to be mentioned that the group at ANL
recently also achieved detection of 39Ar at natural abundance with a count rate of 13 atoms
in 60 hours [14].
On the one hand the study will brieﬂy illustrate the background in environmental physics
to which this work is directly related. On the other hand, detailed insights will be given
into the setup of the experimental apparatus. Additionally, it comprises investigations on
1BP: before present
2Depending on the geographical location, water vapor might be more abundant than argon.
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10−4 10−3 10−2 10−1 100 101 102 103 104 105 106 107
222Rn
SF6
CFCs
85Kr
3H
3H−3He
39Ar
32Si
14C
4He
40Ar
36Cl
81Kr
Age of sample [yr BP]
Figure 1.1.: Dating ranges of diﬀerent isotopes. The time is given in years before present.
Black color indicates reliable dating whereas gray color indicates less reliability.
the hyperﬁne structure of the destined cooling transition in 39Ar, which is mandatory for
eﬃcient laser cooling.
In order to achieve maximum eﬃciency, the optimum implementation of each step of the
setup has to be found. For obvious reasons, all parameters have to be in an experimentally
accessible range, hence extensive calculations are required and are presented in the cor-
responding sections. The data obtained from the experiment is discussed on the basis of
these calculations and provides an estimation of the expected detection eﬃciency, sample
size and detection time.
The apparatus features an eﬃcient source for metastable atoms, a two dimensional collima-
tion stage, a 2D magneto-optical lens, a longitudinal Zeeman slower, and a magneto-optical
trap with ﬂuorescence detection on the single atom level, which are all described in detail
in separate sections. Further information is provided on the setup of a high power laser
system for the generation and ampliﬁcation of the necessary sidebands.
1.1. Dating with environmental radioisotopes
1.1.1. Isotopes and dating mechanisms
Mostly, once the relative concentration of a certain isotope has been measured, the age
can be reconstructed by one speciﬁc method, depending on the isotope used. Here, only
those isotopes and methods applicable to water samples are discussed.
For isotopes with known initial concentration c0 and half-life T1/2, and no or negligible
sources in the water reservoir (aquifer, ice, meromictic lake) the age t can be reconstructed
from the radioactive decay curve:
c(t) = c0 · e
−
ln(2) · t
T1/2 ⇒ t = ln
(
c0
c(t)
)
· T1/2
ln 2
. (1.1)
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This applies to 39Ar as well as to 14C, 32Si, 36Cl, 81Kr and 222Rn. As the 3H concentration
did not increase monotonically (there was the prominent “bomb peak” in the mid-sixties),
simple reconstruction from radioactive decay does not work for this tracer.
However, given the known input function, 3H dating can still work to some extent. This
also applies to tracers such as 85Kr, SF6 and CFCs.
Another work-around for 3H dating is 3H-3He dating. Tritium and stable 3He form a
mother-daughter pair and ages can be determined from the ratio between these isotopes.
Still, it has to be admitted that there are subterranean sources for 3He, so additional
measurements are needed to identify the tritiogenic 3He component [15].
Tracers such as 4He and 40Ar accumulate in the groundwater by decay series in the aquifer
material. 4He is produced in the U/Th decay series and 40Ar is the stable product of 40K
decay. Given the long lifetimes of the mother isotopes (230Th: 75380 a, 40K: 1.27 Ga), the
production rate is quasi-constant. Hence, these isotopes accumulate linearly over time.
Still, the production rate has to be determined which renders these methods problematic.
As already mentioned, the time span of 50 BP to 1000 BP is of special interest as it covers
phenomena such as industrialization, growing human population, climate change, and the
“little ice age” between 1550 AD and 1850 AD. Fig. 1.1 indicates that three isotopes can
be applied, namely 32Si, 4He and 39Ar. Of those only 39Ar provides reliable results.
The shortcomings of 4He have been discussed. 32Si has another important deﬁcit besides
of being omnipresent in aquifers: Its half-life is not known very accurately [16, 17]. Early
estimates ranged around 300−600 years while recent data suggests 132−178 years [18, 19].
Hence, 39Ar dating really is the only applicable technique in this period.
1.1.2. Existing detection techniques
Detection of 39Ar at atmospheric concentration has already been accomplished and used for
water dating by the use of two methods. Low level counting (LLC) has been performed in
the underground laboratory of the university of Bern/Switzerland since the mid-seventies
of last century [3]. This radiometric method counts the 39Ar activity in extracted gas
samples.
Although the method itself works well, there are two major drawbacks in application.
Firstly, as the decays of 39Ar are counted in a proportional counter, any background from
other radionuclides and high-energetic particles has to be suppressed. Therefore, the lab-
oratory is located 30 m below surface and the counters are lead-shielded. Secondly, the
small concentration in water and the half-life of 269 years lead to a small natural activity
in water. For surface water the speciﬁc activity is ≈ 20 decays/year/liter. Thus, weeks of
measurement and several tons of water are necessary which does not allow for e.g. dating
of ice cores samples or routine ocean sampling, where the available sample size is limited
to liters.
Both limits are (partially) overcome by accelerator mass spectrometry (AMS) [9]. In con-
ventional AMS, the ECR3 source and the subsequent positive-ion accelerator would lead
to a large background of the 39K isobar. Hence, a gas-ﬁlled spectrograph and a position
sensitive detector serve for separation. With AMS, the water sample size has been reduced
to 20 liters and the measurement time to about 5 hours for 14 % accuracy in a surface
sample.
3Electron Cyclotron Resonance
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The basic problem is the limited availability of measurement time on AMS facilities. Be-
sides this, the sample size is still not low enough for clearly resolved measurements of e.g.
rarely available antarctic ice cores.
1.1.3. Exemplary applications with 39Ar
Regardless of the diﬃculties of 39Ar dating between 50 BP to 1000 BP, several successful
attempts have been made in the past. The following section presents some exemplary
applications that bridge the dating gap and provides further insight into environmental
processes that might be investigated.
Groundwater dating
Noble gas temperatures4 from water samples allow for reconstruction of paleo-temperatures
when combined with the corresponding age signal. This has been realized for multiple
water reservoirs such as e.g. groundwater [21, 22, 23] or speleothems [24]. Multi-tracer
studies are ideally suited for this purpose as they yield the age composition of the water
sample.
Ice dating
Ice reservoirs such as polar ice, continental glaciers or cave ice form ideal reservoirs as
mixing does not occur. Polar ice cores, however, are not readily available due to the costly
extraction [25]. Nevertheless, 39Ar measurements on Greenland ice have been performed
[11]. There are also examples where age information was derived from continental glaciers
by 32Si [26], but as mentioned afore, contaminations by dust particles may yield misleading
results.
Oceanography
39Ar dating also ﬁnds application in oceanography. Vertical and horizontal age proﬁles
support general models for the thermohaline circulation which is pictorially described by
the “Great Conveyor Belt”. Exemplary studies feature both data from LLC [27, 28] and
from AMS measurements [9].
4Solubilities of noble gases depend differently on temperature. By measuring the concentration ratio
between several noble gases in a water sample, the surface temperature can be reconstructed [20, 7].
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Applications from other scientific fields
An application of 39Ar detection to medical sciences, not related to any age determination,
is presented in [29]. The Hiroshima and Nagasaki atomic bombings led to grave health
eﬀects on the population of these cities. The full impact can be understood best by a
reconstruction of the fast neutron ﬁeld. This has been achieved by detection of 39Ar in
gravestone samples from the Hiroshima site.
The detection of weakly interacting massive particles is one goal of dark matter research.
This could be achieved with a liquid argon detector where scintillations due to ionizing
particles can be detected. However, it demands highly pure argon with the lowest 39Ar
concentrations possible (ideally ≤ 10−18). Thus, 39Ar detection of concentrations below
this limit would help to identify proper sources for “old” argon [30].
1.1.4. Relative and absolute age precision
The statistical error on the age is the key ﬁgure for the time range that can be covered with
the current 39Ar count rate. This error ∆t is governed by the number of atoms detected,
Ndet, whose expectation value is the product of detection rate r(t) and detection time tdet.
The detection rate for a sample with age t follows an exponential decay curve with mean
lifetime τ = T1/2/ ln(2) = 388a,
r(t) = r0 · e−
t
τ . (1.2)
This can be easily solved for t,
t = −τ · ln
(
r(t)
r0
)
, (1.3)
and the error on the age is likewise obtained:
∆t = ∆r(t) ·
∣∣∣∣ ddr(t)t
∣∣∣∣ = τ · ∆r(t)r(t) = τ · ∆NdetNdet . (1.4)
Under the assumption of purely statistical errors due to counting5, ∆Ndet =
√
Ndet, the
absolute error on the age depends only on the mean lifetime τ and the number of detected
atoms Ndet,
∆t =
τ√
Ndet
. (1.5)
This expression can be solved for Ndet as function of age and age error,
Ndet =
(
τ
∆t
)2
t6=0
=
(
τ
t
· t
∆t
)2
. (1.6)
The introduction of t/t in the right part of the previous expression allows to compute
Ndet(t) for constant relative error, ∆t/t = const. The measurement time to achieve the
desired relative precision is derived with the help of eq. 1.2,
tdet =
Ndet
r(t)
= e
t
τ · r−10 ·
(
τ
t
· t
∆t
)2
. (1.7)
5The smaller the sample size becomes, the more dominant are errors due to the statistical nature of
radioactive decay.
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Figure 1.2.: Relation between count rate, detection time, sample age and age error. Left-
hand: Required detection time computed for a recent sample count rate of r0 = 1 atom/h
and diﬀerent values of relative and absolute error. Right-hand: Absolute error ∆t on the
age attainable with diﬀerent count rates and measurement times. The shaded area indicates
precision below 20%.
For constant absolute error, ∆t/τ = const, a similar result is obtained:
tdet = e
t
τ · r−10 ·
(
τ
∆t
)2
. (1.8)
Fig. 1.2 illustrates the eﬀect of count rate, detection time and sample age on the standard
error of the derived age. This allows for an estimate of the necessary count rate in a recent
sample. The calculations indicate that 1 atom/hour is already suﬃcient to achieve 20%
relative precision for the greater part of the age range with 10 days of measurement time.
Higher precision then either demands higher count rates or -if there is no room for further
improvement- longer measurement time.
1.2. Properties of argon
The presence of a non-reactive component in atmospheric air was ﬁrst observed in 1784
by H. Cavendish. It was isolated and studied about 110 years later by Lord Rayleigh [31].
The name “argon” originates from Greek language where it means “inactive”.
Its large abundance in air is due to the production of 40Ar by e−-capture or e+-emission of
40K which is omni-present in earth’s crust. 39Ar is mainly produced by spallation-induced
reactions in the upper atmosphere, but underground production can also occur [32]:
atmospheric production: n + 40Ar→ 2n + 39Ar
underground production: n + 38Ar→ γ + 39Ar
n + 39K→ p + 39Ar
n + 42Ca→ α+ 39Ar
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Today’s main technical application for argon is as a shielding gas for welding. Argon is also
commonly employed in plasma reactors. In physics, it can be used e.g. for dark matter
search (see above), studying gas discharge dynamics, and for atomic beam physics.
Multiple experiments with argon atomic beam apparatuses have been already and are still
conducted in the past decades. There are examples from various ﬁeld of physics such as
quantum mechanics [33, 34], lithography [35], matterwave optics [36], antimatter research
[37] and many more. Magneto-optical trapping of argon has also been realized in the past
and temperatures below 100 µK have been reached [38, 39, 40].
1.2.1. Physical properties
Argon is a noble gas and therefore chemically inert. Due to its closed shell conﬁguration,
it does not undergo chemical reactions. After nitrogen and oxygen it is the third most
abundant component of earth’s atmosphere with a relative concentration of about 1% in
air. Most of this argon is the stable isotope 40Ar but there are a number of other stable
and radioactive isotopes, see tab. 1.1. The half-life of 39Ar was determined by enriched
samples from 39K(n,p)39Ar. A detailed discussion can be found in [41] and results in
T1/2 = 269 ± 3 a.
The stable isotopes have zero nuclear spin due the even number of neutrons and protons
whereas odd isotopes have an odd number of neutrons and therefore possess nuclear spin.
Thus, the ﬁne structure levels of the even isotopes split up in the odd isotopes via hyperﬁne
coupling of the total angular momentum and the nuclear spin.
Table 1.1.: Compilation of relevant isotopes of argon, data taken from [42]. Dashes indicate
unavailable data.
Isotope Mass [mu] Nat. ab. Nucl. spin I µI [µN ] T1/2 Decay
35Ar 34.975257 − 3/2 0.633 1.77 s EC to 35Cl
36Ar 35.96754552 0.003365(30) 0 0 − −
37Ar 36.966776 − 3/2 1.15 35.0 d EC to 37Cl
38Ar 37.9627325 0.000632(5) 0 0 − −
39Ar 38.962314 8.5 · 10−16 7/2 −1.3 268 a β− to 39K
40Ar 39.9623837 0.996003(30) 0 0 − −
41Ar 40.964501 − 7/2 − 1.82 h β− to 41K
42Ar 41.9650 − 0 0 33 a β− to 42K
43Ar 42.9657 − − − 5.4 m β− to 43K
44Ar 43.963650 − 0 0 11.87 m β− to 44K
1.2.2. Optical transitions
Purely laser based, isotopically selective detection schemes for atoms usually employ cy-
cling transitions. Hence, ﬁg. 1.3 serves to illustrate both the ﬁne structure splitting of the
lowest three states of argon and the transitions between these states. In principle, transi-
tions from the ground state to either 1s2 or 1s4 would be best suited for laser cooling.
These transitions, however, are found in the deep UV spectrum. So far, there exist no
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readily available lasers in this wavelength range (105nm or 107nm). Free-electron lasers
could in principle be employed but cannot yet be considered as standard tools. There-
fore, atom optical manipulation of argon atoms is until now only possible with metastable
atoms.
Metastable atoms are excited atoms that cannot decay to lower-lying states, because the
corresponding transitions are dipole-forbidden. In argon, both the 1s3 and the 1s5 level
form such a metastable state. Excitation of atoms to these states can be achieved by either
optically pumped transitions or electron impact in discharges, see sec. 4.2. In discharges,
the population of 1s5 is typically higher than for 1s3 (about a factor 6, [43]) while in purely
optical schemes it depends on the frequency of the incident light.
For stable isotopes, a cycling transition from the 1s5 level is given by 1s5-2p9. Atoms are
excited from J = 2 to J = 3 and can only decay back to J = 2. With a correspondingly
detuned laser, atoms can be slowed down and also trapped by adding magnetic ﬁelds.
1.3. Requirements for 39Ar-ATTA
1.3.1. Hyperfine structure
As mentioned above, odd isotopes of argon have nuclear spin which leads to further splitting
of the ﬁne structure levels. This hyperﬁne splitting of the cooling transition remained
unknown until recently, when it was ﬁrst spectroscopically examined by this workgroup,
see chapter 2. Knowledge of the shifted energy levels and the additionally necessary
frequencies for repumping is crucial for designing an apparatus for cooling and trapping
of 39Ar. Fortunately, the shifted transitions were found not to coincide with transitions of
the stable isotopes.
1.3.2. Atomic beam apparatus
Eﬃciency is the key to achieve the highest possible 39Ar count rate. The basic idea is that
the eﬃciency from the atomic beam source to the detector has to be maximized. First,
metastable atoms have to be produced at a high rate. This is realized by high sample
throughput and large excitation eﬃciency.
Then, both transversal and longitudinal velocity components have to be reduced. Transver-
sally to minimize beam divergence and longitudinally to maximize trapping eﬃciency.
Given the predicted metastable 39Ar ﬂow, detection has to be possible on the single atom
level. Therefore, suppression of background light and high numerical aperture detection
optics are implemented.
Furthermore, the size of available natural samples is limited. Hence, sample recycling
can reduce the sample consumption. In order to guarantee for sample purity, the recy-
cling scheme features a getter pump that prevents degradation due to outgassing from the
vacuum chamber.
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1.3.3. Laser system
Having identiﬁed the right frequencies for laser cooling by hyperﬁne structure spectroscopy,
diﬀerent frequencies for diﬀerent stages of the atomic beam apparatus need to be generated.
In each of these stages further sideband frequencies for optical repumping are necessary.
Available laser power can be a limiting factor for the performance of atomic physics experi-
ments. This, clearly, must not be the case when highest eﬃciency is demanded. Therefore,
a tapered ampliﬁer laser system was developed. It provides up to 1 W of optical power for
each stage of the atomic beam apparatus which is until now absolutely suﬃcient. Each of
the TA’s built simultaneously ampliﬁes cooler and repumper sidebands and thus provides
perfect overlap of all necessary laser frequencies. Details of the laser system are discussed
in chapter 3.
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39Ar
Any successful detection of 39Ar atoms by means of laser cooling crucially depends on
knowledge of the hyperﬁne structure (HFS) of the cooling transition 1s5-2p9. This has
been measured for the ﬁrst time in the course of the Heidelberg ATTA experiment [44].
However, it has to be admitted that a wrong calibration of the frequency scale resulted in
the derived hyperﬁne constants being systematically too large by a factor of about 1.005.
The ATTA group at ANL repeated the measurement and found supposably more correct
results [45]. During the discussion related to the disagreement in results, the calibration
with the help of a Fabry-Pérot interferometer (FPI) [46] was identiﬁed as the cause of the
error. A more reﬁned calculation of the FPI free spectral range -taking into account the
special setup with a lens in-between the mirrors- strongly improved the agreement between
the derived sets of parameters. Therefore, the following section reviews the existing publi-
cation [44] and gives corrected values for the parameters in question. It also features some
unpublished results from data analysis.
2.1. Theoretical basics
In order to illustrate the means that are used for data analysis an insight into theory of
HFS is provided in the following1. The isotopic shift between the diﬀerent argon isotopes
is also brieﬂy discussed as it leads to shifts between the centers-of-mass of the HFS pattern
for diﬀerent isotopes.
The emergence of hyperﬁne structure is a direct eﬀect of the interaction between magnetic
dipole moment (and electric quadrupole moment) of an atom and its electrons. It is only
present in atoms with a non-vanishing nuclear magnetic moment. Stable argon isotopes
have even numbers of both neutrons and protons and consequently cannot show hyperﬁne
splitting. The splitting leads to further substructure of the ﬁne structure levels which is
by about four orders of magnitude smaller than the ﬁne structure splitting itself.
According to [47] the nuclear magnetic dipole moment ~µI interacts with the magnetic ﬁeld
of the electrons, the resulting interaction energy is approximately2
Vmagn = −µI ·H(0) · cos (~µI ,H(0)) (2.1)
where H(0) denotes the magnetic ﬁeld of the electrons at the position of the nucleus. For
39Ar, the nuclear magnetic moment is µI = −1.3 and the nuclear spin is I = +7/2, [42].
1In the available literature better-suited approaches to a full understanding of this topic can be found.
One of the most valuable resources in this context is [47] where an insight into both theoretical and
experimental methods is provided. The interested reader is therefore kindly asked to refer to this volume
which is also available in English.
2The nuclear magnetic dipole moment is approximated as that of a point-like dipole.
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According to perturbation theory the energy shift ∆Emagn is obtained by the average of
H(0) over time, H(0). This leads to
∆Emagn = A · C2 (2.2)
with the magnetic hyperﬁne constant A =
µIH(0)
IJ
and the Casimir constant C = F (F + 1) − I(I + 1)− J(J + 1)
where J denotes the total electron angular momentum quantum number, I the nuclear
spin and F the total atomic angular momentum quantum number.
The hyperﬁne constant B arises when corrections due to the electro-static interaction
between nucleus and electrons are considered and the ﬁnite size of the nucleus comes into
play. From this, the energy shift ∆Eel is computed to be
∆Eel =
B
4
·
3
2C(C + 1)− 2I(I + 1)J(J + 1)
I(2I − 1)J(2J − 1) (2.3)
with the quadrupole coupling constant B = e ·Q ·ϕJJ(0)
e ·Q is the quadrupole moment of the nucleus and ϕJJ(0) is the vector gradient of the
electric ﬁeld of the electron shell at the position of the nucleus. The subscript JJ denotes
the rotational symmetry of the electric ﬁeld around the J-axis.
The combination of both magnetic interaction and electric interaction leads to the HFS
formula
∆E =
A
2
C +
B
4
3
2C(C + 1)− 2I(I + 1)J(J + 1)
I(2I − 1)J(2J − 1) . (2.4)
In the case of the 1s5-2p9 transition in 39Ar with I(39Ar) = +7/2, J(1s5) = 2 and J(2p9) =
3, the metastable state splits up into ﬁve levels from Fs = 3/2 to 11/2 and the excited
state splits up into seven levels from Fp = 1/2 to 13/2. Each of the F states is degenerated
and splits up in a magnetic ﬁeld into 2F + 1 mF states.
The isotopic shift between argon isotopes is mainly mass-related. For heavier nuclei also
volume eﬀects start to become more important. This mass-induced shift can be understood
in terms of Bohr’s model such that the mass of the electron has to be substituted by the
reduced mass. A spectral line -as diﬀerence between two levels- is therefore shifted by
∆ν =
me
mp
·M2 −M1
M2 ·M1 (2.5)
between isotope 2 and isotope 1. For the 1s5-2p9 transition and the diﬀerence between
36Ar and 40Ar the formula yields the “normal mass shift” (NMS) ∆ν ≈ −563.08 MHz. The
diﬀerence to the observed shift ([48], −450.1 MHz) can be explained by two contributions.
One is the correlation between the movements of the diﬀerent electrons, the “speciﬁc
mass-shift”. The other one actually accounts for volume eﬀects, thus changes in the nuclear
charge distribution. Both additional contributions depend on the electronic wave functions
of the ground and excited state.
The calculated NMS between 39Ar and 40Ar is −130.1 MHz. Simply using the same factor
as above (450.1/563.08) leads to ∆ν ≈ −104 MHz, which may serve as a ﬁrst estimate.
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Table 2.1.: Isotopic shifts for diﬀerent argon isotopes and two transitions. Eq. (2.6) yields
the shift of 39Ar relative to 40Ar and holds as the value for calculation from 36Ar and 38Ar is
the same within the errors. The measured value agrees with the calculated value within the
errors.
Isotope Transition ∆ν [MHz] ref.
36-40 1s5 − 2p6 −494.9 ± .6 [49]
38-40 1s5 − 2p6 −229.5 ± .4
39-40 1s5 − 2p6 −107.1 ± 7.0
36-40 1s5 − 2p9 −450.1 ± .9 [48]
38-40 1s5 − 2p9 −208.1 ± 1.5
39-40 1s5 − 2p9 −97.4 ± 6.4 Eq.(2.6) for 36Ar
39-40 1s5 − 2p9 −97.1 ± 6.4 Eq.(2.6) for 38Ar
39-40 1s5 − 2p9 −94.6 ± .4 This experiment
2.2. Estimation of parameters
A ﬁrst crude approximation of the expected spectrum can be obtained from available
literature values for the coeﬃcients A and B of diﬀerent noble gas isotopes. For the 1s5
level in 39Ar the coeﬃcients have already been measured [49]. However, they come with
relatively large uncertainties. For the 2p9 level no such data is available. Therefore it has
been tried to compute Ap and Bp from correlations between the few data for 39Ar levels
([50, 49]) and data for 37Ar ([51]) and 21Ne [52, 53, 54, 55, 56, 57], respectively3. The
estimates can be seen in ﬁg. 2.1 and are also listed in tab. 2.2 together with experimental
results.
The isotopic shift was estimated from the ratio of the shifts of other isotopes between
the 1s5 − 2p9 ([49]) and the 1s5-2p6 transition ([48]) with help of the following empirical
relation:
∆ν3940(1s5 − 2p9) =
∆νiso40 (1s5 − 2p9)
∆νiso40 (1s5 − 2p6)
∆ν3940(1s5 − 2p6) (2.6)
where ∆νiso40 (1s5 − 2p6/9) denotes the isotopic shift of the transition 1s5 − 2p6/9 in the
isotope isoAr relative to the frequency of the same transition in 40Ar. The corresponding
data is given in Table 2.1.
The estimated values can be used to calculate the expected spectrum. This needs to be
done as especially the tuning range of the spectroscopy laser has to match the width of
the spectrum. The calculation yields a minimum tuning range of fAr−40 ± 2GHz.
3In this context the question may arise why the B coefficients of two isotopes of different elements should
at all be correlated. But it has to be kept in mind that neon and argon are both noble gases, thus they
are similar in electronic structure. The fact that they are neighbors in the periodic table is also helpful
as it means that they are especially similar.
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Figure 2.1.: Prior to the measurement the hyperﬁne coeﬃcients A and B of the 2p9 level are
estimated from correlations between the coeﬃcients of diﬀerent states in 39Ar and 37Ar and
21Ne, respectively. The As coeﬃcients for the lower level of diﬀerent argon isotopes seem well
correlated thus this is assumed to be true for Ap. Similarly, Bp is obtained. Dotted lines
indicate intervals for the parameters of the correlated isotope.
2.3. Experimental determination
2.3.1. Sample preparation
The gas sample is extracted from 410 mg potassium-rich mineral (HD-B1 biotite with ≈8%
K, [58]) which has been irradiated in a neutron reactor. Neutron exposure at the GKSS
Research Centre Geesthacht (fast neutron ﬂux: 1012 s−1cm−2) for 20 days leads to the
production of 39Ar by 39K(n,p)39Ar. The neutron irradiation also induces production of
short lived radioisotopes. Therefore, an additional period of ≈25 days is necessary after
which these have decayed suﬃciently. The irradiated sample is vacuum-melted, the gas
puriﬁed and subsequently transferred via a zeolite-ﬁlled cold ﬁnger at lN2 temperature to
the specially designed spectroscopy cell. For further details of sample preparation, neutron
irradiation, argon extraction and cleaning see [59]. The mineral also contains 40Ar from
in situ 40K decay (T1/2 ≈ 1.3 Ga) leading to 39Ar/40Ar ≈ 0.8 as determined via mass
spectrometry from a simultaneously irradiated HD-B1 sample.
A quartz glass cell attached to a metal glass adapter is used for spectroscopy. The cell
is cleaned by employing a similar scheme as reported in [60]. First the cell is rinsed with
sodium hydroxide solution and deionized water. Then, it is subjected to an ultrasonic
bath of deionized water at 35◦C for 5-10 minutes. Finally it is ﬂushed with methanol and
deionized water. This procedure is repeated several times.
Subsequently the cell is attached to the vacuum system and baked out during evacuation
(120◦C for 12 hours). In the next step an argon gas discharge is used to clean the cell
more thoroughly before ﬁlling it with the actual sample. This is done with commercially
available argon of atmospheric isotopic composition. The RF discharge used to populate
the metastable levels operates at a pressure of 10−2 mbar and causes implantation of argon
atoms into the cell walls [61]. Consequently this argon is desorbed from the cell walls when
the discharge is operated at substantially lower pressures (≈ 10−4 mbar).
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Figure 2.2.: The experiment is set up as Doppler-free saturation spectroscopy. The pump
beam (I = 3 · Isat) enters the cell from the left side after being frequency-modulated at 22
kHz with an amplitude of 10 MHz. The probe beam (I = 0.7 · Isat) counter-propagates and is
detected on a fast photodiode. The Fabry-Pérot interferometer (FPI) has half the free spectral
range of a confocal FPI due to the lens/mirror combination.
The degassing problem is overcome by running a high power gas discharge (up to 80 Watts)
for about half an hour followed by controlled evacuation with a turbo molecular pump down
to pressures of 10−6 mbar or less. Laser spectroscopy of the 1s5 − 2p9 transition in 40Ar
is used to deduce the pressure during outgassing. This procedure is repeated until the
pressure increase by degassing is negligible. During the evacuations the gas from the cell
is analyzed with a commercially available residual gas analyzer which allows for obtaining
quantitative information on its composition.
2.3.2. Optical setup
A setup for modulation transfer Doppler-free saturation spectroscopy [62] in an argon gas
discharge cell as depicted in ﬁg. 2.2 is employed. The RF plasma discharge is powered
by a multivibrator circuit with vacuum tubes that operates at high peak voltages (up to
600V, [63]). This high voltage allows for plasma ignition even at low densities since the
acceleration forces on the charged particles are suﬃciently strong.
The pump beam is frequency modulated by a double pass AOM. The photodiode signal of
the transmitted spectroscopy beam is demodulated using a lock-in ampliﬁer. This leads to
a signal (derivative of the absorption proﬁle) at frequencies where both beams are resonant
with the same velocity class of atoms. By modulating only the pump beam the derivative
of the broad Doppler valley is suppressed. A setup where both beams are simultaneously
modulated would lead to an undesired spectrally varying oﬀset on the spectroscopy signal.
Since the laser linewidth is ≈ 0.6 MHz and the gas pressure is low (< 10−3 mbar) the pre-
dominant line broadening mechanisms are power broadening and modulation broadening.
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Figure 2.3.: The spectroscopy signal averaged over 3200 single scans. Vertical lines indicate
the deduced resonances. Solid lines: transitions between 2 hfs states; dashed: crossovers with
adjacent excited levels; dash-dotted, dotted: other crossovers as indicated in ﬁg. 2.5.
These eﬀects result in a measured linewidth of 30 MHz whereas the natural linewidth of
the transition is 5.85 MHz [64].
The signal-to-noise ratio of the data is improved by averaging over many laser frequency
scans. The spectroscopy signal in ﬁg. 2.3 thus corresponds to about 3200 single scans with
250 ms for each scan. The transmission signal of a FPI is simultaneously recorded. As the
scan of the laser frequency deviates slightly from being linear, the FPI peaks are needed
to precisely determine a frequency scale. The 40Ar peak is used as reference for averaging
the single scans and thus allows for compensation of laser drifts.
The FPI has free spectral range of c/(8 · leff ) = 82.96 MHz due to the special design (lower
part in ﬁg. 2.2). As explained in the introduction of this chapter, this diﬀers from the
previously used c/(8 · l) = 83.33 MHz. The lens in between the mirrors can be described
as eﬀectively increasing the optical path length. This applies as it has a index of refraction
greater than 1.
2.4. Data analysis
The frequency calibrated spectroscopy signal is then analyzed for resonances. According
to selection rules each HFS ground state with Fg can be excited to Fg − 1..Fg + 1 which
results in a set of 15 possible atomic transitions. Nevertheless, a total of 40 resonances
are identiﬁed, some of which must hence arise from spectroscopy. Due to the Doppler-
free setup the atomic resonances lead to enhanced transmission. Thus the derivative of a
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Figure 2.4.: Hyperﬁne constants and isotope shift as derived from the analysis of the observed
spectrum. The histograms depict the number of parameter sets with either 13 (light gray) or
14 (dark gray) matching lines for each tested value of one parameter. Some histograms are
lopsided which is probably due to discretization of parameters during ﬁtting. But mean and
median are always about the same so this is considered irrelevant.
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scan over these peaks is ﬁrst positive then negative. Therefore the number of transitions
going into the calculation is reduced by omitting those resonances with the wrong sign of
derivative. Of the 40 originally observed resonances still 23 remain.
In Doppler-free spectroscopy with nearby atomic resonances, crossovers resonances are
likely to be observed4. There are 15 possible crossover resonances between lines with the
same hfs-ground-state. These 15 are not easily distinguishable from the original 15 atomic
resonances as they have the same sign of slope. So the set of lines obtained from the
spectrum is checked according to whether lines are right in-between two other lines. This
further reduces the set of resonances to 15 lines. As it turns out during evaluation, one
atomic resonance is not observed, therefore one crossover resonance remains in the set of
lines.
The hfs constants As, Bs, Ap, Bp and the isotopic shift ∆ν are ﬁtted to the data. This is
done by variation of these ﬁve parameters over a large range and counting the number of
resonances that can be reproduced by calculation within the errors. It is found that up to
14 resonances can be both observed and calculated.
Fig. 2.4 summarizes the results for all parameters. In this speciﬁc run of the ﬁtting
program 5059 (32991) sets of parameters with 14 (13) matching resonances were found.
The results are plotted in histogram form and the value of each parameter is calculated by
the mean and the standard deviation of the histogram. The agreement between the value
derived from 14 and 13 matching resonances is well within the standard deviations. The
error, however, is larger for 13 matches as one line less has to match.
Analysis of the remaining observed features indicate that these are spectroscopic crossovers
of diﬀerent types. Fig. 2.5 illustrates the derived crossover scheme. All lines that are
calculated with the help of this scheme are plotted into ﬁg. 2.3 and agree well with the
experimental results.
Having found the hyperﬁne constants of both lower and upper state, the energy splitting
is calculated and depicted in ﬁg. 2.6. Losses during laser cooling are dominated by
undesired excitation to adjacent excited states. Therefore F = 11/2 → F = 13/2 is the
favored cooling transition as it minimizes these losses due to the larger distance to other
excited levels.
Tab. 2.2 compares the experimentally derived parameters with the existing literature
values. Generally, they are found to agree quite well within the errors. Note that there is
a systematic error of about 10−3 which is due to the error in length measurement of the
FPI. The parameters estimated from the correlations between diﬀerent noble gas isotopes
are also close to the actual results which supports the method of estimation.
4At resonance frequency, atoms of one certain velocity class (v 6= 0) are excited via transition A by the
first laser beam. This fulfills the resonance condition, ωA−kAv = ωres. The counter propagating beam
excites the same atoms via a different transition and ωB + kAv = ωres holds. Solving for the Doppler
shift ∆L = kv = (ωA−ωB)/2 and plugging in one of the resonance conditions yields wres = (ωA+ωB)/2.
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Figure 2.5.: This scheme describes the diﬀerent types of calculated transitions. Dots indicate
transitions between two hfs levels, the lines of diﬀerent style indicate diﬀerent types of crossover
resonances between two transitions as used in ﬁg. 2.3.
Table 2.2.: Data for the hyperﬁne constants of the 1s5 and 2p9 levels of 39Ar as estimated and
measured experimentally. The larger errors on the B’s result from eq. (2.4) being much less
sensitive to B than to A. Statistical errors are given, due to the frequency calibration with a
FPI the additional relative systematic error of 1.1 · 10−3 has to be minded.
Estimation This work ANL [45]
As [MHz] −286.1 ± 1.4a −285.9 ± .14 −285.36 ± .13
Bs [MHz] 118± 20a 118.7 ± 1.5 117.8 ± 1.2
Ap [MHz] −117 ± 20b −134.6 ± .12 −134.36 ± 0.08
Bp [MHz] 103± 10c 113.1 ± 1.8 113.1 ± 1.4
a see [49]: analysis using data from 37Ar
b estimated from the hfs constants of 37Ar
c estimated from the hfs constants of 21Ne
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Figure 2.6.: Energy diagram of the levels relevant for cooling and trapping of 39Ar. The vertical
lines indicate the designated cooling transition as well as the necessary repumper sidebands.
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The laser system employs diode lasers and acousto-optic modulators and it is set up to
meet three basic requirements. Firstly, frequency stability is essential as the light force
on the atoms depends on the scattering rate which is governed by the small transition
linewidth. Secondly, several laser frequencies are needed to compensate for the varying
Doppler and Zeeman shifts in the diﬀerent stages of the apparatus. Due to the hyperﬁne
splitting in 39Ar, additional “repumper” sidebands also have to be generated. Thirdly, for
a successful ATTA setup eﬃciency considerations come into play, so that suﬃcient laser
power has to be provided. This allows for large laser beams with high intensity i.e. large
capture regions both in real and in momentum space.
The contents of this chapter can be seen as overview of and supplement to the diploma
theses [65] and [66]. Therefore, it is kept compact and focuses on providing essential
information.
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Figure 3.1.: Top left: ECDL in Littrow design. A narrow frequency range is reﬂected back to
the laser diode via ﬁrst-order diﬀraction from the grating. Induced emission on this frequency
range leads to frequency narrowing. Bottom left: corresponding spectrum, schematic. Right:
spectroscopy signal and error signal from Doppler free saturation spectroscopy
3.1. Frequency stabilization
In order to have an absolute locking point, a self-built external cavity diode laser (ECDL)
is stabilized to the 1s5-2p9 transition in 40Ar. The ECDL works in Littrow conﬁguration
(ﬁg. 3.1) such that part of the light emitted from the diode is retro-reﬂected by a grating.
This serves for frequency selection as it leads to induced emission on a narrow frequency
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Figure 3.2.: Left: schematic of the beat lock loop for generation of an error signal from the
beat note. Right: Typical beat note signal and error signal. The circle indicates the locking
point for 39Ar,−168 MHz. Dashed lines indicate the spacing given by the delay line. The beat
signal shown is strongly damped towards higher frequencies as the oscilloscope recording the
data has a rather small bandwidth.
range. In the latter this laser is referred to as “Master”.
Stabilization is realized via Doppler-free saturation spectroscopy in a RF discharge cell
(argon pressure ≈ 0.05 mbar). The laser current is sinusoidally modulated with 20 kHz
which leads to modulation of the spectroscopy signal. A lockin-ampliﬁer produces the
derivative of this signal which is fed into the PI-loop controlling the grating via a piezo.
The linewidth of the emitted laser light is obtained by observation of the beating signal
between two ECDLs and is found to be ≈ 600 kHz. This is suﬃciently smaller than the
transition linewidth.
Two commercial diode laser systems are stabilized relative to the “Master” via beat signals
on fast photo diodes. As one of them mainly serves for generation of the cooling light and
the other for repumping light, they are denoted “Cooler” and “Repumper”, respectively1.
The electronics for generation of an error signal are schematically illustrated in ﬁg. 3.2
and are realized with standard RF electronics. Further details on this locking scheme can
be found in e.g. [65].
3.2. Sideband generation
The 39Ar hyperﬁne splitting derived from the measurement in sec. 2.4 indicates that there
is a non-vanishing probability to excite an atom via e.g. Fg = 11/2 → Fe = 11/2 while
the irradiating light is resonant with Fg = 11/2 → Fe = 13/22. The atom can then decay
via Fe = 11/2 → Fg = 9/2 and is hardly cooled down any more. This eﬀect becomes
1The PI-stabilized laser is first shifted by 240 MHz. This then allows for simple switching the Cooler
between 39Ar (−168.0 MHz) and 40Ar (−660.2 MHz) for possible monitor purposes. Otherwise, it had
to be switched from +72.0 MHz to −420.2 MHz which is not easily achieved by changing just the VCO
frequency.
2Strictly speaking, under perfect conditions this would not apply to the Zeeman slower. The magnetic
field is always directed along the atomic beam and circularly polarized light is used. Therefore, only
transitions with ∆mF = −1 are allowed. However, the polarization is never perfect, especially not after
a fiber and a dielectric mirror.
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especially important in the case of high intensities, where the spectral lines are further
intensity broadened. In the MOT, it is the dominant loss channel due to the large number
of scattering events.
Figs. 3.3 and 3.4 illustrate these “hyperﬁne losses”. Details on the calculations are not
included here, but basically line broadening is calculated for the diﬀerent intensities3.
Then, for each of the possible transitions, the transition rate is calculated and normalized
to an excitation probability matrix for one scattering event, E. The size of E is ne × ng
corresponding to the number of ground and excited states. The decay probabilities from
the excited levels can be derived from Clebsch-Gordan-coeﬃcients and produce a ng × ne
matrix, D. The product of both matrices is a ng × ng transfer matrix T = D ◦ E. For a
given initial distribution over the possible ground states pi the ﬁnal distribution pf after
N scattering events is
pf = T
N · pi (3.1)
Starting with all atoms in Fg = 11/2, pi = (1; 0; 0; 0; 0), the probability to ﬁnd an atom in
the ﬁnal Fg = 11/2 state is then simply the ﬁrst component of pf , pf (1).
Additional optical pumping is usually employed to close these hyperﬁne loss channels.
Most of the atoms can be pumped back to Fg = 11/2 after a couple of cycles on the
Fg = 9/2 → Fe = 11/2 transition. Nevertheless, some atoms might also be pumped to
Fg = 7/2 via Fg = 9/2 → Fe = 9/2. This motivates one further repumper sideband
resonant with Fg = 7/2→ Fe = 9/2.
The Cooler and Repumper are locked to frequencies from where all necessary sidebands
can be produced with acousto optical modulators (AOMs). Most of the AOMs operate in
double pass conﬁguration, see ﬁg. 3.5. The main advantage is that the AOM frequency can
be changed without beam displacement. Another advantage is that the absolute frequency
tuning range is doubled. In turn, the disadvantage is that the double pass setup is less
eﬃcient in terms of laser power: The diﬀraction eﬃciency is about 70 − 80 % per pass,
hence 50− 60 % in double pass conﬁguration.
For each experimental stage, the laser beams of diﬀerent frequency are overlapped with
equal polarization in a single mode optical ﬁber. The polarization has to be aligned to
one of the axes of the ﬁber to maintain polarization. The light is then guided to a tapered
ampliﬁer laser. Maximum ampliﬁcation is achieved when the polarization of the incoming
light matches that of the ampliﬁer.
3.3. Amplification
In the course of a diploma thesis [65] a ﬁber-coupled tapered ampliﬁer (TA) system was
designed and built. Details such as mechanical, optical, and electrical setup, and speciﬁ-
cation of the components can be found there. Transversal mode beam analysis shows that
the diodes used lase on the TEM01. This leads to a reduced ﬁber coupling eﬃciency of
only about 40 %4.
However, as each of the TAs produces up to 1 W (850 mW after the optical isolator)
3For the formula for scattering rate, line broadening and saturation parameter please see sec. 4.3.
4This is not only governed by the transversal mode but also partly due to the optical fiber. Uncoated
fiber ends reflect about 4 % each which -combined with the coated fiber coupler lenses- already limits
transmission to ≈ 90 %.
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available laser power is not a limiting factor. Depending on the seed power, the output
power may vary. This is especially critical for single atom detection in the MOT because
it leads to drifts of the background photon rate. Therefore, the MOT-TA is stabilized to
constant power in the MOT beams.
Fig. 3.6 illustrates the simultaneous ampliﬁcation of diﬀerent frequencies in the same TA
chip. In this case, it is the Zeeman slower light as monitored by a scanned FPI but the
outputs of the other TAs look similar. In principle, it works ﬁne but under certain condi-
tions an additional optical isolator right before or after the ﬁber is advantageous: A TA
always also emits light via its input facet. This can be transmitted in reverse direction
through the ﬁber and lead to disturbances in the AOM setup.
−2102.2 −1502.2 −850.4 +27.8
I F
PI
 
[a.
u.]
∆ [MHz]
2. Rp. 1. Rp.
Cooler
Booster
Figure 3.6.: Simultaneous ampliﬁcation of diﬀerent frequencies in one TA chip. The plot
shows the transmission of Zeeman slower light through a Fabry-Pérot interferometer (FSR =
1.5 GHz). The highest peak corresponds to the cooling light, the peak at higher frequency
corresponds to the “booster” (which is introduced in sec. 4.6.2), and the other two are re-
pumpers.
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4.1. Vacuum system
L/s
50
L/s
50
L/s
250
2e-9mbar
Sample inlet
To backing/
cleaning pump
2000
L/s
Source     Collimator       MOL                     Zeeman slower                 MOT
Getter
pump
TC
RGA
100 IMG
IMG
TC
Gate
valve
1e18 atoms/s
2e-5mbar
Dosing valves
LEX1
To backing/
cleaning pumpBottle Ar/ Kr/ Xe
Mixing
container
Bottle Ar
Dosing valve
Figure 4.1.: Schematic drawing of the vacuum system. The solid black arrows represent the
direction of gas ﬂow in recycling mode. The gray-shaded arrows indicate optional bypasses for
e.g. HV evacuation of the reservoir section to reduce cross sample contamination. Pumping
speeds are given in numbers as well as the approximate pressures during operation. The
apparatus runs with either atmospheric Ar/Kr/Xe from gas bottles or with enriched samples.
These are mixtures of highly enriched gas samples with bottle-Ar. Abbreviations: TC -
thermocouple gauge, IMG - Inverted Magnetron Gauge, RGA - Residual Gas Analyzer, LEX1
- Keller LEX1 gauge. Getter pump: SAES CapaciTorr D400. All other pumps: Varian
turbomolecular pumps. Dimensions are not to scale.
The key to 39Ar-ATTA is the setup of an atomic beam apparatus with maximum eﬃ-
ciency in terms of 39Ar count rate. The ﬁrst of several steps necessary is the design and
implementation of a vacuum system that makes high sample throughput possible. At the
same time, a suﬃcient vacuum level has to be maintained in the trap chamber to reduce
collisional losses with the background gas.
In the source chamber, a 2000 l/s turbomolecular pump allows for 1018 atoms/s throughput
at a pressure of 2 · 10−5 mbar. Sample consumption can be minimized when the vacuum
system operates in recycling mode. In this conﬁguration the large pump serves merely as
compressor and transports atoms back to the source reservoir. A steep pressure gradient
between reservoir (10−1 mbar) and main chamber (2 · 10−5 mbar) is realized by a diﬀer-
ential pumping stage right in front of the source tube. The getter pump connected to the
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reservoir pumps most of the outgassing compounds except for CH4 and noble gases. This
enables for continuous operation in recycling mode because the resulting argon outgassing
rate during source operation is less than 10−4 mbar · l ·h−1.
The metastable atoms necessary for atom optical manipulation are produced in a RF
discharge source. Atoms emerge from the source and the metastable ones are optically
collimated. The collimated atomic beam passes a series of diﬀerential pumping stages and
is laser cooled, i.e. slowed down both transversally and longitudinally. A magneto-optical
trap is realized in a compact chamber with several viewports under UHV conditions (pres-
sure in the 10−9 mbar range).
Due to the low abundance of 39Ar, most measurements for characterization or mechanical
adjustment are done with 40Ar or 38Ar. 40Ar is particularly useful for adjusting compo-
nents related to the atomic beam, that is the source, the collimator, the magneto-optical
lens and the Zeeman-slower. The measurements are then performed by ﬂuorescence de-
tection. Each atom in the beam scatters only few photons while passing the ﬂuorescence
volume, so as many atoms as possible have to be observed in order to have high signal
quality.
The laser frequencies are set to 38Ar for MOT optimization. For 40Ar the MOT shows
substantial saturation and a reduced lifetime compared to the single atom scenario. The
reason are two body collisions between metastable atoms due to the large number density.
Due to its smaller natural abundance the 38Ar metastable ﬂux is by a factor ≈ 1600 smaller
than for 40Ar, therefore saturation eﬀects play less of a role.
4.2. Metastable beam source
Here an overview of the existing techniques to produce beams of metastable atoms is
presented. Most of these metastable sources operate with discharges sustaining a plasma
(see tab. 4.1, taken from [67]), which is why a detailed discussion of the relevant processes
happening in such a plasma is essential. Keeping in mind what can be learned from an
investigation on those processes, the diﬀerent kinds of sources can be understood much
better.
4.2.1. Excitation techniques
Optical excitation
Optical excitation schemes for the production of metastable noble gases usually require
two intermediate states. The atoms in the source are irradiated with at least two diﬀerent
optical frequencies, one from the ground state to the ﬁrst intermediate state and one from
the ﬁrst to the second intermediate state. From there the atom decays to the metastable
state. A high ﬂux atomic beam source has been realized for krypton at ANL [76].
Transferring the technique to produce metastable argon is problematic as the lowest states
in krypton can be accessed with 124 nm light whereas 107 nm light is required for argon.
At this wavelength most materials suitable for vacuum systems except for LiF are opaque.
LiF itself is a further cause of problems due to its hygroscopic nature [77] which leads to
severe degradation over time.
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Table 4.1.: Comparison of diﬀerent sources for the production of metastable atomic beams.
Element Source Excitation Throughput Metastable intensity Ref.
type technique
[
atoms
s
] [
atoms
s · sr
]
He supersonic DC 1.2 · 1019 26.6± 5.3 · 1014 [68, 69]
He supersonic e− beam 2 · 1021 3 · 1014 [70]
He supersonic DC — 1014 [71]
Ne effusive DC — 1 · 1015 [72]
Ne supersonic DC 8 · 1018 11± 2.8 · 1014 [68, 69]
Kr effusive microwave 1 · 1017 7 · 1014 [73]
Kr effusive optical 3 · 1017 3 · 1014 [74]
Kr effusive RF 7 · 1016 4 · 1014 [75]
Kr supersonic DC 1.7 · 1018 4.3 ± 2.2 · 1014 [68, 69]
Ar supersonic DC 2.4 · 1018 6.0 ± 1.5 · 1014 [68, 69]
Ar effusive RF 1.5 · 1018 4 · 1014 this worka
Ar effusive RF 1.0 · 1018 5.7 · 1014 this workb
a determined from fluorescence detection
b with Faraday cup (cup diameter 25 mm, distance 2.8 m, cup efficiency ≈ 0.15,
measured metastable current 0.85 nA)
At this point a combination of several techniques might seem advantageous: population
of the 1s states with a discharge and then transfer to 1s5 via optical pumping. However,
in discharges the metastable 1s5 state is anyway much stronger populated than any other
of the 1s states [43]. Thus, pumping atoms from one of those to 1s5 does not seem to be
a promising way to boost the 1s5 population density.
Nevertheless, there might still be a way to overcome the major drawbacks of discharge
sources (heating, implantation) if significant progress is achieved in the development of
an argon UV excitation scheme. With the recent advances in the fields of table-top free
electron lasers [78] or high-intensity rare gas discharge lamps [79] there might soon be new
techniques available. Another possible excitation scheme might be via 2-photon or even
4-photon transitions with available diode lasers. Fig. 1.3 may serve to identify several
possible transitions for optical pumping to 1s5.
DC discharge
Direct current glow discharges can be and have been used to produce metastable atomic
beams. They consist of at least one pair of electrodes, one of which is on high voltage. The
high voltage leads to acceleration of both ions and electrons and thus ion implantation in
the material surrounding the discharge. It is therefore not an option for trace analysis as
the risk of cross-sample contamination is obvious. Besides this, the DC discharge source in
a former argon beam machine in Heidelberg produced only 1012 metastable atoms /s/sr,
which is by more than two orders of magnitude less than what the RF discharge is capable
of.
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Figure 4.2.: A setup for the production of metastable noble gas atoms similar to [72]. The
positive high voltage on the wire maintains the primary discharge for electron production.
The ﬂux of metastable atoms is greatly enhanced by the following acceleration stage.
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Figure 4.3.: Schematic of the RF discharge source with coil and source tube. The source tube
length is l ≈ 125 mm, and the diameter is d ≈ 11 mm. The central image shows an equivalent
circuit diagram which models the plasma as secondary coil (one winding) of a transformer with
a lossy dielectric inside. An alternative description would be that of a helical quarter-wave
monopole antenna as in the right-hand picture. The ground plane actually provides a mirror
antenna such that a dipole antenna is formed.
AC discharge
Alternating current discharges partially overcome the drawbacks of DC discharges while
leading to even higher metastable fluxes. In the broader context of ATTA experiments
microwave radiation powered discharges have been realized [73] as well as radio frequency
(RF) discharges [75]. RF discharges are widely used in industrial applications such as
plasma surface coating and components in the HF and VHF range are readily available.
Therefore the present setup focuses on the implementation of a RF driven atomic beam
source.
Yet, it has to be mentioned that a electrostatic sheath layer is present not only in DC
discharges but also in RF driven plasmas, see fig. 4.4. This is due to the different velocity
and mobility of ions and electrons which leads to a charge imbalance close to the plasma
boundaries. Consequently, RF plasmas can also have relatively high sheath voltages which
lead to undesired implantation of ions into the discharge tube.
Several pictures serve for describing different aspects of the RF plasma as illustrated in fig.
4.3. The obvious is a mechanical one: a plasma is formed in a glass tube surrounded by a
coil and powered by radio frequency. In order to calculate the relevant plasma parameters
the equivalent circuit diagram is a useful tool. Experimental observations show that a
resonant antenna is advantageous for producing large metastable fluxes. The length of
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the used wire should approximately equal the wavelength times a velocity factor [80], [81].
A fudge factor comes into play when the special helical structure is to be considered1.
Besides this, it has to be kept in mind that a well-conducting ground plane is obligatory
as the antenna is actually a dipole antenna. The other half of the dipole is provided by
the ground plane forming a mirror antenna. Given the fact that the vacuum parts here
are made from stainless steel with poor conductivity the performance might be improved
with an additional copper plate or silver coating of the flange.
Examples where the relevant plasma parameters are explicitly calculated are given in [83]
(and more compact [84]). A similar calculation can be done for the present case where the
plasma length l ≈ 125 mm, the radius R ≈ 6 mm, the absorbed power P ≈ 50 W and
the frequency f = 168 MHz. This results in Rp ≈ 0.01 Ω and Xp ≈ 0.3 Ω. However, the
significant quantity is the impedance seen by the RF generator. In the transformer picture
this computes to Rs = N2 ·Rp where N is the number of coil windings (here N ≈ 10).
The reactance is simply Xs = ωLs.
4.2.2. Plasma model
Figure 4.4.: The formation of plasma sheaths: (a) initial ion and electron densities and po-
tential; (b) densities, electric ﬁeld, and potential after formation of the sheath; copied from
[83].
As already indicated in table 4.1, the most efficient metastable sources feature a plasma
powered by a RF field. In order to develop a better understanding of the processes gov-
1There are two different types of helical antennae, distinguished by their radiation pattern. For diameters
much less than the wavelength the antenna operates in “normal-mode” radiating mostly perpendicular
to the antenna axis. When the wavelength is on the order of the diameter it operates in “axial mode”
and radiation much more directed along the antenna axis [81], [82].
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erning metastable production, a two step model is applied.
First, the relevant plasma parameters such as electron temperature Te and electron density
ne are calculated. M. Lieberman presents an excellent example of a plasma model in [83],
hence the following calculation uses a similar approach.
In the second step, the excitation and loss rates for metastable argon atoms are derived
from the available data on collisional cross-sections and the previously calculated plasma
parameters. This allows for calculation of both the metastable density at any point in the
discharge tube and the probability of an atom to “survive” in the metastable state until
it emerges from the source tube.
The previously mentioned Lieberman model calculates plasma densities for uniform pres-
sure in a plasma chamber. Hence, regarding the context of an atomic beam source, the
model has to be extended. It has to be adapted to the present experiment such that it
takes the pressure gradient in the discharge tube into account which leads to all parameters
being pressure, or respectively position, dependent.
Furthermore, experimental observations indicate that there is a threshold for plasma oper-
ation. Depending on pressure and available RF power the plasma extends more or less into
the main chamber. This phenomenon has to be taken into consideration by establishing a
“cutoff”-length in the model. Nevertheless, this adapted model still has its shortcomings.
The most important one of those is the yet unresolved issue of the power dissipation pat-
tern2.
During the calculation of the plasma parameters, the electron density in the plasma is
assumed to be equal to the ion density, ne = ni, which is the quasi-neutral plasma approx-
imation for a vanishing density of negatively charged ions. But strictly speaking, this is
only valid for the central region of the plasma as the build-up of an electro-static sheath
close to the plasma boundaries leads to a stronger depletion of the electron density in the
boundary region, see fig. 4.4.
In the following a brief outline of the plasma model is given. Starting from the pressure
in the main chamber and the geometry of the source tube, the position dependent density
of ground state atoms ng is obtained. Due to the fact that the atoms and ions in the dis-
charge have a relatively low temperature, the collisional energy for ion-atom collisions is
low. The cross section σig for these collisions can be derived from fig. 4.5, which, together
with ng, leads to the corresponding mean free path λi for ions.
Combined with the geometrical restrictions of the plasma, namely length l and radius R,
an effective plasma size deff and an effective area Aeff for energy transport to the wall can
be calculated. These effective plasma size parameters deviate from the geometrical size
parameters. They originate from a heuristic solution of the density profile at low pressures,
where the collisionless plasma edge3 begins to play a significant role.
From ng and deff the mean electron temperature Te can be derived, and results for the
present source setup are illustrated in fig. 4.6. Furthermore, the Bohm velocity uB (the
velocity of ions at the plasma sheath edge) can be directly obtained from Te.
2Basically, a solution in between two extreme scenarios seems reasonable. Either, the power is distributed
uniformly over the whole discharge or its distribution pattern follows the pressure gradient. The first
scenario is reasonable as the vacuum wavelength at 168 MHz is about 2 m which is much larger than the
dimensions of the plasma. Nevertheless, the antenna is operated close to a resonance where a standing
wave forms on the coil wire. This latter scenario seems as well plausible. Clearly, this requires further
investigation.
3This is the region in direct vicinity to the wall, where the mean free path is larger than the distance to
the wall
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Figure 4.5.: Experimental values for elastic scattering (s), charge transfer (T ), and the sum of
the two mechanisms for argon ions in their parent gases, copied from [83]. x-axis: collisional
energy, y-axis: collisional cross-section.
Each creation of an electron-ion pair leads to a loss of collisional energy, Ec, from the
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Figure 4.6.: The mean electron temperature as derived from [83] for 2 · 10−5 mbar pressure in
the main chamber and a glass tube of 125 mm length and 5.5mm radius.
system. Ions hitting the surface surrounding the plasma lead to a further loss of kinetic
energy, Ei. Likewise, electrons hitting the wall also correspond to a loss of kinetic energy,
the mean loss is 2 · e ·Te for electrons from a Maxwell-Boltzmann energy distribution.
Each of these contributions can be calculated from the mean electron temperature Te.
Accordingly, ET = Ec + 2Te + Ei is the total energy equivalent temperature lost per ion
that hits the wall of tube. As most of the plasma calculations use energy equivalent tem-
peratures, the physical quantity “energy” is calculated as εT = e ·ET .
Energy conservation demands that the power that is fed into the plasma has to be dissi-
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pated, most likely into the wall. The particle flow of ions to the wall is ni · uB ·Aeff which
leads to the following relation between plasma density and absorbed power Pabs:
ni =
Pabs
uB ·Aeff · e ·ET
(4.1)
As mentioned earlier, the electron density ne is assumed to be equal to the ion density ni.
Hence, having now calculated the ion density from plasma size parameters and energy con-
servation, the electron density necessary for the calculation of the metastable production
and loss rates is likewise available.
4.2.3. Metastable density model
Table 4.2.: An overview of metastable density at diﬀerent pressures and for diﬀerent excitation
schemes from available data in literature. The choice of a RF discharge is obvious as it achieves
the highest eﬃciency.
Pressure Excitation Metastable density Efficiency Ref.
[mbar] method
[
m−3
]
0.0013 ECRa 1015 3.3 · 10−5 [85]
0.013 ICPb 1.2 · 1018 3.7 · 10−3 [43]
0.02 ICP 1.9 · 1017 4 · 10−4 [86]
0.05 DCc ≈ 1018 ≈ 10−4 [87]
0.066 RF cap.d 1.5 · 1015 9.3 · 10−7 [88]
0.1 DC 2 · 1017 8 · 10−5 [89]
0.133 RF cap. 1.7 · 1018 5.3 · 10−4 [90]
0.4 RF 1.1 · 1017 1.1 · 10−5 [91]
50 DC 2.0 · 1020 1.7 · 10−4 [92]
a Electron Cyclotron Resonance
b Inductively Coupled Plasma
c Direct Current Discharge
d Radio frequency capacitively coupled
Several important conclusions can be drawn from the available literature prior to devel-
oping a metastable production model for this specific application. Tab. 4.2 summarizes
both calculated and measured metastable densities for the 1s5-state in 40Ar. Again, RF
discharges seem favorable as they lead to the highest metastable excitation efficiency.
Under the assumption that the populations of the different atomic states are in a local
steady-state, the metastable density can be calculated for each point along the source tube.
This local steady-state can be understood such that the processes leading to population
and depletion of an atomic state happen faster than the atoms move along the discharge
tube. The residence time of an atom in the tube is on the order of a couple of ms whereas
the metastable production rate is on the order of kHz and the loss rates range between
kHz and MHz. Thus, to a certain degree the assumption of a local steady state is justi-
fied. Hence, the continuity equation has to hold for metastable atoms at each point of the
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source,
n˙m −Dm · ∂
2nm
∂z2
= 0, (4.2)
where nm is the density of metastable atoms and Dm the metastable diffusion coefficient.
Early diffusion measurements with metastable argon atoms in argon gas discharges as
presented in [93] lead to
Dm = 4.3 · 10−7m
2
s
· (
T
K)
1.68
p
mbar
(4.3)
is the pressure and temperature dependent diffusion coefficient for metastable argon atoms
in argon. Using the formula for the diffusion coefficient from Chapman-Enskog theory
([94]), the cross section for collisions between metastable atoms and ground state argon
atoms is computed to
σmg ≈ 300 Å2. (4.4)
The n˙m term in 4.2 includes all production and loss processes of metastable atoms apart
from the diffusive loss. Production of metastable atoms (denoted as Ar∗) can take place
via different mechanisms:
direct excitation from ground state: Ar + e− → Ar∗ + e−
direct e−-impact exc. from 1s states: Ar(sj) + e− → Ar∗ + e−
indirect e−-impact exc. from 1s states: Ar(sj) + e− → Ar(pk) + e− → Ar∗ + e− + hν
ion-impact excitation: Ar + Ar+ → Ar∗ +Ar+
radiative recombination: Ar+ + e− → Ar∗ + hν
The second mechanism represents excitation from one metastable or resonant level4 to a
metastable state. The third mechanism represents excitation from one metastable or reso-
nant level to an excited state with cascading to a metastable level, respectively. Given the
available electron and ion energies and densities, the excitation via the last two channels
can well be neglected and excitation from other si-levels only becomes important for high
electron temperatures (see [96, 89, 97, 98, 87, 95]).
The 1s5 state has been found to be about 6 times stronger populated than the other
metastable state 1s3 or the two resonant states [43]. Therefore, transitions from these
states do not or only weakly contribute to the 1s5 population. Nevertheless, atoms can
still be pumped from 1s5 to one of the other states which is why those transitions are taken
into account as loss mechanisms. Consequently, the following calculation applies only for
the 1s5 population density.
The local excitation rate constant kgm(Te) is obtained by integrating the total electron
impact cross section (first three mechanisms, see [99, 100]) over the electron energy distri-
bution corresponding to Te at this position. In general, rate constants can be calculated
from the corresponding cross section and the energy distribution f(ε, Te):
k(Te) =
∫ ∞
0
f(ε, Te) ·σ(ε) · v(ε)dε = 〈σ(ε) · v(ε)〉Te . (4.5)
4The resonant levels are those that can be directly excited optically from the ground state, which are 1s4
and 1s2. In plasmas they are often found to be radiation trapped (depending on the pressure) as the
excitation and decay rates can become similar [95]. That means that the light emitted by one atom is
simply resonantly absorbed by another atom.
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The electron energy distribution is assumed to follow a Maxwell-Boltzmann distribution
(MBD), which writes in terms of energy as
f(ε, Te) =
2√
π
·
√
T (ε)
T
3/2
e
· e−T (ε)/Te . (4.6)
In order to get a feeling for the efficiency of electronic excitation, it is useful to compare
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Figure 4.7.: Left-hand: Ionization, excitation and elastic cross-sections for electrons in argon
gas, copied from [83]; Right-hand: Measured cross-section for excitation to the 1s5 level in
argon, copied from [100].
the collisional cross section with the cross section for excitation. In [83] the first one
is found to be about 10 Å
2
(left-hand plot in fig. 4.7) whereas the latter is found to
be approximately 0.1 Å
2
in the energy range of interest (right-hand plot in fig. 4.7, see
[99, 100]). Hence only every hundredth collision between a ground state atom and an
electron leads to excitation to a metastable state. The majority of all collisions are simply
elastic scattering of electrons, while about one in ten collisions with a fast electron leads
to ionization of the atom5.
Regarding the loss channels, again a multitude of possible processes come into play (for a
detailed overview see [98, 101]), most of which are negligible. Yet, some of them are briefly
discussed as they help to complete the picture of what happens to metastable atoms in
this experiment.
Diffusive loss of metastable atoms to the wall is the predominant loss channel inside the
source tube. Whenever a metastable atom hits the wall of the discharge tube it is de-
excited to the ground state. The rate for diffusive loss is derived with the help of eqs. 4.2
and 4.3. While introducing a characteristic diffusion length Λ, the diffusive loss rate is
found to be
rD = −nm · DmΛ2 . (4.7)
For the cylindrical source geometry the following relation applies to Λ [102]:
1
Λ2
=
(
2.405
R
)2
+
(
π
l
)2
. (4.8)
5The minimum energy of the electron has to be 15.76 eV which is the ionization energy of argon atoms.
The ground state atom itself has only a low kinetic energy of about 0.03 eV.
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Outside of the source tube, diffusion is not anymore considered as a loss channel, because
there it corresponds to the actual emission of metastable atoms from the source. The
second most important loss mechanism is electron-impact excitation of metastable atoms.
This becomes dominant just after emission from the source. Basically three processes with
similar contributions to the loss rate are related to this:
e−-impact excitation and cascading: Ar∗ + e− → Ar(pk) + e− → Ar(sj) + e− + hν
direct e−-impact excitation: Ar∗ + e− → Ar(sj) + e−
e−-impact ionization: Ar∗ + e− → Ar+ + 2e−
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Figure 4.8.: Left-hand: Dashed line: Average electron impact cross-section for transfer from
1s to 2p, copied from [103], solid line: eﬀective cross-section for loss of 1s5 atoms; Right-hand:
Electron impact cross-section for ionization of 1s atoms, copied from [104].
Average cross sections σsp for electron-impact excitation from any of the 1s levels to the
2p multiplet can be found in [103], see fig. 4.8. The cross section for transfer from one 1si
level to one specific 2pk level is calculated by
σki = σsp ·
fik∑
k fik
, (4.9)
where fik is the experimentally observed line strength for the transition 1si-2pk. For each
of the 2pk levels the probability to decay back to the initial 2si state is found by the
branching ratio
δik =
Aki∑
iAki
, (4.10)
with the Einstein coefficients Aki. Consequently, the collision energy dependent effective
cross section for pumping atoms from 1si to any other 1s level via all possible 2pk levels
is
σkij(ε) = σsp(ε) ·
∑
k
[
(1− δik) ·
fik∑
k fik
]
, (4.11)
and especially from 1s5 to any other 1s level
σk5j(ε) ≈ 0.14 · σsp(ε). (4.12)
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This has been explicitly calculated but as the necessary line strengths and coefficients can
be found online ([105]) they are not listed here. The important result is that the effective
cross section for losses from the 1s5 level via electron-impact excitation and subsequent
cascading is just 14% of the cross section for excitation, reflecting that decay back to the
initial state is highly probable. The rate constant is
kexc =
〈
σk5j(ε) · v(ε)
〉
Te
. (4.13)
The rate constant kr for direct transfer from 1si to 1sj via electron-impact is often assumed
to be constant (kr = 2 · 10−13m3/s, [97]), independent of the electron energy. However,
the results from [106] clearly show the opposite. This is accounted for in the following by
using a modified kr(Te) instead, weighted by the Maxwellian electron energy distribution.
For losses by ionization the corresponding cross section can as well be taken from literature,
see [104] and fig. 4.8. The rate constant is again obtained by
kiz = 〈σiz(ε) · v(ε)〉Te . (4.14)
Interestingly, losses via collisions between metastable atoms or between ground state atoms
and metastable atoms do not play a significant role inside the source tube. kmm, the rate
constant for metastable-metastable collision, is found to be
kmm = 6 · 10−16m3/s , [97]. (4.15)
Division by the mean relative speed6 leads to σlossmm ≈ 100 Å2. The collisional cross section
between metastable atoms is calculated with the help of eq. 4.4 to be σmm ≈ 800 Å2.7
Hence only one in eight collisions results in Ar∗ + Ar∗ → Ar + Ar+ + e−. Given the low
density and the low relative speed this process can be neglected here. Nevertheless, in a
dense magneto-optical trap it leads to saturation.
Two-body quenching, Ar∗ +Ar→ 2Ar, has a small rate constant of only
k2B = 2.1 · 10−21m3/s , [97]. (4.16)
Similar to the above the cross section for loss found to be σloss2B = 3.7 · 10−4 Å
2
. Compared
to eq. 4.4 the difference is nearly 6 orders of magnitude. As already mentioned, the ground
state atom has about 0.03 eV kinetic energy. The mean collisional energy for this process
is 11.548 eV + 2 · 0.033 eV = 11.614 eV which is still less than the energy of the adjacent
1s4 level (11.624 eV). Furthermore, in a very classical picture, only a small fraction of the
kinetic energy of the ground state atom can actually be transferred to electrons of the
metastable atom. Momentum and energy conservation lead to ∆E ≈ 4me/matom ·Ekin ≈
1/18362 ·Ekin. Therefore, it is not likely that metastable atoms are de-excited via this
mechanism.
Again, for atoms in the MOT it plays an important role: the collision is elastic which
means that momentum is transferred to trapped atoms. Having an atom with 400 m/s hit
6The mean relative speed of two atoms ¯vrel is
√
2v¯. For derivation: vrel =
√
(v2 − v1)2 =√
v
2
2
− 2 ·v2 ·v1 + v12. The mixed terms can simply be canceled out due to the random distribu-
tion of velocities.
7The calculation uses the geometrical scattering cross-section: σmg = pi · (rg+rm)2 ≈ 300 Å2, rg = 188 pm
⇒ rm ≈ 789 pm ⇒ σmm = pi · (2 · rm)2 = 783 Å2.
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an atom at rest, the atom in the trap will simply be kicked out of the trap. Its resulting
kinetic energy is most probably far larger than the capture limit of the trap. Thus, the
atom stays in the metastable state but will ultimately be de-excited when colliding with
the trap chamber.
In principle, de-excitation by collisions with ions is also possible. Unfortunately, this topic
is rarely treated in literature. However, an estimate for the rate constants can be given
by the following argument. Collisions between ions and metastable atoms should not be
fundamentally different from collisions between ions and ground state atoms. Thus the
collision cross section should be comparable to fig. 3.15 in [83] (100 Å
2
). Given the low
relative speed, the rate constant is estimated to kim ≤ 5 · 10−16m3/s. This is about 2.6
orders of magnitude lower than the rate constant for losses due to electrons. As the electron
and ion densities are similar this process can well be neglected.
Based on the previously derived plasma parameters the production and loss rates at each
point along the source tube can now be calculated by rewriting eq. 4.2 and keeping only
the significant terms:
ng ·ne · kgm − nm ·
(
ne · (kexc + kr + kiz) + DmΛ2
)
= 0. (4.17)
Solving this for nm leads to the local metastable density:
nm =
ng ·ne · kgm
ne · (kexc + kr + kiz) + DmΛ2
, (4.18)
where all parameters implicitly or explicitly depend on the position along the source tube.
With a similar calculation it is possible to derive the excitation probability density ρexc
for atoms as they move along the source. Then, this can be convolved with the probability
to be still in the metastable state when the atoms leave the discharge. By this ρexc+surv
is obtained. An exemplary result for the experimentally optimized source parameters is
shown in fig. 4.9. η, the production density is obtained by integration of ρexc+surv over
the whole discharge region. The results indicate that mostly atoms that are produced in
the last 10 mm of the discharge actually contribute to the production efficiency.
The dependence of the source efficiency on parameters like RF power, gas temperature,
source tube radius or throughput (measured by the pressure in the main chamber) is
illustrated in figs. 4.10 and 4.11. For each of the plots two parameters are kept constant
at the values experimentally found to be optimal.
The metastable flow, which is proportional to the product of efficiency and pressure, is
depicted in fig. 4.12. Basically the same results as in fig. 4.11 are presented but additional
losses due to metastable-ground-state collisions along 40 cm of further propagation in the
source chamber are taken into account. These are computed with the help of above the
σmg (eq. 4.4).
Even though the metastable density calculation as well as the plasma model use many
approximations the combined model reproduces the experimentally optimized parameters
to some extent. Especially, the calculated source efficiency of 1.3 · 10−3 agrees quite well
with the experimental value of 1.8 · 10−3 (last row in table 4.1).
The results in fig. 4.9 might be used for further improvement of the metastable source.
It might be beneficial to use a positively charged electrode in a certain distance from the
source exit. On the one hand this could help to repel ions, which would otherwise be
implanted into e.g. the collimator mirrors. On the other hand, electrons would be drawn
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Figure 4.9.: The local metastable production density multiplied by the probability to survive
until the end of the source can be integrated to obtain the source eﬃciency. Solid line: results
obtained by solving the rate equation with a plasma cutoﬀ at 1 mm behind the tube end.
Dashed line: same without diﬀusive loss. Gray curve: plasma extends further into the main
chamber thus increasing the eﬃciency. Dotted curve: ﬁtted from a simple model to reproduce
the same eﬃciency. The simpliﬁed model assumes a uniform cross section for loss.
towards this electrode, hence effectively increasing the electron density close to the source
exit. This could further enhance the metastable flow, but is subject to future investigations.
4.2.4. Characterization of the source
This section compiles several key properties of the atomic beam source. Detailed insight
into the methods used for measuring the metastable flux and additional information is
provided in [107]. Fig. 4.13 for example illustrates how the velocity distribution is obtained
from both absorption and fluorescence measurements. The longitudinal fluorescence is
measured 40 cm downstream of the source whereas absorption is measured directly behind
the source. The peak at v = 0 is produced by transversal fluorescence and serves as
marker. Frequency calibration is done with the help of a Fabry-Pérot interferometer with
≈ 83 MHz free spectral range.
The speed of atoms emitted from the source in axial direction does not follow a MBD
as would be naively expected. Certainly, such a behavior is found for atoms inside the
source. But fast atoms travel a larger distance in a given time interval than slow atoms.
Consequently they hit the walls of the tube more often. This “wall-hitting-frequency” is
proportional to the velocity v. Thus, fast atoms are by a factor ∝ v more likely to be
emitted from the source8. The on-axis atomic velocity distribution is therefore rather
f(θ = 0, v) ∝ v3 · e−v
2
vˆ2 (4.19)
8Strictly speaking, this is only true for a large source vessel with a small opening. Depending on the
source geometry, an emission distribution somewhere in-between eq. 4.19 and a MBD may occur.
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Figure 4.10.: Calculated dependence of the source eﬃciency on variable RF power and gas
temperature at constant tube radius and throughput. The eﬃciency shows saturation with
increasing RF power (note the logarithmic x-axis) and is not found to be strongly dependent
on the source temperature.
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Figure 4.11.: Calculated dependence of the source eﬃciency on variable tube radius and
throughput at constant RF power and gas temperature. The results indicate that with in-
creasing pressure the eﬃciency peaks at higher radii. In a simple picture more atoms can be
pumped through a larger tube in order to obtain a comparable optimum density close to the
source exit.
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Figure 4.12.: Dependence on the metastable ﬂow after the main chamber on variable tube
radius and throughput at constant RF power and gas temperature. The experimentally opti-
mized parameters (R = 5.5 mm, pmain = 2 · 10−5 mbar) are found to be close to the optimum.
The results take the limit for the atomic beam diameter given by the collimator laser beams
and the diﬀerential pumping stage into account. Thus tube radii of more than ≈ 6 mm are
disadvantageous. The detection eﬃciency decreases with increasing p as the MOT lifetime
decreases. Hence, pressures higher than 2 · 10−5 mbar prove to be disadvantageous.
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Figure 4.13.: Atomic beam ﬂuorescence proﬁle in 40 cm distance from the source. A simple
MBD ﬁt leads to dotted curve (T = 467K, vˆ = 441m/s). The ﬁt quality is poor for low
velocities. Therefore a modiﬁed velocity distribution is ﬁtted to the data taking divergence
due to the measured transversal velocity spread (Gaussian ﬁt to absorption proﬁle, vtrans =
270m/s) into account. This leads to Tmod = 385K and vˆ = 400m/s.
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Figure 4.14.: Heating of the atomic beam source for high RF power from a multivibrator
circuit. The time constant and the equilibrium temperature depend on the supplied power
and the antenna setup, see text.
where θ is the angle between velocity vector and the main axis of the source tube. vˆ is the
most probable velocity of the corresponding MBD in the source. Nevertheless -regarding
the fluorescence measurement- the initial MBD is reproduced: Fast atoms travel faster
through the fluorescence volume, which leads to a suppression factor of v−1.
The mean and most probable velocity as well as the corresponding temperature in the
source can be obtained by fitting a modified MBD (modMBD) to the fluorescence sig-
nal. The need for modification arises when the transversal velocity comes into play. The
transversal spreading of fast atoms along the atomic beam is less than for slow atoms.
Hence, the fluorescence measurement actually detects less of the initially emitted slow
atoms. Fig. 4.13 compares the fitted curves for a pure MBD and the modMBD. The
modMBD clearly fits the data much better especially for low velocities where transversal
spreading becomes important.
From the fluorescence measurement a most probable velocity of 400 m/s is derived which
corresponds to 450 m/s mean velocity and a temperature T = 385 K. This, however,
depends strongly on the operating conditions. Fig. 4.14 gives an example where an ini-
tially “cold” source warms up during operation with about 150 W RF power provided by
a multivibrator circuit. The fitted line indicates that the characteristic time-scale for the
heating process is τ ≈ 4.5 minutes. Equilibrium is reached after about 20 minutes.
Temperature is also an issue when difference source designs are considered. During opera-
tion of a 13.56 MHz discharge with a non-resonant antenna the source flange substantially
heated up. This heating may be attributed to the poor conductivity of the source flange
which leads to power dissipation as it has to serve as mirror monopole.
In addition, test runs with very small source diameters (as low as 0.2mm) resulted in defor-
mation and degradation (and even melting) of the glass tube due to too high intensity or
poor heat conductivity. Besides this, small tube diameters have the drawback of very steep
pressure gradients which inhibit operation of turbomolecular pumps in recycling mode.
Fig. 4.15 presents the results for pressure dependence of the atom flow. Note that the
set of experimental parameters is not the optimum, which explains the difference to the
calculations in terms of maximum efficiency. The breakdown of the fitted curve can be
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Figure 4.15.: An exemplary ﬂow-pressure dataset. The source geometry is diﬀerent from that
in the previous calculation, hence the eﬃciency is rather low. The eﬃciencies from ﬂuorescence
measurements have been scaled to match the absorption data for low pressure. Dashed curve:
ﬁtted ﬂow with constant η = 5 · 10−5 and losses due to metastable-ground-state collisions
(σmg = 300 Å
2
). For higher pressure the ﬁt quality breaks down, see text.
explained by the following. The absorption measurement provides the excitation efficiency
that is used for calculating the flow after the main chamber. But at about 6 · 10−5 mbar
the plasma begins to extend beyond the point of absorption measurement. Therefore,
the efficiency increases strongly which leads to much higher metastable flow. From the
difference between the solid line and the data the excitation efficiency is expected to have
increased by one order of magnitude at a pressure of 1.8 · 10−4 mbar.
In fig. 4.16 the saturation behavior predicted by the calculation is experimentally ob-
served. However, for 144 MHz saturation is stronger than calculated: Here, application
of more than 30 W RF power does not at all lead to substantial increase in metastable
flow. The dataset for 13.56 MHz also shows saturation but it is much weaker in this case.
The reason might be that, on the one hand, the tube is much narrower, thus excitation
can mostly occur outside of it where the power threshold is higher. On the other hand,
it could be related to the previously mentioned fact that the 13.56 MHz setup seems to
dissipate more power in the vacuum parts. Therefore the actually available power might
be less than what the RF generator claims.
4.3. Laser cooling basics
This section gives a brief overview of different parameters and formulae for laser cooling,
which are relevant for the following calculations. Full derivations of these formulae can be
found in a number of atom optics textbooks, e.g. [64] or [108].
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Figure 4.16.: The metastable production eﬃciency shows saturation for increasing RF power
as qualitatively predicted by the calculation. The ﬁt serves just as guide to the eye and is
based on a best-guess curve.
4.3.1. Photon scattering rate
The concept of an isolated atom in free space has to be modified in order to understand
the process of spontaneous emission from an excited atomic state. Basically, an excited
atom can be seen as a pure state for the system “atom”. Nevertheless, the system “atom +
electromagnetic field” has different eigenstates: the electromagnetic field is also quantized
and has a non-zero ground state. In this system, the excited atom is in a mixture of states
and thus follows time evolution.
The mean lifetime τ of the excited state can be related to the linewidth Γ via τ = 1/Γ.
For spectroscopic purposes the spectroscopically observed linewidth γ is more convenient,
γ = Γ/(2π). From the derivation in [64] Γ is calculated as
Γ =
ω3|µeg|2
3πε0~c3
=
16π3|µeg|2
3ε0hλ3
, (4.20)
where µeg is the transition dipole moment defined accordingly
µeg =
∫
Ψ∗eµˆΨgd
3r = 〈Ψe| µˆ |Ψg〉 . (4.21)
The Ψ’s denote ground and excited state and µˆ is the transition dipole moment operator.
[109] gives a nice example of how the transition dipole moment is calculated and also
illustrates polarization effects on the saturation intensity Is. Laser cooling techniques, as
presented in the following, mostly make use of σ± polarized light. In this case of an ideal
two-level system, the saturation intensity for 40Ar computes to
Is = πhc/(3λ
3τ) =
(
1.44mW/cm2
)
. (4.22)
The on-resonance saturation parameter is defined as the ratio of incident intensity and
saturation intensity, s = I/Is. s0 denotes the maximum saturation in e.g. the center of a
Gaussian laser beam. In the following, the detuning ∆ denotes the difference between the
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frequency of the light the atoms “see” and the transition frequency ν0. In particular, for
off-resonant laser light with frequency νL the laser detuning is defined as
δL = νL − ν0, ∆L = ωL − ω0. (4.23)
A full treatment for a two-level atom (as can be found in the above-mentioned textbooks)
results in an expression for the photon-scattering rate per atom, γp, dependent on laser
intensity and detuning:
γp =
Γ
2
· s
1 + s+ (2∆/Γ)2
. (4.24)
Power broadening as an effect of high intensity gives rise to the power broadened linewidth
Γ′ = Γ · √1 + s, see fig. 4.17. On the one hand, this can be beneficial under certain circum-
stances where e.g. all atoms should scatter as many photons as possible. But, on the other
hand, controlled manipulation and efficient cooling of atoms becomes more complicated
as the force on the atoms becomes less velocity sensitive, which will be illustrated in the
paragraphs below.
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Figure 4.17.: The photon scattering rate as function of detuning for diﬀerent intensities. The
eﬀect of increasing laser intensity manifests in an amplitude rise and substantial broadening
of the curve.
4.3.2. Radiation pressure
Each of the photons absorbed by an atom transfers momentum to this atom. This momen-
tum is given away again when the atom re-emits the photon. Thus, exposure to isotropic
irradiation does not lead to a net momentum transfer. However, anisotropic irradiation
from e.g. a laser beam has a very distinct effect. The atom absorbs only momentum from
one direction whereas it emits isotropically. Combining eq. 4.24 with Newton’s second
law of motion and the momentum per photon pγ = ~k results in an expression9 for this
dissipative light force Fdis
Fdis = γp~k =
Γ
2
s
1 + s+ (2∆Γ )
2
~k. (4.25)
9Congratulations, you just found the bonus footnote. Contact me for a free drink.
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Atoms in motion experience an additional frequency shift by Doppler shifting the resonance
frequency. This is calculated from the scalar product of the wave vector ~k and the velocity
of the atom ~v, ∆D = −~k~v. Therefore, for each atomic velocity there is a different detuning,
∆ = ∆L+∆D. When ~v is anti-parallel to ~k then ∆D > 0. The atoms see light of a higher
frequency, hence there is a certain velocity class in resonance with a red-detuned laser
beam. The maximum deceleration is simply calculated by
amax =
Fdis(∆ = 0)
m
≈ several 105m/s2 for typical parameters. (4.26)
4.3.3. Optical molasses
As a consequence, the resulting force on an atom in a system with two counter propagating
beams, ~k1 and ~k2 = −~k1, is
F =
Γ~~k1
2
s
1 + s+ (2(∆L−
~k1~v)
Γ )
2
+
Γ~~k2
2
s
1 + s+ (2(∆L−
~k2~v)
Γ )
2
(4.27)
This expression can be expanded for small velocities, where vk = ~k/k ·~v:
F = 8
~k2∆L
Γ
· s(
1 + s+ (2∆L/Γ)
2
)2 · vk ≡ −βvk. (4.28)
Provided that the detuning of the laser beams is negative, i.e. the light is red-detuned,
β can be identified as a coefficient of damping. Hence, two counter propagating, red-
detuned laser beams cause the atomic velocity along the axis of the beams to be viscously
damped. In analogy to the well-known viscose liquid “molasses” this setup is named
“Optical Molasses” (OM). Fig. 4.18 illustrates the effects of different detunings and/or
varying intensity on the damping force.
4.4. Atomic beam collimation
4.4.1. Collimation techniques
In a long atomic beam apparatus atomic beam collimation becomes necessary, which is
motivated in the following10. The MOT has a certain capture region, which is about
AMOT = πr2laser. Given the distance R between source and MOT, the solid angle observed
by the MOT is ∆Ω = AMOT /R2. Under assumption of an effusive beam source, the
fraction of detectable atoms is ∆Ω/π.11
In reality, things are even more complicated, because both longitudinal velocity v‖ and
transversal velocity v⊥ are thermally distributed. Nevertheless, the detectable fraction is
10Note that this section serves as a overview, a more detailed discussion with helpful references can be
found in e.g. [107].
11The full angle of the source is not 4pi but pi as only atoms that are actually emitted from the source into
the hemisphere of the MOT have to be considered (factor 1/2) and I(θ) = I0cosθ for an effusive source
(another factor 1/2).
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Figure 4.18.: Damping force in an optical molasses for diﬀerent saturation s and diﬀerent laser
detuning ∆L. Too low s leads to a rather small force on the atoms which limits the range of
slowable atoms. Very large s also leads to smaller force as the spectral line is substantially
broadened. For the detuning, things are similar: small ∆ leads to a steep gradient of the
force but of smaller amplitude. Large ∆ however results in a less steep gradient. The velocity
capture range of the OM is given by the region between the extrema of the curves. For the
right-hand plots with s = 1 this corresponds to a range [−∆L/k..+∆L/k].
approximately c∗ · r2laser/R2, thus inverse-quadratically decreases with distance from the
source given a certain maximum rlaser. The proportionality factor c∗ is calculated from
the velocity distributions and increases for smaller transversal velocity width.
There are different techniques to reduce the transversal velocity spread of an atomic beam.
The simplest one would be with a slit of diameter d in a certain distance l of the ideally
point-like beam source. Only atoms with v⊥/v‖ ≤ d2l can pass the slit, thus the transversal
velocity distribution is narrowed. This would, however, not yield a higher loading rate of
the MOT as compared to a situation without slit, so it has gain 1.
Optical collimation can also be implemented and leads to large gains [110]. It has to
be mentioned that the concept of a “gain” is not applied as easily as usually: a perfectly
collimated beam would lead to gain 1 directly behind the source but to gain∞ for infinitely
large distance. “Gain” in the paragraphs below refers to the spatially dependent gain
evaluated at the position of the MOT. In order to efficiently collimate atoms emerging
from the source, the laser beams should be in resonance with large velocities close to the
source. Close to the end of the collimation stage, they should be in resonance with atoms
of zero transversal velocity. This can be achieved by e.g. one perpendicular laser beam of
spatially varying detuning which is hard to produce. Alternatively, the angle between the
atomic beam and a laser beam of fixed detuning has to be varied spatially.
Several realizations of this include curved mirrors, focused beams and tilted flat mirrors.
Here, the latter is realized, as it has several advantages over the first two possibilities. Due
to the large longitudinal velocity the collimation stage has to be long, which requires huge
c.w. laser power when implemented with a focused beam. The mirror setups simply recycle
the same beam again and again, as the absorption by the atoms is low. Nevertheless, the
mirrors have to have a high reflection coating due to the large number of reflections.
Flat mirrors are commonly used and thus are more or less readily available which is not
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Figure 4.19.: Collimation of an atomic beam with tilted mirrors and laser light. Important
parameters in the calculation are the incident laser angle β0, the mirror angle θ, and the
transversal and longitudinal velocity distributions. Note that each reﬂection of the laser beam
at the tilted mirror changes the laser angle by 2θ.
necessarily the case for curved mirrors.
Collimation with tilted mirrors can be understood easily. The physical quantities used
hereafter are defined in fig. 4.19. At each point along the longitudinal axis z there is
one resonant transversal velocity vresr (z, vz) for each longitudinal velocity vz. This can be
calculated by setting the detuning zero:
0
!
= ∆(z, vz, vr) = ∆L − k ·v = ∆L − kvzsinβ(z)− kvrcosβ(z)
⇒ vresr (z, vz) =
∆L − kvzsinβ(z)
kcosβ(z)
β≪1→ ∆L
k
− vzβ(z) (4.29)
The expression can be evaluated for typical parameters, β(0) ≈ 100 mrad, β(end) ≈
20 mrad, ∆L = 2π · (+8 MHz):
vresr (0, vz) = 6.5
m
s
− vz
10
and vresr (end, vz) = 6.5
m
s
− vz
50
;
and for the most probable velocity v̂MBD ≈ 430ms :
vresr (0, v̂MBD) = −36.5
m
s
and vresr (end, v̂MBD) = −2.1
m
s
.
4.4.2. Collimator design
Prior to the experimental realization, the optimum collimator parameters were determined
by simulation. The details of this simulation and its results are described in [107]. It was
found that -depending on the source geometry- collimation factors of up to 80 in the MOT
are possible. As the atomic beam apparatus is actually longer than the simulated one, the
maximum possible collimation factor should be around 120.
Parameters such as laser angle, mirror angle, laser detuning and beam saturation were
optimized. The outcomes are as follows. In principle, the angles should be as small as
possible, as this allows for a maximum number of reflections between the mirrors. This
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is however restricted by the fact that the laser beams still have to be coupled into the
collimator. Therefore the minimum laser angle is given by the spacing between the mirrors
and the waist of the laser beam. The mirror spacing itself has to be as large as possible
to reduce degradation of the coating from ion-impact.
Under these conditions, the optimum laser detuning should be around zero, tending to
negative values. Still, the emission velocity distribution of the source can be different
leading to modified results. In order to achieve the best results, the available laser power
per beam has to exceed ≈ 100 mW.
4.4.3. Realization of the collimator
Motivated by the results from the simulation, the collimator consists of two pairs of 15 cm
long, 4 cm wide mirrors with a spacing of 6 cm. These are mounted on adjustable custom
mirror mounts. Ideally, a larger spacing would be beneficial, but this is the maximum
possible given the geometrical constraints of the vacuum chamber.
A trade-off between setup stability and adjustability is reached by in-vacuum collimation of
the laser beams. The light for each beam pair is guided into the chamber via a optical fiber
feed-through. Then, elliptical beams with an aspect ratio of 1:3 are formed by cylindrical
lenses of one inch diameter (f=50 mm, f=150 mm). A setup based on Thorlabs’s opto-
mechanical cage system serves for pre-adjustment of the collimator12.
Each collimator axis can be optimized for optimum atom collimation by one motorized
linear actuator (Newport NSA12V6) controlling θ. There is no need for further “knobs”
as one mirror per pair is fixed to be parallel to the apparatus axis. The laser angles at the
entrance of the collimator are likewise fixed and the beams enter nearly perpendicular to
the atomic beam.
First measurements as presented in diploma thesis [107] and following publications [65, 67]
show a collimation gain of only about 35, see also figs. 4.20 and 4.21. The transversal
velocity spread is derived from the frequency calibrated fluorescence profiles by fitting
Voigt curves to the data13.
Despite principally good agreement with the simulation this is a striking difference. There
are a number of possible reasons. Firstly, the simulation is done for only one radial axis
(i.e 2D) and then extrapolated to 3D. Secondly, it assumes a point-like source which is
not the case for a 11 mm source tube14. Thirdly, again related to the larger tube radius,
the assumption for an effusive source does not hold here. This could also explain why the
optimum detuning is found to be slightly blue (+8 MHz)15.
Position sensitive fluorescence measurements carried out by translating the MOT chamber
by about ±40 mm yield the intensity profile of the atomic beam. The data shown in fig.
4.22 fits well to the calculated beam profile for the previously derived transversal velocity
width and the source/pumping stage geometry ([65]).
The beam is clearly not perfectly collimated but already 36 % of the atoms can theoretically
12“pre-” as this cannot be adjusted under vacuum conditions.
13A Voigt curve is the convolution of a Gaussian with a Lorentz curve. The Lorentz curve describes the
broadening to the spectral linewidth and the Gaussian the velocity distribution.
14The tube radius is similar to that of the following differential pumping stage. Hence it might well be
that atoms from the off-center positions are also collimated but have a final radial position larger than
the pumping stage. This will be investigated in the near future as it might yield higher 39Ar count rate.
15This, however, can also be due to a not yet minimized mirror angle.
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Figure 4.20.: Transversal ﬂuorescence proﬁles for both the uncollimated and the collimated
atomic beam at two diﬀerent positions. The solid lines are ﬁtted Voigt proﬁles for the colli-
mated beam, the dotted for the uncollimated beam. Data is plotted in gray shade. Left-hand:
ﬂuorescence measured behind the diﬀerential pumping stage (after collimator). Right-hand:
ﬂuorescence at the position of the MOT. The larger enhancement with larger distance from the
source is obvious. The small uncollimated width in the MOT chamber is due to geometrical
collimation.
be captured. Further collimation is achieved by the magneto-optical lens, see next section.
4.5. Magneto-optical lens
4.5.1. Beam compression
Collimated atoms have a significantly reduced transversal velocity spread, thus the atomic
beam diameter16 increases slowly as it propagates through the apparatus. Still, it can
be advantageous to have an even smaller beam, e.g. to implement steeper differential
pumping stages. This can be achieved by setting up a compression stage downstream of
the collimator.
There are different types of such compression stages all of which incorporate magnetic
fields. The several types are distinguished by the geometry of the magnetic field, the
number and geometry of the laser beams and their polarizations. Consequently, a variety
of synonyms exist, among which “magneto-optical lens”, “atomic funnel” and “2D MOT”
are most well-known.
Another benefit of such a compression stage is that it further reduces the transversal
velocity by laser cooling. In that case, a convenient picture is to think of the collimator as
being used for collecting as many atoms from the source as possible by transversal cooling.
16It might be defined in various ways, here it refers to the full width at half maximum (FWHM).
53
4. Atomic beam apparatus
0 20 40 60 80 100 120
0
10
20
30
40
Approximate collimation power per beam [mW]
Co
llim
at
io
n 
fa
ct
or
 
 
Behind pumping stage
In MOT chamber
Figure 4.21.: Measured power dependence of the collimation for two diﬀerent positions along
the atomic beam. Both datasets show saturation for about 60 mW per beam which corresponds
to ≈ 300 mW output power of the tapered ampliﬁer. Much higher power would lead to less
collimation due to even more power broadening.
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Figure 4.22.: Measured and calculated collimated beam proﬁle at the position of the MOT.
The MOT chamber is horizontally displaced by ±40 mm while a ﬂuorescence measurement
setup is ﬁxed to it. A calculated proﬁle for σtransv = 2.3 m/s well reproduces the measured
radial proﬁle. In order to obtain the fraction of atoms within the capture region of the MOT,
the calculated proﬁle is integrated in 2D (
∫ ∫
..rdrdϕ).
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The subsequent 2D MOT then traps the atoms on the axis where transversal magnetic
field is zero17.
vt = 2.3m/s
d = 12mm
σ+
σ−
vt reduced
or negative
d about
the same
CF40 6−way cross
    length 126mm
Figure 4.23.: Setup of the magneto-optical lens. A 6-way CF40-cross provides optical access
for two pairs of trapping beams perpendicular to the atomic beam. Two ﬂat coils produce the
quadrupole ﬁeld necessary for focusing atoms into the MOT.
4.5.2. Realization of the MOL
Implementation of the magneto-optical lens is done in a simple manner. Two flat coils
with opposite direction of current produce a quadrupole field. Ideally, the axis connecting
the coil centers should be aligned with the apparatus axis but mounting the pair under a
90◦ angle is much more compatible with the existing vacuum setup, see fig. 4.23. Due to
this setup, there is one radial axis with twice the magnetic field gradient than the other
one.
Fig. 4.24 shows the results for a simulation of the MOL. As the magnetic field gradients
are ≈ 1.7 Gauss/cm and ≈ 0.85 Gauss/cm, results for 1.3 G/cm are given. Depending on
their longitudinal velocity, atoms are focused into the MOT. Nevertheless, the divergence
of the atomic beam is significantly reduced. The MOL is more efficient for 38Ar than for
39Ar due to the smaller number of magnetic sublevels and hence more efficient cooling.
The angles between the cooling beams and the atomic beam are adjusted such that the
same light as for the MOT can be used. Separately tunable frequencies for the MOL would
further complicate the optical setup as more AOMs would have to be set up. Given the
specific magnetic field geometry, the difference in field gradients can be partially compen-
sated by adjusting the laser power independently for each radial axis.
The effect of the MOL on the loading rate of the MOT can be seen in fig. 4.25. A one-
dimensional MOL leads to a loading rate by a factor 1.8 higher than without MOL. For
the two-dimensional MOL a gain of 1.82 = 3.24 is predicted as both axes are independent.
17Depending on the type of coil setup there might be several such axes. A quadrupole field produced by
a pair of coils in anti-Helmholtz configuration offers the axis between the centers of both coils and the
plane between the two coils. For very fast beams the axis is given by the longitudinal velocity but
longitudinally slow beams may change direction, depending on the alignment of the laser beams, see
[111] for an example.
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Figure 4.24.: Calculated trajectories for 38Ar and 39Ar in a two-dimensional magneto-optical
trap. The parameters are about the same as in the experiment: magnetic ﬁeld gradient 1.3
G/cm, δ = −6 MHz, s = 5. The term “magneto-optical lens” is well justiﬁed for 38Ar whereas
it is less obvious for 39Ar due to smaller eﬀective detuning between the opposing trap beams.
This agrees well with the observed results showing a gain of 3.1 which deviates only by 5%
from the expected value.
Thus, for the final design with such a two-stage collimation, it is safe to assume that more
than 90% of the metastable atoms passing the pumping stage at least reach the MOT
chamber18. But -as illustrated in the following section- the Zeeman slower again reduces
this efficiency.
4.6. Longitudinal slowing
The collimated and compressed atomic beam still has a high mean longitudinal velocity.
Integral detectors such as Faraday cups or multichannel plates that measure the absolute
flux are not influenced by the longitudinal velocity distribution but the MOT is sensitive
to it due to the limited capture velocity, see sec. 4.7. It only detects atoms from a
range of velocity close to zero, typically up to a few tens of meters per second. Thus,
the velocity distribution along the direction of flight also has to be both narrowed and
shifted to smaller values. The methods explained below make use of electric fields, laser
beams, or combinations of the latter with magnetic fields. This experimental realization
of 39Ar-ATTA features a so-called Zeeman slower but for a first MOT a chirped slower was
used. To provide a more complete picture, various other slowing techniques are explained
as well.
Whenever a laser beam is used to longitudinally slow atoms down, it has to be kept in
mind that the momentum transfer by the photons lead to a three-dimensional random
walk in momentum space. Although scattering N photons with a counter propagating
18Simply by multipliying the MOL gain with the fraction of the atomic beam that can be trapped.
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Figure 4.25.: Loading rate of the MOT with and without magneto-optical lens. Left-hand:
one-dimensional MOL, right-hand: two-dimensional MOL. As to be expected the 2D-gain is
approximately the square of the 1D-gain (5% deviation).
laser beam reduces the mean longitudinal velocity by
∆v‖ = N ·
~k
m
, (4.30)
it leads to transversal heating. The atoms perform a 3D random walk with N steps,
consequently the transversal velocity spread broadens by
∆v⊥ =
√
N
3
· ~k
m
=
√
1
3
· ~k
m
·∆v‖. (4.31)
4.6.1. Methods
Stark Slower
The Stark slower as explained in [112] uses the DC Stark effect. This effect describes the
frequency shift of atomic levels in an electric field. The detuning depends quadratically
on the electric field strength E, ∆S = α2E
2. The proportionality factor α depends on
the scalar and tensor polarizabilities of the levels involved and their angular momentum
quantum numbers, J and mJ . The limiting parameter for a Stark slower are the high
electric fields needed (typically tens of kV/mm). In combination with the atomic beam
diameter and its divergence this rapidly leads to voltages of about 1 MV which cannot be
easily handled.
Slowing with a broadband laser
An atomic beam can also be slowed down by a broadband laser beam [113]. This is
resonant with a large velocity range but has a much lower spectral power density. For a
given broad frequency range∆ω the same deceleration (as with a narrow band laser) can be
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achieved by P broadlaser ≈ Pnarrowlaser ·∆ω/Γ′narrow. Each velocity class is resonantly slowed down
to the same final velocity. The main disadvantage besides the large laser power necessary
is that the different velocity classes reach the final velocity at different positions. Thus,
they might not be detected due to transversal movement. Another disadvantage when
dealing with multi-level atoms is undesired optical pumping because of the multitude of
frequencies offered by the laser.
Chirped slower
Keeping in mind what is illustrated in section 4.3, a simple scheme for reduced longitu-
dinal velocity exploits the Doppler shift. A red-detuned laser beam (detuning ∆L < 0)
propagates towards the atomic beam and decelerates atoms close to vres = |∆L|/k. The
addressed range of velocities depends on the power-broadened linewidth, ∆v = Γ′/k.
A chirp of the laser frequency causes vres to vary accordingly. Given that the chirp is
linear and that the atoms can follow it, i.e.
1
k
· dω
dt
4.26≤ amax, (4.32)
part of the atoms can be slowed down to have a velocity in the capture range at the
position of the MOT, [114],[115],[116],[117]. However, most of the atoms still remain not
slowed down at all or are slowed down to low speed before reaching the MOT, thus they
are lost due to the residual transversal velocity or gravitational acceleration.
A simple approach serves for further clarification of this effect. The equations of motions
are solved for different release times of atoms from the source. Basically, the following
equations are numerically integrated, and the result is shown in fig. 4.26
v˙ =
Γ~k
2m
· s
1 + s+
(
2(∆L(t)+k · v)
Γ
)2 and z˙ = v. (4.33)
Zeeman Slower
Just like the above-mentioned techniques, Zeeman slowing uses a laser beam counter prop-
agating the atomic beam. It is a magneto-optical technique that uses a (off-)resonant light
in combination with a spatially varying magnetic field. Again, the idea is that atoms of
an initially higher velocity are slowed down by resonant scattering. But in contrast to the
chirped-slower it is not the laser frequency that compensates for the temporal change in
Doppler shift but a magnetic field shifts the atomic resonance. It is shifted such that at
each position another velocity is resonant. Assuming a constant deceleration a, an initial
velocity vup and a final velocity vlo leads to the solution of the trajectory in phase space
v(z) =
√
v2up − 2az , z ≤ zmax =
v2up − v2lo
2a
(4.34)
The geometry of the magnetic field can be calculated similar to sec. 4.4.1. Atoms of a
certain velocity v along the beam axis see the Doppler-shifted frequency, ωobs = ωL +
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Figure 4.26.: Chirped slower velocity trajectories for two diﬀerent release times of the atoms
from the source. Note that the release time ∆t is deﬁned via the phase of the frequency
sweep whereas -for convenience- each calculation starts at t=0. Left-hand: ∆t = 0; right-
hand: ∆t = 3/4 ·T . For this calculation the parameters are ∆ = −2π · 600 MHz..2π · 0 MHz,
fchirp = 120 Hz and s = 10. In reality the chirp would only go to about −30 MHz, where the
atoms are slow enough to be captured and the displacement of the MOT by radiation pressure
is much less. But the general pattern remains similar, for each release time atoms of diﬀerent
initial velocity or even no atoms at all are slowed down to have velocities in the capture range
at the position of the MOT.
k · v(z). In order to resonantly scatter light this has to equal the magnetically shifted
atomic transition frequency, ωshift = ω0+
µ′
~
·B(z), where µ′ denotes the effective magnetic
moment of the transition,
µ′ = (mege −mggg)µB, (4.35)
where mg,e is the magnetic quantum number and gg,e the Landé g-factor of the ground or
excited state, respectively. The Landé factors are calculated according to eq. C.11-C.15.
With the laser detuning defined in eq. 4.23 it follows that
∆L + k · v(z) != µ
′
~
·B(z) for resonant scattering. (4.36)
Plugging in the velocity trajectory as in eq. 4.34, the above is equivalent to
B(z) =
~
µ′
·
(
∆L + k ·
√
v2up − 2az
)
, z ≤ zmax =
v2up − v2lo
2a
(4.37)
So far, Zeeman slowing under ideal conditions has been discussed, but any realization
deviates from those due to imperfections e.g. in the coils. Therefore, an additional criterion
has to be introduced, which relates the slope of the magnetic field to the maximum possible
deceleration. The spatial derivative can be written as
dB
dz
4.37
=
~k
µ′
· dv
dz
=
~k
µ′
· dv
dt
· dt
dz
=
~k
µ′
· a · 1
v
.
It is found, that for each point along the axis of propagation the following has to be
fulfilled: ∣∣∣∣dBdz
∣∣∣∣ ≤ ~kµ′ · amax · 1v(z) . (4.38)
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In order to account for this, a sound assumption for a in eqs. 4.34, 4.37, and in the
numerical optimization is
a ≤ ξ · amax, (4.39)
with a typical fudge factor 0.4 ≤ ξ ≤ 0.6 that accounts for imperfections in the magnetic
field and the non-uniform laser beam.
Without loss of generality B is positive in the following discussion and the quantization axis
is parallel to the magnetic field. The effective magnetic moment µ′ is accordingly positive
(negative) for σ+ (σ−) polarized light, which leads to different solutions for B(z). These
various types of magnetic field geometry are displayed in fig. 4.27 for further illustration.
a.) Decreasing field slower, first realization [118], see also or [119]:
B(zmax) ≈ 0⇒ ∆L = −k · vlo
B(0)≥0⇒ µ′ > 0⇒ use of σ+ light
B(z) =
~k
µ′
(√
v2up − 2az − vlo
)
, µ′ > 0 (4.40)
b.) Increasing field slower, see also [120] or [119]:
B(0) = 0⇒ ∆L = −k · vup
B(z)≥0⇒ µ′ < 0⇒ use of σ− light
B(z) =
~k
µ′
(√
v2up − 2az − vup
)
, µ′ < 0 (4.41)
c.) Spin-flip slower: In the case of the spin flip slower the condition of B > 0 becomes
problematic and requires further illustration. The magnetic field reverses its sign and
thus the quantization axis turns around. Accordingly, the polarization of the light shifts
from σ+ to σ−. The detuning is set such that the light is resonant with the atoms in
the intermediate region. Depending on the type of the transition used this region of zero
magnetic field has to be large as ideally all atoms have to be pumped from one stretched
state to the opposite one. The magnetic field profile of the spin-flip slower can be described
by a combination of one of the above curves with a constant offset:
B(z) =
~k
µ′
(√
v2up − 2az − vlo
)
−Boffset , µ′ > 0 (4.42)
Choice of the appropriate slowing technique
The previous section illustrates some of the various mechanisms to slow an atomic beam
down. Given the need for a high flux apparatus and the limited capture range of the
magneto-optical trap, the Zeeman slower is the right technique to be implemented. How-
ever, the choice among the different Zeeman slower types is not that obvious. Therefore,
the main features of each of the three kinds are discussed in the below.
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Figure 4.27.: The diﬀerent types of Zeeman slower magnetic ﬁeld conﬁguration. Theoretically,
there are two more conﬁgurations, namely increasing ﬁeld slower and the decreasing ﬁeld
slower with an oﬀset such that the proﬁles are shifted to higher absolute values. Each of
the three conﬁguration shown has certain beneﬁts and drawbacks, yet the realization of an
increasing ﬁeld slower is the most advantageous in the context of this experiment.
a.) The main advantage of the decreasing field slower (sometimes also called “σ+-
slower”) is that is has a low field at its exit. That means that experiments close to it
are not disturbed by the slowly decaying field of the coil. However, this can also cause
problems, as the laser beam remains resonant with the atoms when B = 0, they are fur-
ther slowed down. Thus, extraction of atoms with one (more or less) clearly defined final
velocity is complicated for the case of a σ+-slower.
Further problems may arise as the laser is close to the atomic resonance and thus exerts
influence on atoms at rest. In a magneto-optical trap the additional light pressure can be
compensated by the trapping beams but for e.g. a purely magnetic trap the atoms might
just be pushed out of the trap.
Another more practical drawback is the large power consumption of the decreasing field
slower. For a realization with coils it is approximately proportional to the integral of the
square of the current running through the coil. The current itself is -again approximately-
proportional to the B-field. Thus the power
P ∝
∫
|B(z)|2dz (4.43)
is dissipated as heat and has to be transported away from the experiment. From fig. 4.27
it is obvious that the power is the highest for the σ+-slower.
b.) The increasing field slower (also referred to as “σ−-slower”), in turn, has its maxi-
mum at the end and the residual field strongly influences the experiment if no additional
measures are taken. A simple way to deal with this is the implementation of compensation
coils.
Besides this obvious disadvantage, the σ−-slower offers better extraction of atoms as the
field decreases steeply at the end and the light is no longer resonant with the atomic beam
or atoms at rest (especially not with the MOT). The power consumption is moderate and
it can be realized with a single solenoid coil as easily as the decreasing field slower.
c.) A spin-flip slower combines most of the benefits of the latter two. The light is not
resonant in the experiment region and extraction of atoms works well. The residual field
is typically much lower than with the σ−-slower and it can be minimized for power con-
sumption. Depending on the parameters used, the power consumption can be as low as
just one tenth of the consumption of the corresponding σ+-slower.
Nevertheless, the major drawback is the fact that the atoms have to be pumped from one
stretched state to the opposite one. Thus, the intermediate region has to have B ≈ 0. In
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Figure 4.28.: Comparison of the transversal magnetic ﬁeld variation for diﬀerent Zeeman slower
realizations. Large coil diameter results in a more homogeneous ﬁeld than a small coil or a
setup with dipole magnets placed on the same radius. Field homogeneity is particularly
important for the ﬁnal velocity of atoms emerging the slower. Higher magnetic ﬁelds lead to
lower ﬁnal velocity and more loss due to the transversal velocity.
this experiment, optical pumping gets further complicated by the large number of mag-
netic substates in 39Ar. A recent publication by the competing group at ANL identifies
undesired optical pumping in their spin-flip slower as one of the possible processes which
suppress 39Ar detection by a factor of 30 [14].
These arguments motivate that implementing a σ−-slower seems to be the most appropri-
ate in the present case. The implementation itself can be done by either using solenoid coils
or permanent magnets [121] (this is a realization of a transverse slower, i.e. a “π-slower”).
Permanent magnets only have to be magnetized once and do not further consume power.
The adjustment, however, is not as easy as with a solenoid coil, where the winding setup
can be calculated before-hand and the current can be increased or decreased. [122] also
states that the laser power needed to provide saturation with such a π-slower is signifi-
cantly higher. This is most probably simply due the higher saturation intensity, as more
levels are involved.
The large atomic beam diameter in the present case would also require a large radial dis-
tance of the magnets to provide a sufficiently homogeneous field, as the radial variation is
stronger than for solenoid coils. This would again lead to a slow decline of the field and is
thus not favorable. Fig. 4.28 shows a comparison between a dipole magnet setup and two
coils of different radii, where the advantages of a coil setup with large diameter become
apparent. After all, the strongest argument for a realization with coils is clearly the fact
that the optimization routine is much easier as only the laser detuning has to be varied
versus the current supplied.
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4.6.2. Characteristics of the implemented Zeeman slower
Design
As explained in the preceding sections calculations of a Zeeman slower field typically use a
“safety” parameter for the average deceleration, here ξ = 0.5. There are certain boundary
conditions that the Zeeman slower has to meet, thus its maximum length is limited to 2 m
in the present case.
Still, this is only an upper limit and the length has to be optimized for maximum flux19.
At the time of the design the magneto-optical lens was not yet implemented, therefore the
residual transversal velocity for this optimization was significantly larger than in the final
setup (see caption fig. 4.29).
The results suggest that the 1.8 m long slower only allows for trapping of about 9% of the
atoms when no additional measures are taken. With a higher final longitudinal velocity
(which necessitates either a second frequency in the slowing beam or toggling between
different MOT frequencies, see below) this can be increased to ≈ 33%.
Reduction of the transverse velocity with a magneto-optical lens gives another factor 2
increase, so that trapping of ≈ 68% of the atoms seems possible. The difference to the
previously derived MOL gain might be due to a different final velocity. For a modified
initial velocity distribution via liquid nitrogen cooling of the source (Tmod ≈ 200 K) 91%
efficiency is predicted.
Given the optimum slower length, fig. 4.30 compares the realization of the magnetic
field with the ideal shape for optimum slowing. The real field has pronounced wiggles
which come from the discrete number of coil layers. As discussed above, it declines much
slower than it ideally should. Therefore, a compensation coil with opposite field direction
is implemented. This does not only lead to a faster decline but mainly serves for reducing
the magnetic field at the designated position of the MOT.
Fig. 4.31 illustrates the setup and position of the coils relevant for the MOT. However,
the coil pair for magneto-optical compression is not depicted as it is rather uncritical.
The wiggles mentioned above may lead to a partially too steep magnetic field gradient.
This could cause atoms to leave resonance, which would result in a reduced efficiency, [66].
Nevertheless, the atoms can be brought back into resonance by increasing the laser power,
thereby power broadening the resonance, see fig. 4.32.
The field shape of the designed coil is further tested for function by calculating the trajecto-
ries of different initial velocities, fig. 4.33. This has also be done by means of Monte-Carlo
simulation and can be found in [66]. However, as the results do not deviate significantly,
a simple step-wise calculation is sufficient here.
19The optimization procedure works as follows. Each slower length corresponds to an accessible velocity
range and thus a maximum possible fraction of atoms slowed. For each velocity v from this range
the transverse velocity spread σr(v, z) is calculated. The initial spread is given by the collimator and
broadening starts as soon as the velocity class comes into resonance. The additional velocity arises from
eq. 4.31. With the help of σr(v, z) the radius of the beam at the position of the MOT can be obtained
for each v. This, in turn, allows for an approximate measure for the detectable fraction of atoms η(v)
via the error function. Convolution of η(v) and probability distribution p(v, T ) leads to the quantity of
interest, η(l, T ).
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Figure 4.29.: Fraction of atoms detectable as function of slower length. The calculation uses
the following parameters: m = 39 ·mu, vˆ = 405 m/s (T = 385K), σtrans = 2.6 m/s, ξ = 0.5,
rMOT = 15 mm. Transversal heating by scattering is taken into account. A vertical solid line
indicates the actual length which is a compromise for several velocity proﬁles.
(a) directly behind the slower. The solid line assumes the previously derived velocity distri-
bution (one order higher in v than a MBD, the ﬂux out of the source more likely follows this
behavior, see sec. 4.2). The dashed curve assumes the modiﬁed velocity distribution and a
much narrower initial velocity spread as realized with the MOL.
(b) in the MOT. The solid line and the dashed line use the same parameters as above. The
dotted line is a calculation for a much lower ﬁnal velocity, vlo = 5 m/s. The loss due to the
Zeeman slower is strongly governed by the ﬁnal divergence and the distance to the MOT.
Using a two-frequency slower solves this problem.
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Figure 4.30.: Magnetic ﬁeld of the Zeeman slower. The gray line indicates the ideal ﬁeld as
calculated from eq. 4.41. The real ﬁeld (dashed) declines slowly wherefore a compensation
coil is implemented (dotted line). It is optimized given the experiment’s geometrical and
mechanical restrictions. The resulting ﬁeld is represented by the solid line and the position of
the MOT is indicated by a vertical dotted line.
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Figure 4.31.: Setup and position of coils relevant for slowing down and trapping of atoms.
The ﬁgure shows a cut in the y-z-plane for positive values of y. Zeeman slower coil and
compensation coil are symmetric around z whereas the MOT coils are symmetric to the x-
z-plane (i.e. the optical table). The second MOT coil can be found at y = −[65..80] mm
accordingly.
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Figure 4.32.: Position dependent resonant velocities for two diﬀerent values of laser power.
The black-(gray-) shaded areas indicate the atoms which experience more than half of the
maximum possible deceleration for Plaser = 100 mW (Plaser = 400 mW). Consequently, for
these atoms the scattering rate γp is larger than Γ/4. This reﬂects the fudge factor ξ being
set to ξ = 0.5.
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Figure 4.33.: Velocity trajectories for the realized Zeeman slower. The parameters for calcu-
lation are: IZSL = 13.2 A, Icomp ≈ 5 A, Plaser = 70 mW, ∆ = −844 MHz. The ﬁnal velocity
of the slow atoms of vlo ≈ 36 m/s is beyond the capture range of the MOT which is why a
second Zeeman slower frequency is implemented, ∆booster ≈ −28 MHz.
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Figure 4.34.: Magnetic ﬁeld of the Zeeman slower for IZSL = 12 A as measured by a Hall
probe. The agreement with the calculated ﬁeld is very good. Note that the calculated ﬁeld is
rescaled as compared to previous illustrations to account for the diﬀerent current.
Realization
The Zeeman slower coil is wound onto a brass tube of 100 mm diameter. The tube itself
has longitudinal grooves which house copper pipes (dia. 6 mm) for water cooling. Fig.
4.31 shows the winding plan of the slower according to which ≈ 2500 windings of flat
wire (4 mm× 1 mm) are coiled layer-wise. Each layer is connected both mechanically and
thermally to the preceding with StycastR© thermally conductive resin. In steady state, e.g.
while ≈ 700 W are dissipated, the slower equilibrates a temperature of about 35◦C. A
comparison between the calculated and the measured field of the finished coil can be seen
in fig. 4.34. The compensation coil is implemented by 225 windings on an aluminum ring
with one copper pipe glued to it. Round wire is used and the windings are placed in a
15 mm × 15 mm groove. Again, the copper pipe is necessary for cooling, as the power
dissipation is ≈ 60W.
As already mentioned above, the Zeeman slower beam features two frequencies for cooling.
This can be motivated by a closer look at the characteristics of the atomic beam. It is
already collimated by the differential pumping stages and the transversal velocity spread
is further reduced by the collimator and the magneto-optical lens. Hence, the velocity
capture range in directions perpendicular to the beam does not need to be larger than
a couple of m/s. In direction along the beam the capture range has to be larger, as the
transfer efficiency from Zeeman slower to MOT is governed by the final velocity of the
slower.
Therefore, the additional near-resonant (δ ≈ −28 MHz) frequency, the so-called “booster”,
slows the atoms further down on the slope of the MOT field. Usually, the MOT light
would be further red-detuned to allow for this longitudinal slowing with the MOT beams.
However, the scattering rate has to be high for successful detection of single-atoms, thus
the MOT beam detuning is set to ∆MOT ≈ −4 MHz.
Nevertheless, the function of the slower can be tested with light of only one frequency
and fluorescence measurement in the MOT chamber. Extraction of the overall efficiency is
complicated, as the MOT beams can trap more atoms than the smaller fluorescence beam
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Figure 4.35.: Fluorescence measurement of the initial and slowed down velocity distribution at
the position of the MOT. Note that the ﬂuorescence measurement only detects density which
is why the data is multiplied by v to get the ﬂux. This linear scaling results in a much noisier
signal for high velocity. The ﬁnal velocity can be adjusted by either the ﬁeld strength or the
slower detuning. The integral over the slow atom peak corresponds to 29 % of the unslowed
proﬁle.
can access. Anyhow, the fraction of atoms that are actually manipulated by the slower can
be derived from fig. 4.35 to 86 % of the initial flux. The better the initial collimation and
the larger the MOT beams, the closer the slower efficiency will be to this upper bound.
In this example without magneto-optical lens it is only 29 % which coincides with the
prediction in fig. 4.29.
4.7. Magneto-optical trap
4.7.1. From optical molasses to magneto-optical trap
As soon as magnetic fields come into play the magnetic substructure of the atoms has to be
taken into consideration. Each of the magnetic sublevels of the atomic states corresponds
to an angular momentum state. These angular momentum states have magnetic dipole
momenta which couple to external magnetic fields and lead to a shift in energy (generally
referred to as “Zeeman effect”). This Zeeman shift is ∆E = gµB which is illustrated in
fig. 4.37 for both 38Ar and 39Ar.
In a setup of two counter propagating, red detuned laser beams the Zeeman effect provides
a tool for spatial confinement of atoms. There are several realizations of such a magneto-
optical trap that may vary in number and polarization of laser beams and in geometry of
the magnetic field. The following applies to a case of three orthogonal pairs of circularly
polarized beams combined with a magnetic quadrupole field.
“Polarization” is a tricky term in this context. In the lab frame, polarization refers to the
handedness relative to the direction of propagation. Circular polarization can be either
left-handed or right-handed. However, in the atom frame only the polarization rotation
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Figure 4.36.: Working principle of a magneto-optical trap. Red detuned laser light of circular
polarization is combined with a magnetic ﬁeld gradient. The further the atom moves away
to one side from the MOT center the more resonant the beam from this side becomes, thus
driving the atom back to the center. When the center of the MOT is crossed the roles of the
laser beams switch, again driving the atom to the center.
relative to the quantization axis is important, which is denoted by the helicity σ+ or σ−.
From angular momentum selection rules and the general convention follows that σ+ light
increases m by 1, ∆m = +1, whereas ∆m = −1 for σ− light. Beams from either side of
the MOT with the same handedness can be identified with σ− and σ+, respectively20.
Fig. 4.36 illustrates the basic mechanism of the magneto-optical trap for the simplest
system possible, J = 0 → J = 1. The idea is that, depending on which side of the MOT
an atom is, it is mainly influenced by the beam coming from that side. This drives the
atom back to the center of the MOT where the forces from each of the beams are equal.
The magnetic quadrupole field results in a spatially varying detuning
∆(v, r) = ∆L ± kv ∓ µ′B(r)/~ (4.44)
In analogy to the derivation of the velocity dependent force in an optical molasses (eq.
4.28), this modified detuning affects the dissipative light force (eq. 4.25). An approxima-
tion of the deduced expression in the low intensity limit for small Doppler- and Zeeman-
shifts results in
~F = −β~v − κ~r , β : damping coeﬃcient as deﬁned in eq. 4.28 (4.45)
κ =
µ′A
~k
β , A : magnetic ﬁeld gradient. (4.46)
κ represents the proportionality factor of a force dependent on the distance from the center
and is therefore identified as a spring constant. Rewriting the equation in a different way
for the one dimensional case and an atom mass m clarifies this immediately:
x¨+
β
m
x˙+
κ
m
x = 0 (4.47)
20From [123]: “Note that these beam polarizations and the quantization axis of the atom have been defined
relative to a fixed direction in space, i.e. the z-direction in this one-dimensional example. For z > 0 this
is the same as the direction of the magnetic field, but for z < 0 the magnetic field points the opposite
way; hence the MJ = −1 state lies above +1 in this region, [...]. Strictly speaking, σ+ and σ− refer to
transitions of the atom and labeling the radiation as σ+ is shorthand for circularly-polarized radiation
of the handedness that excites the σ+ transition (and similarly for σ−).”
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Figure 4.37.: Comparison between the Zeeman splitting in 38Ar (left-hand) and in 39Ar (right-
hand). B = 2.3 G and δMOT = −6 MHz in this calculation. The vertical scaling is the
same for both plots. Even though 39Ar has substantially smaller gg and ge, the maximum
eﬀective magnetic moment is still the same for all argon isotopes. However, the inﬂuence of
the “expanding” beam is much higher in 39Ar as it is closer to resonance.
This differential equation is solved by a damped harmonic oscillation with damping rate
ΓD = β/m and oscillation frequency ωr =
√
κ/m (use x = ert as ansatz). Typical values
(e.g. 1s5 − 2p9 transition of Ar) lead to ΓD ≈100kHz and ωr ≈ 1 kHz. The conclusion is
that the atoms follow an overdamped oscillation around the zero point of the B-field as it
can be seen in the top-left plot of fig. 4.40.
Expanding the setup to three dimensions leads to the “magneto-optical trap”. The velocity
of the atoms is reduced by a 3D optical molasses and the spatial confinement is provided
by the magnetic field.
The major difference between 39Ar and the stable isotopes regarding laser cooling is the
hyperfine splitting in 39Ar. This directly affects the magneto-optical trap such that the
net cooling force decreases, which will be illustrated in the following.
A comparison of the Zeeman splitting of the respective cooling transitions in 39Ar and any
stable argon isotope is provided in fig. 4.37. It is obvious that the detuning of the σ+
transition is less for 39Ar than for e.g. 38Ar when the σ− transition is resonant. The result
is a larger force from the beam that drives the atoms away from the center of the MOT
and thus a smaller net force in direction of the center.
The spatially varying detuning for σ− and σ+ light for a linearly varying magnetic field
is shown in fig. 4.38. Given the natural linewidth, it becomes clear that the net force
is much smaller for 39Ar, especially close to the center of the MOT. Due to the nature
of Gaussian beams, the intensity is the highest in the center of the trap, thus leading to
larger linewidth and even smaller restoring force. In the end, this causes the 39Ar MOT
to be larger in size and the 39Ar atoms being more complicated to detect.
4.7.2. Doppler limit and sub-Doppler cooling mechanisms
Laser cooling with near-resonant light always involves scattering processes. Therefore,
the lower temperature limit for these types of cooling schemes is given by the recoil from
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Figure 4.38.: Spatially varying detuning δ with 23 Gauss/cm gradient. The diﬀerence between
σ− and σ+ light decreases about a factor 4 stronger for 39Ar than for 38Ar. The measured
size of the MOT is on the order of 100 µm radius where the diﬀerence in detuning between
the two beams is just about 0.2 MHz for 39Ar.
one photon: Tr =
(~k)2
2kBm
. The recoil temperature Tr is typically on the order of hun-
dreds of nK, which corresponds to a speed of several cm/s. Lower temperatures can be
achieved by evaporative cooling where the hottest atoms leave the cloud and the ensemble
re-thermalizes.
However, atoms in a MOT typically have much higher temperature. So far, only cooling
mechanisms are considered but there is also heating. Absorption and emission have differ-
ent Doppler shifts which causes the light field to lose 2~ωr per scattering process. Energy
conservation requires that this energy is transferred to the atoms in form of kinetic energy.
The equilibrium temperature is reached when cooling and heating cancel, TD = ~Γ2kB . It is
in the range of hundreds of µK for typical elements.
Again, this is not the temperature that is usually found, the experimentally observed tem-
peratures lie somewhere between Tr and TD. In order to explain this behavior one or more
additional cooling mechanisms have to take place. They can only be understood when the
“light shift” is considered. In the simple picture mentioned above (sec. 4.3.1) this shift of
the energy levels stems from the interaction between atom and electro-magnetic field.
The situation of two counter propagating beams with orthogonal circular polarization re-
sults in a spatially rotating linear polarization, a corkscrew standing wave. Atoms that
travel along this polarization gradient travel up and down the light shift potential land-
scape. Traveling uphill leads to reduced kinetic energy and increased potential energy. At
the top of the hill the atoms are optically pumped to a different (now lower) ground state,
thus release their potential energy and travel uphill again.
4.7.3. Calculation of MOT loading
The findings in the previous section already suggest that laser cooling and trapping works
less efficient for 39Ar than for 38Ar. Hence, a basic 1D calculation of the longitudinal
motion of atoms passing the MOT beam has been carried out.
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Figure 4.39.: Left-hand: setup of the MOT beams with the additional booster beam. The
open triangle illustrates the direction of detection. Right-hand: Calculated MOT image on
the ﬁber for 38Ar and 39Ar, 13.5 % radius.
It takes into account that the longitudinal trapping is accomplished by two orthogonal
pairs of horizontal beams under an angle of 45◦ relative to the atomic beam (see fig. 4.39,
left-hand), thus leading to a reduced Doppler shift and a higher intensity. Optionally, a
laser beam counter propagating the atomic beam is added, this is the afore-mentioned
“booster” beam.
Illustrative information for experimentally optimized parameters is compiled in fig. 4.40.
Without the booster the optimal MOT beam detuning for capturing 39Ar is around
−20 MHz. This however is way too large for efficient detection. But as it can be seen in
the corresponding plot, a detuning of −4 MHz with intensity I = 1 · I0 does not allow for
trapping 39Ar.
Other ATTA experiments [2, 14] use a toggling scheme between two sets of parameters,
one for loading the MOT, the other for detection of atoms. A detailed discussion regarding
this issue can also be found in [66]. As illustrated below, the lifetime of the MOT is limited
to about 200 ms. Therefore toggling is not the optimum solution as it would reduce the
detection efficiency.
Adding a near-resonant longitudinal beam entirely solves this issue. Effectively, a second
Zeeman slower is realized with the magnetic field of the MOT. This even increases the
capture efficiency: The capture range is enlarged towards higher velocities. Hence, the
final Zeeman slower velocity vf can be increased which leads to less beam divergence. The
experimentally found gain with the booster is about 2-3 but, of course, strongly depends
on vf .
From the calculation it can be concluded that atoms with up to ≈ 70 m/s can contin-
uously be captured while the MOT is adjusted for optimum detection. This does not
critically depend on the experimental parameters but the MOT center tends to shift sig-
nificantly towards the source for too high booster intensities (e.g. sbooster = 10: ∆z39 ≈
−1.5 mm, ∆z38 ≈ −0.5 mm).
4.7.4. Calculation of MOT size
Fig. 4.38 predicts that the effective detuning between cooling and heating beam is smaller
for 39Ar than for the even isotopes. This leads to a weaker net force on the atoms and
results in a larger MOT size for 39Ar.
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Figure 4.40.: Results from calculation of the MOT for diﬀerent parameters. Gray shaded curves
are trajectories for 38Ar, black lines for 39Ar. For each subplot, the parameters are indicated in
the top line: coil current, MOT detuning, MOT intensity, booster detuning, booster intensity.
Comparison between top left and bottom left ﬁgures illustrates that without booster beam
the detuning for eﬃcient 39Ar loading is very diﬀerent from that for detection. The ﬁgures on
the right-hand side show the improvement by the booster.
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Figure 4.41.: Velocity capture ranges for 39Ar and 38Ar as a function of magnetic ﬁeld current.
Diamond and circles correspond to calculations without a booster (“n.b.”), crosses and asterisks
are with booster (“b.”). Left-hand: Absolute maxima found for the full range of calculated
experimental parameters. Right-hand: Capture range with optimum parameters for detection,
with and without booster. The improvement is especially signiﬁcant for 39Ar and for booster
saturation s ≥ 2 practically constant.
In the following the expected MOT size is calculated for odd and even isotopes of argon.
For simplicity a mass m = 39 mu is assumed for all isotopes. Bearing in mind that the
root-mean-squared velocity of atoms in a MOT is typically (see e.g. [40])
vrms ≈ 20~k
m
(4.48)
it is possible to estimate the size of the MOT. Fig. 4.42 depicts the position dependent
force F (z) in a MOT with sbeam = 0.5. Close to the MOT center F is approximately linear
with the position x,
F ≈ −k ·x, (4.49)
where k denotes the spring constant. As usually, Newton’s second law of motion applies
and yields the following differential equation
m · x¨ ≈ −k ·x. (4.50)
Plugging in the boundary conditions (x˙(0) = vrms, x(0) = 0) results in the well-known
harmonic oscillator,
x(t) = xrms · sin
√ k
m
t
 (4.51)
with
xrms = 20 · ~k√
k ·m. (4.52)
Given kodd ≈ 0.79 · 10−18 N/m and keven ≈ 2.75 · 10−18 N/m from fig. 4.42 leads to
xrms,odd = 72 µm and xrms,even = 39 µm for dB/dx = 23 G/cm. (4.53)
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Figure 4.42.: Left-hand: Position dependent cooling force for 38Ar and 39Ar in the MOT.
Right-hand: corresponding force gradient.
For the radial MOT axis corresponding parameters are obtained,
xrms,odd = 103 µm and xrms,even = 55 µm for dB/dx = 11.5 G/cm. (4.54)
Then, assuming that the detector has a finite circular size with 100µm radius (which
applies to the optical fiber used, see right-hand plot in fig. 4.39 for an illustration) and
performing a 2D-integration leads to a MOT-image to fiber efficiency of
ηodd = 49% and ηeven = 90%. (4.55)
Similar results are found in the experiment, as the 39Ar signal is 16.8 kcps and the 38Ar
signal is 28.5 kcps, see chapter 5.
A possible future improvement might be the implementation of modified MOT coils with
better cooling. This would then allow for higher current and, consequently, a larger B-
field gradient. Hence, the MOT size would be further reduced, leading to substantially
improved detection of 39Ar atoms.
4.7.5. Realization
The magneto-optical trap is realized with a pair of cylindrical coils with opposite direction
of current. With the help of Biot-Savart’s law the magnetic field can be calculated easily.
Due to the opposing sense of current all even derivatives are zero in the center between
the coils. Ideally, the distance between the coils would be D =
√
3Rcoil (“anti-Helmholtz
configuration”, “Maxwell-coil”) as this also results in a vanishing 3rd derivative of the field.
Thus, the gradient becomes as constant as possible.
Nevertheless, in the current coil setup small deviations from a linear magnetic field could
not be avoided. Power dissipation in the coils becomes more and more problematic with
increasing coil radius (higher resistance for same field strength) thus distance and radius
should be as small as possible. However, the geometry of the vacuum chamber leads to
further restrictions of these parameters. Hence the mean coil radius is R = 54 mm and
the distance between the coils is D = 130 mm. The corresponding field and gradient are
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Figure 4.44.: Magnetic ﬁeld of the present MOT coil conﬁguration with IMOT = 12 A. Left-
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shown in fig. 4.44 and were explicitly calculated for the exact wire configuration.
Still, coil cooling is limiting the maximum gradient to about 22 Gauss/cm which already
leads to significant heating of the MOT chamber. Therefore a set of new coils is currently
being build. It features more efficient water cooling and has R = 32.5 mm, D = 90 mm.
The light for the MOT is guided from the MOT-TA to the experimental chamber via a
1×4 polarization maintaining fiber splitter21. Three of the splitter’s outputs are connected
to self-made fiber collimators (focal length 150 mm, 13.5 % beam diameter of 32 mm).
These collimators feature a rotable λ/4-plate for circular polarization.
4.7.6. Loading rate vs. lifetime
In the course of this ATTA experiment three key figures serve to characterize the MOT. The
loading rate R has to be maximized to reduce the measurement time. At the same time,
the MOT’s lifetime τ and its size have to be such that atoms can be detected efficiently.
Loading and decay of the magneto-optical trap can be approximated by a simple differential
equation. Assuming a constant loading rate R, a loss rate γ = 1/τ given by collisions with
the background gas, and two-body collisions between trapped atoms22 at a rate β leads to
the following equation system for the number of atoms N in the MOT:
N˙ = R− γN − βN2 (4.56)
N(0) = N0 (4.57)
For a small mean number of atoms in the MOT two-body collisions are negligible and eq.
4.56 is easily solved to
N(t) =
R
γ
(
1− e−γt
)
+N0e
−γt (4.58)
For the more complicated situation, MATLAB’s “dsolve” function gives solutions of eq.
4.56 for the two situations MOT loading (N0 = 0, R = Rload) and MOT decay (N0 =
Nequ, R = 0):
Nload(t) =
1
2β
[
−γ + tanh
(
1
2
t
√
4Rβ + γ2 + atanh
(
γ√
4Rβ + γ2
))
·
√
4Rβ + γ2
]
(4.59)
Ndecay(t) =
γ
γ + βN0 (1− e−γt) ·N0e
−γt (4.60)
The loading rate R is proportional to the flux of slow metastable atoms through the capture
region of the MOT. It can be optimized without affecting the detection by tuning either
the collimator, the MOL or the Zeeman slower. The source pressure however cannot
be adjusted independently. For an optimum metastable flux, source pressures around
5 · 10−5 mbar are optimal. In turn, this results in higher pressures in all parts of the
vacuum apparatus. As illustrated in sec. 5.5, the lifetime of the MOT should ideally be
21The coupling and transmission efficiency amounts to about 40 % which is mainly due to the TA beam
profile. The power per splitter channel is constant down to a few percents and three of the four ports
have similar power.
22Strictly speaking, also collisions with the background gas are two-body collisions. But, as these are only
proportional to N , they are simply treated as loss.
77
4. Atomic beam apparatus
1.2 1.3 1.4 1.5 1.6 1.7
0.4
0.5
0.6
0.7
0.8
0.9
1
1.1
t [s]
Fl
uo
er
es
ce
nc
e 
[a.
u.]
τ= 75 ms
 
 
Fluorescence
signal
Exponential decay
100 101 102
0
0.1
0.2
0.3
0.4
0.5
τ 
[s]
p1 [1e−6 mbar]
 
 
1st try
Improved
vacuum
Figure 4.45.: Left-hand: Decay of a small 38MOT at a source chamber pressure of 10−4 mbar.
Right-hand: τ as a function of the source chamber pressure p1 for the previous and the current
vacuum setup.
150 ms or above.
γ only takes into account contributions from those atoms that are not trapped, and several
factors contribute to this collision rate. Firstly, there is residual gas in the apparatus whose
partial pressure pbg is given by the apparatus temperature and the pumping speeds.
Secondly there are collisions with argon atoms. These could either occur with directed
atoms in the beam or with atoms from isotropic directions due to background argon. Both
contributions should scale linearly with the source pressure. The total collision rate is
therefore
γ = γbg + γ
Ar
bg + γ
Ar
beam. (4.61)
Fig. 4.45 summarizes the results from lifetime measurements with a small 38Ar MOT.
The mean number of atoms in the MOT was approximately 100, thus collisions between
trapped atoms do not play a role.
In order to derive the lifetime, the Zeeman slower laser is periodically switched off. Then,
the loading rate is R = 0 and an exponential decay according to eq. 4.58 is observed. For
the original vacuum setup the lifetimes where found to be too short for efficient detection.
Therefore, additional pumping stages where implemented and the distance between the
MOT chamber and its vacuum pump was reduced. Now, efficient detection is still possible
for higher source pressures up to 1.5 · 10−5 mbar23.
Plugging an expression corresponding to eq. 4.5 into 4.61 results in
γ = γbg +
(
nArbg · v¯bg + nArbeam · v¯beam
)
·σMOTmg , (4.62)
which allows to compute the metastable ground state cross section for atoms in the MOT.
With the conductivity L between MOT chamber and pump, the pumping speed S, the
23Since recently, the MOT coils tend to heat up the apparatus. This leads to large residual gas pressures
in the MOT. It limits the lifetime to about 100 ms, thus reducing detection efficiency by about 10%.
This issue will be resolved in the near future.
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Figure 4.46.: Loss rate γ in the MOT. This allows for determination of the scattering cross
section of ground state atoms and trapped metastable atoms as γ = k ·σmg · p. Left-hand: Pre-
vious vacuum setup. Right-hand: Improved vacuum setup. Grey shaded areas are inaccessible
due to residual gas pressure.
beam area Abeam and the Tbg = 300 K, the previous equation writes as function of pres-
sure
γ = γbg + σ
MOT
mg ·
(
S + L
L
· v¯bg + S
Abeam
)
· p
Ar
3,real
kB ·Tbg , (4.63)
where pAr3,real is the real argon pressure in the pump chamber, p
Ar
3,real = 1.3 · (p3,apparent −
pbg,residual). For experimental convenience the plots in fig. 4.46 use the apparent pressure.
They comprise results for the two afore mentioned vacuum setups and the slope of γ(p)
yields σMOTmg . The experimentally determined cross section
σMOTmg = 1198 ± 211 Å2 (4.64)
obtained from MOT lifetime measurements is by a factor of 4.0 ± 0.7 larger than the
value previously found by diffusion measurements ([93, 94], eq. 4.4). However, this factor
agrees well with measurements in metastable neon (σMOTmg = 556 Å
2
[124], σmg = 158 Å
2
[125, 94]). Similarly, a dependence of the cross section on the collision energy serves as
explanation for this deviation.
4.7.7. Optimization
The MOT was first adjusted for a high 38Ar loading rate. In order to achieve the maximum
possible, the beam aperture diameter is 34 mm while the waist is 16.5 mm. Zeeman slower
current, Zeeman and booster laser frequencies and intensities were adjusted such that the
maximum loading rate is achieved.
Determining the loading rate is non-trivial for loading rates in the range of R = 1011−1012
atoms/s. The reason is the two-body loss coefficient that rapidly limits the maximum
number of atoms for the high R. However, the figure of merit is not the stable argon
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loading rate but that of 39Ar.
Accordingly the apparatus was further optimized with an enriched 39Ar sample. Hence,
the repumper intensities and frequencies could be tuned to produce the largest possible
39Ar MOT.
This procedure is not without risk. It has still to be determined whether outgassing of
the enriched sample from the vacuum apparatus limits further measurements. However,
it has been found that it is not an issue when the apparatus runs in flow mode and does
not operate in recycling. Thus, the 39Ar count rate for recent samples derived in the next
chapter is valid and does not arise from contamination.
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5.1. Particle detection
A physicist’s toolbox contains quite a number of methods for the detection of single par-
ticles. These mostly employ specific properties of the particles to be investigated such as
radioactive decay, formation of ions, charge, mass, etc.. In the introduction of this thesis
techniques such as AMS or LLC have already been briefly discussed. The following sec-
tion tries to give an overview of the existing detection techniques for metastable noble gas
atoms.
5.1.1. Faraday cup
One of the simplest detectors for high energetic particles is the Faraday cup. In a typical
setup, it consists of a cup-shaped metal surface at negative potential with an insulated
wire on the cylindrical axis.
Incident particles release electrons from the cup if their energy is high enough to overcome
the work function of the electrode’s material. In the case of an argon atomic beam appa-
ratus this holds for UV photons, argon ions and metastable argon atoms. The electrons
are then accelerated towards the wire and can be measured as a current between wire and
ground.
The efficiency of this detector depends on the geometry of the cup, the materials used, and
the surface polishing quality. An overview of related issues and an application example is
provided in [126], where 15% efficiency is found to be a reasonable estimate.
5.1.2. Channeltron & microchannel plate
High energetic particles can also be detected with channeltrons and microchannel plates
(MCPs). These two detectors make use of secondary emission of electrons. The incident
particle’s energy induces an electron avalanche by releasing an initial electron from the
electrode. Like in the Faraday cup, the particle’s energy has to be higher than the elec-
trode’s work function.
The electrons are further accelerated by a potential gradient along the electrode and mul-
tiple secondary emission processes can occur. Typically, a MCP detector setup consists of
a stack of one or more MCPs at high potential (kV) and a subsequent electron detector.
A higher number of MCP’s in the stack leads to a higher electron current per particle but
can result in reduced spatial resolution. In recent experiments in this work group [33, 34]
a resistive anode served as position sensitive detector for metastable argon atoms.
The major drawbacks of these detectors for detection of single 39Ar atoms at the expected
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rate of 1 atom/h are obvious. Each detected particle produces only one electron pulse,
thus the background pulse rate has to minimized. UV photons from the source have to be
suppressed strongly, necessitating either deflection of the atomic beam or usage of a fast
atomic beam shutter. Both methods will further reduce the already low efficiency of these
detectors.
Apart from this photon induced background, any parasitic current from the detector has
to be avoided, as the signal is afterwards amplified with a sensitive charge amplifier. In
[40] the background was reduced to a few counts per minute which is still several orders
of magnitude too large.
Even if the background count rate was negligible, further complications would arise in the
discrimination of metastable 39Ar from the abundant metastable argon atoms. So far, the
previously mentioned atomic beam deflection seems the only feasible mechanism. The ex-
perimental effort, however, is not substantially less than for a magneto-optical trap which
offers much higher detection efficiency and a lower background count rate.
5.1.3. Single atom fluorescence detection
Atoms in motion
Already as early as in 1977 single atoms have been detected by the photon burst method
(PBM) [127, 128]1. The technique works as follows: single atoms pass a near/on-resonant
laser beam at about saturation intensity. The transit time is on the order of 10 µs for
typical parameters. Given the scattering rates of favorable cycling transitions of ≈ 10MHz
only about 100 photons are scattered per atom.
These fluorescence photons are collected by an elliptical mirror setup (up to 50% collection
efficiency) and imaged onto a photomultiplier tube (PMT, quantum efficiency ≈ 10%).
Whenever an atom is detected, a characteristic burst of photons appears on the detector.
This can be clearly discriminated from the otherwise random distribution of background
photon counts.
Signals are analyzed by integrating the photon count rate over a time window equal to
the mean transit time through the laser beam. Then, a threshold is set above which the
elevated count rate is identified as a single atom.
The theoretical limit for isotopic selectivity depends on the ratio of the frequency shift
between isotopes to the linewidth of the transition, and on the threshold level. Practically,
a limit is given by the background light, scattered from the laser beam due to imperfections
in the optical setup. Isotopic selectivities as large as 1010 have been realized but in turn
result in a very low detection efficiency ([130, 131]).
Photon burst mass spectrometry
A possible combination of mass spectrometers with the photon burst method could be
used to further boost the isotopic selectivity of each method [132]. Given the isotopic
selectivity of a simple mass spectrometer (103 − 105) and that of PBM (up to 1010), the
necessary selectivity for 39Ar detection seems within the accessible range. Nevertheless,
1[129] provides a very instructive review article.
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such a combined method again needs larger experimental effort and will probably result in
a low detection efficiency. Still, compared with purely mass-spectrometric methods such
as AMS or a purely laser-based method like ATTA these are favorable.
Trapped atoms
Interestingly, also as early as in 1977, the possibility of observing fluorescence light from
trapped atoms has been proposed as a more promising method. The advantage is that
the observation time per atom is by orders of magnitude larger. This offers much higher
isotopic selectivity due to the larger number of accumulated fluorescence photons [133].
Trapping times in the range of seconds allow for about 107 scattered photons per atom.
In principle, an elliptical mirror setup as above could also be employed here. Nevertheless,
when detection efficiency is considered, large trapping beams are needed which reduce
the observable solid angle. With a high numerical aperture objective (NA > 0.3) and a
photon detector with high quantum efficiency (> 50%) about 1% of the scattered light
can be detected. Assuming perfect transmission of all optical components, the expected
photon count rate per atom is up to 105 s−1. Again, reduction of the background light is
crucial and non-trivial in such a trap setup.
5.2. Detectors for few photons
Focusing on the detection of atoms by fluorescence, a quick introduction to some of the
commercially available detectors for low photon count rates might be helpful. Here, three
types of detectors are discussed, namely those that are actually employed in this experi-
ment. The photomultiplier is used for characterization measurements of the atomic beam,
as the high flux of atoms yields satisfying results. Single atom detection is realized with
an avalanche photo diode and a CCD camera.
5.2.1. Photomultiplier tube
Photons incident on the entrance window of a photomultiplier tube (PMT) induce emission
of electrons by the photo effect. Several electrodes (“dynodes”) further accelerate these
electrons and serve for secondary emission. Thus, the initially weak current is amplified
and each detected photon leads to a well detectable current at the output of the PMT.
The main advantages of PMTs are the large active area (1− 100 cm2) and the adjustable
gain by varying the dynode voltage. The quantum efficiency, however, is relatively low
(≈ 10%) and the devices are sensible to overexposure.
5.2.2. Avalanche photo diode
Semiconductor-based avalanche photo diodes (APDs) offer larger quantum efficiencies of
60% or more in the visible spectral range. They can have background count rates as low
as a few tens of photons/s but feature only a small active area (tenths of mm2).
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Compact temperature controlled single photon counting modules (SPCM) are commer-
cially available. These have a built-in circuit that levels the output to TTL pulses for each
photon detected. Small pulse widths and detector dead times allow for fast counting at
rates up to 10 MHz.
The modules used in this experiment feature a standard fiber port for optical fibers. This
facilitates the implementation into the experiment. Besides this, optical fibers have much
smaller acceptance angles than the APD which is convenient for suppression of background
light.
A major experimental drawback is the limited size of the APD which complicates observa-
tion of atoms in a trap. In a MOT, atoms typically still cover distances of 100 µm which
is similar to the size of the APD. Therefore, mechanical adjustment of the imaging optics
and especially the position of the detector relative to the MOT center has to be stable on
length scales of µm for well reproducible imaging.
In this experiment a Perkin & Elmer SPCM-AQRH-13 module is used. The quantum effi-
ciency is around 50 % at 812 nm and the active area is (180 µm)2. An optical multimode
fiber with core diameter of 200 µm (NA≈ 0.37) guides the collected photons from the ex-
perimental chamber to the detector2. The collecting fiber end is mounted on a 3-axis stage
with micrometer screws that allows for optimization of position. The angle optimization
is not critical and is done by bare eye (fiber plug parallel to optical axis).
The TTL pulses from the SPCM are recorded by a National Instruments PCI 6601 counter
card. Integration time during data acquisition is 1 ms but during data analysis it is in-
creased to 40 ms.
5.2.3. CCD, EMCCD
Charge-coupled devices (CCD) and more advanced designs (electron multiplying CCD,
EMCCD) comprise advantages of both previously mentioned detector types. Yet increasing
chip sizes of CCDs provide large active areas with quantum efficiencies higher than 90%
for top models. There exist several temperature-controlled CCD-cameras with frame rates
sufficient for clear time-resolved detection of single atoms.
These highly efficient devices clearly form ideal detectors. High-efficiency and low readout
noise are combined with a large area facilitating adjustment. Unfortunately, these high-
end scientific cameras are roughly by one order of magnitude more expensive than other
detectors. Market prices for fast, high q.e. EMCCDs are found to range around 20 kEUR,
thus limiting the wider application in science.
The model used here is a Hamamatsu C8484-05C with about 28 % quantum efficiency and
an effective pixel size of (6.45 µm)2. The frame rate is limited to 50 frames/s, resulting
in 20 ms time resolution. Image acquisition is realized within a Matlab environment such
that it is synchronized with the APD data.
2Several fiber core sizes have been tested throughout the experiment. A core size of about 100 µm allows
for detection of stable argon with much lower signal-to-noise. For 39Ar 200 µm works better as the
MOT is larger.
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The conditions for successful single atoms detection by fluorescence are distinctly different
from those for highly efficient loading of the MOT. Namely, there is an optimum set of
parameters for each of the two modes. A small detuning leads to a high scattering rate
per atom, while larger detunings increase the velocity capture range of the MOT. As
mentioned above, this discrepancy is overcome by adding an additional frequency to the
Zeeman slower beam. This decelerates atoms moving towards the MOT on the MOT’s
magnetic field gradient. A high scattering rate is then realized by near-resonant trapping
beams.
Large saturation in the MOT beams is preferable for loading as it increases the capture
range by power broadening. The capture region can also be increased due to the Gaussian
power distribution in the beams.
However, detection of single atoms works better with medium to low intensities. There are
basically two reasons for this. Firstly, large saturations correspond to high power, which
increases the photon background from stray light. Secondly, it leads to power broadening,
which in turn corresponds to a smaller spatial gradient in the net force on the atoms.
Thus, the MOT becomes larger in size which results in a lower imaging efficiency. Both
effects lead to a reduced signal-to-noise ratio for single atoms.
5.3.1. Design
The previous discussions provide clear requirements for a collector lens system. It has
to have the largest possible numerical aperture given the mechanical restrictions of the
experimental chamber and the size of the trap beams.
Once the light has been collected, it has to be imaged onto the detector. The design of the
combined imaging system is governed by several boundary conditions. Firstly, in imag-
ing systems the product of numerical aperture and image size is preserved. Thus, steep
focusing down of the collected light will result in a small image. Secondly, for optimum
signal-to-noise the image NA has to match the numerical aperture of the optical fiber used.
Thirdly, bearing in mind that, on the one hand, there are practically no small-core-large-
NA fibers available on the market and that, on the other hand, the fiber core size still has
to be comparable to the APD size (which is about the MOT size), a 1:1 imaging system
seems the optimum solution.
With the help of the lens design tool OSLO an objective made of standards lenses was
designed, see fig. 5.1. The collector lens has a numerical aperture of 0.3 and a working
distance of 41 mm. The minimum working distance d is given by the size of the MOT
beams: d >= rlens+
√
2Rbeam. Here, Rbeam is the aperture limited beam radius of 17 mm.
The combined lens system consists of a total of six anti-reflection coated lenses (Melles-
Griot). The combination of menisci and convex spherical singlets compensate for spherical
aberrations. The bi-convex and the concave lens in the middle further reduce aberrations.
By fine-tuning the distances between the lenses, the objective could also produce a diffrac-
tion limited image. This, however, is not necessary for the given purpose and the distance
were chosen such that the setup is kept as simple as possible.
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Figure 5.1.: Sketch of the imaging system relative to the experimental chamber. Two identical
objective allows for simultaneous measurements with an APD and a CCD. The top-left inset
provides results from OSLO where the black circles illustrate the diﬀraction limited spot size
(“Airy disc”).
5.3.2. Realization
The two first lenses that form the collector are mounted inside the vacuum chamber via a
non-magnetic stainless steel tube. They are ground from 50 mm diameter down to 34 mm.
Additional bore holes in the tube are necessary for pumping. The four remaining lenses
are mounted outside the vacuum in a standard 2 inch lens tube (Thorlabs). 1:1 imaging
was tested and provided satisfying results3.
Background light is suppressed by applying black vacuum paint (AZ Technology MLS-85-
SB) to the chamber walls. Stainless steel tubes (also painted black) on the vacuum side of
the trapping beam viewports further reduce stray light.4.
Substantial background is also produced by 40Ar atoms that pass the trap beams (about
100-200 kcps on the APD, depending on metastable flux and laser power). These can be
easily suppressed by using an additional laser at about 801.699nm. It is coupled into one
of the MOL fibers and pumps 40Ar to the ground state by driving the 1s5-2p8 transition.
3This is done by setting up an identical lens system on the opposite side of the chamber and focusing
a small MOT both onto the fiber (optimized for highest count rate) and the CCD camera (clearest
image). So, both detectors are optimized on the MOT signal. Then, the fiber core (already illuminated
by stray light) is also clearly visible on the CCD which shows that each of the two identical objectives
work well.
4However, there is still room for improvement as the stray light is found to be mainly due to scattering
from the viewports. They are already AR coated but higher grade surface quality might be helpful.
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Atoms in the MOT center will not only be cooled via transitions between stretched ground
and excited states. The magnetic field vanishes in the MOT center and the quantization
axis is not anymore defined properly.
Rather, the atoms are continuously pumped between the two stretched ground states
mg = ±Fg (mg = ±Jg for even isotopes) while oscillating from one side of the MOT to the
other. Therefore the saturation intensity for trapped atoms is not as defined in eq. 4.22
but by a factor of 2-3 larger (comp. [109] and own measurements).
Given the power of the MOT beam, P = 5 mW, and the MOT detuning, ∆MOT =
−4.2 MHz, the intensity in the center of the MOT beams can be calculated. Per beam it
is
I0 =
2 ·P
πw20
= 1.17
mW
cm2
(5.1)
as the beam waist about 16.5 mm. For a saturation intensity of I ′s = 3 · Is the saturation
parameter is s = 0.27 and leads to an expected photon scattering rate of
γp =
Γ
2
· 1.62
1 + 1.62 +
(
2 ·∆MOT
Γ
)2 = 6900 kHz. (5.2)
In order to derive the photon count rate for one atom in the trap the efficiency of each
step of the imaging system has to be known. Firstly, photons have to be transmitted
through the objective which has a NA = 0.25, thus ηNA = (0.25/2)2 = 0.016. Secondly,
the transmission of the optical system is given by the reflection on the lenses’ and window’s
surfaces. With a typical T = 0.99 for an AR coating this results in ηobj = 0.9914 = 0.87.
The image to fiber efficiency is obtained from eq. 4.55, ηimage,even = 0.9 and ηimage,odd =
0.49.
Ideally, the uncoated optical fiber transmits ηfiber = 0.962 = 0.92. The same holds for the
collimation lens in the APD fiber port, ηAPD,T = 0.92. The fiber core of 200 µm diameter
is slightly larger than the APD size of 180 µm which leads to ηAPD,size = 0.92 = 0.81.
Finally, the APD has a limited quantum efficiency of ηAPD,q.e. = 0.5 at 812 nm.
Hence, the total photon detection efficiencies are ηeven = 0.0047 and ηodd = 0.0026. By
multiplication the latter with the above scattering rate the expected count rates per atom
are
creven,exp = 32 kcps and crodd,exp = 17 kcps (5.3)
This predicted count rate is found to be well reproduced by the experiment, see below.
5.5. Single atom identification
5.5.1. Determination of the 39Ar loading rate
Given the 39Ar loading rate R39, the probability p(k) to observe k 39Ar atoms in the MOT
during a time interval Tdet is governed by a Poisson distribution,
p(k) =
λk · e−λ
k!
, (5.4)
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Figure 5.2.: Illustration of the threshold criterion. A count rate histogram is shown for λ = 1
(p(1) = p(0)). Here, T = 5 ms, crbg = 50 kcps and crsig = 14 kcps. Distributions for more
than one atom are excluded.
where λ is the expectation value for the number of atoms during this interval,
λ = R39 ·Tdet. (5.5)
Likewise, the 39Ar loading rate R39 can be derived from the probability p(1) to detect one
atom in the time interval Tdet. Using eq. 5.4, the following expression has to be solved for
λ:
λ · e−λ = p(1). (5.6)
The accurate solution is given by the Lambert W-function but as p(1) is on the order of
10−4 the following approximation holds down to an relative accuracy of about 10−4:
λ = −W (−p(1))→ p(1) (p(1)≪ 1) . (5.7)
Hence, the loading rate R39 can be derived from the measured probability p(1) and the
detection interval Tdet,
R39 =
p(1)
Tdet
. (5.8)
5.5.2. 39Ar detection probability
For each number k of atoms in the MOT the observed photon counts on the detector
per integration time T follow a Poisson distribution. However, given the large number
of photons this can be approximated by a Gaussian distribution with mean value µk and
standard deviation σk ≥ √µk. Due to the small λ these observed µk are equidistant5.
A simple threshold criterion is employed for atom identification: Whenever the detector
signal x is larger than a certain xthr with xthr > µ0 for ∆t ≥ T , this counts as one atom.
An illustration of the criterion can be seen in fig. 5.2. ∆t corresponds to the exponentially
distributed MOT lifetime,
p(∆t) =
1
τ
· e−∆t/τ , (5.9)
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Figure 5.3.: Detection probability and threshold for a typical τ = 250 ms. Left-hand: Loading
rate 1 atom per 3 hours. Right-hand: Loading rate 1 atom per 30 hours. Grey lines: results
for stable argon with a higher count rate per atom of 27 kcps. The threshold is normalized to
the standard deviation of the background photon counts for each integration time.
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where τ is the mean lifetime for atoms in the MOT. Hence, only a fraction of the atoms
can actually be detected. This is governed by two statistical processes. Firstly, atoms with
lifetimes shorter than T lead to a reduced signal, thus
pτdet =
∫ ∞
T
1
τ
· e−t/τdt = e−T/τ . (5.10)
Strictly speaking, the integral only provides a lower limit for pdet. Some atoms might have
lifetimes shorter than T but still lead to a signal above the threshold.
Secondly, the Gaussian distribution further reduces the detection probability as only atoms
with a count rate above the threshold are counted. So, the detectable fraction due to this
process is
pxthrdet =
∫ ∞
xthr
1√
2πσ1
· e−
(x−µ1)
2
2σ1 dx =
1
2
− 1
2
· erf
(
xthr − µ1√
2σ1
)
. (5.11)
The standard deviation σ0 is close to the Poisson noise but σ1 is larger as further noise is
introduced. This is mostly probably due to the MOT region being slightly larger than the
image fiber end. It leads to σ1 being larger by a factor of about 1.2.
Consequently, the probability to actually count an atom in during the integration time T
is (results: see fig.5.3):
p(1, T ) = p(1) · pdet := p(1) · pτdet · pxthrdet , (5.12)
whereas the probability for false detection of an atom in the same interval is
p(1|0) = p(0) ·
∫ ∞
xthr
1√
2πσ0
· e−
(x−µ0)
2
2σ0 dx = p(0) ·
[
1
2
− 1
2
· erf
(
xthr − µ0√
2σ0
)]
. (5.13)
The number of falsely detected atoms should be well below the aimed-at statistical error
of the atom counts. For ndet ≥ 100 the relative error is σreln =
√
n/n ≤ 10%), hence the
limit for false counts is set to 1%. This is fulfilled when following inequality holds
p(1|0) ≤ 0.01 · p(1, T ). (5.14)
Plugging in eqs. 5.12 and 5.13 allows for calculation of xthr as a function of the background
and signal photon counts, and 39Ar loading rate. Fig. 5.3 comprises results for different
photon counts rates. In order to maximize p(1|T ), the threshold could be set to the
minimum allowed by eq. 5.14.
There is always one problem with this approach as a priori knowledge of λ would be
necessary. However, this is the quantity to be measured. But in the end, this is not a
major problem as calculations yield a very weak dependence6 of xthr on λ.
5.6. Single Ar atoms
In order to optimize the single atom detection, it is adjusted with 38Ar. Therefore, the
loading rate of the MOT has to be reduced significantly. After optimization of the overlap
5Large densities in the MOT would lead to resonant re-absorption of scattered photons.
6A factor 10 decrease in 39Ar flow only moderately increases the threshold by about 0.5σ0 for parameters
close to those in the experiment.
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Figure 5.4.: Left-hand: Maximum detection eﬃciency for a loading rate of 1atom/3h. Diﬀerent
background photon rates and scattering rates per atom lead to diﬀerent threshold values, thus
limiting the number of detectable atoms. Right-hand: Optimum integration time to achieve
highest detection eﬃciency. Discontinuities are due to numerical discretization.
between MOT and imaging fiber core, a signal as in fig. 5.5 emerges.
The photon count rate increases and decreases in quasi-discrete steps. This step-like
character is further illustrated by the count rate histogram. It consists of several equally
spaced Gaussian peaks corresponding to a varying number of atoms in the MOT.
Thorough analysis of the fluorescence trace allows to compute important parameters of
the MOT. On the one hand, the probability for each number of atoms follows a Poisson
distribution and can be reproduced by integrating each of the peaks separately. From this,
the mean number of atoms λ can be derived.
λ can also easily be calculated differently, but still with help of the histogram. As in the
previous section, the count rates for “background” and “1 atom” are denoted µ0 and µ1,
respectively. λ is then obtained by averaging the APD count rate cr over time:
λ =
cr − µ0
µ1 − µ0 . (5.15)
On the other hand, the correlation length of the fluorescence signal, as obtained from
autocorrelation, provides an accurate measure of the MOT lifetime τ , see fig. 5.77.
With the help of τ and the total measurement time Trun the number of atoms detected is
estimated as
ndet =
Trun
τ
·λ. (5.16)
Isotopically enriched samples with a relative 39Ar abundance of 10−9 provide means to
optimize the detection for this isotope. Fig. 5.6 demonstrates detection of single 39Ar
atoms. For this measurement, the flux was reduced to make the background peak clearly
visible. Having all parameters optimized, the mean number of atoms in the trap ranges
around 10 with a lifetime of 150 ms.
7Whenever an atom is in the MOT, the APD count rate is higher while the background photon rate is
uncorrelated. Thus, the correlation length is a direct measure of τ .
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Figure 5.5.: Left-hand: Fluorescence signal of 38Ar atoms on the APD. For clearness, only part
of a longer run is shown. Right-hand: The histogram of the full run further reveals the stepwise
increase of the photon count rate. The spacing between the histogram peaks corresponds to
the single atom photon count rate which is 28.5 kcps for 38Ar (and the other stable isotopes).
Deviation from pure Gaussians in-between the peaks is due to the integration.
Given the approximate concentration8 of 10−9, the expected count rate with a recent
atmospheric sample can be estimated:
Rrec ≈ Renr · 8.5 · 10
−16
10−9
=
10
0.15s
· 8.5 · 10−7 = 1atom
4.9h
(5.17)
Given the large uncertainties involved, especially in the concentration of the enriched sam-
ple, the agreement with the results presented in the section below is already remarkable.
As already calculated above, the single atom signal for 39Ar is weaker than for stable iso-
topes. For each 39Ar atom about 16.8 kcps are detected, whereas 28.5 kcps are detected
for each 38Ar, which agrees well with the prediction from the MOT in sec. 5.4.
5.7. 39Ar detection in atmospheric argon
The previous sections comprised measurements and estimations from stable isotopes and
enriched samples. However the level structure of 39Ar is very different from the stable
isotopes. And additionally, the errors in flux measurement and enrichment factor only
allow for a rough estimation of the expected 39Ar count rate.
Hence, measurements with atmospheric argon from a gas bottle have been carried out. In
a total run-time of 61 hours 18 atoms have been clearly identified, see fig. 5.8:
R39 =
18±√18 atoms
62 h
= 0.29± 0.07atoms
h
(5.18)
Nevertheless, this might be underestimated. Hence, fig. 5.9 compares the histogram of
the time lag between atoms (binning: 2 hours) with the results from an exponential curve.
8The sample is produced from neutron irradiated biotite samples, each containing about 1 nLSTP 39Ar.
The extracted gas sample is expanded to a volume of ≈ 1 L. Then, argon from a gas bottle is added until
a pressure of 1bar is reached. This results in 1 nLSTP 39Ar in 1 LSTP Ar, hence the 39Ar concentration
is 10−9.
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Figure 5.6.: Left-hand: Single atom ﬂuorescence with an enriched 39Ar sample. Again, only
part of a longer run is shown. Right-hand: The histogram of the full run still demonstrates
the stepwise increase of the photon count rate. However, this is only possible with much
longer integration time. The derived 39Ar photon count rate is 16.8 kcps. The underground
in-between the peaks is again due to the integration.
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Figure 5.7.: Left-hand: Lifetime τ in a small MOT, source chamber pressure p1 =
1.4 · 10−5 mbar. The lifetime is slightly too large due to the averaging process. This also
leads to a small tail on the left slope. Right-hand: τ as inferred from the autocorrelation func-
tion (ACF) of single atom measurements. The position of the broad peak at t = 400..800 ms
corresponds to the time lag between atoms. Altogether, the lifetime is rather short due to the
previously discussed vacuum limitations.
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Figure 5.8.: Signal of single 39Ar atoms in a sample of atmospheric argon. In total, 18 atoms
were detected in 61 hours. The x-axis minor ticks indicate seconds as each frame corresponds
to a 5 second window around a certain point of time. Horizontal lines indicate the background
count rate and the 5.5σ threshold for 40 ms integration time.
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Figure 5.9.: Histogram of time lags between detected atoms. The exponential curve is mo-
tivated by the Poisson process of atoms entering the MOT and reproduces the histogram
reasonably well.
This is justified by the underlying Poisson process. From R39 as above follows that the
mean time lag between two atoms should be ≈ 3.4 h which is plugged into the exponential
decay curve. The agreement is good considering the small number of detected atoms and
supports the derived value of the atom count rate.
5.8. Recent (possible) improvements
5.8.1. Liquid nitrogen cooled source
The recent implementation of a liquid nitrogen (lN2) cooled metastable atom source leads
to an improvement by more than a factor of 2 in loading rate. The modified atomic beam
source features an alumina (aluminum oxide ceramic) tube instead of the previously used
glass tube. The tube is mounted in a stainless steel double-walled vessel that is directly
cooled by lN2. Alumina is advantageous due to the much better thermal conductivity
compared to glass (about 30 times higher than for glass).
Two mechanisms have to be taken into consideration: Firstly, the atoms emitted from the
source have a narrower transversal velocity distribution. Hence, the collimator can cool a
larger fraction of the atoms.
Likewise the mean longitudinal velocity is reduced. Therefore, the Zeeman slower efficiency
is increased and practically all atoms can be slowed down. Fig. 5.10 illustrates the effect
of lN2 cooling the source. The gain can be derived approximately from the maximum ratio
of peak heights, as the width of a histogram peak is not affected by the increased loading
rate and the probability for two atoms in the MOT is still low.
5.8.2. Additional collimator repumper sidebands
In order to further increase the loading rate additional repumper sidebands for the colli-
mator are tested. Again, the possible improvement relies on different effects. On the one
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Figure 5.10.: Loading rate improvement with a liquid nitrogen cooled source. Each frame shows
the histogram peaks for one and two atoms in the MOT, the background peak is omitted.
Time intervals for each frame are given by the time on the x-axis. The upper time series is
for 40Ar where lN2 cooling was switched oﬀ at t = 900 s. The bottom series represents 39Ar
measurements, the cooling was switched on at t = 0 s. Numbers in each subframe correspond
to the manually counted number of detected atoms.
hand, the metastable atoms are initially distributed over all F states. Hence, pumping all
the atoms from F = 92 ..
3
2 to F =
11
2 should lead to a higher loading rate. On the other
hand, as can be seen in fig. 3.3, the loss probability is especially high in the collimator
due to the large saturation of the beams.
A summary of preliminary results for all repumper sidebands is provided in fig. 5.11. From
fig. 3.3 it follows that practically no atoms should be found in F = 11/2 after the collima-
tor (t¯coll ≈ 0.3 ms) when no repumping light is applied. However, this is not reproduced by
the measurement. It can be explained by optical pumping with the Zeeman slower beam.
The ZSL first and second repumper light is resonant with repumper transitions of atoms
with the mean longitudinal velocity. Hence, they can partially substitute the collimator
repumpers. Still, the first and second collimator repumper lead to a gain in loading rate
as they are optimized for repumping those atoms that are collimated.
The third and fourth repumper, however, do not yet yield satisfactory results, they even
decrease the loading rate. The reason for this behavior has not yet been identified but the
possibility of systematic errors due to instability of the repumper laser cannot be excluded.
Another possibility lies in the laser setup. A FPI scan of the collimator tapered ampli-
fier output reveals additional sidebands that may arise from interference between different
spectral modes. These could well lead to undesired optical pumping to the wrong states
and will therefore be investigated in the immediate future.
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Figure 5.11.: Single atom histogram peaks for diﬀerent number of repumper sidebands. The
gain with the ﬁrst two repumpers is about 2.5 while the third and fourth repumper decrease
the loading rate. For explanation see text.
5.8.3. Enhanced signal quality
The single atom signal quality has recently been improved by -as already mentioned-
painting the trap chamber with low-reflectance vacuum compatible paint. Previously, the
photon background from stray light was about 150 − 160 kcps. With the optimized trap
chamber, it is currently as low as 65 kcps for identical experimental parameters.
Furthermore, the removal of the inverted magnetron vacuum gauge in the MOT pump
chamber significantly decreased the offset magnetic field in the MOT region. This results
in much more localized atoms and a single atom photon count rate of around 19 kcps for
39Ar, see cover page.
Keeping in mind the results for detection probability and optimum integration time as
depicted in fig. 5.3, integration times of around 10 ms should be sufficient for clear single
atom identification. Likewise, the detection probability is increased by about 15 %.
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6.1. Results achieved
In the course of this experimental work, an apparatus for counting individual metastable
39Ar atoms has been realized. Prior to the actual detection of atoms, hyperfine spec-
troscopy of the designated optical transition for laser cooling and trapping has been suc-
cessfully performed. The hyperfine coefficients and the isotope shift of the cooling transi-
tion 1s5-2p9 have been obtained by fitting the theoretically expected hyperfine transitions
with the observed spectrum.
Accordingly, a high power laser system with all sidebands necessary for highly efficient
laser manipulation of 39Ar has been designed and set up. This included calculations re-
garding the probability for losses due to optical pumping to different hyperfine states.
Furthermore, tapered amplifier laser diodes have been employed to provide the optical
power needed for efficient laser cooling.
A high-throughput atomic beam apparatus featuring a radio-frequency driven gas dis-
charge for production of metastable argon atoms has been assembled. It employs multiple
schemes for both transversal and longitudinal deceleration of the atomic beam, such as a
collimation stage, a magneto-optical lens and a Zeeman slower.
The production of metastable atoms in the gas discharge source has been modeled by a
two-step model. In the first step, the plasma parameters such as electron temperature and
electron density are calculated for the special case of a pressure-gradient plasma. Based on
these parameters, the production and emission of metastable argon atoms were computed
in the second step of the model. This was done by solving the continuity equation for
atoms moving along the cylindrical axis of the discharge tube.
Although the model is very simplified, the results show good agreement with experimen-
tal findings. Hence, it may serve for further improvement of the metastable production
efficiency.
Likewise, extensive calculations and simulations of the transversal and longitudinal cool-
ing stages have been performed. Accordingly, the corresponding experimental realizations
have been optimized for highest efficiency.
The actual detection of 39Ar was realized with a magneto-optical trap, into which atoms
from the collimated intense beam of slow atoms are loaded. Single 39Ar atoms in the trap
have been unambiguously identified by fluorescence detection of photons scattered from
the trapping beams.
The loading rate of atoms into the trap has been increased substantially by employing an
additional near-resonant sideband of the Zeeman slower laser beam. This allows for higher
final velocities of the Zeeman slower, effectively reducing the atomic beam divergence. At
the same time, it extends the longitudinal velocity capture range of the magneto-optical
trap. Furthermore, a basic one-dimensional calculation of atoms being loaded into the trap
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has been carried out and clearly shows the advantages of the additional slowing frequency.
In addition, the fluorescence background from 40Ar atoms in the trap chamber was elimi-
nated by optically pumping these atoms to the ground state. These two innovations permit
simultaneous loading and detection of 39Ar atoms, thus rendering the toggling scheme used
in similar experiments unnecessary.
During a long time measurement over 62 hours with atmospheric argon, 18 39Ar atoms
have been detected. In order to further improve identification of 39Ar atoms, measures
to reduce the stray light background in the chamber have been undertaken and yield a
background photon count rate that is by more than a factor of 2 lower.
Recently, a liquid nitrogen cooled atomic beam source has been implemented. First mea-
surements suggest that the 39Ar loading rate is increased by at least a factor of 2.
The results from this work show that 39Ar count rates of at least one atom per hour for
recent argon are within reach. Ultimately, this would allow for 39Ar-dating of small natural
water samples with sample size well below 10 liters. Hence, radiometric age determination
of oceanographic samples or even ice cores on time scales of 50 - 1000 years BP seems
feasible.
6.2. Outlook
Although the apparatus performance is already very high, some issues are not yet resolved
and several improvements may further increase the 39Ar detection rate. In the following,
these are briefly discussed and possible solutions are suggested.
The most important issue is that of argon outgassing from the apparatus. As mentioned
earlier, isotopically enriched argon samples had to be used for optimization of the appa-
ratus for 39Ar detection. Currently, it is observed that the 39Ar detection rate with an
atmospheric sample increases during operation in recycling mode. In a first attempt to
reduce outgassing, the inverted magnetron gauges were removed from the vacuum appa-
ratus. This already decreased 39Ar outgassing by about a factor of 10. However, this
will hopefully be completely resolved in the near future. If 39Ar is found to be emitted
from the whole apparatus and not from a single contaminated vacuum part, the sample
reservoir in the vacuum apparatus could simply be enlarged, thus leading to lower relative
contaminations.
After solving this issue, the 39Ar loading rate has to be improved. As mentioned above,
the metastable source might be optimized by increasing the electron density close to source
exit with an additional electrode. Although the source seems to operate close to its opti-
mum pressure, further gain in loading rate might still be possible by higher throughput.
Additionally, admixture of heavy noble gases such as xenon could also boost the metastable
production efficiency. In a recent publication of the ANL group, this was demonstrated
for a spectroscopy cell, [134]. Still, the parameters for a metastable source are different
and measurements remain to be done.
Currently, the collimator gain is by about a factor of 2 lower than the predicted value.
Hence, this should be thoroughly investigated again as it bears potential gain.
Another open issue lies in the measurement of a blank sample. Ideally, a sample of very
old argon would be recycled for several days and would not yield any 39Ar counts. And,
strictly speaking, as long as this has not been realized, the previously derived 39Ar detec-
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tion rate cannot be taken for certain.
At the moment, the fluorescence detection of single atoms is limited by three factors.
Firstly, the stray light background from the trap beams should be further reduced. This
could be achieved by highest-grade anti-reflection coated viewports. Secondly, a full
Bayesian approach to single atom identification might lead to much better identification
of atoms than the currently applied threshold criterion. Thirdly, the lifetime of atoms in
the MOT should be increased. This can be done by further optimization of the vacuum
conductances and the pumping stages. And, as the power dissipation in the MOT coils
leads to an increased residual gas pressure in the MOT chamber, improved coils are nec-
essary.
This would also allow for a steeper magnetic field gradient in the MOT and could thus
lead to more localized atoms. Especially, the 39Ar atoms could be better imaged onto the
fiber end. This again would facilitate identification of individual atoms.
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Table A.1.: Relevant physical constants as recommended by the “International Council for
Science: Committee on Data for Science and Technology (CODATA)” [135]
Name Symbol Value Unit
Atomic mass constant mu 1.660538782(83) · 10−27 kg
Atomic unit of mass me 9.10938215(45) · 10−31 kg
Boltzmann constant kB 1.3806504(24) · 10−23 JK−1
Speed of light in vacuum c 299792458 m/s
Electric constant (permittivity) ε0 8.854187817 · 10−12 F m−1
Magnetic constant (permeability) µ0 12.566370614 · 10−7 NA2
Planck constant h
6.62606896(33) · 10−34 Js
4.13566733(10) · 10−15 eVs
Bohr magneton µB
927.400915(23) · 10−26 J/T
5.7883817555(79) · 10−5 eV/T
Wavelength 1s5-2p9 (vacuum) λ 811.7542 nm
Saturation intensity 1s5-2p9 Is 1.44 mW/cm2
Linewidth 1s5-2p9
γ 5.85 MHz
Γ 2pi · 5.85 MHz
Electrical resistivity copper ρCu 1.68 · 10−8 Ωm
Thermal conductivity copper ρCu 401 W/m ·K
Van der Waals radius argon rAr 188 pm
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Table A.2.: Compilation of relevant isotopes of argon, data taken from [42]. Dashes indicate
unavailable data.
Isotope Mass [mu] Nat. ab. Nucl. spin I µI [µN ] T1/2 Decay
35Ar 34.975257 − 3/2 0.633 1.77 s EC to 35Cl
36Ar 35.96754552 0.003365(30) 0 0 − −
37Ar 36.966776 − 3/2 1.15 35.0 d EC to 37Cl
38Ar 37.9627325 0.000632(5) 0 0 − −
39Ar 38.962314 8.5 · 10−16 7/2 −1.3 268 y β− to 39K
40Ar 39.9623837 0.996003(30) 0 0 − −
41Ar 40.964501 − 7/2 − 1.82 h β− to 41K
42Ar 41.9650 − 0 0 33 y β− to 42K
43Ar 42.9657 − − − 5.4 m β− to 43K
44Ar 43.963650 − 0 0 11.87 m β− to 44K
Table A.3.: Isotopic shifts for diﬀerent argon isotopes and two transitions. Eq. (2.6) yields the
shift of 39Ar relative to 40Ar and holds as the value for calculation from 36Ar and 38Ar is the
same within the errors. The measured value agrees with the calculated value within errors.
Isotope Transition ∆ν [MHz] ref.
36-40 1s5 − 2p6 −494.9 ± .6 [49]
38-40 1s5 − 2p6 −229.5 ± .4
39-40 1s5 − 2p6 −107.1 ± 7.0
36-40 1s5 − 2p9 −450.1 ± .9 [48]
38-40 1s5 − 2p9 −208.1 ± 1.5
39-40 1s5 − 2p9 −97.4 ± 6.4 Eq.(2.6) for 36Ar
39-40 1s5 − 2p9 −97.1 ± 6.4 Eq.(2.6) for 38Ar
39-40 1s5 − 2p9 −94.6± .4 This experiment
Table A.4.: Data for the hyperﬁne constants of the 1s5 and 2p9 levels of 39Ar as estimated
and measured experimentally. The larger errors on the B’s result from eq. (2.4) being much
less sensitive to B than to A. Statistical errors are given, due to the calibration with a FPI
the additional relative systematical error of 1.1 · 10−3 has to be minded.
Estimation This work ANL [45]
As [MHz] −286.1 ± 1.4a −285.9 ± .14 −285.36 ± .13
Bs [MHz] 118 ± 20a 118.7 ± 1.5 117.8 ± 1.2
Ap [MHz] −117± 20b −134.6 ± .12 −134.36 ± 0.08
Bp [MHz] 103 ± 10c 113.1 ± 1.8 113.1 ± 1.4
a see [49]: analysis using data from 37Ar
b estimated from the hfs constants of 37Ar
c estimated from the hfs constants of 21Ne
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Table B.1.: Notation of symbols used throughout this thesis. As the nomenclature is incon-
sistent in several cases [136] was used as reference for these. Some duplications could not be
avoided, but usually relate to very diﬀerent topics. Dashes indicate dimensionless quantities
Symbol Name Typical units
A Magnetic dipole hyperfine constant MHz
B Electric quadrupole hyperfine constant MHz
C Hyperfine constant C −
V Volume m3, l
l Length m
v Velocity m/s
r Radius m
R Radius as distance from source m
d Diameter, Distance m
A Area m2
N Number (of atoms) −
t Time s
n Number density 1/m3
∆Ω Solid angle sr
p Pressure N/m2, mbar
T Temperature K
L Conductance of vacuum tubing L/s
S Pumping speed L/s, m3/h
Q Throughput, Flow atoms/s
Φ Flux atoms ·m−2s−1
I Electric current A
U Voltage V
R Electrical resistance Ω
P Power W
m Mass kg
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Table B.2.: Notation of symbols, continued
m Magnetic quantum number −
S Spin quantum number −
L Orbital angular momentum q.n. −
K Intermediate coupling q.n. −
J Total electronic angular momentum q.n. −
I Nuclear magnetic moment q.n. −
F Total atomic angular momentum q.n. −
g, e Subscript ground/excited state −
gS(L,K,J,F ) Landé g-factor −
µeff Effective magnetic moment −
B Magnetic field T,Gauss
A′ Magnetic field gradient T/m,Gauss/cm
Optical freq.
ν Hz
ω 2pi ·Hz
Resonance freq.
ν0 Hz
ω0 2pi ·Hz
Detuning
δ MHz
∆ 2pi ·MHz
I Intensity W/m2, mW/cm2
λ Mean free path m
γp Scattering rate s−1
γ′ Power broadened linewidth MHz
p Probability density 1MHz ,
1
m/s
I0 Laser intensity at maximum W/m2
R Laser beam radius, 13.5% of I0 m
w Laser beam waist: 2σ ≡ R m
NA Numerical aperture, 5% radius −
R Loading rate Hz
γ Background collisions rate Hz
τ Lifetime s
β Two-body loss coefficient Hz
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Hyperfine formula [47]
∆E =
A
2
C +
B
4
3
2C(C + 1)− 2I(I + 1)J(J + 1)
I(2I − 1)J(2J − 1) (C.1)
Empiric relation for isotope shifts
∆ν3940(1s5 − 2p9) =
∆νiso40 (1s5 − 2p9)
∆νiso40 (1s5 − 2p6)
∆ν3940(1s5 − 2p6) (C.2)
Normal isotope mass shift
∆ν =
me
mp
·M2 −M1
M2 ·M1 (C.3)
Saturation intensity
Is = πhc/(3λ
3τ) (C.4)
Saturation parameter
s = I0/Is (C.5)
Doppler shift, velocity along direction of propagation
∆EDoppler = −k · v ·~ (C.6)
Zeeman shift
∆EZeeman = µ′ ·B (C.7)
Effective magnetic moment
µ′ = (mege −mggg)µB (C.8)
Power broadened linewidth
γ′ =
√
1 + s · γ (C.9)
Photon scattering rate
γp =
Γ
2
· s
1 + s+ (2δγ )
2
(C.10)
Landé g-factors
gS = 2.00231930436 (C.11)
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gL = 1 (C.12)
gJ = gL
J(J + 1)− S(S + 1) + L(L+ 1)
2J(J + 1)
+ gS
J(J + 1) + S(S + 1)− L(L+ 1)
2J(J + 1)
(C.13)
gI = µI/I (C.14)
gF = gJ
F (F + 1)− I(I + 1) + J(J + 1)
2F (F + 1)
+ gI
F (F + 1) + I(I + 1)− J(J + 1)
2F (F + 1)
(C.15)
Doppler limited MOT temperature
TD =
~Γ
2kB
(C.16)
Recoil limit
Tr =
(~k)2
2kBm
(C.17)
Planck energy
E = h · ν = ~ ·ω (C.18)
Gaussian distribution for variable x
pgauss(x) =
1√
2piσx
· e−
(x−x0)
2
2σ2x (C.19)
Maxwell-Boltzmann probability density in 3D
pMBD3(x) =
√
2
π
(
m
kBT
)3/2
v2e
− mv
2
2kBT (C.20)
Maxwell-Boltzmann probability density in 1D
pMBD1(x) =
√
m
2πkBT
e
− mv
2
2kBT (C.21)
Moments and characteristic parameters of above distributions for a thermal gas, velocity
replaces variable x.
σv =
√
kBT
m
,
vMBD := 〈v〉MBD =
√
8kBT
πm
,
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v2MBD :=
〈
v2
〉
MBD
=
√
3kBT
m
,
v̂MBD = {v|pMBD(v) = max(pMBD(v))} =
√
2kBT
m
(C.22)
Lorentz curve, full-width-half-maximum γ, center at x’=t
plor(x) =
1
2π
· γ
(γ/2)2 − (x− t)2 (C.23)
pvoigt(x) =
∫ ∞
−∞
pgauss(x) · plor(x− x′)dx′ (C.24)
Mean free path in thermal gas
λ =
1
n ·σ =
1
n ·√2pi · (2rAr)2
=
kBT
p ·√2pi · (2rAr)2
(C.25)
Biot-Savart law
B =
∫
µ0
4π
IdI× drˆ
|r|2 (C.26)
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