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Abstract 
The purpose of this paper is to discuss an automated computational system able to recognize MICR characters commonly 
used on bank checks based on Paraconsistent Artificial Neural Networks due to their intrinsic ability to deal with imprecise, 
inconsistent and paracomplete data. The recognition process is carried out from character features chosen in advance based 
on Graphology and Graphoscopy techniques. The analysis of such features and the character recognition are performed 
employing Paraconsistent Artificial Neural Networks. Actual checks batches were presented to validate the proposed study 
and 97.8 percent of the characters were recognized correctly by the system. 
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1. Introduction 
The purpose of this paper is the investigation of an automated computational process able to recognize 
MIRC characters employing Paraconsistent Artificial Neural Networks - PANN. 
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1.1. Computer pattern recognition 
Computer pattern recognition stands out as one of the most important Artificial Intelligence - AI tools 
applied in many knowledge branches with applications in character recognition and several other themes. Even 
though there are several studies on character recognition [1-3], we have chosen to study this theme due to its 
intrinsic importance and constant improvement besides enabling adjustments to different signal recognition. 
This study is carried out by employing a new type of Artificial Neural Networks - ANNs based on 
Paraconsistent Annotated Evidential Logic EW [12].  
 
1.2. Character recognition 
The character recognition is one of the most known and explored pattern recognition modalities. Generally 
speaking, it consists in extracting some features from a character group aiming to reproduce human beings’ 
ability to read texts. 
The first applications in Optical Character Recognition - OCR started in the early 1960's with systems 
developed to read characters having a predetermined pattern format and then, the methods were improved 
moving toward new systems developed to recognize hand-printed characters. Later, some commercial systems 
came up to recognize poor-print-quality characters and hand-printed ones for a large category of character set 
Kanji OCR (by Toshiba) and CLL-2000 (by Sanyo Electric Co. Ltd). Over the last years, the techniques have 
been improved to develop systems to recognize noisy documents, color documents, handwritten characters and 
complex documents with texts, graphics, tables and mathematical symbols, etc. [4-5] 
The character recognition technique classifies characters through their features. Due to noises interference, 
the major difficulty concentrates on determining the feature group liable to extraction. 
Considering these issues, the performance of a pattern recognition automated system depends 
fundamentally on the quality of the original and digital documents, often facing imprecise, ‘contradictory’, and 
paracomplete data. Therefore, we have chosen to use PANNs since they have been considered as an important 
analysis tool for applications involving data with such features. [6-9] 
 
1.3. Paraconsistent artificial neural network 
The PANN is a kind of ANN [10] and its basic ideas lean on Paraconsistent Annotated Evidential Logic Eτ 
[11]. Basically, it is composed by Paraconsistent Artificial Neural Units - PANUs with different functions such 
as connection, learning, memorization, etc., which processes network input signs coming as favorable and 
contrary evidence degrees. These units are known as a cluster of Paraconsistent Artificial Neural Cell - PANCs 
interconnected with each other that analyze and model electric signs. [11] From these components, the PANN 
is able to deal with concepts such as imprecision, inconsistency and paracompleteness in its interior without 
trivialization. [12-13] 
 
2. The automated computational system 
 The automated computational system presented in this work consists in a system able to extract some 
features of interest in evidence degrees from a preprocessed digital image and, from these features, recognize 
the character based on PANNs. 
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The feature extraction process is performed based on fundamentals of Graphology and Graphoscopy 
techniques [2][14] and some of their aspects will be used throughout this work. 
For the study was adopted the Magnetic Ink Character Recognition - MICR characters (Fig. 1) used on 
Brazilian bank checks to codify data from customer's bank account. 
 
Fig. 1. MICR example used on Brazilian bank checks 
 
3. Methodology 
 For the proposed system, the recognition process is composed of five steps: 
 
x First step: Image acquisition; 
x Second step: Image preprocessing; 
x Third step: Image mapping; 
x Fourth step: Feature extraction; 
x Fifth step: Image recognition. 
 
Although the study is focused on the third step ahead, we applied the average filter among neighboring 
pixels, image binarization, image white borders trimming, and image resizing to 38x30 pixels as a simple 
image preprocessing. The system architecture is showed in Fig. 2. In this work we assume a preprocessed 
image as an input, i.e., with real data by using Brazilian checks batches scanned at 200 dpi resolution with 
preprocessed images without significant noises. Also other factors of influence in the performance of 
recognition such as scan angle changes are not considered here.  
The first layer, Fig 2, corresponds to the third step of the recognition process, where the image is mapped 
into evidence degrees. The next layer (2nd layer, Fig. 2) corresponds to the fourth step, where the features are 
extracted from the image taking into account concepts of Graphology and Graphoscopy techniques [2][14]. The 
next two layers (3rd and 4th layer, Fig. 2) correspond to the fifth step. On the third layer, it compares the features 
of each pattern character to the presented character and calculates a recognition evidence degree for each 
pattern character. On the last layer, it applies a paraconsistent analysis which consists in calculating a single 
evidence degree through ParaExtrctr algorithm considering the resulting recognition evidence degrees from each 
pattern character and identifies the recognized and discarded characters. 
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Fig. 2. The system architecture 
The following presents the procedures performed at each layer of the system architecture. 
3.1. Image mapping 
The Image mapping step consists in analyzing the pixels from the binary matrix of the image in several 
situations and obtaining lists of evidence degrees which represent an image projection. Each evidence degree is 
a value belonging to the real interval [0, 1] that represents the presence of a black or white pixel in a 
determined position of the binary matrix. We agree that '0' is white pixel and '1' is black pixel.  
On this step, several types of image mapping are realized, but the quantity of different types depends on the 
feature group previously selected to be considered on the Feature extraction step. 
The types of mapping available on the system are "External Border", "Diagonal Internal (right to left) 
Border" and "Diagonal Internal (left to right) Border". A sequence of gray pixels is presented for each type of 
mapping in Fig. 3. 
The evidence degrees are extracted from the external border as follows. For each side of the image it is 
generated a list of evidence degrees calculated based on the pixel position and the total number of 
lines/columns. To the left and right sides, the evidence degree is obtained by "where the pixel is on the column 
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/ total number of columns" (For example, in Fig. 3 - External Border, we have the first black pixel in the 6th 
column; then 6/30 = 0,2 is the evidence degree of the analyzed pixel). For the top and bottom of the image, the 
evidence degree is obtained by "where the pixel in on the line / total number of lines" (For example, in Fig. 3 - 
External Border, we have the first black pixel on 5th line; then 5/38 = 0,13 is the evidence degree of the pixel 
considered). 
The evidence degrees of the inner diagonal borders are calculated as follows. First let us consider the two 
diagonal cuts as shown in the Fig. 3 "Diagonal Internal (right to left) Border" and "Diagonal Internal (left to 
right). For every cut it is generated two lists of evidence degrees, one referring to the top and another referring 
to the bottom diagonal cutting. The evidence degrees are obtained from an algorithm that runs along the cutting 
searching the first black pixel in every diagonal line and calculates the evidence degree based on the 
coordinates (x, y) of the pixel in the matrix together with a value named "weight", calculated based on the total 
pixels of the matrix (1 / total pixels of the image matrix). So, each evidence degree is calculated by x * y * 
weight. 
The obtained group of  lists is considered as input to the features extraction process. 
 
Fig. 3. Types of image mapping available on the system 
3.2. Feature extraction 
 The Feature extraction step consists in grouping some character features mapped in the third step and turn 
them into datasets expressed in evidence degrees in a way that they can be transmitted and received by the 
Image recognition step. 
 As in the recognition process the character features play a fundamental role, we've chosen some of them 
based on the study of some Graphology and Graphoscopy techniques [2][14] as "path and curvilinear values" to 
compose the feature extraction process. The features available on the system to be extracted are "Histogram: 
External Border", "Histogram: Diagonal Internal (right to left) Border", "Histogram: Diagonal Internal (left to 
right) Border", as presented on the second layer of the system architecture showed in Fig. 2. 
For the features, the evidence degree groups obtained on Image mapping step are neatly grouped to 
represent some image histograms according to Fig. 4. 
The "Histogram: External Border" is composed by grouping evidence degree lists obtained from External 
Border mapping in the following sequence:  left side, bottom, top, right side. 
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The "Histogram: Diagonal Internal (right to left) Border" is composed by grouping evidence degree lists 
obtained from Diagonal Internal (right to left) Border mapping in the following sequence: first upper-division, 
first lower-division, second upper-division, second lower-division. 
And the "Histogram: Diagonal Internal (left to right) Border" is composed by grouping evidence degree lists 
obtained from Diagonal Internal (left to right) Border mapping in the following sequence: first upper-division, 
first lower-division, second upper-division, second lower-division. 
At the end of this process, we have evidence degree lists to represent each feature extracted from the image 
and then compose the input of the image recognition process. 
 
 
Fig. 4. Image histograms obtained by the system in the fourth step 
3.3. Image recognition 
 On the recognition process, the evidence degrees obtained from the Feature extraction step are compared to 
the evidence degrees of each pattern character, in other words, a paraconsistent processing is performed for 
each pattern character and its output represents its recognition evidence degree. 
 The Image recognition step is divided into two parts: a) comparison between pattern character features and 
presented character features (third layer, Fig. 2) and, b) a paraconsistent analysis which consists in calculating a 
single evidence degree through ParaExtrctr algorithm that represents pattern character recognition evidence 
degree (fourth layer, Fig. 2). The ParaExtrctr algorithm, is an algorithm able to decrease, gradually, 
contradiction effects on information signals from uncertain knowledge databases [15] employing 
Paraconsistent Analysis Nodes - PANs, which consist in an algorithm able to treat and control signs of 
imprecise and contradictory information [11]. From an evidence degree list (Gμ), it selects the maximum and 
minimum evidence degrees (μmax and μmin), which compose the PAN input as showed in Fig 5. The PANs are 
responsible for calculating the interval between μ and O inputs to extract contradiction effect: "μ = μmax" and "O 
= 1- μmin". Then, selected evidence degrees from Gμ are replaced by the PAN result in the same list. This 
process is repeated  until only one evidence degree remains in the evidence degree list (G μ) . 
 In the first part, we use a PAN to calculate the distance between the pattern character histogram and 
presented character histogram and then we use the ParaExtrctr algorithm to calculate a single evidence degree 
for each histogram. In the second part, the single evidence degree resulted from histograms are analyzed by the 
same process as illustrated in Fig. 5. 
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Fig. 5. Paraconsistent analysis architecture 
 At the end of this process, each pattern character has a single recognition evidence degree. The pattern 
character with the maximum value represents the character recognized by the system and the pattern character 
with the minimum value represents the character discarded by the system (fourth layer, Fig. 2). 
4. Results 
The recognition process is performed based on features extracted from the pattern characters. The first step 
before starting the tests is to create a pattern character feature database by presenting to the network only the 
pattern character sets (Fig. 6). 
 
Fig. 6. MICR pattern characters 
After creating the pattern character feature database, some tests were performed. The system performance 
has been evaluated with real data by using Brazilian checks batches scanned at 200 dpi resolution and 
considering all features available in the Feature extraction step, "Histogram: External Border", "Histogram: 
Diagonal Internal (right to left) Border" and "Histogram: Diagonal Internal (left to right) Border". 
The tests performed by the system to recognize MICR characters presented good results with 97.8 percent of 
hits. 
For these tests, we have used a 2,092-element sample represented by nine distinct digits and three special 
characters. 
The results obtained in these tests are presented on Table 1. The quantity of false detection is showed in 
Errors column, the quantity of correct character recognition in Hits column and the hit percentage in % Hits 
column. The sensitivity, specificity, efficiency and accuracy of each sample are presented in the next columns. 
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Table 1. Results obtained in tests with MICR characters 
Characters Samples  Errors Hits % Hits Sensitivity Specificity % Efficiency % Accuracy 
0 436 1 435 99.77 0.998 0.994 99.6 99.5 
1 264 3 261 98.86 0.989 1.000 99.4 99.9 
2 122 2 120 98.36 0.984 1.000 99.2 99.9 
3 153 1 152 99.35 0.993 0.998 99.6 99.8 
4 152 1 151 99.34 0.993 1.000 99.7 99.9 
5 190 17 173 91.05 0.910 1.000 95.5 99.2 
6 111 2 109 98.20 0.982 0.993 98.8 99.3 
7 98 1 97 98.98 0.990 1.000 99.5 99.9 
8 146 1 145 99.31 0.993 0.999 99.6 99.9 
9 102 4 98 96.08 0.961 0.996 97.9 99.5 
{ 140 10 128 91.43 0.927 1.000 96.4 99.5 
} 90 1 89 98.89 0.989 0.994 99.1 99.4 
[ 90 2 88 97.78 0.978 0.999 98.9 99.9 
Total 2,092 2.2%  97,8%     
 
Considering Table 2, the sensitivity is calculated by "A / (A + C)", the specificity by "D / (B + D), the 
efficiency by "(sensitivity + specificity) / 2" and the accuracy by "(A+D) / A + B + C + D)" [16]. 
Table 2. Possible results of a test 
Prognosis 
(tested result)  
Diagnosis (confirmed result) 
Total 
Positive Negative 
Positive A (true positive) B (false positive) A + B 
Negative C (false negative) D (true negative) C + D 
Total A + C B + D A + B + C + D 
 
 
Taking into consideration prior studies in character recognition, we found out that the VeriFone’s MICR 
reader system - based on neural networks - reaches 99.6% accuracy according to Abdleazeem &El-Sherif 
[17] and Öksüz [18] presents a handwritten character recognition system with 90.21% correct recognition 
rate. The last one uses directional and positional information calculated from pen-tip positions by using USB 
CCD Camera for character classification. 
From the industrial point of view in [19] the A2iA 'CheckReader' has recognized with 99% accuracy for 
machine printed text and 96% for constrained handwritten text outperforming in accuracy some of the 
prominent vendors in the area of automatic bank check processing as Mitek, Parascript and SoftPro by using 
neural networks. 
The evidence collected during the tests allows an acceptance of the proposed paraconsistent model. As 
pointed above, it shows that the obtained model can provide results as good as the other recognition systems. 
The Paraconsistent model contemplates the uncertain and ambiguous aspects inherent to the analysis of such 
noisy data, treating them in a direct way without trivialization. 
The proposed model was shown to be totally operational and, therefore, applicable to the automated MICR 
analysis. 
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Due to the linear structure of the PANN in several applications it has shown that the processing time in 
many applications were faster than usual ANNs which turns the study of PANN interesting. 
 
 
5. Conclusion 
The system proposed in this study to recognize MICR characters by using PANNs performed 97.8% hits. 
The results obtained so far demonstrate that the adopted techniques to deal with imprecise, inconsistent and 
paracomplete data during the character recognition process are efficient and encourage us to apply such ideas to 
correlated themes in pattern recognition. 
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