Main result
We denote by Λ min the set of vectors having minimal non-zero length in an Euclidean lattice (discrete subgroup of an Euclidean vector space). An Euclidean lattice Λ of rank d = dim (Λ ⊗ Z R) is perfect if the set {v ⊗ v} v∈Λ min spans the full d+1 2 -dimensional vector space of all symmetric elements in (Λ ⊗ Z R) ⊗ R (Λ ⊗ Z R). In the sequel, a lattice will always denote an Euclidean lattice of finite rank (henceforth called the dimension of the lattice). Every perfect lattice is similar to an integral lattice and the number of similarity classes of perfect lattices of given dimension is finite, cf. for example [8] . Similarity classes of perfect lattices are in one-to-one correspondence with isomorphism classes of primitive integral perfect lattices. (A lattice is primitive integral if the set of all possible scalar-products is a coprime set of integers.) For general information on lattices, the reader can consult [4] .
The main result of this paper can be resumed as follows: Theorem 1. 1 . For every strictly positive ǫ, the number p d of isomorphism classes of perfect d-dimensional primitive integral lattices satisfies eventually the inequalities
Otherwise stated, there exist a largest real number α ∈ [1, 3] and a smallest real number β ∈ [α, 3] such that we have eventually e d α−ǫ < p d < e d β+ǫ . I suspect that 1 < α = β ≤ 2. The inequality 1 < α is suggested by the large number of known perfect forms in dimension 8 and 9 (where we lack a complete classification). I present a few non-rigorous arguments for β ≤ 2 in Section 18.
The two inequalities of Theorem 1.1 are proved by completely different methods which give actually explicit lower and upper bounds for the numbers p d .
Lower bounds are obtained by describing an explicit family of nonisomorphic primitive integral perfect lattices of minimum 4. (The minimum of a lattice is the squared Euclidean norm of a shortest non-zero element.) Proving perfection of the family is easy. Showing that it consists only of non-isomorphic elements is somewhat tedious. Our proof is based on the fact that "error correction" is possible for a symmetric and reflexive relation obtained by adding a few "errors" to an equivalence relation on a finite set. Finally, we compute the number of lattices of dimension d in the family and show that this number grows exponentially fast with d. This first part is essentially a refined sequel of [1] . Similar methods and constructions have been used in [2] and [3] .
Constructions used in this paper and in [1] yield scores of perfect integral lattices with minimum 4. A complete understanding or classification of such lattices is probably a task doomed to failure. Integral perfect lattices of minimum 2 are root lattices of type A, D or E. They are thus rare and very well understood. Perfect integral lattices of minimum 3 sit between these two worlds. Is there some hope for a (at least partial) classification or are there already too many of them?
The upper bound for p d is also explicit, see Theorem 10.1. We prove it by elementary geometric and combinatorial arguments. Somewhat weaker bounds (amounting to the eventual inequality p d < e d 4+ǫ ) were obtained by C. Soulé in Section 1 of [11] .
A slight modification of the proof of Theorem 10.1 gives an upper bound for the number of GL d (Z)-orbits of d-dimensional symmetric lattice polytopes containing no non-zero lattice points in their interior, see Section 11. We have tried to make this paper as elementary and self-contained as possible. We apologise for the resulting redundancies with the existing literature.
Perfection
A subset P of a vector space V of finite dimension d over a field K of characteristic = 2 is perfect if the set {v ⊗ v} v∈P spans the full d+1 2 -dimensional vector space v,w∈V v ⊗ w + w ⊗ v of all symmetric tensorproducts in V ⊗ K V . Perfection belongs to the realm of linear algebra: every perfect set P contains a perfect subset S of elements giving rise to a basis {v ⊗ v} v∈S of symmetric tensor products. Moreover, every subset of d linearly independent elements in a perfect set P can be extended to a perfect subset of Other interesting examples over subfields of real numbers are given by 4-designs. ( We recall that a t-design is a finite subset S of the Euclidean 1−sphere S d−1 such that the mean value over S of any polynomial of degree at most t equals the mean value of the polynomial over the unit sphere). See [10] for a survey of B. Venkov's work who discovered relations between 4-designs and perfect lattices.
Given a perfect set P with d+1 2 elements in a d-dimensional vector space over a field K of characteristic = 2, any map ν : P −→ K corresponds to a unique bilinear product , on V × V such that ν(v) = v, v for all v ∈ P. Such a bilinear product is in general not positively defined over a real field. Equivalently, a homogeneous quadratic form q : V −→ K is completely defined by its restriction to a perfect set.
Perfect lattices are lattices whose set of minimal vectors (shortest nonzero elements) determines the Euclidean structure completely, up to similarity. Examples of perfect lattices are given e.g. by lattices whose minimal vectors form a 4-design. This shows perfection of root lattices of type A, D, E, of the Leech lattice and of many other interesting lattices with large automorphism groups.
A useful tool for proving perfection of a set is the following easy Lemma (see Proposition 3.5.5 in [8] or Proposition 1.1 in [1] for a proof): Lemma 2.1. Suppose that a set S of a vector space V intersects a hyperplane H (linear subspace of codimension 1) in a perfect subset S ′ = S ∩ H of H and that S \ S ′ spans V . Then S is perfect in V .
The condition on the span of S \ S ′ in Lemma 2.1 is necessary as shown by the following easy result whose proof is left to the reader: In the sequel, we will often use the notation
The lattice L d (h 1 , h 2 , . . . ) is even integral of dimension d with no elements of (squared euclidean) norm 2. It is the sublattice of Z d+2 orthogonal to Zc + Zh which is a full two-dimensional sublattice of Z d+2 except if {1, 2, . . . } \ {h 1 , h 2 , . . . } is an arithmetic progression (a case which will henceforth always be excluded).
Given a lattice L d (h 1 , h 2 , . . . ) ⊂ Z d+2 orthogonal to Zc + Zh (with c = (1, 1, . . . , 1) and h = (1, 2, 3, . . . , h 1 , . . . , ω − 2, ω − 1, ω)) we get an isometric lattice of the same form by considering The following result yields a large family of non-isomorphic lattices:
for all i, then they are isomorphic if and only if k ′ = k and h ′ i = h i for all i.
Proof of Theorem 3.1
The proof for perfection is an induction. The induction step is the following special case of Corollary 2.4: (1, a, b, c, . . . , w, x, y, z)
The condition h i+1 − h i ≥ 6 ≥ 3 ensures that both sets {2, 3, 4} and {z − 1, z − 2, z − 3} contain at most one element in the set {h 1 , . . . } of holes. There exist thus s ∈ {a, b, c} and t ∈ {w, x, y} such that s + t = 1 + z ensuring existence of a minimal vector
We have yet to check the initial conditions. It turns out that Theorem 3.1 holds almost in dimension 9 . Indeed, all lattices L 9 (h 1 , . . . ) with h j+1 − h j ≥ 6 for all j are perfect (as can be checked by a machine computation) except the lattice L 9 (4, 10) (given by all elements of Z 11 orthogonal to (1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1 ) and (1, 2, 3, 5, 6, 7, 8, 9, 11, 12, 13) ). Fortunately, the two essentially isomorphic lattices L 10 (4, 10) = L 10 (5, 11) (which are the two only possible ways to extend L 9 (4, 10) into a 10 dimensional lattice of the form L 10 (h 1 , . . . ) with h i+1 − h i ≥ 6) are perfect. All other 10-dimensional lattices L 10 (h 1 , h 2 , . . . ) satisfying the conditions of Theorem 3.1 are associated to two lattices L 9 (h 1 , h 2 , . . . ) and L 9 (h 1 − 1, h 2 − 1, . . . ) which are both non-isomorphic to L 9 (4, 10). They are thus perfect by Proposition 4.1.
We display below the list of all 9-dimensional lattices L 9 (h 1 , . . . ) with h i+1 − h i ≥ 6, up to essential isomorphism. The last entry is devoted to the 10-dimensional lattice L 10 (4, 10 Our main tool for proving this assertion is a graph-theoretical result of independent interest described in the next Section. It gives lower bounds on the amount of "tampering" which does not destroy large equivalence classes of an equivalence relation on a finite set.
α-quasi-equivalence classes
Consider an equivalence relation on some finite set which has been slightly "tampered with" and transformed into a symmetric and reflexive relation which is in general no longer transitive. This section describes sufficient (but not necessarily optimal) conditions on the amount of tampering which allow the recovery of suitable equivalence classes.
Symmetric and reflexive relations on a set V are in one-to-one correspondence with simple graphs with V as their set of vertices. (Recall that a simple graph has only undirected edges without multiplicities joining distinct vertices.) Given a symmetric and reflexive relation R, two distinct elements u, v of V are adjacent (joined by an undirected edge) if and only if u and v are related by R. Equivalence relations correspond to disjoint unions of complete graphs. We use this graph-theoretical framework until the end of this Section.
We denote by N Γ (v) the set of neighbours (adjacent vertices) of a vertex v in a simple graph Γ and we denote by A∆B = (A ∪ B) \ (A ∩ B) the symmetric difference of two sets A, B.
Given a real positive number α in [0, 1/3), a subset C of vertices of a finite simple graph Γ is an α-quasi-equivalence class of Γ if
for every vertex v of C and
for every vertex v which is not in C.
Example 5.1. Let C be a set of at least 29 vertices of a simple graph Γ.
Then C is a 2 7 -quasi-equivalence class. 0-quasi-equivalence classes in Γ are (vertex-sets of) maximal complete subgraphs (also called maximal cliques) of Γ. Given a small strictly positive real ǫ, a large ǫ-quasi-equivalence class C induces almost a maximal complete subgraph: only very few edges (a proportion of at most ǫ) between a fixed vertex v ∈ C and the remaining vertices of C can be missing and v can only be adjacent to at most ⌊ǫ|C|⌋ vertices outside C. Notice however that a vertex w ∈ C can be adjacent to a very large proportion (strictly smaller than (1 − 3ǫ)) of vertices in C.
On the other hand, given α = 1 3 − ǫ (for small ǫ > 0), an α-quasiequivalence class C can have many missing edges between elements of C and it can have a rather large amount of edges joining an element of C with elements in the complement of C. An element w ∈ C is however connected only to a very small proportion (of at most 3ǫ) of vertices in C. Such a class corresponds to a secret organisation whose existence is difficult to discover for non-members. It displays also some aspects of a connected component. 
Thus we get
The trivial inequality
Assuming C 1 = C 2 (and |C 1 | ≥ |C 2 |) we can choose an element w ∈ C 1 \C 2 . We have
in contradiction with inequality (1).
Error-graphs
The error-graph E(∪ i C i ⊂ Γ) of a simple graph Γ with a vertex partition V = ∪ i C i into disjoint subsets C i is defined as follows: V = ∪ i C i is also the vertex set of E = E(∪ i C i ⊂ Γ). Two vertices u E , v E of E are adjacent in E if there exists either an index i such that the corresponding vertices u Γ and v Γ are non-adjacent (in Γ) and belong to a common subset C i , or u Γ and v Γ are adjacent in Γ and belong to two different subsets C i , C j . Otherwise stated, E is obtained from Γ by exchanging adjacency and non-adjacency in every induced subgraph with vertices C i .
Edges of the error-graph E(∪ i C i ⊂ Γ) are thus "errors" of the symmetric relation on V encoded by (edges of) Γ with respect to the equivalence relation with equivalence classes C i .
Neighbourhoods
We consider the set Λ min of all minimal vectors in a fixed lattice Λ = L d (h 1 , h 2 , . . . ) with minimum 4. Two minimal vectors v, w ∈ Λ min are neighbours if v, w = 2. The set N (v) of neighbours of a given element v ∈ Λ min can be partitioned into six disjoint subsets
with stars, respectively zeros, indicating coordinates ±1, respectively 0, in the support {i, i+k, j −k, j}, i < i+k
The involution ι : w −→ v − w induces a one-to-one correspondence between the two subsets of the three pairs
We call such pairs complementary and denote them using the hopefully selfexplanatory notations
We write F aabb (v), F abab (v), F abba (v) for the orbits under ι of the three sets
Either F * * 00 (v) or F 00 * * represent all elements of F aabb (v). The same statement holds for F abab (v), F abba (v). Henceforth, we identify often a vector w ∈ N (v) with its class in N (v).
The following table lists all 6 elements of the set N (0, 1, 0,
⊥ ⊂ Z 7 together with the sets F * * 00 , F * 0 * 0 , F * 00 * , F 0 * * 0 , F 0 * 0 * , F 00 * * and F aabb , F abab , F abba (with dropped common argument v = (0, 1, 0, −1, −1, 0, 1) ∈ Λ min ) containing them:
Since u, v − w = 2 − u, w , the parity of the scalar product is welldefined on N (v). We get thus a map
We say that two classes represented by u, w have a generic scalar product if u, v ≡ 0 (mod 2) if and only if u, v belong both to the same subset
. Generic values are given by the table
Non-generic values, often called errors in the sequel, occur at most 8 times with a given first element in N (v). More precisely, the table 
where we keep only the signs of non-zero coefficients. The elements e 1 , e 2 realise the maximal number of two errors occurring within F aabb (v), the vectors e 3 , . . . , e 6 realise the maximal number of 4 errors occurring between the class of w in F aabb (v) and F abab (v) and e 7 , e 8 realise the maximal number of 2 errors between the class of w and F abba (v). We consider N (v) as the vertex-set of a graph with edges given by pairs of different vertices with an even scalar product among representatives. 
The path
The set h 1 , . . . , h k of holes is uniquely determined by the graph-structure on the set of equivalence classes N (v) of neighbours of v. 
We construct an oriented path P as follows: We start with the errorgraph E = E(A ∪ B ⊂ N ) of N . We denote by E ′ the subgraph of E obtained by removing all vertices of B = F abab which are involved in a triangle with the two remaining vertices in A = F aabb . Such triangles are given by three
We denote by H the remaining set of k vertices of B. Elements of H are of the form
and correspond to the k holes h 1 , h 2 , . . . . The graph E ′ is a path-graph (or segment, or Dynkin graph of type A) having one leaf (vertex of degree one) in A and one leaf in H ⊂ B. We orient its edges in order to get an oriented path
. . .
starting at the vertex b 1 − b 2 − b 5 + b 6 of A and ending at the vertex
The final path P is obtained from E ′ as follows: We add k additional vertices to the vertex-set A by considering the midpoints of the k oriented edges (
) which start in A and end in H. These oriented edges are well-defined since two distinct vertices Recall that an error in A (respectively B) is given by two minimal vectors s, t in A (respectively in B) having an odd scalar product s, t ≡ 1 (mod 2).
Admissible vectors
Proof of Lemma 5. 5 . An error in A is realised by
An error in B is realised by
Equality is achieved for h i = 3 + 4i for i = 1, 2, . . . . We leave the easy proof (based on the pigeon-hole principle) to the reader.
A minimal vector u of a lattice The proof of Theorem 3.2 follows now from the following result: 
The last condition is fulfilled as shown by the proof of Proposition 5.4 and yields the path P with
We consider now an admissible minimal vector u of
. Condition (1) for admissibility shows that N (u) consists of two 2 7 -quasi-equivalence classes A, B containing both at least ⌈(2d − 7)/3⌉ ≥ ⌈(2 · 46 − 7)/3⌉ = 29 elements. By Proposition 5.3, they define thus two of the three classes F aabb , F abab , F abba .
Since F abba does not contain internal errors, these classes are F aabb and F abab .
Condition (3) for admissibility implies that A = F aabb , B = F abab and that u is of the form b a −b a+p −b a+2p +b a+3p for some strictly positive integers a and p. We can exclude p ≥ 3: Indeed, both sets {a+p−2, a+p−1, a+p+1} and {a + 2p − 1, a + 2p + 1, a + 2p + 2} intersect {h 1 , . . . , h k = d + k + 1} in at most a single element. c 2 (mod 4) , also leading to a disconnected graph E ′ . (The case p = 2 can also be excluded by showing that it cannot lead to a path P having the correct length. ) We have thus p = 1 and u is of the form u = b a − b a+1 − b a+2 + b a+3 . The intermediary graph E ′ constructed in the proof of Proposition 5.4 is connected if an only if a ∈ {1, 2, d + k − 3}. The case a = 2 and h 1 = 7 leads to a graph E ′ with both leaves in H ⊂ F abab and is thus excluded. The case a = 2 and h > 7 leads to a sequence of holes defining the lattice
This last case leads also to a sequence defining a lattice of dimension d − 1 as follows: The corresponding sets F aabb and F abab have both d − 3 − k elements. They lead to a path of length
Proof of Theorem 3.2
Proof of Theorem 3.2. We construct the set of minimal vectors (of a lattice as in Theorem 3.2) and use it for determining all minimal admissible vectors. They form a unique pair by Proposition 5. 7 . This pair corresponds thus to the vectors ±(1, −1, −1, 1, 0, . . . ) which determine the set h 1 , . . . of holes uniquely by Proposition 5.4.
A linear recursion
We denote by α(n) the number of strictly increasing integer-sequences of length n which start with 1 and which have no missing integers at distance strictly smaller than 6. A sequence s 1 = 1, s 2 , . . . , s n contributes thus 1 to α n if and only if s i+1 − s i ∈ {1, 2} for i = 1, . . . , n − 1 and s i+1 − s i = 2, s j+1 − s j = 2 for 1 ≤ i < j ≤ n − 1 implies s j − s i ≥ 5. Proposition 6.1. We have α(i) = i for i = 1, . . . , 6. For n ≥ 6 we have the recursion α(n) = α(n − 1) + α(n − 5).
In particular, the sequence α(1), α(2), . . . grows exponentially fast.
The first few terms of α (1) Proof of Proposition 6.1. The sequence 1, 2, 3, 4, . . . , n is the unique contribution to α(n) without holes (missing integers in the set {1 = s 1 , s 2 , . . . , s n }) and there are n − 1 sequences (contributing 1 to α(n)) with exactly 1 hole. Since contributions to α(n) for n ≤ 6 have at most one hole, we get the formula α(i) = i for i = 1, . . . , 6. For n ≥ 6, a contribution of 1 to α(n) is either given by 1, . . . , s n−1 = ω − 1, s n = ω for some integer ω ≥ n and such contributions are in one-toone correspondence with contributions to α(n − 1) (erase the last term) or it is of the form 1, . . . , s n−5 = ω − 6, ω − 5, ω − 4, s n−2 = ω − 3, s n−1 = ω − 2, s n = ω with s 1 = 1, . . . , s n−5 = ω − 6 an arbitrary contribution to α(n − 5).
The sequence α(1), . . . satisfies the linear recursion α(n) = α(n − 1) + α(n − 5) with characteristic polynomial P = z 5 − z 4 − 1 = (z 2 − z + 1)(z 3 − z − 1). Straightforward (but tedious) computations show
where π(n) = (−1−2/ √ −3)e inπ/3 +(−1+2/ √ −3)e −inπ/3 is 6-periodic given by n = 6k 6k + 1 6k + 2 6k + 3 6k + 4 6k + 5 π(n) = −2 −3 −1 2 3 1
and where the sum is over the three roots of the polynomial z 3 − z − 1. The sequence α n satisfies thus lim n→∞ α(n)
where ρ ∼ 1.324718 is the unique real root of z 3 − z − 1.
Remark 6.2. (i) Settingα(i)
= 1+(i−1)t for i = 1, . . . , 6 andα(n) =α(n− 1) + tα(n − 5), n ≥ 6 we get a sequenceα(1),α(2), . . . specialising to α(n) at t = 1 with coefficients counting contributions to α(n) according to their number of holes (i.e. the coefficient of t k inα(n) is the number of sequences contributing to α(n) which are of the form s 1 = 1, s 2 , . . . , s n = n + k).
(ii) A trivial exponential lower bound on α(n) can be obtained as follows: Remove either the 6-th or the 7-th element in every set {7l+1, 7l+2, . . . , 7l+ 6, 7l + 7}. This shows α(n) ≥ 2 ⌊n/6⌋ . 7 An exponentially large family of perfect lattices We give now upper bounds for I d .
An upper bound for I d from Minkowski's inequality
Proposition 8.2. We have
The proof of Proposition 8.2 uses Minkowski's inequality (see Chapter 3 of [9] ) stating that a centrally symmetric convex subset C = −C of R d has volume at most 2 d if it contains no non-zero elements of Z d in its interior. (d/2)! (see for example [4] , Formula (17) of Chapter 1) we get the inequality We have now (see Proposition 2.1 of [6] ): Proposition 8. 3 . We have
Proof. We consider a sublattice Λ ′ = 
Blichfeldt's upper bound
(see for example page 42 of [7] ) is more interesting and leads to
which is roughly 2 1+d/2 /d times better than (2). The proof of (2) is however much more elementary than the proof of (4).
The first few values of the upper bounds (2) and (4) (2) 1 1 1 3 6 12 27 63 155 401 (4) 1 1 1 2 3 6 10 1 2 2 4 8 16 16 ?
.
The last row contains the correct values I 1 , . . . , I 9 which follow from Theorem 1.1 in [6] . 
Enumerating pairs of lattices

Proof. Every such lattice Λ contains sublattices Λ
Remark 9.2. A nice exact formula for the number σ d (N ) of subgroups of index N in Z d is given for example in [12] or [5] and equals
where p|N p ep = N is the factorization of N into prime-powers and where
is the evaluation of the q-binomial
q−1 ) at the prime-divisor p of N . Lemma 9.1 follows of course also from (5) and from the inequality
which holds by induction on k ∈ N for d ≥ 1, q ≥ 2 (and which is asymp-
Proof. Lemma 9.1 implies that the number of such overlattices equals at most
10 An upper bound for the number of perfect lattices Theorem 10.1. Up to similarities, there exist at most The main ingredient for proving Theorem 10.1 is the following easy observation which is of independent interest: 
We can now extend 
It is indeed enough to choose 
Digression: Symmetric lattice polytopes
A lattice polytope is the convex hull of a finite number of lattice-points in Z d . Its dimension is the dimension of its interior. We call such a polytope P symmetric if P = −P . The group GL d (Z) acts on the set of d-dimensional symmetric lattice polytopes. A slight variation of the proof of Theorem 10.1 shows the following result:
Theorem 11.1. There are at most Hollowness is defined only in terms of convexity and is independent of metric properties.
The maximal index of hollow sublattices
We denote H d the maximal index of a hollow sublattice of a d-dimensional lattice.
Proof of Proposition 11.2. We can work without loss of generality with Λ = Z d ⊂ R d . We denote by C the convex hull of generators ±v 1 , . . . , ±v d (satisfying the condition of hollowness) of a hollow sublattice (ii) We have moreover P ∩ Λ = V ∪ {0} and V is the set of vertices of P if the inequality is strict (ie. if all elements of V are of squared Euclidean length strictly smaller than 2). is positive definite. Check finally that the lattice Λ (endowed with this quadratic form) has no non-zero elements of length shorter than 1 and add the resulting perfect lattice to your list P of perfect d-dimensional lattices if this is the case and if P does lack it (up to similarity).
This algorithm can be accelerated using the following facts: Proof of Proposition 15.2. We consider 
Perfect lattices of small dimensions
Since I 2 = I 3 = 1, the classification of perfect lattices of dimension 2 and 3 can easily be done by hand.
Dimension 2
There is essentially (i.e. up to action of the dihedral group of isometries of the square with vertices ±b 1 , ±b 2 ) only one way to extend v 1 = b 1 = (1, 0), v 2 = b 2 = (0, 1) to a perfect set. It is given by choosing v 3 = b 1 + b 2 = (1, 1) and leads to the root lattice A 2 .
Dimension 3
There are only three essentially different ways (up to the obvious action of the group S 3 ⋉ {±1} 3 ) for enlarging v 1 = b 1 , v 2 = b 2 , v 3 = b 3 to a perfect set in {0, ±1} 3 .
The 
Dimension 4
We give no complete classification in dimension 4 but we describe briefly how the two 4-dimensional perfect lattices fit into our framework. 1, 0, 0), (1, 1, 1, 0), (1, 1, 1, 1), (0, 1, 1, 0), (0, 1, 1, 1), (0, 0, 1, 1) . 
Heuristic arguments for an improved upper bound
We present a few non-rigorous thoughts suggesting an eventual upper bound of e d 2+ǫ (for arbitrarily small strictly positive ǫ) for the numbers p 
