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I. INTRODUCTION
In many applications involving systems of autonomous interacting agents, the objective is to solve an
optimization problem in which the cost function (hereafter termed the global function) can be decomposed
as the sum of local cost functions, each of which is known by only one agent in a network. Applications
that can be posed as such optimization problems include, among others, motion planning in multiagent
systems [1], [2], acoustic source localization [3]–[5], and distributed adaptive ﬁltering [6]–[8]. Typically,
in these problems centralized approaches are not desirable because of physical limitations (the central
agent may not have a direct connection with all other agents) or because of robustness issues (the
system may fail if the central agent collapses). Therefore, a great deal of effort has been devoted to
the development of non-hierarchical distributed optimization algorithms [1]–[7], [9]–[11]. In particular,
here we focus on decentralized subgradient methods where agents can work massively in parallel and
exchange information with point-to-multipoint links [1], [5], [6], [9], [11]. These approaches often give
rise to low-complexity iterative optimization algorithms that are suitable for large-scale systems using a
simple communication model among agents.
To date, the majority of distributed subgradient methods have focused on static systems where the cost
function does not change during the iterations of the algorithm [1], [9], [11]. Formally, once these
algorithms start running, agents have to wait until a good estimate of the minimizer of the global
function is obtained in every agent. This process can take many iterations in large-scale systems, and
in several applications agents may need to change frequently the local functions (and, consequently, the
global function) to drop outdated information or to add new information gathered from the environment.
For example, in estimation problems involving mobile sensor networks, agents may need to estimate a
parameter of interest (e.g., the position of a target) by minimizing a global function that is built based
on measurements, obtained at different locations, of a physical phenomenon (e.g., the sound intensity).
As a result, if agents keep taking measurements of the environment after the optimization algorithm
starts running, they may be able to improve the estimate of the parameter of interest by incorporating
the new available information into new local cost functions.1 Unfortunately, most studies on distributed
subgradient methods do not characterize the behavior of the algorithms in such dynamic systems.
A distributed algorithm that considers time-varying cost functions has been proposed in [5], [6].
The algorithm is based on the adaptive projected subgradient method [12], [13] (which itself is an
extension of Polyak’s algorithm [17] to handle time-varying cost functions), and thus it can be applied
1See [5], [6], [12]–[16] for applications of centralized optimization algorithms involving time-varying functions.
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to problems where the environment is nonstationary or where incoming data from sensors has to be
processed online and in real time. This algorithm uses a network model in which links are considered
deterministic, but recent results in consensus algorithms [18]–[24] and also in distributed optimization
problems with ﬁxed cost functions [10], [11] have shown that modeling the network links among agents
as random links is highly desirable for ﬂexibility purposes. In particular, random links can easily model
wireless networks in which agents communicate asynchronously with simple broadcast channels where
simultaneous information exchange is not possible [20]. In such networks, the assumptions used in the
analysis of the algorithm in [5], [6] are not satisﬁed, and thus the results in [5], [6] cannot be formally
applied to important classes of multiagent-systems systems using wireless networks (in particular, the
algorithms in Sect. IV cannot be derived from the method in [5], [6] owing to the assumptions on the
communication model). An addition limitation of the analysis in [5], [6] is that it only shows conditions
for the asymptotic minimization of the cost functions, which neither guarantees the convergence of the
algorithm nor characterizes the convergence point.
To address the shortcomings of the above-mentioned schemes, we develop an iterative optimization
algorithm that can deal with both time-varying cost functions and random links among agents. In the
ﬁrst step, as in [6], each agent improves its own local estimate of the minimizer of the (possibly time-
varying) global function by applying a particular version of the adaptive projected subgradient method
[12], [13] to its local cost function. In the second step of the algorithm, unlike [1], [5], [6], [9], agents
communicate through possibly random links. More speciﬁcally, here we adopt a general communication
model that includes as particular examples the methods used in recent algorithms for consensus via
network gossiping [18]–[23]. Our approach has convergence guarantees in dynamic systems and can
reproduce and extend, within a uniﬁed framework, many existing distributed algorithms. We can, for
example, address the limitations of existing batch and adaptive algorithms by changing the cost functions
(e.g., to consider the presence of mobile agents) and/or by choosing a different communication model.
Convergence properties of those modiﬁed algorithms follow directly from the analysis of our general
framework – they do not need to be studied separately for each possible scenario. In particular, we show
how to derive, from the general method developed here, adaptive algorithms for environmental modeling
(decentralized adaptive ﬁltering) and for acoustic source localization with mobile agents. Note, however,
that our algorithm in its most general form is by no means restricted to applications in these particular
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Therefore, in ideal scenarios, the local functions in (18) are spatially and temporally related because
Θ[i](x⋆) = 0 for every i ∈ N. In particular, if ck[i] = 0 and x⋆ belongs to the convex hull deﬁned by
the positions xk[lk] (k ∈ N), then we also have that x⋆ is the only point in the intersection ∩k∈NDk[i].
If noise is present, we can increase the radius of the spheres Dk[i] by increasing the parameter ck[i] to
guarantee that Θ[i](x⋆) = 0 (or, equivalently, x⋆ ∈ ∩k∈NDk[i]) with high probability. However, later we
show that in practice the resulting algorithm works well even with ck[i] = 0 in the presence of noise. The
main idea of the proposed method for acoustic source localization is thus to use the scheme in Theorem
2 to minimize asymptotically Θ[i] and to ﬁnd a ﬁxed point that minimizes as many global functions Θ[i]
as possible. Such a solution is expected to be a good estimate of x⋆ because x⋆ is a minimizer of every
global function at any time instant, i.e., Θ[i](x⋆) = 0 for every i ∈ N.
Having deﬁned the sequence of global functions to be minimized asymptotically, we now turn our
attention to the communication model. Owing to the nature of wireless channels, if agent k broadcasts an
estimate hk[i], all other agents within a certain distance are able to receive this information. To exploit
this physical characteristic of wireless channels, we use the communication model in [20]. In more detail,
we assume that, at each iteration, only agent k, selected uniformly at random, broadcasts its estimate
hk[i]. Then all agents within range R, i.e., all agents in the set
Nk[i] := {j ∈ N |  xk[i] − xj[i]  ≤ R} (19)
mix their estimates with that received from agent k. To be more precise, given that agent k has been
selected at time i in realization ω, we express this communication model as in (9) by using the following
matrix W kj,ω[i]:
W jl,ω[i] =

        
        
I, j / ∈ Nk[i]\{k} and j = l
γI, j ∈ Nk[i]\{k} and j = l,
I − γI, j ∈ Nk\{k} and l = k,
0, otherwise,
(20)
where γ ∈ (0,1) is a mixing parameter. If the communication range R is long enough so that the graphs
G[i] with the neighboring rule in (19) are (strongly) connected, then the matrices P[i] (i ∈ N), which
are random block matrices having W kj[i] as submatrices (see (10)), are ǫ-random matrices for some
ǫ > 0. This fact can be proven with the results in [20] and the references therein. We omit the details
for brevity.
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from a Gaussian distribution with variance σk = 1 and mean zero. For simplicity, to obtain the samples
yk[i] at time i, agents choose positions xk[i] uniformly at random within the region of interest.
We simulate two different versions of the proposed algorithm (Proposed-1 and Proposed-2) that differ
in the choice of the parameter ck[i]. In more detail, Proposed-1 uses ck[i] = 0, and Proposed-2 uses
ck[i] = 4σk (this last value guarantees that x⋆ ∈ Dk[i] with high probability and that the radius of
the sphere Dk[i] is not excessively increased when samples yk[i] are taken close to the acoustic source
location). Other parameters are equal in both Proposed-1 and Proposed-2:  k[i] = 1, R = 30, and γ = 0.5.
We compare the proposed method with the incremental POCS algorithm [3], which is the algorithm we
build on to derive the proposed adaptive method. The incremental POCS algorithm uses ﬁxed agents (i.e.
rk[i] = rk[0] for all i and k) and just a single sample of acoustic sound intensity to estimate the acoustic
source location. In this algorithm agents are activated using a greedy rule: from all agents not previously
selected in a cycle, the next agent in the cycle is the one closest to the current agent.8 To mitigate noise,
we set the step size of the incremental POCS algorithm to 0.2.
The performance of interest is the average mean square error (MSE) of the agents:
MSE[i] = E
 
1
N
N  
k=1
 hk[i] − x⋆ 2
 
.
We compute expectations by averaging the results of 100 realizations of the simulation. Fig. 1 shows
the simulation results.
We can see that both proposed algorithms greatly decrease the estimation error compared to the
incremental POCS algorithm. The superior performance of the proposed methods is explained by two
facts: (i) agents are mobile, so they can take samples close the acoustic source; and (ii) agents can choose
a suitable cost function as data becomes available.9
An additional good feature of the proposed algorithm is that it does not require the deﬁnition of a
path visiting all agents in the system. Agents are randomly selected, broadcast their estimates, and only
those agents within the communication range mix estimates. No feedback is necessary, so agents can
ignore the position and the number of neighbors. In many applications, this communication model could
be enough to justify the use of the proposed method over incremental methods (even if the performance
8If in the simulation we have that yk < 0 (not physically possible, but it can happen in the simulation because of the acoustic
model we adopted), then the corresponding agent simply sends the estimate of the previous agent of the cycle to the next agent
in the cycle.
9In contrast, batch methods, such as the incremental POCS algorithms, consider ﬁxed sets/cost functions, so, formally, they
cannot incorporate new information obtained by taking samples at different positions if the algorithm has already started to run.
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fact that the existence of α ∈ RL satisfying the equality αTΦ(x) = g(x) for every x ∈ D is questionable
because, in the domain D, the function g may not be equivalently expressed by a linear combination of
the basis functions φ1,...,φL. In such a case, we could, for example, redeﬁne the desired estimand α
as any vector in RL such that f in (21) reproduces g with an uniform tolerance ǫ > 0 in the region of
interest, i.e., α ∈ {h ∈ RL | − ǫ ≤ hTΦ(x) − g(x) ≤ ǫ, x ∈ D} (this set is nonempty provided that ǫ
is large enough). Therefore, if the relaxation parameter ξk[i] is sufﬁciently large, we have that α ∈ Gk[i]
(in the simulations we show that the algorithm can work well even with ξk[i] = 0 in non-ideal scenarios).
At time index i, reasonable estimates of α should then belong to
C[i] :=
 
n∈I[i]
 
k∈N
Gk[n] ∋ α, (24)
where I[i] is a properly chosen subset of time indices of available measurements yk[i] (i.e., I[i] ⊂
{0,1,...,i}). Intuitively, C[i] is the set of estimates of α that are consistent with all measurements yk[n],
k ∈ N and n ∈ I[i]. The set C[i] can be time-varying because I[i] is allowed to change from iteration
to iteration. This time-varying property of I[i] (and, consequently, of C[i]) can be used to incorporate
information gained by measurements yk[i] (represented by sets Gk[i]) as they become available. The
choice of I[i] should take into account the desired complexity of the algorithm and the time in which
the environment, described by the function g, can be considered approximately static. Having deﬁned
C[i] in (24) as the set of reasonable estimates of α at time i, we now proceed to construct convex cost
functions having C[i] as the set of minimizers, and then we apply the scheme in Theorem 2 to derive
low-complexity algorithms that minimize these time-varying cost functions asymptotically.
The parameter α in (21) can be seen as a linear ﬁlter [33], [34], so we can use the cost functions
of existing set-theoretic linear adaptive ﬁlters (e.g., the afﬁne projection algorithm [13], [35]–[37], the
normalized least-mean-square algorithm [13], [37], [38], etc.) to estimate α. In doing so, we can extend
these approaches to distributed networks with random links. In particular, here we use the following local
cost function [13]:
Θk[i](h) =
q[i]−1  
j=0
ck[i,j]  h − PGk[i−j](h) , (25)
where q[i] ∈ N is the number of the most recent samples yk[i] used by the agents, ck[i,j] is a constant
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weights wk[i,j] (j = 0,...,q[i] − 1).
2) Move all agents and take new samples yk[i].
3) Agents apply the subgradient update deﬁned in (8):11 for all k ∈ N,
h′
k[i + 1] = hk[i] + ¯  k[i]


q[i]−1  
j=0
ωk[i,j]PGk[i] (hk[i]) − hk[i]

, (26)
where ¯  k[i] ∈ [0,2Mk[i]] is the step size,
Mk[i] :=

    
    
 q[i]−1
j=0 ωk[i,j]  PGk[i] (hk[i]) − hk[i] 2
 
   
 q[i]−1
j=0 ωk[i,j] PGk[i] (hk[i]) − hk[i]
 
   
2, if hk[i] / ∈
 q[i]−1
j=0 Gk[i − j]
1, otherwise,
(NOTE: Mk[i] ≥ 1) and [26, p. 99]
PGk[i](h) =

      
      
h if h ∈ Gk[i]
h +
(yk[i] − ξk[i]) − hTΦ(xk[i])
 Φ(xk[i]) 2 Φ(xk[i]) if hTΦ(xk[i]) < yk[i] − ξk[i]
h +
(yk[i] + ξk[i]) − hTΦ(xk[i])
 Φ(xk[i]) 2 Φ(xk[i]) if hTΦ(xk[i]) > yk[i] + ξk[i].
4) Choose m ∈ N uniformly at random.
5) Agent m broadcasts h′
m[i + 1]
6) Agents within distance R to agent m mix the received estimate h′
m[i+1] with their own estimates
hj[i]:
hj[i + 1] =

 
 
γh′
j[i + 1] + (1 − γ)h′
m[i + 1], if j ∈ Nm[i]\{m},
h′
j[i + 1], otherwise
where γ ∈ (0,1) is a mixing parameter common to all agents.
7) Increment i and go to step 2.
11The details of the derivation of (26), obtained by applying the subgradient update to the local cost function in (25), is shown
in [13, Example 3].
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Fig. 2. Tracking performance of the algorithms.
weighted least-squares ﬁt problem:
hLS[i] ∈ arg min
h∈R2
 
i  
n=1
βi−n
FF
 
k∈N
(yk[n] − hTΦ(xk[n]))2 + δR h 2
 
,
where βFF ∈ (0,1] is a forgetting factor used to take into account the dynamic nature of the environment,
and δR is a regularization factor. This algorithm, hereafter denominated weighted least-squares (WLS)
algorithm, can be implemented if there is an all-to-all communication among agents in every iteration,
or if all agents have a bi-directional link with a center fusion. Therefore, the WLS algorithm is ignoring
the assumptions of the multiagent system, which we require to be non-hierarchical and to have sparse
communication among agents. In the simulations we use two versions of the WLS algorithm: WLS-1
(βFF = 0.92, δR = 10−6) and WLS-2 (βFF = 0.99, δR = 10−6).
The goal of every agent is to estimate the time-varying function g[i] in the region of interest (the
100 × 100 ﬁeld), thus, given the estimates hk[i] (k ∈ N) at time i, we use as the performance metric a
normalized sum of the mean-square error (MSE) of the agents:
 
k∈N E
   100
0
  100
0 |g[i](x) − hk[i]TΦ(x)|2 dx1 dx2
 
|N|  
  100
0
  100
0 |g[i](x)|2 dx1 dx2
,
where expectations are computed from ensemble averages of 100 realizations of the simulation, and
integrals are evaluated numerically. (In practice, computing the ﬁlter that minimizes the MSE is not
possible because perfect knowledge of g[i] is required.) Fig. 2 shows the performance of the algorithms.
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The two versions of the WLS algorithm have the best performance because the WLS algorithm can
be considered as a centralized method, and, as such, it should be used only as a reference of the best
performance that can be achieved by the proposed algorithm. The performance of WLS-2 is inferior to
that of WLS-1 because WLS-2 weights heavily old measurements yk[i] (the parameter βFF of WLS-2 is
larger than that of WLS-1) and the environment is dynamic. Proposed-1 and Proposed-2 use only the most
recent measurement yk[i] at every iteration, so it is not surprising that they have the worst performance.
However, these two algorithms have the lowest computational complexity of all compared algorithms. The
computational complexity of Proposed-1 and Proposed-2 is O(L) (per agent), and the better performance
of the latter is due to the larger relaxation parameter ξk[i], which mitigates the detrimental effects of noise
and modeling errors. Proposed-3 and Proposed-4 have better than Proposed-1 and Proposed-2 because
Proposed-3 and Proposed-4 use more information at each iteration (measurements yk[i]). The slightly
superior performance of Proposed-4 compared to that of Proposed-3 is again explained by the larger
relaxation parameter ξk[i] of Proposed-4. In terms of computational complexity, note that the subgradient
updates in Proposed-3 and Proposed-4 can be parallelized in operations of complexity O(L) (per agent)
[39].
V. CONCLUSIONS
We have developed a non-hierarchical algorithm that minimizes asymptotically a global function deﬁned
by the sum of convex functions. Each term in this sum is a local cost function known by an agent in a
network, and we assume that the sets of optimizers of the local functions have nonempty intersection.
Unlike existing optimization methods, the local cost functions can be time-varying, and agents exchange
information locally via network gossiping. This mechanism for information exchange enable us to relax
the assumption of simultaneous exchange information among agents, a common assumption in the analysis
of multiagent algorithms using subgradient methods. We showed conditions to guarantee almost sure
asymptotic minimization of the local cost functions, consensus among agents, and convergence. We
provided examples of applications where the algorithm in its most general form was specialized to handle
speciﬁc problems. In more detail, we applied the proposed method to derive new adaptive algorithms for
acoustic source localization and for environmental modeling. In the former application, agents estimate the
position of the acoustic source directly; in the latter application, agents estimate a physical phenomenon
(temperature, salinity, density of adversarial agents, etc.) by trying to reach consensus on coefﬁcients that
deﬁne the environment. These applications show techniques that can be applied when the assumptions
of Theorem 2 are rough approximations, and they also show how to extend existing adaptive or batch
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projection-based methods to distributed networks with random links.
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APPENDIX I
PROOF OF LEMMA 1
For i ≥ j with j ∈ N, there are at least ⌊(i − j)/(I + 1)⌋ distinct indices k within the interval [j,i]
where 0 ≤ λ[k] ≤ β, hence
 i−j
n=0 λ[i − n] ≤ β⌊(i−j)/(I+1)⌋. We also know that {
 i
j=0
 i−j
n=0 λ[i − n]}
is bounded because, for every i ∈ N,
0 ≤
i  
j=0
i−j  
n=0
λ[i − n] ≤
i  
j=0
β⌊(i−j)/(I+1)⌋ ≤
I + 1
1 − β
=: S. (27)
From this moment the proof resembles that of Mertens’ theorem [40]. The convergence of {a[i]} to zero
implies that, for every ǫ > 0, there exists K ∈ N such that for i ≥ K we have
|a[i]| <
ǫ
2S
, (28)
where S is as deﬁned in (27). For this K and any j ≤ K (j ∈ N), we conclude from limi→∞
 i−j
n=0 λ[i−
n] = 0 that there exists L > K such that, for every i ≥ L,
i−j  
n=0
λ[i − n] <
ǫ
2 K B
, (29)
where B > 0 can be any (nonzero) upper bound of the convergent sequence {|a[i]|} (e.g., B =
supi(|a[i]|) + 1). Therefore, for i ≥ L, by (27), (28), (29), and the triangle inequality:
   
   
   
i  
j=0
a[j]
i−j  
n=0
λ[i − n]
   
   
   
≤
i  
j=0
   
   
 
a[j]
i−j  
n=0
λ[i − n]
   
   
 
=
K−1  
j=0
|a[j]|
i−j  
n=0
λ[i − n] +
i  
j=K
|a[j]|
i−j  
n=0
λ[i − n]
< ǫ
 K−1
j=0 |a[j]|
2 K B
+ ǫ
 i
j=K
 i−j
n=0 λ[i − n]
2S
< ǫ,
which concludes the proof.
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ψ⋆ ∈ C⋆ (this result follows from part (a) of Theorem 2 and the assumptions in part (b)). Since
E[ ψ[i] 2] = E[ ψ⋆ 2] + E[ ψ[i] − ψ⋆ 2] + 2 E[(ψ⋆)T(ψ[i] − ψ⋆)],
we only need to show that the last term in the previous equation is bounded to prove our claim, and this
result follows from the Cauchy-Schwartz inequality applied to the inner product  x,y  := E[xTy]:
(E[(ψ⋆)T(ψ[i] − ψ⋆)])2 ≤ E[ ψ⋆ 2] E[ ψ[i] − ψ⋆ 2].
2) Taking expectation in both sides of (32) and after some simple manipulations, we obtain
E[ Φ[i] 2] =
 
k∈N
 k[i]2E
 
(Θk[i](hk[i]) − Θ⋆
k[i])2 Θ′
k[i](hk[i]) 2
( Θ′
k[i](hk[i]) 2 + δk[i])2
 
≤ (2 − ǫ2)2  
k∈N
E
 
(Θk[i](hk[i]) − Θ⋆
k[i])2
 Θ′
k[i](hk[i]) 2 + δk[i]
 
≤
(2 − ǫ2)2
ǫ1ǫ2
(E[ ψ[i] − ψ⋆ 2] − E[ ψ[i + 1] − ψ⋆ 2]) → 0 (34)
as i → ∞ because E[ ψ[i] − ψ⋆ 2] ≥ 0 converges.
3) By parts (1) and (2) of the claim and the Cauchy-Schwartz inequality applied once again to the inner
product  x,y  := E[xTy], we obtain (E[  ψ[i]T   Φ[i]])2 ≤ E[   ψ[i] 2] E[   Φ[i] 2] ≤ Be ψ E[   Φ[i] 2] → 0
as i → ∞, where Be ψ < ∞ is an upper bound of the sequence {E[   ψ[i] 2]} (which is well deﬁned
because of Claim 1.1).
Now we proceed with the main proof. Left-multiplying both sides of the iteration ψ[i] = P[i](ψ[i]−
Φ[i]) by (I − J) and using the fact that (I −J)J = 0 and P[i]J = J (property 3 in Deﬁnition 5), we
have (I − J)ψ[i + 1] = (I − J)P[i](ψ[i] − Φ[i]) = (P[i] − JP[i])(I − J)(ψ[i] − Φ[i]). We can use
this property to verify that
 (I − J)ψ[i + 1] 2 = (  ψ[i] −   Φ[i])TY [i]TY [i](  ψ[i] −   Φ[i]),
where Y [i] := P[i]−JP[i],   ψ[i] := (I −J)ψ[i], and   Φ[i] := (I −J)Φ[i]. Taking expectation on both
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