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ABSTRACT 
The thesis goes through all the steps of an IoT project and examines the 
technologies used in it. A demo was built, in order to examine the process 
and technologies. The company who commissioned the demo was EvolvIT 
Oy, but the company name was changed to Profit Software Oy as a result 
of a takeover during the summer of 2017. The goal of the demo was to 
work as a POC demo for the client company. The demo could be used to 
showcase the IoT services of Azure to potential customers. 
Open source RuuviTag Bluetooth Beacons were used to measure air 
temperature, humidity and pressure.  Raspberry Pi model 2 received and 
transmitted that data to Microsoft Azure. The operating system used in the 
Raspberry Pi was Rasbian and the program to receive and transmit data 
was written in Python. 
The demo used Microsoft’s Azure cloud service. The services chosen and 
used in the demo were IoT hub, Azure Stream Analytics, Blob Storage, 
Data Factory, SQL data warehouse and HDInsight. In addition to them 
Power BI was used to create reports displaying the collected real-time and 
historical data to the end-user in the form of visualizations. 
Major problems were avoided during the construction of the demo and it 
was finished quite quickly. It was noted how simple it was to build an IoT 
system using Azure services, because of how the services were built to 
integrate with each other. Another major factor that contributed to the work 
speed was the excellent and thorough documentation offered by Microsoft. 
Key words: Azure, IoT hub, SQL data warehouse, Power BI, Stream 
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TERMISTÖ 
BA Business Analytics, liiketoiminnan 
ohjaus ja suunnittelu aikaisempia 
liiketoiminnan tapahtumia 
tarkastelemalla ja statistiikkaa 
apuna käyttäen. 
BI Business Intelligence, yrityksen 
strategiat sekä suunnitelmat sen 
liiketoimintatietojen 
analysoimiseksi. 
Debian Unixin kaltainen käyttöjärjestelmä, 
joka koostuu täysin vapaista 
ohjelmistoista. 
Firmware Laitteessa oleva, kiinteästi 
asennettu ohjelmisto tai sen osa, 
joka sisältää laitteen 
perustoiminnot. 
Git Versionhallintaohjelmisto 
tiedostossa tapahtuvien muutosten 
tarkkailemiseen sekä usean 
ihmisen työskentelyn 
koordinoimiseen. 
HTML Hypertext Markup Language, 
standardi kuvauskieli web-sivujen 
ja -sovellusten luomiseen. 
IoT Internet of Things, esineiden 
internet. Laitteita, joita voidaan 
hallita, mitata ja sensoroida 
Internet-verkon kautta. 
Metadata Metatieto, tietoa toisesta tiedosta. 
NFC Near-field communication, ryhmä 
kommunikaatioprotokollia joiden 
avulla kaksi elektronista laitetta 
voivat muodostaa yhteyden 
toisiinsa ollessaan fyysisesti lähellä 
toisiaan. 
POC Proof of Concept, idean tai 
metodin toteutus, jonka 
tarkoituksena on osoittaa sen 
käyttökelpoisuus. 
Python Laajalle levinnyt, yleiskäyttöön 
tarkoitettu ohjelmointikieli. 
Stored procedure Relaatiotietokannassa suoritettava 
aliohjelma. 
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1 JOHDANTO 
Big data, IoT sekä reaaliaikaisuus ovat olleet viime aikoina kasvussa 
yritysmaailmassa ja tätä kasvua voitaisiinkin kuvata eräänlaiseksi 
informaatioräjähdykseksi. Yhä useampi yritys on huomannut big datan, 
telemetrian ja IoT-ratkaisujen tuomat hyödyt ja ottaneet ne osaksi 
liiketoimintansa analysointia. 
Opinnäytetyön tilaajana oli Evolvit Oy, joka nykyisin toimii nimellä Profit 
Software Oy. Työn tavoitteena oli toteuttaa sensoreista dataa keräävä 
palvelukokonaisuus käyttäen Microsoft Azuren palveluita sekä tuoda 
reaaliaikainen datavirta että varastoitu historiallinen data loppukäyttäjän 
saataville selkeästi luettavassa muodossa. Lopputuloksen oli tarkoitus 
toimia POC-demona, jota myyjät pystyisivät käyttämään myydessään 
Azuren IoT-ratkaisuja mahdollisille asiakkaille. POC on lyhenne Proof of 
Conceptista eli idean käyttökelpoisuuden osoittavasta käytännön 
toteutuksesta. Koska demo toteutettiin käyttäen tiettyjä laitteistoja sekä 
Microsoftin pilvipalveluja, rajautuivat työn aiheet näihin. Tämän lisäksi 
työssä tarkastellaan big datan historiaa ja sen määritelmää, sillä se on yksi 
keskeinen osa demon teemaa. Tarkoitus oli myös tutkia demoa yritysten 
näkökulmasta: kuinka big datan, reaaliaikaisuuden ja IoT-teknologian 
valjastaminen tuo yritykselle kilpailuetuja. Demon rakentamisvaiheet 
käydään myös läpi siinä järjestyksessä kuin ne toteutettiin sekä lopuksi 
arvioidaan lopputulosta tekijän että yrityksen näkökulmasta. 
Kuviossa 1 on nähtävissä työssä käytetyt teknologiat sekä niiden väliset 
suhteen. Numeroidut teknologiat ovat seuraavat: 
1. RuuviTag sensorit
2. Raspberry Pi
3. IoT Hub (Azure)
4. Stream Analytics (Azure)
5. Blob Storage (Azure)
6. Data Factory (Azure)
7. HDInsight (Azure)
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8. SQL-tietovarasto (Azure)
9. PowerApp
10. Power BI.
KUVIO 1. Opinnäytetyössä käytetyt teknologiat sekä niiden väliset suhteet 
Työn IoT-osuuden laitteistona päädyttiin toimeksiantajan kautta 
käyttämään RuuviTag-bluetooth Beaconia sekä Raspberry Pi malli 2:ta. 
Pilvessä tapahtuva datan liikuttelu, muokkaus ja analysointi toteutettiin 
käyttäen Microsoft Azuren palveluita. Monet näistä Azuren palveluista 
olivat demon rakentamisen aikaan uusia ja varsinkin Data Factory muuttui 
ja sai uusia ominaisuuksia demon rakentamisen aikana sekä sen jälkeen. 
Juuri näiden palveluiden nuoruus oli yksi syy niiden valitsemiseen, sillä 
yritykset pyrkivät jatkuvasti kerryttämään tietämystään uusimmista 
teknologioista. 
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Azuren palveluiden lisäksi oli demon kannalta välttämätöntä selvittää myös 
Hadoopin sekä Apache Hiven toimintaperiaatteet. Koska Azuren 
HDInsight on vain pilvipalveluksi muunnettu Hadoop-
ohjelmistokokonaisuus, on HDInsightin opiskelemiseksi käännyttävä 
Hadoopin dokumentaation puoleen. HDInsight käyttää myös Apache 
Hivea luomaan datalle rakenteen. Käyttämällä sen omaa SQL-tyyppistä 
kieltään, HiveQL:ää, voidaan Hadoopiin tallennettua tietoa kysellä samaan 
tapaan kuin perinteisissä relaatiotietokannoissa. 
Opinnäytetyö rajattiin niin, että PowerApp-sovelluksen rakennusta tai 
teoriaa ei siinä käsitellä, sillä kyseinen sovellus luotiin vasta 
demokokonaisuuden valmistuttua. PowerApp ei myöskään liity 
suoranaisesti IoT-ratkaisuihin vaan on Microsoftin mobiilisovellusten 
nopean kehityksen mahdollistava työväline. Näin ollen sen läpikäynti ei 
olisi sopinut työn pääteemaan. 
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2 BIG DATA JA REAALIAIKAISUUS 
2.1 Big datan määritelmä 
Big datalle ei ole yhtä selkeää määritelmää. Monet mieltävät termin 
tarkoittavan kerätyn tiedon määrää, mutta big dataksi voidaan luokitella 
myös tieto, jota ei määrällisesti ole paljoa. Big data terminä viittaa 
ennemminkin siihen, kuinka tietoa kerätään. Teollisuusanalyytikko Doug 
Laney määrittelee big datan kolmena V:nä: 
- Volumena eli volyymiä. Big data -ratkaisun täytyy kyetä hakemaan
ja varastoimaan tietoa monista eri lähteistä. Sen täytyy myös kyetä
skaalautumaan tarpeen vaatiessa usealle eri tietokoneelle.
- Varietynä eli monimuotoisuutena. Tieto saapuu nykypäivänä
monessa eri muodossa. Se voi olla strukturoitua, semi-strukturoitua,
strukturoimatonta, relationaalista tai ei-relationaalista.
- Velocitynä eli nopeutena. Nopeus voi tarkoittaa kahta asiaa big
datan suhteen. Se voi viitata datan nopeuteen, jolla tietoa
generoidaan ja kerätään, mutta se voi myös tarkoittaa nopeutta,
jolla kerätty tieto analysoidaan.
(Klein 2017, 5 - 6.) 
Yllä mainitut kolme V:tä ovat yleisesti hyväksytyt määritelmät big datalle, 
mutta joidenkin mielestä ylimääräiset määritykset ovat tarpeen. Näistä 
määrityksistä ei olla päästy yksimielisyyteen. Veracity ja Value ovat näistä 
lisämäärityksistä kaksi esimerkkiä. Veracity eli totuudenmukaisuus viittaa 
kerätyn tiedon epävarmuuteen. Jos emme voi olla varmoja, että 
saamamme tieto on totuudenmukaista, on kerätty tieto arvotonta. Toinen 
määritelmä on value eli arvo. Tämä tarkoittaa sitä, että big dataa on tieto, 
jolla on jotain arvoa. Kerätty tieto ei ole hyödyllistä, ellei siitä voi 
muodostaa jotain merkityksellistä. (Klein 2017, 7.) 
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2.2 Big Datan historia lyhyesti 
Siitä ei ole kulunut kauan, kun kerätty tieto tallennettiin tyypillisesti 
tietokoneille tekstitiedostoina. Näissä tiedostoissa sarakkeet eroteltiin joko 
pilkulla tai tabulaattorilla ja niiden luku sekä kirjoitus vaativat aina jonkin 
verran ohjelmointia (Klein 2017, 3). Relaatiotietokantojen keksiminen 
paransi tilannetta. Niiden avulla tietoa pystyttiin prosessoimaan 
tehokkaasti SQL-lauseilla. Relaatiotietokannat piilottivat näkyvistä 
tietovaraston monimutkaisen kerroksen ja kykenivät sen lisäksi 
muodostamaan tietojen välisiä suhteita. Tämä oli jotain, mihin 
tekstitiedostot eivät kyenneet. (Klein 2017, 3). 
 
 
KUVIO 2. Datan keräyksen kehitys (Klein 2017, 4) 
 
Vaikka relaatiotietokanta on vielä nykypäivänä erittäin suosittu työkalu, 
monimutkaistuvat nykypäivän tarpeet jatkuvasti ja tätä myötä myös 
relaatiotietokannan rajat alkavat tulla vastaan. Kerätty tieto on yhä 
suurempikokoista ja monimuotoisempaa (KUVIO 2) eikä sen käsittelyyn 
kykenisi edes paras mahdollinen relaatiotietokanta (Klein 2017, 3). 
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Big datan yleistyminen on myös johtanut muutokseen siinä, mihin tieto 
tallennettaan. Tiedon säilyttäminen yrityksen omilla servereillä on kallista 
pilvitallennustilaan verrattuna, joten yritykset ovat alkaneet säilöä 
dataansa pilveen yhä enemmän ja enemmän. Koska tallennus pilveen on 
halpaa ja yhteydet nopeita, voivat yritykset säilyttää tietoa yhä kauemmin 
jolloin erilaisten telemetriatietojen tallennus on tullut mahdolliseksi. (Klein 
2017, 3.) 
2.3 Reaaliaikaisuus yrityksen näkökulmasta 
Reaaliaikainen data ja IoT-ratkaisut eivät hyödytä pelkästään IT-alan 
yrityksiä vaan ne ovat jo alkaneet muuttaa tapaa, jolla kaikki yritykset 
operoivat. Reaaliaikaisuus mahdollistaa nopeamman reaktion muutoksiin. 
Yritykset voivat tarkastella myynti- ja ostotietojaan lähes reaaliajassa ja 
tehdä päätöksiä tuon datan mukaan. Dataan voidaan myös lisätä 
automaattisia hälytyksiä tiettyjen arvojen ylittäessä tai alittaessa 
määritetyn raja-arvon. 
Reaaliaikaisuuteen voidaan myös yhdistää koneoppimista, jonka avulla 
voidaan löytää piilossa olevia trendejä sekä tehdä ennustuksia. Tästä 
hyvänä esimerkkinä on Googlen palvelu, joka selvittää flunssa-aallon 
liikkeitä analysoimalla hakukoneessa käytettyjä hakusanoja sekä hakuja 
tehneiden ihmisen paikkatietoja (Ginsberg, Mohebbi, Patel, Brammer, 
Smolinski & Brilliant 2009, 1). Vuodesta 2015 lähtien Google on aktiivisesti 
jakanut tuota tietoa terveysorganisaatioille ympäri maailmaa (O’Connor 
2015). 
Nykypäivän älylaitteet kykenevät lähettämään mitä erinäisempää tietoa 
ihmisten käyttäytymisestä ja tämä tieto on arvokasta varsinkin 
markkinoijille ja yrittäjille. Sen avulla voidaan asiakkaille antaa yhä 
täsmällisempiä mainoksia ja yrityksen toimintaa voidaan optimoida 
asiakkaiden käyttäytymismallien avulla. (DeMers 2017.) 
IoT-ratkaisujen avulla voidaan myös parantaa yrityksen sisäistä 
organisointia ja erilaisten prosessien sujuvuutta. Yksi hyvä esimerkki tästä 
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on inventaarion hallinta ja monitorointi (DeMers 2017). IoT-laitteilla 
voidaan myös tarkastella esimerkiksi rakennusten tilaa, mitä erilaisempia 
sensoreita käyttäen. Laite voi esimerkiksi varoittaa mahdollisesta 
vesivahingosta sen kosteussensorin havaitessa normaalia arvoa selkeästi 
suuremman luvun tai kertoa kulloisenkin huoneen hiilidioksidiarvot antaen 
tietoa ilmanvaihdon toimivuudesta.   
Kaiken kaikkiaan IoT-tulee johtamaan siihen, että yksittäinen työtekijä 
tulee tulevaisuudessa suoritutumaan yhä isommista tehtävistä yhä 
tarkemmin ja nopeammin. Tämä tulee johtamaan työntekijöiden määrän 
vähenemiseen, mutta myös IoT-asiantuntijoiden tarpeeseen. (DeMers 
2017.) 
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3 LAITTEISTO 
3.1 RuuviTag-sensorit 
RuuviTag (KUVIO 3) on avoimeen lähdekoodiin perustuva Bluetooth- sekä 
NFC-sensori. Se kykenee mittaamaan ilman lämpötilaa, suhteellista 
ilmankosteutta, ilmanpainetta sekä kiihtyvyyttä. Sensorit toimivat 
sellaisenaan ja lähettävät oletuksena mittatuloksensa bluetoothin 
välityksellä avoimesti kaikille lähistöllä oleville laitteille.  (Ruuvi innovations 
Ltd 2017c.) 
 
 
KUVIO 3. RuuviTagin rakenne sekä kotelo (Ruuvi innovations Ltd 2018a) 
 
Sensori otetaan käyttöön avaamalla sen kuori ja vetämällä sisällä oleva 
muovi pois, jolloin sensori saa virtaa akusta. Laite on hyvin tehokas 
virrankäytön suhteen: sen sisältämä, CR2477- tai CR2450-paristo riittää 
pitämään sen toiminnassa useamman vuoden ajan (CNXSoft 2017).  
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Käytettäessä laitten virallista firmwarea on laitteessa kaksi eri lähetystilaa: 
URL sekä raaka (Raw). Tilaa voi vaihtaa painamalla laitteen sisällä 
löytyvää B-painiketta. Oletuksena laite on URL-tilassa ja tilan pystyy 
näkemään sensorin sisältä löytyvästä pienestä ledistä. Vihreä vilkkuva 
valo tarkoittaa, että laite on URL-tilassa, kun taas punainen valo merkitsee 
raakatilaa. (Ruuvi innovations Ltd 2017b.) 
URL-tila on pääasiassa tarkoitettu Android-laitteiden käyttöön, sillä dataa 
lähetetään pienemmällä tarkkuudella loppukäyttäjää varten. Lukuun 
ottamatta kiihtyvyyttä, mittatulokset tässä tilassa pyöristetään, ja ne 
lähetetään ympärillä oleville laitteille 2 sekunnin välein. Nämä tulokset ovat 
nähtävissä Android-laitteilla bluetoothin kautta Physical Web -teknologiaa 
käyttäen. Mittatulokset voi myös nähdä käyttämällä Beacon-skanneria, 
joita löytyy useita vaihtoehtoja sovelluskaupoista. (Ruuvi innovations Ltd 
2017b.) 
Raakatilassa laitteen mittatulokset, sisältäen laitteen akun tilan, lähetetään 
ympärillä oleville laitteille suurella tarkkuudella. Tässä tilassa myös laitteen 
suurin mahdollinen lähetysteho on käytössä ja paketit lähetetään kerran 
sekunnissa. (Ruuvit innovations Ltd 2017b.)
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3.2 Raspberry Pi 
Raspberry Pi luotiin 2012 vuoden helmikuussa apuvälineeksi tietotekniikan 
opetukseen Ison-Britannian kouluille. Ensimmäiset julkaistut laitteet olivat 
model A ja model B. (Lyons 2015.) 
Laitteista tuli erittäin suosittuja niiden halpuuden ja kestävyyden vuoksi. 
Niillä oli helppo luoda ja muokata erilaisia projekteja. Laite käytti 
käyttöjärjestelmänä Linuxia sen avoimen lähdekoodin tuomien hyötyjen 
takia. Myöhemmässä vaiheessa yrityksen virallisille sivuille julkaistiin kaksi 
ilmaiseksi ladattavaa, varta vasten Raspberry Pi:lle tehtyä 
käyttöjärjestelmää. Toinen niistä käyttää pohjanaan Debian-nimistä Linux 
käyttöjärjestelmää ja tämä muokattu versio saikin nimekseen Rasbian. 
Toinen käyttöjärjestelmistä, nimeltään Raspbmc, pohjautuu Kodi-nimiseen 
mediaohjelmistoon. (Lyons 2015.) 
Helmikuussa 2014 yritys oli myynyt 4,5 miljoona laitetta ja suuren 
menestyksen ansiosta se julkisti uudet mallit: model A+ ja model B+. 
Vuoden 2015 alussa julkaistiin Raspberry Pi 2, jonka luvattiin olevan 
aikasempia malleja huomattavasti tehokkaampi tuplaten RAM-muistin 
yhteen gigabittiin ja nostaen kellotaajuuden aikaisemmasta 200 
megahertsistä 900 megahertsiin. (Lyons 2015.) 
Raspberry Pi on suosittu valinta IoT-laitteeksi sen käyttökelpoisuuden 
takia. Se käyttäytyy kuin normaali tietokone kun siihen kytketään näyttö, 
hiiri, näppäimistö sekä ethernet-kaapeli. Raspberry Pi 2:n ja 3:n välillä on 
vain pieniä eroja laitteiston suhteen kuten taulukossa 1 nähdään. (Klein 
2017, 16 - 17.) 
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TAULUKKO 1. Raspberry Pi 2:n ja 3:n ominaisuuksien vertailu (Klein 
2017, 16-17) 
Raspberry Pi 2 Raspberry Pi 3 
900MHz quad-core ARM Cortex – 
A7 CPU 
1.2GHz 64-bit-quad-core ARMv8 
CPU 
1GB RAM 1GB RAM 
4 USB porttia 4 USB porttia 
Full HDMI-portti Full HDMI-portti 
Ethernet-portti Eternet-portti 
Kameran käyttöliittymä Kameran käyttöliittymä 
Micro SD-muistikorttipaikka Micro SD-muistikorttipaikka 
 802.11n Langaton LAN 
 Bluetooth 4.1 
 Bluetooth Low Energy (BLE) 
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4 MICROSOFT AZURE 
4.1 IoT hub 
IoT hub on Microsoftin luoma pilvipalvelu, joka tarjoaa suojatun, 
luotettavan ja skaalautuvan tavan kommunikoida IoT -laitteiden kanssa. 
Se on pohjimmiltaan suunniteltu ratkaisemaan laitteiden yhdistämiseen 
liittyvät rajoitukset ja ongelmat. IoT hub skaalautuu automaattisesti aina 
uusia laitteita lisättäessä ja pystyy pitämään sisällään jopa miljoonia 
laitteita. Se tarkkailee yksittäisten laitteiden tilaa ja hallitsee laitekohtaisesti 
niiden oikeuksia kommunikoida palvelun kanssa. (Klein 2017, 42 – 44.) 
Laitteiden ja pilvipalvelun välinen kommunikointi on suojattu turva-
avaimilla, jotka voivat olla laitekohtaisesti uniikkeja. IoT hub pitää kirjaa 
laite turva-avain pareista ja näitä pareja voi tarpeen mukaan ottaa pois 
käytöstä tai ottaa takaisin käyttöön. Laitteiden monitorointi on myös 
mahdollista: laitteet jotka antavat väärät kirjautumistiedot, lähettävät 
viestejä liian tiheästi tai hylkäävät kaikki pilvestä sille lähetetyt viestit 
merkitään lokitiedostoon. (Microsoft 2017e.) 
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KUVIO 4. Esimerkki laitepari JSON -dokumentista 
 
IoT hubissa on myös mahdollista luoda laitepareja. Laiteparit ovat JSON -
dokumentteja, joihin on tallennettu laitteen tilaa kuvaavaa tietoa, kuten 
metadataa ja sen konfiguraatiotiedot. Metadata voi olla esimeriksi laitteen 
fyysinen sijainti tai laitteen käyttämä sen hetkinen yhteystyyppi. 
Laitepareilla voidaan näin ollen synkronoida laitteiden tiloja ja 
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konfiguraatioita sekä tarkastella laitteen tapahtumia esimerkiksi sen 
firmwarea päivitettäessä. Esimerkki laiteparista on nähtävissä kuviossa 4. 
(Microsoft 2017i.) 
4.2 Azure Stream Analytics 
Azure Stream Analytics on reaaliaikaisia tapahtumia käsittelevä palvelu, 
jonka avulla on mahdollista analysoida datavirtoja reaaliaikaisesti. Se 
kykenee yhdistymään suoraan Azuren Blob storageihin, event hubeihin 
sekä IoT hubeihin vastaanottaen niistä sisääntulevaa dataa. Stream 
Analytics voi myös yhdistyä staattiseen tai hitaasti muuttuvaan 
datalähteeseen, kuten excel -tiedostoon, ja tämä data voidaan yhdistää 
reaaliaikaisesti sisään tulevaan datavirtaan. (Microsoft 2017m.) 
Stream Analyticsin ulostulo voidaan reitittää useaan eri suuntaan. 
Sisääntuleva data voidaan tallentaa varastoon kuten Blob storageen, SQL 
-tietokantaan, Power BI:hin tai Data Lake-varastoon. Data voidaan myös 
viedä toisen IoT hubin kaltaisen palvelun käsiteltäväksi. (Microsoft 
2017m.) 
 
 
KUVIO 5. Sisääntulevan datan muokkaus ja välitys ulostuloille 
 
Saapuvaa dataa käsitellään Stream Analyticsillä sen omaa Stream 
Analytics Query -kieltä käyttäen, joka on T-SQL -kielestä muodostettu 
alahaara. Kielellä ainoastaan SELECT -lauseet ovat mahdollisia, mutta 
dataa on mahdollista muokata tämän lauseen sisällä (Klein 2017, 73). 
15 
 
Kuviossa 4 nähtävä datan lähde ”Raspi” ja ulostulot ”Blobstorage”, 
”Kuntatalous” ja ”sql” käyttäytyvät Stream Analytics -palvelussa kuin 
normaalit SQL -taulut. Datan siirtämiseksi valitaan halutut kentät datan 
lähteestä SELECT INTO-lausekkeella haluttuihin ulostuloihin. 
Azure Stream Analyticsin T-SQL -kyselyillä on myös mahdollista järjestää 
dataa aikaikkunoihin. Reaaliaikaista dataa käsiteltäessä voi olla 
välttämätöntä ryhmittää tapahtumat tiettyjen aikaikkunoiden sisään. 
Tällaisista aikaikkunoista käytetään Stream Analyticsissa termiä window 
eli ikkuna. Ikkunoita on kolmea eri tyyppiä: tumbling, hopping ja sliding. 
Jokaiselle näistä ikkunoista määritetään myös sen aikayksikkö sekä koko 
eli se, kuinka pitkiä ikkunat ovat ajallisesti. Ikkunoita luodessa on otettava 
huomioon se, että mitä isompi aikaikkuna, sitä enemmän tietoa täytyy 
palvelun varastoida muistiin ja näin ollen sitä enemmän se myös tulee 
käyttämään palvelun resursseja. (Klein 2017, 100 - 101.) 
 
 
KUVIO 6. Tumbling -ikkuna (Microsoft 2018d) 
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KUVIO 7. Hopping -ikkuna (Microsoft 2018d) 
 
 
KUVIO 8. Sliding -ikkuna (Microsoft 2018d) 
 
Tumbling -ikkunat ovat kaikki samanpituisia aikavälejä, jotka eivät asetu 
päällekkäin, ja jotka ovat toistuvia (KUVIO 6). Hopping -ikkunat hyppäävät 
ajassa eteenpäin aina määritetyn aikarvon verran. Ne toimivat samoin kuin 
tumbling-ikkunat, mutta ne voivat kerääntyä myös päällekkäin (KUVIO 7). 
Sliding -ikkunat taas antavat ulostulon vain, kun jokin tietty tapahtuma 
tapahtuu (KUVIO 8). Ikkuna liikkuu jatkuvasti eteenpäin ja aktivoituu 
tuottamaan ulostulon, kun data vastaa sille määritettyä ehtoa. Ikkunan 
sisältämän datan täytyy myös olla muuttunut, jotta ikkuna aktivoituisi 
tuottamaan ulostulon. Muutoin ehdon toteuttamien aikaikkunoiden määrä 
voisi olla loputon. (Microsoft 2018d.) 
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4.3 Blob Storage 
Microsoft Azuren Blob storage on palvelu, johon on mahdollista varastoida 
valtavia määriä järjestelemätöntä dataa, ja jonka avulla tähän dataan voi 
päästä käsiksi HTTP:n tai HTTPS:n kautta. Data voi olla hyvin 
monimuotoista: muun muassa kuva-, video-, audio-, teksti- ja 
binääritiedostot ovat tuettuja. Data voidaan varastoida joko 
yksityiskäyttöön, jolloin ainoastaan varaston omistaja näkee sen sisällön, 
tai se voidaan asettaa julkisesti saataville. (Microsoft 2017a.) 
 
 
KUVIO 9. Blob storagen rakenne (Microsoft 2017a) 
 
Blob storagen käytön aloittamiseksi täytyy Azuren pilvipalveluun ensiksi 
luoda resurssiryhmän alle Azure storage -tili. Tilivaihtoehdoiksi tarjoaa 
Azure joko yleiskäyttö- tai Blob -varastoa. Yleiskäyttöinen varasto tarjoaa 
enemmän datan varastointityylejä, kun taas Blob -varastotyyppi 
mahdollistaa datan varastoinnin mahdollisimman kustannustehokkaasti 
antamalla käyttäjälle mahdollisuuden valita kuinka usein varaston 
sisältämään dataan halutaan päästä käsiksi. Taulukko 2 vertailee näitä 
kahta varastointitasoa. (Microsoft 2017a.) 
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TAULUKKO 2. Blob Storagen varastointityyppien vertailu 
 
”Kuuma” 
varastointitaso 
”Kylmä” 
varastointitaso 
Saatavuus 99,9% 99% 
Saatavuus (RA_GRS 
luvut) 
99,99% 99,9% 
Käyttömaksut 
Suuremmat 
varastointikustannuks
et, halvemmat siirto- 
sekä käsittelymaksut 
Halvemmat 
varastointikustannuks
et, suuremmat siirto- 
sekä käsittelymaksut 
Viive (Aika 
ensimmäiseen tavuun) 
Millisekuntteja Millisekunteja 
Skaalautuvuus ja 
suorituskyvyn 
tavoitteet 
Sama kuin 
yleiskäyttöisella 
varastolla 
Sama kuin 
yleiskäyttöisellä 
varastolla 
 
 
 
KUVIO 10. Osoite Blob -objektiin 
 
Azure Blob storage -tilin alle voidaan luoda säiliöitä ja säiliöt taas pitävät 
sisällään Blob -objekteja. Tallennettava tieto varastoituu Blob -objektien 
sisään (KUVIO 9). Varaston rakenne vaikuttaa tyypilliseltä hakemistolta, 
mutta tosiasiassa Blob storagen hierarkia on tyypiltään litteä nimiavaruus 
eli sen hierarkia ei muodosta puumaista rakennetta (Microsoft 2017a). 
Blob -objektit tunnistetaan ja niihin navigoidaan käyttämällä URL-osoitetta 
(KUVIO 10), joka on jaettu kolmeen osaan: päätepisteeseen eli 
varastopalvelun osoitteeseen, säiliön nimeen ja Blob -objektin nimeen 
(Erduran 2016). 
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4.4 Hadoop ja big data 
Hadoop on kokoelma avoimeen lähdekoodiin perustuvia, Java -kielisiä 
komponentteja. Se on suunniteltu prosessoimaan yhdellä tai useammalla 
tietokoneella sijaitsevia datasettejä hajautetusti. Sen pääideana on 
skaalautua tarpeen vaatiessa ja tämä skaalautuvuus toteutetaan käyttäen 
nodeja. (Klein 2017, 192.) 
Hadoop pitää sisällään erilliset työkalut tiedon kyselemiseen, 
muuntamiseen ja analysoimiseen. Näitä ovat muun muassa Hive, Storm, 
Pig ja MapReduce. Näiden lisäksi Hadoop sisältää YARN -kehyksen, joka 
hallinnoi töiden ajoitusta sekä resursseja. (Klein 2017, 192.) 
HDInsight käyttää kaikkia yllämainittuja Hadoopin työkaluja. Erona 
HDInsightin ja Hadoopin välillä on vain se, että HDInsightissa käyttäjän ei 
tarvitse huolehtia asennuksesta tai paikallisen infrastruktuurin 
konfiguroimisesta. HDInsightin hinta määräytyy vain kulutuksen mukaan. 
(Klein 2017, 192.) 
4.4.1 Hadoop 
Teknologian kehittyessä ja datan keräyksen yleistyessä alkoivat 
perinteisten tiedonvarastointimenetelmien rajat tulla vastaan. Perinteiset 
tietovarastot eivät kykene skaalautumaan horisontaalisesti, joten ne eivät 
sovellu valtavien datamassojen varastointiin, jollaista esimerkiksi erilaiset 
IoT -laitteet tuottavat. Ne eivät myöskään kykene käsittelemään 
erityyppistä dataa vaan data täytyy säilöä aina samassa muodossa. 
Kolmanneksi ongelmaksi muodostuu myös datan hakunopeus. Levyjen 
luku- ja kirjoitusnopeudet eivät ole kasvaneet samassa tahdissa 
varastointikapasiteetin kanssa. (Sinha 2017.) 
Hadoop ratkaisee näitä ongelmia jakamalla varastoidun datan useaksi eri 
palaksi eli nodeksi. Hadoop rakentuu kahdesta ostasta: Hadoop 
Distributed File Systemistä (KUVIO 11), johon data varastoidaan sekä 
YARN -palvelusta, joka vastaa Hadoopin prosessointiosuudesta (Sinha 
2017). Hadoop pilkkoo datan palasiksi ja jakaa palaset clusterissa 
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sijaitseville nodeille (Sinha 2017). Sen jälkeen se lähettää pakatun koodin 
nodeille prosessoidakseen datan (Sinha 2017). Tämä rakenne on 
nähtävissä kuviossa 11. 
 
 
KUVIO 11. HDFS rakenne (Sinha 2017) 
 
 
 
KUVIO 12. Hadoopin rakenne (Sinha 2017) 
 
Hadoopissa data voidaan tallentaa mihin muotoon tahansa, sillä siinä ei 
datan mallia validoida ennen sen tallennusta. Se pystyy myös 
skaalaamaan kokoaan horistontaalisesti luovuttamalla käyttöön uusia 
nodeja tarpeen vaatiessa. Ongelma datan haun ja prosessoinnin 
nopeuden kanssa on ratkaistu viemällä prosessointi datan luokse sen 
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sijaan, että kaikki data prosessoitaisiin yhdessä paikassa. 
Prosessointilogiikka lähetetään jokaiselle slave nodelle, jotka lähettävät 
prosessoidut tulokset master nodelle yhdistettäväksi ja lähetettäväksi 
eteenpäin. (Sinha 2017.) 
On tapauksia, joissa Hadoopin käyttöä ei suositella: 
- Kun tietoa haetaan usein ja vain pienestä osaa datasta. 
- Kun dataa muokataan usein. Hadoop soveltuu parhaiten tiedon 
lukemiseen. 
- Kun varastoidaan useita pieniä tiedostoja. Hadoop on suunniteltu 
toimimaan suurien, mutta lukumäärältään pienien tiedostojen 
kanssa. 
(Sinha 2017.) 
4.4.2 HDInsight 
HDInsight on Microsoftin pilveen kehittämä, Hadoop -pohjainen big datan 
prosessointipalvelu. HDInsight käyttää HortonWorks HDP:tä, joka 
mahdollistaa lisäosien ohjelmoinnin .Net:illä Javan lisäksi (Microsoft 
2018b). HDInsightin ja pilvialustan käytön etuna on palvelun resurssien 
skaalauttaminen automaattisesti tarpeen mukaan (Microsoft 2018b). 
Palvelusta maksetaan käytön ja siihen varattujen resurssien mukaan. Sen 
käyttöä voidaan näin ollen optimoida poistamalla ja ottamalla se käyttöön 
tarpeen vaatiessa, jolloin ei synny turhaa tyhjäkäyntiä (Microsoft 2018b). 
Tämä voidaan automatisoida käyttämällä On-demand HDInsight-palvelua 
data factory-palvelun sisällä, joka ajaa käyttäjän määrittämiä tehtäviä 
ajoitetusti. 
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KUVIO 13. HDInsight varaston rakenne (Microsoft 2018j) 
 
HDInsightilla analysoitavan datan varastointiin kelpaavat esimerkiksi Azure 
Storage sekä Azure Data Lake (Microsoft 2018j). Käytettäessä Azure 
storagen Blob storagea, voidaan dataa varastoida Blobeihin missä 
muodossa tahansa (Microsoft 2018j). HDInsightin varastohierarkia on 
nähtävissä kuviossa 13. 
4.4.3 Apache Hive 
Apache Hive on nykyisin standardoitu lisäosa Hadoopille SQL -kyselyjen 
tekemiseen. Se luotiin vuonna 2008 ja se adoptoitiin heti samana vuonna 
osaksi Hadooppia. Hiveä käytetään luomaan tallennetulle tiedolle rakenne, 
joka mahdollistaa sen kyselyn relaatiotietokantojen tapaan. Etuna onkin 
se, että sen käytön oppii nopeasti, jos löytyy edeltävää kokemusta SQL -
kyselyiden tekemisestä. (HortonWorks 2017.) 
Tietokantataulut Hivessä ovat samankaltaisia kuin relaatiotietokannoissa 
ja datayksiköt on laitettu järjestykseen suurimmasta pienimpään. 
Tietokannat koostuvat tauluista ja taulut taas koostuvat osioista. Tauluja 
kysellään HiveQL -kyselykielellä, joka tukee pelkkien SELECT -lauseiden 
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lisäksi myös datan ylikirjoittamista ja lisäämistä. Hive tukee tyyppillisimpiä 
datamuotoja, joita yhdistämällä voi luoda myös monimutkaisempia 
datatyyppejä. (HortonWorks 2017.) 
4.5 Data Factory 
Data factory on Microsoftin Azuren pilvipalveluun kehittämä datan 
integrointipalvelu, joka on varta vasten suunniteltu tekemään yhteistyötä 
muiden Azuren palveluiden kanssa. Niiden kanssa data factory liikuttaa, 
muuntaa ja prosessoi raakadataa hyödylliseen muotoon. Sen avulla 
voidaan suunnittella ja rakentaa luotettavia ja helposti toistettavia datan 
liikutus- ja muunnosvirtoja. (Klein 2017, 105.) 
Data Factory koostuu kolmesta, JSON -muotoisesta osasta (KUVIO 14): 
- Aktiviteetti on kokoelma dataan kohdistuvia tehtäviä, jotka on 
ryhmitetty yhteen. Jokaisella aktiviteetilla voi olla yksi tai useampi 
sisääntuleva datajoukko. Aktiviteetti voi olla myös täysin ilman 
sisääntulevaa datajoukkoa, mutta sen tulee aina omistaa yksi tai 
useampi ulostulona toimiva datajoukko. Aktiviteetti voi esimerkiksi 
kopioida dataa paikasta toiseen tai vain käynnistää varastoidun 
SQL -proseduurin SQL -serverillä. (Klein 2017, 106.) 
- Pipeline koostuu aktiviteettiryhmästä. Pipelinen sisällä olevat 
aktiviteetit muodostavat yhdessä työtehtävän. Pipeline mahdollistaa 
sen, että sen sisältämiä aktiviteetteja voidaan hallita kaikkia kerralla 
sen sijaan, että täytyisi ajoittaa tai ajaa jokainen aktiviteetti 
yksitellen. (Klein 2017, 106.) 
- Datajoukko on nimetty näkymä datasta, joka viittaa siihen dataan, 
jota halutaan käyttää aktiviteettien sisään- tai ulostulona. Se 
kuvailee rakennetta, jossa datan odotetaan saapuvan. Sille 
määritetään availability eli saatavuus, joka kertoo data factorylle, 
kuinka usein sen täytyy hakea data ulkoisesta lähteestä. Tämä 
määritelmä annetaan merkkijonomuodossa eli esimerkiksi tunnein 
päivittyvän datajoukon saatavuus olisi ”hour”. (Klein 2017, 106.) 
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- Linked service eli linkitetty palvelu toimii yhteysmerkkijonon tapaan. 
Se määrittelee yhteyden tiedot, joiden avulla aktiviteetti yhdistää 
ulkopuoliseen tietolähteeseen. (Klein 2017, 107.) 
Kun data factoryyn on luotu aktiivinen pipeline, voidaan sitä monitoroida. 
Data factoryssä on mahdollista luoda varoituksia erilaisille mittareille. 
Metrics and operations -välilehti näyttää historiallisia tapahtumia, kun taas 
monitor and manage -välilehti on tarkoitettu vianselvitykseen. Data factory 
kykenee näyttämään virheen sattuessa sen täsmällisen tapahtumahetken 
sekä -paikan ja antamaan tietoa tapahtuneesta virheestä. (Klein 2017, 134 
- 136.) 
 
 
KUVIO 14. Datajoukon, aktiviteetin ja pipelinen suhteet (Microsoft 2018f) 
 
Pipelineja on mahdollista poistaa käytöstä, laittaa tauolle ja käynnistää. On 
kuitenkin huomioitava se, että data factoryn käyttökustannukset riippuvat 
sekä datan liikkuttelusta sekä pipelinejen määrästä. Myös inaktiiviset 
pipelinet lasketaan mukaan kuukausittaiseen maksuun. Jos pipelinea ei 
tulla käyttämään pitkiin aikoihin, onkin suositeltavaa tallentaa sen JSON -
tiedot ulkopuoliseen paikkaan ja poistaa se Data Factorystä kokonaan. 
(Microsoft 2018f.) 
4.6 Power BI 
Power BI on Microsoftin kehittämä palvelu liiketoiminnan tietojen 
analysoimiseen. Sen avulla voidaan luoda interaktiivisia visualisaatiota, 
kuten pylväsdiagrammeja sekä mittareita perustuen erilaisiin tietolähteisiin 
(KUVIO 15). Näitä visuaaleja yhdistelemällä luodaan raportteja. Palvelun 
helppokäyttöisyys mahdollistaa sen, että raporttien tekemiseen ei vaadita 
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IT- tai tietokantaosaamista. Asiantuntijuutta vaaditaan enimmäkseen vain 
Power BI -raporttien alla olevan datan keräämisessä sekä jalostuksessa. 
Palvelu koostuu kahdesta osasta: pilvessä sijaitsevasta Power BI 
Servicestä sekä Power BI Desktopista, joka on asennettava ohjelmisto. 
(Microsoft 2018c.) 
 
 
KUVIO 15. Raporttien luominen käyttäen eri tietolähteitä (Microsoft 2018c) 
 
Power BI koostuu neljästä merkittävästä osasta: dashboardeista, 
raporteista, workbookeista eli työkirjoista sekä tietojoukoista eli 
dataseteistä. Nämä osat järjestetään workspacejen eli työtilojen sisään. 
Työtilat toimivat säiliöinä kaikille näille osille. Työtila voi olla myös 
aplikaatio -tyyppinen, joka eroaa normaalista työtilasta siten, että sitä ei voi 
muokata. Se onkin tarkoitettu sisällön jakamiseen, kun taas normaali 
työtila on tarkoitettu sisällön työstämiseen. (Microsoft 2018g.) 
Tietojoukot ovat tietolähteitä, joihin yhdistetään ja jotka tuodaan Power BI -
palveluun. Yksi tietojoukko voi olla käytössä useassa eri työtilassa ja sitä 
voidaan käyttää useassa eri raportissa. Niitä voidaan päivittää joko 
manuaalisesti tai ajoitetusti, ne voidaan uudelleennimetä, niiden 
sisältämää tietoa voidaan selata ja ne voidaan poistaa. (Microsoft 2018g.) 
Power BI desktopilla voidaan luoda tietojoukkoja dataa muokkaamalla ja 
luomalla datan välisiä suhteita. Näin ollen datalähteissä ei näitä suhteita ja 
muutoksia tarvitse olla valmiina vaan kaikki tämä voidaan toteuttaa Power 
BI:n puolella. Data voidaan hakea myös useasta eri lähteestä ja lähteet 
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voivat olla hyvin erilaisia. Raportti voi esimerkiksi käyttää lähteinään sekä 
excel -tiedostosta että SQL -tietokannasta haettua dataa. (Microsoft 
2018c.) 
Raportti on yhden tai useamman sivun mittainen kokoelma visualisaatioita. 
Kaikki yhden raportin visuaalit ovat aina peräisin yhdestä tietojoukosta. 
Tästä poikkeuksena on Power BI desktop, jossa on mahdollista yhdistää 
useampi tietojoukko yhteen raporttiin. Raporttia voidaan tarkastella luku- 
tai muokkaustilassa. Muokkaustilaan pääsevät vain raportin omistaja ja ne 
käyttäjät, joille omistaja on antanut muokkausoikeudet kyseiseen raporttiin. 
Raporttia voivat katsella he, joille sen katsomisoikeus on jaettu. (Microsoft 
2018g.) 
Dasboard on komponentti, joka luodaan Power BI service -pilvipalvelun 
puolella. Se on yksi pohja, joka sisältää raporteista peräisin olevia 
visualisaatioita sekä widgettejä. Myös kokonaisia raporttisivuja voidaan 
tuoda dashboardille. Dashboardin käyttötarkoituksia on useita. Yleiskuvan 
antaminen tärkeimmistä tiedoista, tietojen monitorointi ja personoidun 
dashboardin luominen isomman dasboardin pohjalta ovat muutamia 
yleisimmistä dashboardin käyttötavoista. (Microsoft 2018g.) 
Workbook, eli työkirja, on erikoistietojoukko excel-tiedostoille. Työkirja on 
näkyvissä Power BI:ssä samalla tavalla kuin excel online -palvelussa, jos 
excel-lähteeseen yhdistetään suoraan import -tyyppisen datan tuomisen 
sijaan. (Microsoft 2018g.) 
Toisin kuin Power BI desktop, Power BI service on suunniteltu 
varsinaisesti vain sisällön jakamiseksi yrityksen sisällä. Se kuitenkin 
tarjoaa myös rajoittuneet raporttien luomis- ja muokkausmahdollisuudet 
loppukäyttäjälle (Microsoft 2018g). Servicessä määritetään jokaisen 
raporttikokonaisuuden eli työtilan näkyvyys yrityksen sisällä. Kun 
raporttikokonaisuus julkaistaan vain tarkastelua varten, luodaan se 
sovellukseksi, jolle määritetään erilliset näkyvyysasetukset. 
Data voidaan tuoda Power BI:lle kahdella eri tapaa: importilla tai 
DirectQueryllä. Import on mahdollinen jokaiselle datalähteelle. Tällä 
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metodilla data haetaan ja kopioidaan itse Power BI:hin. Dataa ei haeta 
lähteestä uudelleen ennen kuin se manuaalisesti tai ajastetusti 
päivitetään. DirectQuery taas yhdistää datalähteeseen tekemättä kopiota 
Power BI:n sisälle. Näin ollen käyttäjä on aina yhteydessä oikeaan dataan 
ja siihen tapahtuvat muutokset päivittyvät myös Power BI:hin. (Microsoft 
2018k.) 
Dataa on DirectQueryllä mahdollista muokata Power BI:n puolella, mutta 
rajoittuneemmin kuin importattua dataa. DirectQueryn etuna on se, että se 
mahdollistaa suuren datamassan käyttämisen raportin luomisessa. Import-
metodilla datalähteen suuruuden rajaksi on määritetty 1 GB kun taas 
DirectQueryllä rajoitusta ei ole. Toinen etu on myös se, että DirectQuery 
näyttää aina viimeisimmän datan, kun taas importatun datan 
päivitysprosessi voi kestää kauan datalähteen koosta riippuen. 
DirectQuery tuo myös jotain rajoituksia: 
- Kaikkien taulujen täytyy tulla samasta tietovarastosta. 
- Jos kyselyeditorin vaiheet ovat hyvin monimutkaisia, voi datan 
tuomisessa syntyä helposti virheitä. 
- Datan välisiä suhteita voidaan luoda vain yksisuuntaisina. 
- Time intelligence -ominaisuudet eivät ole käytössä DirectQuery -
tilassa. Time intelligence mahdollistaa esimerkiksi päivämäärien 
erityiskäsittelyn. 
- Palautettujen rivien määrä datalähteestä on rajoitettu yhteen 
miljoonaan. Power BI:n puolella luotuja riveja tai sarakkeita ei tähän 
lukuun lasketa mukaan. 
(Microsoft 2018k.) 
DirectQueryä käytettäessä täytyy ottaa huomioon myös se, että raportin 
visuaalien latausnopeus riippuu datalähteen nopeudesta, sillä data 
haetaan lähteestä joka kerta raportin latautuessa. Power BI näyttää 
virheilmoituksen käyttäjälle aina, jos tämä haku kestää kauemmin kuin pari 
minuuttia. Nämä Power BI:n kutsut voivat myös rasittaa lähdetietokantaa 
ja näin ollen vaikuttaa sen suorituskykyyn. Power BI ei myöskään voi 
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vaikuttaa tietoturvaan vaan jokainen raporttia tarkasteleva käyttäjä näkee 
ne tiedot, jotka ovat näkyvissä sille käyttäjälle, jonka tunnuksilla 
datalähteeseen on yhdistetty. (Microsoft 2018k.) 
Visuaaleja on tarjolla useita erilaisia käyttötarkoituksia varten. Niitä on 
myös mahdollisuus hakea Microsoftin Power BI -yhteisösivulta, jonne 
ihmiset sekä yritykset jakavat käyttettäväksi luomiaan visualisaatioita. 
Haluttu visuaali vedetään raportille, ja kun se on valittuna, ilmestyy 
ohjelman oikeaan laitaan lokerot visuaalin käyttämälle datalle. Ohjelman 
ulkoasussa oikeanpuoleisin lista pitää sisällään kaikki raportin käyttämät 
tietotaulut, joiden sarakkeita voidaan valita visuaaliin. 
 
 
KUVIO 16. Hierarkia Power BI:ssä 
 
Visuaalit ovat interaktiivisia, eli kun käyttäjä valitsee esimerkiksi pylvään 
pylväsdiagrammista, valitsee ohjelma kyseisen pylvään sisältämät tiedot ja 
jokainen visuaali raportissa päivittyy heijastamaan tätä valintaa. 
Visuaaleihin voidaan myös porautua käyttämällä drillthrough -
ominaisuutta. Jos visuaalin kenttään, joka normaalisti näyttää vain yhden 
sarakkeen tiedot kerrallaan, on lisätty useampi sarake, voi näitä muita 
sarakkeita selata painamalla visuaalin ylälaidan drill -painiketta. Painike 
vaihtaa käytettäväksi sarakkeeksi aina seuraavan sarakkeen visuaalin 
sarakelistasta. Toinen vaihtoehto porautumisen mahdollistamiseksi on 
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uuden hierarkiasarakkeen luominen tietotauluun (KUVIO 16). 
Hierarkiasarake koostuu useammasta, valinnaisesta sarakkeesta, jotka 
sijaitsevat samassa tietotaulussa, jossa itse hierarkiasarake on. Se 
voidaan siirtää sellaisenaan visuaalin datakenttään. (Microsoft 2018l.) 
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5 DEMON RAKENTAMINEN 
5.1 Laitteiston käyttöönotto 
Demon rakentaminen alkoi RuuviTag -sensoreiden käyttöönotolla. Aluksi 
sensoreita oli vain yksi, mutta lopullisessa demossa sensoreita oli 
käytössä neljä kappaletta. Sensorin toimintakunto varmistettiin 
tarkistamalla sensorin lähettämät arvot RuuviTagin Physical Web -
ominaisuuden avulla. Tämä ominaisuus toimii siten, että älypuhelin löytää 
bluetoothia käyttäen lähistöllä olevan sensorin, jolloin puhelimen 
ilmoituksiin ilmestyy URL -linkki. URL -linkki johdattaa HTML -sivulle, joka 
pitää sisällään reaaliajassa päivittyvät lämpötilan, ilmankosteuden ja 
ilmanpaineen arvot. 
Kun sensori oli todettu toimintakuntoiseksi, oli seuraava askel vaihtaa se 
oletusarvoisesta URL- eli Physical Web -tilasta raakatilaan. Demon 
tapauksessa URL -tila ei ole tarpeellinen, sillä sensoreista lähtevää dataa 
tulisi lukemaan vain Raspberry Pi ja arvojen pyöristys tapahtuisi vasta 
demon myöhemissä vaiheissa pilvipalvelun puolella. Tilan vaihto tapahtui 
avaamalla sensorin suojakotelo ja painamalla sisällä näkyvää B -
painiketta. Tilan vaihtumisen pystyi havaitsemaan sisällä vilkkuvan LED -
valon väristä. 
Demossa käytettävä Raspberry Pi oli tyypiltään malli B toisesta sarjasta 
(KUVIO 17). Sen valmistelussa ensimmäinen vaihe oli käyttöjärjestelmän 
asennus. Käyttöjärjestelmäksi valittiin Debian -pohjainen Rasbian -
käyttöjärjestelmä, joka on optimoitu Raspberry Pi:lle. Käyttöjärjestelmän 
asennustiedosto ladattiin Raspberry Pi -organisaation viralliselta sivustolta. 
Asennustiedosto itsessään kirjoitettiin SD -muistikortille käyttäen ilmaista 
Etcher -ohjelmaa, jolla käyttöjärjestelmäkuvia voi polttaa muistikorteille 
sekä USB -muistitikuille. 
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KUVIO 17. Raspberry Pi 2 malli B ylhäältä päin katsottuna (Multicherry 
2015) 
 
Käyttöjärjestelmän asennuksen jälkeen ensimmäinen tavoite oli saada 
Raspberry Pi vastaanottamaan sensoreista lähtevää dataa bluetoothin 
avulla. Rasbian on Debianiin pohjautuva käyttöjärjestelmä, joten sitä 
voidaan käyttää graafisen käyttöliittymän kautta. Se sisältää itsessään 
Firefox -selaimen, jota kautta tarvittavat kirjastot voitiin ladata suoraan 
Raspberry Pi:lle. Se muistuttikin enemmän normaalia tietokonetta kuin 
perinteistä sulautettua järjestelmää. 
RuuviTag -yhteisöstä löytyi Python -kirjasto, joka mahdollisti 
kommunikoimisen RuuviTag -sensorien kanssa. Kun sensorin MAC -
osoite oli tiedossa, pystyi yksinkertainen Python -ohjelma 
vastaanottamaan JSON -muotoiset mittatulokset halutuin väliajoin. 
Azuren IoT hubin kanssa kommunikoimiseen on Microsoft luonut 
Pythonille käännetyn C -ohjelmointikieleen perustuvan kirjaston. Jotta tätä 
kirjastoa voitaisiin käyttää täytyy tietokoneelle asentaa ensiksi kyseisen 
projektin git -hakemistosta löytyvät moduulit. Moduulit asennetaan Linuxille 
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joko käyttäen Python package indexiä tai ne voidaan myös 
vaihtoehtoisesti kääntää käyttämällä git -projektin build_all -kansion alta 
löytyviä ohjelmia (Microsoft 2017h). Demon tapauksessa moduulit 
käännettiin Pythonin versio 3:lle. 
Moduulien kääntämisessä ilmeni ongelmia Raspberry Pi:n vähäisen 
muistin vuoksi. Toinen kääntöohjelmista, build.sh, vaati enemmän muistia 
mitä Raspberry Pi:llä oli vapaana. Ongelma ratkaistiin ottamalla Raspberry 
Pi:n swap -muisti väliaikaisesti pois käytöstä käännön ajaksi. 
 
 
KUVIO 18. Raspberry Pi:lle tehdyn ohjelman muuttujia 
 
Ruuvitag sekä Python -kirjastot yhdistettiin käyttämällä IoT hub -kirjaston 
mukana tulevaa esimerkkiohjelmaa pohjana. Pohjaan ei IoT hubin 
kannalta tarvinnut tehdä monia muutoksia. Protokollana käytettiin 
oletusarvoisesti ohjelmassa määritettyä MQTT:ta. IoT hubiin rekisteröidyn 
laitteen yhteydenmuodostusmerkkijono kopioitiin Azuresta ja lisättiin 
ohjelmaan. Merkkijono sisältää Azuressa määritetyn laitteen nimen ja 
toisen sille generoiduista tunnistautumisavaimista. IoT hub -kirjaston 
metodit generoivat ja uusivat tunnistusavaimet automaattisesti, joten vain 
edellämainitut parametrit riittivät yhteyden muodostukseen sekä viestien 
lähettämiseen. Laitteen tunnistautumisavain tai nimi eivät myöskään 
muutu, ellei käyttäjä tee muutoksia niihin IoT hubin asetuksissa. 
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Ohjelmassa käytetty Ruuvitag -kirjasto kommunikoi Beaconeiden kanssa 
tunnistaen ne niiden MAC -osoitteesta. Oikeassa käyttötapauksessa nämä 
osoitteet tallennettaisiin esimerkiksi SQL -tietokantaan, josta Raspberry Pi 
hakisi niihin yhdistetyt tiedot kuten esimerkiksi nimen ja paikkatiedot. 
Demon tapauksessa nämä osoitteet ja niille luodut nimet tunnistamista 
varten kuitenkin kirjoitettiin suoraan ohjelman sisään ajan säästämiseksi 
(KUVIO 18). Jokaisen Beaconin MAC -osoitteet kirjattiin ylös ja niille 
annettiin nimi kuvaamaan paikkaa, jossa Beacon sijaitsi. Nämä tiedot 
kirjoitettiin ohjelmaan JSON -muotoon, jossa MAC -osoite toimi nimen 
avaimena. 
 
 
KUVIO 19. Ohjelman pääsilmukka 
 
Ohjelman pääsilmukassa (KUVIO 19) ohjelma haki ensiksi datan 
Beaconeista ja vei tämän datan sitten handle_data -funktion käsiteltäväksi 
(KUVIO 20). Tämä funktio yhdisti Beaconeista saadun JSON -muotoisen 
merkkijonon ja kyseisestä Beaconista saadun laitteen nimen JSON -
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objektiksi ja talletti tämän array -tyyppiseen muuttujaan nimeltä status. 
Funktio myös laski viestien eli Beaconeilta saatujen vastausten määrän, 
jota pääsilmukka käytti viestien lähetykseen for-silmukassa. Pääsilmukka 
lähetti Unicode -tyyppiseksi käännetyt viestit asynkronisesti IoT hubiin. 
Lähetyksen päätyttyä ohjelma tyhjensi status -muuttujan ja kirjoitti 
konsoliin tietoja lähettämiensä viestien tilasta, jotka se sai vastauksena IoT 
hubilta. Tähän vaiheeseen olisi voitu luoda uudelleenlähetysominaisuus 
viestin lähetyksen epäonnistuessa, mutta demon tapauksessa tämä ei 
ollut tarpeen.  Lopuksi ohjelma asetettiin käynnistymään automaattisesti 
taustalle Raspberry Pi:n käynnistyessä. Ohjelma jatkoi toimintaansa niin 
kauan kuin Raspberry Pi oli päällä. 
 
 
KUVIO 20. Beaconeista saadun datan käsittelyfunktio 
 
5.2 Pilvipalvelun alustus 
Azuressa jokaisen palvelun täytyy kuulua johonkin resurssiryhmään, joten 
ensimmäinen askel pilvipalveluiden käyttöönotossa oli sellaisen luominen. 
Resurssiryhmän luomisessa määrittiin sen nimi, tilaus, jonka alle se kuului, 
sekä sen sijainti. Demon tapauksessa tilauksena oli EvolvIT:n Azure -tilaus 
POC -projekteja varten ja sijaintina Pohjois-Eurooppa.  
Tämän resurssinryhmän alle luotiin ensimmäisenä IoT hub, jotta laitteiston 
toimivuutta voitiin testata ennen muiden palveluiden luomista. Toinen 
saman tehtävän ajava Microsoft palvelu oli myös Event hub, mutta demon 
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tapauksessa päädyttiin käyttämään IoT hubia, sillä se oli Event hubia 
uudempi palvelu. Isoimpana etuna IoT hubin käytössä on se, että se 
mahdollistaa laitteiden kanssa kommunikoimisen eli pilvipalvelu voi 
lähettää viestejä laitteille. 
IoT hubin luomisessa määritettiin hubin nimi, hintaluokka ja solujen että 
osioiden määrä, jotka määrittävät, kuinka monta viestiä kyseinen hubi voi 
päivässä vastaanottaa. Sekä hintaluokka että kokonaiskoko määrittävät 
lopullisen hinnan hubille. Demon tapauksessa päädyttiin mahdollisimman 
halpaan vaihtoehtoon: hintaluokaksi valittiin F1 eli ilmainen vaihtoehto, 
joka mahdollistaa vain yhden laitteen rekisteröimisen sekä maksimissaan 
8000 viestin vastaanottamisen päivässä. Solujen määräksi valittiin yksi ja 
osioiden määräksi 4, joka on IoT hubin minimimäärä.  
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KUVIO 21. Reitin luontinäkymä IoT hubissa 
 
IoT hub luo oletuksena reitit laitteesta tulevien viestien vastaanottamiseen 
sekä viestien lähettämiseen laitteille. Reitin luomisnäkymä on nähtävissä 
kuviossa 21. Luomisen yhteydessä annettaan reitille nimi, määritetään sen 
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tietolähde sekä endpoint, sekä luodaan sille vapaaehtoinen sääntö. 
Sääntö toimii samaan tapaan kuin SQL -kyselyiden ”where” -osio, jossa 
määritetään suodatusehdot kyselylle. Demon tapauksessa päädyttiin 
käyttämään device-to-cloud oletusreittiä ”Events” itsetehdyn reitin sijasta 
(KUVIO 22).  
IoT hub luo myös oletuksena $Default -nimisen consumer groupin. 
Consumer grouppeja käyttävät ulkopuoliset sovelluksen viestien 
lukemiseen. Kun ne yhdistävät johonkin IoT hubin ulostuloreiteistä, 
kertovat ne, minkä consumer groupin alle ne kuuluvat. IoT hub rajoittaa 
lukijasovellusten määrän yhden consumer groupin sisällä viiteen. Onkin 
suositeltavaa luoda jokaiselle eri datan luku- ja käsittelytyölle oma 
consumer groupinsa. Demon tapauksessa luotiin consumer group 
”raspigroup”, jota Stream Analytics tuli käyttämään lukiessaan dataa IoT 
hubin endpointista. 
 
 
KUVIO 22. IoT hubin endpoints -näkymä 
 
Kun IoT hub oli luotu, rekisteröitiin siihen demossa käytettävä laite. 
Laitteen lisäys tapahtui navigoimalla device explorer -välisivulle ja 
valitsemalla ”add”. Ainoa vaadittu tieto oli laitteen id, joka oli käyttäjän 
vapaasti valittavissa. IoT hub generoi laitteelle automaattisesti esisijaisen 
sekä toissijaisen tunnistautumisavaimen, joista yhtä laitteen tulee käyttää 
yhdistäessään IoT hubiin. Laitteen täytyy myös tietää sen id, joka sille on 
määritetty IoT hubissa. 
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Ennen Stream Analyticsin luomista luotiin ulostulot, joihin se tulisi 
ohjaamaan dataa. Näitä olivat demon alkuvaiheessa HDInsightin käyttämä 
Blob storage, SQL -tietokanta sekä Power BI, johon Stream Analyticsin 
puskema data tuli käyttöön streaming dataset -muodossa. 
Power BI:n luonti tapahtui samaan tapaan kuin minkä tahansa Power BI -
raportin luonti: Power BI -servicessä luotiin uusi workgroup eli työryhmä. 
Muuta ei Power BI:n alustus vaatinut vaan Stream Analyticsin luoman 
datasetin nimi määritetään Stream Analyticsin hallintapaneelin puolella. 
Raportteja taas ei voitu luoda ennen kuin sisääntulevaa dataa oli saatu. 
SQL -tietokanta luotiin Azuren puolella jo olemassaolevan Azuren SQL -
serverin alle. Hinnoittelusta valittiin halvin vaihtoehto eli basic tier sillä 
demo ei vaatinut paljoa resursseja. Tietokantaan luotiin taulu historiallista 
sensoridataa varten. Tämän taulun sarakkeet vastasivat sensoreista 
saadun datan rakennetta. 
Blob storagen kohdalla valittiin storage account tyypiksi general purpose, 
sillä demon tekemisen aikoihin tämä oli ainut Stream Analyticsin tukema 
Blob storagen muoto. General purpose -varaston alle oli mahdollista luoda 
useita eri storage -muotoja, joista yksi oli myös Blob storage. Blob storage 
täytyi alustaa luomalla sen sisään container, jonka sisään Stream 
Analyticsin generoimat Blobit tallentuisivat. 
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KUVIO 23. Azure Stream Analytics Jobin luontinäkymä 
 
IoT hubin sekä ulostulojen ollessa käyttövalmiita oli seuraava askel luoda 
Azure Stream Analytics -palvelu datan siirtoa ja suodatusta varten. Tämän 
palvelun luominen oli yksinkertaista: palvelulle annettiin nimi, määritettiin 
laskutettava tilaus, kerrottiin, minkä resurssiryhmän alle se luotaisiin, sekä 
valittiin palvelun maantieteellinen sijainti. Vaihtoehtoisesti palvelu oli myös 
mahdollista luoda omalle serverille, mutta tyypillisesti pidetään 
oletusvalinta ”cloud”, kuten kuviossa 23 on nähtävissä. Kun kaikki nämä 
tiedot oli annettu, meni Azurella hetki aikaa palvelun luomisessa. Palvelun 
valmistuttua ilmestyi se sille määritetyn resurssiryhmän alle. 
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5.3 Datan välitys palveluille 
Kun IoT hub ja Azure Stream Analytics palvelut saatiin alustettua, oli 
seuraava askel käyttää Stream Analyticsiä välittämään IoT hubista 
vastaanotettu data demossa käytettyihin ulostuloihin. Nämä ulostulot olivat 
Power BI, Blob storage sekä demon myöhemmässä vaiheessa toteutettua 
PowerApp -sovellusta varten luotu SQL -taulu. 
Ensimmäisena Stream Analyticsille luotiin sisääntulo. Sisääntulon 
lähteeksi valittiin IoT hub, jonka jälkeen Azure listasi automaattisesti 
palvelusta löytyvät IoT hub -palvelut listaksi. Tästä listasta valittiin aiemmin 
luotu IoT hub. Sen endpointiksi valittiin IoT hubin automaattisesti luoma 
”Messaging” ja shared access policyn nimeksi oletuksena IoT hubista 
löytyvä ”service”. Shared access policyt määrittävät niitä käyttävien 
palveluiden oikeudet IoT hubissa. Service antaa ainoastaan luku- ja 
lähetysoikeudet IoT hubin pilvipuolella. Shared access policylle täytyy 
Stream Analyticsissa antaa sen oma, uniikki avain, joka löytyy IoT hubista 
shared access policies -välilehdestä kyseisen policyn kohdalta. 
Sisääntulon formaatiksi valittiin JSON ja koodaukseksi UTF-8. Input on 
myös mahdollista kompressoida, mutta demon tapauksessa tämä ei ollut 
tarpeen. 
Seuraavana oli vuorossa ulostulojen luonti. Ensimmäisen ulostulon 
tyypiksi valittiin Blob storage. Tälle annettiin aikaisemmin luodun storage 
accountin nimi ja tiliavain, joka oli löydettävissä sen hallintasivulta. 
Käytettävä Blob storagen container oli mahdollista määrittää tässä 
vaiheessa (KUVIO 24), mutta koska se oli luotu storage accountin 
luomisen yhteydessä, käytettiin jo olemassaolevaa containeria. Luotavaa 
tiedostoa varten luotiin hakemisto ”unfiltered” ja tämän alle kansiorakenne, 
joka muodostui sen hetkisestä päivämäärästä. Tämä 
päivämäärätyyppinen kansiorakenne oli mahdollista luoda Azure Stream 
Analyticsillä käyttäen date -muuttujaa. Muuttujan takia täytyi ulostulolle 
kertoa myös tuon päivämäärän muoto. 
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KUVIO 24. Blob storage -tyyppisen outputin näkymä Stream Analyticsissa 
 
Toinen ulostulo oli yhteys Power BI:hin, jonne dataa vietiin reaaliajassa. 
Ulostulon määrityksessä ensimmäinen askel oli yhdistää Power BI -tiliin, 
jossa sijaitsevalle raportille dataa vietäisiin. Yhteyden onnistuttua pystyi 
Azure ehdottamaan tilin alta löytyviä työtiloja. Työtilan valinnan lisäksi 
annettiin datasetille sekä sinne luotavalle taululle vapaavalintaiset nimet. 
Power BI ulostulon näkymä on nähtävissä kuviossa 25. 
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KUVIO 25. Power BI ulostulo Stream Analyticsissä 
 
Kolmantena ulostulona oli SQL -yhteys, jonne dataa vietiin PowerApps -
sovellusta varten. Määritykset olivat hyvin samankaltaiset kuin Power BI -
ulostulossa (KUVIO 26). 
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KUVIO 26. SQL -ulostulon näkymä Stream Analyticsissä 
  
Viimeisenä vaiheena oli luoda yhteydet sisääntulon ja eri ulostulojen välille 
käyttäen T-SQL-kieltä. T-SQL -kyselyjen luonti Stream Analyticsille 
tapahtui Query -välilehdellä. Tällä välilehdellä avautui näkymä, jonka 
vasemmalla puolella olivat jokainen sisään- ja ulostulo allekkain ja niiden 
vieressä teksikenttä, johon kyselyt kirjoitetttiin. 
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KUVIO 27. Demossa käytetty Azure Stream query 
 
Sisääntulosta valittiin halutut sarakkeet ja nämä sarakkeet välitettiin 
halutulle ulostulolle SELECT INTO -lausekkeina. IoT hubin tuoman datan 
kaikki sarakkeet olivat merkkijonomuodossa, joten SELECT INTO -
lauseissa nämä sarakkeet muunnettiin niiden dataa parhaiten vastaaviksi 
datatyypeiksi (KUVIO 27). Lokalisaatiosta johtuvien ongelmien 
eliminoimiseksi, desimaalilukujen pilkku korvattiin ennen tyyppimuunnosta 
pisteellä. IoT hubin automaattisesti lisäämää kentää, 
EventEnqueuedUtcTimea, käytettiin aikaleimana. Raspberry Pi:n 
palauttamaan, itse luotuun aikaleimaan verrattuna etuna oli se, että tämä 
automaattisesti luotu leima otti lokalisaation huomioon. Leima kertoi koska 
Raspberry Pi:stä välitetty data oli saapunut IoT hubin käsiteltäväksi. 
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KUVIO 28. Azure Stream Analyticsin overview -välilehti 
 
Kun kysely todettiin toimivaksi testaamalla se Stream Analyticsin test -
ominaisuudella, voitiin se tallentaa valitsemalla ”save”. Viimeisenä 
vaiheena Stream Analytics käynnistettiin navigoimalla sen etusivulle eli 
overview -välilehdelle ja valitsemalla ”start”. Lyhyen viiveen jälkeen, näkyi 
etusivulla tietoja datan vastaanotosta ja välityksestä graafeissa (KUVIO 
28). 
5.4 Datan analysointi HDInsightilla 
Kun demon datavirta oli saatu onnistuneesti luotua, eli sensoreista saatu 
tieto saapui onnistuneesti Azure Stream Analyticsille IoT hubin kautta, oli 
vuorossa historiallisen datan varastointiratkaisun rakentaminen. Sen 
hetkisellä arkkitehtuurilla sensoreista saatu kaikki tieto varasoitui Blob 
storageen CSV -muotoisina tiedostoina, mutta jotta näiden tietojen luku 
saataisiin käyttäjäystävällisempään muotoon, oli datan jalostus ja siirto 
toiseen muotoon tarpeen. Tähän tarkoitukseen tarjosi Azure Data Factory 
-palvelua ja demon rakennus jatkui sen luomisella. 
Data Factoryn luominen oli suoraviivaista. Ainut tärkeä asia muistaa oli 
luoda se samaan maantieteelliseen sijaintiin kuin resurssiryhmä, jonka alle 
se tulisi. 
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KUVIO 29. Data Factoryn etusivun paneelit 
 
Ensimmäinen askel Data Factoryn sisällä oli linked servicejen luominen. 
Data Factoryn etusivun näkymässä (KUVIO 29) eri osioiden luomiseen 
pääsi valitsemalla ”author and deploy”. Tämän uuden sivun vasemmasta 
ylälaidasta oli valintoja eri uusien komponenttien luomiseksi. Linked 
servicen luomiseksi täytyi valita ”New data store”. Seuraavaksi avautui 
lista kaikista tuetuista data store -tyypeistä. Koska ensimmäiseksi luotaisiin 
yhteys Blob storagessa sijaitseviin CSV -tiedostoihin, valittiin Azure 
Storage. Valinnan jälkeen sivulle avautui näkymä JSON -muotoisesta 
linked servicestä. Siitä puuttui enää täydennetty connection string, joka 
löytyi storage accountin Azuren hallintasivulta. Kun connection string oli 
lisätty, tallennettiin linked service valitsemalla ”deploy”. 
Muut linked servicet luotiin samaan tapaan, mutta tyyppieroista johtuen, 
niiden JSON -määritykset olivat erilaisia. Seuraavaksi luotiin HDInsight on-
demand linked service. Tämä palvelu oli pääsyy Data Factoryn käytölle 
tässä demossa, sillä käyttämällä HDInsightia Data Factoryn sisällä, on sen 
käyttöönotto ja –poisto automatisoitu. Jos demoon olisi luotu itsenäinen 
HDInsight -palvelu, olisi se ollut suurimman osan päivästä tyhjäkäynnillä 
tai sille olisi täytynyt manuaalisesti suunnitella ja luoda systeemi, jolla se 
olisi luotu ja poistettu aina tarpeen vaatiessa. 
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Kun HDInsight linked service luotiin, annettiin sille nimi, versionumero, 
clusterin koko, elinikä, käyttöjärjestelmä sekä linked servicen nimi, jota 
palvelu käyttää tietovarastonaan. Demossa tuoksi tietovarastoksi annettiin 
aikaisemmin luotu Azure Storage linked service. 
Viimeinen luotu linked service oli tyypiltään Azure SQL -taulu. Tämä oli 
historiallisen datan viimeinen säilytyspaikka ja taulu, joka luotiin SQL -
tietovarastoon aikaisemmin. Määritykset tapahtuivat samaan tapaan kuin 
storage account linked servicen kanssa. 
Linked servicejen jälkeen oli vuorossa datasettien luominen. 
Ensimmäisenä aloitettiin luomalla dataset Blob storagessa sijaitsevalle 
datalle valitsemalla ”New dataset” ja valitsemalla tyypiksi Blob storage. 
Avautunutta JSONia muokattiin vaihtamalla datasetin nimi kertomaan, että 
kyseessä oli input eli sisääntuleva data. ”Typeproperties” -avaimen alle 
annettiin tiedoston sijainti. Azure Stream Analytics tallensi tiedostot 
kategorisoiden ne päivämäärien mukaan ja sama voitiin tehdä myös tässä 
JSON -tiedostossa. Lisäämällä uuden avaimen nimeltään ”partitionedBy” 
”filepath” -avaimen alle ja luomalla sille objekteja sisältävän arrayn voidaan 
luoda muuttujia. Näille olioille annetaan nimi ja tyyppi kuten kuviossa 30 
on nähtävissä. Tämän jälkeen näitä muuttujia voidaan käyttää esimerkiksi 
kansion polussa, kuten tämän demon tapauksessa.  
Luotiin kolme muuttujaa: ”year”, ”month” ja ”day” (KUVIO 30). Tämän 
jälkeen nämä muuttujat lisättiin kansiopolkuun täydentämään se 
automaattisesti kulloisen päivämäärän mukaiseksi. Kansiopolun 
määrityksen jälkeen formaatiksi valittiin ”TextFormat” ja ”columnDelimiter” 
-avaimen arvoksi annettiin CSV -tiedoston käyttämä sarakkeen erotin eli 
pilkku. Datasetin linked serviceksi määritettiin aikaisemmin luotu Blob 
storage. Availability eli saatavuus tuli olemaan kerran päivässä eli 
frequency -arvoksi tuli ”Day” ja interval -arvoksi 1. Datasetin rakenteen 
määrittely oli vapaaehtoista, mutta demon tapauksessa tämä lisättiin myös 
määrittelyyn. 
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KUVIO 30. Blob storagen datasetin muuttujat 
 
Samanlainen dataset luotiin myös HDInsightin tuottamalle outputille, sillä 
HDInsight ei demon teon aikaan kyennyt siirtämään prosessoitua dataa 
suoraan SQL -tietovarastoon vaan se täytyi tallentaa takaisin omaan 
alikansioonsa. Ainut ero aikaisemman datasetin välillä oli siis se, että 
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kansiopolku tuli alkamaan eri kansiosta. Demon tapauksessa tämän 
kansion nimeksi valittiin ”filtered” kun taas Stream Analyticsin tuottamat 
tiedostot siirtyivät aina ”unfiltered” -nimisen kansion alle. 
Viimeinen dataset luotiin SQL -tietovarastoa varten. Tämän datasetin 
määritys oli lähes identtinen Blob storagen kanssa. Sen ainoana erona oli, 
että ”typeProperties” -avaimen alla oli vain yksi määritelmä: käytetyn SQL -
taulun nimi. Demon tapauksessa taulun nimeksi annettiin data. Tämä ei 
ollut varsinaisen tietovarastossa sijaitsevan taulun nimi vaan taulu -
tyyppisen muuttujan nimi, jota tietovarastossa sijaitseva stored procedure 
käytti. 
Stored procedure luotiin tietovarastoon siirtämään data lopulliseen 
tietokantatauluunsa (KUVIO 31). Tiedot siirreettiin käyttäen merge -
menetelmää, joka varmisti sen, että duplikaattirivejä ei syntyisi ja että 
täysin tyhjiä rivejä ei tauluun lisättäisi. Data Factoryssä tietojen siirto on 
mahdollista suorittaa myös ilman stored procedureja, mutta tällöin Data 
Factoryn SQL -datasetin tiedon rakenteen täytyy kertoa, mitkä sarakkeet 
siirtyvät tietokantatauluun. 
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KUVIO 31. Tiedon siirtämisessä käytetty stored procedure 
 
Viimeisenä oli vuorossa HDInsightin käyttämän HiveQL -lausekkeen luonti. 
Data Factoryn HDInsight -aktiviteetin ajamat tehtävät annettiin sille 
ulkopuolella sijaitsevan tiedoston muodossa. Demon tapauksessa 
käytännöllisintä oli tallettaa tämä tiedosto samaan Blob storageen, jota 
Data Factory jo käytti. Se käytti Data Factorystä saamiaan muuttujia 
”year”, ”month” ja ”day” tiedostopolun muodostuksessa ja luki tuon 
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päivämäärän alle talletetun CSV -tiedoston tiedot SQL -taulumaiseen 
muotoon. Taulun muodostuksen aikana Hivelle kerrottiin tarpeelliset tiedot 
datan muodosta: ensimmäisellä rivillä ovat sarakkeiden nimet ja 
sarakkeiden erottajana toimii pilkku. Luonnissa annettiin myös polku 
tiedostoon (KUVIO 32). 
 
 
KUVIO 32. Taulun luonti sensoridatasta 
 
Kun tämä virtuaalitaulu oli luotu, luotiin Hivella toinen taulu, jonka 
sisältämän datan se tuli tallentamaan CSV -muodossa erilliseen 
kansioonsa. Luonti oli muutoin täysin identtinen aikaisempaan tauluun 
verrattuna, mutta sen nimi ja tiedostopolku olivat erit. Tiedostopolku kertoi 
tämän taulun tapauksessa sen, mihin taulun tiedot tallentuisivat, kun 
tauluun lisättäisiin rivejä (KUVIO 33). 
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KUVIO 33. Output -taulun luonti 
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KUVIO 34. Datan prosessointi ja talletus 
 
Seuraavaksi tuo output -taulu täytettiin datalla käyttäen aikaisemmin 
luotua taulua lähteenä (KUVIO 34). Tässä vaiheessa tapahtui datan 
filtteröinti: lämpötilan, ilmanpaineen ja ilmankosteuden keskiarvot laskettiin 
joka tunnille. Kun datan siirto valmistui, loi Hive CSV -tiedoston output -
taululle määritettyyn tiedostopolkuun. 
5.5 Historiallisen datan varastointi ja käyttö 
Kun kaikki Data Factoryn palat olivat valmiita, oli aika luoda itse pipeline. 
Oletuksena eteen avautuneessa pipeline JSON -tiedostossa oleellisin osa 
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on ”activities” -avain (KUVIO 35). Tämän avaimen alle määritetään 
jokainen aktiviteetti, joka tullaan ajamaan pipelinessa. Ensimmäinen 
aktiviteetti demon tapauksessa oli HDInsightin ajaminen. Luotiin 
aktiviteettiobjekti, jonka tyypiksi kirjoitettiin ”HDInsightHive”. Tämä kertoi 
Data Factorylle sen, että kyseessä oli suoritettava Hive -kysely 
HDInsightin sisällä. Sen ”typeProperties” -avaimen alle annettiin Blob 
storagesta löytyvän HiveQL -tiedoston sijainti, linked servicen nimi sekä 
omavalintaisesti nimettyjen muuttujien määritykset ”defines” -avaimen alle. 
HiveQL -tiedosto, joka sisältää datan analysointi- ja siirtologiikan, luotiin 
ennen Data Factoryn tekoa ja siirrettiin Blob storageen omaan 
alihakemistoonsa. Defines -määritykset ovat tarpeen, sillä niillä annetaan 
HiveQL -tiedostossa käytettyjen muuttujien arvot eli input- ja output -
taulujen, tai toisin sanoen kansioiden, osoitteet Blob storagessa. 
 
 
KUVIO 35. Pipeline ja sen HDInsight -aktiviteetti 
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Inputiksi annetaan tälle aktiviteetille aikaisemmin luotu Blob storagen input 
-datasetti ja outputiksi output -datasetti. Scheduler eli ajoituksen arvoiksi 
annetaan ”Day” ja 1 eli aktiviteetti ajetaan kerran päivässä. Lopuksi 
aktiviteetti nimetään ja sen linked service määritetään aikaisemmin 
luoduksi HDInsight on-demand serviceksi. 
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KUVIO 36. Toinen aktiviteetti 
 
Toinen aktiviteetti oli HDInsightin generoiman datan talletus SQL -
tietovarastoon. Tämän aktiviteetin tyypiksi valittiin ”copy” eli kopiointi, joka 
on tyypillisin aktiviteettityyppi Data Factoryssä. Erona edelliseen 
aktiviteettiin, tähän aktiviteettiin määritettiin myös tiedot sourcesta eli 
lähteestä ja sinkistä eli päätepaikasta (KUVIO 36). Sinkin alle annettiin 
SQL -tietovarastossa sijaitsevan stored proceduren nimi, jonka aktiviteetti 
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ajaisi. Tuolle procedurelle antoi Data Factory taulukko -tyyppisenä 
muuttujana SQL -tietovarasto datasetin vastaanottaman datan. Stored 
procedure siirsi tuon muuttujan tiedot sen lopulliseen SQL -tauluun. 
Aktiviteetin inputiksi annettiin edellisen aktiviteetin output, joka saa Data 
Factoryn odottamaan edellisen aktiviteetin valmistumista. Outputiksi taas 
annettiin luotu SQL -tietovaraston dataset. Pipeline ajoitettiin alkamaan 
heti saman päivän keskiyöllä. Tämä tarkoitti sitä, että historiallinen data oli 
aina päivän jäljessä. 
Kun Data Factoryn pipeline todettiin toimivaksi, muokattiin jo olemassa 
olevaa Power BI:n työryhmää. Tämän työryhmän alle tuotiin uusi dataset 
eli historiallista dataa sisältävä taulu SQL -tietovarastosta. Tämän taulun 
dataa käyttäen luotiin erillinen raportti reaaliaikaisen raportin rinnalle. 
Raportissa käyttäjä pystyi tarkastelemaan lämpötilan, ilmanpaineen ja 
ilmankosteuden muutoksia pitkältä aikaväliltä tuntitarkkuudella. 
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6 YHTEENVETO 
6.1 Demon vaiheet 
IoT -demoprojektin toteutus lähti käyntiin Raspberry Pi:hin sekä 
Ruuvitageihin perehtymisellä. Raspberry Pi:hin asennettiin viimeisin 
Rasbian -käyttöjärjestelmä ja asennuksen jälkeen siihen ladattiin 
Ruuvitagien kanssa kommunikoimisen mahdollistava kirjasto. Toinen 
projektin kannalta välttämätön kirjasto oli Microsoftin julkaisema kirjasto 
IoT hubille. Koska kumpikin kirjasto oli Python-kielinen, oli näiden kahden 
kirjaston yhdistäminen yhdeksi ohjelmaksi suhteellisen vaivatonta. 
Sensoreiden viestejä välittävä ohjelma rakennettiin IoT hub 
esimerkkiprojektia pohjana käyttäen Raspberry Pi:lle. Ohjelma 
kommunikoi ja välitti sensoreista saatua dataa IoT hubiin silmukassa 
ohjelman sulkemiseen saakka. Tämä ohjelma asetettiin käynnistymään 
automaattisesti Rasberry Pi:n käynnistyessä. 
Azuren pilvipalvelun puolella projektissa käytettiin IoT hubia, Azure Stream 
Analyticsiä, Blob storagea, HDInsighttia Data Factoryä sekä perinteistä 
SQL -tietokantaa. IoT hub oli palvelu, joka vastaanotti laitteen lähettämän 
datan ensimmäisenä. IoT hub ei itsessään säilytä dataa, joten Azure 
Stream Analytics luotiin lukemaan ja siirtämään IoT hubin vastaanottamaa 
dataa muille palveluille. 
Stream Analytics käsittelee sisään- sekä ulostuloreittejä SQL -tietokannan 
taulujen tapaan ja datan siirtämisessä käytetään Transact-SQL -
lausekkeita. Projektissa IoT hubin vastaanottama data siirrettiin kolmeen 
ulostuloon: Power BI:hin streaming datasettinä, SQL -tietokantaan sekä 
Blob storageen.  
Power BI kykeni automaattisesti vastaanottamaan dataa Azure Stream 
Servicestä ja luomaan tälle datalle streaming datasetin. Erona normaaliin 
datasettiin sillä on se, että streaming datasetistä on mahdollista luoda 
”streaming tile” -osioita Power BI workgroupin dashboardille. Nämä ovat 
jatkuvasti päivittyviä, reaaliaikaista dataa ilmentäviä datalaatikoita ja 
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visualisaatioita. 
SQL -tietokantaan siirrettävä data muokattiin ja suodatettiin Stream 
Analyticsin puolella. Koska perinteinen SQL -tietokanta ei sovellu suurien 
datamassojen säilömiseen, siirrettiin suodatettu data sinne vain 
kymmenen minuutin välein. Tämä tietokantaratkaisu luotiin PowerApp -
sovellusta varten, joka ei vielä toteutushetkellä kyennyt lukemaan Blob 
Storagen CSV -muotoisia tiedostoja eikä näin ollen päässyt käsiksi Stream 
Analyticsin generoimaan, reaaliaikaiseen dataan.  
Blob storageen siirrettiin data siinä muodossa, missä se vastaanotettiin 
sensoreista, ja se säilöttiin CSV -tiedostona omaan alihakemistoonsa. 
Alihakemistopolkuna on päivämäärä, jona data vastaanotettiin. 
Tyypillisesti jokaiselle päivälle generoitui yksi CSV -tiedosto, mutta uusia 
tiedostoja luotiin aina, jos yhteys syystä tai toisesta katkesi. 
Koska demossa haluttiin esitellä sekä HDInsighttia sekä Data Factoryä, 
luotiin Azuren pilvipalveluun myös Data Factory ja siihen kerran päivässä 
ajettava pipeline. Tämä pipeline sisälsi useamman eri aktiviteetin: datan 
haun Blob Storagesta, sen käsittelyn ja tallennuksen takaisin Blob 
Storageen on-demand HDInsighttia käyttäen sekä tämän analysoidun 
datan siirtämisen SQL -tietokantaan. HDInsight laski edeltävän päivän 
lämpötilan, ilmankosteuden sekä ilmanpaineen keskiarvot jokaiselle 
tunnille ja tallensi tulokset samaan muotoon, kuin mihin data oli alun perin 
tallennettu. Loppukäyttöä varten, tämä data siirrettiin lopuksi omaan 
tauluunsaa SQL -tietokantaan. 
Aivan lopuksi luotiin demossa kaksi eri loppukäyttäjän palvelua: Power BI 
sekä PowerApp-sovellukset. Power BI esitteli kerättyä dataa käyttäjälle 
erilaisten visualisaatioiden, kuten pylväsdiagrammien sekä taulukkojen 
muodossa. Sen avulla dataa voitiin suodattaa ja tarkastella eri aikaväleillä 
sekä sensorikohtaisesti. Datalähteitä sillä oli kaksi: reaaliaikaista dataa 
sisältävä, suoraan Stream Analyticsistä generoituva streaming dataset 
sekä historiallista HDInsightin muuntamaa dataa sisältävä SQL-
tietokannan dataset. Kummallekkin näistä dataseteistä luotiin omat 
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raporttinsa. Streaming datasetin dataa esiteltiin etusivulla eli dashboardilla 
streaming -laatikoiden muodossa. 
PowerApp -sovellus luotiin demoon esittelemään tätä uutta Microsoftin 
luomaa palvelua, joka mahdollisti mobiili sekä web -sovellusten luomisen 
nopeasti ja ilman ohjelmointia. Sovelluksen käyttötarkoituksena oli antaa 
käyttäjälle mahdollisuus tarkastella jokaisen sensorin eli huoneen sen 
hetkisiä lämpötilan, kosteuden ja paineen arvoja. Sovelluksen oli aluksi 
tarkoitus lukea suoraan Blob Storageen talletettua raakadataa, mutta 
tuolloin PowerApp pystyi lukemaan ainoastaan xlsx-muotoisia tiedostoja 
Blob Storagesta. Azure Stream Analytics taas kykeni tallentamaan 
sensoridatan Blob Storageen vain CSV -muodossa eikä PowerApp 
myöskään ollut sille kelvollinen ulostulo. Näistä ongelmista johtuen, 
sovellukselle luotiin oma SQL -taulu, johon Stream Analytics tallensi dataa 
kymmenen minuutin välein eikä sovelluksen data näin ollen ollut 
reaaliaikaista. Sovellus näytti tästä johtuen datan viimeisimmän hakuajan 
jokaisen sensorin kohdalla. 
6.2 Demon vastaanotto yrityksessä 
Valmistunutta demoa käytettiin myyntityössä, mutta sen rakennetta 
esiteltiin myös yrityksen sisällä sekä Helsingissä järjestetyssä Microsoft 
Flow -tapahtumassa. Demo herätti kiinnostusta, sillä siinä käytetyt palvelut 
olivat demon toteutuksen aikoihin uusia ja IoT -kehitys oli kasvussa.  
Demon tarkoituksena oli esitellä reaaliaikaisen datan tuomia hyötyjä 
yrityksen sisäisen tiedon analytiikassa sekä Microsoftin palveluiden 
helppokäyttöisyyttä. Tarkoituksena oli osoittaa potentiaalisille uusille 
asiakkaille, että yrityksestä löytyy osaamista IoT -alueelta sekä Microsoft 
Azuren uusimmista ominaisuuksista. 
6.3 Lopputulos ja sen arviointi 
Demo koostui monesta eri osasta ja urakka tuntui alussa vaativalta demon 
alkuaskeleilla. Microsoftin luomat palvelut kuitenkin toimivat hyvin 
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keskenään ja niihin löytyi kattava dokumentaatio eikä useimpien 
palveluiden käyttöönotossa ilmennyt suuria ongelmia. Aikaa vievimmät 
ongelmat olivat muissa osa-alueissa: Raspberry Pi:ssä sekä HiveSQL:ssä. 
Demo jäi tilaan, jossa useita pieniä parannuksia jäi tekemättä, kuten 
sensoreiden MAC -osoitteiden kovakoodaus Raspberry Pi:n ohjelmassa. 
Nämä parannuskohteet kuitenkin tiedetään, ja tulevaisuudessa, jos 
varsinainen ratkaisu täytyy toteuttaa asiakkaalle, ne voidaan 
toteutuksessa ottaa huomioon. 
Valmis demo toimi moitteettomasti pieniä satunnaisia vikoja lukuun 
ottamatta. Tuntemattomaksi jääneestä syystä Raspberry Pi lakkasi 
ajamasta ohjelmaa satunnaisin väliajoin. Tämä toistui kuitenkin vain kerran 
tai pari joka kuukausi eikä se näin ollen muodostunut suureksi ongelmaksi. 
Kun Raspberry Pi käynnistettiin uudelleen, jatkoi ohjelma toimintaansa 
jälleen. Toinen ongelma liittyi Beaconeihin, joihin ei Raspberry pystynyt 
aina yhdistämään. Syyksi epäilen etäisyyttä sekä beaconeiden sijaintia eri 
huoneissa kuin missä Raspberry Pi sijaitsi. 
Kaiken kaikkiaan olen lopputulokseen tyytyväinen ja koen, että opin paljon 
sen teon aikana. Demon osista aikaisempaa kokemusta minulta löytyi vain 
Power BI:stä, johon olin aikaisemmin luonut raportteja. En ollut 
aikaisemmin perehtynyt IoT -ratkaisuihin ja tämän demon toteutus sytytti 
mielenkiinnon noita teknologioita kohtaan. Big data oli osa-alue, jota olin 
toivonut oppivani jo pitkään ja tämä demo avasi mahdollisuuden päästä 
tarkastelemaan tuota maailmaa käytännön tasolla. 
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