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Abstract 
Expressions are given for the information matrix of the parameters of the multiple-input single-output time series 
model for correlated and uncorrelated inputs, allowing lags between inputs. The model under consideration is a 
generalization of the multiple-regression model with autocorrelated errors, the transfer function model and the 
autoregressive moving average exogenous (ARMAX) model. The elements of the Fisher matrix are evaluated using 
algorithms developed for the univariate ARMA model. 
Keywords: Information matrix; Multiple-input single-output; Correlated inputs 
1. Introduction 
This paper is concerned with the computation of the Fisher information matrix of the 
parameters of the multiple-input single-output (MISO) model in the case of correlated and 
uncorrelated inputs. 
Regression models with more than one exogenous variable and transfer function models [2] 
are special cases of the MIS0 structure. The asymptotic variance of transfer function models is 
considered in [6]. In [7] closed-form matrix expressions for the Fisher information matrix of the 
parameters of a Gaussian multiple time series are given. The method outlined in [7] provides 
equations in function of the elements of the autoregressive and moving average matrices. In [l] 
the Toeplitz type characteristic of the Fisher information matrix is stressed. 
The method used in this paper could be compared with Whittle’s [S] formula for the Fisher 
information matrix of the parameters of a time series model. 
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2. The information matrix of the MIS0 model 
Consider the multiple-input single-output (MISO) model defined by the equation 
A(s-‘) Bl(cr’> uq-l) qq-‘) 
F&l) yw = Eqq-l) w + * * - + Em(q-l) %nw +D(q_‘) 4t>, (2.1) 
where y(t) is the output variable, ui(t>, . . . , u,(t) are the input variables, {e(t)} is a white-noise 
process with zero mean and standard deviation o,, A(q-l), B,(q-‘j,..., B,(q-l>, C(q-‘), 
F(q-9, EJq-9,. . . , E,(q-l>, D(qvl> are polynomials in the unit delay operator q-l. 
We use lower-case letters for denoting coefficients, e.g., A(qpl) = a, + a,q-’ + . * * +akqek. 
The input variables are driven by ARMA processes: 
udt> = 
Hl(C’) Hm(4P) 
Gl(q-l)ul(r)~“‘.u,(t) = Gm(q-l) %I@), (2.2) 
where {u,(t)), . . . ,Iu,(tN are white-noise processes with zero mean and standard deviation 
u3; j = 1,. . . , m, e(t) is uncorrelated with the uj(t)‘s, Hj(4-l) and Gj(qpl> are polynomials in 
It is assumed that 
: CO, = G,(O) = . . 
A(O) = C(O) = D(O) = E,(O) = . . * = E,(O) = F(O) = H,(O) = * . * = 
* = G,(O) = 1, but B,(O), . . . , B,(O), the regression coefficients, are gener- 
al;; different from 0 or 1. All polynomials are assumed to have their roots outside of the unit 
circle and there are no common roots. The information matrix is not invertible if the latter 
assumption is not fulfilled. Let 0 be the vector of all the parameters to be estimated. The 
asymptotic covariance matrix of 6 is given by the inverse of the Fisher information matrix 
.v~~J(~, where IZ is the number of observations. In this paper analytical expressions are given 
for evaluating $6) both for correlated and uncorrelated inputs where 
We delete the arguments of the polynomials for convenience. Differentiating (2.1) successively 
with respect to 0 yields 
a+) 4-Q 
- = ,,y(t), 
a40 q-kAD 
hi 
- = -xy(t), 
afk 
ae( t) q-‘sB,D a+) q-w 
- = E2C u,(t)7 -&- = -- 
a+> q-p 
- 
aes 1 s w 
c 4th 
‘S % 
= ye(t). 
(2.4) 
All indices involved in (2.4) go from 1 (except for the b’s where it starts from 0) to the 
respective order of the corresponding polynomial. The autocovariance with lag T of the 
stationary process y(t) is denoted by R,,(T) and is assumed to be absolutely summable: 
C, 1 Ry(7)j < 00. Its Fourier transform 
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is the spectral density and it provides a spectral representation of R&r) since 
Ry(~) = /r e-i’ofY(w) do. 
-r (2.6) 
A vector-valued linear process can be described as 
x(t)= gQj(@)u(t-.i)> e IIQ(@)II’<~~ (2.7) 
j=O j=O 
where x(t) and u(t) are mean-zero vector-valued processes and the coefficients Qj<@> are 
matrices and where II . II is an appropriate matrix norm [3]. It is further assumed that 
2 II Qj(@) II < cc,> 
j=O 
so that system (2.7) is stable. The transfer function of system (2.7) is defined as follows: 
Q(Z) = 2 Qj(@)Z’, 
j=O 
where z is an arbitrary complex variable and the spectral density matrix f(o) of (2.7) is 
f(w) = Q(eiw>.fu(~)QT(e-iw), (2.8) 
where fJw> is the spectral density of the process u(t). We will now consider two propositions 
which will be used in subsequent parts of this paper. 
Proposition 1. Consider the following correlated vector stationary processes: 
Y@> =H,(4_‘)u,(t),...,y,(t) =f&(4-1)Uk(q, (2.9) 
and define 
Y(f) =Y*(t) + . . * +Yk(q, (2.10) 
where H1(q-l),..., H,(q-‘1 are stable filters and u,(t), . . . , u,(t) are correlated inputs. The 
spectral density of (2.10) is then 
(2.11) 
m=l j=l 
where fUm,,(m) is the cross spectral density of U, and uj* 
proof. We derive the autocovariance with lag 7 of (2.10): 
R,(r~~g[~~ym~t+i~]~~~y~~t~]~~[~~~~mtum~t+~~1~][~~~o~~Uj(t~V~ 
k k m m 
= c c c ~HmJu,u,(~-1++-f$ 
m=l j=l I=0 u=O 
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where 17 = T - 1 + u and (2.11) is established. 0 
Proposition 2. Consider the stationary process described by 
y(t) =H,(q-‘b(t) +H&-‘)e(t), 
where the error of observation e(t) is not correlated with the input u(t); then, 
f&4 =4W”)fuW 
Proof. Relation (2.12) can be proved analogously as in Proposition 1. 0 
We will show how the element Japak is 
considered: 
(2.12) 
derived. The following cross spectral density is 
Bj(eiw) Hj(eio) 
Ej(eiw)Gj(eiw) 
When u,(t), . . . , u,(t) are not correlated, the element of the Fisher information matrix is then 
In the case of correlated inputs and by applying Proposition 1, 
(2.14) 
For computing the cross spectral density in (2.14), we assume the noise of the inputs to be 
related by 
V,(t) =pjluj(t -rljl) +Ejl(t) =pjlq-~‘~vj(t) +~jl(t), (2.15) 
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where the residual Zjl(t) is not correlated with uj(t>. The input u,(t) can be expressed in 
function of the input uj(t> by exploiting (2.15) as follows: 
u,(t) = pj[q-“J’ 
H,(q-‘) H,(C) _ 
~~(~-1) uj(t) •+ ~~(~-1) Ejr(t) 
= pjlq-qjl 
Hl(q-‘) Gj(q-‘) 
G/(q-l) Hj(q-‘) dt) + 
H,(q-l) _ 
~~(~-1) Ejl(t)’ (2.16) 
Since z[u~(~)C~,(S)] = 0, Vt, s and in virtue of Proposition 2, 
(2.17) 
so that for correlated inputs 
Z aE(t) a4t) 
[ 1 l aa, aa, = - # 2Ti 1~1~1 =k-P 
X ~ ~ U~pj~Z”’ 
BI(Z)Bj(Z-‘)H~(Z)Hj(Z-‘) 
Z=l j=l E,( Z)Ej( Z-l)G,( Z)Gj( Z-‘) 
(2.18) 
The case of uncorrelated inputs is a special case of the correlated inputs where pi, = 1 and 
Vj[ = 0. 
It is worth pointing out that a form similar to (2.17) and (2.18) can be obtained by just 
considering the covariance z?[ UI( t ) Uj( t - qjl)]. 
3. Elements of the matrix J(O) 
In this section we give expressions of all the elements of the matrix $0) for correlated 
inputs. Like JopQk which is formulated in (2.181, the following elements also involve a double 
sum: 
9 
a,fk 
= 
BI(Z)Bj(Z-‘)H~(Z)Hj(t-‘) 1 dz 
I=1 j=l ,FI(z)Ej(z-‘)Gl(z)Gj(z-‘) +%l(z)F(z-‘) z ’ i- 
(34 
Zi-k 
X ~ ~ U~pjlZ”’ 
B,( Z)Bj( Z-‘)H,( Z)Hj( Z-‘) 
I=1 j=l E,( t)Ej( Z-l)GI( Z)Gj( Z-‘) 
(3.2) 
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The following elements are expressed by using a simple sum: 
B~(z)H~(z)B,(z-‘)H,(z-l) 1 D(z) ’ dz 
E,(z)G,(z)E,“(z-‘)G,(z-‘) A(z) c(z) y’ I I 
(3.4) 
2Bl(z)Hl(z)Bn(z-‘)Hn(z-1) dz 
J1fiA.k = El(z)Gl(z)En”(z-‘)Gn(z-l) z ’ 
P-6) 
Some of the following expressions are very similar to those encountered for univariate ARMA 
models: 
D(z) 2 I I Hn(z)Hp(z-l) dz Pnpz(j+snp-k) - C(z) G,(z)GJz-‘)E,(z)E,(z-l) z ’ 
2 
J 
u; 
bn,je,,k = # 
H (z)H (z-l)Bp(z-‘) 
-- 
27ri 1~1~1 c,(z;c,(z~l)E,(z)E,‘(z’) 
dz 
- 
z ’ 
J 
u; 
# 
2 Hn(z)B,(z)~p(z-‘)Hp(z-l) dz 
=- 
en,iep,k 2+ lZl=l c,(z)E,‘(z)GJz-‘)E,‘(I-‘) z ’ 
dz 
Jl = _- a,>=!i z ’ 
Z 
j-k dz 
L!l 
A(z)D(z-‘) z ’ 
Zj-k dz 
F(z)C(Z-‘) z ’ 
J 
cjTck 
1 2 dz a: 
= Gi 
i-k _ _ I I C(z) z ’ 
P-7) 
(34 
(3.9) 
(3 .lO) 
(3.11) 
(3.12) 
(3.13) 
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J 
d 
d,,d, = !Gz 
(3.14) 
=i-k dz 
J c,,dk = C(z)D(z-‘) Y’ 
(3.15) 
=i-k dz 
‘f,,dk = F(t)D(t-‘) 2 ’ 
(3.16) 
Finally we have 
,II~J n/k = h,,,dk = &“,,ck = &,,,dk = O* (3.17) 
Each of the circular integrals can be evaluated using the algorithms discussed in [4,5]. 
4. Some concluding remarks 
The model considered in this paper and described by (2.1) and (2.2) can also be represented 
in the following matricial form (for typographical brevity we delete the operator q-l): 
= 
1 AE, . . * E,D -B,E, a.* E,DF .*. -B,E, * *. Em_, DF\ I Jw \ 
0 Gl . . . 0 UlW 
\ 0 0 
CE, . . .E,F 0 +a. 0 
0 H, ... 0 
0 0 . . . H, 
. . . 
/ 
E(f) 
VlW 
%W 
G?l J \%W J
(4-l) 
The representation given above is equivalent with the vector mixed autoregressive moving 
average time series model. However, in (4.1) some elements of the matrices involved are 
products of polynomials. Consequently the method in [7] cannot directly be applied for MIS0 
models. 
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