In this paper we consider the following two types of nite acceptance of in nite words by nite automata: An in nite word is accepted if and only if there is a run on input for which an accepting state is visited at least once or at least once but only nitely often. The resulting classes of regular !-languages are characterized by language-theoretic means, and they are positioned into the known hierarchies of regular !-languages.
Languages of in nite words (so-called !-languages) were introduced by B uchi B u62] and investigated the classes of !-languages accepted by nite automata when an in nite word (!-word) is accepted i an accepting state is visited at most nitely many times (including never). In particular, it was shown there that for completely speci ed, deterministic automata this class coincides with the class of complements of !-languages accepted by deterministic B uchi automata having a single accepting state. In this paper we consider mainly the following kind of nite acceptance of in nite words by nite automata: an in nite word is accepted if and only if there is a run on input for which an accepting state is visited only nitely often but at least once. This corresponds in a way to the unfair behaviour of processes where an action continuously enabled from some moment on is carried out only nitely many times (cf. Fr86]). It turns out that this type of acceptance essentially di ers from all previously known ones, that is, except for the case of incompletely speci ed nondeterministic automata, de nes new classes of accepted !-languages. Moreover, in contrast to the classes de ned by the basic types of acceptance introduced in La69] and SW74], none of these new classes are topologically characterizable.
The investigation of !-languages accepted in the above described way is closely related to the investigation of !-languages accepted by in nite runs containing at least one accepting state. Therefore, we study both types of acceptance in parallel, thereby recalling some previously known results (cf. La69], TB70], SW74], St76], Wa76] and TY83]). The paper is organized as follows. In the next section we present some necessary notation and a short introduction into basic concepts of our paper. Then Section 2 starts with the de nition of nite acceptance. Here we also introduce some fundamental relationships between the classes of !-languages accepted by the various modes of nite acceptance, in particular, we prove a projection lemma linking deterministically and nondeterministically accepted !-languages.
Subsequently, in Section 3 we deal with language-theoretical characterizations of the previously de ned classes of !-languages. We obtain several inclusion relations between them and a relation to the classes investigated by Yamasaki and Moriya ( MY88] and Ya89]). The aim of the fourth section is to show that all the presented inclusion relations are proper and further ones do not hold. We prove here also that some of the classes do not possess natural closure properties with respect to union and intersection.
1 Notation and basic properties of !-languages In this section we introduce the notation used throughout the paper. Further we give some basic results from the theory of !-languages which are necessary for our investigations. Additional information on the theory of !-languages can be obtained from the quoted above papers.
By IN = f0;1;2;:::g we denote the set of natural numbers. We consider the space X ! of in nite strings (sequences) on a nite alphabet of cardinality cardX 2. We may consider a 2 X ! also as a mapping : f1;2;:::g 7 ! X, thus (n) is the n th letter (n > 0) of the sequence 2 X ! . By X we denote the set (monoid) of nite strings (words) on X, including the empty word . For w 2 X and b 2 X X ! let w b be their concatenation. This concatenation product extends in an obvious way to subsets W X and B X X ! . We mention here that Borel classes are also closed under ( nite) union and intersection.
An automaton is a quadruple A = (X; Q; I; ) where Q is a ( nite) set of states, I is a nonempty subset of Q (the initial states), is a mapping of Q X into P(Q) := fQ 0 : Q 0 Qg (the transition relation).
A is said to be totally de ned if (q; x) 6 = ; for each pair (q; x) 2 Q X, and A is said to be deterministic if I = fq 0 g and there is at most one state in (q; x). Whenever A is deterministic, the single state contained in (q; a) is also denoted by f(q; x), and we shall also write A = (X; Q; q 0 ; f) instead of A = (X; Q; I; ). We extend in the usual way to a mapping : Q X ! P(Q): We mention some properties of the class of regular !-languages. 2. There is a (partially de ned) nite automaton A = (X; Q; I; ) such that F = f : run A ( ) 6 = ;g, that is, F = T ! (A; Q). 3. There is a (partially de ned) deterministic nite automaton A(X;Q;q 0 ; f) such that F = f : run A ( ) 6 = ;g, that is, F = T ! (A; Q). We remark here that the classes of !-languages TDB y and TB y , where y is one of the letters e or f, depend on which alphabet X we choose, e.g. fa;bg ! 2 TDB e if X = fa;bg, but, as we shall see later, fa;bg ! 6 2 TB e if X = fa;b;cg.
The B e -classes de ned here were investigated before in TB70], St76], Wa76], but as they have close connections to the B f -classes it is useful to derive their properties in parallel.
Since for a totally de ned nite automaton A = (X; Q; I; ) the identity
holds, the following characterization of the classes TB e and TDB e is immediate. Example 1 Consider the partially de ned automaton A 1 = (fa; bg; fq 0 ; q 1 g;q 0 ; f) where f(q 0 ; a) = q 0 ; and f(q 0 ; b) = f(q 1 ; a) = q 1 :
Then B e (A 1 ; fq 1 g) = aa ba ! which is obviously not in TDB e .
2
Example 2 For the fully de ned automaton A 2 = (fa; bg; fq 0 ; q 1 ; q 2 g;q 0 ; f) where f(q 0 ; a) = f(q 0 ; b) = q 1 ; f(q 1 ; a) = f(q 2 ; a) = q 2 ; and f(q 1 ; b) = f(q 2 ; b) = Proof. Let 
Q.E.D.
We mention still the following easily veri ed closure properties of the \nondeterministic"
classes TB e ; B e ; TB f and B f , respectively. Property 8 The classes TB e ; B e ; TB f and B f are closed under union and projection.
It is well-known (see e.g. EH93], St84], St93], WS77]) that the !-languages accepted by deterministic and nondeterministic automata in several classes can be related using so-called projection lemmas. Here we show that this is also true in the case of the B eand B f -classes. Our proof follows the line of x 4 in St76] where this result was shown for B e -classes.
Lemma 9 (Projection Lemma) Let y be one of the letters e, or f, and let E 2 B y (E 2 TB y , respectively). Then there are an alphabet Q and an !-language L (X Q) Q.E.D.
Next we give a relation between the classes of !-languages accepted by totally de ned and partial deterministic automata.
Lemma 10 Let y be one of the letters e, or f. Then for every L 2 DB y there are an E 2 TDB y and a closed regular !-language F such that L = E \ F :
Remark. As we shall see later in Example 3 for the class DB f the converse does not hold.
Proof. Let A = (X; Q; q 0 ; f) be a partial deterministic automaton. We complete A by introducing a dead sink s whenever f(q; x) is not de ned, that is, we de ne A 0 := (X; Q fsg;q 0 ; f 0 ) where s 6 2 Q, and f 0 (q; x) := ( f(q; x) ; if f(q; x)is de ned, and s ; otherwise.
In As an immediate consequence we obtain.
Corollary 11 The class DB e is closed under intersection.
The !-language T ! (A; Q) from the rst part of the proof of Lemma 10 is a closed !-language containing B y (A; D). Thus A(B y (A; D)) A(T ! (A; Q)), and we obtain the following su cient condition for !-languages in DB y to be already in TDB y .
Corollary 12 If A(L) = X and L 2 DB y then L 2 TDB y .
Proof. Since A is deterministic, A(T ! (A; D)) = X implies that A is totally de ned. Q.E.D. 
In a similar way as in the direction 1: =) 2: of the proof of Proposition 14 we get a language-theoretical representation of the !-languages in DB f .
Proposition 16 Let E 2 DB f . Then there are an n 2 IN and pre x-free and regular languages W i ; V i X n f g and regular languages U i X (1 i n) such that
If, moreover, E 2 TDB e then U i = X for all i = 1; : : : ; n. Proof. Let A = (X; Q; q 0 ; f) be a deterministic automaton and D be a subset of Q. W q := fw : w 2 X n f g^f(q 0 ; w) = q^8v( < v < w ! f(q 0 ; v) 6 = q)g; V q := fw : w 2 X n f g^f(q;w) = q^8v( < v < w ! f(q 0 ; v) 6 = q)g; and U q := fv : v 2 X ^f(q;v) is de ned)g (When A is totally de ned U q = X .)
Q.E.D. 
Thus we obtain the following.
Corollary 17 Let E 2 TDB f . Then there are an n 2 IN and pre x-free and regular languages W i ; V i X n f g; (1 i n) such that
As Since the product of two pre x-free regular languages is again a pre x-free and regular language, from the language-theoretic characterization of the classes TDB e and DB e (Proposition 14) one easily obtains that both classes are closed under premultiplication by pre x-free regular languages. Though the language-theoretic characterizations of the classes TDB f and DB f are not as satisfactory as the ones for TDB e and DB e , each of the mentioned classes is closed under premultiplication by pre x-free regular languages.
Proposition 19 Let W X be a pre x-free and regular language, and let E X ! be an !-language in DB f (or TDB f respectively). Then W E 2 DB f (2 TDB f respectively).
Proof. If W f g the assertion is obvious. Let A = (X; Q; q 0 ; f) be a deterministic automaton such that E = B f (A; D) for some D Q. Since W 6 f g is pre x-free and regular, W = T(B; fs + g) for some totally de ned nite deterministic automaton B = (X; S; s 0 ; g) and some s Utilizing the Projection lemma we obtain immediately the following closure property of the class TB f .
Corollary 20 The class TB f is closed under premultiplication with regular languages.
Although the above Proposition 16 does not give a full characterization of the classes DB f or TDB f , the following proposition shows that a subclass of !-languages satisfying this characterization belongs to DB f or tdb f , respectively Proposition 21 Let W; V X n f g be pre x-free regular languages, and let U X Assume now W 6 = ;, V 6 = ; and U 6 = ;. Since W; V X nf g are pre x-free and regular, V = T(B; fs + g) and W = T(C; fz + g) ) for some totally de ned nite deterministic automata B = (X; S; s 0 ; g) and C = (X; Z; z 0 ; h) and states s + 2 S n fs 0 g;z + 2 Z n fz 0 g. Furthermore, we assume that g(s; x) 6 = s 0 for all s 2 S and x 2 X.
Without loss of generality we may assume U = A(U) and A = (X; Q; q 0 ; f) be a partially de ned deterministic automaton such that U = T(A; Q). Then A is not totally de ned unless U = X . 
In order to verify that all inclusions presented are strict and that other inclusions do not hold we mention the following items.
1. In view of X a Lemma 22 Next we show that that TB f does not contain REG(X ! ) \ F. To this end we investigate the relation of an !-language E 2 TB f to the smallest closed !-language containing E, C(E) = lsA(E).
Lemma 25 Let E X ! and E 2 TB f . Then for every 2 E there is a pre x w < such that w X ! lsA(E).
Proof. Let E = B f (A; D) for some nite automaton A = (X; Q; I; ) and some D Q. If 2 E there is an accepting run r 2 run A ( ). Let w < such that r(jwj) 2 D. If w X ! E we are done. Otherwise consider an arbitrary 2 w X ! n E.
Since A is totally de ned there is a run r 0 2 run A ( ) such that r(i) = r 0 (i) for i = 1; : : : ; jwj. According to Lemma 22 there is a v 1 such that w v 1 < and r(jwj) 2 (r(jwj); v 1 ), and using the second part of Lemma 22, we obtain w v 1 0 2 E when w 0 = .
Replacing successively w by w v 1 : : : v i for i = 1; 2; : : : and repeating this argument, we get a family (w v 1 v i 0 ) i=1;2::: E converging to , that is, A( ) S i=1;2::: A(w v 1 v i 0 ).
Hence 2 lsA(E).
Q.E.D.
Corollary 26 If F 2 TB f and F is closed then F is also open.
In particular, our corollary veri es that for ; 6 = Y X the closed !-language Y ! does not belong to TB f . Finally, we are going to show that neither the class TB f nor its union with DB f are closed under intersection. To this end we derive a third technical lemma.
Lemma 27 
