Abstract. We study different solutions of the so-called blind source recovery (BSR) problem: Given an m-dimensional mixture random process x(t) and an m × n mixing matrix A, solve the underdetermined equation x(t) = As(t) + e(t) with the unknown n-dimensional source process s(t) and noise e(t). For simplicity, we will assume that the processes are i.i.d. Moreover, s(t) has to satisfy additional assumptions such as independence or sparsity, and depending on these properties the above equation has a unique solution or reduced indeterminacies. We recall two BSR algorithms based on one of these two criteria. After discussing their properties, we show that they can be fused together in order to recover sources from a combined model. Simulations on artificial and real-world data shows the feasibility of the proposed algorithm.
INTRODUCTION
A typical application of the BSR problem lies in overcomplete blind source separation (BSS), where also the mixing matrix A is unknown. It has been shown that under slight restrictions to s(t) the matrix A is determined uniquely by x(t) except for trivial indeterminacies in both the case of independent s(t) and the case of high sparsity [1] . Often, overcomplete BSS algorithms work in a two-step framework [2] : they first recover A and then perform BSR to recover the sources.
A common BSR algorithm is based on the Bayesian approach: first a prior is fixed on s(t), usually a Laplacian prior, which induces sparseness. Maximizing the posterior likelihood of s(t) in the above linear model then leads to a unique solution in most cases, but it may differ strongly from the original sources s(t). If s(t) is known to be of high sparsity, another more direct approach based on linear subspace detection again leads to unique solutions, which equal the sources except for scaling [1] .
In real situations the sparsity of the sources is unknown; the subspace algorithm however can detect time instants in which the high sparseness is not given. In this paper, we therefore suggest combining both approaches depending on the detected sparseness.
BLIND SOURCE RECOVERY
The goal of (linear ) blind source recovery (BSR) is to recover the n-dimensional random vector (in the case of i.i.d. processes) s given the m-dimensional random vector x := As and A. Note that we assume e(t) = 0, i.e. vanishing noise as the most likely estimate (maximum-likelihood) given white Gaussian noise e(t). In practice some sort of smoothing is necessary to deal with high noise levels. We further assume m < n, otherwise the problem is trivial. Also, we want to have m > 1 in order to be able to use multivariate statistics -in the case m = 1 other assumptions have to be made.
By definition for each sample x(t) an element from the at least (n − m)-dimensional affine linear subspace A −1 x(t) has to be chosen. Additional constraints are necessary, and two such constraints are
• stochastical independence of s -if also A is unknown (→ BSS), this leads to the problem of overcomplete independent component analysis, and much work has been carried out in this field, see for example [3, 4, 5] and references therein -or • sparseness of s. In our context, this is defined as s(t) having at most m − 1 nonzero elements for any t. In the BSS case, this is denoted as sparse component analysis, see [1, 6] .
In the following we will present algorithms that use one of the above two conditions (which are mutually exclusive except in the case of deterministic signals). These can then be used to recover the sources also in BSS in a two step framework, as mentioned in the introduction.
Before doing so however, we want to note that if A has been recovered by a BSS algorithm, it can only be unique up to right permutation and scaling. Hence without loss of generality it is often assumed that the columns of A have unit length. Also, if two columns were to be linearly dependent, the two sources would only contribute to the same mixtures in equal terms and could therefore not be recovered separately. Altogether this leads to the additional assumption of A having mutually linearly independent columns. In particular A has full rank, and A −1 x(t) has the affine linear dimension n−m.
In order to make the search in this space well-defined, an often used [3, 4] assumption can be derived using the independence criterion from above and an additional prior, as will be shown next.
Bayesian BSR
Considering x = As, i.e. neglecting any additional noise, x can be imagined to be determined by A and s. Hence the probability of observing x given A and s can be written as P(x|s, A). Using Bayes Theorem the posterior probability of s is then given by
the probability of an event of s after knowing x and A. A standard approach for reconstructing s is the maximum-likelihood algorithm which means maximizing this posterior probability after knowing the prior probability P(s) of s. Using the samples of x one can then find the most probable s ∈ A −1 x. In terms of representing the observed sensor signals x in a basis {a i } this is called the most probable decomposition of x in terms of the overcomplete basis of R m given by the columns of A.
Using the posterior of the sources P(s|x, A), we can obtain an estimate of the unknown sources by solving the following relation s = arg max x=As P(s|x, A) = arg max x=As P(x|s, A)P(s) = arg max x=As P(s), where we have used the fact that we are in the no-noise case i.e. that x is fully determined by s and A. Note that so far this maximum may not be unique.
If we assume P(s) to be an independent Gaussian distribution, this leads to
Interestingly, this least-square minimization problem is solved uniquely by a linear operation, the pseudoinverse A + = A (AA ) −1 . Often density assumption with higher kurtosis are made, such as that P(s) is assumed to be independent Laplacian (P(s i ) = a exp(−|s i |), which leads to s = arg max x=As exp(−|s 1 | − . . . − |s n |) = arg min x=As s 1 Uniqueness of S holds as well in this case, see for example [2] , lemma 5.1. Algorithmically, s(t) is defined as the vector in A −1 x(t) with minimal l 1 -norm. It can be recovered using a constrained linear optimization problem, which we will solve using linear programming.
Sparse BSR
In this section we will show that sources can also be recovered based on sparseness, or to be more precise under the conditions that i. each realization of the sources S ∈ R n is k-sparse in the sense that it has at most m − k nonzero elements, and that ii. the mixing matrix A has the property that any square m × m submatrix of it is nonsingular.
If the second property is not fulfilled, similar to the independence case, n could be reduced without changing the observed mixtures in the case of BSS, so this assumption is not very strong. However, sparsity as defined above is: it also leads to uniqueness, however without having to impose a rather arbitrary prior:
Theorem 1 (Uniqueness of sparse representation). Let H be the set of all x ∈ R m such that the linear system As = x has a solution with at least n − m + k zero components. If A fulfills (ii), then there exists a subset H 0 ⊂ H with measure zero with respect to H such that for every x ∈ H \ H 0 this system has no other solution with this property.
Proof. See [1] , theorem 3.
This sparse BSR algorithm is depicted in algorithm 1. Note that in the case of blind source separation, i.e. if A is also unknown, it can be shown that given only the data set X (that has to be sufficiently rich, see [1] ) even the matrix A can be recovered uniquely, see [1] , theorem 1. Then of course also the sources are determined uniquely according to the previous theorem. Hence these results are much stronger than in the case of overcomplete independent component analysis, which assumes independence of the sources instead of sparsity. 
Algorithm fusion
Our main interest in this paper lies in the combination of l 1 -minimization and sparse BSR. The recovered density pŝ in the l 1 -minimization case can be seen to be concentrated in the coordinate hyperplanes, exactly as the 2-sparse sources. Indeed l 1 -minimization always gives m-sparse recoveries, i.e. recoveries with m nonzero elements, whereas sparse BSR reconstructs sources of sparsity at most m − 1. Depending on the application the first is more general whereas the second one gives more precise results if sparsity holds (because l 1 -minimization has to impose additional constraints to recover the sources).
As data sets usually never follow one or the other model too closely, an extension to broader models is always preferable. Therefore we want to now allow the sources at any realization to follow one of the two models, but we do not allow us to know which one.
If we knew some model probability, we could use a weighting algorithm to make the model choice for any x(t), but also this is not given.
However, sparse BSR has the nice property that it can detect whether its application was successful or not: by measuring the minimal distance of x(t) to the set H (A) of hyperplanes produced by A, we get a criterion telling us whether the sources at s(t) follow the sparse model or not! Therefore, for x = 0 define the normalized distance
where n H denotes a normal vector of the hyperplane H. Note that by definition 0 ≤ d(x, A) ≤ 1. Let us now fix δ ∈ [0, 1]. We define fused BSR with threshold δ to be the recovery
This algorithm combines the advantages from both assumptions. It uses the fact that sparse BSR can detect sparse models in order to switch between its two states. Hence it should be better fit to solve real-world applications, which will be analyzed in the following.
EXPERIMENTAL RESULTS
In this section, we present some results of applying the fused algorithm to artificial and real data.
In our first simulation, we consider two 4-dimensional source data sets s γ and s σ with 100 i.i.d. realizations. The first data set s γ contains samples drawn from an independent high kurtotic gamma distribution (p(s) ∝ exp(∑ 4 i=1 |s i | γ ) with fixed γ > 1). The second data set s σ consists of 2-sparse sources i.e. sources where only two coefficients are nonzero at any realization. These two coefficients were drawn from a uniform (in
In order to analyze the behavior of the various algorithms on either high-kurtotic or (m − 1)-sparse data, we generate a composition random vector s (1−α)γ+ασ , which again consists of 100 samples, α percent out of which are drawn from s γ and the rest from s σ . The 4-dimensional sources are mixed to 3 dimensions using matrices A with entries uniformly drawn from [−1, 1]; the matrices were then normalized to unit length of the column vectors.
To recover the sources, we use l 1 and l 2 (pseudoinverse) minimization algorithms as well as the sparse BSR algorithm 1. The comparison of the sources s with the estimated sourcesŝ is performed by comparing the mean of the norm of the difference: Figure 1 shows the result for varying α ∈ {0, 0.1, . . . , 1}. Each value gives the mean difference over 20 runs, where the mixing matrix was varied as detailed above. mean difference E(d(s,ŝ) ) FIGURE 1. Algorithm performance when applied onto a 3-dimensional mixture of 4 sources (gamma or sparse distributed depending on the weight value α). The mean of d(s,ŝ) is taken over 20 runs of random mixing matrix initialization.
As expected l 1 -norm minimization outperforms the sparse BSR algorithm in the highkurtotic independent source case, whereas the sparse BSR algorithm is superior (even perfect) to the other ones in the case of precisely 2-sparse sources. It can further be seen that at values of roughly larger than α ≈ 0.3, the sparse BSR algorithm starts winning over l 1 -norm minimization. In all cases, pseudoinverse BSR performs badly, which stems from the fact that the source data is highly non-Gaussian.
It should further be noted that in terms of calculation time, pseudo inverse multiplication is by far the fastest, due to its linear nature. Sparse BSR still is about 10 times as fast as the l 1 -norm minimization; this result of course depends strongly on the used implementation for linear programming (here standard functions of Matlab were used).
In the next step of the simulation, we analyze fused BSR performance depending on the normalized hyperplane distance threshold δ . Figure 2 shows this analysis. The simulation was carried out for δ ∈ {0, 0.02, . . . , 0.2} and mean and median were taken over 100 runs of random matrix initialization each. From the figure, we estimate that δ = 0.02 seems to be a good candidate of a fusion parameter for the algorithm.
The fused BSR algorithm with this estimated parameter is now applied to the previously used data from figure 1. In figure 3 the performance of this algorithm is given for varying proportion α of gamma and sparse data. Here mean and median were again taken over 20 runs per α. Comparison with figure 1 shows that the enhanced algorithm indeed outperforms the other algorithms at any mixture quantity α.
We finish with a real-world example. Consider the mixture of four speech sources as shown in figure 4 (4500 samples of speech, roughly one second long). The spoken words are different (articulated by two different speakers) and can hence be taken to be mostly 
mean distance d(s,ŝ)
SIRs * of recoveries and sources l 1 -norm minimization 0.13 8.3 dB 2.9 dB 3.2 dB 10.8 dB l 2 -norm minimization 0.16 8.7 dB 3.0 dB 3.6 dB 10.9 dB sparse BSR 0.13 7.7 dB 3.5 dB 3.9 dB 8.6 dB fused BSR (δ = 0.02) 0.12 8.6 dB 3.3 dB 3.8 dB 11.1 dB * signal to interference ratios independent; due to silence intervals in speech, sparse data points can also be expected in the data set. with normalized columns. See figure 4 for a plot of the mixtures. In order to recover the sources, we apply the four different BSR algorithms from above. Again the fused BSR algorithm performs best. 55% of all samples were detected to be non-plane points and hence recovered using l 1 -norm minimization. This indicates that the fusion of the sparsity and the Bayesian approach can lead to an improved separation.
CONCLUSION
We have put the two pseudo-inversion algorithms l p -norm minimization and sparse BSR into a broader framework, and have studied their properties. This leads to a fusion of the two algorithms, which performs better in simulations and examples. If additional information in the data set is available, this is reflected in the model by not requiring the processes to be i.i.d. anymore. For future work in this case, we are planning to examine sparsification approaches such as short time fourier transformation or wavelet decomposition to enhance sparsity and hence BSR performance.
