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Vers une modélisation des écoulements dans les massifs très fissurés
de type karst :
étude morphologique, hydraulique et changement d’échelle
Résumé
Les aquifères fissurés de type karst contiennent d’importantes ressources en eau.
Ces aquifères sont complexes et hétérogènes sur une gamme d’échelles importantes.
Leur gestion nécessite l’utilisation d’outils et de méthodologies adaptés. Dans le cadre
de cette étude, différents outils et méthodologies numériques d’étude ont été dévelop-
pés pour la modélisation des aquifères karstiques, et plus généralement, des milieux
poreux très fissurés 2D et 3D - en mettant l’accent sur la morphologie et sur le compor-
tement hydrodynamique du milieu à travers la notion de changement d’échelle ("second
changement d’échelle", reposant sur un modèle d’écoulement local de type Darcy et/ou
Poiseuille avec quelques généralisations). Plusieurs axes sont explorés concernant la
morphologie du milieu poreux fissuré (milieux aléatoires, milieux booléens avec ré-
seaux statistiques de fissures, mais aussi, modèles morphogénétiques). L’étude du chan-
gement d’échelle hydrodynamique tourne autour du concept de macro perméabilité.
Dans un premier temps, l’étude porte sur un modèle de perte de charge linéaire dar-
cien. Les perméabilités effectives sont calculées numériquement en termes des fractions
volumiques de fissures et du contraste de perméabilité matrice/fissures. Elles sont ana-
lysées et comparées à des modèles théoriques (analytiques). Une étude particulière des
effets de quasi-percolation pour les grands contrastes aboutit à la définition de trois
fractions critiques liées à des seuils de percolation. Pour tenir compte des effets inertiels
dans les fissures, l’étude est étendue au cas d’une loi locale comprenant un terme qua-
dratique en vitesse (Darcy/Ward-Forchheimer). Une perméabilité macroscopique équi-
valente non linéaire est définie et analysée à l’aide d’un modèle inertiel généralisé (li-
néaire/puissance). Enfin, l’anisotropie hydraulique à grande échelle du milieu fissuré est
étudiée, en termes de perméabilités directionnelles, à l’aide d’une méthode numérique
d’immersion.
Mots clefs : Milieux poreux fissurés 3D, Ecoulement inertiel, Changement d’échelle,
Upscaling, Percolation, Macro-perméabilité, Anisotropie, Karst, Darcy, Forchheimer,
Booléen, Réseaux statistiques, Morphogenèse.
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Flow modeling in highly fissured media such as karsts :
morphological study, hydraulics and upscaling
Abstract
Karstic aquifers contain large subsurface water resources. These aquifers are com-
plex and heterogeneous on a large range of scales. Their management requires appro-
priate numerical tools and approaches. Various tools and numerical methodologies have
been developed to characterize and model the geometry and hydraulic properties of kars-
tic aquifers, more generally, of highly fissured 2D and 3D porous media. In this study,
we emphasize morphological characterization, and we analyze hydrodynamic behavior
through the concept of upscaling ("second upscaling"). Concerning the morphology of
fissured porous media, several axes are explored : random media, composite random
Boolean media with statistical properties, and morphogenetic models. Hydrodynamic
upscaling is developed using the macro-permeability concept. This upscaling method is
based on either Darcy’s linear law, or on a linear/quadratic combination of Darcy’s and
Ward-Forchheimer’s quadratic law (inertial effects). First, the study focuses on Darcy’s
linear head loss law, and Darcian effective permeabilities are calculated numerically in
terms of volume fractions of fissures and "fissure/matrix" permeability contrasts. The
results are analysed and compared with analytical results and bounds. A special study
of percolation and quasi-percolation effects, for high contrasts, leads to defined three
critical fractions. These critical fractions are "connected" to percolation thresholds. Se-
condly, in order to consider inertial effect in fissures, the study is extended to a local law
with a quadratic velocity term (Darcy/Ward-Forchheimer). Then, an equivalent nonli-
near macroscopic permeability is defined and analysed using a generalized inertial mo-
del (linear/power). Finally, the large scale hydraulic anisotropy of fissured medium is
studied, in terms of directional permeabilities, using an "immersion" numerical method.
Key words : 3D fissured porous media, Inertial flow, Upscaling, Percolation, Macro-
permeability, Anisotropy, Karst, Darcy’s law, Forchheimer’s law, Boolean, Statistic net-
works, Morphogenesis.
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Lorsque Jonathan le Goéland rejoingnit les siens sur le rivage,
il faisait nuit noire.
Il éprouvait des vertiges et il était terriblement las.
Malgré cela,
il effectua à l’atterrisage
un dernier looping suivi d’un tonneau déclenché,
juste avant de se poser.
Richard Bach, JONATHAN LIVINGSTON LE GOELAND, 1970.
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Nomenclature
Lettres greques :
– α
coefficient de tarissement [−]
– β coefficient de caractérisation des aquifères très fissurés [−]
– ∆x taille de la maille dans la direction x
– δi j symbole de kronecker
– γ
coefficient puissance dans la loi de Forchheimer [−]
– Γ(a,τ) fonction de cohérence en ondelettes [−]
– ε(t) bruit blanc [−]
– θe = θ teneur en eau effective du milieu poreux [m.m−1]
– θF orientation du vecteur flux moyen [rad]
– θG orientation du vecteur gradient moyen [rad]
– κ log-contraste, κ = log10(KF/KM), [−]
– µ
viscosité dynamique du fluide [N.s.m−2]
– ν viscosité cinématique du fluide [m2.s−1]
– ρi masse volumique de la phase (i) considérée [kg.m−3]
– φi fraction volumique de la phase (i) considérée
– ψa,τ fonction de base ondelette
– ωi exposant moyen puissance ’directionnel’
xiii
Lettres Latines :
– a
ouverture d’une fracture [m]
– C coefficient d’Ergun [−]
– CQQ(k) fonction d’autocovariance des débits [−]
– CPQ(k) fonction d’intercovariance entre les pluies et les débits [−]
– Cx(a,τ) coefficient ondelette
– DWF Darcy/Ward-Forchheimer
– D∗ pseudo-coefficient de diffusion/érosion/dissolution [m2.s−2.s−1]
– F = 36∗C0 Facteur de forme (Kozeny-Carman) avec C0 = 4.8 [−]
– ~g accélération de la gravité [m.s−2]
–
~∇H gradient hydraulique macroscopique [−]
– h hauteur d’eau, potentiel de pression relative [m]
– H charge hydraulique totale [m]
– HDWF(~x) charge hydraulique totale locale de DWF [m]
–
~J gradient hydraulique moyen [−]
– ki perméabilité de la phase (i) [m2]
–
~~K tenseur des conductivités hydrauliques [m.s−1]
– Ki j composante i j du tenseur des conductivités hydrauliques [m.s−1]
–
˜KD macro-K de Darcy [m.s−1]
–
ˆKarith moyenne arithmétique des conductivités locales [m.s−1]
xiv
–˜Kdir conductivité effective directionnelle de Darcy [m.s−1]
–
˜KF conductivité effective directionnelle de flux [m.s−1]
–
˜KG conductivité effective directionnelle de gradient [m.s−1]
–
ˆKharmo moyenne harmonique des conductivités locales [m.s−1]
– Ki conductivité hydraulique effective de la phase (i) [m.s−1]
–
˜KPAii conductivité hydraulique effective ’Power Average’ [m.s−1]
–
˜KSCii conductivité hydraulique effective ’Self-Consistent’ [m.s−1]
– li échelle de fluctuation ’directionnelle’ (ici, siuvant i) [−]
– lh moyenne harmonique des fluctuations moyennes directionnelles
[−]
– M(h,~x) terme de stockage élastique (m3/m3)
– P(t) chroniques des pluies
– p(K) densité de probabilité (P.D.F.) des inclusions
– pc seuil de percolation
– pcb fraction critique pour la percolation de lien
– pcs fraction critique pour la percolation de site
– pci fraction critique de transition de phase du système
– pˆci fraction critique de transition de phase du système moyennée
– Q(t) chronique des débits
– ~q densité de flux ou vitesse de filtration de Darcy [m/s] ou
[m3/m2/s]
xv
– ~qDWF vitesse de filtration de DWF [m3/m2/s]
– ~qDWF(~x) vitesse de filtration locale de DWF [m3/m2/s]
– r
rayon d’un conduit [m]
– rs taux de réaction pour la phase solide [m3.m−3 · s−1]
– rw taux de réaction pour la phase fluide [m3.m−3 · s−1]
– Ri rayon (i) d’une ellipse [m]
– R(θi) rayon vecteur d’une ellipse [m]
– RXX(k) coefficient d’autocorrélation [−]
– RXY (k) coefficient d’intercorrélation [−]
– ReDWF(~x) nombre de Reynolds local de DWF [−]
– Reii(DWF) nombre de Reynolds macroscopique de DWF suivant O~i [−]
– S( f ) spectre de densité de variance [−]
– SS [m−1] storativité spécifique
– SXX(k) densité spectrale de puissance [−]
– t temps [s]
– td temps caractéristique des phénomènes d’altération de
l’encaissant [s]
– ~uG vecteur unitaire de la base du gradient
– ~uF vecteur unitaire de la base du flux
– w dimension d’une fracture perpendiculaire à l’écoulement [m]
xvi
– WXX(a,τ) spectre en ondelettes [−]
– WXY (a,τ) co-spectre en ondelettes [−]
–
ˆY DφF ,κ log-décimale de la macro-K de Darcy normalisée par KM [−]
– ∂φF ˆY D coefficient de sensibilité d’ordre 1 de la macro-K à φF [−]
– ∂2φF ˆY
D
coefficient de sensibilité d’ordre 2 de la macro-K à φF [−]
– ∂κ ˆY D coefficient de sensibilité d’ordre 1 de la macro-K à κ [−]
– ∂2κ ˆY D coefficient de sensibilité d’ordre 2 de la macro-K à κ [−]
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Chapitre 1
Introduction générale et cadre de
l’étude
1.1 L’eau et la planète Terre
Qui n’a jamais observé sur son petit écran la Terre vue de l’espace, notre planète
bleue. De l’espace, la ressource en eau paraît inépuisable. La présence d’eau sur la
Terre, surtout à l’état liquide, est un phénomène rare à l’échelle de l’Univers mais indis-
pensable à l’émergence et au développement de la vie (70% de la masse corporelle des
animaux et 90% de la masse des végétaux).
La présence de l’eau sous cet état est liée à trois propriétés remarquables de la Terre :
– elle est placée à une distance du Soleil qui permet l’existence de l’eau sous trois
états (solide, liquide et gaz) ;
– sa masse et son champ magnétique sont suffisants pour garantir l’existence d’une
atmosphère.
– l’atmosphère induit un effet de serre permettant le maintient d’une température
moyenne compatible avec la présence d’eau liquide à sa surface (sinon la tempé-
rature moyenne serait de -15°C) ;
L’eau présente à la surface de la Terre provient de sa profondeur. A l’intérieur de la
Terre, les roches du manteau contiennent encore aujourd’hui environ 0.3% d’eau, soit
un volume égal à deux ou trois fois celui des océans. Ce gisement profond est restitué
en surface par les magmas basaltiques (les laves d’Hawaï (Etats-Unis) peuvent contenir
jusqu’à 0.45% d’eau et celle des Trappes du Dekkan (Inde) jusqu’à 0.60%) ou direc-
tement près des sources chaudes et des fumerolles très minéralisés comme les fumeurs
noirs et les diffuseurs blancs des dorsales médio-océaniques.
Ces eaux juvéniles qui accèdent à la surface encore aujourd’hui, sont estimées à
quelques km3/an. Si cette quantité est négligeable à l’échelle d’une vie humaine, l’ac-
cumulation de ces faibles quantités sur des millions d’années a contribué à la mise en
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place de l’hydrosphère, il y a 4.4 milliards d’année. Comme le niveau des océans est
considéré comme relativement stable, au fond des océans l’eau de mer s’infiltre dans la
croûte et hydrate ses roches (la teneur en eau de la croûte altérée atteint 1 à 2%). Puis
dans les zones de subduction, la croûte hydratée est entraînée vers le manteau qui s’en-
richit en eau. L’estimation de la quantité d’eau rejoignant la profondeur est comprise
entre 5 et 16.1011 kg par an.
La présence d’eau dans le manteau est très importante car, en modifiant les points
de fusion et de viscosité des minéraux, elle change les propriétés physico-chimiques des
roches et joue certainement un rôle dans les mécanismes de convection responsable de
la tectonique des plaques (Guillet, 1993 [56]).
1.2 Répartition de l’eau
Dans l’hydrosphère, l’eau existe sous forme gazeuse dans l’atmosphère, sous forme
liquide dans les océans, les cours d’eau et les aquifères et sous forme solide dans les
neiges, les glaciers des calottes et de la banquise. Mais elle est aussi présente dans la
plupart des roches. Elle peut soit être liée aux roches de manière forte (eau de consti-
tution des minéraux, des pores occlus de certaines roches (ponce) et adsorbée ou fixée
électriquement aux surfaces ioniques des roches (argile)) ou soit de manière lâche (eau
gravitaire qui peut circuler dans les pores et discontinuités ouvertes et connectées des
roches). Le champ d’étude de l’hydrogéologie se trouve dans cette dernière classe.
(a) (b) (c)
FIG. 1.1 – Répartition du stock d’eau dans les différents compartiments de l’hydrosphère. (a) Proportion
de l’eau douce ; (b) répartition de l’eau douce ; (c) volumes d’eau douce et sa proportion relative dans les
différents compartiments de l’hydrosphère.
Le tableau de la figure 1.1 présente une estimation de la répartition de l’eau dans les
différents compartiments de l’hydrosphère. Il ne s’agit que d’un ordre d’idée, notam-
ment l’évaluation des réserves souterraines est très variable selon les auteurs, (entre 7
et 30.106 km3). Les diagrammes de la figure 1.1 (a et b) sont connus de tous, mais il est
bon de rappeler que la majeure partie de la ressource en eau douce disponible provient
des glaces polaires et du sous-sol.
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1.3 L’eau et l’homme
Si nous prenons comme exemple le cas de la France, le Bureau de Recherche Géo-
logique et Minière (B.R.G.M.) estime qu’elle compte environ 200 aquifères régionaux
exploitables, de 100 à 100 000 km3, qui renferment quelques 2 000 km3 d’eau, dont 7
km3/an sont puisés dans les nappes et 100 km3/an s’écoulent vers les sources. Il reste
donc 1893 km3/an de réserves. Même si ce volume paraît très important, n’oublions pas
que la ressource en eau n’est pas réservée à l’Homme.
1.3 L’eau et l’homme
L’eau est un élément indispensable à la vie de l’être humain, Fig.1.2 (a), qui au repos
a besoin de deux à trois litres par jour, fourni pour une partie par son alimentation solide
(1 litre) et pour une autre partie sous forme de boisson (1.5 litre). Mais c’est en fait la
survie de toutes les espèces animales et végétales qui est conditionnée par l’eau.
(a) (b) (c)
FIG. 1.2 – (a) Pourcentage d’eau contenue dans les différents organes du corps humain (Source
C.N.R.S.) ; (b) prix de l’eau par m3 de certains pays industrialisés (Source N.U.S.,1/07/2005,) ; (c) évo-
lution du prix moyen de l’eau de 1991 à 2007 de la région Midi-Pyrénées (Source Agence de l’eau
ADOUR-GARONNE).
L’eau joue un rôle important dans l’évolution des sociétés humaines. Pour vivre et
agir l’homme a été et demeurera toujours un consommateur d’eau. Sauf dans quelques
régions déshéritées, les disponibilités hydriques naturelles existent heureusement en
quantité suffisante et leur utilisation ne présente pas, du moins jusqu’à présent, de dif-
ficultés particulières. Mais en notre époque moderne caractérisée par un essor démo-
graphique, industriel et agricole sans précédent, des utilisations nouvelles sont venues
s’ajouter aux usages anciens et traditionnels de l’eau. L’exploitation de plus en plus
poussée des potentiels de production pour répondre à la demande croissante d’eau dans
nos sociétés modernes, entraîne une diminution de jour en jour de la marge excéden-
taire. Tous les pays ont donc, ou auront à brève échéance, à faire face à un problème
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d’optimum, à trouver des solutions plus rationnelles et plus efficaces pour exploiter et
répartir au mieux la totalité des ressources hydriques dont ils peuvent disposer.
Outre, la quantité d’eau disponible, la qualité de la ressource dans les régions indus-
trialisées va de mal en pire. Ainsi, pour assurer une qualité d’eau suffisante au robinet,
les sociétés de production d’eau potable doivent puiser l’eau de plus en plus profond
et augmenter les traitements à réaliser. La conséquence directe est l’augmentation du
prix de l’eau de consommation (exemple de l’évolution prix moyen de l’eau en Midi-
Pyrénées figure 1.2 (c) et prix de l’eau dans d’autre pays 1.2 (b)).
FIG. 1.3 – Répartition du stock d’eau sur la planète Terre (source www.carte-du-monde.net)
Sur la Terre, nous ne sommes pas tous égaux devant la ressource en eau. La répar-
tition de l’eau est en effet très inégale et les zones d’utilisations intensives ne sont pas
toujours les zones les mieux pourvues par la nature (Fig. 1.3). La ressource en eau est
très faible dans certains pays d’Afrique, d’Asie et du Proche-Orient. Selon les projec-
tions de l’O.C.D.E. (Organisation de Coopération et de Développement Economique)
en 2030, avec l’augmentation de la population mondiale, l’augmentation des cultures
irriguées (augmentation de 50% de la production agricole pour nourrir le Monde d’ici
à 2030), la demande en eau pourrait dépasser l’offre. Quatre milliards de personnes vi-
vront dans des zones soumises à un stress lié à l’eau, principalement en Asie du Sud
et en Chine. Déjà aujourd’hui, dans certains pays des conflits liés à l’eau apparaissent
(Fig. 1.3), d’autre conflits futurs pourraient être prévisibles.
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L’eau est donc un enjeu aussi bien mondial que local. Assurer l’accès à l’eau de
l’ensemble de la population mondiale en expansion est un enjeu crucial qui devrait
dépasser et ne pas dépendre de l’économie de marché. Pour cela, nous pensons que
des mesures sont à prendre comme par exemple, améliorer l’efficacité des techniques
d’irrigation, tendre vers une agriculture durable en accord avec les lieux de cultures,
rénover les structures de production et de distribution d’eau potable et en construire
de nouvelles collectivisées, préserver les réserves, lutter contre la pollution et recycler
l’eau.
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1.4 L’eau dans le sous-sol
L’hydrogéologue s’intéresse à l’étude de l’eau dans le sous-sol. Classiquement,
quatre types d’aquifères sont distingués en fonction de la nature des roches les consti-
tuant, mais aussi des phénomènes d’altération chimique et/ou tectonique les affectant.
Pour l’étude et la gestion de la ressource en eau d’un secteur, la distinction de l’objet
d’étude est importante pour pouvoir qualifier et quantifier les phénomènes physiques à
considérer ; notamment les lois d’écoulements et les méthodologies d’étude à utiliser
pour étudier un secteur donné.
Selon la nature, donc la genèse des vides contenant l’eau, différents types d’aqui-
fères sont distingués :
– les aquifères poreux,
– les aquifères de socle,
– les aquifères fissurés à matrice microporeuse,
– et les aquifères karstiques.
Si les vides sont des espaces inter-granulaires d’origine sédimentaires ou diagénétiques,
ces aquifères seront qualifiés d’aquifères poreux. Parmi les aquifères poreux, deux classes
peuvent être distinguées suivant leurs origines :
– les aquifères des séries sédimentaires détriques marines (craie, carbonate de ma-
gnésium ou de calcium, marne, grès) ;
– les aquifères des séries sédimentaires détritiques continentales (plaines alluviales
et lacustres, séries deltaïques, séries fluvio-glaciaires, colluvions, éboulis de pentes,
manteaux d’altérites, cônes de scories).
Ces aquifères sont constitués de blocs, galets, graviers, sables de silice ou calcaire, silts,
argile et carbonates (de calcium ou de magnésium).
La diagenèse, la gravité, les contraintes tectoniques créent dans ces milieux poreux
des diaclases, transformant les milieux peu perméables en milieux fissurés. A ces fis-
sures infra-métriques, il faut ajouter tous les accidents tectoniques allant jusqu’à la faille
pluri-kilométrique. Les écoulements ayant lieu dans ces structures, ne sont plus unique-
ment dirigés par la porosité inter-granulaire, mais aussi par ces discontinuités. Nous
parlerons alors d’aquifères fissurés, parmi lesquels, nous distinguerons suivant la nature
de l’encaissant, les aquifères fissurés poreux et de socle.
Dans les aquifères fissurés poreux, la matrice joue un rôle important dans l’alimen-
tation en eau des fissures plus perméables et contribuent de manière non négligeable à
l’écoulement régional. Par opposition, dans les aquifères de socle, la matrice métamor-
phique (gneiss, micaschistes,...) ou d’origine plutonique et/ou magmatique (massif de
granite, de gabbros, coulées de roches effusives,...) contient peu d’eau mobilisable par
gravité. Les écoulements ont alors lieu uniquement dans les zones fissurés et dans la
zone d’altération de la roche mère (arène granitique par exemple).
Généralement, les aquifères fissurés sont observés dans des séries dont les minéraux
sont peu solubles ou altérables (silicates, ferromagnésien). Cependant, dans des séries
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(a)
(b)
(c)
(d)
FIG. 1.4 – Différents type d’aquifères : (a) aquifère poreux, (b) aquifère sédimentaire fissuré, (c) aqui-
fère fissuré de socle, (d) aquifère karstique (d’après Bichot et al. [14]).
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de roches fissurées constituées de minéraux solubles (évaporites, carbonates), les roches
vont subir un processus d’érosion nommé karstification. Le résultat est la création d’un
morphotype d’aquifère particulier nommé karst.
Ces types d’aquifères présentent donc des caractéristiques différentes. La taille du
Volume Elémentaire Représentatif (V.E.R.), concept permettant de décrire les propriètés
moyennes du milieu, varie selon les processus de mise en place de ces aquifères et les
évènements les ayant affecté.
La taille du V.E.R. des trois types d’aquifères change d’ordre de grandeur. En ef-
fet, pour représenter statistiquement les propriétés moyennes d’un matériau aquifère, il
faudra quelques m3 d’une roche poreuse marine, quelques dam3 d’une roche poreuse
continentale, quelques hm3 d’une roche fissurée et quelque km3 d’un massif karstique
(ce dernier V.E.R. peut même inclure la totalité de l’hydrosystème).
Pour cette étude, nous nous intéresserons tout particulièrement aux aquifères kars-
tiques.
1.5 Les aquifères karstiques
Depuis que l’Homme est Homme, il utilise l’eau provenant de sources karstiques,
il s’est même abrité et réfugié dans des paléo-réseaux karstiques, à la fois habitat et
lieu de cultes. Ce milieu, certes salvateur, l’interrogea. Mythes et légendes sont nés
pour lui donner une signification, tantôt zone de transition vers l’au-delà, tantôt lieu de
communication avec les défunts ou les forces supérieures.
Il a fallu attendre le XX e`me siècle avec les progrès de la chimie minérale, et les
explorations du spéléologue Martel (1921 [97]) pour mettre en place les prémisses de la
karstogenèse et l’étude du comportement des karsts.
Depuis les années 1970, le karst est reconnu comme un aquifère à part entière, dif-
férent des aquifères poreux et des aquifères fissurés classiques. Un karst est un sys-
tème complexe très particulier fortement hétérogène, sur une grande gamme d’échelles
d’observation, résultat de la dissolution et de la corrosion des roches carbonatées. Cette
érosion qui aboutit à un tel ensemble morphologique, est nommée karstification ou kars-
togenèse.
D’un point de vue hydrogéologique, le comportement des aquifères karstiques est
déterminé par la morphologie qui résulte de cette altération. Cette morphologie parti-
culière est due à la manière dont sont distribuées les discontinuités affectant le massif
carbonaté avant l’action de karstification, mais aussi au gradient hydraulique et plus
généralement aux conditions aux limites affectant ce système à un moment donné de
son évolution. Par conséquent, suivant l’interprétation de la distribution des vides et des
discontinuités, mais aussi de l’échelle d’étude, de l’échelle temporelle considérée et des
conditions climatiques, l’étude des écoulements diffère. Car toute l’architecture de ce
véritable réseau de drainage souterrain des formations carbonatés dépend de son envi-
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ronnement géologique, climatique et morphologique (position des exutoires, eustatisme,
conditions climatiques, position des niveaux des aquitards et aquifères, etc.).
Il est bon de rappeler ici que peu d’informations, à part les données de sorties comme
des débits de source, de suivi de traceurs artificiels ou naturels peuvent nous renseigner
sur la structuration du réseau karstique et sur le comportement du système karstique. En
effet, les parties reconnues du réseau ne sont que les parties accessibles par l’Homme
et ne représentent, dans le meilleur des cas, que quelques pour cent du réseau kars-
tique total. Les études de la morphogenèse du karst paraissent difficiles. Cependant, de
nouveaux outils comme la tomographie, et le développement de puissants moyens de
calculs numériques laissent entrevoir quelques lueurs dans cette voie de recherche.
Le karst est donc présenté comme une entité morphologique particulière, à la fois
hydrosystème et ressource en eau, défini dans la région de Kars de Slovénie caractérisé
une lithologie soluble drainée par des drains souterrains naturels. La conséquence hy-
drogéologique est l’existence d’un aquifère atypique hétérogène et anisotrope sur une
grande gamme d’échelles.
1.5.1 La karstification
Si l’eau pure peut dissoudre une grande quantité d’halite et dans une moindre mesure
de gypse, elle est incapable de dissoudre les carbonates. Cependant, si l’eau contient un
acide fort, comme du CO2 dissout, alors la dissolution des carbonates devient possible.
Les roches carbonatées intactes sont peu perméables, mais elles peuvent présenter
de nombreuses discontinuités qui, sous l’action de l’eau acidifiée et des éléments so-
lides contenus dans l’eau d’infiltration, vont s’élargir par érosion. Cette érosion va se
faire préférentiellement le long des discontinuités du massif carbonaté. Parmi ces dis-
continuités, nous pouvons différencier les discontinuités d’origine tectonique (fractures,
stylolites) et diagénétiques (perméabilité variable et dissolution variable suivant le sque-
lette poreux de la roche et sa composition).
Suite à l’érosion, cette diagenèse tardive, une porosité secondaire va être mise en
place (Mangin 1974, 1975 [99]). Cependant, elle est fonction de l’état de vie du système
karstique à un moment de son existence et peut même être rebouchée par cristallisation
de calcite ou dépôt d’argiles. Cette porosité secondaire dépendra donc des conditions
aux limites de l’ensemble karstique considéré, et plus particulièrement de la direction et
de l’importance du gradient hydraulique (Kiraly et al., 1971 [67], 2003 [72]).
Les principales sources d’acides forts entraînant la karstification sont :
– le CO2 (Bakalowicz, 1979 [13] ; Plagnes, 1997 [109]) provenant du sol (karsts
météoritiques) ou de venues profondes comme de sources hydrothermales (karst
hydrothermal) ou la décarbonatation de matière organique enfouie (karst liés à un
gisement de matière organique fossile),
– les acides humiques et fulviques provenant de la minéralisation de la matière or-
ganique naturelle et d’origine anthropique,
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– les acides sulfuriques provenant de venues profondes (sources hydrothermales).
Pour que l’eau agressive (notamment celle chargée d’acide carbonique) puisse s’in-
filtrer, il est nécessaire que la dissolution opère sur des discontinuités déjà existantes
(joints de stratification, diaclases, failles). Ces discontinuités permettront un drainage
souterrain de l’eau, des ions produits et des résidus insolubles de la dissolution (argile,
silicates). Pour que la karstification puisse évoluer, il est nécessaire que le massif soit
capable d’éliminer ses insolubles et les produits de la dissolution.
La vitesse d’évolution de la karstogenèse est fonction de l’état de sous-saturation de
la solution vis-à-vis des minéraux constitutifs de l’aquifère, mais aussi avant tout des
flux d’eau entraînant les ions mis en solution.
1.5.2 L’hydrosystème karstique : organisation spatiale
Par rapport à un aquifère poreux, le karst montre un structure hétérogène et aniso-
trope sur une large gamme d’échelles. La notion de Volume Elementaire Représentatif
(V.E.R.) ne peut donc pas s’appliquer rigoureusement, même s’il est possible de décou-
pler ce problème selon différentes échelles d’analyse.
Les particularités du karst sont les morphologies superficielles et souterraines résul-
tant de la karstification avec ses conséquences hydrogéologiques :
– peu de circulation de surface,
– des zones à infiltration diffuse (lapiez nus ou sous couvert végétal, Fig.1.5 (3),
localement très favorisé (dolines Fig.1.5 (2)) ou concentrée (pertes Fig.1.5 (7) ou
gouffres Fig.1.5 (5) ;
– des drains à échelle humaine actifs, Fig.1.5 (8), ou fossile, Fig.1.5 (4) ;
– de grandes variations piézométriques entre eau de surface et nappe karstique ;
– des sources, Fig.1.5 (9), et des reculées, Fig.1.5 (10), peu nombreuses, à fort débit
drainant un vaste impluvium ;
D’un point de vue hydraulique et hydrodynamique, l’hydrosystème karstique montre
une opposition entre trois structures de perméabilité/conductivité hydraulique :
– des blocs micro-fissurés capacitifs mais peu transmissifs, dont le comportement
hydraulique est assimilable à celui d’un milieu poreux ;
– un réseau de drains très hiérarchisé, peu capacitifs mais très transmissifs (vitesse
de la dizaine à la centaine de mètres par heure) dont la géométrie varie significa-
tivement de l’amont (nombreuses fissures infra-millimétriques) vers l’aval (drain
métrique unique pénétrable par l’Homme) ;
– les systèmes annexes au drainage, capacitifs, mais mal connectés aux drains ; cer-
tain de ces vides, situés au voisinage de l’axe de drainage peuvent avoir été, par
le passé, connectés.
De l’amont vers l’exutoire, le karst apparaît comme un réseau hydrographique 3D orga-
nisé, structuré, plongé au sein d’un milieu poreux lui-même plus finement fissuré, où les
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FIG. 1.5 – Eléments morphologiques caractéristiques des aquifères karstiques, photos issues de l’ou-
vrage "Cavernes, face cachée de la Terre" [139] p.43.
faibles écoulements de l’amont, ayant lieu dans des fissures fines, confluent vers l’aval
pour donner des drains de plus en plus importants, mais de moins en moins nombreux.
Verticalement, le karst se distingue des autres aquifères par sa structuration spatiale
différenciée (Mangin, 1974-1975 [99]). Du haut en bas, on distingue :
– l’épikarst, zone décomprimée dans laquelle la dissolution agit dans toutes les di-
rections pour élargir les discontinuités ; l’épikarst est moins anisotrope que le reste
de la zone non saturée ; c’est une zone très perméable capable de stocker une par-
tie non négligeable des précipitations.
– la zone non saturée au sens strict, peu ouverte, découpée par des accidents tecto-
niques et spatialement variablement saturée, contenant, ou non, des paléo-réseaux
karstiques ;
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– la zone noyée, caractérisée par des blocs micro-fissurés, des drains et des systèmes
annexes actifs.
Cette structuration à plusieurs conséquences hydrauliques :
– les trajets dans la zone noyée sont à fortes composantes horizontales, avec un rôle
important des drains ; les écoulements dans ces chenaux très ouverts peuvent être
turbulents ;
– la zone non saturée au sens strict permet des trajets à composantes verticales pré-
dominantes ;
– dans l’épikarst, les circulations d’eau se font avec de fortes composantes horizon-
tales, du fait du contraste de perméabilité avec la zone non saturée ;
– entre basses eaux et crues, les inversions piézométriques entre les drains et les
blocs voisins changent le sens des flux d’échanges : en basses eaux, le drain plus
rabattu draine la roche voisine ; en crue, le drain, dans lequel affluent les eaux
d’infiltration, recharge les blocs contigus plus lentement atteints par les eaux d’in-
filtration verticale. Notons ici que cette phénoménologie hydrogéologique corres-
pond pour le modélisateur, à un comportement de type "double-milieu" en situa-
tion de "non équilibre" (échange d’eau entre deux milieux).
– non concordance entre le bassin versant et le bassin hydrogéologique, Fig.1.7.
FIG. 1.6 – Conséquence de la structuration spatiale sur le fonctionnent hydrodynamique des aquifères
karstiques, d’après Gilli, E., Mangan, C. & Mudry, J. [52] p. 29.
1.5.3 Conséquences sur les stocks d’eau et la pollution
La structuration spatiale des aquifères karstiques a une importance considérable
pour la gestion de ces aquifères : le stock d’eau est important, mais peu mobile et peu
mobilisable dans la matrice poreuse ; plus mobile mais moins important dans le milieu
fracturé (eau mobilisable dans le réseau percolant au forage) ; peu important mais très
mobile et facilement mobilisable dans les conduits du réseau karstique.
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FIG. 1.7 – Impact de la structuration spatiale des aquifères karstiques : non concordance entre le bassin
versant hydrogéologique et le bassin versant topographique, d’après Wenger et al. [139] p.60.
Cette structuration spatiale influence la vulnérabilité de l’hydrosysème karstique
face à la pollution :
– l’aléa pollution n’engendre pas le même risque s’il est situé, sur le système drai-
nant ou sur un bloc peu transmissif : risques immédiats si la pollution est située
sur le système drainant, "amortis" et décalés dans le temps si elle est située sur un
bloc peu transmissif ;
– le milieu étant très ouvert au niveau des drains, aucune filtration n’est opérée ;
ainsi en crue, la turbidité (transportant bactéries, virus, métaux lourds ou polluant
organiques adsorbés) se retrouve aux sources ;
– le temps de séjour de l’eau dans le système de drains, souvent inférieur à la
semaine, ne permet pas un abattement significatif de la bactériologie héritée de
l’amont.
1.5.4 Influence de l’hypereustatisme, de la géodynamique, du cli-
mat et de la néotectonique sur la karstogenèse
Le phénomène de karstification peut s’étaler sur des millions d’années, cependant,
dès que les roches carbonatées sont soumises à l’action de l’eau douce chargée en acides
forts, la karstification affecte les roches carbonatées (e.g. récifs coralliens).
Le double moteur de la karstification est, d’une part, chimique et, d’autre part, hy-
draulique. Il faut que le gradient hydraulique entre l’impluvium et l’émergence soit suf-
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fisant pour éliminer les insolubles qui résultent de la dissolution des carbonates. L’évolu-
tion et la variation du gradient hydraulique régional au cours du temps (lors d’une oroge-
nèse, d’évènements de néotectonique ou de variations eustatiques) se traduisent par une
genèse polyphasée des massifs karstiques créant des milieux à géométries complexes.
Ces différents évènements entraînent des modifications des écoulements au cours du
temps (colmatages, décolmatages, inversion de circulation). Le polyphasage de la kars-
togenèse permet notamment de comprendre comment un bassin hydrogéologique ne
correspond pas toujours à un bassin versant du type de la figure 1.7.
L’une des explications les plus séduisantes permettant d’expliquer le polyphasage
des réseaux karstiques est l’influence de l’hypereustatisme.
FIG. 1.8 – Modèle conceptuel du polyphasage de la kartogenèse sur un massif karstique modèle, d’après
Gilli E. et al [52].
Actuellement, des études sont réalisées sur l’importance de l’hypereustatisme pour
permettre d’apporter plus d’informations sur la compréhension des phénomènes de kar-
togenèse.
Nous pouvons notamment citer les travaux réalisés par Mocochain et al. [101] sur
le karst de la plateforme péri-méditerranéenne de la basse Ardèche (moyenne vallée du
Rhône ; France). Dans cette étude, les auteurs mettent en évidence un polyphasage du
réseau karstique de ce secteur en rapprochant les différentes phases de karstification
avec les oscillations hors normes du niveau de la Méditerranée lors de la crise messi-
nienne de salinité. Durant cette période, de 5,6 et 5,32 Ma, c’est à dire en moins de 300
000 ans, le niveau marin méditerranéen aurait fluctué sur près de 2000 m, provoquant
une érosion sans précédent des marges du bassin méditerranéen, et plus loin, dans les
terres, sous la forme d’une érosion fluviale intense : les canions messiniens. L’origine
de cette crise est géodynamique et correspond particulièrement à la fermeture du détroit
de Gibratar qui limita les apports de l’océan Atlantique vers la Méditerranée et entraîna
la formation d’importants massifs d’évaporites. La remise en eau de la méditerranée
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se serait elle faite de manière brutale entrainant une chute brutale du niveau global des
océans de l’ordre d’une quinzaine de mètres.
L’approche spéléo-karstologique réalisée par ces auteurs sur les grottes en Basse
Ardèche, couplée à l’étude des niveaux repères du cycle messino-pliocène, à permis de
réinterpréter la chronologie et les mécanismes des différentes phases de spéléogenèse du
plateau de Saint-Remèze, notamment en mettant en évidence l’existence dans le karst
noyé profond de conduits verticaux formés per ascensum permettant de mettre en rela-
tion plusieurs niveaux de conduits subhorizontaux étagés. Cette genèse per ascensum a
été obtenue par l’interprétation de la morphologie de ces conduits.
De ces observations spéléo-morphologiques, les auteurs interprètent la morphologie
observée de ce système karstique par un polyphasage ayant eu lieu de la crise messi-
nienne de salinité à nos jours en distinguant deux phases de morphogenèse :
– La première phase est induite par l’important gradient topographique et hydrau-
lique délivrés, au cours de la crise, par l’abaissement drastique du niveau de la
Méditerrannée. Cette spéléogenèse profonde, en quête du niveau de base a pro-
fondément incisée les carbonates.
– La seconde phase est l’adaptation des réseaux karstiques et de la karstogenèse
aux remontées successives du niveau de la Méditerranée au cours du Pliocène.
Cette spéléogenèse per ascensum prend la forme, dans certains cas, de conduits
Vauclusiens et d’étagements de niveaux subhorizontaux, interconnectés entre eux
par ces conduits verticaux.
Dans le monde, ce schéma périméditerranéen de karstogenèse pourrait aussi s’appliquer
à d’autres secteurs comme le Golfe du Mexique, où la présence d’évaporites pourrait
révéler la fermeture et l’assèchement du golfe.
La variation du niveau de base des systèmes karstiques, cette fois-ci non plus liée à
l’hypereustatisme, mais au réajustement isostatique des terrains et des structures géolo-
giques sont sûrement possible. Récemment, Fabbri, a mis en évidence et relié la varia-
tion du cours du Doubs, au niveau d’un de ces méandres, au surélèvement des plateaux
bisantins suite au réajustement isostatique lié à la néo-tectonique alpine. Qu’en est-il de
la réponse des systèmes karstiques ? Afin de bien comprendre et d’essayer de maîtriser
la répartition spatiale de la méso- et macro-porosité des aquifères karstiques, pour une
gestion efficace et optimisée de leurs ressources, ces phénomènes devraient être pris en
considération.
Le problème est qu’à un instant (t) de l’étude d’un bassin hydrogéologique kars-
tique, les informations qui nous seraient nécessaires pour pouvoir reconstruire cette
morphologie et/ou comprendre les phénomènes mis réellement en jeu pour aboutir à ce
morphotype ont subi les outrages du temps ou sont inaccessible à l’observation. Seules
quelques informations nous sont disponibles.
Nous verrons dans la dernière partie de ce chapitre consacrée à la détermination des
paramètres morphologiques des aquifères karstiques quelques idées sur la genèse des
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systèmes karstiques liées au comportement "hydraulique" de l’aquifère dans la section
5.4 du chapitre 5 de la partie II.
1.6 Bilan (structure et genèse des karsts)
Le résultat de la karstification est un milieu géologique fortement hétérogène et dual,
avec des propriétés et un comportement hydraulique hétérogène sur une grande gamme
d’échelles. Les caractéristiques de ces systèmes complexes sont les suivantes :
– Dualité des processus d’infiltration : infiltration diffuse dans les volumes peu per-
méables, de la matrice poreuse, du sol, de l’épikarst ; concentrée au niveau des
dolines, des pertes, des lapiez et des parties très perméables de l’épikarst.
– Différence des vitesses d’écoulements : rapides dans les conduits karstiques, plus
lentes dans le réseau de fractures percolant et encore plus lentes dans le milieu
poreux environnant.
– Une géométrie complexe et tourmentée provenant de la dissolution et l’érosion
mécanique, de la matrice poreuse, préférentiellement le long des discontinuités.
– L’action du processus de karstification dépend de la saturation des eaux en ions
solubilisés, de la capacité des aquifères à les évacuer et donc des vitesses d’écou-
lements locales et régionales existantes.
Une bonne connaissance de la structure de l’hydosystème karstique est donc nécessaire
pour optimiser au maximum sa protection et son exploitation raisonnée.
Pour cela, différentes approches et voies d’explorations ont été mises en place pour
comprendre et gérer ce système complexe et fragile :
– approche géomorphologique,
– approche spéléologique et géographique,
– approche hydrogéologique dite "fonctionnelle" (structures temporelles) au La-
boratoire Souterrain de Moulis (France), "structurelle" (structures spatiales) au
Centre d’Hydrogéologie de Neuchâtel (Suisse).
Nous nous focaliserons dans le chapitre qui suit sur la description des outils utilisés par
ces deux dernières approches, sachant que le travail développé dans cette thèse consiste
en une modélisation 3D du massif et des écoulements dans les massifs karstiques donc
plus en relation avec l’approche "structurelle".
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17
Chapitre 2
Hydrogéologie karstique
Introduction
Il est nécessaire d’obtenir le maximum d’informations sur l’état de structuration des
vides dans les aquifères karstiques pour connaitre le stock d’eau disponible et ses vul-
nérabilités face à un aléa pollution.
Différentes méthodes d’analyse existent. Même si l’approche de caractérisation différe,
leur but est identique : obtenir une représentation conceptuelle, un modèle pour réaliser
une modélisation efficace de la resource en eau. Ces méthodes d’analyse consistent à
obtenir ces informations :
– soit par observations directes de la morphologie des aquifères karstiques (comme
la position de galeries actives, des exutoires du système, des pertes, de lapièz,...)
par des relevés de terrain, topographiques, géophysiques (e.g. simiques, élec-
triques ou gravimétriques) ou satellitaires ;
– soit par observations indirectes par l’analyse des débits des sources karstiques en
réponse ou non à des évènements pluvieux,
– ou encore par des méthodes de traçage artificiel (e.g. : fluoréscéine, rhodamine),
ou naturelle (notamment la concentration relative de certains ions comme le Cal-
cium, le Magnésium et les ions Nitreux) pour caractériser le temps de séjour des
eaux dans l’aquifère et obtenir des informations sur son état structurel et fonction-
nel.
Seules les deux premières méthodes d’analyse vont être présentées dans ce chapitre.
L’étude bibliographique réalisée de ces deux méthodes, nous permettra de faire ressortir
les principales caractéristiques des aquifères karstiques et de présenter différentes voies
de modélisation.
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2.1 Méthodes d’analyses et de caractérisation des aqui-
fères karstiques
Les méthodes d’exploration 3D de la morphologie interne des aquifères karstiques
par des voies topographiques ou géophysiques existent, mais restent limitées. La dimen-
sion des aquifères et la complexité des entités drainantes présentes dans la masse du
massif semble une énorme limite à ces méthodes prospectives "directes". Pour caracté-
riser la structuration interne des aquifères karstiques, différentes méthodologies d’étude
des débits au niveau de certains exutoires (ceux accessibles et reconnus) ont été mises
au point.
2.1.1 Analyses des courbes de récession des sources karstiques
Les premières analyses qui ont vu le jour ont été fondées sur l’analyse des courbes
de récession des sources karstiques en utilisant des modèles de débit à une ou deux
fonctions mathématiques.
Modèle à une fonction mathématique
L’analyse des courbes de récession des sources karstiques à tout d’abord été réalisée
en utilisant des modèles de débit, ou plus précissement d’hydrogrammes de récession,
à une fonction mathématique de forme exponentielle, Maillet, 1905 [95]. Ces modèles
à une fonction exponentielle prennent la forme suivante :
Q(t) = Q0e−αt , (2.1)
où α est le coefficient de tarissement et Q0 le débit au temps initial.
Tison, 1960 [130], préféra utiliser une méthode d’analyse utilisant une fonction hyper-
bolique,
Q(t) = Q0
(1+λ√Q0 t)2
=
Q0
(1+α t)2
avec λ = α√Q0
. (2.2)
D’après les travaux de Tison et d’autres auteurs, Drogue en 1972 [41] introduit un mo-
dèle plus générique pour ces fonctions hyperboliques de la forme suivante :
Q(t) = Q0
(1+α t)n
, (2.3)
avec n=0.5, 1.5 et 2.
Afin d’établir une relation entre α et n pour obtenir des informations sur le compor-
tement d’un aquifère considéré, il introduit un coefficient β dépendant du débit Q0 de la
forme :
β = α
n
√Q0
. (2.4)
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Ce coefficient β (pente de la courbe de récession) permit à Drogue de proposer une
identification des caractéristiques internes des aquifères karstiques :
β = F( K
E.R.S
). (2.5)
où :
– K : la perméabilité du karst
– E : est à relier à l’état d’humidité du karst
– R : est à relier à la superficie du karst
– S : est à relier au coefficient d’emmagasinement du karst.
Les prémisses de l’identification de l’organisation interne des aquifères karstique par
l’analyse des débits de source sont nés. Cependant, l’analyse des débits des sources
karstiques en utilisant ce modèle à une fonction mathématique s’avère limité. La com-
plexité du "signal" source pousse d’autres auteurs à utiliser un modèle à deux fonctions.
Modèle à deux fonctions mathématiques
Mangin (1970a, [98]) propose d’utiliser un modèle à deux fonctions mathémati-
ques, représentant chacune deux réservoirs indépendants l’un de l’autre. Ces deux ré-
servoirs conceptuels sont la zone d’infiltration, ψ(t), et la zone noyée, ϕ(t) :
Q(t) = ϕ(t)+ψ(t) (2.6)
Le premier réservoir ψ(t) est représenté par une loi empirique,
ψ(t) = q0
1−ηt
1+ ε t
(2.7)
et le second ϕ(t) par une loi exponentielle,
ϕ(t) = QR0e−αt , (2.8)
où α correspond au coefficient de tarissement, q0 au débit d’infiltration à la pointe de la
crue, ε est un coefficient d’hétérogénéité de l’écoulement, η variant entre 0 et 1, corres-
pond à une vitesse d’infiltration (η = 1/ti ou ti est l’instant où l’infiltration cesse) et QR0
est un coefficient empirique de calage obtenu par extrapolation de la courbe de tarisse-
ment à la pointe de la crue.
En d’autres termes, pour plus de flexibilité, Mangin propose d’utiliser une analyse des
débits des sources karstiques par l’utilisation d’une fonction mathématique supplémen-
taire empirique représentant un réservoir conceptuel supplémentaire.
Pour comparer la réponse de différentes sources karstiques entre elles et obtenir une
classification des aquifères karstiques, Mangin [98] proposa l’étude de deux coefficients
adimensionnels, K et i définis de la manière suivante :
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– K est égal au rapport adimensionnel entre la plus grande valeur de volume dy-
namique calculée sur une grande période et le volume de transit inter-annuel. Ce
volume de transit inter-annuel correspond au volume écoulé au cours d’un grand
nombre de cycles hydrologiques divisé par le nombre de cycles considérés. K tra-
duit l’aptitude du système à stocker les réserves en hautes eaux pour les restituer
lors de l’étiage. Plus les réserves sont importantes et plus il tend vers 1 ;
– i est égale à la valeur adimentionnelle que prend ψ(t) deux jour après la période
de crue. i traduit la rapidité du sytème karstique à transmettre l’information pluie.
L’analyse conjointe de K et de i a conduit Mangin, 1975 [99], a proposé une classifi-
cation des aquifères karstiques d’après l’analyse du débit d’un exutoire, Fig. 2.1. Ces
différents types sont :
– le type I qui caractérise des systèmes karstiques possédant un réseau de drainage
très développé, avec une zone noyée peu importante,
– le type II qui caractérise des systèmes karstiques possédant un réseau de drainage
bien développé débouchant en aval sur un important karst noyé,
– le type III qui caractérise des systèmes karstiques plus développés à l’aval qu’à
l’amont, avec des retards à l’alimentation,
– le type IV qui caractérise des systèmes karstiques complexes,
– le type V qui caractérise des systèmes karstiques peu développés (aquifère fis-
suré).
FIG. 2.1 – Classification des aquifères karstiques d’après Mangin [99]. Tableau extrait de Jeannin
& Sauter, 1998 [63]. Les points représentent plusieurs analyses réalisées sur le système karstique de
Milandrine (Suisse).
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Différents auteurs ont appliqué cette classification. Jeannin & Sauter, 1998 [63], ont
réalisé ce type d’analyse au système karstique de Milandrine (Suisse), Fig. 2.1. Les
résultats obtenus indiquent que, pour les différentes chroniques de débits analysées, il
est difficile de classer de manière certaine un système karstique donné par cette ap-
proche "globale". Le fonctionnement spatio-temporelle d’un aquifère karstique donné
ne semble pas fixe.
Le paramètre i notamment semble très variable. Il paraît difficile de procéder à une clas-
sification précise et déterminée des aquifères karstiques. Cependant, de grandes classes
semblent pouvoir se dégager.
Les méthodes d’analyses des courbes de récession des débits en utilisant des mo-
dèles globaux à une ou deux fonctions mathématiques pour caractériser les aquifères
karstiques semblent assez limitées. Des méthodes statistiques d’analyse non plus seule-
ment des courbes de récession des sources karstiques, mais permettant d’analyser conjoin-
tement la réponse d’un aquifère karstique à une série d’évènements pluvieux ont alors
émergé.
2.1.2 Analyses corrélatoires et spectrales des pluies et des débits :
analyses linéaires
Cette approche globale de caractérisation des aquifères karstiques prend le parti de
considérer ces entités complexes comme des filtres temporels et séquentiels transfor-
mant un signal d’entrée, les précipitations du bassin versant, P(t), en un signal de sor-
tie, Q(t), mesuré au niveau des résurgences karstiques. Cette méthode qui réalise une
analogie avec les systèmes électriques, peut être simple ou croisée. L’analyse croisée
revenant à une analyse de fonction de transfert statistique. Pour être validée, elle néces-
site un nombre conséquent de données sur les deux signaux.
Deux fonctions mathématiques sont utilisées : la fonction d’autocovariance des débits
éq. 2.9 et d’intercovarience entre les pluies et les débits éq. 2.10,
CQQ(k) =
1
N− k
N−k
∑
j=1
(Q( j)−mQ)(Q( j + k)−mQ), (2.9)
et
k ≥ 0 : CPQ(k) = 1N− k
N−k
∑
j=1
(P( j)−mP)(Q( j + k)−mQ),
k < 0 : CPQ(k) =
1
N− k
N
∑
j=k+1
(P( j)−mP)(Q( j− k)−mQ), (2.10)
avec mQ = 1N ∑Nj=1 Q( j) et mP = 1N ∑Nj=1 P( j) respectivement les moments du premier
ordre (moyenne temporelle) des débits et des précipitations, k la période temporelle
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étudiée et N le nombre de données disponibles.
Par ces deux fonctions, le calcul du coefficient d’autocorrélation ou d’intercorrélation
RXX(k) éq. 2.11, sera calculé. et donnera accès à la densité spectrale de puissance SXX ,
éq. 2.12.
RXX(k) =
CXX(k)
varXX
, (2.11)
avec varXX la variance de la quantité étudiée, CXX son autocovariance et X correspond
soit aux données de pluviométrie, P(t), ou soit aux données de débit, Q(t) ;
Le spectre de puissance SXX d’un signal discret (x(i)i=1,...,N) correspond à la transfor-
mation de Fourier de la fonction d’autocorélation (Théorème de Wiener-Kinchine). La
définition est la suivante (cas discret) :
SXX(k +1) =
n=N−1
∑
n=0
RXX(n+1)e−
2pi jkn
N . (2.12)
L’utilisation du spectre de puissance (discret) permet de déterminer et d’isoler dans les
signaux étudiés (P(t) ou Q(t)), diverses composantes structurées ou périodiques, e.g.
le cycle hydrologique, et une composante aléatoire, e.g. erreur de mesure et d’appareil
mais aussi et surtout l’aléas et la compléxité hydrogéologique.
En hydrogéologie karstique cette analyse fonctionnelle, corrélatoire et spectrale per-
met de mettre en relation l’importance du niveau d’organisation du drainage et l’impor-
tance des réserves. L’étude de CQQ et CPP permet notamment à Mangin de caractériser
"l’effet mémoire" et la "fréquence de coupure" du sytème étudié déterminés de la façon
suivante :
– "L’effet mémoire", déterminé sur la fréquence d’autocorrélation, correspond au
délai k, pour lequel elle prend pour la première fois la valeur 0.2 (CQQ(k) = 0.2).
L’effet mémoire traduit la dépendance des signaux en fonction du temps.
– "La fréquence de coupure", déterminée sur le spectre, correspond à la fréquence
pour laquelle le spectre devient nul ou négligeable. Elle rend compte du pouvoir
régulateur du système : plus elle est faible, plus le système filtre les informations
à haute fréquence et atténue un signal temporel.
Par cette approche, Labat (2001 [81]) a classé différents systèmes karstiques des Pyrén-
nées françaises et espagnoles, et des Causses (France) notamment en fonction de leur
effet mémoire respectif.
Le co-spectre, quant à lui, permet de rendre compte des relations pluie-débit de façon
plus fine. Cependant, ces analyses corrélatoires et spectrales ont des limites, notamment
de considérer que les sytèmes karstiques peuvent être analysés par des méthodes d’ana-
lyses stationnaires (stationnarité des siganux) et linéaires (analyses croisées linéaires).
Labat et al., 2000 [85], proposent d’autres approches : l’analyse multirésolution par
ondelettes et l’analyse multifractale.
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2.1.3 Analyses en ondelettes et multifractale : analyses non-stationnaires
Dans le cadre de l’étude réalisée dans ce document, nous ne présenterons que des
généralités sur ces outils d’analyse. Nous ne retiendrons que les principaux résultats
obtenus pour argumenter notre propos.
Analyse en ondelettes
La tranformée en ondelettes est une méthode d’analyse temps/fréquence d’un si-
gnal, développée pour pallier à certains inconvénients de l’analyse de Fourier classique,
en particulier la non-prise en compte d’aspects temporels de type singularités ou non-
stationnarités. Tout d’abord introduite dans les géosciences pour les analyses de signaux
sismiques (Grossman & Morlet [55]), cette méthode d’analyse du signal s’est depuis
étendue à de nombreux champs d’application notamment pour l’étude de la turbulence,
en hydrologie, en hydrogéologie et en climatologie. En hydrogéologie karstique, Labat
et al. 2000 [85], l’ont utilisée pour clarifier et caractériser les variations temporelles des
débits et de la relation pluie-débits.
L’objectif principal de la transformée en ondelettes est d’obtenir une relation du
type temps-échelle de phénomènes ayant une influence sur un gamme d’échelles de
temps plus moins étendue en représentant les processus en jeu dans une base appropriée.
L’avantage considérable de cette méthode introduite par Grossman & Morlet, 1984 [55],
est que la taille des fenêtres d’analyse est réglée par deux paramètres : un paramètre de
translation et un paramètre de dilatation/contraction de l’ondelette. Elle permet ainsi
de résoudre les principaux problèmes de choix de la taille de la fenêtre d’analyse lors
d’analyses de Fourier à fenêtre glissante Gaussienne de type Gabor (Gabor 1946 [53]).
La première étape de l’analyse en ondelettes est de réaliser une changement de base de
projection, à deux paramètres, de la forme :
ψa,τ =
1√
a
ψ(t− τ
a
), avec (a,τ) ∈ (R∗ × R), (2.13)
où le paramètre a peut être interprété comme un facteur de dilatation (a > 1) ou de
contraction (a < 1) de l’ondelette et τ comme un facteur de translation temporelle ou de
décalage fréquentiel de la fonction ψa,τ sur le signal x(t).
La tranformation en ondelettes d’un signal x(t) est similaire à la transformée de Fourier
du signal et s’écrit :
Cx(a,τ) =
∫ +∞
−∞
x(t)ψ∗a,τ(t)dt, (2.14)
où Cx(a,τ) sont les coefficients de la transformée en ondelettes et * correspond au com-
plexe conjugé de la fonction ondelette. Dans l’analyse en ondelettes, la fonction ψa,τ
joue le rôle de noyau de convolution. Cette fonction est souvent appelée ondelette mère.
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Par cette analyse en jouant sur les paramètres a et τ, la décomposition du signal en
ondelettes permettra l’identification de diverses fréquences temporelles ainsi que leur
dissociation en terme d’échelle de temps. Pour les différentes formules évoquées dans
cette partie, Cx(a,τ) sont les coefficients ondelettes du signal x(t) (pluie ou débits) et
Cy(a,τ) sont les coefficients ondelettes du signal y(t) (débits).
Dans le but de mettre en évidence des relations pouvant exister entre échelles tem-
porelles, différentes grandeurs statistiques sur les coefficients ondelettes sont définis
notamment le "spectre" et le "co-spectre" des coefficients en ondelettes. Le concept de
spectre et de cross-spectre en ondelettes a été défini par Brunet & Collineau (1995 [25]),
d’autres auteurs ont ensuite utilisés ce concept à d’autre types études comme Li & No-
zaki, 1997 [87] en mécanique des fluides pour l’étude des structures de la turbulence.
Le spectre en ondelettes continues WXX(a,τ), est défini par analogie avec l’analyse de
Fourier de la manière suivante :
WXX(a,τ) = CX(a,τ)C∗X(a,τ) = |CX(a,τ)|2, (2.15)
De nouveau par analogie avec le co-spectre de Fourier, un co-spectre en ondelettes entre
deux signaux continus, x(t) et y(t) peut être défini, Liu 1995 [92] :
WXY (a,τ) = CX(a,τ)C∗Y (a,τ) (2.16)
où CX(a,τ) et C∗Y (a,τ) sont respectivement les coefficients en ondelettes de x(t) et les
coefficients en ondelettes conjugués de y(t). Ce formalisme aboutit à une analogie avec
l’analyse de Fourier. Une représentation de type "Wiener-Kinchine" est aussi possible :
E[WXY (a,τ)] =
∫ +∞
−∞
∫ +∞
−∞
E[x(u)y(v)]ψ∗a,τ(u)ψ∗a,τ(v)dudv . (2.17)
Une autre information sur la relation entre les signaux de type temps-continu peut être
extraite de la fonction de cohérence en ondelettes définie par Liu, 1995 [92] :
Γ(a,τ) = WXY (a,τ)√
WXX(a,τ)WYY (a,τ)
= ρXY (a,τ)eiθXY (a,τ). (2.18)
Labat et al., 2000 [85] ont appliqué l’analyse en ondelettes discrètes et l’analyse
multirésoltion en ondelettes sur base orthogonale pour analyser le débit de plusieurs
sources karstiques des Pyrénnées françaises et espagnoles.
Ces analyses ont montré une forte non-stationarité des débits des sources karstiques.
L’analyse discrète multi-résolution et l’utilisation de la covariance d’ondelette entre les
données de précipitations et débits a permis de différencier deux composantes de la
réponse des aquifères karstiques suite à un évènement pluvieux :
– une réponse rapide due aux écoulements ayant lieu dans les structures très per-
méables des aquifères karstiques qui percolent avec le conduit qui débouche sur
la source où ont été effectuées les mesures,
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FIG. 2.2 – Un exemple d’identification de deux composantes dans la réponse du système karstique
Aliou par analyse de la covariance des coefficients ondelettes entre détails pluie-débits et approximation
pluie-débits. D’après Labat et al, 2000b [85].
– et une réponse lente due à la vidange "des systèmes annexes de réserves" (épikarst
et partie de l’aquifère peu percolante avec le conduit) qui arrive à la source et à la
matrice poreuse finiment fracturée englobant le système drainant étudié.
En complément de ces études une analyse fractale et multi-fractale peut être réalisée
sur la réponse des aquifères karstiques à la pluviométrie.
Analyses fractale et multi-fractale
L’analyse mutifractale est une méthode d’analyse des propriétés d’invariance d’échel-
les multiples aussi bien pour les moments d’ordre q que pour la distribution de probabi-
lité. Ce formalisme a été initialement introduit en turbulence afin d’analyser et modéliser
la cascade énergétique. Une présentation de ces applications en hydrologie de surface
est donnée par Davis et al., 1994 [39].
Différents outils et approches existent pour mettre en évidence et caractériser l’inva-
riance des échelles des signaux, entre le spectre de densité de variance, S( f ), et de
possibles plages de fréquences sur lesquelles le spectre suit une loi puissance éq. 2.19.
S( f ) = ∝ f β . (2.19)
Des analyses fractales et multi-fractales ont été menées par Labat, 2001 [81] sur les
données de précipitations et de débits mesurés sur quatre bassins versants karstiques
de moyenne altitude des Pyrénées (Ariège et Pyrénées-Orientales) : Aliou, Baget et
fontestorbes, sur une période s’étalant du 23/09/1974 au 25/02/1997.
De ces études il ressort que le signal débit des sources karstiques est fortement non
stationaire, la réponse à un événement pluie se traduissant par une réponse complexe
caractérisée par deux phases :
27
Chapitre 2. Hydrogéologie karstique
– une réponse rapide du système karstique suite à un évènement pluvieux, de type
"filtre passe haut", qui traduit la circulation rapide des eaux de l’impluvium à
la source par les entités (macro-)morphologiques les plus conductrices (perte,
doline...−−> conduit −−> source)
– et une réponse lente du sytème karstique suite à un évènement pluvieux, de type
"filtre passe bas", qui traduit la vidange d’autres compartiments, de manière plus
diffuse pour arriver au système drainant principal, puis jusqu’à la source.
28
2.2 Méthodes d’analyses et de caractérisation des aquifères karstiques
2.1.4 Bilan sur la structure temporelle des karsts
Cette synthèse bibliographique réalisée sur les méthodes indirectes de quantifica-
tion et d’identification des caractéristiques internes des aquifères karstiques, a mis en
évidence les difficultés existantes pour obtenir des classes comportementales précises
d’aquifères karstiques. Les deux dernières méthodes d’analyses présentées, univariées
et croisées des pluies et des débits, en ondelettes multirésolution et en analyse multi-
fractale ont mis en évidence l’aspect multi-échelle temporelle, la non stationnarité et la
non linéarité de la réponse des aquifères karstiques à un évènement pluvieux.
Ces deux dernières méthodes d’analyses ont pu mettre en avant l’existence dans la
réponse globale du sytème karstique étudié de deux composantes dans les débits des
sources karstiques :
– une réponse rapide du système karstique suite à un évènement pluvieux, de type
"filtre passe haut", qui traduit la circulation des eaux de l’impluvium rapidement
à la source par les entités (macro-)morphologiques les plus conductrices (perte,
doline...−−> conduit −−> source)
– et une réponse lente du sytème karstique suite à un évènement pluvieux, de type
"filtre passe bas", qui traduit la vidange d’autres compartiments, de manière plus
diffuse pour arriver au système drainant principal, puis jusqu’à la source.
Ici, nous pouvons rajouter que le filtre fréquentiel "passe bas" peut être mis en regard
avec l’effet de la structure spatiale des matériaux poreux dans les modèles hydrauliques
d’Equations aux Dérivées Partielles (E.D.P.) utilisés dans cette étude. En effet, les ana-
lyses spectrales, Gelhar 1993 [51], limitées stricto-sensu au cas des milieux continum
heterogènes (la matrice poreuse, pas les fissures), montrent que les E.D.P. fondées sur
le modèle de perte de charge de Darcy dans les milieux poreux sont aussi des filtres
"passe-bas" en terme de fréquence spatiale. Pour la réponse de type "filtre passe haut",
il parait donc nécessaire d’identifier les structures à l’origine de ce type de réponse et
leurs états de connectivité pour mieux comprendre les phénomènes physiques et la phy-
sique des phénomènes qui régissent ces systèmes complexes1 .
Dans la partie suivante, nous allons essayer de passer en revue les différents types
de morphologies qui caractérisent les aquifères karstiques. Enfin, dans la dernière partie
de ce chapitre bibliographique, nous passerons en revue les différentes approches de
modélisation des écoulements et nous justifierons le choix réalisé lors du travail de
modélisation.
1Il est vrai que l’E.D.P. Darcy est un filtre passe bas. Mais ce résultat (obtenu sans les fissures) n’im-
plique pas que les méso- et macro-morphologies ce comportent comme un filtre passe-haut. Ce point
devrait être l’objet de recherches spécifiques y compris avec l’E.D.P. de Navier-Stokes (le travail n’est
pas poursuivi dans cette thèse où nous retiendrons un approche essentiellement darcienne)
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2.2 Eléments morphologiques des massifs fissurés et des
aquifères karstiques
Introduction
Les écoulements dans les massifs karstiques sont de nature très variée et sont condi-
tionnés par la morphologie de ces hydrosytèmes. L’étude bibliographique réalisée précé-
demment a mis en évidence le caractère non stationnaire et non linéaire de la réponse des
aquifères karstiques au cycle des précipitations. Une chose est certaine, cette réponse
est la résultante de la réponse de la macro-morphologie et de la micro-morphologie des
aquifères karstiques. Cette macro-morphologie provient de l’agrandissement de micro-
et méso-morphologies d’origine sédimentaire ou tectonique par la karstogenèse.
Le point de départ de la compréhension de cette macro-morphologie est donc la
compréhension de la répartition de ces micro- et méso-morphologies. Dans cette étude,
nous ne nous intéresserons pas dans un premier temps aux discontinuités d’origine sé-
dimentaires, mais seulement à celle d’origine tectonique : la fracturation. Nous verrons
cependant ci-dessous qu’elles ne peuvent s’envisager sans la connaissance de la litholo-
gie. Noter que, dans le Chapitre 5 de la Partie II, nous présenterons un modèle morpho-
logique à base mathématique et statistique, utilisable pour une modélisation numérique
des écoulements 3D.
2.2.1 Structure de fracturation
Différentes études menées ont montré une correspondance entre les directions de
fracturation et les tracés de vallées (Daubree, 1979 [36]), et la cohérence des directions
de fissuration avec les alignements des formes karstiques (Jamier & Mathey, 1977 [60]).
Ces données de surface sont d’ailleurs confirmées par les informations acquises sur la
karstification profonde (Kiraly, 1969a [66] ; Grillot & Guérin, 1975 [54]) ou obtenues
à partir d’observations hydrauliques (Colbeaux & Mania, 1976 [32] ; Drogue & Grillot,
1976 [42]).
Les premiers paramètres à retenir pour caractériser la morphologie d’un massif fracturé
classique, ou l’état primaire d’un massif carbonaté sans que le processus de karstifica-
tion n’ait eu lieu, sont :
• la densité de la fracturation,
• les lois de distributions des diamètres des fractures et leurs orientations spatiales
en 3D,
• les lois de distribution des propriétés hydrauliques/hydrodynamiques des frac-
tures.
Les paramètres aléatoires de ces discontinuités doivent répondre à certains critères qui
dépendent des conditions lithologiques et tectoniques.
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Pierre Barthelémy, 1992 [17], montre qu’en envisageant un continuum d’échelles
dans une gamme donnée, il est possible de faire apparaître des propriétés géométriques
des réseaux de fractures qui ne sont pas accessibles par un travail effectué sur un seul
intervalle d’échelle. Autrement dit, il est possible d’observer une structure hiérarchisée
des fractures qui ne peut être mise en évidence, d’un point de vue géométrique, que par
un travail fait à différentes échelles.
Les résultats obtenus par Barthélémy pour caractériser les réseaux de fractures du
plateau du Larzac (France), ont montré qu’à l’échelle de l’affleurement, la distribution
des fractures était poissonnienne. Aux grandes échelles (1/550-1/300), l’étude des ré-
seaux de fractures a permis de mettre en évidence le caractère fractal des réseaux de
macro fractures dans le plan horizontal. Toujours selon cet auteur, pour les plans verti-
caux, il semblerait que la répartition de la fracturation soit liée de manière décroissante
à l’épaisseur de "bancs mécaniques" délimités par des stylolithes stratiformes.
Ainsi, si la génération des fissures à l’échelle de l’affleurement peut être réalisée en
utilisant un processus poissonnien (ou processus de Poisson) ; à l’échelle du massif ces
paramètres sont différents, et plus sensible aux contraintes tectoniques globales. Une
distribution hiérarchisée apparaît alors plus judicieuse.
D’autres auteurs ont aussi obtenu, par analyses géostatistiques de la fracturation de
grès, des observations comparables et notent que le modèle auto-homothétique est inap-
plicable pour des échelles allant du centimètre jusqu’à plusieurs centaines de kilomètres
(Castaing et al, 1997 [28]). La détermination et l’utilisation d’une loi globale de l’échan-
tillon centimétrique (ou métrique) à kilométrique pour les paramètres morphologiques
de la fracturation est donc à prendre avec beaucoup de réserve.
D’autres observations de terrains obtenues à partir de l’analyse de plus de 700 m de
carotte sur le gisement pétrolier de Rhourde el Baguel (Algérie) tendent à montrer qu’il
est faux de considérer que plus les "bancs mécaniques" sont épais plus la fracturation
est de densité faible (Allouani, 1991 [9]). La faible densité de fracturation de certains
niveaux stratigraphiques serait plutôt à mettre en relation avec la teneur en argile de ces
niveaux sédimentaires. Il est en effet vraisemblable que les joints argileux encaissent
alors une part importante de la déformation.
Parmi les modèles de génération de milieux fracturés discrets classiquement utilisés
dans la littérature, les modèles auto-homothétiques et fractals semblent justifiés à des
échelles importantes pour certains contextes géodynamiques. Mais les modèles pois-
sonniens purements aléatoires semblent plus applicables à l’échelle métrique.
La génération de la morphologie des milieux fracturés synthétiques doit être réalisée
de manière séquentielle suivant différentes lois d’échelles de génération car les phéno-
mènes mis en cause sont différents suivant les échelles considérées. L’utilisation d’un
modèle hiérarchique avec plusieurs lois d’échelles peut être nécessaire. Nous pouvons
ici noter que, pour la génération aux échelles supérieures, l’utilisation de méthodes de
"recuit-simulé" peut s’avérer optimale si les données de terrains sont suffisantes. Une
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étude de ce type a déjà été réalisée par Cananon, 2006 [27], pour reconstruire la frac-
turation d’un massif fracturé d’argilite à partir d’observations de traces de fractures sur
l’enveloppe d’une galerie anthropique creusée pour le stockage des déchets radio-actifs.
Pour de telles reconstructions obtenue à partir de telles observations, il faudrait pouvoir
discriminer, pour la génération à l’échelle du massif, les fractures liées à l’endommage-
ment dû au creusement de la galerie. Cependant, pour des traces de fissures relevées sur
des milieux naturels cette approche semble bien adaptée.
De plus comme nous l’avons vu précédemment, l’apparition des fractures semble
liée au pourcentage d’argile présent dans les formations endommagées. Une étude inté-
ressante à réaliser pourrait être de conditionner la génération des centroïdes des fractures
à partir de champs de répartition du pourcentage d’argile. La probabilité d’occurrence
d’une fracture étant inversement proportionnelle au pourcentage d’argile local du milieu
sédimentaire considéré. Ce champ peut être obtenu, par exemple, par l’algorithme des
Bandes Tournantes (Tompson et al. 1989, [131]).
2.2.2 Systèmes karstiques, conduits et cavités
Les conduits karstiques
D’après Jeannin, 1996 [61] la géométrie des conduits karstiques est conditionnée
par le type d’écoulement qui y siège et peut être caractérisée par trois variables :
– les caractéristiques de la section des conduits (diamètre et rugosité),
– la structure des conduits (tortuosité),
– la structure du réseau (type de réseau, position et direction générale des conduits).
Typiquement, ils ont des sections subcirculaires, souvent elliptiques et leurs allonge-
ments sont liés à la présence d’une discontinuité (fracture ou joint de stratification).
Les conduits sont tortueux et il n’est pas rare qu’ils présentent des ondulations de
plusieurs dizaines, voir centaines de mètres de dénivellation. Une étude sur la tortuosité
des conduits karstiques a été réalisée par Jeannin, 1992 [61], dans quelques galeries du
lac de Thoune (Suisse). Les résultats obtenus montrent des relations fractales sur 2 à 3
ordre de grandeurs (m à km), comprises entre 1.07 et 1.11. Suite à ces observations de
terrain, Jeannin, 1996 [62] propose une procédure de génération à partir d’un processus
brownien fractionnaire. Les résultats obtenus sur la morphologie des réseaux simulés
par rapport aux réseaux réels sont encourageants.
Pour caractériser les conduits karstiques à partir de la géométrie de leur enveloppe,
Curl (1986 [31]) a introduit le concept de "cave modulus" (Fig. 2.3). Une grotte de
module µ représente la somme des parties de la grotte qui peuvent être explorée par une
sphère de diamètre µ. L’auteur propose une relation entre la somme des longueurs de
toutes les cavernes de module µ et la somme des longueurs explorables (de module µp
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= 0.5m) dans une région :
L(µ) = L(µp)
(
µ
µp
)1−D
(2.20)
où D est une dimension fractionnaire. Curl a mesuré par cette méthode la dimension
fractale du volume de grotte d’une région de Pennsylvanie. Il a obtenu une valeur de
2,79. Ici, nous pouvons noter que,(
µ
µp
)1−D
,
est assimilable à une loi de distribution de Pareto de paramètre D.
FIG. 2.3 – Cave modulus
Notons ici que la plupart des galeries karstiques dont la morphologie est observable cor-
respondent à d’anciennes entités de drainage, non fonctionnelles, sauf en cas de crues
pour certaines d’entre elles. Donc, la morphologie étudiée n’est plus en accord avec la
structure fonctionnelle située dans la zone noyée. En effet, dans ces conditions, d’autres
processus d’érosion, comme des desquamations prennent place et modifient la morpho-
logie originale. Cependant, elles peuvent nous apporter quelques éléments intéressants
sur la mise en place de ces galeries.
Les conduits se développent comme nous l’avons vu principalement, au profit des
discontinuités de la roche et c’est le gradient hydraulique qui dicte la direction géné-
rale de l’écoulement au travers des discontinuités ; la direction des conduits est donc
globalement celle du gradient, mais localement celle des discontinuités.
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Les systèmes karstiques annexes au drainage
Les systèmes karstiques annexes sont situés dans la partie noyée du karst. Ce terme a
été employé pour la première fois par Mangin (Mangin, 1974-1975 [99]), pour expliquer
des constatations faites sur l’analyse des débits des sources karstiques. D’un point de
vue morphologique, ces systèmes annexes seraient des entités morphologiques situées
de part et d’autre du drainage et comprennent des vides, plus ou moins grands (salles,
ou cavité), anastomosées, mais répartis en une succession d’ensembles assez bien déli-
mités, indépendants les uns des autres et tous en relation avec des drains. Très capacitifs
et peu transmissifs, ils sont le lieu de stockage des réserves du karst noyé. Cependant,
leurs répartitions et leurs distributions dans le massif sont très peu documentées dans
la littérature et leur définition est un peu vague. Frumkin & Fischhendler, 2004 [45] y
voient une origine liée à une agressivité locale importante des eaux de l’aquifère.
2.2.3 Organisation amont/aval
De l’amont vers l’exutoire, le karst apparaît comme un réseau hydrographique 3D
organisé, structuré, plongé au sein d’un milieu poreux lui-même (plus finement) fissuré,
où les faibles écoulements de l’amont, ayant lieu dans des fissures fines, confluent vers
l’aval pour donner des drains de plus en plus importants, mais de moins en moins nom-
breux. D’après Palmer, 1992 [108], la plupart des réseaux d’écoulements karstiques pré-
sentent une structure arborescente, comparable aux réseaux hydrographiques de surface.
Palmer propose une classification des réseaux, que l’on peut qualifier de "structurelle",
différente de celle de Mangin qui est plus "fonctionnelle". Cet auteur distingue quatre
types de réseaux (Fig. 2.4) :
– maillés (fortement influencés par le réseau de fractures),
– anastomosés (nombreuses diffluences),
– branchiformes,
– et ramiformes (grands vides reliés par de petits couloirs).
Les réseaux d’écoulement présentent une structure organisée, drainant efficacement les
eaux et prenant appui sur les discontinuités présentes qui sont elles même fonction de la
lithologie, des processus diagénétiques et de l’histoire tectonique du massif considéré.
A cette structuration amont/aval, il faut ajouter une composante verticale d’organi-
sation.
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FIG. 2.4 – Classification morphologique des aquifères karstiques d’après Palmer, 1992 [108].
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2.2.4 La structuration verticale des hydrosystèmes karstiques
De manière générale et synthétique, la plupart des aquifères karstiques peut être di-
visée en trois éléments structurels verticaux qui remplissent une fonction particulière
comme nous avons commencé à le décrire en introduction. Nous distinguons respecti-
vement :
L’épikarst
L’épikarst est plus ou moins bien développé suivant les conditions climatiques et la
nature des roches affleurantes. Il est principalement constitué d’éléments qui permettent
le transfert vertical (lapiez, fractures) des eaux de ruissellement vers la zone variable-
ment saturée du karst. Parfois, un zone drainante peut être observée à sa base (Jeannin,
1992 [61]). L’épikarst, constitue la partie de l’alimentation du karst, si nous ne prenons
pas en considération les zones d’alimentation ponctuelles comme les pertes actives ou
des dolines.
La zone variablement saturée
Cette zone insaturée ou variablement saturée, permet le transfert vertical de l’eau
d’infiltration du massif vers la zone noyée du karst. Les éléments qui jouent un rôle
prioritaire dans ce transfert sont les plus grands accidents tectoniques une fois élargis
par dissolution. Les restes ou les anciens systèmes karstiques, inactifs actuellement,
jouent aussi un rôle important dans le drainage du massif surtout en hautes eaux.
La zone noyée
La zone noyée est la zone saturée des aquifères karstiques. Elle est plus ou moins
développée selon le type d’aquifère karstique considéré, mais elle constitue toujours
la partie la plus active dans le drainage d’un massif carbonaté. Cette zone saturée est la
partie du karst où l’organisation des vides apparaît avec le plus de netteté. Elle comprend
un système de drainage, constitué de galeries, ou de zones très transmissives, mais peu
capacitives et, de part et d’autre de l’axe drainant, des vides plus ou moins grands (salles,
ou cavité), anastomosées, répartis en une succession d’ensembles assez bien délimités,
indépendants les uns des autres et tous en relation avec des drains ; ces ensembles sont
notés systèmes karstiques annexes au drainage (Mangin, 1974-1975 [99]). Très actifs et
peu transmissifs ces places sont le lieu de stockage des réserves du karst noyé. Notons
que la zone noyée n’est pas présente de manière équitable dans l’ensemble du massif ;
elle est généralement développée à proximité de l’exutoire et s’estompe au fur et à
mesure que l’on s’en éloigne.
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2.3 Bilan (systèmes karstiques)
Comme nous avons pu le constater, le karst peut être assimilé à un réseau com-
plexe de drainage 3D d’un massif carbonaté variablement saturé. Ce réseau est consti-
tué de différentes unités morphologiques qui présentent une structuration verticale et
amont/aval. Ces géométries complexes résultent de la dissolution du massif suivant des
plans préférentiels de circulation des eaux à un moment donné de son existence et de
son activité (fonction du gradient hydraulique).
Les études portant sur l’analyse de la réponse temporelle et fréquentielle des sources
karstiques en relation avec les précipitations ou non, ont permis de mettre en évidence
la non stationnarité et la non linéarité des écoulements et du fonctionnement des aqui-
fères karstiques. La réponse des sources karstiques à un évènement pluvieux, mise en
évidence par ces différentes études, se caractérise par :
– une réponse rapide, de type "ruissellement" souterrain,
– une réponse plus lente de type "infiltration".
Pour appréhender l’étude de ce milieu hétérogène sur une large gamme d’échelles, il
faut considérer le karst comme étant un "double milieu" où la matrice poreuse finement
fissurée pourra être assimilée à un continuum homogénéisé et spatialisé dans lequel des
éléments très transmissifs responsables de la réponse rapide, sont représentés par des
éléments discrets (e.g. des conduits, des salles et des fractures conductrices).
Nous pouvons soit envisager de traiter le massif karstique comme un modèle "dual
continuum" (modèle à deux équations avec échange matrice-fracture/objets discrets) ou
"continuum simple" (modèle à une équation).
Dans le présent travail de modélisation ( Part. III, Chaps. 7 à 10), nous utiliserons un
modèle "continuum simple".
La géométrie du karst influence le drainage du massif. Cependant, seule une partie
très limitée est explorable par l’Homme. Que dire des systèmes drainants non explo-
rables, des systèmes annexes au drainage, des micro-conduits et des fissures de dia-
mètres inférieurs à 1 m ?
Le point de départ consisterait à étudier la structure du karst en croisant des données
empiriques sur la morphologie du réseau spéléologique et d’autres données statistiques
obtenues par extrapolation des données existantes. Il faudrait même ajouter un modèle
d’érosion du massif permettant de tenter une reconstruction du massif drainant en fonc-
tion des variations du gradient hydraulique régional subit par le massif au cours de sa
diagenèse tardive. Ce modèle pourrait aussi permettre de reconstituer par "voie hydrau-
lique" les liens manquants entre des entités partiellement observables.
Pour le travail de modélisation de la partie II (Chap. 5), différentes pistes pour la gé-
nération de la morphologie des aquifères karstiques, évoquées dans la partie précédente,
seront explorées, certaines pistes plus que d’autres. Ces idées sur la modélisation de la
morphologie ont abouti à la construction d’un certains nombres d’outils numériques.
Ces outils numériques, pour certains encore embryonnaires, devront être améliorés.
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Nous avons aussi vu que les aquifères karstiques bien hiérarchisés peuvent en une
certaine mesure être assimilable, pour ce qui est de leur comportement temporel, aux
systèmes fluviatiles plutôt qu’à des aquifères fracturés ou poreux.
Cependant, il ne faut pas oublier que les karsts ont un comportement différent sui-
vant la période de l’année considérée (haute eaux/basses eaux) du fait du comportement
hydromécanique du massif. En effet, en hautes eaux, certaines fractures s’ouvrent et se
referment en basses eaux (étude hydrochimique, Mudry et al. [104].). Plus qu’un pro-
blème de comportement suivant l’échelle considérée, c’est la structure entière du karst
qui change et donc son comportement au cours de la période du cycle hydrologique
considérée. Pour être plus précis, si l’on considère pour analyser la structure du karst
une comparaison avec les systèmes fluviatiles, par exemple la classification de Shreve,
1966 [122], le nombre de sources varie énormément entre les basses eaux et les hautes
eaux.
Les éléments macro-morphologiques compris dans la masse 3D du massif carbonaté
sont donc particulièrement importants pour appréhender l’hydrodynamique des karsts.
De plus, la prise en considération de la non-linéarité des écoulements est aussi essen-
tielle, pour réaliser la modélisation des écoulements dans les aquifères karstiques. Une
loi de perte de charge locale appropriée doit aussi être utilisée suivant le type de mor-
phlologie considéré.
Les inconnues et les problèmes rencontrés pour la modélisation des aquifères kars-
tiques sont donc très nombreux. La modélisation ne peut correctement se faire que par
le croisement de plusieurs approches et disciplines, comme la biologie, la géologie, la
spéléologie, la morphologie et la topologie, la géodynamique, l’hydrogéologie, la mé-
caniques des fluides et des structures, et la géostatistique.
Dans le chapitre suivant, nous allons présenter les différentes voies de modélisation
utilisées dans la littérature.
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Différentes approches de modélisation
La modélisation des écoulements dans les aquifères karstiques peut se diviser en
trois classes différentes :
– la première consiste en la modélisation du débit des sources ; différentes méthodes
utilisées dans la littérature seront présentées brièvement.
– la seconde méthode utilise des modèles à réservoirs conceptuels imbriqués et en
relation.
– la troisième méthode consiste à réaliser une modélisation tridimensionnelle des
écoulements dans les massifs karstiques par résolution d’Equations aux Dérivées
Partielles (E.D.P.).
3.1 Modélisations des débits d’une source karstique
Cette approche consiste à réaliser une modélisation des débits d’une source karstique
en utilisant des modèles linéaires ou non linéaires.
3.1.1 Les modèles linéaires
Modèles linéaires statistiques
Toutes ces méthodes sont issues de "l’hydrogramme unitaire" développé en hydrolo-
gie de surface aux Etats Unis par Sherman, 1932 [120], Snyder, 1955 [126] et Eagleson
et al, 1966, [44].
Dreiss 1982 [40], propose d’utiliser en hydrologie karstique une méthode fondée sur une
équation de convolution entre les pluies efficaces P(t) et les débits Q(t) via un noyau de
convolution sensé représenter l’hydrosystème karstique :
Q(t) =
∫ +∞
−∞
h(τ)P(t− τ)dτ, (3.1)
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où h(τ) est le noyau de convolution identifié par optimisation entre les débits observés
et modélisés en résolvant le système linéaire issu de la discrétisation de temporelle de
l’équation précédente.
Modèles stochastiques linéaires
L’approche stochastique linéaire consiste à modéliser les débits de sources kars-
tiques par des modèles de prédiction reliant de manière linéaire les données entrées/sorties
dans le temps avec l’introduction d’un bruit blanc (e.g. Salas & Obeysekera 1982 [118].
Plusieurs modèles mathématiques existent. Nous pouvons citer par exemple les modèles
ARMAX exogène (d’ordre p,q,r) :
Y (t) =
j=p
∑
j=1
a jY (t− j)+
k=q
∑
k=1
ckX(t− j)+ ε(t), (3.2)
où Y (t) et X(t) sont des processus stationnaires, ε(t) un bruit blanc et a j et ck des
paramètres de calage du modèle.
L’un des problèmes d’utilisation de ces méthodes est que les paramètres de calage
ne possèdent pas forcément de réalité physique "a priori".
Modèles linéaires multirésolutions
Labat, 2001 [81], propose l’utilisation d’un modèle de convolution linéaire permet-
tant de prendre en considération le caractère multi-échelle temporelle de aquifère kars-
tique.
Pour cela, il utilise une décomposition en coefficients "ondelettes" des deux signaux
P(t) et Q(t) observés de longueur 2M :
P(i) =
j=M
∑
j=1
k=2 j
∑
k=1
CPj,k(i)ψ j,k(i) , (3.3)
Q(i) =
j=M
∑
j=1
k=2 j
∑
k=1
CQj,k(i)ψ j,k(i) . (3.4)
Le modèle consiste alors à caler un modèle linéaire de convolution sur chacune des dé-
compositions "ondelettes" des deux signaux pluie et débit. La technique permet ainsi
de caler M hydrogrammes unitaires sur les M composantes de la décomposition. Ces
hydrogrammes unitaires multi-résolution reliant les coefficients en ondelettes multi-
résolutions des pluies et des débits sont définis par la relation suivante :
CQj,k =
k=2 j
∑
k=1
CPj,k(i)H j(k− i). (3.5)
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Pour leurs études, l’utilisation de l’ondelette de Daubechies [37] a été réalisée. Selon
Labat, 2001 [81], le choix de l’ondelette de Daubechies influe peu sur les résultats de
simulation à court terme, mais de manière significative sur les résultats de simulation à
long terme.
3.1.2 Les modèles non-linéaires
De nombreux auteurs utilisent des modèles non linéaires pour modéliser différents
types de systèmes karstiques. Le détail de chacune de ces méthodes de simulation ne
sera pas présenté ici, cependant, les lecteurs pourront trouver les références bibliogra-
phiques correspondant à l’utilisation de ces modèles.
Trois grandes classes de méthodes peuvent se dégager :
• L’utilisation de l’hydrogramme unitaire variable en temps :
– en fonction du débit mesuré, Kachroo & Natale 1992 [64], à seuil de débit,
Labat et al. 1999c [83] ;
– en utilisant la notion de fonction de gain non stationnaire, O’Connor & Ahsan
1991 [107],
– en proposant des modélisations différentes des composantes du modèle à long
terme (annuelle) et à court terme (journalière) de la réponse du bassin, Nash &
Barsi [106] et Lin & Lye [90],
• L’utilisation de modèles de type réservoirs physiques ou conceptuels non linéaires
en cascade :
– modèle de Nash (e.g. Napiorkowski & Strupczewki [105])
– les modèles "stochastiques" non-linéaire, Rao & Rao 1984 [114].
• L’optimisation des séries de noyaux de type Volterra, après projection ou non
de ces derniers sur des bases polynômiales orthonormées (par exemple les poly-
nômes de Meixer). Ces modèles peuvent être fondés par exemple sur la cascade
de Nash (Volterra/Nash) pour reconstituer les données de débits, Labat 2001 [81].
3.2 Les modèles réservoirs conceptuels
Lorsque l’on s’attaque à la modélisation de systèmes complexes comme les aqui-
fères karstiques et que l’on désire s’approcher des processus naturels mis en jeu, il est
possible de concevoir ces systèmes comme une succession de réservoirs conceptuels
spatialisés et communiquant entre eux par des lois de vidange.
Ces réservoirs bien qu’assujettis à des processus physiques comme l’évapo-transpira-
tion, ne sont pas attachés à la physique des processus et nécessitent un calage empirique.
La plupart des modèles actuels sont de type CEQUeau (IRSN-Eau Québec, Morin et
al. 1995 [102]). Ce modèle est un modèle hydrophysiologique conceptuel spatialement
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distribué utilisé essentiellement en hydrologie de surface. Les entrées du modèle sont
constituées de données topographiques, pluviométriques et de température.
Ce modèle particulier comporte 28 paramètres dans sa version actuelle et est constitué
de 3 réservoirs linéaires :
– un pour représenter le stock d’eau de surface (lacs, marécages,...),
– un autre pour le réservoir sol contenant 4 moyens de vidange (un trop plein pour
le ruissellement, une vidange haute et basse vers la surface et une vers la nappe),
– un dernier réservoir pour caractériser les écoulements de la nappe. Ce réservoir
est constitué de deux orifices : l’un sert à la vidange rapide de la nappe et l’autre
à la vidange lente de la nappe.
D’autres modèles existent comme le modèle CREG (Drogue & Guilbot 1977 [43])
constitué de réservoirs interconnectés ou encore le modèle BEMER spécialement déve-
loppé pour les aquifères karstiques, Bezes 1976 [20], prenant en considération la struc-
turation spatiale verticale des aquifères karstiques.
Le modèle conceptuel BEMER est constitué de 5 réservoirs :
– Le premier réservoir RE1 assure la fonction de production et représente l’épikarst.
Ce réservoir est sensible à l’évapo-transpiration, au ruissellement et à l’évapora-
tion. Sa vidange suit une loi à préciser.
– Les trois réservoirs suivants, RE2, RE3 et RE4 correspondent à la zone non-
saturée de l’aquifère karstique. Ils suivent des lois linéaires mais seuillés : les
deux premiers correspondent à un écoulement rapide et ne sont actifs qu’en pé-
riodes de crue et le troisième représente un débit de base.
– Et le dernier réservoir RE5, correspond aux écoulements dans la zone noyée.
Le principal défaut de ces modèles est le nombre de paramètres, souvent empiriques, à
caler/optimiser.
3.3 Modélisations tridimensionnelles à paramètres dis-
tribués (E.D.P.)
La troisième méthodologie d’étude consiste à utiliser des modèles tridimensionnels
à paramètres distribués fondés sur la résolution d’E.D.P. (Equations aux Dérivées Par-
tielles). Le précurseur de cette approche en hydrogéologie karstique, où les phénomènes
3D sont essentiels, est Kiraly (1978, [70]) pour rendre compte des débits de l’Areuse
(Suisse).
Pour la résolution des écoulements, un champ de perméabilité équivalente doit être
construit de manière à prendre en considération l’influence des différentes unités mor-
phologiques décrites dans la partie précédente. Cependant, l’ensemble des entités contrô-
lant les écoulements vont de l’échelle métrique à kilométrique. Représenter toutes ces
entités morphologiques et réaliser une simulation directe permettant de décrire les écou-
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lements n’est pas envisageable. Il est nécessaire de construire un champ de paramètres
équivalents dont les propriétés ont été obtenues à des échelles pertinentes, en utilisant
des méthodologies particulières, permettant de perdre le moins d’informations pos-
sibles. Kiraly a notamment pu remarquer que, si l’on considère un massif karstique
donné, la perméabilité du massif ne sera pas la même suivant l’échelle d’étude considé-
rée (Kiraly, 1975 [68]).
De nombreuses difficultés et inconnues existent pour ce type de modélisation, no-
tamment l’utilisation et la détermination d’une loi phénoménologique locale de perte
de charge appropriée. La loi phénoménologique de type Darcy variablement saturée
(Richards généralisée) est intéressante mais reste insuffisante pour rendre compte de la
forte non linéarité des écoulements dans la totalité d’un système karstique donné. Un
autre inconvénient de taille est la nécessité d’avoir des données de terrain sur la macro-
morphologie des aquifères karstiques.
Différentes approches de modélisation et de distribution des vides existent :
– Discrete Fracture Network Approach (D.F.N.),
– Discrete Channel Network Approach (D.C.N.)
– Equivalent Porous Medium Approach (E.P.M.)
– Double Continuum Approach (D.C.)
– Combined Discrete Continuum Approach (C.D.C.)
Dans la partie suivante, nous allons décrire chacune de ces méthodes.
3.3.1 Distributive Fracture Network approach (D.F.N.)
Cette approche consiste à générer un système de fractures discrètes et considère
que le système d’écoulement est uniquement régi par la fracturation. La fracturation est
caractérisée par sa densité et les lois de distribution des différents paramètres caracté-
ristiques du réseau de fractures (longueur, ouverture, orientation...).
Plusieurs approches de génération peuvent être utilisées (Modèles de salve, modèles
hiérarchiques,...). Généralement, les auteurs considèrent que la matrice est imperméable
et les écoulements dans les fractures sont régis par la "loi cubique" monophasique, (Ki-
raly, 1969 [66], Snow 1969 [125]) définie pour une fracture planes de la manière sui-
vante :
Q = a
3 w
12
ρg
µ
∇H , (3.6)
où, Q est le débit (m3.s−1), a l’ouverture de la fracture (m), w la dimension de la fracture
dans la direction perpendiculaire à l’écoulement (m), µ la viscosité dynamique du fluide
(N.s.m−2), ρ la densité de ce fluide (kg.m−3), g l’accélération de la gravité (m.s−2) et
∇H le gradient hydraulique macroscopique ([−]).
Si cette méthode peut être par exemple utilisée pour la modélisation des écoulements
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laminaires dans les aquifères fracturés de socle, son utilisation pour les aquifères kars-
tiques est limitée.
3.3.2 Discrete Channel Network approach (D.C.N.)
Cette seconde approche, consiste en la modélisation des écoulements dans un ré-
seau de conduits mono-dimensionnels, où les conduits représentent soit des conduits
karstiques soit les intersections de plans de fractures générés statistiquement ou prenant
appui sur des observations de terrain.
Dans la plupart des études, la formulation mathématique de la loi de perte de charge
laminaire est exprimée pour un conduit circulaire saturé par la formule de Hagen-
Poiseuille :
Q = pir
4
8
ρg
µ
∇H (3.7)
où Q est le débit (m3.s−1), r le rayon du conduit (m), µ la viscosité dynamique du fluide
considéré (N.s.m−2), ρ la densité de ce fuide (kg.m−3) et ∇H le gradient hydraulique
macroscopique ([−]). Cependant, les écoulements dans les conduits sont généralement
turbulents (dû moins dans ceux de grands diamètres).
Certains auteurs proposent d’utiliser la formulation de Darcy-Weisbach (ou Nikuradzé),
pour calculer les pertes de charges quadratiques dans les conduits karstiques (e.g : At-
kintson 1977 [11]) :
Q = −K′pir2
√
|∇H| (3.8)
avec K′, la "conductivité hydraulique turbulente".
Louis, 1968 [94], conformément aux travaux de Lomize, 1947 [89], propose l’expres-
sion suivante pour la conductivité hydraulique turbulente pour des milieux fortement
rugueux :
K′ = 2log10
(
1.9Dh
ε
)√
2gDh (3.9)
où Dh= 4Rh est le diamètre hydraulique du conduit (m) et ε la rugosité en (m).
Des simulations utilisant cette dernière formulation ont été réalisées par Jeannin, 1996
[62] sur le système de Hölloch (Suisse) et ont montré que l’utilisation de la formule
de Louis dans des conditions spécifiques (conduit saturé, conductivité hydraulique des
conduits élevée, comprise entre 1 et 10 m.s−1) peut être réalisable.
Cependant, une telle conceptualisation de l’hydraulique des milieux karstiques né-
cessite une quantité importante de données sur la morphologie des conduits et surtout,
ne prend pas en considération les phénomènes de dénoyage des conduits, ni la contri-
bution de la matrice finement fracturée et ne peut pas être appliquée aux géométries
tourmentées des macro-morphologies/porosités des aquifères karstiques.
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3.3.3 Equivalent Porous Medium Approach (E.P.M.)
Cette approche de milieu poreux équivalent, si elle était utilisée pour un bassin kars-
tique dans sa totalité, serait inapplicable du fait de l’existence de discontinuités hydrau-
liques majeures dans ces hydrosystèmes. Cependant, cette approche peut être utilisée
pour modéliser la partie finement fissurée de la matrice poreuse en utilisant une pro-
cédure d’upscaling appropriée et une loi locale de perte de charge appropriée. Ceci est
l’objet de l’essentiel de ce travail (partie III, Chap. 7 à Chap. 10).
L’ajout de discontinuités majeures à influence régionale semble nécessaire. Des ap-
proches particulières d’upscaling utilisant des fonctions ondelettes stationnaires ou non
stationnaires dans des réseaux neuronaux pourraient être un outil non négligeable dans
de telles modélisations.
3.3.4 Double Continuum Approach (D.C.)
La difficulté de l’obtention de données nécessaires pour les approches utilisant des
fractures ou des conduits discrets a conduit certains auteurs à l’utilisation de méthodes
de double continuum équivalent pour la modélisation des écoulements dans les massifs
karstiques, qui permettent de se libérer de la connaissance précise de la répartition des
entités morphologiques conditionnant les écoulements.
L’un des premiers auteurs ayant réalisé ce type de modélisation pour les aquifères kars-
tiques fut Teutsch, 1988 [132] en utilisant les concepts proposés par le modèle de Ba-
renblatt & Zeltov [16]. Dans une telle configuration, le milieu matriciel finement fissuré
et les réseaux d’éléments conducteurs (conduits,...) sont représentés par deux conti-
nuums distincts communicant l’un avec l’autre par un coefficient d’échange α. Les
écoulements et les échanges de masses entre ces deux "compartiments", matrice (m)
et conduit/fracture (c), sont alors régis par deux équations différentielles,
φccc ∂Pc∂t = div
(
1
µ
Kc~∇Pc
)
−αKm
µ
(Pc−Pm) (3.10)
φmcm ∂Pm∂t = α
Km
µ
(Pc−Pm) (3.11)
où ci sont les compréssibilités de chacune des phases (i) considérées, et
φc = VcVt et φm =
Vm
Vt
. (3.12)
sont respectivement la fraction volumique de la phase conduit/fracture, φc, et de la phase
matricielle, φm.
Dans la formulation précédente, le terme d’échange est vu comme un terme source
des flux de l’équation de bilan de masse. La détermination de ce coefficient est essen-
tielle pour réaliser une modélisation efficace en utilisant un modèle double continuum.
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Ce terme d’échange est fonction de la géométrie des fractures et de leur position spatiale
(état des connectivités du milieu fracturé). Les études sur ce sujet sont nombreuses.
En hydrogéologie karstique, Cornaton & Perrochet, 2002 [33] ont appliqué ce der-
nier type de modélisation pour reproduire le comportement des débits au niveau d’un
exutoire d’un réservoir karstique simulé par une approche discrète. Ces auteurs ont mis
en évidence que l’utilisation de cette méthode de modélisation 1D pouvait reproduire
correctement, par calibration du paramètre d’échange, les débits simulés par l’approche
discrète. Cependant, cette formulation en milieu double-continuum pour un milieu 3D
demande des développements compliqués et qui ne peuvent être réalisés que si l’on
possède assez d’informations sur la structuration spatiale de tels aquifère.
L’application de cette méthodologie d’étude pour représenter la réponse d’un aqui-
fère karstique dans toute sa gamme d’échelles semble compliquée. Cependant, pour
une certaine gamme d’échelles, ce modèle peut être réalisé. Ces paramètres obtenus à
la gamme d’échelles considérée pourront être alors injectés dans un réservoir de plus
grande taille où les discontinuité à influence régionale pourront être incorporées.
De plus, dans la littérature rassemblée sur ce sujet, toute les simulations sont réa-
lisées sans prendre en considération toutes les non-linéarités des écoulements dans les
aquifères karstiques. En particulier la non-linéarité liée aux écoulements rapides avec
accélération inertielle ne sont pas pris en compte par la plupart des auteurs.
3.3.5 Combined Discrete-Continuum Approach (C.D.C.)
La dernière approche présentée ici est dite "Combined Discrete-Continuum approach".
Elle consiste à simuler les écoulements dans des volumes 3D de matrice poreuse sto-
chastiques ou déterministes, dans laquelle les éléments discrets de la méso- et de la
macro-porosité ont été insérés.
Cette méthodologie d’étude a été réalisée pour la première fois par Kiraly & Morel
en 1976, [69]. Ces auteurs ont introduit des éléments discrets 1D de haute conductivité
hydraulique (conduit) dans une matrice poreuse déterministe 3D de faible perméabi-
lité, pour simuler les débits de l’Areuse (Suisse). Les différents études menées par la
suite par Kiraly (Kiraly et al. 1995 [71]), ont mis en évidence la nécessité de prendre
en considération les apports de l’épikarst pour reproduire l’ensemble des phénomènes
hydrodynamiques ayant lieu lors de la recharge et de la vidange des aquifères karstiques.
Les phénomènes sont essentiellement 3D, mais considérer l’aquifère et l’ensemble
des macro-morphologies 3D est trop gourmand en données de terrains, pour la plupart
non observables. Suite à ces travaux, Kovacs 2003 [79] propose une approche quasi-3D,
compremant 2 zones ou les écoulements sont modélisés en 2D :
– une zone épikarstique contenant les observations de la morphologie de surface,
– une zone saturé profonde constituée par les éléments de la macro-morphologie
profonde.
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Le couplage entre ces deux zones est alors assuré par des éléments verticaux ; des failles
verticales assurant le transfert entre ces deux compartiments. Ainsi, les processus 3D
variablements saturés régissant les écoulements des massifs 3D, sont remplacés par un
problème quasi-3D spatialement distribué constitué de deux réservoirs réliés entre eux
par les principaux accidents tectoniques.
3.3.6 Modélisation hydraulique 3D : bilan
Chacune de ces méthodes a bien entendu ses avantages et ses inconvénients. Leur
applicabilité dépend du nombre et de la qualité de données de terrains disponibles et de
l’échelle ou de la gamme d’échelles considérée pour réaliser la modélisation. Pour la
modélisation des écoulements dans les milieux fracturés, Selroos et al, 2002 [123], pré-
conisent l’utilisation d’un modèle "Distributive Fracture Network" approach (D.F.N.)
pour obtenir les paramètres de transport à l’échelle du site et des modèles stochastiques
à l’échelle du massif.
L’approche idéale serait donc une combinaison de plusieurs de ces approches :
– utiliser une approche "Distributive Fracture Network" et "Distributive Conduit
Network" pour représenter les éléments discrets ayant une influence sur le com-
portement de la nappe en hautes eaux et/ou en basses eaux,
– coupler ce type de modélisation avec un modèle régionalisé stochastique des pa-
ramètres hydrauliques obtenus à l’échelle de l’échantillon ou métrique,
– puis paramétrer et optimiser la méso- et la macro-morphologie des aquifères kars-
tiques grâce à la comparaison faite entre les débits réels et ceux mesurés à l’exu-
toire des massifs karstiques synthétiques.
3.4 Stratégie de modélisation pour la suite de l’étude
Dans l’étude bibliographique précédente, nous avons pu mettre en évidence la non-
stationnarité et la non-linéarité des écoulements, à mettre en relation avec la différence
de comportements des écoulements ayant lieu dans ces hydrosytèmes complexes :
– une circulation lente et diffuse dans les blocs matriciels finement fracturés ;
– une circulation rapide dans les méso- et macro-morphologies des aquifères kars-
tiques.
Pour une modélisation et une gestion efficace de la quantité et de la qualité de la res-
source en eau de ces systèmes, il faudrait idéalement choisir et appliquer le modèle
équationnel de perte de charge approprié à ces différentes structures :
– un modèle équationnel de perte de charge linéaire (visqueux) de Darcy dans la
matrice poreuse ou poreuse finement fissurée saturé ;
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– un modèle de perte de charge de Darcy-Buckingham (équation de Richards) pour
les écoulements à saturation variable dans la matrice poreuse oufinemement fis-
surée ;
– un modèle de perte de charge inertielles/turbulentes dans les méso- et macro-
morphologies des aquifères karstiques.
Le choix et l’utilisation du bon modèle de perte de charge est déterminant, cependant,
les simulations doivent aussi être réalisées dans un modèle morphologique prenant en
considération les positions des entités de méso- et macro-morphologie des aquifères
karstiques et notamment la structuration amont/aval et verticale1.
Dans les chapitres suivants, Chap. 4 à Chap. 6 :
– Nous présenterons, chapitre 4, le modèle de perte de charge et le code numé-
rique utilisés pour modéliser les écoulements et le comportement des aquifères
karstiques.
– Quant à l’approche de la modélisation de la morphologie de ces aquifères, plu-
sieurs pistes de modélisation seront présentées et proposées dans le chapitre 5.
– Dans le chapitre 6, un premier test simple de modélisation d’une réponse d’une
résurgence d’un massif karstique synthétique, suite à un évènement pluvieux, sera
réalisée.
Les discontinuités ne peuvent être "représentées" de manière directe dans leur ensemble
pour la modélisation à grande échelle des aquifères karstiques. Une distribution des pa-
ramètres effectifs hydrauliques est nécessaire. L’obtention de ces paramètres doit être
réalisée à une échelle ou une gamme d’échelles appropriée. Ces paramètres homogé-
néisés doivent être obtenus par une méthodologie particulière permettant de perdre le
moins d’informations possible lors de l’homogénéisation numérique réalisée à l’échelle
du réservoir.
Dans les chapitres 7 à 10 nous nous interrogerons sur le problème de la "seconde homo-
1Cependant, pour être complète, une analyse d’un hydrosystème karstique donné doit aussi être réali-
sée en partie avec l’analyse de la chimie des eaux, notamment de l’évolution relative de traceurs naturels
(Calcium, Magnésium, ions Nitreux,...). Afin de caractériser le temps de séjour des eaux dans l’aquifère
et dans les différents compartiments pour comprendre les liens existants entre eux (Mudry et al, 1987
[103]) : (i) une forte concentration en ions magnésium est à mettre en relation avec un long temps de
séjour de ces eaux dans l’aquifère ; la cinétique de dissolution de la dolomie, principale source de magné-
sium dans ces aquifères carbonatés étant très faible par rapport à la cinétique de dissolution des calcaires ;
(ii) et inversement, une forte concentration en ions nitreux indique un court temps de séjour des eaux
dans l’aquifère ; les nitreux sont rapidement dégradés par les micro-organismes. Ces analyses permettent
notammemt d’apporter des renseignements, sur le comportement hydro-mécanique du massif en hautes
et basses eaux, nécessaires pour une modélisation complète du comportement de ces milieux complexes,
mais surtout permettent d’apporter des éléments de réponse au questionnement sur les entités morpho-
logiques présentes dans le sous-sol et non observables depuis la surface. Ceci n’est pas le sujet de notre
étude, mais il nous paraît important de rapporter ce fait ici.
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généisation" c’est à dire comment se comporte à grande échelle un milieu contenant un
grand nombre d’entités morphologiques.
– Le chapitre 7 présentera la démarche et la motivation de l’étude réalisée sur la
"second homogénéisation" et sur le comportement de la conductivité hydraulique
macroscopique (macro-K).
– Le chapitre 8 portera sur l’analyse des écoulements dans les milieux très fissurés
darciens et sur les effets de percolation et de quasi-percolation. Deux solutions
analytiques de la macro-K de Darcy seront aussi décrites.
– Le chapitre 9 traitera de l’analyse des écoulements rapides dans les milieux très
fissurés.
– Et enfin, le chapitre 10 décrira une analyse réalisée sur l’anisotropie hydraulique,
phénomène très important pour les milieux poreux, fissurés et très discontinus.
L’accent dans cette partie sera mis sur l’analyse des phénomènes de percolation
et sur le lien entre la morphologie du milieu et son comportement hydraulique à
grande échelle.
Pour réaliser cette étude sur la modélisation, le comportement hydraulique et l’upsca-
ling des milieux poreux et très fracturés de type "karst", différents outils et procédures
numériques d’étude ont été utilisés et mis au point :
– Pour la partie écoulements de cette problématique d’étude, nous avons utilisé le
code BigFlow (Ababou, 1988 [5], Fig. 3.1), présenté dans la partie suivante ;
– Pour la partie morphologie, les codes MatFrac3D (Bailly et al., 2009 [12], Fig.3.2),
Ximul (Tompson et al. 1989 [131]) et BigFlow (pour l’hydro-morphogenèse).
– Pour la partie homogénéisation, nous utiliserons les différents codes numériques
précédemment cités.
Commençons par la présentation des codes numériques et des modèles équationnels
utilisés pour cette étude.
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FIG. 3.1 – Les différents modules du code BigFlow, Ababou 1988 [5], d’après Trégarot 2000 [133].
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Chapitre 3. Différentes approches de modélisation
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Deuxième partie
Approches pour la modélisation des
massifs fissurés et des aquifères
karstiques
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Chapitre 4
Hydraulique des milieux très fissurés
de type ’karst’
Les classes et les régimes d’écoulement qui existent dans les massifs karstiques
sont variables dans l’espace et dans le temps. En effet, ils peuvent être pour un secteur
donné, saturés, variablement saturés ou partiellement saturés suivant la période de l’an-
née considérée. Si les écoulements sont laminaires dans la matrice poreuse, ils sont iner-
tiels et/ou turbulents dans les parties les plus ouvertes des systèmes karstiques (méso-
et macro-morphologie).
La modélisation hydrodynamique 3D des écoulements dans de tels aquifères, néces-
site l’utilisation d’un code numérique de résolution des E.D.P. (Equation aux Dérivées
Partielles) très robuste et performant pouvant faire face aux non linéarités et à la variabi-
lité spatiale et temporelle existante. Ce code de calcul doit aussi proposer une gamme de
modèles équationnels suffisamment vaste pour modéliser les différents comportements
observables. Le code numérique BigFlow (Ababou, 1988 [4]), dont voici une brève des-
cription, semble adapté pour cette modélisation.
4.1 Le solveur numérique BigFlow
4.1.1 Généralités
Le code BigFlow (Ababou, 1988 [4]) est un outil numérique, qui utilise une méthode
de discrétisation en Volumes Finis (V.F.) et qui permet de modéliser dans un domaine
parallélépipédique, en détail et à l’échelle locale, des systèmes d’écoulement 3D en
milieux poreux hétérogènes saturés, variablement ou partiellement saturés. Ce code a
fait l’objet d’une documentation et de tests de validité dans le cadre d’études sur le
stokage géologique de déchets nucléaires (Ababou & Bagtzoglou 1993 [7]).
Les équations d’écoulement et les domaines d’applications de BigFlow ont en-
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suite été élargis (Trégarot, 2000 [133] et Al Bitar, 2006 [8]) à un ensemble plus vaste
d’écoulements avec divers couplages (surface/souterrain, eau douce/eau salée) à tra-
vers des milieux et des surfaces poreuses, à saturation variable, à des échelles multi-
dimensionnelles pouvant varier de l’échelle métrique à delta-kilométrique ou supérieure
et avec différentes cinétiques d’écoulements.
4.1.2 Structure et algorithmes numériques du code BigFlow
La première partie de ce chapitre numérique présente les équations d’écoulement
résolues par le code BigFlow, i.e., les lois de comportements et les paramètres hydrody-
namiques, l’équation de conservation de masse et l’équation générale qui en résulte. La
structure actuelle de BigFlow est totalement modulaire (Al Bitar, 2006 [8]) et articulée
autour de deux algorithmes principaux :
– un algorithme permettant la résolution des écoulements 3D en milieux poreux,
utilisé plutôt pour l’échelle locale (métrique) et mésoscopique, et
– un algorithme permettant la résolution des écoulements 2D plans, verticalement
intégrés, en nappes souterraines et/ou superficielles, utilisé pour les grandes échelles
(intégration avec des Systèmes d’Informations Géographiques : S.I.G.)
L’ensemble des possibilités de modélisation est présenté dans la figure 3.1.
Pour notre étude, nous nous sommes intéressés aux modèles équationnels de perte
de charge local 3D de Darcy et de Darcy/Ward-Forchheimer généralisés, respective-
ment adaptés pour modéliser les écoulements variablements saturés/partiellement satu-
rés dans des milieux microporeux et dans des milieux très grossiers (macroporeux).
L’avantage de l’utilisation du code BigFlow est la formulation des modèles équation-
nels étudiés et utilisés sous la forme d’une unique "Equation Générique". Ainsi, cette
formulation permet de réaliser un couplage automatique entre les milieux finement frac-
turés ou à porosité matricielle avec des éléments de la fracturation plus ouverts avec des
vitesses d’écoulements importantes (i.e. nombre de Reynolds élevés) et à cinétique de
remplissage et de vidange rapide.
L’une des limites de l’utilisation d’une seule équation est que seule la phase eau est
prise en considération. Or pour pouvoir étudier de manière plus complète les écoule-
ments dans les milieux karstiques, le déplacement de la phase air et son interaction avec
la phase eau devraient être pris en considération. Cependant, cette approche à l’avantage
d’être très modulable.
Ainsi, en distribuant spatialement les propriétés hydrodynamiques des entités mor-
phologiques et/ou sédimentaires grâce au code MatFrac3D ou Ximul (voir section 5.2),
il nous est possible de modéliser les écoulements dans des aquifères complexes comme
les aquifères karstiques.
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4.1.3 Conditions limites spatialement distribuées
Différents types de conditions aux limites peuvent être appliquées aux frontières du
domaine rectanglaire :
– de flux (Neumann),
– de pression (Dirichlet),
– et autres (e.g. drainage gravitaire).
Ces conditions aux limites peuvent être distribuées sur les faces frontières et être de
différents types sur une même face. Plus généralement, il est possible en utilisant un
module de MatFrac3D (MatFracBC), développé au cours de ce travail de thèse, de dis-
tribuer spatialement sur chacune des limites du domaine les types de conditions aux li-
mites souhaité à une entité morphologique particulière (i.e. fracture, conduit, matrice,..)
ou à un ensemble d’entités.
Voir par exemple la Figure 4.1, où des conditions de flux différentes ont été appliquées,
sur la limite se trouvant au premier plan, au niveau de la matrice et au niveau du conduit.
Pour les autres frontières du domaine des conditions de flux nul ont été appliquées, sauf
au niveau de la limite opposée à celle décrite précédemment où une charge constante à
été appliquée.
Enfin, en utilisant le code BigFlow et le code MatFrac3D, il est possible de créer des
"cellules d’étude" dans l’ensemble du domaine (module MatFracSonde) pour étudier
en un point ou en des ensembles morphologiques particuliers, la variation temporelle de
la pression en eau, de la vitesse ou de toutes autres grandeurs hydrodynamiques comme
l’état de saturation de la phase eau.
4.1.4 Formulation mixte de l’équation de Richards
Le code BigFlow propose, pour modéliser les différents types d’écoulement, l’utili-
sation d’une seule "Equation Générique" fondée sur une formulation mixte de l’équation
de Richards, 1931 [115], généralisée pour décrire des écoulements de comportement et
de cinétique différents. L’avantage de cette stratégie de modélisation est de réaliser un
couplage "implicite" et "interne" entre différents milieux de cinétique de remplissage et
de comportement différents (plutôt que de façon explicite, externe, en couplant diffé-
rents modules de calculs).
Pour mieux appréhender le modèle équationnel local linéaire/quadratique qui sera pré-
senté dans la section suivante et utilisé pour cette étude, nous étudierons d’abord la
manière dont est implémenté le modèle équationnel darcien.
L’équation générale des écoulements en milieux poreux variablement saturés ou par-
tiellement saturés utilisée, est écrite dans un système cartésien (x, y, z) et est déduite de
la loi de Darcy, 1856 [35], généralisée aux écoulements non saturés par Buckingham,
1907 [26], pour des milieux hétérogènes anisotropes.
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(a)
(b)
FIG. 4.1 – Un exemple simple de distribution des conditions aux limites réalisés par le module
MatFracBC de MatFrac3D. (a) Conduit traversant tout le domaine d’étude pour illustrer la procédure
de distribution du type de condition aux limites ; (b) iso-surfaces de charge totale obtenues après simula-
tion.
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Pour la loi de Darcy (qui traduit macroscopiquement le bilan de quantité de mouve-
ment), nous avons :
~q = −~~K(h,~x)~∇H (4.1)
où ~~K est le tenseur des conductivités hydrauliques (m/s) dans le repère principal, ~q
exprime une densité de flux (m/s ou m3/m2/s) et H (m) est la charge hydraulique totale
telle que :
H = h+~gB ·~x (4.2)
avec H la charge totale, définie comme la somme du potentiel de pression relatif à
la pression atmosphérique, h = (Peau −Patm)/(ρg), et du potentiel gravitaire, ~gB ·~x =
(−~g/‖~g‖) ·~x, ~g étant le vecteur gravité auquel s’applique la loi de Darcy dans le repère
principal d’anisotropie et ‖~g‖ ≈ 9.81 m.s−2.
La densité de flux est aussi appelée vitesse de filtration et est à relier à la vitesse intrin-
sèque~u des écoulements par
~q = θe~u (4.3)
où θe (m/m) est la teneur en eau effective du milieu poreux. Par la suite, par commodité,
nous noterons θe = θ.
Le couplage entre la loi de comportement et le principe de conservation de masse
est alors réalisé de la manière suivante et traduit la décroissance de la teneur en eau par
unité volumique de milieu poreux :
∂ [M(h,~x)+θ(h,~x)]
∂t = −div(~q), (4.4)
où t est le temps (s), θ(h,~x) est la teneur en eau volumique, fonction décroissante de la
pression h, et M(h,~x) est le terme de stockage élastique (m3/m3) qui traduit l’effet de
compréssivité de l’eau. Ce terme peut-être négligé dans les zones insaturées (M(h,~x)= 0
si h < 0) et est proportionnel à la pression dans les milieux saturés. Souvent les hydro-
géologues utilisent le terme de storativité spécifique SS, avec ici, par définition :
SS(h,~x) =
∂M(h,~x)
∂h . (4.5)
Nous pouvons aussi noter que, dans la pratique de la modélisation hydrogéologique est
négligé pour les nappes phréatiques peu profondes (sauf pour les milieux très comprés-
sibles comme les tourbes), mais est pris en compte pour l’étude des pompages en nappes
profondes, et aussi, pour le cas des formations isolantes ou peu perméables (argile).
L’équation générale des écoulements en milieux poreux est alors obtenue en combi-
nant cette dernière loi de conservation de la matière avec la loi de comportement choisie.
Nous obtenons :
∂θ(h,~x)
∂t = div
[
~~K(h,~x)~∇H
]
, (4.6)
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ou encore, en l’exprimant non plus en fonction de la charge totale, mais du potentiel de
pression relative h :
∂θ(h,~x)
∂t = div
[
~~K(h,~x)~∇h
]
−div
[
~~K(h,~x)~gB
]
(4.7)
Ce modèle mathématique (éq.4.7) est assimilable à la forme mixte de l’équation de
Richards, 1931 [115], originalement formulée entièrement en pression (h).
Les hypothèses sous-jacentes à ce modèle équationnel, ont été passées en revue
dans Ababou & Gelhar, 1988 [5], Celia & Bouloutas, 1990 [29] et Ababou 2008 [1]. En
particulier, on suppose :
• un milieu poreux continu en terme de variables macroscopiques telles que la den-
sité de flux et la conductivité hydraulique effective, dans son repère principal, qui
est défini à une échelle supérieure à celle d’un Volume Elémentaire Représentatif
(V.E.R.) ;
• une phase air connectée à l’atmosphère, sans action sur les mouvements de l’eau,
ce qui n’est pas toujours le cas dans les systèmes très fissurés et karstiques :
• une teneur en eau volumique et une conductivité hydraulique tensorielle bine dé-
finie à l’échelle supérieure ou égale au V.E.R., dépendant de la variable d’état h
et non de la densité de flux ou du gradient hydraulique ;
• une densité de flux reliée au gradient hydraulique quasi linéairement.
L’équation (éq.4.7), est alors applicable en tout point du domaine d’étude (~x) et en tout
temps d’étude (t). Elle est de type parabolique non-linéaire, en milieu non saturée et
elliptique linéaire, en milieu saturé.
Pour sa résolution et l’obtention de la solution h(~x) (non saturé) ou H(~x) (saturé)
pour tout le domaine d’étude, il faut donc comme données au problème, dans le cas
général (parabolique avec zones elliptique) :
– des relations constitutives θ(h,~x) et Ki,i(h,~x) continues ;
– une condition initiale h(~x,0) au temps t = 0 dans l’ensemble du domaine de cal-
cul ;
– des conditions aux limites de type Dirichlet (pression h imposée) et/ou de Neu-
mann (densité de flux normale imposée) sur chacune des faces du domaine étu-
dié et pendant toute la durée de l’étude du phénomène à étudier ; ces conditions
peuvent être spatialement et/ou temporellement variables.
4.1.5 Formulation numérique et discrétisation spatio-temporelle des
équations d’écoulements
Le principe de résolution de l’équation de Richards consiste à trouver les valeurs des
potentiels de pression hn+1i, j,k (option générale insaturé) ou de charge hydraulique Hn+1i, j,k
(dans l’option saturée) au temps discret tn+1 et aux noeuds (i, j,k) d’une grille de calcul
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superposée au domaine physique d’écoulements, connaissant leurs valeurs au pas de
temps précédent tn = tn−1 +∆tn+1.
Les équations d’écoulements sont alors discrétisées par une méthode de type Volumes
Finis (V.F.) en chaque noeud d’une grille composée de mailles rectangulaire de taille
constante ∆x, ∆y, ∆z dans chacune des directions O~x, O~y, et O~z. Cette grille forme un
domaine de calcul parallélépipédique.
Dans le cas d’écoulements variablement saturés (régis par la forme mixte de l’équa-tion
de Richards), les axes peuvent être orientés arbitrairement dans l’espace en orientant le
vecteur gravité. L’origine O (0,0,0) de ce repère se trouvant dans le noeud situé dans le
coin inférieur gauche du repère.
La discrétisation en espace de l’équation de Richards consiste à appliquer le principe
de conservation de masse à chaque cellule du domaine, centrée au noeud (i, j,k). Ainsi,
la variation de masse de la cellule (i, j,k) pendant un intervalle de temps ∆t, est égale
au produit de la durée ∆t et de la somme algébrique des flux qui entrent et sortent par
les faces de la cellule (i, j,k).
L’équation de Richards est discrétisée en espace selon un schéma centré de 2nd
ordre. Les flux entrant ou sortant par les faces de la cellule sont des flux moyens in-
terfaciaux calculés aux positions mi-nodales (entre deux noeuds) par la loi de Darcy
généralisée. Par exemple la composante selon O~x de la densité de flux à la position mi-
nodale (i +1/2, j,k) situés entre les noeuds adjacents (i, j,k) et (i +1, j,k) s’écrit sous
la forme discrète suivante :
(qx)i+1/2, j,k =−(Kxx)i+1/2, j,k
[
hi+1, j,k−hi, j,k
∆x +(gBx)i+1/2, j,k
]
(4.8)
où hi, j,k et hi+1, j,k sont respectivement les pressions nodales aux positions (i, j,k) et (i+
1, j,k) ; (Kxx)i+1/2, j,k est la composante selon la direction principale d’anisotropie O~x
de la conductivité mid-modale et (gBx)i+1/2, j,k, la valeur mid-nodale de la composante
selon O~x, du vecteur opposé à la gravité~gB =−~g/‖~g‖.
La valeur de la conductivité mid-nodale doit être estimée. BigFlow propose quatre
schémas de pondération : le maximum, les moyennes harmoniques, arithmétiques et
géométriques des conductivités nodales. Nous préférerons au cour de cette étude le
schéma de pondération utilisant les moyennes géométriques de K, moins sensible à
la taille des mailles (Vauclin, 1979 [134]). Ce schéma de pondération s’écrit, pour la
direction principale d’anisotropie O~x :
(Kxx)i+1/2, j,k =
√
(Kxx)i, j,k(Kxx)i+1, j,k (4.9)
Compte tenu de l’équation 4.7, l’E.D.P. sous la forme mixte h/θ des écoulements tridi-
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mensionnels en milieu anisotropes et hétérogènes, s’écrit :
∂θ
∂t =
∂
∂x
[
Kxx
∂h
∂x
]
+
∂
∂y
[
Kyy
∂h
∂y
]
+
∂
∂z
[
Kzz
∂h
∂z
]
+ gBx
∂Kxx
∂x +gBy
∂Kyy
∂y +gBz
∂Kzz
∂z , (4.10)
et devient sous la forme discrète :
(
∆θ
∆t
)
i, j,k
≈ 1
∆x
[
(Kxx)i+1/2, j,k
hi+1, j,k−hi, j,k
∆x
− (Kxx)i−1/2, j,k
hi, j,k−hi−1, j,k
∆x
]
+
1
∆y
[
(Kyy)i, j+1/2,k
hi, j+1,k−hi, j,k
∆y − (Kyy)i, j−1/2,k
hi, j,k−hi, j−1,k
∆y
]
+
1
∆z
[
(Kzz)i, j,k+1/2
hi, j,k+1−hi, j,k
∆z − (Kzz)i, j,k−1/2
hi, j,k−hi, j,k−1
∆z
]
+
1
∆x
[
(gBx)i+1/2, j,k(Kxx)i+1/2, j,k +(gBx)i−1/2, j,k(Kxx)i−1/2, j,k
]
+
1
∆y
[
(gBy)i, j+1/2,k(Kyy)i, j+1/2,k +(gBy)i, j−1/2,k(Kyy)i, j−1/2,k
]
+
1
∆z
[
(gBz)i, j,k+1/2(Kzz)i, j,k+1/2 +(gBz)i, j,k−1/2(Kzz)i, j,k−1/2
]
.(4.11)
L’équation de Richards discrétisée, et appliquée au noeud (i, j,k), fait donc intervenir
les valeurs de la pression en sept noeuds, une au noeud (i, j,k) et six autres entourant
le noeud (i, j,k). Il reste alors un système matriciel symétrique à sept diagonales non
nulles.
Dans BigFlow, le terme de dérivée temporelle est discrétisé selon le schéma d’Eu-
ler arrière, schéma totalement implicite du 1er ordre, dont l’expression est donnée ci-
dessous :
θn+1(h)−θn(h)
∆tn+1 −div
[
~~K(h)~∇h
]n+1
−div
[
~~K(h)~gB
]n+1
= 0. (4.12)
Une analyse de Fourier montre que le schéma implicite est inconditionnellement stable,
du moins pour les problèmes linéaires. Pour les problèmes non linéaires, le schéma im-
plicite n’offre pas une stabilité garantie, mais autorise des pas de temps plus longs que le
schéma explicite (démontré expérimentalement par Vauclin et al, 1979 [134]). La mise
en place du schéma implicite, nécessite néanmoins l’utilisation de procédure de linéa-
risation itératives en raison des termes inconnus θn+1 et Kn+1 qui dépendent de hn+1.
Les procédures de Picard ou de Newton-Raphson sont les plus employées aujourd’hui.
Celle introduite dans BigFlow est le schéma de Picard modifié (incrémental).
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Pour le code BigFlow, il faut ici noter que le calcul s’effectue sur un domaine ne
comprenant pas les noeuds frontière car les conditions. Car les limites servent à conden-
ser l’écriture du système sur les seuls noeuds intérieurs. Et les noeuds frontières situés
sur les arêtes et aux coins du domaine 3D n’interviennent pas du tout dans le calcul.
4.2 Lois de pertes de charge locales pour les milieux po-
reux fissurés
Le code de calcul BigFlow possède un modèle d’écoulement 3D avec une loi lo-
cale de perte de charge de Darcy (linéaire) et de Darcy-Ward-Forchheimer (linéaire-
quadratique) saturée et variablement saturée.
Les écoulements en milieux poreux grossiers sont généralement rapides et caractéri-
sés par de grands nombres de Reynolds. Ils ne peuvent être décrits de façon satisfaisante
par la loi de perte de charge de Darcy. En effet, des forces d’inertie dues à la dissipa-
tion d’énergie cinétique dans le pores viennent s’ajouter aux forces visqueuses dues aux
frottements sur les parois de la phase solide du milieu poreux. Ces forces inertielles sont
prépondérantes sur les forces visqueuses pour des écoulements à nombre de Reynolds
supérieur à 100. Elles apparaissent dans la loi de perte de charge de type Forchheimer,
sous la forme d’un terme quadratique de la vitesse d’écoulement ("B‖q‖q"), s’ajoutant
au terme linéaire de la loi de Darcy ("A q").
Pour un écoulement isotrope, cette loi s’écrit sous la forme :
−~∇H = A~q+B‖~q‖~q. (4.13)
Parmi les lois proposées du type de l’équation (4.13), Ward, 1964 [135], propose une
loi expérimentale relativement générale qui s’écrit pour un milieu isotrope saturé de la
façon suivante :
−~∇H = 1
K
~q+
C
(gνK)1/2
‖~q‖~q, (4.14)
avec C=0.55, une constante adimensionnelle définie expérimentalement par Ward, 1964,
pouvant aussi être mise en relation avec la constante d’Ergun (Kaviany, 1991 [65]). Il
faut souligner que ce type de loi fut formulé au départ par les différents auteurs sous
forme mono-directionnelle avec |q |q et parfois même (chez certains auteurs) sous la
forme incorrecte q2 (voir aussi la section 3.3 de revue des modèles d’écoulements utili-
sés en hydrogéologie karstiques).
La version de BigFlow utilisée propose une forme dérivée de la loi de Ward, 1964
[135], généralisée aux écoulements 3D en milieu partiellement saturés, hétérogènes et
anisotropes (loi de Ward modifiée). Cette loi est fondée sur les travaux de Knupp &
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Lage 1995 [77] et sur certaines modifications proposées par Ababou & Trégarot docu-
mentée dans la thèse de Trégarot, 2000 [133]. La loi de Ward est formulée de la manière
suivante :
~q = − ˜K~∇H (4.15)
où ˜K est un pseudo-tenseur des "conductivités hydrauliques modifiées" (à grands nombre
de Reynolds), non linéaire à cause du terme quadratique de la loi de Ward.
La pseudo-conductivité hydraulique, ˜K, peut être exprimée, pour un milieu anisotrope,
de deux façons :
– en fonction du gradient hydraulique ~∇H :
˜K(~∇H) = 2
~~K
1+
[
1+4γκ(~∇H · ~~K ~∇H )1/2
]1/2 , (4.16)
– en fonction de la densité de flux~q :
˜K(~q) =
~~K
1+ γκ(~q ·~~K−1 ~q )1/2
. (4.17)
Dans ces expressions, plusieurs variantes sont proposées pour κ :
i) Knupp & Lage, 1995 [77], proposent d’utiliser κ = (det~K)1/3 = (KxxKyyKzz)1/3 ;
ii) Trégarot, 2000 [133], propose d’utiliser κ = Kii(h,~x).
L’expression de la loi de Ward modifiée implémentée dans BigFlow est celle associée
à l’expression (4.16) car elle a l’avantage de pouvoir être exprimée en fonction du gra-
dient hydraulique qui est la variable d’état de l’équation générique de BigFlow.
L’équation généralisée finalement résolue est actuellement la suivante :
∂θ
∂t = div
[
˜K(h,~∇H,~x)~∇H
]
(4.18)
avec :
˜Kii(h,~∇H,~x) =
2Kii(h,~x)
δ+(δ2 +4γκ(~∇H · ~~K(h,~x)~∇H)1/2)1/2
(4.19)
où,
i) δ = 1 ;
ii) γ = C/(gν)1/2 en (m/s)−3/2 ;
iii) C = 0.55, valeur expérimentale d’Ergun ;
iv) κ = Kii(h,~x) ;
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v) i, j,k = x,y,z.
Pour une formulation alternative sous forme indicielle les lecteurs peuvent se référer à
Bailly et al. 2009 [12], ou à la sous-section 9.1.2. Nous pouvons aussi noter ici que,
contrairement à l’expression proposée par Knupp et Lage, 1995 [77], l’expression de κ
dépend des composantes principales du tenseur des conductivités hydrauliques Kii. Par
la suite, nous noterons le pseudo-tenseur de la macro-conductivité hydraulique ˜KDW Fii ,
pour le différencier de la conductivité hydraulique de Darcy, Kii, notée par la suite, ˜KDii .
La pseudo-conductivité, ˜KDW Fii , tend vers le tenseur des conductivités hydrauliques
originales de Darcy ˜KDii à petit nombre de Reynolds. Notons aussi que la loi de Darcy/Ward-
Forchheimer, linéaire/quadratique peut être transformée directement en loi de Darcy par
le jeu de la paramétrisation, en posant δ = 1 et γ = 0.
La loi de Ward modifiée, introduite dans l’équation de conservation de la masse
(éq. 4.7), avec M = 0, donne l’équation générale des écoulements 3D à fort nombre de
Reynolds, en milieux poreux grossiers hétérogènes anisotropes :
∂θ(h)
∂t = div
[
˜KDWF(h,~∇H)~∇H
]
, (4.20)
ou encore,
∂θ(h)
∂t = div
[
˜KDWF(h,~∇H)~∇h
]
+div( ˜KDWF(h,~∇H) ~gB), (4.21)
dans laquelle l’expression de ˜KDWF est donnée par l’équation 4.19, les autres termes
ayant la même signification que ceux de l’équation 4.7 pour des écoulements variable-
ments saturés à petits Reynolds.
Pour notre étude, nous utiliserons pour caractériser les écoulements un nombre de
Reynolds local et macroscopique de Darcy/Ward-Forchheimer, notés respectivement
ReDW F(~x) et Rei(DWF) et défini de la façon suivante :
ReDW F(~x) =
√
˜KD(~x)
gµ
∣∣~qDW F(~x)∣∣ et Rei(DWF) =
√
˜KDi
gµ
∣∣q˜i DW F ∣∣ , (4.22)
où ˜KDi (m.s−1) est la macro-conductivité hydraulique effective de Darcy, q˜DWFi (m.s−1)
est la vitesse de filtration moyenne de Darcy/Ward-Forchheimer mesurée dans la di-
rection O~i ; ˜KD(~x) (m.s−1) est la conductivité hydraulique locale mesurée de Darcy et
~qDW F(~x) (m.s−1) est la vitesse de filtration locale de Darcy/Ward-Forchheimer.
4.3 Utiliser une loi globale pour modéliser les écoule-
ments dans les massifs très fissurés ?
Généralement, les études ménées pour la modélisation des écoulements dans les
milieux très fissurés ou karstiques sont réalisées en utilisant deux modules d’écoule-
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ments différents pour la matrice et la macro-porosité. Dans cette étude, nous proposons
l’utilisation d’une loi locale de perte de charge linéaire/quadratique de Darcy/Ward-
Forchheimer. Nous ne réaliserons pas de simulations directes variablement saturées en
utilisant ce modèle de charge. Nous nous intéresserons à l’homogénéisation numérique
saturée en régime permanent aux grandes échelles des écoulements siégeant dans les
milieux très fissurés en utilisant ce modèle local de perte de charge inertiel.
Une limite de l’utilisation de la formulation du modèle équationnel implémenté
dans le code Volumes Finis BigFlow est de considérer que la phase air est directement
connectée à l’atmosphère (équation de Richards généralisé). La phase air et la phase
eau n’interagissent donc pas. Cependant, cette limite est "compensée" par la grande
modularité proposée. Ici, nous pouvons noter que l’interaction de l’air avec la phase
eau pourrait être envisagée en prenant appui sur les travaux réalisés par Al Bitar, 2006
[8] avec BigFlow. Dans cette étude, l’auteur a modélisé en 3D l’interaction et le dépla-
cement relatif d’un biseau d’eau salée dans les aquifères côtiers. L’approche "interface
abrupte" utilisée pourrait être étendue.
La loi phénoménologique locale de perte de charge de Darcy/Ward-Forchheimer
implémentée dans BigFlow nous permettra de traiter les écoulements tridimentionnels
ayant lieu dans les massifs karstiques pour des nombres de Reynolds de Darcy/Ward-
Forchheimer allant jusqu’à 1000 (limite de validité du modèle). Pour des écoulements
ayant une vitesse d’écoulement locale plus rapide, comme c’est parfois le cas dans la
macro-morphologie des aquifères karstiques, ce modèle équationnel devrait être quelque
peu revu.
Nous allons maintenant présenter les différents outils et voies de modélisations uti-
lisés pour représenter les éléments de la morphologie des aquifères karstiques (méso- et
macro-porosité).
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5.1 Introduction : morphogenèse/karstogenèse
Pour réaliser une modélisation aux grandes échelles des écoulements dans les mi-
lieux très fissurés 3D et plus particulièrement dans les aquifères karstiques et ceci à
l’échelle d’un bassin hydrogéologique, des données sur la morphologie "active" de
ces aquifères sont nécessaires. Or ces données sur la méso-morphlogie et la macro-
morphologie qui conduissent les écoulements sont très restreintes. En effet, si, à l’échelle
locale, nous pouvons nous rattacher à une densité de fracturation et à l’échelle régionale
à des éléments morphologiques comme la présence d’accidents majeurs et de certains
conduits karstiques et autres entités morphologiques associées à la karstogenèse (do-
line, lapiez,...), la grande majorité des méso- et macro-morphologie est inaccessible à
une mesure directe. De plus comprendre l’état d’organisation global et des connectivités
entre les différentes entités morphologiques du karst actif n’est pas trivial.
Un bassin hydrogéologique karstique donné est lié à une histoire, un enchaînement
d’évènements, qui lui est propre. L’évolution et la création de ce système de drainage
3D des massifs carbonatés dépend de la fracturation d’un secteur, de son histoire tecto-
nique, mais aussi des structures sédimentaires constituant le réservoir. Pouvoir recons-
tituer cette évolution en fonction des évènements tectoniques et de l’évolution de son
niveau de base pourrait être un atout indéniable dans la "reconstruction" d’un système
karstique pour une lithologie donnée.
Nous verrons dans la dernière partie de ce chapitre consacrée à la détermination des
paramètres morphlogiques quelques idées sur la genèse des systèmes karstiques liées au
comportement hydraulique de l’aquifère.
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5.2 Milieux discrets : modèles booléens
Dans un premier temps, différentes classes d’objets volumiques booléens à mor-
phologies simples, mais physiquement réalistes et pertinentes avec les structures mor-
phologiques karstiques ont été créées. Ces objets peuvent être introduits dans une ma-
trice poreuse continue (pouvant être elle-même hétérogène), et être conditionnés ou non
sur des données tectoniques ou sédimentaires reconnues comme pertinentes à l’échelle
d’observation considérée.
Parmi les types "d’objets" géomorphologiques utilisés pour cette étude, nous pou-
vons distinguer : des objets filaires, des objets plans de section circulaire, elliptique ou
rectangle à ouverture constante ou variable, des objets tubulaires à section elliptique,
des ellipsoïdes et des troncs de cône (Fig. 5.1).
(a) (b)
FIG. 5.1 – Objets volumiques discrets 2D (a) et 3D (b) utilisés pour la génération de milieux booléens.
La procédure de génération de ces objets consiste en une projection, sur une grille ré-
gulière de voxels (3D) ou de pixels (2D), par le code MatFrac3D, de données statistiques
ou déterministes sur les caractéristiques morphologiques et hydrodynamiques conte-
nues par ces différents objets. Les caractéristiques morphologiques (ouverture, tailles,
diamètres, orientation) ainsi que les propriétés hydrauliques et hydrodynamiques de ces
objets peuvent suivre différentes lois de distribution ou être imposées de manière dé-
terministe. Le choix des propriétés statistiques à appliquées aux grandeurs et propriétés
des objets se fait grâce au module MatFracRandom du code MatFrac3D.
Les distributions probabilistes sélectionnées et utilisables sont les suivantes :
– les centroïdes des objets suivent une distribution de Poisson,
– les paramètres de taille des objets (diamètres, ouvertures, extensions) peuvent
suivre différentes lois : Uniforme, Gaussienne, Exponentiel et loi Puissance (Pa-
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reto) ;
– les propriétés intrinsèques des objets (perméabilité, porosité,...) peuvent varier
d’un objet à l’autre (d’une fissure à l’autre) en suivant une loi de probabilité Uni-
forme ou Log Normale (les autres lois de distribution précédemment citées sont
aussi utilisables).
De même, les angles propres de la rotation de chacun des objets peuvent être aléatoires
ou déterministes et orientés préférentiellement ou non suivant les directions principales
des contraintes tectoniques d’un secteur, en jouant sur la distribution statistique des
angles propres de la rotation.
Pour orienter ces différents objets, il est possible d’utiliser deux angles de rotations (θ
et φ ou ϕ) ou trois angles (θ, φ ou ϕ et α). Nous ferons la distinction entre les angles φ
et ϕ, qui correspondent à deux définitions différentes de l’orientation du vecteur normal
des objets (Fig. 5.2).
Par exemple, pour un milieu fracturé d’orientation isotrope contenant des plans rec-
tangulaires ou elliptiques d’orientations statistiquement isotrope, nous pourrons utiliser :
– une distribution Uniforme de θ entre [0,2pi] ;
– une distribution Uniforme de cos(ϕ) entre [−1,1] ;
– une distribution Uniforme de α entre [0,2pi].
Deux variantes sont pour le moment implémentées dans le code MatFrac3D pour orien-
ter ces différentes classes d’objet. Ces deux variantes utilise les deux matrices de rota-
tions suivantes :
– la matrice de rotation éq. 5.1, associée à la Figure 5.2 A ;
– et la matrice de rotation éq. 5.2, associée à la Figure 5.2 B.

~U3~V3
~W3

 =

 cosφcosθ cosφsinθ sinφsinαsinφcosθ− cosαsinθ sinαsinθsinφ+ cosαcosθ −sinαcosφ
−cosαsinφcosθ− sinαsinθ −cosαsinθsinφ+ sinαcosθ cosαcosφ



~U1~V1
~W1

 ,
(5.1)

~U3~V3
~W3

=

 cosϕcosθ cosϕsinθ −sinϕ−sinαsinϕcosθ− cosαsinθ −sinαsinθsinϕ+ cosαcosθ −sinαcosϕ
cosαsinϕcosθ− sinαsinθ cosαsinθsinϕ+ sinαcosθ cosαcosϕ



~U1~V1
~W1

 ,
(5.2)
Par cette procédure, pour un échantillon de roche donné ou un secteur géologique
à étudier, nous pourrons conditionner le mieux possible les discontinuités en fonction
des observations de terrain (orientation et paramètres hydrodynamiques). Cependant,
une procédure de reconstruction optimale des objets à partir de données tel que les
orientations et traces de fractures peut s’envisager par l’emploi de procédure de recuit
simulé, Canamon 2006 [27]. Nous n’avons pas mis en oeuvre ce type de procédure ici.
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FIG. 5.2 – Séquence des rotations utilisées pour orienter les objets 3D dans l’espace 3D par le code
MatFrac3D. En utilisant A la matrice de rotation éq. 5.1 et B la matrice de rotation éq. 5.2. (a) Etat initial,
(b) première rotation θ, (c) seconde rotation, φ ou ϕ, et (d) troisième rotation α.
Des générateurs géomorphologique utilisant des procédures de salves en prenant
en considération la hiérarchisation et l’ordre d’apparition des évènements tectoniques
ou des déformations pourraient être envisageables. Pour le moment, nous n’envisageons
que des méthodes fondées sur la génération statistique de classes d’objets via notre code
morphologique MatFrac3D. Dans la version de MatFrac3D utilisé ici, il est seulement
possible de générer des milieux composites par "famille de génération". Chacune de ces
générations pouvant se faire en utilisant des paramètres statistiques identiques ou indé-
pendants d’une famille de génération à l’autre.
La figure 5.3 présente deux exemples de milieux binaires génrérés par le code Mat-
Frac3D et son module MatFracRandom.
Ces deux milieux sont constitués de :
– pour le milieu (a) : de 50 fractures circulaires planes, de rayon uniformément
répartis entre [5 m et 25 m], de centroïdes poissonniens et d’orientation statisti-
quement isotrope ; la matrice de rotation utilisée est celle décrite par l’équation
5.2,
– pour le milieu (b) : d’un conduit de section circulaire, d’un ’épikarst’ constitué
de 100 fractures poissonniennes d’orientation uniforme et de diamètres unifor-
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mément répartis entre [5 m et 25 m] dans une zone comprise entre [70 et 100 m]
et de 50 fractures poissonniennes d’orientation uniforme et de rayons suivant une
distribution de Pareto de paramètre alpha égale à 2.5 entre [25 et 50 m] dans tout
le domaine ; la matrice de rotation utilisée est celle décrite par l’équation 5.2.
L’ensemble des objets présentés dans ces deux figures sont insérés dans une matrice
uniforme.
(a) (b)
FIG. 5.3 – (a) Milieu fracturé 3D poissonnien et (b) ’Karst synthétique’.
Pour aller plus loin, la génération des différentes familles de fractures pourrait aussi
être conditionnée par les propriétés mécaniques et rhéologiques des milieux sédimen-
taires étudiés, e.g. par le pourcentage d’argile, etc. La distribution des propriétés rhéo-
logiques peut être obtenue par des objets de morphologie simple comme des ellipsoïdes
(lentilles d’argile) ou des rectangles (strates) dont les propriétés internes (e.g. pourcen-
tage d’argile) pourront être appliquées de manière déterministes ou aléatoires. Enfin,
l’utilisation de champs continus de paramètres aléatoires auto-corrélés, qu’il est pos-
sible de générer par exemple avec Ximul fondé sur l’algorithme des bandes tournantes
[131], pourrait être envisageable. Ces implémentations semblent réalisables.
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5.3 Milieux continus hétérogènes et mixtes
La ’reconstruction’ et/ou la construction des morphologies observables sur le terrain
ou déduites par les différentes techniques du traitement du signal des débits des sources,
peut nécessiter l’utilisation de méthodes statistiques permettant la génération de milieux
continus conditionnés par les données morphologiques et sédimentaires. Ces éléments
sont alors vus comme des variables du champ de conductivité hydraulique ou de porosité
à ajuster pour réaliser la modélisation à l’échelle du bassin hydraugéologique. Si nous
désirons réaliser cette optimisation de la méso- et macro-morphologie des aquifères
karstiques notamment par les mesures de débits aux sources karstiques, il est évident
qu’il faut utiliser le modèle local de perte de charge approprié.
Cependant, il est probable que cette procédure ne soit pas suffisante, notamment
pour reproduire la réponse rapide des aquifères karstiques suite à un évènement plu-
vieux. Car ces champs peuvent surtout permettre de représenter la partie matricielle ou
finement fracturée des aquifères karstiques intervenant dans la réponse à long terme de
ces aquifères.
(a) (b)
FIG. 5.4 – Objets discrets 2D insérés dans une matrice hétérogènes des KD(~x), (b) résultats d’un
seuillage par l’application de l’argument ’self-consistent’ et binarisation du champs KD(~x) seuilés.
Pour faire face à ce problème et ajouter des éléments de la méso et macro-porosité
des aquifères karstique, autre que des objets discrets, une option de seuillage et de bi-
narisation de champs continus est réalisable par le module MatFracMassi f du code
MatFrac3D.
L’option de seuillage utilise un argument de type "self-consistent" (Bailly et al. [12]).
Ce terme ("self-consistent") étant utilisé ici dans un sens assez général qui reste à justi-
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fier plus précisément par la suite. Le seuil de perméabilité est déterminé par l’utilisateur
mais il pourra dans le futur être automatisé.
Deux optionalités sont possibles, équation 5.3 :
• Les valeurs de la matrice continue inférieures à ce seuil peuvent soit être considé-
rées comme constantes, KM , Fig. 5.4 (b) et Fig. 5.5 (d),
• ou soit rester spatialement continues, Fig. 5.5 (c),
• et les valeurs supérieures au seuil, KCUTOFFM , peuvent soit avoir les mêmes pro-
priétés que les objets discrets, KF , Fig. 5.4 (b) et Fig. 5.5 (c) et (d), ou avoir une
propriété différente.


si lnK(x,y,z)≤ KCUTOFFM → lnK(x,y,z) = KM ou lnK(x,y,z) = lnK(x,y,z)
si lnK(x,y,z) > KCUTOFFM → lnK(x,y,z) = KCUTOFFF
(5.3)
Si la phase matricielle inférieure au seuil est considérée comme constante, la première
étape est une étape de binarisation, Fig. 5.4 (b) : KM = 0 et KF = 1. Une fois cette étape
franchie, qui peut être vue comme un état initial à un problème d’optimisation du champ
de conductivité hydraulique du milieu karstique, il sera possible de modifier la propriété
de la phase matricielle et fracture.
Cependant, cette dernière procédure, bien que permettant une modularité et une
flexibilité supplémentaires pour l’obtention du champ de perméabilité nécessaire pour
simuler les écoulements dans les massifs karstiques et la réponse d’une source à un évè-
nement pluvieux, ne permet pas de rendre compte de l’histoire évolutive des aquifères
karstiques responsables de l’état de connectivité des macro-morphologies entre elles.
Des méthodes génétiques, conditionnées par l’évolution des conditions aux limites du
système, notamment l’évolution du gradient hydraulique régional le permettraient.
Pour compléter ces méthodes de reconstruction et de construction des morpholo-
gies des massifs karstiques, ces approches doivent être complétées par des méthodes
d’érosion/dissolution. Pour cette étude, nous avons commencé à mettre au point un al-
gorithme d’hydro-morphogenèse, encore embryonnaire, dont la procédure est en partie
empirique, permettant le couplage entre l’évolution de la porosité et donc de la perméa-
bilité des secteurs étudiés avec l’évolution des écoulements régionaux (karstogenèse
simplifiée).
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(a) (b)
(c) (d)
FIG. 5.5 – (a) Milieux binaires constitués uniquement d’objets discrets poissonniens ; (b) matrice hé-
térogène utilisée. Résultats d’un seuillage et d’application de l’argument "self-consistent" : (c) une partie
de la matrice est restée hétérogène et (d) la matrice hétérogène est devenue constante.
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5.4 Couplage perméabilité/écoulement : algorithme de
morphogenèse
5.4.1 Problématique et motivation de l’étude
Plusieurs méthodes de morphogenèse à l’échelle du massif karstique ont été déve-
loppées dans la littérature. Ces modèles sont en majorité fondés sur le couplage d’une
équation de transport et de réaction/dissolution des carbonates ou sur des modèles sto-
chastiques d’agrandissement des vides par des ’particules gloutonnes’, e.g. Jacquet,
1998 [59].
Pour qu’il puisse y avoir dissolution et karstogenèse, il faut :
– que les eaux chargées en acides forts responsables de la karstogenèse soient re-
nouvelées,
– que les ions hydrogénocarbonates, magnésiums et calciums provenant de la dis-
solution de la matrice soient évacués,
– que les écoulements soient suffisamment développés aux lieux où s’opère la kars-
togenèse, pour évacuer les argiles de décalcification et empêcher la précipitation
de carbonates.
Partant de ces constations simples, nous sommes en droit de supposer que cette érosion,
ce taux de dissolution/érosion, est lié de manière plus ou moins directe à un nombre de
Reynolds local.
Pour cette étude, nous avons commencé à mettre au point une méthode itérative
d’érosion numérique (module Hydro−morphogenese de MatFrac3D). Le point de dé-
part de cette méthode est un champ de porosité, φw(~x, t) à (t = t0), créé soit en utilisant
des milieux statistiques issus de MatFrac3D soit de Ximul. Ce modèle morphologique
nous servira de "substrat" pour la procédure d’hydro-morphogenèse.
Le champ de porosité, le "substrat", est utilisé à chaque itération pour le calcul d’un
champ de perméabilité, k(~x, t), (Kozeny-Carman) :
k(~x, t) = 1
36∗C0
(φ3w(~x, t)d2(φw(~x, t))
(1−φ2w(~x, t))
)
, (5.4)
où F = 36 ∗C0 avec C0 = 4.8 est un facteur de forme, d(φw(~x, t)) le diamètre moyen
des grains et φw la porosité de la cellule unitaire considérée (une autre formulation avec
la surface spécifique des solides est également possible). Pour simplifier, dans la suite,
nous avons fixé d(φw(~x, t)) = d0 = 1 m (constant quelque soit t), d’où :
k(~x, t) = 136∗C0
( φ3w(~x, t)d20
(1−φ2w(~x, t))
)
, (5.5)
Noter que les "grains" de ce modèle peuvent représenter aussi bien des agrégats. Ce
premier modèle est loin d’être parfait, notamment à cause des problèmes de tenue mé-
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canique des agrégats lors de l’érosion, mais il permet de tester l’idée principale sous-
jacente.
La perméabilité locale obtenue par cette formule sera bornée par une conductivité
hydraulique maximale KDmax, déterminée arbitrairement.
5.4.2 Modèle d’érosion
Pour répondre à ce problème, nous allons résoudre une équation générale de bilan
instantanée pour la masse de phase solide. Tout d’abord, définissons la fraction volu-
mique des solides :
φs(~x, t) = volume de la phase solide
volume total = 1−φw(~x, t), (5.6)
avec φw(~x, t) et φs(~x, t) en m3/m3 respectivement la fraction volumique d’eau (porosité)
et de solide dans un volume unitaire à (x,y,z) à l’instant t. Ainsi, ρsφs(~x, t) est la masse
de solide pour une entité de volume élémentaire et ρwφw(~x, t) la masse de fluide par
entité de volume élémentaire.
L’équation locale de bilan s’écrit pour la phase solide :
∂(ρsφs(~x, t))
∂t +div(
~FA +~FD)−R = 0 (5.7)
avec ~FA = ρsφs(~x, t)~v, ~FD =−D ·~∇(ρsφs(~x, t)) et R = R(ρs,φs(~x, t),~v) ; respectivement,
~FA est le terme d’advection, ~FD le terme de diffusion et R le terme source/puits de masse
solide. Pour cette étude, la masse volumique de la phase solide, ρs, et de la phase eau,
ρw, seront considérées comme constantes, nous pouvons donc écrire cette équation de
bilan en terme de volume de matière :
∂(φs(~x, t))
∂t +div(
~fA + ~fD) = rs(~x, t) (5.8)
avec
~fA = φs(~x, t)~v, ~fD =−D ·~∇(φs(~x, t)) et rs(~x, t) = f (φs(~x, t),~v) (5.9)
où la densité de flux ~f est en [m · s−1] et le taux de réaction rs est en [m3.m−3 · s−1]
(r=rsurface +rvolume).
Pour une première approche, nous ne prendrons pas en considération la dispersion
ni le transport de matière de la phase solide dans le domaine d’étude. Nous étudierons
seulement la destruction de la masse solide (ou la création de masse fluide) suite à un
processus temporel dépendant uniquement de la vitesse de l’écoulement, plus particu-
lièrement de la norme de la vitesse, |~v|, régnant dans chacun des volumes élémentaires
discrets considérés, de volume dx*dy*dz. Cette première approximation correspond
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grossièrement à un transport de tous les produits de dissolution et érodés localement
jusqu’à l’éxutoire, nous ne pourrons donc pas prendre en considération la précipitation
des carbonates dissous après ce processus dans une autre partie du domaine. Nous avons
alors :
φs(~x, t)+φw(~x, t) = 1, (5.10)
donc
∂(φs(~x, t))
∂t = rs(~x, t) = f (φs(~x, t),
~|v|), (5.11)
L’approche utilisée dans cette étude, considère que la variation locale de masse de
solide est liée à la norme de la vitesse, |~v|, dans le volume localement. Pour plus de
facilité au développement, nous raisonnerons par rapport à la variation de la masse de
fluide par unité volumique, liée à la norme de la vitesse du fluide calculée. Comme
précédemment, la densité du fluide est considérée comme constante. Nous avons donc :
∂(φw(~x, t))
∂t = −
∂(φs(~x, t))
∂t =− f (φw(~x, t),
~|v|) = rw(~x, t) . (5.12)
Pour cette étude, plaçons nous en coordonnée Lagrangienne. Le raisonnement suivant
est valable pour un écoulement 1D, le long des trajectoires.
Soit une coordonnée lagrangienne locale X(t), attachée à une particule fluide char-
gée d’acide carbonique :
∂X(t)
∂t = v(X(t)) (5.13)
que nous simplifions en :
X(t) = X(0)+ v · t . (5.14)
Ecrivons maintenant une loi de Fick en coordonnée lagrangienne locale, attachée à une
particule fluide :
∂φw(~x, t)
∂t = D
(∂2φw(~x, t)
∂X2
)
. (5.15)
En insérant X(t) dans la dernière équation, et en considérant un temps caractéristique
de diffusion ou de dissolution limitée par la diffusion, "td" ; nous allons alors "geler" ce
temps (t = td dans l’EDP de Fick) et nous en déduisons l’expression suivante :
∂φw(~x, t)
∂t = D
∗
(∂2φw(~x, t)
∂v2
)
. (5.16)
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Par une analyse dimensionnelle, nous proposons l’expression suivante pour le pseudo-
coefficient de diffusion/érosion/dissolution, D∗ en [m2.s−2.s−1] :
D∗(~x, t) =
1
td
( gν
KD
)
, (5.17)
où g est la gravité en [m.s−2], KD la conductivité hydraulique de Darcy en [m.s−1], ν
la viscosité cinématique de l’eau en [m2.s−1] et td en [s] un temps caractéristique des
phénomènes d’altération de l’encaissant.
Pour généraliser au cas 3D la formulation précédemment obtenue, il est nécessaire
de prendre en considération les contributions des différentes composantes du vecteur
vitesse local. Nous proposons d’utiliser la norme du vecteur vitesse 3D local. Nous
obtenons ainsi :
∂φw(~x, t)
∂t = D
∗
(
∂2φw(~x, t)
∂ |~v|2
)
. (5.18)
Ainsi,
∂(φw(~x, t))
∂t =
1
td
( gν
KD
)(∂2φw(~x, t))
∂ |~v|2
)
(5.19)
De la même manière, par analogie avec la solution analytique de la seconde loi de Fick,
nous obtenons pour le taux d’érosion/dissolution (accroissement de la porosité) :
rw,0− rw(~x, t)
rw,0− rw,∞ = er f
( |~v|
2
√
D∗ t
)
, (5.20)
où rw,0 est la condition limite pour |~v|= 0 et rw,∞ pour |~v| −→ ∞. Nous avons :
• rw,0 = 0 et
• rw,∞ = 1.
Ainsi,
rw(~x, t) = er f
( |~v|
2
√
D∗ t
)
⇐⇒ rw(~x, t) = er f
(
|~v| √td
2
√
t
√
KD
g ν
)
, (5.21)
ou encore en termes du nombre de Reynolds de Darcy/Ward-Forchheimer local (ReDW F(~x)),
rw(~x, t) = er f

ReDW F(~x)
2
√
t
td

 . (5.22)
Le taux de matière solide érodé est donc égal à :
rs(~x, t) =−rw(~x, t) = −er f

ReDW F(~x)
2
√
t
td

 . (5.23)
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La procédure itérative d’érosion/dissolution utilisée, consiste alors à réaliser n expé-
riences numériques d’écoulement et à calculer à chaque pas de temps numérique le
taux de matière érodé. Nous partons d’un champ de conductivité initial, KD(~x, t0), ob-
tenu à partir du champ de porosité initial, le "substrat" φ(~x, t0). Après une première
itération d’écoulement, un champ de nombres Reynolds de Darcy/Ward-Forchheimer,
ReDW F(~x, t0 + δt), sera obtenu grâce au champ de conductivité hydraulique de Darcy,
KD(~x), et au champ de charge hydraulique total calculé, HDWF(~x) (écoulement sa-
turé de Darcy/Ward-forchheimer). Ce champ de nombre de Reynolds de Darcy/Ward-
Forchheimer, nous permettra à son tour de calculer le taux d’érosion de masse solide, ou
le taux de création de porosité. La nouvelle porosité pour le temps t1 sera alors calculée.
Celle-ci nous permettra alors de calculer le nouveau champ de conductivité hydraulique
de Darcy, etc.
5.4.3 Un exemple de résultats (morphogenèse en 2D)
Pour le premier test réalisé, nous avons appliqué ce modèle à un massif 2D carré de
300 sur 300 m (Fig. 5.6 (a)) composé de :
– 300*300 pixels (dx = dy = dz = 1)
– 25% de fractures (rouge) de porosité initiale égale à 70% ;
– 75% de matrice de porosité initale égale à 25% ;
Ici, pour cette étude, le modèle local de perte de charge choisie est le modèle de perte
de charge linéaire/quadratique de Darcy/Ward-Forcheimmer. Comme conditions aux
limites du système étudié, nous avons utilisé des conditions aux limites de type perméa-
métrique uniques durant toute la procédure d’érosion, Fig. 5.6 (b) :
– Face Nord (N) : charge totale constante égale à 303,
– Face Sud (S) : charge totale constante égale à 3,
– Face Ouest (W) : flux nul,
– Face Est (E) : flux nul,
ce qui correspond à un gradient hydraulique moyen unitaire par cellules d’étude.
Enfin, pour les paramètres propres au modèle d’érosion-hydraulique, nous avons fixé
KDmax à 100 m.s−1 et le temps caractéristique de la réaction d’érosion, td, de 1/25000
unités de temps numérique (n.b. : par commodité, les unités de temps sont appelées "se-
condes").
Le but principal de ce premier test numérique est de voir s’il est possible d’observer une
structuration amont/aval des méso- et macro-porosité du milieu étudié pendant l’éro-
sion, en considérant un nombre limité de paramètres. Ces paramètres sont la vitesse
locale de l’écoulement et la lithologie du milieu (représenté par td). Les résultats obte-
nus après 1331 itérations (temps numériques), sont présentés dans la figure 5.7 :
– (b) champ du nombre de Reynolds de Darcy/Ward-Forchheimer obtenu après
1330 itérations de l’algorithme d’érosion hydraulique, ReDW F(~x, t1330) ;
– (d) champ de porosité, φw(~x, t1331), obtenu après 1331 itérations de l’algorithme.
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(a) (b)
(N)
(S)
(E)(W)
FIG. 5.6 – (a) Substrat initial utilisé pour les premiers essais de la procédure d’érosion-hydraulique;
(b) répartition du champ de charge total obtenu au temp t0 de la procédure d’hydro-morphogenèse.
La structure obtenue par cette approche numérique simple est assez intéressante. Les
résultats numériques montrent qu’en partant d’un substrat statistiquement isotrope et
purement aléatoire, il est possible d’obtenir une structure arborescente de l’organisation
spatiale de la méso- et macro-morphologie du système de drainage du massif étudié. La
structure arborescente obtenue montre notamment une organisation spatiale amont/aval,
Fig. 5.7 (d). Notez aussi la diminution du nombre de macro-morphologies entre l’amont
et l’aval, et l’augmentation de la taille de ces morphologies de l’aval vers l’amont.
Par ce premier exemple, il semblerait que les paramètres importants qui influencent
la structuration spatiale obtenue sont, outre le substrat utilisé :
– Le gradient hydraulique régionale appliqué (direction et intensité) ;
– Le KDmax choisi le champ de KD(~x, t) ;
– Le temps caractéristique de la réaction d’érosion/dissolution/diffusion, td .
D’autres simulations numériques, non présentées ici, semblent indiquer qu’à substrat et
gradient régional fixé, la diminution de ce temps caractéristique, td, augmente la struc-
turation arborescente du milieu obtenu pour un même nombre d’itérations réalisées. Et
l’augmentation du paramètre de seuillage KDmax diminue la structure arborescente du
milieu.
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(a) (b)
(c) (d)
FIG. 5.7 – (a) et (b) Champs du nombre des Reynolds de Darcy-Ward-Forchheimer, ReDWF(~x,t), (a)
calculé après la première itération de l’algorithme ReDW F(~x,t1), et (b) calculé après 1330 itérations de
l’algorithme, ReDWF(~x,t1330) ; (c) et (d) Champs des porosités, φw(~x,t), (c) champ initial, φw(~x,t0) et (d)
obtenu après 1331 itérations de l’algorithme, φw(~x,t1331). L’écoulement est ici dirigé du haut vers le bas
du milieu (du Nord au Sud).
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5.4.4 Bilan sur le modèle d’érosion hydraulique
Au cours de cette section, nous avons proposé un modèle d’altération des massifs
fracturés par le calcul d’un nombre local de Reynolds de Darcy/Ward-Forchheimer.
Cette première proposition d’altération locale, fonction de la norme de la vitesse de
Darcy/Ward-Forchheimer, semble assez encourageante.
Cependant, le modèle nécessite d’être amélioré, notamment en prenant en consi-
dération les modalités de transport de la matière érodée locale à l’échelle du massif.
Ce premier modèle devra aussi être amélioré au niveau local. Un modèle plus fin des
processus de diffusion/érosion/dissolution local (D∗), et du temps caractéristique de la
réaction, td, devra être étudié plus en détail et distribué en fonction de la lithologie
considérée.
Une étude complémentaire qualitative, pourrait être menée, sur des milieux 3D,
même variablement saturés, en réalisant des variations d’intensité et de direction du
gradient hydraulique moyen. Le but serait de réaliser un polyphase de la morphologie
et d’observer s’il est possible d’obtenir les mêmes caractéristiques morphologiques que
celles obtenues par des observations spéléo-morphologiques. L’objectif final serait en
partant d’un maximum d’informations sur la structuration d’un massif karstique donné,
notamment sur l’évolution géodynamique, et plus généralement des conditions aux li-
mites, du secteur d’une entité structurale donnée ou du secteur géologique donné, d’es-
sayer de reconstruire "l’histoire", l’enchaînement des évènements qui ont conduit à la
genèse des éléments de la méso- et macro-morphologie observées.
Cet algorithme pourrait aussi être vu comme un outil qui permettrait de reconstruire
par un "biais hydraulique", la face cachée d’une entité drainante d’un massif karsique
à partir des éléments de la méso- et macro-morphologie observables par des mesures
directes de terrain. Pour réaliser cette dernière proposition, les observations morpho-
logiques entrées dans le domaine d’étude ne doivent pas "varier" pendant le processus
d’altération hydro-morphologénétique du reste du massif.
Enfin, l’atout principal de ce modèle hydro-morphogénétique heuristique en deux
étapes est qu’en partant d’un substrat initial hétérogène (réseaux statistiques, milieux
aléatoires auto-corrélés, etc.), il est possible d’affiner le milieu étudié par des observa-
tions sur l’hydraulique actuelle ou passée du secteur étudié.
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Bilan et simulation variablement
saturée sur un karst synthétique
6.1 bilan sur le couplage entre le code morphologie (Mat-
Frac3D) et écoulement (BigFlow)
Au cours de ce chapitre, nous avons développé et présenté les différents outils numé-
riques morphologiques et d’écoulement que nous souhaiterions utiliser pour modéliser
les écoulements 3D dans les massifs très fissurés de type karstique.
Dans un premier temps, nous avons présenté le code Volume Fini BigFlow et les
principales modalités de simulation proposées par ce code numérique. Notre intérêt
s’est tout particulièrement porté sur le modèle de perte de charge local de Darcy/Ward-
Forchheimer, linéaire/quadratique. Ce modèle de perte de charge local inertiel nous
semble particulièrement bien adapté pour modéliser les écoulements dans les massifs
très fissurés comme les aquifères karstiques, au moins pour des régimes d’écoulements
à un nombre de Reynolds inférieur à 1000.
Puis, dans un second temps, nous nous sommes intéressés à différentes pistes pour
réaliser la modélisation morphologique à grande échelle des hydrosystèmes karstiques.
La tâche est ardue et complexe. Cette modélisation doit considérer les observations de
terrains réalisées sur les sites et les bassins hydrogéologiques karstiques étudiés. Les
massifs synthétiques créés, pour étudier les écoulements siégeant dans ces entités com-
plexes et tourmentées, doivent être synthétisées en considérant la lithologie des massifs
carbonatés, les évènements tectoniques et géodynamiques responsables de la fractura-
tion et l’évolution des conditions aux limites des systèmes.
Pour cette tâche ambitieuse, différents outils numériques et approches pour la mo-
délisation ont été mis en place. Ces outils sont encore en développement et non pas été
appliqués à un massif donné. Il s’agit donc seulement d’hypothèses et d’approches de
modélisation. Ces outils et procédures de génération sont :
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– un générateur statistique d’objets booléens comprenant différentes classes d’ob-
jets volumiques ;
– une procédure permettant de coupler la répartition de ces objets avec des champs
aléatoires continus autocorrélés,
– une procédure de seuillage paramétrique de ces champs continus,
– un algorithme itératif d’hydro-morphogenèse permettant localement le couplage
entre la perméabilité et les écoulements.
L’objectif est d’avoir les outils les plus modulables et robustes pouvant faire face à la
complexité des morphologies observables.
Pour réaliser la paramétrisation de la morphologie des aquifères karstiques et une
modélisation optimale des écoulements y siégeant, cette morphologie "cachée", non
accessible par mesure directe, doit être conditionnée par des mesures morphologiques
de terrains et les mesures de débits aux différents exutoires "numériques" par rapport
aux débits mesurables sur le terrain à ces mêmes exutoires ou encore grâce aux messures
piézométriques de terrain. Les paramètres des champs aléatoires et de seuillage de ces
champs, sont alors vus comme des variables morphologiques ajustables permettant cette
optimisation morphologique. Le module MatFracSonde de MatFrac3D, qui permet de
mesurer en un point ou dans des entités morphologiques données, différentes grandeurs
hydrodynamiques ou hydrauliques, peut être utilisé pour cette problématique.
6.2 Essai de simulation du débit d’une source karstique
6.2.1 Modèle morphologique et propriétés hydrauliques et hydro-
dynamiques utilisées
Le domaine d’étude est constitué de deux parties distinctes, une partie "vallée" et
une partie "massif carbonaté", Fig.6.1 (a).
La partie "vallée" est constituée :
– d’un "pseudo" milieu libre macroporeux
– de "berges" situées à la sortie de l’exutoire karstique.
Et la morphologie karstique étudiée est constituée de différentes inclusions comprenant :
– un épikarst contenant 100 fractures poissonniennes circulaires, d’orientation uni-
forme, à ouvertures constantes et de diamètres uniformément répartis entre 5 et
10 m,
– un ensemble de 50 fractures poissonniennes circulaires, d’orientation uniforme,
à ouvertures constantes et de diamètres repartis suivant une loi de distribution de
Pareto de paramètre α=2.5 entre un diamètre minimum de 5m et maximum de 50
m, dans l’ensemble du domaine d’étude,
– d’un conduit karstique, de section circulaire, qui traverse tout le domaine kars-
tique.
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(a) (b)
(c) (d)
FIG. 6.1 – (a) Morphogologie étudiée pour illustrer les applications du module MatFracSonde de
Matfrac3D. (b) condition initiale utilisée, ici seules les iso-pressions ≥ 0 sont représentées. (c) Sonde ∆,
de surface égale à la section du conduit karstique et située à son embouchure. Et (d) "Sonde" ω utilisée
pour mesurer la variation de la saturation moyenne ˆθω de cette partie de l’aquifère.
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Pour cette étude1, nous avons réalisé une simulation variablement saturée transitoire
darcienne, en utilisant le modèle de Van Genuchten et Mualem, éq. 6.1, pour la teneur
en eau et pour K(h,~x), éq. 6.2.
θe(h,~x)−θd
θs(~x)−θd =
[
1
1+(−α(~x)h)n
]m
, (6.1)
K(h,~x)−Kd
Ks−Kd =
1
(1+(−α(~x)h)n)m/2
(
1−
[
1− 1
1+(−α(~x)h)n
]m)2
. (6.2)
Les caractéristiques hydrauliques et hydrodynamiques utilisées et appliquées aux diffé-
rents entités morphologiques sont regroupées dans le tableau 6.1.
Parametres Ks (m.s−1) Kd (m.s−1) θs (m3.m3) θd (m3.m3) α (m−1) n
Matrice 0.01 1.e−04 0.3 0 0.5 6
Inclusions 1.0 1.e−04 1 0 10 6
Berges 0.01 1.e−04 0.6 0 1 6
TAB. 6.1 – Caractéristiques hydrauliques et hydrodynamiques utilisées.
6.2.2 Mise en place des sondes
Les grandeurs étudiées au cours de la simulation transitoire darcienne sont :
– le débit au niveau de la source "synthétique" karstique, ∆ Fig. 6.1 (c),
– la variation de la saturation moyenne de l’entité morphologique ω, Fig. 6.1 (d).
Ici, l’entité morphologique ω correspond à une partie des entités de la morphologie glo-
bale étudiée percolant avec le conduit. Parmi toutes les entités percolant avec le conduit,
seul "l’amas" contenant des fissures de l’épikarst a été retenu. Les autres amas de fis-
sures percolant avec le conduit et le conduit ont été éliminés. La procédure utilisée pour
cette ségrégation est réalisée par le module MatFracPerco de MatFrac3D.
La variation du débit au niveau de l’exutoire est obtenue par la formule suivante :
Q∆(t) = 1N∆
∆
∑
N∆=1
|~v(ω)|S∆. (6.3)
1Cette étude transitoire d’un karst 3D partiellement saturé reste préliminaire et nécessite des valida-
tions supplémentaires vu la compléxité numérique du problème (nonlinéarité, discontinuité, paramétrisa-
tion 3D). Les résultats seront discutés de façon qualitative
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où, N∆ est le nombre de voxels constituant la sonde ∆, |~v(ω)| sont les normes locales
des débits mesurés au niveau de la sonde au temps t et S∆ est la "surface" de la sonde.
Et de la saturation moyenne au niveau de l’entité morphologique ω est obtenue par
la formule suivante :
ˆθω(t) =
1
Nω
ω
∑
Nω=1
θe(ω) (6.4)
où, Nω est le nombres de voxels constituant la sonde ω, θe(ω) sont les saturations locales
mesurées au niveau de la sonde ω au temps t.
6.2.3 Déroulement de la simulation
Dans un premier temps, nous avons obtenu un état initial en imposant des condi-
tions aux limites de pressions linéairement distribuées sur les limites amont et aval du
domaine, Fig.6.1 (b). Pour les autres limites du domaine, des conditions de flux nul ont
été appliquées. Puis pour la simulation transitoire, des conditions aux limites de flux
nuls à tout le domaine d’étude ont été appliquées. Nous pouvons dire que dans cette
étude, nous nous sommes intéressés à la vidange de l’aquifère karstique suite à un évè-
nement pluvieux qui satura le domaine. Ici, nous présentons les résultats obtenues pour
une simulation darcienne. Des simulations transitoires en utilisant le modèle de perte de
charge linéaire/quadratique de Darcy/Ward-Forchheimer devront par la suite être réali-
sées.
Au cours de la simulation transitoire, nous avons mesuré à des pas de temps fins
(0.001s) le débit au niveau de la sonde ∆ et la saturation moyenne de l’entité morpholo-
gique ω. Le but est d’analyser finement la réponse de la source à la vidange du massif
en essayant de voir si un lien existe entre la vidange de l’entité morphologique ω et la
réponse obtenue au niveau de la source. Les résultats sont présentés sur la figure 6.2.
Avant de réaliser toutes descriptions et analyses de la simulation transitoire réalisée,
notons que si l’allure générale de la réponse de la source karstique paraît vraissemble,
les ordres de grandeurs ne sont pas réalistes2, figure 6.2.
L’analyse comparative, entre l’évolution de la saturation moyenne de l’entité mor-
phologique ω (ˆθω) et l’évolution du débit calculé au niveau de la source ∆ (Q∆), montre
un lien très étroit entre la variation de ces deux quantités au cours du temps. Observez
notamment la réponse de ces deux entités à proximité du temps t = 0.05s. La réponse
de la source, de part et d’autre du temps t = 0.05s, est radicalement différente. Si pour
2Lors de l’écriture de ce manuscrit, nous sommes obligés de considérer ces résultats en leurs états.
L’origine probable de cette incohérence semble isolée. Il s’agissent d’un problème lié à l’implémentation
du modèle de Van Genuchten et Mualem dans le code BigFlow. Le problème est maintenant corrigé et de
nouvelles simulations sont en court. Nous allons quand même décrire qualitativement ces résultats.
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FIG. 6.2 – (b) Evolution du débit Q∆ mesuré au niveau de la sonde ∆, Fig. 6.1 (c), au cours du temps
d’étude et (a) évolution de la saturation moyenne, ˆθω, mesuré dans l’entité morphologique ω, Fig. 6.1 (d),
au cours du temps.
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des temps supérieurs nous retrouvons une réponse hyperbolique de la source, pour des
temps inférieurs, la réponse est plus complexe. Cette réponse complexe, est à mettre
en relation avec la vidange de l’entité ω et plus particulièrement, de la vidange de la
partie de l’épikarst synthétique considéré qui percole avec le conduit karstique. Par cet
exemple simple et très succinct, nous pouvons conclure que la prise en considération
de la méso- et macro-porosité des aquifères karstiques est nécessaire pour modéliser la
réponse complexe de l’aquifère karstique. Ces premiers calculs confirment aussi les ré-
sultats obtenus par Mangin et le modèle à deux fonctions mathématiques pour modéliser
la réponse des sources karstiques.
6.3 Bilan
Il est nécessaire de connaître la répartition spatiale des méso- et des macro-morpho-
logies karstiques pour comprendre la réponse des sources karstiques et garantir une
bonne gestion de la qualité et de la quantité de la ressource en eau dans la totalité du
massif 3D. Cette répartition spatiale peut être obtenue en utilisant plusieurs méthodes de
génération comme celles introduites dans cette partie. Mais elle doit être conditionnée
par des données stratigraphiques, tectoniques, géodynamiques et par les débits mesu-
rés suite un évènement pluvieux au niveau des exutoires synthétiques en comparaison
avec les mesures et analyses statistiques réalisées sur la réponse des sources réelles
considérées. Pour le reste du massif 3D (ou si peu de résurgences sont accessibles),
le conditionnement fin de la morphologie peut nécessiter l’utilisation de la piézomé-
trie. Tout ceci doit être réaliser en prenant en considération le modèle local de perte de
charge approprié. Notons aussi ici que l’homogénéisation des aquifères karstiques peut
être sûrement envisageable en mesurant le débit des sources karstiques.
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Troisième partie
Ecoulements saturés en milieux très
fissurés et le "second changement
d’échelle"
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Chapitre 7
Vers une loi globale : préambule
7.1 Motivation de l’étude
Les écoulements dans les massifs carbonatés très fissurés ont des comportements
ambivalents. Ils sont laminaires dans la matrice poreuse finement fissurée et inertiels
et turbulents respectivement dans la méso- et la macro-morphologie inhérentes à ces
aquifères. Ils peuvent aussi être variablement saturés, partiellement saturés ou saturés,
dans une région donnée de l’aquifère à des intervalles de temps différents.
Dans cette partie, l’homogénéisation hydrodynamique saturée à grande échelle sera
étudiée. Pour cela nous nous situerons à une échelle importante et nous considérerons
que chaque unité locale (voxel ou pixel) possède une conductivité hydraulique locale
notée KM pour les éléments de la matrice poreuse finement fissurée (éléments de couleur
bleue, Fig. 7.1) et KF pour les éléments de la méso- et macro-morphologie (éléments
de couleur rouge, Fig. 7.1). Nous nous intéresserons à l’influence respective de la phase
matricielle ou résistante (i.e. matricielle finement fissurée) et de la phase fracture ou
conductrice (i.e. méso- et macro-morphologie) sur la macro-conductivité hydraulique à
l’échelle du massif. Nous analyserons l’influence de l’état local sur la réponse globale du
système pour le "second changement d’échelle", en étudiant particulièrement l’influence
des phénomènes de percolation sur la conductivité hydraulique macroscopique nommée
macro-conductivité ou macro-K.
L’analyse sera divisée en trois parties.
• La première partie sera consacrée à l’étude de cette problématique en utilisant
des conditions aux limites perméamétriques en régime saturé permanent, avec un
modèle local de perte de charge de Darcy (parfois notée D pour Darcy).
• Dans la seconde partie, pour tenir compte des effets inertiels dans les parties
conductrices des milieux considérés, l’étude sera étendue au cas d’une loi lo-
cale comprenant outre le terme linéaire darcien un terme quadratique en vitesse
(Darcy/Ward-Forchheimer ou DWF).
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• Enfin troisièmement, nous proposerons d’appliquer une procédure numérique "d’im-
mersion" pour étudier les milieux anisotropes comme les aquifères très fissurés en
utilisant le modèle local de perte de charge linéaire de Darcy.
0.0
0.0
NX NY
0
X
YZ
NZ
Nz1
Nx1
Nz1
Y
Z
X
0
0.0
UPSCALING
Représentation d’un aquifère karstique (Bakalowicz)
Echelle de Darcy
Echelle de Darcy-Ward-Forchheimer
FIG. 7.1 – Démarche utilisée pour l’étude et l’homogénéisation des écoulements dans les milieux très
fissurés.
L’ensemble des expériences numériques réalisées tournera autour d’une problématique
centrale concernant l’importance des phénomènes de quasi-percolation et de percolation
sur la macro-conductivité hydraulique de Darcy et de Darcy/Ward-Forchheimer.
94
7.2 Milieux étudiés et choix des paramètres morpho-hydrauliques κ et φF
7.2 Milieux étudiés et choix des paramètres morpho-hydrauliques
κ et φF
Cette partie est consacrée à l’étude et la caractérisation de la macro-conductivité
hydraulique (globale, équivalente) de Darcy et de Darcy/Ward-Forchheimer pour des
milieux poreux très fissurés 2D et 3D. Dans cette étude, nous porterons un intérêt tout
particulier à l’état des connectivités locales et aux phénomènes de percolations (ou
de quasi-percolations) sur la conductivité hydraulique macroscopique de Darcy et de
Darcy-Ward-Forchheimer.
Pour cela, nous étudierons des milieux binaires poreux fracturés statistiques et dé-
terministes 1D, 2D et 3D. Parmi les milieux étudiés, nous pouvons distinguer (Fig. 7.2) :
– des milieux parfaitement stratifés et purement aléatoires
– des milieux binaires 2D et 3D géométriquement isotropes purement aléatoires
(représentés sur une grille cartésienne de pixels ou de voxels),
– et des milieux poreux fracturés 2D et 3D comme ceux présentés précédemment
(section 5.2).
Pour les milieux testés, les paramètres importants à fixer ont été :
– la dimension des domaines d’étude (Tab. 7.1),
– les paramètres du générateur pseudo-aléatoire,
– le choix des fractions volumiques, φF , en inclusions, ou fractures ("F"),
– le choix des contrastes locaux de conductivités hydrauliques entre la phase matri-
cielle et inclusion, κ=log10(KF/KM), (contraste de log-conductivité hydraulique
ou log-contraste).
NX NY NZ dx dy dz nombre de pixels/voxels
milieu multicouche 100 100 100 1 1 1 1000000 de voxels
milieu binaire 2D 512 512 1 1 1 1 262144 de pixels
milieu binaire 3D 100 100 100 1 1 1 1000000 de voxels
TAB. 7.1 – Tableau regroupant les caractéristiques des échantillons étudiés
Pour le choix du générateur pseudo-aléatoire, nous nous limiterons à des générateurs
congruentiels linéaires de la forme :
Xn+1 = (a ·Xn + c) ·mod(m), (7.1)
où a est le multiplicateur, c l’incrément et m le module. Parmi tous ceux testés, notre
choix s’est porté sur le générateur 64 bits de module (231)− 1 et de multiplicateur
950 706 375 déjà utilisé par Ababou 1988 [5] et étudié par Fishman & Moore 1986
[47]. Enfin, pour avoir une reproductivité des résultats ; et étudier un seul milieux, où
nous ferons croître de façon continue et uniformément aléatoire la phase inclusion, nous
avons au cours de cette étude utilisé un seul noyau (ou grain) qui est 11 789.
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FIG. 7.2 – Milieux d’étude : (a) milieu multicouche, (b) milieu binaire 2D purement aléatoire et (c)
milieu 3D purement aléatoire.
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Pour chacun des milieux composites étudiés, c’est-à-dire à une fraction volumiques
en inclusion fixée, φF , nous allons réaliser une variation du log-contraste de conductivité
hydraulique entre la phase inclusion, KF , et matricielle, KM , telle que κ = log10(KF/KM)∈
[−8 ; +8]. Lors de cette procédure, nous conserverons la conductivité hydraulique de
la matrice, KM, égale à 1 m.s−1 et nous ferons varier la conductivité hydraulique de la
phase inclusion. Ainsi les inclusions seront résistantes, si κ ∈ [−8 ; 0[, ou conductrices,
si κ ∈]0 ; +8].
L’utilisation de cette procédure, nous permettra de discuter plusieurs points :
– l’importance de l’état de connectivités locales sur la quantité macroscopique étu-
diée (log-contraste, κ, fixée et fraction, φF , variable),
– l’impact du contrast de log-conductivité hydraulique entre la phase inclusion et la
phase matricielle sur l’état des connectivités locales (log-contraste κ variable et
fraction φF fixée),
– enfin, l’apparition et l’influence des effets inertiels sur le comportement hydrau-
lique global du système.
7.3 Procédure pour l’uspscaling
Conditions aux limites perméamétriques utilisées dans cette première partie
Pour les échantillons étudiés, nous allons réaliser différentes expériences numé-
riques directes de type perméamétrique (Fig. 7.3) en régime permanent saturé en uti-
lisant :
– le modèle de perte de charge locale de Darcy, et
– le modèle de perte de charge locale linéaire/quadratique de Darcy/Ward-Forchhei-
mer.
Nous obtiendrons ainsi deux quantités macroscopiques, ˜KDi et ˜KDWFi . Nous reviendrons
plus en détail sur la manière d’obtenir ces quantités dans les parties ultérieures consa-
crées à chacune de ces lois de pertes de charges locales.
Les expériences numériques ont été menées suivant la direction O~x et O~z pour les mi-
lieux multicouches, c’est à dire respectivement parallèlement et perpendiculairement à
la stratification, et uniquement suivant la direction O~x pour les milieux binaires 2D et
3D aléatoires (inclusions de pixels ou de voxels). Pour les milieux fracturés 3D et 2D
étudiés où les inclusions sont autres, comme par exemple des disques, les simulations
seront réalisées suivant les directions des axes du repère d’étude Fig. 7.3.
De forts log-contrastes de conductivité hydraulique entre la phase matrice et la phase
inclusion vont être appliqués. Afin d’obtenir une meilleure convergence des résultats
numériques et des temps de calcul plus courts, nous allons appliquer une procédure
de continuation. Elle consiste à utiliser comme condition initiale lors d’une simulation
à un log-contraste κ(i) donné, le champ de pression obtenu lors de la simulation au
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FIG. 7.3 – Schéma illustrant les conditions aux limites "perméamétriques" suivant la direction O~x (a),
O~y (b) et O~z (c) et l’écoulement obtenu (surfaces isocharges) pour un milieu fracturé poissonnien 3D.
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log-contraste κ(i− 1). Le champ de pression initial étant celui du milieu homogène
KF = KM = 1 m.s−1 (log-contraste initial : κ = 0).
Méthode de prise de moyenne : Net Surface Flux (N.S.F.)
Pour chacune de ces expériences, la procédure de dépouillement utilisée pour obtenir
les flux moyens permettant d’étudier la quantité macroscopique du milieu considéré est
la suivante (par exemple, lors d’un écoulement imposé suivant la direction O~x) :
q˜x =
∫
S~qS1(~x) ·~nds−
∫
S~qS2(~x) ·~nds
2S , (7.2)
où ~qS1(~x) et ~qS2(~x), en m.s−1 sont les vitesses mesurées localement respectivement sur
la face A1 et sur son opposée B1 pour un écoulement imposé suivant la direction O~x et
ds = dz.dy l’élément de surface, en m2. Suivant la nature de modèle de perte du charge
utilisé, nous obtiendrons une densité de flux moyenne de type Darcy, q˜Dx , ou de type
Darcy/Ward-Forchheimer, q˜DW Fx .
Pour les écoulements de type Darcy la conductivité effective macroscopique, ˜KDx ,
sera obtenue de la manière suivante :
˜KDx = −
q˜Dx
〈∇H〉x
, (7.3)
avec
〈∇H〉x =
H2−H1
Lx
, (7.4)
où H2 et H1 sont respectivement les charges totales appliquées au niveau des faces B1 et
A1 et Lx = Nx ∗ dx. Pour alléger le présent document, nous noterons ces quantités ma-
croscopiques, ˜KD et q˜D, la direction de l’écoulement sera alors explicitée dans le texte
et dans les légendes des figures.
Pour le calcul de la conductivité hydraulique macroscopique de Darcy/Ward-Forchheimer,
la section 9.3 sera consacrée à ce problème.
Consacrons-nous dans un premier temps à l’étude de la variation la macro-conductivité
hydraulique de Darcy, ˜KD, en fonction de la fraction volumique en inclusions, φF , et de
la log-conductivité κ. Ces expériences numériques nous permettrons de discuter de l’im-
portance de l’état moyen des connectivités sur la conductivité macroscopique de Darcy
(Chap. 8). Ces différents éléments, à leur tour, seront utiles pour discuter de la formu-
lation macroscopique de la macro-K de Darcy/Ward-Forchheimer lors de l’utilisation
d’une loi locale de perte de charge linéaire/quadratique (Chap. 9).
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Chapitre 8
Expériences numériques
perméamétriques et upscaling darcien
8.1 Théories macroscopiques des écoulements darciens
Les expériences numériques menées dans cette partie en régime darcien, vont être
comparées avec différentes solutions analytiques d’upscaling. La littérature sur ce su-
jet est richement documentée. Nous pouvons ici citer les revues réalisées par Wen &
Gomez-Hernandez, 1996 [137] et par Renard & De Marsily 1997 [116].
En premier lieu nous examinerons différentes "bornes".
Pour les milieux binaires stratifiés purement aléatoires et déterministes étudiés, nous
utiliserons les bornes de Wiener (sous-section 9.2.1) :
– la moyenne arithmétique ( ˆKarith) pour des écoulements parallèles à la stratifica-
tion,
– la moyenne harmonique ( ˆKharmo), pour des écoulements perperdiculaires à la stra-
tification.
Pour les milieux binaires matrices/fissures isotropes purements aléatoires 2D et 3D,
nous utiliserons deux résultats théoriques analytiques de la conductivité hydraulique
effective macroscopique décrite dans les sections suivantes :
– la conductivité hydraulique effective "Self-Consistent" (S.C) (Dagan,1981 [34]),
spécialisée explicitement pour des milieux composites à inclusions1 (sous-section
8.1.2) ;
– la conjecture "Power Average" tensorielle (P.A.), décrite par Ababou 1996 [2]
comme une généralisation aux milieux binaires des résultats de perturbations
1Le résultat self-consistent utilisé ici est extrait de Ababou Effective Medium Theories and Percola-
tion on Resistor Lattices and continuous Media, unpublished note, Massachusett Institute of Technology,
1986). Ce dernier donne aussi des résultats "Self-Consistent" pour d’autres distributions de perméabilités
que celles considérées ici.
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spectrales pour des log-perméabilités gaussiennes possédant des structures de cor-
rélation anisotrope, combinée avec d’autres résultats sur les conductivités effec-
tives et des bornes exactes connues pour des milieux composites (sous-section
8.1.3).
8.1.1 Les bornes de Wiener
Les premières simulations numériques ont ici été menées sur des milieux fracturés
multi-couches statistiques.
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FIG. 8.1 – Comparaisons entre les conductivités hydrauliques effectives numériques de Darcy obtenues
pour des milieux multicouches et les moyennes arithmétique ( ˆKarith) et harmonique ( ˆKharmo) : à KF fixée
et égale à 1000 (a) et (c) et à φF égale 0.70 fixé (b) et (d) ; respectivement pour un écoulement suivant O~x,
(a) et (b) ; et suivant O~z, (c) et (d).
Les écoulements ont été conduits parallèlement et perpendiculairement à la stratifi-
cation et ce pour des fractions volumiques en inclusions allant de 0 a 1 en réalisant un
incrément de cinq pour cent de fraction volumique en inclusions.
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Les résultats obtenus dans la figure 8.1 ont été comparés respectivement à la moyenne
arithmétique ( ˆKarith) et à la moyenne harmonique ( ˆKharmo) des conductivités hydrau-
liques des milieux stratifiés étudiés.
Les résultats numériques obtenus (Fig. 8.1) sont en bonne adéquation avec ces solutions
analytiques que sont les moyennes arithmétique pour un écoulement suivant la direction
O~x (parallèle à la stratification) et la moyenne harmonique pour un écoulement suivant
la direction O~z (perpendiculaire à la stratification).
Cet ensemble de résultats est parfaitement connu, mais il nous permet de réaliser une
validation de la procédure utilisée pour pouvoir attaquer une partie un peu plus difficile
consacrée aux milieux binaires 2D et 3D purement aléatoires isotropiquement distribués
(au sens du tenseur de dispersion géométrique). Par la suite, ces milieux binaires 2D et
3D seront qualifiés plus simplement de milieux binaires 2D et 3D purements aléatoires.
Les conductivités hydrauliques macroscopiques de Darcy obtenues par simulations
numériques directes seront comparées à deux solutions analytiques que sont la théo-
rie "Self-Consistent" et la théorie "Power-Average". Au cours du développement qui va
suivre, nous analyserons en détails la validité de l’une et de l’autre de ces deux théo-
ries et nous essayerons d’expliquer les différences existant entre elle et les solutions
numériques (analyse des phénomènes de percolation et de quasi-percolation). Dans un
premier temps, décrivons ces deux solutions analytiques.
8.1.2 Théorie "self-consistent" (S.C.)
La théorie présentée dans cette partie est largement fondée sur une note de recherche
de Ababou, "Effective Medium Theories and Percolation on Resistor Lattices and conti-
nuous Media", unpublished note, Massachusetts Institute of Technology, 1986. Voir ce-
pendant également Dagan 1981 [34].
En résumé, l’idée sous-jacente est d’obtenir la conductivité hydraulique effective des
milieux étudiés par superposition linéaire des effets de chacun des éléments conducteurs
plongés dans une matrice constante. Ici, pour notre étude, les éléments de conductivité
hydraulique KF sont insérés dans une matrice initiale de conductivité hydraulique KM
fixée à 1 m.s−2. Une fois tous les éléments introduits, la conductivité effective macro-
scopique de l’échantillon, ˜KSC devient celle de la matrice contenant tous les éléments.
Pour que l’argument "self-consistent" puisse s’appliquer (1981 [34]), il est néces-
saire que les éléments conducteurs et/ou isolants ajoutés un à un ne soient pas spatia-
lement corrélés, que la conductivité des liens entre les éléments ajoutés dans la matrice
soit constante et que leur arrangement spatial soit purement aléatoire. Cette hypothèse
est bien réalisée par les milieux étudiés ici.
Lorsque l’on peut appliquer l’hypothèse "self-consistent" et interpréter ˜K en terme de
PDF (Probability Density Function) des conductivités hydrauliques, nous obtenons l’ex-
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pression analytique suivante (eq. 8.1) :
˜KSCii =
1
M
[∫ KMax
KMin
p(K)dK
(M−1) ˜Kii +K
]−1
(8.1)
où i=1,2,3 (x, y, z), M est la dimension euclidienne de l’espace, p(K) la PDF des inclu-
sions, ˜Kii la conductivité effective du milieu suivant les axes principaux de l’anisotropie
et KMax et KMin sont respectivement la conductivité hydraulique des éléments les plus et
les moins conducteurs.
Pour comprendre l’origine de cette théorie et l’appréhender sous un angle autre que
celui de Dagan, Ababou propose la démonstration suivante en réalisant une analogie
entre la physique électrique et hydraulique.
Partons des lois de Kirchhoff (conservation de la charge électrique ou de la masse d’élec-
tron) et d’Ohm (loi de comportement permettant de relier l’intensité électrique traver-
sant un dipole à la tension à ses bornes) et réalisons une analogie avec la conservation
de masse et la loi de Darcy.
La loi de Darcy 1D (q =− ˜K∇H) et de la loi d’Ohm peuvent être considérées analogues
si on considère la conductivité du milieu diélectrique 1/ ˜R comme analogue à la conduc-
tivité hydraulique, l’intensité électrique à la vitesse de filtration (q) et la différence de
potentiel entre les deux bornes du dipôle au gradient hydraulique (∇H).
Pour un écoulement mono-dimensionnel nous avons :
∑
Nodes(i)
Klink(i, j)(φi−φ j) = 0 (8.2)
avec φi la charge hydraulique appliquée à la borne i du milieu (analogue à la tension
appliquée sur la borne i du dipôle diélectrique) et Klink(i, j) la conductivité hydraulique
du milieu étudié (analogue à la conductivité électrique (1/ ˜R) d’un dipôle diélectrique).
En utilisant des notations abrégées, cette relation devient :
∑
Nodes(i)
K(i, j)(∆φ) = 0 (8.3)
Considérons maintenant un système diélectrique, sur lequel on applique une diffé-
rence de potentiel ∆φ entre ces deux bornes (A et B). Si celui-ci est régulier, uniforme
et constitué d’un ensemble d’éléments conducteurs reliés entre eux par des liens de
conductivité constante (Ko), le remplacement d’une seule de ces résistances par un autre
de résistivité K (tel que K 6= Ko) se traduit par la création d’un courant induits (δi) défini
de la manière suivante :
δi = (Ko−K)(∆φ) (8.4)
et la différence de tension (δφ) induite par ce remplacement est :
δφ = δi
(K +K′)
(8.5)
104
8.1 Théories macroscopiques des écoulements darciens
où K′ est la conductivité électrique équivalente du milieu sans l’élément K.
Pour des milieux cartésiens comme ceux qui seront utilisés et étudiés ici (les éléments
conducteurs et résistants sont situés sur une grille de voxels ou de pixels), cette conduc-
tivité électrique effective K′ peut rigoureusement être définie comme étant une fonction
du nombre de coordination Z (Z = 4 et 6 respectivement pour un milieu 2D et 3D) de la
manière suivante :
K′ = (
2
Z
−1)∗Ko (8.6)
en reprenant les équations 8.5, 8.4 et 8.6, on a :
δφ = δi
(K +( 2Z −1)Ko)
(8.7)
δφ = (Ko−K)
(K +( 2Z −1)Ko)
∆φ (8.8)
L’équation 8.8 ainsi obtenue donne l’expression des perturbations locales, δφ, sur le
potentiel de charge global, ∆φ, apportés par l’ajout de l’élément de conductivité K et
en prenant en considération la conductivité du réseau précédemment existant (Ko) avant
l’insertion de cet élément.
Si nous reprenons l’argument "self-consistent" (milieu isotrope et milieu purement
aléatoire), les effets des perturbations locales (δφ) s’inhibent sur la totalité du réseau
étudié (autrement dit E [δφ] = 0), on a :
E [δφ] =
∫
∞
0
(Ko−K)
(K +( 2Z −1)Ko)
p(K)dK ∆φ = 0 (8.9)
On peut aussi remarquer que Z (le nombre de coordination) est égale à deux fois la
dimension de l’espace euclidien (Z = 4 pour un milieu 2D et Z = 6 pour un milieu 3D).
Ainsi Z/2 est égale à la dimension euclidienne de l’espace considéré notée ici M. Ainsi
l’équation 8.9 devient :∫
∞
0
Ko−K)
(K +(M−1)∗Ko p(K)dK = 0 (8.10)
Revenons maintenant à une interprétation hydraulique de cette formulation quasi-ana-
lytique de la conductivité électrique effective.
En assumant que Ko soit la conductivité hydraulique effective de la totalité du do-
maine étudié (Ko = ˜Kii) avant l’introduction de l’élément de conductivité hydraulique
K, on a :∫
∞
0
( ˜Kii−K)
(K +(M−1)∗ ˜Kii
p(K)dK = 0 (8.11)
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nous retrouvons bien ici la solution quasi-analytique proposée par Dagan [34], mais
généralisée :
˜KSCii =
1
M
[∫ +∞
−∞
p(K)dK
(M−1) ˜Kii +K
]−1
(8.12)
où i=1,2,3 (x, y, z), M est la dimension euclidienne de l’espace, p(K) la P.D.F. des inclu-
sions, ˜Kii la conductivité effective du milieu suivant les axes principaux de l’anisotropie.
De ces différentes constatations, nous pouvons conclure que même si la solution
quasi-analytique proposée par Dagan est à l’origine prévue pour les milieux continus,
un résultat similaire a été obtenu en partant de l’hypothèse d’un réseau discret cartésien
suffisamment grand pour pouvoir appliquer l’hypothèse ’Self-Consitente’ (pour des mi-
lieux de paramètres M identiques). En complément, nous pouvons aussi noter que pour
un milieu non orthogonal, comme un milieu 2D hexagonal (six liens par noeuds, M=3),
nous revenons à la solution 3D pour un milieu cartésien.
Pour notre étude, nous considérerons des milieux binaires 2D et 3D isotropes et
purement aléatoires et suffisamment grand pour pouvoir appliqué l’hypothèse "Self-
Consistent" (cf. Tab. 7.1) – par analogie avec les milieux composites isotropiquement
distribués constitués d’éléments conducteurs/isolants – où la probabilité d’occurence
des éléments conducteurs (ou le milieu fissuré ouvert de conductivité hydraulique K =
KF ) est ’φF ’, et la probabilité d’occurrence de la phase isolante (ou la matrice poreuse
fine de conductivité hydraulique K = KM) est φM = 1−φF . Et chacun de ces éléments,
résistants ou conducteurs, se situent sur un site délimité par une grille de voxel (3D) ou
de pixel (2D).
Pour ce type de milieux, la solution est donnée par Ababou et nous avons :
˜Kii =
1
(2M−2) {(MφF −1)KF +(MφM−1)KM}
+
1
(2M−2)
{
[(MφF −1)KF +(MφM−1)KM]2 +4(M−1)KFKM
}1/2
(8.13)
8.1.3 Théorie "perturbative/Power Averaging" (P.A.)
Intéressons nous maintenant à la solution analytique de la conductivité macrosco-
pique proposée par Ababou, 1996 [2] et Ababou, 1990 et [3]. Ce modèle propose de
déterminer les composantes principales du tenseur des conductivités hydrauliques par
analyse des perturbations dues au champ des perméabilité K(x,y,z), de milieux aléa-
toires autocorrélés sous certaines conditions statistiques (homogénéité et anisotropie
statistiques). Au delà de ces conditions, l’expréssion proposée devient une "conjecture".
La relation proposée est en partie empirique, mais confirmée par d’autres bornes et par
des résultats fondamentaux sous certaines conditions, notamment pour les milieux bi-
naires purement aléatoires et les milieux à distribution symétrique (gaussiens), ainsi que
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des solutions analytiques basées sur la linéarisation et/ou la perturbation des équations
stochastiques locales.
Ce modèle postule que la conductivité hydraulique effective est un tenseur symé-
trique d’ordre 2 et exprime les composantes principales de ce tenseur comme étant la
moyenne d’un opérateur "Power-Average" :
˜KPAii = 〈Kωi〉1/ωi (8.14)
où i=1,2,3 (x,y,z), ˜KPAii la conductivité effective du milieu suivant les axes principaux
de l’anisotropie géométrique/statistique du milieu, ωi l’exposant moyen puissance "di-
rectionnel" défini de la manière suivante :
ωi = 1− 2M
lh
li
(8.15)
et M est la dimension euclidienne de l’espace, 〈〉 désigne l’opérateur moyenne volu-
mique, li les échelles de fluctuation ’directionnelle’, et lh est la moyenne harmonique
des échelles de fluctuations directionnelles :
lh =
[
1
M
i=M
∑
i=1
l−1i
]−1
(8.16)
Dans le cas particulier de milieux autocorrélés à lnK gausienne, les li sont les échelles
d’autocorrélation.
Pour un milieu constitué de deux phases isotropiquement distribuées, binaire purement
aléatoire 3D, l’équation 8.14 devient :
˜KPAii =
{φFKωiF +(1−φF)KωiM }1/ωi (8.17)
Pour un milieu binaire isotrope 2D nous obtenons (en réalisant un développement de
Taylor quand ω→ 0) :
˜KPAii = (KF)φF (KM)1−φF (8.18)
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8.1.4 Discussions des deux solutions analytiques darciennes
Avant de commencer cette section, il est nécessaire d’émettre une certaine réserve
sur la réalité "physique" des simulations numériques présentées. En effet, certains ré-
sultats présentés, notamment pour κ et φF élevés sont hors du domaine de validité du
modèle de pertes de charges linéaires de Darcy, i.e. nombre de Reynolds de Darcy (très)
importants. Cependant comme "le diable se cache bien souvent dans les détails", et pour
mieux comprendre et appréhender les phénomènes fins influençant la conductivité ma-
croscopique à l’échelle de Darcy, ces résultats seront présentés et discutés. Cette mise
en garde étant réalisée, revenons à notre problème. Les deux solutions analytiques don-
nant la conductivité hydraulique macroscopique de Darcy pour des milieux binaires 2D
et 3D purements aléatoires ont été tracées dans l’espace de deux phases φF et κ pour un
écoulement suivant O~x.
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FIG. 8.2 – Conductivités hydrauliques effectives théoriques des ˜KD, (a) S.C. éq. 8.13 et (c) P.A. éq. 8.18,
tracées en fonction des deux paramètres étudiés φF et κ pour le cas d’un milieu binaire 2D. Coupes
réalisées à φF variables et à κ fixé ∈ [-8 ; +8], (b) éq. 8.13 et (d) éq. 8.18.
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Examinons ces deux solutions dans cet espace de phases : tout d’abord, il est clair que
les cas 2D et 3D sont très différents Fig. 8.2 et Fig. 8.3.
Pour le milieu binaire 2D purement aléatoire, la macro-perméabilité analytique pro-
posée par Ababou, éq. 8.18, tracée en log10− log10 augmente linéairement avec la frac-
tion en inclusions φF , Fig. 8.2 (c) et (d). En comparaison, la solution "Self-Consistent",
éq. 8.13, ne présente pas de comportement linéaire, Fig. 8.2 (a) et (b). Elle exhibe un
comportement critique lorsque κ →−∞ ou κ → +∞, pour une fraction volumique en
inclusion de φF ≈ 0.50.
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FIG. 8.3 – Conductivités hydrauliques effectives théoriques des ˜KD, (a) S.C. éq. 8.13 et (c) P.A. éq. 8.17,
tracées en fonction des deux paramètres étudiés φF et κ pour le cas d’un milieu binaire 3D. Coupes
réalisées à φF variables et à κ fixé ∈ [-8 ; +8], (b) éq. 8.13 et (d) éq. 8.17.
Pour le milieu binaire 3D isotropiquement distribué et purement aléatoire, Fig. 8.3,
l’évolution du comportement de ces macro-perméabilités, éq. 8.13 et éq 8.17, en fonc-
tion de la fraction volumique en inclusions, φF est identique pour de fortes fractions en
inclusions conductrices et de faibles fractions en inclusions résistives, Fig. 8.3, compa-
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rez (b) et (d). Mais leurs comportements sont très différents pour de faibles fractions en
inclusions conductrices, φF ≤ 0.30 et κ ≥+2 et de fortes fractions en inclusions résis-
tantes, φF ≥ 0.60 et κ≥−2.
Comme pour le milieu binaire 2D, nous pouvons constater l’existence en 3D d’un com-
portement critique lorsque κ → −∞ ou κ → +∞ pour la solution "Self-Consistent",
éq. 8.13 pour une fraction volumique en inclusions résistantes de l’ordre de φF ≈ 0.66
et en inclusions conductrices de φF ≈ 0.33.
Ces deux solutions analytiques de la conductivité effective de Darcy vont mainte-
nant être comparées aux simulations numériques réalisées sur ces différents milieux
2D et 3D. Voir également la section 8.3 concernant les phénomènes critiques de type
"percolation" et "quasi-percolation".
8.2 Expérimentations numériques : comparaisons avec
les solutions analytiques
8.2.1 Perméamétrie sur milieux binaires 2D et 3D
Dans cette section, les expériences "perméamétriques" ont été menées uniquement
suivant la direction O~x en utilisant un seul générateur pseudo-aléatoire.
Les paramètres numériques utilisés sont les suivants :
– le rapport entre la taille de la maille numérique et la taille des blocs aléatoires
(milieu purement aléatoire isotropiquement distribué) a été fixé à un ratio unitaire
(r=1),
– le mode de pondération numérique des conductivités hydrauliques interfaciales
(midnodales) utilisé est la moyenne géométrique des conductivités hydrauliques
nodales ( ˜Ki, j+1/2,k =
√
Ki, j,kKi, j+1,k).
– le solveur numérique utilise la méthode des gradients conjugués à précondition-
nement diagonal,
– le nombre de mailles est fixées à 1 000 000 mailles pour les milieux binaires 3D
et à 262 144 mailles pour le milieu binaire 2D,
– le critère de convergence du solveur linéaire a été fixé pour la majorité des expé-
riences à 10−8, sauf pour les simulations réalisées à faibles fractions d’inclusions
et à forts log-contrastes où il à été fixée à 10−12 voir à 10−16.
Le ratio existant entre la maille numérique et la taille des blocs aléatoires, et le mode
de pondération des conductivités hydrauliques midnodales peut influencer la détermi-
nation de la conductivité hydraulique numérique effective pour des configurations de ce
type, notamment près du seuil de percolation. Une analyse de la sensibilité numérique
à ces paramètres et une comparaison entre les solutions numériques de la conductivité
hydraulique avec la solution "Power Average" peut être trouvée dans la première partie
de la thèse de Kruel-Romeu, 1994 [80].
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FIG. 8.4 – Comparaison entre les solutions numériques et analytiques pour le milieu binaire 2D pu-
rement aléatoire (a) et 3D (b). Surfaces noires ˜KSC, éq. 8.13, surfaces roses ˜KPA, éq. 8.18 (binaire 2D)
et éq. 8.17 (binaire 3D), et surfaces bleues ˜KD numériques "perméamétriques" tracées en fonction de la
fraction volumique en inclusions φF et du log-contraste κ = log10(KF/KM).
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FIG. 8.5 – Comparaison entre les solutions numériques et analytiques. Pour le milieu binaire 2D pure-
ment aléatoire à fraction, φF variable et à log-contraste, κ fixé à +2 (a), -2 (b), +6 (c) -6 (d). Courbe noire
solution analytique S.C. éq. 8.13 ; courbe rouge solution P.A. éq. 8.18 et courbe bleue solution numérique.
Pour notre étude, nous nous contenterons des choix effectués (rappelons-les : ratio
maille/bloc=1 et pondération géométrique).
Commençons par la comparaison des deux solutions analytiques, "P.A." et "S.C.",
avec les résultats obtenus par simulations numériques directes pour les milieux binaires
2D purement aléatoires Fig. 8.4 (a) et Fig. 8.5.
Pour ce type de milieux, la théorie "Self-Consistent" donne encore de bons résultats à
contrastes faibles et modérés si la phase isolante est peu présente, Fig. 8.5 (a) et (b).
Dans les cas contraires, nous préférerons la solution analytique "Power Average". Sauf
pour des contrastes élevés, |κ| ∈ [+5 ; +8], où ces deux solutions ne permettent qu’un
bon encadrement des résultats numériques. Cependant, ces deux théories s’ajustent mal
à toute une partie des résultats numériques obtenus. Notamment pour des fractions vo-
lumiques en inclusions conductices comprises entre 30 et 50 pour cent d’éléments et
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FIG. 8.6 – Comparaison entre les solutions numériques et analytiques. Pour le milieu binaire 3D pure-
ment aléatoire, à fraction, φF variable et à log-contraste, κ fixé à +2 (a), -2 (b), +6 (c) -6 (d). Courbe noire
solution analytique S.C. éq. 8.13 ; courbe rouge solution P.A. éq. 8.17 et courbe bleue solution numérique.
pour des fractions volumiques en inclusions isolantes comprise entre 50 et 70 pour cent
d’éléments Fig. 8.5.
Pour les milieux binaires 3D purement aléatoires, si le milieu contient une phase
conductrice importante, φF ≥ 0.60 pour κ ∈]0 ; +8] ou φF ≤ 0.40 pour κ ∈ [−8 ; 0[,
Fig. 8.6, la théorie "Power-Average" donne un très bon ajustement avec les solutions
numériques obtenues, meilleur qu’en utilisant la théorie "Self-Consistent". Lorsque les
fractions en inclusions isolantes sont supérieures à 60 pour cent et le pourcentage d’in-
clusions conductrices inférieures à 35 pour cent, ces deux solutions donnent encore un
bon encadrement des solutions numériques. Nous pouvons ici remarquer que sur cet
intervalle, le calcul d’une moyenne arithmétique de ces deux quantités peut donner de
bons résultats.
Cependant comme pour le milieu binaire 2D purement aléatoire, ces deux solutions
donnent un mauvais ajustement pour tout un secteur de fractions volumiques en inclu-
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sions résistantes et conductrices. Notamment, pour des fractions volumiques en inclu-
sions conductrices comprises entre 35 et 70 pour cent, et pour des fractions volumiques
en inclusions isolantes comprises entre 40 pour cent et 65 pour cent, Fig. 8.6 (a), (b), (c)
et (d), les deux solutions ne donnent pas de bon encadrement.
8.2.2 Premier bilan et discussions des deux macro-conductivités hy-
drauliques analytiques darciennes
Pour chacune des expériences numériques perméamétriques réalisées, nous avons
obtenu une perméabilité effective numérique de Darcy notée ˜KD. Les résultats numé-
riques ont pu mettre en évidence un écart avec les solutions analytiques présentées dans
la première partie de ce chapitre.
Pour des milieux discrets, différents auteurs ont déjà mis en évidence ce fait. Cette
différence est liée à l’impact de l’état local des connectivités hydrauliques sur le com-
portement global du système, Knudby & al., 2006, [78] et Sa´nchez-Vila & al., 1996,
[119] . Les solutions analytiques proposées dans la littérature et notamment celles pré-
sentées dans la partie précédente sont pour la plupart surtout applicables à des milieux
continus ou discrets tels que l’une des deux phases est suffisamment "diluée" par rapport
à l’autre (méthode S.C.) ou bien pour des continua statistiques autocorrélés possédant
certaines symétries (méthode P.A.). De plus, dans les deux cas, le nombre d’échantillons
statistiques doit être grand (domaine infini). Or, dans les cas réels, comme les milieux
poreux fracturés, les milieux d’étude sont de taille finie. Ainsi, la plupart des solutions
proposées, bien que donnant une bonne approximation du phénomène étudié, ne rendent
pas compte des effets des connectivités locales sur le comportement global du système.
La conductivité hydraulique effective des milieux fracturés discrets modélisés par
exemple avec des inclusions (plans de fractures disques ou rectangles), est totalement
dépendante de ces phénomènes de connectivité. En effet, pour des fractions volumiques
faibles en éléments conducteurs, des "amas percolants" peuvent se former préférentiel-
lement dans une seule ou plusieurs directions. Se pose alors le problème de l’existence
et la détermination d’un tenseur directionnel de conductivité effective. Nous verrons par
la suite, une méthodologie numérique pour obtenir le tenseur complet des conductivi-
tés. Cependant avant d’aborder ce problème, il est important de caractériser l’influence
des phénomènes de percolation et de quasi-percolation sur la conductivité hydraulique
macroscopique de Darcy pour des écoulements de types "perméamétriques" (comme
ici) sur des milieux isotropes purement aléatoires binaires 2D et 3D (dans un premier
temps).
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8.2.3 Perméamétrie sur deux milieux poreux fissurés poissonniens
(2D et 3D)
Prenons comme exemple, pour illustrer les propos tenus plus haut, deux milieux
fracturés poissonniens 3D et 2D, respectivement nommés MF13D et MF23D Fig. 8.7
(a) et (b) ; et MF12D et MF22D, Fig. 8.7 (c) et (d). Ces quatre milieux fracturés sont
respectivement constitués de :
– 50 fractures circulaires poissonniennes pour MF13D (φF = 0.046), Fig. 8.7 (a),
et de 67 fractures circulaires poissonniennes pour MF23D (φF = 0.068), Fig. 8.7
(b), d’orientation uniforme, d’ouverture constante et de diamètres uniformément
répartis entre [5m ; 25m],
– 200 fractures parallélépipédiques planes poissonniennes pour MF12D (φF = 0.193),
Fig. 8.7 (c), et de 260 fractures parallélépipédiques planes poissonniennes pour
MF22D (φF = 0.242), Fig. 8.7 (d), d’orientation uniforme, d’ouverture constante
et de diamètres uniformément répartis entre [5m ; 50m].
Ces différents milieux poreux fracturés ont été générés en utilisant, dans chaque
cas, les mêmes paramètres pour le générateur pseudo-aléatoire. Donc, les cinquante
premières fractures de MF23D sont celles de MF13D et les 200 premières de fractures
MF22D sont celles de MF12D. Par construction, les fractions volumiques des milieux
3D sont très proches (elles ne différent que de 0.22 %) ; et celles des milieux 2D ne
différent que de 4.5 %. L’étude de leur comportement hydraulique moyen, à été réalisée
en utilisant la procédure décrite précédemment, c’est à dire en fixant la conductivité
hydraulique de la matrice à 1 m.s−1 et en faisant varier la conductivité hydraulique des
fractures circulaires de 10−8 à 10+8.
Les résultats sont présentés sur les graphiques de la Fig.8.8 et 8.9 respectivement
pour les milieux fracturés poissonniens 2D et 3D. Ces résultats ont été comparés à ceux
des solutions analytiques "Self-Consistent", éq. 8.13 ; et ’Power-Average’, éq. 8.17 pour
les milieux binaires 3D et éq. 8.18, pour les milieux binaires fracturés 2D, figure 8.8, et
3D, figure 8.9.
Pour des log-contrastes peu importants, 0 < κ < 3, nous pouvons remarquer que le
milieu fracturé 2D et 3D, la solution "Power Average" donne une très bonne approxi-
mation des solutions numériques, Fig. 8.8 et Fig. 8.9. Lorsque les log-contrastes sont
supérieurs, la solution "Power-Average" donne un bon ajustement surtout pour le mi-
lieu MF23D, Fig. 8.9 (b) et (d). A ces log-contrastes, la solution "Self-Consistent" est
mauvaise, surtout pour les milieux MF2 2D et 3D Fig. 8.8 (b) et Fig. 8.9 (b).
Pour des log-contrastes κ supérieurs à 1000, les macro-K de Darcy numériques ob-
tenues pour ces deux milieux, présentent de grandes différences aussi bien pour les
milieux fracturés 2D que 3D, Fig. 8.9 et Fig. 8.8 (comparez (a) et (b)). Pour identifier
l’origine de cette différence, nous avons développé un algorithme de recherche topolo-
gique permettant de retrouver dans l’espace 2D et 3D, l’ensemble des amas formés par
les objets générales par MatFrac3D (ellipse, tube, plan circulaire,...).
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FIG. 8.7 – Milieux fracturés 3D étudiés (a) MF13D et (b) MF23D. Milieux fracturés 2D MF12D (c) et
MF22D (d).
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FIG. 8.8 – Comparaison entre les solutions numériques ˜KD obtenues pour les deux milieux fracturés 2D
(a) MF12D et (b) MF22D pour un écoulement "perméamétrique" suivant la direction O~x, comparées avec
les deux solutions analytiques "Self-Consistent", éq. 8.13, courbe noire et "Power Average", éq. 8.18,
courbe rouge. Et zooms réalisés pour des contrastes κ ∈ [−3 ; +3] pour le milieu MF12D (c) et pour le
milieu MF22D (d).
L’algorithme est présenté en Annexe (Module MatFracPerco).
Nous avons alors pu mettre en évidence que la différence existant entre la conductivité
hydraulique effective de Darcy de ces deux milieux était liée à une différence "mor-
phologique"/"topologique". Et notamment à la présence d’un amas percolant suivant la
direction O~x pour les milieux MF23D et MF22D. Une dernière remarque peut ici être
formulée : la comparaison pour de forts log-contrastes entre la simulation numérique
réalisée et la solution "Power Average", pourrait être une indication sur le comporte-
ment percolant/non percolant du milieu poreux fracturé étudié.
Comprendre plus en détail l’importance des phénomènes de percolation et de quasi-
percolation sur le comportement global du système d’étude et leurs identifications peut
s’avérer être une information très importante à avoir pour la compréhension et l’étude
des milieux poreux fracturés 3D et 2D, notamment pour la détermination d’un V.E.R. .
117
Chapitre 8. Expériences numériques perméamétriques et upscaling darcien
Pour cela, nous allons étudier l’influence des phénomènes de percolation et de quasi-
percolation sur les milieux statistiques isotropes (au sens du tenseur de dispersion) 2D
et 3D présentés dans la partie précédente en utilisant des expériences numériques per-
méamétriques saturés. Les expériences perméamétriques qui vont suivre, sont toutes
réalisées suivant la direction O~x. Nous passons maintenant à une analyse plus complète,
numérique/algébrique, des effets de percolation et de "quasi-percolation". Avant cela, il
est nécessaire de réaliser un petit rappel théorique sur la théorie de la percolation.
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FIG. 8.9 – Comparaison entre les solutions numériques ˜KD obtenues pour les deux milieux fracturés
MF13D (a) et MF23D (b) pour un écoulement "perméamétrique" suivant la direction O~x, comparées avec
les deux solutions analytique "Self-Consistent", éq. 8.13, courbe noire et "Power Average", éq. 8.17,
courbe rouge. Et zooms réalisés pour des log-contrastes κ ∈ [−3 ; +3] pour le milieu MF13D (c) et pour
le milieu MF23D (d).
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8.3 Influence des phénomènes de percolation (théorie)
L’importance des états locaux de connectivités entre la phase conductrice et la phase
résistante sur la conductivité hydraulique macroscopique va être examinée au cours
de cette section. Notre intérêt se portera sur les phénomènes de percolation (qui dé-
pendent des connectivités connectivité entre phases conductrices/conductrices et iso-
lantes/isolantes) et de quasi-percolation ( qui peuvent aussi dépendre (en outre) des
connectivités entre phases isolantes/conductrices et conductrices/isolantes) pour des mi-
lieux binaires 2D et 3D purements aléatoires. Pour ce faire, nous allons utiliser la même
procédure d’étude que dans la partie précédente, en fixant une fraction volumique en
inclusion, φF , et en réalisant une variation continue de sa conductivité hydraulique de
10−8 à 10+8.
8.3.1 La percolation - premières définitions
Le terme de "percolation" vient du latin percolatio qui signifie filtration. Le prin-
cipe et le concept de la physique et du modèle mathématique de la percolation ont
été développés afin de pouvoir étudier et analyser divers phénomènes et optimiser cer-
tain processus industriels. Les champs d’application sont vastes, nous pouvons citer par
exemple, la fabrication des masques à gaz, l’influence de la création de connections
entre les îles d’un même archipel en fonction des variations eustatiques pour expliquer
la migration de population animale ou humaine d’une île à l’autre ou d’un continent à
l’autre, la gestion d’un réseau de communication urbaine en fonction de la formation
de bouchons autoroutiers ou de la fréquence des feux de signalisation, la formation de
polymères et la transition sol-gel, l’influence du mélange de deux poudres l’une iso-
lante et l’autre conductrice sur le comportement résistant/conducteur du mélange ou
encore de deux matériaux de propriétés hydrauliques/hydrodynamiques différentes, ou
plus récemment sur la disposition des composants informatiques d’un ordinateur pour
la miniaturisation.
Le premier modèle étudié faisant appel aux principes de la percolation a été dé-
veloppé pour l’étude de la transition sol-gel par P.J. Flory en 1941 [48] et W.H. Sto-
ckmayers en 1943 [128]. Leurs études portaient sur la polymérisation de molécules
ramifiées lors de la transition sol-gel. Cependant, les deux auteurs n’ont développé leur
théorie que pour un type de réseau particulier dont la structure arborescente est infinie
et sans boucle, le réseau de Bethe.
Dans le champ des mathématiques, l’étude de la percolation tire son origine d’une
question posée en 1954 par S.R. Broadbent sur l’utilisation des méthodes de Monte-
Carlo pour l’analyse de la pénétration d’un fluide ou d’un gaz, dans un labyrinthe formé
de passages ouverts ou fermés. En 1957, S.R. Broadbent et J.M. Hammersley ont intro-
duit le terme de percolation dans un article fondateur où ils définissent la percolation
comme le modèle dual de celui de la diffusion [23].
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Pour pouvoir être étudié grâce à la théorie de la percolation, le problème choisi doit
répondre à certaines hypothèses fondamentales :
– le phénomène étudié doit prendre place dans un espace contenant un grand nombre
d’éléments,
– la relation entre les éléments repose sur un aspect local,
– cette relation entre les éléments a un caractère aléatoire.
A partir de ces hypothèses, la théorie de la percolation décrit l’apparition d’un phéno-
mène critique au niveau global à partir d’un certain seuil, le seuil de percolation.
(a) (b) (c)
FIG. 8.10 – Milieux binaires 2D purement aléatoires constitués de deux phases, la phase inclusion
(rouge) et la phase matrice (bleue) : avec 25 pour cent d’inclusion (φF = 0.25) (a), avec 60 pour cent
d’inclusion (φF = 0.60) (b) et avec 75 pour cent d’inclusion (φF = 0.75) (c).
Au dessous de ce seuil, l’influence de l’information portée par la phase considérée
n’est que locale, alors qu’au delà, cette information prend un caractère global, macro-
scopique, le milieu percole et devient sensible à la connectivité et à la connexité du
réseau créé par la population étudiée et à la dimension de l’espace. L’influence de ce
seuil critique peut également s’envisager comme l’émergence et la disparition des pro-
priétés d’une population donnée.
En résumé, nous pouvons dire que la théorie de la percolation s’intéresse à des
désordres binaires comme les systèmes Matrices/Fractures, Isolants/conducteurs, etc.
. Il permet de rendre compte de l’état d’un phénomène ou d’un système physique com-
posé de multiples éléments aux relations et aux caractéristiques hétérogènes.
La théorie de la percolation fait partie de la famille des transitions de phase, c’est-
à-dire que le passage d’une phase à l’autre s’obtient en modifiant de façon continue
la valeur d’un paramètre. Chacune des phases correspond à une situation particulière
déterminée par la présence ou l’absence d’un amas infini propre à la population consi-
dérée.
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Dans le champ des géosciences, l’importance des phénomènes de percolation sur
le comportement global du système et sur les phénomènes de transport a été étudiée et
utilisée par de nombreux auteurs. Une revue de ces différentes approches et travaux réa-
lisés peut être trouvée dans une revue réalisée par Berkowitz, 1998 [19] et dans le livre
de Sahimi, 1993 [117]. Notre étude viendra se placer en complément de ces travaux.
8.3.2 Les modèles théoriques de la percolation
Pour réaliser cette étude, il faut dans un premier temps choisir le modèle théorique
de notre étude parmi ceux existants dans la littérature.
Trois modèles théoriques de percolation existent, on distingue respectivement :
– la percolation de sites (site percolation) Fig. 8.11 (a),
– la percolation de liens (bound percolation) Fig. 8.11 (b),
– et la percolation mixte (bound-site percolation).
(a) (b)
FIG. 8.11 – Modèles classiques de percolation : (a) percolation de sites et (b) percolation de liens 2D.
Dans la version numérique de nos essais, les "sites" seront donc les cellules volumes
finies et les "liens" entre chacun des sites sera réalisé par le schéma numérique de pon-
dération des conductivités mid-nodale ou interfaciale (aussi bien en 2D qu’en 3D). Ici
nous utiliserons uniquement un schéma de pondération utilisant une moyenne géomé-
trique des conductivités mid-modale. A ce moment de l’étude, le modèle de percolation
qui semble empiriquement être le plus proche des modèles théoriques de la percola-
tion semble être un modèle de percolation de sites, à la vue de la géométrie utilisée ici.
Cependant, une interprétation de nos essais en termes de percolation de liens de nos
essais serait également possible. Nous nous rapprocherons donc plutôt d’un modèle de
percolation mixte liens-sites. Les résultats numériques viendront nous éclairer sur ce
problème.
Pour cette étude, chacun des sites est affecté aléatoirement de propriétés antago-
nistes, isolante/conductrice suivant une loi de distribution uniforme entre [0 ; 1] et nous
nous intéresserons à l’influence de la variation du contraste locale entre les deux phases
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sur l’émergence et la disparition de différents états du système.
Plusieurs éléments sont à rappeler ici avant de présenter les résultats :
– d’une part, la phase inclusion ’F’ est soit résistante/isolante, pour κ < 0, soit
conductrice, pour κ > 0, κ étant le log-contraste de conductivité hydraulique.
– d’autre part, il n’y a pas de tout ou rien (ou presque...),
– enfin, tous les milieux binaires aléatoires étudiés seront générés à partir d’un seul
générateur aléatoire ; ainsi, une augmentation uniforme de la fraction volumique
en inclusion du milieu, se traduira par une augmentation uniforme et aléatoire de
la taille des amas présents dans le milieu.
De plus, nous ne sommes pas dans un milieu à une population mais à deux popula-
tions où chacune des populations (’matrice/inclusion’) est associées à une probabilité
de présence :
– une population inclusion associée à un probabilité de présence pF = φF
– et une population ’matrice’ associée à une probabilité de présence pM = φM tel
que pM = 1− pF et φM = 1−φF
Tout l’interêt va donc se porter sur l’analyse de l’influence respective des deux popu-
lations, sur l’émergence de certains états critiques du mélange binaire étudié et leurs
impacts sur la conductivité hydraulique ˜KD macroscopique.
En ce qui concerne l’étude des phénomènes de percolation les recherches dans la
littérature se sont focalisées sur l’étude du seuil de percolation et sur le comportement à
l’approche de ce seuil.
8.3.3 Le seuil de percolation (revue)
Au sein d’un réseau dans lequel les sites (ou les liens) sont actifs avec une probabilité
p et inactif avec une probabilité q = 1-p, le seuil de percolation pc se définit comme la
probabilité p à laquelle un amas de taille infinie apparaît dans un réseau de taille infinie
(Clerc et al., 1983 [30]) :
– pour tout p > pc, une chaîne s’étend d’un bout à l’autre du système étudié,
– alors que pour p < pc, ce type de chemin n’existe pas.
Dans la théorie de la percolation, l’existence du seuil de percolation est centrale.
Cette valeur critique se caractérise dans les études classiques, pour une certaine pro-
priété "P", par :
P(p)
{
= 0 si p < pc
> 0 si p > pc
Cette première propriété du seuil de percolation se traduit de la manière suivante dans
un réseau de taille infinie :
– lorsque p est inférieure au seuil critique, le réseau est formé d’amas de courtes
tailles allant de l’unité jusqu’à une longueur maximale ; cette valeur maximale
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correspond à la longueur de corrélation du système.
– cette longueur de corrélation devient infinie au seuil de percolation ; à l’approche
du seuil, l’échelle de taille sur laquelle il faudrait effectuer une moyenne devient
par conséquent plus grande.
Lors de la définition du seuil de percolation, une ambiguïté est née sur le degré de
certitude lié à la présence d’un amas percolant sur le réseau. Selon cette théorie, au
dessus du seuil de percolation un amas infini apparaît de façon certaine dans un domaine
de taille fini. De façon empirique, on précise seulement qu’il existe une probabilité
positive de percolation. Cette différence tient à l’effet dit de "taille finie" du problème.
(a) (b)
FIG. 8.12 – Zone de transition et taille du réseau pour un milieu 2D, Clerc et al., 1983 [30].
En effet, dans les systèmes de taille finie comme ceux simulés sur un ordinateur, la
valeur déterminée n’est généralement pas la valeur "exacte" du seuil. Ainsi, chacune des
valeurs obtenues par des méthodes numériques ou expérimentales doit être extrapolée
avec précaution à un système de taille finie. Pour obtenir des résultats significatifs uni-
versels et atteindre la notion d’extensivité par l’exemple, il est important de se trouver
proche de la limite thermodynamique du système.
En physique statistique, la limite thermodynamique est une limite mathématique où
l’on a conjointement :
– le nombre d’éléments du système considéré tend vers l’infini,
– le volume du système temps vers l’infini,
– la densité des éléments, ou la fraction volumique d’inclusions reste constante.
La modification des caractéristiques critiques provenant du fait que la limite thermo-
dynamique n’est pas atteinte est appelée "effet de taille finie". La question est alors de
savoir comment varient les résultats d’un réseau de taille importante mais limitée. Si la
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taille du réseau est finie, il existe une probabilité non nulle d’obtenir un amas reliant les
bords opposés du réseau, quel que soit le taux d’activité.
Les résultats expérimentaux obtenus par Clerc et al, 1983 [30], pour un réseau élec-
trique, montrent que la taille du domaine est essentielle afin d’obtenir l’universalité des
résultats au seuil critique, Fig. 8.12.
Dans notre étude, les réseaux proposés seront définis de façon à pouvoir négliger les
effets de taille finie. En considérant les résultats obtenus par Clerc et al., nous choisirons
des milieux binaires définis sur des grilles cartésiennes, en particulier des grilles binaires
aléatoires avec une seule maille par bloc (pixel ou voxel de perméabilité aléatoire) avec :
– Pour les milieux binaires 2D : 512*512 pixels.
– Pour les milieux binaire 3D : 100*100*100 voxels.
(a) (b)
FIG. 8.13 – (a) Une méthode permettant la détection de l’amas percolant par l’interprétation du pro-
blème de fermeture de Quintard et Whitaker 1996 [113] pour des conditions aux limites de type pério-
diques, (b) résultats numériques obtenus pour différents graines ou "seed" du générateur pseudo-aléatoire,
avec une perméabilité de fracture kF = 10−7 m2 et une perméabilité matricielle kM = 10−10 m2. D’après
Kfouri 2004 [75].
Pour la détermination du seuil de percolation, différentes méthodes existent. Nous pou-
vons citer :
– les méthodes numériques,
– la méthode des séries,
– la méthode de remormalisation,
Récemment, Kfouri et al. [75], [76] ont étudié l’impact des phénomènes de percola-
tion sur le choix de la taille du domaine d’étude pour la détermination du V.E.R. et sur
la perméabilité macroscopique de Darcy en résolvant le problème de fermeture proposé
par Quintard et Whitaker 1996 [113], Fig. 8.13. Leurs études ont porté sur des milieux
binaires ou des réseaux cartésiens 2D où les deux phases sont actives. La perméabilité
124
8.3 Influence des phénomènes de percolation (théorie)
de fracture a été fixée à kF = 10−7 m2 et la perméabilité matricielle à kM = 10−10 m2.
Dans cette étude, les auteurs se sont intéressés à l’impact de la densité de fractures
sur la perméabilité effective de Darcy en "gelant" l’ouverture des fractures sur un milieu
binaire 2D de 1000*1000 mailles. Les fractures étant représentées par des segments
situés sur un maillage régulier.
Les simulations menées par ces auteurs ont pu mettre en évidence, par une méthode
de Monte-Carlo, une fraction critique de percolation comprise entre 8 et 10 pour cent
d’inclusions ’fracture’, comme nous pouvons le noter sur la figure 8.13 (b).
Réseaux 2D
Réseau Z pcb pcs
Honeycomb 3 1−2sin(pi/18)≈ 0.6527∗ 0.6962
Square 4 1/2∗ 0.5927
Triangular 6 2sin(pi/18)∗ 1/2
Réseaux 3D
Réseau Z pcb pcs
Diamont 4 0.3886 0.4299
Simple Cubic 6 0.2488 0.3116
BCC 8 0.1795 0.2464
FCC 12 0.119 0.199
TAB. 8.1 – Valeurs du seuil de percolation pour différents types réseaux 2D et 3D classiques, d’apprès
Sahimi 1993 [117] : pcb seuil de percolation pour la percolation de liens (’bound percolation thershold’),
pcs seuil de percolation pour la percolation de sites (’site percolation thershold’) et Z nombre de coordi-
nation du réseau.(.∗Résultats exacts).
La valeur de pc dépend du modèle de percolation choisi (bien que des liens existent
entre eux), de la géométrie ainsi que de la dimension D du problème et non de l’in-
terprétation physique des sites occupés par des liens présents ou des sites occupés, ni
de la façon dont on réalise l’augmentation de p à partir de zéro. Ceci est une des ca-
ractéristiques fondamentales de l’aspect universel de la percolation. Le tableau suivant
(Tab. 8.1), établi à partir de différentes références bibliographiques, e.g. Sahimi 1993
[117], indique les valeurs exactes ou approchées des seuils de percolation selon la na-
ture du réseau, sa dimension et le modèle de percolation. Il précise aussi le nombre de
coordination Z du réseau, c’est à dire le nombre de plus proches voisins d’un site donné.
Les études réalisées sur les problèmes liés aux phénomènes de percolation portent
sur la détermination du seuil de percolation. Mais surtout sur les phénomènes ayant
lieu à l’approche de ce seuil et sur la caractérisation de la transition entre les diffé-
rents états du système. Nous verrons que pour notre problème, d’autres points critiques
apparaissent lorsque l’on étudie comme ici la conductivité hydraulique de Darcy d’un
milieu poreux très fissuré et plus généralement les phénomènes de percolation à deux
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populations "actives".
8.4 Analyse numérique des phénomènes de percolation
L’analyse des phénomènes de percolation et de quasi-percolation se fera par l’ana-
lyse des coefficients de sensibilité de la log macro-K de Darcy que nous allons définir.
Pour toutes les expériences perméamétriques réalisées la conductivité hydraulique de la
phase matricielle sera unitaire, et la variation du log-contaste (κ) sera uniquement obte-
nue par la variation de la conductivité hydraulique de la phase inclusion de 10−8 à 10+8
par pas de +1.
8.4.1 Les coefficients de sensibilité de la macro-K de Darcy
Nous définissons d’abord le logarithme décimal (ou log décimal par abréviation) de
la conductivité hydraulique effective de Darcy normalisée, abusivement nommée parfois
macro-K de Darcy :
ˆY DφF ,κ = log10
[
˜KD(φF ,κ)
KM
]
. (8.19)
L’étude numérique des différentes sensibilités se fera en utilisant une méthode de conti-
nuation, c’est à dire la conductivité effective hydraulique de Darcy, ˜KD(φF ,κi), à une
fraction volumique en inclusions fixée (φF ) et un contraste donné (κi), sera obtenue en
utilisant comme condition initiale le champ de pression obtenu à la même fraction volu-
mique en inclusion (φF ) pour un contraste inférieur. Le champ initial pour chacune des
fractions volumique testées sera celui où la phase matricielle et la phase inclusion ont la
même propriété κ0(M) = κ0(F) = 1. Les champs de pressions étudiés résulteront de la
perturbation de ce champ initial suite à la variation continue du contraste entre la phase
inclusion et la phase matricielle.
L’influence de la fraction volumique en inclusions (φF ), sur la solution numérique
perméamétrique de la log macro-K de Darcy sera réalisée via l’étude de la sensibilité
d’ordre 1 et 2 à φF .
La sensibilité d’ordre 1 à φF est définie de la manière suivante :
∂φF ˆY D =
∂ ˆY D
∂φF =
log10[ ˜KD(φFi, κ)]− log10[ ˜KD(φFi−1, κ)]
φF i−φF i−1 , (8.20)
∂φF ˆY D =
log10[q˜D(φFi, κ)]− log10[q˜D(φFi−1, κ)]
φF i−φF i−1 , (8.21)
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et la sensibilitité d’ordre 2 à φF :
∂2φF ˆY
D =
∂2 ˆY D
∂2φF =
∂φF ˆY Di −∂φF ˆY Di−1
ˆφi− ˆφi−1
. (8.22)
Ces deux quantités vont être tracées respectivement en fonction de :
ˆφ = φFi +φFi−1
2
, (8.23)
et de
ˆφ2 =
ˆφi + ˆφi−1
2
. (8.24)
De la même manière, l’influence de la variation du log-contraste entre la conduc-
tivité locale de la phase inclusion et matricielle, sur la solution mumérique de la log
macro-K de Darcy sera réalisée par l’étude de de la sensibilité d’ordre 1 et 2 à κ.
La sensibilité d’ordre 1 à κ est définie de la manière suivante :
∂κ ˆY D =
∂ ˆY D
∂κ =
log10[ ˜K D(φF , κi)]− log10[ ˜K D(φF , κi−1)]
κi−κi−1 , (8.25)
∂κ ˆY D =
∂ ˆY D
∂κ =
log10[q˜D(φF , κi)]− log10[q˜D(φF , κi−1)]
log10[KFi]− log10[KFi−1]
, (8.26)
et la sensibilitité d’ordre 2 à κ :
∂2κ ˆY D =
∂2 ˆY D
∂2κ =
∂κ ˆY Di −∂κ ˆY Di−1
κˆi− κˆi−1 . (8.27)
Ces deux quantités, seront tracées en fonction de :
κˆ = (κ)MIDNODAL =
κi +κi−1
2
(8.28)
et
κˆ2 =
κˆi + κˆi−1
2
. (8.29)
Commençons par l’analyse de la sensibilité de ˆY D(φF ,κi) à la fraction volumique
en inclusion φF pour les milieux binaires 2D et 3D purement aléatoires isotropiquement
distribués.
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8.4.2 Etude des coefficients de sensibilité ∂φF ˆY D et ∂2φF ˆY
D de la macro-
K de Darcy/fraction volumique d’inclusions
Dépouillement des résultats
L’étude de la sensibilité du premier et du second ordre du log décimal de la macro
conductivité hydraulique de Darcy, à la fraction volumique en inclusion, a permis de
mettre en évidence l’existence de plusieurs fractions critiques. Ces fractions critiques
ont été aussi bien observées pour les milieux binaires isotropiquement distribués pure-
ment aléatoires 2D et 3D. Les principaux résultats sont présentés sur la figure 8.14.
Ces fractions sont au nombre de trois. Elles correspondent à trois points d’inflexion
de la solution numérique, ˆY D, obtenue par les expériences numériques perméamétriques
directes ; à 2 maxima et un minimum de la sensibilité ∂φF ˆY D et à trois fractions pour
lesquelles ∂2φF ˆY
D s’annule (Fig. 8.14). Selon notre interprétation, ces trois fractions cor-
respondent à des fractions critiques de transition, correspondant chacune à des seuils
qui délimitent l’expression de plusieurs états du système étudié. Par la suite, nous nom-
merons ces fractions particulières, fractions critiques de transition de phase du système
ou, plus simplement, fractions critiques de transitions de phase.
Ces fractions ont été regroupées sur la figure 8.17, pour la gamme de log-contrastes
étudiés, par l’analyse des fractions pour lesquelles ∂2φF ˆY
D = 0. Ce relevé nous a apporté
les informations suivantes :
– Pour des log-contrastes, |κ|, inférieurs à +2, pour le milieu binaire 2D, il existe
une seule fraction critique de transition de phase et aucune fraction critique pour
le milieu binaire 3D ; nous pouvons cependant supposer qu’il doit exister un log-
contraste, compris entre +1 et +2 pour lequel l’apparition, l’émergence, d’une
fraction critique de transition de phase doit exister pour le milieu binaire 3D.
– Pour un log-contraste de +2 pour ces deux milieux, il existe une fraction critique
à environ 30 % d’inclusions conductrices pour le milieu binaire 2D et de 10 %
d’inclusions conductrices pour le milieu binaire 3D.
– Pour un log-contraste, |κ| égal et supérieur à +3, aussi bien pour le milieu binaire
2D que 3D, il existe trois fractions critiques de transition de phase dont la valeur
varie quelque peu avec l’augmentation du contraste, jusqu’à se fixer à une valeur
très stable à partir de |κ| égale à +6. Ces fractions particulières ont été regroupées
dans le tableau 8.2 pour des log-contrastes |κ| ≥ +6. Nous avons nommé ces
fractions particulières pc1 , pc2 et pc3 .
En résumé, le plus important est l’émergence de trois fractions critiques dès que le
log-contraste est suffisamment élevé. Nous allos voir maintenant comment ces fractions
critiques (ou moins deux d’entre elles) sont associées à des seuils de "quasi"-percolation
et de percolation.
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FIG. 8.14 – Solutions numériques ˆY D obtenues pour des log-contrastes κ ∈ [−8 ; +8] pour différents
φF , (a) pour un milieu binaire isotropiquement distribué 2D et (b) 3D. Et coefficients de sensibilité du
premier ordre, ∂φF ˆY D obtenus, (c) pour le milieu binaire 2D et (d) 3D. Enfin, coefficients du second ordre,
∂2φF ˆY
D
, obtenus pour différents log-contrastes positifs κ ∈ [0 ; +8 ], pour le milieu binaire 2D en (e) et
pour le milieu binaire 3D (f).
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FIG. 8.15 – (a) Solutions numériques ˆY D obtenues et tracées en fonction des fractions volumiques en
inclusions φF , et des log-contrastes κ pour un milieu binaire 2D isotropiquement distribué. (b) Coeffi-
cients de sensibilité de la log-conductivité hydraulique de Darcy (∂φF ˆY D) obtenus pour ce même milieu.
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FIG. 8.16 – (a) Solutions numériques ˆY D obtenues et tracée en fonction des fractions volumiques en
inclusions φF , et des log-contrastes κ pour un milieu binaire 3D isotropiquement distribué. (b) Coefficient
de sensibilité de la log-conductivité hydraulique de Darcy (∂φF ˆY D) obtenus pour ce même milieu.
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FIG. 8.17 – Fractions critiques relevées graphiquement. Elles correspondent aux fractions pour les-
quelles ∂2φF ˆY
D s’annule pour les différents log-contrastes κ testés. Pour les milieux binaires 2D (a), et
pour les milieux binaires 3D (b) isotropiquement distribués purement aléatoires.
Interprétations des sensibilités à φF (fractions critiques, seuils de "quasi-percolation"
et de percolation)
Dans cette section, nous allons donner une interprétation aux résultats obtenus au
dessus. Nous allons interpréter ces résultats en termes de fractions critiques et de seuils
de percolation et porter notre intérêt sur les fractions critiques de transition de phase
moyennes pˆci , regroupées dans le tableau 8.2. Avec pˆci :
pˆci =
1
n
1
∑
n
pci , (8.30)
ici, n = 6, car pour le calcul de la valeur moyenne des fractions critiques, nous n’avons
considéré que celles relevées à partir du log-contraste |κ| de +6 (κ=-8, -7, -6, +6, +7 et
+8), où leurs valeurs commence à se stabiliser, Fig. 8.17.
Pour la gamme de log-contrastes |κ| supérieures à +6, ces trois fractions de transition
prennent, en "moyenne", les valeurs suivantes.
Pour le milieu binaire 2D purement aléatoire isotropiquement distribué :
– pˆc1 : 0.29531,
– pˆc2 : 0.43426,
– pˆc3 : 0.59003.
Pour le milieu binaire 3D purement aléatoire isotropiquement distribué :
– pˆc1 : 0.11130,
– pˆc2 : 0.22671,
– pˆc3 : 0.32961.
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Fractions critiques de transitions de phase (2D)
κ =−8 κ =−7 κ =−6 κ = +6 κ = +7 κ = +8 pˆci
pc1 0.29234 0.29272 0.29905 0.29936 0.29545 0.29293 0.29531
pc2 0.43325 0.43329 0.43326 0.43520 0.43526 0.43529 0.43426
pc3 0.59710 0.59589 0.59487 0.58308 0.58331 0.58591 0.59003
Fractions critiques de transitions de phase (3D)
κ =−8 κ =−7 κ =−6 κ = +6 κ = +7 κ = +8 pˆci
pc1 0.10884 0.11078 0.11385 0.11420 0.11145 0.10869 0.11130
pc2 0.22667 0.22760 0.22928 0.22658 0.22543 0.22467 0.22671
pc3 0.32781 0.33040 0.33298 0.33158 0.32875 0.32615 0.32961
TAB. 8.2 – Valeurs des fractions critiques de transition (pc1 ,pc2 et pc3 ) obtenues pour les milieux
binaires purement aléatoires isotropes 2D et 3D pour différents log-contrastes |κ|.
La fraction critique de transition de phase pˆc3 obtenue, aussi bien pour le milieu
binaire 2D que 3D, est très proche de la fraction critique de percolation reconnue pour
un réseau carrée et cubique. Dans la littérature, ces fractions prennent respectivement
les valeurs suivantes en 2D et 3D : 0.5927 et 0.3116 (Tab.8.1). Ainsi pˆc3 correspond
à l’apparition des phénomènes de percolation sur la macro-K de Darcy, elle peut donc
être qualifiée de fraction critique de percolation de sites. Nous pouvons peut-être expli-
quer la différence entre la valeur de la littérature et la valeur obtenue, par le choix du
mode de pondération de la conductivité hydraulique midmodale. Des études complé-
mentaires en utilisant un mode de pondération non plus géométrique, mais harmonique
ou arithmétique devront être réalisées.
Nous pouvons aussi noter que nos calculs semblent indiquer que la valeur de la frac-
tion de transition pˆc1 est très proche de la fraction critique pˆc3 divisée par la dimension
de l’espace. Nous aurions donc :
pˆc1 =
pˆc1
D
, (8.31)
où D est la dimension de l’espace.
De même, il est possible de trouver une relation entre pˆc2 , pˆc3 et pˆc1 . En effet, nos
calculs nous donnent :
pˆc2 ≈
pˆc1 + pˆc3
2
, (8.32)
aussi bien pour le milieu binaire 2D que 3D isotropiquement distribué. Un autre fait
peut être remarqué : la valeur obtenue pour pˆc2 de ces deux milieux semble très proche
de la percolation de liens reconnue dans la littérature pour un réseau carré et cubique
respectivement égale à 0.5 et 0.2488 (Tab. 8.1).
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L’ensemble des résultats obtenus par nos investigations numériques sont regroupés dans
le tableau 8.3.
Fractions de transition : milieu binaire purement aléatoire 2D
pˆc1 pˆc2 pˆc3
0.29531 0.43426 0.59003
pˆc3/2 = 0.295015 (pˆc1 + pˆc3)/2 = 0.44267
Fractions de transition : milieu binaire purement aléatoire 3D
pˆc1 pˆc2 pˆc3
0.11130 0.22671 0.32961
pˆc3/3 = 0.10987 (pˆc1 + pˆc3)/2 = 0.220455
TAB. 8.3 – Tableaux récapitulatifs des fractions critiques de transition obtenues numériquement pour
un milieu binaire 2D et 3D purement aléatoire.
D’autres expérimentations numériques devraient être nécessaires, en faisant varier
la taille de la maille numérique et en utilisant un autre mode de pondération des conduc-
tivités midnodales afin de vérifier avec certitude l’unicité, la "robustesse" et la valeur
des fractions critiques de transition de phase obtenues. Les études futures devront aussi
être conduites sur des milieux à inclusions autre comme des circulaires ou des ellipses,
voire des rectangles afin de tester l’influence des échelles de corrélation des objets sur
la conductivité hydraulique macroscopique de Darcy et sur les valeurs de ces trois frac-
tions de transition. Les échelles de corrélation devant de manière certaines influencer
ces valeurs.
Intéressons nous maintenant à l’impact du log-contraste |κ| sur la macro-conductivité
hydraulique de Darcy pour des milieux binaires 2D et 3D purement aléatoires. Cette
prochaine partie aura deux objectifs principaux :
– d’une part valider l’existence de ces fractions critiques de transition de phase
– et, d’autre part, quantifier et analyser l’apparition, l’émergence des différents états
du système.
8.4.3 Etude des coefficients de sensibilité ∂κ ˆY D et ∂2κ ˆY D de la macro-
K de Darcy/log-contrate de conductivité hydraulique
Dépouillement des résultats
Afin d’analyser l’influence du log-contraste sur la macro-K de Darcy, valider l’exis-
tence des fractions critiques de transition et comprendre leur influence sur la macro-K
de Darcy, nous avons représenté sur le même graphique l’évolution de ∂κ ˆY D en fonc-
tion du log-contraste κˆ à fraction volumique en inclusions fixée et ceci pour les milieux
binaires 2D et 3D purement aléatoires (Fig. 8.18).
134
8.4 Analyse numérique des phénomènes de percolation
−6 −4 −2 0 2 4 6
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
κ
∂
κ
Yˆ
D
 
 
0.50001’
0.0998
0.0897
0.8896
0.8997
0.1198
0.2293
0.2494
0.8795
0.6894
0.7492
0.6796
0.3095
0.3194
0.1099
0.7693
−6 −4 −2 0 2 4 6
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
κ
∂
κ
Yˆ
D
 
 
0.5000
0.5999
0.5903
0.2804
0.2906
0.7206
0.7107
0.4111
0.3999
0.5599
0.4492
0.5489
0.4404
(a)
(b)
FIG. 8.18 – Evolution des coefficients de sensibilité du premier ordre au log-contraste, ∂κ ˆY D, pour
différentes fractions volumiques en inclusions. (a) Milieu binaire 2D et (b) milieu binaire 3D.
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Cette étude nous révèle qu’à κˆ = 0 nous pouvons avoir accès à la fraction volumique
en inclusions présente dans le milieu étudié, l’ensemble des courbes étant réparties entre
0 et 1 : la droite ∂κ ˆY D = 0 correspondant au milieu qui ne contient aucune inclusion
(100 pour cent de la phase matrice), et la droite ∂κ ˆY D = 1 correspondant au milieu qui
contient 100 pour cent d’inclusions.
Un fait remarquable est que l’évolution de ∂κ ˆY D à la fraction 50 % délimite deux
domaines aussi bien pour le milieu binaire 2D que 3D purement aléatoires ; le point
(0, 50%) étant le centre de symétrie de l’ensemble de ces résultats numériques obte-
nus (Fig. 8.18 (a) et (b)). La symétrie existante est à mettre en relation avec la nature
des milieux étudiés ici (milieu binaire isotropiquement distribué au sens du tenseur de
dispersion géométrique). Ici, nous pouvons rajouter que pour des milieux autres (e.g.
milieux fracturés poissonniens) cette symétrie ne doit pas forcément exister à cette frac-
tion d’inclusion. Il est aussi prabable que cette symétrie n’existe pas du tout.
Cependant, pour les milieux étudiés ici, il est possible d’obtenir le comportement aux
fractions d’inclusion φF comprises en [50% ; 100%] en réalisant une rotation de pi et
de centre (0, 50%) des évolutions de ∂κ ˆY D aux fractions comprises entre [0% ; 50%].
Nous pouvons aussi noter qu’il paraît certainement probable d’obtenir le comportement
de ∂κ ˆY D du milieu binaire 3D en réalisant un "cisaillement" des comportements du mi-
lieu binaire 2D (comparez l’évolution de la fraction 0.50 de ces deux milieux Fig. 8.18
(a) et (b)).
Sur les deux graphiques précédents, nous avons repéré pour le milieu binaire 2D les
courbes correspondant aux fractions d’inclusions suivantes Fig. 8.18 (a) :
– 0.2804, 0.2906, 0.5599, 0.5903, 0.5999,
– 0.5,
– 0.3999, 0.4111, 0.4404, 0.7107, 0.7206.
Et pour le milieu binaire 3D Fig. 8.18 (b) :
– 0.0897, 0.0998, 0.1099, 0.2293, 0.2494, 0.3095, 0.3194,
– 0.50,
– 0.6796, 0.6894, 0.7492, 0.7693, 0.8795, 0.8896, 0.8997.
De part et d’autre de ces fractions le comportement aux log-contrastes importants des
coefficients de sensibilité ∂κ ˆY D est différent. Des comportements remarquables peuvent
être observés à certaines de ces fractions :
Pour le milieu binaire 3D, Fig 8.18 (b) :
– à la fraction 0.0998, respectivement 0.8896, pour des κˆ supérieurs à +4, respec-
tivement inférieurs à -4, le comportement de ∂κ ˆY D est linéaire pour une large
gamme de log-contrastes et sa valeur est égale à environ 1/6 et repectivement 5/6
pour des κ grands ;
– à la fraction 0.2494, respectivement 0.7492, pour des κˆ supérieurs à +4, respec-
tivement inférieurs à -4, le comportement de ∂κ ˆY D est linéaire pour une large
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gamme de log-contrastes et sa valeur est égale à environ 1/2 pour des κ grands ;
– et entre les fractions 0.3095, 0.3194, respectivement entre les fractions 0.6796 et
0.6894, il doit exister un tel comportement linéaire de ∂κ ˆY D ; nous estimons que
la valeur de ∂κ ˆY D pour cette fraction devrait être, pour une large gamme de κ, de
l’ordre de 4/6 pour des κ grands.
Pour le milieu binaire 2D, nous pouvons noter que, Fig 8.18 (a) :
– entre les fractions volumiques en inclusions de 0.2804 et 0.2906 (et leurs symé-
triques : les fractions 0.7107 et 0.7206), il doit exister un comportement linéaire
de ∂κ ˆY D et nous estimons sa valeur, pour une large gamme de κ, à 1/4 (respecti-
vement à 3/4) pour des κ grands ;
– à la fraction 0.4492, respectivement 0.5489 (son symétrique), pour des log-con-
trastes κˆ supérieurs à +4, le comportement de ∂κ ˆY D est linéaire pour une large
gamme de log-contrastes et sa valeur est égale à environ 1/2 respectivement 1/2
pour des κ grands ;
– de la même manière, pour des fractions comprises entre 0.5903 et 0.5999 (et leurs
symétriques : les fractions 0.3999 et 0.4111), il doit exister une fraction volumique
en inclusion pour laquelle ∂κ ˆY D a une évolution linéaire, pour une large gamme
de κ, et nous estimons que la valeur prise par ∂κ ˆY D à cette fraction devrait être
d’environ 3/4 (respectivement 1/4) pour des κ grands.
En conclusion, l’étude de la sensibilité du premier ordre au log-contraste, du log dé-
cimal de la macro-K numérique de Darcy, a permis de déterminer l’existence pour le
milieu binaire 2D et 3D purement aléatoire de fractions particulières pour lesquelles le
comportement de ∂κ ˆY D est linéaire sur une large gamme de forts log-contrastes. Cer-
taines de ces valeurs ont été obtenues, mais pour d’autres, leur existence a été supposée.
Milieu binaire purement aléatoire 2D
pˆci pˆc1 ∈ ]0.2804 ; 0.2906[ pˆc2 ∈ ]0.4404 ; 0.4492[ pˆc3 ∈ ]0.5903 ; 0.5991[
(]0.7107 ; 0.7206[) (]0.5489 ; 0.5599[) (]0.3999 ; 0.4111[)
∂κ ˆY D ≈ 1/4 ≈ 2/4 ≈ 3/4
Milieu binaire purement aléatoire 3D
pˆci pˆc1 ≈ 0.0998 pˆc2 ≈ 0.2495 pˆc3 ∈ ]0.3095 ; 0.3194[
(0.8896) (0.7492) (]0.6796 ; 0.6894[)
∂κ ˆY D ≈ 1/6 ≈ 3/6 ≈ 4/6
TAB. 8.4 – Tableaux récapitulatifs des fractions critiques de transition de phases numériques obtenues
pour un milieu binaire 2D et 3D purement aléatoire en étudiant les coefficients de sensibilité d’ordre 1 à
κ de ˆY D.
Les valeurs de ces fractions, Tab.8.4, aussi bien pour le milieux binaire 2D que 3D,
sont très proches de celles des "fractions critiques de transition de phase" révélées par
l’étude des coefficients de sensibilité du premier et du second ordre de ˆY D à la fraction
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volumique en inclusion, et des valeurs des fractions critiques de percolation reconnues
dans la littératures (pour pˆc3). Nous les nommerons de la même manière : pˆc1 , pˆc2 et pˆc3 .
Notez aussi que les valeurs numériques que prennent ces coefficients à ces "fractions
critiques de transition de phase", pour des |κ| ≥+4 sont remarquables, Tab.8.4.
Nous pouvons aussi remarquer que les valeurs des fractions critiques obtenues par
cette seconde approche sont quelques peu différentes de celles obtenues par l’étude de
la sensibilité d’ordre 1 et 2 à la fraction volumique en inclusion φF (Tab. 8.3) mais la
valeur pour pˆc3 est plus proche de celle de la fraction critique de percolation reconnue
dans la littérature (Tab. 8.1).
Maintenant, pour comprendre plus en détail le comportement de ˆY D au voisinage de
"ces fractions critiques de transition de phase du système", nous allons nous intéresser
aux coefficients de sensibilité d’ordre 2 au log-contraste : ∂2κ ˆY D.
Interprétations des sensibilités à κ (fractions critiques, seuils de "quasi-percolation"
et percolation) :
Le comportement de la sensibilité d’ordre 2 au log-contraste permet d’observer le
passage d’un intervalle comportemental à l’autre (ces intervalles étant délimités par
deux fractions critiques de transitions de phase).
Ce passage se traduit par un changement du signe de la sensibilité d’ordre 2 à κ
(∂2κ ˆY D) pour de forts log-contrastes, aussi bien pour le milieu binaire 2D et 3D. Oberver
respectiviement les graphiques des figures 8.19 et 8.20 respectivement pour le milieu
binaire 2D et 3D. De plus, noter que précisément aux différentes fractions critiques pˆc1 ,
pˆc2 , et pˆc3 , selon nous, ∂2κ ˆY D = 0 sur une large gamme de log-contrastes et de forts
log-contrastes, Fig. 8.19 et Fig. 8.20.
Pour les autres fractions volumiques d’inclusions testées, l’étude de la sensibilité
d’ordre 2 au log-contraste du log décimal de la conductivité hydraulique de Darcy a
permis de déterminer plusieurs zones de comportements. Ces différentes zones sont re-
présentées sur la figure 8.22 pour le milieu binaire 2D et la figure 8.23 pour le milieu
binaire 3D. Pour faciliter la lecture de ces deux figures, nous avons attribué à chacune
de ces zones un numéro (allant de 1 à 4) et une couleur. Noter que ces zones possèdent
chacune un symétrique par rapport au centre de symétrie (0, 1/2) noté 1’, 2’, 3’ et 4’. La
différenciation entre ces différentes zones a été réalisée en notant le nombre de fois où
∂2κ ˆY D prend la valeur zéro.
Pour le milieu binaire 2D, Fig. 8.19 :
– dans les zones 1 et 1’, ∂2κ ˆY D s’annule une fois,
– dans les zones 2 et 2’, ∂2κ ˆY D s’annule deux fois,
– dans les zones 3 et 3’, ∂2κ ˆY D s’annule trois fois,
– dans les zones 4 et 4’, ∂2κ ˆY D s’annule deux fois.
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FIG. 8.19 – Comportement de ∂2κ ˆY D à proximité des fractions critiques de transition de phase : (a) pour
pˆc1 , (b) pour pˆc2 , et (c) pour pˆc3 , pour le milieu binaire 2D purement aléatoire.
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FIG. 8.20 – Comportement de ∂2κ ˆY D à proximité des fractions critiques de transition de phase : (a) pour
pˆc1 , (b) pour pˆc2 , et (c) pour pˆc3 , pour le milieu binaire 3D purement aléatoire.
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Et pour le milieu binaire 3D, Fig. 8.20 :
– dans les zones 1 et 1’, ∂2κ ˆY D s’annule une fois,
– dans les zones 2 et 2’, ∂2κ ˆY D ne s’annule pas,
– dans les zones 3 et 3’, ∂2κ ˆY D s’annule une fois,
– dans les zones 4 et 4’, ∂2κ ˆY D ne s’annule pas.
Chacunes de ces zones est délimitées par une des fractions de transition de phase ou
leurs complémentaire (1-pˆci) définies précédemment. Notons aussi que pour le milieux
binaire 3D, une cinquième zone comportementale peut peut-être exister entre la zone 1
et 2 (respectivement 1’ et 2’). En effet, ∂2κ ˆY D s’annule trois fois près de pˆc1 , Fig. 8.21.
Ces fractions sont représentés par une couleurs noires sur la figure 8.23.
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FIG. 8.21 – Tracé de ∂2κ ˆY D pour le milieu binaire 3D au niveau de la zone critique supposée existée
(couleur noire) entre les zones comportementales de la macro-K de Darcy. Cette zone est située entre les
zones 1 et 2, respectivement entre les zones 1’ et 2’ précédemment discriminées.
Essayons de donner une interprétation à ces différentes études en commençant par
l’étude des deux zones délimitées pour le milieu binaire 2D et 3D par la fraction critique
de transition, pˆc3 , reconnue dans la littérature comme étant la fraction critique de per-
colation de sites pour les réseaux carrés et cubiques. Nous nous situons pour le milieu
binaire 3D au niveau de la transition entre les zones 3 et 4, (respectivement entre les
zones 3’ et 4’, qui sont les symétriques des zones 3 et 4 par rapport à (0, 0.5)), Fig. 8.23,
et pour le milieu binaire 2D, au niveau de la transition entre les zones 2’ et 3’ (respecti-
vement entre les zones 2 et 3 qui sont les zones symétriques des zones 2 et 3 par rapport
à (0, 0.5)), Fig. 8.22.
La différence essentielle entre ces deux zones, est le signe de la dérivée seconde par
rapport à κ du log décimal de la macro-K de Darcy pour des log-contrastes supérieurs à
+4 : ∂2κ ˆY D. Il est positif pour des fractions supérieures à la fraction critique de percola-
tion et négatif pour des fractions inférieures. Or l’interprétation généralement reconnue
du seuil de percolation est qu’au-delà la population conductrice s’exprime sur le com-
portement global du système. Si nous considérons ce fait à nos résultats, nous pouvons
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conclure que l’expression de la population la plus conductrice du mélange se traduit par
un signe positif de ∂2κ ˆY D.
A la vue de cette première constatation, ces graphiques prennent un autres sens :
– si ∂2κ ˆY D est positif, la population inclusion conductrice aura un rôle majoritaire
sur l’expression du log décimal de la macro-K de Darcy,
– sinon, c’est à dire si ∂2κ ˆY D est négatif, la population résistante aura une rôle ma-
joritaire sur l’expression du log décimal de la macro-K de Darcy.
Les différentes fractions critiques de transition de phase pˆc1 , pˆc2 , et pˆc3 , semble donc
être liée à différents états critiques du système étudié pour de hauts log-contrastes.
Voici enfin un résumé de nos interprétations sur le rôle joué par les différentes frac-
tions critiques de transition de phase du système.
Ces fractions traduisent des états instables, de transition, du système :
– pˆc1 , traduit un maximum de l’expression de la population la moins conductrice
sur la conductivité hydraulique de Darcy. En dessous de cette fraction, seule la
population matricielle, isolante, a une importance sur la macro-K de Darcy. A
pˆc1 , nous avons aux hauts contrastes, ∂κ ˆY D=1/6 pour le milieu binaire 3D pure-
ment aléatoire et ∂κ ˆY D=1/4 pour le milieu binaire 2D purement aléatoire. Pour
des fractions d’inclusions conductrices supérieures à cette fraction, la population
conductrice s’exprime et le comportement de la macro-K de Darcy devient dépen-
dant de la conductivité hydraulique locale de la phase conductrice. Nous pouvons
ici noter que même si le pourcentage de la population conductrice par rapport à la
population isolante est faible, son influence est majoritaire sur le comportement
de la solution macroscopique de Darcy.
– pˆc2 , exprime un état du système très intéressant. Déjà, remarquons qu’à pˆc2 , pour
de hauts contrastes, ∂κ ˆY D=3/6 pour le milieu binaire 3D et 2/4 pour le milieu
binaire 2D purement aléatoire. A cette fraction, le rôle joué par chacune de ces
deux populations est "purement équilibré". A partir de pˆc2 , nous allons ensuite
passé dans un autre état du système ou l’influence de la population isolante va
être majoritaire. Noter aussi, que comme pour l’étude précédente réalisée sur la
sensibilité à la fraction volumique en inclusion, la valeur de pˆc2 est très proche
de la fraction critique de percolation de liens pour un réseau cubique et carré Tab.
8.4.
– pˆc3 , est le dernier état instable du système. Passer cette fraction, seule la popula-
tion conductrice influence la macro-K de Darcy.
Nous pouvons nous essayer à une dernière interprétation de ces résultats en terme de
réseau de liens et de sites, pour de forts log-contrastes :
• Pour des fractions volumiques d’inclusion conductrices inférieures à pˆc1 , le sys-
tème fonctionnerait majoritairement comme un réseau de sites où seule compte la
conductivité hydraulique de la population matricielle, nous parlerons alors d’un
système dominé par un fonctionnement en réseau de sites résistants.
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• Passé cet état critique, le système commencerait à fonctionner comme réseau de
liens, les phénomènes de quasi-percolation (communication entre la phase résis-
tante/conductrice) commencent à exister. Il y aurait alors un comportement hy-
bride entre un réseau de sites et de liens, mais dominer par les phénomènes de
quasi-percolation entre la population résistante et conductrice, donnant de l’im-
portance à la conductivité de la phase conductrice.
• Ces phénomènes atteindraient leur maximum à pˆc2 , où le système, précisément à
cette fraction, serait uniquement le siège des phénomènes de quasi-percolation. Le
système fonctionnerait comme un réseau de liens. Il n’y aurait qu’une population
unique, hybride, issu d’un mélange parfait des deux populations. Noter que ce
comportement est obtenu pour un mélange non équilibré des deux populations.
Mais la réponse "globale hydraulique" est équilibrée.
• Passé cette fraction le système fonctionne de nouveau comme un système hybride
entre un réseau de sites et de liens, mais cette fois-ci dominé par la population
résistante.
• Une fois pˆc3 dépassée, le système fonction alors majoritairement comme un ré-
seau de sites conducteurs.
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FIG. 8.22 – Analyse de la variation du signe de ∂2κ ˆY D pour le milieu binaire 2D purement aléatoire. Et
"zonation" comportementale et d’expression de ∂κ ˆY D obtenue par l’étude de ∂2κ ˆY D pour le milieu binaire
2D purment aléatoire.
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FIG. 8.23 – Analyse de la variation du signe de ∂2κ ˆY D pour le milieu binaire 3D purement aléatoire. Et
"zonation" comportementale et d’expression de ∂κ ˆY D obtenue par l’étude de ∂2κ ˆY D pour le milieu binaire
3D purment aléatoire.
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8.4.4 (Quasi-)percolation sur deux milieux fracturés poissonniens
2D et 3D
Suite aux conclusions acquises par l’étude des milieux binaires 2D et 3D purement
aléatoires isotropes, revenons maintenant aux études perméamétriques réalisées sur les
deux milieux fracturés poissonniens 2D MF12D et MF22D et 3D MF13D et MF23D,
figure 8.7, section 8.2.3.
Pour ces deux milieux, nous avons réalisé la même étude de sensibilité au log-
contraste, κ, du log décimal de la macro-conductivité hydraulique de Darcy. Les ré-
sultats pour les deux milieux fracturés 2D sont présentés sur la figure 8.24, et pour les
deux milieux fracturés 3D sur la figure 8.25. Rappelons que les "fractures" sont des
segments 2D pour les deux milieux fissurés poissonniens 2D et des fractures circulaires
pour les deux milieux fissurés poissonniens 3D.
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FIG. 8.24 – Evolution de la sensibilité d’ordre 1 à κ (∂κ ˆY D) (a), et évolution de la sensibilité d’ordre 2
à κ (∂2κ ˆY D) (b), pour les deux milieux fracturés 2D MF12D et MF22D.
Les résultats obtenus montrent que pour les deux milieux MF12D et MF13D, ∂κ ˆY D tend
vers 0 avec l’augmentation du log-contraste, pour κˆ > 0, et ∂2κ ˆY D est négative pour de
forts log-contrastes, à κˆ2 > 0, Fig. 8.24 et 8.25. Si nous nous reportons à l’analyse pré-
cédemment réalisée sur la sensibilité à |κ| d’ordre 1 et 2, ces résultats supposeraient
donc que les deux milieux MF12D et MF13D ne sont pas percolants suivant la direction
de l’écoulement (ici O~x). Ce résultat "hydraulique" et identique à celui obtenu par une
analyse morphologique (algorithme de recherche topologique MatFracPerco).
De même, ou plutôt inversement, pour les deux milieux fracturés 2D et 3D poisson-
niens MF22D et MF23D, ∂κ ˆY D tend vers 1 avec l’augmentation du log-contraste κˆ,
pour κˆ > 0, et ∂2κ ˆY D est positif pour de hauts log-contrastes κˆ2, à κˆ2 > 0. Ces résultats
supposeraient donc que les deux milieux MF22D et MF23D sont percolants suivant la
direction de l’écoulement (ici O~x). C’est aussi le résultat que nous avions obtenus par
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une analyse morphologique.
Nous pouvons donc conclure qu’une des premières utilisations directes des études de
sensibilité menées dans la section précédente, est la détection des phénomènes de perco-
lation et de quasi-percolation. Pour des milieux plus complexes, très hétérogènes et ani-
sotropes, nous verrons qu’une autre procédure utilisant des expériences numériques non
plus perméamétriques, mais d’immersion directionnelles (conditions de charge linéai-
rement distribuées directionnelles), pourra nous permettre d’identifier les phénomènes
de percolation et de quasi-percolation.
De plus, nous pouvons rajouter que, comme ∂2κ ˆY D −→ 0 pour les milieux non percolants
2D et 3D, et comme ∂2κ ˆY D −→ 1 pour les milieux percolants 2D et 3D avec l’augmen-
tation du log-contraste, les comportements macroscopiques de ces deux milieux anta-
gonistes ne sont pas majoritairement dictés par les phénomènes de quasi-percolation.
Sinon, nous aurions ∂2κ ˆY D −→ 1/2 pour de forts log-contrastes. Cependant, selon nous,
si nous obtenons les fractions pour lesquelles ∂2κ ˆY D −→ 0, ∂2κ ˆY D−→ 1/2 et ∂2κ ˆY D−→ 1,
alors nous aurions en notre possessions les informations principales pour décrire l’en-
semble des comportements de ce milieu. Cependant, pour ces quatres échantillons étu-
diés, la limite thermodynamique du système n’est sûrement pas atteinte et il n’est pas
évident que ces valeurs soit obtenues (l’intervalle de diamètres considéré pour ces gé-
nérations est probablement trop grand par rapport à la taille de l’échantillon).
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FIG. 8.25 – Evolution de la sensibilité d’ordre 1 à κ (∂κ ˆY D) (a), et évolution de la sensibilité d’ordre 2
à κ (∂2κ ˆY D) (b), pour les deux milieux fracturés 2D MF13D et MF23D.
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8.5 Conclusions et discussion sur la macro-K de Darcy
et la percolation
Tout au long de cette étude sur le "second changement d’échelle" de Darcy, nous
nous sommes appliqués à étudier, en détail, l’importance de l’influence relative entre
une "phase" isloante et une "phase" conductrice en utilisant des conditions aux limites
de type "perméamétriques". Noter que la phase "inclusion" correspond dans notre cas
aux fractures, ou fissures, plus perméables que la matrice (KF > KM). Cependant, afin
de compléter notre étude de l’upscaling, nous avons également inclus dans nos analyses
le cas contraire où les inclusions sont moins perméables (KF < KM).
Les deux solutions analytiques testées, "Self-Consistent" et "Power-Average", ont
montrées un bon accord, ou un bon encadrement des solutions numériques, pour la
conductivité hydraulique macroscopique de Darcy, et ceci pour une large gamme de
log-contrastes entre la phase inclusion et la phase matricielle. Cependant des insuffi-
sances pour décrire correctement la physique sous-jacente des phénomènes étudiés ont
été mises en évidence.
Notre étude des coefficients de la sensibilité à la fraction volumique en inclusions
et au log-contraste du logarithme décimal de la macro-K de Darcy mettent en évidence
d’autres phénomènes liés à l’état local des connectivités entre les populations isolante et
conductrice. Nous avons ainsi vu apparaitre plusieurs "fractions critiques de transition
de phase" du système, nommée : pˆc1 , pˆc2 et pˆc3 . Ces fractions critiques révèlent l’exis-
tence d’états critiques et délimitent des zones comportementales bien définies. Une de
ces fractrions, pˆc3 , est le seuil de percolation reconnu. Une autre de ces fractions, pˆc1 ,
semble jouer le rôle d’un seuil où la population conductrice étudiée commence à s’éx-
primer. Et la troisième fraction, pˆc2 , semble jouer le rôle d’une transition entre les deux
quasi-seuils. Chacune de ces fractions critiques représente la transition d’un état du sys-
tème défini vers un autre état. Les caractéristiques de ces fractions sont regroupées dans
le tableau 8.5.
Ces fractions de transition délimitent des comportements "stables" de la macro-K
de Darcy. A ces fractions charnières, la dépendance de la solution macroscopique à
l’augmentation du log-contraste est déterminée. Des études complémentaires pour ces
deux milieux devront être réalisées pour confirmer l’unicité et la stabilité de ces fractions
critiques en utilisant un autre mode de pondération des conductivités mid-modales et en
réalisant une variation de la taille du domaine d’étude.
Des études sur d’autres types de milieux binaires et continus devront être menées en
détail, pour vérifier si ces fractions sont liées ou non aux échelles de corrélation des
"objets continus" ou des "objets discrets". Ceci en vu d’aboutir à une théorie unificatrice
fondée sur une théorie de la "percolation multipoints".
Une dernière remarque pourrait être formulée ici. Considérons particulièrement le
comportement de ∂2κ ˆY D à la fraction 50%, pour le milieu binaire 2D, Fig. 8.26 (a) et
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Milieu binaire purement aléatoire 2D
pˆc1 pˆc2 pˆc3
pˆc3/D pˆc1 + pˆc3/2≈ pcb pcs
∂κ ˆY Dpˆc1 ≈ 1/(2∗D) ∂κ ˆY
D
pˆc2
≈ 2/(2∗D) ∂κ ˆY Dpˆc3 ≈ 3/(2∗D)
Milieu binaire purement aléatoire 3D
pˆc1 pˆc2 pˆc3
pˆc3/D pˆc1 + pˆc3/2≈ pcb pcs
∂κ ˆY Dpˆc1 ≈ 1/(2∗D) ∂κ ˆY
D
pˆc2
≈ 3/(2∗D) ∂κ ˆY Dpˆc3 ≈ 4/(2∗D)
TAB. 8.5 – Tableaux récapitulatifs des propriétés des "fractions critiques de transition de phase" numé-
riques obtenues pour un milieu binaire 2D et 3D purement aléatoire. Ici, D est la dimension de l’espace
euclidien.
3D, Fig. 8.26 (b). Il s’agit du cas d’un mélange binaire équilibré (50%-50%). Pour ce
milieu, la contribution "morphologique" des deux populations est équivalente. "Le si-
gnal" représentatif de chacune de ces deux populations est équilibré et superposé. Or
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FIG. 8.26 – Comportement de ∂2κ ˆY D pour le milieu binaire 2D (a) et 3D (b) à φF =0.50.
nous pouvons constater que pour le milieu binaire 2D, le coefficient de sensibilité ∂2κ ˆY D
évolue en fonction du log-contraste κ comme une base ondelette "chapeau mexicain".
Pour le milieu binaire 3D, une base en ondelette "dérivée" de cette dernière doit être
possible. Le comportement de ∂2κ ˆY D pour les autres fractions étudiées, doit pouvoir se
retrouver par composition des "signaux" issus de chacune des deux phases conductrice
et isolante.
Le rôle des fractions critiques dans la composition de ce "signal" constitué du signal
de la population isolante et du signal de la population conductrice paraît central. Elles
peuvent apparaître comme des "analogues" à des fréquences de coupure ou à des échelles
de coupure du signal (des "expressions extrema" des deux populations). Ici, il semble-
rait que si nous réalisons la moyenne arithmétiques des coefficients de sensibilité ∂2κ ˆY D
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obtenus aux alentours de la fraction critique pˆc2 et de son complémentaire (1-pˆc2) pour
chacun des log-contrastes testés, nous pourrions retrouver le comportement à la fraction
50%, aussi bien pour le milieu binaire 2D et 3D purement aléatoire, Fig. 8.27 (b) et Fig.
8.28 (b). L’obtention de la fraction d’inclusion pour laquelle ∂2κ ˆY D → 1/2, c’est à dire
pˆc2 , semble centrale.
Pour aller un peu plus loin, il est possible qu’il existe une autre zone comportemen-
tale pour le milieu binaire 3D purement aléatoire, située entre la zone 1 et la zone 2
(respectivement entre le zone 1’ et 2’). Cette zone est représentée par une couleur noire
sur la figure 8.23. En effet, dans ce court intervalle de fraction, la sensibilité d’ordre 2 à
ˆY D s’annule deux fois, Fig.8.21.
Il est aussi possible de discriminer dans l’analyse des coefficients du second ordre
à κ du milieu binaire 2D purement aléatoire des sous-zones comportementales. La li-
mite entre ces sous-zones correspond pour certaines à peu près aux fractions critiques
de transition de phase du milieu binaire 3D purement aléatoire. Il en est de même pour
le milieux binaire 3D, où des sous-zones comportementales délimitées "à peu près" par
les fractions de transition de phase du milieu binaire 2D peuvent être retrouvées. Cette
étude est présentée en annexe (Analyse des coefficients de sensibilité de la macro-K de
Darcy). Cette étude conforte la possibilité d’obtenir un lien entre le comportement des
milieux binaires 2D et 3D purement aléatoires isotrope. Le calcul de la sensibilité de la
macro-K au log-contraste à l’ordre 3 permettrait de vérifier ces hypothèses.
Intéressons-nous maintenant au "second changement d’échelle" en utilisant un mo-
dèle de perte de charge locale linéaire/quadratique de Darcy/Ward-Forchheimer.
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FIG. 8.27 – Comportement de ∂2κ ˆY D à proximité des fractions critiques de transition de phase (a) pˆc1 ,
(b) pˆc2 , et (c) pˆc3 , obtenue par l’étude de la sensibilité au log-contraste pour le milieu binaire 2D purement
aléatoire.
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FIG. 8.28 – Comportement de ∂2κ ˆY D à proximité des fractions critiques de transition de phase (a)
pˆc1 , (b) pˆc2 , et (c) pˆc3 , obtenues par l’étude de la sensibilité au log-contraste pour le milieu binaire 3D
purement aléatoire.
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