ABSTRACT: The first stages of the extrusion process can lead to extraordinary deformations of the extrusion dies. Especially in porthole dies the location of the mandrel can shift due to deformation of the die. This paper focuses on the problems related to the simulation of the filling of porthole dies during this start-up of the process. To avoid expensive remeshing during an Updated Lagrangian simulation an Eulerian description is used. This is time efficient however it gives challenges with respect to the tracking of the flow front. During the filling a function that keeps track of the flow front has to be convected through the mesh [5] . In this paper we show that by using the smooth original coordinate function the convection can be done accurately. The result is that during the simulations the volume is conserved properly. The simulated flow fronts are compared to experimental results. In a previous paper [3] we have shown the accuracy of the original coordinate function, in 2D simulations. In this paper the extension to 3D is made adding a comparison with experiments.
INTRODUCTION
During filling of the die at the startup of the extrusion process, the location and velocity of the flow front will have a great influence on the deformation of the die, especially in porthole dies. This deformation will affect the performance of the die in the rest of the process. Increasingly tighter requirements on complexity and geometric tolerances raise the demand for more insight in the deformations during the process. While an optimized extrusion process should create not more then 15% scrap, it is in everyday practice not uncommon to have a scrap rates over 25%. Using ALE/Eulerian FEM simulations Lof [4] showed that this type of FEM is very suitable to make predictions about exit velocity and extrusion force. Using ALE/Eulerian formulated FEM the process can be modeled without the expensive remeshing. However Lof only simulated the steady state flow through the die. Using Eulerian description to simulate the filling requires a method that tracks the interface between air and aluminium, the flow front. In this paper we first focus on interface tracking techniques using a fixed mesh on which a pseudo-concentration function, the original coordinate function, is defined and convected during simulation. Next we focus on how to model the stiffness and compressibility of the air.
MODELING ALUMNIUM EXTRUSION PRO-CESSES
In 1986 Thompson introduced the pseudoconcentration method [5, 6] to track the flow front.
Besides the material variables an extra pseudoconcentration variable ρ is convected through a fixed mesh during the simulation. If ρ = 1 material is present, when ρ = 0 no material is present and at ρ = 0.5 is the material-air interface. The discontinuity of the pseudo-concentration function around the flow front introduces inaccuracy during the convection through the FEM mesh. Also Dvorkin [1] mentions that if the initial distribution of the concentration function is smooth enough, no smoothing algorithm is necessary. Dvorkin chooses to reduce the viscosity with a factor 1000, if the concentration function is greater than zero. besides that Dvorkin uses boundary conditions that are concentration function dependent, to prevent the effects of incompressibility of the material that gets trapped between the material and the boundaries. He Doesn't mention incompressibility effects of the material that gets trapped inside itself.
ORIGINAL COORDINATES FUNCTION
As pseudo-concentration function we chose the initially smooth function of the original coordinates. The method is implemented in our In-house code DiekA. The original coordinate X 0 in integration point i is calculated by subtracting the total displacement U from the current coordinate X.
The total domain is split in two parts, an aluminium domain and an air domain. The domains are split by the original coordinate function which has a value in every point of the domain: ρ val . The stiffness contribution of an integration point is based on ρ i val = X ini − X i 0 , with X ini the location of the initial front. The original coordinates are convected through the mesh together with the displacement and at every step the material stiffness is updated based on the original coordinates at the beginning of the step. To avoid the incompressibility effect of the material permeable boundary conditions are used as described in [2] . Without permeable boundary conditions the domain would not fill completely. In a simulation this effect is apparent in a layer of elements at the boundary which are only half filled.
MODELING THE PSEUDO MATERIAL
The pseudo material can be modeled in many different ways. In [2] different models are explored.
Here we choose to model the complete domain with a Sellers-Tegart Law:
In the integration points in the air domain the yield stress and bulk modulus are multiplied with 0.01 and 0.001 respectively.
EXPERIMENTS
In this sections two experiments are described. In both experiments a 80mm tube is extruded with 1.72mm wall thickness using a four legged porthole die. The main difference between the two dies is the big undercut in the mandrel in experiment B with respect to hardly any undercut in the Mandrel in experiment A (see figure 1 c&d) . In experiment A the bearing length is 5 mm, in Experiment B 3mm. For both experiments a ram speed of 5mm/s is used. The alloy used is AA6063. The material properties for this alloy can be found in table 1. The most obvious result is the improvement of uniformity of the outflow velocity the tube using Die B. This improvement is attributed to the undercut in the mandrel and a deeper welding chamber. 
3D NUMERICAL EXPERIMENTS
In the previous section could be seen how die design influences the uniformity of the outflow velocity. In this section these results are used to validate the accuracy of a simulated flow front based on the original coordinate function method. This method as prescribed in the previous sections, is implemented for 3D 8 node hexahedral elements. The main dimensions are chosen equal to the experiments, however details like small fillets, are removed from the model. In figure 3 
Regularization of the original coordinate function
In simulation B high gradients develop in the original coordinate function and these give rise to deviations in the location of the front. To smooth these gradients a regularization of the original coordinate function is applied. In our in house code DiekA a smoothing option has been implemented for calculating nodal values based on integration point values. The smoothing can be as radical as giving the nodal values the element average value upto no smoothing. In this case when a smoothing step is applied the nodal values are averaged at t=3, 5, 7 and 9 seconds. This improves both convergence speed and volume conservation behavior drastically (see figure 4 ). 
3D Volume conservation
Volume conservation is a measure for the accuracy of the flow front. For both simulations the volume of aluminium is checked and compared with the analytical volume. In figure 4 the error in the volume conservation is plotted in percentage against the time, see equation 3. 
Visual comparisation
Comparing the nose pieces from the experiments with the simulations the conclusion can be drawn that the method will predict the front shape quite reasonably.
In simulation A the profile shows a good agreement with the experiment. At the location of a leg the profile lags and in the middle of a porthole the profile bends in. It is expected that due to the regularization of the front during filling the lagging of the profile due to the legs is smoothed. In simlation B some abnormalities are noticed at the symmetry plane. Looking at the fastest part of the profile, the high spot is a numerical artifact and appears just before extrusion is started. Numerical diffusion does smooth this over a broader area, however at the front around the symmetry plane the profile still shows a high spot. The prediction of the transversal bending of the front of the profile predicts the right trend. In experiment B the bending is much less than in A. In simulation A the bending is approximately twice as much as in simulation B.
CONCLUSIONS
In this paper we show that the Original coordinate function is suitable to make efficient simulations of the filling of aluminium extrusion dies. For 3D the volume conservation is accurate and the flow front is in good comparison with the experiments. However no die deflection is taken into account in these simulations. This is the next step to get even better results and use these simulations in the die design practice. 
