Abstract-We prove that the Toeplitz binary value matrix inversion associated with mth order E-spline interpolation can be implemented using only 2 ( m + 1) additions. We develop pipelined architectures for real time B-spline interpolation based on simple running average filters. We also show that an ideal interpolating function, which is approximated by a truncated sinc function with M half cycles, can be implemented using B-splines with M + 2 multiplies. With insignificant loss of performance, the coefficients at the knots of the truncated sinc function can be approximated using coefficients which are powers of two. The resulting implementation requires only M + 4m + 6 additions. We believe that the truncated sinc function approximated by zero order B-spline functions actually achieves the best visual performance.
I. INTRODUCTION
Many techniques have been proposed recently for efficient interpolation using B-splines. Hou and Andrews [ I ] discuss the use of B-spline functions in interpolation and decimation. Because conventional cubic B-spline interpolation techniques often result in a loss of resolution, many researchers have suggested alternate methods. Keys [2] , for example, proposed a cubic convolution technique as an approximation to the cardinal spline (sinc function with three half cycles). Park and Schowengerdt [3] comparative study of interpolation techniques in medical applications. Generally it is believed that cubic convolution generates an interpolated image with the least blurring effects.
In this correspondence we propose a new technique for the most efficient implementation of B-spline interpolation. W e also propose a very efficient technique for implementing a truncated sinc function with M half cycles. In Section I1 we describe the basic theory of discrete B-splines. W e prove that the Toeplitz binary valued matrix representing convolution by B-splines has an exact inverse for any order B-spline. In Section 111 we show how this leads to efficient algorithms and architectures for B-spline interpolation. In Section IV we demonstrate that a truncated sinc function filter can be efficiently implemented using B-splines.
DISCRETE B-SPLINES
Let cpo(t) be the zeroth order B-splines comprised of p 1's.
( 1 ) pterms An rnth order B-spline can be defined using (see Fig. 1 ) Theorem 3:
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However, convolutions are commutative operations and hence matrix inverses and product operations can be interchanged.
c~ = ( B -~) ' f l + I f~
Using Theorems 1 and 2
The matrices B and B-' are convolution operators and can be factored into simpler matrices containing only 0's and 1's. This leads immediately to efficient convolution algorithms and architectures using only additions. Step 1: I n p u t f ( t ) 0 I t < N .
Step 2: Invert Toeplitz matrix (a Toeplitz matrix is defined to be a matrix whose rows are obtained by a cyclic shift of the previous row by one element) to obtain c ( t ) .
coarse samples-knots
Step 3: set g ( t ) = Step 4: Apply the running average filter m + 1 times to g ( t ) .
Step 5: Scale g ( t ) = g ( t ) / ( z + 1)'".
In the above algorithm we chose p = 3 so that the discrete Bsplines (even and odd order) have an odd number of terms and hence are centered at the pixel. This algorithm will however work for values o f p 2 2.
In Fig. 2 we show the block diagram for our B-spline interpolator. In Fig. 3 we show that the Toeplitz matrix inverter can be implemented by pipelining rn + 1 single stage inverters. In Fig. 4 we show that a single stage can be implemented using two adders and two shift registers. Fig. 5 shows the rn + 1 single stage running average filter. Each first order running average filter can in turn be implemented using two adders and two shift registers (see Fig. 6 ).
Because discrete B-splines of any order must be defined with respect to a center pixel location, we require that the zoom factor z be even. We implemented a 2-D B-spline interpolator on girl image Fig. 7 by a one dimensional interpolation along the rows, followed by another one-dimensional interpolation along the columns. See 
IV. TRUNCATED SINC INTERPOLATION USING B-SPLINES
The ideal interpolating function is the sinc function. Implementation of sinc function interpolation requires extensive computation. Cubic B-spline interpolation, on the other hand, induces blur in the resulting interpolated image, See A practical method of implementing a truncated sinc function places a knot at each local maxima. The sinc function is then approximated using standard B-splines approximation techniques. Let h ( t )
be the truncated sinc function with M half cycles and sampling rate T.
l o rT elsewhere.
Since the sinc function decays rapidly, we define a truncate function using only powers of two as coefficients. In this case is defined as
tT elsewhere. Table I compares the first few terms of (17) and (18). The results indicate a reasonable approximation. The impulse responses and transfer functions for the truncated sinc and the binary valued truncated sinc B-spline filters are shown in Fig. 11 for 3 half cycles and Fig. 12 for 11 half cycles, respectively. We observe that the passband of the ideal low pass filter is preserved using the 11 half cycle truncated sinc for both the standard and binary valued representations. However, in the case of 3 half cycle truncation, we detect a slight drop in the magnitude at the low frequencies. In the stopband, even for the zeroth order B-spline, the attenuation is below 15 dB. The architectures for these techniques are shown in Fig. 13 . For the same girl picture in Fig. 7 , we applied the truncated sinc B-spline algorithm and binary truncated sinc B-spline algorithm. In Figs. 14 and 16 we show the output of truncated sinc B-spline algorithm (with 11 half cycles) for zoom factors 4 and 8, respectively. In Figs. 15, 17, and 18 we show the output of binary truncated sinc B-spline interpolation (again with 11 half cycles) for zoom factors 4, 8, and 12, respectively.
V . CONCLUSIONS
Ignoring normalization, (step 5 in algorithm in Section III), the B-spline interpolation algorithm requires only additions. Similarly, the binary truncated sinc algorithm also requires only additions. We compare the computational complexity of these algorithms in Table 11 . Based on our studies we arrive at the following conclusions:
1) In the literature B-spline interpolation algorithms are discouraged because of the time consuming matrix inversion process.
In this paper we have demonstrated that the Toeplitz matrix inversion for any order B-spline can be implemented using only additions. We have also shown that the Toeplitz matrix inversion process has the same complexity as that of running average filter implementations.
2) We also found that a filter with truncated sinc function impulse response can be implemented with either a small number of multiplies, or with just a small number of additions.
3) We find that the zeroth order binary truncated sinc function seems to achieve the best visual performance (least blurred image) as can be observed by comparing Figs. 7-17. 
