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Abstrak - Program Studi Sastra Inggris di Universitas Islam Negeri Sunan Ampel Surabaya (UINSA) telah ditemukan
permasalahan bahwa belum ada yang melakukan clustering pada topik skripsi mahasiswa. Clustering tersebut digunakan dalam
topic modelling untuk melihat tren dan kesuaian minat pada Program Studi Sastra Inggris UINSA. Metode Latent Dirichlet
Allocation (LDA) merupakan salah satu metode topic modelling yang paling populer saat ini. Dalam penelitian ini mengambil
sejumlah 584 abstact skirpsi dalam bahasa inggris sebagai dataset. Penggunaan dataset berbahasa inggris dikarenakan pada pre-
processing data yang tersedia standartnya baru untuk bahasa inggris. Setelah melewati proses tersebut, setiap kata yang muncul
akan dihitung menggunakan metode Bag of Word. Metode LDA mengklusterkan dengan menglihat jumlah kemunculan kata
pada Bag of Word, kemudian menentukan jumlah cluster atau jumlah topik dan menentukan jumlah iterasi. LDA menandai
setiap kata pada topik secara semi random distribution kemudian menghitung probabilitas topik pada dokumen dan menghitung
probabilitas kata pada topik setiap iterasinya. Penelitian ini melakukan percobaan pemodelan topik sebanyak 5 kali uji iterasi
dan jumlah topik yang berbeda. Berdasarkan percobaan tersebut telah didapatkan hasil kemudian dianalisis bahwa 3 adalah
jumlah topik yang paling fit. Hasil tersebut diujikan secara kualitatif kepada pihak stakeholder Program Studi Sastra Inggris
UINSA, dan dinyatakan sesuai dengan tren serta minat pada Program Studi Sastra Inggris UINSA.
Kata kunci : Clustering, Iterasi, LDA, Probabilitas, Topic Modelling.
I. PENDAHULUAN
Pada era saat ini perusahaan sudah banyak merasakan
efektifitas dari penggunaan data mining untuk melihat
segmentasi pasar [1]. Sebuah proses yang menggunakan teknk
statistika, matematika, kecedarsan buatan dan machine
learning untuk mengekstrasi dan mengidentifikasi informasi
yang bermanfaat dari berbagai database besar disebut Data
mining [2]. Data mining diterapkan bukan hanya dalam
menganalisa perusahaan saja. Ada banyak bidang yang
menjadikan data mining sebagai solusi untuk memecahkan
masalah yang ada. Data mining memiliki bidang khusus yang
hampir sama, yakni text mining [3]. Text mining sendiri
merupakan ilmu bagian dari data mining yang berupaya
menemukan pola yang menarik dari sekumpulan data text
dalam jumlah yang besar [4]. pencarian pola dalam text
merupakan tujuan dari text mining melalui proses analisis text
guna mencari informasi yang bermanfaat. Salah satu fungsi
data mining maupun text mining adalah clustering. Clustering
merupakan metode yang bersifat tanpa arahan (unsupervised).
Tanpa arahan yang dimaksud dalam metode ini diterapkan
tanpa adanya data latihan (data traning) serta tidak
memererlukan target keluaran (output). Metode clustering
dibagi menjadi dua jenis dalam ngelompokkan data, yaitu
hierarchical clustering dan non-hierarchical clustering.
Permasalahan yang terjadi saat ini pada Program Studi
Sastra Inggris UIN Sunan Ampel Surabaya (UINSA) adalah
belum mengetahui jumlah cluster topik penelitian untuk
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skripsi Program Studi Sastra Inggris UIN Sunan Ampel
Surabaya (UINSA). Teknik pengklusteran pada topik
penelitian dibutuhkan untuk melihat tren topik yang ada.
Teknik mengklusterkan topik bisa dilakukan manual oleh
manusia, akan tetapi dapat menghabiskan banyak waktu.
Permasalahan waktu tersebut dapat diselesaikan dengan
menggunakan bantuan computer dengan metode topic
modelling. Topic modelling merupakan metode non-
hierarchical clustering yang secara otomatis mengklusterkan
kedalam topik yang muncul dari pemodelan sehingga
didapatkan topik cluster yang sesuai. Solusi ini dapat
mengatasi pemasalahan pada Program Studi Sastra Inggris
UIN Sunan Ampel Surabaya saat ini.
Topic modelling mempunyai banyak metode yang dapat
digunakan seperti Latent Semantic Analysis (LSA),
Probabilistic Latent Semantic Analysis (PLSA), Latent
Dirichlet Allocation (LDA). LDA Menurut [5] merupakan
peningkatan cara model campuran yang menangkap
pertukaran dari kata-kata dan dokumen dari cara lama oleh
PLSA dan LSA. Untuk saat ini metode yang paling populer
dalam topic modelling adalah metode LDA. LDA mampu
meringkas, mengklusterkan, menghubungkan, dan memproses
data text yang sangat besar. sehingga dalam penelitian ini
LDA dipilih sebagai metode topic modelling pada Program
Studi Sastra Inggris (UINSA).
II. METODOLOGI PENELITIAN
Metodologi penelitian merupakan prosedur beserta
langkah-langkah yang disusun secara sistematis untuk
menyelesaikan permasalahan yang sedang diteliti dengan
landasan ilmiah tertentu Kerangka metodologi penelitian
dapat dilihat pada Gambar 1 berikut ini.
Gambar 1. Kerangka Metodologi Penelitian.
A. Pengambilan Data
Tahap pertama penelitian adalah pengambilan data dengan
mengambil data dari website digilib uinsa. Proses
pengambilan data menggunakan tool dari Google Chrome
yang bernama web scrapper. Penelitian ini mempunyai
batasan masalah yaitu mengambil data abstract pada
penelitian yang dilakukan oleh program studi sastra inggris
UINSA.
B. Pre-Processing Data
Pada tahap Pre-processing Merubah bentuk dokumen
kedalam bentuk yang memudahkan dan mempercepat proses
dalam dokumen yang relavan [6]. Setiap pre-processing
ditugaskan untuk membangun index dari koleksi dokumen.
Pengindeksan dilakukan untuk membedakan suatu dokumen
terhadap dokumen yang lain. pembuatan index harus
melibatkan konsep linguistic processing yang bertujuan untuk
mengekstrak term-term penting dari setiap dokumen yang
direpresentasikan sebagai bag of words. Konsep linguistic
processing terdiri dari tokenizing, stopwords, lemmatization
dan stemming. Berikut merupakan empat tahap pre-process.
C. Bag of Words
Setelah proses pre-processing dilakukan, matriks yang
berisi kata-kata tersebut dimodelkan dengan model bag of
words. Bag of words digunakan untuk memodelkan setiap
dokumen dengan menghitung jumlah kemunculan setiap
katanya. Model bag of words merepresentasikan setiap
dokumen dengan mengabaikan urutan dari kata-kata dalam
dokumen serta struktur sintakis dari dokumen dan kalimat.
Nilai perhitungan jumlah kemunculan setiap kata tersebut
digunakan dalam topic modelling [7].
D. Latent Dirichlet Allocation (LDA)
Proses pemodelan topik bertujuan untuk memperoleh
distribusi kata yang membentuk suatu topik dan dokumen
dengan topik tertentu. Pemodelan topik memiliki dua tahapan
yang dilakukan. Tahap pertama adalah melakukan pemodelan
topik berdasarkan penambahan dan pengurangan jumlah topik.
Tahap kedua adalah melakukan pemodelan topik berdasarkan
banyaknya iterasi. Hasil dari kedua pemodelan topik
kemudian dilakukan analisa dengan cara membandingkan kata
kata setiap klasternya dalam topik dan melihat visualisasi dari
pemodelan LDA tersebut. Proses pemodelan topik dapat
berulang selama rentang kandidat jumlah topik dan jumlah
iterasi yang di tentukan [5].
Latent Dirichlet Allocation (LDA) merupakan salah satu
model dari pemodelan topik. Model topik LDA merupakan
unsupervised machine learning. Model tersebut berguna
dalam mengidentifikasi informasi tersembunyi dalam
kumpulan dokumen yang berukuran besar. Metode ini dapat
diselesaikan menggunakan python, dengan terlebih dahulu
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mengaktifkan package “LdaModel” dalam library gensim.
Package “LdaModel” untuk memodelkan probabilitas
kemunculan kata dalam dokumen. Menghasilkan data
keluaran berupa grafik yang menunjukan topik pada data yang
diteliti.
E. Analisis Data
Analisis topik dilakukan berdasarkan pada data keluaran
dari tahap sebelumnya. Pada tahap sebelumnya diperoleh
grafik data keluaran dari kumpulan penelitian dengan topik
tertentu. Analisis topik dilakukan secara subjektif dengan
melihat data keluaran. Data keluaran berupa kumpulan kata
yang membentuk topik, kemudian setiap dokumen tersebut
disesuaikan dengan data keluaran yang memuat dokumen
dengan topik. Proses ini menghasilkan deskripsi topik yang
bersifat informatif mengenai hal yang dapat mewakili isi dari
masing-masing topik tersebut.
III. HASIL DAN PEMBAHASAN
A. Pengambilan Data
Tahap pertama yang dilakukan dalam penelitian ini adalah
pengambilan data. Pada proses pengambilan data digunakan
metode scrapping dengan menggunakan tools extension
google chrome yang bernama web scraper. Data yang sudah
terambil disimpan dalam bentuk csv. Jumlah dari keseluruhan
total abstract yang diambil sebanyak 584 row data abstract.
585 row data yang telah tersimpan tersebut nantinya akan
digunakan pada proses selanjutnya, yaitu tahap pre-processing
data.
B. Pre-processing Data
Tahap yang bertujuan untuk mempersiapkan data sebelum
dianalisis menggunakan LDA [6]. Pre-processing dilakukan
dengan menggunakan aplikasi Jupytherlab. Langkah pada
proses ini dimulai dengan mengunduh dan mengaktifkan
beberapa library yang dibutuhkan. Tahap pada pre-processing
data dibagi menjadi lima tahap. Tahapan tersebut diantaranya
tokenizing, stopword, lemmatization dan stemming.
a. Tokenizing
Langkah pertama dari Pre-processing data adalah
tokenizing. Tujuan dari proses ini adalah untuk memisahkan
setiap kata ke dalam unit-unit kecil dalam suatu array atau
term [8]. Tokenizing memisahkan setiap katanya oleh karakter
spasi, sehingga pada proses ini mengandalkan karakter spasi
pada dokumen untuk melakukan pemisahan. Pada proses ini
bertujuan juga untuk menghilangkan mention, url, dan tanda
baca yang ada pada teks.  Tokenizing juga merupah setiap
huruf dengan karakter uppercase menjadi karakter huruf
lowercase menggunakan fungsi lower. Perbedaan sebelum
tokenizing dan sesudah tokenizing dapat dilihat pada Tabel I.
TABEL 1
PERBEDAAN SEBELUM DAN SESUDAH TOKENIZING
Sebelum Tokenizing Sesudah Tokenizing
This thesis tries to analyze the
drama script from Samuel
Beckett entitled Endgame.
This drama tells of an isolated
Hamm in his own home with a
saturating activity with his
Clov aides and his parents
Nagg and Nell, so they are
trying to bring the side of the
reality of life to be peeled.
This thesis focuses on the
analysis of Hamm's
consciousness of all past and
present events. The purpose of
this thesis is to describe the
absurdity of life of the main
character and to reveal the
meaning behind it all in the
absurdity drama script.
['"', 'this', 'thesis', 'tries', 'to',
'analyze', 'the', 'drama',
'script', 'from', 'samuel',
'beckett', 'entitled',
'endgame', '.', 'this', 'drama',
'tells', 'of', 'an', 'isolated',
'hamm', 'in', 'his', 'own',
'home', 'with', 'a',
'saturating', 'activity', 'with',
'his', 'clov', 'aides', 'and',
'his', 'parents', 'nagg', 'and',
'nell', ',', 'so', 'they', 'are',
'trying', 'to', 'bring', 'the',
'side', 'of', 'the', 'reality', 'of',
'life', 'to', 'be', 'peeled', '.',
'this', 'thesis', 'focuses', 'on',
'the', 'analysis', 'of', 'hamm',
"'s", 'consciousness', 'of',
'all', 'past', 'and', 'present',
'events', '.', 'the', 'purpose',
'of', 'this', 'thesis', 'is', 'to',
'describe', 'the', 'absurdity',
'of', 'life', 'of', 'the', 'main',
'character', 'and', 'to', 'reveal',
'the', 'meaning', 'behind', 'it',
'all', 'in', 'the', 'absurdity',
'drama', 'script', '.',
b. Stopword
Setelah melewati tahap tokenizing, selanjutnya term
dokumen diolah pada proses stopword. Proses stopword
dilakukan untuk menghapus kata-kata yang tidak mempunyai
informasi atau dengan kata lain hanya mengambil kata yang
penting saja [9]. Dalam penelitian ini proses stopword terbagi
menjadi 3 tahapan. Tahap pertama menggunakan library yang
sudah tersedia di dalam python yaitu nltk.download
(‘stopword’). Kemudian pada stopword ditambahkan
nltk.corpus.stopword.words(‘english’) di dalam fungsi set()
untuk mendownload kata-kata stopwords bahasa inggris yang
sudah ditetapkan. Perbedaan sebelum dan sesudah proses
stopword tahap pertama dapat dilihat Tabel II.
TABEL 2
PERBEDAAN SEBELUM DAN SESUDAH STOPWORD TAHAP PERTAMA
Sebelum Stopwords Sesudah Stopwords
['"', 'this', 'thesis', 'tries', 'to',
'analyze', 'the', 'drama', 'script',
'from', 'samuel', 'beckett',
['"', 'thesis', 'tries', 'analyze',
'drama', 'script', 'samuel',
'beckett', 'entitled',
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'entitled', 'endgame', '.', 'this',
'drama', 'tells', 'of', 'an',
'isolated', 'hamm', 'in', 'his',
'own', 'home', 'with', 'a',
'saturating', 'activity', 'with',
'his', 'clov', 'aides', 'and', 'his',
'parents', 'nagg', 'and', 'nell', ',',
'so', 'they', 'are', 'trying', 'to',
'bring', 'the', 'side', 'of', 'the',
'reality', 'of', 'life', 'to', 'be',
'peeled', '.', 'this', 'thesis',
'focuses', 'on', 'the', 'analysis',
'of', 'hamm', "'s",
'consciousness', 'of', 'all', 'past',
'and', 'present', 'events', '.', 'the',
'purpose', 'of', 'this', 'thesis', 'is',
'to', 'describe', 'the', 'absurdity',
'of', 'life', 'of', 'the', 'main',
'character', 'and', 'to', 'reveal',
'the', 'meaning', 'behind', 'it',
'all', 'in', 'the', 'absurdity',
'drama', 'script', '.',
'endgame', '.', 'drama', 'tells',
'isolated', 'hamm', 'home',
'saturating', 'activity', 'clov',
'aides', 'parents', 'nagg',
'nell', ',', 'trying', 'bring',
'side', 'reality', 'life', 'peeled',
'.', 'thesis', 'focuses',
'analysis', 'hamm', "'s",
'consciousness', 'past',
'present', 'events', '.',
'purpose', 'thesis', 'describe',
'absurdity', 'life', 'main',
'character', 'reveal',
'meaning', 'behind',
'absurdity', 'drama', 'script',
'.'
Berdasarkan tahap pertama stopwords yang telah
dilakukan, hasilnya masih terdapat kata-kata yang masih
bersifat tidak informatif. Kata-kata yang tidak informatif ini
sering kali muncul dalam sebuah abstract penelitian. Untuk
menghilangkan kata-kata yang tidak informatif, perlu
dilakukan stopword tahap kedua. Pada Tahap kedua stopword
dilakukan dengan cara menambahkan kata-kata secara manual
sesuai dengan kebutuhan. Kata-kata yang ditambahkan
didapat dari hasil wawancara terhadap pihak sastra inggris
Hasil dari tahap kedua stopword ini dapat dilihat pada Tabel
III.
TABEL 3
PERBEDAAN SEBELUM DAN SESUDAH STOPWORD TAHAP KEDUA
Sebelum Stopwords Sesudah Stopwords
['"', 'thesis', 'tries', 'analyze',
'drama', 'script', 'samuel',
'beckett', 'entitled',
'endgame', '.', 'drama',
'tells', 'isolated', 'hamm',
'home', 'saturating',
'activity', 'clov', 'aides',
'parents', 'nagg', 'nell', ',',
'trying', 'bring', 'side',
'reality', 'life', 'peeled', '.',
'thesis', 'focuses', 'analysis',
'hamm', "'s",
'consciousness', 'past',
'present', 'events', '.',
'purpose', 'thesis', 'describe',
'absurdity', 'life', 'main',
['"', 'tries', 'drama', 'script',
'samuel', 'beckett', 'entitled',
'endgame', '.', 'drama', 'tells',
'isolated', 'hamm', 'home',
'saturating', 'activity', 'clov',
'aides', 'parents', 'nagg',
'nell', ',', 'trying', 'bring',
'side', 'reality', 'life', 'peeled',
'.', 'focuses', 'hamm', "'s",
'consciousness', 'past',
'present', 'events', '.',
'purpose', 'absurdity', 'life',
'main', 'reveal', 'behind',
'absurdity', 'drama', 'script',
'.'
'character', 'reveal',
'meaning', 'behind',
'absurdity', 'drama', 'script',
'.'
Hasil yang didapatkan berdasarkan tahap kedua stopword
masih terdapat tanda baca yang terpisahkan dari proses
tokenize. Tanda baca tersebut perlu dihilangkan. Untuk
menghilangkan tanda baca, perlu dilakukan tahap ketiga
stopword. Tahap ketiga stopword ini dengan cara
menambahkan fungsi len(). Fungsi tersebut digunakan untuk
mengembalikan panjang (jumlah anggota) dari suatu objek.
Hasil dari tahap ketiga stopword ini dapat dilihat pada Tabel
IV.
TABEL 4
PERBEDAAN SEBELUM DAN SESUDAH STOPWORD TAHAP KETIGA
Sebelum Stopwords Sesudah Stopwords
['"', 'tries', 'drama', 'script',
'samuel', 'beckett', 'entitled',
'endgame', '.', 'drama',
'tells', 'isolated', 'hamm',
'home', 'saturating',
'activity', 'clov', 'aides',
'parents', 'nagg', 'nell', ',',
'trying', 'bring', 'side',
'reality', 'life', 'peeled', '.',
'focuses', 'hamm', "'s",
'consciousness', 'past',
'present', 'events', '.',
'purpose', 'absurdity', 'life',
'main', 'reveal', 'behind',
'absurdity', 'drama', 'script',
'.'
['tries', 'drama', 'script',
'samuel', 'beckett', 'entitled',
'endgame', 'drama', 'tells',
'isolated', 'saturating',
'activity', 'aides', 'parents',
'trying', 'bring', 'reality',
'peeled', 'focuses',
'consciousness', 'present',
'events', 'purpose',
'absurdity', 'reveal', 'behind',
'absurdity', 'drama', 'script'
c. Lemmatization & Stemming
Hasil dari stopwords dilanjut ke proses Pre-processing teks
mencakup proses stemming dan lemmatization.
Lemmatization adalah sebuah proses pengelompokan kata
yang berbeda dengan melalui tahap analisis sebagai satu kata
yang sama. Berbeda dengan stemming, stemming merupakan
sebuah proses menemukan sebuah kata dasar dari kata yang
mempunyai awalan dan akhiran tanpa menganalisis apakah
kata itu mempunyai arti yang sama dengan kata yang lain [10].
Oleh karena itu dalam proses penelitian ini digabungkan
lemmatization dan stemming untuk mendapatkan hasil yang
lebih baik dari pada menggunakan satu metode saja. Hasil dari
tahap ketiga stopword ini dapat dilihat pada Tabel V.
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TABEL 5
PERBEDAAN SEBELUM DAN SESUDAH LEMMATIZATION & STEMMING
Sebelum Lemmatization &
Stemming
Sebelum Lemmatization &
Stemming
['tries', 'drama', 'script',
'samuel', 'beckett', 'entitled',
'endgame', 'drama', 'tells',
'isolated', 'saturating',
'activity', 'aides', 'parents',
'trying', 'bring', 'reality',
'peeled', 'focuses',
'consciousness', 'present',
'events', 'purpose',
'absurdity', 'reveal',
'behind', 'absurdity',
'drama', 'script'
['try', 'drama', 'script',
'samuel', 'beckett', 'entitle',
'endgame', 'drama', 'tell',
'isolate', 'saturate', 'activity',
'aides', 'parent', 'try', 'bring',
'reality', 'peel', 'focus',
'consciousness', 'present',
'event', 'purpose', 'absurdity',
'reveal', 'behind', 'absurdity',
'drama', 'script'
C. Bag of Words
Hasil dari pre-processing data berupa term atau matriks
yang berisi kata-kata yang muncul berulang-ulang. Model Bag
of words digunakan menghitung jumlah kemunculan setiap
kata pada term atau matriks kata-kata tersebut. Hasil
perhitungan jumlah setiap kata tersebut digunakan dalam
dalam perhitungan distribusi yang ada pada LDA. Langkah
pertama pada proses ini yaitu menyimpan kata yang berbeda
atau unique yang ada dalam term atau matriks kata-kata.
Dalam proses tersebut dihasilkan 5993 unique kata yang
berbeda. Langkah kedua dalam proses ini yaitu menghitung
kata yang muncul. Dalam menghitung kata tersebut, Bag of
Words mengindekskan setiap kata yang ada beserta
menghitung kemunculan kata. Bag of words menghitung
berdasarkan unique kata yang telah ditentukan pada proses
sebelumnya. Hasil dari proses bag of words ditunjukan pada
Gambar 2.
Gambar 2. Hasil Proses pada Bag of Words.
D. Latent Dirichlet Allocation (LDA)
Setelah serangkaian pre-processing yang telah dilakukan
dan dimasukkan ke dalam bag of words tahap selanjunya
adalah memodelkan topik menggunakan LDA.  Sebelumnya
pada tahap bag of words telah muncul token yang berasal dari
banyaknya kata yang muncul dalam suatu dokumen. Token
berfungsi sebagai ukuran dalam LDA agar dapat dimodelkan.
Dalam pemodelan LDA perlu diadakan beberapa kali
percobaan, supaya dapat menentukan jumlah topik yang
sesuai. Percobaan yang dilakukan dengan mengubah jumlah
topik dan percobaan dalam jumlah iterasi. Pada penelitian ini
dilakukan percobaan sebanyak 5 uji iterasi dengan iterasi
berbeda yakni: 100, 500, 1000, dan 5000. Sedangkan terhadap
setiap uji iterasi dimasukkan jumlah topik yang berbeda yaitu:
2, 3, 4, dan 5.
E. Analisis Topik
Kemudian dilakukan analisis keseluruhan model LDA dari
berbagai percobaan jumlah topik dan jumlah iterasi. Pada
iterasi ke-100 menghasilkan 2 topik yang berbeda. Hasil yang
sama juga didapat pada iterasi ke-500 dengan mengahasilkan
2 topik yang berbeda. Begitupun pada iterasi ke-1000 dan
5000 dimana masing-masing menghasilkan 2 topik yang
berbeda. Berdasarkan pada percobaan dengan perbedaan
iterasi yang digunakan, kedua topik mempunyai jarak yang
berjauhan. Dari 100, 500, 1000, dan 5000 iterasi menunjukan
bahwasanya topik yang terbentuk berjumlah 2 topik dari 2
jumlah topik yang ditentukan. 2 topik yang terbentuk memang
sudah dapat dikategorikan sebagai 2 cluster yang berbeda.
Akan tetapi untuk mengukur apakah 2 topik tersebut benar-
benar 2 cluster yang berbeda, maka dilakukan pemodelan
dengan jumlah topik 3 dan iterasi yang sama.
Pemodelan dengan jumlah topik 3 pada iterasi ke-100
menghasilkan 3 topik yang berbeda. Hasil yang sama didapat
pada iterasi ke-500 dengan mengahasilkan 3 topik yang
berbeda. Begitupun pada iterasi ke-1000 dan 5000 dimana
masing-masing menghasilkan 3 topik yang berbeda.
Berdasarkan pada percobaan dengan perbedaan iterasi yang
digunakan, ketiga topik mempunyai jarak yang berjauhan.
Dari 100, 500, 1000, dan 5000 iterasi menunjukan
bahwasanya topik yang terbentuk berjumlah 3 topik dari 3
jumlah topik. 3 topik yang terbentuk memang sudah dapat
dikategorikan sebagai 3 cluster yang berbeda. Akan tetapi
untuk mengukur apakah 3 topik tersebut benar-benar 3 cluster
yang berbeda, maka dilakukan pemodelan dengan jumlah
topik 4 dan iterasi yang sama.
Untuk melihat apakah jumlah topik 3 merupakan topik
yang cocok, maka penelitian ini mencoba melakukan
pemodelan dengan jumlah topik berjumlah 4. Iterasi yang
dilakukan pun sama dengan pemodelan sebelumnya. Hasil
pemodelan untuk jumlah topik 4 untuk iterasi ke-100
menghasilkan 4 topik yang berbeda. Pada percobaan tersebut
tidak ada topik yang bergabung. Begitu juga pada iterasi ke-
500 dihasilkan 4 topik berbeda, namun ada 2 topik yang
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berdekatan tetapi tidak beririsan. Selanjutnya dilakukan
pemodelan pada iterasi ke-1000 dan didapatkan hasil 4 topik,
dimana ada 2 topik yang beririsan. Sehingga dapat dikatakan 2
topik yang beririsan tersebut merupakan satu cluster. Sama
halnya pada iterasi ke-5000 yang menghasilkan 4 topik yang
berbeda dan 2 topik diantaranya beririsan. Dan untuk
mengukur apakah 4 topik tersebut benar-benar 3 cluster yang
berbeda, maka dilakukan pemodelan dengan jumlah topik 5
dan iterasi yang sama.
Iterasi yang dilakukan pun sama dengan pemodelan
sebelumnya. Hasil pemodelan pada iterasi ke-100
menunjukkan 5 topik berbeda dengan 2 topik beririsan, namun
ada 1 topik yang cenderung berdekatan terhadap topik yang
beririsan. 3 topik tersebut mempunyai kemungkinan sebagai
satu cluster yang sama. Untuk iterasi ke-500 dihasilkan 5
topik yang terpisah dengan 2 topik yang cenderung berdekatan.
2 topik yang cenderung berdekatan ini mempunyai
kemungkinan berada dalam cluster yang sama. Untuk iterasi
ke-1000 dihasilkan 5 topik yang berbeda. Dan untuk iterasi
ke-5000 dihasilkan 5 topik yang berbeda. dimana terdapat 2
topik yang saling beririsan. 2 topik tersebut dapat dikatakan
sebagai satu cluster yang sama. Untuk 2 topik yang
berdekatan mempunyai kemungkinan berada dalam satu
cluster yang sama.
Kesimpulan sementara yang dihasilkan pada pemodelan
dengan jumlah topik 2, 3, 4, dan 5 dengan iterasi 100, 500,
1000, dan 5000 mengerucut bahwa jumlah topik 3 merupakan
pemodelan topik yang fit. Namun untuk melihat apakah
jumlah topik 3 merupakan jumlah yang fit, penelitian ini
melakukan verifikasi terhadap stakeholder program studi
sastra inggris uinsa. Hasil verifikasi dari stakeholder
mengatakan bahwasanya jumlah topik 3 belum sesuai dengan
pembagian topik sebenarnya. Pihak stakeholder mengatakan
bahwa seharusnya ada 2 pembagian topik pada program studi
uinsa. Berdasarkan hasil verifikasi pertama, dilakukan
penambahan pemodelan dengan jumlah topik 2. Secara visual
dapat dilihat bahwa isi dari topik 2 dan 3 memiliki pola yang
dapat dilihat pada Gambar 3.
Gambar 3. Hasil analisis output kata-kata antara jumlah topik
2 dan 3
Dari hasil analisis tersebut dapat dilihat bahwa dalam
pemodelan dengan jumlah topik 3, terdapat 2 topik yang
merupakan pecahan bagian dari salah satu topik tersebut.
Kemudian untuk membuktikan apakah benar ada 2 topik yang
merupakan hasil pecahan dari satu toik, penelitian ini
melakukan verifikasi tahap dua. Hasil verifikasi tersebut,
pihak stakeholder mengatakan bahwa memang benar 2 topik
tersebut adalah pecahan dari suatu topik. Jadi pemodelan
dengan jumlah topik 3 merupakan pemodelan cluster yang
terbaik diantara pemodelan dengan jumlah topik lainya. Hal
tersebut dikarenakan tidak adanya topik yang beririsan dan
saling berjauhan.
IV. KESIMPULAN
Proses implementasi topic modelling menggunakan metode
Latent Dirichlet Allocation (LDA) pada data abstract skripsi
Program Studi Sastra Inggris Universitas Islam Negeri Sunan
Ampel Surabaya (UINSA) dimulai dari tahap pengambilan
data. Data yang diperoleh berjumlah 584 abstract skripsi, data
tersebut dipersiapkan melalui tahap pre-processing untuk
mempermudah dalam topic modelling. Hasil dari pre-
processing kemudian dihitung jumlah kemunculan setiap kata
dengan model bag of words. Jumlah kemunculan setiap kata
tersebut menjadi ukuran dalam metode Latent Dirichlet
Allocation (LDA) untuk dimodelkan. Dalam metode LDA
jumlah topik cluster dan jumlah iterasi ditentukan diawal.
Percobaan yang dilakukan dengan mengubah jumlah topik
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dan jumlah iterasi. Hasil dari pemodelan topik tersebut
kemudian dilakukan analisa untuk melihat seberapa lazim kata
tersebut dalam suatu topik. Pada penelitian ini dilakukan
percobaan sebanyak 5 uji iterasi dengan iterasi berbeda yakni:
100, 500, 1000, dan 5000. Sedangkan terhadap setiap uji
iterasi dimasukkan jumlah topik yang berbeda yaitu: 2, 3, 4,
dan 5. Hasil cluster topik terbaik didapat pada jumlah topik 3.
Hasil cluster tersebut telah diverifikasi oleh pihak stakeholder
Program Studi Sastra Inggris (UINSA) bahwa kata-kata yang
ada pada topik cluster sesuai dengan pembagian topik menurut
konsentrasi pada Program Studi Sastra Inggris (UINSA).
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