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-1 (A) and for a stack recorded in a SLB (B). The bleaching trends were approximated by exponential decays. The approximation was based either only on the pre-bleach part and extrapolated to the rest of the trace (orange dashed lines, pre-bleach approximation) or based on the pre-bleach part and the end of the trace and interpolated to the rest of the stack (blue solid lines, pre-bleach and tail approximation). The pre-bleach approximation decays are in both cases mono-exponential; the pre-bleach and tail decay is bi-exponential in the case of the SLB (C). The recovery traces corrected by the exponential decays are shown in panels B and D (gray curve is the trace corrected by the pre-bleach and tail approximation, orange curve corrected by the pre-bleach approximation). Fits of the recovery traces by Eq. 2 are shown were possible together with the fitted D value in corresponding colors. Pre-bleach approximation is inadequate in both cases and gives strongly underestimated D in the case of the simulated stack (B) and an insufficiently corrected trace (which cannot be fitted by Eq. 2) in the case of the SLB (D). . The recoveries were fitted with Eq. 3; the black curves represent the best fits and the gray curves in the lower panels the residuals. The values of D obtained from the fits are shown in the respective plots. The interdependency of D on the other fitting parameters (A, C and t B ) was high in both cases; 98.5% (A) and >99.9% (B).
Fig. S5
An illustration of the application of reference area correction in FRAP analysis of SLB data. Panel A shows the pre-bleach intensity traces of the FRAP bleached region and from a reference area selected in the same stack in a belt between 6.4 and 11.2 μm from the border of the FRAP bleached region. Panel B shows the intensity recovery corrected by the above mentioned reference area (gray line) together with the best fit by Eq. 2 (black line). The value of D FRAP obtained from the fit is also displayed in the plot. Pre-bleach intensity traces of the FRAP bleached region and of a reference area selected in a reference stack are shown in panel C. The reference stack was recorded in the same SLB under the same conditions and the reference area was selected in the centre of the illuminated area and having the same dimensions as the FRAP bleached region. The intensity recovery corrected by the reference area selected in a reference stack is shown in panel D (gray line) together with the best fit by Eq. 2 (black line). The value of D FRAP obtained from the fit is also displayed in the plot.
Fig. S6
An example of an intensity recovery trace (gray curve) extracted from a stack measured in a living CHO cell expressing GFP-GPI. The recovery was bleach corrected by reference area correction and fitted with Eq. S2; the black curves represent the best fit. Although the ACFs obtained from this stack were too noisy to be analyzed by fitting, a decent FRAP recovery curve can be obtained, showing that, compared to FCS, FRAP has lower requirements on signal to noise ratio in the fluorescence data. However, the obtained value of D FRAP = (0.07  0.01) μm 2 s -1 is rather low and possibly underestimated.
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Supporting Formula:
Soumpasis formula for two populations with different diffusion coefficients: The Influence of bleaching and intensity trace correction on FCS results
Obvious vs. Cryptic bleaching
The bleaching of fluorophores caused by the continuous excitation used for imaging affects the FCS data in two distinct ways; we will refer to them as i) obvious bleaching and ii) cryptic bleaching (1). The former phenomenon is the result of decreasing concentration of fluorescent molecules in the observation area and, as its name suggests, is clearly observable as a trend in the intensity trace. It is manifested in the ACFs as an additional slow process. By the term cryptic bleaching we refer to the shortening of the average residence time molecules spend diffusing through the observation area. It is a result of bleaching of the molecules during their transit through the observation area. It is called cryptic, because it may not correspond to any discernible trend in the intensity trace (in the steady-state situation when the loss of fluorophores in the illuminated region due to bleaching is continuously compensated by the influx of fresh fluorophores from the surrounding area). In many situations it is not even apparent from the shape of the ACFs; only in more severe cases it makes the decay of the ACFs steeper similarly to the situation when diffusion is combined with directional movement.
As described in Material and Methods, we employed polynomial intensity trace correction to correct for the obvious bleaching. Here, we discuss the performance of the polynomial correction and test it on simulated data. We do not have any straightforward correction for the cryptic bleaching. Fortunately, as we show here by simulations, the influence of cryptic bleaching on ITIR-FCS results is relatively small even for slowly diffusing molecules undergoing fast bleaching (the scenario where cryptic bleaching is expected to be the most pronounced).
Test of the trace correction and evaluation of the influence of cryptic bleaching
To test the performance of the trace correction and at the same time to estimate the influence of the cryptic bleaching on our ITIR-FCS data, we simulated an image stack representing slowly moving molecules undergoing fast bleaching. The simulation parameters were selected based on the values for GFP-GPI in cell membranes: D = 0.2 μm 2 s -1 (approximate D of GFP-GPI as determined by FRAP) and the bleaching time t B was 5 or 20 s. We estimated the t B of GFP during our image acquisition from exponential fits of intensities (averaged over the cell area) in the pre-bleach parts of the stacks. The average t B (from 9 cells) was 18 s, the lowest value being 6.8 s. The simulated t B of 5 s, thus, represents a lower limit of the expected t B at which the influence of bleaching on the data is expected to reach its maximum extent. The values of D retrieved by FCS analysis of the simulated data are shown in Fig. S6 . D was calculated for different observation areas. The smallest observation area corresponds to a single simulated pixel convolved with the simulated PSF; larger observation areas were obtained by binning several adjacent pixels (summing the intensity traces from several pixels). A very good agreement between the calculated D and the expected value of 0.2 μm 2 s -1 is observed for t B = 20 s, indicating only marginal influence of the cryptic bleaching. For t B = 5 s the calculated D deviates from the expected value and the deviation clearly increases with increasing observation area. This agrees with our expectations since at larger observation areas and, therefore, longer average residence times, the cryptic bleaching is expected to play a larger role. Nevertheless, for the observation area of 0.35 μm 2 , used in the treatment of our live cell data, the difference between the calculated and expected D is within the margin of error. To test whether the deviation in the calculated D is indeed caused by the cryptic bleaching or whether it is an artefact of the trace correction, we compared polynomial corrections (order 8 for t B = 20 s and order 18 for t B = 5 s) with the exponential correction. If a polynomial of unnecessarily high order is used for the correction, the polynomial approximates the slowest among the intensity fluctuations caused by molecular diffusion. Those fluctuations are in this way smoothed out from the intensity trace, it "overcorrects" the data. This introduces a bias towards shorter residence times in the ACFs, an effect similar to the consequences of cryptic bleaching. On the other hand, if all the degrees of freedom of the polynomial are needed to approximate the undesirable trend in the intensity trace, the fluctuations caused by molecular diffusion are unaffected by the correction. Therefore, the general recommendation when using the polynomial correction is to use the polynomial of the lowest order which sufficiently corrects for the undesirable trends (the intensity trace after the correction is stationary). Exponential correction does not suffer from this problem because it can never correct for any intensity trend other than an exponential decay. The results of the comparison, shown in Fig. S7 , demonstrate that the deviations are indeed caused by cryptic bleaching and that the orders of the polynomials used for the bleach correction were not unnecessarily high.
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The influence of the order of the polynomial used for the correction
To investigate the influence of unnecessarily high orders of polynomials used in trace correction, we simulated an image stack of 100,000 frames without bleaching and with D = 0.2 μm . No trace correction is needed in this situation and performing trace correction on such data brings no improvement to the ACFs and can potentially introduce artefacts. Fig. S8 shows the results obtained by analysis of the first 20,000 frames of the stack using no correction, exponential correction or polynomial correction of orders 8 and 18, respectively. The average ACFs for each mode of correction are displayed in 
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The best fit to these ACFs highly overestimates the D and, as expected, the difference from the true value of D is increasing with increasing observation area. ACFs obtained with 8 th order polynomial correction do not display the obvious signs of "over-correction" and the fitted D is much closer to the true value with which it agrees within the margins of error. This demonstrates that the 8 th or 6 th order polynomial correction used for the treatment of the experimental data is not likely to introduce deviations larger than the experimental error even when applied on stationary intensity traces. Exponential correction does not introduce any "over-correction" artefacts and the values of D obtained in this way (as well as those obtained without any trace correction) agree very well with the true value.
The obtained values of D are in these cases independent of the observation area, as expected in the absence of cryptic bleaching. 
The influence of the number of frames on the polynomial trace correction
In the next step, we tested how the number of frames in the image stack influences the performance of polynomial trace correction. More frames means more points in the intensity trace and that means more constraints on the polynomial approximation of the trend. It can be, therefore, expected that with increasing length of the trace a polynomial of a given order has less freedom to approximate the intensity fluctuations caused by molecular diffusion and, thus, the prominence of "over-correction" artefacts is diminishing. This is indeed the case as demonstrated in Fig. S9 . It shows the results of analysis of the same stack as in Fig. S8 with the only difference that this time the whole stack of 100,000 frames was processed. It can be seen in the figure th order polynomial correction the dependence of "over-correction" artefacts on the number of frames in the stack; for 40,000 frames the fitted D agrees already within the margin of error with the correct value. Besides the artefacts caused by polynomial correction, there exist other reasons why D values obtained from short intensity traces (stacks with few frames) may be overestimated, independently of any trace correction. In a previous study, we have formulated criteria for the acquisition time and number of frames required for reliable measurement of D. The stack should contain at least 10,000 frames or the acquisition time should be at least 100 times longer than the expected average residence time of the fluorescent molecule in the observation area, whichever is more restrictive. At the same time the time per frame should be at least 10 times shorter than the expected residence time (2) . These criteria were satisfied in all our experimental data. Since the value of D determined by FCS is most likely to be overestimated in the case the actual D is very low, we simulated a stack with D = 0.07 μm 
Performance of polynomial trace correction on stacks containing continuous bleaching and fluorescence recovery
As mentioned in the main text, the influence of the trace correction is the most likely explanation for the small differences in the values of D obtained for the pre-bleach, recovery and post-recovery sub-stacks, respectively (Table 1 ). The effect of "under-correction" (correcting by a polynomial of lower than optimal order) and "over-correction" (correcting by a polynomial of higher than optimal order) can be demonstrated on simulated data. First, we took a simulated stack with D = 0.5 μm 2 s -1 and with a FRAP bleaching pulse but no continuous bleaching. Table S1 summarizes the values of D obtained from the 3 sub-stacks (pre-bleach, recovery and post-recovery, as defined in the main text and illustrated in Fig. 2 ) without correction (pre-bleach and post-recovery only) and with polynomial correction of various orders. Fig. S10 shows the N and D maps for the recovery sub-stack. The perimeter of the bleached area is apparent in Fig. S10 B, indicating an insufficient bleach correction ("under-correction"). The ACFs calculated from insufficiently corrected intensity traces contain contributions from the undesirable longterm intensity changes, which lead to underestimation of D. Table S2 . Slower diffusion means less steep gradients in the intensity trace of the recovery sub-stack; indeed, in this case a 6 th order polynomial provided sufficient correction. Table 1 we have chosen the order of the polynomial correction individually for each sub-stack in order to minimize the correction artefacts. Since we have shown in Fig. S8 B that even for a stationary trace and for an observation area of 0.35 μm 2 the fitted D agrees within the margin of error with the true value when using correction by polynomial of order as high as 8 (that means a polynomial 8 orders higher than optimal) and a stack of as few frames as 20,000, we conclude that the values of D obtained from the experimental data are not significantly overestimated for none of the 3 sub-stacks. Therefore, their good mutual agreement, demonstrated in Table 1, 
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Comparison of polynomial trace correction with related correction strategies
We have already mentioned exponential correction as being conceptually very similar to the polynomial correction used in this study and we have also shown its performance on some of our simulated data (Fig S7 and Fig. S8) . Exponential correction has a significant advantage of not being prone to creating "over-correction" artefacts. On the other hand, its applicability is limited only to the intensity traces that can be sufficiently well approximated by exponential functions. Some authors use sums of exponentials or extended exponential functions to provide more flexibility to the exponential correction (3). Nevertheless, neither of those extensions to exponential correction allows for approximation of truly arbitrary intensity trends.
XIV
Another, conceptually different, approach to trace correction is represented by the so called sliding window correction. It is based on calculating ACFs for segments of the intensity trace (time windows), which are short enough that the trend in the time trace is negligible within the window and does not lead to distortion of the ACF. The final ACF is then obtained as the average of the ACFs calculating for the individual time windows. The steeper the gradients in the intensity trace are, the shorter the sliding window must be in order to fulfil the condition of negligible intensity trend within the window. On the other hand, short sliding windows can cut off the contribution of slow molecular motion to the ACF, leading to overestimation of D. The choice of the optimal sliding window length, therefore, represents a problem analogous to the choice of the optimal polynomial order in polynomial trace correction. The same general guideline applies, which is to use the longest sliding window providing sufficient correction. Wachsmuth et al. proposed a criterion for selecting the optimal sliding window length (4).
Similarly to polynomial correction, sliding window correction can correct for any arbitrary trend in the intensity trace. However, in contrast to the polynomial correction, the limited length of the sliding window imposes an additional restriction on the longest lag time t for which the ACF can be calculated. This limitation and the lack of any apparent advantage compared to the polynomial correction were the reasons why we did not employ sliding window correction in this study, although it is implemented as an option in the program we used for FCS data processing.
