Imbalanced data sets in the class distribution is common to many real world applications. As many classifiers tend to degrade their performance over the minority class, several approaches have been proposed to deal with this problem. In this paper, we propose two new cluster-based oversampling methods, SOI-C and SOI-CJ. The proposed methods create clusters from the minority class instances and generate synthetic instances inside those clusters. In contrast with other oversampling methods, the proposed approaches avoid creating new instances in majority class regions. They are more robust to noisy examples (the number of new instances generated per cluster is proportional to the cluster's size). The clusters are automatically generated. Our new methods do not need tuning parameters, and they can deal both with numerical and nominal attributes. The two methods were tested with twenty artificial datasets and twenty three datasets from the UCI Machine Learning repository. For our experiments, we used six classifiers and results were evaluated with recall, precision, F-measure, and AUC measures, which are more suitable for class imbalanced datasets. We performed ANOVA and paired t-tests to show that the proposed methods are competitive and in many cases significantly better than the rest of the oversampling methods used during the comparison.
Introduction
In many real-world classification problems, there is a strong imbalance in the class distribution. This means that most of the instances belong to some classes and only a few of them belong to other classes. In such cases, users are usually more interested in the accuracy results from the minority classes. However, some classifiers perform poorly in them. Trying to improve the classification performance of the minority class is important. This is relevant to many real-world applications such as fraud detection, 10 medical diagnosis of rare diseases, 3 unreliable communications for clients, 9 images classification, 18 detection of intestinal contractions from endoscopy video, 22 author's identification, 19 and many more. Sampling techniques apply oversampling algorithms on the minority class and/or subsampling techniques on the majority class. In both cases, it is possible to apply random or "intelligent" sampling techniques. This paper focuses on intelligent oversampling techniques. The simplest oversampling method is known as random oversampling (ROS), which randomly duplicates instances of the minority class. However, this method might strengthen decision regions of the learner (making them smaller), and overfit the minority class.
In this paper we compare our methods based on Synthetic Oversampling of Instances (SOI) against ROS, SMOTE, and Borderline-Smote. We also show that our two proposed algorithms are significantly better than the others under different testing conditions. The rest of this paper is organized as follows: Section 2 describes representative research related to working with imbalanced data, including the algorithms that we use in the comparison with the proposed algorithms. Section 3 describes the proposed algorithms. Section 4 provides a description of the experiments performed to validate the proposed algorithms over different datasets, with different classification algorithms, and several performance measures used for imbalanced datasets. In Section 5 the main results of our experiments are presented. In Section 6 we present a discussion of the findings of our results. Finally, Section 7 describes the main conclusions and suggests future research directions.
Related Work
Working with a small number of instances of one class does not allow a learning algorithm to generalize for such a class, consequently causing overfitting of the model. A widely used solution to avoid this problem is based on sampling techniques. As it was mentioned in the introduction section, in this research we focus on oversampling techniques.
A popular method that avoids replicating instances (among the intelligent oversampling methods) is called SMOTE (Synthetic Minority Oversampling Technique). 6 The main idea of SMOTE is to create new minority (positive) class instances by interpolating pairs of close minority class instances (see Figure 1 left). The pairs of close instances used to create each synthetic example are taken by Synthetic Oversampling of Instances Using Clustering Fig. 1 . The synthetic generation of minority class instances is normally performed by interpolating between a pair of minority class instances (left). However, sometimes new instances can be created inside a majority class region (right) when the chosen pair is separated by majority class instances.
randomly selecting a minority class instance and one of its k Nearest Neighbors (k normally takes a value of five). This technique is described in detail in Ref. 6 . SMOTE, however, may have problems with (i) isolated instances as it may generate instances in the majority class region by interpolating between two distant minority instances (see Figure 1 right), (ii) when there is overlapping between classes, possibly due to noise, and (iii) the value of k needs to be determined for each domain, which may require a computationally expensive trial-and-error process.
Recently, Han, Wang, and Mao proposed a modification of SMOTE, called borderline-SMOTE, where new instances are created only at the border of the minority class decision region.
12 This method improves SMOTE by generating new instances only from the instances located at the borderline of the minority class. This method has two variants: Borderline-Smote1 (borderSM1), in which the instances are generated only with instances of the positive class, and Borderline-Smote2 (borderSM2), which interpolates between one positive and one negative class instance to generate a new one. Borderline-Smote, however, may have problems when there is a non-well defined border between instances of both classes, as it does not generate instances in such cases.
In Ref. 5, the authors introduced the Cluster-SMOTE algorithm. Their idea is that identifying even an approximation of the minority class regions would enhance the performance on global classification. Cluster-SMOTE simply creates clusters from the minority class examples with the k-means algorithm and then applies SMOTE to each cluster. In Cluster-SMOTE the parameter k, used as seed to find the clusters, is defined by the user. Results presented in Ref. 5 showed that, although there was not a clear winner, Cluster-SMOTE was preferred over SMOTE when evaluating with convex hull analysis over the ROC graph. If the selected k is smaller
than the actual number of clusters of the minority class, Cluster-SMOTE can still produce instances within majority class regions. The problem with Cluster-SMOTE is that the user has to know (or find) the right number of clusters (parameter k), and this is a really difficult task. 16 In fact, this problem is known as "the fundamental problem of cluster validity". 25 In our algorithms, the goal is to release the user from this task.
A recent method presented in Ref. 15 shows how, by adding noise to the new instances, the class imbalance problem can be reduced. They created an over and undersampling technique with noise to work with boosting algorithms. Their algorithm, called JOUS-Boost, combines over/undersampling with jittering. The way in which new examples are created (to avoid only replicating instances) consists on the addition of a small amount of random noise or jittering to the original values of the attributes of the instances. Uniform noise (−vσ j , vσ j ) is added according to the standard deviation of the attributes (denoted as σ), and a parameter (v) that is tuned to optimize performance. The value of v depends on the data set characteristics. This algorithm is designed to work with AdaBoost. It considers only numerical attributes, and the amount of jittering depends on the standard deviation of the attributes in the whole dataset. Our algorithms work with any classical classifier, with both numerical and nominal attributes. The amount of jittering, in the case of SOI-CJ, depends on the standard deviation of each attribute in the whole dataset and in each cluster, producing a more conservative strategy. Finally, they do not depend on any tuning parameter.
In this paper, we propose two new oversampling methods called SOI-C and SOI-CJ. In contrast with Cluster-SMOTE, our methods automatically generate clusters, so they do not depend on the definition of a k parameter. They also avoid the generation of instances in a majority class region. The number of new generated instances is proportional to the size of the clusters, so they are more robust to noise as very little oversampling will be produced around isolated (possibly noisy) examples. Finally, our algorithms deal with both numerical and nominal attributes.
It has recently been shown that ROS may achieve better performance than SMOTE and Borderline-Smote. 21 
Synthetic Oversampling of Instances
Our general approach, called SOI (Synthetic Oversampling of Instances), starts by generating clusters with the minority class instances. It then creates new instances within those clusters (see Figure 2 ). An advantage of the cluster-based strategy is that it can be used to identify possibly noisy examples in singleton clusters. The total number of instances added to each cluster is proportional to the cluster size. This strategy is less susceptible to noisy examples as it generates very few new instances from isolated (possibly noisy) examples. Our cluster-based strategy also avoids creating instances in a region of the majority class, as many Smotebased algorithms do, and it is able to create instances even when majority class instances are not close to the minority class instances, as opposed to BorderlineSmote, stressing the decision regions.
Creation of clusters
Clustering commonly refers to the classification of objects into groups (called clusters) where instances that belong to the same cluster are more similar to each other than instances from different clusters. In this approach, the term cluster refers to a group of instances belonging to the same class (the minority class). When we generate minority class clusters, each instance is considered as a seed to create a new cluster, while the rest of the instances are assigned to the cluster according to their distance to the seed (as we will describe through the algorithms). In this work, we use the Heterogeneous Value Difference Metric (HVDM) defined between two instances x and y as follows:
where m is the number of attributes and d a returns the difference between the values of attribute a, depending on its type (numerical or nominal) so that each attribute contributes to the total HVDM value according to:
where vdm is evaluated as: where n is the number of classes, p(c i |x a ) is the probability of a particular class value (c i ) given an attribute value (x a ), and Euclidean(x, y) is the Euclidean distance between values x and y. Using the vdm distance measure, two values are considered to be closer if they have high correlation with the output class.
For each cluster (initially represented by its seed), we add to it the set of minority class instances closest to it (with the restriction that there cannot be a majority class instance closer to the seed than any of the minority class instances of that set).
Once each cluster has been assigned its closest minority class instances, the algorithm merges clusters with common elements as follows. First, the common elements are deleted from the smallest cluster. Then, the farthest pair of instances between the two clusters is used to obtain the mean point between them (see Figure 3 left). This point corresponds to a new instance that takes as values the average of the two instances values for numerical attributes and both values in the case of nominal attributes (or one if it is the same for both instances). The algorithm then finds all the instances that are contained in a hypersphere with its center at the mean instance, with a radius of length equal to one of the points used to find the mean instance (see Figure 3 right). If most of the covered instances belong to the minority class, then the two clusters are merged. Otherwise, the clusters are not merged (see Figure 4) .
The idea is to create clusters whose predominant elements belong to the minority class. In the experiments reported in this paper, the clusters are merged if the number of minority class instances is larger than the number of other covered instances, until it is not longer possible to merge clusters (see Algorithm 1). However, other more conservative merging criteria could be used as well.
Once the clusters have been created, new instances are generated within each cluster. We have implemented two different strategies to generate instances. In both 
Algorithm 1 Creation of minority class clusters.
Input: E: all instances and E + : Minority class instances Output: Clusters: C f {Form clusters} for all e i ∈ E + do Create a new cluster C i = {e i } with instance e i as seed Create an ascending sorted list (SL) with all the other instances (E − {e i }) according to their distance with e i . end for while the closest instance e k is from the minority class (e k ∈ E + ) do remove the instance from SL and add it to the cluster C i = C i ∪ {e k } end while {Merge clusters} while there is an intersection between clusters do select two clusters with an intersection remove common elements from the smaller cluster find the mid point (m) between the most distant elements in both clusters obtain the distance (d) between m and the distant elements if most of the elements covered from m within distance d are from the minority class then merge clusters else discard merging and continue with another pair of clusters end if end while 1st Reading cases, a jittering process is used to create new instances for single element clusters, as explained below.
SOI-C
Our first method creates new instances following an approach similar to SMOTE, mainly by interpolating between minority class instances. Instead of considering only the k neighbors, our approach, called SOI-C (SOI by Clustering), interpolates between a randomly selected pair of minority class instances belonging to the same cluster. In this case, we do not have to tune the number of neighbors to consider (as SMOTE does). The number of neighbors to choose from depends on the number of elements of each cluster. This reduces the possibility of creating instances in the majority class area. Finally, we do not need to tune the number of clusters, as Cluster-SMOTE does, as they are automatically constructed (see Algorithm 2).
Algorithm 2 Synthetic generation of instances within clusters using interpolation. Input: C: all minority class clusters, E + : minority class instances, N : number of synthetic instances to generate for all c i ∈ C do
randomly select a pair of elements e j , e k ∈ c i with j = k new = interpolate(e j , e k ) {See Algorithm 3}
For numerical attributes, the interpolation is performed as it is done in SMOTE. Given a pair of numerical attributes from two instances, we calculate their difference. We then generate a random number between 0 and 1. After that, we create a new value by adding the obtained difference, multiplied by the random number, to the smaller value.
For nominal attributes, a new value is created according to the current distribution of values of attributes, considering only the attribute values of instances inside that cluster. This creates nominal values according to the current values in the cluster, reducing the possibility of creating instances more similar to those of other classes. This idea is better explained with an example: suppose that there are ten instances in a cluster, five of them have the value "blue", three have the value Synthetic Oversampling of Instances Using Clustering "red", and two have the value "yellow" for a given attribute. Then, the value of that attribute for the new synthetic instance will be selected as "blue" with a probability of 50%, as "red" with 30%, and "yellow" with 20%. This process is described in Algorithm 3.
Algorithm 3 Synthetic generation of one instance using interpolation. Input: e 1 , e 2 , two instances, where each instance is characterized by a set of attributes {a 1 , a 2 , . . . , a n }. Output: Synthetic instance (Synt)
for i = 1 to n (number of attributes) do if a i is numerical then diff = |a i,1 − a i,2 | {Difference between the values of the i-th. attribute in both instances} gap = random number between 0 and 1
Synt i = generate a new nominal value using the value distribution of a i in the current cluster end if end for
SOI-CJ
The second approach, called SOI-CJ (SOI by Clustering and Jittering), uses a jittering process to generate synthetic instances "around" instances inside the cluster. In the case of numerical attributes, it first evaluates the standard deviation of the minority class elements inside the cluster and then the standard deviation of all the elements belonging to the minority class. It selects the minimum standard deviation between them and creates a new value for that attribute as follows: new = current + random * std dev, where random is a random number between {−1, 1}. A more conservative jittering process is performed as we also consider the standard deviation of an attribute within a cluster. For the case of nominal attributes, we use the same approach that we used in SOI-C. We do not need to tune the amount of jittering, as it depends on the available data and on the data of each cluster (see Algorithm 4).
Our algorithms are simple, have no tuning parameters, are less sensitive to noisy examples, and generate instances within minority class clusters. In the following sections, we present the experimental setups and main results. Algorithm 4 Synthetic generation of instances within clusters using jittering. Input: C: all minority class clusters, E + : minority class instances, N : number of synthetic instances to generate for all c i ∈ C do P rop = N |E + | {percentage of new instances} N i = P rop × |c i | obtain standard deviation for all numerical attributes within cluster ( std ci ) and within
Algorithm 5 Synthetic generation of one instance using jittering.
Input: e 1 , instance characterized by a set of attributes {a 1 , a 2 , . . . , a n } and std a vector with the standard deviation of all the attributes Output: Synthetic instance (Synt) for i = 1 to n (number of attributes) do if a i is numerical then random = random value in {−1, 1} std dev i ∈ std standard deviation of attribute a i Synt i = current + random * std dev i else if a i is nominal then Synt i = generate a new nominal value using the value distribution of a i in the current cluster end if end for
Experiments
In our experimental setting, we worked with problems of two classes and generated as many synthetic instances as needed to balance the classes (for all the oversampling methods). In the case of datasets with more than two classes, we selected the minority class and merged the rest of the classes into a single majority class.
We tested our methods with forty three datasets. Twenty three were obtained from the UCI Machine Learning Repository 3 and twenty were artificially constructed. The datasets from UCI show different imbalance ratios, number of at-tributes, and have continuous and categorical attributes. The artificial datasets were generated to test the performance of the algorithms with a variety of controlled conditions.
For the artificial datasets, we considered different conditions as explained by Japkowicz et al. 13 We generated ten datasets with two continuous attributes (continuous); five datasets with two nominal attributes (nominal); and five datasets with one continuous and one nominal attribute (mixed). The ten continuous datasets were generated as follows: each instance belongs to a bi-dimensional domain in which each attribute is in the [0, 1] range, and each instance is associated with one of two classes. The input range for each dimension is divided in 2n regular intervals, where n is a complexity parameter that takes values from 1 to 5. With this configuration, there are 2(2n) areas in the bi-dimensional domain to create instances where adjacent areas have opposite output classes. The instances in the 2(2n) areas are randomly generated. We consider an imbalance ratio of 1:10 for five datasets and 1:20 for the other five datasets. In order to create the five nominal datasets, we considered two nominal attributes with four possible values each. The values for each attribute of an instance were randomly selected. We considered an imbalance ratio of 1:10 for the five nominal datasets. For the creation of the five combined datasets, we used the same technique used in the continuous datasets for the first attribute, and the same technique used in the nominal datasets for the second attribute. The characteristics of all datasets are shown in Table 1 .
Although accuracy is typically used to evaluate the performance of machine learning algorithms, this is not appropriate when the data classes are imbalanced. This is because accuracy averages the performance of all the classes, hiding the accuracy on the minority class. The evaluation metrics used for imbalanced domains are typically obtained from the confusion matrix. The results of our experiments were obtained using recall, precision, F-measure, and AUC (Area under the ROC curve) of the minority class. These measures have shown to give a better estimate of the result for the minority class classification.
We decided to use well-known and commonly-used learning algorithms to evaluate our oversampling methods that have also been tested on class imbalanced problems. The following algorithms from WEKA 24 were used in the tests: J48 (the Weka implementation of C4.5), Naive Bayes, IBK with k=3, PART, Multilayer perceptron, and AdaBoostM1 with J48.
We performed an ANOVA test to verify if the use of our oversampling technique produced a significant improvement in the performance of the algorithms. Additionally, we performed paired t-tests between our proposed algorithms and the rest of the oversampling algorithms with 95% of confidence.
We performed a ten-fold cross validation experiment ten times in which we created synthetic instances only for the training set, and averaged the results. This process is repeated for all the oversampling methods (ROS, SMOTE, borderSM1, borderSM2, SOI-C, and SOI-CJ) and all the performance metrics (Recall, Precision, F-measure, and AUC) over all the datasets. 
Results
We present the results of our experiments for the J48 algorithm in Tables 2 to 9 . It is important to mention that although in this paper we only show results for the J48 algorithm, similar tables were produced for all the datasets, for each classifier, and for each performance metric. All these tables are reported in Ref. 17 , in which we show one table for each combination of performance metric, kind of data, and classifier. In these tables, the first column corresponds to the dataset name. The second, to the percentage of oversampling performed over the minority class. The third column shows the original performance of the algorithm (without oversampling). The rest of the columns show the name of the oversampling technique used (ROS, SMOTE, borderSM1, borderSM2, SOI-C, and SOI-CJ) for each of the datasets of the corresponding row. A "**" in the first column means that the ANOVA test found that the results are in general, statistically significant and they are not a consequence of randomness introduced by the oversampling methods. In the rest of the columns, a "*" means a statistically significant difference with a confidence level of 95% with SOI-C and a "+" means a statistically significant difference with SOI-CJ. The best results are shown in bold face. As can be seen from these tables, all the tested algorithms win in some datasets and lose in others. Similar results are obtained when we used other classifiers. In order to present our results in a clearer way we also made a summary of the results obtained according to each performance metric. For the twenty artificial datasets with six classifiers, there are one hundred and twenty results for each performance metric to show the performance of the six oversampling methods (four in the state of the art, SOI-C, and SOI-CJ). In the case of the twenty three UCI datasets, there are one hundred and thirty eight results. In Tables 10 to 13 we only show a summary of those results in which the ANOVA or pair-t tests showed statistical significance. The results of these tables are presented in pairs N r /N c , where N r denotes the number of times that the oversampling method of that row is better than the oversampling method of that column, and N c denotes the times that the oversampling method of that column is better than the oversampling method of that row. For example, in Table 10 the number of times that SOI-C is significantly better/worse than the other algorithms in the artificial datasets is: 56/1 for ROS, meaning that SOI-C is significantly better (with 95% of confidence level) than ROS fifty six times and significantly worse only once, 63/7 for SMOTE, 75/3 for borderSM1, 70/4 for borderSM2 and 2/19 for SOI-CJ. This means that although the number of overall wins and ties for SOI-C is roughly equivalent to that of the other algorithms, when compared with each algorithm, its superiority is clearly shown as it has more results that are significantly better than the other algorithms.
Synthetic Oversampling of Instances Using Clustering
In case of SOI-CJ we have the following results: ROS 67/1, SMOTE 80/6, borderSM1 84/1, borderSM2 81/1, SOI-C 19/2. Similar results are reported for precision, F-measure and AUC for both types of datasets. It means that when our proposed methods loose, their difference in results are not statistically significant, while they are when they have better results.
Discussion
Although we have only presented complete tables for one classifier, in this case for J48 from Weka, similar results are obtained for the rest of the classifiers. As expected, some classifiers tend to have better performance than others but they are not consistently better in all measures or for all datasets. The complete tables for all the algorithms can be consulted in Ref. 17 .
As it can be seen from Tables 10 to 13, our cluster-based algorithms perform better than the other oversampling methods in most datasets and for most of the performance metrics, except for AUC for which they have very similar results. Our algorithms are not always better, but in general when they win, their difference Synthetic Oversampling of Instances Using Clustering with respect to the other algorithms is statistically significant, while when they lose, their difference is not significant. On average, half of the time our algorithms produce significantly better results than the rest of the oversampling methods. It is interesting to note that the proposed cluster-based method that generates new instances using a jittering process is a very clear winner over the rest of the algorithms, SOI-CJ even outperforms SOI-C. One possible explanation for this behavior could be that the merging process for clusters allows for the introduction of a large number of instances of the majority class. Consequently, the method that interpolates between elements in the clusters for oversampling (SOI-C) may still be generating instances in a majority class region, while the jittering approach generates instances between jittered instances. SOI-C, however, still outperforms ROS, SMOTE, and Borderline-SMOTE.
The proposed algorithms scale poorly with the number of attributes and size of the data since they have to evaluate the distances between all the data and all the minority class examples. In the performed tests, their running times, however, were equivalent to those of Borderline-SMOTE, although they were larger than ROS and SMOTE. Faster running times can be achieved, for instance, with better data structures to find similar examples faster (e.g., kd-trees) or with parallel computing architectures, such as CUDA. We leave the implementation of faster versions of our algorithms as future work.
Conclusions
Imbalanced datasets are common to many real-world applications. However, many classifiers tend to perform poorly on the minority class, which is often the class of interest. Several approaches have been previously proposed to improve the performance of algorithms in the minority class. These approaches, however, tend to perform similarly or worse than random oversampling, generate examples in majority class regions, and have problems with noisy examples. This paper presents two new cluster-based oversampling methods. The idea is to form clusters with the minority class instances and oversample within each cluster avoiding some of the problems of previous approaches. In the experiments performed, the results from the proposed algorithms are, on average, half of the time significantly better than the rest of the oversampling methods. There are several research directions that are worth exploring. In particular, we would like to distinguish with some confidence noisy instances from truly minority class instances. The identification of singleton clusters can be a first step in this direction. We would like to test similar ideas for undersampling algorithms based
