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RESTRICTED SUMS OF FOUR INTEGRAL SQUARES
RAINER SCHULZE-PILLOT
Abstract. We give a simple quaternionic proof of a recent result of Gold-
makher and Pollack on restricted sums of four integral squares.
In [1] the authors prove the following result:
Theorem 1 (Goldmakher, Pollack). Let n ≡ T mod 2 be integers. Then n has a
representation n =
∑3
ν=0 a
2
ν as a sum of four integer squares with
∑3
ν=0 aν = T if
and only if 4n− T 2 is a sum of three integral squares.
We give here a different proof using a very simple computation in the ring of integral
quaternions.
Proof. Let 1, i, j, k denote the usual basis of the Hamilton quaternions H, for α =
a0 + a1i + a2j + a3k ∈ H write Re(α) := a0, N(α) :=
∑3
ν=0 a
2
ν , ϕ(α) :=
∑3
ν=0 aν .
We put R = Z + Zi + Zj + Zk and define f : R → R by f(α) = α(1 − i − j − k).
We have Re(f(α)) = ϕ(α), N(f(α)) = 4N(α), and since N(α) ≡ ϕ(α) mod 2 for
α ∈ R, we have f(R) ⊆ X := {β ∈ R | N(β) ≡ 4Re(β) mod 8}.
Since (1−i−j−k)−1 = (1+i+j+k)/4 we see that f(R) = {β ∈ R | β(1+i+j+k)/4 ∈
R} = {β = b0 + b1i+ b2j + b3k ∈ R |
∑
ν 6=µ bν ≡ bµ mod 4 for 0 ≤ µ ≤ 3}.
For β′ = b′0+b
′
1i+b
′
2j+b
′
3k ∈ X one easily sees that the b
′
ν are all congruent modulo
2 and if they are even, the number of b′ν ≡ 2 mod 4 is 0, 2 or 4. In the latter case, the
congruence condition
∑
ν 6=µ b
′
ν ≡ b
′
µ mod 4 for 0 ≤ µ ≤ 3 is satisfied. If the b
′
ν are
all odd, it is satisfied if either one or three of them are congruent to −1 modulo 4.
In both cases we find, changing a sign if necessary, a β = b0+b1i+b2j+b3k ∈ f(R)
with b0 = b
′
0, bν ∈ {b
′
ν,−b
′
ν} for all ν.
Obviously, for α = a0 + a1i + a2j + a3k ∈ R with
∑3
ν=0 a
2
ν = n,
∑3
ν=0 aν = T and
f(α) =: b0 + b1i + b2j + b3k we have
∑3
ν=1 b
2
ν = 4n − T
2, which establishes the
“only if” part of the the assertion.
Conversely, let n ≡ T mod 2 be such that 4n− T 2 =
∑3
ν=1(b
′
ν)
2 is a sum of three
squares. For β′ = T+b′1i+b
′
2j+b
′
3k we have N(β) ≡ 4Re(β
′) mod 8, hence β′ ∈ X .
By what we have shown about elements of X there exists β = T + b1i+ b2j+ b3k ∈
f(R) with N(β) = N(β′) = 4n, and α = a0 + a1i + a2j + a3k ∈ R with β = f(α)
is as required.

Remark. Our proof shows more precisely that r4(n, T ) = |{a ∈ Z
4 |
∑
a2ν =
n,
∑
aν = T }| equals r3(4n − T
2) = |{b ∈ Z3 |
∑
b2ν = 4n − T
2}| if n and T are
even and
r3(4n−T
2)
2 if n and T are odd. This can also be proved with the help of
identities for Jacobi theta series.
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