Abstract-This technical report records the experiments of applying multiple machine learning algorithms for predicting eating and food purchasing behaviors of free-living individuals. Data was collected with accelerometer, global positioning system (GPS), and body-worn cameras called SenseCam over a one week period in 81 individuals from a variety of ages and demographic backgrounds. These data were turned into minute-level features from sensors as well as engineered features that included time (e.g., time since last eating) and environmental context (e.g., distance to nearest grocery store). Algorithms include Logistic Regression, RBF-SVM, Random Forest, and Gradient Boosting. Our results show that the Gradient Boosting model has the highest mean accuracy score (0.7289) for predicting eating events before 0 to 4 minutes. For predicting food purchasing events, the RBF-SVM model (0.7395) outperforms others. For both prediction models, temporal and spatial features were important contributors to predicting eating and food purchasing events.
I. INTRODUCTION
In this pilot study, we explore the application of multiple machine learning models on predicting eating and food purchasing events from body worn sensor data as well as contextual environment data. We utilize a proof of concept sample of 81 free-living individuals with significant sensor data. We detail the training data and feature generation for model input. We explore the ability of the models to predict an outcome "in the moment", as well as using a time offset to assess their utility in predicting eating/food purchasing events up to 4 minutes in advance. We present the results for two binary classification problems: 1) predict eating events, and 2) predict food purchasing events. Both problems received five tasks with the same features, and each task receiving a different time offset (0-4 minutes) of the data (e.g., task 1 time point of features matched time point of event, task 2 time point of features were 1 minute prior to the event, and so on). For each epoch. For each data point, three GPS features were extracted including distance from last point in meters, speed in km/h, and change in direction between points. Additionally, eight acceleration features were extracted including magnitude of the 3-axis of acceleration, vector magnitude, activity intensity (counts per minute of the accelerometer), and ambient light. PALMS also generates features from combined GPS and accelerometer inputs including if the participant was likely to be wearing or not wearing the devices, if they were outside/inside/in a vehicle, if they were stationary/walking/bicycling/driving, and the day of the week. Minutes with no GPS data, or with a location beyond the San Diego County boundaries were removed from analysis.
D. Engineered Features
Several features were engineered using sensor and contextual data about the environment pertinent to eating and food purchasing behaviors (Table I) . Home locations of the participants were identified by spatially clustering the sleep time data points (3:00-4:00am) over the study period with DBSCAN, which is then used to create the In Home feature with a 50-meter home radius. In order to captured the distance proximity to retail outlets, business locations were extracted from the 2016 Esri Business Analyst data. Distances to outlets of five NAICS categories (445 -Food and Beverage Store, 446 -Health and Personal Care Store, 447 -Gasoline Station, 7224 -Drinking Place, and 7225 -Full Service Restaurant) were used to represent the contextual retail food environments of the participants. Time features were developed to both account for time of day, as well as time since last activity of interest including bouts of physical activity, eating, and food purchasing.
III. MODEL DESCRIPTION

A. Dataset
Data from the 81 individuals contains a total of 596,771 data points, and each data point includes features from accelerometer, GPS, and engineered time sensitive and context features (Table I) at the minute level. We select 60 individuals as the training set (428,874 data points) and the rest as the test set (167,897 data points). The tasks of predicting eating and tasks of predicting food purchasing share the same dataset and features but have different positive or negative labels for each data point based on the corresponding behavior. A total One hot encoding form of 6 time ranges within the day (0:00-6:00, 6:00-10:00, 10:00-14:00, 14:00-17:00, 17:00-20:00, and 20:00-23:59).
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In Home Participant is in their home defined as being within 50 meters of inferred home location. 1
Time Since Activity Bout
Number of minutes from last sedentary, physical activity, or moderate to vigorous physical activity bout to current time (value of data under activity bout event is set to 0).
3
Time Since Eating Number of minutes from last eating event. 1
Time Since Purchasing
Number of minutes from last purchasing event. 1
Distance to Retail Outlet
Participant's distance in meters to the nearest retail outlet in five categories: grocery stores (e.g., grocery, meat/fish, dairy products, etc.), health and personal care stores (e.g., drug stores, medical equipment, miscellaneous retail stores, etc.), gasoline stations (with or without convenience stores), drinking places (e.g., bar, brewery, nightclub), and restaurants and other eating places.
Time Pattern
The distance from current time to middle point in corresponding time intervals (6am-9am, 11am-14pm, 17pm-20pm) For example, 8am falls into 6am-9am with the middle point of 7:30am, thus its value is 30.
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of 34 sensor and engineered features are used for the Logistic Regression model while other models (RBF-SVM, Random Forest, and Gradient Boosting) used 35 features. The one different feature is the numerical time feature (e.g. 14:30pm is coded as 14.5). Different from the other three models that handle non-linear features, Logistic Regression is a linear model thus the numerical time features were excluded and the time information is covered by our engineered 6 variables representing the time intervals.
B. Methodology
When training with 428,874 data points of 60 individuals, we performed 5-fold nested cross-validation for fine tuning hyper-parameters, where we randomly selected 15 out of 60 individuals as the validation set and the remaining 45 individuals as the training set in each fold. Because each individual gave different numbers of data points, five folds in cross validation have different sizes of training and validation sets. In addition, because the ratio of eating time or food purchasing time to the time of the rest of a day is very small, the dataset is highly imbalanced. To alleviate the imbalance problem, we sample the negative data pool to have the same amount of negative data as positive data. For tasks of predicting eating, five folds have 10,972, 10,524, 11,782, 11,174, and 9,950 training data respectively after sampling; for tasks of predicting food purchasing, five folds have 484, 378, 482, 488, and 428 training data after sampling; and five folds of both
IV. RESULTS
We use the ROC AUC score as our metric from scikitlearn to evaluate the performance of the models. For binary classification problems, ROC AUC score is the same as balanced accuracy, which is the average of recall of both classes. Because our dataset is imbalanced, balanced accuracy is preferred. We fine-tuned the hyper-parameters by using 5-fold cross-validation (Table VIII to Table XLVII ) on four models, and we evaluate performance of Logistic Regression (Table IV) , RBF-SVM (Table V) , Random Forest (Table VI) and Gradient Boosting (Table VII) on tasks of predicting eating and tasks of predicting food purchasing. Based on the ROC AUC scores (Figure 2 ), Gradient Boosting outperformed others for predicting eating with a mean accuracy of 0.7289 of 0-4 mins and the RBF-SVM model stood out in predicting food purchasing with a mean accuracy of 0.7395. For tasks of predicting eating, models are not sensitive to time offsets as the curves of models are flat across time offsets. For tasks of predicting food purchasing, RBF-SVM and Logistic Regression models are flat, and Random Forest and Gradient Boosting models fluctuate. Model performances by the order of ROC AUC scores (Table III) are as follows:
• Model performance for predicting eating events: Gradient Boosting > Random Forest > RBF-SVM > Logistic Regression • Model performance for predicting food purchasing events: RBF-SVM > Gradient Boosting > Random Forest > Logistic Regression
The top features of the Gradient Boosting model for predicting both events in the order of feature importance is reported in Figure 3 . Some top features that contributed to both event predictions included: 
