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Résumé :
Nous nous intéressons à la résolution d'un problème inverse assoié à l'équation d'Helmholtz,
onnu sous le nom de problème de Cauhy. Nous présentons une méthode itérative de régulari-
sation, dont l'eet de la régularisation est évanesent, pour résoudre e problème. Le prinipe,
les formulations ontinue et en dimension nie de la méthode sont exposés.
Abstrat :
A data ompletion method is proposed to solve the Cauhy problem assoiated with the
Helmholtz equation. This method is based on an iterative algorithm where the eet of regular-
ization is vanishing. The priniple and the ontinuous and disrete formulations of the method
are presented.
Mots lefs : régularisation, problème de Cauhy, équation d'Helmholtz.
1 Méthode inverse à régularisation évanesente
Nous onsidérons le domaine Ω (gure 1) de IR2 ou IR3 et supposons que sa frontière Γ se
déompose en deux parties Γd et Γi, où Γd ∪ Γi = Γ et Γd ∩ Γi = ∅. L'indie d est assoié aux
quantités (données) sur Γd. L'équation d'équilibre est donnée par :
(∆ + k2)u = 0 x ∈ Ω (1)
où∆ désigne l'opérateur de Laplae. Pour x ∈ Γ, nous notons n(x) la normale unitaire extérieure
et nous dénissons la dérivée normale u′ par :
u′ = n · ∇u =
∂u
∂n
Nous supposons que la fontion u et sa dérivée normale u′ sont simultanément données (onnues,
imposées ou mesurées) sur la partie de la frontière Γd, mais qu'auune ondition aux limites
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PSfrag replaements
u =?
u′ =?u = φd
u′ = ψd
Γd
Γi
Ω
(∆ + k2)u = 0
Figure 1  Problème de Cauhy assoié à l'équation de Helmholtz
n'est imposée, onnue ou mesurable sur sa partie omplémentaire Γi :
u(x) = φd x ∈ Γd
u′(x) = ψd x ∈ Γd
(2)
où φd et ψd sont des fontions onnues. L'équation d'équilibre (1) et les onditions aux limites
(2) amènent à la formulation du problème de Cauhy assoié à l'équation d'Helmholtz :


(∆ + k2)u = 0 x ∈ Ω
u = φd x ∈ Γd
u′ = ψd x ∈ Γd
(3)
Le problème (3) n'a pas de solution en général, sauf si les onditions aux limites (2) sont
ompatibles. Dans e as, la solution est unique mais ne dépend pas ontinûment des données. Le
problème (3) est don très sensible à de petites perturbations sur les onditions aux limites (2).
Malheureusement, lorsque les données φd et ψd sont issues d'expérimentation, il est fortement
probable, à ause des bruits de mesure, que les données ne soient pas ompatibles.
An de résoudre les problèmes de Cauhy, de nombreuses méthodes ont été introduites omme
par exemple les méthodes de régularisation de type Tikhonov (lassique ou itérative) [6℄ ou des
méthodes itératives [1, 5℄ qui onsistent à résoudre une suession de problèmes bien posés.
Ces méthodes herhent à résoudre un système de la forme :
A(u) = f (4)
où l'on exprime les inonnues u en fontion de grandeurs onnues f . La solution de (4) (si elle
existe) n'est pas néessairement unique ou stable vis à vis de faibles perturbations de la donnée
f .
Les méthodes de régularisation de type Tikhonov utilisent un opérateur régularisant an d'obtenir
une solution approhée stable vis à vis de faibles perturbations. Ces méthodes présentent le désa-
vantage de perturber l'opérateur du problème par l'ajout d'un terme régularisant dépendant
d'un paramètre de régularisation. Les quasi-solutions obtenues sont alors dépendantes de e
paramètre. De plus, es méthodes ainsi que les méthodes itératives utilisent les données f , ou
du moins une partie de elles-i, d'une manière exate, 'est à dire qu'elles expriment les inon-
nues u du problème en fontion de es données.
La méthode inverse, que nous avons déjà proposée pour les problèmes de Cauhy assoiés à
l'équation de Laplae [2, 3℄ ou à l'élastiité linéaire [4℄, est diérente par le fait que nous ne
herhons pas à exprimer diretement les inonnues u en fontion des données f . L'idée es-
sentielle est de distinguer les quantités ables des quantités non ables. Cette distintion est
réalisée en faisant l'hypothèse que l'équation d'équilibre (1) est vériée exatement et qu'elle
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représente bien le phénomène physique que l'on veut modéliser alors que les onditions aux
limites (2) auxquelles nous avons aès peuvent être entahées d'erreurs. Ces erreurs peuvent
provenir de l'expérimentation et orrespondre à un bruit de mesure. La méthode inverse pro-
posée, qui n'est pas spéique au problème de Helmholtz, repose don sur l'idée de reherher
parmi toutes les solutions de l'équilibre (dans e as l'opérateur n'est pas perturbé) elle qui
s'approhe au mieux des onditions aux limites aessibles à la mesure, 'est à dire de dénir
la solution du problème de Cauhy (3) en tant qu'élément proximal et permettre la relaxation,
ainsi que le débruitage, des données (2) (ou f ).
2 Méthode inverse à régularisation évanesente
2.1 Formulation ontinue
Soit H(Ω) l'espae des solutions de l'équation d'équilibre (1) :
H(Ω) =
{
v ∈ H1(Ω) ; (∆ + k2)v = 0 dans Ω
}
On note v′ la dérivée normale de v sur Γ. Les traes (v|Γ, v
′|Γ) des éléments v deH(Ω) engendrent
l'espae H(Γ) des paires ompatibles qui aratérisent les solutions d'équilibre par leurs valeurs
sur la frontière du domaine. Une formulation équivalente du problème (3) est :
{
Trouver U = (u, u′) ∈ H(Γ) tel que :
U = Φd sur Γd
(5)
où Φd =(φd , ψd). L'idée de reherher parmi toutes les solutions de l'équilibre elle qui s'ap-
prohe au mieux des onditions aux limites aessibles à la mesure amène à la formulation du
problème d'optimisation (6) :
∣∣∣∣∣∣∣
Trouver U ∈ H(Γ) tel que :
J(U) ≤ J(V) ∀V ∈ H(Γ) ave
J(V) =
∥∥V|Γd −Φd∥∥2Γd
(6)
'est à dire de dénir la solution du problème de Cauhy (3) en tant qu'élément proximal.
Comme le problème (3), les problèmes (5) et (6) sont mal-posés. En eet, il est toujours possible
de trouver une solution U ∈ H(Γ) dont la restrition à Γd est aussi prohe que l'on veut de la
donnée Φd entraînant ainsi une solution instable sur la partie omplémentaire de la frontière. Il
est don néessaire d'introduire un terme de ontrle (ou régularisation) dans la fontionnelle J
qui aura pour eet d'éviter ette instabilité. Le problème d'optimisation (6) est ainsi remplaé
par : ∣∣∣∣∣∣∣
Trouver U ∈ H(Γ) tel que :
Jc(U) ≤ Jc(V) ∀V ∈ H(Γ) ave
Jc(V) =
∥∥V|Γd −Φd∥∥2Γd + c ‖V −Φ‖2Γ
(7)
où c est un oeient réel stritement positif et Φ est un élément de H(Γ). Le terme de
ontrle c ‖V−Φ‖2
Γ
intervient sur toute la frontière Γ et pourrait être onsidéré omme un
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terme régularisant de type Tikhonov. Son introdution rend le problème (7) bien posé au sens
d'Hadamard et en partiulier sa solution dépend ontinûment de la donnée Φd mais aussi du
oeient c et du hoix de Φ.
Tout en gérant des problèmes bien posés, un moyen de s'aranhir de ette dépendane par
rapport à c et à Φ est de faire apparaître la solution du problème de Cauhy (3), ou enore la
solution du problème d'optimisation (6), omme la limite d'une suite. Comme dans [2, 3℄, une
stratégie itérative est introduite. Elle fait de la solution de (5) le point xe d'un opérateur de
H(Γ) dans H(Γ), où haque itéré est la solution d'un problème d'optimisation bien posé :
∣∣∣∣∣∣∣∣
Trouver U
k+1 ∈ H(Γ) tel que :
Jkc (U
k+1) ≤ Jkc (V) ∀V ∈ H(Γ) ave
Jkc (V) =
∥∥V|Γd −Φd∥∥2Γd + c∥∥V −Uk∥∥2Γ
(8)
Dans e proessus itératif, l'équation d'équilibre (1) est bien prise en ompte de manière exate
puisque, à haque itération, la reherhe de l'élément optimal est réalisée dans l'espae H(Γ).
La fontionnelle est omposée de deux termes qui jouent des rles diérents. Le premier terme,
que l'on appellera par la suite terme de relaxation, agit uniquement sur Γd et représente l'éart
entre l'élément optimal et les onditions aux limites surabondantes. Il permet don de relâher
(ou relaxer) es données qui peuvent être éventuellement bruitées. Le seond terme, que l'on
appellera par la suite terme de régularisation, agit sur toute la frontière Γ et non pas seulement
sur la frontière Γi où les onditions aux limites doivent être omplétées. Ce terme ontrle la
distane entre le nouvel élément optimal et l'élément optimal obtenu à l'itération préédente.
La norme du terme de régularisation diminue et tend vers zéro au fur et à mesure des itérations,
d'où le nom de régularisation évanesente. Don, à haque itération, l'élément optimal vérie
exatement l'équation d'équilibre (1) et s'aorde au mieux aux données surabondantes Φd
=(φd,ψd) tout en ne s'éloignant pas trop de l'élément optimal obtenu à l'itération préédente.
L'algorithme proposé permet don simultanément la omplétion de données sur la partie de la
frontière où auune donnée n'est disponible ainsi que le débruitage des onditions aux limites
surabondantes.
2.2 Formulation disrète de la méthode
Après disrétisation de la formulation ontinue (8), U
k = (Uk1 , ..., U
k
N , U
′k
1 , ..., U
′k
M ), le k
ieme
terme de la suite {Uk}k>0, est omposé des N valeurs disrètes de la fontion u sur toute la
frontière Γ ainsi que des M valeurs disrètes de la dérivée normale u′.
Soient c > 0,et U0, le terme Uk+1 de la suite est déni par :

Trouver U
k+1 ∈ HN (Γ) tel que :
Jkc (U
k+1) ≤ Jkc (V) ∀V ∈ HN (Γ) ave
Jkc (V) = ||V|Γd −U
d||2
Γd
+ c ||V −Uk||2
Γ
(9)
où U
d = (Ud1 , ..., U
d
p , U
′d
1 , ..., U
′d
p′ ) est le veteur à p+ p
′
omposantes orrespondant aux valeurs
disrètes des données surabondantes sur Γd et où HN(Γ) est l'espae qui aratérise de manière
disrète les solutions d'équilibre :
HN (Γ) = {U = (U,U
′) ∈ RN+N
′
; AU +BU ′ = 0} (10)
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dont les matries A et B dépendent de la disrétisation et de la méthode numérique (la méthode
des éléments de frontière ou la méthode des éléments nis,..) hoisies.
2.3 Mise en oeuvre numérique et exemples de reonstrution
Le détail de la mise en oeuvre numérique de la méthode, ainsi que des exemples de reonstru-
tion, à partir de données bruitées, seront présentées lors du ongrès.
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