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La hipótesis de mercados eficientes contempla vacíos al definir el 
comportamiento del mercado bursátil basado en factores racionales, sin 
considerar factores irracionales, como es el campo de las finanzas del 
comportamiento. El sentimiento de los inversores es emitido mediante opiniones, 
donde en esta investigación se utilizaron métodos computacionales para el 
procesamiento de tuits, midiéndose el sentimiento de las personas por medio de 
un léxico, sin embargo, pese a que se ajustó respecto a su eficiencia en el corpus 
textual, el idioma español generó perturbaciones en el sesgo de sus mediciones, 
debido a la escases de avances tecnológicos con respecto al idioma. En esta 
investigación se desarrolló un indicador de sentimiento para la predicción de la 
variación en el precio de las acciones del IPSA, basado en tres modelos de 
clasificación de aprendizaje automático supervisado, utilizando minería de textos 
por medio de datos proveniente de Twitter. Se elaboró un gráfico QQ plot, el cual 
determinó que tanto la variación en el precio de las acciones del IPSA, como el 
sentimiento de las personas, provienen de una distribución similar, Es decir, la 
muestra de la variación en el precio de las acciones vs la del sentimiento de las 
personas, como prueba empírica, tienen una concordancia en la frecuencia de 
las características de ambos conjuntos, demostrando que provienen de una 
distribución similar. 
Lo anterior se respaldó por medio de la implementación de los algoritmos de 
aprendizaje automático supervisado Suport Vector Machine (SVM), Redes 
Neuronales Artificiales (RNA) y Random Forest (RF), para clasificación, teniendo 
como dos variables independientes, además del sentimiento, la autoregresión 
respecto a la variación en el precio de las acciones del IPSA. El desarrollo de los 
modelos se basó en dos casos, donde el caso 1 considera el sentimiento y el 
caso 2 no considera lo considera. SVM no otorgó resultados concluyentes, sin 
embargo, RNA y RF confirieron resultados promisorios involucrando el 
sentimiento de las personas, aumentando su precisión y mejorando el modelo.  
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Pese a no obtener resultados determinantes, no solo por el idioma, sino también 
por una cultura que no se concentra mayormente en los movimientos del mercado 
bursátil, se observó que la influencia del sentimiento de las personas no se 
considera inocua ante la variación del precio de las acciones del IPSA, 
respaldando el campo de las finanzas del comportamiento, aprobando la 
hipótesis, es decir, existe una correlación entre el sentimiento de las personas y 
la variación en el precio de las acciones. Sin embargo, esto indica se pueden 
obtener resultados determinantes en base a los avances tecnológicos, ampliando 






The efficient markets hypothesis contemplates gaps when defining the behavior 
of the stock market based on rational factors, without considering irrational 
factors, such as the field of behavioral finance. The sentiment of the investors is 
expressed through opinions, where in this research computational methods were 
used for the processing of tweets, measuring the feeling of the people through a 
lexicon, however, although it was adjusted with respect to its efficiency in the 
textual corpus, the Spanish language caused disturbances in the bias of its 
measurements, due to the scarcity of technological advances with respect to the 
language. In this research, a sentiment indicator was developed for the prediction 
of the variation in the price of IPSA shares, based on three models of supervised 
machine learning classification, using text mining by means of data from Twitter. 
A QQ plot was drawn up, which determined that both the variation in the price of 
IPSA shares and the sentiment of the people come from a normal distribution, 
that is, there is a correlative behavior between both sets of data. This was 
supported through the implementation of the Suport Vector Machine (SVM), 
Artificial Neural Networks (RNA) and Random Forest (RF) algorithms, having as 
two independent variables, in addition to feeling, the autoregression with respect 
to the variation in the IPSA share price. The development of the models was 
based on two cases, where case 1 considers the feeling and case 2 does not 
consider what is considered. SVM did not give conclusive results, however, RNA 
and RF conferred promising results involving people's feelings, increasing their 
accuracy and improving the model. 
In spite of not obtaining determinant results, not only by the language, but also by 
a culture that is not concentrated mainly in the movements of the stock market, it 
was observed that the influence of the feeling of the people is not considered 
innocuous before the variation of the price of the actions of the IPSA, supporting 
the field of behavioral finances, approving the hypothesis. However, this indicates 
that decisive results can be obtained based on technological advances, 
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1.1 ANTECEDENTES GENERALES 
 
El mercado de valores se presenta como una entidad que aglomera un conjunto 
de operaciones de instrumentos transferibles. Las acciones son instrumentos 
financieros (activos) emitidos por corporaciones (Sociedades anónimas y 
sociedades en comandita), las cuales “representan el título de propiedad sobre 
una fracción del patrimonio de la empresa” (Bolsa de Comercio, 2018), por lo 
tanto, una vez comprada la acción, se le otorga una parte de la corporación (título 
de acción), de acuerdo a la emisión realizada, adjudicándose como propietario 
de ésta. 
El mercado de las acciones se comporta de acuerdo con la oferta y la demanda. 
Los inversionistas toman decisiones basadas en estudios técnicos y 
fundamentales (BBVA, 2018), sin embargo, al menos hasta hace un tiempo atrás, 
tener referencias o consideraciones cualitativas, que no precisasen de una 
aproximación más exacta, generaban obstáculos en la resolución de los análisis 
por su complejidad y arbitrariedad, lo que dificultaba la solvencia de las 
decisiones. La bolsa de comercio de Santiago consta de una variedad de 
categorías acerca de las corporaciones y su participación en el mercado bursátil, 
entre los cuales se encuentra el índice de Precio Selectivo de Acciones (IPSA).  
El IPSA es considerado el mejor indicador de resultados de Chile, el cual 
constantemente es observado por inversores para precisar en la certeza de los 
flujos y movimientos de la bolsa de comercio; considerado como el índice más 
representativo del comportamiento actual y real de mercado. Para efectos de lo 
anterior, esta investigación se concentra en el descubrimiento de información 
determinante para la realización de un indicador predictivo, sugiriendo la 
correlación entre la rentabilidad del retorno del precio de las acciones y la 
percepción de los inversores, aplicado al IPSA. Es decir, el historial de las 
cotizaciones de diversas compañías que cuyos mercados bursátiles conforman, 
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contribuye con información relevante para el futuro respecto a la finanzas del 
comportamiento, ya que las percepciones de los inversionistas y personas que 
se expresen acerca del mercado tienen predominancia ante emociones 
colectivas.  
En detalle, esta investigación contempla estudiar, analizar y desarrollar un 
indicador de análisis de sentimiento mediante herramientas de minería de textos, 
evaluando la correlación entre la percepción de las personas y sus opiniones 
expresadas en Twitter, con la variación del precio de las acciones que se 
comprenden en el IPSA, respondiendo a la preguntas ¿Cómo es el 
comportamiento financiero del IPSA respecto a la incertidumbre de las personas? 
El énfasis se concentró en los factores irracionales que inciden ante las 
decisiones de los inversionistas, donde la incertidumbre, traducido en el 
sentimiento del inversionista se comprenden ante la polarización que se genera 
con respecto a la variación en el precio de las acciones que se transan en la 
Bolsa de valores de Santiago con frecuencias intradía por la disponibilidad de 
información, mediante la extracción y descubrimiento de información en 
conjuntos de datos no estructurados, identificando patrones de comportamiento 
de quienes emiten y publican sus percepciones y/o información en Twitter 
(García, 2014). Para ello, se aplicó la métrica estadística Q-Q (cuantil – cuantil), 
para el diagnóstico de diferencias entre la sensación de las personas basado en 
el análisis de sentimientos de cada tuit, comparándola con la variación del precio 
de las acciones, con el objetivo sostener que ambos conjuntos de datos 
provienen de una distribución normal. 
Como complemento, se compararon tres herramientas tecnológicas de Machine 
Learning denominados algoritmos de aprendizaje automático, los cuales 
funcionan bajo la lógica de aprendizaje supervisado y cumplen la labor de 
clasificación, ya sea lineal o no lineal, de un conjunto de datos de entrenamiento 
y testeo estructurado, donde se realizó una comparación fundado en los distintos 
procesos de aprendizaje que se conforman. Los algoritmos que se utilizaron son 
Support Vector Machines, Random Forest y Redes Neuronales artificiales. El 
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principal objetivo es mejorar la predicción, independiente de la precisión de ésta, 
sosteniendo el aumento del poder predictivo en el indicador de sentimiento. 
El proceso se sostuvo por la elaboración de una base de datos recolectando 
información proveniente de publicaciones en Twitter, mediante códigos 
programáticos concernientes a R. Para la agilización de los métodos y 
procedimientos, una vez los datos de textos son recolectados, se realizó la 
limpieza, orden y organización de los datos de textos para su análisis y su 
preprocesamiento correspondiente, convirtiéndolos en datos estructurados. Por 
medio de un análisis de sentimiento, se observó y discriminó indicadores 
positivos, negativos y neutros, otorgándole una etiqueta, por medio de una 
puntuación, representando el sentimiento de cada tuit. Para finalizar, en base a 
los análisis anteriores, se reflejan los patrones de conducta del comportamiento 
de la percepción de las personas, confiriendo atisbos de influencia entre los 
participantes del mercado bursátil, y así proceder a la interpretación, evaluación 
y conclusión de los datos. (Mao, Counts y Bollen, 2015)  
La construcción de un indicador de sentimiento es sustancial para el estudio e 
investigación de los requisitos que se necesitan para abordar la incertidumbre en 
la compra, venta o inversión de una acción. Las finanzas del comportamiento, el 
factor irracional entre las variables a considerar, la búsqueda de 
comportamientos cíclicos, sumado al descubrimiento de estándares y tendencias 
aportan a una percepción más exacta de las variaciones en los precios de las 








1.2 DEFINICIÓN Y JUSTIFICACIÓN DEL PROBLEMA 
 
El uso de la información resulta ser preponderante para la realización de distintos 
tipos de análisis que conlleven a la resolución de decisiones, respecto a la 
información bursátil de los mercados financieros. La hipótesis de mercados 
eficientes comprende que la publicación del precio de los activos refleja toda la 
información necesaria para el completo uso de la facultad racional del 
inversionista, sosteniendo la nula correlación con la sensación de incertidumbre 
como factor irracional de los inversionistas (Fama, 1970). Por lo anterior, los 
inversionistas basan sus conclusiones en análisis técnicos y fundamentales para 
comprender y visualizar las posibles fluctuaciones del mercado bursátil, y saber 
cuándo y cómo invertir. El análisis técnico se comprende de tasas de 
comportamiento, porcentajes, índices, tendencias y patrones, a partir de las 
representaciones de gráficos estadísticos y numéricos, mientras que el análisis 
fundamental se define como el estudio de la compañía, estados financieros, 
pérdidas o ganancias, estudio general del entorno, historial de cotización y 
valorización referente al precio en las acciones.  
Sin embargo, el factor racional no ha podido explicar diversos sucesos 
excepcionales, aludiendo a aspectos psicológicos; según Benjamin Gragam “El 
peor enemigo del inversionista es probablemente él mismo”, involucrando 
factores irracionales a las conductas de los inversionistas ante la publicación del 
precio de las acciones. Lo anterior se conoce como “finanzas del 
comportamiento”, el cual propone la contraposición a la hipótesis de mercados 
eficientes, donde se propone que el estado de ánimo, la sensación de 
incertidumbre, el exceso de confianza, resentimiento y diversos factores 
irracionales que no contempla la hipótesis de mercados eficientes, merman el 
rendimiento en la publicación del precio de las acciones, estudiando sesgos 
emocionales y cognitivos, con el objetivo de explicar anomalías ante lo esperado 
en el comportamiento del mercado. Por lo anterior, es que descartar el factor 
irracional solo repercute en no considerar la mayor cantidad de variables antes 
de tomar una decisión.  
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Ante la impactante velocidad de los avances tecnológicos, el uso responsable de 
la información y conocimiento se manifiesta como un factor clave para el estudio 
de las finanzas del comportamiento. La información concerniente al sentimiento 
de las personas se expresa en datos textuales, los que no son observables 
directamente, perdiendo la posibilidad de procesas información posiblemente útil 
al no ser visible. Una alternativa para considerar el factor irracional del inversor 
es mediante técnicas de Procesamiento de Lenguaje Natural. La emisión de la 
sensación (mediante una opinión) de forma pública acerca del comportamiento 
financiero en tiempo real, justifica el uso de técnicas de inteligencia artificial para 
hallar información que previamente no es observable. Lo anterior se conoce 
como Minería de Textos (Text Mining en inglés).  
El estudio de canales de información disponibles en el pasado de las compañías 
que cotizan en la bolsa de comercio de Santiago, implica la representación de 
patrones de comportamiento en los inversores, de acuerdo con la variación en el 
precio de las acciones. Text Mining se define como el descubrimiento de la 
información y conocimiento, en datos no estructurados, aprovechando la 
información relevante que antes no era posible visualizarla, permitiendo observar 
los patrones de comportamiento que afectan el rendimiento de los activos. Dicho 
proceso sugiere el descubrimiento de correlación que posiblemente existe entre 
el sentimiento de las personas y la variación en el precio de las acciones. Por lo 
anterior, ante la envergadura y exuberancia del tamaño de los datos, resultó 
necesario el uso de herramientas del campo de Machine Learning (aprendizaje 
automático) para el complemento y desarrollo de un indicador de sentimiento, 
con el fin de determinar la relevancia del procesamiento del lenguaje natural, y 
como consecuencia, el sentimiento del inversor ante el rendimiento de los 
activos. 
Se realizó una extracción de conocimiento que se efectuó mediante fuentes de 
información como publicaciones de redes sociales, propiamente tal Twitter, 
descubriendo información relevante que eventualmente puede no ser 
considerada útil al no ser visible, concerniente al IPSA. El campo de la inteligencia 
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artificial para proyectos de investigación, el procesamiento de lenguaje natural y 
el descubrimiento de información se mantiene en alza; los datos no 
estructurados, al ser desarrollados por un preprocesamiento para su limpieza y 
un análisis de sentimiento, visualiza y propone cuantitativamente las sensaciones 
con respecto a sucesos del pasado, reflejando comportamientos y tendencias en 
base a la incertidumbre, emociones y riesgos sistematicos a futuro que genera la 
publicación del precio de las acciones de la bolsa de comercio de Santiago. En 
este sentido, esta investigación propone el estudio, análisis y desarrollo de un 
indicador de sentimiento para la predicción de la variación en el precio de las 
acciones del IPSA, utilizando minería de textos en Twitter. 
1.3 DISCUSIÓN BIBLIOGRÁFICA 
 
La previsión resulta estar involucrada ante la necesidad de disminuir la 
incertidumbre. Al igual como solo funcionaría la meritocracia cuando hay igualdad 
y equidad de condiciones, dentro de las hipótesis de mercados eficientes, 
Aragónes (1994) postuló que “los títulos de cada instrumento financiero, al tener 
libre acceso a la información, no condiciona la información de cada inversor”, es 
decir, los precios de las acciones que se publican y transan en los mercados 
financieros eficientes reflejan toda la información disponible y actualizan la nueva 
información, puesto que el riesgo asumido depende estrictamente de las 
estrategias consideradas ante la igualdad de condiciones que plantea el 
mercado. (José R. Aragonés, 1994). A partir de la hipótesis de mercados 
eficientes (Fama, 1970) es necesario interpretar de manera asertiva para evitar 
confusiones entre conceptos fundamentales, ya que plantea que si los mercados 
son eficientes, la información debiese conferirse completamente a partir de la 
información proveniente de la asignación del precio de los activos, sin embargo, 
que un mercado deslumbre todo tipo de información, no quiere decir que el 
mercado tiene una capacidad perfecta en desmedro de la predicción, como 
tampoco que no exista un posible descubrimiento de nueva información, 
aludiendo a conceptos como irracionalidad, aleatoriedad, emoción y factores que 
no resultan medibles a simple vista, ajustándose al concepto falacia ad-hominem. 
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La teoría tradicional acerca de mercados eficientes comprende vacíos al 
conformarse de connotaciones racionales; en la práctica al no considerar 
variables explicativas cualitativas que logren explicar anomalías del mercado, 
rechaza la noción de un mercado eficiente por ser racional (Raissi y Missaoui , 
2015). Las emociones del inversor se conforman de la psicología conductual y la 
incertidumbre. La teoría psicológica de la decisión ha tenido distintos enfoques, 
aunque su relevancia se basa en la correlación de actitudes irracionales ante 
sucesos asociados entre el poder de decisión y el rendimiento del retorno de las 
acciones; la presunción al mínimo esfuerzo en el proceso lento del pensamiento 
y la intuición en el pensamiento rápido, generan un error sistemático en cada 
decisión (Kahneman, 2003). Las preferencias y la sobrevaloración se suman al 
listado de factores irracionales ante los límites del arbitraje y su rechazo a un 
mercado eficiente por los vacíos que genera, condicionando aspectos racionales 
como la oferta y la demanda, lo que fomenta el estudio de las finanzas del 
comportamiento (Ritter, 2003). El pensamiento intuitivo, la ley del mínimo 
esfuerzo, la sobrevaloración de información disponible, percepción del pasado y 
la noción de conocimiento que se tiene en relación con su frecuencia, 
desencadenan un sesgo irracional que diverge de un mercado racional. 
(Kahneman, 2011) 
Las finanzas conductuales sugieren que, durante el proceso de decisión de un 
inversor, la estabilidad emocional y el sesgo cognitivo influyen de forma 
preponderantemente en el rendimiento del precio de los activos; incluye aspectos 
teóricos y prácticos. Contraargumentando la hipótesis de mercados eficientes, 
las finanzas de comportamiento o conductuales se basan en el enfoque del factor 
irracional de la que se comprende el ser humano, propiamente del inversor, 
donde los factores psicológicos como ansiedad, exceso de confianza o rencores, 
así como también necesidades, preferencias, cultura, conducta colectiva, 
expectativas y emociones provocan errores sistemáticos en cada decisión 
(Statman, June 2014). La incertidumbre es un factor clave en función del riesgo 
que implica tomar una decisión, donde las emociones asociadas al margen de 
error de una determinación, sugiere una definición al sentimiento del inversor 
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(Brad y Terrance, 2013). Entre otras investigaciones, se determinó 
empíricamente la condicionalidad que genera la sensación de exceso de 
confianza de los inversores de la bolsa de comercio de Túnez, explicándose en 
la excesiva volatilidad. (Naoui y Khaled, 2010). En otros estudios se plantea la 
eficiencia de mercado basado la exuberancia irracional, la cual es la base 
psicológica de una burbuja especulativa (Shiller R. , 2015), puesto que una vez 
revelada la información se estimula a los inversores conforme a un impulso 
colectivo, justificándose en mercados alcistas, generando burbujas especulativas 
de manera periódica, por lo que se requiere tomar en cuenta otro tipo de factores 
para determinar la génesis de la burbuja, pudiendo inferir que la psicología 
cognitiva, aumenta el sesgo de la decisión ante la variación en los precios de las 
acciones (Kahneman & Tversky, Prospect Theory: An Analysis of Decision under 
Risk, 1979); (Shiller R. J., 2006). Esto supone un disentimiento entre aleatoriedad 
e irracionalidad, puesto que el poder de las decisiones conlleva un sesgo de 
irracionalidad, y donde el rasgo aleatorio se relaciona con la revelación de 
información desconocida, lo que se demuestra en la dinámica bursátil, ya que 
funciona bajo la premisa de una competencia, para así justificar, en la medida de 
lo posible, el progreso y la evolución de las técnicas a tratar sobre el mercado 
para su análisis, es decir, confundir la irracionalidad con la aleatoriedad repercute 
en un error que está directamente relacionado con decisiones y factores de índole 
racional; la aleatoriedad es determinante en relación a la nueva información 
otorgada, puesto que sigue siendo información nueva, por lo tanto el concepción 
de aleatoriedad es permanente. (Xavier Brun, 2008) 
Las complejidades de las hipótesis y conclusiones acerca del mercado eficiente, 
promueven la investigación acerca de variables significativas que representen 
procesos de análisis de mayor exactitud, lo que en la actualidad, se traduce en 
predicciones a base de herramientas tecnológicas, como algoritmos de 
aprendizaje automático, bajo el supuesto del descubrimiento de información en 
datos no visibles (Piatetsky-Shapiro, 1990), por la exuberante cantidad de datos 
que provienen del flujo constante de las oscilaciones de la bolsa de comercio. El 
uso de tecnologías algorítmicas, además de otros factores, se apoya en 
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investigaciones que reflejan patrones de conducta lineal y no lineales en el 
mercado con procesos fluctuantes (Bosarge, 1993) y (Widrow y Rumelhart y Lehr, 
1994), los cuales reflejan la relevancia de técnicas de aprendizaje automático a 
base de algoritmos, involucrando la eficiencia del uso de técnicas de minería de 
datos. En el caso de minería de textos, resulta aún más minuciosa la extracción 
de información al cuantificar sensaciones y percepciones públicas en redes 
sociales. 
El análisis de sentimiento contempla como base el procesamiento de lenguaje 
natural, identificando según factores morfológicos y sintácticos palabras u 
oraciones gramaticales, utilizando corpus para la creación de diccionarios. Entre 
los factores que influyen se encuentra el reconocimiento de abreviaciones, 
emoticones, intensificadores y negaciones, donde este último comprende la 
facultad de invertir completamente o no el sentimiento de un tuit, como fue el caso 
de Agarwal (2011), realizando analisis de sentimiento a datos provenientes de 
Twitter, el cual utilizó un diccionario léxico de mas de 8000 palabras etiquetadas, 
complementandolo con un diccionario de abreviaciones, emoticones y 
negaciones. Su edición se llevo a cabo comparando entre léxicos y palabras o 
caracteres que pudiesen representar una fluctuación en el sentimientio que se 
encontraban en los tuits (Agarwal, 2011). El uso de Twitter también tiene aportes 
políticos, sugiriendo el descubrimiento de patrones de comportamiento para la 
predicción de resultados en elecciones políticas, como fue para el caso de las 
elecciones de Alemania en 2009, donde el mayor conflicto es el idioma; el 
resultado fue una influencia preponderante de los tuits positivos por sobre los 
negativos al tener mayor frecuencia (Tumasjan, 2010). 
Lo anterior se ajusta a la hipótesis Pollyanna, la cual sugiere, en términos 
generales, que las palabras positivas trascienden universalmente por sobre las 
negativas (Boucher y Osgood, 1969), influyendo de manera colectiva en el 
sentimiento del inversor, comprendiendo estadísticamente la influencia de 
sensaciones positivas o negativas respecto a sus frecuencias. Diversos índices 
han sido estudiados para efectos de investigación, utilizando distintos patrones 
para la categoría de cada mensaje expresado y su clasificación. Oh y Sheng 
20 
 
(2011) aportaron con estudios de minería de datos para el análisis de sentimiento 
en microblogs, ajustándose a principios de optimismo ante la volatilidad del precio 
de las acciones. Entre otros ejemplos de estudio Mao, Counts y Bollen 2015, 
investigaron los efectos que generan la sensación de los inversores, y sus 
respectivas manifestaciones en Twitter y búsquedas predilectas en Google, 
teniendo como referencia conceptos como “alcista y “bajista” (de acuerdo con la 
variación en el precio de las acciones en el mercado bursátil europeo 
internacional), demostrando que el uso de clasificadores y léxicos de aprendizaje 
automático dan lugar a resultados promisorios: “La proporción promedio entre el 
número de tweets alcistas y el número total de tweets alcistas y bajistas es del 
69.4%” (Mao, Counts y Bollen, 2015). La distribución de las etiquetas “alcista” y 
“bajista” de los índices, y el comportamiento de los inversionistas sobre el 
mercado reflejan directa relación entre ambos factores ante la percepción del 
mercado (Oh & Sheng, 2011). Por lo anterior, se infiere la concordancia con el 
efecto de la hipótesis de Pollyanna, sumado a la inclinación en dirección al 
optimismo con respecto a la percepción del inversor, y con Shiller (2015) por las 
tendencias de mercado a base de la exuberancia irracional.  
La precisión de estos modelos a base de datos no estructurados sugiere 
contribuir con ampliar el espectro de sensaciones en la implementación de 
léxicos. En un estudio donde se investigó si las medidas de estados de ánimo 
basado en opiniones de Twitter están correlacionadas con el valor del Promedio 
Industrial Dow Jones, dio como resultado una precisión de 87,6% (Bollen, Mao y 
Zeng, 2011). 
Es decir, la extracción de información para el análisis de sentimiento ya ha sido 
demostrada con resultados equivalentes a los esperados de acuerdo con 
estudios previos, ya que las sensaciones colectivas representan, más el nivel 
predictivo resultante, que son congruentes de acuerdo con la tendencia positiva 






1.4 CONTRIBUCIÓN DEL TRABAJO 
 
La necesidad de realizar esta investigación se relaciona directamente con las 
posibilidades de extraer la mayor cantidad de información y conocimiento posible, 
distinguiendo así la influencia de factores irracionales de los inversores, ante los 
patrones de comportamientos del mercado y su rendimiento en la variación del 
precio de las acciones. En la llamada cuarta era industrial, la tecnología ha 
orientado al ser humano hacia los puntos fundamentales para el desarrollo, 
comprendiendo la utilidad de la información.  
Esta investigación propone el estudio del fundamento irracional detrás de la 
decisión de inversor, cuantificando su sentimiento con el objetivo de evidenciar 
la correlación entre la irracionalidad del inversor respecto a la incertidumbre 
respecto al riesgo que implica la toma de decisiones, con el rendimiento del precio 
de las acciones reflejando la relevancia del campo “finanza del comportamiento”. 
Por medio de minería de textos, resultó posible descubrir información no visible, 
otorgando un valor agregado a la obtención de conocimiento acerca de la 
percepción de las personas a propósito de los acontecimientos del mercado; 
diversos algoritmos de aprendizaje automático resuelven vacíos en las 
referencias de las cuales se basan los inversionistas, como referencias 
cualitativas que no cumplen con una connotación imparcial, lo que complica la 
resolución de los análisis, generando así la oportunidad de realizar un énfasis 
exhaustivo a la extracción de conocimiento como herramienta para fines 
predictivos. Mientras mayor garantía y menor incertidumbre, las posibilidades de 











1.5.1 Objetivo General 
 
• Estudiar, analizar y desarrollar un indicador de sentimiento para la 
predicción de la variación en el precio de las acciones del IPSA. 
 
 
1.5.2 Objetivos Específicos 
 
• Extraer y recopilar información relevante proveniente de Twitter, para el 
estudio respecto a la variación en el precio de las acciones del IPSA. 
• Realizar preprocesamiento de los datos no estructurados para dar efecto 
a una base de datos estructurada.  
• Implementar y ajustar léxico para el análisis de sentimiento. 
• Desarrollar y comparar los modelos de aprendizaje automático respecto al 













1.6  PREGUNTAS 
 
𝐏: ¿El sentimiento de las personas influye en la variación en el precio de las 
acciones del IPSA? 
1.7 HIPÓTESIS 
 
𝐇: Existe una correlación entre la sensación de las personas y la variación en el 



















1.8 ORGANIZACIÓN Y PRESENTACIÓN DEL PROYECTO 
 
En el capítulo 2, se describen el índice de precios de acciones locales bursátiles 
a trabajar (IPSA). Además, se detallan referencias acerca de estudios previos, y 
a su vez el marco teórico acerca minería de textos y de los algoritmos a utilizar, 
con el fin de evidenciar la información disponible. 
En el capítulo 3, se explica la manera en que se recolectaron los datos de textos, 
detallando, como primera etapa, el preprocesamiento de los datos, su limpieza y 
fortalecimiento del Corpus. Una vez construida la base de datos estructurada, se 
realiza el proceso de análisis de sentimiento para finalizar en el detalle de las 
variables que se utilizaron para posteriormente entrenar y testear los análisis 
predictivos. 
En el capítulo 4, se detalla los resultados de la estadística descriptiva del Corpus 
construido. Además, se presentan los resultados obtenidos por la totalidad de los 
procedimientos anteriores, de testeo, precisión y sus respectivos análisis. 
En el capítulo 5, se procederá a la conclusión de la investigación, y a su vez, 














2. MARCO TEÓRICO 
 
2.1 INDICE BURSÁTIL 
 
Los índices son un promedio de las cotizaciones de una cartera de acciones 
representativas de un mercado. Su cálculo se realiza de acuerdo un promedio 
ponderado por la capitalización de mercado. 
Entregan una idea general del comportamiento del mercado, y constituyen la 
principal referencia para comparar el rendimiento de distintos instrumentos 
financieros (Benchmark). Reflejan la evolución de un mercado en periodos de 
tiempo determinados (t), en función del comportamiento de las cotizaciones de 
los títulos más representativos. Es decir, busca representar, a partir de un 
conjunto de acciones, las características y los movimientos de valor de los activos 
que lo componen. (Bolsa de Comercio, 2018) 
 
2.1.1 Índice de Precios Selectivo de Acciones (IPSA) 
 
Existen distintas categorías en el mercado bursátil donde se sitúan corporaciones 
que transan en el extranjero, como también otras que transan en el mercado 
nacional, de acuerdo con ciertos criterios y requisitos, para una competencia 
proporcional a las características de cada compañía. (Bolsa de Comercio de 
Santiago, 2018) 
Índice de Precios Selectivo de Acciones (IPSA), creado en 1977. Mide las 
variaciones de precios de las 40 acciones más líquidas. Es catalogado como uno 
de los indicadores más confiables en el mercado chileno. Las sociedades que lo 
componen tienen un free-float mayor o igual a 5%. La selección de sociedades 
se efectúa trimestralmente en los meses de marzo, junio, septiembre y diciembre 
de cada año. (Bolsa de Comercio de Santiago, 2018) 
Dentro del universo de acciones elegibles para pertenecer al índice IPSA se 
excluyen todas aquellas acciones que no son elegibles como instrumentos de 
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inversión de los Fondos de Pensión. Capitalización bursátil mayor o igual a USD 
200.000.000 (para efectos de conversión de monedas, se considera el valor del 
Dólar Observado al día de revisión de la cartera). De existir sociedades con más 
de una serie de acciones, se considerarán cada una de las series de forma 
independiente, siendo la con mayor liquidez la seleccionada para pertenecer al 
índice.  (Bolsa de Comercio de Santiago, 2018) 
“El valor del índice representa el valor de mercado de toda la cartera en un 
determinado instante comparado con su valor inicial.” (Bolsa de Comercio de 
Santiago, 2018). Entre las funciones que desempeña el IPSA está el reflejar el 
comportamiento de las empresas con respecto a la economía global y los factores 
de mercado. Además, representar, como entidad, los riesgos asociados a la 
incertidumbre e información de mercado con respecto a un mercado eficiente.  
Para efectos de cálculo, “los índices accionarios de la BCS son índices 
aritméticos ponderados, donde las ponderaciones son los pesos de las 
capitalizaciones bursátiles de cada sociedad perteneciente al índice.” (Bolsa de 
Comercio de Santiago, 2018), es decir, una vez se determina la fecha a realizar 
dicho cálculo, se pondera (determinando un coeficiente) cada una de las 
acciones dentro del mercado chileno, sumando el total de capitalización bursátil 
y compararlo con su valor inicial con el fin de componer la canasta bursátil. La 
ponderación representa la importancia de cada acción en la cartera bursátil, 
además, confiere mayor importancia a aquellas corporaciones que fluctúan y 
participan mayormente, adjudicando mayor relevancia. 
Según La bolsa de comercio de Santiago, el valor diario del índice es calculado 
a partir de la división del valor de mercado de su cartera (capitalización bursátil 
de todas las componentes del índice) por un factor llamado divisor. El divisor es 
un número arbitrario (ponderado) elegido en el punto de inicio del índice para fijar 
su valor. Definido lo anterior, para el cálculo de todos los índices accionarios BCS 
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𝐶𝑎𝑝𝐵𝑢𝑟𝑠𝑖









 ( 2) 
                                                                                                  
𝐷𝑖𝑣𝑖𝑠𝑜𝑟𝑥 : Ponderador utilizado para ajustar al índice x cada vez que ingresen o 
egresen sociedades componentes, según la siguiente fórmula de cálculo: 
𝐷𝑖𝑣𝑖𝑠𝑜𝑟𝑥 =
∑ 𝑃𝑟𝑒𝑐𝑖𝑜𝐶𝑖𝑒𝑟𝑟𝑒𝑖





 ( 3) 
Donde fecha base corresponde a la fecha del último cambio de cartera del índice. 
De esta forma se seguiría calculando el valor del índice en los días y años 
sucesivos para establecer la evolución del índice correspondiente. 
Detalle:  
Í𝑛𝑑𝑖𝑐𝑒𝑥
𝑡  : Valor para el índice x para la fecha t, constituido por un portfolio de n 
sociedades. 
𝑃𝑟𝑒𝑐𝑖𝑜𝐶𝑖𝑒𝑟𝑟𝑒𝑖
𝑡 : Precio de cierre de la sociedad i en la fecha t. 
𝐹𝑎𝑐𝑡𝑜𝑟𝑆𝑜𝑐𝑖𝑒𝑑𝑎𝑑𝑖
𝑡 : Número de acciones de libre disponibilidad (en decenas de 
millones) de la sociedad i en la fecha t, según la siguiente fórmula: 
𝐹𝑎𝑐𝑡𝑜𝑟𝑆𝑜𝑐𝑖𝑒𝑑𝑎𝑑𝑖
𝑡 =
𝑁𝑢𝑚𝑒𝑟𝑜 𝑡𝑜𝑡𝑎𝑙 𝑑𝑒 𝐴. 𝐶.𝑖
𝑡
108
 𝑥 𝐹𝑟𝑒𝑒 𝐹𝑙𝑜𝑎𝑡𝑖(%) ( 4) 
(Bolsa de Comercio de Santiago, 2018), (Bolsa de Comercio, 2018). 
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2.2 METODOLOGÍAS DE MINERÍA DE TEXTOS 
 
Además de ser parte de las etapas del proceso para el uso de técnicas basadas 
en aprendizaje automático supervisado, para el correcto entendimiento de 
minería de textos, resulta necesario la comprensión de minería de datos. 
2.2.1 Minería de datos 
 
Minería de datos se relaciona con conceptos como manipulación de datos, 
descubrimiento, análisis de datos, visualización de comportamiento, entre otros, 
por lo que aún no hay una definición estricta y absoluta, sin embargo, existen 
aproximaciones para englobar y clarificar su uso: “La minería de datos puede 
definirse inicialmente como un proceso de descubrimiento de nuevas y 
significativas relaciones, patrones y tendencias al examinar grandes cantidades 
de datos”. (Lopez y Santín, 2008).  
El uso de minería de datos se justifica por la aglomeración de exuberantes bases 
de datos, donde supone un comportamiento en un set de datos, asumiendo que 
la correcta lectura del corpus y su correlación con distintas variables, definan un 
patrón de comportamiento por medio de algoritmos de aprendizaje automático 
para su adecuada clasificación, agrupación y regresión; mientras más 
información, la base para las ideas y toma de decisiones tiene mayor solidez. 
(Fayyad, Piatetsky-Shapiro y Smyth, 1996) 
El descubrimiento del conocimiento y su comprensión no se efectúa por la falta 
de herramientas para avistar posibles detalles en datos no estructurados, puesto 
que si no está disponible visualmente, su obtención y extracción de información 
resulta complejo para abordar una problemática. Para la obtención de algún tipo 
de información intrínseco en datos estructurados y transformarlo en conocimiento 
(Piatetsky-Shapiro, 1990), es necesario el proceso de una de las etapas para la 
aplicación de minería de datos: “Knowledge Discovery in Databases” (KDD). KDD 
se define como “el proceso de extracción de información de la data, información 
que está presente implícitamente en la data, previamente desconocida y 
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potencialmente útil para el usuario” (Velasquez y Palade, 2008). El 
descubrimiento de conocimiento en bases de datos potencialmente útiles, abre 
campos de investigación para la resolución de distintos problemas: “El problema 
básico abordado por el proceso KDD es el mapeo de datos de bajo nivel en otras 
formas que podrían ser más compactas, más abstractas o más útiles.” (Fayyad, 
Piatetsky-Shapiro y Smyth, 1996). Campos como la inteligencia artificial y 
aprendizaje automático se han ido desarrollando, en conjunto con el proceso 
KDD. Es decir, Minería de datos es la aplicación de distintas técnicas y algoritmos 
específicos para el análisis estadístico de los datos, revelando información de 
carácter conductual, con el objetivo de definir y reflejar patrones de 
comportamiento, “utilizando tecnologías de reconocimiento de patrones, redes 
neuronales, lógica difusa, algoritmos genéticos, y otras técnicas avanzadas” 
(Lopez y Santín, 2008), para tener menor margen de error (a base de la 
información útil obtenida) al momento de tomar una decisión (Fayyad, Piatetsky-
Shapiro y Smyth, 1996). Como se mencionó anteriormente, minería de datos 
forma parte del proceso KDD, el cual cuenta con la preparación de datos 
(selección, limpieza, reducción y transformación), revisión de los datos, selección 
y aplicación de minería de datos (Técnicas estadísticas y algoritmo), 
interpretación y evaluación de los modelos. (Lopez y Santín, 2008) 
2.2.2 Minería de Textos 
 
Minería de textos no tiene una definición estricta y absoluta, ya que es un campo 
que aún está en desarrollo y cada vez evoluciona más; algunos autores de 
estudios previos la definen como “descubrir información y conocimiento que 
previamente se desconocía, y que no aparecía en ninguno de los documentos 
analizados” (Hearst, Junio 1999). Según Dan Sullivan, la minería de textos se 
define como “el descubrimiento de información y conocimiento que anteriormente 
no se conocía, a partir de corpus textuales.” (Sullivan, 2001). Es decir, a 
diferencia de la minería de datos, que en términos generales se aplica a base de 
datos estructurados, minería de textos es el proceso de descubrimiento de 
conocimiento en bases de datos de textos, o por sus siglas en inglés  Knowledge 
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Discovery in Textual Databases (KDT) (Dagan y Feldman, 1995), pero bases de 
texto no estructurados, donde la información no es posible visualizarla, ya que su 
información está implícita en los datos, que a su vez, deben ser extraídos de 
exuberantes volúmenes de textos. Lo anterior con el fin de determinar patrones 
de comportamiento entre los datos, y así revelar información desconocida. 
Minería de textos consta de dos etapas: Preprocesamiento de los datos y 
descubrimiento (Tan, Abril 1999): 
Preprocesamiento: 
• Recopilación de información de datos no estructurados. 
• Convertir esta información recibida en datos estructurados (Corpus 
textuales). 
Descubrimiento: 
• c) Identificar el patrón a partir de datos estructurados 
• d) Analice el patrón 
• e) Extraiga la información valiosa y almacene en la base de datos 
 (Dang y Ahmad, November 2014) 
 
Su uso se justifica porque se tornó muy complicado de realizar análisis y 
descubrimiento de información en volúmenes tan grandes de textos. Además, 
aproximadamente el 80% de los datos, a nivel universal, están en texto no 
estructurado, donde a simple vista es imposible rescatar información, que 
eventualmente, podría ser sustancial ante potenciales tomas de decisiones. 
(Valiikannu y Meyyappan, Marzo, 2013) 
Una de las etapas mas complicadas es el procesamiento del lenguaje natural 
(PLN). PLN se define como la ciencia que comprende el uso de métodos 
computacionales aplicando inteligencia artificial para el procesamiento de 
lenguaje natural, permitiendo la optimización de exuberantes datos de textos. El 
procesamiento del lenguaje natural presenta diversas dificultades para que el 
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campo de la computación pueda entenderlo, ya que se caracteriza por la 
presencia y uso de homónimos, sarcasmo, metáforas y ambigüedades en 
relación a la interpretación de oraciones sintáctica (Gelbukh y Bolshakov, 1999). 
El descubrimiento de información se realiza por medio del análisis de sentimiento. 
Minería de opinión, análisis de sentimiento y/o análisis de subjetividad, así como 
extracción de opiniones, son algunas de las formas reconocidas en referencia al 
análisis automático de un texto evaluativo, culminando en la verificación de los 
datos predictivos, objeto de la minería de textos, definiendo al análisis de 
sentimiento como el estudio computacional de opiniones, sentimientos y 
emociones expresadas en textos. (Pang y Lee, 2008) 
2.2.3 Aprendizaje Supervisado 
 
Cuando se habla de aprendizaje automático, refiriéndose a la inferencia e 
inductividad del aprendizaje, existen dos tipos de aprendizaje: aprendizaje 
supervisado y no supervisado. Para efectos de esta investigación, se utilizara el 
concepto de aprendizaje supervisado, lo que refiere al descubrimiento de 
información basado en patrones de comportamiento. Estos comportamientos 
iterativos resultan eficientes para el algoritmo que debe aprender y descubrir una 
relación existente entre una variable de entrada (vector x) y una de salida (función 
y). Además, el uso de técnicas de minería de datos, se justifica bajo los objetivos 
de regresión, agrupación y/o clasificación de los datos. El resultado va a 
depender de la muestra y de cómo se lleve a cabo el proceso, por lo mismo lleva 
el nombre de “supervisado”, puesto que para que se elabore el entrenamiento del 
algoritmo y así se genere un aprendizaje, es necesaria la influencia y 
participación de quien realiza el estudio (Bishop, 2006). Los algoritmos que se 
compararon en esta investigación aplicando aprendizaje supervisado son 





2.3 APLICACIÓN DE HERRAMIENTAS TECNOLÓGICAS  
 
2.3.1 Support Vector Machine 
 
Máquinas de Soporte Vectorial o Support Vector Machine (SVM) son 
herramientas para la clasificación de clases provenientes de conjuntos de datos 
de entrenamiento. Al ser un clasificador binario lineal (𝑋 ∈  𝑅2) o no lineales (𝑋 ∈
 𝑅𝑀), busca generar un separador lineal o un hiperplano óptimo para la 
clasificación de ambas clases, cuyo margen, el cual se refiere a la distancia entre 
hiperplano y datos con mayor grado de cercanía de acuerdo con el muestro, se 
pretende maximizar su distancia mediante vectores de soporte. Los datos de la 
muestra más cercana para efectos del margen óptimo son denominados vectores 
de soporte.  
Lo que se busca separar se representa dado un conjunto de datos S: 
𝑆 = {(𝑥1, 𝑦1), (𝑥2, 𝑦2), … , (𝑥𝑛, 𝑦𝑛)} 
 
( 5) 
• 𝑥1  ∈  𝑅
𝑀 
• 𝑦 ∈  {+1, −1} 
La frontera de separación del conjunto de datos 𝑋 ∈  𝑅𝑀  define como etiquetado 
de fronteras. 
𝑦 ∈  {
1, 𝑥𝑖 > 0





La determinación del hiperplano óptimo se da por la búsqueda del par 〈𝑤, 𝑥〉, el 
cual se expresa en la siguiente ecuación (vector): 




• Donde 𝑤 y 𝑏 son coeficientes reales 
• Si 𝑦𝑖 = +1 =>  〈𝑤, 𝑥𝑖〉 + 𝑏 ≥ 1 →  Vector de soporte - Frontera para la 
separación de clases 
• Si 𝑦𝑖 = −1 => 〈𝑤, 𝑥𝑖〉 + 𝑏 ≤ −1 → Vector de soporte - Frontera para la 
separación de clases 
• 〈𝑤, 𝑥〉 + 𝑏 = 0 →  Vector director – Vector para la separación lineal o 
hiperplano. 
 
Para calcular la distancia del margen SVM se basa en la siguiente formula: 
2𝑇 =







   
• 𝑤 = Vector de peso 
• Al minimizar 𝑤 se maximiza el margen, donde lo ideal es 
encontrar el margen óptimo 
( 8) 
La necesidad de que en la búsqueda del hiperplano se requiera el máximo 
margen, guarda relación con la elección del ajuste de hiperparametros, donde 
este requerimiento se justifica por la minimización del riesgo estructural. (Hastie, 
Tibshirani y Friedman , 2008) 
En el caso de tener conjuntos de datos complejos donde la distribución 
condicione la clasificación de las clases de datos, imposibilitando la clasificación 
de las clases de manera lineal, la función Kernel permite hacer una separación 
cuando los datos no son separables linealmente, es decir, al presentarse una 
clasificación no-lineal de las clases, Kernel transforma los datos a un espacio de 
mayor dimensionalidad. La transformación se expresa de la siguiente forma:  
𝑥𝑖 →  Φ(𝑥𝑖) ( 9) 
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Donde Kernel se expresaría de manera general. 
𝐾(𝑥𝑖 , 𝑥𝑗) = 〈Φ(𝑥𝑖), Φ(𝑥𝑗)〉 
• 𝑥𝑖 , 𝑥𝑗  = vectores en el espacio de entrada 
( 10) 
Kernel presenta funciones de tipo: 
Polinomial 
𝐾(𝑥𝑖 , 𝑥𝑗) = (〈𝑥𝑖 , 𝑥𝑗〉 + 𝑐)
2 ( 11) 
• 𝑐 ≥ 0= parámetro libre que intercambia la influencia de los términos 
de orden superior versus de orden inferior. 




𝐾(𝑥𝑖 , 𝑥𝑗) = tanh(𝑐1〈𝑥𝑖 , 𝑥𝑗〉 + 𝑐2) 
• Función impar  
• Donde 𝑐1 𝑦 𝑐2 son constantes 
 
( 12) 
Base Radial (Gaussiano)  
𝐾(𝑥𝑖 , 𝑥𝑗) = exp (−
‖𝑥𝑖 − 𝑥𝑗‖
2𝜎2
) ( 13) 
Donde la cercanía a 0 como resultado define la categorización de los datos, 
mapeando un espacio infinito-dimensional para construir un límite de decisión. 
• 𝑥𝑖 representa valores de entrada 
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• 𝑥𝑗  representa la referencia como pivote de la muestra, puesto que el 
algoritmo funciona bajo la lógica de la búsqueda del óptimo. 
•  Aquel punto de referencia se limita al valor de 𝜎. Por lo tanto 𝜎 controla 
la influencia de los vectores de soporte en la clasificación. 
En esta investigación se utilizará la función lineal o general para la clasificación 
de clases en conjuntos de datos no lineal. 
(Schölkopf, Smola y Müller, 1997) 
2.3.2 Random Forest  
 
Los árboles de decisión (Decision Trees) son algoritmos de clasificación 
supervisada que se utiliza para la aplicación estadística en datos ante variables 
cuantitativas (continuas) y cualitativas (discretas), donde para la primera se 
efectúan árboles de regresión, mientras que para variables dependientes 
cualitativas se habla de árbol de clasificación. Dentro de un árbol de decisión se 
cuenta con una “regla” y “nodos”, donde a cada regla corresponde un nodo y 
dichos nodos (hoja) se asocian a una clase; lo que es definido como regla se 
refiere en dos clases de categorías basadas en la búsqueda de una variable 
independiente con respecto a la variable de estudio en cuestión.  
En definitiva, los datos se dividen en dos o más conjuntos homogéneos. Una vez 
identificadas las variables significativas, las cuales generan condiciones (nodos 
de raíz), el algoritmo las selecciona (Variables independientes), y de acuerdo con 
el desarrollo entre las distintas relaciones generadas por la búsqueda objetivo 
(nodos de prueba), se elige la que tiene la mayor cantidad de votos (Majority 
Vote), exhibiendo el resultado predictivo acorde al objetivo previo (Nodos de 
decisión). 
Existen distintos tipos de modelos y algoritmos para desarrollar de manera más 
o menos eficiente un árbol de decisión. El árbol de decisión se basa en la entropía 
de Shannon (Lessa, 2014). De acuerdo con la información que otorga cada 
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atributo (ganancia), existen distintos algoritmos que seleccionan el mejor 
calificado. 
Mediante una heurística de entropía, representando la información faltante, se 
define la siguiente formula: 




• S es un conjunto de objetos 
• 𝑝𝑖 = Probabilidad de posibles valores. 
• 𝑖 = Posibles respuestas de objetos. 
( 14) 
• Si 𝐸𝑛𝑡𝑟𝑜𝑝í𝑎(𝑆) = 1, igual cantidad de ejemplos positivos y negativos. 
• Si 𝐸𝑛𝑡𝑟𝑜𝑝í𝑎(𝑆) = 0, todos los miembros de S pertenecen a la misma 
clase. 
Es necesaria la elección de la medición de las validaciones (test) que más 
reduzca la entropía otorgando más información acerca de las clases. Lo anterior 
se conoce como “Ganancia de información”: 




𝑣 ∈ 𝑉𝑎𝑙𝑜𝑟𝑒𝑠 (𝐴)
𝐸(𝑆𝑣) ( 15) 
• (A) = Atributo. 
• 𝑣 = Valores. 
• 𝑆𝑣 = Subconjunto de 𝑆  para el cual el atributo A tiene valor 𝑣. 
(Mitchell, March, 1997) 
En esta investigación la metodología a usar involucra el uso de árbol de 
clasificación, ya que la variable dependiente resulta ser cualitativa ante el 
etiquetado entre cada sensación acerca de la bolsa de comercio. El caso ideal 
sería la minimización del sesgo de entrenamiento en desmedro de la clasificación 
de las clases (Rokach y Maimon, 2014). El Algoritmo se detiene cuando alcanza 
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la profundidad máxima que se requiere y cuando los nodos alcanzas su plenitud 
en términos de pureza. 
Independiente de las diversas maneras de abordar y desarrollar la aplicación de 
un árbol de clasificación, el realizar un único árbol de decisión, resulta poco 
atractivo en relación con el desempeño, puesto que, al basarse en errores 
secuenciales de elección de variables debido al sesgo como pivote ante la 
clasificación, otorga una exploración de las variables del conjunto de datos muy 
acotada. 
Según Tin Kam Ho (1998), “La esencia del método es construir varios árboles en 
subespacios aleatorios del espacio de variables, árboles en distintos sub espacio 
generalizan su clasificación de manera complementaria.” (Ho, 1998). Es decir, 
realizar un bosque de árboles para su clasificación y de manera independiente 
resulta potencialmente más preciso por la exuberante cantidad de árboles 
resultantes, por lo tanto, no existe condicionalidad entre el sesgo de clasificación 
de los datos. Por lo anterior, es que en esta investigación se aplicará el algoritmo 
Random Forest. 
Random Forest es un algoritmo para clasificación y regresión que tienen una 
eficiencia proporcional a cantidades de datos de altas dimensiones (poca 
cantidad de datos y muchas variables). Breiman (2001) propuso esta 
metodología de agrupación a base de estudios previos de técnicas de Machine 
Learning: Decision Trees (Arboles de decisión), Bagging (Bootstrap aggregating) 
y Random Subspace. (Ho, 1998); (Breiman, Bagging Predictors, 1994) 
Breiman define este algoritmo como “una combinación de predictores de árbol de 
modo que cada árbol depende de los valores de un vector aleatorio muestreado 
independientemente y con la misma distribución para todos los árboles en el 
bosque.” (Breiman, Random Forest, 2001). Es una técnica de agregación 
utilizando un método de división recursivo, donde se calculan subconjuntos de 
árboles de regresión de manera aleatoria eligiendo subconjuntos de X frente a la 
variable dependiente, es decir, introducir aleatoriedad en las etapas de 
construcción del árbol, tal que se generan una mayor cantidad de árboles 
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candidatos a predecir y/o clasificar para la variable “y”. Lo anterior se entiende en 
base a las siguientes formulaciones y metodologías: 
Se asume las siguientes muestras: 
𝐷 = {(𝑥1, 𝑦1), (𝑥2, 𝑦2), … , (𝑥𝑛, 𝑦𝑛)} 
 
( 16) 
𝐷𝑜𝑛𝑑𝑒:          𝑥𝑖  → 𝑑 − 𝑑𝑖𝑚𝑒𝑛𝑠𝑖𝑜𝑛𝑎𝑙 
𝑦 →  {0,1} 
Este algoritmo contribuye a la solidez y eficacia de las predicciones por el nivel 
de clasificación, agrupando distintos arboles de decisión y confiriendo el más 
precisión; el margen de error, examinando al mejor candidato con respecto a su 
contribución a la conexión entre sus variables, mejora el uso predictivo de 
algoritmos de un árbol de decisión. (Breiman, Random Forest, 2001)  
Boostrap Aggregating (Bagging) es una de las técnicas que es utilizan como 
estrategia para la aplicación del Random Forest: “Predictores de embolsado es 
un método para generar múltiples versiones de un predictor y usarlas para 
obtener un predictor agregado. La agregación promedia las versiones cuando se 
predice un resultado numérico y hace una pluralidad de votos al predecir una 
clase.” (Breiman, Bagging Predictors, 1994). Es decir, el proceso se lleva acabo 
con distintos tipos de clasificadores.  
La aplicación del Random Forest se detalla de la siguiente manera: 
• Para 𝑖 = 1, … , 𝐵; donde 𝐵 corresponde a la cantidad de arboles 
• Se escoge vía Bootstrapping una submuestra 𝐷𝑖 ∈ 𝐷.  
• Construcción de un árbol 𝑇𝑖 a partir de 𝐷𝑖   tal que en cada nodo de 𝑇𝑖, se 
escoja aleatoriamente un número “𝑚” de variables (𝑥𝑖
15) para “a” partes 
(Random Subspace). 
• Proceso iterativo a realizar un número “𝐵” veces tal que se genere “𝐵” 
árbol de decisión. 
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• 𝑚 = Numero de características  
• 𝑥 ∈ 𝑅𝑑 
En caso de clasificar nuevas observaciones, para su entendimiento, se denomina 
𝑥∗, por lo que para clasificar y seleccionar el mejor predictor se utiliza el criterio 
“Majority Vote” sobre el conjunto “B” arboles. (Breiman, Random Forest, 2001) 
2.3.2 Red Neuronal  
 
La formulación de las redes neuronales artificiales se basó en la lógica de 
funcionamiento del cerebro de animales y humanos, principalmente en su 
interconectividad y proceso de almacenamiento y aprendizaje. Smith define una 
red neuronal como “una forma de sistema informático multiprocesador, con 
elementos de procesamiento simples, un alto grado de interconexión, mensajes 
escalares simples e interacción adaptativa entre elementos.” (Smith, 1996) 
Según Sarle (1994) una red neurona artificial se define como “Las redes 
neuronales son una amplia clase de regresión no lineal flexible y modelos 
discriminantes, modelos de reducción de datos y sistemas dinámicos no lineales. 
Consisten en un gran número de "Neuronas", es decir, elementos de cálculos 
simples lineales o no lineales, interconectado en formas a menudo complejas y, 
a menudo organizado en capas”. Las redes neuronales artificiales se aplican para 
diversos campos y de maneras distintas (herramientas), sin embargo, para 
efectos de esta investigación, su uso se justifica para métodos analíticos y 
clasificación de datos. (Sarle, Abril 1994) 
La red neuronal, basada en el aprendizaje supervisado, funciona a partir de 
ejemplos donde la comparación entre la respuesta entregada y la deseada, 
formula un contraste en el cual los parámetros neuronales internos se modifican 
para la predicción objetivo. Al ser aprendizaje supervisado, es necesaria saber la 
información disponible, ya que se requiere de conocimiento previo para su 
aprendizaje. Estas basan su funcionamiento en el cerebro animal, como el 
almacenamiento de conocimiento por medio de experiencias (entrenamiento), 
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comprenden un ratio de aprendizaje, y procesan información para problemas 
lineales y no lineales (Izaurieta y Saavedra, 2000). 
Los métodos para el aprendizaje de la red neuronal están basados en el 
perceptrón simple (Figura 1) 
 
Figura 1: Esquema de un perceptrón simple de una neurona artificial. 
(Rosenblatt, 1957); (Elaboración Propia) 
El perceptrón simple no contempla su aplicación para la separación de datos no 
lineales. No obstante, eso se soluciona con múltiples perceptrones 
interconectados formando una red neuronal artificial, donde su arquitectura 
consiste en una representación de variables de entrada y variables de salida, 
donde la propagación es hacia adelante, conforme a la red, y su aplicación se 
justifica para satisfacer los límites del perceptrón simple. En la figura 2 es posible 




Figura 2: Esquema de una red neuronal simplificada (Perceptrón Multicapa). 
Fuente: (Moreno Parra, 2016) 
Donde se presenta el proceso de funcionamiento de una red neuronal artificial 
multicapa con tres variables de entrada, una capa de entrada, una capa oculta y 
una capa de salida, resultando en 1 variables de salida, conectadas por enlaces 
y con pesos asociados entre capas: 
• Capa de entrada (k=1) → n1 = 3, refiriéndose a la cantidad de neuronas. 
• Capa Oculta (k=2) → n2 = 3 
• Capa de salida (k=3) → n3 = 1 
• 𝑘 = Numero de capa. 
 
 
Una de las características este conjunto es su capacidad de aprendizaje, la cual 
se obtiene al modificar los parámetros propios de cada unidad neuronal (Pesos) 
que conforma la red. La ubicación de los pesos es entre cada capa. 
• 𝑥𝑖   = Variables de entrada 




𝑘   = Pesos (weights) de cada unidad neuronal  (𝑖 = 1, … , 𝑛𝑘) , (𝑗 =
1, … , 𝑛𝑘+1). Se asigna un peso a cada variable conceptualizando su nivel 
de importancia. Estos pesos solo pueden aumentar o inhibir el estado de 
activación de las neuronas adyacentes. 
• 𝑥0 = 1, Término de sesgo o BIAS (parcialidad de unidad). Estos modelos 
algorítmicos se basan en el funcionamiento de las neuronas humanas 
(biológicas), es decir, las neuronas están conectadas a otras mediante 
enlaces sinápticos. En esos enlaces reciben información de otras 
neuronas, y según sea más o menos fuerte la salida de dicha información 
(variable entrada), hará que la señal sea más o menos fuerte, justificando 
la denominación de “peso” de cada unidad neuronal. Para efectos de evitar 




 = señal de activación (salida de cada neurona), de una capa k 
proveniente de una entrada 𝑖 = 1, … , 𝑛𝑘. 
A la salida de cada neurona existe una función activación que modifica el 
valor del resultado de la neurona, proporcionando un valor de salida 
• Para 𝑘 = 1, 𝑎𝑖
(1) =  𝑥𝑖 , representando el proceso para la capa de 
entrada. Se utiliza la misma función de para k > 1 (representado en la 
función 18), sin embargo, la señal de activación cumple con dicha 
igualdad. 
Este algoritmo se caracteriza por utilizar la función logística, tangente hiperbólica, 
la función de unidad lineal rectificada y sigmoide. En esta investigación se utilizó 
la función sigmoide 𝑦 ∈ (0, 1) (función de activación). 
𝑔(𝑧) = 𝑀𝑎𝑥(0, 𝑥) ( 17) 
Donde el mapeo de las unidades de una capa hacia otra se realiza a través de 
parámetros. De manera general, se presenta la nomenclatura de las señales de 




𝑃𝑎𝑟𝑎 𝑘 > 1: 
𝑎𝑖
(𝑘) = 𝑔( 𝑢𝑖








(𝑘) = Señal de activación 
• 𝑖 = 1, … , 𝑛𝑘. 
(Hastie, Tibshirani y Friedman , 2008); (Moreno Parra, 2016) 
Cada vez que un modelo revela información en base a una predicción, este se 
compara con la información conocida, donde se comparan y calcula el error. La 




;  𝑦(𝑖) ∈  {0,1}  ( 19) 
 




[∑ 𝑦(𝑖) log ℎ𝜔(𝑥




] ( 20) 
 




𝐽(𝜔) ( 21) 
 
El procedimiento es realizado de manera iterativa hasta que se logra el error 
deseado de acuerdo con el objetivo predispuesto.  
Un algoritmo comúnmente utilizado es el Retro propagación (BP, Back 
Propagation por sus siglas en ingles). Una vez obtenida la respuesta de la red 
(capa de salida), de acuerdo con el objetivo predispuesto, se calcula el error entre 
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la respuesta deseada y la entregada, para reconfigurar los parámetros internos 
de cada neurona. 
BP se divide en dos fases: 
• Hacia adelante (Forward): Calcula la respuesta con el objetivo de 
determinar el error desde los pesos basados en un patrón de entrada 
sobre las unidades ocultas y de salida. 
• Hacia atrás (Backward): Con los pesos de la red se propaga el error desde 




















3. ARTÍCULO PROPUESTO 
3.1 METODOLOGÍAS DE DESARROLLO 
 
3.1.1 Twitter y Chile 
 
Twitter se ha convertido en una plataforma de uso global, donde las opiniones 
vertidas como medio social, conllevan una propuesta de valor ligado a la libertad 
de expresión, puesto que pese a ser una red social, su uso se representa en 
otorgar la posibilidad de realizar una opinión, sin la necesidad de acudir a 
formalidades como las que amerita un debate, y ser leído por cualquier persona 
en el mundo. Para comprender, en contexto, la influencia de Twitter a nivel 
mundial es necesario evidenciar que se envían aproximadamente 500 millones 
de tuits al día, es decir, 6000 tuits por segundo (Internet Live Stats, 2018). La 
disponibilidad de información ha permitido que diversas investigaciones utilicen 
Twitter en el mundo. Análisis del estado de ánimo de Twitter para la predicción 
del mercado de valores, enfocándose, entre otros resultados, en estados de 
ánimo específicos como la calma, determinaron mayor influencia en la precisión 
de los valores ascendentes y descendientes del Dow Jones Industrial 
Average (DJIA) aportando con una precisión del 87,6% (Bollen, Mao y Zeng, 
2011). También, Dow Jones, NASDAQ y S&P 500 se utilizaron para el análisis 
de sentimiento de publicaciones de Twitter, dando resultados promisorios en la 
significancia de correlación negativa diaria entre los índices mencionados; para 
el índice VIX resultó con una correlación positiva. (Zhang, Fuehres y Gloor, 2011) 
De acuerdo con el total de la población en Chile, cifra que se aproxima a los 18.13 
millones de personas, los usuarios activos de internet rondan la cifra de 14.11 
millones (78%), donde exclusivamente las redes sociales comprenden un total de 
14 millones aproximadamente (77%) de la población total (We Are Social, 2018). 
Para efectos de la presente investigación, del 77% de personas activas en redes 
sociales, el 5,54% (cifra determinada hasta noviembre 2018) corresponde al uso 
de cuentas activas de Twitter, representado en el Figura 3. Según otro estudio, 
para el año 2017, la influencia de usuarios activos de Twitter con respecto al 
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universo de usuarios de redes sociales abarcó el 7.2% del total desde 
ordenadores de escritorio, el cual es representado por Figura 4. 
 
Figura 3: Gráfico de líneas de medios sociales de Chile desde noviembre 2017 hasta noviembre 2018 
desde cualquier dispositivo. 
Fuente: (Statcounter, 2018) 
 
Figura 4: Gráfico de barras del uso de redes sociales en Chile del año 2017 desde un ordenador de 
escritorio. 
Fuente: (The Statistics Portal, 2017)  
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Es decir, no resulta inocua la interacción entre los usuarios y plataformas como 
Twitter, pese a no liderar dichos datos estadísticos. Por lo tanto, los datos 
muestran que Chile es un país relativamente activo en Twitter para efectos del 
uso de investigaciones de análisis de sentimiento referente a las opiniones 
vertidas en la plataforma.  
 
3.1.2 Recolección de Información 
 
La minería de textos conlleva distintos procesos para lograr su objetivo. Como 
primera parte del proceso, es necesario recolectar la información que se requiere 
medir y/o analizar, por lo que para esta investigación, se realizó la extracción de 
datos e información no estructurada mediante el desarrollo de un script en el 
software estadístico R, y a su vez, por medio de una API (Application 
Management en inglés) que ofrece Twitter para el estudio de análisis de datos, 
la cual provee de códigos de acceso, realizando descargas periódicas (diario) 
durante los meses Junio, Julio y Agosto, con un margen máximo de 1500 tweets 
ante cada patrón de búsqueda y hasta 7 días en el pasado como límite (limites 
proveniente de la API). Como parte esencial, la extracción de tuits comprendió la 
selección de palabras clave y hashtags relevantes en las funciones de búsqueda 


















El signo “más” (+) es equivalente a la unión entre ambas palabras para efectos 
de búsqueda. La recopilación de los tuits alcanzó la suma de 219.972 tuits 




Una vez los datos se han obtenido de manera exitosa, es necesario realizar una 
limpieza, ya que los tuits extraídos provienen sucios. Como son datos no 
estructurados, puesto que corresponden a una diversidad de opiniones y 
perspectivas de quienes las emiten, existen palabras claves en la jerga y cultura 
de cada sociedad, donde la comunicación constantemente se ha visto mermada 
por sobre el lenguaje. Además, al ser en lenguaje español, las tildes y “ñ” influyen 
en el preprocesamiento.  
Como primer paso se procedió a convertir los datos textuales en un Corpus, 
aportando en la conversión a documentos de texto plano para su normal 
visualización. Una vez se realizó el Corpus, se inició la limpieza con la conversión 
de palabras mayúsculas a minúsculas, remoción de puntuación, enlace o URL de 
cada página, usuario, caracteres y signos. Existen palabras vacías (Stop Words) 
que no aportan con un significado o información al sentimiento del tuit como 
pronombres, preposición, etc., por lo que resulta necesaria su remoción. 
Posterior a los filtros realizados en la limpieza, para disminuir la complejidad del 
procesamiento de cada palabra, se realizó la conversión de palabras hacia su 
raíz, evitando la lectura de las palabras por cada conjugación que se emitió en 
cada opinión; primero se modificaron los verbos a un mismo tiempo infinitivo, 
donde luego se aplicó la lematización modificándolo hasta su raíz (Stemming), lo 
que provocó un mapeo de los datos textuales de mayor eficiencia.  
En la Tabla 2 se ilustra, de manera general, la limpieza y preprocesamiento previo 




Tuit Original El #IPSA (Índice de Precio Selectivo de #Acciones) de la 
#Bolsa de Comercio de #Santiago sube el 0.13% y cerró en 
5,292.61 puntos. #Chile 
Limpieza  el ipsa indice de precio selectivo de acciones de la bolsa de 
comercio de santiago sube el y cerro en puntos chile 
Stop Words ipsa indice precio selectivo acciones bolsa comercio santiago 
sube cerro puntos chile 




[ipsa] [ndic] [preci] [select] [acción] [bols] [comerci] [santiag] 
[sub] [cerr] [punt] [chil] 
Tabla 2: Representación estructural del preprocesamiento de minería de Textos mediante Twitter, basado 
en un tuit de la Bolsa de Comercio de Santiago. 
(Twitter, 2018); (Elaboración Propia). 
Una vez se realizó el preprocesamiento de los datos de texto, junto con la 
eliminación de filas vacías ante la limpieza, la cantidad de tuits disminuyó 













3.1.4 Análisis de Sentimiento 
 
Una vez realizado el preprocesamiento de los datos, ante la realización de un 
Corpus de texto limpio, se creó una variable de “sentimiento” para así clasificar 
cada tweet como positivo o negativo, otorgándoles una puntuación basados en 
léxicos predispuestos con anterioridad.  
Existen distintos tipos de léxicos para el análisis de sentimiento. Cada palabra va 
ligada a su respectiva puntuación, indicando la sensación que genera una 
determinada definición. Para efectos de esta investigación, se utilizó el léxico 
gratuito “AFINN”, el cual cuenta con una lista de términos de 2477 palabras en 
inglés calificadas desde -5 a 5 (donde -5 es muy negativo y 5 muy positivo). Las 
palabras han sido etiquetadas manualmente por Finn Årup Nielsen en 2009-
2011. (Nielsen, 2011) 
Para llevar a cabo el análisis de sentimiento, se realizó la comprensión del 
lenguaje por medio de la identificación de palabras etiquetadas, aplicando así el 
método morfológico. Se creó una matriz de términos de documentos de 
dimensión 𝐿𝑥𝑀, donde 𝐿 corresponde al número de documentos (tuits) y 𝑀 al 
número de términos (palabras) existentes en cada documento. La matriz se 
comprende de valores acorde al número de veces que cada documento contiene 
un término especifico. Las filas corresponden a los documentos y los términos a 
las columnas. 
Al tener un orden preestablecido por la matriz de términos de documentos se 
interceptó con el léxico AFINN, reflejando los términos que tanto la matriz de 
documentos de términos como el léxico AFINN se componen, por lo que se 
procedió a la edición de dicho léxico aumentando la eficiencia para el posterior 
análisis de sentimiento. Este proceso se realizó de forma iterativa en el diagrama 
de flujo de “Análisis de Sentimiento (ANEXO) hasta aglomerar la mayor cantidad 
de términos en función de la eficiencia del análisis de sentimiento. La 
implementación del análisis de sentimiento se representó en el Figura 5, 




Figura 5: Histograma de puntuación de cada tuit. 
 (Elaboración propia). 
La mayor frecuencia se define por el sentimiento “neutro”, puesto a que el léxico 
implementado se conforma de términos generales por lo que el sesgo es mayor. 
Sin embargo, para mayor comprensión del análisis de sentimiento, se realizó una 
comparación entre tuits con sentimientos negativos, positivos y neutros, 
representado en la Figura 6. 
 
Figura 6: Gráfico circular del sentimiento de tuits negativos, positivos y neutros. 



























Se visualizó que, del total de tuits, un 37% corresponden a tuits de sentimientos 
positivos, 35% a tuits negativos y 28% a tuits neutros. Se destacó una leve 
tendencia en los tuits positivos. 
3.1.5 Predicción 
 
Para la predicción se utilizaron los valores de la variación del precio de las 
acciones con una frecuencia intradía durante los meses de junio, julio y agosto. 
Al ser intradía, su publicación se comprende de una frecuencia horaria cada 15 
minutos, comenzando a las 9:30 AM hasta las 16:15 PM. Como primer paso 
posterior al análisis de sentimiento, se consolidaron las bases de datos de la 
variación del precio de las acciones intradía, según su fecha y hora, junto con los 
datos concerniente al sentimiento de los tuits, ajustándose a un indicador de 
sentimiento para la predicción de la variación del precio de las acciones. Dicha 
consolidación entre fechas y horas se realizó a través de Python, generándose 
dificultades ante la cantidad de tuits que se emitían previo a una hora 
determinada de la publicación de las acciones, por lo que se realizó la suma del 
sentimiento respecto a su puntuación, consolidándose una variación del precio 
de las acciones a una fecha y hora determinada.  
Posterior a la consolidación, se procedió a la partición de los datos, en un set de 
entrenamiento y otro de testeo, considerando el 70% para entrenamiento y 30% 
para testeo. 
Las variables se conforman de una variable dependiente y tres independientes, 
las cuales se representaron en la Tabla 03. 
La variable “𝑌” se implementó según la siguiente función a trozos, : 
𝑌 =  {
1, 𝑌 > 0
0, 𝑌 = 0




La mayor frecuencia se definió por las variaciones negativas durante los meses 
Junio, Julio y agosto, sumándose 672 datos, 603 positivas y 103 donde no existió 
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variación (Figura 05). Sin embargo, la cantidad de datos precedentes de la nula 
variación no resultó concluyente para la implementación de los modelos, por lo 
que se procedió a balancear los datos, en la cual se consideró como positiva la 
variación mayor o igual a 0, logrando un balance en los datos. Lo anterior se 
representó en la Figura 7 y 8. 
 
Figura 7: Histograma de variable trinomial de la variación en el precio de las acciones del IPSA. 
 (Elaboración propia) 
La variable “𝑌” se implementó según la siguiente función a trozos: 
𝑌 = {
1, 𝑌 ≥ 0




Donde se representó la variación positiva y negativa, por lo que se definió "𝑌” 





Figura 8: Histograma de variable binomial de la variación en el precio de las acciones del IPSA. 
(Elaboración propia) 
 
La figura 8 resultó en una suma total de 706 variables mayores a 0 (igual a 1) y 
603 menores a cero (igual a -1) 
La descripción de los datos se detalló en la Tabla 3. 
Variables Descripción 
𝒀 Variación (%) en el precio de las acciones 
𝑿𝟏 Auto regresión →  𝑌𝑡−1  
𝑿𝟐 Auto regresión →  𝑌𝑡−2 
𝑿𝟑 Sentimiento 
Tabla 3: Descripción de variables 
 (Elaboración propia) 
En la base de datos previa a la predicción, específicamente la variable 
“Sentimiento”, se realizó el escalamiento estándar de los datos, donde se 
normalizó restando la media de la variable y dividiéndola por su varianza, debido 
a las grandes magnitudes de diferencia entre sus valores en un rango de [0,1], 
por medio de la siguiente ecuación: 





𝑋3 −  𝜇
𝜎
 ~ 𝑁(0,1) ( 
235) 
Donde  
• 𝜇 = Desviación estándar 
• 𝜎 = Varianza 
La base de datos, una vez realizados los procesos anteriores, se conformó de 
una cantidad de 1.378 datos. Para mayor detalle acerca del resumen de la 
descripción estadística ver Anexo 1. 
Se desarrollaron dos casos para cada algoritmo automático de aprendizaje 
supervisado, donde para el Caso 1, se consideró la variable “Sentimiento”, y para 
el Caso 2 no se consideró, con el objetivo de comparar la precisión de ambos 






4. ANÁLISIS Y RESULTADOS 
4.1 MÉTRICA DE DISTRIBUCIÓN 
 
La variación del precio de las acciones del IPSA se comprende por la emisión del 
precio de cierre de cada acción, con una frecuencia intradía, reflejando el 
comportamiento de las acciones durante los meses de Junio, Julio y Agosto, 
reflejado en el Figura 9.  
 
Figura 9: Gráfico de líneas de la variación en el precio de las acciones del IPSA intradía. 
(Bolsa de Comercio, 2018) 
Diversos estudios publicados han propuesto la influencia entre la especulación 
ante la publicación del precio de las acciones y la incertidumbre que estos 
mismos generan. Lo anterior promovió el suponer si los datos tanto de la 
variación en el precio de las acciones del IPSA intradía, como las opiniones y 
sensaciones publicadas durante los meses de Junio, Julio y Agosto, se 
comprenden de una distribución empírica similar, por lo que se evaluó si ambos 
conjuntos de datos provenían de una distribución similar, lo que se puede reflejar 























































































































































































































































































































































































































Figura 10: Gráfico de dispersión QQ Plot del percentil de la variación en el precio de las acciones del IPSA 
vs el Sentimiento. 
Según la recta de referencia, se identificó una tendencia plausible entre ambos 
conjuntos de datos, ajustándose a los sentimientos negativos, neutros y positivos 
respecto a la variación del precio de las acciones, dando como resultado un R² = 
0,944, reflejando que la varianza se expresó en un 94,4% de los datos. Es decir, 
la muestra de la variación en el precio de las acciones vs la del sentimiento de 
las personas, como prueba empírica, tienen una concordancia en la frecuencia 








































4.2 ALGORITMOS DE APRENDIZAJE SUPERVISADO 
 
Los algoritmos de aprendizaje automático se implementaron mediante códigos 
utilizados en Jupyter Notebook, Python. 
 
4.2.1 Support Vector Machine  
 
Para Support Vector Machine (SVM), os parámetros escogidos, matriz de 
confusión respecto a la clasificación y resultados obtenidos se presentan en las 





Accuracy (Sin Sentimiento) 47,6% 
Tabla 4: Parámetros y resultados de la aplicación del modelo SVM. 
 
 
Tabla 5: Matriz de confusión de SVM con Sentimiento. 
 
En la Tabla 5 se mostró una matriz de confusión, donde según el valor real de la 
variación en el precio de las acciones menor a 0 (igual a -1), y mayor o igual a 0 
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(igual a 1), el modelo SVM clasifico 26 valores como verdaderos positivos y 168 
valores como verdaderos negativos. 
 
Tabla 6: Matriz de confusión de SVM sin Sentimiento. 
 
En la Tabla 6 se mostró una matriz de confusión, donde según el valor real de la 
variación en el precio de las acciones menor a 0 (igual a -1), y mayor o igual a 0 
(igual a 1) el modelo SVM clasifico 29 valores como verdaderos positivos y 168 
valores como verdaderos negativos. 
 
 




Según las matrices de confusión y su clasificación, se obtuvo una diferencia de 
accuracy entre ambos casos de un 0,7% (Figura 11). 
 
Figura 12: Curva de ROC de modelo SVM con AUC. 
 
En la Figura 12 se observó que la sensibilidad frente a la especificidad del modelo 
de clasificación SVM, según la Razón de Verdaderos Positivos frente a la Razón 
de Falsos Positivos, para el caso 1 resultó en un AUC (Área bajo la curva) de 
0,501, mientras que para el caso 2 resultó en un AUC de 0,503. 
4.2.2 Random Forest 
 
Se utilizó el modelo Random Forest (RF) modelo por medio de todas las 
dimensiones preseleccionadas, sin definir un límite de profundidad para la 
cantidad de árbol de decisiones, con el objetivo de que pudiera clasificar de 
manera libre, los datos entregados. Los parámetros escogidos, matriz de 
confusión respecto a la clasificación y resultados obtenidos se presentan en las 
Tablas 7, 8, 9 y Figura 13 y 14. 
 




Máxima Profundidad Por defecto 
Mínimo de muestras por nodo 2 
Accuracy 52,7% 
Accuracy (Sin Sentimiento) 45,2% 
Tabla 7: Parámetros y resultados de modelo Random Forest. 
 
Tabla 8: Matriz de confusión de modelo Random Forest con Sentimiento. 
En la Tabla 8 se mostró una matriz de confusión, donde según el valor real de la 
variación en el precio de las acciones menor a 0 (igual a -1), y mayor o igual a 0 
(igual a 1) el modelo RF clasificó 26 valores como verdaderos positivos y 168 





Tabla 9: Matriz de confusión de modelo Random Forest sin Sentimiento. 
En la Tabla 9 se mostró una matriz de confusión, donde según el valor real de la 
variación en el precio de las acciones menor a 0 (igual a -1), y mayor o igual a 0 
(igual a 1) el modelo RF clasifico 29 valores como verdaderos positivos y 168 
valores como verdaderos negativos. 
 
 




Según las matrices de confusión del modelo y su clasificación, se obtuvo una 
diferencia de accuracy entre ambos casos de un 7,5% (Figura 13). 
 
 
Figura 14: Curva de ROC de modelo Random Forest con AUC. 
En la Figura 11 se observó que la sensibilidad frente a la especificidad del modelo 
de clasificación RF, según la Razón de Verdaderos Positivos frente a la Razón 
de Falsos Positivos, para el caso 1 resultó en un AUC (Área bajo la curva) de 
0,519, mientras que para el caso 2 resultó en un AUC de 0,463. 
 
4.2.2 Red Neuronal Artificial 
 
Para Redes Neuronales Artificiales o Multilayer Perceptrón (MPL) se utilizó una 
arquitectura de acuerdo con la cantidad de variables y a la dimensionalidad del 
modelo. Para el primer, la primera capa se comprendió de 3 entradas, una capa 
oculta con 10 neuronas y 3 de respuesta de salida. Los parámetros escogidos y 






Función de Activación ReLU 
Optimizador Adam 
Penalización  Normal L2 
Tamaño de Batch 200 
Learning Rate 0,001 
Iteraciones Máximas 200 
Accuracy 49% 
Accuracy (Sin Sentimiento) 44,7% 
Tabla 10: Parámetros y resultados de clasificación de Red Neuronal Artificial. 
 
 
Tabla 11: Matriz de confusión de modelo Red Neuronal Artificial con Sentimiento. 
En la Tabla 11 se mostró una matriz de confusión, donde según el valor real de 
la variación en el precio de las acciones menor a 0 (igual a -1), y mayor o igual a 
0 (igual a 1) el modelo MLP clasificó 95 valores como verdaderos positivos y 108 





Tabla 12: Matriz de confusión de modelo Red Neuronal Artificial sin Sentimiento. 
En la Tabla 12 se mostró una matriz de confusión, donde según el valor real de 
la variación en el precio de las acciones menor a 0 (igual a -1), y mayor o igual a 
0 (igual a 1) el modelo MLP clasificó 64 valores como verdaderos positivos y 121 
valores como verdaderos negativos. 
 
 
Figura 15: Histograma porcentaje de precisión de modelos Caso 1 y Caso 2 de Redes Neuronales 
Artificiales. 
Según las matrices de confusión del modelo y su clasificación, se obtuvo una 




Figura 16: Curva ROC de Red Neuronal Artificial con AUC. 
En la Figura 16 se observó que la sensibilidad frente a la especificidad del modelo 
de clasificación MLP, según la Razón de Verdaderos Positivos frente a la Razón 
de Falsos Positivos, para el caso 1 resultó en un AUC (Área bajo la curva) de 
0,484, mientras que para el caso 2 resultó en un AUC de 0,474. 
 
4.2.3 Comparación de Modelos 
 
Una vez se aplicaron los modelos para la resolución del problema en respuesta 
a la hipótesis, el resumen de los porcentajes obtenidos se presenta en la tabla 
13. 
Modelo Caso AUC Accuracy 
SVM 
1 0,501 46,9% 
2 0,503 47,6% 
Random Forest 
1 0,52 52,7% 
2 0,46 45,2% 
Redes Neuronales Artificiales 
1 0,48 49,0% 
2 0,47 44,7% 
Tabla 13: Resumen de porcentajes de Accuracy y AUC obtenidos por los tres modelos. 
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Según el resumen de la comparativa de modelos, en general los resultados 
obtenidos fluctuaron alrededor del 50% de precisión, donde para ambos casos, 
SVM resultó una diferencia extremadamente marginal de precisión, sin embargo, 
Random Forest y Redes Neuronales Artificiales resultaron en una mayor 
precisión considerando el sentimiento de las personas. La elección del modelo 
se basó en la comparación del AUC, lo que indicó un poder predictivo de 
tendencia aleatoria con bajo poder discriminatorio, y a su vez, se visualizó que 
todos se comprenden de un rendimiento similar de acuerdo con sus propios 
parámetros. No obstante, de los tres modelos que se implementaron, dos 
modelos tuvieron resultados favorables respecto a la inclusión del sentimiento de 
las personas, los cuales son Random Forest y Redes Neuronales Artificiales. El 



















5. CONCLUSIONES Y FUTUROS TRABAJOS 
 
El factor racional que comprende al mercado bursátil no ha sido capaz de explicar 
anomalías históricas, provocando vacíos en la seguridad de las personas al 
momento de invertir; los fenómenos suscitados se reflejan en la composición del 
mercado bursátil, basado en el sesgo intrínseco de las personas, su 
irracionalidad, según las sensaciones respecto al comportamiento futuro de la 
variación en el precio de las acciones. Las finanzas del comportamiento sugieren 
factores irracionales que influyen en anomalías bursátiles producto del 
sentimiento del inversor previo a tomar una decisión.  
El mercado bursátil local no comprende una cultura apropiada para el análisis de 
del comportamiento irracional de sus participantes, ya que la cultura de ahorro en 
Chile se basa en ahorros previsionales contemplados por organismos privados. 
Lo anterior promovió la escases de datos determinantes para analizar el 
sentimiento del inversor, ya que no se comenta del precio de las acciones en 
comparación con Estados Unidos o el continente Europeo. Las técnicas de 
minería de textos resultaron de forma óptima en el descubrimiento de información 
de datos que previamente no son directamente visibles, sin embargo, se 
observaron perturbaciones que provocaron un sesgo en su correcto 
procesamiento para el análisis de sentimiento, donde se asumió dicho sesgo 
equivalente a la insuficiente cantidad de opiniones referente al IPSA.  
Además, la perturbación en los datos se vio afectada en el procesamiento de 
lengua natural, producto de los avances tecnológicos enfocados y sus límites 
respecto idioma español, dificultando la precisión para el análisis de sentimiento. 
Pese a lo anterior, los resultados obtenidos de esta investigación fueron 
concluyentes con la relevancia del sentimiento del inversor, los cuales sugirieron 
que los conjuntos de datos, tanto la variación en el precio de las acciones como 
el sentimiento del inversor provienen de una concordancia respecto a sus 
distribuciones. Además, se observó que la implementación de algoritmos de 
aprendizaje automático, respecto al descubrimiento de información concerniente 
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al sentimiento de las personas, lo que otorgó resultados promisorios, puesto que, 
de los tres modelos, Suport Vector Machine, Random Forest y Redes 
Neuronales, pese a no ofrecer resultados deseables respecto a la precisión 
predictiva de la clasificiación, estos dos últimos concedieron la importancia del 
sentimiento y su influencia en el rendimiento del mercado. En ambos modelos, 
basados en dos métricas (Accuracy y AUC), se observaron resultados 
concluyentes referente a la hipótesis sugerida, es decir, existe un 
comportamiento correlativo entre la variación en el precio de las acciones y el 
sentimiento de las personas, por lo que se aprueba la hipótesis inicial.  
Sin embargo, esta investigación sugiere el respaldo a la hipótesis de las finanzas 
del comportamiento, dejando abierta la discusión referente a que el sentimiento 
del inversor contribuye en el rendimiento del mercado. De acuerdo a la 
disponibilidad de información, al uso de léxicos que se comprendan de mayor 
eficiencia en la especificidad de las palabras que se componen, y a avances 
tecnológicos acorde a librerías de programación enfocadas al idioma español, 
pueden ampliar el espectro de estudios referente a la aplicación de minería de 
textos hacia el mercado bursátil, descubriendo y generando variables explicativas 
basado en el sentimiento del inversor, como también modelos predictivos, de 
acuerdo a efectos de causalidad entre los factores. Los avances tecnológicos 
pueden proveer de la extracción de información cada vez más específica, 
pudiendo explicar las burbujas financieras y cualquier tipo de anomalías 
financieras que ocurra a futuro. A su vez, el campo del Machine Learning cada 
vez abarca más áreas, su uso está en alza, por lo que analizar la envergadura 
de las predicciones respecto al rendimiento del mercado, puede proveer de 
resultados promisorios. Considerar el factor político, geográfico y cultura, 
resultará preponderante, ya que el comportamiento de las personas se diferencia 
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7.1 Anexo 1 
 
Estadística descriptiva de la variación en el precio de las acciones y 
Sentimientos extraídos. 
Variación en el precio de las acciones 
  
Media -2,939E-05 
Error típico 2,6454E-05 
Mediana 0 
Moda 0 
Desviación estándar 0,00098202 
Varianza de la muestra 9,6437E-07 
Curtosis 12,8543943 










Error típico 1,95852581 
Mediana -8 
Moda -10 
Desviación estándar 72,7032639 












7.2 Anexo 2 
 
Diagrama de flujo del proceso respecto a las etapas de Minería de Textos, de 
información proveniente de Twitter. 
 
 
