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1. Some recent results
We present some recent results and open problems concerning integral
points on rational (affine) surfaces. Both the results and open problems
will turn around the celebrated Vojta’s conjecture, which we restate below
in a particular case. Before giving a precise statement, let us recall some
standard notation about integral points on varieties.
Let k be a number field, S a finite set of places of k containing the
archimedean ones. The ring of S-integers OS ⊂ k is the ring
OS = {α ∈ k : |α|v ≤ 1, ∀v ∈ S}.
We denote byO∗S the group of S-units, i.e. O∗S = {α ∈ k : |α|v = 1, ∀v ∈
S}. Let X˜ be an algebraic variety defined over k, D a hypersurface, X =
X˜ \ D an open set. Suppose that X is affine. We say that a subset R ⊂
X (k) is a set of S-integral points of X , or S-integral points of X˜ with
respect to D, if there exists an embedding X ↪→ AN in an affine space
such that the set R is sent to AN (OS) = ONS . This notion generalizes
easily to the case X is not affine: for instance one can use the language
of Weil functions, as in [16, Def. 1.4.3]. It will be useful to use also an
equivalent formulation of integrality. A set R ⊂ X˜(k) will be a set of
S-integral points if it is possible to embedd the projective variety X˜ in a
projective space PN in such a way that for every point P ∈ R and every
(ultrametric) valuation v ∈ S, the reduction of P modulo v does not lie
on D.
Finally, we say that a divisor D on X˜ is big (or almost ample), if
h0(X˜ , N D)  N dim(X˜), N → ∞.
Most of the results presented in this note arise from joint works with U. Zannier, as it is clear from the
references below. I am grateful to him for reading a previous draft of the present paper, suggesting
some improvements.
82 Pietro Corvaja
(See also [8, Chap. 1, Ex. 5] for equivalent conditions for a divisor to
be big). With these conventions, the above mentioned Vojta’s conjecture
reads
Vojta’s Conjecture. Let X˜ be a smooth complete variety defined over
a number field k; let X = X˜ \ D be an affine open set, where D is
a hypersurface with normal crossing singularities (if any). Let K be a
canonical divisor of X˜ . Suppose that the sum K + D is a big divisor on
X˜ . Then, for every ring of S-integers OS ⊂ k, no set of S-integral points
on X is Zariski-dense.
As is clear from the title, we shall consider in the present paper only
rational surfaces; the idea to restrict our attention to rational surfaces is
quite natural, in view of the fact that rational points on rational surfaces
are certainly Zariski-dense (so it makes sense to ask under which condi-
tions on the divisor at infinity the integral points still form a dense set).
Also, as we shall see, many natural problems on diophantine equations
can be formulated in terms of integral points on rational surfaces. Let us
show two concrete examples:
• Classify the pairs of polynomials F(X, Y ), G(X, Y ) ∈ OS[X, Y ] such
that for infinitely many pairs (x, y) ∈ O2S , the S-integer F(x, y) di-
vides G(x, y) in the ring OS .
• Classify the polynomials F(X, Y ) ∈ OS[X, Y ] for which there exist
infinitely many pairs (x, y) ∈ O2S such that F(x, y) ∈ O∗S .
Both problems seem at present untreatable by the known techniques. An-
other seemingly unaffordable problem is the following immediate conse-
quence of Vojta’s conjecture:
Let D ⊂ P2 be a plane curve of degree ≥ 4 with normal crossing
singularities (if any); prove that no set of integral points on the affine
surface P2 \ D is Zariski-dense.
At present one can solve this problem for curves D with at least four
components; neverthless we shall see (Theorem 1.4) that in some very
special cases when the normal crossing condition is not satisfied, one can
work with fewer components. In other cases, on the contrary, the conclu-
sion is false if one omits the normal crossing condition (see Theorem 2.3).
The techniques used so far are of (at least) two kinds; the first one
is based on a deep theorem of Vojta, generalizing a previous result by
Faltings, which asserts the following:
Theorem 1.1. Let A be a semi-abelian variety, Y ⊂ A a closed subvari-
ety, all defined over a number field k. Then every set of S-integral points
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of Y is contained in a finite union of translates of algebraic subgroups
contained in Y .
In the case A is an abelian variety, the above result provides the de-
generacy of rational points on Y (unless Y is the translate of an algebraic
group); it contains Mordell conjecture.
In the (opposite) case when A is a linear torus, the above result is a
consequence of the celebrated S-unit equation theorem, proved by Ev-
ertse and van der Poorten and Schlickewei (see [13]).
In order to apply Theorem 1.1 to an arbitrary affine variety X , one has
to consider the Albanese map sending X to its (generalized) Albanese
variety A. If such a map is non-trivial and its image is a proper subvariety
of A, then no set of integral points of X can be Zariski-dense. Note that if
X is a rational variety, the semi-abelian variety A must be a linear torus,
by the well known fact that every morphism from a rational variety to an
abelian variety is constant.
A second technique, introduced in [3] in the case of curves and devel-
oped in [4] for surfaces, consists in applying Schmidt’s Subspace Theo-
rem (see [13]) to a suitable embedding of X in an affine space of “large”
dimension. This approach leads to the following general statement (see
[4], Main Theorem):
Theorem 1.2. Let X˜ be a smooth projective surface, D1, . . . , Dr be ir-
reducible curves on X˜ such that no three of them share a common point.
Assume that there exist positive integers p1, . . . , pr such that, putting
D := p1 D1 + . . . + pr Dr , D is ample and the following holds. Defin-
ing ξi , for i = 1, . . . , r , as the minimal positive solution of the equation
D2i ξ 2 − 2(D.Di )ξ + D2 = 0, we have the inequality
2D2ξi > (D.Di )ξ 2i + 3D2 pi .
Then no set of integral points on X = X˜ \ D is Zariski-dense.
(We point out that the existence, for every i = 1, . . . , r , of a positive
number ξi as defined above follows from the Hodge index theorem, as
explained in [4, Section 2]).
Theorem 1.2 is in some regard a generalization of Siegel’s Theorem
for integral points on curves, which states (essentially) that every affine
curve with three or more points at infinity has only finitely many integral
points. In the case of surfaces, however, some condition on the divi-
sor at infinity, besides any condition on the number of its components,
is necessary; in fact one can always increase the number of components
at infinity of the complete surface X˜ , without affecting the complement
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X , by taking suitable blow-ups. The condition of Theorem 1.2 above,
which involves the intersection matrix of the Di ’s, looks somewhat cum-
bersome; nevertheless, Theorem 1.2 admits some natural corollaries. We
quote some of them; the first one (Theorem 1.3) was found by A. Levin
in his thesis:
Theorem 1.3. Let X˜ be as before a smooth projective surface. Sup-
pose that D1, . . . , Dr are irreducible curves on X˜ with positive self-
intersection: D2i > 0 for i = 1, . . . , r . Put X := X˜ \ (D1 ∪ . . . ∪ Dr ). If
r ≥ 4, then no set of integral points on X is Zariski-dense.
Theorem 1.3 is a nice analogue to Siegel’s Theorem on integral points
on curves, which states that every affine curve with at least three points at
infinity has only a finite number of integral points; in the case of surfaces,
the set of three points at infinity is replaced by the union of four quasi-
ample curves. Standard examples like the torus G2m , which is obtained
as the complement in P2 of three lines, show that the number four is
sometimes best possible.
We shall now analyze some cases where X˜ is either P2 or P1×P1. Con-
sider first the case X˜ = P2. In order to satisfy the conditions of Theorem
1.2 we need at least four curves in P2, no three of them intersecting; in
this case, the resulting affine surface admits a nontrivial map to the torus
G
3
m : let the equations of the (at least) four curves D1, . . . , D4 be given by
fi (x0, x1, x2) = 0, for homogeneous polynomials f1, . . . , f4 of degree
di . Then define the morphism P2 \ D → G3m by
(x0 : x1 : x2) = x →
(
f d41 (x)
f d14 (x)
,
f d42 (x)
f d24 (x)
,
f d43 (x)
f d34 (x)
)
.
Every set of S-integral points with respect to D1 + . . . + D4 is sent to a
set of S-units (up to multiplying possibly the coordinates of all images
by a constant), i.e. to integral points of G3m ; then Theorem 1.1 (actually
in the particular case where A is a torus) can be applied. So our Theorem
1.2 does not give directly any improvement on Theorem 1.1 in this case.
Let now X˜ be the product P1×P1. Then the conditions of Theorem 1.2
are satisfied for instance when D = D1 + . . .+ D4, no three components
intersect, D1 is of a curve of degree (1, 0), D2 of degree (0, 1) and D3, D4
of degree (a, b), (c, d) with a, b, c, d all positive (see also Theorem 9 of
[11]).
It is interesting to note that in this case one can also reobtain the surface
X := (P1 × P1) \ D as the complement in P2 of three curves: in fact the
complement in P1 × P1 of the two curves D1, D2 of type (1, 0), (0, 1),
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which can be taken to be ∞ × P1 and P1 × ∞, is the affine plane A2,
which is also the complement in P1 of a single irreducible curve H1;
then one removes two other curves, H2, H3, corresponding to the curves
D3, D4 of type (a, b) and (c, d). Let us show that in this compactifi-
cation the three curves H1, H2, H3 have non empty intersection on P2.
In fact, the condition that no three of the four curves D1, . . . , D4 in
P1 × P1 intersect implies in particular that neither D3 nor D4 contain
the point (∞,∞) ∈ P1 ×P1, wich is the intersection point D1 ∩ D2. This
means that the corresponding curves in A2, which have partial degrees
(a, b) and (c, d) respectively, are defined by equations f3(x, y) = 0 and
f4(x, y) = 0 with f3(X, Y ), f4(X, Y ) ∈ k[X, Y ] polynomial contain-
ing the monomials XaY b and XcY d respectively. Then their projective
closures H2, H3 in P2 must contain the points (1 : 0 : 0), (0 : 1 : 0),
which belong also to H1. Then the divisor H1 + H2 + H3 in P2 provides
an example of a case where the failure of the normal crossing condition
makes the proof easier, by passing to a second compactification (in this
case P1 ×P1) where the normal crossing condition holds and the number
of components at infinity increases.
A general example of this situation is provided by the following result
from [6], which holds for every smooth projective surface X˜ :
Theorem 1.4. Let D1, D2, D3 be distinct, effective, irreducible and nu-
merically equivalent divisors on the surface X˜ , such that: (a) D1 ∩ D2 ∩
D3 consists of a single point, at which the Di intersect transversally; (b)
(Di .D j ) > 1 for some i, j . Then no set of quasi S-integral points is
Zariski-dense in X := X˜ \ (D1 ∪ D2 ∪ D3).
Theorem 1.4 is obtained from Theorem 1.2 after blowing up the inter-
section point D1∩D2∩D3, thus reducing to the case of four divisors. It is
interesting to note that sometimes Theorem 1.2 can be applied to P2 \ D
for an irreducible divisor D, provided it is“highly” singular. In this case
one takes a suitable covering to “increase” the number of components at
infinity (see [9, 18] and [10, Section 13]).
We now show how to deduce from Theorem 1.4 the following corol-
laries:
Corollary 1.5. Let q ( x0, x1, x2) be a quadratic form in three vari-
ables, with S-integral coefficients; suppose that the quadratic form
f (y, x0, x1, x2) := y · (x0 + x1 + x2) − q(x0, x1, x2) is non-degenerate.
Then the triples (u, v, w) ∈ (O∗S)3 such that (u+v+w) divides q(u, v, w)
are not Zariski-dense in O3S.
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Proof. We repeat the sketch given in [6, Remark 4.3]. Observe that un-
der our assumption the projective surface X˜ ⊂ P3 defined by the equa-
tion f = 0 is isomorphic to P1 × P1 (in particular it is smooth). Let
D1, D2, D3 be the hyperplane sections on X˜ given by x0 = 0, x1 = 0
and x2 = 0 respectively. The S-integral points on X˜ with respect to the
divisor D1 + D2 + D3 correspond (in a suitable embedding) to the solu-
tions of the equation y(u + v +w) = q(u, v, w) with S-units u, v, w and
S-integers y, so the integrality condition amounts to the divisibility of the
S-integer q(u, v, w) by u+v+w in the ringOS . Note that the intersection
D1∩D2∩D3 consists of the single point (y : x0 : x1 : x2) = (1 : 0 : 0 : 0),
and that the three divisors meet transversally at that point. Then apply
Theorem 1.4 and conclude.
We could add that one can also parametrize the possible infinite fam-
ilies of solutions, corresponding to non constant morphisms Gm → X˜ \
(D1 ∪ D2 ∪ D3) (see [6, Section 5]).
Another, quite natural, divisibility question concerns the values of lin-
ear forms in three units: for instance, using Theorem 1.2 one can classify
the pairs of linear forms L1, L2 in three variables such that for a Zariski-
dense set of points (u, v, w) ∈ (O∗S)3, we have
L1(u, v, w)/L2(u, v, w) ∈ OS.
See Theorem 2.6 in next section for a crucial result on this problem. An
alternative approach, but still based on the Subspace Theorem, is given
in [5].
Corollary 1.6. Let a(T ), b(T ) be polynomials of degree 1 and c(T ) be
a polynomial of degree 2, all with S-integral coefficients. Suppose that
a(T ), b(T ) are coprime and they do not divide c(T ) in k[T ]. Then the
diophantine equation
a(t)u + b(t)v = c(t) (1.1)
has only finitely many solutions (t, u, v) ∈ OS × O∗S × O∗S with
a(t)b(t)c(t) = 0.
Proof. Writing t = y/w we can homogenize the above equation to obtain
a˜(w, y)u + b˜(w, y)v = c˜(w, y)
where a˜(W,Y ), b˜(W,Y ), c˜(W,Y ) are the homogenized forms of the poly-
nomials a(T ), b(T ), c(T ): namely a˜, b˜ are the linear forms satisfying
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a˜(1, T ) = a(T ), b˜(1, T ) = b(T ) and c˜ is the quadratic form satisfying
c˜(1, T ) = c(T ). Now, under our assumptions, the surface X˜ ⊂ P3 de-
fined by the above equation is a smooth quadric. Every solution (t, u, v)
to (1.1) gives rise to a solution (y, u, v, 1) with y = t , which corresponds
to an integral point of X˜ with respect to the divisor uvw = 0. Then The-
orem 1.4 still applies, giving the degeneracy of integral points. Now, it is
easy to classify the non costant morphisms Gm → X˜ avoiding the divisor
uvw = 0, obtaining that their images are contained in the fiber of a zero
of a˜b˜c˜, thus concluding the proof.
Work in progress by A. Levin [11] treats equation (1.1) in greater gen-
erality; again the main tool is drawn from Theorem 1.2.
2. Open problems
We have already mentioned some natural open problems whose solution
would follow from Vojta’s Conjecture. Let us analyze first the most nat-
ural one:
Conjecture 2.1. Let f (X, Y, Z) ∈ OS[X, Y, Z ] be a homogeneous poly-
nomial of degree ≥ 4 such that the projective curve f = 0 is non singular.
Then the solutions (x, y, z) ∈ O3S to the diophantine equation
f (x, y, z) = 1 (2.1)
are not Zariski-dense in the surface defined by (2.1).
We remark that the surface of equation (2.1) is in general not rational:
when its projective closure in P3 is smooth, its canonical divisor is zero
if deg( f ) = 4 and is ample if deg( f ) > 4. Nevertheless the points
(x, y, z) ∈ O3S satisfying (2.1) can also be viewed as S-integral points on
the complement in P2 of the divisor D defined by the equation f = 0,
i.e. as S-integral points on a rational surface. The condition deg( f ) ≥ 4
assures that the sum D + K , where K is a canonical divisor on P2, is
ample.
As we mentioned, usually the case where D (so the form f ) is re-
ducible (hence in particular D is a singular curve) is easier; for instance
it can be done whenever D has four components and normal crossing
singularities. Also, after Theorem 1.4, the conclusion holds whenever D
has three components of the same degree ≥ 2 meeting transversally at
one point.
One of the most appealing open cases arises when D is the sum of a
conic and two lines in general position; it leads to the following conjec-
ture:
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Conjecture 2.2. The solutions (y, u, v, w) ∈ OS × (O∗S)3 to the dio-
phantine equation
y2 = u + v + w (2.2)
are not Zariski-dense in the threefold defined by (2.2).
More precisely, all but finitely many solutions to (2.2) should verify
one of the following additional equations:
u + v = 0, u + w = 0, v + w = 0,
u2 = 4vw, v2 = 4uw, w2 = 4uv.
In other words, the (possible) infinite families of solutions either are
parametrized by
y = t2, u = −v, w = t
for t ∈ O∗S (where of course one can interchange the roles of u, v, w), or
correspond to an identity y = u + v + w = (α + β)2, so for instance
u = α2, v = 2αβ, w = β2, for suitable S-units α, β. In particular, the
diophantine equation
y2 = 2a + 3b + 1
should have only finitely many solutions in positive (rational) integers
a, b, y.
We quickly show how the above question is linked with the degeneracy
of integral points on the complement of a conic and two lines (see also
[7, Section 3]). Working with homogeneous coordinates (x0 : x1 : x2)
in P2, consider the lines of equation D1 : x0 = 0, D2 : x1 = 0 and
the conic D3 : x22 = x21 + x20 . Writing x = x1/x0 and y = x2/x0,
we obtain that x, y, 1/x are regular functions on the affine surface X :=
P2 \ (D1 ∪ D2 ∪ D3) (actually even on P2 \ (D1 ∪ D2)) and that the regular
function
v := y2 − x2 − 1
never vanishes on X . Then each solution (y : u : v : w) to (2.2) gives
rise to the S-integral point (1 :
√
u/w : y/
√
w) = (x0 : x1 : x2) on X
(here √· denotes any square root), provided u, w are squares inO∗S . Since
the group O∗S is finitely generated, this last condition will be satisfied by
working on a suitable finite ring extension of OS . Hence Vojta’s Conjec-
ture, in the particular case of rational surfaces, implies Conjecture 2.2.
We now show that dropping completely the hypothesis on the singular-
ities in Conjecture 2.1 leads to false statement, as the following example,
also appearing in [6], immediately shows:
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Theorem 2.3. Let D be the quadric consisting of the sum of a smooth
conic and two non tangent lines intersecting on the conic. Then there
exists a Zariski-dense subset of S-integral points on the complement X :=
P2 \ D (for a suitable ring of S-integers OS).
Proof. Since there exists only one such configuration in P2 up to auto-
morphisms, we may suppose, after enlarging the ring of S-integers OS ,
that the lines are given by the equations x0 = 0 and x1 + x0 = 0 and
the conic by the equation x1x2 + x20 = 0. Then, putting v := x1/x0 + 1,
y := x2/x0, and u = (x1/x0)y + 1 we see that the functions y, u, v, 1/u
and 1/v are regular on the affine surface X . Also they satisfy the alge-
braic relation
y = u − 1
v − 1 . (2.3)
Vice-versa, every solution (y, u, v) ∈ OS × (O∗S)2 of (2.3), i.e. every pair
of S-units (u, v) such that (u − 1)/(v − 1) is an S-integer, gives rise to
an S-integral point on X . It is easy to see from the explicit equation (2.3)
that the S-integral points are Zariski-dense, at least for sufficiently large
S; in fact, just choose S such that the ring OS contains Z[1/6]. Then for
every m ≥ 1 choose v = 2m ; write v − 1 = 3k · h, with h not divisible by
3, and choose u = 3n where n is any multiple of the order of h modulo
3. This choice gives a Zariski-dense subset of X .
In the remaining of this section we shall analyze in some detail cer-
tain variations on the equation (2.3). Our aim is to deduce from Vojta’s
Conjecture the following:
Conjecture 2.4. Let a, b ∈ k be algebraic numbers with ab = 0 and
(a, b) = (1, 1). Let d ≥ 2 be an integer. Then the solutions (y, u, v) ∈
k × (O∗S)2 to the diophantine equation
yd = au + bv + 1
u + v + 1 (2.4)
are not Zariski-dense in the surface defined by (2.4).
Note that we do not ask that y be an integer inOS . A weaker conjecture
would assert that the pairs (u, v) of S-units with the property that both
u + v + 1 and au + bv + 1 are d-th power are finite in number. Even this
weaker statement, to my knowledge, is still open.
Theorem 2.5. Assume Vojta’s Conjecture for (rational, ruled) surfaces.
Then Conjecture 3 is true.
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Proof. Let us reduce the above equation to a problem on integral points
on rational surfaces. Let X˜ ⊂ P2 × P1 be the smooth hypersurface of
equation
X˜ : (x1 + x2 + x0)yd1 = yd0 (ax1 + bx2 + x0) (2.5)
where of course (x0 : x1 : x2) (resp. (y0 : y1)) are homogeneous co-
ordinates on P2 (resp. on P1). Since (a, b) = (1, 1), the surface X˜ is
irreducible. The projection X˜ → P1 on the second factor gives X˜ the
structure of a P1-bundle over P1 (see [1, Chap. III]); in fact, for every
fixed (y0 : y1) ∈ P1, the linear equation (2.5) in x0, x1, x2 defines a line
in P2. In the notation of [1], the (rational) ruled surface X˜ turns out to
be isomorphic with the surface Fd , which could also be defined instrin-
secally as the total space of the bundle P(OP1 ⊕OP1(d)) → P1.
Let now D0, D1, D2 be the divisors defined by the equations
Di : xi = 0.
Their sum D := D0 + D1 + D2 has normal crossing singularities, since
ab = 0. Let us now check that the set of solutions to (2.4), with u, v ∈ O∗S
and rational y, is a set of integral points for X˜ \ D. For this purpose, let
us define the regular functions on X˜ \ D, u := x1/x0, v := x2/x0, and the
rational function y := y1/y0. Clearly, they are related by the algebraic
equation (2.4). Then every solution (y, u, v) of (2.4), with S-units u, v
and rational y ∈ k, defines the point ((1 : u : v), (y0 : y1)) ∈ X˜(k) which
is integral with respect to D.
We now show that the divisor D on X˜ satisfies the hypothesis of Vo-
jta’s Conjecture. We have already remarked that it has normal crossing
singularities. It remains to show that the sum D+K , where K is a canon-
ical divisor on X˜ , is big. Let us first recall some facts on the Picard group
of X˜ , which can be found in chapters 3 and 4 of [1].
The Picard group of X˜ is generated by two divisors classes H, F , the
first one corresponding to the “tautological divisor” and the second to
any fiber (see [1, Proposition IV.1]). Let P ∈ P2 be the intersection of
the lines x0 + x1 + x2 = 0 and x0 + ax1 + bx2 = 0 and let E be the
(exceptional) curve E := P × P1. Let L(x0, x1, x2) be a linear form in
x0, x1, x2 such that the line L = 0 does not contain P . Then H is the
class of the irreducible divisor L = 0 on X˜ . Note that our divisors Di
are all in the class of H . The reducible divisor x0 + x1 + x2 = 0, which
is also in the class of H , decomposes as H ′ + E , where H ′ is given by
y0 = x0 + x1 + x2 = 0. Then H ∼ H ′ + E , E ∼ H − d F , H ′ ∼ d F .
The intersection form is given by the relations
H 2 = d, F2 = 0, (H.F) = 1,
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so that E2 = −d. Also, E is the only irreducible curve on X˜ with nega-
tive self-intersection.
By Proposition III.18 of [1], applied in the case the base curve is ratio-
nal, which is the present case, the canonical divisor K is in the class of
−2H + (d −2)F . Since our divisors Di are all in the class of H , the sum
D + K is linearly equivalent to
D + K ∼ H + (d − 2)F ∼ H ′ + E + (d − 2)F.
It remains to see that, under our assumption d ≥ 2, the above divisor
H ′ + E + (d − 2)F is big. By the characterisation of big divisors of [8,
Chap. 1, Ex. 5], it suffices to prove that H ′ + (d − 2)F is ample. By
the numerical criterion for ampleness [8, Theorem 1.21], this amounts
to the positivity of its intersection with any irreducible curve. Now it is
clear that every irreducible curve has positive intersection with H ′, and
non negative intersection with F , concluding the proof.
Let us now consider the problem of the integrality of the quotient of
the right-hand side of (2.4): in this case we prove the (unconditional)
Theorem 2.6. Let a, b be non zero rational scalars in k, with (a, b) =
(1, 1). The pairs (u, v) ∈ (O∗S)2 of S-units such that the ratio
au + bv + 1
u + v + 1 (2.6)
is an integer in OS are not Zariski dense in G2m.
Proof. We are reduced to equation (2.4), with d = 1, to be solved in S-
integers y ∈ OS and S-units u, v. Again, we can define the rational ruled
surface X˜ by equation (2.5), with d = 1. In this case X˜ is isomorphic
to the projective plane blown up at one point (the blown up point is the
intersection of the two lines x0 + x1 + x2 = 0 and x0 + ax1 + bx2 = 0).
Each solution (u, v) to the above divisibility problem defines an integral
point ((u : v : 1), (u + v + 1 : au + bv + 1)) on X˜ with respect to the
divisor D = D0 + . . . + D3, where for i = 0, 1, 2, Di : xi = 0 and the
fourth component is given by the equation D3 : y0 = 0. We have now
four divisors, of which the first three are numerically equivalent and have
positive self intersection. Now, Theorem 1.1 of [6] applies and gives the
desired conclusion.
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Also, one could apply the results of [5], which give a stronger conclu-
sion: not only the denominator in (2.6) cannot simplify completely, but
also the gcd(au + bv + 1, u + v + 1) is (logarithmically) infinitesimal
with respect to the maximum of the heights of u and v.
We remark that Silverman ([14]) has noticed a relation between the
results of [5] and Vojta’s Conjecture for the blow-up of P2 at one point.
Actually, he related the quantitative version of Vojta’s Conjecture, which
concerns the approximation to hypersurfaces of an algebraic variety by
rational points [17, Conjecture 3.4.3] or [15, Conjecture 5], to the esti-
mates for the gcd of linear forms in two units. For a clearer account of
these relations, as well as far reaching generalizations, see his contribu-
tion in this volume [15].
We end this section by presenting yet another open problem:
Conjecture 2.7. Let d ≥ 2 be an integer. The diophantine equation
yd = u − 1
v − 1 (2.7)
has only finitely many solutions (y, u, v) ∈ k × (O∗S)2 with u = v, u =
v−1.
Let us just show, in the particular case d = 2, how to relate the above
question to a problem on integral points on rational surfaces. Multiplying
both sides in the above equation by (v − 1)2, and putting z := (v − 1)y
we arrive to the equation
z2 = uv − u − v + 1
where now z should be an S-integer. Homogenizing, i.e. writing z =
x3/x0, u = x1/x0, v = x1/x0, we obtain
x23 = x1x2 − x1x0 − x2x0 + x20
which is the equation of a smooth quadric in P3. The solutions to our
problem correspond to the integral points with respect to the divisor D =
D0+D1+D2, where Di is given by the equation xi = 0. We have already
remarked that smooth quadrics on P3 are isomorphic to P1 ×P1 and their
hyperplane sections are divisors of class (1, 1). A canonical divisor K on
P1 × P1 is of class (−2,−2), so the sum D + K , being of class (1, 1), is
ample. Hence, after Vojta’s conjecture one would expect the validity of
Conjecture 4.
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Conjecture 2.7 is strongly linked with the celebrated Nagell-Ljunggren
equation:
yd = x
n − 1
x − 1 (2.8)
to be solved in rational integers x, y, n, d with x, y, d all > 1 and n > 2.
Equation (2.8) has been intensively studied (see [2] for a survey on the
present state-of-the-art); it is conjectured that it admits only finitely many
solutions. Even the particular case in which the exponent d is fixed and
x is subject to be the power of a fixed integer is open (although many
particular cases are settled, by different techniques (see [2]). A weaker
conjecture (with respect to Conjecture 4) predicts that, for every given
d ≥ 2, the Ljunggren-Nagell equation (2.8) admits only finitely many
solutions (x, y, n) ∈ O∗S ×OS ×Z, n > 2. This corresponds of course to
equation (2.7) where u is subject to be a power of v.
3. Function-field analogues
As it is usual in the theory of diophantine equation, the above mentioned
problems have some analogue over function fields. We shall now explain
such analogy.
Let C˜ be a complete smooth curve of genus g defined over an alge-
braically closed field κ of characteristic zero; denote by k = κ(C˜) be the
field of rational functions on C˜. For every ν ∈ C˜, denote again by ν the
associated valuation of the field k. For a nonzero element z ∈ k, let h(z)
be its height, i.e.
h(z) =
∑
ν∈C˜
max{0, ν(z)}.
Let S ⊂ C˜ be a finite set and OS := κ[C˜ \ S] be the κ-algebra of regular
functions on the affine curve C := C˜ \ S. Its Euler characteristic is by
definition the integer
χ(C) = χS(C˜) = 2g − 2 + (S).
One can then consider diophantine equations defined by polynomials
with coefficients in k (or in OS), to be solved in the function-field k (or
in the ring OS , or in multiplicative group O∗S). So we are concerned with
equations (or more generally system of equations) of the form
f (x1, . . . , xn) = 0 (3.1)
where the polynomial f (X1, . . . , Xn) ∈ k[X1, . . . , Xn] has its coeffi-
cients in k and the unknown (x1, . . . , xn) ∈ kn may be subject to some
94 Pietro Corvaja
integrality conditions. Geometrically, this means that we are given an
affine κ-variety X endowed with a morphism θ : X → C; the solutions
to equation (3.1) correspond to sections φ : C → X of the “projection” θ .
Under suitable conditions on the generic fiber of θ one expects that such
sections are finite in number, or at least that their images are contained in
a proper subvariety.
In [7] we proved, in particular, the function field analogue of Conjec-
ture 2, actually in much stronger form; namely we proved
Theorem 3.1. Let, as above,OS = κ[C˜\S] = κ[C] be the ring of regular
functions on an affine curve C = C˜ \ S, O∗S its group of units. There exist
a number H = H(C˜, S) such that the triples (u, v, w) ∈ (O∗S)3 such that
the sum u + v + w is a perfect d-th power for some integer d ≥ 2 and
max{h(u), h(v), h(w)} > H are not Zariski-dense in G3m.
The above result, although not explicitly stated in [7], can be easily
deduced from Theorem 1.2 therein. Actually from the methods of [7] it
follows that there exists a number H depending explicitly on the Euler
characteristic of the affine curve C˜ \ S such that all the S-units u, v, w
whose sum is a perfect power either verify h(u : v : w) ≤ H or verify a
multiplicative dependence relation of the form uavbwc ∈ κ∗, for a non-
zero vector (a, b, c) ∈ Z3.
The finitely many families of solutions of arbitrary large height can
be constructed in the following way: one family is obtained by taking
v = −u, w = sd with (u, s) ∈ (O∗S)2 and analogously permuting the role
of u, v, w one obtaines two more families. If d = 2 one has moreover
the families deriving from the identity (α + β)2 = α2 + 2αβ + β2: put
u = α2, w = β2, v = 2αβ and one gets solutions of arbitarily large
height by choosing S-units α, β. Of course, changing the roles of u, v, w
one gets in this way two more families.
The above families of solutions of unbounded height correspond to
morphisms G2m → Y , where Y ⊂ A1 × G3m is the closed variety of
equation yd = u + v + w.
From [7, Corollary 2.2] we shall easily deduce the analogue of Con-
jecture 4 too, again in stronger form:
Theorem 3.2. Let OS = κ[C] be as before. The pairs of S-units (u, v) ∈
(O∗S)2 such that u = v, u = v−1 and the ratio (u −1)/(v−1) is a perfect
d-th power in κ(C˜) for some integer d ≥ 2 have bounded height.
Theorem 3.2 admits the following Corollary:
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Corollary 3.3. Let d ≥ 2 be an integer, X˜ the rational ruled surface
defined in P2 × P1 by the equation
(x1 − x0)yd1 = (x2 − x0)yd0 ,
and D be the divisor in X˜ defined by x0x1x2 = 0. Define the smooth
quasi-projective surface X to be the complement X := X˜ \ D. Given a
smooth affine curve C, if the surface X contains infinitely many curves
isomorphic with C, then all but finitely many such curves are fibres of the
canonical projection X → P1.
In the proof of Theorem 3.2 we make use of the following two lemmas,
the first one being (essentially) the classical abc theorem over function
fields, while the second one is the function field version of the alluded
estimates for the gcd(u − 1, v − 1).
Lemma 3.4. Let the curve C˜ and the finite set S be as before. For every
S-unit u ∈ O∗S define the ramification R of the zero-divisor of u − 1
outside S as
R :=
∑
ν ∈S
max{0, ν(u − 1) − 1}. (3.2)
If u = 1, then R verifies the inequality
R ≤ χS(C˜).
Proof. Put z = u − 1. Let a be the number of simple zeros of z outside
S, b the number of its multiple zeros outside S. Then
h(z) = h(u) = max{h(z), h(u), h(1)} ≥ a + b + R
where the last inequality follows by counting the zeros (with multiplicity)
of z outside S. Since by the definition of z
u + (−1) + (−z) = 0
the abc theorem over function fields states that the union of the zero and
pole sets of the S-integers u and z is at least h(z) + 2 − 2g, so at least
a + b + R + 2 − 2g. On the other hand, there are at most (S) + a + b
zeros and poles for the functions u, z, since u, z are S-integers. Hence
(S) + a + b ≥ a + b + R + 2 − 2g
so R ≤ (S) − 2 + 2g = χS(C˜) as wanted.
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Lemma 3.5. Let u, v be non-constant S-units with u = v, u = v−1. If
max{h(u), h(v)} > 323χS(C˜),
then ∑
ν ∈S
min{ν(u − 1), ν(v − 1)} ≤ max{h(u), h(v)}
2
.
Proof. It follows easily from [7, Corollary 2.3], where moreover we
proved that the constant 1/2 can be replaced by any positive number ,
provided that u, v are taken outside some explicit finite union of proper
subgroups and a set of (effectively) bounded height.
Proof of Theorem 3.2. Observe first that if χS(C˜) < 0 the conclusion
holds trivially, since all S-units are constant. If χS(C˜) = 0, then C˜  P1 \
{0,∞}, which is the only affine curve with vanishing Euler characteristic.
Then u, v are of the form λtm , for some nonzero constant λ and some
integer m ∈ Z. If a ratio
u − 1
v − 1 =
λtm − 1
µtn − 1 = λµ
−1 · t
m − λ−1
tn − µ−1
is a perfect power, then either m = n = 0, so u, v have vanishing height,
or λ = µ and m = n, so u = v, or m = −n and λ = µ−1, so u = v−1.
Hence, under our hypotesis that v = u±1, the height is zero.
Let us now suppose that χS(C˜) > 0; we shall prove that if u, v satisfy
the hypothesis of Theorem 3.2 then their heights are ≤ 323χS(C˜). Sup-
pose by contradiction that it is not so; by simmetry we can suppose that
h(u) ≥ h(v). Then we would have
h(u) = h(u − 1) > 323χS(C˜). (3.3)
Following the notation in the proof of Lemma 3.4, denote by a the num-
ber of simple zeros of z := u − 1, by b the number of multiple zeros and
by R the ramification term (3.2). Counting the zeros of z we obtain that
its height satisfies
a + b + R ≤ h(z) ≤ a + b + R + (S).
Since the zeros of (u − 1)/(v − 1) have multiplicity divisible by d , and
d > 1, the simple zeros of u−1 must be also zeros of v−1; by Lemma 3.5
and our assumptions (recall we are assuming by contradiction (3.3)) the
number of common zeros of u − 1 and v − 1 is at most h(u)/2 = h(z)/2.
Hence
a ≤ h(z)
2
≤ a + b + R + (S)
2
.
97 Problems and results on integral points on rational surfaces
On the other hand b ≤ R ≤ χS(C˜) (the second inequality holding by
Lemma 3.5) so, by the above displayed inequality, we have a ≤ (a +
2χS(C˜) + (S))/2, i.e.
a ≤ 2χS(C˜) + (S).
Using again h(z) ≤ a + b + R + (S) and b ≤ R ≤ χS(C˜), we obtain
h(z) ≤ 4χS(C˜) + 2(S)
which clearly contradicts (3.3) since we are assuming χS(C˜) > 0.
Proof of Corollary 3.3. We leave to the reader the case χS(C˜) = 0,
which means that the affine curve C˜ \ S is isomorphic with P1 \ {0,∞}.
Hence let us suppose that χS(C˜) > 0. In the notation of Corollary 3,
suppose there exist infinitely many curves on the surface X which are
isomorphic with C = C˜ \ S. Every such curve corresponds to at least one
non costant morphism C → X , which in turn corresponds to a solution of
(2.7) with y ∈ κ(C) and u, v ∈ O∗S . If for such a solution we have u = v
or u = v−1, then the image curve is fixed independently on the S-units
u, v. If u (resp. v) is a constant in κ \ {0, 1}, then there are only finitely
many possibilities for v (resp. for u). Hence we can analyze the case
of non constant u, v with u = v±1. In this case Theorem 3.2 provides
a bound for the heights of u and v. Thus it just remains to consider the
case of an infinite family of solutions (u, v) with fixed height for both u
and v. Since u, v are S-units for fixed S, we further reduce to the case of
a family of solutions of the form
u = λu0, v = µv0
for fixed non constant S-units u0, v0 and variable non zero scalars λ, µ ∈
κ∗. Now, for all but finitely many pairs (λ, µ) ∈ (κ∗)2, the functions
λu0 − 1 and µv0 − 1 will have only simple zeros; since their ratio is a d-
th power (with d ≥ 2), their zeros must cancel out completely, so y1/y0
is a constant. In another words, the image curve lies on a fibre of the
projection X˜ → P1 as wanted.
A second analogue to diophantine problems over number fields (or
number rings) is provided by Nevanlinna theory. A classical account of
the major aspects of this analogy can be found in Vojta’s booklet [16].
For the most recent spectacular achievements the author is referred to
Noguchi’s contribution [12]; for instance from Theorem 4.16 of [12] one
can easily deduce the Nevanlinna-theoretic analogues of our Conjectures
2 and 4 (i.e. of Theorems 3.1 and 3.2).
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We end this paragraph by remarking that Theorem 2.3 too has an ana-
logue in Nevanlinna theory. In its proof we observed it corresponds to
the diophantine equation y = (u − 1)/(v − 1) having a Zariski-dense
set of solutions with S-units u, v and S-integers y ∈ OS . Its Nevanlinna
analogue states the existence of algebraically independent never vanish-
ing entire functions u, v : C → C such that the ratio (u − 1)/(v − 1) has
no poles. Solution:
u(z) = eez−1, v(z) = ez.
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