Introduction {#Sec1}
============

The importance of ethical issues in AIED community motivated a recent call to focus on the FATE (Fairness, Accountability, Transparency, and Ethics) of AI in education. Although FATE makes a nice acronym, it blurs the conceptual relations between these topics (e.g. fairness can be seen as one of several ethical concerns, and accountability as a concept which guides ethical considerations). To guide research and practice, it needs to be situated both in an ethic-theoretical context and in empirical research, and to take into account the perspective of the practitioners -- the teachers. Teachers' knowledge of AI and related ethical issues in school needs to increase, and the literature has not clearly addressed the role of the teacher \[[@CR1], [@CR2]\]. If AI is to empower education by augmenting human capabilities, how can ethical standards of human decision-making be ensured? What makes for an ethically informed basis?

This paper aims to address the ethical foundation that can guide empirical research on the teacher's practical knowledge needs, when using presently available AI such as adaptive systems, virtual agents and learning analytics. It argues that the constituents of an augmented ethics system require a broader analysis than that of augmented intelligence in the traditional sense. For instance, there are national curricula, treaties and policy documents, such as the General Data Protection Regulation (GDPR) in Europe and the UN Convention on the Rights of the Child, which must not be neglected to provide useful support for teachers. Hence, ethical theory, teaching practice and policies all need to inform the development of a system that effectively "augments" ethics.

Lying, Hiding and Deceiving for the FATE of Learning {#Sec2}
====================================================

There are many opportunities for using AI to enhance student learning at the cost of presenting untruthful, partial or misleading information to the student -- in other words, systems that lie, hide or deceive. The message is not to condemn the existence or use of such functions -- in fact, teachers have always used deliberate (over-)simplifications and factual misrepresentations in order to help students learn, and so has been done since the early days of AIED \[e.g. [@CR3]\] -- but as AIED grows in complexity, and becomes more pervasive in the absence of human reflection and judgment, we need refined conceptual tools to identify and assess potential ethical conflicts with basic human values.

To what extent teachers need support, and of what kind, for taking a position to ethical dilemmas raised by recent AIED, remains an outstanding question. Some cases may appear unethical, such as deliberately inducing confusion in students by staging disagreements between agents \[[@CR4]\] or presenting students with erroneous examples \[[@CR5]\], but become less problematic for mature learners who are "game", become aware of the manipulations and submit to the pedagogic strategy. Then there are systems which may have personal repercussions far beyond what students and/or their teachers may recognize. A prevalent concern is privacy, relating to learning analytics (LA) \[[@CR6], [@CR7]\], for example whether the overall improvement of a learning environment is a valid reason to store and share the exact location of students to facilitate collaboration with peers. Other examples concern the use of Intelligent Tutoring Systems (ITS) that match students with virtual tutors on emotional and cognitive parameters. This raises issues as to when students' interactions with non-human systems are preferred to a human being. As noted in one study, "What is true if the teacher and AI do not agree?" \[[@CR1]\].

The message then, in line with other recent work \[[@CR8]\], is that ethical use of AI in schools require that teachers' unique human expertise is preserved and promoted. Such expertise is needed for deciding when it is warranted to use misrepresentations or a "deceptive" system for a larger good, in order to secure educational benefits and avoid risks for students' well-being. Next are some examples of such potential conflicts.

*Lying* refers to deliberately presenting information to the student that is incorrect, with reference to the available data. In principle, this concerns all cases where students are presented with incorrect information and requested to correct it, although the AI "knows" the correct answer. But there are more subtle and specific examples. Studies on learning curves and motivation suggest that students work longer in a problem domain if they make visible progress and are closer to goal (say, 80%) compared to not progressing, further from the goal (say, 40%). Such data can be used for algorithms that -- truthfully -- match the difficulty of learning tasks to the student's current performance level in a "personally" adaptive system (e.g. Sana Labs, [www.sanalabs.com](http://www.sanalabs.com)). Would it then be ethically justifiable to present false information about a student's current progress, suggesting that one is closer to the goal than performance indicates, in order to motivate students to finish a task they would otherwise give up?

*Hiding* refers to presenting selective, but not untrue, information to the student, while processing more data that is relevant to the task but may be presented at a later time and/or to another person (a peer or a teacher). AI systems that serve to identify what data are important to students are implemented in Learning Analytics (LA) and motivate the separation between *student*-*facing* and *teacher*-*facing* LA \[[@CR9]\]. Hiding information from the student that is disclosed to the teacher may decrease students' cognitive load while supporting the teacher's strategic choices. Should AI therefore be used to determine what data are 'better' communicated to teachers and students, respectively?

*Deceiving* refers to presenting the student with tasks that are designed to maintain false beliefs or illusions, without making the actual nature of the task or interaction explicit. A form of voluntary deception occurs in all (educational or other) games which involve an "intelligent" opponent that is technically invincible but adapts to the player's performance. The same can be said about collaborative virtual agents, such as Teachable Agents that increase students' efforts \[[@CR10]--[@CR12]\]. An interesting example is BELLA \[[@CR13]\] which employs a "super-agent" to adapt to students' knowledge gaps without actual "teaching" by the student. In research, Wizard-of-Oz methodologies exploit student expectations for improving upon existing systems by having human actors simulate AI agents. To what extent are such illusions ethically justifiable to maintain?

Towards a System for Augmented Ethics {#Sec3}
=====================================

The wide variety of issues and ethical concerns makes it difficult to define which aspects of FATE to focus on. From consulting ethical-philosophical expertise and standard works \[[@CR14]\] four basic values are identified: *privacy*, *safety*, *trust* and *fairness*. These values are fundamental in the sense that there is no obvious way of telling which value trumps another one. As to the FATE dimensions, one can argue that, for instance, "Transparency" is not a fundamental ethical value because it could, at the same time, be a risk and a benefit to safety, and a risk to privacy. "Fairness", on the other hand, is a fundamental social value (one cannot be "fair" in isolation), theoretically independent of individual privacy and safety.

Addressing the multiplicity of concerns is helped by distinguishing between pedagogies on the screen-level, "how individual systems work with a single student", and the orchestration-level, "whereby such systems are deployed in the bigger temporal and spatial context of a whole class" \[[@CR15], p. 6\]. The screen/orchestration level distinction thus helps both to direct teachers' attention and to see how accountability is attributed. The results of discussions with teachers can inform ethical guidelines that support decision-making as to what values should be protected, to what costs and benefits.

Figure [1](#Fig1){ref-type="fig"} offers a simplified categorization grid of ethical concerns that emerge from relating teachers' knowledge needs on the screen- and orchestration levels. It is suggested that the teacher take a stand on two questions: *Is the concern a screen-level priority? Is the concern an orchestration-level priority?* It should be emphasized that the yes (✓) or no (✗) to these questions is a deliberate simplification; they are a question of focus rather than exclusion, and they do not definitely tell where concerns belong.Fig. 1.A grid for determining types of ethical priorities for AIED, with example questions.

On the screen-level, concerns of *privacy* can be viewed with respect to privacy settings available to the individual but also what data the system stores and what personal data is requested at start. The individual's *trust* in the system is dependent on how well it functions, both for protecting personal data and for producing the expected outcomes. The teacher can assist students with available privacy settings and data storage but cannot directly influence students' trust and expectations, which can only develop from personal experience of working with a system in relation to (human or AI) alternatives.

On the orchestration-level, *safety* can be viewed with respect to how the teacher assesses and manages the risks and threats for all students in a class (arguably, students may have different preferences of privacy and what information they are willing to share, but they should all have an equal level of safety). Safety concerns are about the whole group and the orchestration of all systems used in the classroom. *Fairness* is a value of broader ethical concern than can be addressed by either the student on screen or the teacher beyond her own classroom. Issues of fairness must not be ignored, but teachers need to be aware of the complex social, financial, and cultural context in which they are embedded. For example, teachers and policy makers may need to consider gender equality, and whether the use of AI should be mandatory.

In conclusion, this organization of ethical priorities put the theoretical corner stones on which to base ethical positions with respect to the teacher's responsibilities, the system properties and contextual knowledge needs. Each of the four values deserves attention in its own right. For understanding their meaning in practice and further development, it is suggested that teachers are involved at an early stage and work together with researchers, such as in workshops, in an iterative process of identifying, analyzing, evaluating and re-evaluating ethical concerns. Such a project would have great significance both on a societal level and for covering knowledge gaps on the ethics of AIED.
