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Abstract
In the last twenty years, the problem of classifying control systems allowing state
and feedback transformations has been extensively studied. This paper approaches
the classication of bilinear control systems from a topological point of view, as
is common in the theory of dynamical systems. As a rst step towards a topo-
logical classication, we study conjugacy and equivalence for the ows associated
with bilinear control systems. This allows us to characterize the controllability and
(exponential) stability behavior of bilinear systems, using Morse decompositions on
the projective bundle and the associated Morse spectrum.
1 Introduction
In the last twenty years, the problem to classify control systems allowing state and
feedback transformations has been extensively studied. In particular, we mention the
approach due to Kang and Krener [6] based on Taylor expansions and more geometric
approaches to equivalence for (nonlinear) control systems that are based on equivalent
distributions dened by a system on the tangent bundle. This point of view allows
for the redenition of controls (via feedback) and requires that the control range is a
linear, unbounded space (see e.g. the recent survey by Respondek and Tall [7]). This
paper approaches the classication of bilinear control systems from a topological point
of view, as is common in the theory of dynamical systems, see, e.g., [5] and [8]; see also
Baratchart, Chyba and Pomet [3] for a Grobman-Hartman result in the context of control
systems. But while one is interested in trajectory-wise (equivalence and conjugacy)
results in dynamical systems, for control systems such a concept has to be complemented
by an analysis of the key concepts of controllability and stability/stabilization.
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In this paper we take a few steps towards a topological classication of bilinear
control systems in Rd of the form




with control range U  Rm, which we assume to be a compact and convex set with
0 2 intU . The (open loop) control functions u are in U := fu : R ! U for all
t 2 R, locally integrableg. We aim at the following properties of a bilinear control
system:
 controllability in Rd (and on the projective space Pd 1),
 stability (and feedback stabilizability) at the origin,
 robust stability for all u 2 U , if the space U is interpreted as a space of time varying
perturbations,
 spaces of equal exponential behavior, since these form the basis of results on invariant
manifolds and Grobman-Hartman type theorems, if a bilinear system is obtained via
linearization of a nonlinear control system at a xed point.
As it turns out, see e.g. [4], the key concepts for these four issues are controllability
on Pd 1, the spectrum of (1), and the dimension of the spectral subbundles. This paper
presents some results on the spectrum and the spectral subbundles.
2 Conjugacy and equivalence for bilinear control systems
in Rd
We denote by B(d;m;U) the set of bilinear control systems  = (A0; :::; Am; U) in Rd
with m controls and control range U . Associated with a control system is a dynamical
system  (the control ow) in the following way, compare [4]:
 : R U  Rd ! U  Rd; (t; u; x) = ((t; u); '(t; x; u)); (2)
where '(t; x; u) is the trajectory corresponding to the control function u and the initial
value x and we denote the shift on the base U by (t; u()) = u(t+ ).
Denition 1 For i = 1; 2 let i 2 B(d;m;Ui); be bilinear control systems and denote
by i = (i; 'i) : R  Ui  Rd ! Ui  Rd the associated control ows. We say that 1
and 2 are
(i) skew conjugate if there exists a skew homeomorphism h = (f; g) : U1Rd ! U2Rd
such that h(1(t; u; x)) = 2(t; h(u; x)), i.e., f : U1 ! U2 and g : U1  Rd ! Rd with
f(1(t; u)) = 2(t; f(u)) for all (t; u) 2 R U1; and
g(1(t; u); '1(t; x; u)) = '2(t; g(u; x); f(u)) for all (t; u; x) 2 R U1  Rd;
(ii) skew equivalent if there exists a skew homeomorphism h = (f; g) : U1  Rd !
U2  Rd as above that maps trajectories of 1 onto trajectories of 2, preserving the
orientation, but possibly with a time shift, i.e., for each (u; x) 2 U1  Rd there ex-
ists a continuous, strictly increasing time parametrization x;u : R ! R such that
h(1(t; u; x)) = 2(x;u(t); h(u; x));
(iii) shift conjugate if the shift ows in the bases are conjugate, i.e., there exists a home-
omorphism f : U1 ! U2 such that f(1(t; u)) = 2(t; f(u)) for all (t; u) 2 R U1.
For control systems skew conjugation of the ows requires, in particular, conjugation
of the shift ows in the bases. We obtain the following result.
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Theorem 2 Let 1 2 B(d;m;U1) and 2 2 B(d;m;U2) be bilinear control systems.
(i) If U1 and U2 are a¢ nely isomorphic, i.e.U2 = H[U1] with H(v) = Mv + b and M
invertible, then 1 and 2 are shift conjugate.
(ii) If U1 and U2 are the convex hull of 2m points in Rm of the form Ui = cofv1i ; :::vmi ;
 v1i ; :::  vmi g, then 1 and 2 are shift conjugate.
For bilinear control systems that are shift conjugate, the following theorem shows
that skew conjugacy is a very weak condition which-in the hyperbolic situation-only
depends on the dimension of the stable subbundle.
Theorem 3 Consider two bilinear control systems of the form (1) which are shift con-
jugate.
(i) If both ows are exponentially (un)stable, then they are skew conjugate.
(ii) Let both ows be hyperbolic, i.e. the vector bundles Ui  Rd can be written as the
Whitney sums of exponentially stable and unstable subbundles. Then they are skew con-
jugate i¤ the dimensions of their stable (and unstable) subbundles coincide.
Theorem 3 generalizes the well-known result for hyperbolic matrices to bilinear con-
trol systems. The proof follows from the fact that the control ow associated with a
bilinear control system is a linear ow on a vector bundle. Then a general theorem for
such ows [2] can be applied. The next section is devoted to the study of the number
of spectral subbundles and their dimensions under skew conjugacy.
3 Conjugacy and equivalence for bilinear control systems
in projective space
A system  2 B(d;m;U) induces a (nonlinear) control system P on the projective
space Pd 1 in the following way:




PAi(u; s) = (Ai   sTAis  I)s for all i = 0; :::;m:
Here T denotes transposition and I is the dd identity matrix. For all (u; s) 2 U Pd 1
the system has a unique solution, denoted by P'(t; s; u) for all t 2 R with P'(0; s; u) = s.
The associated dynamical system reads
P : R U  Pd 1 ! U  Pd 1; P(t; u; x) = ((t; u);P'(t; x; u)): (4)
The Morse spectrum of the system  is Mo =
lS
j=1
Mo(Ej), where the Ej are the chain
control sets of P. The Morse spectrum contains all Lyapunov exponents and leads to
a corresponding subbundle decomposition, see [4].
Theorem 4 For i = 1; 2, let i 2 B(d;m;Ui) be two bilinear control systems with
associated ows i in UiRd and projected ows Pi in UiPd 1. Denote the associated




i = Ui  Rd. Suppose that there exists a skew
equivalence h = (f; g) : U1  Pd 1 ! U2  Pd 1 between P1 and P2. Then
(i) h maps chain recurrent components of P1 onto chain recurrent components of P2
and l1 = l2, and hence the chain control sets in Pd 1 are mapped onto chain control sets,
(ii) h respects the order of the chain recurrent components, and hence of the chain control
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sets,
(iii) 1 and 2 have the same number of spectral intervals and h respects the order
between these intervals,
(iv) h maps the associated bundle decompositions into each other, and the dimensions
of corresponding bers agree.
The next section provides a converse of this theorem.
4 The Lyapunov index of bilinear control systems
In order to characterize skew conjugate bilinear control systems we introduce the fol-
lowing notion of Lyapunov indices.









where (Ei) = inf Mo(Ei), (Ei) = sup Mo(Ei), and the block size of i is the mul-
tiplicity m(Ei) of the corresponding chain control set. The blocks are arranged according
to the order E1  :::  El. Two bilinear control systems i 2 B(d;m;Ui); i = 1; 2; are
called Lyapunov equivalent if S(1) = S(2).
Note that the Lyapunov index of a bilinear system characterizes the stability be-
havior. We remark that it can also be used to characterize (exponential) feedback
stabilizability and controllability properties of the system in Rd and in Pd 1 as well as
the robust stability of linear di¤erential equations under time varying perturbations.
Denition 6 The short Lyapunov index SL() of  2 B(d;m;U) is given by the vector
of the multiplicities di of the subbundles (in the natural order of their chain control sets):
SL() = (l; d1; :::; dl) where l  d is the number of distinct chain control sets. The short
zero-Lyapunov index additionally includes the dimension of the stable subbundle.
Note that two bilinear control systems 1 and 2 on Rd have the same short Lya-
punov index if and only if the (ordered) blocks of the Lyapunov indices L(1) and L(2)
have the same dimensions.
Theorem 7 Consider two bilinear control systems i 2 B(d;m;Ui) which are shift
conjugate via f : U1 ! U2. Then 1 and 2 have the same short Lyapunov index i¤ there
is a skew homeomorphism h = (f; g) : U1Pd 1 ! U2Pd 1 with g : U1Pd 1 ! Pd 1
that maps the nest Morse decomposition of P1 into the nest Morse decomposition of
P2, i.e. h maps Morse sets into Morse sets and preserves their order.
Corollary 8 Consider two bilinear control systems i 2 B(d;m;Ui) which are shift
conjugate via f : U1 ! U2 and have hyperbolic linear ows i. Then 1 and 2 have
the same short zero-Lyapunov index i¤ their linear ows i in URd are skew conjugate
and there is a skew homeomorphism h = (f; g) : U1  Pd 1 ! U2  Pd 1 respecting the
nest Morse decompositions of the projected ows.
This follows by combining Theorem 7 with Theorem 3(ii). In [1] we introduced the
Grassmann graphs of ows associated with linear di¤erential equations. These graphs
can be generalized to bilinear control systems. It turns out that for two shift equivalent
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