This paper addresses the problem of H ∞ control for discrete-time Markov jump linear systems via static output feedback. The transition probabilities of Markov chain are assumed to be partly unknown. First, by utilizing the properties that the sum of each row is one in a transition probability matrix and constructing Lyapunov function, a sufficient condition is established such that the system under consideration is stochastically stable with a pre-specified H ∞ performance index. Second, the design method of static output feedback controller is proposed to guarantee that the resultant closed-loop system is stochastically stable with the pre-specified H ∞ performance index γ . Since the conditions obtained for the existence of controllers are not expressed strictly in terms of linear matrix inequalities, a modified cone complementarity linearization algorithm is given to solve the static output feedback controller gains. Finally, a numerical example is presented to show the effectiveness of the theoretic results. Compared with the existing literature, the total number of matrix inequalities in the proposed method is less, and the optimal performance index obtained is smaller.
I. INTRODUCTION
Markov jump system is also called stochastic switching system with Markov parameters, its characteristic is that the system evolves dynamically with the driving of time and events, and the switching between subsystems obeys Markov process. As a multi-mode system, Markov jumping system can be used to simulate many dynamic systems with catastrophic characteristics, such as manufacturing systems, network control systems and fault tolerant control systems. In addition, Markov jump system can also be used to simulate many industrial systems with sudden change in structure and parameters due to failure or maintenance of components, environmental interference and changes in the connection mode of subsystems. For these reasons, the Markov jump system attracts the interest of scholars, and finally many excellent results are achieved. For example, filter design [1] - [5] , stability and stabilization [6] - [17] , H ∞ control [18] - [21] and fault detection [22] - [24] . Because of the inherent difficulties in the analysis of nonlinear jump The associate editor coordinating the review of this manuscript and approving it for publication was Bing Li . dynamics, most attention is focused on the linear representation of Markov jump systems.
We know that Markov system is a kind of multi-mode jumping systems. The system modes and their relationship among the modes are determined by a random jumping process with certain transition probabilities. For a long time, the study of Markov jump system assumes that the transition probabilities of the system are completely known. For example, in a networked control system, data packet loss and channel delay are simulated by Markov chains, and the transition probabilities are generally considered to be completely known [25] - [27] . However, in the analysis of actual control systems, sometimes all the information of system transition probabilities can not be obtained. Therefore, from the point of view of control, it is of great theoretical significance and application value to study Markov systems with unknown partial transition probabilities rather than spend a lot of time to determine all system transition probabilities [2] , [3] , [10] - [15] , [18] , [20] - [22] , [28] , [29] .
Because the output variables can be directly measured, hence the output feedback has clear physical meaning in most cases. So, in this paper we consider the problem of H ∞ VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ control via static output feedback for discrete-time Markov jump systems with partial unknown transition probabilities. Sufficient conditions for the considered system to be stochastically stable with a pre-specified H ∞ performance index are investigated by constructing an appropriate Lyapunov function and using the relation:
where π ij 's are the transition probabilities. H ∞ performance index describes the disturbance attenuation performance. Furthermore, a static output feedback controller is designed to guarantee that the resultant closed-loop system is stochastically stable with the pre-specified H ∞ performance index γ . Finally, a numerical example is given to test the effectiveness of the proposed design method of H ∞ controller, and provides comparison with an existing result. It is worth emphasizing that the method proposed in this paper has the following advantages:
(i) Compared with [18] , it not only requires solving more less inequalities but also can get the better optimal performance index.
(ii)
Compared with [21] , it does not need to know that at least one element in each row of the transition probability matrix has a positive lower bound. The remainder of this paper is organized as follows: Section II gives the description of the problems studied in this paper and the necessary preliminary knowledge. In Section III, by utilizing the properties that the sum of each row is one in a transition probability matrix and the Lyapunov stability theory, sufficient conditions for the considered system to be stochastically stable with a pre-specified H ∞ performance index are given in the form of inequalities. From which, a mode-dependent static output feedback controller is designed to guarantee that the resultant closed-loop system is stochastically stable with the pre-specified H ∞ performance index γ . In Section IV, a numerical example is presented to test the effectiveness of the proposed design method of H ∞ controller, and provides comparison with an existing result. Section V concludes this paper.
Notations: Throughout this paper, let ( , F, Pr) be a probability space, where is the sample space, F is the σ -algebra of the sample space, and Pr is the probability measure on F. The superscript T represents matrix transposition. E{·} denotes the mathematical expectation operator. l 2 [0, ∞) is the space of square summable infinite sequence, and for w(k) ∈ l 2 [0, ∞), its norm is given by ||w(k)|| 2 = ∞ k=0 w T (k)w(k). For sequence z(k) ∈ l 2 (( , F, Pr), [0, ∞)), its norm is given by ||z(k)|| E 2 = E ∞ k=0 z T (k)z(k) . In addition, in symmetric block matrices, we use * as an ellipsis for the terms that are introduced by symmetry. diag(· · · ) stands for a block-diagonal matrix.
The notation P > 0(≥ 0) means P is real symmetric positive definite (semi-definite). I and 0 represent respectively, identity matrix and zero matrix. Matrices, if their dimensions are not explicitly stated, are assumed to be compatible for algebraic operations.
II. PROBLEM FORMULATION
Let r k (k ≥ 0) be a Markov chain which takes the value in the finite state space S = {1, 2, . . . , N }, and its transition probability matrix = [π ij ] N ×N is given by the following formula [13] :
where π ij > 0 denotes the transition probability from mode i at time k to mode j at time k + 1, and satisfies N j=1
In this paper, some elements of the transition probability matrix are assumed to be unknown. For example, the transition probability matrix may be =     π 11 ? π 13 ? ?
? ? π 24 π 31 ? π 33 ? ?
?
where ''?'''s denote the unknown elements. For notation clarity, for every i ∈ S, we denote S = S
Set π
where p i denotes the number of known elements in the ith row of , and k s (s ∈ {1, 2, . . . , p i }) represents the sth known element in the ith row of the matrix . Consider the following discrete-time Markov jump linear system:
is the external disturbance (belongs to l 2 [0, ∞)), y(k) is the measurement output, z(k) is the controlled output (belongs to l 2 (( , F, Pr), [0, ∞))), r k is the same as the previous definition, and A(r k ), B(r k ), C(r k ), D(r k ), E(r k ), F(r k ), G(r k ) and H (r k ) are known matrices of appropriate sizes. For r k = i ∈ S, the system matrices of the ith mode are denoted by
In this paper, the static output feedback controller for system (4) will be designed. Here the state variables are assumed to be partly available for feedback. The static output feedback controller has the mode-dependent form:
where K (r k ) is the feedback gain matrix to be designed. The closed-loop system formed by (4) and (5) is given by:
Obviously, the resultant closed-loop system (6) is also a discrete-time Markov jump linear system with the partly unknown transition probabilities. Let its initial condition be (x(0), r(0)) = (x 0 , r 0 ). The definition of stochastic stability (with a pre-specified H ∞ performance index) of the discrete-time Markov jump linear system (6) can be shown as follows: Definition 1 [18] : System (6) with w(k) ≡ 0 is stochastically stable, if for every initial condition (x 0 , r 0 ), the following holds:
Definition 2 [18] : For given a scalar γ > 0, system (6) is stochastically stable with the pre-specified H ∞ performance index γ , if it is stochastically stable when w(k) ≡ 0, and under the zero initial condition, ||z|| E 2 < γ ||w|| 2 holds for all nonzero w(k) ∈ l 2 [0, ∞).
The objective of this paper is to design a mode-dependent static output feedback controller (5) , such that the resulting closed-loop system (6) is stochastically stable with a pre-specified H ∞ performance index. For this end, we require the following lemma.
Lemma 1 [(Bounded Real Lemma) [30] ]: System (6) is stochastically stable with the pre-specified
where P (i) = j∈S π ij P j .
Remark 1: As presented in [30] , if system (6) is weakly controllable, then the sufficient condition given in Lemma 1 is also necessary. See [31] for the concept and criteria of weak controllability of system (6) .
III. MAIN RESULTS
In this section we will design a static output feedback controller of form (5) for system (4) , so that the closed-loop system (6) is stochastically stable with the pre-specified H ∞ performance index.
A. PERFORMANCE ANALYSIS Proposition 1: Let ij ∈ S n (i, j ∈ S) be symmetric matrices of appropriate sizes. If
then j∈S π ij ij < 0 for any i ∈ S.
Proof: When π (i) k = 1, it is obvious trhat S (i) k = S and S (i) uk = ∅, and hence (8) turns into j∈S π ij ij < 0 for any i ∈ S. If, on the other hand, π (i) k = 1, then it follows from (8) that
Theorem 1: System (6) is stochastically stable with the H ∞ performance index γ > 0, if there exist matrices P i > 0, i ∈ S such that the following matrix inequalities are feasible:
with
Proof: It follows from the Schur complement lemma [32] that the inequality in Lemma 1 is equivalent to
Performing a congruent transformation to the upper matrix by diag(P (i) , I , I , I ), we can derive
This, together with P (i) = j∈S π ij P j and j∈S π ij = 1, implies that the inequality in Lemma 1 is equivalent to
Similarly, the inequalities in (9) is equivalent to
This, together with Proposition 1 and Lemma 1, completes the proof. Remark 2: Note that if S (i) uk = ∅, for all i ∈ S, then system (6) is the one with completely known transition probabilities, which becomes the Markov jump linear system in the usual sense. Consequently, the conditions (9)-(10) are equivalent to ones in Lemma 1. Also, if S (i) k = ∅ for all i ∈ S (i.e., the transition probabilities are completely unknown), then system (6) can be viewed as a switched linear system under arbitrary switching. Correspondingly, the condition (9) becomes
which is similar to [33, Corollary 1]. In addition, it follows from (12) that
which is the stabilization condition [34, (8) ]. 
Notice ij =˜ i +˜ ij from the above inequalities. If (13) and (14) are feasible, then (9) holds, which makes Theorem 1 less conservative than [18, Lemma 3.1].
B. DESIGN OF H ∞ STATIC OUTPUT FEEDBACK CONTROLLER
Theorem 2: For given a scalar γ > 0, the closed-loop system (6) is stochastically stable with the pre-specified H ∞ performance index γ , if there exist matrices X i > 0, i = 1, 2, . . . , N and matrix K i such that the following matrix inequalities hold:
Proof: Performing a congruence transformation to the matrix in (15) 
uk . By setting X i = P −1 i , i = 1, 2, . . . , N , and noting (7), (16) and (17), we can obtain
which is equivalent to
Using Schur complement lemma to above inequality, one can obtain
From Theorem 1, system (6) is stochastically stable with the prescribed H ∞ performance index γ , if there exist X i > 0 and K i , i = 1, 2, . . . , N such that (15) holds. This completes the proof. Remark 4: Shen et al. [21, Theorem 1] proves the static output feedback H ∞ control problem for a class of uncertain Markov jump systems, and gives sufficient conditions for the solvability of the problem when the unknown transition probabilities are bounded. However, the approach proposed here does not require the condition, so the corresponding solvability condition given in Theorem 2 is less conservative.
Remark 5: In the process of solving the feasible solutions of inequalities, we find that the number of inequalities needed in this paper is less than that in the [18] . Specifically, assume that the total number of the unknown elements in the ith row of the transition probability matrix is m i , then:
If m i ≤ 1 (respectively, m i = N ), then by using the methods presented in this paper and one in [18] , the number of inequalities to be solved is 1 (respectively, N ); (ii) If 2 ≤ m i ≤ N − 1, then the number of inequalities to be solved by using the method presented in this paper is m i , however, the number of inequalities to be solved by using method presented in [18] is m i + 1.
Therefore, the proposed method in this paper not only reduces the computational complexity but also guarantees that the resultant closed-loop system is stochastically stable with the specified H ∞ performance index γ .
C. CONE COMPLEMENTARY LINEARIZATION ALGORITHM
The cone complementary linearization algorithm [35] can be used to solve the nonlinear matrix inequalities in (15) , that is,
Specifically, the cone complementary linearization algorithm is as follows:
Step 1 Find a feasible solution of (18) and (19) for unknown matrix variables (X 10 , X 20 , . . . , X N 0 , L 10 , L 20 , . . . , L N 0 ), and set the number of iterations m = 0.
Step 2 For matrix variables (X 1 , . . . , X N , L 1 , . . . , L N , K 1 , . . . , K N ), solve the following optimization problem:
Subject to (18) , (19) .
Let the optimal solution be (X 1,m+1 , . . . , X N ,m+1 , L 1,m+1 , . . . , L N ,m+1 ).
Step 3 If matrix inequalities
for the matrix K i obtained in Step 2 are feasible, then output feasible solution. If it is not feasible, check whether m reaches the required number of iterations, and if it does, the system has no solution; otherwise, set m = m + 1, return to Step 2 and continue the iteration.
IV. A NUMERICAL EXAMPLE
In this section we will give a numerical example to illustrate the validity of the method proposed in this paper. Example 1: Consider the Markov jump linear system (4) with four operation modes and the following data: 
08 0.10 , and the transition probability matrix is considered as:
where denotes the unknown element.
For the above parameters, we use the cone complementary linearization algorithm to solve the optimal performance index γ by two methods: one is through solving (15) in Theorem 2 of this paper; the other is through solving the inequalities in [18, Corollary 3.2] . The compute results are listed in Tables 1 and 2 , and the corresponding state responses of the closed-loop system are depicted in Figures 2 and 3 with the initial condition r 0 = 3 and x 0 = [−1.2 0.6] T . Here, the random jump of r k among four modes with transition probabilities as time frequency is given in Figure 1 .
In addition, we discuss the cases where γ takes two other values. The results of calculation for the first case are shown in Table 3 , and the state responses of the closed-loop system are depicted in Figures 4 and 5 . The results of calculation for the second case are shown in Table 4 , and the state responses of the closed-loop system are depicted in Figures 6 and 7 . Finally, when the disturbances in system (6) are taken as w(k) = 0.01 sin(k), the corresponding state responses of the closed-loop system are depicted in Figure 8 . On this basis, the conclusions are drawn: (i) From Tables 1 -4, we find that the method proposed in this paper can obtain better optimal performance indexes than one in the [18] , and requires fewer iterations steps; (ii) From Figures 2 -7 , we can see that with the increase of γ , the convergence speed of the state responses of the closed-loop system increases gradually. From Figure 8 , it is seen that the state response of system (6) is still convergent when disturbances are added; however, the convergent speed is slower than the case w(k) = 0 (see Figure 6 ). The H ∞ static output feedback controller obtained effectively ensures the reliability of system (6) under consideration.
V. CONCLUSION
In this paper, the problem of H ∞ control via static output feedback controller for the discrete-time Markov jump linear systems with partly unknown transition probabilities is investigated. In many references, the study of Markov jump system assumes that the transition probability of the system is completely known. However, in the analysis of actual control systems, sometimes all the information of system transition probabilities can not be obtained. Therefore, the system considered in this paper is more universal than one with the completely known or completely unknown transition probability matrix. By utilizing the properties that the sum of each row is one in a transition probability matrix and constructing appropriate Lyapunov function, under the condition that the transition probabilities are partly unknown, a sufficient condition is proposed such that the resultant closed-loop system is stochastically stable with the pre-specified H ∞ performance index. Thereby, the design method of static output feedback controller is given to ensure stochastic stability of the resulting closed-loop system under given H ∞ performance index γ . The total number of inequalities in the proposed methods is much less than ones in some previous results. Finally, by a numerical example, it is found that the optimal performance index γ obtained in this paper is smaller than one in [18] , and the number of inequalities to be solved by this method is obviously less than one in [18] . This is also the advantage of the approach proposed in this paper. The method proposed the paper can be easily extended to the other system models, for example, [36] - [40] .
