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任意点から候補直線群を求める従来の Hough変換を、物体画像の任意の 2 点から候補直
線群を求めるように変更することで高速化した。さらに、移動車の無人走行による実験
検証を示した。
3 章では、正射影画像中の対応点情報を用いた物体の運動と形状の 3 次元復元方式に






4 章では、中心射影画像中の対応点情報を用いた物体の運動と形状の 3 次元復元方式
について論じた。 TV カメラの既知の運動条件を用いることにより、従来方式に比べて














コンピュータビジョンの分野は、人工知能研究と関連して 1 960 年代から研究され
てきた[1. 1 J 。コンピュータビジョンの研究目的は、計算機に視覚を持たせることであ
り、近年、ニーズが拡大しているマルチメディア技術の要素技術として大きく期待され
る。
コンピュータビジョンの研究分野の中でも、物体の 2 次元画像から 3 次元復元を行う
処理は、ビジョンの中の最も高度な処理であるため、中心的な課題のーっとして、活発
に研究されてきた。
一般の物体の 2 次元画像から 3 次元復元を行うには、複数枚の 2 次元画像が必要であ













物体の 3 次元復元には、複数台の TV カメラを用いるステレオ視が有力候補であるが、













3 次元復元の対象は、物体の運動と、物体上の特徴点の 3 次元情報として定義する形
状である。実際には、物体上の特徴点に隠れが生じることがあるが、本論文では、より
基本的な画像上で隠れが生じない特徴点のみの 3 次元復元問題を中心として研究した。










[1. 4J 。一方、中心射影モデルでは 8 特徴点の対応が必要である[1. 5J[ 1. 6J が、画角に
よらず適用できる汎用性がある。
正射影の撮像モデルでの 3 次元復元の研究においては、最初に、特徴点の 3 時点間で
の対応で物体の動きと形状が同時に復元できるという原理[1. 4J が提案され、非線型な
復元解法[1.4J [1. 7J が示された。続いて、線型な復元解法の研究[1.8J [1. 10J が行われ、
復元解が存在する場合の幾何学的な意味づけのほかに、付加条件ごとの複数のアルゴリ
ズムによる線型解法が示された。
中心射影の撮像モデルでの 3 次元復元の研究においては、任意の剛体に対して 2 枚の
画像の 8 対応点から 3 次元復元できる原理[1. 10J が示された後、具体的な解析解法
[1. 11J [1. 12J が示され、特に線型解法[1. 10J はさらに洗練された[1. 13J [1. 15J 。また、
最小 2 乗法により条件式の誤差を吸収する解法[1. 14J も示され洗練された[1. 15J 。
1. 3 本研究の構成





提条件を用いて、 Hough変換を高速化した 。 この高速Hough変換を屋外における悪環境の
画像に適用し、有用性を実証した。 具体的には、高速Hough変換を搭載した視覚制御シ
ステムを構築し、植物の列を捉えた画像を入力として、画像上の植物の列を表す線を高
速Hough変換により抽出し、植物の列に沿 っ て作業車を無人走行させる実験に成功した 。




運動と形状の 3 次元復元方式[1. 18] [1. 19] について述べる。従来から、 3 つの画像の問
で対応づけた物体画像上の 4 つの特徴点の座標位置である対応情報から、物体の運動と
形状を 3 次元復元する研究がされており、代表的には、 Huang T. S. が考案した方f
[1. 9] がある。 3 章では、 Huang T. S. が考案した方式に比較して、下記1) 2) の 2 点で優
位性がある新方式を提案する。
1) 原理的に 3 次元復元可能であるかを、観測情報のみにより判定できる。
2) 原理的に復元可能な場合は付加情報なしで統一的に復元で、き る 。
また、平面上の物体を同一平面方向に観測するという制約条件のもとで、制約条件がな










制約条件のカテゴリとしては、座標系に従った 153 条件を定義し、 1 7 条件に帰着さ
せ、このうち 1 3 条件の場合で、従来方式よりも、少ない対応点で 3 次元復元できるこ
とを示す。さらに、必要以上の対応点数があった場合の最小 2 乗解法も示す。





本論文の内容は、対象物体と TV カメラの運動という観点で、下記の等価な1. 1) 、
1. 2) 、1. 3) 、 2) の 4 つの場合に有効である。
1) 1 台の TV カメラから、相対的に動いている対象物体を捉える場合
さらに、 TV カメラと対象物体の動いているものの組み合わせについて、下記の 3 通り
がある 。
1. 1) T V カメラのみ動いている場合
1. 2) 対象物体のみ動いている場合
1. 3) T V カメラと対象物体の両方が動いている場合
2) 複数の TV カメラから、同時に対象物体を捉える場合
1. 1) 、1. 2) 、1. 3) 、 2) の 4 つの場合は等価であるため、各章は、記述に適した1. 1) ま
たは1. 2 ) で記述する。
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第 2 章 高速Hough変換による物体画像の
特徴抽出と特徴配列に基づく移動車の走行
あらまし 対応点情報からの 3 次元復元方式に必要である物体画像の特徴点 を含 む、
特徴抽出方式と、移動車の無人走行実験による検証について述べる 。
特徴点は特徴線の交点として求めることができるため、画像領域内の特徴線の抽出を
追求した 。 特徴線の抽出には、 一般にHough 変換が用いられるが、多大な処理時間がか












インアーキテクチャの論理フィルタプロセッサのパイプライン処理により、 1 秒間に 6
0 画像をリアルタイム処理する。ファジー推論では、移動車の運動情報も入力パラメー
タとしたファジールールベースを持つことにより、運動している移動車のハンドル量の
決定を行えるようにした。本システムは、画像処理部の L S 1 化により車載できる小型
システム (A 4 版 x 1 0 cm) として実現できた。移動車に搭載した無人走行実験では、
画像入力からハンドル出力まで平均 1 0 0 msecの高速処理と、対象物体列に沿って 5 cm 
の誤差内の追随が確認でき、本システムの実用性を実証できた。
2. 1 まえがき
対応点情報か ら の 3 次元復元方式に必要である物体画像の特徴点を含む、特徴抽出方
式と、移動車の無人走行実験による検証について述べる 。
特徴点は特徴線の交点として求めることができるため、画像領域内の特徴線の抽出を





















圃 Y. ~ 
図 2. 1 人間の運転過程
Fig. 2.1 Human driving process. 
①の目的には、テレビカメラにより入力される画像が情報として十分で、ある。画像は
データ量が膨大であり、従来は画像処理には多大の時間を要することが問題であった。
ところが近年、動画像をビデオ速度(インタレースカメラの場合、 3 0 画像/秒)で実
時間処理できる技術が開発され、無人作業車の視覚部に採用できる可能性が出てきた。




近年ファジ一理論の応用が盛んである [2.5] 。ファジ一理論は、 1965年にZadeh[2.6] が
提案した人間の感覚のような不確かさを数学的に扱えるようにした理論である。ファジ
一理論に基づく推論方式では、人間の言葉で言い表されたあいまいなノウハウをルール










































きのみ、その画素を対象物を構成する点として抽出する機能を盛り込んだ(図 2. 2) 。
実際には、色抽出プロセッサと論理フィルタプロセッサを開発し、パイプライン接続











図 2. 2 大きさ条件






Color identification Logical filter 
図 2 . 3 対象物の実時間抽出
Fig. 2.3 Real-time marker identification. 
2. 2. 2 対象物体列の高速認識方式
• 
圃




点や l 個単位ではなく 、 対象物全体からその方向を意味する線を思い浮かべ、車の方向
がその線に一致するようにハンドルを切る 。 このハンドルを切る尺度として、抽出され
た対象物体を次の①、②として認識することにした。
① 位置 D: 画面の中心から、物体列に下ろした垂線の水平成分
② 向き A: 物体列が画面の中心線に対して成す角度
①で、 一般には垂線の長さが考えられるが、これを位置 D として採用するとハンドルが
大きく振動しやすくなる 。 これは、物体列が車体の前方にある場合(図 2. 4) に如実
に表れる。
Vehicle body Marker sequence 
Distance: D 
Image centHr 
図 2. 4 物体列が車体の前方にある場合






識するには、次のような処理を実行しなければならないからである(図 2. 5) 。
① 抽出された対象物の任意の l 点を通る直線のパラメータ (D ， A) をパラメータ
空間 D- Aの曲線として求める。この処理により、対象物の任意の l 点をパラメータ空
間の曲線に対応づける。
② ①を対象物のすべての点について行う。この処理により、パラメータ空間 D- A 
には、対象物の点の数だけの曲線が生成される。





Recognition result : Straight line parameters 
Parameters of straight lines 
passing a marker point 
Distance: 0 
図 2. 5 従来のハフ変換
Fig. 2.5 Conventional Hough transform. 
そこで、ハフ変換を下記の①、②の手段で高速化した(図 2. 6) 。
① 抽出された対象物の任意の( 1 点ではなく) 2 点を結ぶ直線のパラメータを求め
る。
② 2 点 (X l， Y1) ， (X2 , Y2) の組み合せを、次の 2 式で制限し、計算量を削減す
る。
I X1-X2 















図 2. 6 ハフ変換の高速化方法






具体的には、パラメータ (D ， A) は、 2 点 (X l， Y1) , (X2 , Y2) から式 (2.3) 、
(2.4) で求められる。
A 
ー |X1-X2 I 
Tan - 1 
I Y1-Y2 I 
(2.3) 
D (X1 cos A+ Y1 sin A) cos A (2.4) 
本方式によるハフ変換は以下の処理プロセスとなる。
① 抽出された対象物の任意の 2 点のうち、上記の制限式 (2.1 ) ， (2.2) を満たす組み
合わせを選ぶ。
② ①における 2 点を通る直線のパラメータ (D ， A) を式 (2.3) 、 (2.4) によりパラ
メータ空間 D- A の l 点 として求める。
③ ①、②を式 (2 . 1 ) 、 (2.2) を満たす対象物の任意の 2 点の組み合せについて行う。
この処理により、パラメータ空間 D- A には複数の点が生成される。
④ パラメータ空間 D- A において、最も密度の濃い点の座標を、求める直線のパラ
メータと認識する。このように改良したハフ変換により、抽出された対象物体の画像か
ら対象物体列を認識した(図 2. 7) 。





図 2. 7 対象物体列の認識
Fig. 2.7 Recognition of marker sequence. 






対象物体列の認識情報としては既に述べた位置 :D と向き :A に位置の時間変化:ム
D を加えた。これは、車体の動きを考慮せずには、正確なハンドル量が求まらないため
である。例えば、図 2. 8 のように対象物体列が時間によって大きく変動していると、
1 時点の (D ， A) だけでは、ハンドル量が求まらないことがわかる。
Marker Vehicle Vehicle Marker 'Vehicle Marker 
(a) Time: t -d t (b) Time: t (c) Time: t +d t 
図 2 . 8 対象物体列の時間変化例
Fig. 2.8 Change of marker sequence with time. 
認識情報D 、 A 、ム D に関して、 「少し右j 、 「大きく左」などの 5 種類の感覚を山













。 Numeric value 
図 2. 9 メンバシップ関数の種類
Fig. 2.9 Membership function types. 
1 2 
そして、移動車の運転手か らのヒアリングに よ り 、 人間の運転時におけるノウハウを
抽出し、認識情報か ら ハンドル量 を 求める ファジィルール， として表現した。ファジィル
ー ルは、 IF-T HEN形式であ り 、
1 F ( 変数が~ である ) AND ... J 
• TH EN (ハンドル量が~ である〕
とい う形式である 。 ファジイルールは、 1 F 部の変数の種類に よ り 2 種類か ら 成 り 、 合
計 1 8 個である (表 2. 1 ) 。
表 2. 1 ファジールールの種類と数
Table 2.1 Kind and number of fuzzy rules. 
I F 部変数 (AND 関係で結合) I 数
位置 : D I 位置の時間変化:ム D I 9 
位置: D I 向き: A I 9 
ハンドル量は、次のように決定した 。
① ファジールールごとに車体の進行条件を推論する 。
(1) 1 F 部の各変数のメンバシップ関数に物体列の情報を入力し、その関数値を各変数
の信頼度とする 。
(2) 1 F 部の変数は AND 関係で結合されているので、(1)で求めた信頼度の最小値を求
める 。






以上の①、②の原理を図 2. 1 0 に示す。 山形のメンバシップ関数の行とその上の説
明が l つのルールを示し、合計 2 つのルールがある 。 メンバシップ関数の列に関しては、




Distance: 0 Angle: A Steering angle 
Slightly right Slightly right Sharp ri'ght 
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o I 0 

















図 2 . 1 0 フ ァ ジー推論の原理
Fig. 2.10 Principle of fuzzy inference process. 
図 2. 9 に模式的に示したメンバシ ップ関数は、 実際には計算速度 を上げるため離散
刑 を採用した O 台集合 [2 . 8J の要素数は 9 -1 1 、 確信度の荷重は 4 -._ 5 段階とし た。
表 2.2 --- 表 2. 5 にメンバシ ッ プ関数の具体的な数値を示す。
表 2 . 2 位置 : D のメンバシ ッ プ関数
Table 2.2 Membership function of distance D. 
-5 -4 -3 -2 。 2 3 4 5 
大右 3 5 8 10 
小右 3 5 8 10 8 5 3 
中央 3 5 8 10 8 5 3 
小左 3 5 8 10 8 5 3 
大左 10 8 5 3 







表 2. 3 向き :A のメンバシップ関数
Table 2.3 Membership function of angle A. 
-5 -4 -3 -2 。 2 3 4 
10 8 5 3 
3 5 8 10 8 5 3 
3 5 8 10 8 5 3 
3 5 8 10 8 5 




(単位: 1/20 rad) 
表 2. 4 位置の変化:ムD のメンバシップ関数
Table 2.4 Membership function of distance ムD.
-4 -3 -2 。 2 3 4 
大右 3 7 10 
小右 3 7 10 7 3 
無し 3 7 10 7 3 
小左 3 7 10 7 3 
大左 10 7 3 
(単位: 20/0.67 pixel) 
表 2. 5 ハンドル量のメンバシップ関数
Table 2.5 Membership function of steering angle. 
-4 -3 -2 。 2 3 4 
大右 10 7 3 
小右 3 7 10 7 3 
中央 3 7 10 7 3 
小左 3 7 10 7 3 
大左 3 7 10 
(単位:操向係数)
1 5 
表 2. 1 に示したファジールールベースの具体的な内容を表 2. 6 と表 2. 7 に示す。
これらのファジールールは、実験に使用した作業車の熟練運転者にヒアリングして待た
ものである。
ファジールールベース l の I F 部の 2 つの変数の効果は加算的ではないが、相補的に
なっている。例えば、変数D と変数ム D が共に「小さく左」の場合はハンドル量も「小
さく左」であり、変数D が「小さく左」 かつ変数ム Dが「大きく右」の場合はハンドル
量は「小さく右」である。





表 2. 6 ファジー推論ルールベース l
Table 2.6 Fuzzy inference rule base 1. 
I F 部変数 THEN部変数
N O. 
位置 :D ム D ハンドル量
1 -1 ずれなし 変化なし 中 央
1 -2 小さく右 小さく左 中 央
1 -3 小さく左 小さく右 中 央
1 -4 小さく右 小さく右 小さく右
1 -5 小さく左 小さく左 小さく左
1 -6 小さく右 大きく左 小さく左
1 -7 小さく左 大きく右 小さく右
1 -8 大きく右 変化なし 大きく右








~ミ 大左 小左 中央 小右 大右
大左 小左
小左 小左 中央














表 2. 7 ファジー推論ルールベース 2
Table 2.7 Fuzzy inference rule base 2. 
1 F 部変数 THEN部変数












〉ミ 大左 小左 中央 小右 大右
大左 大左
小左 大左
中央 大左 小左 中央 小右 大右
小右 大右
大右 大右








これを解決するため 、 直前の対象物体列のパラメータ (D ， A) に応じて 、|両面にマ
スクをかけて他の対象物体列が入ってきても、本来追随すべき対象物体列のみを抽出で
きるようにした(図 2 . 11 ) 。
Marker Vehicle 
sequence body 
Marker Vehicle Marker 
sequence' body sequence 
、ー­
~ 
Field of view / 
図 2. 1 1 対象物体列の選択
Fig. 2.11 Selection of target marker sequnce. 
2. 3 開発したシステム
開発した方式をもとに移動車の視覚制御 システムを開発した 。 単なる 実験用シス テ ム
でなく、 実用的なシステムの開発を目的とした 。 このためシステムは、 下記の①、 ②を
満足する必要があ っ た 。
① 実時間でハンドル制御できる高速処理
② 移動車に容易に搭載できる小型・軽量システム これらの条件を満たすため、本
システムを画像処理ボードと CPU ボードの 2 枚のプリント板か ら構成した (図 2. 1 
2 )。 画像処理ボードでは、色抽出と論理フィルタ機能を実行する 。 特に論理フ ィル タ
機能は L S 1 化した 。 CPU ボードでは、ハフ変換とファジー推論をファーム ウェアと
して実行する 。 この結果、本システムを約A4 版 x 10cm と超小型化できた (図 2. 1 
























図 2. 1 2 システム+薄f戎
Fig. 2.12 System configuration. 
図 2. 1 3 装置外観
Fig. 2.13 Visual control system. 
2 0 
2. 3. 1 画像処理ボード
色抽出部と論理フィルタ部は電源部と合わせて、 l 枚の画像処理ボードとして実現し
た (図 2. 1 4 ) 。
図 2 . 1 4 画像処理ボード
Fig. 2.14 Image processing board. 
2. 3. 1. 1 色抽出部
デジタル回路を用いると、カラー 3 原色 RGB の信号をそれぞれA-D変換する必要
があり、これではシステム全体が大きくなる。
そこで、色抽出部をアナログ回路を用いて構築し、 A--D 変換部を l 箇所とした(図
2. 1 5) 。任意の色をアナログ回路で抽出するのは困難であるので、抽出色はカラー
3 原色 R G B (赤，緑，青)のうちの任意の 1 色とした。アナログ色抽出部において画
面全体から指定色を抽出した後は、 2 値化している。
Extracted color signal 
Output 
い十)
図 2. 1 5 アナログ色抽出部の構成
Fig. 2.15 Configuration of analog color identification section. 
2.3.1.2 論理フィルタ部
大きさ依存型の雑音は、論理フィルタ部で除去する。局所並列パイプラインアーキテ







図 2. 1 6 論理フィルタ部の構成
Fig. 2.16 Conf igurat ion of logical f i 1ter sect ion. 
しかし、これでもプリント板で実現すると A4 版程度となり大きすぎるので、 L S 1 












図 2. 1 7 論理フィルタ L S 1 
F i g. 2. 1 7 Lo g i c a 1 f i 1 t e r s e c ti 0n.
さて、テレビカメラとしては、標準の 2 1 インタレースのものを用いたが、本シス
テムのような使い方をする場合には 1 画素レベルの細部の情報は不要である 。 そこで、




とを利用して入力画像の横中央を 4 画素ごとに処理することで、 63 X 63の 2 値画像に圧












Fig. 2.18 Logical filter processing position. 
2. 3. 2 CPU ボード
CPU ボードは、制御用に専用化することにより小型化した。 CPU には i80286 (8 





c P U (i80286) 
:Program storage area 
:Program execution area 
ふ











: Steerin!~ position input 
:Steering control output 
:Interrupt timer 
:Internal information monitor 
図 2.19 CPU ボードの構成














2. 4. 1 内容
開発した装置を移動車に搭載し、表 2. 8 のさまざまな条件で無人走行実験を行った。
表 2. 8 実験仕様




植物 (10 cm 高、 2 cm直径、 20 cm 間隔)
物体列 | 直線、カーブ (3 m 半径)
車速 I 2.5 km/ 時
カメラの搭載位置と視野領域を図 2. 2 1 に示す。
[ Side ] 
[ Top] 774 Camera field of view 
????
図 2. 2 1 カメラの搭載位置と視野領域
















2. 4. 2 結果





















(a) Input image 
(b) Color identified image 
(c) Result 
図 2. 2 2 画像処理結果の例
Fig. 2.22 Example of results of image processing. 
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2. 5 高速Hough 変換方式と従来方式との比較考察
画像中の点集合から直線を抽出する課題において、 2. 2. 2 節に記述した高速
Hough 変換方式と従来方式を比較する。
本高速Hough 変換方式は、点集合の任意の 2 点を通る直線のパラメータをパラメータ
空間に投票し、点集合が表す直線を抽出するものである。
比較すべき従来方式としては、従来のHough 変換方式、最小 2 乗法を用いる直線の推
定方式、を取り上げて、 )11買に比較する。
2. 5. 1 従来のHough 変換方式との比較






画像に X-y直交座標系を設け、直線を抽出する点集合の点数を N とする。
直線は、一般に、角度。と位置 ρ のパラメータから表現され、位置 p は角度。と直線
上の一点の座標 (X ， Y) から式 (2.5) により計算できる。
p = p (8 , (X , Y) ) (2.5) 
従来方式では、点集合の任意の点 (X ， Y) ごとに、。の値ごとに ρ を式 (2.5) で計算す
る。計算すべき 0 の値の数を 8n 個とすると、従来方式の投票パラメータ計算量は、下
式で表現される。
従来方式による投票パラメータの計算量
= NX 8 n X (式 (2.5) による p の計算量) (2.6) 
本方式では、点集合の任意の 2 点 (X l， Yl) , (X2 , Y2) の組み合わせ N(N-l)/2通りご
とに、 2 点を通る直線の角度。を下式 (2. 7) で求めた後に、 p を式 (2.5) で求める。
。= 8 ( (Xl , Yl) , (X2 , Y2) ) (2.7) 
従って、本方式の投票パラメータ計算量は、下式で表現される。
本方式による投票パラメータの計算量
= N(N-l)/2 X (式 (2.5) による p の計算量+式 (2.7) による O の計算量) (2.8) 
以下に式 (2.6) と式 (2.8) の計算量を比較する。
従来のHough 変換方式では、直線のパラメータとして、原点から直線におろした垂線
の長さである ρ 、垂線と X軸との成す角度である 0 が一般によく使用される。そこで、
本方式と従来方式の計算量をこのパラメータについて比較する。この場合の式 (2.5)
(2.7) は )11真に式 (2.5)' (2 . 7)' で表現される。
p - x cos 8 + Y s i n 8 (2.5) t 
2 9 





(2.7) ，の計算量は乗除算の回数 ()I[買に 2 回、 l 回)にほぼ比例する、と考えられる。
そこで、以下では、乗除算の計算量を単位として乗除算の回数で計算量を表すことにす
る。
式 (2.6)(2.8) において、式 (2.5) (2.7) の代わりに具体式 (2.5)' (2.7)' を用いて下ず
を得る。
従来方式による投票パラメータの計算量= NX e nX 2 





= 3/2 N 1 N -(4/3 e n+ 1) I 
従って、 Nth =4/3 en + 1 とおくと、下記のように言える。
,. . N く Nth の場合;本方式の方が従来方式よりも、計算量が少ない。
. N > Nth の場合;本方式の方が従来方式よりも、計算量が多い。
。の範囲は、 O 豆 e< 180 (単位;度)であり、求める O の精度が小数点以下第 p 位な
らば、 e n 1800p であり、 Nth = 2400p + 1 である。
従って、求める O の精度が小数点以下第 1 位の場合でも、直線を抽出する対象となる
画像中の点が2400点以下ならば、本方式の方が従来方式よりも、計算量が少ない、と E
えるので、本方式は実用上で従来方式よりも、計算量の点で優位性がある、と言える。
2. 5. 2 最小 2 乗法を用いる直線の推定方式との比較











本高速Hough 変換方式と最小 2 乗法を用いる直線のロバスト推定方式の直線の抽出過
程には、下記 1) 2) の差異がある。
1 )本方式は複数の線分を同時に抽出するが、最小 2 乗法を用いる直線のロバスト推定
3 0 
方式は線分を l 本ずつ抽出する 。
2 ) 本方式はパラメータ空間の投票結果に従い線分を一度に抽出するが、最小 2 乗法を
用いる直線のロバスト推定方式は点集合から、線分を構成する点を徐々に絞る 。
上記の差異 1 ) 2) により、本方式は最小 2 乗法を用いる直線のロバスト推定方式に
対して、 )11貢に、下記の 1) 2) の質的な優位性がある、と考えられる。















本高速Hough 変換方式は、最小 2 乗法を用いる直線のロバスト推定方式と比較して、計
算量が少ない長所があることを以下に示す。
最小 2 乗法の計算量、最小 2 乗法を用いる直線のロバスト推定方式の計算量、本方式
と最小 2 乗法を用いる直線のロバスト推定方式の計算量の比較、の順に説明する。 2.
5. 1 節と同様に、乗除算の計算量を単位として乗除算の回数で計算量を表すことにす
る。
(1 )最小 2 乗法の計算量
まず、最小 2 乗法の計算量を求める。
画像面上に N個の点 Pi (i = 1, .. ., N) が与えられたとし、その座標を (ai , b i ) 
とする。点 Pi と直線 l の距離を d(P i ， 1) と表す。 直線 l の方程式を次式で表わす。
X cos 8 + Y sin 8 = h. h>?
最小 2 乗法による直線の求め方 [2 . 9J は、下式を最小にする直線 l を求めるものであ
る 。
N 
2: d (p i , 1) z 
直線 i の方程式についてのパラメータである 0 と h は次式で計算できる 。
N N N 
8= (1/2) arctan I (22: ai' bi' )/ (ヱ ai' Z -2: b i' Z ) I + ( nπ/2) 
3 1 
aA‘』一一山 一









(ヱ ai )/N , 
a cos 8 + b s i n 8 
ただし、 :… ai ' -a i -a 
h = 
a 
π/2< 8 <2 
。は下記の 3 条件で決定する 。
> 0の場合 ;π/2< 8 <π ， 3 
N 
2: ai' bi' TC 
π/2 O 三三 O 豆 π/2 , π 三五 O 豆3壬 Oの場合;
N 
ヱ ai' bi' 
h孟 O
計算量を乗除算の回数で表すと、最小 2 乗法の計算量は下式 (2.11) で得られる。
最小 2 乗法の計算量= 8 の計算量+h の計算量
(2. 1) 
ただし、定数 (1/2) や 2 との乗算はシフト演算で高速に実行できるため、上記の計算亘
には、含めていない。
3 N + 5 
(2 ) 最小 2 乗法を用いる直線のロバスト推定方式の計算量
最小 2 乗法を用いる直線のロバスト推定方式の計算量を求める。
最小 2 乗法の繰り返し数を K回とする。最小 2 乗法を用いる直線のロバスト推定方式
の計算量は、点数がN 点から (N-k+1) 点まで、最小 2 乗法の計算、対象とした各点と近
似直線の距離値の計算、対象とした各点と近似直線の距離値の平均値の計算、および故
大の距離値を与える点の特定、の繰り返しである。
点 Pi と直線 i の距離 d(P i ， 1) の計算は下式で表され、計算量は 2 である。
d (P , 1) = I a cos 8 + b sin 8 -h I 




2 i + 1 ! 
N 
2: 1 (3 i + 5) + 
i=N-k+1 
N 




を定義する。 K = k XN 
= (5/2) (2N-K+1)K + 6K 
1 (5/2) (2N-K) + (17/2) ! K
に対する比率として、 k ( 0 三五 k 壬 1 ) 
ら、下式 (2 . 12) を得る。
最小 2 乗法を用いる直線のロバスト推定方式の計算量
I (5/2) (2-k)N + (17/2) IkN 
K のN
3 2 
(3 ) 本方式と最小 2 乗法を用いる直線のロバスト推定方式の計算量の比較
本方式において、パラメータ投票後の処理には乗除算が含まれないため、本方式の計
算量は、式 (2.10 ) で与えられる。式 (2.10) ， (2.12) から下式が得られる。
本方式による計算量一最小 2 乗法を用いる直線のロバスト推定方式の計算量
= (3/2) N(N-1) ー I (5/2) (2-k) N + (17/2) I kN
= (N/2) I 3 (N- 1 ) 一 5(2-k)k N - 17 k I 
= (N/2) I (5kZ-10k + 3) N -(17 k + 3) I (2.13) 
上式の符号は、式 (2. 13) の I I 内の値により決まる。式 (2. 13) の I I 内の式において、
N に関する定数部分 -(17 k + 3 ) は下式のように負数である 。
-20 豆一(1 7 k + 3) 壬 -3
従って、 N に関する係数部分 (5 kZ - 10k + 3) が、 0 以下ならば式 (2. 13) は負数にな
る。
k に関する 2 次方程式
5 kZ - 10k + 3 = 0 
の解は、
k = 1 :t(;-10)/5 =.: 0.3675 , 1. 6325 
であるから、 k 孟 1-( ;-10)/5 (二 0.3675 )ならば、式 (2. 13) < 0 である。
従って、直線抽出の対象となる画像点に含まれる雑音の割合k が 1-( ;-10) /5 (二
0.3675 )以上の場合は、本方式の計算量が、最小 2 乗法を用いる直線のロバスト推定
方式の計算量よりも少ない、と言える。
上記の計算量の判定に用いたk の値の判定規準1-( ;-10)/5 (二 0.3675 )は、下記
の (a) (b) の考察から、実用上の規準として充分である、ことが分かる。
(a) k = 0.35 の場合;下記の式が成立する。
式 (2. 13) の I I 式= 0.1125 N -8.95 
従って、 N が79点以下の場合にのみ、式 (2.13) が負になり、本方式の計算量が、最小 2
乗法を用いる直線のロバスト推定方式の計算量よりも少ない。
(b) k = 0.3 の場合;下記の式が成立する。
式 (2. 13) の I I 式= 0.45 N -8.1 
















































の運動と形状の 3 次元復元方式について述べる 。
従来から、 3 つの画像の問で対応づけた物体画像上の 4 つの特徴点の座標位置である
対応情報から、物体の運動と形状を 3 次元復元する研究がされており、代表的には、
Huang T. S. が考案した方式 [3.10J がある。
本章では、 Huang T. S . が考案した方式 [3. 10 J に比較して、下記1) 2) の 2 点で優位性が
ある新方式を提案する。





















状の 3 次元復元方式について述べる 。
移動物体の復元はコンピュータビジョンの中心的な課題の一つであり、 2 次元の画像
から移動物体の 3 次元形状や動きの復元方式が盛んに研究されてきた 。 移動物体の 3 次







物体の 3 次元復元には、複数台の TV カメラを用いるステレオ視が有力候補であるが、
異なる位置から捉えた物体の画像を対応づけにくく、装置規模も大きくなり、実際には
適用しにくい。そこで、人間が 2 次元平面である TV の画面から 3 次元世界を復元する









移動物体を復元可能である [3.4J が、中心射影モデルでは 8 特徴点の対応が必要である






特徴点の 3 時点間での対応で物体の動きと形状が同時に復元できるという原理 [3.4J が
提案され、非線型な復元解法 [3.4J [3. 8J が示された。続いて、線型な復元解法の研究
[3. 9J [3. 10J が行われ、復元解が存在する場合の幾何学的な意味づけのほかに、付加条
件ごとの複数のアルゴリズムによる線型解法が示された。









正射影面による 3 次元移動物体の観測状況を図 3. 1 に示す 。 正射影面に XY直交座
標をとり、正射影面に垂直な座標軸を Z 軸としている 。 U ， v , w の 3 時点で移動物体
上の 4 つの特徴点を観測しており、補助的に、特徴点に印を付け、特徴点を結んだ線分
を太線で表示している。正射影面上で対応づけられた特徴点も同様に表示している。




図 3. 1 3 次元移動物体の観測
Fig. 3.1 Obsreving a three dimensional moving object. 
物体が Z 軸方向に平行移動しても、正射影面上での観測には変化がないので、物体の
Z 軸方向の平行移動量や正射影面との距離は原理的に求まらない。また、 X ， Y軸方向
の物体の平行移動は、正射影面上での平行移動と同じなので、直ちに求められる。








図 3. 2 復元問題の定式化
Fig. 3.2 Formulation of the problem. 
u 時点から v 時点までの回転と、 u 時点から w時点までの回転を順に 3 次行列 R ， S 
で表す。これらの行ベクトルと要素成分を下式で表す。記号「三」は定義式であること
を示す。
R 三[ ~~ ]三 (rij) (i , j = 1 川
1 3 
S 三[ ;;] 三 ( Sij) (i , j = 1, 2, 3) 
原点以外の特徴点に番号 i (i= 1， 2 ， 3) を付け、 u ， V, W時点における特徴点 i
( i= 1， 2 ， 3) の 3 次元ベクトルを Ui ， Vi , Wi で表す。
さらに、特徴点 i の XYZ 座標をベクトル記号に第 2 添字 j (j= l, 2, 3) を付けること
によって表す。一般にベクトルに添字を付けることで成分値を表す。例えば、 u 時点に
おける特徴点 i の座標を U i j と表す。
これらは方程式
V i =R U i , W i = S U i ( i= l, 2, 3) (3.1) 
の関係がある。 3 次元移動物体の復元問題は、方程式 (3. 1 ) から回転 R ， S と特徴点の
Z 座標 Ui3 ， Vi3 , Wi3(i = 1， 2 ， 3) を求める問題に帰着する。
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3. 3 復元できる条件
復元解が一意的に求まるための、 3 次元座標系における幾何学的条件を定理 3. 1 に
示す。
{定理 3. 1] 復元解が求まるためには、幾何学的条件①②が必要十分である。
① 3 時点のうちの任意の 2 時点の間の物体の回転は、 Z 軸の回りの回転でなく、回転
軸が正射影平面上にある回転角が 180 度の回転でもない。
② 4特徴点は同一平面上に無い。(定理3. 1 終)
幾何学的条件①②は従来研究 [3.10J で得られたものである。ここで、条件①②が成立
しないとき、物体上の 4 特徴点を 3 時点が観測するという状況が成立しないことを命題
3. 1 として指摘しておく。以下において、行列Mの最後行を除去した部分行列を M'
で表す。行列Mが行ベクトルであるときは、 Mから最後列を除いた行ベクトルを M' で
表すことにする。
{命題 3. 1] 幾何学的条件①②は 4 特徴点 3 時点という観察状況が縮退しないため
に必要である。
iU 寸(証明) ① 所定の回転が|一一一一 I (U: 2 次直交行列)でない、を意味する。
L :!::1_j 
これが成立しない時は、観察時点が 2 以下の場合に縮退する。例えば、 v 時点から w
時点までの回転 S R-1 が上記の形の回転になったとする。
iU I 式 Wi ニ S U i に式 S 二十一一;一一一 --1 R を代入して変形すると、
L 士 1 _j
Wi' =U' Vi ' , Wi3=:!::Vi3 となる。
従って方程式 (3. 1) は Vi =RUi (i= 1， 2 ， 3) に縮退する。
② Ui (i=1 ， 2 ， 3) が線型独立、を意味する。これが成立しない時は、特徴点の数が
3 以下の場合に縮退する。例えば、 U 3 が U1 と Uz の線型結合で表されるが、方程7
(3. 1) は







理 3. 2 に示す。この判定条件を明らかにすることにより、次節に示す統一的な線型解
法が得られた。
{定理 3. 2] 幾何学的条件①②は、判定条件③と同値である。
③ 4 行 3 9iJの行列 [U11U21U31] , [V l'V21V 3'-l , [W I 'wz'W 3] のラン
V 1. V Z V 3 ~ ~W 1 W Z W 3 _- ~ U 1 
クが全て最大( 3 )である。(定理3. 2 終)
定理 3. 2 を証明するために、次の補題 3. 1 、補題 3. 2 を先に証明する。定理 3.
2 の証明では、直接には補題 3. 2 のみを用いるが、補題 3. 2 の証明に補題 3. 1 を
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用いている。
{補題 3. 1] 回転行列の成分値は、その成分がある行と列を除いた部分から直接に
計算できる。具体的に は、 3 次回転行列 R = (f I<l) k. L = 1. Z. 3 において 、
fij=(-l)i り I R i j I である。ただし、 R i j は行列 R から i 行と j 行を除いて得る
部分行列とする。
(証明) 行列の逆転公式 (13) を R に適用すると下式を得る。
(R-1) ji=(-l)i+j I Rij 1/1 R I 
R は回転行列だから、 R - 1 = tR , I R 1=1 であり、これらを上式に代入すると、
f i j 二 (-1) i り I R i j I を得る。 (証明終)
{補題 3. 2] 2 つの 3 次回転行列 R ， S に対し、どちらかの行列に Z 軸の回りの回
転や、 XY平面上にある回転軸を中心とする 180 度回転を作用させることにより他方
rR' 寸に等しくなる条件は、行列 I --_ I の行列のランクが最大( 3 )でないことである。
LS' _j 
(証明) S=lV-J--I R (U; 直交行列) と表される条件が、上記の条件であ
」士 l _j
ることを示せばよい。このような 2 次直交行列 Uがあると、 S' =UR' であり、行列
S' の行ベクトルは、行列 R' の行ベクトルの線型結合となる 。 従って、
行列[:，]のランクは最大 ( 3 )でない。
逆にこの帰結を仮定すると、 R' のランクは 2 だから行列 U があり、 S' = UR' と
表せる。回転行列 R' . S' の行ベクトルの正規直交性を用いると行列 U の行ベクトル
の正規直交性が示せるので、 U は 2 次直交行列である 。 また、補題 3. 1 を用いた式
S3j=(-1)3+j IS3jl に S3j=UR 3 j を代入すると、 S3j= :t f3j である。従って、
rS' I rUR' 寸 rU I 
S= 1 1 =1 1 =卜 .....:.........1 R 
L S 3 _j L :t f 3 _j L :t 1 _j 
である。





































I R' I , (SR -1 )' 寸 i( S - 1 )' 寸
①'行列 I -_ 1, I :--_ . :. 1 , I:_ ~ , :. I 
L S 1 _j' L ( R -1)' _j' L (RS -1) 1 _j 
のランクが最大( 3 )である。
(, 3 次元ベクトル Ui ( i= 1, 2.3) , Vi (i= 1, 2, 3) , Wi ( i= 1， 2.3 ) がそれぞれ線型
独立である。
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補題 3. 2 から、①'は下記の①"と同値である。









かにする。まず、準備として補題 3. 3 を示す。復元解を求める過程では、直接には補
題 3. 3 の 2 )を用いる。補題 3 . 3 の 1 )は 2 )の証明で用いる。
【補題 3. 3] 判定条件③が成り立っとき、 1) 2) が成立する。
1) p (1 または 2 )に対して下記の④と⑤は同値で ある。
( [VIVZ V3] が正別であり、かつ行列 [U1
」百~IP 可~ZP 可~3p
Z U3][JI;zJ3] の
1 - 2 行、 1 - 2 列からなる部分行列が正則となる。
⑤[ト， ] ;正則、かつ S P3-=F 0 で、ある O
。 p
2 )必要に応じ XY座標系を90度の整数倍以外に回転させれば、④を満たす p を選べる。














?「ーーし である o 条件②より [UI Uz U3J 
iVI Vz V3 寸 r.K寸は正則だから I .. . - . - I と I -- I が正則であることは同値である。さらに、


















式 (3.2) の両辺を、行列A 三 ( a i j ) とおくと、行列の逆転公式 [3 .11 J より、
1 I a 11 a 1 Z I 
p3 一 |A|l a zla z z| 
I a 11 a 1 Z Iだから、 I ------I 牛 O と S p3 宇 O は同値である。
'aZ1aZZ' 
2 )必要ならばXY座標系を回転することにより、条件⑤を満たす p を選べることを
示せばよい。 条件⑤を満たす p が無いとすると ( 5 .1 ) --(5.3) の場合のいずれかである。
(5.1) SI3=SZ3=0 
(52)[:;] および[じが正則でないo
(5.3) S 13 , S Z3 のうち一つだけが O である 。
(5.1) (5.2) の場合では、
s , S R-l=|lJ; | (U;2 次直交行列)
L :t1_j 
となり条件①に反するので (5.3) の場合しかないことがわかる。 XY座標系を 9 0 度の
整数倍以外に回転させると S13 ， S Z3の両方を O でないようにできる 。 従 っ て条件⑤を
満たす p ( 1 または 2)が選べる。(証明終)
定理 3 . 3 に復元解の統一的線型解法を示す。
[定理 3. 3] 復元解の一意性の判定条件③が成り立っとき 、 下記の手)11買 I ----- Nの線
型演算で統一的に復元解を求めることができる。
1 .準備; 条件④を満たす p ( 1 または 2 )を l つ選んで、
[~ 1 ]三 [ U1 1 ui U31][:I':z?:31]-l 
dZ W1pWZpW3p 
を求める 。 a h3 宇 O となる h ( 1 または 2 )を選ぶ。定数 αi (i= 1， 2) 、 およびベク
トル ß ， y を下式に より、 定義し計算する。
α i 三( 1 + a i 1 Z +a i Z Z -a i 3 Z ) 12
F 三 ( a 1 aZ3-aZ1 a 13 , a 1ZaZ3-aZZa 13) 
y 三 ( aZ3 ， - aI3 , 0) 
E 回転 R の計算 ; [; ;: : ;;]を [; ;:]( i =l ， 2) として次式で計算する o
:. a i 3 ヰ O のとき 、 [;i] 
'.. ai 3 =O のとき 、 [ケ ]/γ i
IJ Z 
[;:] 
式 r 13=:t (1 -r 1 1 Z -r 1 Z Z ) I/Z により r 13 を計算し、 r Z 3 を次式で計算す
る。
:._ r 13 宇 O のとき 、 - ﾟ 1 r 13/ ﾟ  Z 
:. r 13= 0 のとき 、 :t (1 -r Z 1 Z -r Z Z Z ) I/Z
回転行列 R の残りの成分である r3i ( i = 1， 2 ， 3 ) は 、 式 r3i=(-1) i+1 I R3i I 
で求める。
IIT . 回転 S の計算， p 行目を次式で求める。
Spi=(?hi-ahl r ,i-a hz r zd/a h3 (i= 1, 2, 3) 
但し、記号 Ò hi はクロネッカーのデルタで、 h=i のときに l で 、 そうでない場合
「R' 「 - I
は O の値を取る。 a 3 を I -- I の 3 行目として定義し計算する o U i3 (i= 1， 2 ， 3) を
-S p -
式 a3 iVi l により求める o q 宇 p ， q = 1， 2 なる q について、 S Q を
」W i p -
式 SQ [WIQWZQW3Q] [U1 Uz U3] で求める o 回転行列 S の残りの成分で
ある S 3i(i= 1， 2 ， 3) は、式 S3i= (-1) ?1 I S3il で求める。
N . 特徴点の Z 座標の計算 ; Ui3(i= 1， 2 ， 3) は E で求めた o Vi3 , W i3 は次式で求め
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る 。
Vi3=r3 Ui , Wi3=S3 Ui (定理 3. 3 終)
証明は付録A に示す。
定理 3 . 3 では E に おいて r 13等が 2 つ の符号を持つことから 2 つの復元解が求まる
が、 こ れらの解には系 3. 3. 1 に示す幾何学的 な関係がある。
{系 3. 3. 1] 定理 3. 3 で求めた 2 つの解は 正射影面に関して互いに鏡映関係に
ある 。 すな わち 、 復元解の一組を、 R ， S , Ui3 , Vi3 , Wi3 ( i = 1， 2 ， 3 ) とすると、
他の一組の解は、
[ I-lJ R [ I J ， [ I - l] s [ I-1] ， - uiL - viL - wi3 ( i = l ，川
である。(系3. 3. 1 終)





般方式よりも少ない 3 つの特徴点の対応情報で 3 次元復元できることを示す。 この制約
条件は、物体の相対運動が観測者の視線で構成される平面内に限定される、ことと等価
である 。




3. 5 節における命題、補題、定理の証明は容易であるため、省略する 。
3. 5. 1 一般の場合
正射影面の XY座標軸は、 Y軸が移動物体の回転軸方向に平行になるように取る。 z
軸は正射影面と直交するように取る。 3. 2 節に記したように、特徴点の一つを原点に
移動することにより、 Y軸の回りに回転する移動物体の認識問題に帰着できる 。 y座標
は正射影面から直接に求められる。移動物体を認識するために必要な特徴点と時点の数
は方程式と未知数の数の関係から命題 3. 2 として得られる 。
{命題 3. 2] 平面上の移動物体を認識するには 3 特徴点を 3 時点で対応づけること
が必要十分である 。 (命題 3. 2 終)
特に 2 個の特徴点を何個の時点で対応づけても、何個の特徴点を 2 時点で対応づけて
も、移動物体は認識できない。
正射影面で 3 特徴点を 3 時点で対応づけた状況での具体的な認識方式について以下に
4 3 
2 節と同様に記号を定義する 。 条件ず
=RU i , Wi =SUi ( i=1, 2) 
S と特徴点の Z 座標 U i 3 , 
3. 述べる 。
V i 
を求める問題に定式化できWi3 (i= 1, 2) V i 3 , から回転 R ，
る。
こ れを観測情報だ4 として得ら れる。認識解が求まるための幾何学的条件が定理 3.
5 に示す。
4 ] 認識解が求まるためには、幾何学的条件⑥⑦が必要十分である 。
3 時点のうちの任意の 2 時点の問の物体の回転 角は O 度で も 180 度で もなし ' 0






[~" ~ZIJ [二日 ZIJ ' 「||J??????「||L?々/一丁ノyq，
【定理 3.
③ 
認識解を求める具体的手順を定理 3. 6 に示す。 定理 3.
元移動物体の場合と同じく観測軸に関して互いに鏡映関係にある 。
{定理 3. 6] 判定条件③が成り立っとき、下記の手)11買で認識解が求まる 。
回転 R ， S の計算: 次式のわを計算する 。
V Z 1 寸ー 1
可{Z 1 ー
5 終)
6 で求めた 2 つの解は 3 次
(定理 3.が全て正則である 。
uzl] [;11 a 1 
R の成分は r 11 , r 1 Z で決まる。これらを式
(1+a11-a1ZZ) / (2 a11) 
( 1 -r 11 Z )I/Z 
r 1=二
r1Z=:t 
S 1 Z はで求める。 S の成分 S 11 









II. 特徴点の Z 座標の計算:
を式uiz(i=1, 2) 
[に] (i= 1, 2) 
第 2 行として求める 。
UiZ=aZ 
は式wiz ( i= 1, 2) V i Z , で求める 。




5. 3 . 
この節では動短時間内では物体の動きは一定であると見なせることが多い。 そこで、
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きが一定であ る平面上の移動物体を 2 特徴点を 3 時点で対応、づけることにより認識でき
る線型解法を提案する 。 物体の平行移動量は観測面か ら直接求めることができるので、
厳密に は回転速度が一定であれば本認識方式 を適用できる。
l 個の特徴点だけでは、画面に平行な移動量しか求まらない。 動 きが 一定であるとい
う 状況を観察するためには、 3 時点において物体を観察す ること が必要であ る。従って
2 特徴点を 3 時点で対応づけることは最低必要であ る。 逆 に 、 2 特徴点 を 3 時点で対応
づければ、移動物体を認識できることを以下に示す。 V 時点か ら w時点の回転を u 時点
から v 時点の回転と等しく R とする 。
3. 5. 1 節と同様に記号を定義する 。 認識問題は、
V1 = RU1 , W1 = Rz U1 
と定式化できる 。 R の回転角を 0 と表す。
認識解が求まるために、対応点が満たすべき幾何学的条件を定理 3. 7 に示す。
{定理 3. 7] 認識解が求まるためには、幾何学的条件⑥⑩が必要十分である 。
⑨ R の回転角は O 度でも 180 度でもない。
⑩ v 時点において 2 特徴点の正射影観察が重ならない。 (定理 3. 7 終)
幾何学的条件⑨を観測情報だけで表わした判定条件を定理 3. 8 に示す。 幾何学的条件
⑩は判定条件でもある 。
{定理 3. 8] 幾何学的条件⑨は、判定条件⑪と同値である 。
⑪ U11= :lV11= W11 でない。 (定理 3. 8 終)
正射影面に関して互いに鏡映関係にある 2 つの認識解が定理 3. 9 により求まる 。
[定理 3. 9] 判定条件⑩⑪が成り立っとき、下記の手順で認識解が求まる 。
1 .回転R の計算: 成分[ 11 , [1 Z を下式で計算する。
[11= (U 11+W11) / (2 V 11) 
[ 1 Z =:l (1 - [ 1 1 Z ) I/Z 
II. 特徴点の Z 座標の計算: U 1 Z, V 1 Z, W 1 Z を下式で計算する。
UIz = (1 - 2r112 , rll)[;I:]/rIZ 
V1Z- [Z U1 , W1Z=[Z Vl (定理 3. 9 終)
3. 5. 3 物体に直角の縁がある場合
人間の作った建築物や室内の備品には、直角の縁があることが多い。 従って、対象物
に直角の縁があるという仮定は一般的である。この節では直角の縁がある平面上の移動
物体を、 3 特徴点を 2 時点で対応づけることにより認識できる線型解法を示す。
直角の縁を観察するためには、特徴点の一つを直角の縁上に取り、他の 2 つの特徴点
が直角点を挟む面上にあることが必要である 。 直角点を xz座標の原点に移動して、原
点の回りを回転する物体の認識問題に帰着させる 。 1 時点の観察だけでは、認識解が無
数に存在するので、物体の 3 特徴点を 2 時点で対応づけることは最低必要である 。
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逆に、 3 特徴点を 2 時点で対応づければ、移動物体を認識できることを以ドにぷすo
u 時点から v 時点 までの回転 R の回転角 を O とする。特徴点 l の原点からの距離を d .
とし 、 特徴点 2 の原点か らの距離を d Z とする 。 ま た U. の X 軸からの角度を α とする 。
特徴点 1 から特徴点 2 への角度に応じ 、 認識解には下記の 2 種類がある 。
く 1 > 点 l か ら点 2 への角度が 90 度である解
く2 > 点 l か ら点 2 への角度が-90 度である解
認識解く 1 > く 2 > は 正射影面に関して互いに鏡映関係に あ り認識解く 1 > か ら認識解く2> が
求まるので、以下では認識解く 1> を求める 。
特徴点ベクトルが満たすべき方程式
V i ニ RUi ( i= 1, 2) 
から、観測できる X座標を用いた方程式
d. cosα - U 11 , -dzsinαU Z 1 
d 1 COS (α+B)=V11 ， -dz sin(α+B)=VZ1 
が得られる。認識解く1> を求めるためには、これらの方程式から d 1 , d Z , α ， B を
求めることが必要十分である 。
認識解が求まるための、幾何学的条件を定理 3. 1 0 に示し、判定条件を定理 3. 1 
1 に示す。
[定理 3. 1 0] 認識解が求まるためには、幾何学的条件⑫⑬が必要十分である 。
⑫ 対象物の回転角は O 度でも 180 度でもない。
⑬ 2 時点における特徴点 1 ， 2 はどちらも正射影軸に関して対称の位置に無い。
(定理 3. 1 0 終)
{定理 3. 1 1] 幾何学的条件⑫⑬は、判定条件⑬と同値である 。
( IU111 = lv111. IUZ11 IVZ11 でない 。
幾何学的条件⑬は判定条件⑬と同値でもある。
⑬ U11VZ1+UZ1V11 宇 O (定理 3. 1 1 終)
認識解を求める具体的手順を定理 3. 1 2 に示す。
{定理 3. 1 2] 判定条件⑬が成り立っとき、下記の手順で認識解く1> が求まる。
I .回転 R の計算: 成分 f 11 , f 1 Z を下式で計算する 。
f 11 = (U11UZ1+V11VZ1)/(U11VZ1+UZ1V11) 
f 1 Z =:i (1 - f 1 1 Z ) I/Z 
II. 特徴点の Z 座標の計算 :α ， d 1 , d Z が次のように決定される 。
(a) U 11 宇 0 ， UZ1 =F 0 のとき
tanα ( Vll - Ullfll ) / Ullf1Z 
d1 ニ U II/COS α ， d Z = -U Z 1 / s in α 
(b) U 11= 0 のとき
;. U ZI < 0 のとき， 900 
α 一ー
し U ZI > 0 のとき， 2700 
d1 = IVll/f1ZI , dz IUZ11 
(C) U Z 1 = 0 のとき
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(3.3) 
一 U 11> 0 のとき， 0 。
α 一一
--U 11 < 0 のとき， 1800 
d1 I Ull 1 , d2 I V21/ r121 (定理 3. 1 2 終)
(14) (1 5 ) における、回転 R の向きである r 12の符号と特徴点の位置関係である α は、
命題 3. 3 、命題 3. 4 により観測座標の符号や大小関係か ら一意に定まる 。
{命題 3. 3] ベクトル Ui (i= 1， 2) において、 U 2 が U1 を 9 0 度回転させたもの
であるとき、 U1 の X軸からの回転角度 α は、 X座標 Ull ， U21 の符号と表 3. 1 によ
り 9 0 度の範囲で定まる 。 従って式 (3.3) により α が一意に定まる 。
表 3. 1 特徴点の位置関係 α の範囲
α 。 90 180 270 ----
U 11 + + 。 。 + 
U 21 。 。 + + + 
(α の単位:度)
(命題 3. 3 終)
命題 3. 3 はベクトル Vi (i= 1， 2) に適用することもでき、 Vll ， V21 の符号により
V1 の X軸からの回転角度 ß (=α+ e) も 9 0 度の範囲で定まる 。
命題 3. 3 の結果を用いると、回転R の成分 r 12 の符号が命題 3. 4 により決定でき
る。
【命題 3. 4] 回転 R の成分 r 1 Zの符号を以下のように決定できる。まず命題 3. 3 
により式
(π/2) n 孟 α< (π/2) ( n + 1 ) 
(π/2) m 三五戸< (π/2) (m+l) 
を満たす整数 n ， m (=0 ,1, 2, 3) を求める。
(a) n -mが奇数のとき:表 3. 2 により r 12 の符号を決定できる。
表 3. 2 回転 R の向きの決定 (a)
(n-m+l) /2 I r1Z 
奇数 I + 
偶数
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(b) n -mが偶数のとき : 表 3. 3 に よ り r 1 2 の符号を決定できる 。
表 3 . 3 回転 R の向きの決定 (b )
n m 条件 r 12 
。 。 U 11 < V 11 + 
l U 11 > V 11 
2 2 U 11 < V 11 
3 3 U 11 > V 11 + 
。 2 I U 11 1<1 V 11 I 
2 。 I U 11 I > I V 11 I + 
3 I U 11 1<1 V 11 I + 
3 1 I U 11 I > I V 11 I 
(条件で等号が成立すると rI2=0)
(命題 3. 4 終)
3. 6 実験
計算機で移動物体データを作成して対応点を入力とした実験を行い、本方式を検証し
た。またパソコンFMR-70(i80386 ， 25 附Z) 上で C 言語を用いて、平均復元速度を測定し
たところ 5m秒未満と実時間処理できることを確認した(表 3. 4) 。
表 3. 4 物体の動きと認識速度
Table 3.4 Object motion and recognition speed. 
物体の動き 特徴点数 時点数 認識速度 (ms)
3 次元 4 3 4.6 
平 一般 3 3 0.27 
面 動き 一定 2 3 O. 12 
上 直角の縁 3 2 0.69 
さらに、実画像を入力とした復元実験を行った。図 3. 3 に実験例を示す。対象物体
は一辺が 1 0 cmの正四面体であり、 TV カメラからの距離は 3m とした 。 TV カメラは
水平解像度が 330 本のものを採用した。対象物体を動かしつつ 3 画像を入力した 。
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Fig. 3.3 
(a) One of input lrnages 
.: 
' J・4F: i .. 
(b) Processed irnage 
(c) Recovery result 
図 3. 3 復元実験の例
>
Example of recovery experirnents. 
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( a )は入力画像の一つである。( a )の入力画像からエッジ検出に基づき 4 つの特徴
点を抽出したのが( b )である。この特徴点に基づき本方式により物体の動きと形を認
識した結果を、入力画像とは別の角度からの見取り図として( c )に示した。
X軸まわりに 17.5 度と -9.0 度、 Y軸まわりに-40 度と -35 度の回転をそれぞれ)11真
に正四面体に作用させた 3 枚の画像を入力した。 TV カメラの中心射影娠像系を正射影
で近似している点だけからは、正四面体の辺の長さは 10% 、辺の角度は 10% 、物体の向
転角は 15%の精度で求まる 。 この例では対応点検出の際の誤差が加わり、辺の長さは 13













基準とし、 l 台の TV カメラで捉えた移動物体の特徴点の正射影面での対応づけから移
動物体の 3 次元の動きと形状を同時に復元する新方式を提案した。
正射影面における特徴点座標の時系列的な対応づけと、移動物体が剛体である仮定を






決して、理論面でひと区切りをつけるものである。表 3. 5 に本方式と従来の線型解法
との比較を示す。
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表 3. 5 従来の線型解法との比較
Table 3.5 Comparison with conventional methods. 
線型解法 判定条件 幾何条件
Zhuang X. 一部の場 なし なし
[3.9] 合のみ
Huang T. S. 付加条件 なし ζプ土じ・ τ~
[3.10] ごとの解法
本解法 'フ=じ=・ヨ三^ ぐフ土じ・ 三/五¥ 完全(ヲ|用)
Zhuang[3.9J は、ある条件のもとに復元解の線型解法を示した。しかし、この他の
合に解が一意であるかは示されず、完全な線型解法は未解決問題として公開された。









[3.10J では 3 観察情報を 2 組の 2 観察情報の組み合わせとして捉え、 2 観察情報毎から
の方程式の組から復元解を求めていた。これに対して、本方式では 3 つの観察情報が復





しかし、 4 特徴点を 3 時点で観測した条件における因子分解方式と本方式は問題のみ
が同一であり、方程式化から復元解の計算方法までの共通点は無く、異なる解法である。
特に、復元解の計算方法では、下記の (1) (2) の点が大きく異なる。
( 1 )因子分解方式には特異値分解の処理があるが、本方式には該当する処理が無い。
( 2 )本方式には観測座標系の回転処理(補題3.3 2)) があるが、因子分解方式には該
当する処理が無い。
さらに、本方式には、復元解の一意性の判定条件に関する、下記( 3 ) の特長がある。
( 3 )本方式には、観測情報のみによる復元解の一意性の判定条件(定理3.2) がある
が、因子分解方式には復元解の一意性の判定条件は無い。
また、方程式化も、下記( 4 )の ように異なる 。
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( 4 ) 因子分解方式では、 3 次元座標系 における原点を観測物体の重心に取り、諦 11-. す
る 物体の回り を T V カメ ラ が運動する状況で問題を記述している 。 そして 、 観測座標情
報がカメラの姿勢情報 と 物体の形状情報の積である事実を方程式化している 。 これに対
して 、 本方式では、静止する TV カメラ の回りを物体が運動する状況で問題を記述し、
正射影画像の性質 を用いて、 l 特徴点が 3 次元座標系の原点 、 および観測座標系におけ
る原点に固定され座標原点の回 りに回転する物体の 3 次元復元問題に帰着させて い る
(3.2節)。 そして、第 1 時点の物体の 3 次元座標か ら 、 3 次元回転に よ り第 2 時点お
よび第 3 時点の物体の 3 次元座標が生成される と いう 事実 を方程式化している (~
( 3.1 )) 。
本方式の検証には、計算機で生成した実験用データを用いた 。 3 次元特徴点座標デー
タを正射影した 2 次元座標データから、本方式により 3 次元座標データを復元できる こ
とを確認することにより、本方式の妥当性を確認した。さらに、パソコンの CPU処理

















第 4 章 中心射影撮像モデルを用いた
物体の運動と形状の 3 次元復元方式
あらまし 正射影撮像モデルよりも汎用性が高い中心射影撮像モデルを用 いた物体の







具体的には、 2 画像聞の TV カメラの運動条件を用いて、剛体の形状と TV カメラの
運動を 3 次元復元する原理、および座標系に従った運動条件に対する新復元方式を明ら
かにする。従来の一般解法では 8 対応点が必要であるが、提案する方式によればより少
ない対応点で復元可能である 。 TV カメラの運動条件としては、回転成分は座標軸回 り
の回転の合成、平行移動成分は座標軸で張る空間内、という代表的な計 1 5 3 条件を対
象とし、座標変換による同一視により 1 7 の運動条件に帰着させる 。 TV カメラの運動
パラメータから合成される 9 未知変数を最少個数の別変数に線型展開する共通原理に基
づき、 1 7 運動条件のうち 1 3 条件において必要な対応点数を減らせた 。 線型復元解法、
および最小 2 乗法により条件式の誤差を吸収する最小 2 乗解法を明らかにする。提案す
る復元方式によれば、従来の汎用方式に比べて少ない対応点を用いて 3 次元復元できる 。
4. 1 まえがき
コンピュータビジョンの分野は、人工知能研究と関連して 1 960 年代から研究され
てきた [4. 1J 。その中でも、 2 次元画像から 3 次元復元を行う処理は、ビジョンの中の
最も高度な処理の l っとして、活発に研究されてきた 。
3 次元復元研究において、複数の画像上の対応点から TV カメラの運動と剛体の形状
を 3 次元復元する問題は基本的かつ重要である 。 中心射影の撮像モデルにおいて、任意
の剛体に対して 2 枚の画像の 8 対応点から 3 次元復元できる原理 [4.2J が示された後、
具体的な解析解法 [4.3J[4.4J が示され、特に線型解法 [4.2J はさらに洗練された [4.5J
[4.7J 。 また、最小 2 乗法により条件式の誤差を吸収する解法 [4.6J も示され洗練された
[4.7J 。
本論文では、 2 画像聞の TV カメラの運動条件を用いて、従来よりも少ない対応点を
もとに、剛体の形状と TV カメラの運動を 3 次元復元する原理および座標系に従った運








従来の線型復元解法 [4.7J の要点を記す。 TV カメラのレンズの中心が座標原点に一
致する 3 次元座標系を考える 。 観測l時点ごとに座標系が考えられるが、第 l の観測時点
の座標系について、 TV カメラのレンズの中心を固定して 3 次元回転行列 R だけ回転し
た後、 TV カメラを 3 次元並進ベクト jレh のみ平行移動したとする。この ように、 TV
カメラの運動パラメータ (R ， h) を定義する 。
TV画像における特徴点を Nベクトルで表す。 第 1 の観測時点でNベクト jレ m、距離
r の点が、第 2 の観測時点でNベクト lレ m' 距離 r 'の点に移動したとすると、下記の
方程式が成立する 。
rm r' Rm' +h 
(m , Gm' ) =0 
ただし、記号 G を式 G=hXR により定義した。 G を基本行列と呼ぶ。定数倍だけ
の自由度がある h を 1 h 1 = 1 と正規化する 。 下式と同値である 。
IGI=F2 
(R , h) と r ， f を①~④の手順で求める。ただし、ベクトル ω に対して N[ω]
を正規化ベクトル
ω/1ω| と定義している。
① 8 個の対応点を ma , ma ' (a= l，…， 8) とする。 G の要素に関する下記の 8 連瓦
方程式から G を求める。
(ma , G ma ' ) = 0 (a= l，一-， 8)
( G= (gl gz g3) とおき、下式で h を求める。
h=:iN [gz Xg3 J =:i:N [g3 Xg1 J 
=:i:N [gl Xgz J 
( R= (rl rz r3) を下式で求める o
:--r 1 = g 1 X h + g z X g 3 
rz =gz Xh+g3 Xg1 
-r 3 = g 3 X h + g 1 X g Z 
④距離 r ， r' を下式で求める 。



















ー r = 
4. 3 提案する線型復元解法の計算原理
運動条件を用いて G を求める提案する線型復元解法の計算原理を説明する 。 式 ( 4. 1) 
において G= (giJ , mij=maima/ (i , j= 1， 2 ， 3) と定めて下式を得る 。
3 3 
2: 2: mijgij=O 
G の要素 g ij(i , j= 1， 2 ， 3) を♀1< (k= 1, … ， 9) 、係数mij(i ， j= 1， 2 ， 3) を阻 k (k= 1, 
， 9) と表すと、下式になる 。
ヱ M I< G 恥 =0 (4.5) 
反 = 1 
一般の場合は、 G k ( k= l， 一 一， 9) は線型独立であるため、対応点数 8 個が必要である 。
しかし、運動条件がある場合は、 G1< (k= l， ー一 ， 9) は必ずしも線型独立でなく、線型従
属ならば ♀1< (k= 1, 一 ， 9) を式 (4.6) のように 9 個よりも少ない線型独立な_g_ i 
(i =1, …, p;p<9) に線型に展開できる。
p 
♀1< ヱ a ki_g_i (a I< i 定数) (4.6) 
l_g_i !のうち l つは定数であり得る。式 (4.6) を式 (4 .5 ) に代入して下式を得る。
P 
Z 旦li _g_i = 0 (4.7) 
(ただし、旦i 二三盟k aki (i= l, "' , p)) 
lmi I は定数だから、 9 個の未知変数を持つ線型方程式 (4.5) は、 p または p - 1 個
の未知変数を持つ線型方程式 (4.7) に帰着できる。定数項を含まない場合は p - 1 個の
連立方程式を解いた後に IGI=r2 と正規化する。従って、必要な対応点数は p -1 
個に減ずることができる。
具体的に運動条件が与えられたとき、式 (4.6) を満たす最少の_g_i (i= l, …, p) を求
める一般的な方法を説明する。
♀1< (k=l ， ー ， 9) と_g_ i (i= l, "' ， p) を線型空間の要素とみなして、線型空間の理論
[4.8J を用いると下記の命題 4. 1 、命題 4. 2 を示せる。
[命題 4. 1] 式 (4.6) を満たす l_g_ i !の最少個数 p は♀k (k= l, " ' ， 9) の線型独
立数である。このとき、_g_i (i= l， ー 一， p ) は♀1< (k= l, 一， 9) の線型結合である。
{命題 4. 2] 式 (4.6) において 9 行 p 列の定数行列A を la l< il (k= 1, "' , 9;i=1, 
・" p) と定義すると、
EJ=A 己] (4.8) 
であるが、_g_i (i= l， ー ， p) が線型独立で、 ra出A=p ならば、♀1< (k= l, "' ， 9) の線
型独立数は p である。
命題 4. 1 により、最少の l_g_ i I の個数は 1 _G_1< I の線型独立な元の個数に等しい。
5 5 
従って l _G_ k I の線型独立 な元の個数に等しい I _g_ i I を求めればよし、 。 I _g_ i I は
i♀ k I の線型独立な極大集合 と して求め る こと も できる。 I _g_ i I は l _G_ k I の線型
結合であるから、こ の範囲で探すこともできる 。
命題 4 . 2 から、 I_g_i I が線型独立であ り 、 行列 A=: la ki l のランクが I_g_ i I 
の偲数に等 し い こ と を 示せば、 I_g_i I が最少個数であ る。
4. 4 TV カメラの運動条件
提案する線型復元解法の計算原理は、 G の要素の線型独立数を減 らせる制約条件に対
して有効である 。 G の定義は hXR であるため、提案する計算原理が有効な制約条件は
TV カメラの運動に関する条件である。
TV カメラの運動に関する条件は無数にあるが、本章では代表的な運動条件として、
“座標系に従った運動条件"を定義する。 “座標系に従った運動条件"は、 153 通り
の運動条件であるが、本質的に等価の 1 7 通りの運動条件に帰着させる 。
4. 4. 1 座標系に従った運動条件
3 次元空間に XYZ 座標系を取る 。 一般には、 3 次元回転行列 R は自由度 3 、 平行移





具体的には、 R の制約条件は下記の 2 1 通りとする 0
. 3 次元回転( 1 通り)
.x軸回転、 Y軸回転、 Z 軸回転のうち異なる 2 つの合成( 6 通り)
.x軸回転、 Y軸回転、 または Z 軸回転( 3 通り)
-上記の形式の既知回転( 1 0 通り)
-回転なし( 1 通り)
h の条件は下記の 1 1 通りとする 0
・ 3 次元空間移動( 1 通り)
-座標平面上の移動( 3 通り )
-上記の形式の既知移動 (4 通り)
・座標軸上の既知移動 ( 3 通り )
座標軸上の未知移動 h は、移動 h が I h I = 1 と制約されているため、 l ないし - 1 の
移動に限られ、離散的な自由度しかないため、考察外とした 。
TV カメラの座標系に従った運動条件は、 R と h の条件の組み合わせ 231 通りから、
制約なしの l 通りと R と h が共に既知である 7 7 通 り を除いた 153 通りの運動条件で
ある 。
4. 4. 2 座標軸交換による運動条件の同一視
運動条件のうち座標軸 を入れ換え て一致する条件は本質的に等価であ る。座標系に従
っ た運動条件に おいて、 等価な運動条件は 1 つ を 考えれば十分である 。
ま ず 、 座標軸の方向を逆にして一致する h の制約条件は l つ を考えれば十分であ る。
移動ベクトル h は、 I h I = 1 と制約されているため、 l 座標軸上の移動は ::t 1 の移動
である 。 この 2 つ の h は座標軸の方向を逆にして一致するため、 + 1 の移動のみを考え
れば十分である 。
座標系に従っ た運動条件は R と h の条件の組み合わせであるが、 R の条件の方が h の
条件よりも複雑である。 R の 2 つの条件Ri と Rj が等価のとき、 Ri と h の全ての条件の組
み合わせと、 Rj と h の全ての条件の組み合わせは等価である 。 そこで、まずR の条件に







次に、上記の R の 7 条件と h の全ての条件の組み合わせを考察して、等価な運動条件
を l つのみ考えることにする 。 R の制約条件Riが或る座標軸の交換で不変な対称、性を持
っているとき、 h の条件 hj ，比がその座標軸の交換で一致するならば、運動条件
(Ri ， hj ) と (Ri ， hk) はその座標軸の交換で一致するため等価である 。
表 4. 1 に示すように、 R の 7 条件のうち 5 条件が座標軸に関する対称性をもっ。表
4. 1 の座標軸の交換で一致するものを除いた h の条件は表 4. 2 の通りである 。 7 通
りの R の条件ごとに、その座標軸に関する対称性(表 4. 1) に吸収されない h の条件
(表 4. 2) の組み合わせ数を列挙すると下記の合計 5 3 通りになる。
. 3 次元回転(未知、既知) … - 5 通り
.x軸回転 XY軸回転(未知、既知) 一一 1 1 通り
.x軸回転(未知、既知) 一一 8 通り
-回転なし… 1 1 通り
表 4. 1 R の 7 条件における座標軸対称性
Table 4.1 Symmetry of seven R conditions with respect to coordinate axes. 
交換する座標軸|不変な R の条件
X , Y , Z 軸





表 4. 2 座標軸交換で一致しない h の条件
Table 4.2 Identified h conditions by exchange of coordinate axes. 
交換する座標軸| 一致しない h の条件
X , Y , Z 軸 I 3 次元空間移動 (未知、既知)
XY平面上移動 (未知、既知 )
X軸上移動 (既知) , 5 条件
Y. Z 軸 l 第 1 行欄の 5 移動条件
YZ 平面上移動 (未知、既知 )
Y軸上移動(既知 ) ; 8 条件
座標軸を交換しでも 一致しない運動条件は、上記の 5 3 通りから、制約なし l 通りと
既知の 1 8 通りを除いた 3 4 通りである 。
4. 4. 3 座標変換による運動条件の同一視
3 4 通りの運動条件のうち座標系を変換して一致する運動条件は、等価であるから l
つのみ考えれば十分で、ある 。
運動条件が座標系の変換により 一致する場合を命題 4. 3 に示す。
[命題 4. 3] U , V を既知の 3 次元回転行列とするとき座標変換により、運動条件
(R , h) は運動条件 (URV ， Uh) に一致する。特に、 R が既知ならば、運動条件
(R , h) は、運動条件 ( 1 , h) と等価である 。 h が既知ならば、 Wh = X軸単位ベ
クトルとなる 3 次元回転行列Wを用いて、運動条件 (R ， h) は、運動条件 (WR ， X 
軸単位ベクトル)と等価である。
命題 4. 3 によれば、 3 4 通りの運動条件のうち表 4. 3 の 1 7 運動条件を考えれば
十分である 。
友 4. 3 考察すべき 1 7 通りの運動条件





h1 h2 h3 h4 h5 h6 h7 
。 。
o 000 000 
00000 0 
o 0 
R1 : 3 次元回転、 R2 : X軸回転 XY軸回転
R3 : X 軸回転、 R4 :回転なし
h1 : 3 次元空間移動、 h2: X Y平面移動
h3 : Y Z 平面移動、 h4: Z X平面移動
h5: X Y平面移動(既知)、 h6 : X 軸移動(既知)
h7 : Y軸移動(既知)
R が 3 次元回転の場合は、 h が既知ならば h を X軸単位ベクトルとして考えれば十分
である。
R がX軸回転 XY軸回転の場合は、 h が既知の 3 次元空間移動、既知の ZX平面上移
動の場合は、 U を適当な X軸回転にすることで h を XY平面上移動として考えれば十分
である。 h が既知の YZ 平面上移動、既知の Z 軸上移動の場合は、 U を適当な X軸回転
にすることで h を Y軸上移動として考えれば十分である。
R がX軸回転の場合は、 h が既知の 3 次元空間移動の場合は、 U を適当な X軸回転に
することで h を XY平面上移動として考えれば十分である。 h が既知の YZ 平面上移動
の場合は、 U を適当な X軸回転にすることで h を Y軸上移動として考えれば十分である。
R が既知の場合は、 R を I として考えれば十分である。さらに必要ならば座標軸を交
換することにより、 h の制約条件は、 3 次元空間移動もしくは XY平面上の未知移動と
して考えれば十分である。
座標軸に従った 153 通りの運動条件は表 4. 3 の 1 7 通りの運動条件のいずれかと
等価であることを示せた。
4. 5 運動条件ごとの線型復元解法
1 7 通りの運動条件ごとに、 3 節の計算原理を適用して、 G の成分を線型展開する最
少個数の元を求めると表 4. 4 になる。ただし、 G の 1 J 成分を g i j 、 R の 1 J 成分を r i j 、
h の i 成分を h i と表した。
表 4 . 4 G の成分を線型展開する最少個数の元
Table 4.4 Least elements expanding G elements linearly. 
運動条件Ícの成分を線型展開する最少個数の元
Rl.h2 G の 9 個の元
Rl, h6 gZI , gzz , gZ3 , g31 , g3Z , g3 
R2.hl G の 9 個の元
R2.h2 G の 9 個の元
R2 , h3 gll , glZ , g13 , gZI , gZ3 , g31 , g3 
R2.h4 G の 9 個の元
R2 , h5 gll , glZ , g13 , g31 , g3Z , g33 
R2.h6 gZI , gzz , gZ3 , g31 , g3Z , g3 
R2 , h7 gll , glZ , g13 , g31 , g33 
R3 , hl glZ , g13 , gZI , gzz , gZ3 , g31 
R3 , h2 glZ , g13 , gzz , gZ3 , g31 
R3 , h3 glZ , g13 , gZI , g31 
R3 , h5 rZZ , rZ3 , (定数)
R3 , h6 rZZ , rZ3 
R3 , h7 rZZ , rZ3 , (定数)
R4, hl h, , hz , h3 
R4.h2 h1 , hz 
運動条件 (Rl ， h2) (R2 , hl ) (R2 , h2) (R2 ， h4 ) の場合は、従来方式と同 じ く G の 9 個の
成分は線型独立であるため、 9 個未満の元で線型展開できず、 3 次元復元のため に は 8
対応点が必要である 。
表 4. 5 に運動条件毎に 3 次元復元に必要な対応点数を示す。 3 次元復元に必要な対
応点数は、 G を求めるために必要な対応点数と 等 しいため、 G の成分を線型展開する最
少の元の数から l 減じた数である 。 また、復元方式の冗長度を、必要対応点数か ら G の
自由度をヲ|いた数として定義 して、 表 4. 5 に示 した 。
6 0 
表 4 . 5 3 次元復元に必要な対応点数
Table 4.5 Number of necessary corresponding points for 3-D recovery. 
運動条件 必要な
対応、点数
Rl. h2 8 
Rl. h6 5 
R2.hl 8 
R2.h2 8 
R2 , h3 6 
R2.h4 8 
R2 , h5 5 
R2.h6 5 
R2 , h7 4 
R3 , hl 5 
R3.h2 4 
R3 , h3 3 
R3 , h5 2 
R3 , h6 
R3 , h7 2 
R4 , hl 2 





































上記の 4 条件 (Rl， h2) (R2 , hl) (R2 , h2) (R2 ， h4) を除いた 1 3 条件では、従来よりも
少ない対応点で 3 次元復元できる。従来方式の冗長度は 3 であるが、提案する復元方式
の冗長度は、上記の 1 3 条件では 3 以下であり、そのうち 1 0 条件においては 3 未満で
ある。また、上記の 1 3 条件では、 !_gi I の一部が h や R の成分と 一致する場合があ




交している場合がある 。 平面方向に Y軸と Z 軸、物体の回転軸の方向に X軸を設定する
と、表4.5 において、 R の制約条件がR3 、 h の制約条件がh3の場合になり、 3 次元復元
に必要な対応点数は 3 になる 。
4. 6 従来の最小 2 乗復元解法
従来の最小 2 乗法による 3 次元復元解法 [4.7J の要点を記す。 ( R ， h ) と r ， r 





① G を式 (4.9 ) を満たすように求める 。
N 
ヱ ( m a , G ma ' ) 2 • ffi ln 
a = I 
(4.9) 






i j , k l 
クトルとして G すなわち G が求まる 。
(♀，且♀) → ffiln
② h を式 (4.11 ) を満たすように求める 。
(4.10) 
3 
ヱ ( gi , h) 2 • ffiln (4.11) 
式 (4.11) は式 (4.12) と同値であり、行列 G G T の最小固有値に対する単位固有ベクト
ルとして h が求まる 。
( h , GGT h ) • ffiln 
h の符号は、式 (4.13 ) を満たすように決める 。
(4.12) 
N 
2: 1 h ma G ma' 1 > 0 (4.13) 
a= I 
③R を式 (4.14 ) を満たすように求める 。
Ih X R - GI 2 • ffiln (4.14) 
K = G X h と 定義するとき、式 (4.14 ) は式 (4 . 1 5) と 同値であ り 、 R は K を極分解した
直交成分行列 と し て求まる 。
Tr [RT KJ • max 
( r , r' を式 (4.16 ) を満たすように求める 。




4. 7 提案する最小 2 乗復元解法
3 節で述べた提案する線型復元解法を最小 2 乗復元解法に拡張する 。 4. 6 節の従来
法のステッフ。①~③が独立に改良できる 。
① G の計算:展開式 (4.6) が成立する場合の改良法を記す。 A = ( ak ï)と定義する
と、式 (4.6 ) は式 (4.17 ) に表現できる 。
♀= A _g_ 
p 次正方行列旦=(旦i j ) を下式で定義する 。
(4.17) 
旦i j - ヱヱ単XVaXiaVj (4.18) 
( i , j =1 ， 一 ， p) 
立を行列旦の最小固有値の長さ l の固有ベクトルと定義す る 。 立は式 (4.19 ) ，式 (4.17 )
か ら 求まる 。
_g_ = (.r 2 / 1 A_i2_ 1 )立 (4.19) 
〔証明 J (♀ ， 区立) = (ム旦_g__) か ら 式 (4.10) すなわち式 (4 . 9) は式 (4. 20) と [rîJ
値である 。
(_g_，旦ι) → min (4.20) 
ここ で 、 行列旦は p 次対称行列であるため、 α を 正数とするとき 、 1 _g_ 1 =α の制約の
もとに式 (4.20 ) を満たすιは α 主である 。
求めるiは こ れ ら のうち|♀ 1 =;- 2 を満たす必要がある。式 (4.17 ) か ら
α =f 2 /I A~1 であるか ら 、式 (4.19 ) が求まる。(証明終〕
② h の計算 hi =0 ( i は1， 2, 3 のいずれか) の場合の改良法を記す。
順に_h_，♀♀ T , ma X Gma 'を h ， G G T , ma >く Gma' か ら 列ベクトルにつ





乏(_h_， ma X Gma :_) > 0 (4.21) 
〔証明 J ( h , G G T h) = (_h_, G GT h) であるため、式 (4.12) は式 (4.22) と同
値である 。
(h , G GT h) • min (4.22) 
G G T は対称、行列であるため、 _h_は行列 G G T の最小固有値に対する単位固有ベクトル
である 。 また
1 h m a G m a' 1 (_h_, ma X Gma '__) 
であるため、式 (4.13) は式 (4.21) と同値である 。 〔証明終〕
③R の計算 rii=l (i は1， 2, 3 のいずれかの数) となる R の場合の改良法を記すo
_R_, Kを )1原に R ， K から第 i 行と第 i 行を除いた 2 次正方行列と定義する o _R_を求め
ればよいO
R は K を極分解した直交行列成分として求まる。
〔証明 J T r [R T KJ = T r [旦T KJ + k i i 
であるため、式 (4.15) は式 (4.23) と同値である。
T r [_R_T 玉]→ max (4.23) 
R は直交行列であるため、_R_は五を極分解した直交成分行列として求まる 。 (証明終〕
付録B に個別の運動条件における提案方式による計算例を示す。
4. 8 TV カメラが固定され物体が動いている場合
4. 7 節までの第 4 章では、中心射影画像からの 3 次元復元方式を、 TV カメラが運
動し物体が固定されている状況で記述し、 TV カメラの運動が座標系に従っている多く
の場合に、 3 次元復元に必要な特徴点数を減じることができることを示した 。 これに対
して、本 4. 8 節では、 TV カメラが固定され物体が運動している状況において、本方




ま ず 、 4. 2 節における T V カ メラの運動パラメータ (R ， h) の定式化を再度記すO
TV カメラのレンズ の 中心が座標原点に一致する 3 次元座標系を考える 。 観測時点ごと
に座標系が考えられる が、第 l の観測時点の座標系について、 TV カメラのレンズの中
心を固定して 3 次元回転行列 R だけ回転した後、 TV カ メラを 3 次元並進ベク ト ルh の
み移動した と する 。 3 次元空間中の点 P の第 l 時点の座標系における 3 次元座標ベク ト
ル を p 、 第 2 時点の座標系 における 3 次元座標ベク トルを p' と記すと 、 式 (4. 24) の関
係がある 。
p' = R -1 ! p -h I ( 4. 24) 
以下に、 TV カメラが固定され物体が運動している状況において、 4. 7 節ま での方
式が有効な場合を求める 。 TV カメラが固定され物体が運動している状況と、 TV カメ
ラのレンズの中心が座標原点に一致する 3 次元座標系を想定する 。
式 (4.24) を変形して、下式 (4.25) を得る 。
p =R p' + h (4.25) 
3 次元座標ベクトルがp' である点 P を座標原点を中心に 3 次元回転行列 R だけ回転
した後、 3 次元並進ベクトルh のみ移動させて得られる 3 次元座標ベクトルがp である
関係を、式 (4.25 ) は表している 。 従って、 4. 7 節までの定式化は、固定した TV カ
メラの回りに物体を R 回転した後、 h 並進した場合の定式化と等価である 。 従っ て、物
体がTV カメラを中心として R 回転した後、 h 並進したと捉えたとき、 R と h に座標系
に従った制約条件がある場合は、 R と h を置き換えずに、 4. 7 節までの方式を適用で
きる 。
しかし、上記のような場合は出現頻度が少ないと考え ら れる 。 そこで、物体がその中
心の回りに回転した後、並進した、という通常に考えられる状況設定で以下に考察する 。
移動前の物体の中心の 3 次元座標ベクトルをg' 、 I を単位行列として、式 (4. 25 ) を
変形して、下式 (4.26) を得る 。
(p -g' ) =R(p' -g' ) + ! h + (R-I) g' I (4.26) 
式 (4.26) は、物体が中心g' の回りに R 回転した後、! h + ( R -I) g' I だけ並進した
ことを表している。 TV カメラを回転の中心とした式 (4. 25) の場合と比較して、回転成
分R は変化していないが、並進成分h は lh+ ( R-I) g' I に変化している 。 4. 7 節まで、
回転行列 R と並進ベクトルh が座標系に従った制約条件を持つ場合を考察したため、以
下においても、物体がその中心g' の回りに R 回転を行った後、 3 次元並進ベクトル
!h+(R-I)g' I だけ並進したと捉えたとき、 R と !h+ ( R-I)g' I に座標系に従った制約
条件がある場合を考察する 。
4. 7 節までの方式を適用するには、 ( 1) 3 次元並進ベクトルh を「制約条件な
し」の条件で適用するか、 (2) R と !h+ ( R- I) g' I の座標系に従った制約条件から h
に関する座標系に従った制約条件を求めて適用する、ことが必要である 。
まず、 ( 1) 3 次元並進ベクトルh を「制約条件なしJ の条件で適用する場合を考察
する 。 表 4. 3 から、下記の 3 つの場合 (a ) (b) ( c ) のいずれかに等価である 。
(a) R がX 軸 [DJ 転 X Y 軸回転 (R2 ) の場合;運動条件が (R2. hl ) の場合であ り 、 衣 4. 5 
により、本方式により必要な対応点数である 8 を減らすことはできなし ' 0
(b) R がX軸回転 (R3 ) の場合;運動条件が (R3 ， hl ) の場合であり、表 4. 5 に よ り 、本
方式による必要な対応点数は 5 である 。
(c) R が回転なし (R4) の場合;運動条件が (R4 ， hl) の場合であり、表 4. 5 により、本
方式による必要な対応点数は 2 である 。
次に、 (2) R と lh+(R- I) g' !の座標系に従った制約条件から、 3 次元並進ベクト
ルh に関する座標系に従った制約条件を導出できる場合を考察する 。 h に関する座標系
に従った制約条件を求められるならば、必要な特徴点数をさらに減じ得.るためである 。
hに制約条件を生じない場合は、上記 (a) (b) (c) で考察したため、以下では、 hに座標系
に従った制約条件を生じる場合のみを考察する 。
lh+(R-I)g' !の制約条件の種類は、 hの制約条件の種類と同ー とする。 lh+(R 
-I)g' !の制約条件に従い、表 4. 6 のようにg' が制約されるものとしても 一般性を失
わないので、表 4. 6 のように約束する。 g' が完全に既知である場合は考えにくいの
で考察外とする。
表 4. 6 lh+(R- I) g'! と g' の制約条件の組の種類






1 h + ( R-I) g' !と同ーの座標平面上(未知)
1 h + ( R-I) g' !と同一の座標軸上(未知)
h = !h+(R-I)g' f - (R-I) g' であるから、 h に関する座標系に従った制約条件
の導出の考察のために、 R の制約条件、 g' の制約条件から、 (R- I) g' の制約条件を
考察した後、 lh+(R-I)g' !の制約条件を合わせて用いて、 h の制約条件を考察する。
R の制約条件ごとに考察する。 4. 4. 2 節、 4. 4. 3 節における考察により、 R
の制約条件に関して、下記の 4 つの場合を考察すれば十分である。
(d) R が 3 次元回転 (Rl) の場合
(e) R がX軸回転XY軸回転 (R2) の場合
(f) R がX軸回転 (R3) の場合
(g) R が回転なし (R4) の場合
以下に、 )11買に考察する。
(d) R が 3 次元回転 (Rl) の場合
R は下記の形式の行列である 。
R= lX 軸回転! x !Y軸回転 I X lZ 軸回転|
6 5 
11 寸 I C 0 -S () l 1 C 件 -5 ゆ寸
= I C 併 - S ~ I I 1 I I S い C い|
L S~ C ~ _j L S() CO_j L 1_j 
γ に () C 中 ーに 8 も中 ーも Ol
= I -S ~ S () C 中キ C ~ S 中 S~ S() S 中十 C 1~ C 中 ーも~ C () I 
L C~ S() C 中十 S ~ S 中 -C ~ S () S 中キ S 1~ C 中 C~ C()_j 
R の成分はすべて未知であるため、 ( R - I) g' も未知の 3 次元ベクトルであ り 、
Ih+(R-I)g' I の制約条件が何であろうと、 h は未知の 3 次元ベクトルである 。
従って、 h の制約条件は導けない。
(e) R がX軸回転 xy軸回転 (R2) の場合
R は下記の形式の行列である 。
I 1 I I C () -S ()I I C fJ 0 -S ()寸
R = I C ~ -S ~ I 1 I = 卜S~ SfJ C~ 勾 C() I 
L S~ C~ _j L S() C()_j L C~ S8 S~ - C~ C()_j 
( R-I) g' は、 g' がY軸上に制約される場合のみ、 X成分が O となる制約を生ずる 。
この時、表 4. 6 から Ih+(R - I) g' I は Y 軸上に制約される条件であり、 h は X成分が
0 となり、 YZ 平面上の制約条件となる 。
Ih+(R-I)g' I およびg' がY軸上に制約される場合にのみ、 h は YZ 平面上に制約さ
れる条件 (h3) が生ずる 。 このとき、運動条件が (R2 ， h3) の場合であり、表 4. 5 により
本方式による必要な対応点数は 6 である 。
(f) R がX軸回転 (R3) の場合
R は下記の形式の行列である。
R = I C ~ -S ~ I 
L S~ C~ _j 
(f.l) g' が 3 次元空間点(未知)の場合; (R-I) g' の X成分が O となるが、
Ih+(R-I)g' I は 3 次元移動(未知、既知)であるため、座標系に従ったh の制約条件
は導けない 。
(f. 2) g' が座標平面上(未知)の場合
g' がzx座標平面上の場合は、 g' がXY座標平面上の場合と等価であるため、 g' がXY
座標平面上の場合と YZ座標平面上の場合のみ考察する 。 どちらも、 (R- I) g' の X成分
が O となる 。
(f. 2.1 ) ぜがXY座標平面上(未知)の場合; Ih+(R-I)g' I は XY座標平面上移
動(未知、既知)であるため、座標系に従ったh の制約条件は導けない。
(f. 2. 2) g' がYZ座標平面上(未知)の場合; Ih+(R-I)g' I はYZ座標平面上移
動 (未知、既知) であるため、 h の制約条件はYZ座標平面上移動(未知: h3 ) となる 。
運動条件が (R3 ， h3 ) の場合であり、表 4. 5 により、本方式による必要な対応点数は 3
である 。
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(f. 3) 豆' が座標軸上(未知)の場合
等価な場合を l つのみ考察することとし、 g' がX 座標軸上の場合と Y 座標軸上の場
合のみ考察する。
(f. 3.1) ぜがX 座標軸上(未知)の場合; (R-.I) g' は O ベクトルになる 。 h
は lht(R- I) g' I に等 しく、 h の制約条件はX 座標軸上移動(既知: h6 ) である。運動
条件が(R3 ， h6) の場合であり、表 4. 5 により、本方式による必要な対応点数は l であ
る。
(f. 3. 2) 巨'がY 座標軸上(未知)の場合; (R-I) g' の X成分が O となる 。
lht(R-I)g' I はY 座標軸上移動(未知、既知)であるため、 h の制約条件はYZ座標平
面上移動(未知: h3) となる 。( f. 2.2) の場合の l 部となった 。
(頁)R が回転なし (R4) の場合
(R-I) g' は O ベクトルになる。 h は lht(R- I) g' !に等しい。 表 4. 3 により、 hの
制約条件としては、 h1 : 3 次元空間移動、 h2: X Y平面移動、のみ考察すれば十分であ
る。前者の場合は、 (c) で考察済みである 。 後者の場合、運動条件が (R4 ， h2) の場合であ
り、表 4. 5 により、本方式による必要な対応点数は l である。
以上の (a) - (g) の結果において、 3 次元復元に必要な対応点数を従来方式よりも減ら
せる場合のみをまとめると表 4. 7 になる 。
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表 4. 7 R と ! h+ C R-I)g' I に座標系に従っ た制約条件がある場合におい て 、 3 次元
復元に必要な対応点数を従来方式よりも減らせる場合















R2: X軸回転 X Y軸回転
















hl : 3 次元空間移動(制約なし)、 h2: X Y平面移動






あり、物体の回転軸の方向が平面と直交している場合がある 。 平面方向に Y軸と Z 軸、
物体の回転軸の方向に X軸を設定すると、 表 4. 7 において、 R の制約条件がR3 、
!h+ (R-I) g' I の制約条件がYZ 座標平面上 (未知 ) の場合になり、 3 次元復元に必要な





具体的には、 2 画像聞の TV カメラの運動条件を用いて、従来よりも少ない対応点を
もとに、岡IJ体の形状と TV カメラの運動を 3 次元復元する原理および座標系に従った運
動条件に対する新復元方式を明らかにした。
TV カメラの運動条件として、座標系に従った 153 条件を対象とし、座標変換によ
る同一視により 1 7 の運動条件に帰着させた o T V カメラの運動パラメータから合成さ
れる 9 未知変数を最少個数の別変数に線型展開する共通原理に基づき、 1 7 運動条件の












第 5 章 ビデオ画像入力からの
対話型物体 3 次元復元システム









2 次元画像上の特徴点の位置を 2 次元画像処理により自動補正した後、補正された特徴
点位置に 3 次元再構成方式を適用することにより物体の 3 次元形状と動きを同時に復元
し、復元した 3 次元形状に 2 次元入力画像のテクスチャを自動マッピングする。適用範










フィックス (C G) は、ハードウェアの進歩により、 3 次元図形が容易に表示可能にな







3 次元モデルを構築する手段として、画像理解の研究に注目した。そして、実際の 3 次
元物体を捉えたビデオ画像に 3 次元再構成方式を適用することにより簡便に 3 次 JC物体
モデルを復元でき る システムを構築した。
画像理解はコンビュ ータ ビジョン (C V) の位置づけで 、 自動検資や十見覚制御を n 的
として長年にわたり精力的 に研究されて きた。図 5 . 1 に CV システ ム の代表的な構成
を示す。ビデオ カ メラで捉えた物体の画像か ら特徴を抽出 し、抽出 した特徴に 3 次元再
構成方式を適用 して物体を再構成し、その情報に よ り 様々 な機器を自動制御する。とこ






図 5. 1 C V システムのf薄成




S) であり対話型環境である 。 対話型環境では完全自動を強いて目指すよりも人間と計
算機の長所を生かした作業環境を実現することがより重要である。物体画像からの特徴
抽出の完全自動化は将来も困難であるが、人間は容易に行っていることに着眼し、人間
の物体画像に対する特徴指示を活用した。 これにより、任意の環境で捉えた 2 次元同像
から 3 次元物体モデルを一様に復元することを可能にした。
人間が指示する特徴は、最も的確に指示できる特徴点とした。 3 次元再構成では特徴
点の 2 次元射影座標から特徴点の 3 次元位置と動きを再構成する方式を用いた。 入力画
像は、最も汎用な l 台のビデオカメラで捉えた画像とした 。 1 枚の画像では 3 次元再構
成できないため、複数画像を入力とした。
この対応点による 3 次元再構成方式は再構成解の存在の提示 [5.2J を発端として研究
が開始され、撮像モデル毎に研究された。一般の剛体を認識するためには、中心射影の
撮像モデルでは 2 画像間で対応づけられた 8 特徴点が必要である [5.3J [5.4] が、正射
影の撮像モデルでは 3 画像間で対応づけられた 4 特徴点で十分である [5.5] [5.6] 。 特
に、正射影の撮像モデルによる著者らの独自の 3 次元再構成方式 [5.6] は入力画像の情
報のみから再構成可否の判定ができるため適用した。 この他、再構成の精度を高めるた
めに多数の特徴点を用いる方式 [5. 7] があるが、人聞が特徴点を指定する負担が大きす
ぎるので、少ない特徴点を用いる 3 次元再構成方式を適用した 。
本研究では実画像に画像理解技術を応用し、 CG を含むマルチメディアへの応用を図
っているが、従来研究 [5.8][5. 9J [5.10] とは異なる。ビデオ構造の視覚化を行う研究
[5.8] では、 2 次元の画像認識によりカット分割や被写体の存在の判定などを実現して
いる 。 CG と動画像の合成により景観シミュレーションを行う研究 [5.9J では、動画像
のオプテイカルフローの解析によりカメラパラメータを求めている 。 しかし、これらの
研究では対象物体の 3 次元形状を再構成していない。 アイデアスケ ッ チからの 3 次元形
状自動復元システ ム [5 .1 0J で は、 3 次元形状を再構成するために形状断固線の入 )J を
必要とし、ビデオ画像に対 して適用 でき な い。
本システムは、実画像か ら外界の 3 次元の形状と運動を再構成し、 外界の 3 次元物体
モデル を 簡易 に復元する ことを可能にする 。
5. 2 システム構成
図 5. 2 に本システムの構成を示す。 図 5. 1 の cv システムが自動的に行う特徴tÙJ
出処理を、人間の特徴指示処理に置き換えた 。 これによ り 任意の環境で捉えた画像にお





図 5. 2 本システムの構成













が 2 次元画像上の特徴点位置から物体の 3 次元モデルを再構成するようにした。
本システムでは、下記の処理(1 )'"'-(4) を順に実行する 。
(1)画像入力:複数方向から捉えた物体画像を計算機に入力し、各画像を画面に表示
する 。
(2 ) 特徴点指示:物体上の特徴点とその対応を画面上で人聞がマウスで指示する 。
(3) 3 次元再構成:指示された特徴点に 3 次元再構成方式を適用し、 3 次元形状と動
きを再構成する 。
(4) 3 次元物体復元:獲得した物体の 3 次元形状に入力画像中におけるテクスチャを













具体的には、人聞が特徴点をマウスにより指示する時の手ぶれの範囲を関値 s (> 
o )として定め、下記の(1) , (2) 段階により特徴点とその間の稜の登録処理を行う 。
(1)ボタンを押(離) した点の処理
(1. 1) 既登録の特徴点との距離が S 以上の場合;ボタンを押(離)した点を線分の開
始(終了)点とする。
(1. 2) 既登録の特徴点との距離が S 未満の場合;既特徴点を線分の開始(終了)点と
する。
(2) 特徴点と稜の登録処理
(2. 1) 開始点と終了点の距離が S 以上の場合;開始点と終了点を特徴点として登録し、
2 点を結ぶ線分を稜として登録する 。
















具体的な処理を以下に説明する。画像座標 (x ， y) の濃淡値を I (x , y ) と記す。基準画像
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の特徴点座標 を (xO ， yO) 、補正画像の対応する特徴点の庖擦を (x l， y1) とする。 Sl ， S2 
を関値とし、補正画像の座標点 (x2 ， y2) で式
I x2-x1 I <Sl , I y2-y1 I <Sl (5.1) 
を満たすものから (x l， y1 ) を補正する 点を決定する。補正画像の点 (x2 ， y2) の近傍と基
準画像の点 (xO ， yO ) の近傍の濃淡分布の相違度を式 (5. 2) で定義する。
ヱ I I (x2+m, y2+n) -I (xO+m , yO+n) I (5.2) 
I m I < S2, I n I < S2 
式(2) を最小 にする (x2 ， y2 ) である (x1 ' , yl' ) を求め、補正画像の特徴点座標 (x l， y1 ) を
(xl', y l' )に自動補正する 。
5. 4 3 次元再構成
特徴点指示処理では 1 台のビデオカメラで捉えた複数の入力画像における物体特徴点
の 2 次元位置を決定するが、 3 次元再構成では物体の 3 次元形状を獲得する 。 このため、
対応づけられた特徴点の 2 次元位置から物体の 3 次元形状を再構成する方式を適用する 。
人聞が指示する特徴点を少なくするため、対象物体を剛体と仮定した 3 次元再構成方式
を適用した 。
対応、点を前提とする適用した 3 次元再構成方式を表 5. 1 に示す。 撮像モデルは一般
的な中心射影モデルと正射影モデルを用いた。再構成の対象は任意の剛体を基本とした
が、応用上重要な平面をも対象とした 。 実現したシステムでは 3 つの再構成方式を予め
モード選択できるようにした。 表 5. 1 における特徴点数と画像数は再構成のために最
低限必要な数である 。
表 5. 1 適用した 3 次元再構成方式
Table 5.1 Applied 3-D reconstruction algoruthms 
撮像モデル 対象 必要特徴点数 要画像数必!
正射影 [5.6J 剛体 4 3 
剛体 8 2 
中心射影 [5.4J
平面 4 2 
中心射影モデルによる再構成方式 [5.3J [5. 4J は、最もよく研究されている 。 任意の
剛体と平面を再構成する方式を適用した 。 任意の剛体を再構成する方式は最も汎用性が
高い。 平面を再構成する方式では多面体の再構成に適する 。 多面体の面毎に平面再構成
方式を適用することにより、再構成した 3 次元形状モデルにおいて面ごとの平面性を保
てる 。 特徴点指示の処理とも整合性が高い。 どちらの再構成方式も必要数以上の特徴点
がある場合は最小 2 乗法を用いて精度を高めた 。
正射影モデルによる認識方式は物体を小さい画角で捉える場合に有効である 。 剛体を
捉える特徴点が中心射影モデルの場合の 8 点に比べて 4 点と少なくて済むのが利点であ
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る。しかし、従来の再構成方式 [5.5] は付加条件毎の解法であり、前提知識なしには適
用できない。そこで、 独自の統一的な線型解法である 3 章の 3 次元復元万式 [5.6] を考
案した。さらに、観測画像のみの情報から原理的な再構成可否を判定することの重要性
を提起し、具体的な判定条件を明らかにした。本システムでは、この観測画像のみから
の原理的な再構成可否判定と統一的な線型解法からなる独自の 3 章の 3 次元復元方プ







Fig. 5.3 Orthographic observation of a 3-D object. 
正射影面に Xy直交座標をとり、正射影面に垂直な座標軸を Z 軸とする o U , v , Wの
3 時点で物体上の 4 つの特徴点を観測する 。 正射影観測なので、物体の特徴点の 1 つを
座標軸の原点に移動して、原点を中心として回転する物体の再構成問題に還元で き る 。
u 時点か ら v 時点までの回転を 3 次行列 R 三( r i j ) 、 u 時点か ら w時点、 までの回転を
行列 S 三( s i J で表す。 原点以外の特徴点に番号 i ( i == 1， 2 ， 3 ) を付け、 U ， v , W時
点における特徴点 i ( i= 1， 2 ， 3 ) のベクトルを Ui ， Vi " Wi で表す。第 2 添字 j
( j= 1， 2 ， 3 ) を付けて XYZ 座標を U i j等 と表す。 再構成問題は方程式
Vi =R Ui , Wi =S Ui ( i= 1, 2, 3) (5.3) 
か ら 回転 R ， S と特徴点の Z 座標 U i3 , V i3 , Wi3 
( i= 1， 2 ， 3 ) を求める問題に帰着できる 。
再構成できる条件は下記の (1) ( 2 ) であることが従来理論 [5.5 J で示されている 。
(1) 4 特徴点が同一平面上に無い 。
(2) 2 画像問の物体の回転は Z 軸の回 り の回転や観測面内の軸の回 り の 180 度回転で
無い。
幾何条件(l) (2) は直観的に分かり易いが、 観測できないので再構成できるかを判定で c
なし E 。 そ こで、こ の条件を観測情報のみ に よ り記述した判定条件が、 3 次元ベクトル A
の 1 - 2 行からな る ベ クトルを A' と表記するとき 、 3 つの行列
[~ 1, ~ Z I ~ 3 IJ , [ .~. 1, .~. Z .~. 3, J , [~I ~ Z ~ 3 , ] 
V I V Z V 3 ~ ~W I W Z W 3 ~ ~ U I U Z U 3 
のランクが全て最大(= 3 ) であることをま ず明 ら かにした。この判定条件を基盤とし
て、統一的な線型解法を構築した 。
l 台のビデオカメラで捉えた画像を入力するため物体の 3 次元形状は求まるが、絶対
的な大きさは求まらない。 しかし、 CG では大きさは自由 に指定するのが通常であるた
め、本システムでも 3 次元物体モデル復元時に大き さ を指定するようにした 。 また、適
用した 3 次元再構成方式は物体の 3 次元形状だけでなく、 3 次元運動も再構成できる 。
5.53 次元物体復元
3 次元再構成処理で求めた物体上の特徴点の 3 次元位置から 3 次元物体モデルを復元
する 。 下記の処理(1) (2 ) を行う 。
(1) 3 次元面モデルの生成
(2) テクスチャマッピング
3 次元面モデルの生成では、特徴点指示で与えた特徴点聞の線分を 3 次元再構成で得
た 3 次元特徴点聞の稜とすることにより、 3 次元ワイヤーフレームモデルをまず構成す
る。次に、特徴点指示処理で与えた入力画像に重畳した 2 次元線画を最小ループの多角
形に分割し、面を構成する特徴点の組を求め、 3 次元面モデルを生成する 。
平面再構成方式を適用する場合は、 3 次元再構成処理で先に 2 次元線画の多角形分割
を行い、多角形毎に平面と仮定して適用する 。 この際、複数の再構成結果において、同
じ特徴点の 3 次元座標が必ずしも 一致しないが、各面が平面を保つように複数の再構成
結果を統合する 。 具体的には、複数の再構成結果の座標点の平均値から最も近い、複数
の再構成平面の共通部分における点とした。
3 次元再構成方式の適用では、複数の入力画像の共通部分の 3 次元形状を再構成でき




入力画像から 3 次元面モデルへのテクスチャマッピングは、 2 次元線画から分割した
各多角形内の入力画像毎に行う 。 各多角形を 3 角形に分割し、 3 角形内の入力画像を 3
次元面モデル上の対応する 3 角形にテクスチャマ ッ ピングする 。
複数の入力画像があるため、使用するテクスチャは一意には定まらない。 テクスチヤ
の決定方法として下記の(1 ) , (2) の 2 つの方法を考案 し選択できるようにした 。
(1) 3 次元物体モデルの表示角度の入力画像の表示角度による補間値により、入力画
像のテクスチャを補間してマッピングする 。
(2) 3 次元物体モデルの表示角度に最も近い入力画像のテクスチャをマッピングする 。
方法(1) は 3 次元物体モデルを動かして連続表示する場合にテクスチャの変化が滑ら
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かである利点がある 。 ただし 、 入 ノJ画像のテクスチャが細かい場合は、補間結決のテ ク
ス チャが量子化誤差に よ り ぽけることがあ る。この よ うな場合、店法 (2) によるテクス
チ ャは よ り鮮明であるこ と がある 。方法(1)は動的表示に適する傾向があるのに対し
方法 ( 2 ) は静的表示に適する傾向がある 。
5. 6 実験
本システムをワークステーション S ファミリ -S-4/2 を用いて試作し実験した 。 画像
入力のために、ワークステーションにビデオカメラと画像フレームメモリを接続した。
残りの処理は全てソフトウェアで実現した 。
本システムの実験例を図 5.4--- 図 5. 8 に示す.図 5.4 --- 図 5. 7 は 3 次元物体
の復元例である 。 図 5 . 8 は特徴点の自動補正例である 。
図 5.4--- 図 5. 7 は、ユーザが指示した特徴点と稜からなる線画を重畳表示した入
力画像と、復元した 3 次元物体モデルを入力画像とは異なる角度から表示した図からな
る。 3 次元物体モデルの観測方向は、入力画像の観測方向の線形内挿または線形外挿と




図 5 . 4--- 図 5. 6 は入力画像の共通部分に 3 次元再構成方式を適用した例である 。
図 5. 7 は、 2 枚の入力画像の共通部分毎に 3 次元再構成方式を適用し、複数の 3 次元
再構成結果を統合した例である。
図 5. 4 は、独自の正射影 3 次元再構成方式による 3 次元物体復元例である。復元対
象は街灯であり、全体で 6 特徴点しか指示できず、面ごとに 3 特徴点しか指示できない
ので、正射影方式のみ適用できる。
図 5. 5 は、中心射影平面 3 次元再構成方式による 3 次元物体復元例である。計算機
のハードディスクが復元対象であり、各面毎に 4 特徴点を指示して平面 3 次元再構成方
式を適用し、 3 次元物体モデルで面の平面性を保った。
図 5. 6 は、中心射影 3 次元再構成方式による 3 次元物体復元例である。復元対象は
電話機であり、特徴点の必要数 8 を越える 13個の特徴点を指示し最小 2 乗法を適用して
精度を高めた 。
図 5. 7 は、複数の中心射影 3 次元再構成結果の統合による 3 次元物体復元例である 。
復元対象は建築物である 。 入力画像 (a) ， (b ) の共通部分である特徴点
18 ， 17 ， 1 ， 10 ， 2 ， 12 ， 16 ， 3 ， 4 ， 5 ， 22 ， 21 ， 20 ， 19で囲む部分の 3 次元再構成結果と、入力画像
(b) , ( C ) の共通部分である特徴点 1 ， 10 ， 2 ， 9 ， 6 ， 14 ， 13 ， 7 ， 8 ， 3 ， 4 ， 5 ， 11 ， 15 で囲む部分の 3
次元再構成結果を統合し、 3 次元物体モデルを復元した 。
図 5. 8 は、画像認識による特徴点の自動位置補正例である 。 補正後の画像 (b ) は|災
5. 7 の入力画像 (C ) と同一である 。 補正前の画像 (a ) の特徴点10の位置を図 5. 7 の
入力画像 ( b ) を基準として自動位置補正した例である 。 特徴点10が自動補正により建築
物の縁に正しく位置した 。
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(a) Input image 1 (b) Input image 2 
(c) Input image 3 (d) Generated 3-D model 
図 5. 4 正射影 3 次元再構成を適用した 3 次元物体復元例
Fig. 5.4 An example of 3-D object recovery by applying the orthographic 3-D 
recons truc t lon. 
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(a) Input image 1 (b) Input image 2 
(c) Generated 3-D model 
図 5 . 5 中心射影平面 3 次元再構成を適用した 3 次元物体復元例
Fig. 5.5 An example of 3-D object recovery by applying the perspective plane 
reconstructlon. 
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(a) Input image 1 (b) Input image 2 
(c) Generated 3-D model 
図 5. 6 中心射影 3 次元再構成を適用した 3 次元物体復元例




(a) Input image 1 (b) Input image 2 
(c) Input image 3 (d) Generated 3-D model 
図 5. 7 複数の中心射影 3 次元再構成の統合に よる 3 次元物体復元例
Fig. 5.7 An example of 3-D object recovery by integrating multiple 
perspectively reconstructed 3-D structures. 
(a) Before revision (b) After reV1Slon 
図 5. 8 画像認識に よる特徴点の自動位置補正例 (特徴点10を補正)
Fig. 5.8 加 example of automatic position reV1Slon of feature points by image 




3 次元復元方式を応用した、対話型計算機環境を用いてビデオ画像入力か ら 3 次元物
体を簡易に復元できるシステムを考案し開発した 。 本システムの特長は、任意の環境に
おいて捉えた 2 次元物体画像に対して、人聞が特徴点を指示するだけで、画像理解技術
を応用することにより、 3 次元物体モデルを復元できることである 。
CV システムでは暗黙の了解であった画像特徴の自動抽出を、本システムでは人間に
よる特徴点指示に置き換えることにより、従来は不可能であった任意環境で捉えた実幽





に 3 次元再構成方式を適用することにより 3 次元形状を再構成し、 3 次元形状に入力画
像のテクスチャをマッピングして 3 次元物体モデルを復元する。 3 次元再構成では、再
構成可否判定ができる 3 章の 3 次元復元方式 [5.6J を応用すると共に、複数の 3 次元再
構成の結果を統合することにより隠れの問題に対処した。
復元した 3 次元物体モデルにより、入力画像とは異なる角度からの表示ができるうえ
に、 3 次元 CG の部品として活用し 3 次元 CG の写実感を大きくできる。物体の動きも




























対応点情報から物体の運動と形状を 3 次元復元する研究では、より少ない 4 特徴点の
対応点情報により 3 次元復元できる正射影の撮像モデルを用いた 3 次元復元方式と、よ
り汎用な中心射影の撮像モデルを用いた 3 次元復元方式を研究した。
正射影の撮像モデルを用いた 3 次元復元方式の研究では、従来より解の存在が示され
ている 4 特徴点の 3 時点聞の対応のもとで新復元方式を考案した。この新復元方式は、
従来方式と比較して、下記1) 2) の 2 点で優位性がある。
1) 原理的に 3 次元復元可能であるかを、観測情報のみにより判定できる 。
2) 原理的に復元可能な場合は付加情報なしで統一的に復元できる。
本方式によれば、行列のランク計算により復元可能性を判定した後、逆行列計算などの
線型演算により統一的かつ高速に復元解を求めることができる。低速なCPU( i 80386 , 25 








し、まず、座標変換による同一視により 1 7 の運動条件に帰着できることを明らかにし
た。次いで、 TV カメラの運動パラメータから合成される 9 未知変数を最少個数の別変
数に線型展開する共通原理に基づき、 1 7 運動条件のうち 1 3 条件において、従来方式
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よりも少ない対応点で復元できる線型復元解法、および最小 2 乗法により条刊二式の玖l~
を吸収する最小 2 乗解法を明 ら かにした。
2 画像聞の TV カ メラの運動条件 をよ り単純な条件に帰着した後 、 基本行列の要素を
最少の新変数に展開する提案方式の 3 次元復元原理は 、 本論文で扱う運動条件に限らず、
適用できる意義がある 。
さ ら に、 3 次元復元方式を応用した、対話型計算機環境を用いてビデオ画像入力か ら
3 次元物体を簡易に復元できるシステムを考案 し開発した 。 本 シ ス テ ムの特長は、 任意
の環境において捉えた 2 次元物体画像に対して、人聞が特徴点を指示するだけで、画像
理解技術を応用することにより、 3 次元物体モデルを復元できることである 。 CV シ ス
テムでは暗黙の了解であ っ た画像特徴の自動抽出を、本システムでは人間による特徴点
指示に置き換えることにより、従来は不可能であ っ た任意環境で捉えた実画像からの 3




に、物体の動きも含めて 3 次元 CG の部品として活用し 3 次元 CG の写実感を増すこと
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付録
付録A. 第 3 章における定理 3 . 3 の証明
1 .準備; 条件④を j満荷たす p (μl または 2幻) を l つ選ぶ o 式 (ω3. 1υ) カか、ら得られる式
[::; ]二 [U 1 Uz U3川3ιJ [.~. l' .~. Z' .~. 3' J -一→l ω
一一W 1pWZpW3p
の両辺を A 三( a i J とおく。行列Aの第 1 -2 行からなる部分行列
[: 1 J は式 (3.2) の一部である式 (3 .2 ) ，で計算できる o
d. Z 




と回転行列の行が正規直交系を成す性質から、 R' だけの線形方程式 (A. 2) (A. 3)(A. 4) 
を得る。ただし記号は式 (A.5 ) のように定義した 。
( a i 1 a i Z) [: 1 iJ=αi ( i= 1, 2) 
r Z i 
(A.2) 
(ﾟ  1 ﾟZ [:IJ=1 
r Z 
(A.3) 
( 1 1 [: i 1J = 1 Z = ﾟ  i 
r i Z 
(A.4) 
αi 三( 1 + a i 1 Z + a i Z Z -a i3 Z ) /2 寸
p 三 (a l1 aZ3-aZ1aI3 ， a1ZaZ3-aZZaI3) I (A.5) 
y 三 ( aZ3 ， - aI3 , 0) _j 
式 (A.2) ， (A.3) , (A.4) が成立することを以下に示す。式 (A. 1) を 1 J 成分 ( i = 1， 2;
j=1 ， 2 ， 3) について記すと、式
z 
2: aikrkj+ ai3Spj=ﾒij 
k=1 
となる。式 (A.6) を変形すると式
ai3Spj=? j-ai1 r1j-aiZrZj 
となる。式 (A.7) の両辺を 2 乗し j について加算すると
z z 
ai3Z -l+2:aikz -22:aikrki 
k= 1 k = 1 
(A.6) 
(A.7) 
となる。この式を変形すると式 (A.2) を得る。式 (A.6) において i = 1 , 2 とおいた 2
式から S pj を消去すると式 (A.3 ) を得 る 。式 (A.3 ) を変形した式
ﾟ h r h j =1 j -ﾟ i r ij ( i , h= 1, 2; i 宇 h; j=l , 2, 3) 
3 
を 三 rijrhj=O に代入すると式 (A.4) を得る。また a h3 牛 O となる h (=1 ， 2) があ
J = 1 
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ることを示すO もしも ai3 = O ( i = 1， 2 ) とすると、定義式
[: 「[仁「epl [;:J=r (単位行列 ) の 3 9"iJ目は， |n:]a33 [ ? J である o
i U ・ 寸
a 33 宇 O だから r 13 二 r Z3= 0 なので， R= 1 -----; …一… |となり，条件①に反する。
」士 1 -_j 
II. 回転 R の計算; 式 (A.2) と (A.3) の 1 ， 2 列目から，
[;i][:;:]=[;:](i=12) (A.8) 
a i 
1- ai31 :":1Z 1 であり、条件④より右辺の第 2 項は O でないから
F 
式 (A.8) より a 日 O のとき [:;:]=[;i']-1 [αi ] である。

















lし である。 [ :::;;] が求ま っ た O
回転行列の行ベクトルの長さは l なので， r 13=:t (1 -r 1 1 Z -r 1 Z Z )I/Z が求
まる 。式 (A.3 ) の 3 列 目は式 ﾟ1 rI3+ Zﾟ rZ3=O であり、
zﾟ=la1Z a131 だから、行列 (a i J の定義と行列の逆転公式より、 r 13 宇 O と
'aZZ aZ3' 
ﾟ Z 宇 O は同値である。従って 、 r Z 3 は次のよ うに求められる o
-r 13 宇 O のとき， rZ3=-ﾟ 1 rI3/ Zﾟ 
:-r 13= 0 のとき， r Z 3 =::t (1 -r Z 1 Z -r Z Z ) I/Z 
行列 R の残りの成分である r 3i ( i= l, 2, 3 ) は補題 3. 1 によ り 、 下式で求まる o
r3i=(-1)i+1 I R3i I 
IIT. 回転 S の計算; 式 (A. 7) において i を h に、 j を i と置き換えると、次式によ
り行ベクトル S p が求まる 。
S pi=( ﾔ hi -a h1r 1 i -a hZ r zd/ a h3 (i= 1, 2, 3) (A.9) 
a 3 は式 [: ] 山田として求まる o 式M を変形しげ



















S q ( q 打; q = 1, 2) は式 sq=[wlqwzqW3q][uIUZ U3] l で求まる o
回転行列 S の残りの成分である S 3i (i=1 ， 2 ， 3) は補題 3. 1 により 、 式
S 3i= (-1) i パ I S 3i I により求まる。
IV. 特徴点の Z 座標の計算， Vi3 , Wi3 (i= 1， 2 ， 3) は，式 (3. 1) の一部であるず
Vi3=r3 Ui , Wi3=S3 Ui により求まる。
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付録B 第 4 章の提案方式を用いた個別運動条件における 3 次元
復元の計算例
提案方式による個別の運動条件における 3 次元復元の計算例を示す。 代表的に、衣 4.
5 において必要な対応点の数を減らせ、た 1 3 条件のうち、最初の 2 条件である (R l， h6)
および (R2 ， h3) について、提案した線型復元解法および最小 2 乗復元解法による 3 次元
復元の計算を示す。
B. 1 運動条件 (Rl ， h6) における 3 次元復元計算
h は既知であるから、 R と r ， r' の計算を示す。
B. 1. 1 線型復元解法
G の計算;表 4. 4 に示したように、 G の成分を線型展開する最少個数の元!_g_i I 








一一? (B. 1) 
ただし、 1 i を i 次単位行列、 o i j を i 行 j ~iJの零行列と定義した。従って、式 (4.7) に
おける|旦i I は下式で計算できる。
5 組の対応点から得られる|旦i I を式 (4.7) に代入して!_g_i I に関する方程式を得
る。連立方程式 (4 . 7) を解いて!_g_i I を得る。 l _g_ i I を式 (4.8) に代入して、 G を
得る。













R の第 l 行の要素の値は下式から求まる。
rli= (-1) 1 日 I Rli I (i= 1, 2, 3) 
ただし、 R i j は、行列 R から i 行と j 行を除いた部分行列である 。
r , r' の計算;式 (4.4) に h の値を代入して得られる下式で r ， r' の値が求まる。
一一? ?
m1 -(m , Rm' ) (Rm' ) 1 
1-(m , Rm' ) Z
(m, Rm' )ml -(Rm') 1 




B. 1. 2 最小 2 乗復元解法
G の計算;式 (8 . 1) を式 (4 .1 8) に代入すると、旦ij=NLij ( i , j =l, ， 6) となり、下式
のように 6 次正方行列mが求まる 。
iM 11 ....M 1b寸
口1 =
LMb 1..Mbb_] 
上記のm を用いて、式 (4 .19 ) (4. 17 ) から G が求まる 。
R の計算 ， K は定義式 G X h に h を代入した下式により求まる。
10 0 0 っ
K = g31 g3 Z g33 I 
~ -gZI -gzz -gZ3~ 
R は K を極分解した直交成分行列として求まる 。
r , r' の計算;式 (B.2) によって、 r , r' が求まる 。
B. 2. 運動条件 (R2 ， h3) における 3 次元復元計算
( R , h ) と r ， r' の計算を示す。
B. 2. 1 線型復元解法
G の計算 ;表 4. 4 に示したように、 G の成分を線型展開する最少個数の元!.K.i I 











従って、式 (4.7) における|旦i I は下式で計算できる。
百11 M 1 






6 組の対応点から得られる !mi I を式 (4.7 ) に代入して !.K. i I に関する方程式を得
る。連立方程式 (4.7) を解いて!.K. i I を得る。!.K. i I を式 (4.8) に代入して、 G を
得る。
h およびR の計算， [1 z= 0 を用いて、 G = h X R を展開すると下式になる 。[… g13]hz(…[33) -h3([ZI [ZZ [Z3) 
gZ10 gZ3 =[ MIlo r13) 
g31 0 g33~ L -hZ([11 0 [13) 
上式を、 h と R の要素について解くと、以下のようになる。
まず、 h Z は下式で求まる 。
h2 =:t (g312 +g332) 1/2 
h 2 宇 O のときの解は下記の通りである 。 R を下式のよ うに表現する。
I 1 I I C (] -S (]I 
R = I C ~ -S 併 I I 1 
L S~ C~ __j L S(] C(]_j 
ただし、 cos を C ， sin を S と略記した。 (r1 1 ， r13) (Ce , -Se ) であるから、 R を
求めるには、 ( r11 , r13) と (C ~， S ~ )を求めれば十分である。 (r11 ， r13 ) は
下式で求まる。
(r 11 , r 13) (g 31 , g33) /h2 
h3 は下式で定まり、 h が定まる 。
h:t :-r 11 ニ非 O のとき g 21/ r 1
-r 13 宇 O のとき g23/ r13
[;;]は下式で求まり R が求まる o
1 ，h2g13/r11-h3g12寸r 11 宇 O のとき; 一て一-_ 1--0 ' -, -.. ---0' - I 
h 2 孟 +h 3 ~ Lh 3 g 1 3/r 1 1 + h 2 g1 2 _j
1 , -h2g 11 /rI3- h3g12寸-r1 1 =0 のとき ; 一て一__ I ---0' ., - . - ---0' - I 
h2'+h3' L -h3g1/rI3+ h2g12_j 
h 2 = 0 のときの解は下記の通りである 。 h3 =:t 1 であり h が求まる。 R は下記の
3 式により求まる。
(r1 r12 rI3)=(g21 0 g23)/h3 
( r 2 1r 2 2 r 2 3) = -(g1 1 g 1 2 g 1 3) /h 3 
r3i = (-1) 3+i I R 3i I (i= l, 2, 3) 
r , r' の計算;式 (4.4) に h の値を代入して得られる下式で r r' の値が求まる 。
-r 
-r = 
(h , m) 23-(m , Rm' ) (h, Rm' ) 23
1-(m ， R皿， ) 2 
(m , Rm' ) (h , m) 23一 (h ， Rm' ) 23
1-(m , Rm' ) 2
(B.4) 
ただし、 3 次元ベクトルの第 i ， j 成分に関する内積を記号(， ) i j で表した。
B. 2. 2 最小 2 乗復元解法
G の計算;式 (B .3) を式 (4.18 ) に代入すると 、旦i j 日 ij (i , j= l, "' ， 7) となり、下式
のように 7 次正方行列mが求まる。
IM 11 ....M I 7寸
m= 
LM7 1 ..M 77_j 
上記の旦を用いて、式 (4.19) (4.17) から G が求まる。
h の計算， h 1= 0 であるため、 )11買に_h_，♀♀L，旦1L_ XGma 'を h ， G G T , ma 
X Gma 'から列ベクトルについては第 l 行を除いた 2 次元ベクトル、行列については
第 l 行と第 1 行を除いた 2 次正方行列と定義する o _h_は式 (4.21) を満たす行列♀立1
の最小固有値に対する単位固有ベクトルとして求まる 。
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R の計算;従来点式通り、 K を定義式 G X h により計算し、 R を K を何分解した u\交
成分行列として求める。
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