Abstract-In this research, we consider a single server queueing system with Poisson arrivals and multiple vacation types, in which the server can choose one of several types of vacations to take when he finishes serving all customers in the system. Upon completion of a vacation, the server may either take another vacation with a certain probability or check the number of customers waiting in the system. In the latter case, if the number of customers is greater than a critical threshold, the server will resume serving the queue exhaustively; otherwise, he will take another vacation. A variety of vacation types are available and the choice is the discretion of the server. The cost structure consists of a constant waiting cost rate, fixed costs for starting up service, and reward rates for taking vacations. It is shown that this infinite buffer queueing system can be formulated as a finite state Semi-Markov decision process. With this finite state model, we can determine the optimal service policy to minimize the long-term average cost of this vacation system. Some practical stochastic production and inventory control systems can be effectively studied using this model.
I. INTRODUCTION
Queueing systems with server's vacations (also called vacation models) have been studied widely due to their applications in a variety of production and telecommunication systems. In such a system, the server will become unavailable for a random period of time when the customers are waiting in the systen1 at a service completion instant. This random period of time, often called a vacation, may represent the time period that the server will perform a job of another type. Vacation models can be used to study the waiting line system where the server can process multiple types of jobs.
There are various vacation models due to different policies about starting a vacation and starting the service of the queue. Doshi [1] , [2] provides surveys on vacation models. Takagi [3] also presents the analyses of a variety of queueing systems with vacations and further analyses are available from the references therein. One subset of vacation models are the single server vacation models with a threshold service resumption policy. In such a system, the server leaves for a vacation period of random length whenever the system becomes empty at a service completion instant. When the server returns from the vacation, he will check the number of customers waiting in the syste1n. If the number of waiting custo1ners at, this instant is greater than a threshold value, the server will start serving the customers until the system is empty; otherwise, the server will go for another vacation (Note that a vacation can equivalently be regarded as another type of job which the server can do). Vacation models with the threshold policies have attracted many researchers' attention over the past decade. Kella [4] studied this type of service policy in an M/G/ 1 queue with vacations of a single type and introduced a si1nple algorithm for determining the optional threshold value of this system with a linear waiting cost function. Federgruen and so [5] showed the optimality of a single threshold policy for the same system with more general waiting cost function.
Vacation models with multiple vacation types were first studied by Zhang, Vickson and Eegine [6] . They investigated an M/G/1 queue with two vacation types and a two threshold policy and developed a finite search algorithm to find the optimal values of the two thresholds, although the optimality of this type of policy was not proven. Zhang and Love [7] studied the M/G/1 queue with exceptional first vacation and threshold policy and derived a bound for searching the global optimal threshold value to minimize the long-run average operating cost. Zhang, Vickson, and Love [8] investigated the M/G/1 queue with multiple vacation types and a service resumption policy or the threshold type using Semi-Markov Decision Process which is a generalization of the vacation models studied in [6] and [7] . Zhang, Love and Song [9] expanded the model to systems with stochastically available vacations.
However, all previous vacation models assumed that the server must go back to check the queue after a vacation. This assumption may limit the applicability of this class of vacation models. In most real queueing system with vacations, the vacation usually represents some kind of secondary jobs that are performed by the server when the primary jobs (the queue) are all finished (i.e. empty) at a point in time. These secondary jobs can be classed into different types. Moreover, since there usually exists a set-up cost to resume normal queue service, it could be reasonable to do another secondary job with without checking the queue after a vacation.
In this study, we consider an M/G/1 queueing system multiple vacation types, in which the server can choose one of several types of vacations to take when he finishes serving all customers in the system. Upon completion of a vacation, the server may either take another vacation with a certain probability or check the number of customers waiting in the system. Here we formulate a semi-Markov decision process for this vacation model in order to find an optimal server's policy, which minimizes the long-term average cost of the system. The policy should specify (i) when the server resumes serving the queue (i.e., the threshold value M); and (ii) for each state in which the queue length is less than M, what type The Optimal Service Policies in an M/G/1 Queue with Consecutive Vacations
Yu Song, Member, IACSIT of vacation the server should try to take. The remainder of this paper is organized as follows. Section II describes the queueing system with multi-vacation types and Section III formulates a semi-Markov decision process (SMDP) for the system. Because of the nature of the threshold policy, we can obtain a finite state space SMDP for this vacation model with an infinite buffer. Section IV presents an algorithm to find the optimal threshold value M for serving the queue and the optimal schedule for performing other N types of jobs. In Section V we present some numerical examples of this vacation model. These examples serve to demonstrate that such multiple threshold policies provide selection rules as to the optimal vacation types to choose as well as the criteria for service resumption. In the final section, we conclude this study with some summary comments.
II. MODEL DESCRIPTION
In this study, we consider the following M/G/1 queueing system.
Customers arrive at the system according to a Poisson process with an arrival rate of  .
The service time S is a random variable with general distribution. The average service time is S .
The server serves the queue exhaustively when it attends the queue.
Upon completion of the first vacation, the server may either take a second vacation of type m with probability q nm or check the number of customers waiting in the system with probability Upon completion of the second vacation, the server must go back to check the number of customers waiting in the system.
If the number of waiting customers equals or exceeds a specified number (M) at the instant that the server checks the queue, the queue is served immediately. If the number lies between 0 and M -1, the server is then free to select a vacation of type n' he or she wishes to take, as the policy defined in 4) above.
follows:
A. The State Space
Since the decision instants are the vacation completion instants or the service completion instant, when the system is empty, we can use one variable to describe the state of the system. X = {0', 0, 1, 2, 3, ... , M -1}. X = 0' represents that the system is empty at a service completion instant and X = i, where i = 0, 1, 2, ... , M -1, represents that the system has i customers at a vacation completion instant.
B. The Action Set
For the state X = 0' or 0, the action set is A{0'} = A(0) = {1, 2, 3, ... , N}. An action a = n means that the server takes a type n vacation For the state X = i, where i = 1, 2, 3, ... , M -1, the action set is A(i) = {0, 1, 2, ... , M}, where a= 0 represents that the server starts serving the customers exhaustively.
C. The Transition Probabilities of the Process
At any state X i  , the server can take a type n vacation, where n = 1, 2, 3, ... , N. The next state (at the next decision epoch) i, will be either 0' or the non-empty state j where j <= M -1, depending on the number of customers arriving during this vacation. There are three cases as follows:
Case 1: Transition i  0' (a service completion state) given a = n > 0 at state i. This is the case when the number of customers arriving during the vacation is more than
. Based on assumption 4) in the last section, the server will serve all customers immediately and exhaustively after the vacation. So 0' state will be reached. The probability of this case is:
where
And is the probability that the number of arrivals during a type n vacation is j.
Case 2: Transition i  j (a vacation completion state) given a= n > 0 at state i. This is the case when the number of customers arriving during the vacation is between 0 and 
This is the case when the server resumes service at state i.
D. The Expected Transition Times
Based on the conditional probability argument, we obtain
The reward of performing a type n vacation job is r n , where it is assumed r n  r n+1 for any n.
The start-up cost for the server to resume normal service is denoted by r 0 .
The holding cost per unit time of a customer in the queue is h.
III. THE SMDP MODEL
We formulate the M/G/1 queue with N vacation types and a threshold M policy as a semi-Markov decision process as When the system becomes empty, the server can select a vacation of type n, whose random time is denoted by V n where n = 1, 2, 3, ..., N. We use " st  " to stand for "stochastically greater than or equal to".
It is assumed that
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the expected transition times as follows: 
E. The One-Step Expected Costs
The cost structure imposed on the system includes a linear holding cost, h, for customers in the queue, a reward rate r n for performing a type n vacation (optional job), and a start-up cost r 0 for the server to resume service. Note that r 0 may include a fixed cost incurred whenever the server is shut down. Conditioning on the length of a vacation period of type n and the number of arrivals during this period and using the property of Poisson arrival process, we can obtain the one-step expected cost of taking an action of a = n as follows
And the one-step expected cost of resuming service when there are i customers waiting in the system is
For the details of the derivation of the above formulas, see Zhang and Love [7] . With the formulae above, the specification for the SMDP is complete.
IV. THE PROCEDURE FOR FINDING THE OPTIMAL POLICY
Since the SMDP has a discrete finite state space and a discrete finite action set, there exists a constant g and a non-negative function
which satisfies the optimality equation
Thus we can find the optimal stationary service policy for the server using a policy-improvement algorithm for a given threshold value M. To determine both the optimal M and the optimal service policy, the following procedure is suggested.
Algorithm for Finding the Optimal M and Service Policy for the Vacation Model
Step 1: Choose a reasonable value M.
Step 2: Choose a stationary policy R.
Step 3: For the current rule R., compute average costs g(R) and the relative values
, as the unique solution to the linear equations
where s is an arbitrarily chosen state.
Step 4: For each state
The new stationary policy R' is obtained by choosing R' i = a i for all X i  with the convention that R' i is chosen equal to the old action R' i when this action minimizes the policy-improvement quantity.
Step 5: If the new policy R' equals the old policy, go to Step 6. Otherwise, go to Step 3 with R replaced by R'.
Step 6: If a M-1 = 0, find the minimum state i <=M -1 in which ai= 0, the algorithm is stopped with optimal policy R and optimal threshold value M = i. Otherwise, let M = M + 1 and Ri = R'i, i =0', 0, 1, ..., M-1, and RM = 0, go to Step 3. Note that the initial value of M and the initial stationary policy in the first two steps of this procedure can be chosen as the optimal two threshold policy with two of N vacation types using the method developed by Zhang et al., [6] . Numerical tests indicate using this stationary policy as the Starting position can reduce the computational time of finding the optimal policy. Table I we provide a basic data set for a case of three types of vacation jobs. The interarrival time of customers to the system, the servicing of these customers as well as the service times for the three vacation job types are assumed to be exponentially distributed. In Table III , we find optimal policies (based on the algorithm of the preceding section) with M = 5. As explained above, Case 1 is a special case because there is no chance to take a second vacation. This is same as the model discussed in [8] . Table III shows that the decision is to take the stochastically largest vacation. In case 2, where the probabilities to take a second vacation are the same for all vacations, the server may select a smaller vacation when the queue is much shorter than the threshold value M. This results from that the server improves his return by taking a second vacation when the queue is short enough. This can also be observed in Case 4. In this case, the probability to take a stochastically small vacation is quite large.
Analysis of these tables and other numerical results leads us to make the following observations:
Without consecutive vacations, the optimal policy has the multi-threshold policy structure wherein the smaller the queue of waiting customers, the larger (stochastically) is vacation type to be taken. While we cannot prove this, the observation supports the conjecture that the multi-threshold policy is the optimal for such vacation models with multiple vacation types. This optimal policy pattern has also been discovered in the case where the vacations are stochastically available (see Zhang, Love and Song [9] ). On the contrary, when consecutive vacations are possible, the smallest vacation type may be taken when the queue is short. The overall return could be improved by taking the second vacation.
In certain cases, some vacation types may not be included in the optimal policy (in particular when M is small). For example in Case 1, vacation types 2 and 3 are not present. This indicates that, in the interests of minimizing the long-run average cost, types 2 and 3 jobs should not be performed unless the reward rate for performing such jobs is increased. The proposed sensitivity procedure can be used to compute this minimum reward rate.
If the reward rates are the same for all vacation types and there is no inspection cost after completion of each vacation, the server will always take the stochastically smallest vacation type (i.e., the smallest job). The service resumption threshold M yields a convex total cost curve, typical of such queuing phenomenon.
VI. SUMMARY
In this research we have formulated an SMDP structure to represent an M/G/1 queueing system with multiple vacation types. With this we are able to construct an algorithm to determine both a service redemption policy for the server as well as the optimal rules regarding choice of vacation types to be utilized.
It is easy to see that this model could be used to study various practical problems. We can also study the problem of how to achieve the appropriate server's utilization level given an average arrival rate, the service rate, and the set of preventive maintenance jobs and their availability probability vector.
In this study, we assume that the server can only take two consecutive vacations at most. However, it is trivial to generalize the model to any finite numbers of consecutive vacations.
For numerical tests, we set 4 cases with different probabilities to take a second vacation (Table II) . For example, in Case 1, q n1 =q n2 =q n3 =0 means the server cannot take a second vacation. The server must go back to check the queue with probability q n1 (=1). In case 4, q n1 =0.1 implies that the probabilities to take a type 1 vacation as its second vacation is 0.1.
