Abstract. Consider an (associative) matrix algebra M I (R) graded by means of an abelian group G, and a graded automorphism φ on M I (R). By defining a new product by x ⋆ y := φ(x)φ(y) on M I (R), (M I (R), ⋆) becomes a hom-associative algebra graded by a twist of G. The structure of (M I (R), ⋆) is studied, by showing that M I (R) is of the form
1. Introduction and first definitions. We begin by recalling the fundamental concepts of hom-associative algebras and graded algebras theory. We note that, under otherwise stated, our algebras will be consider over an arbitrary commutative ring of scalars R. is shown that M is the direct sum of the family of its simple graded ideals. These results extend the ones for graded associative algebras in [5] .
As it is usual in the theory of graded algebras, the regularity concepts will be understood in the graded sense. That is, a graded ideal of the hom-associative algebra (M I (R), ⋆) graded as above by M I (R) = Throughout the paper, N will denote the set of non-negative integers and Z the set of integers.
Connections in the support techniques.
We recall that (M I (R), ⋆) denotes the twist by the automorphism φ of the associative matrix algebra M I (R). That is, the hom-associative algebra with product x ⋆ y := φ(x)φ(y) for x, y ∈ M I (R), graded by means of (G, + σ ), (the twist by an automorphism σ of (G, +), that is, g 1 + σ g 2 := σ(g 1 ) + σ(g 2 ) for g 1 , g 2 ∈ G). That means that we have an associative algebras automorphism φ : M I (R) → M I (R), an abelian group (G, +) and a groups automorphism σ : G → G such that we can decompose
as the direct sum of R-submodules satisfying φ(M I (R) g ) ⊂ M I (R) σ(g) , actually the direct sum decomposition (2.1) lets us assert
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In this section we are going to develop connections in the support of the grading techniques as the main tool to the study of the structure of the graded hom-associative algebra (M I (R), ⋆). In the following, we will suppose that the grading of (M I (R), ⋆) has a symmetric support Σ and will denote by
Definition 2.3. Let g and g ′ be two elements in Σ. We shall say that g is connected to g ′ if there exists {g 1 , g 2 , . . . , g k } ⊂ Σ such that:
We shall also say that {g 1 , . . . , g k } is a connection from g to g ′ .
We note that the concept of connection from g to g ′ given in Definition 2.3 for the case k = 1 is equivalent to the fact g ′ = ǫσ z (g) for some z ∈ Z and ǫ ∈ {±}.
Our next goal is to show that the connection relation is an equivalence relation. First, we need to state a series of preliminary results.
Proof. Taking into account Remark 2.2, we have that σ p (g), σ q (g) ∈ Σ. Let r = max{p, q} be, then we have that {σ r (g)} is a connection from σ p (g) to ǫσ q (g).
Lemma 2.5. Let {g 1 , . . . , g k } be a connection from g to g ′ satisfying g 1 = σ n (g), n ∈ N. Then for all r ∈ N such that r ≥ n, there exists a connection {ḡ 1 , . . . ,ḡ k } from g to g ′ such thatḡ 1 = σ r (g).
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50 M.J. ARAGÓN and A.J. CALDERÓN σ r−n (g i ), i = 1, . . . , k, Remark 2.2 lets us easily verify that {ḡ 1 , . . . ,ḡ k } is a connection from g to g ′ which clearly satisfiesḡ 1 = σ r−n (σ n (g)) = σ r (g).
in case k ≥ 2, with m ∈ N and ǫ ∈ {±}. Then for each r ∈ N such that r ≥ m, there exists a connection
Proof. Remark 2.2 lets us assert that
Proposition 2.7. The relation ∼ in Σ defined by g ∼ g ′ if and only if g is connected to g ′ is an equivalence relation.
Proof. For each g ∈ Σ, Lemma 2.4 gives us g ∼ g and so ∼ is reflexive.
Let us see the symmetric character of ∼. If g ∼ g ′ , there exists a connection
If k = 1, we have g 1 = σ n (g) and g 1 = ǫσ m (g ′ ) with n, m ∈ N and ǫ ∈ {±}. From here, it is clear that {ǫg 1 } is a connection from g ′ to g and so g ′ ∼ g.
If k ≥ 2, we have that the connection (2.4) satisfies conditions 1, 2 and 3 of Definition 2.3. Observe that condition 3 let us distinguish two possibilities. In the first one (2.5) and in the second one Suppose we have the first possibility (2.5). By Remark 2.2 and the symmetry of Σ, we can consider the set
Let us show that this set is a connection from g ′ to g. It is clear that (2.7) satisfies condition 1 of Definition 2.3, so let us verify that the set (2.7) satisfies condition 2. We have
where the last equality is a consequence of equation (2.5), and so
) ∈ Σ by condition 2 of Definition 2.3 applied to the connection (2.4), Remark 2.2 lets us conclude
For each 1 ≤ i ≤ k − 2 we also have that,
with the last equality being a consequence of equation (2.5). From here, Taking into account that, by condition 2 of Definition 2.3 applied to (2.4),
we get as consequence of Remark 2.2 that
We have showed that the set (2.7) satisfies condition 2 of Definition 2.3. It just remains to prove that this set also satisfies condition 3 of this definition. We have as above that
Condition 1 of Definition 2.3 applied to the connection (2.4) gives us that g 1 = σ n (g) for some n ∈ N and so
We have showed that the set (2.7) is actually a connection from g ′ to g. Now suppose we are in the second possibility given by equation (2.6). Then we can prove as in the above first possibility, given by equation (2.5) , that
is a connection from g ′ to g. We conclude g ′ ∼ g and so the relation ∼ is symmetric.
Finally, let us verify that ∼ is transitive. Suppose g ∼ g ′ and g ′ ∼ g ′′ , and write {g 1 , . . . , g k } for a connection from g to g ′ and {h 1 , . . . , h p } for a connection from g ′ to g ′′ . From here, we have 
for some r ∈ N. Lemmas 2.5 and 2.6 let us suppose m = r.
In the case p = 1, we have h 1 = τ σ t (g ′′ ) with t ∈ N and τ ∈ {±}. Since m = r,
From here, we get that {g 1 , . . . , g k } is also a connection from g to g ′′ .
In the case p ≥ 2, it is straightforward to verify, taking into account equations (2.8), (2.9), and (2.10); and the fact m = r, that {g 1 , . . . , g k , h 2 , . . . , h p } is a connection from g to g ′′ if ǫ = + in (2.8) or (2.9); and taking also into account the symmetry of Σ, that {g 1 , . . . , g k , −h 2 , . . . , −h p } it is if ǫ = − in (2.8) or (2.9). We have showed the connection relation is also transitive and so it is an equivalence relation. 
Finally, we denote by I [g] the following (graded) R-submodule of M I (R),
Then the following assertions hold:
Proof. 1. We have Let us consider the last summand in equation (3.1) , that is,
Suppose then 
where last inclusion is a consequence of the fact that g
In a similar way we can show
From equations (3.1), (3.2), (3.3) and (3.4) we get
Finally, observe that equation (2.2) and the above mentioned fact that g 
We have
Consider the fourth summand V [g] ⋆ V [g ′ ] above and suppose there exist g 1 ∈ [g] and g 2 ∈ [g ′ ] such that M I (R) g1 ⋆ M I (R) g2 = 0. As necessarily g 1 = −g 2 , then σ(g 1 ) + σ(g 2 ) ∈ Σ. So {g 1 , g 2 , −σ(g 1 )} is a connection between g 1 and g 2 . By the transitivity of the connection relation we have g ∈ [g ′ ], a contradiction. Hence M I (R) g1 ⋆ M I (R) g2 = 0 and so 
By hom-associativity, we have as in item 1 that
and so, taking into account equation (1.1), that
Finally, hom-associativity gives
what contradicts equation (3.6). Hence
Finally, we note that the same above arguments also show
By equation (3.5) we get
and so Proposition 3.1-1 lets us assert that for each g ∈ Σ, the graded R-submodule I [g] is closed under the product in (M I (R), ⋆) and under φ. That is, I [g] is a graded subalgebra of (M I (R), ⋆). Now we show that each I [g] is actually a graded ideal of (M I (R), ⋆).
Theorem 3.2.
The following assertions hold.
1.
For each g ∈ Σ, the graded R-submodule
Proof.
For each g
and so
By hom-associativity, we also have
and then
From equations (3.7) and (3.8) we get
Taking into account the above observation and Proposition 3.1, we have 
where U is an R-submodule of M I (R) 0 and each I [g] is one of the graded ideals of
Proof. We have I [g] is well defined and, by Theorem 3.2-1, a graded ideal of
Finally Proposition 3.1-2 gives us
Let us denote by
Then (M I (R), ⋆) is the direct sum of the graded ideals given in Theorem 3.2,
. The direct character of the sum follows from the facts
, and Z(M I (R)) = 0.
4. The simple components. In this section we consider an arbitrary graded hom-associativity algebra over an arbitrary base field. We are interesting in studying the conditions under which such an algebra decomposes as the direct sum of the family of its simple graded ideals. Hence, from now on (M, ⋆) will denote a hom-associativity algebra of arbitrary dimension and over an arbitrary base field K, graded by means of (G, + σ ), the twist by an automorphism σ of an abelian group (G, +). That is,
for each g, g ′ ∈ G, and where Σ := {g ∈ G \ 0 : M g = 0} denotes the support of the grading. Furthermore, the twisting map φ : M → M, (see Definition 1.1), is a graded automorphism of (M, ⋆) with respect to σ. That is,
for each g ∈ G. Note that if σ = Id G and φ = Id M , then we are dealing with the particular case of an associative algebra graded by means of an abelian group. Hence the results in this section extend those in [5] . We recall, see §1, that a graded ideal of M is a linear subspace I of M satisfying I ⋆ M + M ⋆ I ⊂ I and φ(I) = I; and such that splits as I = g∈G I g with each I g = I ∩ M. We also recall that M is called graded simple if M ⋆ M = 0 and its only graded ideals are {0} and M.
As usual, we will denote by Z(M) = {v ∈ M : v ⋆ M + M ⋆ v = 0} the center of (M, ⋆).
Proof. Let I be a graded ideal of (M, ⋆) such that I ⊂ M 0 . By equation (4.1), we have
Taking into account φ(I) = I, the hom-associativity of the product and equation Let us introduce the concepts of Σ-multiplicativity and maximal length in the framework of graded hom-associative algebras, in a similar way to the ones for graded associative algebras, graded Lie algebras, split Lie color algebras and split Leibniz algebras (see [4, 5, 7, 8] for these notions and examples). Definition 4.2. We say that a graded, by means of (G, + σ ), hom-associative
It is said that a graded hom-associative algebra (M, ⋆) is of maximal length if dim M g = 1 for each g ∈ Σ. We note that the above concepts appear in a natural way in the study of gradings of algebras. In fact, one may expect that there are problems which are naturally and more simply formulated exploiting bases dictated by Σ-multiplicative and of maximal length gradings. Let us illustrate this fact by considering the particular case of the (associative) matrix algebra M n (K), in which the gradings induced by the Pauli matrices have been fundamental in the study of the mathematical physics problems in [16] and [19] , (see also [25] ), as consequence of being Σ-multiplicative and of maximal length. The general reason for that is the fact that such gradings decompose M n (K) into the direct sum of n 2 subspaces of dimension 1 (i.e. defines a basis of M n (K) ), and that the generators are all semisimple generators of the algebra. Let us describe these gradings in detail. Given the matrix algebra M = M 2 (C), we can consider a Z 2 × Z 2 -grading on M associated to the Pauli matrices
given by If K contains a primitive n-th root of unit, then the Pauli matrices −σ 3 and σ 1 can be generalized to
Since X a X b = ǫX b X a and X n a = X n b = I, we get the Z n × Z n -grading on the matrix algebra M = M n (K) given by M (k,l) = KX k a X l b for all (k, l) ∈ Z n × Z n , being easy to verify that the above grading on M = M n (K) is Σ-multiplicative and of maximal length. We note that in the paper [10] the term fine is used for each grading on M = M n (K) such that dim M g ≤ 1 for each g ∈ G and it is justified the interest of its study, being clear that each grading of maximal length is fine in the above sense. In fact, it is proved in [2] for the zero characteristic case, (and extended later to arbitrary characteristic), that each grading on M n (K) can be obtained by combining elementary gradings and Σ-multiplicative and of maximal length gradings. 
