Inclusive ep double differential cross sections for neutral current deep inelastic scattering are measured with the H1 detector at HERA. The data were taken with a lepton beam energy of 27.6 GeV and two proton beam energies of E p = 460 and 575 GeV corresponding to centre-of-mass energies of 225 and 252 GeV, respectively. The measurements cover the region of 6.5 × 10 −4 ≤ x ≤ 0.65 for 35 ≤ Q 2 ≤ 800 GeV 2 up to y = 0.85. The measurements are used together with previously published H1 data at E p = 920 GeV and lower Q 2 data at E p = 460, 575 and 920 GeV to extract the longitudinal proton structure function F L in the region 1.5 ≤ Q 2 ≤ 800 GeV 2 .
Introduction
Deep inelastic scattering (DIS) data provide high precision tests of perturbative quantum chromodynamics (QCD), and have led to a detailed and comprehensive understanding of proton structure, see [1] for a recent review. A measurement of the longitudinal proton structure function, F L , provides a unique test of parton dynamics and the consistency of QCD by allowing a comparison of the gluon density obtained largely from the scaling violations of F 2 to an observable directly sensitive to the gluon density. Previous measurements of F L have been published by the H1 and ZEUS collaborations covering the kinematic region of low Bjorken x, and low to medium four-momentum transfer squared, Q 2 , using data taken at proton beam energies E p = 460, 575 and 920 GeV corresponding to centre-of-mass energies of √ s = 225, 252 and 319 GeV respectively [2] [3] [4] . The new cross section measurements at E p = 460 and 575 GeV presented here, and recently published data at E p = 920 GeV [6] improve the experimental precision on F L in the region 35 ≤ Q 2 ≤ 110 GeV 2 , and provide the first measurements of F L in the region 120 ≤ Q 2 ≤ 800 GeV 2 and 6.5 × 10 −4 < x < 0.032. As the extraction of F L and F 2 is repeated using all available H1 cross section measurements, the earlier measurements of F L and F 2 [2, 3] are superseded by the present analysis. Furthermore, in the determination of the systematic uncertainties of the published H1 F L measurements [3] an error has been identified in the procedure of averaging several measurements at fixed Q 2 which is corrected here.
The differential cross section for deep inelastic ep scattering can be described in terms of three proton structure functions F 2 , F L and xF 3 , which are related to the parton distribution functions (PDFs) of the proton. The structure functions depend on the kinematic variables, x and Q 2 only, whereas the cross section is additionally dependent on the inelasticity y related by y = Q 2 /sx. The reduced neutral current (NC) differential cross section for e + p scattering after correcting for QED radiative effects can be written as
where Y ± = 1 ± (1 − y) 2 and the fine structure constant is defined as α ≡ α(Q 2 = 0).
The cross section for virtual boson (Z/γ * ) exchange is related to the F 2 and xF 3 structure functions in which both the longitudinal and transverse boson polarisation states contribute. The F L term is related to the longitudinally polarised virtual boson exchange process. This term vanishes at lowest order QCD but has been predicted by Altarelli and Martinelli [5] to be non-zero when including higher order QCD terms. As can be seen from equation 1 the contribution of F L to the cross section is significant only at high y. For Q 2 800 GeV 2 the contribution of Z exchange and the influence of xF 3 is expected to be small.
A direct measurement of F L is performed by measuring the differential cross section at different values of √ s by reducing the proton beam energy from 920 GeV, used for most of the HERA-II run period, to E p = 460 and 575 GeV. The lepton beam energy was maintained at 27.6 GeV.
The two sets of cross section data are combined with recently published H1 data taken at E p = 920 GeV [6] , and cross section measurements at lower Q 2 taken at E p = 460, 575 and 920 GeV [3] , to provide a set of measurements at fixed x and Q 2 but at different values of y. This provides an experimental separation between the F 2 and F L structure functions. Sensitivity to F L is enhanced by performing the differential cross sections measurement up to high y, a kinematic region in which the scattered lepton energy is low, and consequently the background from photoproduction processes is large. The cross sections are used to extract F L and the ratio R of the longitudinally to transversely polarised photon exchange cross sections. In addition a direct extraction of the gluon density xg(x, Q 2 ) is performed using an approximation at order α S . This paper is organised as follows: in section 2 the H1 detector, trigger system and data sets are described. The simulation programs and Monte Carlo models used in the analysis are presented in section 3. In section 4 the analysis procedure is given in which the event selection and background suppression methods are discussed followed by an assessment of the systematic uncertainties of the measurements. The results are presented in section 5 and the paper is summarised in section 6.
H1 Apparatus, Trigger and Data Samples

The H1 Detector
A detailed description of the H1 detector can be found elsewhere [7] [8] [9] [10] . The coordinate system of H1 is defined such that the positive z axis is in the direction of the proton beam (forward direction) and the nominal interaction point is located at z = 0. The polar angle θ is then defined with respect to this axis. The detector components most relevant to this analysis are the Liquid Argon (LAr) calorimeter, which measures the positions and energies of particles over the range 4
• < θ < 154
• , the inner tracking detectors, which measure the angles and momenta of charged particles over the range 7
• < θ < 165
• , and a lead-fibre calorimeter (SpaCal) covering the range 153
• < θ < 177
• .
The LAr calorimeter consists of an inner electromagnetic section with lead absorbers and an outer hadronic section with steel absorbers. The calorimeter is divided into eight wheels along the beam axis, each consisting of eight stacks arranged in an octagonal formation around the beam axis. The electromagnetic and the hadronic sections are highly segmented in the transverse and the longitudinal directions. Electromagnetic shower energies are measured with a resolution of δE/E ≃ 0.11/ E/GeV⊕0.01 and hadronic energies with δE/E ≃ 0.50/ E/GeV⊕ 0.02 as determined using electron and pion test beam data [11, 12] .
In the central region, 25 • < θ < 155
• , the central tracking detector (CTD) measures the trajectories of charged particles in two cylindrical drift chambers (CJC) immersed in a uniform 1.16 T solenoidal magnetic field. The CTD also contains a further drift chamber (COZ) between the two drift chambers to improve the z coordinate reconstruction, as well as a multiwire proportional chamber at inner radii (CIP) mainly used for triggering [13] . The CTD measures charged particle trajectories with a transverse momentum resolution of σ(p T )/p T ≃ 0.2% p T /GeV ⊕ 1.5%. The CJC also provides a measurement of the specific ionisation energy loss, dE/dx, of charged particles with a relative resolution of 6.5% for long tracks. The forward tracking detector (FTD) is used to supplement track reconstruction in the region 7
• < θ < 30
• [14] and to improve the hadronic final state (HFS) reconstruction of forward going low transverse momentum particles.
The CTD tracks are linked to hits in the vertex detectors: the central silicon tracker (CST) [15, 16] , the forward silicon tracker (FST), and the backward silicon tracker (BST). These detectors provide precise spatial track reconstruction and therefore also improve the primary vertex reconstruction. The CST consists of two layers of double-sided silicon strip detectors surrounding the beam pipe covering an angular range of 30
• < θ < 150
• for tracks passing through both layers. The FST consists of five double wheels of single-sided strip detectors [17] measuring the transverse coordinates of charged particles. The BST design is very similar to the FST and consists of six double wheels of strip detectors [18] .
In the backward region the SpaCal provides an energy measurement for electrons 1 and hadronic particles, and has a resolution for electromagnetic energy depositions of δE/E ≃ 0.07/ E/GeV⊕ 0.01, and a hadronic energy resolution of δE/E ≃ 0.70/ E/GeV ⊕ 0.01 as measured using test beam data [19] .
The integrated ep luminosity is determined by measuring the event rate for the Bethe-Heitler process of QED bremsstrahlung ep → epγ. The photons are detected in the photon tagger located at z = −103 m. An electron tagger is placed at z = −5.4 m adjacent to the beampipe. It is used to provide information on ep → eX events at very low Q 2 (photoproduction) where the electron scatters through a small angle (π − θ < 5 mrad).
At HERA transverse polarisation of the lepton beam arises naturally through synchrotron radiation via the Sokolov-Ternov effect [20] . Spin rotators installed in the beamline on either side of the H1 detector allow transversely polarised leptons to be rotated into longitudinally polarised states and back again. Two independent polarimeters LPOL [21] and TPOL [22] monitor the polarisation. Only data where a TPOL or LPOL measurement is available is used. When both measurements are available they are averaged [23] .
The Trigger
The H1 trigger system is a three level trigger with a first level latency of approximately 2 µs. In the following we describe only the components relevant to this analysis. NC events at high Q 2 are triggered mainly using information from the LAr calorimeter to rapidly identify the scattered lepton. The calorimeter has a finely segmented geometry allowing the trigger to select localised energy deposits in the electromagnetic section of the calorimeter pointing to the nominal interaction vertex. For electrons with energy above 11 GeV this LAr electron trigger is determined to be 100% efficient obtained by using LAr triggers fired by the hadronic final state particles.
At high y, corresponding to lower electron energies, the backward going HFS particles can enter the SpaCal and therefore trigger the event. In addition low energy scattered electron candidates can be triggered by the Fast Track Trigger [24, 25] based on hit information provided by the CJC, and the LAr Jet Trigger [26] using energy depositions in the LAr calorimeter. These two trigger subsystems allow electron identification to be performed at the third trigger level [27, 28] . This L3 electron trigger and the SpaCal trigger are used to extend the kinematically accessible 1 In this paper "electron" refers generically to both electrons and positrons. Where distinction is required, the terms e − and e + are used.
region to high y where scattered leptons have energies as low as 3 GeV, the minimum value considered in this analysis. For electron energies of 3 GeV, the total trigger efficiency is found to vary between 91 − 97% depending on the kinematic region.
Data Samples
The data sets used in the measurement of the reduced cross sections correspond to two short dedicated data taking periods in 2007 in which the proton beam energy was reduced to 460 GeV and 575 GeV, and the scattered lepton was detected in the LAr calorimeter. The positron beam was longitudinally polarised with polarisation
is the number of right (left) handed leptons in the beam. The integrated luminosity and longitudinal lepton beam polarisation for each data set are given in table 1. The lepton beam polarisation plays no significant role in this analysis.
P e = (−42.3 ± 0.8)% P e = (−41.8 ± 0.8)% Table 1 : Integrated luminosities, L, and luminosity weighted longitudinal lepton beam polarisation, P e , for the data sets presented here.
The extraction of the F L structure function in section 5.2 uses the cross section measurements presented here and e + p measurements with P e = 0 at E p = 920 GeV in which the scattered positron is detected in the LAr calorimeter (Tables 22 and 26 of [6] scaled by a normalisation factor of 1.018 [29] which arises from an error in the determination of the integrated luminosity used for this data set). In addition the F L extraction also uses cross section measurements from H1 at E p = 460, 575 and 920 GeV with the positron detected in the SpaCal as it is described in [3] . The two detectors provide access to different kinematic regions and the corresponding measurements are referred to as the LAr and SpaCal data for each of the three values of E p .
Simulation Programs
In order to determine acceptance corrections, DIS processes are generated at leading order (LO) QCD using the DJANGOH 1.4 [30] Monte Carlo (MC) simulation program which is based on HERACLES 4.6 [31] for the electroweak interaction and on LEPTO 6.5.1 [32] for the hard matrix element calculation. The colour dipole model (CDM) as implemented in ARIADNE [33] is used to simulate higher order QCD dynamics. The JETSET 7.410 program [34] is used to simulate the hadronisation process in the framework of the 'string-fragmentation' model. The parameters of this model used here are tuned to describe hadronic Z decay data [35] . The simulated events are weighted to reproduce the cross sections predicted by the NLO QCD fit H1PDF 2012 [6] . This fit includes H1 low Q 2 NC data and high Q 2 neutral and charged current (CC) data from HERA I, as well as inclusive NC and CC measurements from H1 at high Q 2 based on the full HERA II integrated luminosity at E p = 920 GeV [6] . In addition the COMPTON 22 [36] MC is used to simulate elastic and quasi-elastic QED Compton processes, and replaces the Compton processes simulation available in DJANGOH.
The detector response to events produced by the various generator programs is simulated in detail using a program based on GEANT3 [37] . The simulation includes a detailed time dependent modelling of detector noise conditions, beam optics, polarisation and inefficient channel maps reflecting actual running conditions throughout the data taking periods. These simulated events are then subjected to the same reconstruction, calibration, alignment and analysis chain as the real data.
Experimental Procedure
Kinematic Reconstruction
Accurate measurements of the event kinematic quantities Q 2 , x and y are an essential component of the analysis. Since both the scattered lepton and the hadronic final state (HFS) are observed in the detector, several kinematic reconstruction methods are available allowing for calibration and cross checks. The primary inputs to the various methods employed are the scattered lepton's energy E ′ e and polar scattering angle θ e , as well as the quantity Σ = i (E i − p z,i ) determined from the sum over the HFS particles assuming charged particles have the pion mass, where E i and p z,i are the energy and longitudinal momenta respectively [38] . At high Q 2 and low y the HFS is dominated by one or more jets. Therefore the complete HFS can be approximated by the sum of jet four-momenta corresponding to localised calorimetric energy sums above threshold. This technique allows a further suppression of "hadronic noise" in the reconstruction arising from electronic sources in the LAr calorimeter or from back-scattered low energy particles produced in secondary interactions. The most precise kinematic reconstruction method for y 0.1 is the e-method which relies solely on E ′ e and θ e to reconstruct the kinematic variables Q 2 and y as
and x is determined via the relation x = Q 2 /sy. This method is used in the analysis region y > 0.19 since the resolution of the e-method degrades at low y. The method is also susceptible to large QED radiative corrections at the highest and lowest y. A cut on quantity E − P z = Σ + E ′ e (1 − cos θ e ) ensures that the radiative corrections are moderate. In the Σ-method [39] , y is reconstructed as Σ/(E − P z ) and is therefore less sensitive to QED radiative effects. The eΣ-method [40] is an optimum combination of the two and maintains good resolution throughout the kinematic range of the measurement with acceptably small QED radiative corrections. The kinematic variables are determined using
and x is determined as for the e-method above. The eΣ-method is employed to reconstruct the event kinematics for y ≤ 0.19 in which Σ is determined using hadronic jets defined using the longitudinally invariant k T jet algorithm [41, 42] .
Polar Angle Measurement and Energy Calibration
The detector calibration and alignment procedures adopted for this analysis rely on the methods discussed in detail in [6] which uses the high statistics E p = 920 GeV data recorded just prior to the 460 and 575 GeV runs. The detector was not moved or opened between these run periods. The alignment and calibration constants obtained at E p = 920 GeV are verified using the same methods [6] for the data presented here.
In this analysis the scattered lepton is detected in the LAr calorimeter by searching for a compact and isolated electromagnetic energy deposition. The polar angle of the scattered lepton, θ e , is determined using the position of its energy deposit (cluster) in the LAr calorimeter, and the event vertex reconstructed with tracks from charged particles. The relative alignment of the calorimeter and tracking chambers is verified using a sample of events with a well measured lepton track [43] in which the COZ chamber provides an accurate z reconstruction of the particle trajectory. The residual difference between the track and cluster polar angles in data and simulation is found to be less than 1 mrad, and this value is used as the systematic uncertainty of the scattered lepton polar angle.
An in situ energy calibration of electromagnetic energy depositions in the LAr calorimeter is performed for both data and simulation. Briefly, a sample of NC events in which the HFS is well contained in the detector is used with the Double Angle reconstruction method [44, 45] to predict the scattered lepton energy (E DA ) which is then compared to the measured electromagnetic energy response allowing local calibration factors to be determined in a finely segmented grid in z and φ. The residual mismatch between E DA and E ′ e after performing the calibration step are found to vary within ≃ 0.3 − 1% depending on the geometric location of the scattered lepton within the LAr calorimeter. An additional 0.3% correlated uncertainty is considered and accounts for a possible bias in the P T,DA reconstruction and is determined by varying θ e and a measurement of the inclusive hadronic polar angle, γ h , by the angular measurement uncertainty. This has been verified by comparing the residual global shifts between data and MC in the kinematic peak of the E ′ e distribution. At the lowest electron energies the calibration is validated using QED Compton interactions ep → eγp with E ′ e of 3 − 8 GeV in which the lepton track momentum P track is compared to the measured energy E ′ e of the cluster. The simulation on average describes the data well in this low energy region. For energies below 11 GeV an additional uncorrelated uncertainty of 0.5% is included to account for a possible nonlinearity of the energy scale.
The hadronic response of the detector is calibrated by requiring a transverse momentum balance between the predicted P T in the DA-method (P T,DA ) and the measured hadronic final state using a tight selection of well reconstructed events with a single jet. The calorimeter calibration constants are then determined in a minimisation procedure across the detector acceptance separately for HFS objects inside and outside jets and for electromagnetic and hadronic contributions to the HFS [46] . The potential bias in the P T,DA reference scale of 0.3% is also included as a correlated source of uncertainty.
The mean transverse momentum balance between the hadronic final state and the scattered lepton both in data and simulation agree to within 1% precision which is taken as the uncorrelated hadronic scale uncertainty. The hadronic SpaCal calibration is performed in a similar manner and a systematic uncertainty of 5% is adopted.
Measurement Procedure
The event selection and analysis of the NC sample follows closely the procedures discussed in [6] . Inelastic ep interactions are required to have a well reconstructed interaction vertex to suppress beam induced background events. High Q 2 neutral current events are selected by requiring each event to have a compact and isolated cluster in the electromagnetic part of the LAr calorimeter. The scattered lepton candidate is identified as the cluster of highest transverse momentum and must have an associated CTD track. For high electron energies the track condition is relaxed as detailed in 4.3.1. The analysis is restricted to the region 32 < Q 2 e < 890 GeV 2 .
The quantity E − P z summed over all final state particles (including the electron) is required by energy-momentum conservation to be approximately equal to twice the initial electron beam energy. Restricting E − P z to be greater than 35 GeV considerably reduces the photoproduction background and radiative processes in which either the scattered lepton or bremsstrahlung photons escape undetected in the lepton beam direction. Topological algorithms [48] are employed to suppress non-ep and QED Compton backgrounds ep → eγp.
The photoproduction background increases rapidly with decreasing electron energy (corresponding to high y), therefore the analysis is separated into two distinct regions: the nominal analysis (y e ≤ 0.38), and the high y analysis (0.38 < y e < 0.9). In the high y region dedicated techniques are employed to contend with the large background. The analysis differences in each kinematic region are described below.
Nominal Analysis
At low y ≤ 0.38 the minimum electron energy is kinematically restricted to be above 18 GeV. The forward going hadronic final state particles can undergo interactions with material of the beam pipe leading sometimes to a bias in the reconstruction of the primary interaction vertex position. In such cases the vertex position is calculated using a stand alone reconstruction of the track associated with the electron cluster [47, 48] . For the nominal analysis the photoproduction contribution is negligible, and the only sizeable background contribution arises from remaining QED Compton events which is estimated using simulation. The electron candidate track verification is supplemented by searching for hits in the CIP located on the trajectory from the interaction vertex to the electron cluster. This optimised treatment of the vertex determination and verification of the electron cluster with the tracker information improves the reliability of the vertex position determination and increases the efficiency of the procedure to be larger than 99.5%.
For the region y < 0.19 the hadronic noise has an increasing influence on Σ and on the transverse momentum balance P T,h /P T,e through its effect on P T,h where P T,h , P T,e are the hadronic and scattered lepton transverse momenta respectively. The event kinematics reconstructed with the eΣ-method in which the HFS is formed from hadronic jets only, limits the noise contribution and substantially improves the P T,h /P T,e description by the simulation. The jets are found with the longitudinally invariant k T jet algorithm [41, 42] as implemented in FastJet [49, 50] with radius parameter R = 1.0 and are required to have transverse momenta P T,jet > 2 GeV. In figure 1 the quality of the simulation and its description of the E p = 460 GeV and E p = 575 GeV data for y e < 0.19 can be seen for the distributions of the P T,h /P T,e , θ jets , and E − P z where all HFS quantities are obtained using the vector sum of jet four-momenta. The simulation provides a reasonable description of both sets of distributions. The MC simulation is normalised to the integrated luminosity of the data.
High y Analysis
In the high y region (0.38 < y e < 0.9) the analysis is extended to low energies of the scattered electron, E ′ e > 3 GeV. At these energies photoproduction background contributions arise from π 0 → γγ decays, from charged hadrons being misidentified as electron candidates, and from real electrons originating predominantly from semi-leptonic decays of heavy flavour hadrons. These contributions increase rapidly with decreasing energy of the electron candidate. Therefore additional techniques are used to reduce this background.
The background from π 0 → γγ decays leads to different electromagnetic shower profiles compared to electrons of similar energy. In addition genuine electrons have a momentum matched track associated to the cluster. Four cluster shape variables and the ratio of the candidate electron energy E ′ e determined using cluster information, to the momentum of the associated track p e , are used in a neural network multilayer perceptron [51] to discriminate signal from background. Additional information using the specific ionisation energy loss, dE/dx, of the track is also used to form a single electron discrimination variable, D ele , such that a value of 1 corresponds to electrons and a value of 0 corresponds to hadrons. The neural network is trained using single particle MC simulations, and validated with samples of identified electrons and pions from J/ψ → e + e − and K 0 s → π + π − decays in data and MC [27, 28] . For the region E ′ e < 10 GeV isolated electrons are selected by requiring D ele > 0.80 which is estimated to have a pion background rejection of more than 99% and a signal selection efficiency of better than 90% [27] . For the region E ′ e > 10 GeV the scattered electron is identified as in the nominal analysis.
The scattered lepton candidate is required to have positive charge corresponding to the beam lepton. The remaining background is estimated from the number of data events with opposite charge. This background is statistically subtracted from the positively charged sample. However, a charge asymmetry in photoproduction can arise due to the different detector response to particles compared to antiparticles [52, 53] . The charge asymmetry has been determined by measuring the ratio of wrongly charged scattered lepton candidates in e + p to e − p scattering at E p = 920 GeV data and was found to be 1.03 ± 0.05 [6] . This is cross checked in the E p = 460 and 575 GeV data using photoproduction events in which the scattered electron is detected in the electron tagger. In this sample fake scattered electron candidates passing all selection criteria are detected in the LAr calorimeter with both positively and negatively charged tracks associated to the electromagnetic cluster. The charge asymmetry is obtained by comparing the two contributions. The results obtained are consistent with the asymmetry measured in the E p = 920 GeV data, however due to the lower statistical precision of the E p = 460 and 575 GeV data sets, the uncertainty of the asymmetry is increased to 0.08. The asymmetry is taken into account in the subtraction procedure. The efficiency with which the lepton charge is determined is well described by simulation within 0.5% and is discussed in section 4.5.
The control of the background in the most critical region of E ′ e < 6 GeV is demonstrated in figure 2 for both data sets. The MC simulation is normalised to the integrated luminosity of the data. In all cases the background dominated regions are well described in shape and overall normalisation, giving confidence that the background contributions can be reliably estimated from the wrong charge sample. At low E − P z a peak is observed arising from QED initial state radiation (ISR) which is reasonably well described. The cut E − P z > 35 GeV suppresses the influence of ISR on the measurement. The D ele distribution show two populations peaking at zero and unity arising from hadrons and real electrons respectively. The peak at D ele = 1 for the background indicates that there are real electrons in the remaining background sample.
The e-method has the highest precision in this region of phase space and is used to reconstruct the event kinematics. Figure 3 shows the energy spectrum and the polar angle distribution of the scattered lepton, and the E − P z spectrum of the high y sample for the E p = 460 and 575 GeV data before background subtraction. The background estimates are shown together with the contribution from the remaining QED Compton process. The NC simulation provides a good description of these distributions.
In the scattered lepton energy spectrum a small discontinuity at 8 GeV can be seen. This is a consequence of suppressing electron candidates with E < 8 GeV if a second electron candidate is found with E > 8 GeV. This criterion efficiently suppresses background from the QED Compton process in the region E ′ e < 8 GeV.
Cross Section Measurement
The simulation is used to correct the selected event samples for detector acceptance, efficiencies, migrations and QED radiation effects. The simulation provides a good description of the data and therefore is expected to give a reliable determination of the detector acceptance. The accessible kinematic ranges of the measurements depend on the resolution of the reconstructed kinematic variables. The ranges are determined by requiring the purity and stability of any measurement bin to be larger than 30% as determined from signal MC. The purity is defined as the fraction of events generated and reconstructed in a measurement bin (N g+r ) from the total number of events reconstructed in the bin (N r ). The stability is the ratio of the number of events generated and reconstructed in a bin to the number of events generated in that bin (N g ). The purity and stability are typically found to be above 60%. The detector acceptance, A = N r /N g , corrects the measured signal event yields for detector effects including resolution smearing and selection efficiency.
The measured differential cross sections σ(x, Q
2 ) are then determined using the relation
where N and B are the selected number of data events and the estimated number of background events respectively, L is the integrated luminosity, C is the bin centre correction, and (1+∆ QED ) are the QED radiative corrections. These corrections are defined in [54, 55] and are calculated to first order in α using the program HERACLES [31] as implemented in DJANGOH [30] and verified with the numerical analysis programs HECTOR [56] and EPRC [57] . No weak radiative corrections are applied to the measurements.
The bin centre correction C(x, Q
2 ) is a factor obtained from NLO QCD expectation, σ th (x, Q 2 ), using H1PDF 2012 [6] , and scales the bin integrated cross section to a differential cross section at the kinematic point x, Q 2 defined as
The cross section measurements are finally corrected for the effects of lepton beam polarisation using the H1PDF 2012 fit to yield cross sections with P e = 0. This multiplicative correction does not exceed 2.5% in the region considered.
In order to optimise the measurement for an extraction of the structure function F L , the cross sections are measured in y, Q 2 bins for y > 0.38 at E p = 460 GeV, and y > 0.304 at E p = 575 GeV. At E p = 920 GeV the y, Q 2 binned cross sections are published for y > 0.19 [6] . This binning is constructed specifically for a measurement of F L with fine segmentation in y. The lower limits in y for each proton beam energy are chosen such that they have the same x for all three values of E p . Below these y boundaries for each of the three proton beam energies the cross sections are measured in Q 2 , x bins. The bin boundaries and bin centres in the Q 2 − x plane are chosen to be the same in the overlapping region for E p = 460, 575 and 920 GeV for 35 ≤ Q 2 ≤ 800 GeV 2 .
Systematic Uncertainties
The uncertainties on the measurement lead to systematic errors on the cross sections, which can be split into bin-to-bin correlated and uncorrelated parts. All the correlated systematic errors are found to be symmetric to a good approximation and are assumed so in the following. The total systematic error is formed by adding the individual errors in quadrature.
The size of each systematic uncertainty source and its region of applicability are given in table 2. Further details can be found elsewhere [43, [46] [47] [48] 58] in which several of the sources of uncertainty have been investigated using the E p = 920 GeV LAr data. The results of similar studies performed using the E p = 460 GeV and 575 GeV LAr data are compared to these earlier analyses to determine the systematic uncertainties. The influence of the systematic uncertainties on the cross section measurements are given in tables 3-4, and their origin and method of estimation are discussed below.
Electron Energy: Uncertainties arise from the particular choice of calibration samples, and the linearity correction uncertainty. These uncertainties are taken from the analysis of the 920 GeV data [6] . The uncertainty varies as a function of z imp [6] , the z position of the scattered electron in the calorimeter, as given in table 2. The correlated part of the uncertainty of 0.3% accounts for a possible bias in the E DA reconstruction used as a reference scale in the energy calibration procedure. This results in a systematic uncertainty which is up to 2 − 3% at low y.
Hadronic Calibration: An uncorrelated uncertainty of 1% is used for the hadronic energy measurement. The uncertainty is determined by quantifying the agreement between data
Source Region Uncertainty
Electron energy scale QED radiative corrections
Acceptance corrections high y 0.5% nominal 0.2% Luminosity 4% corr. Table 2 : Table of applied systematic uncertainties and regions of applicability. Uncertainties which are considered point-to-point correlated are labelled corr., and all other sources are considered uncorrelated. The effect of these uncertainties on the cross section measurements is given in the tables of section 5 (except for the luminosity uncertainty).
and simulation in the mean of the P T,h /P T,e distribution in different kinematic regions. The correlated part of the uncertainty accounts for a possible bias in the E DA reconstruction used as a reference scale in the energy calibration. It is determined to be 0.3% and results in a correlated systematic error on the cross section which is up to 2 − 3% at low y. The resulting correlated systematic error is typically below 1% for the cross sections.
Polar Angle: A correlated 1 mrad uncertainty on the determination of the electron polar angle is considered. This contribution leads to a typical uncertainty on the reduced cross sections of less than 1%.
Noise Subtraction: Energy classified as noise in the LAr calorimeter is excluded from the HFS. For y < 0.19 the calorimetric energy not contained within hadronic jets is classified as noise. The uncertainty on the subtracted noise is estimated to be 5% of the noise contribution as determined from the analysis of the HERA II E p = 920 GeV data [6] . For y > 0.19 the noise contribution is restricted to the sum of isolated low energy calorimetric depositions. Here the residual noise contribution is assigned an uncertainty of 20%, to accomodate differences between data and simulation.
Nominal Trigger Efficiency: The uncertainty on the trigger efficiency in the nominal analysis is determined separately for both E p = 460 and 575 GeV data taking periods. Three trigger requirements are employed: the global timing, the event timing and the calorimeter energy. The inefficiency of global timing criteria to suppress out of time beam related background was continuously monitored with high precision and found to be 0.3% and is corrected for. Finally the event timing trigger requirements were also continuously monitored in the data. After rejection of local inefficient regions the overall trigger efficiency is close to 100% and an uncertainty of 0.3% is assigned.
High y Trigger Efficiency:
At low E ′ e the LAr electron trigger is supplemented by the SpaCal trigger and by the Level 3 electron trigger based on the LAr Jet Trigger and the Fast Track Trigger. The same global timing conditions as mentioned above are used in the high y triggers. The SpaCal trigger and the LAr electron trigger together with the L3 electron trigger are independent since the SpaCal trigger is fired by the backward going hadronic final state particles. The efficiency of each of these two groups of triggers is determined using events triggered by the other group as a monitor sample. In the analysis events from both groups of triggers are used. The combined efficiency is calculated and is found to vary between 91% and 97% at E ′ e = 3 GeV. The statistical uncertainty of the combined efficiency together with a 0.3% uncertainty arising from the global timing conditions is adopted as uncorrelated trigger uncertainty. It varies from 0.3% at high electron energies to 2% at E ′ e = 3 GeV.
Electron Track-Vertex Efficiency:
The efficiencies for reconstructing a track associated to the scattered lepton and for reconstructing the interaction vertex are determined simultaneously. The efficiency measurement follows the procedure used in the analysis of the HERA II E p = 920 GeV data and checked on the E p = 460 and 575 GeV data. Three algorithms are used to determine the interaction vertex. The data and MC efficiencies are compared for each contributing algorithm. The combined efficiency in the nominal analysis is found to be larger than 99.5% in the data. The residual differences between data and simulation after correction of simulation by 0.3% define the uncorrelated systematic uncertainty which is 0.2% and is considered to be uncorrelated. In the high y analysis a more stringent requirement on the quality of the track associated to the scattered lepton is applied. The efficiency was measured using electrons in the region of E ′ e > 18 GeV and checked at low E ′ e using a sample of QED Compton events. It is found to be 96% in data with a difference of 1% between data and simulation. This difference was corrected for and a 1% uncorrelated uncertainty is adopted.
Electron Charge Identification Efficiency:
In the high y analysis the efficiency for correct charge identification of the scattered lepton is measured in the region E ′ e > 18 GeV which is free from photoproduction background. The simulation describes the efficiency of the data with an overall difference of 0.5%, and no significant time dependence is observed. This is validated using ISR events in which the incoming beam positron has reduced energy due to QED radiation, yielding a sample of events which is free from photoproduction background but has E ′ e below 12 GeV. The measured cross section is corrected for the overall difference by increasing the measured values by 2 × 0.5% with an uncertainty of 2 × 0.25%. The factor of two accounts for the fact that charge misidentification has a dual influence on the measurement by causing both a loss of signal events and an increase of the subtracted background [48] .
Electron Identification: A calorimetric algorithm based on longitudinal and transverse shower shape quantities is used to identify electrons in the E p = 460 and 575 GeV data sample. The efficiency of this selection can be estimated using a simple track based electron finder which searches for an isolated high p T track associated to an electromagnetic energy deposition. The efficiency is well described by the simulation and the uncertainty of 0.2% (0.5%) is assigned in the nominal (high y) analysis at z imp < 20 cm. For z imp > 20 cm the uncertainty is taken to be 1% due to the lack of statistics in this region selected by the track based algorithm.
Extra Background Suppression:
The uncertainty on the efficiency of the D ele requirement has been studied with J/ψ → ee decays in data and is well described by the simulation. A variation of ±0.04 around the nominal D ele cut value accommodates any residual difference between data and simulation. This variation leads to a cross section uncertainty of up to 2% at highest y.
High y Background Subtraction:
In the high y analysis the photoproduction background asymmetry is measured in the E p = 460 and 575 GeV data, and found to be consistent with the determination using the E p = 920 GeV data [6, 48] , albeit with reduced precision. Therefore the asymmetry is taken from the analysis of the HERA II data at E p = 920 GeV and the associated uncertainty is increased to 0.08. The resulting uncertainty on the measured cross sections is at most 2.7% at y = 0.85 and Q 2 = 35 GeV 2 .
QED Radiative Corrections:
An error on the cross sections originating from the QED radiative corrections is taken into account. This is determined by comparing the predicted radiative corrections from the programs HERACLES (as implemented in DJANGOH), HEC-TOR, and EPRC. The radiative corrections due to the exchange of two or more photons between the lepton and the quark lines, which are not included in DJANGOH, vary with the polarity of the lepton beam. This variation, estimated using EPRC, is found to be small compared to the quoted errors and is neglected [48] .
Model Uncertainty of Acceptance Correction:
The MC simulation is used to determine the acceptance correction to the data and relies on a specific choice of PDFs. The assigned uncertainty is listed in table 2.
Luminosity:
The integrated luminosity is measured using the Bethe-Heitler process ep → epγ with an uncertainty of 4%, of which 0.5% is from the uncertainty in the theoretical calculation of this QED process.
Results
Double Differential Cross Sections
The reduced cross sectionsσ NC (x, Q 2 ) for P e = 0 are measured in the kinematic range 35 ≤ Q 2 ≤ 800 GeV 2 and 0.00065 ≤ x ≤ 0.65 at two different centre-of-mass energies and are referred to as the LAr data. The data are presented in tables 3 -4 and shown in figure 4 . The figure also includes previously published H1 data [3] in the Q 2 range of the new data reported here, and are referred to as the SpaCal data. The published 920 GeV e + p LAr data [6] are scaled by a normalisation factor of 1.018 [29] . This correction factor arises from an error in the COMPTON generator used in the determination of the integrated luminosity of the HERA-II 920 GeV data set. The new LAr data provide additional low x measurements for Q 2 ≥ 35 GeV
2
(from the E p = 460 and 575 GeV data sets). The data are compared to the H1PDF 2012 fit [6] which provides a good description of the data.
Measurement of F F F L L L
According to equation 1 it is straightforward to determine F L by a linear fit as a function of
2 ) to the reduced cross section measured at given values of x and Q 2 but at different centre-of-mass energies. An example of this procedure is shown in figure 5 for six different values of x at Q 2 = 60 GeV 2 . This method however does not optimally account for correlations across all measurements, and therefore an alternative procedure is applied.
The structure functions F L and F 2 are simultaneously determined from the cross section measurements at E p = 460, 575 and 920 GeV using a χ 2 minimisation technique as employed in [3] . In this approach the values of F L and F 2 at each measured x, Q 2 point are free parameters of the fit. For Q 2 ≤ 800 GeV 2 the influence of the xF 3 structure function is predicted to be small and is neglected. In addition, a set of nuisance parameters b j for each correlated systematic error source j is introduced. The minimisation is performed using the new measurements presented here as well as previously published data from H1 [3, 6] . The χ 2 function for the minimisation is
where f (y) = y 2 /(1 + (1 − y) 2 ) and µ i is the measured reduced cross section at an x, Q 2 point i with a combined statistical and uncorrelated systematic uncertainty ∆ i = ∆ 2 i,stat + ∆ 2 i,syst . The effect of correlated error sources j on the cross section measurements is given by the systematic error matrix Γ i,j . The correlations of systematic uncertainties between the SpaCal data sets at different energies are taken from [3] . The systematic uncertainties of the LAr measurements are taken to be 100% correlated among the 460 , 575 and 920 GeV data sets. There is no correlation between LAr and SpaCal measurements except for a common integrated luminosity normalisation of the LAr and SpaCal data at E p = 460 and 575 GeV. For low y ≤ 0.35, the coefficient f (y) is small compared to unity and thus F L can not be accurately measured. To avoid unphysical values for F L in this kinematic region the χ 2 function is modified by adding an extra prior [3] . The minimisation of the χ 2 function with respect to these variables leads to a system of linear equations which is solved analytically. This technique is identical to the linear fit discussed above when considering a single x, Q 2 bin and neglecting correlations between the cross section measurements.
The
respectively. The new data reported here, in which the scattered electron is recorded in the LAr calorimeter, provide small additional constraints on the F L measurement for 1.5 ≤ Q 2 ≤ 25 GeV 2 by means of correlations in the systematic uncertainties. The SpaCal and LAr data are used together for 35 ≤ Q 2 ≤ 90 GeV 2 . For Q 2 ≥ 120 GeV 2 F L is determined exclusively from the LAr cross section measurements. Therefore these data supersede the previous measurements of F 2 and F L in [2, 3] . For precision analyses of H1 data it is recommended to use the published tables of the reduced differential cross sections given in tables 3 to 4 and the full breakdown of systematic uncertainties instead of the derived quantities
This measurement of F L and F 2 at high y constitutes a model independent method with no assumptions made on the values of the structure functions. Within uncertainties the F L structure function is observed to be positive everywhere and approximately equal to 20% of F 2 . Also shown are the F L and F 2 measurements from the ZEUS collaboration [4] which agree with the H1 data. The ZEUS data are moved to the Q 2 values of the H1 measurements using the H1PDF 2012 NLO QCD fit. This QCD fit is able to provide a good description of both measurements of F L and F 2 across the full Q 2 range.
In order to reduce the experimental uncertainties the F L measurements are combined at each Q 2 value. Furthermore the highest Q 2 bins are also averaged to achieve an approximately uniform experimental precision over the full kinematic range of the measurement. The Q 2 averaging is performed for Q 2 = 300 and 400 GeV 2 , and for the Q 2 = 500, 600 and 800 GeV 2 values. The resulting data are given in table 6 and shown in figure 8 where the average x for each Q 2 is provided on the upper scale of the figure. The data are compared to a suite of QCD predictions at NNLO: HERAPDF1.5 [59], CT10 [60] , ABM11 [61] , MSTW2008 [62] , JR09 [63] and NNPDF2.3 [64] . In all cases the perturbative calculations provide a reasonable description of the data.
A similar average of F L measurements over x has already been performed in [3] for Q 2 < 45 GeV 2 . A small problem in [3] has been identified in the averaging procedure which lead to underestimated correlated systematic uncertainties which has been corrected in the measurements reported here. Therefore the data presented in tables 6 supersedes the corresponding table from [3] .
The cross section ratio R of longitudinally to transversely polarised virtual photons is related to the structure functions F 2 and
This ratio has previously been observed to be approximately constant for 3.5 ≤ Q 2 ≤ 45 GeV 2 [3] .
The values of R as a function of Q 2 are determined by minimising the χ 2 function of equation 6 in which F L is replaced by
assuming the value of R is constant as a function of x for a given Q 2 . The minimum is found numerically in this case, using the MINUIT package [65] . The asymmetric uncertainties are determined using a MC method in which the mean squared deviation from the measured value of R is used to define the asymmetric uncertainties. The resulting value of R(Q 2 ) is shown in figure 9 . The measurements are compared to the prediction of the HERAPDF1.5 NNLO for √ s = 225 GeV and y = 0.7. The expected small variation of R in the region of x in which the data are sensitive to this quantity is also shown.
The data are found to be consistent with a constant value across the entire Q 2 range shown. The fit is repeated by assuming that R is constant over the full Q 2 range. This yields a value of R = 0.23±0.04 with χ 2 /ndf =314/367 which agrees well with the value obtained previously [3] using only data up to Q 2 = 45 GeV 2 , and with the ZEUS data.
In NLO and NNLO QCD analyses of precision DIS data on F 2 and the reduced NC cross sections the gluon density is constrained indirectly via scaling violations. The Altarelli-Martinelli relation [5] , however, would allow for a direct extraction of the gluon density from measurements of F L . This relation cannot be solved analytically for the gluon density, but approximate solutions have been proposed [66] [67] [68] xg(x, Q 2 ) ≈ 1.77 3π
where a is a numerical factor and is here set to unity. This relation can be used to demonstrate sensitivity of the direct measurement of F L to the gluon density by comparing the gluon obtained from the F L measurements to the predicted gluon density obtained from a NLO QCD fit to DIS data. In figure 10 the gluon density extracted according to equation 8 is compared to the prediction from the gluon density determined in the NLO HERAPDF1.5 QCD fit. In order to judge on the goodness of the approximation, the gluon density as obtained by applying equation 8 to the F L prediction based on the NLO HERAPDF1.5 QCD fit is also shown. A reasonable agreement between the gluon density as extracted from the direct measurement of F L based on the approximate relation with the gluon derived indirectly from scaling violations is observed.
Conclusions
The unpolarised neutral current inclusive DIS cross section for ep interactions are measured at two centre-of-mass energies of √ s = 225 and 252 GeV in the region of 35 < Q 2 < 800 GeV 2 , with integrated luminosities of 11.8 pb −1 and 5.4 pb −1 respectively. The measurements are performed up to the highest accessible inelasticity of y = 0.85 where the contribution of the F L structure function to the reduced cross section is sizeable. The data are used together with previously published measurements at √ s = 319 GeV (E p = 920 GeV) to simultaneously extract the F L and F 2 structure functions in a model independent way. The new data extend previous measurements of F L up to Q 2 = 800 GeV 2 and supersede previous H1 data. Predictions of different perturbative QCD calculations at NNLO are compared to data. Good agreement is observed between the measurements and the theoretical calculations. The ratio R of the longitudinally to transversely polarised virtual photon cross section is consistent with being constant over the kinematic range of the data, and is determined to be = 0.23 ± 0.04. The F L measurements are used to perform a gluon density extraction based on a NLO approximation which is found to agree reasonably well with the gluon determined from scaling violations. The NC e + p reduced cross sectionσ NC (x, Q 2 ) for E p = 460 GeV and P e = 0 with total (δ tot ), statistical (δ stat ), total uncorrelated systematic (δ unc ) errors and two of its contributions from the electron energy error (δ E unc ) and the hadronic energy error (δ h unc ). The effect of the other uncorrelated systematic errors is included in δ unc . In addition the correlated systematic (δ cor ) and its contributions from a positive variation of one standard deviation of the electron energy error (δ The NC e + p reduced cross sectionσ NC (x, Q 2 ) for E p = 575 GeV and P e = 0 with total (δ tot ), statistical (δ stat ), total uncorrelated systematic (δ unc ) errors and two of its contributions from the electron energy error (δ E unc ) and the hadronic energy error (δ h unc ). The effect of the other uncorrelated systematic errors is included in δ unc . In addition the correlated systematic (δ cor ) and its contributions from a positive variation of one standard deviation of the electron energy error (δ for six values of x at Q 2 = 60 GeV 2 , measured for proton beam energies of E p = 920, 575 and 460 GeV. The inner error bars denote the statistical error, the outer error bars show statistical and systematic uncertainties added in quadrature. The luminosity uncertainty is not included in the error bars. The negative slopes of the linear fits (solid line) which were performed using total errors, illustrate the non-vanishing values of the structure function F L (x, Q 2 ). 
