Demographic models are commonly used to make decisions for managing wild populations of threatened or endangered (hereafter, "endangered") species. Often these applications are called Population Viability Analysis or PVA.
Population Viability Analysis and the small-population paradigm form cornerstones of modern conservation and wildlife biology (Caughley 1994 , Hedrick et al. 1996 and are partly responsible for conservation biology's emergence as a credible science.
There are many different concepts of what composes a PVA-from simple, deterministic matrix models for estimating population change to complex, spatially explicit individual-based models of landscape and population dynamics. The first applications of PVA were the stochastic models that Shaffer (1981 Shaffer ( , 1983 developed to investigate grizzly bear (Ursus arctos) management in Yellowstone National Park. Deterministic demographic analyses had been used for nearly a decade in the management of endangered species (Miller and Botkin 1974) . Shaffer's approach was a new direction in the use of models for conservation because he developed a stochastic population simulation that incorporated chance events (demographic and environmental stochasticity) and produced extinction probabilities. His model also estimated a minimum viable population (MVP) by varying the initial number of individuals to find the smallest population size with a 95% chance of remaining extant after the 100-year simulated time period . Gilpin and Sould (1986) broadened the definition of PVA when they used PVA as a heuristic concept to examine the many forces that can affect the viability of a population, including genetic factors. Although they designated the term "Population Vulnerability Analysis" for this ap-Analytical models are often used to examine system behavior rather than to make quantitative predictions. The simplified, impressionistic nature of some general analytical models, devoid of the complexity of simulation models, can clarify critical aspects of system behavior. General theoretical models have been used to gain greater understanding of the effects of stochasticity on extinction. Although most extinctions are a function of steady population decline due to deterministic causes rather than chance events (Caughley 1994), a species' final denouement may be caused by stochastic processes. Early models based solely on demographic stochasticity concluded that population persistence increased to the power of the maximum population size (e.g., Richter-Dyn and Goel 1972). However, incorporating variance in population growth rates, due to random environmental fluctuations or environmental stochasticity, showed that times to extinction increased linearly with population size for small populations, but the rate of increase declines as populations grow large (Goodman 1987 , Shaffer 1987 . Even populations with long-term positive growth rates are susceptible to extinction from environmental variation and catastrophes. Nevertheless, analytical models have shown that a population of modest size can persist for a long time if the long-term growth rate of the population is substantially positive, even in the presence of environmental stochasticity and catastrophes (Lande 1993). Such models also have shown that distribution of times to extinction is often more important to evaluate than mean time to extinction (Ludwig 1996a).
General theoretical treatments also have been important for understanding the effects of spatial subdivision on populations. Levins (1969 Levins ( , 1970 provided the first analytical treatment of metapopulations ("a population of populations") by developing a patch-occupancy model to predict the proportion of occupied patches based on extinction and colonization rates. While his model made many unrealistic assumptions, such as assuming that population size of patches is either zero or at carrying capacity, that all patches are equally likely to be colonized, and that patches have the same size and extinction rate (see Hanski 1991), it provided an important foundation for incorporating spatial structure into population dynamics. For Among the different demographic PVA approaches, deterministic single-population models demand the least amount of data (Table 1) . They require (1) an understanding of age, stage, or social structure to determine classes for analysis; (2) age or stage of first reproduction; and (3) estimates of reproductive success and survivorship for different ages or stages. The number of columns and rows of the matrix is determined by the number of age or stage classes.
Ages are often collapsed into stage classes because field studies are seldom long enough to measure age-specific rates for long-lived organisms, and rates may become nearly constant beyond a certain age. Stages also are more convenient for modeling many fishes, invertebrates, and plants, because growth is indeterminant and demographic rates are better related with Table 1 . Data required for the dominant types of demographic models used in Population Viability Analysis: deterministic singlepopulation (DSP), stochastic single-population (SSP), metapopulation (Meta), and spatially explicit (Space). An "x" indicates data are estimated for the population as a whole, and a "P" indicates data are estimated on a per patch basis. (Fig. 1 ) are easily performed with commercially available computer software (e.g., Matlab, Mathematica). Lambda or the geometric rate of increase is the dominant eigenvalue of the matrix, the stable age distribution is calculated from the right eigenvector, and reproductive value is derived from the left eigenvector (Caswell 1989, McDonald and Caswell 1993) . Sensitivity can be analyzed in several ways (Caswell 1989 ), but elasticity is used most frequently and is the proportional change in lambda resulting from a proportional change in a matrix element (de Kroon et al. 1986 ). Elasticity values have the convenient property of summing to 1 and give a proportional contribution to the total sensitivity of lambda. However, the first row of matrix elements is calculated as a product of both survival and fecundity, so lower-level elasticities must be calculated to partition elasticity among survival and fecundity (Caswell 1989:135; Wisdom and Mills 1997) .
Use of deterministic matrix models in population management has grown rapidly since the development of elasticity. (Fig. 2A) . These models use Monte Carlo methods to sample from underlying distributions and project a population for 50, 100, or more years into the future by varying vital rates or lambda for each time step or year (Fig. 2B) . Unlike deterministic matrix analyses that produce a single population projection which changes at the rate of lambda, each run of a stochastic model follows a unique trajectory and yields a different ending population size because demographic rates change randomly with each time step (Fig. 2C) . Thus, stochastic single-population models yield probabilistic results (Fig. 2D) . Models must be run 500-1,000 times to adequately sample combinations of parameter values and explore the full range of model outcomes so that results converge on a set of values for the ending population size (Harris et al. 1987, Burgman et al. 1993 ).
Ending population sizes produced from stochastic single-population models may be summarized in several ways. The most common model result is the proportion of runs that end at zero ("extinction" rate) or at a small size such as 525 individuals ("quasiextinction"). No standard time interval or extinction rate defines a viable population, but intervals of 50-200 years and extinction rates of <5% are commonly used to evaluate viability. Another result is to com-pute the mean or median year of extinction for populations that went extinct ("time to extinction"). The most complete descriptor of model results is to plot the cumulative probability function for ending population size, as it incorporates all ending population sizes (Fig. 2D) . This "quasiextinction" function (Ginsburg et al. 1982 ) is a basic form of risk analysis: as functions shift from left to right on the graph (Fig.  2D) Metapopulation structure is incorporated into demographic models via use of dispersing individuals to link habitat patches (Fig. 3B) . Such models are multipatch versions of the stochastic single-population models. These models typically incorporate either patch-specific demographic rates (including fecundity and survivorship) or patch-specific estimates for lambda, and dispersal rules that often are based on patch size and interpatch distances. Patch quality can be represented by varying carrying capacity or reproductive output among patches. The advantage of metapopulation models over single-population stochastic models is they partially incorporate spatial realism. Thus, the effects of landscape change can be modeled, including effects of corridors, patch-specific habitat destruction, quality alterations, and changes in interpatch distances. However, dispersal rules and mortality, which are integral to investigating metapopulation persistence, are usually specious because they are based only on distances between patches and do not incorporate matrix characteristics or behavioral rules (Fig.  3B) . Moreover, these models do not explicitly consider potentially important effects of the surrounding matrix on demography within patches. When effects of matrix heterogeneity become crucial in predicting viability of a species, modeling may require spatially explicit landscape data.
Spatially Explicit Models
Spatially explicit models have been increasingly used in conservation as awareness of landscape processes has expanded and tools for analyzing landscape-scale phenomena have developed (e.g., Geographic Information Systems; GIS). The spatial distribution of resources can affect species persistence and coexistence (Levin 1992). Spatially explicit models specify location of the desired unit (e.g., individuals or populations) within a heterogeneous landscape and define spatial relations between habitat patches and the matrix (Dunning et al. 1995). Metapopulation models do not include matrix characteristics, and hence are not completely spatially explicit.
The major types of spatially explicit demographic models are the grid-based or cellular automata approach and the individual-based models (Dunning et al. 1995 , Gilpin 1996b (1993) developed 3 alternative movement rules for foraging ungulates in winter in Yellowstone National Park. One rule specified a 1 grid-cell maximum movement per time step in the direction that contains the greatest number of resource sites within the search radius, and another rule allowed an ungulate to move among sites until it obtains maximum forage intake or reaches maximum daily distance, while a third rule allowed the animal to move to the nearest unoccupied resource site in the direction that has the greatest number of resource sites. Permeability can be assigned to habitat patches, based on habitat quality (Boone and Hunter 1996).
Spatially explicit models provide a technique for studying ecological processes that operate from local to landscape to global scales. Therefore, they can potentially predict population and community changes in response to land-use changes, climatic alterations, or various management strategies (Turner et al. 1995 However, spatially explicit models have immense data requirements (Table 1) 
WHY DEMOGRAPHIC PVA MODELS SHOULD BE USED WITH CAUTION
Demographic PVA models are used to predict short-or long-term rates of population decline or growth and likelihood of extinction decades or centuries in the future. In this section, we examine how inputs, assumptions, and structure of demographic PVA models affect their ability to predict fate of populations with accuracy and precision.
The accuracy and precision of PVA models can be highly affected by a number of factors. Some factors are confined to specific model types, whereas others affect the outcomes of all demographic models. Below we discuss 4 dominant causes of errors that result in uncertainty in the outcomes predicted by PVA models: (1) poor data, (2) difficulties in parameter estimation, (3) weak ability to validate models, and (4) effects of alternate model structures.
Poor Data and Difficulties in Parameter Estimation
Although results from demographic PVA models obviously are affected by estimates of demographic rates used, the poor quality of data used in most applications with endangered species is frequently overlooked. Rarely have detailed field studies with adequate sample sizes been used for developing mean estimates of vital rates, and causes and timing of mortality are hardly ever known. Survival is often the most difficult vital rate to measure precisely, because it must be distinguished from the probability of resighting (Nichols 1992 
Problems with Model Validation and Structure
While models can be useful for delineating relations among parameters and gaining insight into system behavior, it is unwise to have confidence in quantitative predictions from models that are not validated or confirmed (sensu Oreskes et al. 1994) to determine their accuracy (Caswell 1976 , Bart 1995, Aber 1997). The primary prediction from most PVA models, the probability of extinction, is very difficult to validate because these models incorporate stochastic processes. Stochastic models predict the outcome of hundreds of populations from 50 to ?100 years into the future. We can not know which of the population traces (Fig. 2C) (Pimm 1991) Searching for the best model by comparing fit with historic population numbers or demographic parameters proved fruitless. Finally, different computer programs can result in different estimates of population viability from the same dataset (Mills et al. 1996) . Variation in outcomes was most affected by differences in how models treated density dependence.
A STRATEGY FOR USING DEMOGRAPHIC PVA MODELS
The previous section raises several important concerns about accuracy and interpretation of results from demographic models of PVA. Demographic data are often inadequate, imprecise, and based on studies too limited in duration to properly estimate variance in vital rates. Most PVA models cannot be validated, projections usually do not incorporate future changes in habitat quality or quantity, and differences in model structure can have strong effects on management recommendations resulting from model output. Even when data are adequate, PVA models can result in large errors in estimating the rate of extinction (Taylor 1995) . Taken together, these concerns strongly suggest that one should place very limited confidence in the extinction estimates generated by these models.
If demographic PVA models are currently incapable of producing accurate estimates of the likelihood of extinction, what should be their role in making management decisions? We believe there are valuable insights that can be gained by use of these models in certain contexts, whereas application in other situations may misdirect efforts. Because standards for the application of PVA models are presently lacking, we present some suggestions below for improving future implementation of PVA.
Evaluate Relative Rather than Absolute Rates of Extinction
An important difference among the major uses of demographic PVA models (Table 2) is how model predictions are interpreted. Model output (e.g., probability of extinction) can be used in an absolute fashion by taking the probabilities of extinction at face value to make decisions. For example, when a PVA indicates an inviable population and a species is classified as endangered or captive breeding is recommended, model predictions are used in an absolute fashion. Alternatively, results from PVA models can be used in a relative fashion by comparing outcomes among model alternatives. Some have called this dichotomy "quantitative and qualitative predictions" (Ralls and Taylor 1997), but we feel it is more useful to recognize differences in interpretation of model outcomes implied by uses of PVA (Table 2) .
In our opinion, the optimal use of PVA is to evaluate relative differences among model outcomes. Models are best used to compare the ed rates of extinction, we suggest this criterion should be dropped because the classification scheme includes many other useful criteria.
Use Short-Time Periods for Making Projections
While we have some confidence in today's weather predictions and pay attention to forecasts several days ahead, we have little faith in predictions made months or years in advance. However, models that forecast weather are far more sophisticated and have been well tested and validated compared to demographic models used in PVA.
Many PVA models make long-term predictions of population size for -100 years into the future, based on current, and sometimes historic, demographic rates and environmental conditions. Such models propagate errors with each time step. An alternative approach would be to use shorter time intervals (i.e., 10, 25, or 50 yr) to minimize error propagation and to evaluate conservative probabilities of extinction (e.g., 1-5%). There is no particular justification for fixing a reference point at a 95% level of population persistence over 100-200 years. Nevertheless, evaluating short-time horizons cannot address questions that require long-term estimates of viability, such as determining the adequacy of current systems of parks and reserves (Table 2) . When needed, long-term projections should be viewed as extrapolations of shortterm trends for comparing the relative merits of policy options, and not as predictions of viability.
Start with Simple Models and Choose an Approach that Data can Support
The use of stochastic population models increased frequently after biologists realized that populations could go extinct when the longterm rate of population growth (i.e., lambda) was positive, due to effects of environmental stochasticity and catastrophes (Shaffer 1981 , Goodman 1987 . Although these forms of stochasticity are important and stochastic models can yield important insights, the fixation on stochasticity has drawn attention away from the crucial effects deterministic factors have on lambda and model outcomes (Caughley 1994 Parsimony should be a goal in model building, but managing real populations often requires answers to particular scenarios that are complex, such as the effect of a proposed Habitat Conservation Plan on viability of an endangered species. In such cases, it is tempting to develop complex, spatially explicit models to estimate likelihood of extinction, if only they did not go so far beyond available data. Unfortunately, such models can require data we may be very unlikely to obtain, such as the probability of mortality during dispersal or details of patch 
Evaluate Cumulative Ending Functions and Alternative Reference Points Rather than Extinction Rates
Stochastic single-population, metapopulation, and spatially explicit models result in several possible currencies, such as time to extinction, probability of extinction, and ending population size. These estimators of viability depend upon the time frame analyzed. Fixing a reference point of extinction for ending population size is arbitrary because the probability of extinction may rise quickly as the time horizon is lengthened. Furthermore, average time to extinction and ending population size can be misleading indicators because their distributions are highly skewed (Ludwig 1996a). Thus, it is most appropriate to examine the whole distribution of ending population sizes and times to extinction. Cumulative probability functions of ending population size (Fig. 2D) The critical question is when are endangered species recovery programs likely to benefit from the insights of a PVA model, and when are they likely to be lead astray? Even a crude model is often suggested as better than not using a model, but this suggestion is not necessarily true (Emlen 1989). Some researchers suggest models are needed to identify data required for management, but these data are usually well known (Table 1) . Models also are not needed to bring researchers together to share and examine data.
In our opinion, whether to develop a model and implement its recommendations depends on the quality of data and our understanding of the system. Doing a credible PVA requires good demography and good ecological modeling. The advent of canned software programs makes it too easy to construct a model that can be passed off as a PVA. Even when little demographic data exist (e.g., the marbled murrelet), someone will construct complex PVA models that are composed of many times more variables parameterized with educated guesses than with data from field measurements. The uncertainty associated with such models is so large that results usually yield no useful or credible guidelines for management. Application of PVA in those situations does little to boost its credibility. When most demographic data are lacking, we agree with Reed et al. (1998) that alternatives to PVA should be considered or priority given to accumulating data, before serious resources are committed to developing a complex PVA model.
As of January 1997, there were nearly 1,700 species on the U.S. endangered species list. Given the data requirements (Table 2) , it is an unusual endangered species for which enough information is known to allow the legitimate use of stochastic single-population, metapopulation, and spatially explicit models. The problem is exacerbated for newly listed species, which usually have not received in-depth studies. For them, PVA cannot represent anything more than an exploratory exercise on a theoretical organism. Suggestions to streamline the Recovery Plans by mandating PVAs for each endangered species would only institutionalize wasteful practices. While models are among the few tools that we have to predict the future, demographic PVAs are not currently capable of forecasting when species will go extinct, and perhaps they may never be able to fully achieve this goal. What demographic PVAs can highlight is the uncertainty behind decision-making in terms of how little we often know about population processes of paramount conservation importance, or how ignorant we are about which management strategies will work best. Uncertainty is inherent in decision-making but is not an excuse for not making decisions. Population Viability Analysis models can be helpful in this regard because they can be used to screen hypotheses for causes of decline, evaluate relative differences among potential management options, Population Viability Analysis models were successful in determining resource management decisions for spotted owls (Strix occidentalis) and grizzly bears because models were followed by comprehensive field studies and were reviewed and revisited time after time in a process similar to adaptive management (Boyce 1993). These models were a step rather than an end-point in the recovery process. Ideally, funds to implement strategic field studies and validate secondary model predictions should be committed by the time a PVA workshop is held or a model is developed. If such an approach were implemented, it would result in the kinds of knowledge that would promote species recovery, improve our understanding of critical population processes, and increase the predictive capabilities of future PVA models.
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