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Abstract—This paper presents a novel reactive power 
minimization method under 3-level modulated phase-shift 
control to improve the efficiency for a wide operation 
condition. Firstly, in order to unify all operation modes, a 
mathematic model of the DAB converter with 3-level 
modulated phase-shift control by a harmonic analysis method 
is obtained. Then, the detailed analysis of the odd-order 
harmonic components of the active and reactive varied with 
the multiple control dimensions is presented. The soft-
switching boundaries with respect to the voltage ratio and 
unified active power are specified. On this basis, a novel 
optimal 3-level phase-shift control (OPS) strategy for 
minimizing reactive power is proposed. Experimental results 
about reactive power and operation efficiency among the 
proposed OPS method and other methods are compared to 
verify the effectiveness of OPS algorithm. 
Index Term—dual active bridge, phase shift, 3-level 
modulated control, reactive power, harmonic analysis, zero 
voltage switching(ZVS) 
I.  INTRODUCTION 
HE dual-active-bridge dc-dc converter has shown 
significant advantages in the future distributed power 
system, including high power density, bidirectional power 
flow ability, current isolation and soft-switching ability [1-
3]. The most commonly-used control strategy is called the 
single-phase-shift (SPS) or conventional-phase-shift control 
(CPS) [4], which only controls the single phase shift 
between two sides of the transformer. Thus, the 
transmission power monotonously increases with the phase-
shift angle. However, the reactive power, especially the 
backflow power will be quite significant when the primary-
side voltage and the secondary-side voltage are mismatched. 
Besides, the soft-switching region becomes narrow with this 
control under the mismatched condition [5]. Furthermore, it 
will result in high root-mean-square (RMS) current and hard 
switching which lead to high conduction losses and 
switching losses, and finally seriously affect the overall 
transmission efficiency [4-13]. 
In order to overcome those drawbacks in the traditional 
SPS control, the 3-level phase-shift modulated method is 
proposed [14-23]. Compared with the SPS control, 3-level 
phase-shift modulated strategy can gain an addition PWM 
control freedom by adjusting an extra inner phase-shift 
angle between two bridge arms, which allows a 3-level 
PWM ac voltage output in each bridge instead of the 
traditional square-wave ac voltage output. Thus, it can 
dramatically improve the control flexibility and 
simultaneously ensure soft-switching region extension and 
backflow power reduction [24]. According to different inner 
phase shift modes, it can be divided into three categories: 
the dual-phase-shift (DPS) control, which is achieved by 
adding a same inner phase shift angle on both sides of the 
bridge for ensuring symmetric 3-level PWM wave output 
and reducing backflow power [14-16]. The second category 
is the extended-phase-shift (EPS) control, which has a 
single-bridge-side inner phase shift angle [17-20]. The third 
type is the triple-phase-shift (TPS) control, which has two 
double-bridge-side independent inner phase shift angles, 
while the SPS, DPS and EPS control can be regarded as a 
special case of the TPS control [21-23]. Both EPS and TPS 
output are the asymmetric 3-level PWM waveforms. 
In order to further reduce power losses, originated from 
the principle of 3-level modulated phase-shift control, some 
advanced control strategies are proposed. For instance, in 
order to reduce the conduction loss, an optimization control 
method is proposed and mainly focused on the nonactive 
current minimization [24]. The current-stress-optimized 
(CSO) algorithms are proposed to reduce conduction loss 
and the RMS current stress of inductor is treated as the 
optimization objective [25-27]. A PI-based current 
sensorless control is discussed in [27], which can simplify 
the control complexity and remove required current and 
voltage sensors. An efficiency optimization algorithm is 
presented in [28] with the aim to minimize switching losses 
and conduction losses. Those optimization control strategy 
can significantly improve efficiency by adjusting optimum 
operation points for different operation modes, but the 
asymmetric structure makes the control implementation 
extremely complicated, furthermore, the boundaries for 
various modes are hard to determine. 
Conventionally, the linear piecewise time domain model 
is used in the theoretical analysis of the 3-level phase shift 
method [4-29]. However, it can't be expressed by a single 
universal expression because of the linear mathematic 
model for inductor current under different operation states 
and the changing load conditions in the time domain 
analysis. It also needs to specify the boundaries for all 
operation modes. Furthermore, detailed operations modes 
under different conditions in terms of load and voltage 
conversion ratio must be separately discussed, which will 
significantly increase the implementation difficulty.  
According to the simplified ideal inductive model of DAB 
converter, the linear inductor current can be approximately 
T 
obtained at [30]. However, the equivalent model for the 
coupling inductor or transformer is nonlinear, which make 
the algorithm implementation extremely difficult since the 
integration operations of state equations are required [31-
33].  
How to determine the optimal operation point requires a 
lot of complicated calculations due to the complexity of the 
piecewise time domain expression. Furthermore, the 
obtained result is also a piecewise time domain function 
which is varying with different load and voltage conversion 
condition [24-36]. The efficiency and current stress 
optimization algorithms have been discussed in [25] and 
[28], which shows that the expressions for optimal points 
are too complex for online calculations in the microchip. It 
requires an offline parameter calculation to switch the 
optimal function and adapt different operation states. 
Another problem for the linear piecewise model is the non-
sinusoidal 3-level PWM wave outputs since their active and 
reactive power are hard to determine. Furthermore, these 
optimization methods simply take the input-side backflow 
power or current stress as the reactive power, which is not 
accurate and ultimately affects the effectiveness of these 
methods. 
In this paper, a universal expression for 3-level 
modulated phase-shift control by a harmonic analysis 
method is proposed to overcome weaknesses of the tradition 
linear piecewise time-domain model. In the harmonic 
analytical model, 3-level PWM wave for each bridge under 
TPS control can be expressed in the frequency domain as 
harmonic series forms. Then, the inductor current can be 
calculated from the second port network parameters and 
three independent phase shift angles. After that, the 
expressions of active and reactive power with harmonic 
components can be obtained. Based on that, the effect of 
variable order harmonic components on the soft-switching 
region, active and reactive power will be discussed. Then, 
an optimal reactive power minimization algorithm under 3-
level modulated control is proposed. Both the theoretical 
analysis and experimental results are presented. 
II. HARMONIC SERIES ANALYSIS OF 3-LEVEL PHASE-
SHIFT MODULATED CONTROL 
A. Typical 3-level modulation structure  
The DAB converter illustrated in Fig. 1 can be analyzed 
as a two-port network. The VB1 is the AC voltage of primary 
bridge and VB2 is the AC voltage of the secondary bridge 
refers to the primary side. The network Y represents the 
network parameter for the two-port network. In this paper, 
the network Y is considered as an ideal inductive network.  
Typical waveforms of 3-level phase-shift modulation are 
shown in Fig. 2. The 3-level waveform in each bridge is 
produced by setting an inner phase shift of two-switch pair 
in one bridge elaborately. In Fig. 2, the angle α and β are 
defined as the inner phase angles for VB1 and VB2, while i1 
and i2 represent the current of each bridge. The phase shift 
angle between two bridges is named as the outer phase shift 
angle θ. Thus, the SPS control can be seen as a special case 
of the 3-level phase shift modulation when α=β=0. The 
benefit of the 3-level phase-shift modulation is the 
capability in reducing the undesirable circulating current 
flowing within each bridge. For example, the inductor 
current flowing path during t0 and t1 is illustrated in Fig.3. 
At this period, the inductor current i1 is negative, while D1, 
S3 on the primary side and M2, M3 on the secondary side are 
on. Thus, on the secondary bridge, the inductor current is 
transferred from inductor to output port V2 by diode M2 and 
M3. However, on the primary bridge, the inductor current is 
circulating inside bridge through S3 and D1 instead of 
flowing back to the source V1. So the circulating current or 
backflow current during this period can be reduced in order 
to minimize the conduction loss.  
In order to simplify the universal expression, the 3-level 
wave should show good feature of symmetric structure [13]. 
In order to achieve that, the starting point is set as 
“  0 2i t  ”, which allow a symmetric structure of   3-
level wave in half cycle [37]. Then, the phase shift between 
two 3-level waves is δ, which is the angle between the 
central points of each pulse wave. It indicates the influence 
of the inner phase shift α and β, as well as the outer phase 
shift θ. The relationship among the central point phase shift 
angle δ with inner and outer phase shifts can be expressed as 
“   2      ”. Thus, the 3-level wave modulation 
could be described as a symmetric structure, which will 
significantly reduce the complexity of calculation [38]. 
B. Harmonic Series Form of Voltage and Current 
According to the Fourier series, any periodic function can 
be transferred into the sum of sine and cosine functions. So 
the 3-level square wave can be divided into a combination of 
series odd-order harmonics components by simple sine and 
cosine functions. The AC link primary and secondary side 
voltage VB1 and VB2 can be expressed as:  
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In Fig. 1, VB1 and VB2 can be regarded as terminal voltages 
of a simple two-port network, which includes the equivalent 
model of leakage inductor and auxiliary inductor as well as 
the transformer. The expression can be obtained as: 
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Fig. 1. Topology of DAB converter 
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where  Y  is the admittance matrix of the Network Y. 
Considering the network Y is an ideal inductive network, I1 
can be calculated from (1)-(2) as: 
2 2
1 2
1,3,5,.. 0
4
cos arctan sin arctan
n
A A
I A B j
n L B B
    
      
    

  (3) 
where 0 2 swf  , and 
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With the (1)-(4), the AC link voltage and inductor 
current in the different operation conditions with the 3-level 
modulated phase-shift method can be expressed by a 
universal mathematical model, which is the combination of 
odd-order harmonics components. Thus, compared with the 
DAB mathematical model with the traditional piecewise 
expression, this complexity of this universal model has been 
significantly simplified. 
C. Harmonic Series Forms of Active Power 
The active power for DAB can be expressed as: 
  cosP VI    (5) 
where the power factor  cos  is used to indicate the phase 
differences between the voltage and current. Since both 
voltage and current are in the form of harmonic series, the 
power factor can be divided into two situations: 1) For the 
current and voltage with the same order harmonic 
component, the power factor is followed by (5). 2) For the 
voltage and current with different order harmonic 
components, the active power is equal to 0 due to the 
orthogonality of trigonometric function. So we have 
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Taking this condition into the (1)-(6), we have 
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The active power can be normalized by the unified 
power  1 2* 8 *N sP V V f L , so the normalized power T can be 
gained as 
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Fig. 4(a) illustrates the relationship of the unified active 
power in different order components along with the central 
point angle δ. T is the overall unified active power, T1, T3, T5 
are the fundamental, third order and fifth order components 
of the unified active power. The active power in all order 
components is axis symmetry around 2  . It shows that 
the fundamental components of the active power are the 
majority part of the active power. It confirms the analysis 
result of the active power in the piecewise time domain 
model. It proves that the fundamental components of active 
power can be used to represent the active power with a 
negligible error. 
D. Harmonic Series Forms of Reactive Power 
Due to the phase difference between the AC voltage and 
current, the DAB converter also contains a reactive power. 
The reactive power of the DAB can be expressed as: 
  sinQ VI    (9) 
Compared with the active power, the reactive power is 
not only occurred between the same order voltage and 
current but also caused by the different order components. 
So the reactive power can be derived as: 
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The mismatch order reactive power can be expressed as: 
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Fig. 2. Typical waveforms of the 3-level modulated 
phase shift control. 
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Fig. 3. The inductor current flowing path during t0 and 
t1.  
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Fig. 4. (a)The active power distribution with respect to the 
central point angle δ.(b) The reactive power distribution 
with respect to the central point angle δ.(c) The reactive 
power distribution with respect to α, β, and k. 
Similarly, both reactive power components are 
normalized with PN as: 
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Fig. 4(b) plots the relationship between the normalized 
reactive power and angle δ. M represents the unified overall 
reactive power, while M1, M3, M5 are the fundamental, third 
order and fifth order component of the unified reactive 
power. M31, M51 are the mismatch order reactive power 
components which are caused by the fundamental current 
combined with third and fifth order voltage. Specifically, 
M13 is the mismatch order reactive power component 
generated by the fundamental voltage and third order 
current. It can be seen that the reactive power caused by the 
fundamental current such as M1, M31, M51 are increasing 
along with the rising of the angle δ. Since the fundamental 
reactive power shows the largest amplitude during all the 
components, the whole reactive power can be basically 
represented by the first order harmonic component [37]. 
The relationship of the unified reactive power varied 
with primary and secondary inner phase shift angle α and β 
are shown in Fig. 4(c) when outer phase shift angle δ=π/4. 
The voltage conversion ratio is defined as “k= V1/V2”. Fig.4 
illustrates the case of “k ≥ 1” and the case “k < 1” can be 
analyzed similarly. It’s clearly that higher inner phase shift 
angle β and k will lead to larger reactive power. For the 
variable α, higher k will cause higher initial reactive power. 
The reactive power is initially decreasing along with the 
increasing α below the zero, and then increasing to the zero 
when “α=π”. It shows that the reactive power could reach 
zero twice in the whole α changing region. 
III. REACTIVE POWER OPTIMAL CONTROL STRATEGY 
A. Optimal Control Strategy to Reduce Reactive Power 
From Fig. 4(a) and (b), the active power is symmetry 
around 2  , while the reactive power is monotonously 
increased with δ. In order to achieve the minimum reactive 
power, the central point angle needs to be strictly limited in 
the  0, 2  . Besides, the normalized first order 
components of the active and reactive power from (10) are 
expressed as: 
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 (13) 
 According to above analysis in section II, the amplitude 
of the fundamental component is taking charge of the active 
and reactive power. So fundamental components T1 and M1  
can be used to represent the total active and reactive power 
in the optimization algorithm. In order to obtain the 
minimum reactive power with required active power, the 
Lagrange multiplier method (LMM) is used, which can be 
described as: 
  1 1 1,0L M T T     (14) 
where L is the Lagrangian function,   is the Lagrangian 
multiplier , the 1,0T  is the required active power. From the 
(13)-(15), the LLM method needs to follow the condition 
below: 
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The result of the LLM is the boundary condition for 
minimum reactive power operation. So the result of the (15) 
can be rewritten as: 
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The (16) is the LLM boundary condition for achieving 
minimum reactive power, by taking (16) into (8), the active 
power for proposed control can be expressed as: 
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Due to limitation of the trigonometric function in the (16) 
and (17), it requires 
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So the valid range for proposed control is 
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In this paper, we assume k>1, so the OPS control is valid 
in all voltage conversion ratio condition. Then, in order to 
gain the relationship between independence variable and 
active power, the inner phase shift α and normalized active 
power T1 can be written as: 
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And the valid range of the 1T can be expressed as: 
 1 3 2
32 1
0, 1
4
T
k
 
  
 
  (21) 
From the (21), it can be seen that k determines the 
maximum value of the active power. In this paper, we 
assume k>1. For the smallest condition such as k=1, the 
maximum value 1,max 0.92T  , which can be generally 
regarded as covering all load ranges with tolerable error. 
Furthermore, higher k will lead to larger maximum active 
power. So OPS control can ensure the maximum power 
transmission ability like the SPS control.   
      According to the (20), the primary inner phase shift α is 
inversely proportional to the active power T1 for any k value. 
The maximum α value is “  =2arccos 1 2k ” when 1=0T , 
while the minimum value of α is equal to the zero. Because 
the other control dimensions are all related to the the primary 
inner phase shift α, α can be seen as the independent variable 
in OPS control. Then, the output of the PI controller, which 
is p*, can be used to directly control the primary inner phase 
shift α and replace the active power reference 1,0T  in the 
control loop. The expression for three variables can be 
expressed as: 
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B. Comparison analysis of the OPS  
Fig. 5(a) shows the comparison analysis among the 
different phase shift control methods under the unified 
reactive power M with respect to the unified power T. The 
EPS1 is for the = 3 =0  ，  EPS2 is for = 2 =0  ， , 
the DPS is for = 3 = 3   ， , and the SPS is 
for =0 , =0 . It clearly indicates that the higher active 
power will lead to higher reactive power for all control 
methods, while the EPS1, EPS2, DPS, and OPS have 
dramatically lower reactive power than that of the SPS 
control. The comparison among all control methods shows 
that the inner phase shift angle α and β will lead to smaller 
maximum transmission power than those of the SPS and 
OPS control.  
 
(a) 
 
(b) 
Fig. 5. (a)The reactive power of DAB varied with unified 
active power T when k=2. (b) The reactive power of DAB 
varied with voltage conversion ratio k. 
Comparison among the EPS1, EPS2, and DPS show the 
larger primary inner phase shift angle α can generate lower 
reactive power under the same transmission active power, 
and secondary inner phase shift angle β in the DPS control 
show negative influence on the reducing reactive power and 
maximum transmission power. For all control methods in 
this figure, the OPS control method has the lowest reactive 
power and can nearly cover all load region. Fig. 5. (b) plots 
the reactive power varied with different voltage conversion 
ratio k. It indicates reactive power for all control mode will 
be larger at the higher k. The difference is that SPS, EPS, and 
DPS are linearly increase, while the rise of reactive power is 
much slower under OPS control. It means the OPS has better 
performance in the higher k condition. 
C. Establishment of conduction power loss model 
1) Switches conduction loss: The conduction loss of 
switches can be divided into two categories: the power 
dissipated on the IGBT Psw and the power dissipated on 
anti-parallel diodes PD. In fact, due to the difference of the 
Psw and PD is not obvious [28], in order to simplify the 
calculation of the conduction power losses, the saturation 
voltage of the  IGBT VCE(sat) is assumed equal to the diode 
forward voltage Vf. The total conduction power loss of 
switches can be expressed as  
 _ ,2 ( )CON SW SW D CE L RmsP P P V Sat I      (23) 
where PCON_SW, Psw and PD represent the total switch 
conduction loss, IGBT conduction loss and anti-parallel 
diode loss. VCE(sat) is the IGBT on-state saturation voltage, 
and IL, Rms is the root-mean-square (RMS) value of the 
inductor current. The above equation could approximately 
estimate the total dissipated power on power switches. 
2) Transform conduction loss:  The transformer power 
loss consists of copper loss and iron loss or core losses [39]. 
The copper loss is defined by the power dissipated on 
winding resistance RCu. Based on above analysis about the 
operation principle of the DAB converter, the inductor 
current always flows through the transformer. So the copper 
losses of the transformer can be calculated by 
 2,Cu Cu L RmsP R I    (24) 
where PCu is the transformer copper loss, RCu is the winding 
resistance, and IL,RMS is the RMS value of the inductor 
current.   
The iron loss or core loss on the transformer is very 
complicated because it is associated with the material of the 
magnetic core, the operation frequency, the core magnetic 
flux, the total core volume, the excitation voltage waveform, 
and the operation temperature. Here, the transformer is 
considered with fundamental sinusoidal voltage excitation, 
so the Steinmetz equation [40] can be used to estimate the 
core loss as:  
 2Core m sP C f B


   (25) 
where fs is the switching frequency (also the excitation 
frequency), Bˆ  is the peak magnetic flux density, and Cm, α, 
β are the empirical parameters. According to the previous 
study [6], the peak magnetic flux density can be expressed 
by  
  2 4 s CoreB V Nf A

    (26) 
where N is the turns ratio of the transformer, V2 is the 
secondary side terminal voltage, fs is the switching 
frequency and ACore is the cross sectional area of the core. 
According to (25) and (26), it is clear that the core loss 
PCore is only related to the secondary side terminal voltage 
V2, not the inductor current, which indicates that the core 
losses is maintained constant when the voltage V2 keeps 
fixed for specific applications. 
3)  Overall conduction loss model of the DAB 
converter: Based on the above analysis from (23) to (26), 
the overall conduction loss of the DAB converter can be 
written as 
2
_ , ,2 ( )Cond Con SW Cu Core CE L Rms Cu L Rms CoreP P P P V Sat I R I P         
  (27) 
Based on the equations (25) and (26), PCore is constant 
within fixed terminal voltage, so the overall conduction loss 
is decided by the RMS value of the inductor current. 
According to the above analysis on section II, the RMS of 
the inductor current can be calculated by  
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where the RMS value of the primary side bridge voltage is 
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   (29) 
Expression (28) indicates that the reduction of the 
reactive power with specifying active power will lead to less 
RMS value of the inductor current, which ensure the 
conduction loss reduction. Fig.6 illustrates the RMS 
inductor current with different control algorithms. It 
indicates the OPS has the lowest RMS current, which 
indicates minimum conduction loss on both the switches 
and transformer.    
 
Fig. 6 The RMS inductor current varied with the unified 
active power by using different control algorithms. 
D. Control scheme of the proposed method 
The diagram for the control scheme is presented in Fig. 
7. The input and output voltage are measured by the voltage 
sensor LV25-P and then sent into the dSPACE 1104. Then, 
the PI output p  and voltage conversion ratio k are 
calculated by the optimal control method, and then output the 
optimal phase shift angle α, β, and δ. After that, those phase 
shift is transferring to the three switches PWM wave phase 
shift angle D1, D2 and D3, which can be used to generate the 
gate signal for switches in DAB converter by the 
TMS320F28335 DSP board. This control scheme is based on 
the output of the PI controller, so it only needs two voltage 
sensors to measure input and output voltage. Compared with 
the tradition control scheme, which is required to measure 
input voltage, output voltage, and output current, the 
proposed control scheme only needs two voltage sensors to 
measure input and output voltage. 
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Fig. 7. The control scheme of the proposed method 
IV. HARMONIC SERIES ANALYSIS OF SOFT SWITCHING REGION 
When the current flows through antiparallel diode of 
MOSFET or IGBT, which ensures that the switch can turn 
on at zero voltage. We call this the zero-voltage switching 
(ZVS). The basic principle to achieve the ZVS soft 
switching is that the current direction needs be against the 
voltage direction during the switching instant, while the 
reverse direction current needs to be larger enough to 
discharge the switches output capacitor Coss.  
 Because two switches in the same bridge arm are 
switched complementarily, their soft switching conditions 
are same. All switches in the DAB converter can be divided 
into four pairs: S1, 2, S3, 4, Q1, 2, Q3, 4. The ZVS boundary 
conditions are varied with the different operation states 
(specifically the primary and secondary AC voltage VB1 and 
VB2), which are a function of voltage amplitude, outer phase 
shift, and inner phase shift. In this paper, we assume the 
inner phase shift occurs in both arms, so all switch pairs need 
to be considered. The ZVS condition for each switch pair is 
judged by the current direction against the terminal voltage 
direction at the turning-on instant. Furthermore, the reverse 
direction inductor current at the switching instant must be 
greater than the minimum discharge current IL_min. So the 
boundary conditions for those switch pairs are expressed by: 
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where IL_min_p is the minimum discharge current for primary 
side switches and the IL_min_s is the minimum discharge 
current for the secondary bridge. According to the previous 
research [41], IL_min_p and IL_min_s can be calculated by  
 _ min_ 1 22L p oss SI VV C L   (31) 
 _ min_ 1 22L s oss SI VV C NL   (32) 
where V1 is the input terminal voltage, V2 is the output 
terminal voltage referred to the primary side, Coss is the 
output capacitor of switches, Ls is the inductance of the 
auxiliary inductor, N is the turns ratio of the transformer. 
 By taking the condition (30) back into the equation (3) 
and rearranging the expressions, the boundary conditions for 
soft switching can be rewritten as: 
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  (33) 
According to (33), the minimum or maximum voltage 
conversion ratio k for achieving the ZVS can be calculated 
by α, β, and δ. The soft switching can be achieved either in 
the primary bridge when the voltage conversion ratio k is 
greater than the boundary condition or in the secondary 
bridge when the voltage conversion ratio k is less than the 
boundary condition. 
Based on (31) and (32), IL_min_p and IL_min_s are 
determined by the operation parameters such as the input 
voltage V1 and output voltage V2 combined with the 
hardware parameters such as output capacitor Coss, auxiliary 
inductance Ls and transformer turns ratio N. Specifically, 
these parameters in this design are: V1=60V, V2=30V, Coss 
=350pF, Ls=75μH, and N=2. Thus, the minimum discharge 
currents are calculated as: IL_min_p=0.091A and 
IL_min_s=0.064A. Fig. 8 plots the influence of minimum 
discharge currents IL_min_p and IL_min_s on the ZVS boundaries 
of the SPS control. The comparison between Fig.8 (a) and 
(b) indicates that the influence of the discharge current in 
this paper is insignificant. However, with the increase of 
IL_min_p and IL_min_s, for instance, 5A and 10A, as illustrated 
in Fig. 8(c) and (d), respectively, these parameters have a 
significant influence on the ZVS boundary. It leads to a 
leftward movement for S3,4 boundary line and rightward 
movement for Q3,4 boundary line, which makes the ZVS 
range narrow.  
The ZVS region for each switch pair and the full ZVS 
area is given in Fig. 9. For the k>1 condition, the switch pair 
S1, 2 can always achieve ZVS in all load condition, while the 
voltage ratio limitation for secondary side switches is 
significantly increasing along with rising active power.  
Compared with SPS control in Fig. 9 (a), where all primary 
side or secondary side switches have same boundary 
conditions. The EPS control in Fig. 9. (b) has different k 
limitation for the S1, 2 and S3, 4 due to the inner phase shift 
angle . At the same time, the maximum k for achieving 
zero-voltage switching of Q1, 2, 3, 4 is increasing, which 
indicates the ZVS on Q1, 2, 3, 4 can be easily achieved by using 
the EPS control. So the EPS control has limited full ZVS 
region under light load and then extended ZVS region under 
the heavy load condition. Fig. 9(c) shows the similar result as 
fig. 9 (b), the inner phase shift   cause separate ZVS 
boundary for Q1, 2 and Q3, 4, but it has smaller ZVS region in 
the heavy load condition. The DPS control which has the 
smallest maximum active power and ZVS region is shown in 
Fig. 9 (d), while the S1, 2  and Q3, 4 have similar changes due 
to the same inner phase angle. 
The comparison analysis of Fig. 9 shows the ZVS region 
is affected by the inner phase shift angle and transmission 
power. The inner phase shift will narrow a ZVS limitation 
for one switch pair while extending another switch pair in the 
same bridge. The increasing transmission power always has 
a positive influence on the ZVS boundary. The SPS has the 
largest ZVS area when the k=1 and EPS can improve the 
ZVS region when the voltage conversion ratio k is higher.  
Based on the analysis above, it can be seen that the higher 
voltage conversion ratio k may lead to narrower ZVS region 
for all switches, so the k=1 has the best ZVS performance 
under SPS. 
Compared with the SPS, EPS and DPS control, the ZVS 
analysis for OPS control in this paper is different. Because 
the expression of the OPS control method in (22) is related to 
the voltage conversion ratio k. So it needs to be discussed 
under different variable k to investigate the ZVS situation. 
According to Fig. 10 and above analysis, the ZVS region is 
mainly determined by switch pairs S3, 4, while the S1 2  can be 
always achieved zero-voltage switching during all load 
condition when k>1. In the same time, the ZVS boundary for 
the secondary side Q1, 2 and Q3, 4 are same due to the none 
inner phase shift on the secondary side. So the S3, 4 and Q1, 2 
are used to investigate the ZVS region under OPS control. 
Fig. 10(a) is the ZVS region for the OPS control. It can be 
seen that the relationship for the ZVS boundary is obviously 
different from the traditional phase shift method in Fig. 9 due 
    
(a) (b) (c) (d) 
Fig. 8. ZVS boundaries with SPS control for different minimum discharge currents IL_min_p and IL_min_s.(a) IL_min_p= 0A and IL_min_s= 
0A. (b) IL_min_p= 0.091A and IL_min_s = 0.064A. (c) IL_min_p= 5A and IL_min_s=5A. (d) IL_min_p= 10A and IL_min_s=10A. 
    
(a) (b) (c) (d) 
Fig. 9. (a)ZVS region for α=0 , β=0 and k=2. (b)ZVS region for α = π/4, β =0 and k=2.(c) ZVS region for α = 0, β = π/4 and 
k=2.(d) ZVS region for α = π/4, β = π/4 and k=2. 
 
to the variable inner phase shift  . Compared with EPS 
control, the OPS control has a much higher boundary for the 
S3, 4. The ZVS boundary is firstly sharply climbing to the 
peak at T=0.2 due to a large  and increasing unified power 
p which cause the positive direction reactive power of DAB 
is reducing to zero at T=0.2. Then, the boundary condition is 
decreasing to zero due to the reducing  and higher T which 
causes the zero reactive power is increasing in the negative 
direction. This tendency is also to follow the reactive power 
analysis about the OPS control in Fig. 5(a). In the full 
transmission condition or  T=1 condition, the OPS is acting 
as SPS control which is also confirmed by the ZVS analysis. 
The ZVS boundary condition for secondary side Q1, 2 is 
significantly higher in the light load condition, while has the 
same condition in the maximum transmission power. By the 
help of the black line which stands for k in this ZVS analysis, 
it can be seen that the OPS control can achieve full ZVS 
control since T=0.6, which is lower than the fixed   EPS 
control, so the entire ZVS region is extended. The 
comparison analysis between Fig. 10 (a) and (b) indicate that 
higher k will lead to larger boundary value for S3, 4 and Q1, 2 
conducting zero-voltage switching. Although ZVS 
boundaries for S3, 4 and Q1, 2 are higher, the full ZVS is 
increasing in the higher voltage conversion ratio k, which is 
dramatically different from the traditional SPS, EPS and 
DPS control. It proves the OPS control can not only extend 
overall ZVS region but also can improve the ZVS region in 
the higher k condition. 
 
                     (a)                                             (b) 
Fig. 10. (a)ZVS region for OPS and k=2. (b) ZVS region for 
OPS and k=3. 
V. EXPERIMENTAL RESULTS 
A 200W prototype of the DAB converter was built to 
verify the effectiveness of the proposed algorithm. Main 
parameters are shown here: the auxiliary inductor 75L H , 
the switching frequency 20sf kHz , and input voltage 
1 60V V and the output voltage refer to the primary 
side
2 30V V , the turns ratio of the transformer 2N  , so the 
output terminal voltage
2 60NV V . 
Fig. 11 shows the comparison of typical waveforms by 
using the theoretical harmonics analysis and experimental 
test for different control methods such as SPS, EPS and 
DPS control. It can be seen that the theoretical waveforms 
match well with the experimental waveforms for all control 
methods, which indicates that the harmonicas mathematical 
analysis adopted in section II is effective.       
The experimental comparison results among SPS, EPS 
under “ 3  ”, and OPS for the heavy-load condition are 
shown in Fig. 12. It is clear that both OPS and EPS can 
significantly reduce the additional reactive power or 
backflow power existed in the SPS control. The main reason 
is that the reverse direction current in the OPS and EPS 
control is circulating inside the primary bridge due to the 
inclusion of an inner phase shift between two active bridge 
arms. Compared with EPS control with a fixed inner phase 
shift, the OPS control can adjust its inner phase shift   and 
reach the optimized operation point, so the OPS can achieve 
lower backflow power than EPS control, which was proved 
by Fig. 12(b) and (c). Because the backflow power is a part 
of the reactive power, the total reactive power can be clearly 
minimized by the OPS control, which is beneficial for the 
efficiency improvement. 
In the experiment waveforms of Fig. 12, ZVS soft 
switching conditions for S3, 4 and Q1, 2, 3, 4 with different 
methods can be also investigated. Since the switch pair S1, 2 
can always achieve ZVS in all load condition, the S3, 4 is 
marked by blue dotted line circle, and the Q1, 2, 3, 4 is marked 
by red line circle to show their soft-switching condition. It 
indicates that both EPS and OPS can achieve fully ZVS soft 
switching and the OPS has wider ZVS region under the 
heavy-load condition, which verifies the theoretical analysis 
in Fig. 9 and 10. 
Fig.13 illustrates the experimental results under the 
light-load condition. It shows that under the OPS can 
significantly eliminate the backflow power, which will 
result in low efficiency with the SPS control under the light-
load condition. Furthermore, although the SPS and EPS can 
achieve ZVS for all four primary-side bridge switches S1, 2, 3, 
4, the OPS can ensure S1, 2 and Q1, 2, 3, 4 turning on with zero-
voltage switching, which maintains six switches operated 
with soft-switching. The experimental results under 
different conditions prove that OPS can realize the lower 
reactive power and wider soft switching region under 
various load conditions, in particular for the light-load 
condition. As it indicated in Fig. 13, the traditional outer 
phase shift θ, defined in Fig. 2, is almost equal to zero by 
using the OPS control. However, the central point outer 
phase shift is expressed by “   2      ” . So it is 
larger than zero by considering the inner phase shift angle α. 
Thus, the transmission power is greater than zero by using 
the OPS control, which indicates that the traditional outer 
phase shift θ is not suitable for the 3-level modulated phase 
shift control. 
 
 
 
 
  
(a)                                                                (b)                                                              (c) 
Fig. 11. Comparison of typical waveforms by using the theoretical harmonics analysis and experimental test for different control 
methods: (a)SPS. (b)EPS. (c)DPS.             
 
(a)                                                       (b)                                                                          (c) 
Fig. 12. (a) Experiment waveform for SPS control with V1=60 V, NV2=60 V and P=90 W.(b) Experiment waveform for EPS 
control with V1=60 V, NV2=60 V and P=90 W. (c) Experiment waveform for OPS control with V1=60 V, NV2 =60 V and P=90 W. 
 
(a)                                                       (b)                                                                          (c) 
Fig. 13. (a) Experiment waveform for SPS control with V1=60 V, NV2=60 V and P=48 W.(b) Experiment waveform for EPS 
control with V1=60 V, NV2=60 V and P=48 W. (c) Experiment waveform for OPS control with V1=60 V, NV2=60 V and P=48 W. 
 
(a)                                                       (b)                                                                          (c) 
Fig. 14. (a) Experiment waveform for SPS control with V1=75 V, NV2=60 V and P=48 W.(b) Experiment waveform for EPS 
control with V1=75 V, NV2=60 V and P=48 W. (c) Experiment waveform for OPS control with V1=75 V, NV2=60 V and P=48 W. 
Fig. 14. illustrates the experimental results for different 
voltage conversion ratio k, specifically, the ratio is 
calculated as 2.5. Compared with the situation of “k=2” 
illustrated in Fig. 13, the backflow power is larger and the 
ZVS soft-switching region becomes narrower by using the 
SPS and EPS control, which is consistent with the 
theoretical analysis conclusion, specifically the higher 
voltage conversion ratio k will result in larger reactive 
power and narrower ZVS range. However, for different 
voltage conversion ratios, the OPS can still eliminate the 
backflow power and achieve fully soft switching. As shown 
in Fig. 14 (c), the S3, 4 devices are on the ZVS boundary 
condition. Furthermore, the current of two devices are equal 
to zero at this moment. Thus, these two devices also achieve 
zero-current-switching soft switching under this condition. 
Fig. 15(a) shows the reactive power by using different 
control methods varied with the transmission power. The 
comparison result indicates that OPS has the lowest reactive 
power among all control methods. Meanwhile, the curves of 
EPS and DPS control prove that they can effectively reduce 
the reactive power. With the same transmission power, EPS 
has slightly lower reactive power than that of DPS.  
 
(a) 
 
(b) 
Fig. 15. (a) Comparison of reactive power Q by using 
different control methods varied with transmission power P 
when V1=60V, NV2=60V. (b) Reactive power Q by using 
different control methods varied with different input voltage 
V1 when NV2=60V, P= 72W. 
The comparison result also shows that OPS is the most 
effective method for the light load condition. When the 
transmission power P=0W, the reactive power by using 
OPS can reduce reactive power from 156.2 Var of SPS and 
99.4 Var of EPS to 19.4 Var. However, when the 
transmission power increases such as P=120W, EPS and 
OPS show the similar reactive power. This phenomenon 
verifies the analytic result in Fig. 5(a).  In Fig. 15(b), the 
comparison results of the reactive power among SPS, EPS, 
DPS, and OPS varied with input voltage V1 show that the 
reactive power by using any method is increasing along with 
the input voltage V1. Among all control methods, OPS can 
achieve the lowest reactive power, especially under the 
condition of larger input voltage V1 or larger voltage 
conversion ratio k.   
The theoretical and experimental harmonics components 
of the active and reactive power with SPS control is shown 
in Fig. 16. It is clear that major harmonic components of 
both active and reactive power are concentrated on the odd-
order components, furthermore, the fundamental component 
shows the highest amplitude among all harmonic 
components. 
 
(a) 
 
(b) 
Fig. 16. (a) Harmonic components of the active power P 
with SPS when V1=60V, NV2=60V, P=120W. (b) Harmonic 
components of the reactive power Q with SPS when 
V1=60V, NV2=60V, P=120W. 
The comparison results of the efficiency by using the 
SPS, EPS, DPS and OPS with respect to the transmission 
power are shown in Fig. 17(a). It can be seen that the 
measured efficiencies with all these control methods are 
increasing along with the transmission power, while OPS 
control has the highest efficiency for all conditions. 
Compared with SPS control, both EPS and DPS are 
effective for the efficiency improvement of the DAB 
converter. The efficiency with DPS control is slightly lower 
than that of EPS for majority conditions, which is in 
accordance with the previous analysis. It also shows the 
OPS is the most effective method for the light-load 
condition, specifically the efficiency is improved from 
81.1% of SPS to 86.8% under the light-load condition. With 
the increasing of the transmission power, the efficiency by 
using OPS is high up to 95.5% under “P=120W”. 
In order to investigate the influence of the voltage 
conversion ratio k, the efficiencies of the DAB converter by 
using the SPS, EPS DPS and OPS control under different 
input voltage V1 are also recorded. The output voltage is 
regulated at a constant value of 60V and the transmission 
power is fixed as 72W for all conditions. The efficiency 
comparison by using the SPS, EPS, DPS and OPS varied 
with the input voltage V1 is illustrated in Fig. 17(b). It shows 
that the increase of the input voltage leads to the rapid 
decrease of the efficiency by using the SPS control, while 
the decreasing speed of the efficiency by using the EPS and 
OPS is much slower. Compared with the efficiency 
differences among EPS, DPS and OPS control for different 
input voltage, the efficiency difference is largest for the 
largest input voltage condition “V1=80V”, which indicates 
the OPS can gain higher efficiency improvement with 
higher voltage conversion ratio k. Based on those figures 
and experimental waveforms, the conclusion can be drawn 
that OPS control can effectively reduce the reactive power 
and improve the efficiency especially for the light-load and 
high-voltage-conversion condition. 
  
(a) 
  
(b) 
Fig. 17. (a) Efficiency comparison of different control 
methods varied with transmission power P when V1=60V, 
NV2=60V. (b) Efficiency comparison of different control 
methods varied with input voltage V1 when NV2=60V, P= 
72W. 
VI. CONCLUSION 
A novel reactive power reduction method under 3-level 
modulated phase shift control is proposed in this paper. 
According to the universal fundamental reactive power 
expression from harmonics analysis and the Lagrange 
multiplier method (LMM), the reactive power distributions 
by using different control methods can be analyzed for all 
load range, while their soft switching ranges can also be 
specified. Then, the reactive power distributions among SPS, 
EPS, and DPS have been compared, which shows that the 
OPS can guarantee the minimum reactive power as well as 
the larger ZVS range for various load and voltage 
conversion ratio conditions. The reduction of the reactive 
power and extension of soft switching range can 
dramatically decrease both conduction and switching losses 
of the DAB and improve its overall efficiency. Besides, the 
reactive-power oriented closed-loop control is proposed. 
The research shows that the optimal algorithm by using the 
harmonics analysis can significantly simplify the digital 
implemented on the microcontroller because it avoids 
multiple modes selection for various voltage conversion 
ratios or transmission power in the traditional piecewise 
time domain algorithm. Experimental results on the DAB 
porotype have been illustrated and verified the effectiveness 
of this proposed method. 
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