Abstract. In this paper we study the problem of deciding whether two disjoint semialgebraic sets of an algebraic variety over R are separable by a polynomial. For that we isolate a dense subfamily of Spaces of Orderings, named Geometric, which su ce to test separation and that reduce the problem to the study of the behaviour of the semialgebraic sets in their boundary. Then we derive several characterizations for the generic separation, among which there is a Geometric Criterion that can be tested algorithmically. Finally we show how to check recursively whether we can pass from the generic separation to the separation of the two sets, yielding a decision procedure to solve the problem.
Introduction
Let M R n be an algebraic variety, and A; B M two disjoint semialgebraic sets. When does it exist a regular function f on M which separates A and B, i.e. such that f(A) > 0 and f(B) < 0?
We will show that this question is decidable, in the sense that there exists a decision procedure (theoretical algorithm) which takes M; A and B as input and produces YES or NO as output, according to whether A and B can be separated.
It is very easy to nd examples of semialgebraic sets which cannot be separated by polynomials. The following two are among the more simple ones: Although they seem di erent they are in fact quite similar. Indeed, consider, for the second, the one point compacti cation of R 2 . The shapes of A and B in a neighbourhood of the point at in nite look like the left hand side of the picture below. Now, if we blow-up this point we get the con guration of the right hand side, which obeys the same pattern that the rst example above: there is an irreducible component of the boundary (the x{axis in the rst example, the y{axis in the second) which has the property that any possible function separating A and B
This work is partially supported by the EC contract CHRX-CT94-0506. First and third authors are members of GNSAGA of CNR, and partially supported by MURST. Partially supported by DGICYT PB95-0354 and the Fundaci on del Amo, UCM. 1 must vanish on it with multiplicity odd on one hand and even on the other, so that the separation is actually impossible.
These easy examples contain, however, the main idea that inspired this paper, namely, that the relevant information for separation is at the boundary of A and B (including the points at in nity), although, as in the example above, this information may be hidden and appears only after a blowing-up, in a model where A and B are \fully" displayed.
In particular, we wonder whether there exists an \universal" obstruction to separation as the one shown in the examples, that is, the existence of a component of the boundary of A and B which is simultaneously odd and even. We show in Theorem 4.9 that this is indeed the case, provided that we look for it in the appropiate model of the variety. But allowing di erent models means that we are studying the problem \generically", i.e. up to codimension 1. Thus we divide our analysis of the separation procedure into two steps:
I: Study of the Generic Separation, that is, separation up to codimension one. II: Analysis of Generic Separation versus Separation. Generic separation is, obviously, a birational problem, that is, it depends only on the eld K of rational functions on M. In fact we have that A and B are separable if and only if their associated constructible sets f A and f B in the Space of Orderings K of K can be separated. Now, Br ocker's theorem cf. Br3], AnBrRz, Theorem IV.7.12], states that f A and f B cannot be separated if and only if there exists a nite subspace X of K , in which f A and f B cannot be separated. Moreover it gives an upper bound for the chain length of such a subspace, so that we actually have an upper bound for the number of elements of X and therefore for the number of functions on it. This way the problem is reduced, at least theoretically, to an in nite number of combinatorial ones, but still far away from being decidable.
We proceed as follows: our rst step is to isolate a \nice" class of spaces of orderings which su ces to test the separation of A and B. These are the Geometric Spaces of Orderings (GSO for short), which are introduced in Section 2. Roughly speaking they are spaces of orderings attached to discrete valuations and therefore they behave specially well with respect to the geometry of the variety, so that they allow to translate easily the \abstract" results into geometric statements. GSO are the natural generalization of the notion of algebroid fans considered in AnRz2]. In Section 3 we prove the key result of the paper: the family of GSO is dense in the one of all spaces of orderings (Theorem 3.1) . In particular this implies that GSO are enough to check the separation of f A and f B (Theorem 3.4) . In Section 4 we use GSO to show that A and B are generically separated if and only if for any model of M, they are separated in an in nitesimal neighbourhood of their walls (the codimension 1 components of their boundaries), making precise the idea that obstacles to separation appear in the boundary, and showing the universal obstruction result mentioned above. In Section 5 we show rst that generic separation can be tested in a xed model of M, provided that it is non{singular and the walls of A and B are at normal crossings.
Then, under this assumptions we develop a geometric criterion (Theorem 5.5) which reduces the question of the generic separation of A and B in a neighbourhood of a wall W to the separation of their shadows and counter{shadows in W. This way we lower the dimension by one and by induction we get a decision procedure for the generic separation (Theorem 6.1). This geometric criterion was proved for dimension 3 in AcBgFo] by a di erent method. Finally in Section 7 we detect the obstructions for two generically separable semialgebraic sets A and B to be separable, and show that they can be recursively tested, yielding the announced result on the decidibility of the separation of semialgebraic sets of an a ne variety over the real numbers (Theorem 7.6). We want to thank A. Prestel who explained us the notion of recursive enumerability and the Model Theory aspects of the decision procedure during his visit to the University of Pisa. Also, this paper was completed while the second author enjoyed a stay at Stanford University partially supported by the \Fundaci on del Amo" of the Universidad Complutense of Madrid. He sincerely wants to thank both institutions for their help and warm atmosphere.
1. Notations and Preliminaries The abstract theory of spaces of orderings was developed by Marshall in the series of papers . For a self-contained new presentation see AnBrRz]. Here we just x notations and de nitions.
Let K be a eld, and consider its space of orderings K = Spec r (K). Any element 2 K , can be seen either as the cone in K of all functions f positive in , or as a signature : K = K 2 ! f 1; 1g which maps the class of the element f 2 K to 1 or 1 according to whether f is positive or negative in . Thus, K is a subset of the character group of G K = K = K 2 , and the pair ( K ; G K ), is an abstract Space of Orderings in the sense of Marshall. To keep a geometrical meaning in the notation we will write f( ) > 0 instead of (f) = 1 and f( ) < 0 instead of (f) = 1.
A constructible subset of K is a set of the form Any singleton E = f g, being an ordering, is a subspace which is called atomic. A set of 4 orderings f 1 ; 2 ; 3 ; 4 g with 4 = 1 2 3 is also a subspace which is called a 4{element fan. More generally a nite fan F is a nite subset such that F 3 F.
Two operations are de ned between abstract spaces of orderings to build new ones: the sum X 1 + X 2 and the extension X H] by a 2-group H. Without entering in their de nitions, let us say that in the context of the space K of orderings of a eld, the sum corresponds to the union of disjoint \independent" families X 1 , X 2 of orderings of K, where independent means that (X 1 ) ? (X 2 ) ? = K , while the extension corresponds to the consideration of a family of orderings compatible with a real valuation and specializing to a given subspace of the residue eld.
The structural theorem of nite spaces of orderings, Mr1], AnBrRz, Theorem IV.5.1], asserts that any nite subspace can be built in a unique way (up to isomorphism) by a nite sequence of sums and extensions, starting from a nite number of atomic spaces. Thus, any nite space of orderings, is represented, up to isomorphism, by a structure tree where the bottom points represent atomic spaces. Structure trees of nite spaces of orderings allow to work by induction along the tree, either to de ne properties or to prove them. For instance, that is the way we de ne the notion of Geometric Spaces of Orderings in the next section. Also the notions of stability index and chain length can be given in terms of the tree.
A valuation ring V of K is said compatible with an ordering 2 K if makes convex the maximal ideal m V of V . Then specializes to an ordering in the residue eld k V of V , and we will write ! . Conversely, given an ordering of k V , Baer-Krull theorem ( BCR, Theorem 10.1.10] ) asserts that there is a bijection between the set F of orderings of K compatible with V and specializing to , and the set of group homomorphisms : =2 ! f+1; 1g. More precisely, if 0 is an element of F , then F = f = ( ; 0 ) j 2 Hom( =2 ; f+1; 1g)g where the sign of such a on an element f 2 K is de ned as ( ; 0 )(f) = (v(f)) 0 (f), v being the valuation associated to V , 0 F = f( ; 1) j 2 Hom( =2 ; f+1; 1g)g can be identi ed with the group of characters Hom( =2 ; f+1; 1g).
In particular, any ordering of the residue eld can be \lifted" into 2 d di erent ways to K, where d = dim F2 ( =2 ). A situation in which we will apply Baer-Krull theorem later, is the following: H] where X 0 is not an extension, let V be the smallest valuation ring of K compatible with X, and let X V be the push-down of X and V X V the pull-back of X V . We have X 0 = X V , and X V X V = X V =2 ], the inclusion being, in general, proper. In fact H is isomorphic to the group =v(X ? ), which in turn can be identi ed with a subgroup of =2 , cf. AnBrRz, Proposition IV.2.13]. Given an extension X = X 0 H], we will use the same notation introduced for the valuation rings, so that if = ( b h; 0 ) 2 X, with 0 2 X 0 , b h 2 b H, we will say that specializes to 0 , and we will refer to the ber b H f 0 g as the set of generizations of 0 .
Geometric Spaces of Orderings
From now on we assume that K is a nitely generated extension of R. In particular K is the eld of rational functions of some irreducible real algebraic variety M and any such M is called a model of K. It is well known that the topological dimension of any model M coincides with the transcendence degree of K over R. Another useful fact is that we can always nd compact models of K. This is immediate by taking the projective closure of any given model or considering its one-point compacti cation, which is always possible in the real case, BCR], section 5.3.
De nition 2.1. Let K be a nitely generated extension of R of transcendence degree n. Let (X; G) be a nite subspace of orderings of K = Spec r (K). We de ne the notion of (X; G) to be geometric by induction along its tree:
1) The atomic space E = f g is geometric if its convex hull W is a discrete valuation of rank n. 2) If X = X 1 + X 2 then X is geometric if and only if X 1 and X 2 are geometric.
3) If X = X 1 H] is an extension with #(H) = 2 then X is geometric if there is a discrete valuation ring V of K of rank and with residue eld k V a nitely generated extension of R of trnscendence degree n , such that X 1 is a geometric subspace of Spec r (k V ) and X is the pull-back of X 1 by V . Remark 2.2 Let us denote by B X the family of all valuation rings of K compatible with some element of X. It follows from the de nition that if X is geometric then all the valuations of B X are discrete of maximum rank and with nitely generated residue eld. In fact this can be taken as an alternative de nition of GSO Example 2.3 Let M = R 2 and set c(t) = (t; (t)), with (t) 2 Rftg a non algebraic power series (that is, (t) is not algebraic over the eld of rational functions R(t)).
Then, the order de ned on M by (f) > 0 if f(t; (t)) = t m u(t) with u(0) > 0; (f) < 0 if f(t; (t)) = t m u(t) with u(0) < 0:
is not geometric since W Fix an integer k 0. Any subspace X of K with k elements can be seen as a k-tuple in the product k = (k times). This identi cation is not bijective, unless we identify the tuples in k up to permutations, but we will not care about this technicality, because it is irrelevant for our purposes. Anyway, the set k carries the product topology of the Harrison topology of each factor space and we can discuss approximation properties in it. We recall that two nite subspaces of orderings are isomorphic if and only if they have the same construction tree, cf. x1.
In this section we will show the following: Theorem 3.1. Let K be a nitely generated extension of R of transcendence degree n. Let be an open neighbourhood of X in k , with U i = ff i1 > 0; : : : ; f iri > 0g, f ij 2 P(M). After shrinking the U i 's we may assume that they are pairwise disjoint, and in particular the f ij 's separate the orderings of X. We work by induction on the tree of X.
If X = f g (the atomic space) then U = ff 1 > 0; : : : ; f r > 0g. By Artin{Lang Theorem the semialgebraic set S = ff 1 > 0 : : : ; f r > 0g \ Reg(M) is not empty. Take any point x 2 S. Thus P(M) x is a regular local ring of dimension n and by the Construction 1.2 there is a discrete valuation ring V of K of rank n, dominating the local ring P(M) x . Finally take any ordering compatible with V . Obviously is geometric, 2 U and X f g. ( (p) ), a subspace isomorphic to X 1 , which we still denote by X 1 .
Next, notice that the signs of the elements f ij in any ordering ! i are completely determined by the signs of the parameters x l in and the signs of the units (or more properly of their residue classes) in i . Fix one of the i , say i = 0. Thus, if we associate to each ordering 2 X the d-tuple ( (x 1 ); : : : ; (x d )), these d-tuples must di erenciate the orderings over 0 . In particular we get that 2 d 2 a , i.e. a d. We will see that after some operations which in the end will be quadratic transforms of A (and hence of M) we will nd a system of parameters x 1 ; : : : ; x a ; x a+1 ; : : : ; x d such that X will coincide with the product b G X 1 , where b G is the subspace of the mappings " of fx 1 ; : : : ; x d g into f 1; +1g such that "(x`) = +1
for all`> a.
To make this precise let us come back to our matricial distribution of the elements of X. Take Now, the proof of the claim consists of translating to our situation the classical Gauss elimination algorithm to make low-triangular the matrix of signs of the images of the 's by these mappings, using the pivot method of beginners Linear Algebra course. Remember that in our case the zero element of Z 2 is 1 while the non-zero element is 1 and that taking the di erence between columns k and`of the matrix corresponds, with our multiplicative notation for Z 2 to take the quotient of the column k over column`. This, in turn, yields to replace the parameter x k by x k =x`, which corresponds to perform a blowing-up in A. (1) 1 ; x (1) 2 ; : : : ; x (1) d is a regular system of parameters of A (1) . Furthermore the expression f ij = u ij x ij1 1 x ijd d can also be written (1) d ) ijd : which means that the f ij are still normal crossings in A (1) , so that all conditions veri ed by A are similarly veri ed by A (1) . Moreover, we have 0 1 (x (1) 1 ) = 1 and 0 1 (x (1) k ) = 1 for all k 2, so that we have constructed the rst step in the induction proccess.
Assume that we have already found a local regular ring A (`) dominating A with the same residue eld that the latter and with a system of parameters x (`) 1 ; : : : ; x ( 
k for k r. An immediate computation shows that for 1 j `+ 1 it holds 0 j (x (`+1) k ) = 1 for all k j + 1 and 0 j (x (`+1) j ) = 1, so that we have done the step`+ 1. By induction, this shows the claim. Now, let us go back to the matrix representation of X and notice that the signs of the parameters y a+1 ; : : : ; y d produce a partition of X which is compatible with the columns. In fact, suppose that i 0 (y k ) = " for some k = a+1; : : : ; d, where " = 1; 1. Then for any other j = 1; : : : ; 2 a 1 we have i 
Let us lift our space X 1 from k B = (p) to k C . Take i 2 X 1 , and assume that i 2 S " , i.e., i (y k ) = " k for any k = a + 
Generic Separation and Walls
Now let M be an irreducible algebraic variety over R (which we assume compact), let R(M) Remember that we have a tilde map which assigns to any semialgebraic set S M the constructible subset f S M de ned by the same equations as S. 5. The geometric criterion Despite the beauty of the universal obstruction proved above, in order to decide the generic separation of two semialgebraic sets we want to x a model of M and develop a test in it, rather that consider all walls in all possible models of K. It turns out that the key property for A and B which we need to do it (besides the non-singularity of M) is that their walls be normal crossings. Since we will work algebraically, by this we mean that if f 1 ; : : : ; f s is a family of polynomials describing Secondly, suppose now that and cannot be separated by any a i (for instance if = ). Then, since and are separated by some f j , there is another x i , say x 2 such that x 2 ( ) < 0. Thus, we have the following distribution of signs for x 1 and x 2 :
i i x 1 1 1 1 1 x 2 1 " 1 " where " = 1 or 1. In any case we discover the shape of a four element fan, and we The idea is that if the shadows can be generically separated, then f A and f B can be separated in W Z 2 ] and therefore A and B can be generically separated in a (in nitesimal) neighbourhood of W. However the converse is not true: take A = fz > 0; y + 1 > 0g and B = fz < 0; 1 y > 0g. Their shadows in z = 0 cannot be separated, but still the function z separates A from B. Here is where the counter-shadows give a hand: they take care of this phenomena, and as Theorem below shows, shadows and counter{shadows together characterize the separability in W Z 2 ].
The shadow of a semialgebraic set A corresponds in the context of a geometric spaces of orderings X = X 0 Z 2 ] to the set of specializations of f A in X 0 . Similarly, given two constructible subsets f A ; f B X, the counter{shadows are the specializations in X 0 of the sets:
We have the following general result: Remark 5.6 a) The condition of the walls of A and B be at normal crossings is important. Notice that in the example in the introduction the shadows and counter{shadows of A and B are separated when they intersect only at the origin, while they are not after blowing-up.
b) The geometric criterion translates the problem of generic separation of A and B into a nite number of similar problems in one less dimension. This provides a recursive method to check generic separation, which in the end makes it a decidable problem by using Tarski's Principle as we will see in the next section. However, if h 0 is the image of h in R 0 we have h 0 6 = 0 and that it is, say 0 on A 0 and 0 on B 0 , so that we get h 0 2 m x; y], a contradiction.
Since besides Tarski's Principle the proof of the criterion depends on the density theorem of geometric spaces of orderings, we see that this approximation result holds only over R. In fact, in the example above, there is a 4-element fan F of R 2 in which the separation of e A and e B fails, which cannot be approximated by any geometrical one. 7. Generic separation versus separation Having settled the question of whether two semialgebraic sets are generically separable we want to study now when they can be separated. So, in this section A and B are arbitrary semialgebraic subsets of and algebraic variety M. We recall that the boundary @A of A is de ned as @A = A n Int(A). In particular, all points where dim A < dim M belong to @A.
Obviously, separation implies generic separation, but the converse is not true as it is easily seen by taking for instance a cubic with an isolated point:
or the sets in R 2 A = f(x; y) j 0 < x < 1; 0 < y < 1g f(x; y) j 0 < x < 1 2 ; y = 0g B = f(x; y) j 0 < x < 1; 1 < y < 0g f(x; y) j 1 2 < x < 1; y = 0g In both cases the idea is the same: any function separating generically A and B must vanish at certain points which are in A B and therefore they cannot be separated in the sense of the de nition 4.1. Thus we want to identify the set of common zeros of the family of functions which separate generically A and B.
To The following example shows that the result of Theorem 7.3 cannot be improved.
Example 7.5 Let Q be an irreducible compact curve in R 2 with two connected components Q 1 and Q 2 which are separated by the line x 1 = 0. Then consider the cone M R 5 constructed over Q placed at the plane x 3 = x 4 = x 5 = 1 and taking the 2-plane with coordinates x 4 ; x 5 as vertex. Thus, M is the union of two closed semialgebraic sets M = M 1 M 2 , where M i is the cone over Q i , and the polynomial x 1 x 5 separates them outside the vertex M 0 of M, so that they are generically separated. On the vertex we consider the semialgebraic sets A 0 = f 1 < x 4 < 0; 1 < x 5 < 1g f0 < x 5 < 1; 1 < x 4 < 1g B 0 = f0 < x 4 < 1; 1 < x 5 < 0g 
