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Abstract
Let v : [0, T ]×Rd → R be the solution of the parabolic backward
equation ∂tv+(1/2)
∑
i,l[σσ
⊥]il∂xi∂xlv+
∑
i bi∂xiv+kv = 0 with termi-
nal condition g, where the coefficients are time- and state-dependent,
and satisfy certain regularity assumptions. Let X = (Xt)t∈[0,T ] be the
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associated Rd-valued diffusion process on some appropriate (Ω,F ,Q).
For p ∈ [2,∞) and a measure dP = λTdQ, where λT satisfies the
Muckenhoupt condition Aα for α ∈ (1, p), we relate the behavior of
‖g(XT )−EFt
P
g(XT )‖Lp(P), ‖∇v(t,Xt)‖Lp(P) and ‖D2v(t,Xt)‖Lp(P) to
each other, where D2v := (∂xi∂xlv)i,l is the Hessian matrix.
1 Introduction
For a fixed time-horizon T > 0 let (Ω,F , (Ft)t∈[0,T ],Q) be a filtered proba-
bility space where (Ω,F ,Q) is complete, F = FT , the filtration (Ft)t∈[0,T ]
is right-continuous, F0 is generated by the null sets of F and where all lo-
cal martingales are continuous (see Section 2). Assume for some d ≥ 1
that the process B = (Bt)t∈[0,T ] is a d-dimensional (Ft)t∈[0,T ]-standard Brow-
nian motion starting in zero. We consider an Rd-valued diffusion process
X = (Xt)t∈[0,T ], solution to the stochastic differential equation
Xt = x0 +
∫ t
0
σ(s,Xs)dBs +
∫ t
0
b(s,Xs)ds
for some smooth bounded coefficients b and σ, and we focus on the rate of
convergence of
RXp (t) := ‖g(XT )−E(g(XT )|Ft)‖p
for p ∈ [2,∞) as t→ T , where g satisfies a suitable growth condition ensuring
g(XT ) ∈ Lp. The behavior of RXp (t) as t→ T is a measure of the fractional
smoothness of g, see [4] for an overview. Actually it is now well-known
[3, 6, 10, 5] that there is a precise correspondence between the irregularity of
the terminal function g and the time-singularity of the Lp-norms of ∇v(t, Xt)
as t ↑ T where
v(t, x) = E(g(XT )|Xt = x).
The aim of this paper is to extend these quantitative equivalence results to
situations where the Lp-norms are computed under different measures. The
theory of probabilistic Muckenhoupt weights, developed as a counterpart to
the deterministic ones from [14] and other papers, gives a natural way to
extend various martingale inequalities to equivalent measures, see exemplary
[12, 1, 13] and the references therein. A typical situation is a change of
measure initiated by a Girsanov transformation, i.e. a change of the drift of
X . Applying the results of this paper in this particular case, gives -without
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going into full details- the following: if the process Y differs from X by
another bounded drift and if θ ∈ (0, 1), then we have
sup
t∈[0,T )
(T − t)−θ/2RYp (t) <∞⇐⇒ sup
t∈[0,T )
(T − t)(1−θ)/2‖∇v(t, Yt)‖p < +∞ (1)
which follows from Theorem 1 below for q =∞ as explained in Remark 2(7).
The parameter θ is the degree of fractional smoothness.
Regarding the references in the literature related to (1), a 1-dimensional
diffusion case with X = Y is considered in [3], the extension to multidimen-
sional processes is performed in [6] in the case X = Y being a Brownian
motion and in [10] for diffusion processes. In [5] path-dependent functionals
are considered. For an overview the reader is referred to [4]. Actually our
main result (Theorem 1) takes a more general form than (1):
• we consider an Lq([0, T ), dtT−t)-norm with q ∈ [2,∞] instead of the above
L∞-norm with respect to t ∈ [0, T );
• we consider an additional potential factor k in our parabolic problem
to define v;
• the change of measure, described in (1) by the change from X to Y , is
described by Muckenhoupt weights;
• we also state results regarding the second derivatives.
Applications. The tight control of the behavior of the norms ‖∇v(t, Xt)‖L2
as t → T is an issue that has been raised in [3], where the purpose was
to analyze discrete approximations of stochastic integrals coming from the
representation
g(XT ) = v(0, x0) +
∫ T
0
∇v(t, Xt)σ(t, Xt)dBt. (2)
Discretizing the above stochastic integral and analyzing the resulting ap-
proximation error in L2, requires a better understanding how strongly the
irregularity of the terminal function g transfers to the blow-up of the function
t 7→ ‖∇v(t, Xt)‖L2 and higher derivatives of v as well. Major consequences
of this analysis are the derivation of tight convergence rates for uniform time
grids and the design of non-equidistant time grids to obtain optimal conver-
gence rates.
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Recently, similar results have been established in the context of Backward
Stochastic Differential Equations [10, 5] to pave the way for the development
of more efficient numerical schemes.
Finally, similar issues arise in the analysis of the Delta-Gamma hedging
strategies in Finance, which typically result in a higher order approxima-
tion of the stochastic integral (2), see [11].
Within the applications in Stochastic Finance intrinsically two measures are
involved: the historical measure for evaluating the risk, for example as Lp-
mean, and the risk-neutral measure, under which the price and the hedging
strategy are computed and which is related to the above function v. For
this setting, the current results are particularly of interest. Moreover, the
potential k may be interpreted as an interest rate.
2 Setting
Notation. We denote by | · | the Euclidean norm of a vector. Given a
matrix C considered as operator C : ℓn2 → ℓN2 , the expression |C| stands
for the Hilbert-Schmidt norm and C⊤ for the transposed of C. The Lp-
norm (p ∈ [1,∞]) of a random vector Z : Ω → Rn or a random matrix
Z : Ω → Rn×m is denoted by ‖Z‖p = ‖|Z|‖Lp. As usual, ∂αxϕ is the partial
derivative of the order of an multi-index α (with length |α|) with respect
to x ∈ Rd. The Hessian matrix of a function ϕ : Rd 7→ R is abbreviated
by D2ϕ and the gradient (as row vector) by ∇ϕ. In particular, this means
that D2 and ∇ always refer to the state variable x ∈ Rd. If we mention
that a constant depends on b, σ or k, then we implicitly indicate a possible
dependence on T and d as well. Finally, letting h : [0, T ]×Rd → Rn×m we
use the notation ‖h‖∞ := supt,x |h(t, x)|.
The parabolic PDE. We fix T > 0 and consider the Cauchy problem
Lv = 0 on [0, T )×Rd,
v(T, x) = g(x)
with
L := ∂t + 1
2
d∑
i,j=1
ai,j(t, x)∂
2
xi,xj
+
d∑
i=1
bi(t, x)∂xi + k(t, x),
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where A := (aij)ij = σσ
⊤. The assumptions on the coefficients and g are as
follows:
(C1) The functions σi,j , bi, k are bounded and belong to C
0,2
b ([0, T ] × Rd)
and there is some γ ∈ (0, 1] such that the functions and their state-
derivatives are γ-Ho¨lder continuous with respect to the parabolic metric
on each compactum of [0, T ]×Rd. Moreover, σ is 1/2-Ho¨lder continuous
in t uniformly in x.
(C2) σ(t, x) is an invertible d× d-matrix with supt,x |σ−1(t, x)| < +∞;
(C3) the terminal function g : Rd → R is measurable and exponentially
bounded: for some Kg ≥ 0 and κg ∈ [0, 2) we have
|g(x)| ≤ Kg exp(Kg|x|κg) for all x ∈ Rd.
The condition (C2) implies that there exists a δ > 0 with 〈Ax, x〉 ≥ δ|x|2
for all x ∈ Rd, i.e. the operator L is uniformly parabolic. Under the above
assumptions there exists a fundamental solution:
Proposition 1 ([2, Theorem 7, p. 260; Theorem 10, pp. 72-74]). Under the
assumptions (C1) and (C2) there exists a fundamental solution Γ(t, x; τ, ξ) :
{0 ≤ t < τ ≤ T}×Rd×Rd → [0,∞) for L and a constant c(3) > 0 such that
for 0 ≤ |a|+2b ≤ 3 the derivatives DaxDbtΓ exist in any order, are continuous,
and satisfy
|DaxDbtΓ(t, x; τ, ξ)| ≤ c(3)(τ − t)−
|a|+2b
2 γdτ−t
(
x− ξ
c(3)
)
(3)
where γds (x) := e
−
|x|2
2s /(
√
2πs)d.
For
v(t, x) :=
∫
R
d
Γ(t, x;T, ξ)g(ξ)dξ,
v(T, x) := g(x),
and 0 ≤ |a|+ 2b ≤ 3 Proposition 1 implies that the derivatives DaxDbtv exist
in any order, are continuous on [0, T )×Rd and satisfy
Lv = 0 on [0, T )×Rd,
|DaxDbtv(t, x)| ≤ c(T − t)−
|a|+2b
2 exp(c|x|κg)
for x ∈ Rd and t ∈ [0, T ), where c > 0 depends at most on (κg, Kg, c(3), T ).
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The stochastic differential equation. Let (Bt)t∈[0,T ] be a d-dimensional
standard Brownian motion defined on (Ω,F , (Ft)t∈[0,T ],Q), where (Ω,F ,Q)
is complete, (Ft)t∈[0,T ] is right-continuous, F = FT , F0 is generated by the
null sets of F and where all local martingales are continuous.
As we work on a closed time-interval we have to explain our understanding
of a local martingale: we require that the localizing sequence of stopping
times 0 ≤ τ1 ≤ τ2 ≤ · · · ≤ T satisfies limnQ(τn = T ) = 1. The reason
for this is that we think about the extension of the filtration constantly
by FT to (T,∞) and that all local martingales (Nt)t∈[0,T ] (in our setting)
are extended by NT to (T,∞). This yields the standard notion of a local
martingale. However this is not needed explicitly in our paper, we only need
this implicitly whenever we refer to results about the Muckenhoupt weights
Aα(Q) from [13].
To shorten the notation, we denote sometimes the conditional expectation
E(.|Ft) by EFt(.). The process X = (Xt)t∈[0,T ] is given as strong unique
solution of
Xt = x0 +
∫ t
0
σ(s,Xs)dBs +
∫ t
0
b(s,Xs)ds.
Introducing the standing notation
KXt := e
∫ t
0 k(r,Xr)dr and Mt := K
X
t v(t, Xt),
Itoˆ’s formula implies, for t ∈ [0, T ), that
Mt = v(0, x0) +
∫ t
0
KXs ∇v(s,Xs)σ(s,Xs)dBs. (4)
Moreover,
lim
t→T
Mt = MT and lim
t→T
v(t, Xt) = g(XT ) (5)
almost surely and in any Lr(Q) with r ∈ [1,∞). Using Proposition 1 for
k = 0 we also have
Q(|Xt − x0| > λ) ≤ c exp
(
−λ
2
c
)
for all λ ≥ 0 and t ∈ [0, T ], where c > 0 depends at most on (σ, b) and is, in
particular, independent from the starting value x0 ∈ Rd. It directly implies
that
g(XT ) ∈
⋂
r∈[1,∞)
Lr(Q)
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so that Remark 1 applies as well. We will also use the following
Lemma 1 ([9], [10, Proof of Lemma 1.1], [5, Remark 3 in Appendix B]).
Let t ∈ (0, T ], h : Rd → R be a Borel function satisfying (C3) and ΓX be the
transition density of X, i.e. the function Γ from Proposition 1 in the case
k = 0. Define
H(s, x) :=
∫
R
d
ΓX(s, x; t, ξ)h(ξ)dξ for (s, x) ∈ [0, t)×Rd.
For r ∈ [0, t) and x ∈ Rd let (Zu)u∈[r,t] be the diffusion based on (σ, b) starting
in x defined on some (M,G, (Gu)u∈[r,t], µ) equipped with a standard (Gu)u∈[r,t]-
Brownian motion, where (M,G, µ) is complete, (Gu)u∈[r,t] is right-continuous
and Gr is generated by the null sets of G. Then, for q ∈ (1,∞) and s ∈ [r, t),
one has a.s. that
|∇H(s, Zs)| ≤ κq [E(|h(Zt)−E(h(Zt)|Gs)|
q|Gs)]
1
q
(t− s) 12 ,
|D2H(s, Zs)| ≤ κq [E(|h(Zt)−E(h(Zt)|Gs)|
q|Gs)]
1
q
t− s ,
where κq > 0 depends at most on (σ, b, q).
Conditions on the equivalent measure. In addition to the given mea-
sure Q we will use an equivalent measure P ∼ Q and agree about the fol-
lowing standing assumption:
(P) There exists a martingale Y = (Yt)t∈[0,T ] with Y0 ≡ 0 such that
λt := E(Y )t = eYt− 12 〈Y 〉t for t ∈ [0, T ]
is a martingale and
dP = λTdQ.
Definition 1. Assume that condition (P) is satisfied.
(i) For α ∈ (1,∞) we say that λT ∈ Aα(Q) provided that there is a constant
c > 0 such that for all stopping times τ : Ω→ [0, T ] one has that
E
Q
(∣∣∣∣λτλT
∣∣∣∣
1
α−1
|Fτ
)
≤ c a.s.
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(ii) For β ∈ (1,∞) we let λT ∈ RHβ(Q) provided that there is a constant
c > 0 such that for all stopping times τ : Ω→ [0, T ] one has that
E
Q
(|λT |β|Fτ)
1
β ≤ cλτ a.s.
The class Aα(Q) is the probabilistic variant of the Muckenhoupt condition
and RH stands for reverse Ho¨lder inequality. Next we need
Definition 2. A martingale Z = (Zt)t∈[0,T ] is called BMO-martingale pro-
vided that Z0 ≡ 0 and there is a c > 0 such that for all stopping times
τ : Ω→ [0, T ] one has that
E
Q
(|ZT − Zτ |2|Fτ) ≤ c2 a.s.
It is known [13, Theorems 2.3] that (eZt−
1
2
〈Z〉t)t∈[0,T ] is a martingale provided
that Z is a BMO-martingale.
Proposition 2 ([13, Theorems 2.4 and 3.4]). Under condition (P) the fol-
lowing assertions are equivalent:
(i) Y is a BMO-martingale.
(ii) E(Y ) ∈ Aα(Q) for some α ∈ (1,∞).
(iii) E(Y ) ∈ RHβ(Q) for some β ∈ (1,∞).
Remark 1. Under the assertions of Proposition 2 we have that λT ∈ Lβ(Q)
and 1/λT ∈ Lα′(P) with 1 = (1/α) + (1/α′) so that⋂
r∈[1,∞)
Lr(Q) =
⋂
r∈[1,∞)
Lr(P).
Proposition 3 ([13, Theorems 2.3 and 3.19]). Let Y be a BMO-martingale
so that (P) is satisfied. For all p ∈ (0,∞) there is a bp(P) > 0 such that for
all Q-martingales N with N0 ≡ 0 one has that
1
bp(P)
‖N∗T‖Lp(P) ≤ ‖
√
〈N〉T‖Lp(P) ≤ bp(P)‖N∗T‖Lp(P)
where N∗t := sups∈[0,t] |Ns|.
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An inequality. Given a probability space (M,Σ, µ) with a sub-σ algebra
G ⊆ Σ and Z ∈ Lp(M,Σ, µ) with p ∈ [1,∞] we have that
1
2
‖Z −E(Z|G)‖p ≤ inf
Z′∈Lp(M,G,µ)
‖Z − Z ′‖p ≤ ‖Z −E(Z|G)‖p. (6)
3 The result
In the following θ ∈ (0, 1] will be the main parameter of the fractional smooth-
ness. Additionally, we introduce a fine-tuning parameter q ∈ [2,∞] and
Φq(h) := ‖h‖Lq([0,T ), dtT−t)
for a measurable function h : [0, T )→ R. The aim of this paper is to prove
the following result:
Theorem 1. Let p ∈ [2,∞), α ∈ (1, p) and λT ∈ Aα(Q), and assume
that (C1), (C2) and (P) are satisfied. Then, for θ ∈ (0, 1), q ∈ [2,∞],
a measurable function g : Rd → R satisfying (C3) and dP = λTdQ the
following assertions are equivalent:
(iθ) Φq
(
(T − t)− θ2‖g(XT )−EFt
P
g(XT )‖Lp(P)
)
< +∞.
(iiθ) Φq
(
(T − t) 1−θ2 ‖∇v(t, Xt)‖Lp(P)
)
< +∞.
(iiiθ) Φq
(
(T − t) 2−θ2 ‖D2v(t, Xt)‖Lp(P)
)
< +∞.
Remark 2. (1) Using [13, Corollary 3.3] it is sufficient to require that λT ∈
Ap(Q) as in this case there is an ε ∈ (0, p− 1) such that λT ∈ Ap−ε(Q).
One the other hand, it would be of interest to investigate the case when
λT ∈ Aα(Q) with α > p. This is not done here.
(2) Examples of functions g such that (iθ) is satisfied are given for example
in [3, 6, 7, 5].
(3) In the case X = B, P = Q, T = 1 and k = 0 the conditions of Theorem
1 (neglecting the boundedness condition (C3)) are equivalent to that g
belongs to the Malliavin Besov space Bθp,q onR
d weighted by the standard
Gaussian measure (see [8]).
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(4) The case θ = 1 and q ∈ [2,∞) is not considered in Theorem 1 because
it yields to pathologies: Let X = B, P = Q, T = 1 and k = 0. Con-
dition (i1) implies (ii1) by Lemma 3 below. Moreover, condition (ii1)
and the monotonicity of ‖∇v(t, Bt)‖Lp(P) ((∇v(t, Bt))t∈[0,1) is a martin-
gale in this case) imply that that ∇v(t, Bt) = 0 a.s. so that g(B1) is
almost surely constant (for example, one can use g(B1) = E(g(B1)) +∫
(0,1]
∇v(t, Bt)dBt).
(5) As the process M = (Mt)t∈[0,T ] with Mt = K
X
t v(t, Xt) is a martingale
under Q it is natural to consider condition (iθ) for the corresponding
martingale under P as well:
(i′θ) Φq
(
(T − t)− θ2‖MT −EFt
P
MT‖Lp(P)
)
< +∞.
One can easily check that (iθ) ⇐⇒ (i′θ) for θ ∈ (0, 1] and q ∈ [1,∞]:
Indeed, for any random variables U and V , respectively bounded and in
Lp(P), observe that
‖UV −EFt
P
(UV )‖Lp(P)
≤ ∥∥[U −EFt
P
U ]V
∥∥
Lp(P)
+
∥∥
E
Ft
P
(U)[V −EFt
P
V ]
∥∥
Lp(P)
+
∥∥
E
Ft
P
(U [EFt
P
(V )− V ])∥∥
Lp(P)
≤ ‖[U −EFt
P
U ]V ‖Lp(P) + 2‖U‖∞‖V −EFt
P
V ‖Lp(P).
For U := e
∫ T
0
k(r,Xr)dr and V := g(XT ) we have
|U −EFt
P
U | ≤ 2‖k‖∞(T − t)e‖k‖∞T
and obtain
‖e
∫ T
0 k(r,Xr)drg(XT )−EFt
P
(e
∫ T
0 k(r,Xr)drg(XT ))‖Lp(P)
≤ 2e‖k‖∞T
[
‖k‖∞(T − t)‖g(XT )‖Lp(P) + ‖g(XT )−EFt
P
g(XT )‖Lp(P)
]
.
This proves (iθ)=⇒ (i′θ). The converse is proved similarly by letting
U := e−
∫ T
0 k(r,Xr)dr and V := e
∫ T
0 k(r,Xr)drg(XT ).
(6) The case θ = 1 and q =∞.
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(a) One has (i′1)⇐⇒ (ii1) =⇒ (iii1): First we observe that
Φ∞
(
(T − t)− 12
(∫ T
t
h(s)2ds
) 1
2 )
≤ Φ∞(h). (7)
Then (ii1)=⇒ (i′1) follows from (7) with h(t) = ‖∇v(t, Xt)‖Lp(P) and
Lemma 7. The implications (i′1)=⇒ (ii1) and (i1)=⇒ (iii1) follow by
Lemmas 3 and 6.
(b) The implication (iii1) =⇒ (ii1) is not true in general. Take p = 2,
q = ∞, X = B, P = Q, T = 1, k = 0 and d = 1, then the
counterexample g(x) =
√
x ∨ 0 is discussed in [5].
(7) Let (Ω,F , (Ft)t∈[0,T ],P) be a stochastic basis satisfying the usual con-
ditions, i.e. (Ω,F ,P) is complete, (Ft)t∈[0,T ] is right-continuous, F0 is
generated by the null-sets of F and where we can assume w.l.o.g. that
F = FT . Assume further that the filtration is obtained as augmentation
of the natural filtration of a standard d-dimensional Brownian motion
W = (Wt)t∈[0,T ] starting in zero. It is known [15, Corollary 1 on p. 187]
that on this stochastic basis all local martingales are continuous. As-
sume a progressively measurable d-dimensional process β = (βt)t∈[0,T ]
with supt,ω |βt(ω)| < ∞ and consider the unique strong solution of the
SDE
Xt = x0 +
∫ t
0
σ(s,Xs)dWs +
∫ t
0
b(s,Xs)ds−
∫ t
0
βsds.
Letting,
γs := σ
−1(s,Xs)βs,
Bt := Wt −
∫ t
0
γsds,
1/λt := e
∫ t
0 γ
⊤
s dWs−
1
2
∫ t
0 |γs|
2ds = e
∫ t
0 γ
⊤
s dBs+
1
2
∫ t
0 |γs|
2ds,
dQ := (1/λT )dP,
we obtain by the Girsanov Theorem that (Ω,F , (Ft)t∈[0,T ],Q), (Bt)t∈[0,T ]
and (Xt)t∈[0,T ] satisfy the assumptions of our paper (i.e. all martingales
are continuous - which can be checked by expressing the conditional
expectation under Q by the conditional expectation under P-, so that
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local martingales are continuous as well) and that λT ∈ Aα for all α ∈
(1,∞). Hence the passage from Q to P corresponds to adding a drift to
the diffusion X .
(8) In the case the drift term in item (7) is Markovian, i.e. βt = β(t, Xt) for
an appropriate β : [0, T ] × Rd → Rd, and if we let Yt := v(t, Xt) and
Zt := ∇v(t, Xt)σ(t, Xt), then we get the BSDE
−dYt = [k(t, Xt)Yt + Ztσ−1(t, Xt)βt]dt− ZtdWt,
YT = g(XT ).
Then it is proved in [5] under certain conditions the equivalence be-
tween the following assertions for p ∈ [2,∞), θ ∈ (0, 1] and polynomially
bounded g:
(a) supt∈[0,T )(T − t)−
θ
2‖g(XT )−EFt(g(XT ))‖Lp(P) < +∞.
(b) supt∈[0,T )(T − t)
1−θ
2 ‖Zt‖Lp(P) < +∞.
These are the analogues of (iθ) and (iiθ) for q =∞.
4 Proof of Theorem 1
Through the whole section we assume that the condition (P) is satisfied.
4.1 Preliminaries
To estimate Lp norms under different measures, the following lemma is useful.
Lemma 2. For any 1 < α < p < ∞, λT ∈ Aα(Q), r := pp−α , U ∈
Lp(Ω,F ,P), V ∈ Lr(Ω,F ,Q) and c(8) > 0 such that [EFt
Q
(| λt
λT
| 1α−1 )]α−1p ≤ c(8)
a.s. we have that
E
Ft
Q
|UV | ≤ c(8)
[
E
Ft
P
|U |p] 1p [EFt
Q
|V |r] 1r a.s. (8)
Proof. Letting 1 = 1
p
+ 1
p′
= 1
α
+ 1
α′
one has a.s. that
E
Ft
Q
|UV | = λtEFt
P
(|UV |/λT )
≤ λt[EFt
P
|U |p] 1p [EFt
P
(|V |p′λ−
p′
r
T λ
−p′+ p
′
r
T )]
1
p′
12
≤ λt[EFt
P
|U |p] 1p [EFt
P
(|V |r/λT )] 1r [EFt
P
λ−α
′
T ]
r−p′
p′r
≤ c(8)[EFt
P
|U |p] 1p [EFt
Q
|V |r] 1r .
As simple consequences of this lemma for V ≡ 1 , observe that
‖EFt
Q
U‖Lp(P) ≤ c(8)‖U‖Lp(P) for U ∈ Lp(P). (9)
In the next step we will estimate ∇v(t, Xt) and D2v(t, Xt) in Lemmas 3 and
6 from above by conditional moments of MT = K
X
T g(XT ) and g(XT ), and
extend therefore Lemma 1 to the case k = 0 and allow a change of measure
by Muckenhoupt weights.
Lemma 3. For any p ∈ (1,∞), we have a.s. that
|∇v(t, Xt)| ≤ c(10)


(
E
Ft
Q
|MT −EFt
Q
MT |p
) 1
p
√
T − t + (T − t)
(
E
Ft
Q
|MT |p
) 1
p

 ,
(10)
where c(10) > 0 depends at most on (σ, b, k, p). The same estimate holds true
if the measure Q is replaced by the measure P with λ ∈ Aα(Q) and α ∈ (1, p),
where the constant c(10) > 0 might additionally depend on Q (and therefore
implicitly on α).
Proof. The statement forP for p ∈ (1,∞) can be deduced from the statement
for Q for q ∈ (1, p). Let us fix 1 < q < p < ∞, define p0 := p/q ∈ (1,∞),
take r ∈ (p′0,∞) and let β := p
′
0r−p
′
0
r−p′0
. For λ ∈ Aα(Q) with 1 = (1/α) + (1/β)
we apply Lemma 2 with p replaced by p0 and get(
E
Ft
Q
|Z|q) 1q ≤ c 1q(8) (EFtP |Z|p) 1p
and, by (6),(
E
Ft
Q
|Z −EFt
Q
Z|q) 1q ≤ 2 (EFt
Q
|Z −EFt
P
Z|q) 1q ≤ 2c 1q(8) (EFtP |Z −EFtP Z|p) 1p
whenever Z ∈ ⋂r∈[1,∞)Lr(Q) (cf. Remark 1). Because limr→∞ p′0r−p′0r−p′0 = p′0 =
p
p−q
and the convergence is from above, we can take β to be in
(
p
p−q
,∞
)
.
Sending q to 1 gives that β ∈
(
p
p−1
,∞
)
or α ∈ (1, p).
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Now we follow a martingale approach (see, for example, [9]) and prove the
statement for the measure Q.
(a) We define (∇Xt)t∈[0,T ] to be the solution of a linear SDE (see [15, Chapter
5]):
∇Xt = Id +
d∑
j=1
∫ t
0
∇σj(s,Xs)∇XsdBjs +
∫ t
0
∇b(s,Xs)∇Xsds
and σ(.) = (σ1(.), . . . , σd(.)). This matrix-valued process is a.s. invertible and
its inverse satisfies
[∇Xt]−1 = Id −
d∑
j=1
∫ t
0
[∇Xs]−1∇σj(s,Xs)dBjs
−
∫ t
0
[∇Xs]−1(∇b(s,Xs)−
d∑
j=1
(∇σj(s,Xs))2)ds.
(b) Next we show that (Nt)t∈[0,T ) with
Nt := K
X
t ∇v(t, Xt)∇Xt +
(∫ t
0
∇k(s,Xs)∇Xsds
)
Mt
is a Q-martingale. One way consists in using Itoˆ’s formula to verify that
N is a martingale. In fact, the bounded variation term in the Itoˆ-process
decomposition of N is∫ t
0
[
KXs k(s,Xs)∇v(s,Xs)∇Xs +KXs Cs
]
ds+
∫ t
0
[∇k(s,Xs)∇XsMs] ds,
where
∫ t
0
Csds is the bounded variation term of ∇v(t, Xt)∇Xt. Hence it is
sufficient to show that
Cs = −∇[v(s,Xs)k(s,Xs)]∇Xs.
The PDE for w = ∇v on [0, T )×Rd reads as
∂
∂t
wi +
1
2
〈A,D2wi〉+ 〈b, (∇wi)T 〉 = −1
2
〈∂xiA,D2v〉 − 〈∂xib, wT 〉 − ∂xi(vk).
(11)
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By a simple computation this gives that the bounded variation term of
(
∑d
i=1
∂v
∂xi
(t, Xt)(∇Xt)il)t∈[0,T ) computes as −
∑d
i=1
∂(vk)
∂xi
(t, Xt)(∇Xs)ildt and
step (b) is complete.
(c) Exploiting the martingale property ofN between t and some deterministic
S ∈ (t, T ), we have
(S − t)
[
KXt ∇v(t, Xt)∇Xt +
(∫ t
0
∇k(s,Xs)∇Xsds
)
Mt
]
= EFt
Q
(∫ S
t
[
KXr ∇v(r,Xr)∇Xr +
(∫ r
0
∇k(s,Xs)∇Xsds
)
Mr
]
dr
)
= EFt
Q
([∫ S
t
KXr ∇v(r,Xr)σ(r,Xr)dBr
] [∫ S
t
(σ(r,Xr)
−1∇Xr)⊤dBr
]⊤)
+(S − t)Mt
[∫ t
0
∇k(s,Xs)∇Xsds
]
+EFt
Q
(
MS
∫ S
t
[∫ r
t
∇k(s,Xs)∇Xsds
]
dr
)
. (12)
At the last equality, we have used the Q-martingale property of (Mt)t∈[0,T ]
and the conditional Itoˆ isometry
E
Ft
Q
([∫ S
t
A1,rdBr
] [∫ S
t
A2,rdBr
]⊤)
= EFt
Q
(∫ S
t
A1,rA
⊤
2,rdr
)
(available for any square integrable and progressively measurable matrix-
valued processes (A1,r)r and (A2,r)r, having d columns and an arbitrary num-
ber of rows). After simplifications, (12) writes
(S − t)KXt ∇v(t, Xt)∇Xt
= EFt
Q
(
[MS −Mt]
[∫ S
t
(σ(r,Xr)
−1∇Xr)⊤dBr
]⊤)
+EFt
Q
(
MS
[∫ S
t
(S − s)∇k(s,Xs)∇Xsds
])
.
Using that MS →MT in L2(Q) we derive
(T − t)KXt ∇v(t, Xt)
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= EFt
Q
(
[MT −Mt]
[∫ T
t
(σ(r,Xr)
−1∇Xr[∇Xt]−1)⊤dBr
]⊤)
+EFt
Q
(
MT
[∫ T
t
(T − s)∇k(s,Xs)∇Xs[∇Xt]−1ds
])
.
Finally, observe that supt∈[0,T ) supr∈[t,T ]E
Ft
Q
(|∇Xr[∇Xt]−1|q) is a bounded
random variable for any q ≥ 1; therefore, standard computations complete
our assertion.
For the following we let m(t, x) := v(t, x)k(t, x).
Lemma 4. For 0 ≤ r < t ≤ T and 1 < p0 < p <∞ one has a.s. that
(
E
Fr
Q
|m(t, Xt)−EFr
Q
m(t, Xt)|p0
) 1
p0
≤ c(13)
[√
t− r (EFr
Q
|M∗|p) 1p + (EFr
Q
|Mt −Mr|p0
) 1
p0
]
(13)
where M∗ := sups∈[0,T ] |Ms| and c(13) > 0 depends at most on (p0, p, σ, b, k).
Proof. (a) For 1
p0
= 1
qk
+ 1
rk
= 1
sk
+ 1
tk
+ 1
rk
with rk, sk, tk ∈ [p0,∞], a sub-
σ-algebra G ⊆ F , Uk := U1 · · ·Uk and Uk := Uk · · ·UN with U 0 := 1 and
UN+1 := 1, and for Uk−1 ∈ Ltk(Q), Uk ∈ Lsk(Q), Uk+1 ∈ Lrk(Q), where
k = 1, ..., N , we get by a telescoping sum argument and the conditional
Ho¨lder inequality that
(
E
G
Q
|U1 · · ·UN − EG
Q
(U1 · · ·UN)|p0
) 1
p0
≤
N∑
k=1
(
E
G
Q
|[EG
Q
(Uk−1)]Uk −EG
Q
(Uk)|qk
) 1
qk
(
E
G
Q
|Uk+1|rk
) 1
rk
≤
N∑
k=1
(
E
G
Q
|[EG
Q
(Uk−1)]Uk −EG
Q
(Uk−1)E
G
Q
Uk|qk
) 1
qk
(
E
G
Q
|Uk+1|rk
) 1
rk
+
N∑
k=1
(
E
G
Q
|[EG
Q
(Uk−1)]E
G
Q
Uk − [EG
Q
(Uk)]|qk
) 1
qk
(
E
G
Q
|Uk+1|rk
) 1
rk
≤ 2
N∑
k=1
(
E
G
Q
|Uk−1|tk
) 1
tk
(
E
G
Q
|Uk −EG
Q
Uk|sk
) 1
sk
(
E
G
Q
|Uk+1|rk
) 1
rk .
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(b) We apply (a) to N = 3 and m(s,Xs) = k(s,Xs)(K
X
s )
−1Ms to derive(
E
Fr
Q
|m(t, Xt)−EFr
Q
m(t, Xt)|p0
) 1
p0
≤ 2‖k‖∞eT‖k‖∞
(
E
Fr
Q
|Mt −Mr|p0
) 1
p0
+2
(
E
Fr
Q
|k(t, Xt)−EFr
Q
k(t, Xt)|β
) 1
β eT‖k‖∞
(
E
Fr
Q
|M∗|p) 1p
+2‖k‖∞
(
E
Fr
Q
|(KXt )−1 −EFr
Q
(KXt )
−1|β) 1β (EFr
Q
|M∗|p) 1p
for 1
p0
= 1
p
+ 1
β
. We conclude by
(
E
Fr
Q
|k(t, Xt)−EFr
Q
k(t, Xt)|β
) 1
β ≤ 2 (EFr
Q
|k(t, Xt)− k(t, Xr)|β
) 1
β
≤ 2‖∇k‖∞
(
E
Fr
Q
|Xt −Xr|β
) 1
β
≤ 2‖∇k‖∞c(b, σ, β)
√
t− r
and
(
E
Fr
Q
|(KXt )−1 −EFr
Q
(KXt )
−1|β) 1β ≤ 2‖k‖∞(t− r)eT‖k‖∞ .
Lemma 5. For 0 ≤ r < t < T and p ∈ (1,∞) one has a.s. that
(
E
Fr
Q
|Mt −Mr|p
) 1
p ≤ c(14)
[(
t− r
T − t
) 1
2 (
E
Fr
Q
|MT −Mr|p
) 1
p + (t− r) 12 |Mr|
]
(14)
where c(14) ≥ 1 depends at most on (p, σ, b, k).
Proof. Let p0 :=
1+p
2
, λu := K
X
u ∇v(u,Xu)σ(u,Xu) and 0 ≤ r ≤ u ≤ t. Then
Lemma 3 implies that
|λu|e−T‖k‖∞
≤ ‖σ‖∞c(10),p0
[
(T − u)− 12
(
E
Fu
Q
|MT −Mu|p0
) 1
p0
+(T − u)
(
E
Fu
Q
|MT |p0
) 1
p0
]
≤ ‖σ‖∞c(10),p0
[
(T − u)− 122
(
E
Fu
Q
|MT −Mr|p0
) 1
p0
+(T − u)
(
E
Fu
Q
|MT −Mr|p0
) 1
p0 + (T − u)|Mr|
]
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≤ ‖σ‖∞c(10),p0
[
[2 + T
3
2 ](T − u)− 12
(
E
Fu
Q
|MT −Mr|p0
) 1
p0 + (T − u)|Mr|
]
≤ ‖σ‖∞c(10),p0[2 + T
3
2 + T ]
[
(T − t)− 12
(
E
Fu
Q
|MT −Mr|p0
) 1
p0 + |Mr|
]
.
Letting c := eT‖k‖∞‖σ‖∞c(10),p0[2 + T
3
2 + T ] we conclude the proof by using
the Burkholder-Davis-Gundy inequalities in order to get
1
ap
(
E
Fr
Q
|Mt −Mr|p
) 1
p
≤
(
E
Fr
Q
(∫ t
r
|λu|2du
) p
2
) 1
p
≤ c
[
(T − t)− 12
(
E
Fr
Q
(∫ t
r
(
E
Fu
Q
|MT −Mr|p0
) 2
p0 du
)p
2
) 1
p
+
√
t− r|Mr|
]
≤ c

√ t− r
T − t
(
E
Fr
Q
(
sup
u∈[r,t]
E
Fu
Q
|MT −Mr|p0
) p
p0
) 1
p
+
√
t− r|Mr|


≤ c
[(
p/p0
(p/p0)− 1
) 1
p0
√
t− r
T − t
(
E
Fr
Q
(
E
Ft
Q
|MT −Mr|p0
) p
p0
) 1
p
+
√
t− r|Mr|
]
≤ c
[(
p
p− p0
) 1
p0
√
t− r
T − t
(
E
Fr
Q
E
Ft
Q
|MT −Mr|p
) 1
p +
√
t− r|Mr|
]
.
Lemma 6. For p ∈ (1,∞) there is a constant c(15) = c(σ, b, k, p) > 0 such
that one has a.s. that
|D2v(r,Xr)| ≤ c(15)
[(
E
Fr
Q
∣∣g(XT )−EFr
Q
g(XT )
∣∣p) 1p
T − r +
√
T − r (EFr
Q
|M∗|p) 1p ].
(15)
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The same estimate holds true if the measure Q is replaced by the measure P
with λ ∈ Aα(Q) and α ∈ (1, p), where the constant c(15) > 0 might addition-
ally depend on Q (and therefore implicitly on α).
Proof. (a) The statement for P for p ∈ (1,∞) can be deduced from the
statement for Q for q ∈ (1, p) as in the first step of the proof of Lemma 3.
(b) Now we show the estimate for the measure Q. For 0 ≤ s ≤ t ≤ T , a
fixed T0 ∈ (0, T ) and r ∈ [0, T0] we let
vt(s, x) := E
Q
(m(t, Xt)|Xs = x) and vh(r, x) := EQ (v(T0, XT0)|Xr = x) .
Itoˆ’s formula applied to v gives for r ∈ [0, T0] that
v(r, x) = E
Q
(
v(T0, XT0) +
∫ T0
r
(kv)(t, Xt)dt|Xr = x
)
and therefore
v(r, x) = vh(r, x) +
∫ T0
r
vt(r, x)dt.
Using Lemma 1 and the arguments from Remark 2(5) one can show for
0 ≤ r < t ≤ T0 < T that
|∇vt(r, x)| ≤ γeγ|x|kg and |D2vt(r, x)| ≤ γ√
t− re
γ|x|kg , (16)
where γ > 0 depends at most on (σ, b, k,Kg, kg, T0). From this we deduce
that
D2v(r, x) = D2vh(r, x) +
∫ T0
r
D2vt(r, x)dt
where (16) are used to interchange the integral and D2. For p0 :=
1+p
2
,
0 ≤ r < t ≤ T and s ∈ [0, T0) we again use Lemma 1 to get
|D2vt(r,Xr)| ≤ κp0
(t− r)
(
E
Fr
Q
∣∣m(t, Xt)−EFr
Q
m(t, Xt)
∣∣p0) 1p0 a.s.,
|D2vh(s,Xs)| ≤ κp
(T0 − s)
(
E
Fs
Q
∣∣v(T0, XT0)−EFs
Q
v(T0, XT0)
∣∣p) 1p a.s.
From the first estimate we derive by Lemmas 4 and 5 (with p replaced by
p0) a.s. that
|D2vt(r,Xr)|
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≤ κp0
(t− r)
(
E
Fr
Q
∣∣m(t, Xt)−EFr
Q
m(t, Xt)
∣∣p0) 1p0
≤ κp0c(13)
(t− r)
[√
t− r (EFr
Q
|M∗|p) 1p + (EFr
Q
|Mt −Mr|p0
) 1
p0
]
≤ κp0c(13)[1 + c(14)]
1√
t− r
(
E
Fr
Q
|M∗|p) 1p
+κp0c(13)c(14)
1√
T − t√t− r
(
E
Fr
Q
|MT −Mr|p0
) 1
p0
and∫ T
r
|D2vt(r,Xr)|dt ≤ c
[√
T − r (EFr
Q
|M∗|p) 1p + (EFr
Q
|MT −Mr|p
) 1
p
]
with c := κp0c(13)max{2 + 2c(14), c(14)Beta(12 , 12)}. The second estimate
yields by T0 ↑ T and (5) that
|D2vh(r,Xr)| ≤ κp
(T − r)
(
E
Fr
Q
∣∣g(XT )−EFr
Q
g(XT )
∣∣p) 1p
and the upper bound is independent of T0. Combining the estimates with
(
E
Fr
Q
|MT −Mr|p
) 1
p ≤ 2e‖k‖∞T[
‖k‖∞(T − r)e‖k‖∞T
(
E
Fr
Q
|M∗|p) 1p + (EFr
Q
∣∣g(XT )−EFr
Q
g(XT )
∣∣p) 1p ]
using the arguments from Remark 2(5) the proof is complete.
Lemma 7. Let λ = E(Y ), where Y is a BMO-martingale with Y0 = 0. Then,
for p ∈ (1,∞), t ∈ [0, T ] and c(17) := 2bp(P)eT‖k‖∞‖σ‖∞ we have that
‖MT −EFt
P
MT‖Lp(P) ≤ c(17)
∥∥∥∥(
∫ T
t
|∇v(s,Xs)|2ds
) 1
2
∥∥∥∥
Lp(P)
. (17)
Proof. Owing to inequality (6) and applying Proposition 3, we get
‖MT −EFt
P
MT ‖Lp(P) ≤ 2‖MT −Mt‖Lp(P)
≤ 2bp(P)
∥∥∥√〈M〉T − 〈M〉t∥∥∥
Lp(P)
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= 2bp(P)
∥∥∥∥∥∥
√∫ T
t
|KXs ∇v(s,Xs)σ(s,Xs)|2ds
∥∥∥∥∥∥
Lp(P)
.
Lemma 8. For p ∈ [2,∞), λT ∈ Aα(Q) with α ∈ (1, p), 0 ≤ s < t < T and
l = 1, ..., d we have that∥∥KXt ∂xlv(t, Xt)−KXs ∂xlv(s,Xs)∥∥Lp(P)
≤ c(18)
[
‖MT‖Lp(P)
∫ t
s
dr√
T − r +
(∫ t
s
‖D2v(r,Xr)‖2Lp(P)dr
) 1
2
]
(18)
with c(18) > 0 depending at most on (σ, b, k, p,P) (and therefore implicitly on
α).
Proof. Exploiting (11) and Propositions 2 and 3 we get that∥∥KXt ∂xlv(t, Xt)−KXs ∂xlv(s,Xs)∥∥Lp(P)
≤
∥∥∥∥
∫ t
s
KXr (∇∂xlv)(r,Xr)σ(r,Xr)dBr
∥∥∥∥
Lp(P)
+
∥∥∥∥
∫ t
s
KXr
[
1
2
∣∣〈∂xlA(r,Xr), D2(r,Xr)〉∣∣+ ∣∣〈∂xlb(r,Xr),∇v(r,Xr)⊤〉∣∣
+|(∂xlk)(r,Xr)v(r,Xr)|
]
dr
∥∥∥∥
Lp(P)
≤ bp(P)
∥∥∥∥∥
(∫ t
s
|KXr (∇∂xlv)(r,Xr)σ(r,Xr)|2dr
)1
2
∥∥∥∥∥
Lp(P)
+
1
2
‖∂xlA‖∞
∥∥∥∥
∫ t
s
|KXr D2v(r,Xr)|dr
∥∥∥∥
Lp(P)
+‖∂xlb‖∞
∥∥∥∥
∫ t
s
|KXr ∇v(r,Xr)|dr
∥∥∥∥
Lp(P)
+‖∂xlk‖∞
∥∥∥∥
∫ t
s
|KXr v(r,Xr)|dr
∥∥∥∥
Lp(P)
.
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Inequality (9) directly yields
sup
r∈[0,T ]
∥∥KXr v(r,Xr)∥∥Lp(P) = sup
r∈[0,T ]
∥∥
E
Fr
Q
MT
∥∥
Lp(P)
≤ c(8)‖MT‖Lp(P).
Moreover, by Lemma 3,
‖∇v(r,Xr)‖Lp(P) ≤ c(10)(T − r)−
1
2
(
2 + T 3/2
)‖MT‖Lp(P).
Inserting these estimates in the above upper bound for∥∥KXt ∂xlv(t, Xt)−KXs ∂xlv(s,Xs)∥∥Lp(P)
gives the announced result.
Lemma 9 ([8, Proposition A.4]). Let 0 < θ < 1, 2 ≤ q ≤ ∞ and dk :
[0, T ) → [0,∞), k = 0, 1, 2, be measurable functions. Assume that there are
A ≥ 0 and D ≥ 1 such that
1
D
(T − t) k2 dk(t) ≤ d0(t) ≤ D
(∫ T
t
[d1(s)]2ds
) 1
2
,
d1(t) ≤ A+D
(∫ t
0
[d2(u)]2du
) 1
2
for k = 1, 2 and t ∈ [0, T ). Then there is a constant c(19) > 0, depending at
most on (D, θ, q, T ), such that, for k, l ∈ {0, 1, 2},
A+ Φq
(
(T − t) k−θ2 dk(t)
)
∼c
(19)
A+ Φq
(
(T − t) l−θ2 dl(t)
)
. (19)
4.2 Proof of Theorem 1
We let
d0(t) :=
√
T − t+ ‖MT −EFt
P
MT‖Lp(P),
d1(t) := 1 + ‖∇v(t, Xt)‖Lp(P) ,
d2(t) := 1 +
∥∥D2v(t, Xt)∥∥Lp(P) .
From Lemma 3 we get that
d1(t) = 1 + ‖∇v(t, Xt)‖Lp(P)
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≤ 1 + c(10)(T − t)− 12‖MT −EFt
P
MT‖Lp(P) + c(10)(T − t)‖MT‖Lp(P)
≤ (T − t)− 12 [1 + c(10) + c(10)T‖MT‖Lp(P)][√
T − t+ ‖MT −EFt
P
MT ‖Lp(P)
]
= (T − t)− 12 [1 + c(10) + c(10)T‖MT‖Lp(P)]d0(t).
From Lemma 6 we get that
d2(t) = 1 +
∥∥D2v(t, Xt)∥∥Lp(P)
≤ 1 + c(15)
[‖g(XT )−EFt
P
g(XT )‖Lp(P)
T − t +
√
T − t‖M∗‖Lp(P)
]
.
Using Remark 2(5) we have that
‖g(XT )−EFt
P
g(XT )‖Lp(P)
≤ 2e‖k‖∞T [‖k‖∞(T − t)‖MT‖Lp(P) + ‖MT −EFt
P
MT ‖Lp(P)
]
.
Together with the previous estimate we obtain a constant c > 0 depending
at most on (c(15), k, T, ‖M∗‖Lp(P)) such that
d2(t) ≤ c(T − t)−1d0(t).
From Lemma 7 we get that
d0(t) =
√
T − t+ ‖MT −EFt
P
MT‖Lp(P)
≤ √T − t+ c(17)
(∫ T
t
‖∇v(s,Xs)‖2Lp(P)ds
) 1
2
≤ [1 + c(17)]
(∫ T
t
[
1 + ‖∇v(s,Xs)‖Lp(P)
]2
ds
) 1
2
= [1 + c(17)]
(∫ T
t
[d1(s)]2ds
) 1
2
.
Finally, from Lemma 8 for s = 0 we deduce that
d1(t) = 1 + ‖∇v(t, Xt)‖Lp(P)
≤ 1 + e‖k‖∞T‖KXt ∇v(t, Xt)‖Lp(P)
≤ 1 + e‖k‖∞T‖KX0 ∇v(0, X0)‖Lp(P)
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+e‖k‖∞T c(18)
√
d
[
‖MT‖Lp(P)2
√
T +
( ∫ t
0
‖D2v(r,Xr)‖2Lp(P)dr
) 1
2
]
≤ d1 + d2
(∫ t
0
‖D2v(r,Xr)‖2Lp(P)dr
) 1
2
≤ d1 + d2
(∫ t
0
[d2(r)]2dr
) 1
2
with
d1 := 1 + e
‖k‖∞T
[
‖KX0 ∇v(0, X0)‖Lp(P) + 2c(18)
√
dT‖MT‖Lp(P)
]
,
d2 := e
‖k‖∞T c(18)
√
d.
Lemma 9 combined with Remark 2(5) yields the statement.
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