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Abstract
A canonical model is described which reﬂects the real time informational context of
decision-making. Comparisons are drawn with ‘conventional’ models that incorrectly omit
market-informed insights on future macroeconomic conditions and inappropriately incor-
porate information that was not available at the time. It is argued that conventional
models are misspeciﬁed and misinterpret news. However, neither diagnostic tests applied
to the conventional models nor typical impulse response analysis will be able to expose
these deﬁciencies clearly. This is demonstrated through an analysis of quarterly US data
1968q4-2006q1. However, estimated real time models considerably improve out-of-sample
forecasting performance, provide more accurate ‘nowcasts’ of the current state of the
macroeconomy and provide more timely indicators of the business cycle. The point is il-
lustrated through an analysis of the US recessions of 1990q3—1991q2 and 2001q1—2001q4.
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[1]1I n t r o d u c t i o n
The recent increased availability of detailed real-time data sets, consisting of the successive
vintages of data that have been released over time, makes it possible to analyse more
systematically the informational context in which decisions are made. It has been argued
that this could be important both for understanding policy decisions made in the past
and for providing policy advice in the future (see Blinder, 1997, Orphanides et al, 2000,
Orphanides, 2001, and Cogley and Sargent, 2005 for example) although the use of real
time data in macroeconomic analysis remains relatively rare. This paper considers the
circumstances and extent to which models based on real time data can improve on more
conventional models, focusing on the interpretation of new information as it arrives and
on decision making that is sensitive to accurate business cycle dating.
Real-time data focuses attention on two interrelated aspects of the informational con-
text within which macroeconomic decisions are made. The ﬁrst is concerned with end-of-
sample issues that arise because decisions are based on the currently-available data in the
context of measurement and future uncertainty. This aspect includes issues surrounding
forecasting (or ”nowcasting” if information on today’s position is published only with a
delay) and the problems encountered in ﬁnding the appropriate model and econometric
techniques to minimise and accommodate forecast uncertainties. These problems are com-
pounded when variables are measured with error and there has developed a considerable
literature concerned with the need to accommodate and anticipate the eﬀects of revisions
in published data in decision-making at the end-of-sample (as highlighted in Koenig et al
(2003) or Croushore and Evans (2006), for example).
The second aspect of macroeconomic decision-making highlighted by real time data
concerns processing issues. This includes the interpretation of the ”news” that becomes
a v a i l a b l ei ne a c hp e r i o da n dh a sb e e nd i s c u s s e di nt h el i t e r a t u r ec o n c e r n e dw i t ht h e
identiﬁcation and impulse response analysis of monetary policy or other types of shocks.
Here, attention has frequently focused on the timing and sequencing of decisions to obtain
[2]impulse responses that describe the impact of particular policy innovations.1 T h er o l eo f
the timing of decisions in the analysis highlights that it is important to use the relevant
v i n t a g eo fd a t at op r o p e r l yr e ﬂect the real-time informational context. But ‘processing
issues’ also include questions on how to best interpret and exploit the wealth of information
that is available to describe the current and expected future prospects of the economy,
including direct measures of expectations available from surveys and market information
(in ﬁnancial markets, say).2 The macroeconomic implications of the processing issues
have been highlighted by Mankiw, Reis and Wolfers (2003), for example, who propose
a ‘sticky-information’ model to explain business cycle properties. Similarly, Orphanides
and Williams (2002) emphasise the importance of understanding the nature of inﬂation
expectations to properly interpret the successes and failures of monetary policy. And,
more recently, Gali and Gertler (2007) discuss the signiﬁcance of the role of private sector
expectations of the future performance of the economy and future policy actions in the
monetary transmission mechanism.3
The importance of the two aspects of real time data for any modelling activity will
depend on the purpose of the modelling. If the purpose of the analysis is to test a
particular economic theory or to interpret and understand past policy episodes, then the
analysis is likely to place more emphasis on the interpretation and processing of data.
If the purpose of the modelling is to facilitate real-time decision-making and forecasting,
then the focus will be on end-of-sample issues. The aim of the paper, then, is to evaluate
the use of real time data in modelling in principle and in practice, distinguishing between
t h eu s eo ft h ed a t ai ni n t e r p r e t i n gn e wi n f o r m ation and its use in nowcasting/forecasting
and in making decisions inﬂuenced by business cycle conditions. In the ﬁr s tp a r to ft h e
1Important examples are provided in Bernanke and Mihov (1998), Sims and Zha (1998), Christiano
et al. (1999), Rotemberg and Woodford (1999) and Brunner (2000), inter alia.
2There is a well-established empirical literature showing that direct measures of expectations contain
useful information to explain future economic outcomes; see Batchelor (1986), Lee (1994), Smith and
McAleer (1995), Roberts (1995, 1997) and Lee and Shields (2000) on the use of surveys, and Estrella and
Trubin (2006) and Bordo and Haubrich (2008) on the use of yield curve information, say.
3The literature on learning is also relevent here; see Evans and Honkapohja (2001) for a comprehensive
review.
[3]paper, we describe a canonical model that explicitly reﬂects the real-time information
context of decision-making, accommodating the end-of-sample and the processing issues
raised above. The model captures the simultaneous determination of ﬁrst-release measures
of macroeconomic variables, their expected future values and their subsequent revisions
and illustrates the (typically extensive) restrictions required to identify economically-
meaningful relations and the associated structural innovations. The canonical model also
provides a means of considering the nature of conventional models found in the literature.
Conventional models are based on “ﬁnal vintage” datasets which measure variables after
all the revisions have taken place and they omit the direct measures of expected future
values that were available at the time. They both incorporate information on revisions
that was not available at the time and ignore survey-based and market-informed insights
on future macroeconomic conditions that were available. These provide the standard
framework within which macroeconometric analysis takes place though, so it is useful
to consider how the results of conventional analyses should be interpreted in the light
of the canonical model framework and whether standard statistical tools will expose the
misspeciﬁcation.
The second part of the paper examines the extent to which these issues are important
empirically through an analysis of quarterly US data over the period 1968q4 — 2006q1
using the empirical counterparts of the canonical and the conventional models. The
analysis shows that the misspeciﬁcation of the conventional models is not exposed either
by diagnostic tests applied to the models or by typical impulse response analysis. However,
their out-of-sample forecasting performance is considerably weaker than that of the fully-
speciﬁed real time model. The real time analysis is particularly powerful in providing
‘nowcasts’ to accurately describe the current state of the macroeconomy and in providing
more timely indicators of the business cycle. Therefore, in contrast to the conclusions
of Croushore and Evans (2006), we argue that real time considerations do have practical
signiﬁcance for economic decision-making and policy analysis. The power of the real time
model is illustrated through a case study of the use of information in recognising the
recessions experienced in the US in 1990q3—1991q2 and 2001q1—2001q4.
The layout of the paper is as follows. Section 2 introduces the canonical modelling
[4]framework proposed to take into account the information available in real time. The
section illustrates the identiﬁcation issues involved and discusses the links between this
model and the conventional models typically found in the literature. Section 3 describes
the US real time data, including a summary of the sequencing of data releases. It also
introduces three alternative and increasingly sophisticated empirical models that can be
estimated making progressively greater use of the data available in real time. This aims
to establish quantitatively the importance oft a k i n gi n t oa c c o u n tt h ev a r i o u ss o u r c e so f
information available in real time in macroeconomic policy analysis. Section 4 reports on
the use of the models in constructing nowcasts and forecasts of recessions in real time. The
section describes a case study analysing the information ﬂows that would have informed
decision makers in the recession of 2001q1 — 2001q4 and compares this with the use of
information in the recession that occurred a decade earlier in 1990q3 — 1991q3. Finally,
section 5 concludes.
2 A Modelling Framework to Accommodate Real Time Information
In this section, we describe a canonical model that is able to accommodate explicitly the
information available in real time, including the release of diﬀerent vintages of data and
of direct measures of expected future outcomes. Comparison of the canonical model with
a “conventional” model of macroeconomic dynamics helps establish the ways in which
real-time data might improve macroeconomic analysis and those where it might be less
useful. Broadly-speaking, we argue that the real-time data are important in dealing with
‘end-of-sample’ issues but are probably less helpful in addressing ‘processing issues’.
In what follows, txt−s is the measure of the (logarithm of the) variable x at time t−s
as released at time t and txe
t+s is a direct measure of the expected value of the variable
at t + s, with the expectation formed on the basis of information available at the time
the measure is released, t. The sample of data runs from t =1 ,...,T. We write txt =(
tx1t,...,t xmt)0,a nm×1v e c t o ro fv a r i a b l e s ,s ot h a txt might be a 4 ×1 vector containing
data on the interest rate, output growth, price inﬂation, and money growth, for example.
For ease of exposition, we assume in the ﬁrst instance that the determination and ﬁrst-
measurement of variables is synchronised and that data are revised once following its ﬁrst
[5]release. In this case, the model is:
A11 txt = −A12 tx
e
t+1 − A13 txt−1 + B11 t−1xt−1 + B12 t−1x
e
t + B13 t−1xt−2 + εbt, (2.1)
A22 tx
e
t+1 = −A21 txt − A23 txt−1 + B21 t−1xt−1 + B22 t−1x
e
t + B23 t−1xt−2 + εet, (2.2)
A33 txt−1 = −A31 txt − A32 tx
e
t+1 + B31 t−1xt−1 + B32 t−1x
e
t + B33 t−1xt−2 + εrt, (2.3)
where Aij and Bij, i,j =1 ,2,3, are m × m matrices of coeﬃcients and εbt, εet and εrt
are m × 1 vectors of shocks with mean zero and diagonal covariance matrices Ωb, Ωe and
Ωr, respectively. We can normalise the diagonal elements of A11, A22 and A33 to unity
so that the equations of the system explain, respectively, the time-t measure of each of
the variables in xt,t h et i m e - t expectation of xt+1 and the time-t revised measures of
xt−1.4 The structural model (2.1)-(2.3) reﬂects the fact that three interrelated processes
occur here simultaneously and in real time: (i) ‘behavioural’ economic decisions are made
by economic agents to determine the actual values of the variables at each time; (ii)
expectations are formed on the variables by those same economic agents; and (iii) the
economic outcomes are measured reﬂecting the data collection and survey practices of the
statistical agencies.
The equations in (2.1)-(2.3) can be stacked to obtain
Az t = Bz t−1 + εt, (2.4)
where zt =( txt, txe
t+1,t xt−1)0, A =
⎡
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and
εt =( εbt, εet,εrt)0 with covariance Ω =
⎡
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. The corresponding reduced
form VAR is
zt = Cz t−1 + ut, (2.5)
4The equation in (2.3) can obviously be written in the ‘revision’ form A33 (txt−1− t−1xt−1)=... +
(B31 − A33) t−1xt−1 + ... .
[6]where C = A
−1B and ut = A−1εt with covariance matrix Σ = A−1ΩA−1.G i v e nt h a t
the contemporaneous interactions between variables are accommodated explicitly in the A
matrix, it is typically assumed that the structural innovations in Ω are orthogonal to each
other.5 Identiﬁcation of the parameters of the structural model in (2.4), and the associated
structural innovations, from the parameters in (2.5) requires 9m2+3m
2 restrictions based on
ap r i o r itheory, although subsets of the parameters and innovations might be identiﬁed
on the basis of fewer relevant restrictions.
It is worth reﬂecting on how the canonical model of (2.4) and the associated reduced
form of (2.5) relate to the more conventional models of macroeconomic variables found
in the literature. These ignore real-time considerations by making use only of the ﬁnal
vintage of data and, usually, by eschewing the direct measures of expectations that are
available. The relationship between the models becomes clearer by noting that conven-
tional models eﬀectively focus on the post-revision series txt−1 only. If data are revised
only once (and remains unchanged thereafter), then Txt−1 = txt−1, t =1 ,...,T..I n
this case, apart from the observation at the end of the sample, the ﬁnal vintage of data
TXt is the same series as the post-revision series tXt−1 measured at time T
TXt = { Tx1, Tx2, ..., TxT−2, TxT−1, TxT },
tXt−1 measured at time T = { 2x1, 3x2, ..., T−1xT−2, TxT−1, Ø },
where Ø represents a missing entry. If the sample of data is suﬃciently long (so that
the diﬀerence at the end of the series is unimportant), any model estimated using the
ﬁnal vintage of data will be equivalent to that obtained using the post-revision series
only. Further, the canonical model of zt determines the nature of the model that should
be estimated for any subset of the variables in zt. The reduced form (2.5) means zt =
(I − CL)−1ut and the time series model of any variable or subset of variables in zt is
determined by the lag structure of (I − CL)−1 and the properties of the ut.T h ep o i n ti s
5This ‘standard’ assumption has important implications for the interpretation of the structural inno-
vations. Realistically even structural innovations could be correlated with each other. The orthogonality
assumption implicitly means that one of the innovations is reconﬁgured so that the correlation is sub-
sumed into the structural parameters in A0 and the innovation is redeﬁned as that part of the original
which is orthogonal to the rest.
[7]illustrated simply if we consider xt to contain just one variable. In this case, the system
in (2.5) is a three-variable VAR of order 1. But each individual series also admits a
univariate ARMA(3,2) speciﬁcation so that we can write, for example,
txt−1 = λ1 t−1xt−2 + λ2 t−2xt−3 + λ3 t−3xt−4 + vt − θ1 vt−1 − θ2 vt−2, t =1 ,...,T,
(2.6)
where the λ1, λ2 and λ3 are functions of the parameters in C while the θ1, θ2 and properties
of the errors vt are determined by matching its correlelogram with that of the combination
of shocks given by (I − CL)−1ut.6 Estimation of (2.6), or the corresponding univariate
autoregressive approximation, will provide the same estimates of the λ and θ parameters
whether we use use the post-revision series or the ﬁnal vintage series, subject to the sample
not being dominated by the diﬀerences at the end of the data.
2.1 Real time data and information processing
An argument put forward for the use of models that employ real-time data is that they can
help clarify the processing issues surrounding the use of information and the interpretation
of news. The canonical model of (2.4) illustrate the potential for identiﬁcation provided
by the detail of real-time data. But it also shows that considerable ap r i o r iinformation
is required to deﬁne meaningful structural relations, and this will include information
on the nature and measurement of data and on the expectation formation process as
well as on the decision-making of economic agents. For example, if the system of (2.4)
included data on the four variables, interest rates, output, inﬂation and money, we would
require 78 identifying restrictions to be imposed to identify the structural model and
all of the underlying behavioural shocks from the associated reduced form VAR. The
availability of these restrictions will vary from one modelling exercise to another, but it is
worth elaborating on three particular sources here to clarify the real time issues that are
involved.
6Noting that (I − CL)−1 =[ d e t ( I − CL)]−1adj(I − CL) ,t h ea u t o r e g r e s s i v ee l e m e n ti sb a s e do n
det(I − CL)=1− λ1L − λ2L −λ3L and the moving average element depends on the combination of
reduced form errors given adj(I − CL). See Hamilton (1994, p. 349) for details.
[8]One source of potential identifying restrictions is from economic theory. For exam-
ple, recently, there have been many ‘New-Keynesian’ models described in the literature
which have clearly speciﬁed micro-foundations and which provide well-deﬁned dynamic
relationships between key macroeconomic variables; see the references in Gali and Gertler
(2007), for example. If measurement issues are ignored, then such models can be read-
ily accommodated within a VAR framework and the structure suggested by the theory
provides (many) over-identifying restrictions, on the contemporaneous and lagged para-
meters, with which the theory can be tested.7 The identifying restrictions for recovering
these structural relationships in estimation would be more complex, however, if consid-
eration is given to the type and nature of the information set that is available in real
time. This is because the microfoundations of a New Keynesian Phillips curve, say, would
require assumptions to be made not only on ﬁrms’ price setting behaviour but also on
which information the ﬁrms use to form expectations; i.e. whether they based their de-
cisions on ﬁrst-releases of published data or on expectations of post-revision data, and
so on.8 Agents in the model would also need to form a view on the extent to which the
statistical agency publishes the ‘raw ’data obtained as the outcome of a clearly deﬁned
data collection exercise (even if this includes systematic measurement error of unknown
source) or whether the agency attempts to purge the data of systematic error prior to
publication.9
A second potential source of identifying restrictions on the system in (2.4) is through
assumptions on the nature of the expectations formation process. The characterisation
of expectations in (2.1) makes no assumptions on the expectation formation process but
can accommodate many alternative assumptions through the imposition of restrictions
on the parameters of the model. This includes the rational expectation (RE) hypothesis,
for example. However, implementing the identifying restrictions arising from the RE
assumption in (2.4) requires assumptions to be made on which measure of the variables
7See Kim and Pagan (1995) or Pesaran and Smith (2006), for example.
8See Croushore and Evans’s (2006) related discussion on whether policy decisions are based on observed
ﬁrst release data or the ‘true’ underlying state of the economy when estimating policy rules.
9See Jacobs and van Norden (2006) for discusson of the sources of revision error in published data and
the extent to which the revisions reﬂect the ‘news’ or ‘noise’ described in Mankiw and Shapiro (1983).
[9]agents had in mind when reporting their expectations. For example, the identifying
restrictions relating to (2.2) will be quite diﬀerent depending on whether respondents in a
survey report their expectation of the ﬁrst release measure, so t−1xe
t = E[txt | It−1], or they
report their expectation of the “actual” post-revision measure, so t−1xe
t = E[t+1xt | It−1].
In the former case, for example, we can write B12 = Im, A12 = A13 = B12 = B13 = 0 so
that txt = t−1xe
t + εet in (2.1) and εbt has a clear interpretation in terms of “news on the
ﬁrst release measure becoming available at time t”.10 The identifying structure would be
quite diﬀerent if t−1xe
t = E[t+1xt | It−1] however.
A third form of ap r i o r iinformation used to provide identifying restrictions on the
system in (2.4) is through assumptions on the timing and/or sequencing of decisions.
These assumptions are typically used to motivate a diagonal, or block diagonal, structure
in the ‘contemporaneous’ matrix corresponding to A in VAR models of macroeconomic
variables. This approach is well illustrated in studies of the eﬀects of monetary policy
where the use of identifying restrictions bas e do nt h et i m i n ga n ds e q u e n c i n go fd e c i s i o n s
are particularly common. The use of real-time data allows a more precise description
of the timing of new information, including the sequence of the arrival of news within
the period if quarterly data are used. This might enable some if not all shocks to be
identiﬁed. For example, given that interest rate data are available at any point during a
quarter while quarterly output, price and money data are published at various speciﬁed
times during the quarter, one could choose to use the beginning-of-quarter measure of
the interest rate to unambiguously place this ﬁrst in the sequence of behavioural decisions
determining these four variables.11 On the further assumption that interest rate and other
forecasts are also determined after the policy decision, then we can place the interest rate
ﬁrst in the vector of variables zt and write the ﬁrst row of A =( 1 ,0,0,0,...)0 in (2.4). The
reduced form equation for the interest rate will then provide an estimate of the structural
interest rate equation and the shocks to the reduced form interest rate equation can be
10Here, zt = A−1Bz t−1 + A−1εt and E[zt|It−1]=A−1Bz t−1. Focusing on the ﬁrst row, we have
E[txt|It−1]=( I,0,0)A−1Bz t−1 = t−1xe
t so (I,0,0)A−1B =( 0,I,0). For this to hold for any behavioural
relation and any measurement process, we have B12 = Im and A12 = A13 = B12 = B13 = 0.
11A more detailed description of the timing of US data releases is provided in the following section.
[10]given the standard interpretation as reﬂecting structural monetary policy shocks.12
This discussion shows that the use of real time data might help in identifying and
p r o c e s s i n gi n f o r m a t i o ni ns o m ec i r c u m s t a n ces, especially where the sequencing of deci-
sions is well understood. But the discussion also makes clear that the extra detail of the
data typically requires a corresponding increase in the detail of the structure provided by
ap r i o r iinformation for it to be useful in identiﬁcation. In the absence of this detailed a
priori structure, models that employ real time data are unlikely to have any advantage
over simpler conventional models in providing insights on behavioural/structural inter-
pretations of news, testing economic theory, policy evaluation, and so on.
The real-time models would, however, highlight diﬃculties in interpretation which
are obscured in more conventional models. For example, in the absence of identifying
restrictions, the dynamics of the macroeconomy might be characterised through a Gen-
eralised Impulse Response analysis of the reduced form system in (2.5), following Koop
et al. (1995). This type of impulse response describes the eﬀects of a shock to a vari-
able of interest taking into account the innovations that are typically observed elsewhere
in the system when such a shock occurs. It is acknowledged that the shock cannot be
interpreted in terms of an economic innovation of a particular type and is recognised as
being an amalgam of the true underlying behavioural shocks. This approach contrasts
with the more straightforward interpretation of impulse responses typically oﬀered in the
literature on the basis of more conventional models estimated using ﬁnal vintage data.
If the conventional model is recognised as the lower-order VAR model that focuses on
the post-revision series as a subset of the zt in (2.4), then the discussion surrounding
(2.6) shows the shocks in the conventional model are actually a convoluted combination
of the true structural innovations.13 The real time data highlight that the straightforward
12Garratt et al. (2006) illustrate that, assuming that interest rates are set ‘ﬁrst’, a structural interest
rate equation of this form can be derived as the outcome of the optimising decisions of a monetary
authority faced with a structural model of the form in (2.4) and an objective function that is quadratic
in some or all of the other variables in xt.
13As (2.6) makes clear, the time-t innovation in the lower-dimension model consists of shocks to expected
future values of the series and to revisions as well as shocks to ﬁrst-release and revised measures of the
series.
[11]interpretation of impulse responses based on conventional models should be treated with
caution therefore.
2.2 Real time data and diagnostic testing
The discussion above suggests that, in the absence of detailed ap r i o r iinformation on
the structural relations, the real time and conventional models are equally admissible
as representations of the macroeconomy. In these circumstances, we might evaluate the
use of the real time data by testing the statistical adequacy of the models to reﬂect
the data. However, as the discussion surrounding the simpliﬁed model at (2.6) made
clear, the conventional models will typically provide an entirely adequate representation
of the data even if the true data generating process is as in the real time model of (2.4).
The conventional model will have a more complicated ARMA structure than the original
and, in practice, these might be approximated with high-order AR models in estimation.
Standard diagnostic tests (on serial correlation, functional form, non-normality, outliers,
and so on) might appear poor if the approximation is poor. But in principle, if the real
time model is well-speciﬁed, then there is no reason to expect the diagnostic tests for the
conventional model to indicate misspeciﬁcation.
An alternative approach to testing the statistical adequacy of conventional models in
the presence of data revisions is by looking for instability in models estimated using dif-
ferent data vintages; see Orphanides (2001) or Croushore and Evans (2006), for example.
However, the arguments presented above suggest that if the underlying real time model
is an adequate representation of the data, then the corresponding conventional model will
also be an adequate representation. If the sample size is large enough for the ﬁnal obser-
vation to have an insigniﬁcant impact on the estimation, the exercise will provide sensible,
unbiased estimates of the parameters of the conventional model (which are functions of
the true underlying parameters of (2.4)). These estimates will remain stable over time,
irrespective of the vintage of data used in estimation.14
14The univariate conventional model of (2.6) corresponded to a three-variable VAR of order 1 where
there is one revision only. If the data is revised p r e v i s i o n s ,t h e nt h em u l t i v a r i a t em o d e lw o u l db eap+2
-variable VAR and the corresponding univariate represntation would be ARMA(p+2,p+1). Nevertheless,
[12]The structural stability of the conventional model is based on the assumption that the
real time model is itself stable over time. Structural instability in the real time model
will, of course, translate to structural instability in the conventional model. The extent to
which this misspeciﬁcation shows in diagnostic tests of the conventional model will depend
on the details of the real time model. But it is intuitively reasonable to think that the
conventional model might be relatively sensitive to structural breaks because a structural
break in any one of the relationships of the real time model will show as instability in
the corresponding conventional model. Generally speaking, then, diagnostic testing of
the conventional model is unlikely to expose model misspeciﬁcation, although structural
instability tests might be more sensitive than other tests.
2.3 Real time data and forecasting
The most striking deﬁciency of conventional models relative to those using real time data
is likely to be exposed in nowcasting and forecasting exercises. The estimated real time
model of (2.5) can be used, of course, to produce directly the one-step-ahead forecasts of
the next period’s survey expectation T+1xT+2, of the ﬁrst-release measure of T+1xT+1 and
of the post-revision nowcast measure T+1xT. The forecast performance will depend on the
context and it is widely recognised that forecasts based on estimated versions of the true
data generating process can be outperformed by simpler misspeciﬁed models, in a mean
squared error sense, if the true model includes variables with relatively little explanatory
power (see Clements and Hendry, 2005). However, the direct measures of expectations
are likely to have good explanatory power; indeed, the direct measures will themselves
provide the optimal forecast if expectations are formed rationally and relate to the post-
revision measure. Further, there is considerable evidence that there is a systematic and
predictable element in data revisions which will contribute to a model’s forecasting per-
formance. This suggests that the complete real-time model, including expectations data
and revisions data, will produce relatively good forecasts. The model can also be used in a
straightforward way to obtain unbiased forecasts of the future values of the post-revision
series at longer forecast horizons and to produce forecasts of speciﬁc events. This is the
t h es a m ea r g u m e n t sw o u l da p p l y .
[13]case even where the events are deﬁn e db yac o m p l i c a t e df u n c t i o no fd i ﬀerent variables at
diﬀerent forecast horizons; forecasting the probability of two consecutive periods of nega-
tive growth, for example, or the occurrence of turning points or of some other conjuncture
of variable outcomes associated with recession or another business cycle feature.15
This contrasts with forecasting exercises obtained using the conventional model. Al-
though the ﬁrst-release observation on the data at the end-of-sample TxT is available
automatically in the time-T vintage of data, this will provide a biased estimate of the post-
revision nowcast measure in which we are interested, assuming that there is a predictable
element in revisions. The measurement error will contaminate subsequent forecasts at
longer horizons and the characterisation of the uncertainty surrounding the forecasts will
also be incorrect. Event probability forecasts will be biased too. In brief, it seems likely
that conventional models which do not make use of direct measures of expectations or
take into account revisions in data will be particularly poor at forecasts that focus on
the end of the sample when decisions are made. This is ultimately an empirical issue,
however, and we therefore explore the relative forecast performance of various models of
U S m a c r od a t ai nt h ef o l l o w i n gs e c t i o n .
3 The Informational Content of US Real Time Data
In this section, we provide an analysis of US data on output growth, inﬂation, money
and interest rates to investigate the information content of the ﬁrst-releases of measures
of these series, of revisions in these data and of direct measures of expectations of the
variables. The real time dataset is obtained from the Federal Reserve Bank of Philadelphia
at www.phil.frb.org/econ/forecast/ and consists of 161 quarterly vintages of data; the ﬁrst
was released in 1965q4 and the ﬁnal vintage used in this paper is dated 2006q1. All
vintages include variable observations dated back to 1947q1. The analysis in this section
is primarily statistical aimed at illustrating the issues raised in the previous section to
evaluate the usefulness of real time data. The usefulness is judged ﬁrst in the context
of identifying and tracing out the macroeconomic eﬀects of monetary policy shocks and
15See Garratt et al (2003) for discussion of the simulation methods that underlie the production of the
event probability forecasts.
[14]then in the context of ‘nowcasting’ and forecasting the current and future state of the
macroeconomy.
3.1 Timing of US Data Release
The empirical analysis starts with a description of our macroeconomic data taking proper
account of the timing of the data releases in the US. For aggregate output, data on real
GDP in quarter t is released for the ﬁr s tt i m ea tt h ee n do ft h eﬁrst month of quarter
t+1. This ﬁgure is reported in the Federal Reserve Bank of Philadelphia’s real time data
set as the mid-point of the (t +1 ) th quarter and is it is denoted by t+1yt in what follows,
where yt is the logarithm of real GDP, t = 1947q1−2006q1. Revisions that subsequently
take place in output measures in the months up to the mid-point of the (t+2 ) nd quarter
are reported in t+2yt. Likewise, t+3yt incorporates any revisions that are then made up to
the mid-point of the (t +3 ) th quarter, and so on.
Money and price measures are released monthly with a one month’s delay. In this
analysis, pt−1 refers to the average value of the (logarithm of) the consumer price index
(CPI) over the three months of quarter t − 1. The observation for prices in the third
month of quarter t − 1 is not released until the end of the ﬁrst month of quarter t and
so, matching the timing of the release of the output data, we take each quarter’s price
observation to be released at the mid-point of the succeeding quarter, denoted tpt−1.S o ,
for example, the average data for the months that constitute the ﬁrst quarter, January,
February and March, are assumed to become available in the following May; the average
data for the months that constitute the second quarter, April, May and June, are assumed
to become available in the following August, and so on. The timing of the release of data
on the M1 measure of the money supply is exactly the same and so tmt−1 also refers to
the average of the data relating to the three months of quarter t−1 released for the ﬁrst
time at the mid-point of quarter t.
Our measure of the rate of interest, rt, is the Federal Funds rate. The Federal Reserve’s
Open Market Committee usually meets eight times a year; in February, March, May,
July, August, September, November and December and the outcome of its deliberations
are immediately made known. The decision on how to measure the rate at the quarterly
[15]frequency is relatively arbitrary, and so we can choose to measure the rate in a way that
justiﬁes any assumptions on the timing of interest rate decisions. To be consistent with
the assumption that interest rate decisions are made ﬁrst within the quarter, we take as
our measure of the quarterly interest rate, trt, the Federal Funds rate as observed at the
beginning of January, April, July, and October, i.e. the interest rate holding on the ﬁrst
day of the relevant quarter.
To investigate the informational content of ‘forward-looking’ variables, we make use
of the interest rate spreads (to reﬂect market expectations of future rates) and experts’
forecasts on output and prices as provided in the Federal Reserve Bank of Philadelphia’s
Survey of Professional Forecasters (SPF), from 1968q4 — 2006q1. The spread is denoted
tspt and is deﬁned as the diﬀerence between the three-month Treasury Bill Secondary
M a r k e tR a t e ,c o n v e r t e dt oab o n d - e q u i v a l e n tb a s i s ,a n dt h em a r k e ty i e l do nU ST r e a s u r y
securities at a 10 year constant maturity (quoted on investment basis).16 Both series are
obtained from the H.15: Selected Interest Rates publication of the Board of Governors of
the Federal Reserve System. The observations for the spread are taken at the beginning
of each quarter to coincide with the interest rate series. Forecasts taken from the SPF are
made around the mid-point of quarter t although, in fact, the forecasters have available to
them the ﬁrst release information on the previous quarter’s output and price level, tyt−1
and tpt−1 at the time when the forecasts are made.17 The nowcasts relating to quarter
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To investigate the informational content of the various data that become available, we
estimate three simple macroeconomic models which make increasingly specialised use of
the data: a ‘conventional’ model which ignores real time considerations; a speciﬁcation
that pays attention to the timing of data releases and revisions but does not include any
16See Estrella and Trubin (2006) for discussion.
17Given that the spread information becomes available at the start of quarter t, the SPF will have
internalised this source of contemporaneous information also.
[16]forward-looking information; and a model which includes all the information available in
real time. Following the discussion of the previous section, attention focuses on interest
rates, output, prices and money. However, preliminary investigation shows that although
interest rates are stationary, output, prices and money series are integrated of order one
and need to be diﬀerenced to obtain stationarity. In our models, we consider output
growth, price inﬂa t i o na n dm o n e yg r o w t hi nt h ea n a l y s is, measuring these using changes
in the (log) of the ﬁrst-release data in our models that accommodate data revision. As
shown in Garratt et al (2006), a model that explains this growth measure alongside the
revisions data is entirely justiﬁable statistically on the assumption that growth in the
respective series is stationary and that measurement errors and expectational errors are
all stationary.18 In all three models, shocks to interest rates and growth rates die out in
the inﬁnite horizon but have persistent eﬀects on the levels of output, prices and money.
Model 1; Speciﬁcation with Conventional Timing The ﬁrst model we consider
is a simple four-variable Vector Autoregressive Model explaining interest rates, output
growth, price inﬂa t i o na n dm o n e yg r o w t hu s i n gt h eﬁnal vintage data series only; i.e. a
model of the form in (2.5), using
zt =( Trt, (Tyt −T yt−1), (Tpt −T pt−1), (Tmt −T mt−1))
0 ,
for t =1 ,...,T. The timing of this model is ‘conventional’ in the sense that this is the
form of the data that is typically employed in macroeconomic analysis. Here, the investi-
gator considers only the most recent (time-T) data series available, assuming that these
w e r et h ed a t aa v a i l a b l ea tt h et i m ed e c i s i o n sw e r em a d e( p r e s u m a b l ys u b j e c tt os o m e
innocuous measurement error) and eﬀectively ignoring the fact that revisions have taken
place. Further, the data here are aligned temporally on the basis of the time period t to
which the observation refers, not of the date of release. This assumes that all of the data
that relate to time period t were available at time period t despite the publication delays
18The VAR model can be written as a cointegrating VAR with cointegrating relations existing between,
respectively, the ﬁrst-release, expected values and revised values for each variable with cointegrating
vectors (1, −1, 0) and (1, 0, −1).
[17]known to operate in practice. This model provides the baseline comparator, therefore,
abstracting from all real time considerations.
Model 2; Speciﬁcation with Real Time Data and Revisions Our second model
speciﬁcation takes into account the release of information at each point in time, estimating
a model of the form in (2.5), using
zt =( trt, (tyt−1 −t−1 yt−2), (tpt−1 −t pt−2), (tmt−1 −t mt−2),
(tyt−2 −t−1 yt−2), (tyt−3 −t−1 yt−3))
0,
for t =1 ,...,T. This model includes the real time measures of the four macroeconomic
series of interest, measured taking into account the one-quarter publication lag described
earlier, plus two output revisions. The model more realistically replicates the decision
making context faced by agents using information actually known to policy makers and
other economic agents at the time at which decisions are made. Simple variable exclusion
tests lead us to include up to two revisions of output in the model only and to drop
revisions in money and prices altogether.19
Model 3; Speciﬁcation with Real Time Data, Revisions, and Economic Indi-
cators Our third model speciﬁcation supplements the system of Model 2 with direct
measures of expectations of current and future economic activity available in real time,
estimating a model of the form in (2.5), using
zt =( trt, (tyt−1 −t−1 yt−2), (tpt−1 −t pt−2), (tmt−1 −t mt−2),
(tp
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(tyt−2 −t−1 yt−2), (tyt−3 −t−1 yt−3))
0,
for t =1 ,...,T. The model therefore includes, in addition to the variables of Model
2, time-t measures of the nowcast of inﬂation and output growth from the SPF, direct
19To be more speciﬁc, although the money and price series are revised, these revisions have no sys-
tematic, statistically signiﬁcant pattern and their lagged values make no signiﬁcant contribution to the
explanation of the other variables in the system. Similar comments apply to the third (and longer)
revisions in output. Test results are available from the authors on request.
[18]measures of one-quarter ahead forecasts of the same series and the long- and short-term
interest rate spread.
3.3 Estimation Results and Impulse Response Functions
A real time analysis of the models will involve their recursive estimation at each point in
time.20 However, useful insights on the nature of the conventional analyses of Model 1
can be obtained, and compared to the real time analyses of Models 2 and 3, by looking
in detail at examples of the estimated models based on a particular sample. Tables 1 and
2 therefore report the estimated VARs of Models 1-3 based on the ﬁnal vintage of data
(t =1 9 6 7 q1,..,2005q4, T =2 0 0 5 q4 for Model 1 and t =1 9 6 8 q4,..,2006q1, T = 2006q1
for Models 2 and 3).
Model 1 The results show that there is considerable complexity in the feedbacks be-
tween the variables, with standard variable addition tests showing that a VAR of order
4 is appropriate (although lagged money appears to have a relatively minor role in ex-
plaining interest rates, growth or inﬂation). Strong growth and/or high inﬂation precede
interest rate rises, as might be expected with a “Taylor-type” rule, interest rate rises are
associated with a subsequent slowdown in growth, and inﬂation is inﬂuenced by positive
growth with a long (four quarter) lag.
This overview is conﬁrmed by the impulse response functions (IRFs) plotted in Figure
1, which show the impact of a shock to the interest rate equation to each of the four
variables. This is typically interpreted as a monetary policy shock, on the assumption
that interest rates are set ‘ﬁrst’, as discussed earlier. The IRFs show the eﬀect of a
monetary policy shock that raises interest rates by one standard error on impact, with
the rate returning to the level obtained in the absence of the shock after one or two years.
The output response is protracted, with relatively strong eﬀects lasting some two-three
years, including a substantial fall in output relative to the base for over a year (so that
20For Model 1, this might involve a recursive analysis of the ﬁnal vintage data, using the appropriate
sample periods but using measures of the data which would not have been available at the time. This is
termed “quasi real-time analysis” by Orphanides and van Norden (2002).
[19]output levels will be approximately 25% lower at the inﬁnite horizon than in the absence
of the shock). The inﬂation response reﬂects the ‘price puzzle’ often featured in the
literature, whereby the interest rate rise is associated with a rise in inﬂation on impact
but shows a small negative/neutral impact in the long run. And the response of money
is a substantial reduction in money holdings, both in the short and longer term. In short,
then, the ‘conventional’ system equations appear complex but sensible in terms of the
signs and magnitudes of the coeﬃcients and the overall system properties are exactly of
the sort that are typically found in empirical exercises of this kind.
The diagnostic statistics in Table 1 also suggest that the four equations in this speciﬁca-
tion are reasonable ones according to the ﬁt and, generally speaking, to the absence of ev-
idence of serial correlation, functional form problems, heteroscedasticity or non-normality
in the residuals. The main indicator of problems with the model is the strong evidence of
structural instability, at least in the interest rate, inﬂation and money equations, identi-
ﬁed through the application of the standard F-test to the sample split in half at 1986q1.21
Taken at face value, then, Model 1 appears to provide a reasonable characterisation of
the data and one that is broadly in line with macroeconomic stylised facts. However,
there is evidence of instability which would render the model inappropriate for real time
forecasting or policy prescription even if the data were measured without error so that
the ﬁnal vintage data used here had been available at the time.
Model 2 Table 2 reports on Models 2 and 3 obtained using the ﬁrst-release data and
revisions in the series for t = 1968q4,..,2006q1 .T h eb o d yo ft h et a b l ed e s c r i b e st h ee s t i -
mated VAR for Model 2. This conﬁrms that the analysis of data available in real time,
including data on revisions, provides a distinct and even more complicated dynamic char-
acterisation of the macroeconomic data than Model 1. Importantly, there are very clear,
statistically-signiﬁcant, systematic patterns in the ﬁrst and second revisions of output,
and the revisions themselves also play an important role in explaining the evolution of
the (ﬁrst-release measures of) output growth. The interest rate remains positively related
21Subsequent tests suggest that there was a degree of stability during the ﬁrst half of the sample
(between 1967q1-1986q1) but evidence of further instability within the latter half.
[20]to output growth and inﬂation and the signs of the short-run and long-run elasticities in
the growth and inﬂation equations again appear sensible. But the size and the timing of
the eﬀects are quite diﬀerent to those in Table 1, with this model able to accommodate
the interrelatedness of measured output growth, its revision and their impact on the other
macroeconomic variables which Model 1 cannot.
The coeﬃcient estimates of Table 2 show clearly the statistical signiﬁcance of sepa-
rately modelling the ﬁrst-release and revised measures of output. However, the diﬀerences
between the models are obscured when considering the system-wide response to an inter-
e s tr a t es h o c k .T h i si si l l u s t r a t e di nF i g u r e1w h e r et h ee ﬀects of an interest rate shock
on Model 2 are traced against those in Model 1. The interest rate is assumed to be set
‘ﬁrst’ in both Models 1 and 2, so the shock has the same interpretation in both sets of
impulses. Further, the impulses have been calculated to trace the eﬀect of the shock on
comparable output, inﬂation and money series in both models. This is because, in Model
2, the impulses relate to the eﬀect of the shock to the post-revision output, inﬂation
and money series (i.e. to t+3+syt+s s =0 ,1,..., i nt h ec a s eo fo u t p u t ,w h e r et h e r ea r e
systematic revisions for two periods, and t+1+spt+s and t+1+smt+s for prices and money
where the revisions have no systematic content). These series are approximately equal
to the ﬁnal vintage series used in Model 1, therefore.22 Nevertheless, at ﬁr s ts i g h t ,i ti s
surprising to ﬁnd the impulse responses looking so similar in Models 1 and 2 given the
22Following Koop et al. (1996), we note that an impulse response function illustrates the time proﬁle
of a variable in response to a particular shock relative to the proﬁle when no shock occurs. The shock
can be to a speciﬁc variable assuming no other shocks take place (an orthogonalised impulse response
function) or it can be a system-wide shock normalised on a particular variable but taking into account
simultanous innovations in other variables too. The deﬁnition of the responses of post-revision output to
as h o c ks p e c i ﬁed by ut = u for Model 1 is given by
E[ Tyt+s | It−1,ut = u] − E[ Tyt+s | It−1],s =1 ,...,
while the response of post-revision output to a shock speciﬁed by ut = u for Model 2 is given by
E[ t+3yt+s | It−1,ut = u] − E[ t+3yt+s | It−1],s =1 ,... .
For impulse responses from diﬀerent models to be comparable, the responses must relate to the impact
of the same shock (so u = u).
[21]statistical signiﬁcance of the additional dynamics made explicit in Model 2. On reﬂection,
however, this may not be so hard to understand. Speciﬁcally, we have already noted that,
even if the VAR Model 2 is the true data generating process, it is possible to estimate
a VARMA time series model for any sub-set of the variables in Model 2 which will aim
to approximate the true DGP. Having recognised that the post-revision series in Model 2
are approximately equal to the ﬁnal-vintage series used in Model 1, it is clear that Model
1 can be interpreted as a simpliﬁed approximate version of Model 2. The estimated im-
pulse responses of the post-revision series in Model 2 illustrate the same properties of the
system dynamics captured by the responses of Models 1 to the same interest rate shock,
therefore. This is reassuring if this particular impulse response exercise is the purpose
of the analysis. But it is misleading if the model was to be used to trace the eﬀect of
other types of shock or in forecasting or in providing a structural interpretation to the
estimated model.23
Further, although the estimated version of Model 1 might provide a reasonable ap-
proximation of the true data generating process (as reﬂected in the system properties of
the estimated impulse responses discussed above), this does not mean that the forecast
of post-revision output levels will be approximately equal to those obtained from Model
2. Hence, impulse response analysis cannot establish the importance of data revisions for
the identiﬁcation of policy shocks and their eﬀects.
The equation diagnostics again provide broad reassurance on the statistical coherence
of the model according to ﬁt and the standard residual-based tests. The evidence for
structural instability is weaker for the interest rate and inﬂation equations (being signiﬁ-
c a n ta tt h e1 0 %b u tn ol o n g e ra tt h e5 %l e v e lo fs i g n i ﬁcance) but remains for the money
equation and there is now doubt on the stability of the output equation too (at least at the
10% level of signiﬁcance). In brief, then, the estimated equations of Model 2 also appear
sensible in terms of signs and magnitudes of coeﬃcients and have reasonable diagnostic
properties. If estimated recursively, these equations could have been more reliably used
23The argument suggests that the two models would generate similar impulse responses of the post-
revision series if the shock is the same in the two models. However, no shock can be speciﬁed that is
deﬁn e ds i m i l a r l yi nb o t hM o d e l s1a n d2a p a r tf r o mt h a tt ot h ei n t e r e s tr a t e .
[22]to inform policy decisions in real time although some ambiguity on structural stability
still remains.
Model 3 The lower section of Table 2 summarises the impact of adding to Model 2 the
forward-looking variables suggested in Model 3, again focusing on the model estimated
over t =1 9 6 8 q4,..,2006q1. A speciﬁcation search suggested that six lags of the spread,









t+1 should be included in the equations and the χ2
LM(14) statistic in-
dicates the signiﬁcance of these variables in each equation. The other three χ2
LM statistics
aim to isolate in turn the separate contributions of the spread, the SPF nowcasts, and the
one-quarter ahead SPF forecasts. These conﬁrm that all three series have considerable
explanatory power in the interest rate, output growth and inﬂation equations highlighting
the potential misspeciﬁcation problems of macroeconomic modelling exercises that omit
forward looking variables.24 Interestingly, the forward looking data, and especially the
spread, also provide signiﬁcant explanatory power for the revisions, suggesting that these
data may reﬂect agents’ expectation of the true underlying data.
The underlying short-run and long-run elasticities of Model 3 are not reported in Table
2 for space considerations. But they are sensible according to sign and magnitudes once
more and provide reasonable system dynamics. Indeed, the impulse responses of the post-
revision series to an interest rate shock based on Model 3 are again reported in Figure
1 and again correspond closely to those of Models 1 and 2. However, the interpretation
now is that Model 3 provides the most comprehensive description of the DGP for these
macroeconomic series and that the speciﬁcations of Models 1 and 2 are approximations
that adequately capture the system dynamics (at least as far as these particular impulse
responses are concerned) but would be misleading for more structural analysis.
The ﬁt and diagnostic tests of Model 3 (not reported for space considerations but
available on request) again show an improvement over the other models. Indeed, as the
ﬁgures in the ﬁnal row of Table 2 demonstrate, the inclusion of the additional forward-
looking variables serves to eliminate any remaining evidence of structural instability. This
24The forward-looking data shows little explanatory power for the money growth series.
[23]is in itself an important empirical ﬁnding, showing that a VAR model that attempts
to implicitly capture the eﬀect of expectations formation in macroeconomic models is
unlikely to succeed.25 Model 3 represents our preferred model, therefore, accommodating
directly all of the information that is available to decision-makers at the time decisions
are made, including measures of expected future outcomes, but avoiding the dangers of
inappropriately including information that was not available at the time by using real-time
data only.
3.4 Model Evaluation using Statistical Forecasts
T h i ss e c t i o np r o v i d e sa ne v a l u a t i o no ft h eo u t - of-sample point forecasting performance of
the diﬀerent models.26 The analysis focuses on forecasts of output growth and inﬂation
at various horizons to judge the extent to which the use of the data on revisions and
measures of expectations make a useful contribution if decisions are made in real time
based on nowcasts or forecasts of these variables.
Table 3 reports root mean squared errors (RMSE’s) for Models 10,2a n d3 ,w h e r e
the models are estimated recursively for t =1 9 6 8 q4,...,τ, and the relevant out-of-sample
forecasts are computed at each recursion for up to two years ahead; i.e. at τ+h, h =1 ,..,8.
We chose τ = 1985q4,...,2006q1 − h so that the RMSE’s are based on up to N =8 0
recursions. Four RMSE’s are obtained using forecasts relating to output growth alone
and two are obtained relating to price inﬂation forecasts alone. Speciﬁcally, these are
based on:
25This should not be interpreted as evidence against rationality in expectation formation. Rather, it
suggests that the information content of the direct measures of expectations cannot be captured here
by linear function of lagged values and simple structural shocks. This would be the case if, for exam-
ple, changes in the policy underlying the variables of interest were announced ahead of time and best
represented by discrete or other non-linear regime changes.
26Since forecasts from Model 1 are not directly comparable to those of Models 2 and 3, we estimated a
Model 10. This is a VAR in four variables (akin to the variables in Model 1), but obtained in real time;
i.e.a model of the form in (2.5), using
zt =( trt, (tyt−1 −t−1 yt−2), (tpt−1 −t−1 pt−2), (tmt−1 −t−1 mt−2))
0 .
[24]• — the nowcast of the ﬁrst-release output level, [ τ+1yτ = E [τ+1yτ | Iτ], which
eﬀectively involves a one-step ahead forecast since output is released with a
one quarter delay;
— the nowcast of actual, post-revision output level, [ τ+3yτ, which will involve
three-quarter ahead forecasts accounting for the one-quarter delay in the re-
lease of output and for two quarterly revisions;
— the forecast of actual output two-quarters ahead \ τ+5yτ+2;
— the forecast of actual output four-quarters ahead \ τ+7yτ+4;
— the nowcast of the ﬁrst-release price series, [ τ+1pτ, and
— the forecast of prices four-quarters ahead \ τ+4pτ+3, where systematic revisions
are assumed unimportant.27
In addition, we also report RMSE’s based on functions of output and inﬂation forecasts
that might be of more direct interest to decision-makers. Speciﬁcally, we also focus on
• — the nowcast of the output gap, xt|Ωt+s = t+3yt− e yt ,d e ﬁned as the gap be-
tween actual output at t a n dt h et r e n dm e a s u r e ,e yt, obtained by running the
Hodrick-Prescott ﬁlter through the forecast-augmented actual output series
{.....t−1yt−4, tyt−3, \ t+1yt−2, \ t+2yt−1, [ t+3yt, \ t+4yt+1,. . . }. The post-revision out-
put available at time t is augmented with forecasts of the future post-revision
series formed on the basis of Ωt+s i.e. information available at time t + s,
s ≥ 0.28
27Clearly, the RMSE relates equally to forecasts of output growth or price inﬂation rela-
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τ+4pτ+3 − \ τ+4pτ+3
¢2.
28Details of the computation of the gap measure are given in Garratt et al (2008), where the gap is
based on a forecast-augmented Hodrick-Prescott smoother.
[25]— the nowcast of a policy objective, gt|Ωt = λ(e xt|Ωt)+( t+1pt−tpt−1)2 deﬁned as
a weighted aggregate of the output gap and inﬂation where the weight on the
gap is varied from λ =0 .1, 0.3, 0.5.
The table also shows the outcome of two sets of tests of forecast accuracy. The ﬁrst set
is provided by the Diebold-Mariano (DM) statistics which test the null of equal predictive
accuracy of Models 10 a n d2a n dt h e nM o d e l s2a n d3r e s p e c t i v e l y ,b a s e do nt h ed i ﬀerences
in the reported root mean square errors and an estimate of the asymptotic variance of
this diﬀerence. A consistent estimate of the long run variance is obtained by taking a
weighted sum of the available sample autocovariances (see Diebold and Mariano (1995)).
The second set of tests compares Models 2 and 3 only and is obtained from a simulation
exercise based on the assumption that the estimated Model 2 obtained using data for
t =1 9 6 8 q4,...,τ is the true data generating process for t =1 9 6 8 q4,...,τ + h. Under
this assumption, 100,000 replications of the data sample were generated. Then, for each
replication r:M o d e l 2 (r) and Model 3(r) were estimated; forecasts were made for the
period τ +1 ,..,τ + h; corresponding RMSE(r) were calculated from the two alternative
models; and the diﬀerence between these (i.e [RMSE(r) b a s e do nM o d e l2 ]-[ R M S E (r)
based on Model 3]) was recorded.29 The 100,000 simulated diﬀerence statistics obtained
in this way provide an empirical distribution for the statistic under the null that Model
2 is true. The † and †† indicate whether the diﬀerence in RMSEs observed in the table
is greater than the upper 10% or 5% of that empirical distribution. This test statistic
is likely to be a more powerful test of the usefulness of the extra variables in Model 3
for forecasting than the DM test when comparing forecasts of nested models (see Clark
and McCracken (2001)) and can be readily applied no matter even when the prediction
criterion is a complicated function of forecasts of diﬀerent variables and over diﬀerent
forecast horizons.
Comparison of the RMSE statistics for Models 10 and 2 shows that the revisions data
are useful in the nowcasts of ﬁrst-release and actual output growth. The RMSE of the
output growth nowcasts from Model 2 are some 25% lower than those from Model 10
29Although Model 2 is nested within Model 3, the inclusion of any irrelevent variables would damage
the forecasting performance of Model 3 (see Clements and Hendry (2005)).
[26]and the DM tests show this to be very strong evidence of improved forecast accuracy.
The performance of the longer horizon forecasts of output growth, or for inﬂation, is not
enhanced by the inclusion of the revision data (with the RMSE of Model 2 actually being
worse, although not signiﬁcantly so). This is not so surprising for the inﬂation series, where
revisions were seen to be unimportant. But it also means that the improved forecasting
performance achieved through inclusion of the revisions data is achieved primarily on
nowcasts and is less pronounced for forecasting over the medium or longer term. This
is not to deny its importance; the end-of-sample forecasting performance is crucial in
real-time decision-making, for example. But it shows clearly where the gains arise.
Comparison of the RMSE for Models 2 and 3 show even more strikingly the usefulness
in forecasting of including all the information available at the time decisions are made,
including direct measures and market-based measures of expectations. The RMSE errors
calculated using Model 3 are substantially and statistically signiﬁcantly less than those
calculated using Model 2 for all the forecasts considered, covering all the variables and
combinations of variables at every horizon (the weakest evidence again being for long
horizons for output growth, although the tests based on simulations show the diﬀerences
to be statistically signiﬁcant here too). Improvements of up to 40% in the RMSE are
observed across the various criteria with the expectations data providing particular fore-
cast improvement on the inﬂation series. It is worth emphasising that these results are
found without using a very sophisticated speciﬁcation search; we have noted the diagnos-
tics used to choose appropriate lag lengths, for example, but there has been no further
search conducted and many variables remain in the model with relatively low t-values.
The clarity of the ﬁndings on the improved forecasting performance is not the outcome of
sophisticated data-mining therefore but simply reﬂects the importance of including these
explanatory variables and fully exploiting the information that is available to forecasters
at the time forecasts and decisions are made.
4 The Usefulness of Real Time Data for Nowcasting and Forecasting
The results of the previous section show that, in terms of purely statistical criteria, there is
as t r o n ga r g u m e n tf o ru s i n gr e a lt i m ed a t a ,i n cluding direct and market-based expectations
[27]measures, in modelling. In this section, we show that the use of the available information
in modelling and forecasting is equally important using more economic criteria in the
context of decision-making. To this end, we propose speciﬁc economic events of interest
relating to the business cycle and use these as a basis for evaluating Model 2 and Model 3
by comparing the models’ performance in forecasting the likelihood of the events taking
place.
The calculation of probability forecasts (i.e. forecasts of the probability of speciﬁed
events taking place) is relatively unusual in economics. This is surprising given that,
compared to the point forecasts and conﬁdence intervals that are usually reported, prob-
ability forecasts are better able to focus on events of interest to decision-makers and can
convey the uncertainties associated with the event of interest more directly. Further, the
methods are relatively straightforward to implement using simulation methods. Garratt
et al. (2003) describe the methods in detail, but the idea can be brieﬂy outlined if we
consider an example where we calculate the probability density function (pdf) associated
with the nowcast of output growth deﬁned by ([ t+3yt − \ t+2yt−1).30 Here, one would use
the estimates from a model (i.e. Model 2 or Model 3), including the estimated variance-
covariance of the innovations, to generate R replications of the future outcomes, including
\ t+hyt−3+h
(r), h =0 ,1,...and r =1 ,..,R and the ‘(r)’ superscript denotes the value taken
in the rth simulation. The values of \ t+hyt−3+h
(r) obtained across replications directly pro-
vides the simulated pdf of forecast post-revision output time t − 3+h and the values of
([ t+3yt
(r) − \ t+2yt−1
(r)) provide the pdf of the nowcast of actual output growth.31 Further,
counting the number of times in which ([ t+3yt
(r) − \ t+2yt−1
(r)) exceeds zero out of the R
replications provides a direct estimate of the nowcast probability that output growth is
positive. This statistic will be much more useful to a decision-maker concerned with this
speciﬁc feature of the business cycle than the point forecast of growth and 95% conﬁdence
intervals typically reported.
30We abstract from parameter uncertainty in this example although this feature can be readily accom-
modated. See Garratt et al (2003) for details.
31It is worth emphasising that this growth nowcast involves forecasts of series at diﬀerent forecast hori-
zons which are not independent. However, the simulated pdf automatically reﬂects all the uncertainties
associated with these forecasts.
[28]To illustrate the importance of using real time information in this context, we focus on
t w oe v e n t sr e l a t i n gt ot h et i m e - t perception of the business cycle at time t.T h eﬁrst con-
siders the likely occurrence of two periods of consecutive negative growth at t and t−1; i.e.
Pr{A} where event A is deﬁned by A : { [(t+2yt−1 −t+1 yt−2) < 0] ∩ [(t+3yt −t+2 yt−1) < 0] }.
This is one simple but frequently used deﬁnition of “recession”. Figure 2 plots these
probabilities for the period 1986q1 — 2006q1 as calculated from the estimates of Model
2 (dashed line) and the estimates of Model 3 (solid line) obtained recursively in real
t i m ea n do nt h eb a s i so fR =2 0 0 ,000 replications. The ﬁgure also plots the actual
occurrence of two periods of consecutive negative growth (the dotted line), given by
[(t+2yt−1 −t+1 yt−2) < 0] ∩ [(t+3yt −t+2 yt−1) < 0]. As it happens, this is a relatively un-
usual event and occurred in only two out of the 80 quarters of the last two decades of
our sample (namely 1991q1 and 2001q4). This proﬁle is reﬂected in the nowcasts of the
probability of the event occurring which remain close to zero in most periods for both
models (rising above 10% on just three occasions for Model 2 and six occasions for Model
3). Both models also recognise the increased likelihood of recession in 1991q4, with the
probability rising to 52% for Model 2 and 80% for Model 3. Importantly, though, only
Model 3 recognised the 2001q4 recession, providing a 56% probability of recession com-
pared to Model 2’s 4%. A formal evaluation of the two models’ nowcasting performance
requires a complete description of the decision-maker’s loss function (identifying the costs
and beneﬁts of the decisions based on the nowcast probabilities from the two models).
But the exercise illustrates clearly Model 3’s ability to rapidly identify this unusual event
reﬂecting the fact that, in reality, economic agents are well informed about the current
state of the economy. This information is captured by those agents’ statements on the
business cycle, as measured in business surveys and market-based information. Model
builders that fail to use this information may not identify events that other economic
agents are aware of, therefore there is a risk of providing poor advice.
The second business cycle event considered here is the occurrence of recession as deﬁned
by the NBER (available from www.nber.org). The NBER deﬁnition of recession is based
on a number of economic indicators and the recession dates are published only after
as i g n i ﬁcant delay. For instance, the end of the recession in November 2001 was only
[29]announced by the NBER in July 2003. In our exerc i s e ,w ee v a l u a t eo u ra l t e r n a t i v em o d e l s
from the perspective of decision-makers who need to know whether we are in an NBER-
deﬁned recession today. The ﬁrst step in this process is to relate the NBER categorisation
to observable data. To this end, a probit model is estimated to explain a dummy variable,
NBERt, which takes a value of one for all quarterly dates of contraction as deﬁned by
the NBER and zero otherwise. Following a relatively straightforward speciﬁcation search,
based on the joint insigniﬁcance of longer lags, the regressors in the model consist of
the current and one lag of actual output growth (t+3yt −t+2 yt−1), and the current and
one lag of a ‘current depth of recession’ (CDR) dummy variable. The CDR variable is
deﬁned as the gap between the current level of actual output and its historical maximum
where CDRt =m a x{t+3yt−s}
t
s=0 −t+3 yt. Therefore, the CDR dummy variable will take
the value of one when output dips below its ‘trend’ value due to a negative shock and zero






(t+3yt −t+2 yt−1) − 58.8598
[−2.0243]





CDRt−1 + b  t,
where  t ∼ N(0,1) and where t-statistics are reported in [.].
To calculate the ”nowcast” probabilities of a NBER-recession, it is assumed that the
relationship between NBERt and the measurables in (4.7) is known to agents throughout
our sample. We then calculate Pr{B} where event B is deﬁned by B : { NBERt > 0 },
obtained recursively in real time using the same the R =2 0 0 ,000 simulations of the
future as described above. It should be clear here that the nowcast values of NBERt are
complicated non-linear functions of forecasts of variables measured at diﬀerent forecast
32The asymmetry implied by the CDR term is reﬂected in the “bounce-back” eﬀect, the tendency
for output growth to recover relatively strongly following a recent recession. Hence, the CDR approach
treats the historical maximum level of output as an attractor which inﬂuences the dynamics of output
growth when output falls below its previous peak. Beaudry and Koop (1993) hypothesise that there is a
non-linearity in this “peak reversion”; the further output falls from its peak, the greater is the pressure
that builds up for output to return to its historical maximum. As a result, the speed at which output
recovers varies according to the severity of the recession.
[30]horizons, so that the uncertainty surrounding the likely occurrence of an NBER-recession
would be extremely diﬃcult to calculate analytically. The estimated probabilities are
relatively easily obtained through the simulation exercise, however, and are illustrated for
1986q1 — 2006q1 in Figure 3. This ﬁgure shows that contraction was actually observed,
according to the NBER, in nine of the 80 quarters considered in the diagram; namely
during 1990q3—1 9 9 1 q3 and 2001q1 — 2001q4 inclusive. Model 2 performs relatively poorly
in identifying these periods in real time. The nowcast probability of NBER-contraction
b a s e do nM o d e l2e x c e e d s2 0 %o no n l yt w oo c c a s i o n st h r o u g ht h ep e r i o da n dn e i t h e r
correspond to periods subsequently labelled as contractions by NBER. Model 3 on the
other hand performs relatively well, with the nowcast probability exceeding 20% on ten
occasions, seven of which correspond to NBER dates. Again, a full evaluation of the
forecast success requires a detailed description of the loss function faced by the decision-
maker. But the correspondence with the event outcomes based on Model 3 is striking
and again shows the considerable information content of survey data and market-based
expectations in judging where the economy currently stands.33
In order to see more precisely the nature of the information content contained in the
survey and yield curve data, Table 4 provides further details of the estimated nowcasts
of the contraction probabilities for the two periods identiﬁed by NBER as periods of
contraction. Here, the ﬁrst row shows the probabilities reported in Figure 3 and based
on Model 3 including the spread data spt, plus the current realisations and one-quarter













t ), obtained from surveys. The subsequent
three rows show the corresponding probabilities obtained if only the spread data were
included in the model, only the realisation data were included, and only the one-step ahead
expectations data were included, respectively. The results in these three rows are based
on misspeciﬁed models (having incorrectly dropped statistically signiﬁcant variables) and
should be treated with caution. But they provide indicative information on the source
33The evaluation criterion here is how well the contraction probabilities match the NBER dates. But
the continuum provided by the estimated probabilities, and particulalry the fact that these rose to close
to 50% in 1988q2 and 1990q1, is potentially important information in its own right.
[31]of the information useful in forecasting. As it turns out, the relatively high probabilities
(>35%) observed in 1990q3—1 9 9 1 q2 and 2001q1—2 0 0 1 q4 in Model 3 appear to be driven
primarily by the use of the survey-based realisation data. The one-step ahead expectations





t −tyt−1)],which, in the context of the model that accommodates both ﬁrst-release and
revisions data, allows the model to rapidly identify the state of the business cycle.
The lower half of the table reports in an analogous fashion the contraction probabilities
for the same period but based on information available one year before the contraction.
Interestingly, these set of results show that it is the spread data which seems most useful.
This conclusion is based on the ﬁgures provided in the lower half of Table 4 which show
reasonably high (>20%) contraction-probabilities even at this forecast horizon based on
Model 3, but with the high probabilities showing most clearly in the sub-models incorpo-
rating spread data.
5 Concluding Comments
This paper addresses issues that arise in both structural and reduced form empirical
modelling of macroeconomic time series. For both types of modelling exercises, this paper
argues that real time considerations will be of importance and a modelling framework
is proposed in which the real time informational context of decision-making is properly
reﬂected.
Structural modelling exercises, ideally, should be cognizant of the real time informa-
tional context of decision making. In particular, the fact that expectations formation
takes place in real time and that, for many variables, real time values will be diﬀerent to
post revision values, deﬁnes a set of restrictions that would be needed to identify struc-
tural innovations that is considerably broader than the restrictions typically imposed in
empirical analysis. These restrictions would reﬂect the processes associated with agents’
underlying decision making, including expectations formation, and the methodology by
which data are measured and subsequently revised. In the absence of a suﬃcient set of
implied restrictions, very careful interpretation of the innovations is required.
The implied reduced form model incorporates market-informed insights on future
[32]macroeconomic conditions and information that was available at the time. Comparisons
with ‘standard’ models, that incorrectly omit this information, can reveal potential speci-
ﬁcation errors. A real time analysis of quarterly US data, 1968q4-2006q1, shows that the
misspeciﬁcation problems are clearly highlighted usingo u t - o f - s a m p l ef o r e casting exercises,
and not through the use of diagnostic tests applied to the standard models or typical im-
pulse response analysis. In other words, mispeciﬁcation issues can be revealed through
an analysis which is real time in nature. The empirical ﬁndings show that estimated real
time models considerably improve out-of-sample forecasting performance, provide more
accurate ‘nowcasts’ of the current state of the macroeconomy and provide more timely
indicators of recessions.
[33]Table 1: Model 1: VAR with Conventional Timing: 1967q1 - 2005q4
Independent Variable Dependent Variable









































































































































U2 0.7904 0.2839 0.7745 0.5390
ˆ  0.0185 0.0074 0.0038 0.0084
IVF(4) {0.28} {0.14} {0.16} {0.01}
III {0.12} {0.02} {0.00} {0.29}
IK {0.00} {0.20} {0.04} {0.18}
IQ {0.00} {0.00} {0.34} {0.65}
IVWDE {0.02} {0.58} {0.00} {0.00}
Notes: Standard errors are given in (.). U2 is the squared multiple correlation coe!cient, and b  is the
standard error of the regression. The remaining diagnostics are p-values, in {.}, for F-test statistics
for serial correlation (SC), functional form (FF), normality (N), heteroscedasticity (H), and a Chow








































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































.Table 3: RMSE’s and Diebold-Mariano Statistics
RM SE’ sD iebold-M ariano Statistics
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for  =0 =5 0.0017 9=34 × 105††
Notes: The table reports RM SE and D iebold-M ariano statistics for the model speci ﬁcations described in the text. e {u
| and
e {i
|W respectively denote the real time and ﬁnal output gap, as described in the text, and j|= (e {|)+( +1ss1)2.
The models are estimated for w = 1968t4>===>,  =1985q4-2006q1 and W =8 0 = T h es t a t i s t i c si ns q u a r eb r a c k e t sd e n o t e
p-values. The† and †† denote the results of the test that the dierence between the RM SE of M o d e l2a n d3a r et h es a m e















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































.-----M o d e l1 —————M o d e l2 –––– Model 3












1987:04 1989:04 1991:04 1993:04 1995:04 1997:04 1999:04 2001:04 2003:04
- - - - - Actual Event — — — — — Model 2 –––– Model 3
Figure 2: ”Nowcast” probabilities of two periods of consecutive negative growth;












1986:01 1988:01 1990:01 1992:01 1994:01 1996:01 1998:01 2000:01 2002:01 2004:01 2006q1
-----N B E RC o n t r a c t i o n s —————M o d e l2 –––– Model 3
Figure 3: ”Nowcast” probabilities of NBER Periods of Contraction
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