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Abstract. We present an extension of the test proposed by Sardinas and Patterson (1953)
for deciding whether a set of words is a code. As a consequence, we obtain an effective
algorithm that decides in O(k) time whether a given regular language is a code, where k is
the finite index of the syntactic congruence of this language.
Tóm tắt. Trong bài báo này, chúng tôi trình bày một thuật toán mới mở rộng thuật toán
Sardinas-Patterson xác định tính chất mã của một ngôn ngữ. Từ đó nhận được một thuật
toán với độ phức tạp cỡ O(k) để nhận biết một ngôn ngữ chính quy cho trước là mã hay
không, với k là chỉ số hữu hạn của tương đẳng cú pháp thỏa ngôn ngữ đó.
1. MỞ ĐẦU
Trong lý thuyết mã, bài toán xác định tính chất mã của ngôn ngữ là một bài toán cơ bản
được đề cập trong nhiều công trình nghiên cứu. Năm 1953, Sardinas và Patterson đề xuất
một phương pháp tính toán tổ hợp kiểm tra tính chất mã của một tập các từ cho trước.
Cho đến nay, phương pháp này vẫn được sử dụng rộng rãi như một tiêu chuẩn kiểm tra tính
chất mã của ngôn ngữ. Một số công trình nghiên cứu theo hướng mở rộng phương pháp đó
cho các lớp mã mới như mã zigzag (M. Anselmo [1], và D.L. Van, B. Lesae¨c, I. Litovsky [2]),
Pcodes (F. Blanchet-Sadri, M. Margaret [3]), T-V codes (F.L. T¸iplea và các tác giả khác
[4]), mã với từ định biên (H.N. Vinh, P.T. Huy, Đ.L. Vân [5]) và mã nhị phân (D. Macro
[6]), hoặc để tính toán một số độ đo của mã như độ không nhập nhằng (P.T. Huy, N.Đ.
Hân, P.M. Chuẩn [7]) và độ trễ giải mã (H.N. Vinh, N.Đ. Hân, P.T. Huy [8]). Một số tác giả
đề xuất thuật toán kiểm tra mã kiểu Sardinas-Patterson sử dụng kỹ thuật otomat như M.
Robert [9], W. Andreas, H. Tom [10] và J. Falucskai [11]. Khi ngôn ngữ được cho bởi một
otomat hữu hạn, thuật toán kiểm tra mã trong [9] có độ phức tạp cỡ O(n2), với n là tổng số
trạng thái và số phép chuyển của otomat hay cỡ O(l2.k4), với l là số chữ của bảng chữ cái
và k là số trạng thái của otomat đó.
Trong bài này, chúng tôi cải biên phương pháp tổ hợp của Sardinas và Patterson, đề xuất
một thuật toán kiểm tra mã. Khi cho ngôn ngữ chính quy X được đoán nhận bởi một đồng
cấu đại số α : A∗ →M , với M là một vị nhóm hữu hạn, ta nhận được một thuật toán kiểm
tra X có là mã không. Nhờ sử dụng phương pháp đại số, cho phép đánh giá tính hiệu quả
rõ rệt của thuật toán này, với độ phức tạp cỡ O(k), với k là chỉ số tương đẳng cú pháp của
X , hơn hẳn độ phức tạp của thuật toán Sardinas-Patterson, được biết có cỡ O(22.k).
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Trước hết, chúng tôi nhắc lại một số ký hiệu và khái niệm được sử dụng trong bài báo,
chi tiết xem trong [12, 13]. Cho A là bảng hữu hạn các chữ cái. A∗ là vị nhóm tự do của tất
cả các từ hữu hạn sinh bởi A. Từ rỗng được ký hiệu là ε và A+ = A∗−{ε}. Mỗi tập con của
A∗ được gọi là một ngôn ngữ trên A. Một tập X ⊆ A+ được gọi là mã trên A nếu mọi từ w
thuộc A+ có nhiều nhất một cách phân tích thành tích của các từ trongX . Giả sử X, Y ⊆ A∗,
ta gọi thương trái (thương phải) của X với Y là ngôn ngữ Y −1X (tương ứng XY −1) được
xác định bởi Y −1X = {w ∈ A∗ | yw ∈ X, y ∈ Y } và XY −1 = {w ∈ A∗ | wy ∈ X, y ∈ Y }. Ký
hiệu u−1X , Xu−1 được sử dụng khi tập Y = {u} chỉ có một phần tử.
Cho X ⊆ A∗, ta nói rằng X thỏa bởi đồng cấu vị nhóm α : A∗ →M nếu tồn tại B ⊆M
sao cho X = α−1(B). Trong trường hợp X là ngôn ngữ chính quy, ta luôn xây dựng được
một vị nhóm cú pháp hữu hạn MX và đồng cấu cú pháp αX : A∗ → MX thỏa X . Khi đó,
ta gọi k = |MX | là chỉ số tương đẳng cú pháp của X .
2. THỦ TỤC SARDINAS-PATTERSON XÁC ĐỊNH TÍNH CHẤT MÃ
CỦA NGÔN NGỮ
Cho tập X của các từ trên bảng chữ A, dựa vào định nghĩa của mã, thủ tục Sardinas-
Patterson [12] đưa ra cách tính toán các tập thương để tìm hai phân tích khác nhau của
một xâu w bất kỳ trong X , w ∈ A∗. Thủ tục Sardinas-Patterson xác định các tập thương






−1Ui, i ≥ 0
(2.1)
Tính đúng đắn của thủ tục Sardinas-Patterson dựa trên Định lý 2.1 sau đây:
Định lý 2.1. ([12]). Tập X ⊆ A+ là mã khi và chỉ khi các tập Ui được xác định theo công
thức (2.1) không chứa từ rỗng.
Chứng minh của Định lý 2.1 dựa trên Bổ đề 2.1 sau đây:
Bổ đề 2.1. ([12]). Cho X ⊆ A+ và (Ui)i≥0 được định nghĩa theo công thức (2.1). Với ∀i > 0
và k ∈ {0, ..., i}, chúng ta có ε ∈ Ui khi và chỉ khi tồn tại một từ w ∈ Ui và m, n ≥ 0 sao cho
wXm ∩Xn 6= ∅, m+ n+ k = i.
Mệnh đề sau đây khẳng định sự tồn tại của thuật toán Sardinas-Patterson khi X là tập
đoán nhận được.
Mệnh đề 2.1. ([12]). Nếu X là một tập đoán nhận được, thì tập tất cả các Ui (i ≥ 0) là
hữu hạn.
Nhận xét 2.1. Mệnh đề 2.1 khẳng định Định lý 2.1 cung cấp một thuật toán kiểm tra một
ngôn ngữ chính quy X bất kỳ có là mã không.
Ví dụ 2.1. Cho A = {a, b} và X = {b, abb, abbba, bbba, baabb}. Tập X không là mã vì tồn tại
từ w = abbbabbbaabb, w có hai phân tích khác nhau trong X :
w = (abbba)(bbba)(abb) = (abb)(b)(abb)(baabb).
Sử dụng thuật toán kiểm tra mã, ta có:
U0 = {ba, aabb, bba} , U1 = {a, ba, abb} , U2 = {ε, a, ba, bb, bbba, abb}.
Vì ε ∈ U2, suy ra X không là mã.
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Nhận xét 2.2. Từ thuật toán xác định tính chất mã của một ngôn ngữ ở trên, ta có nhận
xét: Các tập Ui sẽ nhận được sau mỗi bước tính toán nhờ áp dụng hữu hạn các phép ∪, ∩,
−, các phép cắt trái, phải. Nếu X là ngôn ngữ chính quy thì theo kết quả kinh điển, tồn
tại một vị nhóm hữu hạn P và một đồng cấu vị nhóm ϕ : A∗ → P thỏa X và các tập Ui,
i = 0, 1, ... Nghĩa là số các tập Ui không vượt quá số tập con của P (bằng 2|P |) (xem [12]).
Mệnh đề và hệ quả sau đây khẳng định điều này.
Mệnh đề 2.2. Cho X, Y ⊆ A∗ là hai ngôn ngữ chính quy, và hai đồng cấu vị nhóm α :
A∗ → M và β : A∗ → N lần lượt thỏa X và Y , từ đó ta luôn xây dựng được một đồng cấu
(toàn cấu) vị nhóm ϕ : A∗ → P , với P là một vị nhóm hữu hạn, thỏa đồng thời cả X và Y .
Ví dụ 2.2. Cho vị nhóm U1 = {0, 1}, với phần tử đơn vị là 1 và phần tử zero là 0, A là bảng
chữ hữu hạn khác rỗng và cho ngôn ngữ X thỏa bởi một đồng cấu vị nhóm α : A∗ → M ,
ngôn ngữ Y = {ε} thỏa bởi đồng cấu vị nhóm β : A∗ → U1, được xác định bởi: β(ε) = 1,
∀u ∈ A∗, β(u) = 0. Dễ thấy rằng, cả X và Y cùng thỏa bởi toàn cấu ϕ : A∗ → P , với
P ⊆ M × U1, được xác định bởi: ∀u ∈ A∗, ϕ(u) = (α(u), β(u)). Khi đó, P là vị nhóm được
sinh bởi ϕ(u), ∀u ∈ A∗. Nếu |M | là hữu hạn thì |P | ≤ 2.k, với k = |M | là chỉ số tương đẳng
cú pháp của X .
Từ Mệnh đề 2.2, ta có Hệ quả 2.1 sau đây.
Hệ quả 2.1. Cho X, Y ⊆ A∗ là hai ngôn ngữ chính quy. Nếu X và Y cùng thỏa bởi toàn
cấu vị nhóm ϕ : A∗ → P , với P là một vị nhóm hữu hạn, thì ϕ cũng thỏa mọi L ∈ A(X, Y )
trong đó A là lớp ngôn ngữ sinh bởi X , Y nhờ sử dụng hữu hạn các phép ∪, ∩, −, các phép
cắt trái, cắt phải.
Chứng minh. Theo giả thiết X = ϕ−1(B), Y = ϕ−1(C), với B,C ⊆ P . Với mọi x ∈ X ∪ Y ,
ϕ(x) ∈ B hoặc ϕ(x) ∈ C, suy ra
X ∪ Y = ϕ−1(B ∪C) = ϕ−1(B) ∪ ϕ−1(C).
Do đó ϕ thỏa ngôn ngữ X ∪ Y . Lập luận tương tự với phép ∩ và phép −.
Theo định nghĩa: B−1C = {m ∈ P | ∃b ∈ B : bm = c ∈ C} ⇒ X−1Y = ϕ−1(B−1C). Do
đó ϕ thỏa ngôn ngữ X−1Y . Lập luận tương tự với phép XY −1. 
Nhận xét 2.3. Nếu X ⊆ A+ là ngôn ngữ chính quy và với mọi tập Vi, i = 0, 1, ... thỏa bởi
toàn cấu vị nhóm ϕ : A∗ → P , với P là một vị nhóm hữu hạn, và các tập Vi có tính
chất V0 ⊆ V1 ⊆ . . . ⊆ A∗ thì tồn tại Ki ⊆ P sao cho Vi = ϕ−1(Ki), i = 0, 1, .... Khi đó
K0 ⊆ K1 ⊆ . . . ⊆ P . Nghĩa là số tập Vi không vượt quá số phần tử của P . Nhận xét này là
cơ sở để ta xây dựng thuật toán kiểm tra mã trong phần tiếp theo.
3. THUẬT TOÁN XÁC ĐỊNH TÍNH CHẤT MÃ CỦA NGÔN NGỮ
CHÍNH QUY
Dựa trên các nhận xét trên, chúng tôi đề xuất một thủ tục mới để kiểm tra một ngôn
ngữ chính quy X ⊆ A+ cho trước có là mã không bằng phương pháp tổ hợp mới để tính






−1Vi) ∪ Vi, i ≥ 0
(3.1)
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Tính đúng đắn của thủ tục dựa trên Định lý 3.1 và các Bổ đề sau đây.
Bổ đề 3.1. Cho X ⊆ A+ và (Vi)i≥0 được xác định theo công thức (3.1). Với mọi i ≥ 0,
z ∈ A∗ nếu z ∈ Vi thì tồn tại n,m ≥ 1, x1, x2, ..., xn, y1, y2, ..., ym ∈ X sao cho
x1x2 ... xnz = y1y2 ... ym, x1 6= y1.
Chứng minh. Ta chứng minh quy nạp theo i điều khẳng định trên.
+ Với i = 0 : Từ z ∈ V0 ta phải chứng minh tồn tại n,m ≥ 1, x1, x2, ..., xn, y1, y2, ..., ym ∈ X
sao cho x1x2 ... xnz = y1y2 ... ym, x1 6= y1.
Từ định nghĩa V0 = X−1X − {ε}, z ∈ V0, suy ra z ∈ X−1X − {ε}, nghĩa là tồn tại
x1, y1 ∈ X sao cho x1z = y1. Vì ε /∈ V0 suy ra x1 6= y1.
Vậy, điều khẳng định đúng với i = 0.
+ Bước quy nạp, giả sử điều khẳng định đã đúng với i = k, ta chứng minh nó cũng đúng
với trường hợp i = k + 1.
Với i = k+1, từ z ∈ Vi ta phải chứng minh tồn tại n,m ≥ 1, x1, x2, ..., xn, y1, y2, ..., ym ∈
X sao cho x1x2 ... xnz = y1y2 ... ym, x1 6= y1.
Theo định nghĩa: Vk+1 = (V −1k X ∪ X
−1Vk) ∪ Vk. Khi đó, với z ∈ Vk+1, suy ra z ∈ Vk
(trường hợp 1) hoặc z ∈ V −1
k
X (trường hợp 2) hoặc z ∈ X−1Vk (trường hợp 3).
Ta xét các trường hợp như sau:
- Trường hợp 1: z ∈ Vk, theo giả thiết quy nạp, điều khẳng định đúng.
- Trường hợp 2: z ∈ V −1
k
X , suy ra tồn tại z′ ∈ Vk, x ∈ X sao cho z′z = x. Vì z′ ∈ Vk, theo
giả thiết quy nạp, tồn tại l, s ≥ 1, x1, x2, ..., xl, y1, y2, ..., ys ∈ X sao cho
x1x2 ... xlz
′ = y1y2 ... ys, x1 6= y1.
Nhân z vào hai vế của biểu thức trên, ta có:
x1x2 ... xlz
′z = y1y2 ... ysz, x1 6= y1.
Thay z′z = x vào trên ta có:
x1x2 ... xlx = y1y2 ... ysz, x1 6= y1.
- Trường hợp 3: z ∈ X−1Vk, suy ra tồn tại x ∈ X, z′ ∈ Vk sao cho xz = z′. Vì z′ ∈ Vk, theo
giả thiết quy nạp, tồn tại l, s ≥ 1, x1, x2, ..., xl, y1, y2, ..., ys ∈ X sao cho
x1x2 ... xlz
′ = y1y2 ... ys, x1 6= y1.
Thay z′ = xz vào biểu thức trên, ta có:
x1x2 ... xlxz = y1y2 ... ys, x1 6= y1.
Vậy, điều khẳng định đúng với mọi i ≥ 0. 
Bổ đề 3.2. Cho X ⊆ A+ và (Vi)i≥0 được xác định theo công thức (3.1). Với mọi x1, x2, ..., xn,
y1, y2, ..., ym ∈ X , n,m ≥ 1 và ∀z ∈ A∗: |z| < |ym|, nếu x1x2 ... xnz = y1y2 ... ym, x1 6= y1
thì tồn tại i ≥ 0 sao cho z ∈ Vi.
Chứng minh. Ta chứng minh quy nạp theo n điều khẳng định trên.
+ Với n = 0, từ dãy x1z = y1y2 ... ym, |z| < |ym|, x1 6= y1 ta phải chứng minh tồn tại i ≥ 0
sao cho z ∈ Vi. Theo giả thiết x1 6= y1, ta xét 2 trường hợp sau:
- Trường hợp 1: |x1| < |y1|. Theo giả thiết x1 6= ε, |z| < |ym|, suy ra m = 1. Khi đó, ta có
thể viết x1z = y1, x1 6= y1. Vậy, z ∈ (X−1X − {ε}) = V0.
- Trường hợp 2: |x1| > |y1|. Vì |z| < |ym|, suy ra tồn tại u ∈ A+ sao cho ym = uz. Từ đẳng
thức x1z = y1y2 ... ym, x1 6= y1, suy ra x1z = y1y2 ... ym−1uz, x1 6= y1. Khi đó:
y−1
1
x1 = y2y3 ... ym−1u ∈ V0
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⇒ y−1
2
V0 = y3 ... ym−1u ∈ V1
. . .
⇒ y−1m−1Vm−2 = u ∈ Vm−1, ⇒ u
−1ym = z ∈ Vm
Vậy điều khẳng định đúng với n = 0.
+ Giả sử điều khẳng định đúng với n = k, ta chứng minh nó cũng đúng với n = k + 1. Từ
đẳng thức x1x2 ... xkxk+1z = y1y2 ... ym, x1 6= y1, ta chứng minh tồn tại i ≥ 0 sao cho z ∈ Vi.
Xét xâu xk+1z, ta có ba trường hợp sau xảy ra:
- Trường hợp 1: |xk+1z| < |ym|, suy ra xk+1z ∈ Vi (theo quy nạp). Do đó, x−1k+1Vi = z ∈ Vi+1
- Trường hợp 2: xk+1z = ym, suy ra x−1k+1ym = z. Nếu z 6= ε thì z ∈ V0 = (X
−1X − {ε}).
Ngược lại, nếu z = ε thì ε ∈ Vi nào đó.
Thật vậy, theo giả thiết ta có x1x2 ... xk+1z = y1y2 ... ym, x1 6= y1. Vì xk+1z = ym, suy
ra x1x2 ... xk = y1y2 ... ym−1, x1 6= y1 hay x1x2 ... xkε = y1y2 ... ym−1, x1 6= y1. Theo giả thiết
quy nạp, suy ra ε ∈ Vi nào đó.
- Trường hợp 3: |xk+1z| > |ym|. Theo giả thiết |z| < |ym|, suy ra tồn tại u ∈ A+ sao cho
ym = uz. Từ |xk+1z| > |ym| và ym = uz, suy ra tồn tại u′ ∈ A+, ys ∈ X , 1 ≤ s ≤ m − 1,
|u′| < |ys| sao cho xk+1 = u′ys+1ys+2 . . . ym−1u.
Hơn nữa theo giả thiết quy nạp x1x2 ... xkxk+1z = y1y2 ... ym, x1 6= y1. Thay ym = uz và
xk+1 = u
′ys+1ys+2 ... ym−1u vào trên ta có: x1x2 ... xku′ys+1ys+2 ... ym−1uz = y1y2 ... ym−1uz,
x1 6= y1. Suy ra x1x2 ... xku′ = y1y2 ... ys, x1 6= y1.
Theo quy nạp, suy ra u′ ∈ Vi với i nào đó. Do đó, ta có :
u′−1xk+1 = ys+1ys+2 ... ym−1u ∈ Vi+1 = V
−1
i X
⇒ y−1s+1Vi+1 = ys+2 ... ym−1u ∈ Vi+2
. . .
⇒ y−1m−1Vi+m−1 = u ∈ Vi+m ⇒ u
−1ym = z ∈ Vi+m+1.
Vậy điều khẳng định đúng với mọi n ≥ 0. 
Định lý 3.1. Cho X ⊆ A+ và (Vi)i≥0 được xác định theo công thức (3.1). Khi đó, X là mã
khi và chỉ khi ε /∈ Vi, với mọi i ≥ 0.
Chứng minh. (⇒) X là mã thì ε /∈ Vi với mọi i ≥ 0.
Ta chứng minh bằng phản chứng. Giả sử tồn tại i ≥ 0 sao cho ε ∈ Vi. Khi đó, theo Bổ
đề 3.1, tồn tại n,m ≥ 1, x1, x2, . . . , xn, y1, y2, . . . , ym ∈ X sao cho x1x2 ... xnε = y1y2 ... ym,
x1 6= y1 hay x1x2 ... xn = y1y2 ... ym, x1 6= y1, đây là hai phân tích khác nhau của một từ
trong X . Suy ra X không là mã, mâu thuẫn.
(⇐) Ta chứng minh ε /∈ Vi với mọi i ≥ 0 thì X là mã.
Ta chứng minh bằng phản chứng. Giả sử X không là mã. Khi đó, tồn tại w ∈ A∗ có hai
phân tích: w = x1x2 ... xn = y1y2 ... ym, x1 6= y1, xi, yj ∈ X , i = 1, .., n, j = 1, .., m. Hay ta
có thể viết x1x2 ... xnε = y1y2 ... ym, x1 6= y1, xi, yj ∈ X . Vì |yj| > |ε|, j = 1, .., m, suy ra tồn
tại i ≥ 0 sao cho ε ∈ Vi (theo Bổ đề 3.2), mâu thuẫn. Vậy, X là mã. 
Hệ quả 3.1. Cho X ⊆ A+ và (Vi)i≥0 được xác định theo công thức (3.1). Nếu Vi = ∅ thì X
là mã.
Chứng minh. Ta chứng minh nếu Vi = ∅ thì X là mã. Thật vậy, theo cách xác định Vi như
trên, nếu có Vi = ∅ ⇒ Vi−1 = ∅ ⇒ . . . ⇒ V0 = ∅ hay Vi = ∅, với mọi i ≥ 0. Do đó, ta
có ε /∈ Vi, với mọi i ≥ 0. Theo Định lý 3.1, suy ra X là mã. 
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Hệ quả 3.2. Cho X ⊆ A+ và (Vi)i≥0 được xác định theo công thức (3.1). Nếu tồn tại i ≥ 0
sao cho Vi+1 = Vi và ε /∈ Vs, với i ≥ s ≥ 0 thì X là mã.
Chứng minh. Ta phải chứng minh nếu ε /∈ Vs, với mọi s ≤ i, Vi+1 = Vi thì X là mã. Thật





Nếu có Vi+1 = Vi, thì thay Vi+1 bởi Vi ta có:
Vi+2 = (V
−1
i X ∪ X
−1Vi) ∪ Vi = Vi+1 = Vi
Tương tự, ta có Vn = Vi, với mọi n ≥ 0. Vì ε /∈ Vs, suy ra ε /∈ Vn = Vs, với mọi i ≥ s ≥ 0.
Do đó, ta có ε /∈ Vs, với mọi i ≥ s ≥ 0. Theo Định lý 3.1, suy ra X là mã. 
Với một ngôn ngữ bất kỳ thuộc lớp ngôn ngữ chính quy, số các tập Vi, i = 0, 1, ... xác
định như trên là hữu hạn. Từ thủ tục, ta nhận được một thuật toán mới để kiểm tra một
ngôn ngữ chính quy có là mã hay không:
* Thuật toán ESP (the Extension of Sardinas and Patterson Algorithm)
Input: Cho X ⊆ A+, X là ngôn ngữ chính quy.
Output: Kết luận X là mã hoặc không.
Bước_1. V0 = X−1X − {ε} , n = 0




n X ∪ X
−1Vn) ∪ Vn
Bước_3. If ε ∈ Vn+1 Then goto Bước_5
If Vn = Vn+1 Then goto Bước_4
Else n = n+ 1, Loop
Bước_4. Thông báo "X là mã" và Kết thúc.
Bước_5. Thông báo "X không là mã" và Kết thúc.
Nhận xét 3.1. Cho X là ngôn ngữ chính quy thỏa bởi đồng cấu đại số α : A∗ → M , với M
là một vị nhóm hữu hạn, và ngôn ngữ Y = {ε}. Theo Hệ quả 2.1, |A(X, Y )| có cỡ 22.k và |P |
có cỡ 2.k, với k là chỉ số tương đẳng cú pháp của X . Khi đó, thuật toán Sardinas-Patterson
sẽ cho câu trả lời khẳng định sau tối đa 22.k bước, với mỗi bước là một bước tính Ui+1 từ
Ui theo công thức (2.1) (là số tối đa các tập Ui ⊆ A(X, Y ) khác nhau, ∀i ≥ 0). Thuật toán
mở rộng ESP được đề xuất trên đây đưa ra câu trả lời với số bước tối đa chỉ là 2.k, với mỗi
bước là một bước tính Vi+1 từ Vi theo công thức (3.1).
Ví dụ 3.1. Cho A = {a, b, c, d},X = {a, ab, bc, cb, abd}. Theo thuật toán Sardinas-Patterson,
ta có: U0 = {b, bd, d}, U1 = {c}, U2 = {b}, U3 = {c}. Vì U3 = U1, suy ra X là mã. Theo
thuật toán ESP, ta có: V0 = {b, bd, d}, V1 = V2 = {b, c, bd, d}. Vì V2 = V1, suy ra X là mã.
Ví dụ 3.1 minh họa một trường hợp đặc biệt, do tính chất bao hàm của các tập Vi, thuật
toán ESP dừng sau khi tính V2, còn thuật toán Sardinas-Patterson phải tiếp tục tính U3 vì
các tập Ui khác nhau, 2 ≥ i ≥ 0.
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Tổng quát, theo thuật toán Sardinas-Patterson, các tập Ui sẽ được xác định nhờ áp dụng
hữu hạn các phép ∪, ∩, −, các phép cắt trái, cắt phải. Theo Hệ quả 2.1, ϕ thỏa tất cả các
tập Ui, nghĩa là số các tập Ui không vượt quá số tập con của P (bằng 22.k). Trong trường
hợp xấu nhất, thuật toán kiểm tra tính chất mã theo Sardinas-Patterson có độ phức tạp cỡ
hàm mũ O(22.k) theo số bước đã nêu.
Bây giờ ta sẽ xem xét thuật toán ESP với các tập Vi, i = 0, 1, ... được định nghĩa theo
công thức (3.1). Vì Vi thỏa bởi ϕ, đặt V0 = ϕ−1(K0), V1 = ϕ−1(K1), . . . , Vi = ϕ−1(Ki),
trong đó Ki ⊆ P . Vì V0 ⊆ V1 ⊆ . . . ⊆ Vi ⊆ A∗ nên ta có khẳng định sau đây:
Nếu các tập Vi khác nhau với mọi i, khi đó: K0 ⊆ K1 ⊆ . . . ⊆ Ki ⊆ P . Số tập Ki là hữu
hạn và không vượt quá |P | tập, suy ra số các tập Vi không vượt quá |P | tập. Ngược lại, nếu
có sự lặp lại của các tập Vi thì số tập Ki khác nhau như trên và không vượt quá |P | tập. Do
đó, số các bước thực hiện để tính toán các tập Vi là hữu hạn và không vượt quá |P | bước.
Như vậy, ta có thể kết luận: nếu ta chỉ quan tâm đến số các tập Vi khác nhau như trong
thuật toán Sardinas-Patterson thì thuật toán ESP có độ phức tạp cỡ O(|P |) ≈ O(k).
Mặt khác, nếu độ phức tạp của mỗi bước tính Vi+1 từ Vi kể đến từng phép tính trên
vị nhóm P , có cỡ (|P |.|P |+ |P |.|P |) và xây dựng vị nhóm P đòi hỏi tối đa |P |3 phép tính
trên vị nhóm M nhờ thuật toán loang dần, thì độ phức tạp của thuật toán kiểm định mã
ESP theo số bước và các phép tính cơ sở trên vị nhóm P trong trường hợp xấu nhất là
O(|P |3) ≈ O(k3). Lưu ý rằng nếu X cho bởi một otomat hữu hạn có k trạng thái, thuật
toán kiểm định mã theo [9] có độ phức tạp cỡ O(l2.k4) như đề cập trong phần mở đầu. Điều
này cho thấy vai trò cải tiến của thuật toán ESP.
Ví dụ 3.2. Cho A = {a, b}, X = {aa, baa, ba}. Theo thuật toán trên ta có:
V0 = {a}, V1 = {a}. Ta có V0 = V1, suy ra X là mã.
Ví dụ 3.3. Cho A = {a, b, c}, X = {ba, bac, cb}. Theo thuật toán trên ta có:
V0 = {c}, V1 = {c, b}, V2 = {c, b, a, ac},
V3 = {c, b, a, ac},
Ta có V2 = V3, suy ra X là mã.
Ví dụ 3.4. Cho A = {a, b}, X = {aa, aab, baa, baab}. Theo thuật toán trên ta có:
V0 = {b}, V1 = {b, aa, aab}, V2 = {ε, b, aa, aab}
Vì ε ∈ V2, suy ra X không là mã.
Ví dụ 3.5. Cho A = {a, b}, X = {a∗b}. Ta có: V0 = ∅, suy ra X là mã.
4. KẾT LUẬN
Trong bài báo, chúng tôi giới thiệu chi tiết thuật toán xác định tính chất mã của một
ngôn ngữ bất kỳ theo hướng mở rộng thuật toán Sardinas-Patterson truyền thống. Kết quả
áp dụng đối với lớp ngôn ngữ chính quy cho thấy sự cải tiến khi đưa ra được thuật toán chỉ
có độ phức tạp tuyến tính thay vì độ phức tạp cỡ hàm mũ. Kết quả này sẽ được phát triển
trong nghiên cứu lý thuyết mã.
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