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Based on binaural signals, i.e., the signals observed at the two ears, a listener can 
localize different sound sources in terms of three-dimensional position: the azimuth or 
horizontal angle, the elevation or vertical angle, and the distance for static sound 
sources or velocity for moving sound sources. For decades, researchers have tried to 
invent a robot that can do the same function under similar acoustic conditions. Despite 
all the efforts, the human auditory system is superior to any binaural robot audition 
system that has been devised so far. The topic of this thesis is to improve technical 
methods of sound source localization (SSL) for binaural robot audition. Since a binaural 
robot audition system consists of only two microphones embedded in the robot head, 
attaining high SSL performance is still difficult and not comparable to that with many 
microphones.  
In this thesis, an improved SSL method is presented that is based on the 
generalized cross-correlation (GCC) method weighted by the phase transform (PHAT) 
for binaural robots equipped with a spherical head and two microphones inside 
human-like pinnae. In addition, the statistical model-based voice activity detection 
(VAD) algorithm employing the two-step noise reduction (TSNR) technique with 
recursive noise adaptation is also proposed to effectively reduce unexpected SSL errors 
during sound-absent periods. The conventional GCC-PHAT-based SSL method has four 
main problems when used on a binaural robot platform: 1) low-resolution 
time-delay-of-arrival (TDOA) estimation in the time domain, which makes SSL 
inaccurate in all directions and impossible in some cases, 2) diffraction of sound waves 
with multipath interference caused by the shape of the robot head, which degrades SSL 
accuracy mostly in the lateral directions, 3) front-back ambiguity, which limits the 
localization range to the front horizontal space, and 4) difficulties with multisource 
sound localization in real environments. The low-resolution problem is solved by using 





diffraction problem was overcome by incorporating a new time delay factor into the 
GCC-PHAT method under the assumption of a spherical robot head. The ambiguity 
problem was overcome by utilizing the amplification effect of the pinnae. Finally the 
difficulties with multisource sound localization in real environments were addressed by 
extending the proposed ML-based SSL method using the new time delay factor to 
enable simultaneous multiple direction estimations with signal-to-noise ratio 
(SNR)-weighting function and K-means clustering algorithm. For effective localization 
of an unknown time-varying number of multiple sound sources, the standard K-means 
clustering algorithm was improved by adding two additional steps that increase the 
number of clusters automatically and eliminate clusters containing incorrect direction 
estimations. Experiments conducted using a SIG-2 humanoid robot in single sound 
source situations showed that the proposed ML-based SSL method using the new time 
delay factor reduced the average localization error by 17.92 (2.23 vs. 20.15) and the 
localization errors for the side directions by over 35 than the one using the 
conventional GCC-PHAT-based SSL method; the proposed disambiguation method 
using the pinna amplification effect had an average success rate with 22.5 points higher 
(92.28% vs. 69.78%) than the one using a conventional HRTF-based method. 
Experiments conducted in multisource sound situations also showed that the proposed 
multisource sound localization method could localize the unknown time-varying number 
of multiple sound sources in real time with localization errors below 5.96°. 
This thesis consists of eight chapters. Chapter 1 shows the motivation and 
background of the thesis with five main problems in binaural sound localization and 
five approaches to the problem solving. Chapter 2 gives an overview of existing 
binaural robot audition systems and techniques in signal processing. The binaural 
localization cues and existing computational techniques in this chapter serves as the 
background in the subsequent chapters of the thesis. Chapter 3 summarizes the existing 
statistical model-based VAD algorithm and presents an improved VAD method using the 
TSNR technique with recursive noise adaptation. This proposed VAD method is used as 
a significant building block in the SSL system to reduce unexpected SSL errors by 
deactivating SSL process during speech-absent period. Chapter 4 presents an improved 
GCC-PHAT-based SSL method with the ML estimation in the frequency domain and the 
new time delay factor under the assumption of the spherical head for binaural robot 




amplification effect for SSL over the entire azimuth. Chapter 6 presents a multisource 
sound localization method employing SNR-weighting function and K-means clustering. 
In this chapter, the standard K-means clustering algorithm was improved by adding two 
novel additional steps for localizing the unknown time-varying number of multiple 
sound sources in real environments. Chapter 7 discusses the contributions of this thesis 
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CHAPTER 1  
Introduction 
1.1 Motivation and Background 
Robots are artificial agents with capabilities of perception and action, usually 
electro-mechanical machines guided by computer programs and electronic circuitries in 
the physical world often referred by researchers as workspace. Their use had been 
generalized in the industrial need for factory jobs until only a few years ago and this has 
led to the modern robot development. Nowadays robots tend to be found in the most 
technologically advanced societies in such various domains as search and rescue, 
military zone, mine and bomb detection, scientific exploration, entertainment and 
hospital care [1]. These new domains of applications imply a closer interaction between 
humans and robots. The concept of closeness is to be taken in its full meaning, humans 
and robots share the workspace but also share goals in terms of task achievement [2]. 
With the advance in artificial intelligence (AI) and signal processing, robots start to 
have perceiving and understanding capabilities through cameras, microphones, and 
other active perception sensors equipped in their body. They are becoming more 
sophisticated and humanlike both in appearance and intelligence. A humanoid robot is 
one of such robots. However, despite robots are increasingly expected to have perceptual 
capabilities similar to those of human beings in the increasing demands for the close 
interaction with humans, they are still greatly lacking in capability, particularly in the 
functional ability of the auditory system through embedded microphones. 
The auditory perception is sometimes regarded as a more important and 
preferential capability than other perceptions to robots, because other perception sensors 
embedded in their body can only feel a fraction of the world around them and are 
limited depending on situations, e.g., the camera has a limited field of view and is 
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hampered in darkness while the microphone to perceive sounds works in all directions 
regardless of the surrounding light [3]. As time goes by, robots will get into our lives 
more deeply than now and will be exposed to a vast variety of acoustical environments. 
The number and types of sound sources easily vary and there may be physical obstacles 
to disturb sound sources reaching the microphones embedded in their body. The 
environment may be highly dynamic with moving sources and objects. Robots will be 
expected to understand the acoustic scene even under strongly adverse conditions. 
Among the various auditory functions required for robots, effective sound source 
localization (SSL) is a key to understanding the acoustic scene and achieving closer 
human-robot interaction (HRI). For example, this enables them to face the person 
speaking and signal to him/her that they are ready to listen, thereby appearing to express 
an interest in conversing with the person. A common approach to implementing SSL is 
to equip the robot with many microphones [4]–[10]. However, this causes several 
problems, including higher maintenance costs, the use of more computational power, 
and degradation of the human-like appearance. In addition, equipping robots with many 
microphones means that a general-purpose software interface can no longer be used due 
to the unique microphone array configuration for each robot. Humans are binaural, 
which means they have two sound inputs, i.e., two ears [11]. For robots to appear 
humanoid or to be perceived to be like human beings, it should also have two sound 
inputs, i.e., two microphones inside two artificial pinnae, one on each side of its head 
like human ears. A binaural audition method should not require excessive computing 
power. Binaural hardware and its software can also be easily ported to various kinds of 
robot platforms and embedded in information and communication technology (ICT) 
applications [12]. Moreover, research on binaural audition can contribute to 
understanding the human hearing mechanism [13]–[14]. The development of a binaural 
SSL method is thus particularly important for robots. 
Extensive studies of SSL by a number of researchers have revealed perceptual 
clues. They include the interaural level difference (ILD), the interaural time difference 
(ITD), and the spectral distortion caused by various parts of the body (the pinnae, head, 
shoulders, torso, etc.) [15]–[16]. These clues are implicitly included in the head related 
transfer function (HRTF) [17]. The ITD, more commonly referred to as the time delay 
of arrival (TDOA), plays an important role in SSL; the sound signals arrive at each 




based on the TDOA between binaural inputs is the generalized cross-correlation (GCC) 
method with phase transform (PHAT) weighting [18]–[19]. GCC-PHAT is one of the 
most successful formulations of GCC and performs well for a single sound source even 
in noisy and reverberant environments [20]–[21]. 
The use of a microphone array with many microphones has improved SSL 
performance on various robot platforms in actual environments. A reduction in the 
number of microphones generally degrades SSL performance. Since a binaural robot 
audition system uses only two microphones (one embedded on each side of the robot 
head), there are difficulties in obtaining performance as good as that with a microphone 
array. The main focus of this thesis is on improving methods for the localization of sound 
sources by only two sound inputs and minimum requirements. As the final outcome, the 
real-time binaural audition system proposed in this thesis requires only the diameter of 
robot head for SSL without any prior information such as impulse response data or 
learning parameters. These conditions may enable robot auditory systems to be simply 
and inexpensively implemented. In particular, to achieve an effective SSL system for 
binaural robot audition, this thesis addressed five problems with GCC-PHAT-based SSL 
on a binaural robot platform in real environments. 
1.2 Problems in Binaural Sound Localization  
The research objective in this thesis is to improve the localization performance by using 
only two microphones for the robots to be deployed in various acoustic environments. 
To attain this purpose, the robot audition system needed to localize a sound source with 
the 1° resolution over the entire azimuth and track multiple sound sources effectively in 
noisy and reverberant environments. This section introduces the five problems to be 
overcome, which are limiting or affecting the accuracy of SSL based on the GCC-PHAT 
method in binaural robot audition. 
1.2.1 Problem 1: Voice Activity Detection with Insufficient 
SNR Estimation 
Voice Activity Detection (VAD) is one of the most important auditory functions for 
robots because the target sound signals to be recognized by robots are usually human 
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speech. In addition, VAD can facilitate auditory processing in which the presence or 
absence of human speech is detected, and can also be used to deactivate SSL process 
during speech-absent period of a sound signal to reduce the computational cost and 
unexpected errors in SSL. Most VAD algorithms have the weakness that their 
performance is not good enough in a situation where the background noise level is high. 
The statistical model-based VAD algorithm is one of such VAD algorithms due to the 
insufficient signal-to-noise ratio (SNR) estimation [22]–[23]. To effectively reduce 
unexpected SSL errors in noisy environments, the statistical model-based VAD needs to 
provide the more accurate period of the target sound source to the SSL process even in 
the low SNR case. 
1.2.2 Problem 2: Low-Resolution TDOA Estimation in Time 
Domain 
Since the conventional GCC-PHAT method estimates TDOA as the sample delay in the 
time domain by the term of the inverse Fourier transform of the cross-power spectrum 
for its computational efficiency, the estimated TDOA for SSL is restricted to an integer 
value of the sample delay with the problem of low-resolution. This restriction makes SSL 
inaccurate with unequal resolution in all directions and impossible in some cases. Simple 
solutions to this problem involve widening the distance between two microphones and 
increasing the sampling frequency, but they still have inherent limitations in binaural 
robot audition with fixed head shape and processing power. To get accurate SSL 
performance with the 1° resolution, this problem of low-resolution TDOA estimation in 
the time domain needs to be solved by a different approach on the conventional 
GCC-PHAT method. 
1.2.3 Problem 3: Diffraction of Sound Waves with Multipath 
Interference caused by Contours of Robot Head 
Most SSL methods are based on the assumption that a microphone array is located in a 
free space environment; i.e., they do not take into account any diffraction of sound 
waves in non-free space environments like robot platforms. Sound waves easily bend 
and spread around the robot head, resulting in a difference in TDOA between the waves 




robot head. This diffraction of sound waves with multipath interference degrades 
localization performance of binaural robot audition, especially for sound sources in the 
lateral directions (around ±90°). This is because the diffraction of sound waves and 
multipath interference increase as the sound incidence goes to −90° or +90°. For accurate 
binaural SSL on the robot head, the diffraction of sound waves with multipath 
interference also needs to be considered on the conventional GCC-PHAT method. 
1.2.4 Problem 4: Front-Back Ambiguity due to Same TDOA 
Binaural audition methods localize a sound source as coming from the front despite the 
actual sound source being in the rear, because a sound source appears to be at equal 
(mirror) angles in the front and rear hemi-fields due to having the same TDOA for the 
front and back. This front-back ambiguity limits the localization range to the front 
horizontal space, from −90° to +90°. Current methods for solving the ambiguity 
problem involve using a microphone array with many microphones, using head 
movement [24]–[26], and using a specific HRTF database [27]–[28]. However, these 
methods have certain drawbacks: using a microphone array does not fit to the concept of 
binaural robot audition using two microphones; using head movement does not work 
well for short words or phrases, such as when someone calls the robot‘s name, because 
the robot needs enough time to complete its head movement [29]; using an HRTF 
database does not work if the system and environment change because its performance 
depends greatly on the system and environment [30]–[31]. For these reasons, the 
problem of front-back ambiguity needs to be overcome by a new approach to extend the 
localization range of binaural robot audition systems over the entire azimuth. 
1.2.5 Problem 5: Difficulties with Multisource Sound 
Localization due to Correlated Sound Sources in Real 
Environments 
Another significant problem to be overcome for SSL in binaural robot audition is the 
difficulty with multisource sound localization in real environments [32]–[33].  
Localization performance generally drops as the number of microphones is reduced. 
Since a binaural robot audition system uses only two microphones embedded on each 
side of the robot head, the number of sound sources that a binaural robot audition 
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system can localize has been limited to a single source. The most commonly used 
multisource sound localization method is multiple signal classification (MUSIC) but it 
is unable to localize multiple sources with binaural sound inputs [34]. In addition, most 
binaural methods to localize multiple sound sources are based on their specific HRTFs 
with the limited localization resolution and their input sound signals has been assumed 
to be white noise or simple sinusoidal signals in the anechoic chamber with the ideal 
condition [35]–[36]. In real environments multiple sound sources to be localized for 
robots, e.g., human speech, are generally broadband signals which are easily correlated 
each other and corrupted by noise or reverberation as opposed to pure tones with the 
ideal condition. To achieve multisource sound localization and increase its localization 
accuracy in real environments, this practical problem with the correlated or 
noise-corrupted sound sources needs to be overcome. 
1.3 Approaches to Problem Solving 
This section introduces five solutions to the five problems described above that have 
effectively improved localization performance in the binaural robot audition with a pair 
of microphones. These five solutions took different approaches from the existing 
solutions, such as increasing the sampling frequency or the distance between two 
microphones, using HRTFs, using head movements, assuming white noise or pure tone 
signals as the input sound signals in the ideal condition, etc. This is because increasing 
the sampling frequency or the distance has their inherent limitations with fixed head 
shape and processing power, and the effectiveness of using HRTFs is highly dependent 
on its system configuration and environment. In addition, the HRTF database needs to 
be measured in 1° step for high-resolution localization. Moreover, the head movement 
causes self-motor noise for robots and the approach using white noise or pure tone 
signals as the input sound signals is impractical when the target sound signals are 
usually human speech to be recognized by robots. 
These novel solutions developed by different approaches were implemented as a 
real-time sub-system in the ―HARK‖ open-source robot audition software [37]–[39]. 





1.3.1 Solution 1: Improved SNR Estimation using Two-Step 
Noise Reduction 
The performance problem on the existing statistical model-based VAD algorithm is the 
insufficient a priori SNR estimation by the power subtraction method. The statistical 
model-based VAD algorithm simply uses the power subtraction method to estimate the 
a priori SNR, even though the estimated a priori SNR plays an important role in the 
VAD processing. In addition, it also assumes that the noise variance is already known 
through the noise statistic estimation procedure in advance despite the noise spectrum is 
changeable over time. These two weaknesses limit its VAD performance. The 
insufficient a priori SNR estimation on the existing statistical model-based VAD 
algorithm was improved by utilizing the two-step noise reduction (TSNR) technique 
[40]–[41] with recursive noise adaptation for effective SSL in the low SNR case. 
1.3.2 Solution 2: Maximum-Likelihood Estimation in 
Frequency Domain 
For the problem of low-resolution TDOA estimation in the time domain, the maximum 
likelihood (ML) estimation was applied to the GCC-PHAT method in the frequency 
domain. This enables direction estimations to be more accurate with the 1° resolution 
than those of the conventional way calculated by the term of the inverse Fourier 
transform in the cross-power spectrum phase (CSP) analysis [42]. In this ML-based 
GCC-PHAT method, it was assumed that frequency bins of the cross-power spectrum 
are obtained from the exponential distribution and the true sound incidence direction is 
estimated by finding a parameter value of the distribution in the ML estimation that 
maximizes the sum of the cross-power spectrum with PHAT weighting in the frequency 
domain without the term of the inverse Fourier transform. 
1.3.3 Solution 3: New Time Delay Factor 
Under the assumption that the robot head is spherical for general shape of robot heads, a 
new time delay factor was derived to compensate for the diffraction of sound waves 
along with the robot head and multipath interference between the waves that travel 
around the front of the robot head and those that travel around the back of the robot 
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head. This new time delay factor was incorporated into the GCC-PHAT method instead 
of the conventional time delay factor derived in a free space condition. The ML-based 
GCC-PHAT method incorporated with the new time delay factor aids in estimating 
sound directions more accurately on the spherical robot head. 
1.3.4 Solution 4: Front-Back Disambiguation by using 
Amplification Effect of Pinnae 
To extend the localization range of binaural robot audition systems over the entire 
azimuth, a new decision rule for front-back disambiguation was derived based on the 
pinna amplification effect that creates a level difference between sound signals coming 
from the front and back. If the observed signal is determined to be behind the robot head 
equipped with silicon human-like pinnae by using this decision rule, the sound direction 
estimated by the SSL method in the front horizontal space is switched to the mirrored 
angle location in the back for SSL over the entire azimuth. 
1.3.5 Solution 5: SNR-Weighting Function and Improved 
K-means Clustering 
The solution to realizing multisource sound localization is threefold: the GCC-PHAT 
method was extended to enable simultaneous multidirection estimations for each time 
frame. Then a SNR-weighting function was incorporated into the GCC-PHAT method 
to cope with noise-corrupted sound sources. Finally the K-means clustering [43] was 
performed in order to eliminate incorrect direction estimations caused by the problem of 
correlation between sound sources in real environments. 
1.4 Thesis Organization 
This thesis consists of eight chapters. Its organization and conceptual diagrams from SSL 
to HRI is outlined in Fig. 1.1. 
Chapter 2 surveys the literature related to robot audition and signal processing. 
The binaural localization cues and existing computational techniques in this chapter 




Chapter 3 summarizes the existing statistical model-based VAD algorithm that 
still has the problem of insufficient a priori SNR estimation and presents an improved 
VAD method using the TSNR technique and recursive noise adaptation as the solution. 
This proposed VAD method is used as a significant building block in the binaural sound 
localization system to reduce unexpected SSL errors by deactivating SSL process during 
speech-absent period. 
Chapter 4 presents an improved SSL method based on the GCC-PHAT method for 
binaural robot audition. The two problems with the conventional GCC-PHAT-based SSL 
method are the low-resolution TDOA estimation and the diffraction of sound waves 
with multipath interference caused by the shape of the robot head. These two problems 
affect the localization accuracy in binaural robot audition. The problem of low 
resolution was solved by applying the ML estimation in frequency domain and the 
diffraction problem was overcome by incorporating the new time delay factor into the 
GCC-PHAT method under the assumption of the spherical robot head. Experimental 
results are presented and the improvements of localization accuracy are evaluated with 
discussions in a single sound source situation. 
Chapter 5 describes a binaural sound localization method over the entire azimuth 
for use with robots equipped with two microphones inside artificial pinnae. The problem 
of front-back ambiguity, which limits the localization range to the front horizontal space, 
was overcome by utilizing the amplification effect of the pinnae as a novel solution for 
localization range over the entire azimuth. Experimental results in SSL over the entire 
azimuth and in front-back disambiguation are presents and evaluated. 
Chapter 6 presents a multisource sound localization method employing 
SNR-weighting function and K-means clustering. The ML-based GCC-PHAT method 
was extended to enable simultaneous multiple direction estimations with the 
SNR-weighting function. The standard K-means clustering algorithm was improved by 
adding two novel additional steps for effective multisource sound localization in real 
environments. The experimental results changing SNR in the twelve different conditions 
of two- and three-speakers are presented and evaluated with discussions. 
Chapter 7 presents observations, contributions, and some ideas for future 
extensions. 
Finally, Chapter 8 draws the conclusion. 
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Figure 1.1: Thesis organization. 
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CHAPTER 2  
Literature Review 
2.1 Related Works to Robot Audition 
This section gives an overview of existing binaural robot audition systems for SSL and 
the HARK open-sourced robot audition software. 
2.1.1 Researches on Humanoid Robots 
Although many researchers majoring in digital sound processing have developed robot 
audition systems, a few binaural robot audition systems had been developed so far. Two 
binaural audition systems achieved on the SIG and SIG-2 humanoid robots are 
representative. 
Nakadai et al. developed a talker tracking system for the front horizontal space on 
the SIG humanoid robot [44]–[48]. The SIG humanoid robot is an upper torso humanoid 
and it has a plastic cover designed to acoustically separate its interior from the external 
world. It is fitted with a pair of cameras for stereo vision and two pairs of microphones 
for auditory processing: one in the left and right ears for collecting sounds from the 
external world, and the other one inside the cover mainly for canceling self-motor noise 
in motion. The robot audition system on the SIG humanoid robot localized multiple 
speakers by using HRTF database approximated by the scattering theory [49] as shown 
in Fig. 2.1. Since HRTF is usually measured with 10° or 15° steps in an anechoic 
chamber to reduce the cost of measuring HRTFs and therefore the system could only 
direction estimations stored in the HRTF database. Thus they approximated HRTF by 
using geometrical relation and scattering theory for SSL with high localization resolution. 
In addition, their active direction-pass filter (ADPF) could separate sound sources by 
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emphasizing the target signals on sub-bands where the interaural phase difference (IPD) 
and interaural intensity difference (IID), i.e., ILD, match those of the specific sound 
directions. However, the performance of this system is highly dependent on its system 
configuration and environment with the problem of low localization resolution due to 
the fundamental method using HRTF database and a lot of setting parameters required 
by the scattering theory. 
Kim et al. developed a binaural active audition system on the SIG-2 humanoid 
robot with movements [50]–[57]. The SIG-2 humanoid robot was designed so as to solve 
 
Figure 2.1: Sound localization and separation system using scattering theory for SIG 









some problems in the SIG humanoid robot, such as the loud self-motor noise, a strong 
sound reflection by the body, sound resonance and leakage inside the cover, and lack of 
pinnae. The SIG-2 humanoid robot has two cameras for stereo vision and two 
microphones inside the silicon human-like pinnae for auditory processing. For the SIG-2 
 
Figure 2.2: Sound localization system based on CSP analysis and EM algorithm using head 
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humanoid robot, the robot audition system was realized by using the CSP analysis based 
on the ITD information and the expectation-maximization (EM) algorithm to filter SSL 
errors and compensate for the estimated directions in real time. In addition, the head 
movement was utilized for front-back disambiguation: if a sound is coming from the 
front, the sound direction will be decreased while turning the robot head to the sound 
direction whereas the sound direction will be increased if s sound is coming from the 
back. Figure 2.2 shows the process of this auditory system on the SIG-2 humanoid robot 
to localize sound sources over the entire azimuth. First, the SIG-2 humanoid robot 
detects speech signals by using the VAD based on the Gaussian mixture model (GMM) 
and tracks a speech source by using the CSP analysis and the EM algorithm. Then the 
system starts to turn its head 10° towards the direction of the detected sound to 
distinguish whether the detected sound is in the front or the back. Finally, the SIG-2 
humanoid robot localizes sounds over the entire azimuth. However, the CSP analysis has 
the problem of low-resolution TDOA estimation in the time domain that will be 
addressed in more detail in this thesis. In addition, the head movement causes 
self-motor noise and requires a sound source persisting until the robot completes the 
head movement. 
2.1.2 Robot Audition Software: HARK 
HARK (HRI-JP audition for robots with Kyoto University), an ancient English word for 
―listen‖, is open-sourced robot audition software consisting of SSL modules, sound 
source separation (SSS) modules, and automatic speech recognition (ASR) modules of 
separated speech signals that works on any robot with any microphone configuration 
[58]. Under the purpose to give robots an easy way to equipped with auditory functions 
to cope with various auditory environments, HARK provides gives a comprehensive set 
of functions enabling computational auditory scene analysis (ASA) [59] from any robot, 
any microphone configuration, and any hardware. The resulting implementation of 
HARK with MUSIC-based sound source localization, geometric high-order 
dicorrelation-based source separation (GHDSS)-based sound source separation, and 
missing feature theory (MFT)-based automatic speech recognition (ASR) attains 
estimating and recognizing multiple sound sources in real time [60]–[61]. Within the 




unofficial package for binaural sound localization processing but this package requires 
lots of prior information such as impulse response data and parameter setting that is 
sensitive to auditory environments. 
HARK also provides a set of graphical modules to be programed in C++ by users 
through an open-sourced middleware, FlowDesigner. The main feature of FlowDesigner 
is that user can construct a system using a graphical user interface [62]. The 
programming in FlowDesigner is achieved by laying out and connecting nodes, and 
setting property values of the nodes as shown in Fig. 2.3. The proposed SSL methods 
with the solutions throughout this thesis were implemented as real-time sub-systems in 
HARK and evaluated experimentally using the SIG-2 humanoid robot. 
2.2 Related Works to Signal Processing 
This section introduces the primary clues for binaural SSL. The primary clues include 
the ILD, the ITD, the IPD, and the spectral modification mostly caused by the pinnae. 
These clues are implicitly included in HRTF as shown in Fig. 2.4. In addition, this 
section also introduces the beamforming technique, the MUSIC algorithm, the GCC 
method, and the time-frequency representation that are widely used in the audio signal 
processing field. 
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2.2.1 Binaural Sound Localization Cues 
The reason that we can localize the source of a sound accurately is that we have two 
ears. At each ear, a slightly different signal will be perceived and by analyzing the 
differences between two ears the brain can determine where the sound originated. The 
most important localization cues are ILD and ITD. The ILD arises from the fact that, 
due to the shadowing of the sound wave by the head (head shadow) [63]–[64], a sound 
coming from a source located to one side of the head will have a higher intensity, or be 
louder, at the ear nearest the sound source. The ITD occurs whenever the distance from 
the source of sound to the two ears is different, resulting in differences in the arrival 
times of the sound at the two ears. Sound from the right side reaches the right ear earlier 
than the left ear. When the sound source is directly in front of the head, there is no ITD, 
i.e., the ITD is zero. ITD changes systematically with azimuth. The IPD refers to the 
difference in the phase of a wave that reaches each ear, and is dependent on the 
frequency of the sound wave and ITD in the frequency domain. Imagine a 1000 Hz tone 
that reaches the left ear 0.5 ms before the right. As the wavelength reaches the right ear, 
it will be 180° out of phase with the wave at the left ear. Once the brain has analyzed 
ILD, ITD, and IPD, the location of the sound source can be determined with relative 
accuracy. ITDs and IPDs are mainly evaluated for frequencies below 800 Hz and ILDs 










Head Related Transfer Function (HRTF)











are mainly evaluated for frequencies above 1600 Hz. Between 800 Hz and 1600 Hz 
there is a transition zone, where these mechanisms, ILD, ITD, and IPD, play a role. It is 
known as the human ear has the ability to detect differences as small as 1° for sound 
sources in front and 15° for sound sources to the sides [65]–[66]. 
The external ear provides a frequency and direction dependent filter of incoming 
sound. These spectral cues arise from path differences in sounds reflected mostly from 
the pinna. Due to the principle of superposition and the asymmetry of the pinnae, the 
sounds of different frequencies will produce a resonance in the ear canal which differs 
with sound source location. The path differences involved are small and direction 
dependent filtering will be greatest for high frequency sounds at which a small path 
difference causes a large phase difference. Significant spectral features will therefore 
occur at higher frequencies for animals with smaller ears. At these frequencies, one 
finds a complicated pattern of peaks and notches which varies with sound source 
direction. It has been suggested that the brain also uses these features as cues to SSL. 
Spectral cues help to resolve front-back ambiguity. For a spherical head without 
external ear structures, sound sources in front and behind will ideally have the same 
ITD and the same ILD. The spectral filtering of the pinnae distorts ILDs across 
frequencies, resolving front-back ambiguity especially for broad-band sounds. This is 
the basis for localizing sounds in the vertical plane. For example, assuming the two ears 
are symmetrical, sounds presented from different elevations along the anterior 
mid-sagittal plane will have identical ILDs and ITDs but will differ in their spectral 
contents [67]. 
2.2.2 Head-Related Transfer Function 
A HRTF is a response that characterizes how an ear receives a sound from a point in 
space; a pair of HRTFs for two ears can be used to synthesize a binaural sound that 
seems to come from a particular point in space. It is a transfer function, describing how 
a sound from a specific point will arrive at the ear. Humans have just two ears, but can 
locate sounds in three dimensions–in distance, in direction of elevation and azimuth. 
This is possible because the brain, the inner ear and the external ears (pinnae) work 
together to make inferences about location. Humans estimate the location of a source by 
taking cues derived from one ear (monaural cues), and by comparing cues received at 
 
CHAPTER 2.  LITERATURE REVIEW 
 
18 
both ears (binaural cues). The binaural cues are mainly ILD and ITD. The monaural 
cues come from the interaction between the sound source and the human anatomy, in 
which the original source sound is modified before it enters the ear canal for processing 
by the auditory system. These spectral modifications encode the source location, and 
may be captured via an impulse response which relates the source location and the ear 
location. This impulse response is termed the head-related impulse response (HRIR) and 
the HRTF is the Fourier transform of HRIR. The HRTF describes how a given sound 
wave input is filtered by the diffraction and reflection properties of the head, pinna, and 
torso, before the sound reaches the transduction machinery of the eardrum and inner ear. 
Linear systems analysis defines the transfer function as the complex ratio between 
the output signal spectrum and the input signal spectrum as a function of frequency. 
Therefore, the HRTF H[f, θ] of any dummy head system at frequency f in sound direction 
θ can be technically obtained from the synchronized input sound spectrum and the output 
sound spectrum observed at each microphone installed in the dummy head as follows: 
Output[ , ]








                        (2.1) 
HRTFs are typically measured in an anechoic chamber to minimize the influence of early 
reflections and reverberation on the measured response. HRTFs are usually measured at 
increments of θ such as 10° or 15° in the horizontal plane as a lot of essential prior data 
for SSL [68]. 
2.2.3 Beamforming 
Beamforming (BF) is a spatial filtering technique used in microphone arrays for 
directional signal transmission [69]. It is based on ITD and therefore strongly related to 
the classical ITD approach. The main deference to ITD is that there is no exact calculation 
but position estimation by directing the beamformer through space and looking for the 
maximal output. Directing the beamformer and looking for the highest output simply 
can be done with a conventional beamformer that is also known as the delay-and-sum 
beamformer. In the delay-and-sum beamformer all the weights of the microphone 
elements can have equal magnitudes and it is steered to a specified direction only by 




there are no directional interferences, the output power of the delay-and-sum beamformer 
with M microphones receiving an input signal of power X can be defined as: 













                     (2.2) 
where m is the index of microphones, σ2noise is noise variance or noise power to whiten 
the target signal power, and e is an steering direction vector in phase to look for the 
highest output power. 
The main problem using the delay-and-sum beamformer is that it has relatively 
wide energy peaks (beamwidth). This makes localization resolution poorer and therefore 
more difficult to localize target sources from other sources or noise, particularly with 
the binaural audition system using two microphones. These wide energy peaks can be 
narrowed by using multiple microphones arranged as an array system with the 
incensements of the robustness to noise and stability. 
2.2.4 Multiple Signal Classification 
MUSIC is an algorithm used for multisource sound localization with the microphone 
array. MUSIC estimates the frequency content of a signal or autocorrelation matrix using 
an eigenspace method [71]. This method assumes that a sound signal consists of F 
complex exponentials in the presence of Gaussian white noise. Given an M microphone 
sound inputs and their M ×  M autocorrelation matrix, Rxx, if the eigenvalues are sorted in 
decreasing order, the eigenvectors corresponding to the l largest eigenvalues, i.e., 
directions of largest variability, span the signal subspace. The remaining M−l 
eigenvectors span the orthogonal space, where there is only noise. 

















                      (2.3) 
where vm are the noise eigenvectors and 
 2 ( 1)1            
T
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is an arbitrary direction vector for SSL, which searches the whole direction area of 
interest. If e matches the true direction vectors during the searching, the denominator in 
(2.3) goes to zero, resulting in spatial spectrum peaks. MUSIC outperforms simple 
methods such as picking peaks of spatial spectra in the presence of noise, when the 
number of components is known in advance, because it exploits knowledge of this 
number to ignore the noise in its final calculation. In other words, its chief disadvantages 
are that it requires the exact number of sound sources to be known in advance for SSL 
and it has poor performance with the small number of microphones in real environments 
including noise and reverberation. Therefore it cannot be used in more general cases for 
sound processing, particular in binaural sound localization. 
2.2.5 Generalized Cross-Correlation 
In signal processing, cross-correlation (CC) is a measure of similarity of two waveforms 
as a function of a time-lag applied to one of them. This is also known as a sliding dot 
product or sliding inner-product. It is commonly used for TDOA estimation between 
binaural sound inputs for SSL. The GCC takes a weighting function into CC [72]–[74]. 
Various algorithms in this family can be defined by using different weighting functions, 
some of which depend on the specific observations and others on their statistical 
properties or estimates thereof. Optimal localization results are possible in this 
framework when the signals and noise or reverberation fit certain models. Other 
weighting functions work well empirically in many situations, one of which is the PHAT, 
in which the weighting factor cancels the magnitudes of the left and right signals to 
preserve only the phase information on CC [75].  
The GCC-PHAT method does not require prior information, such as impulse 
response data or learning parameters, and can accurately find the direction of a sound in 
noisy and reverberant environments even with two microphones compared to the 
BF-based or MUSIC-based method. Therefore, the GCC-PHAT method was used and 
improved for binaural SSL in this thesis. The GCC-PHAT method can usually estimate 
one direction of sound source at a frame. For multisource sound localization, the 
GCC-PHAT method was extended to enable multidirection estimations with a 
SNR-weighting function and an improved K-means clustering method. Chapter 4 




2.2.6 Time-Frequency Representation 
In computational models for the analysis of audio signals in time and in frequency, the 
short-time Fourier transform (STFT) is the most commonly used signal representation. 
In practical implementations the windowed discrete Fourier transform (DFT), the 
discrete equivalent of the STFT, is applied to cope with the frequency and phase content 
of local sections of sound signals to change over time.  
Simply, in the continuous-time case, the function to be transformed is multiplied 
by a window function which is nonzero for only a short period of time. The Fourier 
transform of the resulting signal is taken as the window is slid along the time axis, 
resulting in a time-frequency representation of the signal. Mathematically, the STFT is 
written as: 
[ , ] [ ] [ ]exp 2 ,a
l
l




   
 
              (2.5) 
where ωa[l] is the analysis window function, commonly a Hann and Hamming window, 
of length L with time index, l, and x[l] is the general signal to be transformed. X[f,n] is 
essentially the Fourier Transform of ω[l]x[l+nH], a complex function representing the 
phase and magnitude of the signal over frequency, f, and time, n. The time index is 
related to the hop-size, O, that describes how much the window moves (in samples) 
between two consecutive time indexes, n and l. 
The STFT is invertible, that is, the original signal can be recovered from the 
transform by the Inverse STFT (ISTFT) [76]. The most widely accepted way of inverting 
the STFT is by using the overlap-add (OLA) method, which also allows for modifications 
to the STFT complex spectrum [77]. Using a synthesis window function, ωs[l], of equal 
length L, the signal can be reconstructed by the inverse DFT and the overlap-add 
technique. The Inverse STFT is defined as 
1










   
 
               (2.6) 
One of the downfalls of the STFT is that it has a fixed resolution. The length of 
the windowing function relates to how the signal is represented. It determines whether 
there is good frequency resolution (frequency components close together can be 
separated) or good time resolution (the time at which frequencies change). A wide 
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window gives better frequency resolution but poor time resolution. A narrower window 
gives good time resolution but poor frequency resolution. These are called narrowband 
and wideband transforms, respectively. 
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CHAPTER 3  
Improved Voice Activity 
Detection 
3.1 Introduction 
VAD is an essential technique in the robot audition system. VAD can facilitate robot 
speech processing in which the presence or absence of human speech is detected, and 
can also be used to deactivate SSL process during speech-absent period of an audio 
signal to reduce the computational cost and unexpected SSL errors. The purpose of the 
VAD is to provide delimiters for the beginning and end of a continuous speech-present 
period as exactly as possible from background noise such as music or other non-speech 
signals. For this purpose, it first extracts some features or quantities from the audio 
signal and compares these observed values with those of estimated noise according to 
some decision rules [78]. 
The most conventional VAD algorithms are based on zero-crossing rate, 
periodicity estimation, and signal energy level detection. The most well-known 
algorithm of this kind is the G.729B VAD [79]–[80]. These conventional VAD 
algorithms have the weakness that their performance is not good enough in a situation 
where the background noise level is high. In other words, they cannot work well in the 
low SNR case. To cope with this problem, many improved VAD algorithms have been 
designed and proposed but they also have their drawback of using heuristics which 
makes it difficult to optimize the relevant parameters. Sohn et al. have proposed a VAD 
based on a statistical model. This statistical model-based VAD algorithm requires fewer 
parameters for optimization than the G.729B VAD and uses the log likelihood ratio 
(LLR) of speech and background noise variances of statistics for the low SNR case [81]. 
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However, this statistical model-based VAD algorithm simply uses the power subtraction 
method to estimate the a priori SNR, even though the estimated a priori SNR plays an 
important role in the VAD processing. In addition, it also assumes that the noise 
variance is already known through the noise statistic estimation procedure in advance 
despite the noise spectrum is changeable over time. These two weaknesses thus limit its 
VAD performance: 
 Insufficient a priori SNR estimation: the performance problem on the existing 
statistical model-based VAD algorithm is the insufficient a priori SNR estimation 
by the power subtraction method and the absence of noise adaptation. 
To provide more accurate VAD results for effective SSL in the low SNR case, this 
insufficient a priori SNR estimation needs to be improved: 
 TSNR technique with recursive noise adaptation: the insufficient a priori SNR 
estimation on the existing statistical model-based VAD algorithm was improved by 
utilizing the noise reduction technique and recursive noise adaptation instead of the 
use of the power subtraction method. 
The chapter is organized as follows. Section 3.2 summarizes the existing 
statistical model-based VAD algorithm. Section 3.3 presents the improved statistical 
model-based VAD algorithm employing the TSNR technique with recursive noise 
adaptation. Section 3.4 evaluates experimental results with discussions. Finally, Section 
3.5 concludes this chapter. 
3.2 Statistical Model-based Voice Activity 
Detection Algorithm 
Assuming that clean speech is degraded by uncorrelated additive noise, the observed 
signal can be represented with two hypotheses, speech absence H0 and speech presence 
H1, as follows: 
 0 :  : [ , ] [ , ]H speech absent X f n N f n                     (3.1) 
1 :  : [ , ] [ , ] [ , ].H speech present X f n S f n N f n              (3.2) 
where X[f,n], S[f,n], and N[f,n] are f-th elements of the STFT of the noisy speech, clean 




time-frequency representation. The f∈{1, …, F} denotes a frequency bin, F is the frame 
size of the STFT , fs is the sampling frequency. 
Adapting the Gaussian statistical model that means the STFT coefficients of clean 
speech and uncorrelated additive noise are asymptotically independent Gaussian random 
variables, the probability density functions (PDF) conditioned on two hypotheses H0 and 
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     (3.4) 
where λS[f,n] and λN[f,n] is the variances of S[f,n] and N[f,n], respectively. Based on the 
assumed statistical models, the likelihood ratio (LR) is  
1
0
( [ , ] ) 1 [ , ] [ , ]
[ , ] exp ,
( [ , ] ) 1 [ , ] 1 [ , ]
p X f n H f n f n
f n
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  
         (3.5) 
where ξ[f,n]=λS[f,n]/λN[f,n] is the a priori SNR and γ[f,n]=|X[f,n]|
2/λN[f,n] is the a 
posteriori SNR.  
The a priori SNR ξ[f,n] and the noise variance λN[f,n] are unknown in advance as 
the noisy speech X[f,n] alone is available. Therefore, ξ[f,n] and λN[f,n] need to be 
estimated by some procedure. This statistical model-based VAD algorithm assumes that 
λN[f,n] is already known through the noise statistic estimation procedure and ξ[f,n] can be 
derived by the power subtraction method as follows: 
2
[ , ] [ , ]




X f n f n






                 (3.6) 
The VAD decision rule is derived from substituting Equation (3.6) into Equation (3.5) and 
the mean of the LLR for individual frequency bins: 
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  if   [ ]    then   speech present
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where ηVAD is a threshold and  
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3.3 Proposed Voice Activity Detection 
This section gives the improved statistical model based VAD algorithm employing the 
TSNR technique with recursive noise adaptation. The TSNR technique is utilized to 
improve the insufficient a priori SNR estimation instead of the power subtraction 
method. Figure 3.1 shows the block diagram of the proposed VAD system. In the 
proposed VAD system, the a priori SNR is optimized after the TSNR technique with 
recursive noise adaptation, and then it is used in the existing statistical model-based 
VAD process which is described above. 
3.3.1 A priori SNR Estimation using Two-Step Noise 
Reduction Technique 
In the first step in the TSNR technique, the a priori SNR is computed with the 
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                 (3.9) 
where P[·] is the half-wave rectification which is defined by P[x]=x if x≥0 and P[x]=0 




1). Then, the spectral gain GDD[f,n] is obtained by applying (3.9) to the Wiener 
amplitude estimator as follows: 
[ , ]
[ , ] .













                       (3.10) 
In the second step, GDD[f,n] is used for estimation of the TSNR a priori SNR as follows: 
2
[ , ] [ , ]












                  
 (3.11) 
Finally, the spectral gain GTSNR[f,n] to enhance speech is obtained by applying (3.11) to 
the Wiener amplitude estimator again: 
[ , ]
[ , ] ,













                     (3.12) 
and the enhanced speech can be obtained by applying GTSNR[f,n] to the noisy signal as 
the following equation: 
Improved a priori SNR estimation




[ , ]N f n
[ , ]VAD f n






[ , ]X f n
 
Figure 3.1: Block diagram of an improved statistical model-based VAD algorithm 
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[ , ] [ , ] [ , ].TSNR TSNRS f n G f n X f n

                    (3.13) 
3.3.2 Noise Adaptation 
To compensate for fluctuations of noise power level, the noise variance λN[f,n] is 
updated in a recursive way [83]–[84]as follows: 
 2 2[ , ] [ , 1] (1 ) [ , ] | [ , ] | ,N VAD N TSNRf n f n X f n S f n   

          (3.14) 
where βVAD is the forgetting factor (0 < βVAD < 1). This noise adaptation function is 
performed on the speech-absent frames determined by the VAD decision rule. 
3.3.3 Improved Statistical Model-Based VAD Algorithm 
The speech spectrum enhanced by the TSNR technique in (3.13) is utilized to improve 
the a priori SNR estimation for the statistical model-based VAD algorithm instead of 
the existing power subtraction method in (3.6) as follows: 
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An improved VAD decision rule to be substituted for (3.8) can be derived by 
substituting (3.15) into (3.5) and the mean of the LLR: 
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where the noise variance is recursively updated by (3.14). 
3.4 Evaluation 
The improved statistical model-based VAD system employing the TSNR technique with 




system of the SIG-2 humanoid robot. 
3.4.1 Experiments 
An objective test was conducted to evaluate the performance of the proposed statistical 
model-based VAD algorithm. The results are shown in Fig. 3.2. Speech signals of a 
male and a female who speak Japanese were recorded for 7 seconds (Fig. 3.2-(a)) with a 
16 kHz sampling frequency and then mixed with background music as additive noise 
(Fig. 3.2-(b)). The sentences of the speech signals, which were used in the conversation, 
are ―kono uwagiwa Suzuki-san nodesuka?‖ (female) and ―ie, sono uwagiwa Lee-san 
nodesu.‖ (male). 


































































































Clean speech signal Enhanced speech signal by the TSNR technique
Noisy speech signal
A posteriori SNR
A priori SNR after the power subtraction method
A priori SNR after the TSNR technique with noise adaptation
After the power subtraction method
After the TSNR technique with noise adaptation
Threshold
VAD decision after the power subtraction method
VAD decision after the TSNR technique with noise adaptation
Speech-present frames
 
Figure 3.2: Results of VAD using the power subtraction method and the TSNR technique 
with recursive noise adaptation: (a) clean speech signal, (b) noisy signal with music, (c) 
enhanced speech signal by the TSNR technique, (d) a posteriori SNR and a priori SNRs, (e) 
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3.4.2 Experimental Results 
The speech signal enhanced by (3.13) in the TSNR technique is shown in Fig. 3.2-(c). 
The a posteriori SNR and the a priori SNRs estimated by the power subtraction method 
in (3.6) and the TSNR technique in (3.15) are shown in green, blue, and red, 
respectively (Fig. 3.2-(d)). The VAD decisions by (3.8) in the existing statistical 
model-based VAD algorithm and (3.16) in the proposed VAD algorithm are also shown 
in blue and red (Fig. 3.2-(e)). 
As the results of the test shows, the proposed VAD algorithm improves a priori 
SNRs by 5.31 dB from those of the existing statistical model-based VAD algorithm on 
the speech-present period. These improved a priori SNRs make LLR values for the 
VAD decision more affluent and it reduces the detection errors of speech-present period 
as the final outcome. This means that the a priori SNR estimation is a key function in 
improving the performance of the existing statistical model-based VAD algorithm. The 
proposed statistical model-based VAD algorithm employing the TSNR technique with 
recursive noise adaptation could distinguish the speech-present and speech-absent 
frames with 12.28 points higher accuracy (83.33% vs. 71.05%) comparing to the 
existing statistical model-based VAD process. 
3.5 Summary 
In this chapter, an improved statistical model-based VAD algorithm employing the 
TSNR technique with recursive noise adaptation was presented. The performance 
problem on the existing statistical model-based VAD algorithm is the insufficient a priori 
SNR estimation by the power subtraction method. To obtain a better performance from 
the existing statistical model-based VAD algorithm, the a priori SNR estimation was 
improved by utilizing the TSNR technique with recursive noise adaptation instead of the 
power subtraction method. As a result, A priori SNR could be improved with the TSNR 
technique by 5.31 dB on average during speech-present period. Experimental results 
demonstrated that the proposed statistical model-based VAD algorithm can indicate the 
presence and absence of speech with 12.28 points higher accuracy (83.33% vs. 71.05%) 
than the existing statistical model-based VAD algorithm.
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CHAPTER 4  
Robust Sound Localization 
for Binaural Robot Audition 
4.1 Introduction 
This chapter presents an improved SSL method based on the GCC-PHAT method for 
binaural robot audition. Effective SSL is a key to understanding the acoustic scene and 
achieving more natural HRI. Many robot audition systems have been developed using 
the GCC-PHAT method, and their performance has gradually improved. However, most 
of these robot audition systems utilize their microphone array, which consists of lots of 
microphones, to protect the localization performance from various technical problems. 
Since the binaural robot audition system consists of only two microphones embedded in 
the robot head, there are difficulties in obtaining a performance as good as that when 
using the microphone array. In this chapter, two problems affecting the localization 
accuracy with the conventional SSL based on the GCC-PHAT method in binaural robot 
audition were addressed: 
 Low-resolution TDOA estimation in time domain: since the GCC-PHAT method 
estimates TDOA in the time domain as the sample delay, the estimated TDOA is 
restricted to an integer value of the sample delay. This restriction makes TDOA 
estimation inaccurate or impossible in some cases. 
 Diffraction of sound waves with multipath interference caused by contours of 
robot head: sound waves easily bend around the robot head, resulting in a difference 
in TDOA between the waves that travel around the front of the head and those that 
travel around the back of the head 
These two problems severely degrade localization performance, especially for sound 
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sources in the lateral direction (around ±90). In this chapter, solutions to these two 
problems that have improved localization performance in binaural robot audition were 
as follows: 
 ML estimation in frequency domain: assuming that frequency bins of the 
cross-power spectrum are obtained from the exponential distribution with the 
characteristic function, the ML estimation was applied to the GCC-PHAT method in 
the frequency domain. 
 New time delay factor: assuming that the robot head is spherical, a new time delay 
factor was incorporated into the GCC-PHAT method to compensate for the 
diffraction of sound waves with multipath interference. 
These two solutions are implemented and evaluated experimentally in the binaural SSL 
system of the SIG-2 humanoid robot using the HARK open-sourced robot audition 
software. Experiments conducted on the SIG-2 humanoid robot show that the improved 
SSL method with these two solutions outperforms the conventional SSL method; it 
reduces localization errors by 17.92 on average and by over 35 in the side directions. 
The outline of the chapter is as follows: Section 4.2 summarizes the acoustic 
model of signals reaching the microphones and the conventional SSL based on the 
GCC-PHAT method. Section 4.3 defines two problems affecting the localization 
accuracy in binaural robot audition. Section 4.4 presents their solutions to the two 
problems. Sections 4.5 and 4.6 outline the binaural SSL system and present 
experimental results with discussions. 
4.2 Conventional Sound Source Localization 
In this summary of conventional SSL based on the GCC-PHAT method, an F-point STFT 
with a far-field assumption was used. It was considered the frequency and phase content 
of local sections of sound signals to change over time and assumed that the acoustic 
signals reaching each microphone have parallel incidence for SSL. Since acoustic 
signals consist of varied changes in pitch, volume, timber, and tone over time and since 
they usually occur far from the microphones in a localization situation, the STFT and the 




4.2.1 Acoustic Model 
In an ideal scenario, the signals reaching the left and right microphones in a situation with 
a single sound source can be mathematically modeled as 
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where Xl,r[f,n], S[f,n], and Nl,r[f,n] are the f-th elements of the STFT of the measured 
signals reaching the two microphones (l and r), the sound source, and uncorrelated 
additive noise, respectively, on the n-th time frame index. The f∈{1, …, F} denotes a 
frequency bin, F is the frame size of the STFT , fs is the sampling frequency; αl,r and τl,r 
are the attenuation factor and time delay from the position of the sound source to each 
microphone, respectively. The TDOA between the two microphones is geometrically 
defined by the relationship in (4.1) and by the free space environment as shown in Fig. 
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where τlr denotes the difference between time delays τl and τr, dlr is the distance between 
the two microphones, θ∈{−90°, …, +90°} is the direction of sound incidence in which 
we are interested, and v is the speed of sound (340.5 m/s at 15°C in air). 
4.2.2 Generalized Cross-Correlation Method with Phase 
Transform Weighting 
The direction of sound incidence in SSL is obtained by first estimating TDOA. A 
commonly used method for estimating τlr from unknown parameters τl and τr is the 
GCC-PHAT method, which is defined as 
*
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^
xlxr is the estimate of the cross-correlation function, * represents the complex conjugate, 
and G
PHAT
 is a normalization factor that preserves only the phase information. The 
cross-correlation function is calculated as the inverse Fourier transform of the 
cross-power spectrum with PHAT weighting used for its computational efficiency [86]: 
*[ , ] ( [ , ] [ , ]),PHATlr l rcsp t n ISTFT G X f n X f n                 (4.5) 
where csplr is the coefficient of the CSP analysis, t is the index of time samples, and 
ISTFT is the inverse STFT. As the coefficient of the CSP analysis represents a delta pulse 
centered on the delay, τlr is estimated as 
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4.3 Two Problems Affecting Localization 
Accuracy 
The two problems related to the accuracy of the conventional SSL in binaural robot 
audition are explained here in detail. 
4.3.1 Low-Resolution TDOA Estimation in Time Domain 
In conventional SSL, the TDOA is estimated as the sample delay in the time domain using 
CSP analysis as formulated in (4.5). This restricts the estimated TDOA to an integer value 
of the sample delay, meaning that SSL is inaccurate or even impossible in some cases. For 
instance, if the sampling frequency is 16 kHz, the resolution of the sample delay used to 
estimate TDOA is limited to 62.5 μs (1 s / 16 kHz). Since the difference in TDOA 
between signals coming from 80° and 90° is less than 62.5 μs when the two microphones 
are at least 35 cm apart (so that both TDOAs are estimated from the sample delay 
formulated in (4.6)), the system cannot distinguish the two sound sources. 
Figure 4.2 shows these restrictions on sample delay in fixed-point arithmetic, 
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corresponding to each TDOA along the azimuth from −90° to +90°. This chart was 
simulated with two microphones placed 17.4 cm apart in the binaural audition system of 
the SIG-2 humanoid robot, where the far-field assumption holds for any sound source at a 
distance greater than 1.43 m with a sampling frequency of 16 kHz [87]. As Fig. 1 shows, 
the best resolution with which the system can distinguish the directions of sound 
incidence is the 7° resolution in the central direction and the worst is 24° resolution in the 
lateral directions (−90° to −67 ° and +67° to +90°). 
Simple solutions to this problem are to widen the distance between the two 
microphones, to increase the sampling frequency, or to add extra microphones. However, 
these solutions have inherent limitations in binaural robot audition with fixed head shape 
and processing power. 
4.3.2 Multipath Interference due to Diffraction of Sound 
Waves caused by Shape of Robot Head 
Basically, the TDOAs are estimated under the assumption that the microphones are 
located in free space. However, this assumption is not applicable to TDOA estimation 
using two microphones in a robot head because the sound waves easily bend and spread 
along the contours of the robot head, which creates sound diffraction and a difference in 
TDOA between the waves that travel around the front of the head and those that travel 
around the back of the head. Figure 4.3 illustrates the two paths created by the diffraction 
of the sound waves with the assumption that the robot head is spherical. It clearly shows 
that these two diffracted sound-wave paths and multipath interference must be considered 
if more accurate SSL in binaural robot audition is to be attained. 
4.4 Improved Sound Source Localization by 
Solving Two Problems 
The novel solutions to the two problems with conventional SSL described above are 
presented here. In binaural SSL, the two problems cause inaccurate and unreliable 
localizations, especially for sound sources in a lateral direction (around ±90°). This is 




sound incidence approaches −90° or +90°. For accurate binaural SSL, the two problems 
must be solved.  
4.4.1 ML-based SSL in Frequency Domain 
To solve the problem of low-resolution TDOA estimation in the time domain, the ML 
estimation was applied to the conventional SSL in the frequency domain. Assuming that 
frequency bins f1, f2, …, fT of F, obtained from the exponential distribution with the 
characteristic function in (4.5), are independent and identically distributed (i.i.d.) 
observations, and the parameter of the distribution θ, referred to as the true sound 
incidence direction, is the unknown parameter, an ML-based SSL method can be derived 
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maximizes the sum of the cross-power spectrum with PHAT weighting in the frequency 
domain. This ML-based SSL method overcomes the problem of low-resolution TDOA 
estimation in the time domain and has two advantages contributing to improved 
accuracy: 1) selective resolution of SSL by adjusting the interval of the sound incidence 
directions and 2) individual calculations on frequency bands by summing only the 
frequency bins of interest in the cross-power spectrum, e.g., summing the frequency bins 
from around 60 to 7000 Hz for the human voice. 
4.4.2 New Time Delay Factor 
To solve the diffraction with multipath interference problem, simplified formulas to the 
two paths were first applied under the assumption that the head is spherical: 
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            (4.10) 
where τfront and τback are respectively the time delay for the path around the front of the 
head and that for the one around the back of the head for each sound incidence direction, 
and sgn is a signum function that extracts the sign of θ; i.e., if θ has a negative sign, 
sgn(θ) is −1. After formulas for the two paths are derived, the time difference between 
them for each sound direction is obtained using 
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where τdiff is 0 when θ is −90° or +90°. Suppose that the intensity of the multipath 
interference from τback for each sound direction corresponds to that of the ILD ratios 
between the two microphones in the robot head, where the ILD ratios represents the sine 
function in the ideal condition. τdiff multiplied by the absolute sine function with 
attenuation factor βmulti (typically set to 0.1) was used as the factor used to compensate 
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where τinter is the interference created by the two paths. This derived τinter is shown in Fig. 
4.4, which was simulated with a pair of microphone 17.4 cm apart. The final time delay 
factor to be used instead of τlr(θ) in (4.2) for binaural SSL can be derived using τfront and 
τinter: 
inter( ) ( ) ( )
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 (4.13) 
This new time delay factor, τmulti, is used with the ML-based SSL method in (4.8): 




















































Figure 4.4: Deriving compensation factor for multipath interference: (a) absolute values of 
different time delays between two paths along front and back heads, (b) absolute values of 
ILD ratios complied with sine function, (c) time delays calculated from (a) multiplied by (b) 
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4.5 Evaluation 
The ML-based SSL method with time delay factor τmulti was evaluated in various ways 
to verify that it makes fewer localization errors than the conventional SSL method in 
binaural robot audition. Figure 4.5 shows the flow of this implemented SSL system. For 
the body of the system, the improved statistical model-based VAD algorithm derived in 
Chapter 2 was also used a significant building block to deactivate SSL process during 
speech-absent period to reduce the computational cost and an unexpected SSL error. 
The estimated sound incidence directions were used to make the robot turn at its neck 
and waist in order to look in the speaker‘s directions.  
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The experiments were conducted in a room (6 m long × 4.25 m wide × 2.85 m high) 
with a reverberation time of about 120 ms and noise from two air conditioners installed 
on each corner of the room and two personal computers placed on the other corners. The 
SIG-2 humanoid robot using the Sennheiser ME 104 omnidirectional microphone was 
placed at the center of the room, and the speakers were located 1.5–2.5 m from the robot. 
To create a noisier environment, background music with lyrics was played on a laptop 
just below the robot as additive noise. The average sound pressure level (SPL) of the 
background music and the average SNR of the target speech signals were about 62.7 dB 
and 21.2 dB, respectively. The system recorded the background noise for 2 s before each 
trial to estimate the noise variance and used the variance as the a priori noise variance 
for the VAD process. 
To obtain an accurate estimate of the performance improvement with the 
ML-based SSL method compared to the conventional SSL method in binaural robot 
audition, it is estimated in various ways with a static or moving sound source. A male 
and then a female speaker stood at points along the azimuth from −90° to +90° in 10° 
steps and spoke to the robot five times at each point. Their speech signals were captured 
using the four experimental methods: 
 The conventional SSL method using (4.3)–(4.7) described in Section 4.2. 
 The ML-based SSL method using (4.8) as the solution to the first problem described 
in Section 4.3.1. 
 The ML-based SSL method using (4.9) as the solutions to the first and second 
problems without considering multipath interference in Section 4.3. 
 The ML-based SSL method using (4.13) and (4.14) as the solutions to the first and 
second problems with considering multipath interference described in Section 4.3. 
The ML-based SSL method using (4.13) and (4.14) was also evaluated with a 
moving speaker who had changed average walking speed three times at 0.06 m/s, 0.11 
m/s, and 0.20 m/s (the average walking speed of healthy adults is 1.0 m/s) for 250 s to 
verify its real-time processing and effectiveness. For this evaluation of moving speaker 
situation, the OptiTrack motion capture system had used as a ground truth tool and had 
captured the moving path of the speaker with trackballs concurrently [88]. 
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4.5.2 Experimental Results 
Figure 4.6 shows the root-mean-square-error (RMSE) for the 190 trials (19 points × 5 
speech signals × 2 speakers) for the four experimental methods. As shown in the figure, 
the two ML-based SSL methods had fewer localization errors than the conventional 
method. The one using (4.13) and (4.14) was particularly effective—it reduced the 
average RMSE by 17.92 (2.23 vs. 20.15) and the RMSEs for the side directions by 
over 35. 
The results represented by the cyan bars in Fig. 4.6 demonstrate that applying the 
ML-based SSL method in the frequency domain improves localization performance. 
The results represented by the orange bars in Fig. 4.6 demonstrate that the effect of 
multipath interference along the shape of the robot head in SSL can be identified by 
observing parabolic increases in RMSEs when the ML-based SSL using (4.9) had been 
tested. These parabola increases were almost the same of those of the compensation 
factor derived in Section 4.4.2 (See Figure 4.4-(c)). The results represented by the red 
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bars in Fig. 4.6 demonstrate that applying the ML-based SSL method using time delay 
factor τmulti improves localization performance even more, especially for the side 
directions. This means that localization performance can be significantly improved by 
considering the diffraction of the sound waves and the multipath interference of the 
sound signals reaching each microphone in binaural robot audition.  
Figure 4.7 shows the moving speaker path changing walking speed three for 250 s, 
which was measured by OptiTack and the estimated directions by the ML-based SSL 
method using (4.13) and (4.14). Three average RMSEs for the estimated directions in 
three different moving speeds at 0.06 m/s, 0.11 m/s, and 0.20 m/s were 1.96º, 2.01º, and 
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Figure 4.7: Real-time SSL for a moving speaker: (a) (b) signal inputs to left and right 








As a result, despite the proposed SSL system having only two microphones located 
in the robot head, it showed the overall performance in real time which is as good as other 
systems utilizing a microphone array consisted of many microphone. 
4.6 Summary 
Two accuracy problems with conventional SSL based on the GCC-PHAT method in 
binaural robot audition were addressed: 1) low-resolution TDOA estimation in the time 
domain and 2) diffraction of sound waves with multipath interference around the robot 
head. To solve the first problem, the ML estimation in the frequency domain to the 
GCC-PHAT method was applied instead of CSP analysis which estimates TDOA in the 
time domain. To solve the second problem, a new time delay factor was developed for 
use with the GCC-PHAT method that takes into account the diffraction of sound waves 
and multipath interference under the assumption that the robot head is spherical. 
Experimental results demonstrated that the ML-based SSL method in the 
frequency domain contributes to improved localization resolution and taking the 
diffraction of sound waves with multipath interference into account when estimating the 
time delay is a key to improving SSL performance in binaural robot audition. 
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CHAPTER 5  
Binaural Sound Localization 
over Entire Azimuth 
5.1 Introduction 
This chapter presents an improved SSL method over the entire azimuth by front-back 
disambiguation for use with binaural robot audition equipped with two microphones 
inside artificial human-like pinnae. The problem of front-back ambiguity in binaural 
robot audition was addressed, which limits the localization range to the front horizontal 
space from −90° to +90°: 
 Front-back ambiguity due to the same TDOA for the front and back: binaural 
audition methods localize a sound source as coming from the front despite the 
actual sound source being in the rear. 
Current methods to solve this ambiguity problem involve using head movements and 
using a specific HRTF database. However, these methods have certain drawbacks. 
Using head movement does not work well for short words or phrases because the robot 
needs enough time to complete its head movement and it causes self-motor noise in 
motion. Using an HRTF database does not work well if the system and environment 
change because its performance depends greatly on the system and environment. In this 
chapter, a different approach to solving this problem was taken for SSL over the entire 
azimuth: 
 Pinna amplification effect: the pinna amplification effect, which creates a level 
difference between sound signals coming from the front and back, was utilized. 
This solution was implemented and experimentally evaluated in the binaural audition 
system of the SIG-2 humanoid robot. Experiments conducted using the SIG-2 humanoid 
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robot showed that SSL errors over the entire azimuth were reduced by 9.9° on average 
with the new time delay factor proposed in Chapter 4, compared to using the 
conventional time delay factor, and that the success rate for the proposed front-back 
disambiguation method was 32.2% better on average over the entire azimuth than with a 
conventional HRTF-based method. 
The chapter is organized as follows: Section 5.2 describes the problem of 
front-back ambiguity in binaural robot audition. Section 5.3 describes the solution to the 
ambiguity problem: front-back disambiguation using the pinna amplification effect. 
Section 5.4 describes the evaluation experiments and presents the results. Section 5.5 
concludes the chapter with a summary. 
5.2 Problem of Front-Back Ambiguity 
Normally, the direction of a sound source estimated using a microphone array 
corresponds to the actual direction. However, a binaural audition system has an inherent 
problem—a sound source appears to be at equal (mirror) angles in the front and rear 
hemi-fields due to having the same TDOA, as shown in Fig. 5.1. For example, a sound 
source placed at 30° (where 0° is directly in front) is estimated to also be at -150° in 
front-back ambiguity. This front-back ambiguity limits the localization range of a 
binaural audition system to the front horizontal space from −90° to +90°.  
Current solutions to this ambiguity problem in binaural robot audition are to use 
head movements or HRTF databases. For the use of head movements, once the robot 
head started to turn, the sound source behind the robot got closer to the left microphone, 
effectively moving towards the left. At the same time, the sound source in front got 
closer to the right microphone, moving in the opposite direction. The HRTF database, a 
series of points where ITD and ILD for sound sources from many locations, is involved 
in resolving the problem of front-back ambiguity because when a sound is received by 
the microphones it can be reflected off the pinnae and the robot head that causes 
different spectral modifications between sound sources in the front and back. However, 
these two methods have certain drawbacks. Using head movements does not work well 
for short words or phrases, such as when someone calls the robot‘s name, because the 
robot needs enough time to complete its head movement. Using an HRTF database is 




remeasured whenever either the system configuration or environment changes, and 
HRTFs need to be measured in 1° step for high-resolution localization. 
To extend the localization range of binaural robot audition systems over the entire 
azimuth, the problem of front-back ambiguity needs to be overcome by different 
approaches. 
5.3 Front-Back Disambiguation by using 
Amplification Effect of Pinnae 
The basic function of the pinnae is to collect sound and spectrally transform it, which 
enable various types of audio signal processing. They collect sound through a filtering 
process and frequency-dependent amplification. This amplification increases the sound 
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The new approach to the front-back ambiguity problem is to utilize this amplification 
effect of the pinnae. To evaluate sound amplification in the frequency range over the 
entire azimuth, HRTFs were measured by equipping the head of the SIG-2 humanoid 
robot with two artificial pinnae and placing it in an anechoic chamber. Figure 5.2 shows 
the measurement environment, the shape of the pinnae, and the location of the 
microphone in each pinna. A 0.3-s time stretched pulse (TSP) signal [90] ranging from 1 
to 8 kHz was used as a sound source and HRTFs were measured in 5° steps over the 
entire azimuth. The measured HRTF data are illustrated in Fig. 5.3. The pinnae 
amplified the intensities of the input sound signal in the frequency band ranging from 
3000 to 5300 Hz for the front directions (−90° to +90°). The left pinna amplified it from 
around −90° to +10° (Fig. 5.3-(a)), and the right one amplified it from around −10° to 
+90° (Fig. 5.3-(b)). Since this pinna effect amplifies the sound signals coming from 
only the front directions, the problem of front-back ambiguity can be solved by simply 









Figure 5.2: HRTF measurement environment with the SIG-2 robot head equipped with 
pinnae in anechoic chamber: (a) coordinate system for SSL, (b) silicone artificial pinna (7.2 







threshold value, as shown in Fig. 5.3-(d). The decision rule for front-back 
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=3000/F·fs  and  f2
FB
=5300/F·fs are the boundary frequency bins to be 
calculated. The input sound signals are normalized by the mean value of the intensities 
of all frequency bins beforehand to make the intensities consistent.  
If the observed signal is determined to be behind the head by using this decision 
rule, the direction estimated by the SSL method is switched to the mirrored angle 
location in the back (e.g., +30° is switched to +150°).  
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Figure 5.3: Effects of amplification by silicone artificial pinnae: (a) amplification by left pinna, 
(b) amplification by right pinna, (c) amplification by left and right pinnae, (d) mean intensity of 








The front-back disambiguation using pinna amplification effect in (5.1) was evaluated 
with the improved ML-based SSL method described in Chapter 4 under various 
conditions to determine whether it enables more effective SSL with front-back 
disambiguation over the entire azimuth than the one using a conventional HRTF-based 
method. The proposed disambiguation method was implemented in the binaural 
audition system of the SIG-2 humanoid robot. Figure 5.4 shows the flow of the SSL 
process with front-back disambiguation over the entire azimuth. Since the target sound 
signals to be recognized by robots are usually human speech, localization processing 
was restricted to only when a human speech was detected by using the improved 
statistical model-based VAD algorithm derived in Chapter 2. 
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The experiments were conducted in a room (6 m long × 4.25 m wide × 2.85 m high) 
with a reverberation time of about 120 ms and noise from air conditioners and personal 
computers. To make the environment noisier, background music with lyrics was played 
as additive noise. The average sound pressure level (SPL) of the background music and 
the average SNR of the target speech signals were about 61.2 and 23.2 dB, respectively. 
The SIG-2 humanoid robot was placed at the center of the room and the speakers were 
positioned 1.5–2.5 m from the robot in various directions. The system first recorded the 
background noise for 2 s to estimate the noise variance and used this variance as the a 
priori noise variance for the VAD process. A male and then a female speaker stood at 
points along the azimuth from −180° to +170° in 10° steps and spoke short words or 
phrases (for about 1 s; e.g., calling the robot‘s name and expressing simple greetings) to 
the robot five times at each point, and the system captured their speech signals. 
To accurately estimate the improvement in SSL performance with front-back 
disambiguation over the entire azimuth, five experiments were conducted using five 
different methods: 
 The ML-based SSL method using conventional time delay factor τlr in (4.8). 
 The ML-based SSL method using derived time delay factor τfront in (4.9) considering 
only front path around robot head. 
 The ML-based SSL method using proposed time delay factor τmulti in (4.13) and 
(4.14) considering both front and back paths around robot head. 
 Front-back disambiguation using a conventional HRTF-based method. 
 Front-back disambiguation using proposed method in (5.1). 
The HRTF-based method used in the fourth experiment uses a decision rule in 
which two measures of the cross-correlation coefficient between the input signal and the 
HRTF data measured in the coincident front-direction or in the mirrored back-direction 
are compared: 
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       (5.3) 
Hl/r is the HRTF data measured from each of the two microphones for the θfront/back 
direction beforehand. 
5.4.2 Experimental Results 
Figure 5.5 shows the RMSE for the 360 trials (36 points × 5 speech signals × 2 
speakers) for the three SSL methods along the azimuth from −180° to +170° in 10° 
steps. The SSL method using the new time delay factor proposed in Chapter 4 had fewer 
localization errors over the entire azimuth than the one using time delay factor τlr 
derived in free space and the one using time delay factor τfront derived considering only 
sound wave diffraction. The average RMSEs for τlr, τfront, and τmulti were respectively 
11.87°, 3.40°, and 1.96°. 
Figure 5.6 shows the rate of successful disambiguation for the 360 trials for the 
two disambiguation methods along the entire azimuth. The proposed disambiguation 
method using the pinna amplification effect had an average success rate with 32.2% 
higher (92.28% vs. 69.78%) than the one using the HRTF database. 
As shown by the red bars in Fig. 5.5, considering the diffraction of sound wave 
with multipath interference around the robot head effectively improves SSL 
performance over the entire azimuth in binaural robot audition compared to other SSL 
methods (blue and green bars). The disambiguation method using the pinna 
amplification effect proposed in this chapter was better able to disambiguate the 
directions of the input sound signals coming from either the front or back, as shown in 
Fig. 5.6. The HRTF-based method had worse disambiguation performance, especially 
for signals coming from the back, because the measurement of the cross-correlation 
coefficient using the front-HRTF data was often slightly higher than or the same as that 
using the back-HRTF data even though the sound signals came from the back. This 
means that there was not much difference in the frequency properties and spectral cues 





In this chapter, the problem of front-back ambiguity in binaural robot audition, which 
limits the localization range to the front horizontal space, was addressed. To solve the 
problem, a new front-back disambiguation method utilizing the pinna amplification 
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Figure 5.5: RMSEs for 360 trials for three SSL methods over entire azimuth. 
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effect was devised. Experimental results demonstrated that utilizing the pinna 
amplification effect effectively solves the problem of front-back ambiguity for robots 
equipped with silicon human-like pinnae. As a result, the implementation of the proposed 
front-back disambiguation method using the pinna amplification effect with the 
ML-based SSL method proposed in Chapter 4 enabled accurate binaural SSL over the 
entire azimuth. The video demonstration is available on Youtube [91]. 
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CHAPTER 6  
Binaural Localization of 
Multiple Sound Sources 
6.1 Introduction 
This chapter presents a multisource sound localization method based on GCC-PHAT 
method for binaural robot audition. Another significant problem to be overcome for 
binaural robot audition was addressed here: 
 Difficulty with multisource sound localization: since localization performance 
generally drops as the number of microphones is reduced and binaural robot 
audition uses only two microphones embedded on each side of the robot head and, 
the number of sound sources that the binaural system can localize has been limited to 
a single source in real environments, including reverberations and noises.  
The most commonly used multisource sound localization method, MUSIC, is unable to 
localize multiple sources with binaural sound inputs. In addition, most binaural methods 
based on their specific HRTFs for multisource sound localization are still with the 
problem of limited localization resolution and performance in real environments. 
In this chapter, the solution to realizing multisource sound localization for 
binaural robot audition is threefold: 
 Multisource sound localization: the ML-based SSL method was extended to enable 
simultaneous multidirection estimations for each time frame. 
 SNR-weighting function: SNR-weighting function was incorporated into the 
extended ML-based SSL method to cope with additive noise.  
 Improved K-means clustering: K-means clustering was performed in order to 
eliminate incorrect SSL errors and to estimate an unknown time-varying number of 




The ML-based SSL method proposed in Chapter 4 was extended to enable simultaneous 
multiple direction estimations with the problem of correctly estimating the sound 
incidence directions and the unknown time-varying number of sound sources in real 
environments. The degraded SSL performance when there are multiple sound sources 
was improved by using a SNR-weighting function and an improved K-means clustering. 
For effective multisource sound localization, the standard K-means clustering algorithm 
was improved by adding two additional steps that increase the number of clusters 
automatically and eliminate clusters that contain incorrect direction estimations. 
The proposed multisource sound localization method was implemented as a 
real-time system using the HARK open-sourced robot audition software and evaluated 
experimentally in the binaural audition system of the SIG-2 humanoid robot. 
Experiments conducted in real environments showed that the proposed method can 
localize multiple sound sources in real time with localization error below 5.96° 
The chapter is outlined as follows: Section 6.2 describes the extension of the 
ML-based SSL method to a multisource situation. Section 6.3 addresses its difficulties 
with estimating correct multiple directions in real environments. Section 6.4 gives the 
solution to the difficulties with multisource sound localization: an SNR-weighting 
function and an improved K-means clustering algorithm. Section 6.5 presents the 
experimental results. Section 6.6 concludes the chapter. 
6.2 Extension of ML-Based SSL method to 
multiple sound sources 
The observed signals from the left and right microphones in a situation with K sound 
sources can again be mathematically modeled from (4.1) as 
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where k denotes the index of each sound source. For the ideal case, the multiple sound 




E{S1[f,n]S2[f,n]}=0, E{Sk[f,n]Nl,r[f,n]}=0, and E{Nl[f,n]Nr[f,n]}=0, where E[.] is the 
expectation operator for time frames. Accordingly, the cross-power spectrum and the 
denominator of PHAT weighting for multiple sound sources are expressed by using 
Euler‘s formula and the Pythagorean trigonometric identity as 
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 ≥ 0 and the TDOA of each sound source obeys the relationship 
τlr = τrk − τlk. 
After (6.2) and (6.3) are substituted into (4.14), the ML-based SSL method for 
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(6.4) 
where TDOAs (τrk − τlk) of K sound sources exist independently and the K directions 
corresponding to them are represented as a set of K maximum values. Thus, multiple 
directions θmle_k for the different TDOAs can be estimated by finding each expected sound 
incidence direction that makes each peak in the response of the ML-based SSL method 
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with a threshold ηSSL ranging from 0 to 1, as follows: 
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6.3 Difficulties with Multisource sound 
localization in Real Environments 
Multisource sound localization using (6.5) and (6.6) can produce accurate estimates of 











































































































































































































































































































































































Figure 6.1: Frequency spectrums and peak distributions of ML-based SSL method for two 
sound sources coming from angles of −50 and +50: (a) two uncorrelated sources; (b) (c) two 







accuracy deteriorates when multiple sound sources are correlated, which is generally the 
case in real environments, i.e., when the sound sources are speech. For example, if two 
correlated sound sources are assumed to come from different directions, (6.1) can be 
rewritten as 
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and their cross-power spectrum can be expressed as 
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   (6.8) 
We can verify that there are two more incorrect TDOAs produced by the correlation 
between the two sound sources represented in (6.8). Moreover, if we assume a situation in 
which there are more than two sources or in which additive noise is correlated with other 
sound sources, the number of incorrect TDOAs will increase geometrically. This 
phenomenon causes ambiguity in the ML-based SSL method because there will be many 
peaks in incorrect directions as well in correct ones. Figure 6.1 shows example peak 
distributions obtained in the ML-based SSL method for two sound signals coming from 
angles of −50 and +50. In the uncorrelated situation (a), two sound sources were 
virtually generated; in the correlated situation (b and c), two speech signals (one for a 
male and one for a female) recorded at the same time by the SIG-2 humanoid robot were 
used. When the sound sources were correlated, the ML-based SSL method inaccurately 
estimated multiple sound incidence directions because of the numerous peaks spread in 
all directions. In addition, since the intensity of each peak changed over time because 
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each attenuation factor in (6.8) was applied to each sound source, the ML-based SSL 
method may select peaks in incorrect directions as correct directions when the peak 
intensities in the correct directions are lower than those in the incorrect directions. 
Furthermore, the ML-based SSL method with a threshold frequently fails to produce the 
same number of directions as sound sources, especially in the absence of information on 
how many sound sources are active. 
These results show that additional functions are needed to minimize the incorrect 
direction estimations for accurate multisource sound localization. 
6.4 Improved Multisource Sound Localization 
The solution to the difficulties with multisource sound localization described above is 
presented here. Approaches to the solution are based on two methods: 
 SNR-weighting function: if the target sound sources are localized speech in noisy 
environments, the incorrect direction estimations due to the correlation with additive 
noise can be prevented by an SNR-weighting function in multisource sound 
localization. 
 Improved K-means clustering: K-means clustering is a commonly used data 
mining algorithm featuring computational simplicity and high speed. The standard 
K-means clustering algorithm was improved to work well for multisource sound 
localization in real situations and used it as a tracking method to eliminate incorrect 
direction estimations due to the correlation between sound sources in each time 
frame. 
6.4.1 SNR-Weighting Function 
A spectral weighting function based on the instantaneous SNR with the Wiener 
amplitude estimator was incorporated into the ML-based SSL method to minimize the 
correlation with additive noise in multisource sound localization.  
The instantaneous SNR that can be interpreted as a direct estimation of the a 
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Then, the SNR-weighting function for multisource sound localization is obtained by 
applying (6.9) to the Wiener amplitude estimator as follows: 
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The derived SNR-weighting function is incorporated into the multisource sound 
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6.4.2 Improved K-means Clustering 
If the directions estimated using (6.5) and (6.11) in the given time frames are the 
observations to be clustered and if their cluster centers represent the tracked directions 
for a specific time frame, i.e., given the initial sets of observations (θmle_1, θmle_2,…, θmle_p) 
and K-clusters (Θtrack_1, Θtrack_2, …, Θtrack_k) with their center means (θtrack_1, θtrack_2, …, 
θtrack_k), the standard K-means algorithm proceeds by alternating between two steps [93]: 
Assignment Step. Assign each observation to the cluster with the closest mean: 




mle mle mletrack track track j K    
  
                (6.12) 
where p denotes the index of all estimated DOA in the given time frames and i denotes the 
iteration number. Each initial center mean is randomly assigned [94] and each DOA 
estimation θmle_p goes into exactly one cluster Θtrack_k. 
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where <Θtrack_>k is the number of estimated directions belonging to cluster Θtrack_k. These 
two steps are repeated until the assignments no longer change. 
There are two problems with the standard K-means clustering when it is to be used 
for multisource sound localization: 
 Fixed number of clusters: the number of clusters is fixed from the beginning to the 
end of the standard K-means clustering calculations. This means that the number of 
sound sources needs to be known in advance for exact clustering. Furthermore, the 
number of clusters cannot be automatically changed in the observation period for 
clustering even though sound signals independently appear and disappear over time. 
 Absence of a function for filtering out incorrect direction estimations: in the 
standard K-means clustering, the tracked directions of the sound signals are not 
correct because even incorrect direction estimations are used for calculating the 
center of each cluster. 
These two problems cause errors in the results of multisource sound localization. For 
accurate multisource sound localization, the standard K-means clustering was improved 
by including two additional steps with new criteria:  
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The K-means clustering algorithm begins with one cluster (K=1). After executing the 
assignment step and the update step, it adds another cluster (K=K+1) if the variance of 
observations in each cluster is more than a given threshold ηC1. 
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estimations in each cluster. In this case, some clusters will likely contain few direction 
estimations that are all incorrect. The elimination step filters out the clusters containing 
incorrect direction estimations by checking the ratio between the number of direction 
estimations in each cluster and the number of all direction estimations in the given time 
frames with a given threshold ηC2. 
The process of the improved K-means clustering algorithm for multisource sound 
localization is thus as follows: 
Step 1. The standard K-means algorithm (the assignment step and the update step) is 
executed with K=1. 
Step 2. The standard K-means algorithm is repeated with K=K+1 on the basis of 
Criterion (6.14). 
Step 3. All clusters containing incorrect DOA estimations are eliminated on the basis of 
Criterion (6.15). 
6.5 Evaluation 
The proposed methods for multisource sound localization were evaluated in two- and 
three-speaker situations. The subject of the experiment was the SIG-2 humanoid robot. 
The methods described above were implemented using the HARK open-sourced robot 
audition software in real time. Figure 6.2 shows the flow of the implemented robot 
audition system and the process of multisource sound localization. The estimated sound 
incidence directions were used to make the robot turn at its neck and waist in order to 
look in the speaker‘s directions. 
6.5.1 Experiments 
The experimental were conducted in a room (6 m long × 4.25 m wide × 2.85 m high) 
with a reverberation time of about 120 ms and noise from air conditioners and personal 
computers. To create noisier environments, background music with lyrics was played on 
a laptop just below the robot as additive noise. The average sound pressure levels (SPL) 
of background music were about 63.29 dB, 67.71 dB, and 72.32 dB, respectively, and 
those of target speech signals were about 87.3 dB. The SIG-2 humanoid robot was 
placed at the center of the room and the speakers were located 1.5–2.5 m from the robot. 
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The thresholds ηSSL in (6.5), ηC1 in (6.14), and ηC2 in (6.15) were set to 0.23, 3.0, and 0.25, 
respectively. The system recorded the background noise for 2 s before operating the 
SIG-2 humanoid robot to estimate the a priori noise for the SNR-weighting function. 
Then two- and three-speaker situations were presented with two males and one female in 
twelve different conditions of speakers‘ positions and their speech signals were captured 
Binaural Multisource Sound Localization
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Multisource sound localization : Equations (6.5) and (6.11)












continuously. The multisource speech localization method was evaluated for each 6 s 
period. 
6.5.2 Experimental Results 
The proposed multisource sound localization method consisting of SNR-weighting 
function and improved K-means clustering showed good overall performance even 
though it sometimes failed in estimating with the exact number of directions. 
Tables 6.1 and 6.2 show RMSEs for two- and three-speaker localizations 
changing the SPL of background music in the twelve different conditions of speakers‘ 
positions individually, where each result of RMSEs corresponds to each position of 
speakers. The RMSE for each estimated direction was less than 5.96° for both the two- 
and three-speaker situations. 
Figure 6.3, 6.4, and 6.5 show the graphical results of two- and three-speaker 
localization for each 6 s period, where the directions were estimated in 128-ms time 
frame, 32-ms time shift, and 320-ms time duration for clustering (10 time frames); (a) 
(b) signal inputs to left and right microphones consisting of male speech signal and 
female speech signal; (c) actual directions and speech durations of speakers; (d) results 
of multisource sound localization using (6.5)–(6.6), where colors (red, green, and blue) 
indicate peaks heights in ascending order and the dotted lines show the actual 
directions; (e) results of multisource sound localization with the SNR-weighting 
function using (6.5) and (6.11), where the dotted lines show the actual directions; (f) 
results of multisource speech localization after performing the improved K-means 
clustering. 
Even though the multisource sound localization using (6.5)–(6.6) produced many 
incorrect direction estimations (shown by (d)), the our multisource sound localization 
method filtered them out and estimated the direction of each speaker in the running-time 
domain regardless of changes in the number of speakers over time. The multisource 
sound localization with SNR-weighting function using (6.5) and (6.11) prevented 
incorrect direction estimations due to the correlation with additive noise (shown by (e)). 
The improved K-means clustering method filtered out incorrect directions and estimated 
three speakers regardless of the periods in which they spoke much more accurately than 
the multisource sound localization using (6.5)–(6.6) (shown by (f)).  
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As a result, despite the use of only two microphones, the robot audition system 
showed good overall performance for binaural multisource sound localization in real 
environments. 
6.6 Summary 
In this chapter, the ML-based SSL method based on the GCC-PHAT method was 
extended to enable simultaneous multidirection estimations and the difficulties with 
multisource sound localization using two microphones in a practical situation was 
described. The difficulties were addressed by incorporating an SNR-weighting function 
Table 6.1: RMSEs of multisource sound localization in two-speaker situations. 
Positions of two speakers SNRs RMSEs 
-90°, +90° 
15 dB 2.01, 3.28 
20 dB 1.60, 2.50 
25 dB 1.43, 2.96 
-60°, +60° 
15 dB 4.58, 3.87 
20 dB 3.29, 2.90 
25 dB 2.19, 2.45 
-50°, +30° 
15 dB 2.88, 3.41 
20 dB 2.68, 3.82 
25 dB 2.38, 3.26 
-20°, +40° 
15 dB 2.75, 4.44 
20 dB 2.56, 3.63 
25 dB 2.09, 2.57 
-10°, +20° 
15 dB 4.69, 4.62 
20 dB 3.12, 4.04 
25 dB 2.92, 3.82 
-10°, +30° 
15 dB 4.34, 5.66 
20 dB 3.47, 4.27 
25 dB 2.27, 2.35 






into the ML-based SSL method and performing the K-means clustering. To make 
multisource sound localization more effective in the unknown time-varying number of 
sound sources situation, the standard K-means clustering algorithm was improved by 
applying two new steps that increase the number of clusters automatically and eliminate 
clusters containing incorrect direction estimations. 
Experimental results demonstrated that the binaural robot audition system with 
proposed methods can localize directions of multiple sound sources in real time 
regardless of changes in the number of speakers and periods during which they spoke 
with localization error below 5.96°. The video demonstration for this work is available 
on Youtube [95]. 
Table 6.2: RMSEs of multisource sound localization in three-speaker situations. 
Positions of three speakers SNRs RMSEs 
-60, +30, +70 
15 dB 4.54, 3.92, 2.94 
20 dB 2.96, 3.19, 2.53 
25 dB 2.23, 1.82, 1.34 
-50, -10, +30 
15 dB 4.45, 5.14, 5.10 
20 dB 2.71, 5.96, 4.37 
25 dB 2.25, 4.50, 2.43 
-50, +30, +60 
15 dB 4.59, 3.18, 4.21 
20 dB 3.10, 2.01, 2.73 
25 dB 1.82, 1.36, 1.43 
-30, +10, +30 
15 dB 2.71, 2.39, 4.36 
20 dB 1.91, 2.89, 3.31 
25 dB 0.84, 3.35, 3.21 
-30,  0, +60  
15 dB 3.43, 3.80, 5.01 
20 dB 2.17, 2.99, 3.32 
25 dB 1.47, 2.62, 3.63 
-10, +10, +30 
15 dB 3.81, 2.70, 3.84 
20 dB 2.44, 4.68, 2.77 
25 dB 2.32, 3.21, 1.96 
                                                 The maximum RMSE in three-speaker situation is in bold type.  
 
 



























































































































































































































[ Improved K-mean clustering ]
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[ Improved K-mean clustering ]
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Figure 6.4: Results of two-speaker localization II. 


























































































































































































































[ Improved K-mean clustering ]
(f)
 
Figure 6.5: Results of three-speaker localization. 
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CHAPTER 7  
Discussion 
7.1 Observations 
This section summarizes and discusses the main observations from this study, mainly 
focused on improving technical methods for SSL in binaural robot audition. 
7.1.1 Voice Activity Detection for Sound Source Localization 
An improved statistical model-based VAD algorithm employing the TSNR technique 
with recursive noise adaptation was presented for the low SNR cases. In various noisy 
environments, the computational cost and unexpected SSL errors could be reduced with 
this improved VAD algorithm by deactivating the SSL process during speech-absent 
period. The improved VAD algorithm using the TSNR technique with recursive noise 
adaptation in Chapter 3 showed 5.31 dB better a priori SNR estimations during the 
speech-present period compared to those of the existing statistical model-based VAD 
algorithm using the power subtraction method. Consequentially, this improved a priori 
SNR estimation made the statistical model-based VAD algorithm to provide a more 
accurate VAD decision and facilitate more effective SSL in noisy environments as 
described in Chapters 4 and 5. 
7.1.2 Sound Source Localization in Binaural Robot Audition 
A sound source localization system based on the GCC-PHAT method for binaural robot 
audition was developed. Sound signals obtained from only two microphones was used to 
localize the sound source without any prior information such as HRTF database and 
parameter settings by training. Two accuracy problems with conventional SSL based on 
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the GCC-PHAT method in binaural robot audition were addressed: 1) low-resolution 
TDOA estimation in the time domain and 2) diffraction of sound waves with multipath 
interference around the robot head. From the experimental results and evaluation, it was 
verified that the ML-based SSL method in the frequency domain, which was applied as 
a solution to the first problem, contributed to 1 localization resolution and improved 
localization accuracy in all-round directions. In addition, a new time delay factor to take 
into account the second problem improved localization accuracy particularly in the 
lateral direction (around ±90°). As a result, despite using only two microphones located 
in the robot head, the real-time SSL system proposed in Chapter 4 showed the overall 
performance which is as good as other systems utilizing the microphone array consisted 
of many microphones with SSL errors below 2.23° for static sound sources and 2.54º 
for 0.20 m/s moving sound sources. 
7.1.3 Binaural Sound Localization over Entire Azimuth 
The problem of front-back ambiguity in binaural robot audition, which limits the 
localization range to the front horizontal space, was addressed. To solve this problem, a 
new front-back disambiguation method was devised by utilizing the pinna amplification 
effect as a different approach from the existing disambiguation solutions such as use of 
head movements or HRTF database. This front-back disambiguation method based on 
the pinna amplification effect was better able to disambiguate the directions of the input 
sound signals coming from either the front or back compared to the conventional 
HRTF-based front-back disambiguation method. The success rate in front-back 
disambiguation using the pinna amplification effect was 92.28% on average over the 
entire azimuth. As a result, the implementation of the ML-based SSL method proposed in 
Chapter 4 with the front-back disambiguation method using the pinna amplification 
effect enabled the binaural robot equipped with silicon human-like pinnae to localize a 
sound source over the entire azimuth with the average RMSE of 1.96°.  
7.1.4 Binaural Localization of Multiple Sound Sources 
Since the localization performance generally drops as the number of microphones is 




microphones can localize has been limited to a single source in real environments. The 
difficulty with multisource sound localization is still one significant problem to be 
overcome in binaural robot audition. The difficulty with multisource sound localization 
is generally caused by the correlated sound sources, noise, and reverberation, etc. in real 
environments. This difficulty was analyzed in detail as the correlation problem between 
highly correlated multiple sources, noise sources, and reverberant signals in a practical 
situation in Chapter 6. Incorporating a SNR-weighting function into the ML-based SSL 
method effectively could minimize localization errors due to the correlation with noise 
in various noisy environments and performing the improved K-means clustering could 
eliminate most SSL errors due to the correlation with sound sources. Experimental 
results demonstrated that the proposed multisource sound localization system could 
localize directions of multiple sound sources in real time regardless of changes in the 
number of speakers and periods during which they spoke with SSL error below 5.96° in 
various SNR and multiple-speaker situations. 
7.2 Contributions 
Studies on binaural robot audition can contribute to the development of a user-friendly 
interface for the robots to appear humanoid or to be perceived to be like human beings. 
Moreover, it can also contribute to understanding and discovering the human hearing 
mechanism. 
In this thesis, an effect of multipath interference caused by the shape of the robot 
head in binaural robot audition was identified and it was concluded that binaural 
localization performance can be significantly improved by considering the diffraction of 
the sound waves with this multipath interference. This new effect of multipath 
interference contributes to future binaural robot audition systems as a solution to one of 
the problems affecting localization accuracy. In the view point of contribution to 
understanding or discovering the human hearing mechanism, by a new front-back 
disambiguation method utilizing the pinna amplification effect, it could be discovered 
that the pinna amplification effect is also a clue to the human auditory system to 
distinguish sources coming from in the front and back. In addition, a real-time 
multisource sound localization system that is robust to real environments was realized 
in binaural robot audition even though using only two microphones is currently 
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insufficient for the sound processing in robot audition. At least in these achievements, 
the study on SSL in binaural robot audition in the thesis carries an important 
contribution. 
7.3 Remaining Works 
This section discusses remaining works. The techniques that have been proposed in this 
thesis do not provide complete solutions to the problems of binaural SSL in robot 
audition. However, they are powerful and can serve as motivation and basis for further 
works towards more complete systems. In particular, the proposed techniques are 
versatile since they are based two input sound signals in the time-frequency 
representation without any prior information. For example, they can be combined and 
applied with several of the existing techniques or the audition systems: the new time 
delay factor proposed in Chapter 4 can be used in MUSIC- or beam forming-based 
methods as an effective steering vector for the microphones array of spherical robot 
heads; the front-back disambiguation method proposed in Chapter 5 can be utilized for 
any binaural robot head equipped with two human-like pinnae to distinguish whether 
the detected sound source is in the front or back; the improved K-means clustering 
proposed in Chapter 6 can be effectively used with any SSL method as a post processing 
method to filter SSL errors out and smooth direction estimations in real time. 
Additionally, four remaining works are mentioned here for extensions that may 
possibly improve the proposed techniques and lead further steps towards a robust 
binaural robot audition system. 
7.3.1 Multisource Sound Localization with Front-Back 
Disambiguation 
The front-back disambiguation method based on the pinna amplification effect was 
proposed. However this disambiguation method is not a complete solution to the 
problem of front-back ambiguity. It still has an ambiguity problem in multisource sound 
situations. If there are multiple sound sources which has different magnitudes in the 
front and back respectively, the proposed front-back disambiguation method will fail in 




in the same frequency range. For more powerful front-back disambiguation even in 
multisource sound situations, a blind sound source separation (BSS) technique 
[96]–[98] may be needed to classify level differences of multiple sources individually to 
eliminate the ambiguity of level differences between multiple sound sources in the same 
frequency range. 
7.3.2 Multisource Sound Localization with Source 
Identification 
A line of study will be extending the multisource sound localization method with sound 
source identification [99] so that it can dynamically deal with several moving sound 
sources. This study focused on a multisource sound localization without sound source 
identification. Several potential problems happen in situations of multiple moving sound 
sources, such as incorrect tracking due to ambiguity of speaker identification when 
moving sound sources cross paths or when they are in the same direction. Humans can 
localize and tract several moving sound sources even when they are crossing each other 
and can estimate the exact number of sound sources even in the same direction. This 
remaining work may be handled by incorporating a sound source identification method 
to the proposed multisource sound localization method. 
7.3.3 Estimating Elevation and Distance of Sound Sources 
The human auditory system has capabilities to determine the elevation and distance of 
sound sources. It is well known that the human auditory system exploits spectral cues 
(among other ones) mostly generated by the pinnae in order to determine the elevation 
of a source. For instance, ear asymmetry allows spectral modification for sound 
originating from below the eye level to sound louder in the left ear, while sound 
originating from above the eye level to sound louder in the right ear. However, the 
relation between elevation and spectral cues seems to be quite complex and subjective. 
This is difficult to exploit in a computational model [100]–[102]. The spectral cues, 
including the loss of amplitude, the loss of high frequencies, and the ratio of the direct 
signal to the reverberated signal, are also useful for determining the distance of a source 
[103]. In this thesis, a part of the spectral modification by the pinnae was investigated 
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and utilized for front-back disambiguation in the horizontal space. By discovering the 
relation between elevation or distance and spectral cues, the binaural audition system 
will be able to localize sound sources in terms of three-dimensional position: the 
azimuth, the elevation, and the distance for static sound sounds or velocity for moving 
sound sounds. 
7.3.4 Active Robot Audition 
Some researchers adopt an approach called as ―Active Audition‖, which means that the 
robot moves its microphones embedded on its body [57], [104]–[106]. When humans 
accurately find the direction of sound sources, the most frequently used head 
movements involves rotating [107], tipping, and pivoting. Applying the capability of 
hearing with head movements like human beings into the robot audition system will 
make binaural SSL performance superior [108]. In this thesis, SSL performance have 
been improved in stationary situations, i.e., without head movements. As a future work, 
applying head movements can contribute to the improvements of SSL performance for 
the robot to be perceived like human beings and understanding human hearing 
mechanism more deeply. 
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CHAPTER 8  
Conclusion 
The goal of this thesis was to improve methods for sound source localization (SSL) in 
the binaural robot audition using only two microphones inside artificial pinnae like 
human eras. This was motivated by the performance of the human auditory system and 
the five technical problems in binaural sound localization, as discussed in the 
introduction chapter. An overview of existing robot audition systems and several 
computational techniques in signal processing were given in Chapter 2. With this 
background knowledge, new localization techniques were proposed as solutions to the 
five technical problems and the localization performance in binaural robot audition 
could be significantly improved. 
In Chapter 3, a statistical model-based voice activity detection (VAD) algorithm 
employing the two-step noise reduction (TSNR) technique with recursive noise 
adaptation was proposed to facilitate SSL processing and reduce unexpected SSL errors 
during sound-absent period. By improving the a priori SNR estimation with the TSNR 
technique and recursive noise adaptation, it could produce a better VAD results as a 
significant building block of the SSL system presented in Chapters 4 and 5. 
In Chapters 4 and 5, an improved binaural robot audition system was developed 
that can localize a sound source accurately over the entire azimuth with the average 
localization errors below 2.23° for static sound sources and 2.54º for 0.20 m/s moving 
sound sources. For this purpose, the three technical problems with SSL based on the 
generalized cross-correlation (GCC) method with the phase transform (PHAT) 
weighting in binaural robot audition were addressed: 1) low-resolution time-delay-of 
-arrival (TDOA) estimation in the time domain, which makes SSL inaccurate in all 
directions and impossible in some cases, and 2) diffraction of sound waves with 
multipath interference around the robot head, which degrade SSL accuracy mostly in the 
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lateral directions, and 3) front-back ambiguity, which limits the localization range to the 
front horizontal space. To solve the first problem, the maximum likelihood (ML) 
estimation was applied to the GCC-PHAT method in the frequency domain instead of 
the conventional way which uses the cross-power spectrum phase (CSP) analysis. To 
solve the second problem, a new time delay factor that takes into account the diffraction 
of sound waves with multipath interference was derived under the assumption that the 
robot head is spherical and incorporated into the GCC-PHAT method. To solve the third 
problem, a front-back disambiguation method utilizing the pinna amplification effect was 
devised. Experimental results demonstrated that applying the frequency-domain ML 
estimation to the conventional GCC-PHAT method gives 1° SSL resolution and 
accuracy improvement in all-round directions, that taking the diffraction of sound waves 
with multipath interference into account is a key to improving localization accuracy in 
binaural robot audition, and that utilizing the pinna amplification effect successfully 
solves the problem of front-back ambiguity for robots equipped with two artificial 
human-like pinnae. 
In Chapter 6, the difficulties with multisource sound localization in real 
environments was addressed by incorporating an SNR-weighting function into the SSL 
method to minimize noise influence in various noisy environments and performing the 
K-means clustering to eliminate localization errors due to the correlation problem 
between multiple sources each other in source-correlated environments. For effective 
multisource sound localization with the unknown time-varying number of sound 
sources, the standard K-means clustering algorithm was improved by applying two new 
steps that increase the number of sound sources automatically and eliminate clusters 
including incorrect direction estimations in real time. With the proposed multisource 
sound localization method, the binaural robot audition system could correctly localize 
directions of three speakers in real time regardless of changes in the number of speakers 
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