Abstract. In this paper we present a novel application which uses 2D barcode for object tracking and event detection. We analyze the relationship between the spatial efficiency of a marker and its robustness against defocusing. Based on our analysis we design a spatially efficient and robust 2D barcode, M-Code (MarkerCode) which can be attached to the surface of static or moving objects. Compared with traditional object detection and tracking methods, M-Code not only identifies and tracks an object but also reflects its position and the orientation of the surface where it is attached. We implemented an efficient algorithm that tracks multiple M-Codes in real time in the presence of rotation and perspective distortion. In experiments we compare the spatial efficiency of M-Code with existing 2D barcodes, and quantitatively measure its robustness, including its scaling capability and tolerance to perspective distortion. As an application we use the system to detect door movements and track multiple moving objects in real scenes.
Introduction
In this paper we present a novel barcode based object detection and tracking method. The method detects and tracks 2D barcodes attached to the surface of an object through real-time decoding. 2D barcodes have been widely used in context aware and mobile computing environments. Traditional 2D barcodes (Fig.1a) carry information up to a few hundred bytes. Some research [1, 2] suggests that 2D barcodes can be used to identify the position and orientation of the capturing device to facilitate mobile interaction (Fig.1b) which often stores an index to online content.
Inspired by these novel applications and the application of visual markers [3] in video surveillance, we found that 2D barcodes can be used to identify the location of the object which it is attached to (Fig.1c) . This capability fits the requirements of tracking multiple objects and detecting concurrent events. Other visual trackers have been explored for unconstrained environments for video surveillance, but they require extensive processing for object detection and classification. Markers attached to moving objects can be detected and tracked automatically by computers at significantly reduced labor cost.
Existing 2D barcodes, such as QRcode, MaxiCode or Datamatrix, are typically not designed for the purpose of tracking and are often decoded at a close distance. "Visual Code" and "Spot Code" (Fig.1b) are designed for interacting with mobile devices, Fig. 1 . Existing 2D-barcodes & MCode which implicitly require cooperative users to spot the code. "Array Tags" [4] were designed to be located and decoded at a long distance, but require a considerable area to print and attach. The spatial efficiency of a marker is an important factor since an object may have limited area. Codes with higher coding efficiency are often more robust since they contain a smaller number of units (a unit typically refers to a black/white square), correspondingly a larger unit is more resistant to distortions caused by blurring, noise and/or perspective distortion. It is worth mentioning that colors have been used to improve the spatial efficiency of markers [5] as well, but color may be affected by environmental lighting and distance and is not a stable feature to recognize. Binary (black and white) markers are more convenient to print and more reliable to read, so we will focus on binary marker in this paper.
We describe the code design in Section 2, present the locating and decoding algorithm including a fast perspective ratification method in Section 3. We evaluate the spatial efficiency of MCode, the speed and robustness of decoding in Section 4 and draw conclusions in Section 5.
Code Design
When an object is being tracked, the image of the attached M-Code may be defocused if the object is not within the best focal range of the camera. Defocusing is usually modeled by Gaussian convolution [6] . We first analyze the relationship between the unit width of the marker and the size of the Gaussian kernel to show the importance of spatial efficiency of the marker. For a black and white marker, Gaussian convolution may increase the gray scale value of a black cell and decrease the gray scale value of a white cell in the captured image. When a black cell appears to be brighter than a white cell, the captured M-Code image can no longer be read correctly. This situation is most Figure 2 . The gray scale value at the center of a black unit cell with width w after Gaussian convolution with kernel size σ may be as high as H:
In order for the black cell to be distinguishable from white cells, we must have H < 0.5:
and therefore the unit width w must be greater than 2
2 )σ to keep the marker readable under Gaussian convolution with kernel size σ. So we should utilize every cell in a limited print area and keep the unit width w as large as possible. Taking this requirements into consideration, we designed a new marker which reflects its position (four corners) with high spatial efficiency. As shown in Fig.1a , traditional 2D barcodes usually use part of the image as a finding pattern. The finding pattern, however, decreases the coding efficiency. Therefore, we do not use an explicit finding pattern.
As shown in Fig. 3 , MCode consists of 8 × 8 black and white cells bounded by a black box with half unit width. The black box plays an important role to facilitate decoding. It is a robust feature that can still be detected even if the code image is blurred or de-focused. More importantly, the location of the black box determines the location of every cell in the marker. MCode encodes 28 bits of information with a 4 bit checksum and 32 bits of Reed-Solomon [7] error correction data, which can correct 2 bytes (16 bits) of error at any location in the MCode.
Locating and Decoding
The detection and tracking process is actually performed by a single procedure: detecting and decoding the MCode in the captured frames. To ensure successful decoding and find the exact position of an object, registration has to be highly accurate. Location   Fig. 4 . Code location, the original image and its super-pixel representation Unlike the mobile barcode reading which relies on users to locate the barcode, we have to locate the MCode anywhere in the captured image. The location process must be performed very efficiently to satisfy the real-time performance requirements. We use a multi-resolution approach to accelerate the location algorithm. Multi-resolution has been applied to image retrieval [8] and object extraction [9] to improve the efficiency. We first down sample the original image by averaging every 5 × 5 pixel block into one super pixel (Fig. 4b) . Meanwhile we compute the histogram of the grayscale values and find the threshold to binarize the image using 2-means classification. The binarization is adaptive to environmental lighting and can extract the bounding box of M-Code under global lighting changes. We then search the super pixel image for connected components using a breadth-first-search (BFS). The complexity of BFS is liner in the number of pixels in the image, so we accelerate the connect components search 25 times by running on the super pixel image rather than running on the original image. A Hough transform is then performed to locate the four edges of each connected component and the approximate position of four corners are calculated as well.
Code

Corner Registration
Fig. 5. Corner detection and the template used to exactly locate the corner
After locating the approximate position of a MCode, we compute the exact location (Fig. 5a ) of the four corners which determine the full geometry (homography). We convolve a template in the neighborhood of the approximate corner position and find the maximum response. An example of the templates is shown in Fig. 5b. 
Perspective Correction
MCode may be captured from any arbitrary angle. To decode the data we first need to correct the perspective distortion i.e. we need to calculate the mapping between an ideal, non-perspective image and a camera captured image, which can be described as a [10] we use a fast perspective correction which simplifies the perspective correction into seven cross-products and avoids floating point operations.
Fig. 6. Fast Perspective Correction
As shown in Fig. 6 , we first perform an affine transformation and then a perspective transformation. Suppose the coordinates of four corners in the image plane are (P 1 , P 2 , P 3 , P 4 ), and the top and bottom boundaries of the bounding box intersect at vanishing point A. Under homogeneous coordinate A = L 1 × L 2 = (P 1 × P 4) × (P 2 × P 3). Similarly B = L3 × L4 = (P 1 × P 2) × (P 3 × P 4). A and B are infinite points in the original plane. The third element of A and B under homogeneous coordinates should be 0 in the affine image. Any homography H =
 that maps the perspective image back into an affine image should map A and B to infinity, which implies
This suggests that we can calculate H 3 using seven cross products. Any homography H with the third row H 3 computed by (3) maps the perspective image (III in Figure  6 ) to an affine image (II). The next task is to fill in the first and second row of H. The reason to calculate this homography H is: given any matrix coordinate we can quickly tell its pixel coordinate in the image. From the matrix coordinate (I) to the affine image (II), the transformation is linear and can be directly computed by transforming the base of the coordinate system. In the final step we transform the affine image (II) to the perspective image (III) by computing H −1 . Therefore, we choose the first and second row of H so that it has a neat inverse:
This "inverse" only requires the reverse of two signs in the third row of H. In this way it accelerates the coordinate transformation with numerical stability. Normally the numerical inverse is subject to "division by zero" when H is nearly singular and our method is division free. For any entry (i, j) in a w − by − h matrix we compute its affine coordinate
− −− → P 1 P 2 and use (4) to map this affine coordinate to the image coordinate. All these computation can be performed with integer operations only and therefore is highly efficient. 
Processing Speed
As addressed above, the object detection and tracking are performed through a decoding process. Therefore, the decoding speed is very important for real-time tracking. The MCode decoder is implemented on a P4 3.0G PC with Panasonic WV-NP224 surveillance camera and WV-LZ62/8S lens. The camera can capture raw VGA images at 10 fps and runs at 9 fps while detecting M-Codes. So the decoding time on each frame is 0.011 second, which is equivalent to a frame rate of 90 fps, if we ignore the time spent on image acquiring.
Scale and View Angle Test
To let MCode be applicable in complex environments, one major concern is its scalability i.e. at what distance a MCode can be recognized. Our test result shows that a MCode printed on an A4 paper can be recognized at 30 meters (Fig.8a) with VGA resolution. Or be printed at 0.5 inch × 0.5 inch and be recognized at less than 2 inches distance (Fig.8b) .
When an object is moving, the attached MCode may not always be captured from an upper-front view angle. When this happens perspective distortion exists. To quantitatively measure the robustness to perspective distortion, we use the ratio between the longest edge and the shortest edge (Fig. 3 ) as a criterion: K = max(|P 1 P 2 |, |P 2 P 3 |, |P 3 P 4 |, |P 4 P 1 |) min(|P 1 P 2 |, |P 2 P 3 |, |P 3 P 4 |, |P 4 P 1 |) Fig. 9 . Histogram of K K = 1 indicates no perspective distortion. The larger K, the stronger perspective distortion. Fig.9 shows the histogram of K when we arbitrarily move a MCode in front of the camera. Our decoder can decode when K is as large as 3.45.
Application Scenario and Future Work
Our system has been applied to detecting door events and tracking multiple moving objects (Fig. 10) . 1 The experimental results show that MCode and its decoder works robustly for these tasks.
In the future work, we will use M-Code as a tool for self calibration. With the calibrated camera, we will fully re-construct the 3D geometry and track the exact 3D coordinate of the moving object.
