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Abstract—Identifying, modelling and documenting business 
processes usually requires the collaboration of many 
stakeholders that may be spread across companies in inter-
organizational business settings. While there are many process 
modelling tools available, the support they provide for remote 
collaboration is still limited. This paper investigates the 
application of virtual environment and augmented reality 
technologies to remote business process modelling, with an aim 
to assisting common collaboration tasks by providing an 
increased sense of immersion in a shared workspace. We 
report on the evaluation of a prototype system with five key 
informants. The results indicate that this approach to business 
process modelling is suited to remote collaborative task 
settings, and stakeholders may indeed benefit from using 
augmented reality interfaces. 
Keywords-collaborative process modelling; augmented 
reality;collaborative virtual environments 
I. INTRODUCTION 
Business process modelling is the process of 
transforming knowledge about the processes of a business 
into models that accurately describe these processes [21].  
During process modelling, modelling method experts have to 
consult with many of the people involved in the modelled 
business process (the so-called domain experts), in order to 
create an appropriate, complete and clear representation, 
usually in the form of a diagram that is constrained by a 
process modelling grammar (please refer to Figure 6 for an 
example business process model).  It is common practice that 
modelling experts interview all the relevant stakeholders, 
either individually or in workshops, to gain an understanding 
of the process being modelled. As a result, they create a 
model and validate this model with the stakeholders. There 
are often misunderstandings or gaps due to the modeller not 
understanding the process enough, or the stakeholders not 
understanding the model. These necessitate editing of the 
model and additional communication [10]. This tedious 
process could be much more efficient if tools allowed for 
better collaboration between the modelling expert and 
stakeholders. 
These problems are significantly exacerbated in scenarios 
where inter-organizational processes are modelled [11]. In 
multi-national corporations or in inter-organizational supply 
chains, many of the processes that need to be modelled, 
improved and/or automated, span organizational or even 
geographical boundaries. As a consequence, the required 
method and domain expertise is often geographically 
dispersed, making one-on-one sessions or even process 
modelling workshops hard to schedule, increasing related 
costs significantly. These challenges, in turn, demand 
appropriate technologies to support remote collaboration for 
process modelling [4]. 
In order to identify potential technological support for 
remote collaborative process modelling, recent work 
suggests that collaborativevirtual environments and 
Augmented Reality (AR) interfaces may overcome many of 
these shortcomings and allow for more effective 
collaboration, especially in areas that collaboratively 
generate artefacts or that rely heavily on communication, 
such as design or management [8]. 
Still, only few attempts have been made to enable any 
kind of collaboration in business process modelling tools, 
which is surprising since many enterprises today are globally 
dispersed, making the involvement of all relevant 
stakeholders in the modelling process particularly difficult. 
Consequently, our research aims to examine whether 
merging a typical process modelling workspace, with a 
collaborative virtual environment space and an AR interface, 
can facilitate the collaborative modelling process even 
further than the use of a virtual environment alone. The 
research question we ask is, “Can remote collaborative 
business process modelling be improved through virtual 
environments and by using AR interfaces?” 
In our earlier work, we firstly focused on building an 
implementation of a collaborative process modelling editor 
in a virtual world [4]. Our beta test results indicated the 
prototype to be intuitive and beneficial due to the 
communication capabilities provided by the virtual 
environment and the spatial relations provided by the merged 
task and communication space. In a second step, we then 
considered how a collaborative process modelling tool can 
make use of an AR interface [18].  We built such a system 
by extending our virtual world collaborative modelling 
system. In this paper, we now specifically address the 
question of how remote collaborative process modelling is 
conducted, and perhaps improved, by using an AR interface. 
In what follows, we first discuss relevant related 
research. We then report on a collaborative modelling 
prototype we developed that combines AR techniques and 
collaborative virtual worlds with process modelling tools.  A 
captured image of the prototype in operation is shown in 
Figure 1.  
  
 
Figure 1.  The prototype AR collaborative process modelling tool, with 
visual augmentation seen through an additional camera for clarity.  Image 
shows the process model and remote avatar being rendered into the desktop 
viewpoint of the user wearing a head mounted display and a digital camera. 
We then focus this paper on describing a preliminary 
empirical study in which we conducted an evaluation of the 
prototype with a group of expert users. On the basis of the 
data collected, we examine the experience of interacting with 
the prototype, and explore whether (and if so, how) our 
approach improves task performance in a real-time 
collaborative modelling scenario. We conclude with a brief 
review of contributions and an outlook to further work. 
II. BACKGROUND 
A. Collaborative Process Modelling 
The choice of an appropriate process modelling approach 
is critical for successful modelling [1]. Investigations into 
modelling practices [6] report that the tools and grammars 
used by practitioners are usually the more general and low-
complexity ones. The complexity of advanced modelling 
tools, including software and grammars, is believed to keep 
users from understanding them and to lead to communication 
overhead for clarification and verification [10], which is 
obviously a specific key concern in remote collaborative 
process modelling scenarios.  
To provide advanced support for collaborative modelling, 
software prototypes have been created by academics and 
industry in an effort to increase user involvement. The SAP 
Gravity prototype, for instance, uses Google Wave to create 
a web based collaborative process modeller. Similarly 
ORYX is a process modelling tool that runs in a remotely 
accessible web-browser. All of these tools use 2D BPMN 
based diagrams and allow for remote collaboration and 
instant communication via text chat. Most of them also 
indicate which participant edited which part of the diagram, 
and provide additional features such as an editing history and 
process model repositories. Other collaboration approaches 
are based upon theories of negotiation in organisations, 
including structured state-machine style negotiation 
transition patterns [20]. However, present implementations 
do not provide a strong real-time indication of what a 
participant is focussing on, talking about or working on 
within the process model. Furthermore, none of the tools 
available allow for easy discussion of the model, since they 
rely on text-chat for instant communication. Other 
communication behaviours like pointing, gestures, body 
language and referencing are not supported either, since the 
tools don’t provide representations for the users in the space 
of the model.  
B. Collaborative Virtual Environments and Augmented 
Reality 
Collaborative Virtual Environments (CVE) are being 
used in entertainment, communication, education and 
commerce. A major benefit of CVEs is the representation of 
space and spatial relationships and the embodiment of users 
in this space. These features are important for “negotiating 
social interaction, promoting peripheral awareness and 
sharing artefacts” [2]. Thus, CVEs support a greater number 
of communication channels, language variety, 
personalisation and more immediate responses, all of which 
facilitate the development of shared understanding [26]. 
Our existing process modelling tool inside of a CVE [4] 
shows that users find the in-world communication-features to 
facilitate communication and thus collaboration. Based on 
the promising initial results, we opted to use this technology 
as a basis for our extended prototype.  However, the divide 
of work and task space, due to using a screen, mouse and 
keyboard for interactions in that environment, as is 
commonly the case, raises the issue of the complexity of the 
tools, not dissimilar to that of regular process modelling 
tools.  
The underlying concept that drives our push to use such 
visualization is drawn from Media Richness Theory [5].  It is 
the most widely referenced and applied theory of the nature 
of media used to communicate. It says that equivocal tasks 
will benefit from “richer media”, e.g. media providing more 
communication channels, and more rapid and intuitive 
feedback.  
As a further development, Media Synchronicity Theory 
[7] emphasizes the task-media fit. It says that media differ in 
more than one dimension, and different media support 
fundamental communication processes in different ways, and 
thus best support tasks for which their specific mix of 
communication processes is most useful.  
Finally, Media Naturalness Theory [14] approaches 
media use from a cognitive and evolutionary perspective. It 
says that the human brain over millennia has developed 
structures to communicate highly efficiently via face-to-face 
communication.  It suggests that all other forms of 
communication require a conscious translation of the 
message into a different medium, resulting in higher 
cognitive load and thus less efficient communication. For 
example text-based collaboration inevitably slows down 
communication because it requires typing.  
We believe the previous theory supports the use of an 
AR/CVE integration approach to solve remote collaboration 
problems in process modelling. Due to the use of multiple 
media channels, collaboration information is presented in a 
manner that reduces cognitive overload by a harmonious 
juxtaposition of the artefact to modify, with interactive 
representations of the remote users.  The representations are 
 
  
suitable to the remote collaborative modelling task at hand, 
as the collaboration space involves a shared artefact to 
modify, as a metaphor of a localised collaborative modelling 
scenario in a room.  Finally, the use of avatars, and an 
integrated AR-based editor, exploits innate communication 
factors in human psychology, due to the ability to remotely 
indicate the objects of interest in a unified model 
representation via gestures and gaze orientation of avatars.   
We thus turn to AR to explore potential advanced 
solutions to reduce task and collaboration complexity by the 
integration of communication, work and task spaces to 
provide an intuitive and efficient work environment (see 
Figure 2). 
 
Figure 2.  AR CVE environments integrate Communciation, Work and 
Task spaces, removing much of the cognitive overhead required for the 
remote collaboration task. 
AR is an interface mode in which the user is immersed in 
a world that is real, but contains computer-generated 
augmentations. As such it falls in between reality, in which 
the surrounding environment is completely real, and virtual 
reality, in which the surrounding environment is completely 
computer generated [16].  AR systems aim to combine the 
real and virtual world seamlessly in three-dimensional spaces 
and allow for real-time interactions [22].  
The most common approach to AR is the video-see-
through approach, which works by capturing an image from 
the real space then adding the virtual objects to it and 
displaying it on a viewing screen. The altered image is then 
displayed on small screens in front of the users eyes, known 
as Head Mounted Displays (HMDs). Tracking is used to 
enable the illusion of virtual objects existing in the real 
space, by registering the positions and orientations of the 
user in the mixed reality space [22]. 
It has been found that AR can help to overcome many of 
the shortcomings of current user interfaces, by positioning 
participants relative to each other in both the real and virtual 
world.  Due to these spatial relationships, behaviours such as 
pointing and gazes are supported [3]. Research by [13] 
indicates the importance of users seeing each other for 
collaboration, and the position of task space in relation to 
communication space for task performance.  Support of these 
cues decreases interruptions and communication confusion 
due to channel overlap.  
Since each user has their own view [8], AR interfaces can 
also use space more efficiently to place information around 
the user and allow private display of data, without 
interrupting the focus of the user through data overload [12]. 
Although these features are most beneficial in co-located 
collaboration, they are beneficial to remote collaboration as 
well [19]. 
These findings suggest that by applying an AR interface 
to process modelling in a CVE, it should be possible to 
create a tool that is intuitive to use and supports a high 
quality, immersive form of remote collaboration. 
III. THE COLLABORATIVE PROCESS MODELING AR 
PROTOTYPE 
Our aim was to explore how AR can be implemented and 
appropriated in a collaborative process modelling tool inside 
a CVE. The benefit of AR lies in providing additional 
information and enabling a more natural interaction with this 
information by merging the real space, that contains the 
users, and the virtual space, that contains the information.  
The proposed system brings the process model and 
representations of the remotely located participants into a 
real space, to allow for natural interaction with both the 
model and the participants. This information does not just 
consist of written and spoken language, but also gestures, 
body language, spatial relations to other people or parts of 
the model, and gaze. From [19] we conclude that our 
prototype should use avatars to represent remote participants 
in order to facilitate this gestural communication. 
Since real-world process modelling often happens with 
the participants being gathered around a table on which the 
process model is situated [10], it was decided that placing the 
AR model onto a table top would suit the application. 
A. The Collaborative Process Modelling Tool 
The design of our virtual-world collaborative process 
modelling prototype is described elsewhere [4]. We adhered 
to a standard BPMN visual grammar, as it is easier for 
subjects to use, and would not interfere with our analysis of 
the effects of the AR interface.  
The modelling system works by using a pool of tiles. 
Users can fill a pool with tiles for modelling by sending a 
text command with dimensions to the pool object. The pool 
then generates empty tiles in a grid of the specified 
dimension. Users can than move around the tiles and change 
their appearance to represent diagrammatic constructs from 
the BPMN grammar. 
The modelling tool provides a selection of 65 different 
constructs from the BPMN specification. Users can edit a tile 
by double-clicking it. The tile will then pop up and display a 
selection of constructs on its sides (refer to Figure 3). The 
user can then change the tile to represent the desired 
construct by clicking on the appropriate icon. Tiles can be 
coloured to signify process distribution across different roles 
as swim lanes. 
To make the tasks readable through the HMD, we 
decided to have the task name drawn as floating text that 
always faces towards the viewer. Whenever a user changes a 
tile into a task element, a script will start listening to the user 
and ask after each message whether it should be added to the 
task description. 
Pointing to and marking of tiles has been implemented to 
improve communication amongst users. When a user single-
 
  
clicks on a tile, it is highlighted in red, visible to all 
participants (please refer to Figure 4). 
 
Figure 3.  Left image illustrates editing a popup tile in the process 
modelling tool.  The magnified image on the right shows the BPMN icon 
selection menu on the side of the diagram tile. 
 
Figure 4.  Illustration of a remote user (human avatar) examining and 
editing a BPMN diagram (left image) and highlighting a diagram element  
(red square, right image), with the hand gesture of the avatar adding user 
context to the remote operation. 
The tile-based layout, while allowing for quick and easy 
modification of model parts, creates layout issues for more 
complex models. However, the implemented functionality is 
adequate for the task of evaluating specific collaborative 
capabilities of this AR prototype, as a complete and valid 
BPMN model can be created using this toolset. 
B. Augmented Reality Second Life Client 
A video-see-through approach with a web-camera and an 
HMD was chosen for the prototype, since it can be 
implemented with commodity hardware (refer to Figure 1 for 
the equipment worn by the user).  The ARToolKit library 
(www.hitl.washington.edu/artoolkit) that we use for this 
prototype implements a marker detection approach for pose 
estimation [22]. 
For the image generation component of the system, it 
was necessary to modify the rendering and camera processes 
in the SecondLife (www.secondlife.com) client program 
used to view the virtual environment.  For this project, a 
GLIntercept (code.google.com/p/glintercept/) module was 
developed to intercept the draw command stream that is sent 
to the OpenGL driver by the Second Life client for rendering 
(refer to Figure 5). The plugin was integrated with 
ARToolKit, to implement all the required AR capabilities, 
providing a video background rendered as a quad into the 
OpenGL command stream. 
 
Figure 5.  Schematic diagram of the video GLIntercept-based plugin 
system developed, implementing see-through augmented reality system via 
the Second Life viewing client. 
IV. EMPIRICAL EVALUATION 
A. Approach 
To answer our research question, the prototype was used 
to explore the effect of an AR interface on collaborative 
process modelling tools. In order to gain an initial 
understanding of the potential positive and the negative 
effects AR technology can have on collaborative process 
modelling, it was decided that an explorative, qualitative 
approach would be used. A group of process modelling 
experts used the prototype for a modelling task and semi-
structured interviews were then conducted to assess their 
impressions of the system. These 'key informants' [15] were 
assumed to have extensive knowledge of the culture and 
praxis of process modelling, as well as the skills to 
communicate this knowledge. Thus, the participants were 
best positioned to help in building an initial understanding of 
how the prototype compares to existing practices and how it 
might fit into the context of BPM culture. It was expected 
that the evaluation would give an indication of how useful 
the technology is in solving the collaboration issues 
experienced with other process modelling tools.  
Given the exploratory nature of the research and the 
desire to assess in-depth user impressions of the prototype, a 
small sample size (n=5) was employed (the validity of 
samples of this size for exploratory, qualitative research is 
well established [9, 15]). Participants were recruited from 
PhD students and research staff. All participants had 
extensive as well as intensive experience with process 
modelling, both in research and actual industry practice, and 
can thereby be classified as method experts. 
In the current prototypical implementation, editing of the 
process model in the merged space via mouse and keyboard 
is difficult. Furthermore, we felt that asking participants to 
complete an actual modelling task would have resulted in the 
limitations of the modelling tool becoming the focus of the 
evaluation. Therefore, it was decided that a simple process 
model validation and change scenario would be used to test 
the new interface mode at this early stage of the prototype. 
           
    
 
  
The scenario used for the experiment was that of an 
overseas office of a company developed a process model of 
an internal process. The company now want the model 
validated, since their modellers are inexperienced but cannot 
get everyone to gather in one location due to time-
constraints. Thus the prototype is employed for a remote 
process model validation activity, to insert changes to the 
model where required. The model that has to be validated is 
a common trouble ticket process. Figure 6 shows the BPMN 
model that was converted and presented in the CVE to users.  
It is distributed across three departments in the company: 
customer support, quality assurance (QA) and development 
(shown as horizontal swim lanes). 
 
Figure 6.  Trouble ticket process model (shown here in original form for 
publication clarity), which was converted into the CVE form for the 
evaluation of the prototype system. 
After being introduced to this scenario as well as the 
technology, the testers used the HMD and the modified AR 
Second Life client to view the business process model. 
Meanwhile, a remote user, who is a member of the research 
team, connected to the session with a standard desktop 
viewer and discussed the model with them using a 3D avatar 
representation, following the process description that was 
available to both participants. The model had several errors 
that were to be corrected in the validation session with the 
test users. 
Afterwards, feedback on the performance of the 
prototype was gathered in semi-structured interviews. While 
a list of specific questions was used, the interviewees were 
encouraged to talk about their experience rather than giving 
short answers to each question, this allowed the researcher to 
probe for additional insights through follow-up questions. 
The participants were asked about their impressions of the 
prototype, what they liked and disliked about it, and the 
positive and negative impacts the prototype had on 
communication, model use and collaboration. 
B. Results and Findings 
The interviews with the participants were recorded and 
later transcribed. The transcriptions were then searched for 
positive and negative remarks about the prototype. The 
comments found this way revealed a number of themes 
mentioned by multiple participants independently. These 
themes are described below with a representative example 
comment from a participant. Generally, the participants 
found the prototype novel and interesting and described it as 
more immersive than other systems. 
 
• “If you do modelling [...] on a game interface I think 
it is more fun and more immersive than doing it 
using Visio [...] so I think that it is generally a good 
idea to use those 3D environments.” 
• “I think it is quite interesting, because it is a better 
immersive view of the whole process.” 
 
Participants also indicated that viewing the process 
model via the AR interface was intuitive. 
 
• “I thought the natural gestures[...]...the natural user 
interface...you zoom in by nodding your head, you 
look left and right, you can turn it around, etc. ...that 
was very nice.” 
• “I think it is more lively, because it uses peoples' 
other senses, you know, when I move around my 
head I have different perspectives of the table.” 
 
In general, they found collaboration was facilitated by the 
use of an avatar to represent the remote user, and its ability 
to point to diagram components, walking the collaborator 
through the model. Related to the avatar approach is the 
clarity of visual presentation. It is commonly noted in 
visualisation and process model grammar literature [17] that 
process models annotations should be judiciously applied, in 
order to refrain from distracting or obfuscating key insights 
into the model.  No one in the initial cohort has commented 
that the use of avatars or 3D representations in the prototype 
has confused any of the operations required.  A key point to 
reflect upon is that the users considered the avatar to be a 
useful annotation, so to speak, of the process model, 
especially in conveying real time updates of the editing and 
communication operations performed by the remote user: 
 
• “...you being able to actually walk through and 
really highlight 'We're discussing this particular 
aspect, this task, etc.'.  That was helpful.” 
• “If you want that's an actual very accurate 
representation of that metaphor that everybody uses. 
So that's very nice. So you could see and you 
pointing in the different dir[ection]...Yeah, that was 
very good. And that eased the walking through of the 
model.” 
 
They also thought that the voice-chat greatly improved 
communication. 
 
• “So this is actually the nice point, so that you can 
actually just lean back and just talk about it.” 
• “It's kind of like we were in the same room, right? 
So people can talk at the same time or not and you 
can respond naturally. You don't have to worry 
about typing or chatting or anything like this.” 
 
 
  
While the feedback to the test-runs with the prototype 
was encouraging, it also pointed out a number of issues with 
the prototype, mostly on its limitations as a modelling 
system.   
 
• “at the moment we use it and we can't make some of 
the changes we would like to because the modelling 
system doesn't allow us to. That looks like the whole 
prototype isn't very nice when in fact it could be very 
nice but at the moment it's hard to see.” 
 
Another problem with the software is that the system 
does not yet represent the person with the HMD in the virtual 
world. The test-users felt strongly that they needed an ego 
centric representation in the virtual world in order to point 
and be seen by remotely located participants: 
 
• “if you would say 'What do you think about this? I 
don't understand this.' and I don't have any kind of 
representational system then it gets kind of difficult” 
 
Apart from the software, issues with the hardware were 
also voiced. Technical problems encountered were tracking 
problems during fast head movement and the resolution of 
the HMD: 
 
• “the flickering bit if I moved away from the markers 
is the only catch, because it was like flickering 
around” 
• “The text was a little small I'd say. So if you would 
have asked me: 'Hey, what's that activity?' or 
whatever it would be quite difficult to read it. So it 
was a little small.” 
 
Encouragingly, most of the negative feedback was 
concerned with the maturity of the system and related to 
issues that we expect to be able to resolve as we further 
develop the prototype. 
We summarize our insights in Table 1, which shows 
initial evidence that an AR approach to modelling can be 
intuitive, lead to immersion and facilitate collaboration and 
communication. These findings suggest that remote 
collaborative process modelling can be improved by an AR 
interface. More specifically, we found that the AR extension 
is not used to provide extra information, but to provide an 
intuitive and natural interface to a digital process model 
representation.  Users commented on the natural interaction; 
the process model viewpoint follows head movements, or 
can be modified by rotating the paper markers directly with 
the hands. This natural viewpoint modification contrasts well 
with the typical mouse interactions used in our previous 
virtual world implementation [4], and also aligns with 
positive results in research regarding the manipulation of 
tangible artefacts in process modelling [10]. 
More specifically, it seems feasible that an AR approach 
to modelling can provide a better sense of instant 
communication with the remote modeller and help ease 
remote collaboration difficulties. Thus, we propose that our 
findings provide preliminary supporting evidence that AR 
interfaces are a valid technology option to be further 
explored as an enabler of remote collaborative modelling. 
V. CONCLUSIONS 
We have reported on a preliminary evaluation of a 
prototype for remote collaborative process modeller using 
easily available CVE and AR technology. The prototype 
evaluation gathered preliminary supporting evidence that 
such a system can indeed improve remote collaboration in 
process modelling by providing a subjective sense of 
immediate communication and deep immersion into task, 
communication and work spaces.  
The system can be built with relatively little costs 
through commodity hardware and open source software.  
While a detailed cost benefit analysis of such software is 
beyond the scope of this paper, it is likely that savings in 
travel costs using such remote collaboration tools would 
easily outweigh initial costs in purchasing and training users 
in the use of such a system. These findings suggest that AR 
collaborative modelling technologies can provide a viable 
cost-effective option for cross-national and inter-
organizational process management initiatives of large 
corporations. 
We recognize that our work on the prototype and its 
evaluations is in its early stages. Our intent in conducting 
this study was to gather exploratory insights that would 
allow us to theorize about both positive and negative 
technology-induced changes to the process of collaborative 
modelling. In order to gather more extensive and valid 
results of such an emerging theory, we will build a feature-
complete modelling system and test it under controlled 
conditions with a larger sample of experts. Additionally, a 
test group that uses the same prototype for collaboration but 
without the HMD will be evaluated so that the impact of 
using the AR interface can be isolated from other features of 
the prototype. We further identify a need to investigate more 
specifically, the components of collaborative BPM that can 
benefit from an AR interface. Since process modelling often 
involves large groups of people and diverse practices and 
settings, it should also be asked how such an approach scales 
to larger groups. 
We believe the answers to these questions have the 
potential to greatly enhance both the tools and methods of 
collaborative business process modelling. By finding 
preliminary evidence that remote collaborative process 
modelling may benefit from the use of AR-interfaces, this 
project hopes to motivate further research to find these 
answers. 
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TABLE I.  Summary of evaluation findings and their potential consequences. 
 
Prototype 
Feature 
Evaluation Factors 
Advantages Disadvantages Implications Potential Modelling Process 
Changes 
AR Model 
Representation 
Interface via head 
movements and 
hand motion. 
Use of HMD is awkward. Frees hands for modelling tasks 
increasing efficiency, but 
introduces display quality 
issues. 
Faster modelling due to cognitively 
orthogonal interactions via head and 
hands. 
Avatar Annotation Insight into remote 
editing operations. 
Gestures are lacking subtlety 
at this stage. 
Less need to be present for 
complex modelling tasks. 
Less need to travel for remote 
modelling activities. Larger projects 
on smaller travel budgets. 
Immersion 3D representation is 
immersive and 
engaging. 
Potential distraction from 
modelling tasks. 
Efficiency gains via immersion 
related increase in motivation. 
Better uptake of modelling tools, 
implicit reward in usage. 
Voice Chat Audio is intuitively 
mapped to actions in 
visual field – 
location of avatar 
affects volume and 
stereo channels. 
No apparent problems in 
evaluation exercise. 
Extra efficiency due to 
disambiguation of 
conversations via mapping of 
voice to avatar actions. 
Similar to AR interactions, more 
efficient due to orthogonal but 
harmonious interaction channels. 
 
 
