In a sequence-dependent setup time problem, the total setup time of jobs is minimized by taking into account how the setup time for a job on a machine depends on the previous job. The paper compares the solving of a sequence-dependent setup time problem by a human and a computer. The nearest neighbour heuristic simulates the human planner and a heuristic improvement procedure based on the 2-OPT method represents solving the problem using a computer. In numerical experiments, the two methods are compared in the cases of five different types of setup time matrices. These setup time matrix types are random setup times, symmetric setup times, long setup times, product group-based setup times, and tool-based setup times. The results generally show how a human operator can solve the setup time problem well in the cases of tool-based and product group-based setup times. Non-symmetric setup times, especially the case with random long setups, are hard for a human planner.
INTRODUCTION
In a sequence-dependent setup time problem (SDSTP), the setup time for a job depends on the previous job, and jobs are scheduled in such a way that the total setup time is minimized. SDSTPs appear commonly in the mechanical engineering industry. In this paper, the aim is to study how well a human planner can solve the problem in different circumstances compared to the use of a computer. The scheduling of SDSTPs has been studied in the literature. For reviews of different scheduling problems with setup times, see the work done by Allahverdi et al. [1] and Allahverdi et al. [2] , and for scheduling problems with SDSTPs see Zhu and Wilhelm [3] . In general, the literature on SDSTPs studies the problem in various workshop arrangements such as single machines [4] , flow shops [5] , assembly lines [6] , parallel machines [7] , and jobs shops [8] , or with different objective functions such as total setup costs or tardiness. Here we focus on different setup matrix types on a single machine, with minimization of the total setup time as the objective. This paper studies SDSTPs by comparing simulated human performance with the near-optimal solution produced using a computer. This kind of approach has been applied earlier in the travelling salesman problem (TSP) literature [9, 10] . TSP is a well-known NP-hard problem where a number of cities have to be visited in such a way that the total length of the route is minimized. The sequence-dependent setup time problem is a generic version of the travelling salesman problem. From the practical managerial perspective, this study is important, because according to the experience of the authors, scheduling involving sequence-dependent setups is usually done manually in the mechanical engineering industry.
SEQUENCE-DEPENDENT SETUP TIME PROBLEMS
AND HUMAN SOLVING In SDSTPs, a matrix defines the setup times between jobs and the order of jobs has to be sequenced and optimized in such a way that the setup times are minimized. In reality, there are several different types of SDSTP matrices. One early real-world example is shown in the paper by White and Wilson [4] . In their example, the setup times between jobs on a lathe are asymmetric, that is, the setup time from job i to job j is different from the time from j to i. It is common for jobs to form groups or families [11, 12] so that the setup times inside a group are smaller than between groups. Setup times can also be taken to be completely random [13] , but they usually satisfy triangle equations [14] . Certain products can require cleaning operations, which do not satisfy triangle equations, as studied by Toso et al. [15] . Solving SDSTPs is a little more complex than the basic Euclidean travelling salesman problem (ETSP), which has been actively studied from the human solver perspective. ETSPs are symmetric and the distances between two cities satisfy triangle equations. The setup sequences in SDSTPs are usually open, whereas TSP routes are closed loops. Studies of human performance on other similar types of problems to ETSP are few [10] . When solving the TSP is considered in the literature, it is typically assumed that humans use some kind of nearest neighbour strategy. In a nearest neighbour strategy, the sequence is constructed iteratively in such a way that the remaining job that gives the lowest setup time is added to the sequence [16] . Graham et al. [17] state that the time needed for humans to solve TSPs is a linear function of the size of the problem. This is explained by the visual approach, where the next city, the nearest one, is easy to locate on a map. However, this approach is not easy to apply to asymmetric problems.
MODELS FOR SOLVING SDSTPs
In this section, a mathematical model for a sequencedependent setup time problem (SDSTP) is formulated and two solving procedures for it are presented.
MILP formulation of the SDSTP problem
The following notation is used in this paper: J -Number of jobs. sij -Setup time (or setup cost) when changing from job i to job j. xij -Decision variable, which is 1 if job i is processed just before job j, 0 otherwise. i ∈ {1,2,…,J}, j ∈ {1,2,…,J}. Oi -Decision variables that define the sequence of jobs O = (O1, O2,…,OJ). i ∈ {1,2,…,J}, Oi ∈ {1,2,…,J}.
To define the problem formally, the following mixed-integer linear programming formulation of the travelling salesman problem -and SDSTP -is adapted from Miller et al. [18] :
Objective (1) minimizes the total setup times. Equations (2) and (3) impose the constraint that each setup is made once. The constraints (4) force only one continuous sequence of setups (O) to appear as a solution. For an open problem, the setup times back to the first job can be set to zero (sj1 = 0) and the setup neglected. The problem is NP-hard [19] and thus some kind of heuristic has to be used to solve industrial-size problems. This paper uses two heuristics. First, a heuristic based on a nearest neighbour algorithm is used to simulate human solving. Second, a 2-OPT-based improvement algorithm is used to present the solving capacity of a computer.
Nearest neighbour heuristic (human)
According to the literature review in Section 2, humans most probably solve problems related to a travelling salesman problem (TSP) using construction heuristics. Using this knowledge, the following heuristic is used to estimate human solving of SDSTP. 1. Start constructing the sequence by selecting the first two jobs to be such that the setup time of the second job is the smallest among all the possible setup pairs if it is processed after the first job. Formally, this is defined by selecting
is the minimum. If multiple job pairs yield the same minimum, then the first pair is selected. Define the current index in the sequence to be k = 3. 2. Add the remaining job that yields the shortest setup time to the sequence. This is done by selecting such an Ok = i that sO
is the minimum i among all the jobs that do not appear in the sequence {O1,O2,…,Ok}. Increase k by one. 3. Repeat Step 2 until all jobs have been inserted into the sequence. Stop if k = J + 1. This heuristic is based on a nearest neighbour heuristic which is a greedy heuristic that does not guarantee an optimal solution [16] . In a travelling salesman problem, nearest neighbour typically delivers solutions that are within 25% of the lower bound of the optimal solution [20, 21] .
Improvement algorithm based on moving blocks
and 2-opt (computer) Next, a scheduling heuristic that describes how a computer can solve an SDSTP is introduced. The heuristic is based on 2-OPT [22, 23] , which is a well-known algorithm for TSP, and it performs well when the TSP being solved is Euclidean. However, it does not work well, for example, in the case of an asymmetric TSP. Thus, it is improved here by combining it with a method that changes the position of two blocks in the sequence. The algorithm used is the following. 1. Start by going through all possible starting jobs and find out the best sequence using a nearest neighbour strategy (described above).
Find out if interchanging two blocks in the sequence
gives a better solution. Formally, go through all i ∈ {1,2,..,J-1}, j ∈ {i+1,i+2,…,J}, k ∈ {i+1,i+2,…,j-1}, z ∈ {j+1,j+2,…,J}. i, j, k, and z denote the starting of the first block, starting of the second block, end of the first block, and end of the second block, respectively. Now, modify the current sequence (O1,O2,…,OJ) so that it becomes (O1,O2,…,Oi-1,Oj,Oj+1,…,Oz,Ok+1,Ok+2,…,Oj-1, Oi,Oi+1,…,Ok,Oz+1,Oz+2,…,OJ). Calculate the total setup time for all sequences and apply the best possible replacement as the new O.
Repeat
Step 2 until no better solution is found. 4. Apply 2-OPT sequentially twice. 2-OPT (definitions can be found, e.g. in [17, 18] ) removes two edges (an edge is a link between two sequential jobs) from the solution and connects the edges the other way around. More precisely, it goes through all i ∈ {0,1,2,..,J-1}, j ∈ {i+1,J} and modifies the sequence O to be (O1,O2,…,Oi-1,Oj,Oj-1,Oj-2,…,Oi,Oj+1,Oj+2,…,OJ). Go through all possible modifications and apply the best modification. 5. Repeat
Step 4 until no better sequence is found. Although it is hard to prove anything about them, improvement heuristics such as the one used for moving blocks and 2-OPT generally give good solutions. A single 2-OPT alone typically gives solutions that are less than 5% from the optimum [20, 21] . Therefore, as multiple improvement strategies are used together in the algorithm, that is used, it should give solutions that are near-optimal.
THE EFFECT OF SEQUENCE-DEPENDENT SETUP
TIME MATRICES In this section, the methods described in the previous section are compared in the cases of different setup times. First, the setup time matrix types that were studied are presented. Second, the effect of the number of jobs in different matrices is studied. Then the parameters of the matrix types are studied one by one. The results are discussed in Section 5.
Different setup time matrices
As outlined in Section 2, the following five types of setup matrices are studied in the numerical experiments: 1. random setup times-the setup times between two jobs are drawn from a uniform distribution between 0 and 10. Setup times can be asymmetric (sij may be different from sji); 2. symmetric setup times-the setup times between two jobs are uniformly drawn between 0 and 10. They are the same (symmetric) in both directions between the two jobs i and j (sij = sji); 3. long setups-most setups (80%, randomly selected) between jobs are long (100) and the rest are uniformly distributed between 0 and 10. Setup times can be asymmetric; 4. product groups-every five jobs form a group. Jobs that are in the same group have setup times uniformly distributed between 0 and 5. If jobs are from different groups, their setup time is 5 plus a uniformly distributed value between 0 and 5. Setup times can be different in different directions; 5. tool-based setup times (symmetric, triangle equation holds)-five random tools out of a total of 20 tools are assigned for each job. The setup time between two jobs is calculated in such a way that starting from zero for each tool that is different between the jobs, the setup time is increased by 1. In this case, the setup times are symmetric and the triangle equation holds.
The effect of setup time matrix (matrix types 1, 2, 3, 4, and 5)
In the first experiments, the number of jobs is varied from 2 to 20 and for each setup time matrix type and each number of jobs the average total setup costs are collected for 1000 generated cases. Figure 1 shows the results of the experiments. 4.3 Symmetricity of setup time matrix (Matrix types 1 and 2) Next, the effect of symmetricity is studied in more detail using matrices with different levels of symmetricity. The number of products is fixed to 10. The setup time matrix is generated as follows. The symmetricity parameter ps defines the symmetricity level. For each pair of jobs i and j two setup times, a and b, are generated between 0 and 10. The setup time between jobs i and j is now sij = a and sji = b + (a -b) * ps. In the experiment, ps is varied from 0 to 1 in steps of 0.05. 1000 different setup time matrices are generated for each case and they are solved using both the methods under study. The results of the experiments are shown in Figure 2 . 
Probability of occurrence of long setups (Matrix type 3)
The effect of the probability of a long setup is studied next. The number of products is fixed to 10. The probability of a long setup is varied from 0 to 1 in steps of 0.05. That is the probability that the setup time between jobs is 100. Otherwise, the setup time is drawn randomly between 0 and 10. For each probability studied, 1000 different setup time matrices are generated and solved using both the methods under study. The results of this are shown in Figure 3 . 4.5 Setup time between product groups (Matrix type 4) Next, the setup time matrix that deals with product groups is studied in such a way that the added setup time between product groups (when compared to the setup times inside groups) is varied from 0 to 20 in steps of 1. The number of products is 10, and they are arranged into two five-product groups. For each between-groups setup time 1000 different setup time matrices are generated and solved using the methods under study. The results of the experiments are shown in Figure 4 . 
Effect of number of tools (Matrix type 5)
Next, the effect of the number of tools is studied. The number of products is fixed to 10. The number of tools is varied from 1 to 40 in steps of 1. For each number of tools, 1000 different setup time matrices are generated and solved using both the methods under study. The results of these experiments are shown in Figure 5 . 
MANAGERIAL INSIGHTS
This section discusses insights from the results of the above experiments. The methods behave differently with different setup time matrices when the number of jobs increases. When the asymmetric ( Figure 1a ) and symmetric cases (Figure 1b ) are compared, a human planner produces relatively better solutions in a symmetric case than in an asymmetric case. Figure 2 studies this same issue and again it can be seen that a human planner performs relatively better in the case of symmetric setup times. In the case of long setup times, it is interesting to see that in the case of a computer, the total cost decreases when the number of jobs increases (Figure 1c) . The reason for this is that with a high number of jobs there are more opportunities to avoid long setup positions. The total setup time increases in the case of a human planner. In the nearest neighbour heuristic used by a human planner it is hard to avoid single long setups. Figure 3 studies how the probability of long setups affects the total setup time. From it we can see that nearest neighbour does not behave well when the probability of a long setup is in the range 0.5,…,0.8, whereas a computer can avoid most of the long setups and the differences in performance are the greatest. The differences are smaller when the probability approaches 0 or 1. In general, it seems that setup times between groups and tool-based setup times are easy for a human planner. With setup times between groups, it can be seen from Figure  1d that human performance deteriorates when the number of products and product groups increases. In the case of increasing setup time between groups (Figure 4 ) the human performance seems to remain constantly worse than the performance of a computer. With tool-based setup times there is not much difference between a human and a computer (Figures 1e and 5 ). This suggests that it is sufficient to use a human in the case of tool-based setup times, e.g. when a revolver has to be filled with new tools. As described above, human performance in different cases is different. Figure 6 outlines the differences between a human and a computer for different setup time matrices from the results of Figure 1 when the number of jobs is 20. The order from hardest to easiest is long setup times, random setup times, symmetric (random) setup times, product groups, and tool-based setup times. Especially in the case of long setups, computer scheduling software would be beneficial. A human performs well in the cases of tool-based setup times and product groups.
CONCLUSIONS
This paper studies how well a human can solve sequencedependent setup time problems (SDSTP). Based on earlier research, the paper uses a nearest neighbour construction algorithm that simulates the behaviour of a human planner in the solving of SDSTPs. The paper compares this algorithm with an improvement algorithm to find out how well a human can solve different types of SDSTPs compared to a computer. The most important results are:
• a human planner can solve the problem well in the case of tool-based and product-group based setup times. If the scheduling problem in a company is like these, an optimization tool is not needed; • non-symmetric setup times, especially those cases with random long setups, are hard for a human planner. If the problem in a company is nonsymmetric, an optimization tool might be beneficial. Although the results of the study clearly show that there are differences in the solving performance of a human for the different setup time matrices, the simulation nature of the study makes the results exploratory. This is why the potential for further analytical research continues to exist. 
