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Abstract— This paper addresses the pose estimation problem
of an aircraft runway using visual observations in a landing ap-
proach scenario. We utilize the fact that the geodetic coordinates
of the most runways are known precisely with highly visible
markers. Thus the runway observations can increase the level of
situational awareness during the landing approach, providing
additional redundancy of navigation and less reliance on global
positioning system (GPS). A novel pose optimization algorithm
is proposed utilizing unit dual-quaternion for the runway corner
observations obtained from a monocular camera. The estimated
runway pose is further fused with an inertial navigation system
in an extended Kalman filter. An open-source flight simulator
is used to collect and process the visual and flight dataset
during the landing approach, demonstrating reliable runway
pose estimates and the improved inertial navigation solution.
I. INTRODUCTION
Pose estimation is a fundamental problem of determining
the position and attitude (or orientation) of one object’s
coordinate system with respect to another. An extension of
this principle to computer vision transforms the problem
into estimating the pose between the object and the camera
from which it is being observed. There has been significant
progress in determining the pose of 6 degrees-of-freedom
(DOF) platforms, particularly by integrating inertial mea-
surement units (IMUs) and monocular/stereo cameras for
navigation and mapping [1]–[5].
For crewed aircraft, studies have shown that the lack of
positional awareness is a major cause of accidents [6]. In
particular, estimating the pose of a runway relative to a
monocular camera offers benefits to all aircraft which should
not be underestimated. Moreover, it can be used to reduce
errors in the onboard navigation system and adds a level of
redundancy to the system. A considerable amount of research
has gone into vision-based landing scenarios [7], [8], includ-
ing the pose estimation for landings on aircraft-carrier ships
[9]–[11]. Most of the work has focused on vertical-take-off-
and-landing (VTOL) platforms and not much on the fixed-
wing types, except the several recent works such as [12]. The
reason is due to the small margin of the approaching angle
in the most ship-landing scenario and thus the difficulty in
obtaining precise navigational information from the cameras
relative to the runway.
In the application presented here, we consider an airport
runway as the object on which the aircraft is to land. Several
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characteristics of runways make them highly suitable as
navigation aids, especially when an aircraft is on its final
approach [13], [14]. First, the precise geodetic coordinates of
most runways are well known, thus allowing them to be used
as absolute navigation references. Second, the dimensions of
runways must adhere to strict protocols, as does the white
markers placed on them. Third, runways are designed to be
highly visible, so in essence, they can be used as a navigation
tool even if the aircraft does not intend to land at the runway
it is observing. Fourth, there is no limit to the number of
aircraft that can observe a given runway for navigation. The
emphasis in this work is to increase the level of situational
awareness for an aircraft on its final approach.
We propose a novel optimization algorithm by parametriz-
ing the runway pose as a unit dual-quaternion. The unit dual-
quaternion has been widely applied for the pose estimation
problem such as strap-down inertial navigation system [15],
coordination of multiple rigid-bodies [16], and pose-graph
simultaneous localization and mapping (SLAM) [17]. The
UDQ has the advantages of no singularity, unlike Euler an-
gles, and fast convergence due to the unified optimization of
the non-Euclidian rotation and translational vector. Extending
our previous work in this area [17], we apply the UDQ
framework to the runway pose estimation from monocular
images. It should be noted that the reliable detection of the
runway (for example, detecting the piano-key-like markers on
the runway) is important and has been the subject of studies
[18], [19], but it is not the focus in this work. The unit vectors
describing the four runway corners in the camera frame are
used to formulate a cost function, which is derived from
the geometric relationships between the observations and
runway, transformed into the dual-quaternion algebra. The
pose is estimated through the Levenberg-Marquardt (LM)
optimization method. The contributions of this work are
• Unit dual-quaternion parameterization to estimate the
runway pose from monocular images.
• Camera-in-the-loop demonstration of visual-inertial
navigation by utilizing an open-source flight simulator.
To the author’s knowledge, there is no prior literature
investigating the unit-dual-quaternion based optimization for
the runway pose estimation problem. We also utilize a
FlightGear simulator to demonstrate the method, as shown
in Fig. 1, illustrating an example of image observations of a
runway using the simulator, as well as showing the extracted
visual features. The simulator is open-source and flexible,
and it can be effectively used for the camera-in-the-loop
Fig. 1. An example of FlightGear visual outputs which is reproduced using a graphical user interface (GUI) window in gray scale and the detected image
features (SUSAN corner features).
simulation, which we believe is a valuable tool for vision-
based research.
The remainder of the article is outlined as follows. Sec-
tion II provides a brief overview of the unit dual-quaternion
algebra, and Section III details the unit dual-quaternion
parametrization for the runway observations obtained from a
monocular camera followed by the LM optimization. Section
IV shows the integration of the runway observations and
inertial navigation system. Experimental results are given in
Section V, providing the flight simulator interface, and ana-
lyzing the optimization and filtering performance. Section VI
will conclude with future direction.
II. UNIT DUAL-QUATERNION ALGEBRA
The unit dual-quaternion is attractive for the estimation
of the pose, as the dual-quaternion can be represented as a
single vector that is amenable to implementation in a sta-
tistical estimation process. In addition to this, the rotational
and translational parts can be simultaneously optimized in a
cost function setting, which is separable and many cases and
expandable to include any number of observations. It also
has a closed-form solution to the Taylor series expansion1.
The dual-quaternion is comprised of two parts that can
describe the rigid-body transformation of one coordinate
frame with respect to another and is given by
q̌ = q + εp (1)
where the q̌ is used to signify the dual-quaternion, and
both q and p are quaternions representing the rotation and
translation, respectively, while q = q0 + iq1 + jq2 + kq3 :=
[q0, q1, q2, q3]
2. The parameter ε is used simply to enforce
a multiplicative rule onto dual-quaternions, being ε2 = 0.
The product of two dual-quaternions is computed as
q̌1q̌2 = (q1 + εp1)(q2 + εp2)
1f(q + εp) = f(q) + εḟ(p) for arbitrary quaternions q and p as ε2 =
ε3 = · · · = 0.
2Both of the algebraic and vector forms of the quaternion will be used
interchangeably in this work
= q1q2 + ε(q1p2 + p1q2) (2)
= [q̌1]+q̌2 (3)
= [q̌2]−q̌1, (4)
where [q̌]+ and [q̌]− are the left- and right-product matrices












in which, [q]+ and [q]− are the standard left- and right-
product matrices of a quaternion defined as
[q]+ :=

q0 −q1 −q2 −q3
q1 q0 −q3 q2
q2 q3 q0 −q1




q0 −q1 −q2 −q3
q1 q0 q3 −q2
q2 −q3 q0 q1
q3 q2 −q1 q0
 . (7)
Please note that the matrix representations of quaternions
and dual-quaternions are for the convenience of the product
operations and are thus adopted in this work.
Similar to the unit quaternion, a unit dual-quaternion
satisfies the unit norm,
q̌∗q̌ = 1 (8)
where q̌∗ = q∗ + εp∗ is the conjugate dual-quaternion of q̌.
Substituting to (1), we can obtain two intrinsic constraints
of the unit dual-quaternion
‖q‖ = 1, q∗p = 0. (9)
It is well known that a unit dual-quaternion has specific
meanings for the rigid body transformation, which are nicely
presented by the following properties
Fig. 2. The sensing geometry of visual runway observation, showing the relationship between the image and runway corner position vectors.
Property 1: Let t = [x, y, z]T and q are the translation
vector and quaternion of a rigid body with respect to a global
frame, respectively, then the rigid-body transformation can
be representated as a following unit dual-quaternion [17],




where t = [0, t]T is the quaternion form of the vector t.
III. RUNWAY OBSERVATION USING
UNIT-DUAL-QUATERNION
The pose measurement of the runway z is parametrized in
unit dual-quaternion form q̌,
z(q + εp) = [x, y, z, q0, q1, q2, q3]
T , (11)
which are obtained from the onboard vision and inertial
sensors. Each of the four corner locations in the image
can be transformed into unit direction vectors using the
known optical properties of the sensor. This relationship is
illustrated in Fig. 2. The objective is to derive the equations
that relate the aircraft rotation and translation relative to
the runway. The runway state relative to the navigation
frame can then be obtained through its relationship with
the aircraft. However, the relative rotation and translation of
the aircraft relative to the runway must first be ascertained
from the corner observations. This is achieved using dual-
quaternions, and the output of this transformation process is
used as the runway observation. The unit directional corner
position vectors provide a unique solution to the aircraft-
runway attitude. By assuming a pinhole-camera model, each
vector is obtained from the (x, y) coordinates of its respective
corner on the image plane and, the focal length of the camera
(in pixels). The four unit-vectors in the camera coordinate
system, denoted {pci ∈ R3}i={1...4}, are precipitated through
a normalization process.
The problem is formulated by choosing any two unit
vectors, {pci ,pcj}i 6=j , the plane defined by them, and the unit
normal vector to this plane, denoted ncij . It is obtained by
taking the cross product of {pci ,pcj} and normalizing the
result. Also required is the unit vector, dnij , that describes the
direction of the vector created by subtracting one position
vector from the other, relative to the runway frame. From
the definitions, it can be observed that dnij ∈ span{pni ,pnj }.









where the direction vector has been given with respect to the
runway navigation frame, and the rotation matrix transforms
a vector in the navigation frame to the camera frame,
(Rcn)
T (q) = 1− 2(q22 + q23) 2(q1q2 + q0q3) 2(q1q3 − q0q2)2(q1q2 − q0q3) 1− 2(q21 + q23) 2(q2q3 + q0q1)
2(q1q3 + q0q2) 2(q2q3 − q0q1) 1− 2(q21 + q22)
 .
A rectangular runway consists of two sets of parallel
edges, where each set is parallel to an axis of the runway
frame. Thus, there are six possible forms for dnij to take,


















where the third and fourth are obtained from the two diag-
onal combinations of corners (1, 4) and (2, 3). The second
equation is obtained through a transformation and requires
the dimensions of the runway to be known.
The position of the jth-corner, relative to the center of the
runway frame tc, is pnj . This can be expressed relative to







which must also be perpendicular to ncij , producing a second
constrain
ncij · (Rcnpnj + tc) = 0. (15)
Expanding ncij and substituting into Eqs. 12 and 15
produces the two complete homogeneous equations(
pci × pcj
||pci × pcj ||
)
·Rcndnij = 0 (16)(
pci × pcj
||pci × pcj ||
)
· (Rcnpnj + tc) = 0. (17)
The solving of which produces the position tc and attitude
Rcn of the camera relative to the runway frame.
In this application, the solutions are obtained by refor-
mulating Eqs. 16 and 17 using a unit-dual quaternion, q̌ =
q + εp, as the error functions of the Levenberg-Marquardt
optimization. The reformulation process necessitates the
transformation of unit vectors and rotation matrices into their
quaternion equivalents, in which a vector v changes to a
quaternion equivalent form v = [0,vT ]T , and the rotational
operation of a vector vn to vc becomes vc = q∗vnq. By
utilizing the matrix form of the quaternions, the alternative







































where p is the dual part of the dual-quaternion q̌, given by
p = 12 tq.
The inclusion of the unit-magnitude constraints of the
dual-quaternion qT q = 1 and qT p = 0 (in a vector form)

































where λ1 and λ2 are Lagrangian multipliers, and the objec-
tive is to select values of q and p that minimizes the error
output, which in this case, is zero. The key property of this
cost functional is that the error function is separable, allowing





































where the real-valued quaternion q is the first to be obtained
through Levenberg-Marquardt algorithm. Using the Jacobian
∇J1(q), the Levenberg-Marquardt algorithm searches in
the direction given by the estimated solution q̂(k) to the
equation,
[∇JT1 ∇J1 + λI]δq̂(k) = −(∇JT1 )J1(q̂(k)) (23)
where δq(k) is the estimated quaternion error at k-iteration,
and λ is a nonnegative scalar and I is the identity matrix,




 2 (q̂T [ncij ]T−[dnij ]+q̂)×(q̂T [ncij ]T−[dnij ]+ + q̂T [ncij ]T−[dnij ]T+)
+4λ1
(





During the operation, the estimate δq̂(k) is used to update
q̂(k), and the estimate reduces with successive iterations.
Convergence is achieved when the magnitude of the cost
functional is less than a preset threshold (10−4 is used
in this work). For the generic case, the LM algorithm is
guaranteed to converge but may not necessarily converge
to the global minimum of the function. In this particular
application, however, they are one and the same.
The estimate of the dual part of the quaternion p(k) can
be obtained by substituting the final attitude estimate q(k)
into the Jacobian of Eq. 20 or Eq. 21. Alternatively, it can
be obtained through its relationship with q(k)














i ]+ − [pni ]−)q(k). (27)
The unit dual-quaternion q̌ = q+ εp of the runway is thus
obtained as the output of the LM optimization. If necessary,
t = [x, y, z]T can be computed from the unit dual-quaternion
by utilizing Eq. 10.
IV. RUNWAY-AIDED INERTIAL NAVIGATION
To demonstrate the effectiveness of the runway pose obser-
vation, a runway-aided inertial navigation system is designed.
The nominal inertial navigation model is a simplified one
utilizing a local-fixed, local-tangent navigation frame which
is suitable for low-quality inertial sensor applications. An in-
tegration Extended Kalman filter consists of an inertial state
vector x = [(tn)T , (vn)T , (qn)T ]T with a state kinematic
model,
ṫn = vn + w1
v̇n = Rnb f






• Position in the navigation frame tn = [x, y, z]T
• Vehicle in the navigation frame vn = [vx, vy, vz]T
• Accelerometer measurement f b = [fx, fy, fz]T
• gn is the gravitational acceleration
• Rnb is a transforming matrix of a vector from body to
navigation frame
• Attitude quaternion qn = [q0, q1, q2, q3]T
Fig. 3. Flowchart of the internal modi cations to FlightGear, data structure and socket interface.
• Gyroscope measurement ωb = [0, ωx, ωy, ωz]T (in a
quaternion form)
• (w1,w2) are the white Gaussian processes noises with
strength matrices of Q1,Q2 for the translation and
velocity, respectively,
The runway pose solutions z from the previous section
are subsequently used as the observations to the extended


















with (v1,v2) are the white Gaussian observation noises
with strength matrices of R1,R2 for the translation and
quaternion, respectively. By using the nonlinear process and
observation models and the corresponding Jacobian matri-




The FlightGear package is a continuously developing
open-source flight simulator3. The complete package con-
tains the simulation engines, called JSBSim, Yasim and
LarcSim, and SimGear (math simulation, navigation and
data management package). Both JSBSim and SimGear were
initiated with FlightGear and are developed in concert with it.
The FlightGear program itself serves as the front-end to the
simulator. Its primary purpose is to interface between the user
and the underlying software, relaying control commands and
interpreting simulator outputs for controlling the 3D graphi-
cal user interface (GUI). The co-development of FlightGear,
SimGear, and JSBSim made their software amenable to
modification. To be suitable for an experimental testbed,
the software was modified as outlined in Fig. 3. The first
modification was the extraction of aircraft data and images.
The required data set was stored in a shared memory location
accessible through a socket. The second was an internal time
modification to ensure FlightGear ran in a real-time manner.
Depending on the additional processes used on the image
3http://www.flightgear.org/
obtained from FlightGear, such as feature extraction, control
algorithms, and so on, the image rate may slow considerably.
When an image and data set has been retrieved, FlightGear
is temporarily put on hold until control is given back to
it through the socket. Thus, the ∆t parameter passed to
the simulator engine from FlightGear must be modified to
account for the time FlightGear is paused. By setting this
parameter to the reciprocal of the frame rate, the simulation
ensures that the aircraft flies in real-time approximately.
Thus, the time required for external processing does not
affect the simulation. However, the amount of computation
requires careful monitoring as the control algorithms will
function erratically as ∆t is increased. The storage of data
and images and their subsequent processing necessitated
the development of numerous algorithms. Several of these
were used in conjunction with FlightGear, with many used
for the post-processing of data after the completion of
the experiments. During runtime, rendered images were
extracted from FlightGear and saved in an image format,
while the instantaneous state information was stored as one
large text. The images were also displayed in an open-
source GUI display tool called EZWGL. This allowed the
functionality of algorithms to be monitored during runtime.
A typical output is illustrated in Fig. 1. Two images are
shown in the figure. On the left is the raw grey-scale image
extracted from FlightGear and on the right, is the same
image with its corners highlighted. Clearly shown are the
four runway corners and those due to the white runway
markings. Although only the corners marking the extremities
of the runway were used in this application, the addition of
all corners on the runway would improve the state estimate.
The experimental procedure was initialized with the
startup of the modified FlightGear software package and the
data acquisition software. Once communications had been
established through the socket, the simulation commenced.
During runtime, the images extracted from FlightGear were
displayed in the EZWGL interface, along with their corner
detected counterparts. In an attempt to make the simulation
more realistic and to extend the duration of each experiment,
an image was recorded for every tenth data set. This had
the effect of reducing the time taken to store images, the
Fig. 4. (left) The actual 3D trajectory traversed and (right) 2D trajectory traversed, showing the regions where the four runway corners were in view.
Fig. 5. (left) The estimated and actual position and (right) the number of iterations required by the Levenberg-Marquardt minimization algorithm.
Fig. 6. The filter’s error state in velocity and attitude with 1σ uncertainty (the position error state looks similar to that of velocity and thus is omitted.
memory required to do so and, more closely approximated
the data to image rate that would be acquired in a UAV
implementation. During the experiments, the aircraft was
controlled by the user in making several lengthwise passes
over the runway, ensuring that the complete runway appeared
in the image for as long as possible. At the completion of
each experiment, the image and data sets were inspected
for completeness, compressed and stored. During runtime,
the corner extraction was performed using the SUSAN [39]
corner detecting algorithm, chosen for its high performance,
adaptability and robustness to noise.
Initial processing acquired the identity of the images that
contained the four corners of the runway. State estimation
was performed using initial conditions obtained from the
simulation, with noise added to necessary body derived
measurement vectors. When the identity of the input vector
happened to coincide with an image, the identity of the image
was compared with the list of images known to contain the
Fig. 7. The filter’s position and attitude innovation with 1σ uncertainty.
runway. If the complete runway was contained in the image,
then the set of camera-to-corner unit vectors was ascertained.
Interestingly, this is one instance where the addition of noise
was not mandatory. This is because the simulator must first
discretize the position and dimensions of the runway before
rendering them in an image with a finite number of pixels.
This process introduces quantization errors into each of the
corner positions which cascades through the filtering process.
Subsequent to the acquisition of the direction vectors, a
cost function was formulated using dual-quaternions and the
known dimensions of the runway. A Levenberg-Marquardt
minimization algorithm was produced from the cost function
and separated to provide a solution to the rotation.
B. Results
Fig. 4 compares the estimated and actual 3D and 2D
paths traversed by the aircraft showing the correctional
effects when the runway was in full view of the camera.
Fig. 5(left) further compares the estimated aircraft xyz-
position with the actual obtained during the experiment.
The effect of adding Gaussian noise to the accelerometer
and gyroscope data is most noticeable in the position plot.
This is clearly evident in the aircraft’s y position as the
y position appears to be affected the most because of the
low magnitudes relative to the other two axes. Fig. 5(right)
illustrates the number of iterations required for convergence
of the Levenberg-Marquardt process through the usable range
of images. Convergence was assumed when the residual was
less than the value of 10−2. Thresholds lower than this are
not guaranteed to produce better results. A weighting of 100
was placed on the (qT q − 1) term in the cost function for
the faster convergence. Fig. 6 shows the estimated errors in
velocity and attitude (converted to Euler angles for display)
with 1σ uncertainty. Fig. 7 provides the filter’s innovation
sequences of the position and attitude with 1σ uncertainty,
showing the consistent operations of the filter.
VI. CONCLUSIONS
This work presented the development of an algorithm
that allows the use of visual runway observations as zero
bias, absolute navigation references. Runways are suitable
for this task because their geodetic coordinates are known
precisely, as are their dimensions and detection markings,
and the fact that they are designed to be highly visible. The
emphasis in this application was placed on increasing the
level of situational awareness for an aircraft during its land-
ing approach, providing additional redundancy to navigating
in the vicinity of a runway, thereby reducing the reliance
on GPS. The algorithm produces a unit dual-quaternion
based cost function based on the geometric relationships
between the observations and the runway, and an iterative
minimization of the cost function using the Levenberg-
Marquardt technique. The algorithm was then integrated into
the inertial navigation system and demonstrated using a flight
simulator using a camera-in-the-loop setup. Future work is
extending the method to accommodate the state-of-the-art
nonlinear observer-based SLAM technique and the unit-dual
quaternion to enhance stability and efficiency.
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