Abstract. Knot mosaic theory was introduced by Lomonaco and Kauffman in the paper on 'Quantum knots and mosaics' to give a precise and workable definition of quantum knots, intended to represent an actual physical quantum system. A knot (m, n)-mosaic is an m × n matrix whose entries are eleven mosaic tiles, representing a knot or a link by adjoining properly. In this paper we introduce two variants of knot mosaics: period knot mosaics and toroidal knot mosaics, which are common features in physics and mathematics. We present an algorithm producing the exact enumeration of period knot (m, n)-mosaics for any positive integers m and n, toroidal knot (m, n)-mosaics for co-prime integers m and n, and furthermore toroidal knot (p, p)-mosaics for a prime number p. We also analyze the asymptotics of the growth rates of their cardinality.
Introduction
One of remarkable discovery in knot theory is the Jones polynomial, and it is not only of mathematical interest but also an essential ingredient to quantum theory [4, 5, 6, 7, 9, 11, 18] . In 2004, Lomonaco and Kauffman introduced knot mosaic system to give a definition of quantum knot system [10, 12, 13, 14] . This definition is intended to represent an actual physical quantum system. These quantum knots are superpositions of knots whose projections can be constructed as grids consisting of suitably connected tiles. It is known that all tame knots can be constructed in this way.
In this paper we introduce two variants of a knot mosaic, which are common features in physics and mathematics. One is a period knot mosaic in the whole plane whose periodic patches are rectangles. The other is a toroidal knot mosaic on the torus by identifying opposite boundary edges of a knot mosaic properly up to cyclic rotations, due to the topology of the torus. The latter was introduced by Carlisle and Laufer [1] . Note that if we project a knot onto the torus instead of the plane, we can usually lower the mosaic number that is another interesting invariant in knot mosaic theory. This paper is inspired from Question 9 in [12] about the enumeration of knot mosaics, and Exercise 1 in [1] for knot mosaics on the torus. The authors have presented several results in the research program related to the cardinality of knot mosaics in the series of papers [2, 3, 8, 15, 16] . We have developed a partition matrix argument to count knot mosaics of small size [3] . This argument was later generalized to give an algorithm producing the exact enumeration of knot mosaics of any sizes, which uses a recursion formula of so-called state matrices [16] . Also we refer [17] for another application of this algorithm to the enumeration of independent vertex sets in grid graphs.
We apply the algorithm used in [16] to count all period knot mosaics and toroidal knot mosaics. The main difference from the classical knot mosaic theory is that one must ensure that the boundary tiles match appropriately. We first count period knot mosaics in Section 4, and then count toroidal knot mosaics by considering equivalence classes of them under the cyclic rotations in both vertical and horizontal directions in Section 5. We also present the asymptotic behavior of the growth rates of their cardinality.
Terminology and theorems
Throughout this paper, the term 'knot' means either a knot or a link. Eleven symbols T 0 ∼ T 10 illustrated in Figure 1 are called mosaic tiles.
Figure 1. Eleven mosaic tiles
For positive integers m and n, an (m, n)-mosaic is an m×n matrix M = (M ij ) of mosaic tiles. We denote the set of all (m, n)-mosaics by M (m,n) . Note that M (m,n) has 11 mn elements. A connection point of a mosaic tile is defined as the midpoint of a mosaic tile edge that is also the endpoint of a curve drawn on the tile. Two tiles in a mosaic are called contiguous if they lie immediately next to each other in either the same row or the same column. We also say that two tiles are ∂-contiguous if they lie on the opposite ends in either the same row or the same column. A mosaic is called suitably connected if any pair of contiguous mosaic tiles have or do not have connection points simultaneously on their common edge. We also say that a mosaic is suitably ∂-connected if any pair of ∂-contiguous mosaic tiles have or do not have connection points simultaneously on their edges at the boundary of the mosaic.
Knot mosaics.
We follow the original definition of a knot mosaic in [12] . Each knot (m, n)-mosaic represents a specific knot. Two mosaics illustrated in Figure 2 represent a non-knot (4, 3)-mosaic and the trefoil knot (4, 4)-mosaic.
Figure 2. Examples of mosaics
Several results about D (m,n) were founded by the authors such as its lower and upper bounds in [2] and the precise values of D (m,n) for m, n = 4, 5, 6 in [3] . Recently the authors also constructed an algorithm producing the precise value of D (m,n) in general that uses a recursive matrix-relation that turns out to be remarkably efficient to count knot mosaics. N denotes the sum of all entries of a matrix N . 
where X m−2 and O m−2 are 2 m−2 ×2 m−2 matrices defined by
The algorithm used in Theorem 1 will be applied in the enumeration of the following period and toroidal knot mosaics.
Period knot mosaics.
We now consider knot mosaics covering the whole plane in periodic patterns, especially whose periodic patches are rectangles. Thus any pair of ∂-contiguous mosaic tiles of each patch have or do not have connection points simultaneously on their edges at the boundary. 
Owing to Theorem 2, we get Table 1 of the precise values of D (n,n) P and approximated values of (D
seems to grow in a quadratic exponential rate and this observation that (D (n,n) P ) 1 n 2 steadily decreases is of considerable significance 1 .
Toroidal knot mosaics.
We also consider knot mosaics on the torus rather than in the plane. These mosaics can be obtained by identifying opposite boundaries of period knot mosaics. Due to the topology of the torus, they must be treated as equivalence classes under the cyclic rotations meridionally and logitudally. We say two period knot mosaics are equivalent if one can be obtained from the other by a finite sequence of cyclic rotations of rows and columns. 
n 2 is always greater than or equal to 4. For knot mosaics, it is shown [15] Table 1 .
Two examples in Figure 3 represent the same toroidal knot (4, 3)-mosaic. To get one from the other, we take cyclic rotations by two rows and one column in the directions of the arrows. K . These theorems will be proved in Section 5. Here p|m means that m is divisible by p. Define, for a 2 p × 2 p matrix A,
where α(i) = 2 k i (mod 2 p −1). Especially tr (0) (A) = tr(A). 
where positive integers d p (k,1) and d p 2 are defined by
Due to these two theorems, we get Table 2 . List of D (m,n) T Figure 4 . 22 missing toroidal knot (2, 2)-mosaics
State matrices
In this section, we review the notion in [16] . Let m and n be positive integers. S (m,n) denotes the set of all suitably connected (m, n)-mosaics. So each mosaic possibly has connection points on its boundary edges. For example, a suitably connected (3,5)-mosaic is depicted in Figure 5 .
For simplicity of exposition, a mosaic tile is called l-, r-, t-and b-cp if it has a connection point on its left, right, top and bottom boundaries, respectively. We use two or more letters such as lt-cp for the case of both l-cp and t-cp. The signˆis for negation so that, for example,l-cp means 2 Asymptotic behavior of the growth rate of D (n,n) T . We easily deduce that
for any positive integers m and n because at most mn different period knot mosaics can be produced from a toroidal knot mosaic by cyclic rotations. This implies that (D not l-cp, andlt-cp means bothl-cp andt-cp.
Choice rule. Each M ij in a mosaic has four choices of mosaic tiles as T 7 , T 8 , T 9 and T 10 if it has four connection points (i.e., lrtb-cp). It has unique choice if it has no or two connection points. It does not have odd number of connection points.
For a suitably connected (m, n)-mosaic S (m,n) = (M ij ) where i = 1, . . . , m and j = 1, . . . , n, an l-state of S (m,n) indicates the presence of connection points on its left boundary edge, and we denote that
We similarly define r-, t-and b-states of S (m,n) that indicate the presence of connection points on its right, top and bottom boundary edges, respectively. For example, the suitably connected (3, 5)-mosaic S (3, 5) drawn in Figure 5 has s l (S (3,5) ) = oxx, s r (S (3,5) ) = oox, s t (S (3,5) ) = oxoxo and s b (S (3,5) ) = oxxox. Note that S (m,n) has possibly 2 m kinds of l-states and also 2 m kinds of r-states. Now we arrange the elements of the set of all states in the reverse lexicographical order such as xxx, oxx, xox, oox, xxo, oxo, xoo and ooo for m = 3.
A state matrix for S (m,n) is a 2 m ×2 m matrix N (m,n) = (x ij ) where each entry x ij is the number of all suitably connected (m, n)-mosaics that have the i-th l-state and the j-th r-state in the set of 2 m states of the order arranged above. 
Period knot mosaics
In this section, we prove Theorem 2. Note that any period knot mosaic has the same t-state and b-state, and the same l-state and r-state because of the suitable ∂-connectedness. First, consider the subset S (m,n)+ of S (m,n) consisting of all suitably connected (m, n)-mosaics each of which has the same t-state and b-state. N (m,n)+ denotes a state matrix for S (m,n)+ . Obviously N (m,1)+ = X + m + O + m . For a 2 k+1 × 2 k+1 matrix N = (x ij ), the 11-quadrant (similarly 12-, 21-or 22-quadrant) of N denotes the 2 k × 2 k submatrix (x ij ) where 1 ≤ i, j ≤ 2 k (1 ≤ i ≤ 2 k and 2 k + 1 ≤ j ≤ 2 k+1 , 2 k + 1 ≤ i ≤ 2 k+1 and 1 ≤ j ≤ 2 k , or 2 k + 1 ≤ i, j ≤ 2 k+1 , respectively).
State matrices for (1, 1)-mosaics.
We construct the following matrices directly from Figure 6 
If the bottom mosaic tile M k+1,1 islr-cp, then S (k+1,1) should be counted in an entry of the 11-quadrant of O + k+1 because of the reverse lexicographical order of 2 k+1 states. In this case, M k+1,1 must be the mosaic tile T 6 . Let S (k,1) be the associated suitably connected (k, 1)-mosaic obtained from S (k+1,1) by deleting M k+1,1 . Then (b-state, t-state) of S (k,1) is also (o, o), and so the associated state matrix for all possible
, respectively). Figure 7 and Table 3 explain all four cases according to the l-and r-states of M k+1,1 . Notice that only when M k+1,1 is lrb-cp, it has four choices of mosaic tiles T 7 , T 8 , T 9 and T 10 . Thus the associated submatrix must be 4O
k . Now, we get the recurrence relation as 11-quadrant (lrb-cp) 4.3. State matrix N (m,n)+ for S (m,n)+ . We directly follow the proof of Proposition 3 in [16] . Using S + and N + instead of S and N , respectively, is the only difference. We reprove it for self-containedness of the paper. is and x (1) sj . Since all 2 m states can be appeared as a state of connection points where S (m,k) and S (m,1) meet, we get
Proof of Theorem 2. For positive integers m and n, recall that N (m,n)+ is the state matrix for S (m,n)+ that is the set of all suitably connected (m, n)-mosaics each of which has the same t-state and b-state. To be a period knot (m, n)-mosaic (i.e., it additionally satisfies the suitable ∂-connectedness), it must also have the same l-state and r-state. The only mosaics counted in the diagonal entries of N (m,n)+ have this property. Thus,
Note that for the initial condition of the recursion formula, we may start with the seed matrices X 
Toroidal knot mosaics
In this section, we prove Theorems 3 and 4. Recall that two period knot mosaics M and M ′ are equivalent if one can be obtained from the other by a finite sequence of cyclic rotations. Let M = (M i,j ) be a period knot (m, n)-mosaic.
[M ] denotes a toroidal knot mosaic that is an equivalence class of M . Let f be the quotient map from K
where M ′ i,j = M i−x,j−y for all i, j, performing cyclic rotations by x rows and y columns. We use sets of indices {1, 2, . . . , m} and {1, 2, . . . , n} as complete residue systems modulo m and n, respectively. In K 
