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ON THE OMORI-YAU MAXIMUM PRINCIPLE AND GEOMETRIC
APPLICATIONS
BARNABE PESSOA LIMA AND LEANDRO DE FREITAS PESSOA
Abstract. We introduce a version of the Omori-Yau maximum principle which generalizes
the version obtained by Pigola-Rigoli-Setti [21]. We apply our method to derive a non-trivial
generalization Jorge-Koutrofiotis Theorem [15] for cylindrically bounded submanifolds due to
Alias-Bessa-Montenegro [2], we extend results due to Alias-Dajczer [5], Alias-Bessa-Dajczer
[1] and Alias-Impera-Rigoli [6].
1. Introduction and Statement of Results
H. Omori [17], studying isometric immersions of minimal submanifolds into cones of Rn proved
the following global version of the maximum principle for complete Riemannian manifolds with
sectional curvature bounded below.
Theorem 1 (Omori). Let M be a complete Riemannian manifold with sectional curvature
bounded below KM > −Λ
2. If u ∈ C2(M) with u∗ = supM u <∞ then there exists a sequence of
points xk ∈M, depending on M and on u, such that
lim
k→∞u(xk) = u
∗, |gradu|(xk) <
1
k
, Hessu(xk)(X,X) <
1
k
· |X|2,(1)
for every X ∈ TxkM.
H. Omori’s maximum principle was refined by S. T. Yau in a series of papers [24], [25], [11]
(this later with S. Y. Cheng) and applied to find elegant solutions to various analytic-geometric
problems on Riemannian manifolds. The version of the maximum principle Cheng-Yau proved
is the following variation of Theorem 1.
Theorem 2 (Cheng-Yau). Let M be a complete Riemannian manifold with Ricci curvature
bounded below RicM > −(n − 1) · Λ2. Then for any u ∈ C2(M) with u∗ = supM u < ∞, there
exists a sequence of points xk ∈M, depending on M and on u, such that
lim
k→∞u(xk) = u
∗, |gradu|(xk) <
1
k
, △u(xk) < 1
k
.(2)
H. Omori’s Theorem was extended by C. Dias in [13] and Cheng-Yau’s Theorem was extended
by Chen-Xin in [12]. Recently, S. Pigola, M. Rigoli and A. Setti in their beautiful book [21]
introduced the following important concept.
Definition 1. The Omori-Yau maximum principle is said to hold on M if for any given u ∈
C2(M) with u∗ = supM u < ∞, there exists a sequence of points xk ∈M, depending on M and
on u, such that
lim
k→∞u(xk) = u
∗, |gradu|(xk) <
1
k
, △u(xk) < 1
k
.(3)
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Likewise, the Omori-Yau maximum principle for the Hessian is said to hold on M if for any
given u ∈ C2(M) with u∗ = supM u < ∞, there exists a sequence of points xk ∈ M, depending
on M and on u, such that
lim
k→∞u(xk) = u
∗, |gradu|(xk) <
1
k
, Hessu(xk)(X,X) <
1
k
· |X|2,(4)
for every X ∈ TxkM.
This concept was a new point of view of the Omori-Yau maximum principle. That is, some
geometries do hold the Omori-Yau maximum principle whereas some does not. That raised
naturally the question of what are the geometries that hold the Omori-Yau maximum principle?
The Omori-Yau maximum principle was shown to hold in several geometric settings, see for
instance [7], [14], [16], [20], [23]. Regarding this problem, S. Pigola, M. Rigoli and A. Setti [21,
pp. 7–10] proved the a general class of Riemannian manifolds hold the Omori-Yau maximum
principle. They proved the following theorem.
Theorem 3 (Pigola-Rigoli-Setti). Let M be a Riemannian manifold and assume that there exists
a non-negative function γ satisfying the following:
C1) γ(x)→ +∞, as x→∞;
C2) ∃A > 0 such that |gradγ| 6 A · √γ, off a compact set;
C3) ∃B > 0 such that △γ 6 B ·√γG(√γ), off a compact set;
where G : [0,+∞)→ [0,∞) is a smooth function satisfying
(5) G(0) > 0, G ′(t) > 0,
∫+∞
0
ds√
G(s)
= +∞, lim sup
t→+∞
tG(
√
t)
G(t)
< +∞.
Then the Omori-Yau maximum principle holds on M.
If instead of C3) we assume the following stronger hypothesis
C4) ∃B > 0 such that Hessγ(., .) 6 B√γG(√γ)〈., .〉, off a compact set.
Then the Omori-Yau maximum principle for the Hessian holds on M.
Remark 1. An example of a smooth function G ∈ C∞([0,+∞)) satisfying (5) is given by
G(t) = t2Πℓj=1(log
(j)(t))2 for t≫ 1, where log(j) is the j-th iterated logarithm and ℓ ∈ N.
Remark 2. Quoting Pigola-Rigoli-Setti, “The proof of Theorem 3 shows that one needs γ to be
C2 only in a neighborhood of xk. This is the case that γ = ρ
2 is the square of the Riemannian
distance from a fixed point xo and xk is not on the cut locus of xo. The case that xk is the cut
locus of xo can be dealt with a trick of Calabi [10] so that we may assume that γ is always C
2 in
a neighborhood of xk.”, [21, Remark 1.11].
Corollary 1 (Pigola-Rigoli-Setti). Let M be a complete Riemannian manifold with Ricci cur-
vature satisfying
Ric(x) > −B2 ·G(ρ(x)), for ρ(x)≫ 1
where G ∈ C∞([0,+∞)) satisfies (5), ρ(x) = distM(x0, x), B ∈ R. Then γ = ρ2 satisfies
C1 − C3. Therefore the Omori-Yau maximum principle holds on M by Theorem 3. This shows
that Theorem 3 extends Theorem 2.
In this paper we give an extension of Pigola-Rigoli-Setti’s Theorem 3. We prove the following
result.
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Theorem 4 (Main Theorem). Let M be a complete Riemannian manifold and assume that there
exists a non-negative function γ satisfying:
h1) γ(x)→ +∞, as x→∞;
h2) ∃A > 0 such that |gradγ| 6 A ·
√
G(γ)
(∫γ
0
ds√
G(s)
+ 1
)
off a compact set;
h3) ∃B > 0 such that △γ 6 B ·
√
G(γ)
(∫γ
0
ds√
G(s)
+ 1
)
off a compact set;
where G : [0,+∞)→ [0,∞) is a smooth function satisfying
(6) G(0) > 0, G ′(t) > 0,
∫+∞
0
ds√
G(s)
= +∞.
Then if u ∈ C2(M) satisfies lim
x→∞
u(x)
ϕ(γ(x))
= 0, where ϕ(t) = log
(∫t
0
ds√
G(s)
+ 1
)
, then there
exists a sequence xk ∈M, k ∈ N such that
(7) |gradu|(xk) <
1
k
, △u(xk) < 1
k
If instead of h3) we assume Hessγ(., .) 6
√
G(γ)
(∫γ
0
ds√
G(s)
+ 1
)
〈., .〉 off a compact set,
then Hessu(xk)(., .) <
1
k
〈., .〉. Moreover, if u ∈ C2(M) is bounded above u∗ = supM u <∞ then
u(xk)→ u∗.
This result above should be compared with a fairly recent result [22, Cor. A1.] also due to S.
Pigola, M. Rigoli, A. Setti improved Theorem 3 to more general elliptic operators.
2. Omori-Yau maximum principle
Proof of Theorem 4: We fix a sequence of positive real numbers (εk)k∈N such that, εk → 0
and
consider now any function u ∈ C2(M) satisfying lim
x→∞
u(x)
ϕ(γ(x))
= 0, where
ϕ(t) = log
(∫t
0
ds√
G(s)
+ 1
)
. Define
gk(x) = u(x) − εkϕ(γ(x))(8)
and observe that ϕ is C2(M), positive and satisfies
ϕ(t)→ +∞ as t→ +∞.
By a direct computation we have
ϕ′(t) =
[√
G(t)
(∫ t
0
ds√
G(s)
+ 1
)]−1
,
ϕ′′(t) = −
[√
G(t)
(∫t
0
ds√
G(s)
+ 1
)]−2 [
G ′(t)
2
√
(G(t))
(∫t
0
ds√
G(s)
+ 1
)
+ 1
]
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and using the properties satisfied by G we conclude that
ϕ′′(t) 6 0.(9)
It is clear that gk attains its supremum at some point xk ∈M. This gives the desired sequence
xk. It follows directly from definition of gk that
gradgk(x) = gradu(x) − εkϕ
′(γ(x))gradγ(x).
In particular, at the points xk we obtain
|gradu|(xk) = εkϕ
′(γ(xk))|gradγ|(xk).(10)
Using h2) in the above equality we have
|gradu|(xk) 6 εk.
Computing Hess gk(x)(v, v) we have
Hessgk(x)(v, v) = Hessu(x)(v, v) − εkϕ
′(γ(x))Hessγ(x)(v, v)
−εkϕ
′′(γ(x))〈gradγ(x), v〉2(11)
> Hessu(x)(v, v) − εkϕ
′(γ(x))Hessγ(x)(v, v)
for all v ∈ TxM. Using the fact that xk is a maximum point of gk, the hypothesis h4) and the
expression for ϕ′, we get
Hessu(xk)(v, v) 6 εkϕ
′(γ(xk))Hessγ(xk)(v, v) 6 εk〈v, v〉.(12)
Finally, if assume that h3) holds, we obtain
∆u(xk) 6 εkϕ
′(γ(xk))∆γ(xk) 6 εk.
To finish the proof of Theorem 4 we need to show that if u∗ = supM u < ∞ then u(xk) → u∗.
To do that, we follow Pigola-Rigoli-Setti closely in [21] and observe that for any fixed j ∈ N,
there is a y ∈M such that
u(y) > supu− 1/2j.(13)
Since gk has a maximum at xk we have
u(xk) − εk log
(∫γ(xk)
0
ds√
G(s)
+ 1
)
= gk(xk) > gk(y) = u(y) − εk log
(∫γ(y)
0
ds√
G(s)
+ 1
)
.
Therefore, (using (13))
u(xk) > supu−
1
2j
− εk log
(∫γ(y)
0
ds√
G(s)
+ 1
)
.(14)
Choosing k = k(j) = kj sufficiently large such that
εkj log
(∫γ(y)
0
ds√
G(s)
+ 1
)
<
1
2j
,(15)
it follows from (14) and (15) that
u(xkj) > supu−
1
2j
−
1
2j
= supu−
1
j
.(16)
Therefore lim
j→+∞u(xkj) = supM u and this finishes the proof of Theorem 4.
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Remark 3. Let G and G be the classes of Riemannian manifolds satisfying respectively the
hypotheses of the Theorem 3 and Theorem 4. Then we have that G ⊂ G. Hence, the Theorem 4
implies the Pigola-Rigoli-Setti’s Theorem (Thm. 3).
Proof. Given M ∈ G, observe that the hypothesis
lim sup
t→+∞
[
tG(
√
t)
G(t)
]
= D < +∞
implies the existence of s0 ∈ R such that
sup
{
tG(
√
t)
G(t)
, t > s0
}
< D+ 1.(17)
Thus for all t > s0 we have that
tG(
√
t)
G(t)
< D + 1 ⇔ tG(
√
t) < (D+ 1)G(t)(18)
whence
√
tG(
√
t) <
√
(D + 1)G(t). In particular
A
√
γG(
√
γ) < A
√
(D+ 1)G(γ) 6 A
√
(D + 1)
√
G(γ)
(∫γ
0
ds√
G(s)
+ 1
)
.
Finally, we refer to [21, p.10] for a proof that any M ∈ G is a complete manifold. 
Remark 4. Estimates placed the items h2), h3) e h4) can be exchanged for
k∏
j=1
[
ln(j)
(∫t
0
ds√
G(s)
+ 1
)
+ 1
](∫t
0
ds√
G(s)
+ 1
)√
G(t),(19)
where ln(j) is the j-th iterated logarithm and k ∈ N.
Proof. Indeed, note that this estimate is simply the inverse of the first derivative of the auxiliary
function ϕ, used in the statement of Main Theorem 4. Thus, we redefine the function ϕ by
ϕ(t) = ln(k+1)
(∫t
0
ds√
G(s)
+ 1
)
.
Hence, we obtain by deriving
ϕ
′
(t) =


k∏
j=1
[
ln(j)
(∫t
0
ds√
G(s)
+ 1
)
+ 1
](∫t
0
ds√
G(s)
+ 1
)√
G(t)


−1
and
ϕ
′′
(t) = −


k∏
j=1
[
ln(j)
(∫t
0
ds√
G(s)
+ 1
)
+ 1
](∫t
0
ds√
G(s)
+ 1
)√
G(t)


−2
×
×


k−1∏
i=1
i∏
j=1
[
ln(j)
(∫t
0
ds√
G(s)
+ 1
)
+ 1
]−1 [(∫t
0
ds√
G(s)
+ 1
)√
G(t)
]−k−1
+
+
k∏
j=1
[
ln(j)
(∫t
0
ds√
G(s)
+ 1
)
+ 1
][
G ′(t)
2
√
G(t)
(∫t
0
ds√
G(s)
+ 1
)
+ 1
]

6 0.
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Therefore the function ϕ satisfies the conditions necessary to prove the Main Theorem 4. 
Corollary 2. Let M be a complete, noncompact, Riemannian manifold with Ricci curvature
satisfying
Ric(x) > −B2
k∏
j=1
[
ln(j)
(∫ρ(x)
0
ds√
G(s)
+ 1
)
+ 1
]2(∫ρ(x)
0
ds√
G(s)
+ 1
)2
G(ρ(x)),
for ρ(x) ≫ 1 where G ∈ C∞([0,+∞)) satisfies (6), ρ(x) = distM(x0, x), B ∈ R. Then γ = ρ
satisfies h1−h3. Therefore the Omori-Yau maximum principle holds on M for the Laplacian by
Main Theorem 4. Similarly, if we assume that the radial sectional curvature satisfies the above
inequality, then the Omori-Yau maximum principle holds on M for the Hessian.
3. Weighted Riemannian manifolds
A weighted manifold (M,g,µf), shortly denoted by (M,µf), is a Riemannian manifold (M,g)
endowed with a measure µf = e
−fν, where f : M→ R is a smooth function and ν = √detgdx1 . . . xn
is the Riemannian density. The associated Laplace-Betrami operator △f is defined by
△f := efdiv (e−fgrad ).
It is natural to extend the results above to the weighted Laplacian. A. Borbely, [8] [9] proved
a nice extension of Pigola-Rigoli-Setti’s version [21] of the Omori-Yau maximum principle for
the Laplacian. Borbely’s version has been extended to the weighted Laplacian or even to more
general operators by many authors. Some in the weak form of the maximum principle others in
the strong form of the maximum principle. For instance, Bessa, Pigola and Setti in [7, Thm 9],
Pigola Rigoli and Setti [22], Mari, Rigoli and Setti in [19], by Pigola, Rigoli, Rimoldi and Setti
in [20] and by Mastrolia, Rigoli and Rimoldi in [18]. For the Laplace operator we can resume
what they proved as
Theorem 5 (Borbe´ly, Bessa, Mari, Mastrolia, Pigola, Rigoli, Rimoldi, Setti). Let (M,µf) be a
complete weighted manifold and assume that there exists a non-negative C2-function γ satisfying
the following conditions.
a. γ(x)→ +∞ as x→∞.
b. ∃A > 0 such that |gradγ| < A off a compact set.
c. ∃B > such that △fγ 6 B ·G(γ) off a compact set.
Where G ∈ C∞([0,∞)) satisfying
(20) G(0) > 0, G ′(t) > 0 in [0,∞), G(t)−1 6∈ L1([0,∞).
Then the Omori-Yau maximum principle for △f holds on M.
The main result of this section is the following extension of Theorem 5.
Theorem 6. Let (M,µf) be a complete weighted manifold and assume that there exists a non-
negative C2(M)-function γ satisfying the following conditions:
a. γ(x)→ +∞ as x→∞;
b. ∃A > 0 such that |gradγ| < A ·
√
G(γ)
(∫γ
0
ds√
G(γ)
+ 1
)
off a compact set;
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c. ∃B > such that △fγ 6 B ·
√
G(γ)
(∫γ
0
ds√
G(γ)
+ 1
)
off a compact set;
where G ∈ C∞([0,∞)) satisfies
(21) G(0) > 0, G ′(t) > 0 in [0,∞), G(t)−1/2 6∈ L1([0,∞).
Then the Omori-Yau maximum principle for △f holds on M.
Remark 5. Replacing the bound △fγ < A · G(r) in Theorem 5, with G satisfying (20), by
△fγ 6 B·
√
G˜(γ)
(∫γ
0
ds√
G˜(γ)
+ 1
)
, with G˜ satisfying (21) does not amount to a weaker condition.
In fact, if G˜ satisfies (21) then G(r) =
√
G˜ satisfies (20).
Remark 6. We remark that if u ∈ C2(M) with lim
x→∞
u(x)
ϕ(γ(x))
= 0, then there exist a sequence
xk ∈M, k ∈ N such that △fu(xk) < 1
k
.
Proof. The proof follows closely the proof of the Main Theorem 4. We need only to adapt the
part of the proof that treats with the △ to △f. As in there we defined the functions sequence
gk and observe that
△fϕ(γ)(x) = ϕ′(γ(x))△fγ(x) +ϕ′′(γ(x))|gradγ|2(x).
Note that in the maximum points xk of the functions gk, we have △fgk(xk) 6 0. Thus,
0 > △fgk(xk) = △fu(xk) − εk△fϕ(γ(xk))
= △fu(xk) − εk
[
ϕ′(γ(xk)△fγ(xk) +ϕ′′(γ(xk))|gradγ(xk)|2
]
,
which implies in
△fu(xk) 6 εk[ϕ′(γ(xk))△fγ(xk) +ϕ′′(γ(xk))|gradγ(xk)|2]
6 εkϕ
′(γ(xk))△fγ(xk).
In the last inequality we used that ϕ′′ 6 0. Then the we proceed as in Theorem 4 to finish the
proof. 
4. Geometric Applications
In a beautiful paper [15], Jorge and Koutrofiotis applied Omori’s Theorem (1) to give curvature
estimates for bounded submanifolds with scalar curvature bounded below, extending various
non-immersability results. Their result was extended by Pigola, Rigoli and Setti in [21] as an
application of their generalized version of the Omori-Yau maximum principle.
Recently, L. Alias, G. P. Bessa and J. F. Montenegro in [2] proved a version of Jorge-
Koutrofiotis Theorem for cylindrically bounded submanifolds, recalling that an isometric im-
mersion ϕ : M →֒ N×Rℓ is said to be cylindrically bounded if ϕ(M) ⊂ BN(r)×Rℓ, where BN(r)
is a geodesic ball in N of radius r > 0.
Theorem 7. [Alias-Bessa-Montenegro] Let M and N be complete Riemannian manifolds of di-
mension m and n−ℓ respectively, satisfying n+ℓ 6 2m−1. Let ϕ : Mm → Nn−ℓ×Rℓ be a isomet-
ric immersion with ϕ(M) ⊂ BN(r)× Rℓ. Assume that the radial sectional curvature KradN along
the radial geodesics issuing from p satisfies KradN 6 b in BN(r) and 0 < r < min{injN(p),π/2
√
b},
where we replace π/2
√
b by +∞ if b 6 0. Suppose that the immersion ϕ is proper and
(22) sup
ϕ−1(BN(r)×∂BRℓ(t))
‖α‖ 6 σ(t),
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where α is the second fundamental form of the immersion and σ : [0,+∞) → R is a positive
function satisfying
∫+∞
0
1/σ = +∞, then the sectional curvature of M has the following lower
bound
(23) sup
M
KM > C
2
b(r) + inf
BN(r)
KN,
with
Cb(t) =


√
b cot(
√
b t) if b > 0 and 0 < t < π/2
√
b
1/t if b = 0 and t > 0√
−b coth(
√
−b t) if b < 0 and t > 0.
In this section our main result is the following generalization of Theorem 7. We prove the
following result.
Theorem 8. Let M and N be complete Riemannian manifolds of dimension m and n − ℓ
respectively, satisfying n + ℓ 6 2m − 1. Let ϕ : Mm → Nn−ℓ × Rℓ be a proper isometric
immersion with ϕ(M) ⊂ BN(r)× Rℓ. Assume that the radial sectional curvature KradN along the
radial geodesics issuing from p satisfies KradN 6 b in BN(r) and 0 < r < min{injN(p),π/2
√
b},
where we replace π/2
√
b by +∞ if b 6 0. Then the sectional curvature of M has the following
lower bound
(24) sup
M
KM > C
2
b(r) + inf
BN(r)
KN.
Proof. Let g : N× Rℓ → R be given g(z,y) = φb(ρN(z)), where φb is given by
φb(t) =


1− cos(
√
b t) if b > 0 and 0 < t < π/2
√
b
t2 if b = 0 and t > 0
cosh(
√
−b t) if b < 0 and t > 0
(25)
and ρN(z) = distN(p, z). Consider f : M → R, f = g ◦ ϕ and let πN : N × Rℓ → N be the
projection on the factorN. Since πN(ϕ(M)) ⊂ BN(r), we have that f∗ = supM f 6 φb(r) < +∞.
Define for each k ∈ N, the function gk : M→ R be given
gk(x) = f(x) − εkψ(ρRℓ(y(x))),(26)
where ψ : R→ [0,+∞) is given by ψ(t) = log(log(t+ 1) + 1), ρRℓ(y) = distRℓ(0,y), εk → 0+ as
k→∞ and y(x) = πRℓ(ϕ(x)).
Since the immersionϕ is proper, if x→∞ inM then ϕ(x)→∞ in BN(r)×Rℓ, thus y(x)→∞
in Rℓ and ψ(ρRℓ(y(x)))→ +∞. Therefore gk reach its maximum at a point xk ∈M. This forms
a sequence {xk} ⊂M such that gk(xk) = supM gk. There are two cases to consider:
1. xk →∞ in M as k→ +∞.
2. xk stays in a bounded subset of M.
Let us consider the case 1. i.e. xk →∞ in M as k → +∞. Since xk is a point of maximum for
gk we have that HessM gk(X,X) 6 0 for all X ∈ TxkM. This implies that
(27) HessM f(xk)(X,X) 6 εkHessMψ ◦ ρRℓ ◦ y(xk)(X,X), X ∈ TxkM.
First we will compute the right hand side of (27). We have then
HessMψ ◦ ρRℓ ◦ y(xk)(X,X) = HessN×Rℓ ψ ◦ ρRℓ ◦ y(xk)(X,X)
(28)
+〈gradN×Rℓψ ◦ ρRℓ ◦ y(xk),αM(X,X)〉,
where α is the second fundamental form of the immersion ϕ, see [15].
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Setting yk = πRℓ(ϕ(xk)) and tk = ρRℓ(yk) we have
HessN×Rℓ ψ ◦ ρRℓ ◦ y(xk)(X,X) = ψ ′′(tk)|XR
ℓ
|2 +ψ ′(tk)HessRℓ ρRℓ(yk)(X,X)
= ψ ′′(tk)|X
R
ℓ
|2 +
|XN|2
tk(tk + 1)(log(tk + 1) + 1)
(29)
6
|X|2
tk(tk + 1)(log(tk + 1) + 1)
Since ψ ′′ 6 0. Here XR
ℓ
= dπRℓX and X
N = dπNX, where πRℓ : N×Rℓ → Rℓ, πN : N×Rℓ → N
are standard projections.
We also have
〈gradN×Rℓψ ◦ ρRℓ ◦ y(xk),αM(X,X)〉 = ψ ′(tk)〈gradρRℓ(yk),α(X,X)〉
6
1
(tk + 1)(log(tk + 1) + 1)
|α(X,X)|(30)
From (29) and (30) we have that
HessMψ ◦ ρRℓ ◦ y(xk)(X,X) 6
1+ |α(X,X)|
(tk + 1)(log(tk + 1) + 1)
|X|2(31)
And from (27) and (31) we get
HessM f(xk)(X,X) 6
εk(1+ |α(X,X)|)
(tk + 1)(log(tk + 1) + 1)
|X|2(32)
Now, we will compute the left hand side of (27).
HessM f(xk)(X,X) = HessN×Rℓ g(ϕ(x))(X,X) + 〈gradg,α(X,X)〉(33)
Recalling that f = g ◦ϕ and g is given by g(z,y) = φb(ρN(z)), where φb is given by
φb(t) =


1− cos(
√
b t) if b > 0 and 0 < t < π/2
√
b
t2 if b = 0 and t > 0
cosh(
√
−b t) if b < 0 and t > 0.
(34)
and ρN(z) = distN(p, z). Let us consider an orthonormal basis
{
∈TN︷ ︸︸ ︷
gradρN, ∂/∂θ1, . . . , ∂/∂θn−ℓ−1,
∈TRℓ︷ ︸︸ ︷
∂/∂γ1, . . . , ∂/∂γℓ}
for Tϕ(xk)(N× Rℓ). Thus if X ∈ TxkM, |X| = 1, we can decompose
X = a · gradρN +
n−ℓ−1∑
j=1
bj · ∂/∂θj +
ℓ∑
i=1
ci · ∂/∂γi
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with a2+
∑n−ℓ−1
j=1 b
2
j +
∑ℓ
i=1 c
2
i = 1. Letting zk = πN(ϕ(xk)) and sk = ρN(zk). Having set that
we have that the first term of the right hand side of (33)
HessN×Rℓ g(ϕ(x))(X,X) = φ
′′
b(sk) · a2 + φ′b(sk)
n−ℓ−1∑
j=1
b2j ·Hess ρN(zk)(
∂
∂θj
,
∂
∂θj
)
> φ′′b(sk) · a2 + φ′b(sk)
n−ℓ−1∑
j=1
b2j · Cb(sk)
= φ′′b(sk) · a2 + (1− a2 −
ℓ∑
i=1
c2i ) · φ′b(sk) · Cb(sk)
=

 ≡0(︷ ︸︸ ︷φ′′b − Cb · φ′b) a2 + (1 −
ℓ∑
i=1
c2i ) · φ′b · Cb

 (sk)
= (1 −
ℓ∑
i=1
c2i ) · φ′b(sk) · Cb(sk).
Thus
(35) HessN×Rℓ g(ϕ(x))(X,X) > (1−
ℓ∑
i=1
c2i ) ·φ′b(sk) · Cb(sk) · |X|2.
We used above two facts. The first was HessρN(zk)(
∂
∂θj
, ∂
∂θj
) > Cb(sk) yielded by the
Hessian Comparison Theorem, Thm. 9. Recall that the radial sectional curvature of N along
the geodesics issuing from the center of the ball BN(r) is bounded above K
rad
N 6 b, see the
hypotheses of Theorem 8. We state the Hessian Comparison Theorem for sake of completeness.
The second fact is the φb satisfies the following equation φ
′′
b(t) − Cb(t)φ
′
b(t) = 0, Cb given
below in (37) .
Theorem 9 (Hessian Comparison Theorem). Let M be a Riemannian manifold and x0, x1 ∈
M be such that there is a minimizing unit speed geodesic γ joining x0 and x1 and let ρ(x) =
dist(x0, x) be the distance function to x0. Let Kγ 6 b be the radial sectional curvatures of M
along γ. If b > 0 assume ρ(x1) < π/2
√
b. Then, we have Hessρ(x)(γ˙, γ˙) = 0 and
Hessρ(x)(X,X) > Cb(ρ(x))|X|
2(36)
where X ∈ TxM is perpendicular to γ˙(ρ(x)) and
Cb(t) =


√
b cot(
√
bt) if b > 0 and 0 < t < π/2
√
b
1/t if b = 0 and t > 0√
−b coth(
√
−bt) if b < 0 and t > 0.
(37)
The second term of the right hand side of (33) is the following, if |X| = 1.
〈gradg,α(X,X)〉 = φ′b(sk)〈gradρN(yk),α(X,X)〉
(38)
> −φ′b(sk)|α(X,X)|
Therefore from (33), (35), (38) we have that
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(39) HessM f(xk)(X,X) >
[
(1−
ℓ∑
i=1
c2i ) · Cb(sk) − |α(X/|X|,X/|X|)|
]
φ′b(sk)|X|
2
Recall that we have an isometric immersion ϕ : Mm →֒ Nn−ℓ × Rℓ, where n + ℓ 6 2m − 1.
This dimensional restriction implies that m > ℓ + 2. Therefore, for every x ∈ M there exists
a sub-space Vx ⊂ TxM with dim(Vx) > (m − ℓ) > 2 such that V ⊥ TRℓ. If we take any
X ∈ Vxk ⊂ TxkM, |X| = 1 we have by (32), (39) that
(40)
εk(1 + |α(X,X)|)
(tk + 1)(log(tk + 1) + 1)
> HessM f(xk)(X,X) > [Cb(sk) − |α(X,X)|]φ
′
b(sk)
Recall that tk = ρRℓ(πRℓ(ϕ(xk)))→∞, sk = ρN(πN(ϕ(xk))) < r and εk → 0+ as k→∞.
From (40) we have that
|α(xk)(X,X)|
[
εk
(tk + 1)(log(tk + 1) + 1)
+ φ′b(sk)
]
> Cb(sk)φ
′
b(sk)
−
εk
(tk + 1)(log(tk + 1) + 1)
.
Thus for large k and for all 0 6= X ∈ Vxk ⊂ TxkM we have that
|α(xk)(X,X)| >

Cb(sk)+
→0︷ ︸︸ ︷
δ(k, εk, tk)

 |X|2.
We will need the following lemma known as Otsuki’s Lemma.
Lemma 1 (Otsuki). Let β : Rk × Rk → Rd, d 6 k − 1, be a symmetric bilinear form satisfying
β(X,X) 6= 0 for X 6= 0. Then there exists linearly independent vectors X, Y such that β(X,X) =
β(Y, Y) and β(X, Y) = 0.
Observe that we just showed that for all 0 6= X ∈ Vxk ⊂ TxkM we have that |α(xk)(X,X)| > 0.
Moreover, dim(Vxk) = m− ℓ 6 n−m by hypothesis. Applying Otsuki’s Lemma to α(xk) : Vxk×
Vxk → TxkM⊥ we obtain X, Y ∈ Vxk , |X| > |Y| > 1 such that α(xk)(X,X) = α(xk)(Y, Y) and
α(xk)(X, Y) = 0.
Using Gauss equation we have that
KM(xk)(X, Y) − KN(ϕ(xk))(X, Y) =
〈α(xk)(X,X),α(xk)(Y, Y)〉− |α(xk)(X, Y)|2
|X|2|Y|2 − 〈X, Y〉2
>
|α(xk)(X,X)|
2
|X|2|Y|2
>
(
|α(xk)(X,X)|
|X|2
)2
>

Cb(sk)+
→0︷ ︸︸ ︷
δ(k, εk, tk)


2
.(41)
Letting k→∞ we obtain that Cb(sk)→ Cb(s∗) > Cb(r), s∗ 6 r and we have that
supKM − inf KN > C
2
b(r)
The case where the sequence {xk} ⊂ M remains in a compact set we proceed as follows.
Passing to a subsequence we have that xk → x0 ∈M and f attains its absolute maximum at x0.
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Thus f(x0)(X,X) 6 0 for all X ∈ Tx0M. It using the expression on the right hand side of (40) we
obtain for every X ∈ Vx0
0 > Hess f(x0)(X,X) > φ
′
b(s0)
(
Cb(s0)|X|
2 − |αx0(X,X)|
)
.
Hence
|αx0(X,X)| > Cb(s0)|X|
2.
Following the step made in the statement above, we conclude that
sup
M
KM − inf
BN(r)
KN > C
2
b(s0) > C
2
b(r).(42)
This finishes the proof of Theorem 8. 
Following the terminology introduced in [3], we indroduce the next definition.
Definition 2. The pair of functions (G,γ) where G : [0,+∞) → [0,+∞) and
γ : M → [0,+∞) form an Omori-Yau pair for the Hessian, respectively Laplacian, in M if they
satisfy the conditions established in the Main Theorem 4 (or the condition (19) of the Remark
4).
Recently, Al´ıas and Dajczer in [5], studying the mean curvature estimates for cylindrically
bounded submanifolds, showed that if we take a proper isometric immersion ϕ : Mm → Lℓ×ρPn
then the existence of a Omori-Yau pair for the Hessian in Lℓ induces an Omori-Yau pair for
the Laplacian on Mm provided the mean curvature |H| is bounded. Recalling that Lℓ ×ρ Pn
is endowed with product metric ds2 = dgL + ρ
2dgP, where dgL and dgP are the Riemannian
metrics of L and P respectively.
The next proposition generalizes the essential fact in the proof of Theorem 1 in [5].
Proposition 1. Let ϕ : Mm → Lℓ ×ρ Pn = Nn+l be an isometric immersion where Lℓ carries
an Omori-Yau pair (G, γ˜) for the Hessian, ρ ∈ C∞(L) is a positive function and the function
|grad log ρ| satisfies
|grad log ρ| 6 ln
(∫ γ˜
0
ds√
G(s)
+ 1
)
.(43)
If ϕ is proper on the first entry and
|H| 6 ln
(∫ γ˜◦πL
0
ds√
G(s)
+ 1
)
,(44)
then Mm has an Omori-Yau pair for the Laplacian. Here πL : L × P → L is the projection on
factor L.
Proof. The crux of the proof is presented in [5] and therefore will try to follow the same notation
to simplify the proof. Suppose that M is non-compact and denote ϕ = (x,y). Define Γ(x,y) =
γ˜(x) and γ = Γ ◦ϕ = γ˜(x). We claim that (G,γ) is an Omori-Yau pair for the laplacian in M.
Indeed, let qk ∈ M a sequence such that qk → ∞ in M as k → +∞. Since ϕ is proper in
the first entry, we have that x(qk)→∞ in L. Hence γ(qk)→∞ as k→ +∞, because γ˜ also is
proper.
We have from Γ(x,y) = γ˜(x) that
grad Γ(x,y) = grad γ˜(x).(45)
Since γ = Γ ◦ϕ, we obtain
grad Γ(ϕ(q)) = gradγ(q) + (grad Γ(ϕ(q)))⊥,(46)
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and by the hypothesis, we have
|gradγ|(q) 6 |grad Γ |(ϕ(q))
= |grad γ˜|(x(q))
6
√
G(γ(q))
(∫γ(q)
0
ds√
G(s)
+ 1
)
,
outside a compact subset of M.
Since ∇NS T = ∇LST , for all T , S ∈ TL, follows from (45) that
∇NT grad Γ = ∇LTgrad γ˜.
Hence,
Hess Γ(T , S) = Hess γ˜(T , S) and Hess Γ(T ,X) = 0,
where T , S ∈ TL and X ∈ TP. Moreover, since ∇NX T = ∇NT X = T(η)X, for all T ∈ TL, X ∈ TP and
η = log ρ, we have
∇NX grad Γ = grad γ˜(η)X.
Thus,
Hess Γ(X, Y) = 〈∇NX grad Γ , Y〉
= 〈grad γ˜(η)X, Y〉
= 〈〈gradη, grad γ˜〉X, Y〉
= 〈grad γ˜, gradη〉〈X, Y〉.
For a unit vector e ∈ TqM, set e = eL + eP, where eL ∈ Tx(q)L and eP ∈ Ty(q)P. Then we
have
Hess Γ(ϕ(q))(e, e) = Hess γ˜(x(q))(eL, eL) + 〈grad γ˜(x(q)), gradη(x(q))〉|eP |2.
Since γ = Γ ◦ϕ, we get
Hessγ(q)(e, e) = Hess γ˜(x(q))(eL, eL) + 〈grad γ˜(x(q)), gradη(x(q))〉|eP |2 +
+〈grad γ˜(x(q)),αq(e, e)〉.(47)
But,
Hess γ˜(., , ) 6
√
G(γ˜)
(∫ γ˜
0
ds√
G(s)
+ 1
)
〈., .〉,(48)
outside a compact subset in L and by the hypothesis (43)
〈grad γ˜(x(q)), gradη(x(q))〉|eP |2 6 |grad γ˜(x(q))| · |gradη(x(q))|
6
√
G(γ)
(∫γ
0
ds√
G(s)
+ 1
)
ln
(∫γ
0
ds√
G(s)
+ 1
)
.(49)
Considering (48) and (49) into (47), we have
Hessγ(q)(e, e) 6 d
√
G(γ)
(∫γ
0
ds√
G(s)
+ 1
)
ln
(∫γ
0
ds√
G(s)
+ 1
)
+ 〈gradγ,α(e, e)〉.
Thus, by (44) it follows that
∆γ 6 B
√
G(γ)
(∫γ
0
ds√
G(s)
+ 1
)
ln
(∫γ
0
ds√
G(s)
+ 1
)
.
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Concluding that (γ,G) is an Omori-Yau pair for the laplacian in M. 
The following theorem extends the result in [1]. We using again the following function:
Cb(t) =


√
b cot(
√
b t) if b > 0 and 0 < t < π/2
√
b
1/t if b = 0 and t > 0√
−b coth(
√
−b t) if b < 0 and t > 0.
Theorem 10. Let ϕ : Mm → Lℓ×Pn be an isometric immersion where Lℓ carries an Omori-Yau
pair (G, γ˜) for the Hessian and Pn has a pole z0. If π1 ◦ϕ is proper and satisfies:
i) lim
x→∞
ρP ◦ π2(ϕ(x))
ψ(γ˜ ◦ π1(ϕ(x))) = 0, with ψ(t) = log
(∫t
0
ds√
G(s)
+ 1
)
,
ii) ∃r > 0, such that ρP ◦ π2(ϕ(x)) > r, off a compact set.
Then
sup
M
|H| >
m − ℓ
m
Cb(lim sup
x→∞ ρP ◦ π2 ◦ϕ(x))
where π1 : L
ℓ×Pn → Lℓ, π2 : Lℓ×Pn → Pn are the standard projections, H is the mean curvature
vector field of ϕ and ρP = distP(z, z0).
Proof. Define r : Lℓ × Pn → R by
r(y, z) = ρP(z)
and u : Mm → R by
u(x) = r ◦ϕ(x).
We fix {e1, ..., em} an orthonormal frame of TM and we write ej = e
L
j + e
P
j . In this way,
Hessu(ei, ej) = HessρP(e
P
i , e
P
j ) + 〈gradρP,α(ei, ej)〉,(50)
because Hess ρP(e
P
i , e
P
j ) = Hess rL×P(ei, ej) and gradρP = grad L×Pr.
For other hand,
1 = 〈ej, ej〉 = |ePj |2 + |eLj |2.
whence
m =
m∑
j=1
(
|ePj |
2 + |eLj |
2
)
and
m∑
j=1
|ePj |
2 > (m − l).(51)
From the Hessian comparison theorem applied to the manifold P, we obtain
Hess r(ePj , e
P
j ) > Cb(ρP)(|e
P
j |
2 − 〈gradρP, ePj 〉2).(52)
Taking the trace in (50) and using (51) and (52), we have
∆u > Cb(u)
(
(m − l) − |gradρP |
2
)
+m〈gradρP,H〉.
But 〈gradρP, ePj 〉 = 〈gradu, ej〉 and thus
|H| >
m− l
m
Cb(u) −
1
m
(
Cb(u)|gradu|
2 + ∆u
)
.
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If M is a compact manifold the result follows by computing the inequality at a point of
maximum of u. Otherwise, observe that Proposition 1 implies that M has an Omori-Yau pair
for the Laplacian. Since
lim
x→∞
ρP ◦ π2(ϕ(x))
ψ(γ˜ ◦ π1(ϕ(x))) = 0,
we have by the Omori-Yau maximum principle that there exists a sequence xk ∈M such that
|gradu|(xk) <
1
k
and ∆u(xk) <
1
k
.
Therefore,
sup
M
|H| >
m− l
m
Cb(u(xk)) −
Cb(u(xk))
mk2
−
1
mk
.(53)
We observe that when b 6 0, the function Cb is limited when xk → +∞. If b > 0, we have that
0 < t < π/2
√
b and so Cb also is limited by the hypothesis ii). Therefore, letting k → +∞, we
get
sup
M
|H| >
m − ℓ
m
Cb( lim
k→∞ ρP ◦ π2 ◦ϕ(xk)) >
m − ℓ
m
Cb(lim sup
x→∞ ρP ◦ π2 ◦ϕ(x)),
which concludes our proof. 
As a last application we apply the fact that the Omori-Yau maximum principle remains valid
for functions not limited that satisfying certain growth conditions. We denote Nn+1 = I×ρ Pn
the product manifold endowed with the metric of warped product, I ⊂ R is a open interval, Pn
is a complete Riemannian manifold and ρ : I→ R+ is a smooth function. Given an isometrically
immersed hypersurface ψ : Mn → Nn+1, define h : Mn → I the C∞(Mn) height function by
setting h = πI ◦ f. The result below generalizes Theorem 7 in [6]. Observe that we may have
supMn h = +∞.
Theorem 11. Let ψ : Mn → Nn+1 be an immersed hypersurface. If the Omori-Yau maximum
principle holds on Mn for the Laplacian and the height function h satisfies lim
x→∞
h(x)
ϕ(γ(x))
= 0,
where ϕ and γ are as in Theorem 4, then
(54) sup
Mn
|H| > inf
Mn
H(h),
with H being the mean curvature and H(t) = grad ln ρ.
Corollary 3. Let Pn be a complete, non-compact, Riemannian manifold whose radial sectional
curvature satisfies condition
KPn(x) > −B
2
k∏
j=1
[
ln(j)
(∫ρ(x)
0
ds√
G(s)
+ 1
)
+ 1
]2(∫ρ(x)
0
ds√
G(s)
+ 1
)2
G(ρ(x)),
where ρ is the distance function. If f : Mn → Nn+1 is a properly immersed hypersurface and the
height function h satisfies the conditions imposed in Theorem 11, then
(55) sup
Mn
|H| > inf
Mn
H(h).
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