Introduction
In today's chemical industry, the polymer production has occupied a very important position. Polyvinyl chloride (PVC) is an important organic synthetic material, and it is also the chemical product which has a variety of uses. PVC resin is a kind of chemical products, the failure mechanism of the production process is complex, and there are serious dynamic and nonlinear problems in the production process; then there is an urgent need to improve the system reliability and safety production, in order to avoid generating fault system; otherwise it will lead to economic losses and even accidents. Therefore, the fault study in production of PVC resin has been an important issue research for experts [1, 2] . At present the principal component analysis is widely applied in chemical process fault diagnosis. Due to the large number of pieces of data in PVC resin production process has serious nonlinear [3] and strong coupling and dynamic problems [4, 5] , the rate of false positives and nonresponse rates of the process by using conventional principal component analysis (PCA) are too high. So in order to make the PCA used in more fields, both the domestic and foreign scholars, respectively, conducted a series of improvements, for example, the kernel principal component analysis (KPCA) and dynamic principal component analysis [6] (DPCA). In 1995, in view of the multisensor related timing measurements, a sensor fault detection based on the dynamic principal component analysis (DPCA) method is proposed by Ku et al. [7] ; simulation experiments show that this method can effectively detect and identify the fault sensors. DPCA method was applied to the oil state overhaul model by Makis et al.; the simulation results show that DPCA can accurately detect the fault of dynamic process [8] . On the nonlinear problem, there are mainly the methods of neural network and principal component analysis, and, targeting the problems caused by nonlinear data processing, Kramer proposed nonlinear principal component analysis methods based on the association of the neural network. The simulation results show that it can effectively change multiple variables into a few independent variables [9] . Because the autoassociative neural network is difficult to be trained, Dong and McAvoy proposed a nonlinear PCA method based on element curves and neural network [10] ; the results show that the nonlinear function can be expressed as a sum of the singlevariable functions. In dealing with nonlinear problems, the introduction of kernel functions (KPCA) method is proposed by Jong-Min et al. [11] . The results show that this method can be carried out for the nonlinear process fault diagnosis. Results show that, in the monitoring process of chemical process, the improved principal component analysis method is better than the traditional principal component analysis.
After analyzing the characteristics of the data for the production of PVC resin, there are serious nonlinear and dynamic data, and this article adopts the method of a compound Dynamic Kernel Principal Component Analysis (DKPCA), using the nonlinear and dynamic process, and, after studying it, there is the defect of the traditional principal component. At the same time this paper also included the fisher discriminant method for further classification of failure data, to ensure that one quickly finds out the cause of the problem, then for further processing.
PVC Polymerization Introduction
Taking a unit of the production process of PVC resin as the research object, polymerization process is shown in Figure 1 .
The monomer, initiator, dispersion agent, and other materials are fed into the polymerization reactor from inlets. After a series of reactions, the polymers are ultimately generated. In the polymerization process, the heat is ceaselessly released so that the temperature in the polymerization reactor is continuously increased, which will make the reaction more severe and causing material flow imbalances so as to affect the product quality. So the mixing system is added in the polymerization reactor, and the cooling water is timely injected in the jacket and the damper in order to balance the temperature in the polymerization reactor. After the reaction, join the terminators; then the polymerization reaction will be terminated.
From PVC polymerization process, there are many indicators affecting the quality of product and any one variable over its boundaries; it will lead the quality of the product to be out of control. Therefore, perform the real-time monitoring of quality index in the process of polymerization, and then ensure the product quality changed can be diagnosed timely and accurately. After a comprehensive comparative study, we ultimately selected 10 variables identified as the object of study; these 10 variables are as follows: the temperature within the reactor, the reactor pressure, stirring currents, injection into the water flow, seal water flow, jacket water flow, water flow baffles, cooling water inlet temperature, outlet temperature of the water jacket, and the water outlet temperature of the baffle. Monitor the 10 variables, respectively, and ensure the stable operation of the polymerization system.
Basic Principle of KPCA and DKPCA

Basic Principle of KPCA.
PCA is based on data to establish the system statistical model and detect anomalies and failures based on the multivariate statistical techniques. First, take some normal conditions data set × ( is the number of sampling points;
is the number of variables) to build a statistical model. PCA is made to process data vector which projected onto the main element vector space and residual space. Matrix can be expressed as the sum of vector cross products; namely, 
Equation (1) is carried out with the right multiplication with to obtain = . It can be seen that each score vector is equal to the data matrix projection on its load vector, the size of determines the cover degree of the data matrix projection on the load vectors, the load vector related by maximum score vector represents the maximum change in the direction of the data , and it is defined as the first principal component and so on; determine the second main element, the third main element, and the nth main element. The data changes are mainly embodied in the first several principal components, the projection data in the next few load vectors will be small, and it is mainly caused by noise, expressed with matrix , and, then, type (1) can be changed for the following form:
Generally adopt the principle of cumulative contribution rate, and determine the number of PCA. is the number of selected principal components, is the error matrix, ignoring usually can serve the purpose of clearing the measurement noise, equivalent to changing dimensional data into dimensional PCA and − dimensional residual space , it serves dimension reduction purposes. After the principal number is determined, the PCA statistical model is set up through the two subspaces. Commonly the Hotelling 2 and statistic (the squared prediction error, SPE) are used, which are calculated by the following equation:
The statistic index of control limits is calculated as follows:
where
is the critical value of normal distribution in the test level and is the eigenvalue of matrix eigenvalues of original data .
2 statistic is defined as
2 statistic index of the control limit calculations is calculated as follows:
where is the significance level of test, is the data sampling frequency, and is a variable number. is the number of the principal components and ( , − ) is the distributed critical value in accordance to the level of test and the degrees of freedom ( , − ). When statistics are within the scope of the control limit, then the system is in a trouble-free state; if the statistics are beyond the control limit, then there is a fault in the system. The basic idea of KPCA is through nonlinear map , and make the input spaces 1 , 2 , . . . , ∈ onto the feature space . :
→ , and then calculate principal component on the new feature space.
Mathematical Problems in Engineering
In the feature space , covariance matrix can be calculated as follows:
By determining the characteristics of the vector , we can get the principal component of , and the feature vector is directly related to the input space of PCA.
where ⟨ , ⟩ is representative dot product of and , and then it can be inferred that, in any condition of ̸ = 0, all solutions of can be determined by ( 1 ), . . . , ( ). So = is equivalent to
There is a coefficient of ( = 1, . . . , ), where
Therefore, combined with the type, it can be obtained that
At the same time, × matrix is defined, ∈ × , and
Therefore, (12) can be simplified as
In the application of KPCA, first you have to get the mean centered on high dimensional space. It can be done by using the following formula instead of nuclear matrix :
where each element of is equal to 1/ and ∈ × . Therefore, the principal of vector can be acquired through ( ) mapping to the characteristic vector of , where
We found that KPCA is by introducing ( , ) = ⟨ ( ), ( )⟩ kernel function, avoiding dot product of the nonlinear mapping, and calculating the feature space. The choice of kernel function is completely determine by and feature space . The most commonly used kernel function is radial basis kernel function:
The kernel function used in this paper is radial basis kernel function.
The Principle of Dynamic Kernel Principal Component Analysis
The traditional PCA method to the diagnosis result of system process data with dynamic properties and the nonlinear characteristics is not very ideal, so for such a dynamic nonlinear system one should study a new method; this method must be able to capture the dynamic and nonlinear characteristics of the data at the same time. This is the following Dynamic Kernel Principal Component Analysis (DKPCA) method. The fault detection principle of Dynamic Kernel Principal Component Analysis is as follows: analyze the system dynamic characteristics at first, the time-series data of the system at normal state were analyzed, and kernel principal component analysis mode of the system under the normal state is constructed. Then a new system data is mapped to the kernel principal component model and, respectively, by principal component scores and the residuals to determine the state of the system. DKPCA fault diagnosis method is that each of the observation variables is expanded by observations in front, the augmented matrix containing the first time observations is constructed [12] , and augmented matrix is as follows:
After the augmented matrix by extending the time sequence, the kernel principal component analysis is used for fault detection. DKPCA flow chart is shown in Figure 2 .
The Fault Classification Research Based on Fisher Discriminant Method
The FDA's basic idea is to maximize the dispersion between classes at the same time to minimize the dispersion in class, through the optimization objective function to determine the optimal FDA vector FDA, and the vector can represent the direction of the different fault class optimal separation [13] [14] [15] . where is the discrete degree matrix between classes, is the discrete degree matrix in class, and V is the FDA feature vector [16] .
To further classify the fault, the FDA method is adopted for further classification to the failure data detected by DKPCA to ensure that one finds out the cause of the problem quickly, which provides the theoretical basis to make failure countermeasures.
The Simulation Example Results
First of all, the characteristics of the polymerization process were analyzed, this analysis found that there are 10 process variables affecting the polymerization product quality indicators, 50 sets of data under normal polymerization process are collected and used as the training sample matrix 50×10 , and 200 groups of observed data online are used as test data. Every one minute, sampling occurs one time, in the 51st group failure 1 was introduced, and it is mainly that, because of the rise of temperature, the temperature of the normal production of PVC resin is 56.5±0.5, as temperatures continue to rise, leading to transformation of resin. In the 125th group failure 2 was introduced, and the stirring electric current is increased by 15%.
According to the above process, T2 and SPE are used for fault monitoring of PVC polymerization process by using the traditional principal component analysis, kernel principal component analysis, and the Dynamic Kernel Principal Component Analysis.
(1) The traditional principal component analysis was adopted, 200 groups of data are to be collected, the sampling interval is 1 min, and the fault detection results are as shown in Figure 3 .
(2) The kernel principal component analysis was adopted, 200 groups of data are to be collected, the sampling interval is 1 min, and the fault detection results are as shown in Figure 4 .
(3) The Dynamic Kernel Principal Component Analysis was adopted, 200 groups of data are to be collected, the sampling interval is 1 min, and the fault detection results are as shown in Figure 5 .
In order to more clearly identify which kind of diagnosis methods is more effective, the false positive rates are compared. The lower the false positive rate, the more appropriate this method to be applied in the polymerization kettle fault diagnosis system. Diagnostic results are as Table 1 .
It can be clearly seen from the simulation results that there are many cases exceeding the control limits and the false positive rate is quite serious for the traditional principal component analysis method and the kernel principal component analysis method before the 50 sampled points, which will lead to the incorrect judgment of the operators. But, in the fault detection of Dynamic Kernel Principal Component Analysis, there are only two false alarms, and the introduction of fault phase, obvious beyond control limit, thus improves the efficiency of fault diagnosis. In order to further find out the cause of the problem, we need to make further classification of failure data, to ensure rapid recovery production, and now we will extract 100 groups detected by DKPCA. There are two types of failures, respectively, one is resin transformation due to temperature and pressure, and the other failure is caused by the stirring electric current; in order to make better separation of two types of failure, we use the method of judging the FDA, and the results are shown in Figure 6 .
By the graph, we can see clearly that * represents the failure caused by temperature and pressure and I represents the failure caused by stirring electric current increased, fault separation accuracy reached 97%, and it can be used to isolate two faults in the polymerization process.
Conclusions
Based on the traditional principal component analysis and kernel principal component analysis, the data of dynamic principle were introduced, introducing Dynamic Kernel Principal Component Analysis method, which is used for fault detection to the dynamic and nonlinear strong polymerizing process. At the same time, there are further references to the FDA methods for fault isolation. Simulation results show that the method can real time monitor the change of variables in the polymerization process; the fault of the polymerization process is more sensitive to reduce the probability of false alarm and can quickly find out the cause of the problem. Results indicate that this method can be applied to the fault handling of polymerization, at the same time, and, for the general nonlinear dynamic chemical process, also it has certain applicability.
