Abstract This study examines individuals' perception of their own road-mortality risk. Swedish data on respondents' subjective risk beliefs is used and compared with objective risk estimates. The objective risk is defined as the risk of the respondent's own age and gender group, and it is found that low and high risk groups over-and underassess their risk levels, respectively. This study replicates the analysis used by Andersson and Lundborg (2007) and the pattern of over-and underassessment found confirms their findings. As in their study, risk beliefs are updated in line with the Bayesian learning model, a relationship not statistically significant in this study, though. Regarding results of individual characteristics and risk beliefs in both studies, whereas, e.g., gender effects are robust, other results suggest a weak relationship between the perception of own road-mortality risk and individual characteristics.
Introduction
Individuals engage in risky activities on a daily basis, some of which they do voluntarily, like smoking or skiing, where for the latter the risk is part of the benefit of the activity. Other hazards are part of daily routines that cannot easily be avoided, e.g. eating or commuting to work or school. If individuals have accurate perceptions about risks, they will be able to make well-informed decisions and expose themselves to an optimal risk level.
Numerous studies have examined individuals' perception of mortality risk (Slovic, 2000) , and the empirical evidence suggests that individuals misperceive mortality risks. This bias does not only influence individuals' ability to make well-informed decisions, it may also result in policy makers not allocating resources in an optimal manner, since they may base their decisions on objective risk measures or experts' assessments. Biased risk perception may also have an impact on preference elicitation. For instance, if individuals overassess mortality risks, monetary estimates of reducing mortality risks may be positively biased (Gayer et al., 2000; Bleichrodt and Eeckhoudt, 2006) . Hence, knowledge about individual risk perception is important not only from a research perspective, but also from a policy perspective.
Most studies of risk beliefs examine how individuals perceive the risk of different hazardous activities for a given population (e.g. Viscusi, 1997, 2004) , and the evidence from them strongly suggests that individuals over-and underassess the probability of low and high risk events, respectively (Lichtenstein et al., 1978; Morgan and et al., 1983; Benjamin and Dougan, 1997; Viscusi et al., 1997; Hakes and Viscusi, 2004; Armantier, 2006) . Andersson and Lundborg (2007) extended the analysis of mortality risk perception and instead examined how individuals perceive mortality risks to themselves.
They studied two risks, road-traffic and overall mortality risk, and found a similar pattern to the one in the literature on population risks for road-traffic mortality, i.e. an over-and underassessment for low and high risk groups, respectively. For overall mortality risk they found that all groups underassessed the risk.
This study further examines individuals' perception of their own mortality risk. We use a data set from a Swedish contingent valuation (CVM) study in which respondents were asked about their preferences for increased food and car safety. This data set provides us with individual-level data, which enables us to examine how individual risk perception and bias are affected by socio-economic and demographic factors. Hakes and Viscusi (2004) and Andersson and Lundborg (2007) used individual-level data in their analyses of perceived mortality risk and found that several socio-economic and demographic attributes, for instance education, income, health status and gender, influenced individuals' risk perception.
The aims of this study are the same as in Andersson and Lundborg (2007), i.e. to examine if: (i) perceived risks differ from objective risks, (ii) the probability of underestimation varies in terms of demographic characteristics, (iii) there is any correlation between the magnitude of bias and individual characteristics, and (iv) the risk perception formation of own risk follows the pattern found in Lichtenstein et al. (1978) . As in Andersson and Lundborg (2007) , objective risk is defined as the risk of the respondents' peers (i.e. their own gender and age group). By conducting a similar analysis we are able to examine whether the findings in Andersson and Lundborg (2007) are robust, which is one objective of this study.
The following section briefly reports on previous findings in the empirical literature on mortality risk perception, and describes the Bayesian learning model. We thereafter describe the data set used.
Section 4 contains the results. We find that low risk groups overassess their mortality risk, whereas high risk groups underassess their risk. Regarding the size of the risk bias, we only find statistically significant correlations between individual attributes and the size of the bias for respondents who perceive their risk to be lower than that of their peers. Moreover, we find weak support for a Bayesian updating of individuals' risk perception. We discuss and relate our results to Andersson and Lundborg (2007) in section 5, before concluding the study in section 6.
Risk perception

Empirical findings
It is well established that lay people's subjective risk beliefs differ from objective risk measure (Sunstein, 2002; Slimak and Dietz, 2006) . Reasons for this difference are individuals' known difficulties of judging small probabilities (Kahneman and Tversky, 1979; Kahneman et al., 1982) , and that lay people are more influenced in their perceptions by media coverage, own experience, etc., of the hazards (Slovic, 1987) .
The empirical evidence also suggests that individual characteristics influence risk beliefs, and one characteristic that has been thoroughly examined is gender. There is strong evidence that females perceive risky activities as more dangerous than males do (Viscusi, 1991; Savage, 1993; Liu and Hsieh, 1995; Davidson and Freudenberg, 1996; Antoñanzas et al., 2000; Dosman et al., 2001; Brown and Cotton, 2003; Lundborg and Lindgren, 2004) . The reason for this gender difference has been debated, and suggestions that the difference is biological, or that women are less informed than men, have been questioned (Flynn et al., 1994; Finucane et al., 2000; Barke et al., 1997; Slovic et al., 1997; Steger and Witt, 1989) . Plausible explanations are rather that women dislike risk more than men (Powell and Ansic, 1997; Jianakoplos and Bernasek, 1998; Hersch, 1998) and that men often have more go gain from risky activities (Davidson and Freudenberg, 1996) .
Other attributes that have been shown to influence risk perception are age, income level, and education. Whereas the effect of age varies with the type of hazard (Dosman et al., 2001; Dickie and Gerking, 1996) , income and education level seem to reduce the individual perception of risk (Savage, 1993; Dos-man et al., 2001) . There is also evidence suggesting that the more educated have a more accurate risk perception (Hakes and Viscusi, 2004) . Further, it has also been found that the presence of children in the household (Dosman et al., 2001; Davidson and Freudenberg, 1996) and negative experience of the hazardous activity (Dickie and Gerking, 1996; Matthews and Moran, 1986) increase the risk perception.
This study examines individuals' perception of their own traffic-mortality risk. The empirical evidence would suggest that individuals will underassess this risk for two reasons: (i) exposure to the risk is to some degree voluntary, which means that it is less "troublesome" compared to other risks (Sunstein, 2002, p. 67) , and (ii) optimism bias is known to be greater for risks to oneself and risks that are perceived controllable by one's own actions (Weinstein, 1989) . Based on other empirical evidence, we also expect the optimism bias to be larger for men than for women (DeJoy, 1992) , and larger for younger than for older male drivers (Matthews and Moran, 1986; Glendon et al., 1996) .
The results in Andersson and Lundborg (2007) did not support a systematic optimism bias, the sign and size of the bias depended on gender and age. The empirical evidence on risk perception and traffic risk suggests a dependence on age and gender, with females and older respondents having a higher perception of risk (Rafaely et al., 2008; Rosenblom et al., 2008) . Research also suggests that individuals' perception of the risk of their own age group is more accurate that their perception of population risks or the risk of other groups (Benjamin and Dougan, 1997; Benjamin et al., 2001; Armantier, 2006; Rafaely et al., 2008) . Hence, based on the empirical evidence, we expect females to be more likely to overassess their risk, whereas the optimism bias is likely to be the largest for young males.
Bayesian risk formation
Numerous studies have found evidence suggesting that individuals update their risk perception in a Bayesian manner (Viscusi, 1985; Smith and Johnson, 1988; Viscusi, 1991 Viscusi, , 1992 Dickie and Gerking, 1996; Hakes and Viscusi, 1997; Gayer et al., 2000) . The Bayesian learning model is outlined in several other papers (e.g. Viscusi, 1989 Viscusi, , 1998 and for reasons of brevity the description of the model is kept short here.
The basic concept of the Bayesian updating process is illustrated in Figure 1 . Individuals' prior risk beliefs are represented by the horizontal line. When they obtain new information, for instance through campaigns or their own experience, they update their beliefs. If the new information resulted in perfectly informed individuals, the perceived risk would be represented by the 45 degree line. However, empirical evidence suggests that learning is only partial, and, hence, individuals overassess and underassess low and high probability events, respectively, as represented by the unbroken line (Lichtenstein et al., 1978; Hakes and Viscusi, 2004; Armantier, 2006) . New risk information may take different forms. We follow Viscusi (1991) and assume that the individuals' risk beliefs are determined by three sources of information; prior risk assessment (q), experience (a), and "specific risk information" (r). Experience refers not only to experience of risky activities, but also to demographic and socio-economic characteristics that can be assumed to influence the individual's experience of the risks, e.g. gender or wealth level. Specific risk information refers to information about risks that the individual is exposed to, e.g. campaigns about the risk of smoking, media coverage of earth quakes, or information on safety rankings of cars.
Based on the information sources above, the individual's risk beliefs may be defined as a weighted average of these sources,
where λ 1 , λ 2 ,and λ 3 denote the information content associated with q, a, and r, respectively. Let
, then Eq. 1 may be written as,
Equation 1 may be used to predict how new and/or changes in information content affect individual risk perception. For instance, by differentiating Eq. (1) with respect to λ 3 we can predict how a change in the informational content associated with risk information affects the individual's risk perception,
and, thus, ∂p
Equation (4) predicts that if the individual's experience of the risk and prior beliefs are lower than the specific risk information, then the perceived risk will increase as a result of the individual assigning more weight to the risk information.
Data
The data originate from a contingent valuation (CVM) survey conducted in Sweden in the fall of 2006.
The aim of the survey was to elicit respondents' preferences for food and car safety, i.e. their willingness to pay (WTP) to reduce the risk of these activities. This study only analyzes the information from the survey on the respondents' risk perception.
The respondents' preferences for food and car safety are analyzed in Sundström et al. (2008) and Andersson et al. (2008) , respectively.
The CVM survey was distributed to 1,898 randomly chosen individuals as a postal questionnaire.
A total of 34 surveys could not be delivered because of "recipient unknown" (e.g. the respondents had moved or the address was incorrect), and after two reminders a 49.4 percent response rate was achieved, i.e. n = 920. The respondents received a paper copy of the questionnaire, but were also informed in the accompanying covering letter that they had the option to complete the questionnaire on the web. Only 49 respondents chose that option, and thus, with few exceptions, observations were from respondents answering the paper questionnaire.
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The questionnaire consisted of five sections. The first section contained questions mainly related to food safety with a focus on risk perception, handling, experience, etc. In the second section the respondents faced an evaluation example. The aim of this section was to train respondents in trading wealth for safety. In order to communicate the risk and to help respondents understand the magnitude of the risk, a visual aid, in the form of a grid consisting of 10,000 white squares with the risks visualized as black squares, was included in this section (Corso et al., 2001) . The third section contained the WTP question for food safety, and again the same visual aid was used to communicate the baseline and the change of the risk levels. The fifth and final section asked follow-up questions on demographics and socio-economics.
The fourth section of the questionnaire focused on car safety and the question about individual risk perception used in this study was asked in that section. In order to test for framing effects on respondents' WTP, two versions of the questionnaire were constructed; one subsample with a monthly scenario, and the other subsample with an annual scenario. Thus, baseline risks, risk reductions, and payments were adapted to the time frame given. For this study the answers to the monthly scenario have been converted to annual values.
At the beginning of the section on car safety, the respondents were informed that (freely translated from Swedish):
The annual average risk of a fatal car crash is 7 in 100,000. The risk, though, is not only related to the characteristics of the car itself, and we would, therefore, like to ask some questions about your background as a driver/passenger.
The objective risk was estimated as the ratio between the number of annual fatalities in cars in relation to the number of cars in use. This risk measure has been used in hedonic price-risk studies in the car market (Atkinson and Halvorsen, 1990; Dreyfus and Viscusi, 1995; Andersson, 2005) and is not a probability measure but a risk ratio (the risk measure could be larger than one). It is close to the population roadmortality risk, 6.42 per 100,000 (see Table 2 ), and has the advantage for the WTP question that the baseline risk is higher compared with a measure based on car fatalities in relation to the population. This means that the risk reductions the respondents were asked to state their WTP for may be larger and, thus, easier to communicate. Hence, we use the respondents' answers about car-mortality risk as a proxy for road-mortality risk, and from now on subjective risk in this study is defined as population road-mortality risk.
After being presented with the information above, the respondents were then asked questions about whether they had a driving licence, access to a car in the household, driving or travelling distance by car and traffic injury experience, before they were asked about their own perceived mortality risk. This question was framed as follows:
If the annual average risk of dying as a result of a car crash is 7 in 100,000, what do you think is your own annual risk of dying as a result of a car crash?
I think that the risk is . . . . . . in 100,000.
As explained above, to improve respondents' understanding of the probability levels, the visual aids were used twice in the survey. Since the visual aids had been presented twice to the respondents before the WTP scenario on car safety, it was decided that it was not necessary to include the grid in that section as well.
Results
Descriptive statistics
The descriptive statistics of the survey are shown in Table 1 . The last column shows mean values of the general Swedish population of the relevant age group (18-74) for variables chosen to examine the representativeness of the sample. Besides the proportion of female respondents, which is higher compared with the general population, 59.6 vs. 49.6 percent, our sample appears to be representative of the general Swedish population. The high share of female respondents is assumed to be a result of the fact that the first half of the survey concerned food safety. Swedish women are still responsible for most of the household food production (> 60%) (Rydenstam, 2008) , and may therefore have a higher interest in food safey. Self-reported health status was obtained by asking respondents to mark their perceived health status on a visual analog scale in the form of a thermometer ranging from 0 to 100, where 100 was the best imaginable health state (EuroQol Group, 1990 ).
[ [1999] [2000] [2001] [2002] [2003] [2004] [2005] [2006] . Per 100,000, the overall mortality risk is 6.42, and 2.96 and 9.86 for women and men, respectively. Table 2 also reveals that men have a higher mortality risk for all age groups, and that the mortality risk follows a U-shape over the life cycle. That men are more likely to die in road traffic and that the objective mortality risk is U-shaped over age are not unique for Sweden (Elvik and Vaa, 2004) .
3 From an international perspective, the road-mortality risk is relatively low in Sweden.
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[ Regarding perceived mortality risk, about half of the respondents stated that their own risk was lower than the average objective risk. However, due to a small number of large values, the estimated perceived arithmetic mean in Table 1 is higher than the objective risk. In order to decrease the distorting effect of outliers among respondents' answers, we follow previous studies and focus on geometric means (Hakes and Viscusi, 2004; Andersson and Lundborg, 2007) . 5 The geometric means of perceived risk in Table 2 reveal that: (i) all female age groups, besides the youngest one, overassess their risk, (ii) all male age groups underassess their risk, and (iii) when men and women are grouped together only the age group with the lowest objective risk overassesses its risk, i.e. the age group 45-54. Most of the differences between objective and perceived risks are statistically significant. Regarding overall means, females and males over-and underassess their risks, respectively, and the full sample underassesses the mortality risk. These differences are statistically significant. Moreover, men accurately perceive their risk as higher than women's risk. The gender difference is not statistically significant, though. A scatter plot of the distribution of respondents' perceived road-mortality risk can also be seen in Figure 2 . 
Regression results
This section contains the regression results in the following order; a probit model on the probability of underassessment, an OLS model on absolute magnitude of risk bias, and an OLS model on risk formation. 4 See, e.g., references in previous footnote.
5 Arithmetic means are shown in Table 6 in the appendix.
6 To make the scatter plot more informative, only observations lower than 40 per 100,000 are shown in Figure 2 . This means excluding the answers from 32 respondents from the figure, of which 6 respondents stated that their road-mortality risk was between 1 and 20 percent.
7 Since the probit and OLS are well known, we have not included a description of the empirical models. For a description of the models, see any textbook on econometrics.
The results of the probability of underassessment are shown in Table 3 . The coefficient estimates show the marginal effect and reveal that women are less likely to state that their risk is lower than their peers (i.e. same gender and age group), that Annual mileage is negatively related to the perceived risk being lower than the objective risk, and that those who have a driving licence are less likely to state that their risk is lower than their peers. Thus, two of the variables related to road traffic experience are significantly negatively correlated with underassessment. Moreover, the number of children in the household aged 11-17 are also statistically significantly correlated with underassessment. Further, we find that Income is not statistically significant, a result that is also found when household income is instead included as a group variable. Two regressions on the magnitude of risk bias were run; one for those respondents who stated that their risk was lower than the objective risk, and one for those respondents who stated that their risk was equal to or higher than the objective risk. The results are shown in Table 4 and for those respondents who perceived their risk level to be equal to or higher than their peers, no variables are statistically significant.
For the other group, the bias is larger for younger respondents (reference group, Age 18-24 ), but the bias is not monotonically decreasing with age. The bias is also smaller for females, and for respondents with a university degree.
[ Table 4 about here.] Table 5 shows the results of risk perception formation. Since we only have cross sectional data, we do not have any information about prior risk assessment. The first term of Eq. (2) is, therefore, reflected by the intercept. We employ the same functional form as Hakes and Viscusi (2004) Table 7 in the appendix shows results from a multinomial logistic regression, where the probability of overand underassessment is analyzed simultaneously. We have decided to use the probability of underassessment in Table 3 as our main results for two reasons: (i) the probability of underassessment was estimated in Andersson and Lundborg (2007) and one objective of this paper is to test the robustness of their findings, and (ii) since we do not have any information about a reasonable band width for an accurate risk perception, chosen band widths will be ad hoc. In Table 7 and 0.55 of the risk information is incorporated at these levels, respectively.
Summary and discussion
This study analyzes individuals' perception of their own road-mortality risk. Using data from a new Swedish CVM study, it replicates the analysis in Andersson and Lundborg (2007) in order to test the robustness of their results. We find that some but not all the results are robust.
Our results suggest that low and high risk individuals over-and underassess their own road-mortality risk, respectively. This finding is line with the results in Andersson and Lundborg (2007) and the empirical evidence on population mortality risks, i.e. over-and underassessment of low and high probability events, respectively (e.g. Lichtenstein et al., 1978; Hakes and Viscusi, 2004) . Considering gender and age, our results show that males underassess their road-mortality risk, whereas all females, besides the youngest age group, which has the highest objective risk among females, overassess their road-mortality risk.
Moreover, for three of the female age groups, 18-19, 20-24, and 65-74 , the perceived mean is close to and not statistically significantly different from the objective risk. Further: (i) overall subjective risk is statistically significantly lower than objective risk, (ii) males perceive their risk to be higher than females; the difference is not statistically significant, though, (iii) males overall underassess their risk, and (iv) females overall overassess their risk. The findings (i)-(iii) are in line with Andersson and Lundborg (2007) .
Regarding (iv), female respondents in Andersson and Lundborg (2007) also overassessed their risk, but in their study the overassessment was not statistically significant.
The regression on the probability of underassessment shows, as expected based on the descriptive statistics, that females are less likely to underassess their risk. We also find that Annual mileage is negatively correlated with underassessment. Both these results support the findings in Andersson and 9 ∂ln(Perceived) ∂ln (Objective) = α1 + 2α2ln(Objective) Lundborg (2007) . We also find that respondents with a driving licence are less likely to underassess their road-mortality risk. Information about whether the respondents had a driving licence was not available in the data set used in Andersson and Lundborg (2007) , but the results of this study combined with the results of both studies suggest that Annual mileage and Driving licence may be proxies for risk exposure rather than skill or experience.
Regarding the size of the bias in respondents' risk perception, whereas no individual characteristics are statistically significantly correlated with the size of the bias for respondents with a subjective risk higher than or equal to the objective risk, age, gender, and a university degree are negatively correlated with the size of the bias for underassessors. The age reference group is respondents aged 18-24 and since the reference group in Andersson and Lundborg (2007) was 45-54 a direct comparison of the age effect is not relevant. The reason why age 45-54 was used in Andersson and Lundborg (2007) was because respondents in their study were informed about the objective risk of a 50 year old person. In our study respondents were informed about the population risk. We find that respondents with a university degree have a smaller bias among underassessors, a result not found in Andersson and Lundborg (2007) . Regarding the results of other covariates in Andersson and Lundborg (2007) ; males' risk bias was larger for both groups, Health status was statistically significant with different signs, and Annual mileage negatively and
Income positively influenced the risk bias among under-and overassessors, respectively. Hence, besides the gender effect among underassessors, the results differ.
In the regression on the formation of risk perception, we find no statistically significant correlation between perceived and objective risks. Thus, we cannot reject the fact that individuals do not update their risk perception in a Bayesian manner. However, the partial derivative, which ranges from -0.16 to 0.55, suggests a positive relationship between perceived and objective risks above the baseline risk level of 3.7 · 10 −5 . These results are also close to those in Andersson and Lundborg (2007) , where the partial derivative ranged from -0.25 to 0.55, with a positive slope above the risk level 3.8 · 10 −5 . Regarding other covariates, having a university degree, children aged 0-3, and a driving licence increase the perception of risk. These results differ compared to the results in Andersson and Lundborg (2007) , where self-reported health status, being male and having children aged 4-17 reduced the risk perception, whereas income level increased it.
Conclusions
Many of the findings in this study support the results in Andersson and Lundborg (2007) . Over-and underassessment for low and high risk groups are confirmed, and the Bayesian updating process based on objective risk reveals similar values between the studies. The effect of individual characteristics on the probability of underassessment, size of risk bias, and risk formation for several variables differs, however, between the studies. The result that females are more likely to overassess their own mortality risk, and that individuals who drive or travel more by car are less likely to underassess their risk is robust, though. Andersson and Lundborg (2007) examine two mortality risks, road and overall. They assumed that individuals would perceive road-traffic risk to be more controllable than overall risk, and thus to be more affected by optimism bias. Their results that road-mortality risk followed the pattern of over-and underassessment, whereas all groups underassessed overall mortality risk, therefore contradicted their expectations. Since our results confirm their findings on road-mortality risk, it may be that individuals perceive road risk as more exogenous, whereas they perceive their overall risk to be more under their own control. This could be explained by the fact that road risk is affected by exogenous factors, such as other road-users, weather conditions, etc., whereas overall risk to a large extent is determined by individual health factors, which can be influenced by decisions on smoking, exercising, etc.
A weakness of our analysis is that the objective risk is based on overall road-mortality risk, whereas the respondents in the CVM study were presented with and asked about car-mortality risk. The risk measure in the CVM questionnaire was, however, designed such that it would correspond closely to the road-mortality risk, i.e. the annual car risk ratio of 7 is close to the road risk of 6.42 per 100.000. Moreover, the respondents in Andersson and Lundborg (2007) were asked about their perception of road-mortality risk, and the fact that the patterns of risk bias and formation found in their study are supported by the results in this study suggests that the formulation may not be a crucial or decisive weakness.
This study contributes important knowledge about individuals' perception of their own mortality risk. Since individuals base their decisions on their perceived risk, our findings are important both for understanding risky behavior (Lundborg, 2007; Lundborg and Andersson, 2008; Khwaja et al., 2007; Deery, 1999) and for preference elicitation (Gayer et al., 2000; Bleichrodt and Eeckhoudt, 2006) . Hence, the results are important not only from a research but also from a policy perspective.
Appendix: Arithmetic Means
[ The hazards were "Heart and vascular diseases", "Lung cancer", "Car accidents", "AIDS/HIV", and "Food contamination". b: Age group 18-74. c: Mean estimates from three other Swedish studies using the same VAS measure, 84.14 (Andersson, 2007) , 85 (Koltowska-Häggström et al., 2007) , and 85.37 (Brooks et al., 1991) . 
