Abstract. We present here the solution of the problem on linearization of fourthorder equations by means of point transformations. We show that all fourth-order equations that are linearizable by point transformations are contained in the class of equations which is linear in the third-order derivative. We provide the linearization test and describe the procedure for obtaining the linearizing transformations as well as the linearized equation.
Introduction
The problem on linearization of second-order ordinary differential equations by means of point transformations was solved by Sophus Lie [1] in 1883. More specifically, he showed that the linearizable equations are at most cubic in the first-order derivative and gave the linearization test in terms of the coefficients of these equations.
In 1997, G. Grebot [2] studied the linearization of third-order equations by means of a restricted class of point transformations, namely t = ϕ (x) , u = ψ (x, y) . However, the problem was not completely solved.
In 2004, N.H. Ibragimov and S.V. Meleshko [3] solved the problem of linearization of third-order equations by means of point transformations. They showed that all thirdorder equations that are linearizable by point transformations are contained either in the class of equations which is linear in the second-order derivative, or in the class of equations which is quadratic in the second-order derivative. They provided the linearization test for each of these classes and describe the procedure for obtaining the linearizing transformations as well as the linearized equation.
The present paper is devoted to obtain criteria for a fourth-order equation to be linearizable by change of the dependent and independent variables. In our calculations we used computer algebra packages. The final results were checked by comparing with theoretical results on invariants as well as by applying to numerous known and new examples of linearization. The paper is organized as follows.
Point transformations of fourth-order equations
We consider the fourth-order ordinary differential equation
We apply a point transformation t = ϕ (x, y) , u = ψ (x, y)
to equation (1) . We begin with investigating the necessary conditions for linearization. The general form of (1) that can be obtained from linear equations by any point transformations (2) is found on this step. In consequence, we identify two candidates for linearization.
A linear fourth-order ordinary differential equation we use in the Laguerre form. In 1879, E. Laguerre showed that in linear ordinary differential equation of order n ≥ 3 the two terms of orders next below the highest can be simultaneously removed by equivalence transformation (see [4] , Section 10.2.1 and the references therein). Therefore, we write the general linear fourth-order equation in Laguerre's form
where t and u are the independent and dependent variables, respectively.
The candidates for linearization
Considering t and u as the new independent and dependent variables, respectively, one obtains the following transformation of the first-order derivative
where ϕ x = ∂ϕ ∂x , ϕ y = ∂ϕ ∂y , etc., and
′′′ ∂ ∂y ′′ + y (4) ∂ ∂y ′′′ + · · · is the total derivative. Likewise, one obtains the transformation of derivatives of the second and higher order. Namely, denoting by P (x, y, y ′ ) the right-hand side of (4),
Denoting by Q(x, y, y ′ , y ′′ ) the right-hand side of (5),
Denoting by R(x, y, y ′ , y ′′ , y ′′′ ) the right-hand side of (6),
Thus, (3) becomes 1
Here
is the Jacobian of the change of variables (2) . It is manifest from (8) that the transformations (2) with ϕ y = 0 and ϕ y = 0, respectively, provide two distinctly different candidates for linearization. If ϕ y = 0 we work out the missing terms in (8) , substitute the resulting expression in (3) and obtain the following equation
where
Definition 1.
We call (9) with arbitrary coefficients A 0 = A 0 (x, y),
, and D i = D i (x, y), (i = 0, . . . , 4), the first candidate for linearization.
If ϕ y = 0, we proceed likewise and setting r(x, y) = ϕx ϕy , arrive at the following equation
where 
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Definition 2.
We call (21) with arbitrary coefficients r = r(x, y),
, the second candidate for linearization.
Thus, we showed that every linearizable fourth-order equations belong either to the class of (9) or to the class of (21). In Sections 2.2 and 2.3, we formulate the main theorems containing necessary and sufficient conditions for linearization as well as the methods for constructing the linearizing point transformations for each candidate. Proofs of the main theorems and illustrative examples are provided in the subsequent sections.
The linearization test for equation (9)
Consider the first canditate for linearization, i.e. equation (9). In this case, the linearizing transformations (2) have the form
Theorem 1. Equation (9)
is linearizable if and only if its coefficients obey the following ten equations
Provided that the conditions (42)-(51) are satisfied, the linearizing transformation (41) is defined by a fourth-order ordinary differential equation for the function ϕ(x), namely by the Riccati equation
and by the following integrable system of partial differential equations for ψ(x, y)
and
where χ is given by (53) and Ω is the following expression
Finally, the coefficients α and β of the resulting linear equation (3) is given by
and β = (1600ϕ
Remark 1. Since the system of equations (42)- (51) provides the necessary and sufficient conditions for linearization, it is invariant with respect to the transformations (41). It means that the left-hand sides of (42)-(51) are relative invariants (of the second-order) for the equivalence group (41).
The linearization test for equation (21)
The following theorem provides the test for linearization of the second candidate. The necessary and sufficient conditions comprise eighteen differential equations (60)-(77) for twenty one coefficients of the (21). The linearizing change of variables (2) is determined by (78)-(81) for the functions ϕ(x, y) and ψ(x, y).
Theorem 2. Equation (21)
is linearizable if and only if its coefficients obey the following equations
Provided that the conditions (60)-(77) are satisfied, the transformations (2) mapping equation (21) to a linear equation (3) is obtained by solving the following compatible system of equations for the functions ϕ(x, y) and ψ(x, y)
The coefficients α and β of the resulting linear equation (3) is given by
and β = (1600∆ϕ
where Θ is the following expression
Remark 2. The equations (60)- (77) define eighteen relative invariants of the thirdorder for the general point transformation group (2).
Proof of the linearization theorems
The proof of the linearization theorems formulated above requires investigation of integrability conditions for the equations given in Section 2.1. We will consider the problem for the candidates (9) and (21) separately. The problem is formulated as follows. Given the coefficients A i (x, y), B i (x, y), C i (x, y), D i (x, y) and F i (x, y), H i (x, y), J i (x, y), K i (x, y) of the equations (9) and (21), respectively, find the integrability conditions of the respective equations for the functions ϕ and ψ.
Proof of Theorem 1
Let us turn to the proof of Theorem 1 on linearization of (9). Namely, given the coefficients A i (x, y), B i (x, y), C i (x, y), D i (x, y) of (9), we have to find the necessary and sufficient conditions for integrability of the over-determined system (10)-(20) for the unknown functions ϕ(x) and ψ(x, y).
We first rewrite the expressions (10) and (11) for A 1 and A 0 in the following form
Comparing the mixed derivative (ψ yy ) x = (ψ xy ) y , one arrives at (42)
Then (12), (13) and (14) are written in the form
1 − 8C 2 + 12A 1y = 0, and
respectively. So that one obtains (43), (44) and (45) respectively. Furthermore, (15) for C 0 becomes
Differentiation of (87) with respect to y yields
Thus one gets (46). Therefore (16), (17) and (18) can be written in the form of (47), (48) and (49), respectively.
One can determine α from (19), as the following
Since ϕ = ϕ(x), we have α y = 0 yields (50)
From (20) one finds
Forming the mixed derivative (ψ xxxx ) y = (ψ xy ) xxx one obtains
Since ϕ = ϕ(x), we have β y = 0 yields (51)
From (87) one can rewrite the representation for C 0 upon denoting χ = ϕxx ϕx leads to (52) and the representations for ψ yy and ψ xy in the equations (85) and (86) become (54) and (55). Rewriting the representation for α from (88) in the form
, and thus β of (90) becomes
Finally, one obtains (89) in the form
Hence we complete the proof of Theorem 1.
Proof of Theorem 2
In the case of (21), the problem is formulated as follows. Given the coefficients (21), find the necessary and sufficient conditions for integrability of the over-determined system of equations (22)- (40) for the unknown functions ϕ(x, y) and ψ(x, y). Recall that, according to our notation, the following equations hold
Let us simplify the expression (22) as follow
Comparing the mixed derivative (ϕ x ) yy = (ϕ yy ) x one obtains
Rewriting (23) in the form
Forming the mixed derivative ∆ xy = (∆ x ) y one arrives at (60)
Then (24)- (27) are written in the form of (61)- (64), respectively. Furthermore, (28) becomes
Now, consider the equation (∆ yy ) x = (∆ x ) yy , one gets (65) 
One can determine α from (34), as the following
Now the equation α x − rα y = 0 leads to (70). Furthermore, one considers (ψ x ) yyyy = (ψ yyyy ) x , yields Let us turn now to the integrability problem. One can find all fourth-order derivatives of the functions ϕ and ψ by using (91), (92) and (94). So that one obtains at (78)-(81). Finally, the coefficients α and β of the resulting linear equations (95) and (96) are given by
, where
Hence we complete the proof of Theorem 2.
Illustration of the linearization theorems

An example on Theorem 1
Example 1. Consider the nonlinear ordinary differential equation
It is an equation of the form (9) with the coefficients
One can check that the coefficients (98) obey the conditions (42)-(51). Thus, the equation (97) is linearizable. We have
and the equation (52) is written as
Let us take its simplest solution χ = 0 . Then invoking (53), we let
Now the equations (54)-(55) are written
and yield
Since one can use any particular solution, we set K = 2, f (x) = 0 and take
Invoking (99) and noting that (57) yields Ω = 0, one can readily verify that the function ψ = x 2 y 2 solves equation (56) as well. Hence, one obtains the following transformations
Since Ω = 0, equations (58) and (59) give
Hence, the equation (97) is mapped by the transformations (100) to the linear equation
Example 2. The third-order member of the Riccati Hierarchy is given by Euler et al. [5] as
Applying [6] , and [7] 
It is an equation of the form (9) with the coefficients Since one can use any particular solution, we set K = a, f (x) = 0 and take ψ = ω a .
Invoking (104) and noting that (57) yields Ω = 0 , one can readily verify that the function ψ = ω a solves equation (56) as well. So that one obtains the following transformations
Since Ω = 0, equations (58) and (59) gives
Hence, the equation (102) u(x, t) = H(x − Dt).
Substituting the representation of a solution into (106), one finds
It is an equation of the form (9) with the coefficients 
Since the coefficients (108) do not satisfy the linearization conditions (46), (49) and (51), hence, the equation (107) is not linearizable. Let us test the equation (109) for linearization by using Theorem 2. It is manifest that the equations (60)- (77) are satisfied by the coefficients (110). Thus, the equation (109) is linearizable, and we can proceed further. Let us take its simplest solution ϕ = y and ψ = x which satisfy the compatible system of equations (78) 
Since Θ = 8 , equations (82) and (83) give
Hence, the equation (109) is mapped by the transformations (111) to the linear equation
