We adjoin complete first kind Abelian integrals of genus two to solve the general degree six algebraic equation a 0 z 6 + a 1 z 5 + · · · + a 6 = 0 by genus two theta constants. Using the same formulas, later we resolve degree five, four and three algebraic equations. We study the monodromy group, which permutes the roots of degree six polynomials.
Introduction
Two thousand years B.C. the Babylonians, Indians and Chinese solved some special cases of second and third degree equations; Diophantus was the first to expound the theory of the solution of quadratic equations ax 2 + bx + c = 0 in his book "Arithmetica" (third century A.C.). The solution of any cubic equation is nowadays known as Cardano formula and was derived in the beginning of 16 th century by del Ferro. In 1545 was published Ferrari's method for resolving by radicals the fourth degree equations.
During the next three hundred years, fruitless efforts were made to find solutions by radicals of the fifth and higher degrees equations, which coefficients are letters. It was finally demonstrated by Abel [1] in 1826 that such solutions do not exist. A complete answer to the question when an algebraic equation is solvable by radicals was given by Galois [6] about the year 1830.
These discoveries of Abel and Galois had been followed by the also remarkable theorems of Hermite and Kronecker: in 1858 they independently proved that we can solve the algebraic equations of degree five by using an elliptic modular function [8] , [12] . The result of Hermite and Kronecker was in fact analogous to the formula by an elliptic integral. Kronecker thought that the resolution of the equation of degree five would be a special case of a more general theorem which might exist. This hypothesis was realized in few cases by F. Klein [11] ; Jordan [10] showed that any algebraic equation is solvable by modular functions.
In 1984 Umemura realized the Kronecker idea in his appendix to Mumford's book [13] , deducing from a formula of Thomae [16] a root of arbitrary algebraic equation by Siegel modular forms. This solution was expressed by genus n+2 2 theta constants related the hyperelliptic curve
with, P n (z) is the n th degree polynomial, whose roots have to be found. Especially if n = 6, R n is a genus 4 hyperelliptic curve and its matrix of the periods depends on 10 parameters which, however, are not free: there exists a Schottky relation between them and two Schottky-type relations extracting hyperelliptic between general genus four curves.
The aims of this paper are to resolve the equation P 6 (z) = 0 by genus two theta constants and to give both elementary and transparent proof; in particular, Thomae's formula will be avoided. We use a simple idea: if ∆ denotes the Riemann theta divizor for genus two algebraic curve R : w 2 = P 6 (z) and A denotes Abel's map, then the Riemann theta function f (Q) := θ A(Q − ∆) vanishes identically for Q ∈ R; differentiating f (Q) and setting Q = (z = z j , w = 0) gives explicitly the root z j of the polynomial P 6 (z).
Moreover, we resolve each degree five, four or three algebraic equation, specifying correspondingly z 6 = ∞; z 6 = ∞, z 5 = 0; z 6 = ∞, z 5 = 0, z 4 = 1 to be roots of the polynomial P 6 (z).
In section 4 we study the monodromy group of degree six polynomials. This group turns out [14] to be the symplectic group Sp 4 (F 2 ). Finally we discuss the theorem of Torelli in the case of genus two Riemann surfaces.
Explicit roots of degree six polynomials
In this section, we will find explicit expressions for the roots of an arbitrary degree six polynomial in terms of genus two theta constants; it seems that the formulas for the roots (Theorem 2.1) could not be simplified.
Let us fix a degree six polynomial
The complex Sturm theorem [17] says that there exists an algorithm of separation the roots of the polynomial P 6 (z) and further we shall consider that each root z j is located inside some circle U j ∈ C.
Choose an arbitrary order z 1 , z 2 , . . . , z 6 of the already localized roots and fix some paths γ 12 , γ 34 and γ 56 to join correspondingly U 1 with U 2 , U 3 with U 4 and U 5 with U 6 , see the figure (1b) below. This defines a single-valued branch of the function
when z crosses some γ ij , the sign of w has to be changed. More generally, w is a well-defined meromorphic function on the genus two Riemann surface
Equip R with a canonical basis of cycles A 1 , A 2 , B 1 , B 2 ⊂ R, such that: (i) the intersection indexes are
(ii) the projection on the z-plane z * B 1 surrounds U 1 and U 2 , while z * A 1 surrounds U 2 and U 3 , z * A 2 surrounds U 4 and U 5 , z * B 2 surrounds U 5 and U 6 . Alternatively, chosen first the projections z * A k and z * B k , then the cycles and, therefore,
It is a standard fact [7] that the matrix of the periods
is a (2 × 2) symmetric matrix and Im Ω > 0; the last property enables to define correctly the Riemann theta function with characteristics α = (
This classical function obeys the laws Recall also that the two dimensional complex torus
is named Jacobian of R and the Abel's map is defined by
the point Q ini ∈ R is arbitrary but fixed. An easy computation shows that
and hence if Q m := z = z m , w = 0 denotes the m th Weierstrass point on R,
Analogously, the following identities are true on J(R):
, which suggests to connect the Weierstrass points Q j and the six odd half-periods:
To have got more compact expressions for the roots of P 6 (z), write
for the first partial derivatives of thetas, taken at u = 0.
Theorem 2.1
The roots of the polynomial P 6 (z) are written by
Proof. According to Riemann's theorem on the theta divisor [7] , either the section
vanishes identically, or f (Q) has exactly two zeroes on R. 
We have used w 2 = P 6 (z) to deduce 2w dw = P 6 (z) dz.
The algorithm of extracting the roots
In this short section we briefly recall the procedure for computing the roots of any fixed degree six polynomial P 6 (z) with complex coefficients and different roots.
Step 1. Apply the complex Sturm theorem to localize the roots z 1 , z 2 , . . . , z 6 of P 6 (z).
Step 2. Fix the z-images z * A 1 , z * A 2 , z * B 1 and z * B 2 of the cycles A 1 , A 2 , B 1 and B 2 as in the above figure (1b).
Step 3. Compute the integrals
Step 4. Compute the matrix of the periods
Step 5. Write down the roots 
and q rs := exp πiΩ rs for r, s = 1, 2.
The monodromy group
The algorithm of computing the roots of a polynomial P 6 (z) requires to fix their order z 1 , z 2 , . . . , z 6 ; whereas the (extended) monodromy group permutes the six roots. Intending to study this monodromy, we shall introduce certain groups, normal subgroups, factor-groups, exact sequences and homomorphisms:
By B 6 we have denoted the braids group with six strings, five generators b 1 , . . . , b 5 and 10 relations [2] , [5] :
for s = 1, 2, 3, 4,
Each braid can be considered as a continuous map
modulo homotopy of f , which implies the braids group B 6 coincides with the fundamental group π 1 (C 6 − D) and the points (z 1 , . . . , z 6 ) of the configuration space C 6 − D are the roots of P 6 (z) = a 0 
As b 1 , . . . , b 5 are conjugate each other, B 6 could be generate by b 2 1 = 1 complements relations (1), see [5] .
Notice that the same relations (2) 
preserving the intersection indexes. Algebraically,
Next figures demonstrate the correspondence between the braid b 1 , the monodromy ν 1 and the symplectic change µ 1 :
• • generate Sp 4 (Z), see [3] , and
On the other hand, the second congruence subgroup of Sp 4 (Z)
can be defined as follows: first µ Sketch of the proof. As we have a surjective homomorphism B 6 → Sp 4 (Z) and the congruence subgroups B 6 and Γ 2 (4) are generated in an identical manner, the homomorphism S 6 → Sp 4 (F 2 ) is surjective, too. To establish the isomorphism, we must prove that the group Sp 4 (F 2 ) has order 720, like S 6 does.
As usual, consider the chain of subgroups where κ is certain eight root of unity, independent on u and Ω. The last equality between theta-function-gradients yields for every m = 1, 2, . . . , 6 the equality
and, henceforth, the invariant equality
5 A resolution of degree less than six algebraic equations 1. All derived formulas for the roots of P 6 (z) remain true for each degree five polynomial
with simple roots and a 1 = 0; just assume a 0 = 0 and the root z 6 = ∞, i.e. the denominator
vanishes, which defines both integrals σ 11 , σ 12 up to a multiplicative constant ξ.
According to the classical Rosenhain formulas [15] , for m, s = 1, . . . , 6, m < s, to evaluate the constant ξ, we compute explicitly the roots of P 5 (z): 
In case a 2 = 0 we define ξ with the help of Viète's formulas. Then the classical Torelli theorem [7] claims that the Riemann surface R can be restored by its Jacobian J(R) = C 2 Λ(Ω), or, which is the same, by Λ(Ω). On the other side, each (2 × 2) symmetric matrix Ω with Im Ω > 0 defines a two-dimensional complex torus T := C 2 Λ(Ω) and then the Riemann surface
Similar arguments hold for the polynomials
has Jacobian J(R) = T . This formula effectively solves the Torelli theorem for genus two Riemann surfaces, see also [4] .
The symplectic group Sp 4 (Z) leaves Λ(Ω) and thus the Riemann surface R(Ω) invariant, while the group-action 
remains algebraically isomorphic to R(Ω).
Alternatively, any two different rank four lattices Λ(Ω) and Λ(Ω ) in C 2 must define algebraically non-isomorphic Riemann surfaces R(Ω) and R(Ω ) by (3). The moduli space, i.e. the variety of all algebraically non-isomorphic genus two Riemann surfaces M 2 = 2 × 2 symmetric matrix Ω with Im Ω > 0 modulo Sp 4 (Z) − action = PGL 2 (C) degree 6 polynomials with different roots S 6 = (ξ 1 , ξ 2 , ξ 3 ), ξ j ∈ C −{0, 1}, ξ 1,2,3 are different modulo S 6 − action, where the S 6 -elements reorder the roots of P 6 (z), an unique element of PGL 2 (C) normalizes them in the form (0, 1, ∞, ξ 1 , ξ 2 , ξ 3 ); then we forget for 0, 1, ∞ to obtain a S 6 -action on triples (ξ 1 , ξ 2 , ξ 3 ). In general, there are 720 S 6 -equivalent triples (ξ 1 , ξ 2 , ξ 3 ).
