Motivation: The local score of a biological sequence analysis is a mathematical tool largely used to analyse biological sequences. Consequently, determining an accurate estimation of its distribution is crucial. Results: First, we study the accuracy of classical results on the local score distribution in independent and identically distributed model using a Kolmogorov-Smirnov goodness of fit test. Second, we highlight how the length of the segment that realizes the local score improves the classical setting based on local score only. Finally, we study which part of the sequence contributes to the local score.
Introduction
Statistical aspect of biological sequence analysis has been largely studied from the 1990's Waterman, 1995) . In practice, a biological sequence is considered as a succession of letters which belong to a finite set fA 1 ; . . . ; A k g (In the case of DNA, the letters of interest are A, C, G and T.) (nucleotides or amino acids). A score is a function s that gives a real number to any letter A i . For sequences of a given type, the score permits to determine their physico-chemical properties (As an illustration, the reader is referred to http://web.expasy.org/prots cale/ for numerous and different scale scores.). The local score H n of a sequence ðA k Þ 1 6 k 6 n of length n, is defined by 
where X 0 ¼ 0 and X k ¼ sðA k Þ for kP1. It is usually supposed that the random variables (r.v.) ðX i Þ 1 6 i 6 n are independent and identically distributed (i.i.d.). The random variable H n plays a central role in the analysis of biological sequences and therefore the calculation of its statistical significance is crucial. It is an active and challenging field (see reviews Borodovsky and Ekisheva, 2006; Karlin, 2005; Lesk, 2005; Mitrophanov and Borodovsky, 2006 and recent articles Xia et al., 2015; Wolfsheimer et al., 2011) . The asymptotic behaviour of H n , when n ! þ1, depends on the mean score value E½X (see Waterman, 1994 or Waterman, 1995, Chapter 11 for the alignment case, Mercier, 1999 or Daudin et al., 2003 for the one sequence case).
The length L n of the segment which realizes the local score is defined as j À i where i and j are the two integers which realize the maximum in (1). This random variable is also of interest (Arratia and Waterman, 1989) and the asymptotic behaviour of L n when n goes to þ1 and E½X < 0 has been determined in Dembo and Karlin (1991a,b) . In another context, the authors established a classical extremal type limit law for the length of common words among a set of random sequences (Karlin and Ost, 1988) . Reinert and Waterman (2007) gave a result on the distribution of the length of the longest exact match for a random sequence across another sequence. In Chabriac et al. (2014) , the authors proposed a slightly different local score H Ã n , which is defined as H n but when the last meander of the process is excluded, and introduced the associated length L Ã n (see Section 5 for details). When E½X ¼ 0, they derived the asymptotic behaviour of PðH Ã n P ffiffiffi n p a; L Ã n 6 n'Þ for aP0 and 0 6 ' 6 1. Moreover, it has been proven in Lagnoux et al. (2015) that PðH n ¼ H Ã n Þ converges to an explicit value as n ! 1 that traduces the fact that the probability that H n is achieved on a final part of the sequence is quite constant when n is large.
The goal of this article is to illustrate different results on the local score distribution assuming an i.i.d. model, especially the one based on the pair (local score, length) and the one on the local score position. In Section 2, we recall different results related to the distribution of the local score under the hypothesis that ðX k Þ 1 6 k 6 n is an i.i.d. sequence of a given distribution. In Section 3, we measure with statistical tests how different approximations of the local score distribution fit to simulated sequences. In particular, our simulations show that the popular Karlin and Altschul approximation is not accurate in a wide range of situations. In Section 4, we add to the local score the length of the segment that realizes it and we study the induced changes with numerical simulations. We also study specificity (SPC) and sensitivity (TPR) for the different methods given in Section 2. In Section 5, we introduce a new 1D statistic which is a function of H Ã n and L Ã n and we test its distribution. Finally, we estimate the probability that H Ã n ¼ H n in different settings. This leads us to illustrate the result on the local score position.
The calculation of the power of our tests is obviously a question which arises naturally but goes beyond the scope of the present article and constitutes a challenge. In the setting of comparison of two sequences, Reinert et al. (2009) have determined the power of tests related to common word occurrences.
2 Review on the local score distribution for i.i.d. R.V
The authors in Mercier and Daudin (2001) have proven that PðH n PaÞ ¼ ð1; 0; . . . ; 0Þ Á P n Á ð0; . . . ; 0; 1Þ 0 ;
where P is a ða þ 1Þ-square matrix linked to the distribution of ðX i Þ and the sign 0 stands for the transpose of a matrix. Relation (2) is called the exact method and is only usable when n is 'small'. In the case where the mean score is negative, the distribution of H n minus a logarithmic term converges to a Gumbel distribution (Karlin and Altschul, 1990; Karlin and Dembo, 1992) :
where k is the unique positive root of E½e xX ¼ 1 and K Ã depends on the distribution of ðX i Þ. For the two sequences case, a generalization of this result has been implemented in particular in the software BLAST . Cellier et al. (2003) have proposed another approximation for PðH n 6 a þ log n k Þ:
where
are suitable constants that depend on the distribution of X 1 . Note that k in (3) equals log ð1=R 1 Þ and the first term of the sum in (4) gives the Karlin et al. limit.
When E½X ¼ 0, the asymptotic behaviour of the local score is given in Daudin et al. (2003) by
and the rate of convergence has been established in Etienne and Vallois (2003) . Whatever the sign of E½X, Etienne (2002) suggested: Chabriac et al. (2014) have proved for aP0 and 0 6 ' 6 1
where ðH Ã ð1Þ; L Ã ð1ÞÞ is defined in Equation (2.4) and (2.8) in Chabriac et al. (2014) . Notice that these results concern the distribution of H n whereas, as seen in the sequel, we are more interested in the distribution tail.
3 Results accuracy for the local score
Usual illustrations
In Figure 1 we illustrate this point, with regression lines ðx; log ðÀlog PðH n 6 xÞÞÞ for different values of n, where PðH n 6 xÞ is calculated using the exact method. We observe a common slope while the value at the origin log ðnK Ã Þ differs according to the sequence length n. In sequence comparison, such graphics are largely used to validate the accuracy of the Gumble approximation and to estimate the values of the parameters K Ã and k. However, to our knowledge, goodness-of-fit tests have never been done. In Figure 2 , when E½X ¼ 0, we compare formulas (5) and (6) with the cumulative distribution function (c.d.f.) obtained by the exact method (2) via a log -log plot. Such a graphic allows to focus on the tail distribution. The graphic shows that formula (5) is not appropriate for such sequence length used, showing that the Fig. 1 . Three regression lines ðx ; log ðÀlog PðHn 6 x ÞÞÞ obtained for n ¼ 100, 1000 and 3000, where PðHn 6 x Þ has been calculated with the exact method convergence is very slow whereas (6) holds for large values of a and n ¼ 10 3 .
Goodness-of-fit tests for the local score
Recall that the empirical distribution function F N associated with a N-sample (Kolmogorov, 1941) test is based on the distance D N of F N and the c.d.f. F of T: D N ¼ max t jF N ðtÞ À FðtÞj. We consider a N-sample of sequences of length n. We realize tests with the target distribution T ¼ H n and different distributions for H n :
i. the Karlin et al. limit, i.e. E½X < 0 and F(x) is equal to the right hand side of (3) with x ¼ a þ log ðnÞ=k. We also consider its improvement (4); ii. F is the distribution function of (2) valid whatever is the sign of E½X; iii. F given by (6) valid whatever the sign of E½X. Now we compute the distance D N . For E½X < 0 (cases i, ii and iii), the results are given in Figure 3 , where N ¼ 10 4 and E½X ¼ À2.
The horizontal line corresponds to the Kolmogorov and Smirnov 1%-quantile. The graph shows that the exact method (2) Table 1 ).
Taking into account the length of the local score
The aim of this section is first to compare the results using the single local score H n and the pair (H n , L n ) where L n is the length of the (last) segment that realizes the local score H n , second to determine the sequences that are statistically interesting and finally to determine SPC and TPR.
Lists of the best significant sequences
We consider the 606 sequences of the SCOP ('Structural Classification of Proteins') file (CF scop2dom 20140205aa. http:// scop2.mrc-lmb.cam.ac.uk/downloads/) and use the hydrophobic scale of Kyte and Doolittle (1982) . For any sequence i, 1 6 i 6 606, n i stands for its length and h ni (resp. ' ni ) denotes its score (resp. the length that realizes this local score). In this data set, the minimal value of n i is 18, the maximal one is 404 and the mean of all the n i 's is 115.3. Figure 4 gives the 606 observed local scores and lengths ðh ni ; ' ni Þ 1 6 i 6 606 . Then, we compute the probability PðH ni Ph ni Þ for all i, via the exact method based on (2) (In that view, we approximate the distribution of the individual scores using the 606 observed sequences.). In order to compare the test based on the local score and the one making use of the local score-length, we only consider the ten sequences i 1 ; . . . ; i 10 with the smallest probabilities for the local score:
PðH ni 1 Ph ni 1 Þ 6 . . . 6 PðH ni 10 Ph ni 10 Þ:
Then, for any k, 1 6 k 6 10, we simulate N ¼ 10 5 i.i.d. sequences of length n i k and we estimate PðH ni k Ph ni k ; L ni k 6 ' ni k Þ (The probability in (7) converges very slowly to the theoretical limit given in Chabriac et al. (2014) that leads us to simulate a large number of sequences via the Monte Carlo method.). The characteristics of the top ten sequences are gathered in Table 2 . Three sequences, called i 11 , i 12 and i 13 , are added at the bottom of Table 2 . Then we have ordered PðH ni k Ph ni k ; L ni k 6 ' ni k Þ for all 1 6 k 6 13 and mention the rank of each sequence in the last column. The new ordered list based on the local Fig. 2 . Representation of PðHn 6 x Þ for each observed local score x in the sample using the exact distribution given by (2) (x-axis) and the results based on (5) and (6) (y-axis). The logarithmic scale allows to focus on the distribution tail score-length is different from the one considering the local score only. For instance, the sequences of the bottom of Table 2 have a high local score probability but they have a low one considering the local scorelength. It would be possible to determine all the a-false negative sequences but it would be an heavy computationally task. Our purpose is just to show that the lists of ranked sequences using either the local score or the local score-length are very different.
False negative sequences
We compute PðH n Ph; L n 6 'Þ and PðH n PhÞ for some values of h and ' using a Monte Carlo scheme. The simulation of a sample of N sequences of length n gives rise to ðh n;i ; ' n;i Þ 1 6 i 6 N . Naturally, PðH n PhÞ (respectivley PðH n Ph; L n 6 'Þ) is estimated by
1j fhPhn;ig 1j fh 6 'n;ig
We plot in Figure 5 the cloud of points ðPðH n Ph n;i Þ; PðH n Ph n;i ; L n 6 ' n;i ÞÞ; 1 6 i 6 N. Since PðH n PhÞPPðH n Ph; L n 6 'Þ then all the points are above the first bisector. According to statistical significance based on the tool of P-values (see the Appendix A for more details), a sequence with H n ¼ h and
PðH n PhÞ > a > PðH n Ph; L n 6 'Þ; for a given level a 2 ½0; 1.
We can see first that there are a large percentage of false negative (about 1/3 for a ¼ 5% observed for different values of n) and second, the probabilities for the local score and the pair can be very different (many points are far from the first bisector). Under H 1 the elements of the modified segment have a positive expectation, then it is expected that the local score is larger than under H 0 but not so much since the difference between the positive and the negative mean score is weak. The detection of the true negative sequences is then not too obvious. We have also considered other segment lengths, but the results are are similar. We choose an expected score positive to create the replacing segments as the goal is to create locally in the sequences segment with a higher local score than expected under H 0 . But we do not choose a too large positive expectation as the detection of the segment should have been too obvious. Some other segment lengths have been studied, but it does not change the results globally. For these 6:10 4 sequences, we compute the local scores and lengths. The local score P-values are calculated for each sequence using the different methods for E½X < 0 given in Section 2. For the pair (H n , L n ), an empirical p-value is deduced using a Monte Carlo scheme using the 3:10 4 sequences under H 0 . For different thresholds a and each method, we Table 2 . Top10 local score list for the SCOP file 2 (top) and three false negative significant sequences (bottom), pair estimation means the estimation of and (H n , L n ) order is the order given by the probability of the pair. As those observations are extreme, the estimations are not specified even for 10 5 simulated sequences. 
SPC and TPR
n i h ni ' ni P-value H n Pair (H n , L n ) order
10
Exact probability refers to PðH ni ! h ni Þ, pair estimation means the estimation of PðH ni ! h ni ; L ni 6 ' ni Þ and (H n , L n ) order is the order given by the probability of the pair. As those observations are extreme, the estimations are not specified even for 10 5 simulated sequences. Tables 3  and 4 . For E H0 ½X about 0, Etienne (6) gives the best TPR and the worst SPC but (6) should not be used for an expected score under E H0 ½X really negative. Comparing together the others methods (with E H0 ½X about 0 and small thresholds), the specificities are very good and equivalent. Nevertheless, taking into account the length gives a better TPR whatever the value of the threshold is. For E H0 ½X really negative, the specificities are still very good and equivalent while the different values of the TPR are equivalent but the smallest is given by the pair method.
Results accuracy for the pair

Background and notation
The local score of Smith and Waterman defined by (1) can be rewritten as H n ¼ max 0 6 j 6 n U j where ðU k Þ kP0 is the Lindley process. Let us define the maximum on completely observed excursions up to time n:
where g n :¼ maxfk 6 n; U k ¼ 0g. The last time that achieves the maximum of U before g n is:
the left end-point of the excursion straddling f Ã n is:
for the length of the (last) segment that realizes the local score on completely observed excursions. In other words, H Ã n and L Ã n are the respective counterparts of H n and L n when the last meander of the process is excluded. Obviously, the local score is realized on a completely observed excursion if and only if H Ã n ¼ H n . All the random variables introduced above can be viewed in Figure 6 .
The 'star' version is not far from the original one when E½X < 0: the last incomplete excursion is not generally long. But, this can be different when E½XP0. Section 6 discusses these differences. Figure 7 (left) the log-log plot associated with an empirical estimation of PðH Ã n 6 h Ã n;• Þ and the theoretical value of its limit derived from Chabriac et al. (2014) , Theorem 2.4. As expected, we observe the convergence of the estimates to the diagonal (plain line) as n grows.
First illustrations
Goodness-of-fit tests for the pair
A statistical test based on two-dimensional r.v. ðH Ã n ; L Ã n Þ is not easy to perform because there are no satisfactory 2D-extensions of the Kolmogorov-Smirnov tests (Justel et al., 1997; Lopes et al., 2007) . One way to tackle the problem is to go back to dimension one using random projections (Cuesta-Albertos et al., 2006) ; considering for instance the random variable
The first reason comes from ; tP0Þ remains a Brownian motion. Second, in our context, we are interested in sequences with high local score and small length that is with a ratio
4 . As done previously, we represent in Figure 7 (right) the log-log plot associated with the empirical value of PðH
Þ and the value of its limit (Chabriac et al. 2014) , Theorem 2.4. The convergence appears to be slower than the one related to H Ã n . Then, we perform a classical Kolmogorov-Smirnov test to check the adjustment of
.2) to the limit. The results are summarized in Table 5 . Working with a ¼ 1%, the threshold is 1:62810 À2 so the adjustment of the simulated observations to the theoretical result is always rejected. That confirms the convergence in (7) is very slow. As a consequence, the approximation is not enough accurate for such studied lengths. Note that we have been already faced to a similar problem in Subsection 3.2, cases i with Karlin approximation and ii.
6 Local score position
Here we study how H Ã n and the usual local score H n may differ i.e. when the local score is realized on the last incompletely observed excursion. Let us note p c ðnÞ ¼ PðH n ¼ H Ã n Þ. When E½X ¼ 0, Theorem 1.1 in Lagnoux et al. (2015) proves that p c ðnÞ converges to p c which is close to 30%: the probability that the local score is achieved at the final part of a long sequence is about 70%. Note that it is also non intuitive that p c ðnÞ is quite constant even if the sequence length n increases.
Here we illustrate this non-intuitive result. We calculate p c ðnÞ with simulated sequences with length n, for different values of n and E½X, see Figure 8 . We can observe that for E½X ¼ 0 the convergence to p c is very fast. For E½X < 0; p c ðnÞ is logically increasing with n and with jE½Xj, as the number of complete excursions also increases. We also consider the real sequence SCOP1 (SP scop2dom 20140205aa. http://scop2.mrc-lmb.cam.ac.uk/downloads/) and SCOP2 datasets, using the hydrophobic scale (Kyte and Doolittle, 1982) and the results are given in Table 6 . In the biological setting of SCOP files, around half of the sequences realize its local score on a completely observed excursion.
Conclusion
The best choice of the distribution of H n among all the available possibilities is given in Table 7 . Considering both the local score H n and the length L n of the segment that realizes it, permits to exhibit new significant sequences. Working with this pair also improves the detection of truly positive sequences especially if E½X is about 0.
Studying theoretically the power of the test is an open problem. Indeed, the alternative hypothesis H 1 must be specified and even a very simple case such as sequences with implanted segment differently distributed than the distribution under H 0 leads to a complicated mathematical question. Table 7 . Methods advised to use in which cases.
(2) ' 10 3 (2) and (4) (2) (2) ! 10 4 (4), (3) and (6) (6) & (7) (6) that the null hypothesis under consideration is true. In practice, we choose a level a and reject the null hypothesis H 0 as soon as p 6 a.
