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Containment Control of Linear Multi-Agent Systems with
Multiple Leaders of Bounded Inputs Using Distributed
Continuous Controllers ∗
Zhongkui Li, Zhisheng Duan, Wei Ren, Gang Feng
Abstract: This paper considers the containment control problem for multi-agent systems with general linear
dynamics and multiple leaders whose control inputs are possibly nonzero and time varying. Based on the relative
states of neighboring agents, a distributed static continuous controller is designed, under which the containment
error is uniformly ultimately bounded and the upper bound of the containment error can be made arbitrarily
small, if the subgraph associated with the followers is undirected and for each follower there exists at least one
leader that has a directed path to that follower. It is noted that the design of the static controller requires the
knowledge of the eigenvalues of the Laplacian matrix and the upper bounds of the leaders’ control inputs. In
order to remove these requirements, a distributed adaptive continuous controller is further proposed, which can
be designed and implemented by each follower in a fully distributed fashion. Extensions to the case where only
local output information is available are discussed.
Keywords: Multi-agent systems, containment control, cooperative control, consensus, adaptive control.
1 Introduction
Consensus is a fundamental problem in the area of cooperative control of multi-agent systems and has
attracted a lot of interest from the systems and control community in the last decade. Consensus means
that a group of agents reaches an agreement on a physical quantity of interest by interacting with their
local neighbors. For recent advances of the consensus problem, readers are referred to [1, 2, 3, 4, 5, 6, 7,
8, 9, 10, 11] and references therein. Roughly speaking, existing consensus algorithms can be categorized
into two classes, namely, consensus without a leader and consensus with a leader. The case of consensus
with a leader is also called leader-follower consensus or distributed tracking.
The distributed tracking problem deals with only one leader. However, in some practical applica-
tions, there might exist more than one leader in agent networks. In the presence of multiple leaders, the
containment control problem arises, where the followers are to be driven into a given geometric space
spanned by the leaders [12]. The study of containment control has been motivated by many potential
applications. For instance, a group of autonomous vehicles (designated as leaders) equipped with neces-
sary sensors to detect the hazardous obstacles can be used to safely maneuver another group of vehicles
(designated as followers) from one target to another, by ensuring that the followers are contained within
the moving safety area formed by the leaders [12, 13]. A hybrid containment control law is proposed in
[12] to drive the followers into the convex hull spanned by the leaders. Distributed containment control
problems are studied in [14, 13, 15] for a group of first-order and second-order integrator agents under
fixed and switching directed communication topologies. The containment control is considered in [16] for
second-order multi-agent systems with random switching topologies. A hybrid model predictive control
scheme is proposed in [17] to solve the containment and distributed sensing problems in leader/follower
multi-agent systems. The authors in [18, 19, 20] study the containment control problem for a collection
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of Euler-Lagrange systems. In particular, [19] discusses the case with multiple stationary leaders, [20]
studies the case of dynamic leaders with finite-time convergence, and [18] considers the case with para-
metric uncertainties. In the above-mentioned works, the agent dynamics are assumed to be single, double
integrators, or second-order Euler-Lagrange systems, which might be restrictive in some circumstances.
The containment control for multi-agent systems with general linear dynamics is considered in [21], which
however assumes the leaders’ control inputs to be zero. In many cases, the leaders might need nonzero
control actions to regulate their state trajectories, e.g., to avoid obstacles or to form a desirable safety
area.
In this paper, we study the distributed containment control problem for multi-agent systems with
general linear dynamics and multiple leaders whose control inputs are possibly nonzero and time varying.
Based on the relative states of neighboring agents, a distributed discontinuous controller is designed
to ensure that the containment error asymptotically converges to zero, if the subgraph associated with
the followers is undirected and for each follower there exists at least one leader that has a directed
path to that follower. It is pointed out that the discontinuous controller may cause the undesirable
chattering phenomenon in real implementation. To eliminate the chattering effect, using the boundary
layer concept, a static continuous containment controller is then constructed, under which the containment
error is uniformly ultimately bounded and the upper bound of the containment error can be made
arbitrarily small. It is noted that the design of this static containment controller requires the knowledge
of the eigenvalues of the Laplacian matrix and the upper bounds of the leaders’ control inputs. In
order to remove these requirements, a distributed adaptive continuous containment controller is further
proposed. A distinct feature of the proposed adaptive containment controller is that it can be designed
and implemented by each follower in a fully distributed fashion without requiring any global information.
Extensions to the case where only local output information is available are discussed. Based relative
estimates of the states of neighboring agents, distributed observer-based containment controllers are
proposed. A sufficient condition for the existence of these containment controllers is that each agent is
stabilizable and detectable.
Compared to the previous works [12, 14, 13, 15, 16, 18, 19, 20, 21], the contribution of this paper is
at least three-fold. First, in contrast to [12, 14, 13, 15, 16, 18, 19, 20] which puts restrictions on the
agent dynamics and [21] which assumes the leaders’ control inputs to be zero, the results obtained in
this paper are applicable to multi-agent systems with general linear dynamics and multiple leaders whose
control inputs are possibly nonzero and bounded. Second, contrary to the discontinuous controllers in
[14, 13, 15, 20, 18], a distinct feature of the proposed containment controllers is that they are continuous,
for which case the undesirable chattering phenomenon can be avoided. It is worth mentioning that with
the discontinuous functions replaced with the continuous ones, it is no longer clear how the controllers
and the adaptive gain design will function. It is hence challenging to analyze and show the ultimate
boundedness of the containment errors and the adaptive coupling gains using the proposed continuous
controllers. Third, the adaptive containment controllers proposed in this paper can be implemented in a
fully distributed fashion without requiring any global information.
The rest of this paper is organized as follows. Some useful results of the graph theory and ultimate
boundedness are reviewed in Section 2. The containment control problem is formulated and discontinuous
containment controllers are proposed in Section 3. Distributed static and adaptive continuous contain-
ment controllers based on the relative state information are considered in Section 4. Extensions to the
case with output feedback controllers are discussed in Section 5. Simulation examples are presented in
Section 6 to illustrate the analytical results. Conclusions are drawn in Section 7.
2
2 Mathematical Preliminaries
2.1 Notations
Let Rn×n be the set of n × n real matrices. The superscript T means transpose for real matrices. IN
represents the identity matrix of dimension N . Denote by 1 a column vector with all entries equal to one.
diag(A1, · · · , An) represents a block-diagonal matrix with matrices Ai, i = 1, · · · , n, on its diagonal. For
real symmetric matrices X and Y , X > (≥)Y means that X−Y is positive (semi-)definite. A⊗B denotes
the Kronecker product of matrices A and B. For a vector x ∈ Rn, let ‖x‖ denote its 2-norm. For a
symmetric matrix A, λmin(A) and λmax(A) denote, respectively, the minimum and maximum eigenvalues
of A. A matrix is Hurwitz (stable) if all of its eigenvalues have strictly negative real parts.
2.2 Graph Theory
A directed graph G is a pair (V , E), where V = {v1, · · · , vN} is a nonempty finite set of nodes and
E ⊆ V × V is a set of edges, in which an edge is represented by an ordered pair of distinct nodes. For
an edge (vi, vj), node vi is called the parent node, node vj the child node, and vi is a neighbor of vj . A
graph with the property that (vi, vj) ∈ E implies (vj , vi) ∈ E for any vi, vj ∈ V is said to be undirected.
A path from node vi1 to node vil is a sequence of ordered edges of the form (vik , vik+1), k = 1, · · · , l− 1.
A subgraph Gs = (Vs, Es) of G is a graph such that Vs ⊆ V and Es ⊆ E . A directed graph contains a
directed spanning tree if there exists a node called the root, which has no parent node, such that the
node has directed paths to all other nodes in the graph.
The adjacency matrix A = [aij ] ∈ R
N×N associated with the directed graph G is defined by aii = 0,
aij = 1 if (vj , vi) ∈ E and aij = 0 otherwise. The Laplacian matrix L = [Lij ] ∈ R
N×N is defined as
Lii =
∑
j 6=i aij and Lij = −aij, i 6= j. For undirected graphs, both A and L are symmetric. It is easy to
see that zero is an eigenvalue of L with 1 as a corresponding right eigenvector and all nonzero eigenvalues
have positive real parts. Furthermore, zero is a simple eigenvalue of L if and only if G has a directed
spanning tree [22, 23].
3 Problem Formulation and Discontinuous Containment Con-
trollers
Consider a group of N agents with general continuous-time linear dynamics, described by
x˙i = Axi +Bui,
yi = Cxi, i = 1, · · · , N,
(1)
where xi ∈ R
n, ui ∈ R
p, and yi ∈ R
q are, respectively, the state, the control input, and the output of
the i-th agent, and A, B, C, are constant matrices with compatible dimensions.
In this paper, we consider the case where there exist multiple leaders. Suppose that there areM (M <
N) followers and N−M leaders. An agent is called a leader if it has no neighbor and is called a follower if
it has at least one neighbor. Without loss of generality, we assume that the agents indexed by 1, · · · ,M ,
are followers, while the agents indexed by M + 1, · · · , N , are leaders. We use R , {M + 1, · · · , N} and
F , {1, · · · ,M} to denote, respectively, the leader set and the follower set. The communication graph
among the N agents is represented by a directed graph G, which satisfies the following assumption.
Assumption 1. The subgraph Gs associated with the M followers is undirected. For each follower,
there exists at least one leader that has a directed path to that follower.
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Denote by L the Laplacian matrix associated with G. Because the leaders have no neighbors, it is easy
to see that L can be partitioned as
L =
[
L1 L2
0(N−M)×M 0(N−M)×(N−M)
]
, (2)
where L1 ∈ R
M×M is symmetric and L2 ∈ R
M×(N−M).
Lemma 1 [20]. Under Assumption 1, all the eigenvalues of L1 are positive, each entry of −L
−1
1 L2 is
nonnegative, and each row of −L−11 L2 has a sum equal to one.
Different from the previous work [21] which assumes the leaders’ control inputs ui, i ∈ R, to be zero,
we consider here the general case where the leaders’ control inputs are possibly nonzero and time varying.
Suppose that the following mild assumption holds.
Assumption 2. The leaders’ control inputs ui, i ∈ R, are bounded, i.e., ‖ui‖ ≤ γi, i ∈ R, where γi
are positive constants.
The objective of this paper is to solve the distributed containment control problem for the agents in
(1), i.e., to design distributed controllers under which the states of the M followers can converge to the
convex hull spanned by the states of the leaders.
Note that the leaders’ control inputs are generally available to at most a subset of the followers. In
order to solve the containment problem, based on the relative state information of neighboring agents,
we propose a distributed static controller for each follower as
ui = c1K
N∑
j=1
aij(xi − xj) + c2gˆ
K N∑
j=1
aij(xi − xj)
 , i ∈ F , (3)
where c1 > 0 and c2 > 0 ∈ R are constant coupling gains, K ∈ R
p×n is the feedback gain matrix, aij is
the (i, j)-th entry of the adjacency matrix A associated with G, and the nonlinear function gˆ(·) is defined
as follows: for w ∈ Rn,
gˆ(w) =
 w‖w‖ if ‖w‖ 6= 0,0 if ‖w‖ = 0. (4)
Let xf = [x
T
1 , · · · , x
T
M ]
T , xl = [x
T
M+1, · · · , x
T
N ]
T , x = [xTf , x
T
l ]
T , and ul = [u
T
M+1, · · · , u
T
N ]
T . Then, it
follows from (1) and (3) that the closed-loop network dynamics can be written as
x˙f = (IM ⊗A+ c1L1 ⊗BK)xf + c1(L2 ⊗BK)xl + c2(IM ⊗B)G(x),
x˙l = (IN−M ⊗A)xf + (IM ⊗B)ul,
(5)
where L1 and L2 are defined as in (2), and Ĝ(x) ,

gˆ(K
∑N
j=1 a1j(x1 − xj))
...
gˆ(K
∑N
j=1 aMj(xM − xj))
 .
Introduce the following variable:
ξ , xf + (L
−1
1 L2 ⊗ In)xl, (6)
where ξ = [ξT1 , · · · , ξ
T
M ]
T . From (6), it is easy to see that ξ = 0 if and only if xf = (−L
−1
1 L2 ⊗ In)xl.
In virtue of Lemma 1, we can get that the containment control problem is solved if ξ converges to zero.
Hereafter, we refer to ξ as the containment error. By (6) and (5), it is not difficult to obtain that ξ
satisfies the following dynamics:
ξ˙ = (IM ⊗A+ c1L1 ⊗BK)ξ + c2(IM ⊗B)Ĝ(ξ) + (L
−1
1 L2 ⊗B)ul, (7)
where
Ĝ(ξ) =

gˆ(K
∑M
j=1 L1jξj)
...
gˆ(K
∑M
j=1 LMjξj)
 , (8)
4
with Lij denoting the (i, j)-th entry of L1.
Theorem 1. Suppose that Assumptions 1 and 2 hold. The parameters in the containment controller
(3) are designed as c1 ≥
1
λmin(L1)
, c2 ≥ max
i∈R
γi, and K = −B
TP−1, where P > 0 is a solution to the
following linear matrix inequality (LMI):
AP + PAT − 2BBT < 0. (9)
Then, the containment error ξ in (7) asymptotically converges to zero.
Proof. Consider the following Lyapunov function candidate:
V1 =
1
2
ξT (L1 ⊗ P
−1)ξ. (10)
Under Assumption 1, it follows from Lemma 1 that L1 > 0, so V1 is clearly positive definite. The time
derivative of V1 along the trajectory of (7) is given by
V˙1 = ξ
T (L1 ⊗ P
−1A+ c1L
2
1 ⊗ P
−1BK)ξ
+ c2ξ
T (L1 ⊗ P
−1B)Ĝ(ξ) + ξT (L2 ⊗ P
−1B)ul
=
1
2
ξTX ξ + c2ξ
T (L1 ⊗ P
−1B)Ĝ(ξ) + ξT (L2 ⊗ P
−1B)ul,
(11)
where
X = L1 ⊗ (P
−1A+ ATP−1)− 2c1L
2
1 ⊗ P
−1BBTP−1. (12)
Let bij denote the (i, j)-th entry of −L
−1
1 L2, which by Lemma 1, satisfies that bij ≥ 0 and
∑N−M
j=1 bij =
1 for i = 1, · · · ,M . In virtue of Assumption 2, we have
ξT (L2 ⊗ P
−1B)ul = ξ
T (L1 ⊗ In)(L
−1
1 L2 ⊗ P
−1B)ul
= −
[∑M
j=1 L1jξ
T
j · · ·
∑M
j=1 LMjξ
T
j
]
∑N−M
k=1 b1kP
−1Buk
...∑N−M
k=1 bMkP
−1Buk

= −
M∑
i=1
M∑
j=1
Lijξ
T
j P
−1B
N−M∑
k=1
bjkuk
≤
M∑
i=1
‖BTP−1
M∑
j=1
Lijξj‖
N−M∑
k=1
bjk‖uk‖
≤
M∑
i=1
‖BTP−1
M∑
j=1
Lijξj‖max
i∈R
γi.
(13)
From (4) and (8), it follows that
ξT (L1 ⊗ P
−1B)Ĝ(ξ) =
[∑M
j=1 L1jξ
T
j P
−1B · · ·
∑M
j=1 LMjξ
T
j P
−1B
]
×

−
BTP−1
∑M
j=1
L1jξj
‖BTP−1
∑
M
j=1
L1jξj‖
...
−
BTP−1
∑
M
j=1
LMjξj
‖BTP−1
∑
M
j=1
LMjξj‖

= −
M∑
i=1
‖BTP−1
M∑
j=1
Lijξj‖.
(14)
Then, we can get from (11), (13), and (14) that
V˙1 ≤
1
2
ξTX ξ − (c2 −max
i∈R
γi)
M∑
i=1
‖BTP−1
M∑
j=1
Lijξj‖
≤
1
2
ξTX ξ.
(15)
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In virtue of (9), we obtain that
(L
− 1
2
1 ⊗ P )X (L
− 1
2
1 ⊗ P ) = IM ⊗ (AP + PA
T )− 2c1L1 ⊗BB
T
≤ IM ⊗ [AP + PA
T − 2c1λmin(L1)BB
T ] < 0,
(16)
which, together with (15), implies V˙1 < 0. Therefore, the containment error ξ of (7) is asymptotically
stable, i.e., the containment problem is solved. 
Remark 1. As shown in [4], a necessary and sufficient condition for the existence of a P > 0 to the
LMI (9) is that (A,B) is stabilizable. Therefore, a sufficient condition for the existence of (3) satisfying
Theorem 1 is that (A,B) is stabilizable.
Remark 2. The distributed controller (3) consists of a linear term c1K
∑N
j=1 aij(xi − xj) and a
nonlinear term c2gˆ(K
∑N
j=1 aij(xi − xj)), where the nonlinear term is used to suppress the effect of the
leaders’ nonzero inputs. Without the nonlinear term in (3), it can be seen from (7) that even though K
is designed such that IM ⊗ A + c1L1 ⊗ BK is Hurwitz, the containment error will not converge to zero
due to the nonzero ul. Note that the function gˆ(·) in (3) is nonsmooth, implying that the containment
controller (3) is discontinuous. Since the right hand of (3) is measurable and locally essentially bounded,
the well-posedness and the existence of the solution to (7) can be understood in the Filippov sense [24].
4 Continuous State Feedback Containment Controllers
4.1 Static Continuous Containment Controllers
An inherent drawback of the discontinuous controller (3) is that it will result in the undesirable chattering
effect in real implementation, due to imperfections in switching devices [25, 26]. To avoid the chatter-
ing effect, one feasible approach is to use the boundary layer technique [25, 26] to give a continuous
approximation of the discontinuous function gˆ(·).
Using the boundary layer technique, we propose a distributed continuous static controller as
ui = c1K
N∑
j=1
aij(xi − xj) + c2g
K N∑
j=1
aij(xi − xj)
 , i ∈ F , (17)
where the nonlinear function g(·) is defined such that for w ∈ Rn,
g(w) =
 w‖w‖ if ‖w‖ > κ,w
κ
if ‖w‖ ≤ κ,
(18)
with κ being a small positive scalar, denoting the width of the boundary layer, and the rest of the variables
are the same as in (3). It is worth mentioning that g(·) is actually a saturation function. The readers
can refer to [27, 28] for previous results on consensus with input saturation constraints.
From (6) and (17), we can obtain that the containment error ξ in this case satisfies
ξ˙ = (IM ⊗A+ c1L1 ⊗BK)ξ + c2(IM ⊗B)G˜(ξ) + (L
−1
1 L2 ⊗B)ul, (19)
where
G˜(ξ) ,

g(K
∑M
j=1 L1jξj)
...
g(K
∑M
j=1 LMjξj)
 . (20)
The following theorem states the ultimate boundedness of the containment error ξ.
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Theorem 2. Assume that Assumptions 1 and 2 hold. Then, the containment error ξ of (19) under the
continuous controller (17) with c1, c2, and K chosen as in Theorem 1 is uniformly ultimately bounded
and exponentially converges to the residual set
D1 , {ξ : ‖ξ‖
2 ≤
2λmax(P )Mκmaxi∈R γi
αλmin(L1)
}, (21)
where
α =
−λmax(AP + PA
T − 2BBT )
λmax(P )
. (22)
Proof. Consider the Lyapunov function V1 as in the proof of Theorem 1. The time derivative of V1
along the trajectory of (19) is given by
V˙1 =
1
2
ξTX ξ + c2ξ
T (L1 ⊗ P
−1B)G˜(ξ) + ξT (L2 ⊗ P
−1B)ul, (23)
where X is defined in (12).
Next, consider the following three cases:
i) ‖K
∑M
j=1 Lijξj‖ > κ, i.e., ‖B
TP−1
∑M
j=1 Lijξj‖ > κ, i = 1, · · · ,M .
In this case, it follows from (18) and (20) that
ξT (L1 ⊗ P
−1B)G˜(ξ) = −
M∑
i=1
‖BTP−1
M∑
j=1
Lijξj‖. (24)
Then, we can get from (23), (13), and (24) that
V˙1 ≤
1
2
ξTX ξ.
ii) ‖BTP−1
∑M
j=1 Lijξj‖ ≤ κ, i = 1, · · · ,M .
From (13), we can obtain that
ξT (L2 ⊗ P
−1B)ul ≤Mκmax
i∈R
γi. (25)
Further, it follows from (18), (20), and (24) that
ξT (L1 ⊗ P
−1B)G˜(ξ) = −
1
κ
M∑
i=1
‖BTP−1
M∑
j=1
Lijξj‖
2 ≤ 0. (26)
Thus, we get from (23), (25), and (26) that
V˙1 ≤
1
2
ξTX ξ +Mκmax
i∈R
γi. (27)
iii) ξ satisfies neither case i) nor case ii).
Without loss of generality, assume that ‖BTP−1
∑M
j=1 Lijξj‖ > κ, i = 1, · · · , l, and ‖B
TP−1
∑M
j=1 Lijξj‖ ≤
κ, i = l + 1, · · · ,M , where 2 ≤ l ≤M − 1. It is easy to see from (13), (18), and (24) that
ξT (L2 ⊗ P
−1B)ul ≤ max
i∈R
γi[
l∑
i=1
‖BTP−1
M∑
j=1
Lijξj‖+ (M − l)κ],
ξT (L1 ⊗ P
−1B)Ĝ(ξ) ≤ −
l∑
i=1
‖BTP−1
M∑
j=1
Lijξj‖.
Clearly, in this case we have
V˙1 ≤
1
2
ξTX ξ + (M − l)κmax
i∈R
γi.
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Therefore, by analyzing the above three cases, we get that V˙1 satisfies (27) for all ξ ∈ R
Mn. Note that
(27) can be rewritten as
V˙1 ≤ −αV1 + αV1 +
1
2
ξTX ξ +Mκmax
i∈R
γi
= −αV1 +
1
2
ξT (X + αL1 ⊗ P
−1)ξ +Mκmax
i∈R
γi.
(28)
Because α = −λmax(AP+PA
T−2BBT )
λmax(P )
, in light of (9), we can obtain that
(L
− 1
2
1 ⊗ P )(X + αL1 ⊗ P
−1)(L
− 1
2
1 ⊗ P )
≤ IN ⊗ [AP + PA
T + αP − 2BBT ] < 0.
Then, it follows from (28) that
V˙1 ≤ −αV1 +Mκmax
i∈R
γi. (29)
By using the Comparison lemma [29], we can obtain from (29) that
V1(ξ) ≤ [V1(ξ(0)) −
Mκ
α
]exp(−αt) +
Nκmaxi∈R γi
α
, (30)
which implies that ξ exponentially converges to the residual set D1 in (21) with a convergence rate not
less than exp(−αt). 
Remark 3. Contrary to the discontinuous controller (3), the chattering effect can be avoided by using
the continuous controller (17). The tradeoff is that the continuous controller (17) does not guarantee
asymptotic stability. Note that the residual set D1 of the containment error ξ depends on the communi-
cation graph G, the number of followers, the upper bounds of the leader’s control inputs, and the width
κ of the boundary layer. By choosing a sufficiently small κ, ξ under the continuous controller (17) can
be arbitrarily small, which is acceptable in most circumstances.
4.2 Adaptive Continuous Containment Controllers
In the last subsection, to design the controller (17) we have to use the minimal eigenvalue λmin(L1) of L1
and the upper bounds γi of the leaders’ control inputs. However, λmin(L1) is global information in the
sense that each follower has to know the entire communication graph to compute it and it is not practical
to assume that the upper bounds γi, i ∈ R, are explicitly known to all followers. In this subsection, we
intend to design distributed controllers to solve the containment problem without requiring λmin(L1) nor
γi, i ∈ R.
Based on the relative states of neighboring agents, we propose the following distributed controller with
an adaptive law for updating the coupling gain for each follower:
ui = diK
N∑
j=1
aij(xi − xj) + di(t)r
K N∑
j=1
aij(xi − xj)
 ,
d˙i = τi
−ϕidi + [ N∑
j=1
aij(xi − xj)
T ]Γ[
N∑
j=1
aij(xi − xj)]
+ ‖K
N∑
j=1
aij(xi − xj)‖
 , i = 1, · · · ,M,
(31)
where di(t) denotes the time-varying coupling gain associated with the i-th follower, ϕi are small positive
constants, Γ ∈ Rn×n is the feedback gain matrix, τi are positive scalars, the nonlinear function r(·) is
defined as follows: for w ∈ Rn,
r(w) =
 w‖w‖ if di‖w‖ > κ,w
κ
di if di‖w‖ ≤ κ,
(32)
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and the rest of the variables are defined as in (17).
Let xf , xl, x, ul, and ξ be defined as in (19) and (6). Let D(t) = diag(d1(t), · · · , dM (t)). Then, it
follows from (1) and (31) that the containment error ξ and the coupling gains D(t) satisfy the following
dynamics:
ξ˙ = x˙f + (L
−1
1 L2 ⊗ In)x˙l
= (I ⊗A+DL1 ⊗BK)xf + (DL2 ⊗BK)xl + (D ⊗B)R(x)
+ (L−11 L2 ⊗A)xl + (L
−1
1 L2 ⊗B)ul
= (IM ⊗A+DL1 ⊗ BK)ξ + (D ⊗B)R(ξ) + (L
−1
1 L2 ⊗B)ul,
d˙i = τi
−ϕidi + [ M∑
j=1
Lijξ
T
j ]Γ[
M∑
j=1
Lijξj ] + ‖K
M∑
j=1
Lijξj‖
 , i = 1, · · · ,M,
(33)
where R(ξ) =

r(K
∑M
j=1 L1jξj)
...
r(K
∑M
j=1 LMjξj)
 .
The following theorem shows the ultimate boundedness of the states ξ and di of (33).
Theorem 3. Suppose that Assumptions 1 and 2 hold. The feedback gain matrices of the adaptive
controller (31) are designed as K = −BTP−1 and Γ = P−1BBTP−1, where P > 0 is a solution to
the LMI (9). Then, both the containment error ξ and the coupling gains di, i = 1, · · · ,M , in (33) are
uniformly ultimately bounded. Furthermore, if ϕi and ψi are chosen such that ̺ , maxi=1,··· ,M ϕiτi < α,
where α is defined as in (22), then ξ exponentially converges to the residual set
D2 , {ξ : ‖ξ‖
2 ≤
λmax(P )
λ2(α− ̺)
[
N∑
i=1
β2ϕi +
1
2
Mκ]}, (34)
where β ≥ max
i∈R
{ γi,
1
λmin(L1)
}.
Proof. Let d˜i = di − β, i = 1, · · · ,M . Then, (33) can be rewritten as
ξ˙ = (IM ⊗A+ D˜L1 ⊗BK)ξ + (D˜ ⊗B)R(ξ) + (L
−1
1 L2 ⊗B)ul,
˙˜
di = τi
−ϕi(d˜i + β) + [ M∑
j=1
Lijξ
T
j ]Γ[
M∑
j=1
Lijξj ] + ‖K
M∑
j=1
Lijξj‖
 , i = 1, · · · ,M, (35)
where D˜(t) = diag(d˜1(t) + β, · · · , d˜M (t) + β).
Consider the following Lyapunov function candidate
V2 =
1
2
ξT (L1 ⊗ P
−1)ξ +
M∑
i=1
d˜2i
2τi
,
As stated in the proof of Theorem 1, it is easy to see that V2 is positive definite. The time derivative of
V2 along (35) can be obtained as
V˙2 = ξ
T (L1 ⊗ P
−1A+ L1D˜L1 ⊗ P
−1BK)ξ
+ ξT (L1D˜ ⊗ P
−1B)R(ξ) + 2ξT (L2 ⊗ P
−1B)ul
+
M∑
i=1
d˜i
−ϕi(d˜i + β) + [ M∑
j=1
Lijξ
T
j ]Γ[
M∑
j=1
Lijξj ] + ‖K
M∑
j=1
Lijξj‖
 .
(36)
By substituting K = −BP−1, it is easy to get that
ξT (L1D˜L1 ⊗ P
−1BK)ξ = −
M∑
i=1
(d˜i + β)[
M∑
j=1
Lijξj ]
TP−1BBTP−1[
M∑
j=1
Lijξj ]. (37)
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For the case where di‖K
∑M
j=1 Lijξj‖ > κ, i = 1, · · · ,M , we can get from (32) that
ξT (L1D˜ ⊗ P
−1B)R(ξ) = −
M∑
i=1
(d˜i + β)‖B
TP−1
M∑
j=1
Lijξj‖. (38)
Substituting (37), (38), and (13) into (36) yields
V˙2 ≤ ξ
T (L1 ⊗ P
−1A)ξ − β
M∑
i=1
[
M∑
j=1
Lijξj ]
TP−1BBTP−1[
M∑
j=1
Lijξj ]
− (β −max
i∈R
γi)
M∑
i=1
‖BTP−1
M∑
j=1
Lijξj‖ −
M∑
i=1
ϕi(d˜
2
i + d˜iβ)
≤
1
2
ξTZξ +
1
2
M∑
i=1
ϕi(−d˜
2
i + β
2),
where we have used the fact that β ≥ max
i∈R
γi and −d˜
2
i − d˜iβ ≤ −
1
2 d˜
2
i +
1
2β
2 to get the last inequality and
Z = L1 ⊗ (P
−1A+ATP−1)− 2βL21 ⊗ P
−1BBP−1.
For the case where di‖K
∑M
j=1 Lijξj‖ ≤ κ, i = 1, · · · ,M , we can get from (32) that
ξT (L1D˜ ⊗ P
−1B)R(ξ) = −
M∑
i=1
(d˜i + β)
2
κ
‖BTP−1
M∑
j=1
Lijξj‖. (39)
Then, it follows from (37), (39), (13), and (36) that
V˙2 ≤
1
2
ξTZξ +
M∑
i=1
ϕi(d˜
2
i + d˜iβ)
−
M∑
i=1
(d˜i + β)
2
κ
‖BTP−1
M∑
j=1
Lijξj‖
2 +
M∑
i=1
(d˜i + β)‖B
TP−1
M∑
j=1
Lijξj‖
≤
1
2
ξTZξ +
1
2
M∑
i=1
ϕi(−d˜
2
i + β
2) +
1
4
Mκ.
(40)
Note that to get the last inequality in (40), we have used the following fact:
−
(d˜i + β)
2
κ
‖BTP−1
M∑
j=1
Lijξj‖
2 + (d˜i + β)‖B
TP−1
M∑
j=1
Lijξj‖ ≤
1
4
κ,
for (d˜i + β)‖K
∑M
j=1 Lijξj‖ ≤ κ, i = 1, · · · ,M .
For the case where di‖K
∑M
j=1 Lijξj‖ ≤ κ, i = 1, · · · , l, and di‖K
∑M
j=1 Lijξj‖ > κ, i = l + 1, · · · ,M .
By following the steps in the two cases above, it is easy to get that
V˙2 ≤
1
2
ξTZξ +
1
2
M∑
i=1
ϕi(−d˜
2
i + β
2) +
1
4
(M − l)κ.
Therefore, V˙2 satisfies (40) for all ξ ∈ R
Nn. Because βλmin(L1) ≥ 1, by following similar steps as in
the proof of Theorem 1, it is easy to shown that Z < 0 and thereby ξTZξ −
∑M
i=1 ϕid˜
2
i < 0. In virtue of
the result in [30], we get that the states ξ and di of (33) are uniformly ultimately bounded.
Next, we will derive the residual set for the containment error ξ. Rewrite (40) into
V˙2 ≤ −̺V2 +
1
2
ξT (Z + αL1 ⊗ P
−1)ξ −
1
2
M∑
i=1
(ϕi −
̺
τi
)d˜2i
−
α− ̺
2
ξT (L1 ⊗ P
−1)ξ +
1
2
M∑
i=1
β2ϕi +
1
4
Mκ
≤ −̺V2 −
λmin(L1)(α − ̺)
2λmax(P )
‖ξ‖2 +
1
2
M∑
i=1
β2ϕi +
1
4
Mκ.
(41)
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Obviously, it follows from (41) that V˙2 ≤ −̺V2 if ‖ξ‖
2 >
λmax(P )
λmin(L1)(α−̺)
[
∑M
i=1 β
2ϕi +
1
2Mκ]. Then, by
noting V2 ≥
λmin(L1)
2λmax(P )
‖ξ‖2, we can get that if ̺ ≤ α then ξ exponentially converges to the residual set D2
in (34) with a convergence rate faster than exp(−̺t). 
Remark 4. It is worth mentioning that introducing the term −ϕidi into (31) is inspiring the σ-
modification technique in the classic adaptive literature [31], which plays a vital role to guarantee the
ultimate boundedness of the containment error ξ and the adaptive gains di. From (34), we can observe
that the residual set D2 decrease as κ and ϕi decrease. Therefore, we can choose ϕi and κ to be relatively
small in order to guarantee a small containment error ξ. Contrary to the fixed containment controller
(17), the design of the adaptive controller (31) relies on only the agent dynamics, requiring neither the
minimal eigenvalue λ1(L1) nor the upper bounds of the leaders’ control input.
5 Continuous Output Feedback Containment Controllers
The containment controllers in the proceeding sections are based on the relative state information of
neighboring agents, which might not be available in some circumstances. In this section, we extend to
consider the case where the outputs, rather not the states, of the agents are accessible to their local
neighbors.
To achieve containment, we propose the following distributed observer-based containment controller
with fixed coupling gains:
v˙i = Avi +Bui + L(Cvi − yi),
ui = c1F
N∑
j=1
aij(vi − vj) + c2g
F N∑
j=1
aij(vi − vj)
 , i ∈ F , (42)
where vi ∈ R
n is the estimate of the state of the i-th follower, vj ∈ R
n denotes the estimate of the state
of the j-th leader, given by
v˙j = Avj +Buj + L(Cvj − yj), j ∈ R, (43)
L ∈ Rq×n and F ∈ Rp×n are the feedback gain matrices, and the rest of the variables are defined as in
(17). Distributed observer-based containment controllers with adaptive coupling gains can be similarly
given, which are omitted here for brevity.
Let zi = [x
T
i , v
T
i ]
T , zf = [z
T
1 , · · · , z
T
M ]
T , zl = [z
T
M+1, · · · , z
T
N ]
T , and z = [zTf , z
T
l ]
T . Then, the closed-
loop network dynamics resulting from (1) and (42) can be written as
z˙f = (IM ⊗M+ cL1 ⊗H) zf + c1(L2 ⊗H)zl + c2(IM ⊗ B)H(z),
z˙l = (IN−M ⊗M) zl + (IN−M ⊗ B)ul,
(44)
where
M =
[
A 0
−LC A+ LC
]
, H =
[
0 BF
0 BF
]
, B =
[
B
B
]
,
H(z) ,

g(J
∑N
j=1 a1j(z1 − zj))
...
g(J
∑N
j=1 aMj(zM − zj))
 , J = [0 F] .
Introduce the containment error in this case as
ζ = zf + (L
−1
1 L2 ⊗ I2n)zl, (45)
where ζ = [ζT1 , · · · , ζ
T
M ]
T . Similarly to the proceeding section, it is easy to get that ζ satisfies
ζ˙ = (IM ⊗M+ c1L1 ⊗H) ζ + c2(IM ⊗ S)H(ζ) + (L
−1
1 L2 ⊗ B)ul, (46)
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where H(ζ) =

g(J
∑M
j=1 L1jζj)
...
g(J
∑M
j=1 LMjζj)
 .
Theorem 4. Suppose that Assumptions 1 and 2 hold. Design the parameters of the observer-based
controller (42) such that A+LC is Hurwitz, c1 ≥
1
λmin(L1)
, c2 ≥ max
i∈R
γi, and K = −B
TP−1, where P > 0
is a solution to the LMI (9). The containment error ζ described by (46) is uniformly ultimately bounded.
Proof. Consider the following Lyapunov function candidate
V3 =
1
2
ζT (L1 ⊗Q)ζ,
where Q ,
[
ςQ −ςQ
−ςQ ςQ+ P−1
]
, Q > 0 satisfies that (A + LC)Q + (A + LC)TQ < 0, and ς > 0 is a
positive scalar to be determined later. By Schur Complement Lemma [32], it is easy to verify that Q > 0.
Because L1 > 0, V3 is positive definite. The time derivative of V3 along (46) can be obtained as
V˙3 = ζ
T (L1 ⊗QM+ c1L
2
1 ⊗QH)ζ
+ c2ζ
T (L1 ⊗QB)Ĥ(ζ) + ζ
T (L2 ⊗QB)ul.
(47)
Let ζ˜ = (IM ⊗ T )ζ with T =
[
I −I
0 I
]
. Then, (47) can be rewritten as
V˙3 =
1
2
ζ˜TY ζ˜ + c2ζ˜
T (L1 ⊗ Q˜B˜)Ĥ(ζ˜) + ζ˜
T (L2 ⊗ Q˜B˜)ul, (48)
where we have used the fact that J T−1 = J and
Y , L1 ⊗ (Q˜M˜ + M˜
T Q˜) + 2c1L
2
1 ⊗ Q˜H˜,
Q˜ =
[
ςQ 0
0 P−1
]
, M˜ =
[
A+ LC 0
−LC A
]
, H˜ =
[
0 0
0 BF
]
, B˜ =
[
0
B
]
.
Consider the case where ‖BTP−1
∑M
j=1 Lijζj‖ > κ, i = 1, · · · ,M . By noting that J = −
[
0 BTP−1
]
=
−B˜T Q˜, it is not difficult to get that
ζ˜T (L1 ⊗ Q˜B˜)Ĥ(ζ˜) = −
M∑
i=1
‖B˜T Q˜
M∑
j=1
Lij ζ˜j‖. (49)
By following the similar steps in (13), we can get that
ζ˜T (L2 ⊗ Q˜B˜)ul ≤ max
i∈R
γi
M∑
i=1
‖B˜T Q˜
M∑
j=1
Lij ζ˜j‖. (50)
Substituting (49) and (50) into (48) yields
V˙3 ≤
1
2
ζ˜TY ζ˜ − (c2 −max
i∈R
γi)
M∑
i=1
‖B˜T Q˜
M∑
j=1
Lij ζ˜j‖
≤
1
2
ζ˜TY ζ˜.
For the case where ‖BTP−1
∑M
j=1 Lij ζ˜j‖ ≤ κ, i = 1, · · · ,M , it is easy to see from (50), (18), and (49)
that
ζ˜T (L1 ⊗ Q˜B˜)Ĥ(ζ) ≤ −
1
κ
M∑
i=1
‖B˜T Q˜
M∑
j=1
Lij ζ˜j‖
2 ≤ 0,
ζ˜T (L2 ⊗ Q˜B˜)ul ≤Mκmax
i∈R
γi.
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Clearly, in this case we have
V˙3 ≤
1
2
ζ˜TY ζ˜ +Mκmax
i∈R
γi. (51)
For the case where ‖BTP−1
∑M
j=1 Lij ζ˜j‖ > κ, i = 1, · · · , l, and ‖B
TP−1
∑M
j=1 Lij ζ˜j‖ ≤ κ, i =
l + 1, · · · ,M , by following similar steps in the above two cases, it is not difficult to get that
V˙3 ≤
1
2
ζ˜TY ζ˜ + (M − l)κmax
i∈R
γi.
Therefore, we obtain from the above three cases that V˙3 satisfies (51) for all ζ ∈ R
2Nn. By noting
that Q˜H˜ ≤ 0, we have
(L
− 1
2
1 ⊗ I2n)Y(L
− 1
2
1 ⊗ I2n) ≤ IM ⊗ [Q˜M˜ + M˜
T Q˜+ 2c1λmin(L1)Q˜H˜]. (52)
Furthermore,
diag(I, P )[Q˜M˜+ M˜T Q˜+ 2c1λmin(L1)Q˜H˜]diag(I, P )
=
[
ς [Q(A+ LC) + (A+ LC)TQ] −CTLT
−LC AP + PAT − 2c1λmin(L1)BB
T
]
.
(53)
Because c1λmin(L1) ≥ 1, it follows from (9) that AP + PA
T − 2c1λmin(L1)BB
T < 0. Then, by choosing
ς > 0 sufficiently large and using Schur Complement Lemma [32], we can obtain that Q˜M˜ + M˜T Q˜ +
2c1λmin(L1)Q˜H˜ < 0. Then, it follows from (52) and (53) that Y < 0. Therefore, we get from (51) that
the containment error ζ is uniformly ultimately bounded. 
Remark 5. Containment control of multi-agent systems was previously studied in [12, 14, 13, 15, 16,
18, 19, 20, 21]. The agent dynamics are restricted to be single or double integrators in [12, 14, 13, 15, 16]
and to be second-order Euler-Lagrange systems in [18, 19, 20]. In [21], it is assumed that the leaders’
control inputs are zero. In contrast, Theorems 1-4 obtained in this paper are applicable to multi-agent
systems with general linear dynamics and multiple leaders whose control inputs are possibly nonzero
and bounded. Furthermore, contrary to the discontinuous controllers in [14, 13, 15, 20, 18], a distinct
feature of the proposed containment controllers (17), (31), and (42) is that they are continuous, and thus
the undesirable chattering phenomenon can be avoided. Another contribution of this paper is that the
adaptive containment controller (31) can be implemented in a fully distributed fashion without requiring
any global information.
6 Simulation Examples
In this section, a simulation example is provided to validate the effectiveness of the theoretical results.
7 1 6
8 2 5
3 4
Figure 1: The communication graph.
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Consider a network of eight agents with matching uncertainties. For illustration, let the communication
graph among the agents be given as in Figure 1, where nodes 7 and 8 are two leaders and the others are
followers. The dynamics of the agents are given by (1), with
xi =
[
xi1
xi2
]
, A =
[
0 1
−1 1
]
, B =
[
0
1
]
,
Design the control inputs for the leaders as u7 = K7x7 + 4 sin(2t) and u8 = K8x8 + 2 cos(t), with
K7 = −
[
0 2
]
and K8 = −
[
1 3
]
. It is easy to see that in this case u7 and u8 are bounded. Here we
use the adaptive control (31) to solve the containment control problem.
0 5 10 15 20 25 30 35 40
−2
−1.5
−1
−0.5
0
0.5
1
1.5
2
t
x i
1
0 5 10 15 20 25 30 35 40
−2
−1.5
−1
−0.5
0
0.5
1
1.5
2
t
x i
2
Figure 2: The state trajectories of the agents. The solid and dashdotted lines denote, respectively, the
trajectories of the leaders and the followers.
Solving the LMI (9) by using the Sedumi toolbox [33] gives the gain matrices K and Γ in (31) as
K = −
[
1.6203 4.7567
]
, Γ =
[
2.6255 7.7075
7.7075 22.6266
]
.
To illustrate Theorem 3, select κ = 0.1, ϕi = 0.005, and τi = 5, i = 2, · · · , 7, in (31). The state
trajectories xi(t) of the agents under (31) designed as above are depicted in Figure 2, implying that the
containment control problem is indeed solved. The coupling gains di associated with the followers are
drawn in Figure 3, which are clearly bounded.
0 5 10 15 20 25 30 35 40
−5
0
5
10
15
20
t
d i
Figure 3: The coupling gains di in (31).
7 Conclusion
In this paper, we have considered the containment control problem for multi-agent systems with general
linear dynamics and multiple leaders whose control inputs are possibly nonzero and time varying. Based
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on the relative states and relative estimates of the states of neighboring agents, distributed static and
adaptive continuous controllers have been designed, under which the containment error is uniformly
ultimately bounded, if the subgraph associated with the followers is undirected and for each follower there
exists at least one leader that has a directed path to that follower. A sufficient condition for the existence
of these containment controllers is that each agent is stabilizable and detectable. An interesting future
topic is to consider the distributed containment problem for the case with general directed communication
graphs.
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