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Abstract
Given a Wn-continuous semigroup f of unital, normal, completely positive maps of BðHÞ;
we introduce its continuous tensor product system Ef: If a is a minimal dilation E0-semigroup
of f with Arveson product system F ; then Ef is canonically isomorphic to F : We apply this
construction to a class of semigroups of BðL2ðRÞÞ arising from a modiﬁed Weyl–Moyal
quantization of convolution semigroups of Borel probability measures on R2: This class
includes the heat ﬂow on the CCR algebra studied recently by Arveson. We prove that the
minimal dilations of all such semigroups are completely spatial, and additionally, we prove
that the minimal dilation of the heat ﬂow is cocyle conjugate to the CAR/CCR ﬂow of
index two.
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0. Introduction
In this paper we are interested in W n-continuous semigroups of normal completely
positive maps of BðHÞ; H separable, and the classiﬁcation of their minimal dilations
to E0-semigroups. Bhat [9] has proved that such dilations always exist, and Arveson
[5] has clariﬁed the nature of minimality in this context. We will be particularly
interested in the case when the semigroup has an unbounded generator.
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Arveson [4,6] has provided a complete classiﬁcation of the minimal dilation of a
W n-continuous semigroup of normal, unital completely positive maps of BðHÞ (CP
semigroup, for short) with bounded generator. He showed that such an E0-semigroup
is always cocycle conjugate to a CAR/CCR ﬂow, and he also provided an explicit
description of the index, in terms of the bounded generator. These results extended
some independent and concurrent work of Powers [19] on the minimal dilation of CP
semigroups on matrix algebras, and previous work by Bhat [10] on one-dimensional
Evans–Hudson ﬂows.
This paper will consist of two parts. In Part I we present the construction of the
product system of a CP semigroup. This product system has as ﬁbers the
inductive limits of appropriately selected tensor products of the metric
operators spaces (in the sense of Arveson) associated with the CP semigroup.
This construction relates naturally to the previous work of Arveson which
associates a product system to an E0-semigroup. Indeed, we prove that if a is an
E0-semigroup with product system E; and a is a minimal dilation of a
completely positive semigroup f; with product system F arising from our
construction, then we have a canonical isomorphism ECF : In particular, all cocycle
conjugacy invariants, and the type of the minimal dilation of f can be studied
directly through F :
In Part II we apply the construction of Part I to the class of completely positive
semigroups of BðL2ðRÞÞ which we call quantized convolution semigroups. These
semigroups arise from a modiﬁed Weyl–Moyal quantization of convolution
semigroups of Borel probability measures on R2: Since these semigroups usually
have unbounded generators, they are not amenable to the techniques employed to
date. The heat ﬂow introduced by Arveson [7] is an example of a quantized
convolution semigroup with unbounded generator, corresponding to a Gaussian
convolution semigroup on the plane. We prove that the product system
of a quantized convolution semigroup is isomorphic to the product system
associated to a related R2-valued Le´vy process. The proof involves certain
stochastic integrals that are intimately connected to the inductive limit
spaces and maps of Part I. As a corollary, we show that all quantized convolu-
tion semigroups have completely spatial minimal dilations, therefore settling
in the negative a pre-existing conjecture according to which some particu-
lar examples of quantized convolution semigroups would not be spatial.
Addition we prove that the heat ﬂow is cocycle conjugate to a CAR/CCR ﬂow of
index two.
It is appropriate to point out that Bhat and Skeide have studied dilations of
CP semigroups on general Cn-algebras, considering a generalization of product
systems in [11]. And, after our work was completed, Muhly and Solel informed
us of their independent study in [17] of dilations from the point of view of
product systems. Nevertheless, our approach seems to be different in both cases,
focusing on the metric operator spaces of completely positive maps introduced by
Arveson. In addition, in this paper we present the ﬁrst application of such a principle
to a concrete characterization of the minimal dilation of a completely positive
semigroup.
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Part I: The product system of a CP semigroup
Let H be a separable Hilbert space. A one-parameter semigroup f ¼
fft : BðHÞ-BðHÞ : tX0g of unital, normal, completely positive maps will be called
a completely positive semigroup, or CP semigroup, if f0 ¼ 1 and it is W n-continuous,
that is to say the map t//ftðXÞx; ZS is continuous for every XABðHÞ; x; ZAH:
When, in addition, ft is a *-endomorphism for all tX0; then f is called an
E0-semigroup.
CP semigroups give rise to E0-semigroups via dilation theory (see [9]). Given an
E0-semigroup a acting on BðHÞ; a projection p0ABðHÞ is called increasing (with
respect to a) if atðp0ÞXp0; for t40: Given an increasing projection p0; we can obtain
a CP semigroup on Bðp0HÞ by setting ftðxÞ ¼ p0atðxÞp0 (see [5]). We will refer to f
as a compression of a: Conversely, a is a dilation of f: By a theorem of Bhat ([9]),
every CP semigroup is a compression of an E0-semigroup. Obviously, there is no
unique dilation, but if there is no increasing projection p0pqa1 such that
X/qatðXÞq is an E0-semigroup, then a is called a minimal dilation of f; and it is
uniquely determined up to unitary equivalence (see [5]).
Two E0-semigroups a and b acting on BðHÞ are called cocycle equivalent if
there is a strongly continuous one-parameter family of unitary operators
fUt : tX0g such that Utþs ¼ UtatðUsÞ for all t; sX0 and btðXÞ ¼ UtatðXÞUnt for all
tX0; XABðHÞ: In general, a acting on BðHaÞ is cocycle conjugate to b acting
on BðHbÞ if there is a unitary U :Ha-Hb such that a is cocycle equivalent to
UnbðU  UnÞU :
As observed by Arveson, one can associate to an E0-semigroup a a complete
cocycle conjugacy invariant Ea called a continuous tensor product system (or simply
product system), in the sense that two E0-semigroups a and b are cocycle conjugate if
and only if Ea and Eb are isomorphic as product systems. A product system is a
structure ðE; p;/; S; Þ; where
(1) E is a standard Borel space;
(2) p : E-ð0;NÞ is a surjective Borel map;
(3) Et :¼ p1ðftgÞ has a canonical linear space structure, t40;
(4) /; S is a Borel complex-valued map on the set fðx; yÞAE 	 E : pðxÞ ¼ pðyÞg;
and Et is a Hilbert space when endowed with the inner product /; S; for all
t40:
(5) there is a Borel isomorphism y : ð0;NÞ 	 E1-E; such that pðyðt; xÞÞ ¼ t for all
t40; xAE1; and y : ftg 	 E1-Et is unitary;
(6) there is a measurable, associative, ﬁberwise linear multiplication map  : E 	
E-E such that pðx  yÞ ¼ pðxÞ þ pðyÞ; x; yAE; and for each t; s40; it lifts to a
unitary map Et#Es-Etþs:
Given an E0-semigroup a acting on BðHÞ; the ﬁbers of the product system Ea are
the intertwining spaces EaðtÞ ¼ fTABðHÞ : atðxÞT ¼ Tx; 8xABðHÞg; with inner
product deﬁned by SnT ¼ /T ; SS1; and multiplication operation given by operator
multiplication. Additionally, Arveson proved the very difﬁcult result that every
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product system comes from an E0-semigroup in this manner (see [3]), so that the
study of cocycle conjugacy classes of E0-semigroup corresponds precisely to the
study of isomorphism classes of (abstract) product systems.
A measurable section u of a product system E is called a unit if there exists t040
such that uðt0Þa0; and uðtÞuðsÞ ¼ uðt þ sÞ for all t; s40: If a product system E has
units and, for every t40;
Et ¼ span u1ðt1Þu2ðt2Þ?unðtnÞ : u1;y; un units of E; t1;y; tn40;
Xn
i¼1
ti ¼ t; nX1
( )
;
then E is said to be of type I. Arveson showed that any type I product system is
isomorphic to a CAR/CCR product system of appropriate index (see [2]). If E has
units but its units do not span its ﬁbers as above, then it is said to be of type II. There
exist product systems that do not have any units, and those are said to be of type III.
See Powers [18,20], and also the recent results of Tsirelson [24,25], where he proves
that there are uncountably many pairwise non-isomorphic product systems of type n;
for n ¼ II; III:
In [4] Arveson introduced an analogue of the intertwining space of an
endomorphism for a normal completely positive map. Given a normal CP map
P : BðHÞ-BðHÞ; its metric operator space EP can be succinctly characterized as
follows. An operator TABðHÞ belongs to EP if and only if there is a constant c40
such that the map
xABðHÞ/cPðxÞ  TxTn
is completely positive. In this case, /T ; TSE is the smallest such constant c: When
dealing with a CP semigroup f; we will denote by EfðtÞ the metric operator space
corresponding to ft:
It is worth noting that when P is not only a CP map, but also a unital *-
endomorphism, the metric operator space EP can be shown to coincide exactly with
the metric space of intertwiners of P: Of course, one of the important properties of
the intertwiners of an E0-semigroup a refers to their multiplicativity in the product
system sense.
When f is a CP semigroup, however, this property need not hold. Nevertheless,
Arveson [4] has been able to prove that the operator multiplication still gives rise to a
bounded map EfðtÞ#EfðsÞ to Efðt þ sÞ; for given TAEfðtÞ and SAEfðsÞ;
TSAEfðt þ sÞ: Regarding these spaces as metric operators spaces, the adjoint of
this map, which we will denote Vts :Efðt þ sÞ-EfðtÞ#EfðsÞ is actually an isometry
(which is not onto, see [4]).
In this part of the paper we will construct a product system Ef for every CP
semigroup f; and then we will show that Ef is canonically isomorphic to the product
system of any minimal dilation of f:
Throughout Part I, let H be a separable Hilbert space, and let a be an E0-
semigroup of M ¼ BðHÞ: Let p0ABðHÞ be a projection such that atðp0ÞXp0; for
t40; and let f be the compression of a to p0Mp0: We also denote H0 ¼ p0H:
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1. Inductive limits of metric operator spaces
Deﬁnition 1.1. Let apbAR: A subset PD½a; b will be called a partition of ½a; b
if P is ﬁnite and a; bAP: We will denote by Part½a; b the set of all partitions
of ½a; b:
Given t40 and a partition P ¼ f0 ¼ t0ot1o?otn ¼ tg of the interval ½0; t; we
can deﬁne a Hilbert space associated to f by
HPf ¼ EfðDt1Þ#EfðDt2Þ#?#EfðDtnÞ
where Dtk ¼ tk  tk1; k ¼ 1;y; n; and EfðsÞ denotes the metric operator space
corresponding to fs; s40:
Given any t; s40; the adjoint of the multiplication map EfðtÞ#EfðsÞ-Efðt þ sÞ
is an isometry. Let t40 be ﬁxed. In general, we see that given two partitions
PpQA Part½0; t; we have an isometric comultiplication map
VQP :H
P
f-H
Q
f:
Moreover, it is clear that if PDQDRA Part½0; t; then
VRP ¼ VRQVQP:
Therefore, by endowing Part½0; t with the partial order corresponding to the
inclusion of sets, we can deﬁne the inductive limit of the Hilbert spaces HPf over
partitions PA Part½0; t; with connecting isometric maps VPQ; to obtain the Hilbert
space
EfðtÞ ¼ lim
-
HPf :
We may drop the index f from our notation when it becomes clear from the context
which CP semigroup is under consideration. Since we will use the space EfðtÞ
frequently, we will give a short concrete description of how this inductive limit can be
constructed. Let
KN ¼ x ¼ ðxPÞA
Y
PA Part½0;t
HPf : (Q; 8P+Q) xP ¼ VPQðxQÞ
8<:
9=;;
and deﬁne on KN the positive semi-deﬁnite sesquilinear form
/x; yS ¼ lim
PA Part½0;t
/xP; yPS:
The limit exists, since VPQ is an isometry, for PDQ: We set EfðtÞ to be the Hilbert
space completion of KN=fxAKN :/x; xS ¼ 0g: There is a set of canonical isometric
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inclusions VP :H
P
f-EfðtÞ; for each PA Part½0; t; deﬁned by setting VPðxÞ to be
the element ðyQÞ given by yQ ¼ VQPðxÞ for all Q+P; and yQ ¼ 0 otherwise. The
inductive limit Hilbert space is uniquely determined up to unitary equivalence by the
following universal property. Given any other Hilbert space K and isometries
WP :H
P
f-K such that WP ¼ WQVQP for all PDQ; then there is an isometry
Y : EfðtÞ-K such that WP ¼ Y 3VP for all PA Part½0; t: For more details, see also
[8, pp. 183], [15, Appendix A].
We now analyze the relation between the family of Hilbert spaces fEfðtÞ : t40g
and the product system of a dilation a of f:
Despite the similarity of the following result with Lemma 3.8 in [4], there is an
important difference. We show that a norm inequality in the original statement is
actually an equality. The remainder of the proof amounts to minor modiﬁcations of
that of [4], to ﬁt a slightly more general situation.
Lemma 1.2. Let t40 and SAEfðtÞ be given. Let qt be the projection onto ½atðMÞp0H:
There is a unique vAEaðtÞ such that vnjp0H ¼ Sn and qtv ¼ v: Moreover, we have that
jjvjj ¼ jjSjjEfðtÞ:
Proof. Since SAEfðtÞ; there is C40 such that x/CftðxÞ  SxSn is a CP map. Fix
any such C40: Let x1;y; xn be a set of operators in M ¼ BðHÞ and choose vectors
x1;y; xnAp0H: We claim
Xn
k¼1
xkS
nxk




2
pC
Xn
k¼1
atðxkÞxk




2
: ð1:1Þ
Indeed, the left-hand side of (1.1) can be written as
Xn
k;j¼1
/xkSnxk; xjS
nxjS ¼
Xn
k;j¼1
/Sp0xnj xkp0S
nxk; xjS: ð1:2Þ
Since the n 	 n matrix ðajkÞ deﬁned by ajk ¼ p0xnj xkp0 is a positive operator
matrix with entries in p0Mp0; we have that the right-hand side of (1.2) is dominated
by
Xn
k;j¼1
/Cftðp0xnj xkp0Þxk; xjS ¼C
Xn
k;j¼1
/atðp0xnj xkp0Þxk; xjS
¼C
Xn
k¼1
atðxkp0Þxk




2
which is the right-hand side of (1.1), since p0 is an increasing projection for at:
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It follows from (1.1) that there is a unique operator vABðHÞ such that
vnatðxÞx ¼ xSnx; xABðHÞ; xAp0H; ð1:3Þ
vn ¼ vnqt: ð1:4Þ
Notice that, by (1.1), v satisﬁes the inequality jjvjjp ﬃﬃﬃﬃCp : But jjSjj2EfðtÞ is precisely the
inﬁmum of all C40 such that x/CftðxÞ  SxSn is a CP map. Therefore, we
conclude that jjvjjpjjSjjEfðtÞ:
Let C0 ¼ jjvjj2: To prove the inequality jjvjjXjjSjjEfðtÞ; it sufﬁces to show that
x/C0ftðxÞ  SxSn is a CP map. Let A ¼ ðaijÞ be an n 	 n a positive matrix of
operators in p0Mp0: We need to show that for any x1;y; xnAp0H;Xn
i;j¼1
/ðCftðaijÞ  SaijSnÞxi; xjSX0: ð1:5Þ
Now, since A is positive, there is an n 	 n matrix B of operators in p0Mp0 such that
A ¼ BnB: If we denote by Bi the row matrix that is the kth row of B; we have that
A ¼
Xn
k¼1
BnkBk:
Therefore, it sufﬁces to prove (1.5) when A ¼ X nX ; where X ¼ ðxjÞ is an 1	 n
matrix of operators in p0Mp0: Thus, in this case, we have that ajk ¼ xnj xk: Since
jjvjj ¼ jjvnjj; we have by hypothesis that, for x1;y; xnAp0H;
vn
Xn
k¼1
atðxkÞxk
 !



2
¼
Xn
k¼1
xkS
nxk




2
pC0
Xn
k¼1
atðxkÞxk




2
:
Hence
Xn
k;j¼1
/ðC0atðxnj xkÞ  Sxnj xkSnÞxk; xjSX0: ð1:6Þ
On the other hand, since xjAp0Mp0; and ft is the contraction of at by p0;Xn
k;j¼1
/ðC0atðxnj xkÞ  Sxnj xkSnÞxk; xjS
¼
Xn
k;j¼1
/ðC0ftðxnj xkÞ  Sxnj xkSnÞxk; xjS: ð1:7Þ
Therefore, combining (1.6) and (1.7), we obtain (1.5).
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Finally, it remains to show that vAEaðtÞ: Equivalently, it sufﬁces to show that
vnatðxÞ ¼ xvn: Because of (1.4) and since qt is in the commutant of atðMÞ; we have
that vnatðxÞ ¼ vnqtatðxÞ ¼ vnatðxÞqt: Similarly, xvn ¼ xvnqt: Therefore, it sufﬁces to
prove the desired equality on qtH ¼ ½atðMÞp0H: If such a vector has the form
Z ¼ atðyÞx; where yABðHÞ and xAp0H; we have
vnatðxÞZ ¼ vnatðxÞatðyÞx ¼ vnatðxyÞx ¼ xySnx ¼ xvnatðyÞx ¼ xvnZ:
Since all the vectors Z span qtH; this completes the existence proof of v:
To prove that v is unique, assume that there is w that satisﬁes wnqt ¼ wn and
wnjp0H ¼ Sn: Then for any vector Z of the form Z ¼ atðyÞx; for yABðHÞ and xAp0H;
we have
wnZ ¼ wnatðyÞx ¼ ywnx ¼ ySnx ¼ vnZ:
Therefore wn and vn agree on the range of qt; and so w
n ¼ wnqt ¼ vnqt ¼ vn: &
For the remainder of this section, let t40 be ﬁxed.
Lemma 1.2 allows us to deﬁne an isometry yt : EfðtÞ-EaðtÞ by sending SAEfðtÞ
to its corresponding vAEaðtÞ: Carrying this idea one step further, given a partition
P ¼ f0 ¼ t0ot1o?otn ¼ tg of ½0; t; we can deﬁne an isometry
yP :HPf-EaðtÞ
as follows. Let
yP ¼ MP 3 ðyt1#yt2t1#?#ytntn1Þ ð1:8Þ
where MP denotes the (unitary) multiplication map from Eaðt1Þ#Eaðt2 
t1Þ#?#Eaðtn  tn1Þ-EaðtÞ:
Remark 1.3. The adjoint ynt : EaðtÞ-EfðtÞ corresponds to the compression map
X/ðp0X jp0HÞ; and the range of yt : EfðtÞ-EaðtÞ is precisely the set qtEaðtÞ:
Indeed, given SAEfðtÞ and XAEaðtÞ; let v ¼ ytðSÞ: Since qtv ¼ v; we have that
/ytðSÞ; XSEaðtÞ 1H ¼ X nv ¼ Xnqtv ¼ ðqtX Þnv ¼ /ytðSÞ; qtXSEaðtÞ 1H :
Note that qtXAEaðtÞ because qt commutes with atðBðHÞÞ: Now we observe that qtX
is in the range of yt: Since Lemma 1.2 provides the opposite inclusion, this will imply
that the range of y is exactly qtEaðtÞ: By Proposition 3.3 in [4], we have that p0H is
invariant under Xn; and TABðp0HÞ deﬁned by
Tn ¼ ðqtX Þnjp0H ¼ Xnjp0H
is in EfðtÞ: By deﬁnition, ytðTÞ is the unique element of EaðtÞ such that qtytðTÞ ¼
ytðTÞ and ytðTÞnjp0H ¼ Tn: It follows that ytðTÞ ¼ qtX : Moreover, since yt is an
D. Markiewicz / Journal of Functional Analysis 200 (2003) 237–280244
isometry,
/ytðSÞ; XSEaðtÞ ¼ /ytðSÞ; ytðTÞSEaðtÞ ¼ /S; TSEfðtÞ
and thus ynt ðX Þ ¼ T ; the compression of X :
Proposition 1.4. Given PpQ partitions of ½0; t; we have that
yQVQP ¼ yP: ð1:9Þ
Therefore, there is an isometry Yt : EfðtÞ-EaðtÞ such that
yP ¼ Yt 3VP: ð1:10Þ
Proof. Let Q ¼ f0 ¼ t0ot1o?otn ¼ tg be a partition for ½0; t; and let P ¼
fti0 ; ti1 ;y; tidg; where 0 ¼ i1oi2o?oid ¼ n; be a subpartition of Q: To prove (1.9),
it sufﬁces to show that
ynP ¼ VnQPynQ
or equivalently,
ðynt1#?#yntid tid1 ÞM
n
P ¼ VnQPðynt1#?#yntntn1ÞMnQ: ð1:11Þ
Now consider an element XAEaðtÞ of the form X ¼ X1?Xn where XiAEaðti  ti1Þ:
Deﬁne, for k ¼ 1;y; d
Yk ¼ Xik1þ1?Xik ;
so that we obtain an alternative decomposition X ¼ Y1?Yd and YkAEaðtik  tik1Þ:
Then we have that the left-hand side of (1.11) can be rewritten as follows:
ynti1#?#y
n
tid tid1
 
MnPðXÞ ¼ ynti1 ðY1Þ#?y
n
tid tid1 ðYdÞ
and the right-hand side of (1.11) is given by
VnQPðynt1#?#yntntn1ÞMnQðX Þ ¼ VnQPðynt1ðX1Þ#?yntntn1ðXnÞÞ: ð1:12Þ
Observe that VnQP is actually the operator that is multiplication from H
Q
f-H
P
f :
Therefore, we can rewrite (1.12) as
ynt1ðX1Þynt2ðX2Þ?ynti1 ðXi1Þ#?#y
n
tid1þ1
ðXid1þ1Þ?yntid1ðXid1Þy
n
tid
ðXid Þ: ð1:13Þ
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From Remark 1.3, for any s40 and ZAEaðsÞ; ysðZÞ ¼ p0Zp0 ¼ p0Z; thus
ynt1ðX1Þynt2ðX2Þ?ynti1ti11ðXi1Þ ¼ p0X1X2?Xnp0 ¼ y
n
ti1
ðY1Þ:
It is clear that in this manner (1.13) follows.
Finally, by the universal property of the inductive limit, we have that there is a
map Yt with the required properties. &
We recall brieﬂy some deﬁnitions and results from [4]. Let P ¼ f0 ¼
t0ot1o?otn ¼ tg be a partition of ½0; t: The operator deﬁned by
qP;t ¼ qt1at1ðqt2t1Þat2ðqt3t2Þ?atn1ðqtntn1Þ
is a projection, and the strong limit
%qt ¼ lim
P
qP;t
always exists. Furthermore, when at is a minimal dilation of ft;
%qt ¼ 1 for all t40:
Theorem 1.5. If the E0-semigroup at is a minimal dilation of the CP semigroup ft; then
the map Yt : EfðtÞ-EaðtÞ is unitary.
Proof. Proposition 1.4 implies that Yt is always an isometry. Therefore, to prove the
statement we need only show that Yt is onto if at is a minimal dilation of ft:
Let P ¼ f0 ¼ t0ot1o?otn ¼ tg be a partition of ½0; t: From Remark 1.3, we
conclude that the range of yt is exactly qtEaðtÞ: It follows that the range of yP is the
range of MP restricted to qDt1EaðDt1Þ#??#qDtnEaðDtnÞ: Now, given XiAEaðDtiÞ;
i ¼ 1;y; n;
qt1X1qDt2X2?qDtn Xn ¼ qt1at1ðqDt2Þat2ðqDt3Þ?atn1ðqDtnÞX1X2?Xn
¼ qP;tX1X2?Xn
by the intertwining property of the Xi’s. We conclude, therefore, that the range of
yP;t is qP;tEaðtÞ: Furthermore, since at is minimal, we have
%qt ¼ lim
P
qP;t ¼ 1; 8t40:
Consequently, the union of the ranges of all yPt is dense in EaðtÞ; and Yt must be
onto, by the universal property of the inductive limit. &
Remark 1.6. We observe that, along the proof of Theorem 1.5, we proved that given
P a partition of ½0; t; the range of the isometry yP :HPf-EaðtÞ is precisely qP;tEaðtÞ:
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Additionally, we note that for XAEaðtÞ; we have
ðqP;tX  XÞnðqP;tX  XÞ ¼XnqP;tX  XnqP;tX  X nqP;tX þ X nX
¼XnX  X nqP;tX :
Therefore, given cAH of norm one,
jjqP;tX  X jj2EaðtÞ ¼ /XnX  X nqP;tXc;cS ¼ /Xc; XcS/qP;tXc; XcS:
and since qP;t-1 strongly, this implies that as projections on EaðtÞ; this net also
converges to 1 strongly. This was used implicitly in the previous proof.
2. Measurable Hilbert bundles
Henceforth we assume that a is minimal dilation of f:
Deﬁnition 2.1. A measurable Hilbert bundle is a standard Borel space E with a
surjective measurable map p : E-ð0;NÞ; such that for each t40 the ﬁber Et :¼
p1ðtÞ has a Hilbert space structure, and there is a Borel isomorphism ð0;NÞ 	
c2-E that is unitary ﬁberwise. The inner product /; S is required to be measurable
on the Borel set fðx; yÞAE 	 E : pðxÞ ¼ pðyÞg:
Proposition 2.2. The field of metric operator spaces Ef is a measurable Hilbert bundle
when it is endowed with the Borel structure induced by its canonical inclusion
Ef ¼ fðt; TÞ : TAEfðtÞgDð0;NÞ 	 BðH0Þ
and the Hilbert space structure in each fiber EfðtÞ is the canonical metric operator
space structure.
Proof. Since ð0;NÞ 	 BðH0Þ is a Polish space, to show that Ef is standard with the
induced Borel structure it sufﬁces to show that it is Borel subset of ð0;NÞ 	 BðH0Þ:
To do so, in turn, it sufﬁces to show that the sets
Br ¼ fðt; TÞAEf : jjT jjEfðtÞorg
are closed in the strong operator topology, since Ef ¼
SN
r¼1 Br: Now assume that
ðtn; TnÞ is a net in Br converging to ðt; TÞ (i.e. Tn-T in the SOT, and tn-t as usual).
Recall that, for any SAEfðsÞ; jjSjjEfðsÞXjjSjj (see [4]). Therefore, the net Tn is norm
bounded,
jjTnjjpjjTnjjEfðtnÞpr:
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Since multiplication is SOT-continuous on norm-bounded balls, we conclude that
for every xABðHÞ; TnxTnn -
SOT
TxTn: Furthermore, since fs is a CP semigroup, we
have that ftnðxÞ converges in the weak operator topology to ftðxÞ: Hence,
rftnðxÞ  TnxTnn -
WOT
rftðxÞ  TxTn:
It follows that the map x/rftðxÞ  TxTn is the WOT-limit of CP maps on BðHÞ
and thus is also CP map. We conclude that TAEfðtÞ and TABr (see [4]), and so Br is
closed.
We observe that the ﬁbers of Ef are clearly Hilbert spaces (see [4]), and that the
projection p : Ef-ð0;NÞ is obviously measurable, since it is the restriction of the
projection of ð0;NÞ 	 BðH0Þ onto the ﬁrst coordinate.
To see that Ef is trivializable, consider the map ð0;NÞ 	 BðHÞ-ð0;NÞ 	 BðH0Þ
given by ðt; TÞ-ðt; p0Tp0Þ: This map is clearly measurable, since it is continuous, for
example, with respect to the usual product topology of ð0;NÞ and the WOT on
BðHÞ and BðH0Þ: Therefore, the restriction of this map to EaDð0;NÞ 	 BðHÞ;
which corresponds precisely to yn : Ea-ð0;NÞ 	 BðH0Þ (see Remark 1.3), is also a
Borel map. Furthermore, it follows from Remark 1.3 that the range of yn is precisely
Ef: Let feiðtÞ : i ¼ 1; 2;yg be a complete set of measurable orthonormal sections of
Ea: We now
Claim 2.3. For every i; j ¼ 1; 2;y; the inner product /ynðeiðtÞÞ; ynðejðtÞÞS is
measurable.
Granted the claim, a careful application of Gram–Schmidt (see [12, Lemma 1,
p. 162]) to the set fynðeiðtÞÞg yields a complete set of measurable orthonormal
sections ffiðtÞg of Ef: This clearly provides a Borel isomorphism, unitary on ﬁbers,
ð0;NÞ 	 c2-Ef; completing the proof of the proposition. Furthermore, the
existence of this trivialization implies that the inner product is a measurable map
on the diagonal of Ef 	 Ef: &
Proof of Claim 2.3. Let qt be the projection onto ½atðMÞp0H: By Remark 1.3, the
range projection of the isometry yt is precisely yty
n
t ¼ qt: Therefore,
/ynðeiðtÞÞ; ynðejðtÞÞS ¼ /qteiðtÞ; qtejðtÞS: ð2:1Þ
and the function t/qt is measurable, (in fact it is right strongly continuous, see
Lemma 3.4). Since operator multiplication is SOT-measurable, measurability of (2.1)
follows. &
Remark 2.4. In the proof of Proposition 2.2, we showed that the map yn :Ea-Ef
preserves ﬁbers, is linear ﬁberwise, and is measurable. Since Ef and Ea are
trivializable, this implies that the adjoint map y : Ef-Ea (deﬁned by taking adjoints
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ﬁberwise) has these same properties. Additionally, notice that the minimality of at
was not required in the argument of Proposition 2.2. Therefore, the measurability of
y holds in general.
The construction considered above can be extended to shed light on the
composition of Ef in terms of the inductive limit. Let P ¼ f0 ¼ x0ox1o?oxn ¼
1g be a partition of ½0; 1: For any t40; we deﬁne a partition of ½0; t from P by
rescaling,
tP ¼ f0 ¼ tx0otx1o?otxn ¼ tg:
Deﬁnition 2.5. Let P ¼ f0 ¼ x0ox1o?oxn ¼ 1g be a partition of ½0; 1: The ﬁeld
of Hilbert spaces of a CP semigroup f with respect to P is the ﬁeld of Hilbert spaces
EPf ¼
S
t40 E
P
f ðtÞ where by deﬁnition
EPf ðtÞ ¼ HtPf ¼ EfðtDx1Þ#?#EfðtDxnÞ:
We now proceed to endow the ﬁeld of Hilbert spaces associated to f and P with
a measurable Hilbert bundle structure. We do so by exhibiting a canonical
isomorphism of EPf with a measurable Hilbert bundle of another CP semigroup.
Recall that given ct and c
0
t two CP semigroups, on BðKÞ and BðK 0Þ; there is a
unique CP-semigroup rt on BðK#K 0Þ such that rtðX#Y Þ ¼ ctðXÞ#c0tðYÞ: This
can obviously be extented to three and more CP semigroups.
Let P ¼ f0 ¼ x0ox1o?oxn ¼ 1g be a partition of ½0; 1 and consider, then, the
CP semigroup deﬁned by
fPt ¼ ftDx1#ftDx2#?ftDxn :
For any r40; the CP semigroup f0tðxÞ ¼ frtðxÞ has metric operator spaces Ef0 ðtÞ ¼
EfðrtÞ: Therefore, there is a canonical isomorphism
WPt : E
P
f ðtÞ-EfPðtÞ
corresponding to the canonical inclusion of EfðtDx1Þ#?#EfðtDxnÞ into
EfPðtÞDBðH#
nÞ: Putting all these together, we obtain a map
WP :EPf-EfP :
Recall that by Proposition 2.2 the family of Hilbert spaces EfP has a canonical
measurable Hilbert bundle structure. This allows us to make the following deﬁnition.
Deﬁnition 2.6. Let PA Part½0; 1: We deﬁne the measurable Hilbert bundle
associated to P and f to be the family of Hilbert spaces EPf endowed with the
unique measurable Hilbert bundle structure for which the map WP : EPf-EfP is a
measurable Hilbert bundle isomorphism.
D. Markiewicz / Journal of Functional Analysis 200 (2003) 237–280 249
3. The product system of a CP semigroup
Deﬁnition 3.1. Given a CP semigroup f; we shall denote Ef ¼,tðt; EfðtÞÞ:
Our main objective is to show that Ef has a canonical continuous tensor product
system structure, canonically isomorphic to Eb; where b is a minimal dilation of f:
3.1. Measurable Hilbert bundle structure
Given PDQ partitions of ½0; 1; we have mapsVQP : EPf-EQf deﬁned ﬁberwise by
VQPt ¼ VðtQÞðtPÞ: We also deﬁne the canonical inclusionVP : EPf-Ef byVPt ¼ VtP:
Deﬁnition 3.2. A measurable Hilbert bundle structure on Ef is admissible if it is
satisﬁes the following properties. Firstly, for any PA Part½0; 1; the map
VP : EPf-Ef is a Borel map. Secondly, if F is a measurable Hilbert bundle, and
for every PAPart½0; 1 there is a Borel map cP : EPf-F satisfying
(1) cP preserves ﬁbers,
(2) 8t40; cPt : EPf ðtÞ-Ft is an isometry,
(3) PDQAPart½0; 1 ) cP ¼ cQ VQP;
(4) for all t40; [
PA Part½0;1
RangeðcPt Þ is dense in Ft;
then there is a unique measurable Hilbert bundle isomorphism C : Ef-F ; which is
unitary ﬁberwise and C 3VP ¼ cP; for all PA Part½0; 1:
Remark 3.3. It is clear that the admissible measurable Hilbert bundle structure for
Ef is a universal object in an appropriate category, and therefore if it exists, then it
must be unique. Indeed, denote by E0f the space endowed with another admissible
structure. Then by setting cP ¼VP; PAPart½0; 1; there is an isomorphism
C : Ef-E0f; unitary ﬁberwise and satisfying C 3V
P ¼VP; for all PAPart½0; 1;
whence C must be the identity map, and the two structures identical.
Of course, our main objective is to show that such an admissible structure exists.
Before, we can do so, we must ﬁrst attend to the technical difﬁculty that the set
Part½0; 1 is uncountable, and hence it leads to nets instead of sequences.
Lemma 3.4. The function q : ð0;NÞ-BðHÞ is decreasing, strongly continuous from
the right, and has countably many discontinuities.
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Proof. Since qt is the projection onto ½atðBðHÞÞp0H; it is obvious that qtXqs when
tps: Since fqtg is a decreasing family of projections, the discontinuities of q must all
be of the ﬁrst kind. Let DDð0;NÞ be the set of discontinuities of q: For each xAD;
let qðrÞ be the limit of the projections qt; as tmr; and let qðrþÞ be the limit of the
projections qt; as tkr: We always have qðrÞXqðrþÞ; but since rAD; there is a unit
vector vrA½qðrÞ  qðrþÞH: Clearly, when rasAD; we have vr>vs; and since H is
separable, qðÞ must have countably many discontinuities.
To prove that qðrÞ ¼ qðrþÞ for every rAð0;NÞ; let t4r40: Let xAH be ﬁxed. We
must prove that qtx qrx-0 in norm as tkr: But, without loss of generality, we may
assume xAqrH: Indeed, qtpqr; thus qtx qrx ¼ qtðqrxÞ  qrx: Clearly, it also sufﬁces
to consider the case xAarðMÞp0H: Let x ¼
Pn
k¼1 arðxkÞZk; where xkABðHÞ; ZkAp0H;
for k ¼ 1;y; n; and deﬁne
xt ¼
Xn
k¼1
atðxkÞZk:
Recall that for any XABðHÞ; the map t/atðXÞ is SOT continuous. Therefore,
xt-x as tkr: Thus,
jjqtðxÞ  qrðxÞjj ¼ jjqtðxÞ  xjjpjjqtðx xtÞjj þ jjxt  xjjp2jjxt  xjj-0
as tkr: &
Deﬁnition 3.5. Let XD½a; b be a set such that a; bAX: A ﬁnite subset PDR is a
partition of X if PDX and a; bAP:
Proposition 3.6. Let t40 and let X be a dense subset of ½0; t containing the endpoints
of the interval. Then
SOT  lim
PD½0;t
qP;t ¼ SOT lim
PDX
qP;t:
Proof. Let %q denote the left-hand side, and %qX the right-hand side (both limits exist,
since both nets of projections are increasing). Let e40 and xAH: There is a partition
P0 of X; such that if PXP0 is another partition of X; we have
jjð %qX  qP;tÞxjjoe=3:
There is also Q0XP0 partition of ½0; t such that if QXQ0 is a partition of ½0; t; we
have
jjð %q  qQ;tÞxjjoe=3:
Claim 3.7. There is Q1XQ0 partition of ½0; t; and P1XP0 a partition of X such that
jjðqP1;t  qQ1;tÞxjjpe=3:
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Clearly, this proves the proposition, since
jjð %qX  %qÞxjjpjjð %qX  qP1;tÞxjj þ jjðqP1;t  qQ1;tÞxjj þ jjðqQ1;t  %qÞxjjoe:
Let us turn, then, to the proof of the claim.
We construct ﬁrst Q1XQ0: Let D denote the set of discontinuities of the function
t/qt; a set that is countable, by Proposition 3.6. Let us denote Q0 ¼ f0 ¼
t0ot1o?otn ¼ tg: Let K be the set of all k ¼ 1; 2;y; n such that DtkAD: For
each kAK; there is skAð0;DtkÞ such that skAð0;NÞ\D and ðtk  skÞAð0;NÞ\D;
since D is countable. Now deﬁne
Q1 ¼ Q0,ftk1 þ sk : kAKg:
Clearly, Q1 is a partition of ½0; t; and Q1XQ0: Furthermore, since P0pQ0; we have
that P0DQ1: Let us denote Q1 ¼ f0 ¼ r0or1o?orm ¼ tg: Since X is dense in ½0; t
and contains the endpoints, for each N40 we can ﬁnd a set AN ¼ f0 ¼
aN1oaN2o?oaNm ¼ tgDX such that
jaNk  rkjo1=N; k ¼ 1; 2;y; m:
We can obviously assume that aNk ¼ rk when rkAX: With this provision, for every
N40; AN is a partition of X; and ANXP0: Now observe that
qAN ;t -
SOT
qQ1;t as N-N: ð3:1Þ
Indeed, recall that, by deﬁnition,
qQ1;t ¼ qDr1ar1ðqDr2Þ?arn1ðqDrmÞ;
and the partition Q1 was constructed so that DrkeD; for all k ¼ 1; 2;y; m: Since
multiplication is continuous on the unit ball of BðHÞ; the proof of (3.1) follows from
the following simple fact. If bn-bAð0;NÞ\D and zn-zAð0;NÞ; as n-N; then
aznðqbnÞ-
SOT
azðqbÞ:
It sufﬁces to show the convergence in the weakn topology, since it coincides with the
strong operator topology on the set of projections. Let r be an element of BðHÞ
*
:
Then
jrðaznðqbnÞÞ  rðazðqbÞÞjpjrðaznðqbnÞÞ  rðazðqbnÞÞj þ jrðazðqbn  qbÞj:
The E0-semigroup at induces a C0-semigroup at* on BðHÞ* ; hence
jrðaznðqbnÞÞ  rðazðqbnÞÞjpjjaz* ðrÞ  azn * ðrÞjjBðHÞ *-0; n-N:
On the other hand, qbn -
SOT
qb; which implies that rðazðqbn  qbÞÞ-0 as n-N:
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Finally, let N be large enough so that jjðqAN ;t  qQ1;tÞxjjpe=3; and set
P1 ¼AN : &
Corollary 3.8. Let t40 and let X be a dense subset of ½0; t containing the endpoints of
the interval. Then the set [
P partition of X
RangeðVPÞ
is dense in the inductive limit EfðtÞ:
Proof. Let at be a minimal projection of ft: By Proposition 1.4 and Theorem 1.5, it
sufﬁces to show that the set
L ¼
[
P partition of X
RangeðyPÞ
is dense in EaðtÞ: By Remark 1.6, for any partition P of ½0; t; the range of yP is
qP;tEaðtÞ; and L ¼,PqP;tEaðtÞ; for P partitions of X: But
SOT-lim
PCX
qP;t ¼ SOT-lim
PC½0;1
qP;t ¼ 1;
by Proposition 3.6, and minimality. Thus L is dense in EaðtÞ: &
We are now ready for the main result of this section.
Theorem 3.9. There exists an admissible Hilbert bundle structure on Ef; and it is the
unique measurable Hilbert bundle structure with respect to which the map Y : Ef-Ea
of Theorem 1.5 is an isomorphism of measurable Hilbert bundles.
Proof. Let Ef be endowed with the measurable Hilbert bundle structure that is the
pull-back via Y: This is clearly a measurable Hilbert bundle structure. Admissibility
is a consequence of the following two lemmas. &
Lemma 3.10. For every partition P of ½0; 1; the map Y 3VP :EPf-Ea is a Borel map.
Proof. Let J : EfP-EaP be the inclusion analogous to y : Ef-Ea (see Remark 2.4).
Let MP : EaP-Ea denote the map corresponding to multiplication ﬁberwise,
MPðX1#X2#?#XmÞ ¼ X1X2?Xm; X1#X2#?#XmAEaPðtÞ; t40:
Notice that Y 3VP ¼MP 3 J 3WP: Looking closely at the deﬁnition of the Borel
structures of EPf and Ef; we conclude that to prove the measurability ofV
P we need
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only show that J and MP are measurable. We already have that J is measurable, by
Remark 2.4. On the other hand, MP is clearly measurable. &
Lemma 3.11. Let Ef be endowed with the pull-back measurable Hilbert bundle
structure via Y: Let p : F-ð0;NÞ be a measurable Hilbert bundle, and assume that for
everyPAPart½0; 1 there is a Borel map cP : EPf-F satisfying the following properties:
(1) pcP ¼ p; for every PAPart½0; 1;
(2) for every t40; cPt : E
P
f ðtÞ-FðtÞ is an isometry;
(3) for any two partitions PpQ of ½0; 1; we have that cQ 3VQP ¼ cP;
(4) for each t40; the set [
PAPart½0;1
RangeðcPt Þ
is dense in FðtÞ:
Then there is a unique Borel isomorphism c : Ef-F such that c 3VP ¼ cP; for all
PAPart½0; 1:
Proof. For every t40; the universal property of the inductive limit yields a unitary
map ct : EfðtÞ-FðtÞ such that c 3VP ¼ cP: The only property of c that needs to
be proved is that it is a Borel isomorphism. Since Ef is a standard Borel space, by
Corollary 2, [1, p. 72], it sufﬁces to show that c is measurable. Using standard
techniques (see [2, pp. 55–57]), this can be reduced further to the following. It sufﬁces
to show that if feiðtÞg is a sequence of measurable, orthonormal sections of Ef that
span EfðtÞ for every t40; and ffiðtÞg is a sequence of measurable, orthonormal
sections of F that span FðtÞ for every t40; then for every i; k ¼ 1; 2;y the function
t//cðekðtÞÞ; fiðtÞS is measurable in t:
Let X ¼ Q-½0; 1; and assume that X has been enumerated so that X ¼
fr1; r2;yg: Set Pn ¼ frk : kpng,f0; 1g; for every n40: Now deﬁne enkðtÞ ¼
ðVPnÞnðeiðtÞÞ; for n40: This is clearly measurable, since VP is measurable for all
partitions P of ½0; 1; by Lemma 3.10. Furthermore, by Corollary 3.8, we have that
VPnðenkðtÞÞ ¼ qtPn;t ekðtÞ-ekðtÞ in norm, as n-N for every t40: It follows that
/cðekðtÞÞ; fiðtÞS ¼ lim
n-N
/cðVPn enkðtÞÞ; fiðtÞS ¼ limn-N /c
PnðenkðtÞÞ; fiðtÞS
and the functions on the right-hand side are measurable. &
3.2. Multiplication structure
Let t; s40: We are now going to deﬁne the multiplication map
EfðtÞ#EfðsÞ-Efðt þ sÞ:
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Deﬁnition 3.12 (Operations with partitions). For any partition Q of ½0; r with tAQ
and r4s; we deﬁne
Q4t ¼ Q-½0; t; Q3s ¼ ðQ-½r  s; rÞ  ðr  sÞ;
where Qþ c : ¼ fx þ c : xAQg; for cAR: Notice that when r ¼ t þ s; we have
Q ¼ ðQ4tÞ,ðt þ Q3sÞ: Also, given P a partition for ½0; t and Q a partition for ½0; s;
we deﬁne
P"Q ¼ P,ðQþ tÞ
i.e. P ¼ ðP"QÞ4t and Q ¼ ðP"QÞ3s:
Deﬁnition 3.13. Let t; s40; and let P be a partition of ½0; t þ s: We deﬁne an
isometry WP :H
P
f-EfðtÞ#EfðsÞ as follows. Let Q be a reﬁnement of P
such that tAQ: Then we have (tautologically) HQf ¼ HQ4tf #HQ3sf ; and we
deﬁne
WP ¼ ðVQ4t#VQ3sÞVQP: ð3:2Þ
We remark that, for any t; s40; and P a partition of ½0; t þ s; the map
WP :H
P
f-EfðtÞ#EfðsÞ is a well-deﬁned isometry. Indeed, it sufﬁces to show that if
PDQDQ0; and tAQ; then
ðVQ4t#VQ3sÞVQP ¼ ðVQ04t#VQ03sÞVQ0P: ð3:3Þ
This is immediate, however, since VQ0Q ¼ VðQ04tÞðQ4tÞ#VðQ03sÞðQ3sÞ; and therefore
ðVQ04t#VQ03sÞVQ0P ¼ðVQ04t#VQ03sÞVQ0QVQP
¼ðVQ04tVðQ04tÞðQ4tÞ#VQ03sVðQ03sÞðQ3sÞÞVQP
proving that (3.3) holds. Finally, since WP is a composition of isometries, it must
also be isometry.
Deﬁnition 3.14. Let t; s40: We denote by Wt;s the unique isometry
Wt;s : Efðt þ sÞ-EfðtÞ#EfðsÞ satisfying Wt;sVP ¼ WP for every partition P of
½0; t þ s:
The existence and uniqueness of the isometry Wt;s follows from the universal
property of the inductive limit, since given PDP0 partitions of ½0; t þ s; we have
WP0VP0P ¼ WP:
We proceed to describe the maps Wt;s more concretely.
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Deﬁnition 3.15. Let t40: We deﬁne the algebraic inductive limit of HPf ; for P
running over all the partitions of ½0; t; to be EafðtÞ ¼,PVPHPfDEfðtÞ: Recall that
the inductive limit EfðtÞ is the closure of EafðtÞ:
Lemma 3.16. Let TAEfðtÞ and SAEfðsÞ be such that there are P a partition of ½0; t;
Q a partition of ½0; s; XAHPf and YAHQf for which T ¼ VPðXÞ and S ¼ VQðY Þ:
Then
W nt;sðT#SÞ ¼ VP"QðX#Y Þ: ð3:4Þ
Proof. Let LAEafðt þ sÞ: There is R a partition of ½0; t þ s with tAR; and ﬁne
enough so that P"QDR and L ¼ VRðZÞ; for ZAHRf : Notice that, under these
assumptions, we have WR ¼ VR4t#VR3s:
Let X 0AHR4tf and Y
0AHR3sf be such that T ¼ VR4tðX 0Þ; S ¼ VR3sðY 0Þ: Then we
have, by deﬁnition of Wt;s;
/Wt;sðLÞ; T#SS ¼/WRðZÞ; ðVR4t#VR3sÞðX 0#Y 0ÞS ¼ /Z; X 0#Y 0S
¼/L; VRðX 0#Y 0ÞS:
Observe that VRðX 0#Y 0Þ ¼ VP"RðX#YÞ; and thus we have that for every
LAEafðt þ sÞ;
/Wt;sðLÞ; T#SS ¼ /L; VP"QðX#Y ÞS:
and (3.4) follows. &
Proposition 3.17. For any t; s40; the map Y :H-Ea satisfies the identity
YðW nt;sðT#SÞÞ ¼ YðTÞYðSÞ; TAEfðtÞ; SAEfðsÞ ð3:5Þ
(see Definition 3.14). Consequently, W nt;s is a unitary map that corresponds under Y to
the product system multiplication on Ea:
Proof. Since Y; Wt;s and multiplication EaðtÞ 	 EaðsÞ-Eaðt þ sÞ are continuous, it
sufﬁces to prove (3.5) for TAEafðtÞ and SAEafðsÞ: We may assume that T ¼ VPðXÞ
and S ¼ VQðYÞ; where P ¼ f0 ¼ t0o?otn ¼ tg and Q ¼ f0 ¼ s0o?osm ¼ sg:
By deﬁnition of Y; we have
YðT#SÞ ¼ yP"QðX#YÞ: ð3:6Þ
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On the other hand,
YðXÞYðYÞ ¼ yPðX ÞyQðY Þ: ð3:7Þ
By deﬁnition,
yP"QðX#YÞ ¼MP"Qðyt1#?#ytntn1#ys1s0#?#ysmsn1ÞðX#YÞ
¼MPðyt1#?#ytntn1ÞðXÞ  MQðys1#?#ysmsm1ÞðYÞ
¼ yPðXÞ  yQðYÞ
proving that (3.6) and (3.7) are identical. The remaining assertions follow
from the properties of Y and the multiplication map on the product system
Ea: &
Remark 3.18. Notice that the multiplicative and measurable Hilbert bundle
structures are compatible, since Y is an isomorphism by deﬁnition of the structure
on Ef; and Ea is a product system.
3.3. The definition
Deﬁnition 3.19. Let f be a CP semigroup on BðHÞ: Then we deﬁne the product
system of f to be the family of Hilbert spaces Ef endowed with its unique admissible
measurable Hilbert bundle structure, and the multiplication operation described in
Proposition 3.17.
The previous sections can be succinctly summarized in the following result.
Theorem 3.20. Let a be a minimal dilation of f; and let Y : Ef-Ea be the
map described by Theorem 1.5. Then Y is an isomorphism of product
systems.
In particular, the deﬁnition of Ef does not depend on the original choice of
minimal dilation, although this choice is associated with a canonical isomorphism Y:
Of course, all minimal dilations are unique up to equivalence, but this intrinsic
presentation of Ef is more practical. Our main applications of this construction rely
on the following corollary, which is a combination of the theorem above and the
theory of product systems of Arveson [2].
Corollary 3.21. All cocyle conjugacy invariants of a minimal dilation of a CP
semigroup f are encoded in Ef; in particular, type and index.
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Part II: An application to quantized convolution semigroups
4. Deﬁnition of a quantized convolution semigroup
Let P and Q be the canonical self-adjoint operators
P ¼ 1
i
d
dx
; Q ¼ Mx
acting on an appropriate dense domain of L2ðRÞ; and let Wz; for zAC; be their
associated Weyl unitaries, given by
Waþbi ¼ eiðaQþbPÞ ¼ ei
ab
2 eiaQeibP:
Recall that
WzWz0 ¼ eioðz;z0ÞWzþz0 ;
where o is the symplectic form on C given by
oðz; z0Þ ¼ 1
2
Imðzz0Þ ¼ 1
2
ðyx0  xy0Þ:
Given m an inﬁnitely divisible (Borel) probability measure on R2; there exists a
unique one-parameter family fmt; : tX0g of (Borel) probability measures on R2;
satisfying m0 ¼ d0; and mtþs ¼ mt*ms for all t; s40 (see [23]). We shall call this the
convolution semigroup of probability measures associated to m:
Associated to an inﬁnitely divisible measure on the plane, it is possible to deﬁne a
canonical CP semigroup of BðL2ðRÞÞ as follows.
Deﬁnition 4.1. The CP semigroup associated with an infinitely divisible measure m;
denoted by fmt is deﬁned by the WOT integral
fmt ðXÞ ¼
Z
R2
WzXW
n
z dmtðzÞ
(the superscript will be omitted when the inﬁnitely divisible measure is determined by
the context).
Remark 4.2. We point out that the CP semigroup associated with an inﬁnitely
divisible measure m is related to a symplectic version of the Weyl–Moyal
quantization of the convolution semigroup of operators associated with m:
The Weyl–Moyal quantization of a Schwartz function f on R2 is the operator Qðf Þ
in BðL2ðRÞÞ deﬁned by
Qðf Þ ¼
Z
R2
fˆðzÞWz dz; ð4:1Þ
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where fˆða; bÞ ¼ 1
2p
R
R2
f ðx; yÞeiðaxþbyÞ dx dy: (See also [13] for a slightly different
normalization and more details about the Weyl–Moyal quantization, also sometimes
called Weyl Correspondence.)
Given a Schwartz function f ; we may also consider its symplectic Fourier
transform f S; given by
f SðzÞ ¼
Z
R2
e2ioðx;zÞf ðxÞ dx:
In terms of the Fourier transform, we have f Sða þ biÞ ¼ 2pfˆðb; aÞ: The symplectic
version of the Weyl–Moyal quantization QSðf Þ is obtained by replacing the Fourier
transform by the symplectic Fourier transform in (4.1):
QSðf Þ ¼
Z
R2
f SðzÞWz dz:
It is then easy to verify that
fmt ðQSðf ÞÞ ¼ QSðmt* f Þ for fASðR2Þ;
where SðRnÞ denotes the space of Schwartz functions on Rn; for n ¼ 1; 2;y:
Remark 4.3. This family of semigroups was introduced implicitly in [7], where
Arveson studied the special case of the heat kernel measure on the plane. More
precisely, he deﬁned the heat ﬂow on the CCR algebra as the unique CP semigroup
ct on BðL2ðRÞÞ such that
ctðWxÞ ¼ etjxj
2
Wx; 8t40; 8xAR2 ð4:2Þ
(see [7, Theorem 1.10]). On the other hand, when one considers the convolu-
tion semigroup of probability measures frt : t40g on the plane given by the
density
drtðx þ yiÞ ¼
1
4pt
e
x2þy2
4t dx dy; ð4:3Þ
a straightforward computations shows that
frt ðWxÞ ¼ rSt ðxÞWx ¼ etjxj
2
Wx:
Thus we have that c ¼ fr; and the heat ﬂow is one special example of quantized
convolution semigroup.
D. Markiewicz / Journal of Functional Analysis 200 (2003) 237–280 259
5. Metric operator spaces of a quantized convolution semigroup
Let n be a Borel probability measure on R2 and let us consider the unital
completely positive map
fðX Þ ¼
Z
WzXW
n
z dnðzÞ
on BðHÞ; where H ¼ L2ðRÞ (with respect to Lebesgue measure). We proceed to
study the metric operator space associated with f:
Let K ¼ L2ðR2; nÞ#H: We will often refer to elements of K as H-valued m-square-
integrable functions. Let W be the unitary operator on K deﬁned by
ðWcÞðzÞ ¼ WzcðzÞ:
Also, let V : H-K be the isometric inclusion given by
ðVxÞðzÞ ¼ W nz x ¼Wnð1#xÞðzÞ;
where 1 denotes the function constant equal to 1 on R2; and let p : BðHÞ-BðKÞ be
the normal representation given by
pðXÞ ¼ 1#X :
Lemma 5.1. The pair ðp; VÞ is a minimal Stinespring dilation for f:
Proof. Firstly, let us show that ðp; VÞ is a dilation for f: Observe that for any cAK
and xAH;
/c; VxS ¼
Z
/cðzÞ; W nz xS dn ¼
Z
/WzcðzÞ; xS dn:
Additionally, we have that for any xAH; XABðHÞ;
ðpðX ÞVxÞðzÞ ¼ ðð1#X ÞWnð1#xÞÞðzÞ ¼ XWnz x:
Thus, given x; ZAH;
/VnpðXÞVx; ZS ¼
Z
/WzXWnz x; ZS dn
and this shows that fðXÞ ¼ VnpðXÞV ; for any XABðHÞ:
It remains to be shown that this dilation is minimal. Let M ¼ span pðBðHÞÞVH:
Clearly, M is an invariant subspace for pðBðHÞÞ; and the projection onto M is in the
commutant, which is obviously BðL2ðR2; nÞÞ#1H : Now, any non-zero projection on
the commutant orthogonal to M must dominate a projection of form P#1H : where
P is a rank-one projection. Let cAL2ðR2; nÞ be a unit vector such that P ¼ /;cSc:
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Since for every ZAH; XABðHÞ; ðP#IÞpðX ÞVZ ¼ 0; in particular we have that for
every x; ZAH;
/c#x; ðP#IÞpðXÞVZS ¼ /c#x; pðX ÞVZS ¼ 0:
In particular, when X ¼ I ; we conclude that /c#x; VZS ¼ 0 for all x; ZAH: Thus,
for any x; ZAH;
/c#x; VZS ¼
Z
/cðzÞx; Wnz ZSdn ¼
Z
cðzÞ/Wzx; ZS dn ¼ 0: ð5:1Þ
Claim 5.2. Let r be a (finite variation) complex Borel measure on R2: IfZ
R2
Wz drðzÞ ¼ 0; ð5:2Þ
then r  0:
Proof. Let fASðRÞ: Then the function
hðxÞ ¼
Z
WzfˆðxÞdrðzÞ
is well deﬁned and continuous in x: Indeed, writing z ¼ a þ ib;Z
WzfˆðxÞ drðzÞ ¼
Z
ei
ab
2
þiaxfˆðx þ bÞ drða; bÞ
and the statement follows by dominated convergence, and by (5.2), h  0: Now
notice that for xAR; by Fubini’s theorem,Z
ei
ab
2
þiaxfˆðx þ bÞ drða; bÞ ¼ 1ﬃﬃﬃﬃﬃ
2p
p
Z Z
ei
ab
2
þiaxeiðxþbÞy f ðyÞ dy drða; bÞ:
If we deﬁne r0 to be the complex Borel measure given by dr0ða; bÞ ¼ ei
ab
2 drða; bÞ;
then we have that
1ﬃﬃﬃﬃﬃ
2p
p
Z
f ðyÞeixy dy
Z
ei
ab
2
þiaxiby drða; bÞ ¼ 1ﬃﬃﬃﬃﬃ
2p
p
Z br0ðx; yÞf ðyÞeixy dy ¼ 0
for all xAR: Since br0 is a bounded continuous function, and this holds for all
fASðRÞ and xAR; we conclude that br0  0: Therefore, r0  0; and r  0: &
Since cAL2ðR2; nÞDL1ðR2; nÞ; the measure drðzÞ ¼ cðzÞ dnðzÞ is a (ﬁnite
variation) complex Borel measure, and thus by applying Claim 5.2 to (5.1), we
conclude that c ¼ 0 a.e. dn: Therefore, P ¼ 0; and the dilation is minimal. &
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Lemma 5.3. If XABðH; KÞ is such that
XA ¼ pðAÞX ; 8AABðHÞ; ð5:3Þ
then there is a unique cAL2ðR2; nÞ such that Xx ¼ c#x for all xAH: Conversely, any
operator of this form satisfies (5.3).
Proof. It is clear that given cAL2ðR2; nÞ; the operator Xx ¼ c#x; xAH satisﬁes
(5.3). Therefore, we focus on the converse.
Let X be as above, let 0axAH be ﬁxed, and let P be the projection onto the span
of x: Then we have that Xx ¼ XPx ¼ ð1#PÞXx: Thus, it is clear that for every non-
zero xAH; there is cðxÞAL2ðR2; nÞ such that Xx ¼ cðxÞ#x: Now let xax0AH; both
non-zero, and let AABðHÞ be any operator so that Ax ¼ x0: Then we have
cðx0Þ#x0 ¼ Xx0 ¼ XAx ¼ ð1#AÞðcðxÞ#xÞ ¼ cðxÞ#x0:
It follows that c does not dependent on x; and is unique. &
Proposition 5.4. Let n be a Borel probability measure on R2 and let f denote the unital
CP map of BðHÞ given by
fðXÞ ¼
Z
R2
WzXW
n
z dnðzÞ:
Then the map from L2ðR2; nÞ to BðHÞ given by
c/
Z
R2
cðzÞWz dnðzÞ
in an isometry onto the metric operator space Ef:
Proof. Since ðp; VÞ is a minimal dilation of f on BðKÞ; we can apply the results
of [4] to compute Ef: We know that if we denote the set of intertwiners of p by
I ¼ fXABðH; KÞ :XA ¼ pðAÞX ; 8AABðHÞg; then
Ef ¼ fVnX : XAIg:
Now, by Lemma 5.3, given cAL2ðR2; nÞ; the operator XcABðH; KÞ given by Xfx ¼
c#x; for xAH; belongs to I: Furthermore, all elements of I are uniquely
represented in this fashion. Now, given cAL2ðR2; nÞ and x; ZAH;
/VnXcx; ZS ¼ /c#x; VZS ¼
Z
/cðzÞx; W nz ZS dnðzÞ ¼
Z
/cðzÞWzx; ZS dnðzÞ:
Therefore, we conclude that every element of Ef can be written in the formR
cðzÞWz dnðzÞ; for some cAL2ðR2; nÞ; and that all cAL2ðR2; nÞ give rise to an
element of Ef in this manner.
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To complete the proof of our assertion, recall that given cAL2ðR2; nÞ; the element
VnXc of Ef has metric operator space norm
jjVnXcjjEf ¼ jjXcjj ¼ jjcjj: &
6. Le´vy processes and their product systems
Let m be an inﬁnitely divisible Borel probability measure on Rd : There exists an
Rd -valued process fXt : tX0g on a probability space ðO;F;PÞ; with X0 ¼ 0 a.s., and
stationary, independent increments, such that the distribution of X1 is m: We will
call such a process a Le´vy process associated to m: Recall that a Le´vy process
has a unique modiﬁcation, up to indistinguishability, with ca´dla´g paths ð¼
right continuous paths on ½0;NÞ with left limits on ð0;NÞ), jointly measurable
on ½0;NÞ 	 O; which is also a Le´vy process (see [21]). For each t40; let
F
ð0Þ
t ¼ sðXs : 0osptÞ: This deﬁnes a ﬁltration of the s-algebra FNDF;
and we can assume, without loss of generality, that F ¼FN: While this
ﬁltration is natural from the naive point of view, for technical reasons it will be
necessary to deal instead with Ft; the smallest right-continuous ﬁltration extending
F
ð0Þ
t ; and such that the P-null-sets of F are in F0: We record here for future use
that
Ft ¼ sðFð0Þt ;NÞ; ð6:1Þ
whereN is the s-algebra of P-null sets of F (for a proof of this technical property
of Le´vy processes, see [21, Theorem 31, p. 22]). Notice that Xt  Xs remains
independent fromFs; for any t40; and Xt isFt-adapted (that is to say, measurable
with respect to Ft).
Deﬁnition 6.1. Given m an inﬁnitely divisible Borel probability measure on Rd ;
we will call a set ðO;F;P; ðFtÞtZ0; ðXtÞtZ0Þ a standard Le´vy process framework
for m, if Xt is a jointly measurable Rd-valued process on the probability space
ðO;F;PÞ with ca`dla`g paths that is a Le´vy process associated to m; and the
ﬁltration ðFtÞðtX0Þ is the smallest right-continuous ﬁltration generated by Xmt ; with
F ¼FN: Under these conditions we deﬁne the associated family of s-algebras: for
c; t40; set
F½t; t þ s ¼ sðN; fXu  Xt : tpupt þ sgÞ:
Remark 6.2. When necessary, we will denote the dependance of the process Xt on the
inﬁnitely divisible measure by adding a superscript, and denoting it by Xmt : The same
provision will apply for other objects associated to m:
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For the remainder of this section, let m be an inﬁnitely divisible Borel probability
measure on Rd ; for some dX1; and let ðO;F;P; ðFtÞtX0; ðXmt ÞtX0Þ be a standard
Le´vy process framework for m:
Lemma 6.3. For every c; t40; there is a unique unitary map
Lc;t : L2ðO;Ft;PÞ-L2ðO;F½c; c þ t;PÞ
such that, for every g : ðR2Þn-C bounded and measurable and 0 ¼ t0ot1o?otn ¼ t;
Lc;tðgðDXt1 ;y;DXtnÞÞ ¼ gðXt1þc  Xc;y;Xtnþc  Xtn1þcÞ
where DXtk ¼ Xtk  Xtk1 ; k ¼ 1;y; n:
Proof. The set of functions of the form gðDXt1 ;y;DXtnÞ; for some g bounded and
measurable, is dense in L2ðO;Ft;PÞ: Similarly, the set of functions of the form
gðXt1þc  Xc;y;Xtnþc  Xtn1þcÞ; with g bounded and measurable, is dense in
L2ðO;F½c; c þ t;PÞ: Therefore, it is clear that if Lc;t is well-deﬁned and isometric,
then it extends uniquely to a unitary map.
Observe that, given g : ðR2Þn-C bounded and measurable, gðXt1þc 
Xc;y;Xtnþc  Xtn1þcÞ is F½c; t þ c measurable. Furthermore, recall that Xt has
stationary, independent increments. Thus,
jjgðXt1þc  Xc;y;Xtnþc  Xtn1þcÞjj2
¼
Z
jgðz1;y; znÞj2 dmDt1ðz1Þ?dmDtnðznÞ:
On the other hand, by the same reasoning,
jjgðDXt1 ;y;DXtnÞjj2 ¼
Z
jgðz1;y; znÞj2 dmDt1ðz1Þ?dmDtnðznÞ;
and this proves that Lc;t is an isometry. &
Deﬁnition 6.4. Deﬁne the product system Lm to be the set
Lm ¼ fðt; f ÞAð0;NÞ 	 L2ðO;F;PÞ : fAL2ðO;Ft;PÞg:
The (standard) Borel structure of Lm is inherited via its inclusion as a Borel subset of
ð0;NÞ 	 L2ðO;F;PÞ: The product structure on Lm is given by the family of unitaries
Mt;s : L
m
t#L
m
s-L
m
tþs; t; s40; determined uniquely by the property that
Mt;sð f#gÞ ¼ f  Lt;sðgÞ; fALmt ; gALms :
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Lemma 6.5. Denote the coordinates of Xt by Xt ¼ Xð1Þt ;Xð2Þt ;y;XðdÞt
 
ARd ; for every
tX0: For every vARd ; the section
uvðtÞ ¼ expðiv  XtÞ ð6:2Þ
is a unit of Lm; where v  Xt ¼
Pn
k¼1 vkX
ðkÞ
t : In particular, L
m is not type III.
Proof. Let vARd be ﬁxed, and let uv be given by (6.2). It is clear that it is a section of
Lm: The measurability of uv follows directly from the measurability of Xt: We need
only show that it satisﬁes the multiplicative property. But this is also immediate,
since
uvðtÞ  uvðsÞ ¼ expðiv  XtÞ expðiv  ðXtþs  XtÞÞ ¼ uvðt þ sÞ: &
Proposition 6.6. The product system Lm is type I.
Proof. We will show that the units of Lemma 6.5 generate Lm: Fix t40: LetS be the
subset of Lmt generated by all products of the form
u1ðs1Þu2ðs2Þ?urðsrÞ; s1 þ?þ sr ¼ t; rX1;
where uk; k ¼ 1;y; r; are units of the form given in Lemma 6.5.
Recall that the subspace of functions of the form
f ðXt1 ;y;XtnÞ
for f bounded and measurable, and 0 ¼ t0o?otn ¼ t; for nX1; is dense in the
Hilbert space Lmt ¼ L2ðFtÞ:
Now ﬁx such a function g ¼ f ðXt1 ;y;XtnÞ: To prove that S is dense in Lm it
sufﬁces to show that there is a sequence h˜mAS such h˜m-g as m-N:
Recall that for all v1;y; vnARd ;
uv1ðt1Þuv2ðt2  t1Þ?uvnðtn  tn1Þ
¼ exp i½v1Xt1 þ v2ðXt2  Xt1Þ þ?þ vnðXtn  Xtn1Þ: ð6:3Þ
We, have however,
v1Xt1 þ v2ðXt2  Xt1Þ þ?þ vnðXtn  Xtn1Þ
¼ ðv1  v2ÞXt1 þ ðv2  v3ÞXt2 þ?þ ðvn1  vnÞXtn1 þ vnXtn :
Therefore, by setting w ¼ ðv1  v2; v2  v3;y; vn1  vn; vnÞAðRdÞn; we can rewrite
(6.3) as
uv1ðt1Þuv2ðt2  t1Þ?uvnðtn  tn1Þ ¼ exp iwðXt1 ;y;XtnÞ: ð6:4Þ
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Conversely, given wAðRdÞn; it is possible to ﬁnd v1;y; vn such that (6.4) holds. The
assertion now follows from the following lemma.
Claim 6.7. Let r be the joint distribution of ðXt1 ;y;XtnÞ on ðRdÞn: Then for
any fAL2ððRdÞn; rÞ bounded, there is a sequence of trigonometric functions
hmAL2ððRdÞn; rÞ;
hmðyÞ ¼
Xrm
j¼1
cmj e
iwm
j
y;
cmj AC; w
m
j AðRdÞn; j ¼ 1;y; rm such that hm-f as m-N:
Proof. Let M be the closure of the span of such polynomials, and let cAM>:
Then
/c; exp iwyS ¼
Z
cðyÞeiwy drðyÞ ¼ 0
for all wAðRdÞn: Let n be the complex Borel measure given by dn ¼ c dr (it is well-
deﬁned and ﬁnite, for cAL2ðrÞDL1ðrÞ since r is a probability measure). Then the
above implies that #nðwÞ ¼ 0 for all wAðRdÞn: Therefore n  0; thus c ¼ 0 and the
assertion follows. &
To complete the proof of the proposition, let hm be as in the claim. Then we have
that hmðXt1 ;y;XtnÞAS; for all mX1; and
jj f ðXt1 ;y;XtnÞ  hmðXt1 ;y;XtnÞjj2 ¼ jj f  hmjj2L2ðrÞ-0
as m-N: &
Remark 6.8. We record for future reference that when m is the Gaussian measure on
the plane of mean zero and variance one, the corresponding Le´vy process is the
standard Brownian motion Bt on the plane. More generally, when m is a Gaussian
measure with mean zero, the corresponding Le´vy process is a (non-standard)
Brownian motion of form Bct where c40 is ﬁxed. In these cases, the product system
Lm is known to be isomorphic to the exponential product system of index 2. For a
proof of the case c ¼ 1 see [15], and also [16]. The proof of the general case is
analogous.
7. Product system of a quantized convolution semigroup
In this section we will show that, given a quantized convolution semigroup ft
corresponding to an inﬁnitely divisible probability measure m; the product system Ef
is isomorphic to the Le´vy product system Lm:
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This relation has not been observed in the literature. Nevertheless, we will see that
it arises from a careful analysis of the inductive limit maps relating the metric
operator spaces of f:
Let m be a ﬁxed inﬁnitely divisible probability measure, and ft its correspond-
ing CP semigroup. Given a partition P ¼ f0 ¼ t0o?otn ¼ tg; we have, by
deﬁnition,
HPf ¼ EfðDt1Þ#?#EfðDtnÞ:
By Proposition 5.4, however, EfðDtkÞCL2ðR2; mDtkÞ: This gives rise to a unitary
equivalence HPfCL
2ððR2Þn; mDt1#?#mDtnÞ:
Deﬁnition 7.1. Given a partition P ¼ f0 ¼ t0o?otn ¼ tg; and fAHPf ; we
denote by f˜ the corresponding element of L2ððR2Þn; mDt1#?#mDtnÞ under this
equivalence.
Let ðO;F;P; ðFtÞtX0; ðXtÞtX0Þ be a Le´vy process framework for m and let
Lm be the corresponding product system (see Section 6 for the deﬁnitions and
properties of these objects). In the following we will also denote Lm by L since m is
ﬁxed.
We introduce a related family of stochastic processes that will prove useful, with
an important approximation property.
Deﬁnition 7.2. We deﬁne At to be the real-valued ‘‘stochastic area’’ process (cf. [14])
deﬁned by the Itoˆ integral
At ¼
Z t
0
oðXs; dXsÞ :¼ 1
2
Z t
0
Xð1Þs dX
ð2Þ
s  Xð2Þs dXð1Þs ; ð7:1Þ
where Xt is the process with left-continuous paths deﬁned by Xt ¼ limsmt Xs:
Notice that At is a well-deﬁned stochastic integral, since the coordinate processes
X
ð1Þ
t ; X
ð2Þ
t of Xt are semimartingales (see [22, Section VI.2]). Notice that At is Ft-
adapted. Given a partition P ¼ f0 ¼ t0ot1o?otn ¼ tg; we deﬁne also the Ft-
adapted real-valued stochastic process
APt ¼ At 
Xn
k¼1
oðXtk ;Xtk1Þ:
Since APt is cadlag, by replacing it by an indistinguishable modiﬁcation, we may
assume that APðt; Þ is jointly measurable on ½0;NÞ 	 O:
Remark 7.3. It is unfortunate that the traditional choice of the symbol o for the
symplectic form and for the elements of a probability space coincide. We will rarely
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ﬁnd the occasion to refer explicitly to the latter, however, and this justiﬁes our choice
of notation.
Lemma 7.4. For any partition P ¼ f0 ¼ t0o?otn ¼ tg of the interval ½0; t; set
SðPÞ ¼
Xn
k¼1
1
2
X
ð2Þ
tk  Xð2Þtk1
 
X
ð1Þ
tk1  Xð1Þtk  Xð1Þtk1
 
X
ð2Þ
tk1
h i
and jPj ¼ maxftk  tk1 : k ¼ 1;y; ng). Suppose that Pn is a sequence of partitions
such that jPnj-0 as n-N: Then SðPnÞ-At in probability, as n-N:
Proof (See [21, Theorem 21, p. 57]). &
Remark 7.5. Notice that given a partition P ¼ f0 ¼ t0o?otn ¼ tg; we can also
write
SðPÞ ¼
Xn
k¼1
oðXtk ;Xtk1Þ
since
SðPÞ ¼
Xn
k¼1
1
2
X
ð2Þ
tk  Xð2Þtk1
 
X
ð1Þ
tk1  Xð1Þtk  Xð1Þtk1
 
X
ð2Þ
tk1
h i
¼
Xn
k¼1
oðXtk  Xtk1 ;Xtk1Þ ¼
Xn
k¼1
oðXtk ;Xtk1Þ:
We now proceed to describe the inductive Hilbert spaces HPf ; and the
corresponding isometric inclusions VQP in terms of this explicit description.
Deﬁnition 7.6. Let n1 and n2 be complex measures on R2: We deﬁne the twisted
convolution n1yn2 to be the measure on R2 such that, for all bounded measurable
f :R2-C; Z
R2
f ðzÞ dn1yn2ðzÞ ¼
Z Z
R2	R2
f ðx þ yÞeioðx;yÞ dn1ðxÞ dn2ðyÞ:
Remark 7.7. Notice that given n1 and n2 complex Borel measures on R2;
we have Z
R2
Wz dn1ðzÞ
Z
R2
Wz dn2ðzÞ ¼
Z
R2
Wz dn1yn2ðzÞ:
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Lemma 7.8. Let Q ¼ f0 ¼ s0os1o?osm ¼ tg be a partition refining P ¼ f0 ¼
t0ot1o?otn ¼ tg; and set IðjÞ ¼ fu : tj1osuptjg: The isometry VQP :HPf-HQf is
given by
gðVQPhÞðx1;y; xmÞ ¼ h˜ X
kAIð1Þ
xk;y;
X
kAIðnÞ
xk
0@ 1A exp iXn
r¼1
X
kolAIðrÞ
oðxl ; xkÞ
24 35: ð7:2Þ
Proof. First, let us consider the case where P ¼ f0; tg: Recall that a simple tensor in
f1#?#fmAHQf has the form
f1#?#fn ¼
Z
f˜1ðzÞWz drDs1#?#
Z
f˜mðzÞWz drDsm
by Remark 7.7, the multiplication VnQT takes it toZ
Wz dð f˜1mDs1Þy?yð f˜mmDsmÞðzÞ:
By Claim 5.2 and Proposition 5.4, we conclude that ðf˜1mDs1Þy?yðf˜mmDsmÞ is
absolutely continuous with respect to mt; and there is gAL
2ðR2; mtÞ such that
dðf˜1mDs1Þy?yðf˜mmDsmÞ ¼ g dmt: Thus, we have that
VnQPð f1#?#fmÞ ¼
Z
gðzÞWz dmtðzÞ:
Therefore, given any hAHPf ¼ EfðtÞ;
/VQPh; f1#?#fmS ¼/h; VnQTf1#?#fnS ¼ /h˜; gSL2ðR2;mtÞ
¼
Z
h˜ðzÞgðzÞdmtðzÞ ¼
Z
h˜ðzÞdð f˜1mDs1Þy?yð f˜mmDsmÞ:
By deﬁnition of the twisted convolution, this expression reduces to
Z
R2m
h˜
Xm
k¼1
xk
 !
exp i
X
1pkolpm
oðxk; xlÞ
" #
	 f˜1ðx1Þf˜2ðx2Þ?f˜mðxmÞ dmDs1ðx1Þ?dmDsmðxmÞ
proving (7.2) in this special case. The general case follows. &
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Deﬁnition 7.9. For every partition P ¼ f0 ¼ t0o?otn ¼ tg of ½0; t; deﬁne the map
cP :H
P
f-L
2ðO;Ft;PÞ by setting
cPðhÞ ¼ h˜ðXt1  Xt0 ;y;Xtn  Xtn1Þ expðiAPt Þ:
Lemma 7.10. Let P be a partition of the interval ½0; t: The map
cP :H
P
f-L
2ðO;Ft;PÞ is an isometry. Furthermore, if Q+P is another partition of
½0; t; then cP ¼ cQVQP; and ,P RangeðcPÞ is dense.
Proof. Let P ¼ f0 ¼ t0ot1o?otn ¼ tg: By deﬁnition, a Le´vy process has
stationary independent increments, and moreover the distribution of Xtþs  Xt is
ms: It follows that given hAH
P
f ;
jjcPhjj2 ¼Eðjh˜ðXt1  Xt0 ;y;Xtn  Xtn1Þ expðiAPt Þj2Þ
¼
Z
R2	?	R2
jh˜ðz1;y; znÞj2 dmDt1ðz1Þ?dmDtnðznÞ ¼ jjhjj2
and cP is an isometry.
Let Q ¼ f0 ¼ s0o?osm ¼ tg be a partition of ½0; t reﬁning P; and set IðjÞ ¼
fu : tj1osuptjg; for j ¼ 1;y; n: Let hAHPf : By deﬁnition of cQ;
cQVQPh ¼ gðVQPhÞðDXs1 ;y;DXsmÞ expðiAPt Þ; ð7:3Þ
where DXsk ¼ Xsk  Xsk1 : By Lemma 7.8,
gðVQPhÞðDXs1 ;y;DXsmÞ ¼ h˜ X
kAIð1Þ
DXsk ;y;
X
kAIðnÞ
Xsk
0@ 1A
exp i
Xn
r¼1
X
kolAIðrÞ
oðDXsl ;DXskÞ
24 35: ð7:4Þ
Since
P
kAIðrÞ DXsk ¼ DXtr ; for r ¼ 1;y; n; we can rewrite (7.4) as
h˜ðDXt1 ;y;DXtnÞ exp i
Xn
r¼1
X
kolAIðrÞ
oðDXsl ;DXskÞ
24 35: ð7:5Þ
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We can now consider the argument of the exponential separately. Observe that
Xn
r¼1
X
kolAIðrÞ
oðDXsl ;DXskÞ
¼
Xn
r¼1
X
lAIðrÞ
oðDXsl ;Xsl  Xtr1Þ
¼
Xn
r¼1
X
lAIðrÞ
oðDXsl ;Xsl Þ  oðDXsl ;Xtr1Þ½ 
¼
Xn
r¼1
X
lAIðrÞ
oðDXsl ;Xsl Þ 
Xn
r¼1
oðXtr  Xtr1 ;Xtr1Þ
¼
Xm
k¼1
oðXsk ;Xsk1Þ 
Xn
r¼1
oðXtr ;Xtr1Þ: ð7:6Þ
Now, by inserting (7.6) into (7.5), we conclude that
gðVQPhÞðDXs1 ;y;DXsmÞ
¼ h˜ðDXt1 ;y;DXtnÞ exp i
Xm
k¼1
oðXsk ;Xsk1Þ 
Xn
r¼1
oðXtr ;Xtr1Þ
" #
:
But, by deﬁnition,
APt ¼ AQt þ
Xm
k¼1
oðXsk ;Xsk1Þ 
Xn
r¼1
oðXtr ;Xtr1Þ:
Thus we conclude that
cQVQPh ¼ h˜ðDXt1 ;y;DXtnÞ
	 exp i AQt þ
Xm
k¼1
oðXsk ;Xsk1Þ 
Xn
r¼1
oðXtr ;Xtr1Þ
" #
and so cQVQPh ¼ cPh:
Finally, we show that ,P RangeðcPÞ is dense in L2ðO;Ft;PÞ: Since the set of
functions of the form gðDXt1 ;y;DXtnÞ (recall X0 ¼ 0), where g is bounded and
measurable, and 0 ¼ t0ot1o?otn ¼ t is dense, it sufﬁces to show that given
g : ðR2Þn-C bounded and measurable, and P ¼ f0 ¼ t0o?otn ¼ tg; the function
gðDXt1 ;y;DXtnÞ is approximated by elements of ,P RangeðcPÞ:
D. Markiewicz / Journal of Functional Analysis 200 (2003) 237–280 271
For any partition Q ¼ f0 ¼ s0os1o?osm ¼ tg reﬁning P; and using the same
notation IðjÞ ¼ fu : tj1osuptjg; j ¼ 1;y; n; we can deﬁne
gQðx1;y; xmÞ ¼ g
X
kAIð1Þ
xk;y;
X
kAIðnÞ
xk
0@ 1A:
Clearly, there is hQAHQf such that gQ ¼fhQ: By deﬁnition of the map cQ;
cQhQ ¼ gðDXt1 ;y;DXtnÞ expi At 
Xm
k¼1
oðXsk ;Xsk1Þ
" #
:
Now observe that, by Remark 7.5 and Lemma 7.4,Xm
k¼1
oðXsk ;Xsk1Þ-At in probability as jQj-0:
Thus, since x/exp ix is uniformly continous,
exp i At 
Xm
k¼1
oðXsk ;Xsk1Þ
" #
-1 in probability as jQj-0:
Therefore, cQhQ-g in L
2ðO;Ft;PÞ; by Lebesgue’s dominated convergence
theorem. &
Theorem 7.11. Let L be the product system associated with the Le´vy process Xt: There
is a unique map C : Ef-L such that
(1) C preserves fibers;
(2) Ct : EfðtÞ-Lt is a unitary operator, for every t40;
(3) Ct 3VP ¼ cP; for every partition P of ½0; t; t40;
(4) Cð f  gÞ ¼ Cð f Þ CðgÞ; for any f ; gAEf:
Proof. Recall that EfðtÞ ¼ limPHPf ; where the limit runs over the partitions of ½0; t;
t40: It follows from Lemma 7.10 and the universal property of the inductive limit
that there is a unique unitary map Ct : EfðtÞ-Lt satisfying the identity CtVP ¼ cP;
for every partition P of ½0; t: Notice that it is onto because ,P RangeðcPÞ is dense
in Lt; also by Lemma 7.10. Finally, C : Ef-L is uniquely determined by the
requirement that it takes EfðtÞ-Lt via Ct; for t40: We prove that C preserves
multiplication in the following lemma. &
Lemma 7.12. Let t; s40: Given g1AEfðtÞ and g2AEfðsÞ: Then
Ctþsðg1  g2Þ ¼ Ctðg1Þ Csðg2Þ:
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Proof. It sufﬁces to prove the lemma for g1AVPðHPf Þ and g2AVQðHQfÞ; where P is
an arbitrary partition of ½0; t and Q is an arbitrary partition of ½0; s:
So let P ¼ f0 ¼ t0o?otn ¼ tg and Q ¼ f0 ¼ s0o?osm ¼ sg and let
h1AHPf ; h2AH
Q
f; so that g1 ¼ VPðh1Þ and g2 ¼ VQðh2Þ: We may also assume, with-
out loss of generality, that both eh1 and eh2 are bounded functions. Set P"Q ¼ f0 ¼
u0o?ounþm ¼ t þ sg; so that uk ¼ tk; for k ¼ 1;y; n; and uk ¼ t þ skn; for
k ¼ n þ 1;y; n þ m: By Proposition 3.17 we have
g1  g2 ¼ VP"Qðh1#h2Þ:
By Proposition 7.10, we have then
Ctðg1Þ ¼cPðh1Þ ¼ h˜1ðDXt1 ;y;DXtnÞ exp iAPt
¼ h˜1ðDXu1 ;y;DXunÞ exp iAPt ;
Csðg2Þ ¼ cQðh2Þ ¼ h˜2ðDXs1 ;y;DXsmÞ exp iAQs ;
Ctþsðg1  g2Þ ¼cP"Qðh1#h2Þ
¼ h˜1ðDXu1 ;yDXunÞh˜2ðDXunþ1 ;yDXunþmÞ exp iAP"Qtþs :
In order to compute Ctðg1Þ Csðg2Þ ¼ cPðh1ÞLt;sðcPðh2ÞÞ; denote rk ¼ ks=2N ; for
k ¼ 0;y; N; and recall that, by Lemma 7.4 and Remark 7.5,
XN
k¼1
oðXrk ;Xrk1Þ -
N-N
As in probability:
Hence
XN
k¼1
oðXrk ;Xrk1Þ 
Xm
k¼1
oðXsk ;Xsk1Þ -
N-N
As 
Xm
k¼1
oðXsk ;Xsk1Þ:
Now, let us denote
fN ¼ h˜2ðDXs1 ;y;DXsmÞ exp i
XN
k¼1
oðXrk ;Xrk1Þ 
Xm
k¼1
oðXsk ;Xsk1Þ
" #
:
By the dominated convergence theorem, fN-Csðg2Þ in L2ðO;Fs;PÞ (i.e. in norm). It
follows that Lt;sð fNÞ-Lt;sðCsðg2ÞÞ in norm, as N-N: Notice that
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Lt;sð fNÞ ¼ h˜2ðDXunþ1 ;y;DXunþmÞ
	 exp i
XN
k¼1
oðXrkþt  Xt;Xrk1þt  XtÞ 
Xnþm
k¼nþ1
oðXuk  Xt;Xuk1  XtÞ
" #
;
where we used the identity DXuk ¼ ðXuk  XtÞ  ðXuk1  XtÞ; and, of course,
ukþn ¼ sk; k ¼ 1;y; m: This expression can be simpliﬁed considerably:
XN
k¼1
oðXrkþt  Xt;Xrk1þt  XtÞ
¼
XN
k¼1
oðXrkþt;Xrk1þtÞ þ
XN
k¼1
oðXrkþt;XtÞ þ oðXt;Xrk1þtÞ½ :
But oðXrkþt;XtÞ þ oðXt;Xrk1þtÞ ¼ oðXt;Xrkþt  Xrk1þtÞ: Thus,
XN
k¼1
oðXrkþt;XtÞ þ oðXt;Xrk1þtÞ½ 
¼
XN
k¼1
oðXt;Xrkþt  Xrk1þtÞ ¼ oðXt;XtþsÞ;
and we conclude that
XN
k¼1
oðXrkþt  Xt;Xrk1þt  XtÞ ¼ oðXt;XtþsÞ þ
XN
k¼1
oðXrkþt;Xrk1þtÞ:
Similarly,
Xnþm
k¼nþ1
oðXuk  Xt;Xuk1  XtÞ ¼ oðXt;XtþsÞ þ
Xnþm
k¼nþ1
oðXuk ;Xuk1Þ:
Hence, we can rewrite Lt;sð fNÞ:
Lt;sð fNÞ ¼ h˜2ðDXunþ1 ;y;DXunþmÞ
	 exp i
XN
k¼1
oðXrkþt;Xrk1þtÞ 
Xm
k¼nþ1
oðXuk ;Xuk1Þ
" #
:
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Now, it follows that
Ctðg1Þ  fN ¼ h˜1ðDXu1 ;y;DXunÞ h˜2ðDXunþ1 ;y;DXunþmÞ
	 exp i APt þ
XN
k¼1
oðXrkþt;Xrk1þtÞ 
Xm
k¼nþ1
oðXuk ;Xuk1Þ
" #
:
Since
XN
k¼1
oðXrkþt;Xrk1þtÞ -
N-N
Atþs  At in probability; in ðO;Ftþs;PÞ;
and we have the identity
Atþs  At 
Xnþm
k¼nþ1
oðXuk ;Xuk1Þ ¼ AP"Qtþs  APt ;
we conclude that
Ctðg1Þ Csðg2Þ ¼ lim
N-N
Ctðg1Þ  fN
¼ h˜1ðDXu1 ;y;DXunÞh˜2ðDXunþ1 ;y;DXunþmÞ exp iAP"Qtþs :
It follows immediately that Ctðg1Þ Csðg2Þ ¼ Ctþsðg1  g2Þ: &
8. Measurability of W
Recall that if Y is a second countable, locally compact Hausdorff space, then
C0ðYÞ (the commutative Cn algebra of all continuous functions vanishing at inﬁnity)
is a separable Cn-algebra.
Lemma 8.1. There is a countable set SDCNc ðRdÞ dense in C0ðRdÞ; and for every Borel
probability measure n on Rd ; span S is dense in L2ðRd ; nÞ:
Proof. Given the preceding comment, there is a countable set S0 dense in C0ðRdÞ: It
is clear that by taking cutdowns and using smooth approximate units, S0 can be
replaced by a countable set SDCNc ðRdÞ dense in C0ðRdÞ:
Now recall that if n is a Borel probability measure on Rd it is a Radon
measure, and therefore CcðRdÞ is dense in L2ðRd ; nÞ: Therefore, S is dense in
L2ðRd ; nÞ: &
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Lemma 8.2. Let fASðR2Þ and x; ZASðRÞ: Let aAð0; 1 be fixed. Then the
function
hðtÞ ¼
Z
f ðzÞ/Wzx; ZS dmatðzÞ
is measurable.
Proof. Notice that when x; ZASðRÞ; we have that f 0ðzÞ ¼ /Wzx; ZS is also a
Schwarz function. Indeed, if z ¼ a þ bi; we have
WzxðxÞ ¼ ei
ab
2 þiaxxðx þ bÞ ¼ ei ab2 þiax 1ﬃﬃﬃﬃﬃ
2p
p
Z
eiðxþbÞy #xðyÞ dy:
Therefore,
f 0ðzÞ ¼ 1ﬃﬃﬃﬃﬃ
2p
p ei ab2
Z Z
eiðaxþbyÞ eixy #xðyÞ%ZðxÞ
h i
dx dy:
Let gðx; yÞ ¼ eixy #xðyÞ%ZðxÞ: Then we have f ða; bÞ ¼
ﬃﬃﬃﬃﬃ
2p
p
ei
ab
2 #gða; bÞ: Since gASðR2Þ;
we conclude that f 0ASðR2Þ:
Therefore, we have that FðzÞ ¼ f ðzÞ/Wzx; ZS is a Schwartz function. It follows
that
hðtÞ ¼
Z
FðzÞ dmatðzÞ ¼
Z
FˇðlÞ #matðlÞ dl:
However, by the Le´vy–Khinchin formula, there is RðlÞ a measurable function such
that #msðlÞ ¼ expðsRðlÞÞ: Thus, hðtÞ is the integral of a jointly measurable bounded
function t; l/ #matðlÞ with respect to a ﬁnite (complex-valued) measure on the plane,
namely FˇðlÞdl: The measurability of h follows. &
Lemma 8.3. Let P ¼ f0 ¼ x0o?oxn ¼ 1g be a partition of ½0; 1 and
g1;y; gnACNc ðR2Þ be fixed. Define gðz1;y; znÞ ¼ g1ðz1Þg2ðz2Þ?gnðznÞ: There is a
unique measurable section vt of E
P
f such that g ¼ *vt for all t40:
Proof. It is clear that, for every t40; there is a unique vtAEPf ðtÞ such that
g ¼ *vt; since this refers to the unitary equivalence EPf ðtÞCL2ðR2n; mtDx1#?#mtDxnÞ;
and g belongs to the latter space. We need only prove the measurability
of vt:
Recall that, by deﬁnition, vt is measurable if and only if it corresponds to a
measurable section of EfPDð0;NÞ 	 BðL2ðRÞ#L2ðRÞÞ: Now we have that
vt ¼
Z
g1ðzÞWz dmtDx1#
Z
g2ðzÞWz dmtDx2#?#
Z
gnðzÞWz dmtDxn :
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And to prove that this is measurable it sufﬁces to show that for every x1;y; xn;
Z1;y; ZnASðRÞ we have that the function
t//vtx1#?#xn; Z1#?#ZnS
is measurable. Now notice that
/vtx1#?#xn; Z1#?#ZnS
¼
Z
g1ðz1Þ/Wz1x1; Z1S dmtDx1ðz1Þ?
Z
gnðznÞ/Wznxn; ZnSdmtDxnðznÞ:
By Lemma 8.2, this is a product of measurable functions, hence measurable. &
Lemma 8.4. Let P be a partition of ½0; 1: The map CP : EPf-L is measurable.
Proof. Let us denote P ¼ f0 ¼ x0o?oxng: Let S ¼ fgk : kANg be a subset of
CNc ðR2Þ given by Lemma 8.1. We note that the set
S0 ¼ fgk1ðz1Þ?gknðznÞ : k1;y; knANg
also satisﬁes the property that is countable and its span is dense in L2ðR2n; nÞ
for any Borel probability measure n: We choose to re-enumerate
S0 ¼ fhk : kANg:
Claim 8.5. There is a complete system of measurable orthonormal sections
fekðtÞ : kANg of EP; such that, for every kAN there are complex measurable functions
fj; jAN such that
gekðtÞ ¼XN
j¼0
fjðtÞhj;
where this is a finite sum for each t40:
Proof. By Lemma 8.3 there are measurable sections vkðtÞ; such that evk ¼ hk for all
kAN: Furthermore, span fhk : kANg is dense in L2ðR2n; nÞ with respect to any Borel
probability measure n: It follows that spanfvkðtÞ : kANg is dense in EPf ðtÞ for all t40:
Thus, the claim follows from a careful application of Gram–Schmidt (see [12,
Lemma 1, p. 162]). &
Finally, to prove that CP is measurable, it sufﬁces to show that, given any
function YAL2ðO;F;PÞ; and kAN; the function
t//CPðekðtÞÞ; YS
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is measurable. Notice that
/CPðekðtÞÞ; YS ¼
XN
j¼0
fjðtÞ/CPðvjðtÞÞ; YS:
Let kAN be ﬁxed. We have that
/CPðvkðtÞ; YS ¼
Z
hkðXtx1  Xtx0 ;y;Xtxn  Xtxn1ÞexpðiAPt Þ %Y dP:
Denote by x the elements of O; and set
Fðt; xÞ ¼ hkðXtx1ðxÞ  Xtx0ðxÞ;y;XtxnðxÞ  Xtxn1ðxÞÞexpðiAPt ðxÞÞ;
dnðxÞ ¼ %YðxÞ dPðxÞ:
Then we have that
/CPðvkðtÞ; YS ¼
Z
O
Fðt; xÞ dnðxÞ;
where Fðt; xÞ is jointly measurable and bounded, and n is a ﬁnite (complex-valued)
measure. It follows that the map t//CPðvkðtÞÞ; YS is measurable. Thus
/CPðekðtÞÞ; YS is a limit (sum) of products of measurable functions, hence
measurable. &
Corollary 8.6. The map C : Ef-L is a product system isomorphism.
Proof. This follows immediately from Theorem 7.11, the previous lemma and the
universal property of the measurable Hilbert bundle structure of Ef: &
This leads to our main results concerning the quantized convolution semigroups.
Recall that an E0-semigroup is called completely spatial if its product system is of
type I.
Corollary 8.7. The minimal dilation of a quantized convolution semigroup is
completely spatial.
Proof. This follows immediately from Corollary 8.6 and Proposition 6.6. &
Corollary 8.8. The minimal dilation of the heat flow is cocycle conjugate to the CAR/
CCR flow of index 2.
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Proof. By Remark 4.3, the case of the heat ﬂow corresponds to the Gaussian
convolution semigroup on R2 given by formula (4.3). Therefore, the assertion
follows from Remark 6.8 and the fact that the index is a complete isomorphism
invariant on the class of type I product systems. &
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