In industrial practice, it is often required that weighting tables were prepared in advance and tristimulus values can then be directly computed using summation of the products of the weights and measured reflectance values. The CIE has never provided precise procedure to calculate the weighting tables, and various discrepant methods have been used. Hence it is possible to obtain significantly different tristimulus values from the same set of spectral data.
INTRODUCTION
Colorimetry has been widely used in industries including applications such as colour quality control and recipe formulation. Tristimulus values form the basis of colorimetry. They are transformed to other colorimetric coordinates for industrial applications such as CIELAB 1, 2 
Here ) (λ S is the relative spectral power distribution of an illuminant, , analytical expressions for most of these functions are not available. In 1981, Working Group VIII 4 of U.S. TC -1.3 (corresponding to CIE TC-1.3 Colorimetry) was formed and worked on this problem. In 1983, they recommended that the definition of the CIE tristimulus values should be based on numerical rather than analytical integration and that the integration should be carried out by numerical summation at wavelength intervals 1 = ∆λ nm. The CIE 2 later adopted this proposal. Thus, the practical calculation of tristimulus values recommended by the CIE 2 is by eq. (3). The CIE has defined standard tables of colour matching functions and illuminant spectral power distributions at 1nm intervals 5, 6 . Hence calculating tristimulus values using eq. (3) is straightforward provided that the reflectance values at 1-nm intervals are known over the full range of wavelengths. However, they are rarely available in practice, since reflectance values are typically measured by a spectrophotometer at an interval much larger than 1nm such as = ∆λ 10, or even 20 nm, and often over a smaller wavelength range than 380 to 780 nm. Hence, in industrial practice it is often that a λ ∆ (>1) nm interval weighting table
were prepared in advance, and the tristimulus values are computed using the following summations:
Here, The CIE has never provided precise guidelines as to how weighting tables (eq. (4)) should be calculated in these cases, and various discrepant methods have been used. Hence it is possible to obtain significantly different tristimulus values from the same set of spectral data. This can be easily understood from the results listed in Table 1 , where four different methods were used for computing tristimulus values at 10nm and 20nm intervals respectively for a particular sample under a three narrow band fluorescent illuminant (see Figure 2 in section 5) and CIE 1931 standard observer. The 1nm reflectance function (solid curve) of the sample and its (simulated) measured 10nm (dotted curve) and 20nm (dashed curve) reflectance functions are shown in Figure 1 . The standard (S) set of tristimulus values in bold were computed using the CIE recommendation (eq. (3)). T5, OP, LS and DS stands for the tristimulus values computed using ASTM Intl. Table 5 7-9 , optimum [10] [11] [12] , least squares 13 , and direct selection methods respectively. Sometimes S, T5, OP, LS and DS also refer to the corresponding weighting tables or the methods for computing weighting tables. The four methods for computing weighting tables will be introduced later. At this stage we are interested in the (CIELAB) colour differences ( E ∆ ) between each pair of the five sets of tristumulus values at 10nm and 20nm intervals respectively. All the colour differences are listed in Table 2 . Note that the colour differences between the S set of tristimulus values and each of the T5, OP, LS and DS sets of tristimulus values are the true errors for using T5, OP, LS, and DS weighting tables respectively. The values in bold are the colour differences under 20nm interval results and others are at 10nm interval results. The value '0.1331' in third row and fourth column is the colour difference between the tristimulus values computed using 10nm T5 and OP weighting tables and the value '1.1971 
ASTM INTL. STANDARD WEIGHTING TABLES
In order to overcome the above problem, the American Society for Testing and Materials (ASTM Intl.) 7 recommended a set of weighting tables as the ASTM Intl. E308-85 standard in 1985, which is known as weighting tables of Table 5 . This set includes 36 weighting tables covering 9 illuminants (6 continuous illuminants (A, C, D50, D55, D65 and D75) and three fluorescent illuminants (F2, F7 and F11)); each illuminant being combined with two CIE standard colorimetric observers (1931 and 1964) at two wavelength intervals (10-nm and 20-nm). The tables covered the wavelength range from 360nm to 780nm and guidance was given for procedures for smaller wavelength ranges. ASTM Intl. E2022 document 9 gave a standard procedure for computing weighting tables of Table 5 and its simplification of computations was given by Wang et al 14 .
Here we outline the main steps for computing the ASTM Intl. weighting tables of Table 5 : Table 5 1. Interpolate the measured reflectance values
using third order interpolation formula. For the two end intervals, quadratic interpolation formula must be used. The ASTM Intl. weighting tables must be used with measured reflectance values corrected by using the Sterans and Stearns 15 bandpass correction formulae: 
In 1989, Venable 16 showed that the bandpass errors could be much larger than had been previously realized and derived an iterative computation procedure by which a correction for spectral bandpass could be built into the weights directly. This would allow calculation, once and for all, of both the weights and the spectral bandpass correction, and users could integrate spectral data, as yet uncorrected for bandpass, with the resulting set of weights and obtain bandpass-corrected tristimulus values. In 1991, ASTM Intl. Committee E12.02 voted to replace the then existing tables of tristimulus weighting functions with those calculated by the Venable method, and subjected the resultant tables to a field test. Fairman 17 reported the results of the tests.
The tests also included Stearns tables which were derived by using the Stearns and Stearns bandpass correction formulae (6) to correct the weighting tables of Table 5 rather than to correct the measured reflectance values. The Venable method generates weighting tables by minimizing the difference between the tristimulus values calculated using the abridged weights and the standard tristimulus values calculated using the 1-nm illuminant-observer weights. The method has the disadvantage that the calculations must be carried out on an iterative basis. In either case (Venable or Stearns) the outcome is a set of weights which can be used directly; eg for measurements at 10nm intervals a set of weights at 10nm intervals is given.
Fairman
17 found that the Venable correction out-performs the Stearns correction for continuous illuminants at 10-nm intervals (A, C, D50, D55, D65 and D75), but that the opposite is true for fluorescent illuminants at 10-nm (F2, F7 and F11). He also found that the Venable correction outperforms the Stearns correction at 20-nm intervals for all the illuminants tested. Therefore, a mixed strategy was proposed, i.e., the Venable weighting tables were recommended for 20-nm interval data for all illuminants, while for 10-nm interval data the Venable weighting tables were recommended for continuous illuminants and the Stearns tables for fluorescent illuminants. In 1995, ASTM Intl. 8 adopted this strategy and published another set of weighting tables, known as ASTM Intl. E308-95 weighting tables of . In practice, the illuminant required may be different from the standard and users have to prepare their own weighting tables corresponding to the illuminant actually used. Recently, ASTM Intl. E2022-99 9 provided standard calculation methods to produce weighting tables of ASTM Intl. Table 5 and Stearns tables for a non-standard illuminant. No standard procedure is given to calculate Venable weights since it is an iterative procedure and details of the procedure used by Venable have been lost.
THE OPTIMUM AND LEAST SQUARES WEIGHTING TABLES
Ideally, the weights
, and Z ) should be chosen so that the difference between V defined by eq.
(1) and ' V defined by eq. (5) 
where
is the instrumental (spectral bandpass) function and has a triangular shape with a half-height equal to the wavelength interval. Besides, it is scaled so that 
Thus the difference between ' V and V is given in eq. (10).
and
The Optimum Weights
Note that it follows from eq. (10) that
. Thus the optimum weights
can be determined by minimizing the integration of the square of ) (λ D from a to b. This leads to the following definition for the optimum weights [10] [11] [12] :
then the weights
L are called the optimum weights if they give the minimum point of the function F defined by eq. (14) . It was found [10] [11] [12] that by solving the optimization problem, the optimum weights satisfy the following equation: 
If we let
with
, and
then, the above system can be written as follows: 
The Least Squares Weights
It follows from eqs. (10) and (11) that
Therefore, the difference is zero or reasonable small if 19 always has a least squares solution. Thus, the weights (weighting table) obtained by solving the overdetermined system of equations (19) in the least square sense are called Least Squares Weights (Weighting Tables) 13 . Using the above notations, the least squares solution of the overdetermined linear systems of equations (19) can be obtained by solving the following normal equation:
where 
Note that the tridiagonal matrix B is symmetric and positive definite. Thus, the normal equation (20) 
Note that algorithm 3 for computing the least squares weighting tables is slightly different from the one given by Wang et al 13 . Hence both algorithms 2 and 3 have a nice and important property that the sum of computed weights
equals the sum of the 1nm weights ) 1 ( ,i V W . Note also that algorithms 2 and 3 are roughly the same except the matrix A of eq. (16) is used for algorithm 2 and the matrix B of eq. (21) is used for algorithm 3. But both matrices A and B are tridiagonal, and symmetric and positive definite. Besides, when λ ∆ is larger, the B is closer to the matrix A.
DIRECT SELECTION (DS) WEIGHTING TABLES
It is quite often that people directly select one from
, and ) (λ z every λ ∆ nm interval to form the λ ∆ nm weights, i.e., 
COMPARISON OF DIFFERENT WEIGHTING TABLES
In order to evaluate the performance of different methods for generating weighting tables, we adopt the approach used by Fairman 17 and Li et al [10] [11] [12] . The strategy used is to calculate CIELAB colour differences between the tristimulus values calculated from the standard 1-nm tables and those calculated using the corresponding table for a larger wavelength interval. For the reflectance data, the 1nm reflectance values 20 measured from 1269 matt Munsell color chips using the Perkin-Elmer lambda 9 UV/VIS/NIR spectrophotometer. The set of reflectance values is in the visible range of 380nm to 800nm. We simply use the range of 380nm to 780nm to comply with the specification of the CIE 21, 22 recommendations as a standard set of reflectance values at 1nm interval. These samples were chosen because they gave a good coverage of colour space.
The 10-nm and 20-nm reflectance functions of each sample were calculated from the corresponding 1-nm reflectance functions by assuming an ideal instrument with ) (λ i P satisfying eqs. (7-9).
The CIE 1931 and 1964 1-nm standard observers 5 and the CIE 1-nm spectral power distributions 6 for illuminants D65 and A were used to form the corresponding 1-nm weighting tables. Besides, two 1nm spectral power distributions of the broad band (denoted by BB F ) and three band (denoted by TB F ) fluorescent lamps measured using a telespectrophotometer are used. All the four spectral power distributions are shown in Figure 2 .
The four types (T5, OP, LS, DS) of 10-nm and 20-nm weighting tables discussed above were compared under the combinations of the four illuminants and two CIE 1931 and 1964 Standard observers. Note that since there is no procedure for computing ASTM Intl. weighting tables of Table 6 using our own data, therefore, it is not included in this study. Besides, the Stearns table is not considered here as well since it has the same performance as T5 table.
For a sample under a particular illuminant and observer, three sets of tristimulus values were obtained by using the 1-nm, 10-nm, and 20-nm weighting tables and spectral reflectance functions. The tristimulus values calculated using the 1-nm weighting table were taken as standard and were used to compute the colour differences against those calculated from the 10-nm and 20-nm weighting tables. The CIELAB colour difference ( E ∆ ) was used as a measure to indicate the performance of a particular weighting Three statistical values: mean, median and maximum were calculated for measuring the performances of each weighting table. Mean represents the arithmetic average of the total colour differences calculated. Median represents a colour difference value such that half of the total colour differences are less (and greater) than the value. Maximum is the largest value among all colour difference values. It was found that no matter which measure is used, the ranking of the four weighting tables does not change. Besides, colour differences are not normally distributed, therefore, the median value reflects better the average performance of the weighting table than the mean value does. Hence the median and maximum values are reported here. It was also found that the ranking of the performances of the four weighting tables does not change with the standard observers. Thus, the results under CIE 1964 standard observer are reported here. All results are listed in Tables 3 and 4 respectively. Table 3 Table 3 clearly shows the LS is the best under continuous illuminants (D65, A) and the OP is the best under the fluorescent illuminants (F BB , F TB ). The overall ranking for the 10nm weighting tables from the best to the worst is LS, OP, T5 and DS tables. Each table performs worse under the fluorescent illuminants (F BB and F TB ) than under the continuous illuminants (D65 and A). The differences between T5, OP, and LS weighting tables are not much, but they are much different from the DS weighting tables. 
CONCLUSION
We have reviewed recent progress in computing weighting tables for calculating CIE tristimulus values. Comparisons among the ASTM Intl. Table 5 , optimum, least squares, and direct selection weighting tables were given. It has been shown that the differences between tristimulus values calculated using different weighting tables can be from 0.01 E ∆ units to up to more than 18 E ∆ units (see Table 2 ). The most accurate weighting table is the OP table, and then followed by LS, and T5 tables. The worst one is DS weighting table, which can not be used for practical applications. Generally speaking, the OP and LS weighting tables have the same performance and the methods for computing OP and LS weighting tables have the same complexity. But the matrix A used by the OP method is a little simpler than the matrix B used by the LS method.
Through ASTM Intl. 7, 8 standardized two sets of weighting tables of Table 5 and Table 6 and gave a procedure 9 for computing weighting tables of Table 5 and its Stearns correction tables using users' own spectral power distribution data, according to previous [10] [11] [12] and this studies, they (Table 5, Table 6 , and Stearns weighting Tables) are not as accurate as the OP (or LS) weighting table. It is, therefore, we recommend that the OP method for calculating weighting tables should be considered for standardization.
