on hybrid preconditioning methods for large sparse saddle-point problems  by Wang, Zeng-Qi
Linear Algebra and its Applications 434 (2011) 2353–2366
Contents lists available at ScienceDirect
Linear Algebra and its Applications
j ourna l homepage: www.e lsev ie r .com/ loca te / laa
On hybrid preconditioning methods for large sparse
saddle-point problems
Zeng-Qi Wang
Department of Mathematics, Shanghai Jiaotong University, 800 Dongchuan Road, Shanghai 200240, PR China
A R T I C L E I N F O A B S T R A C T
Article history:
Received 11 October 2009
Accepted 9 June 2010
Available online 16 July 2010
Submitted by V. Mehrmann
AMS classiﬁcation:
65F10
65F50
65W05
CR
G1.3
Keywords:
Saddle-point problem
Block symmetric Gauss–Seidel iteration
Matrix preconditioning
Eigenvalue clustering
Based on the block-triangular product approximation to a 2-by-2
blockmatrix, a class of hybrid preconditioningmethods is designed
for accelerating the MINRESmethod for solving saddle-point prob-
lems. The appropriate values for theparameters involved in thenew
preconditioners are estimated, so that the numerical conditioning
and the spectral property of the saddle-point matrix of the lin-
ear system can be substantially improved. Several practical hybrid
preconditioners and the corresponding preconditioning iterative
methods are constructed and studied, too.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
Westudy various structured preconditioners and the corresponding preconditionedMINRESmeth-
ods for solving large sparse systems of linear equations of the form
Ax ≡
[
A BT
B 0
] [
u
p
]
=
[
b1
b2
]
≡ b, (1.1)
where the matrix A ∈ Rm×m is symmetric positive deﬁnite and B ∈ Rn×m is of full row-rank, with
u, b1 ∈ Rm, p, b2 ∈ Rn, x ∈ Rm+n and m n, see for instance [7,8,12,14,16] and references therein.

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Here, we use BT to denote the transpose of the matrix B. Therefore, the saddle-point matrix A ∈
R(m+n)×(m+n) is symmetric, indeﬁnite and nonsingular, and the system of linear equations (1.1),
termed as a saddle-point linear system, has a unique solution xT∗ = [uT∗, pT∗] ∈ Rm+n.
We begin the discussion from the Stokes problem and then extend the perspective to saddle-point
problemsof other applicationbackgrounds. Thedescription closely follows the idea in [19]. Speciﬁcally,
for the Stokes problem{
−∇2u + ∇p = 0,
∇ · u = 0, (1.2)
the discretization error is often measured in the energy-norm for the velocity u and in the L2-norm
for the pressure p. An approximation
xk =
[
uk
pk
]
to the exact solution
x∗ =
[
u∗
p∗
]
is acceptable if the norm of global error ek = x∗ − xk , deﬁned by
||ek||2E := ||uk − u∗||2A + ||pk − p∗||2Q
is sufﬁciently small, whereQ is the pressuremassmatrix, which is symmetric positive deﬁnite. Hence,
the block-diagonal matrix
E =
[
A 0
0 Q
]
(1.3)
is symmetric positive deﬁnite, too. Due to the relationship
||ek||2E = 〈EA−1rk,A−1rk〉 = ||rk||2A−1EA−1 ,
the residual rk = b − Axk is expected to be reduced in the normof P := A−1EA−1. On the other hand,
the residual rk may satisfy
||rk||P−1 = min
v∈K ||v||P−1 ,
where
K = H−1
(
r0 + span
{
AP−1r0, (AP−1)2r0, . . . , (AP−1)kr0
})
is the Krylov subspace and P = HHT is the preconditioning matrix. Intuitively, the matrix P is a good
preconditioner if it is given by
P = (AE−1A)−1 = A−1EA−1 =
[
A + BTQ−1B BT
B BA−1BT
]
. (1.4)
However, the preconditioning matrix P does not work well in actual applications as it includes the
complicated components BTQ−1B and BA−1BT . To avoid this drawback, in [19] a class of block-diagonal
approximations to P is proposed. Instead, in this paper we approximate P by a block matrix M˜ at the
ﬁrst stage. Then, we construct the new hybrid preconditioners by using the block symmetric Gauss–
Seidel (BSGS) and themodiﬁed block symmetric Gauss–Seidel (MBSGS) splittingmatrices of M˜, which
are referred to as BSGS and MBSGS preconditioners in short. The BSGS and MBSGS approximating
techniques are similar to the block and the modiﬁed SSOR preconditioning matrices that were ini-
tially presented and studied in [4,5] for symmetric positive deﬁnite linear systems. With the suitable
choices of the involved parameters, the new preconditioners can accelerate the MINRES method by
improving the condition and the spectral distribution of the original coefﬁcient matrix. In fact the
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BSGS preconditioners gather all the positive eigenvalues to a single nonzero point while the negative
eigenvalues are clustered within a small interval. Comparing with the BSGS preconditioners, we ﬁnd
that the MBSGS preconditioners gather the positive eigenvalues in an interval which is not close to
zero. In this sense it seems that the effect of the eigenvalue clustering of MBSGS preconditioners is
not as good as BSGS preconditioners. However, the MBSGS preconditioners have their own advantage,
i.e., instead of solving the linear systems with the coefﬁcient matrix A in the BSGS preconditioners,
the MBSGS preconditioned MINRES method only need to solve linear systems with the coefﬁcient
matrix A˜, an approximation to A, at every iteration step, which makes the MBSGS–MINRES method
more feasible and effective.
The paper is organized as follows. Firstly, we form the approximation matrix M˜ to P and design
the block symmetric Gauss–Seidel and themodiﬁed block symmetric Gauss–Seidel preconditioners in
Section 2. Then we discuss the spectral distribution and choose the parameters for the practical BSGS
and MBSGS preconditioners in Section 3. The numerical results are shown in Section 4. We present
our conclusions in Section 5.
2. The hybrid preconditioners
Suppose the following stability conditions:
γ 
〈BA−1BTq, q〉
〈Qq, q〉 Γ , q ∈ R
n (2.1)
and
γ 
〈BTQ−1Bv, v〉
〈Av, v〉 Γ , for ∀v ∈ R
m, v /∈ null(B) (2.2)
are satisﬁed for the Stokes problems, where γ and Γ are positive constants. Replacing the pressure
Schur complement BA−1BT and A + BTQ−1B by τQ and ωA, we get the approximation to P in (1.4) as
follows:
M˜ =
[
ωA BT
B τQ
]
, (2.3)
where ω and τ are real positive parameters.
For the saddle-point problems in other ﬁelds, we may replace the pressure mass matrix Q in (1.3)
by a positive deﬁnitematrixwhich satisﬁes (2.1) and (2.2)with certain γ andΓ .We explain the reason
of the above replacement below. The linear system (1.1) can be uncoupled into two sub-systems,
BA−1BTp = BA−1b1 − b2
and
Au = b1 − BTp.
It is natural tomeasure the error of u in the norm || · ||A and the error of p in the norm || · ||BA−1BT . Since
Q is spectrally equivalent to BA−1BT , we can replace ||uk − p∗||BA−1BT by ||uk − p∗||Q . Hence, the error
ek is measured in the norm || · ||E . Following an analogous analysis we can obtain the approximation
M˜ in (2.3) for saddle-point problems arising from other applications. We mention that the matrix
Q is required to approximate the Schur complement S = BA−1BT well since the effectiveness of the
preconditioning is strongly dependent on S. Generally speaking, choosing an approximation to the
Schur complements is usually more complicated than choosing an approximation to A. A number of
studies have elaborately discussed this for the problems arising from other ﬁelds. For details, see for
instance [22,24–27,14,29,6,13].
We present two classes of preconditioners for the saddle-point problems in this section. One is the
block symmetric Gauss–Seidelmatrix of M˜ in (2.3),which is called as the BSGSpreconditioner. Another
is the modiﬁed symmetric Gauss–Seidel matrix of M˜, which is called as the MBSGS preconditioner.
Here, the new preconditiners are designed by using the techniques initiated in [4,5] to the matrix M˜
in (2.3). As M˜ is symmetric, it can be split as
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M˜ = D + L + LT ,
where
D =
[
ωA 0
0 τQ
]
and L =
[
0 0
B 0
]
.
We deﬁne the block symmetric Gauss–Seidel (BSGS) preconditioner as
MBSGS = (D + L)TD−1(D + L). (2.4)
By replacing the block diagonal matrix Dwith
D˜ =
[
ωA˜ 0
0 τQ
]
, (2.5)
we deﬁne the modiﬁed symmetric Gauss–Seidel (MSGS) preconditioner as
MMBSGS = (D˜ + L)T D˜−1(D˜ + L). (2.6)
See instance [4,5,14,6,13] for more details. The matrix A˜ in (2.5) is some symmetric positive deﬁnite
approximation to A and can be obtained through multigrid or multilevel sweeps on the linear system
associatedwith A [1,3,19] or some typical techniques such as incomplete Cholesky factorizations [1,23,
28], matrix splitting iterations [10,11] and so on. The preconditioners in (2.4) and (2.6) can be written
in a uniﬁed form as
M =
[
ωA˜ + 1
τ
BTQ−1B BT
B τQ
]
. (2.7)
When A˜ = A, it reduces to the BSGS preconditioner. Otherwise, it is the MBSGS preconditioner. In
every iteration of the BSGS or MBSGS preconditioned MINRES method, the general residual equation
M
[
z1
z2
]
=
[
r1
r2
]
is solved by performing the following steps:
Solve Qt = 1
τ
r2,
Compute t˜ = 1
ω
(r1 − BT t),
Solve A˜z1 = t˜,
Solve Qtˆ = 1
τ
Bz1,
Compute z2 = t − tˆ.
The main cost of the preconditioning is solving one symmetric positive deﬁnite linear systemwith
coefﬁcient matrix A˜ and two symmetric positive deﬁnite linea systems with coefﬁcient matrix Q .
When BSGS preconditioner is utilized, A˜ = A in the above formulas. The following theorem provides
estimates of the eigenvalues of the preconditioned matrix.
Theorem 2.1. Consider the saddle-point matrix A in (1.1). Let A˜ ∈ Rm×m and Q ∈ Rn×n be symmetric
positive deﬁnite. Then, the matrix M in (2.7) is symmetric positive deﬁnite. Assume that λ is an eigenvalue
of the matrix M−1A and z = (x∗, y∗)∗ ∈ Cm+n, with x ∈ Cm and y ∈ Cn being two complex vectors, is
the corresponding eigenvector. Denote by
α := α(x) = x
∗A˜x
x∗Ax
, and β := β(x) = x
∗BTQ−1Bx
x∗Ax
, when x 
∈ null(B).
Then, when x ∈ null(B)
λ = 1
ωα
;
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When x ∈ Cm/null(B), λ satisﬁes the quadratic equation
λ2 + 2β − τ
ωτα
λ − β
ωτα
= 0. (2.8)
Proof. Since the matrices A˜ and Q are symmetric positive deﬁnite and the matrix M in (2.7) can be
written as the product of three triangular matrices as in (2.4) and (2.6), it is easy to deduce that M is
symmetric positive deﬁnite.
Suppose
[
x
y
]
∈ Cm+n is the corresponding eigenvector of an eigenvalue λ. Then they satisfy the
relationship[
A BT
B 0
] [
x
y
]
= λ
[
ωA˜ + 1
τ
BTQ−1B BT
B τQ
] [
x
y
]
.
So it holds that{
Ax + BTy = λ
(
ωA˜x + 1
τ
BTQ−1Bx + BTy
)
,
Bx = λBx + λτQy,
or equivalently,{(
A − λωA˜ − λ
τ
BTQ−1B
)
x = (λ − 1)BTy,
(1 − λ)Bx = λτQy. (2.9)
Since A andM are both nonsingular, we deduce that λ /= 0. From the second equality in (2.9) and the
nonsingularity of matrix Q , we have
y = 1 − λ
λτ
Q−1Bx.
It then follows from this equality and the ﬁrst equality in (2.9) that(
A − λωA˜ − λ
τ
BTQ−1B
)
x = − (1 − λ)
2
λτ
BTQ−1Bx.
By multiplying x∗ on each side of this equality, we obtain (2.8). Especially, when x ∈ null(B), we get
λ = 1
ω
x∗Ax
x∗A˜x
= 1
ωα
, for x ∈ null(B). 
By choosing themethod parametersω and τ in a proper way we can improve the conditioning and
the eigenvalue distribution of the matrix A preconditioned by M in (2.7). One can see, however, that
a too simpliﬁed choice of those parameters may have an opposite effect. For example, for ω = 1 and
τ = 1, the eigenvalues of the preconditioned matrix satisfy
λ1 = 1−2β+
√
(1−2β)2+4αβ
2α
> 0,
λ2 = 1−2β−
√
(1−2β)2+4αβ
2α
< 0,
or
λ3 = 1
α
.
We deﬁne the function
F(η, ζ ) = 1
2
(√
η2 + 4ζ 2 − η
)
.
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Obviously, F(η, ζ ) is an increasing function of ζ and a decreasing function of η. When
1 − 2β
α
> μ1 and
β
α
< σ 2n ,
i.e., when
β < min
{
1 − αμ1
2
,ασ 2n
}
,
|λ2| is less than 12
(
μ1 −
√
μ21 + 4σ 2n
)
,which is thesmallest absolutevalueof thenegativeeigenvalues
of A, where μ1 is the largest eigenvalue of the matrix A and σn is the smallest singular value of the
matrix B, see for instance [26]. So, the numerical conditioning of the preconditioned matrix is worse
than the original saddle-point matrix. As a result, the preconditioning is not successful. In [17], the
authors presented a triangular preconditioner
P =
[
A + γ BTW−1B BT
0 − 1
γ
W
]
(2.10)
for the “regularized” matrix[
A BT
B − 1
γ
W
]
,
which approximates the coefﬁcient matrix of (1.1) when γ → ∞. Here γ > 0, and W is a positive
deﬁnite matrix. The preconditioner P in (2.10) works well even in the case of γ = 1. However, P is
indeﬁnite while the new preconditioner in (2.7) is always symmetric positive deﬁnite, as in the case of
ω = 1, τ = 1. This is reasonable to have the different preconditioning behaviors. It does not contradict
with the analysis above. The robust parameters for the practical BSGS andMBSGS preconditioners are
suggested in the next section.
3. Choosing parameters for practical BSGS and MBSGS preconditioners
In this section, we will study the eigenvalues distribution of the BSGS and MBSGS type precondi-
tioners, and, based on those, we propose suitable value of the parameters ω and τ .
Suppose the generalized Rayleigh quotients α and β in Theorem 2.1 are bounded as:
δ α Δ and γ β Γ ,
where δ,Δ, γ and Γ are all nonnegative constants.
3.1. Advisable parameters for BSGS preconditioner
For the BSGS preconditioner in (2.4),
α ≡ 1.
According to Theorem 2.1, the eigenvalues ofM−1A satisfy
λ = 1
ω
or
λ = τ − 2β ±
√
(τ − 2β)2 + 4ωτβ
2ωτ
.
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It is easy to be veriﬁed that when ω > 2,
λ ∈
{
1
ω
}
∪
⎡⎣τ − 2Γ −
√
τ2 + 4Γ 2 + 4τ(ω − 1)Γ
2τω
,
τ − 2γ −
√
τ2 + 4γ 2 + 4τ(ω − 1)γ
2τω
⎤⎦
∪
⎡⎣τ − 2γ +
√
τ2 + 4γ 2 + 4τ(ω − 1)γ
2τω
,
τ − 2Γ +
√
τ2 + 4Γ 2 + 4τ(ω − 1)Γ
2τω
⎤⎦ ;
When ω 2,
λ ∈
{
1
ω
}
∪
⎡⎣τ − 2Γ −
√
τ2 + 4Γ 2 + 4τ(ω − 1)Γ
2τω
,
τ − 2γ −
√
τ2 + 4γ 2 + 4τ(ω − 1)γ
2τω
⎤⎦
∪
⎡⎣τ − 2Γ +
√
τ2 + 4Γ 2 + 4τ(ω − 1)Γ
2τω
,
τ − 2γ +
√
τ2 + 4γ 2 + 4τ(ω − 1)γ
2τω
⎤⎦ .
Especially, when ω = 2, all the positive eigenvalues of the preconditioned matrix cluster at 1/2, i.e.,
λ = 1
2
is the eigenvalue of multiplicity m. The negative eigenvalues of the preconditioned matrix can be
expressed as
λ = −β
τ
,
So, the negative eigenvalues ofM−1A are located in the interval
[
−Γ
τ
,− γ
τ
]
. Of course, the parameter
τ can be used to reduce the length of this interval and pull the right end of it away from the origin. If
Q is a sufﬁciently robust preconditioner of BA−1BT , the simplest choice of τ is
τ = 1.
In this case, the spectrum ofM−1A is located in
[−Γ ,−γ ] ∪
{
1
2
}
.
3.2. Advisable parameters for MBSGS preconditioner
For the MBSGS preconditioner in (2.6), the eigenvalue λ of matrixM−1A should satisfy one of the
following functions of x:
λ1 =
τ − 2β +
√
(τ − 2β)2 + 4ωταβ
2ωτα
,
λ2 =
τ − 2β −
√
(τ − 2β)2 + 4ωταβ
2ωτα
,
and
λ3 = 1
ωα
.
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It is easy to be veriﬁed that:
(F1) The functions λ1 and λ3 are monotonically decreasing with respect to the variable α while λ2 is
monotonically increasing;
(F2) The function λ2 is monotonically decreasing with respect to the variable β;
(F3) When ω 2α , λ1 is decreasing function with respect to the variable β; When ω
2
α
, λ1 is
increasing function with respect to the variable β .
We deﬁne the following functions
a1 =
τ − 2β +
√
(τ − 2β)2 + 4ωτα¯β
2α¯τω
, b1 = τ − 2β¯ +
√
(τ − 2β¯)2 + 4ωταβ¯
2ατω
,
a2 = τ − 2β¯ +
√
(τ − 2β¯)2 + 4ωτα¯β¯
2α¯τω
, b2 =
τ − 2β +
√
(τ − 2β)2 + 4ωταβ
2ατω
,
a3 = τ − 2β¯ −
√
(τ − 2β¯)2 + 4ωταβ¯
2ατω
, b3 =
τ − 2β −
√
(τ − 2β)2 + 4ωτα¯β
2α¯τω
,
and
a4 = 1
ωα¯
, b4 = 1
ωα
.
By straightforward calculation, we have the following relationship:
When ω 2
α
, it holds that
a4  a1  a2 and b4  b2  b1;
When 2
α¯
ω 2
α
, it holds that
a4  a1  a2 and b1  b2  b4;
When ω 2
α¯
, it holds that
a2  a1  a4 and b1  b2  b4.
Subsequently, we have the following results:
(i) The negative eigenvalues λ− are located in the interval [a3, b3];
(ii) When ω 2
α¯
, the positive eigenvalues λ+ are located in the interval [a2, b4];
When 2
α¯
ω 2
α
, the positive eigenvalues λ+ are located in the interval [a4, b4] ;
When ω 2
α
, the positive eigenvalues λ+ are located in the interval [a4, b1].
Deﬁne κα and κβ as follows:
κα = α¯
α
= κ(A−1A˜)
and
κβ = β¯
β
= κ(Q−1BTA−1B),
where Q and A˜ are the approximations of BA−1BT and A, respectively.
It can be deduced from (ii) easily that when ω ∈
[
2
α¯
, 2
α
]
, all the positive eigenvalues are located in
the interval [a4, b4] which is independent on τ . Especially, when
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ω = 2
α
and τ = 2β , (3.1)
the eigenvalues ofM−1K are located in[
−κβ
2
,− 1
2
√
κα
]
∪
[
1
2κα
,
1
2
]
; (3.2)
and when
ω = 2
α¯
and τ = 2β¯ , (3.3)
the eigenvalues ofM−1A are located in[
−
√
κα
2
,− 1
2κβ
]
∪
[
1
2
,
κα
2
]
. (3.4)
The length of the positive interval
[
1
2κα
, 1
2
]
in (3.2) is less than 1
2
and the length of the negative
interval is acceptablewhenQ approximatesBA−1BT well.Moreover,when A˜ is a suitable approximation
toA so that 1
2κα
isnotvery small, the lowerboundof thepositive interval is keptaway fromzero. Thecase
(3.3) can be analyzed similarly. Therefore, the parameters satisfying (3.1) and (3.3) are the reasonable
parameters.
4. Numerical results
In this section, we use several examples to further examine the effectiveness of the structured
BSGS and MBSGS preconditioners for the MINRES method from aspects of number of iteration steps
(denotedby "IT"), elapsedCPU time in seconds (denotedby "CPU") andnormof relative residual vectors
(denoted by "RES"). Here the "RES" is deﬁned to be
RES :=
√
||b1 − Auk − BTpk||22 + ||b2 − Buk||22
||b||2 ,
with (uTk , p
T
k )
T the ﬁnal approximate solution. In the computations, all runs of the MINRES methods
withorwithoutusing apreconditioner are started fromthe initial vector (uT0 , p
T
0)
T = 0, and terminated
when the current iterations satisfy RES 10−7 or if the numbers of the prescribed iteration κmax =
500 is exceeded. We solve the systems using the MINRES method, preconditioned by the following
preconditioners: the block diagonal preconditioner
M =
[
A 0
0 Q
]
,
the modiﬁed block diagonal preconditioner
M̂ =
[
A˜ 0
0 Q
]
,
which are mentioned in [19], the BSGS preconditioner in (2.4) and the MBSGS preconditioner in (2.6).
The generalized minimal residual method(GMRES) with the block triangular preconditioner [18]
Mtri =
[
A˜ BT
0 Q
]
,
is performed for solving the Example 4.2.
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Example 4.1 [9]. Consider the linear saddle point system (1.1), in which
A =
[
I ⊗ T + T ⊗ I 0
0 I ⊗ T + T ⊗ I
]
∈ R2p2×2p2 , B = [I ⊗ F F ⊗ I] ∈ R2p2×p2 ,
and
T = 1
h2
· tridiag(−1, 2,−1) ∈ Rp×p, F = 1
h
· tridiag(−1, 1, 0) ∈ Rp×p,
with ⊗ being the Kronecker product symbol and h = 1
p+1 the discretization meshsize.
For this example, the matrix A is approximated by the diagonal matrix A˜ = diag(A). The Schur
complementmatrixS = BA−1BT is approximatedbyQ = BA˜−1BT . In this case,γ andΓ are thesmallest
and largest generalized eigenvalues of A˜ and A, respectively. Since eigenvalue computation can be a
quite difﬁcult task, we choose the parameters by experience here. For the PMINRES–BSGSmethod, the
parameters are chosen as
ω = 2, τ = 1
while for the PMINRES–MBSGS method, the parameters are
ω = 2, τ = 3 × 10−3.
The eigenvalues of the saddle point matrix (N = 108) and the eigenvalues of the preconditioned
matrices are plotted in Figs. 1 and 2. From the view point of eigenvalues clustering, all the precondi-
tioners perform the preconditioning well. Furthermore, the eigenvalues of the MBSGS preconditioned
matrix are further away from origin than the eigenvalues of the modiﬁed diagonal preconditioned
matrix. Especially, for the BSGS preconditioner, all the positive eigenvalues of preconditioned matrix
are concentrated in 1
2
, as discussed in Section 3.
From Table 1 we see that all the preconditioned MINRES methods are much more effective than
MINRES method without preconditioning. The effect of BSGS preconditioning method is much better
than the other methods in the sense of not only the number of iteration steps but also CPU time.
PMINRES–MBSGS method is more efﬁcient than PMINRES–Diag and PMINRES–MDiag methods as
the scale of the matrix increasing. Even the number of iteration steps and the CPU time of MBSGS
preconditioning method are larger than those of BSGS preconditioning method in this example, we
assure that the MBSGS preconditioning method is more feasible for the case that the sub-systemwith
the coefﬁcient matrix A cannot be solved directly. It will be shown in Example 4.2.
The second example is generated by running the Incompressible Flow Iterative Solution Software
(IFISS) introduced in [19].
0 20 40 60 80 100 120−50
0
50
100
150
200
250
300
350
400
Fig. 1. Curve of the eigenvalues of the coefﬁcient matrix.
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Fig. 2. Curves of the eigenvalues of BSGS and diagonal preconditioned matrices (left) and the eigenvalues of MBSGS and MDiag
preconditioned matrices (right).
Example 4.2. Consider the Stokes equation system(1.2) in squaredomainΩ = (−1, 1)2 withnatural
outﬂow boundary condition
∂u
∂n
− np = s on ∂Ω.
The Stokes equation is discretized by Q2 − Q1 approximation. Subsequently, a linear system (1.1) is
obtained.
The multigrid iterations is a good preconditioner for solving the linear equations of the stiff matrix
A in this example. We apply the algebraic multigrid (AMG) routine by using the function AMGSOL
in MATLAB. The matrix BA−1BT is approximated by the matrix Q , the positive deﬁnite pressure mass
matrix generated by the mixed element discretization. For this example, the matrix A has about 25
nonzero diagonal lines, and is denser than thematrix A in Example 4.1. Since it is not practical to solve
the linear equations with A in every iteration step, we only run the MINRES method, the PMINRES–
MDiag method and the PMINRES–MBSGS method with different parameters for Example 4.2. Since
the largest scale of the saddle point matrix in this example is 9539 × 9539, it is not easy to get the
parameters ω and τ though the Eq. (3.1) or (3.3), especially when the AMG routine is used. However,
since A˜ and Q are the good approximations of A and Schur complement matrix, ω = 2 is utilized. We
perform the MBSGS preconditioning with different τ . As comparisons, the MBSGS preconditioning
with ω = 1 is performed also. The numerical results are listed in Table 2. From Table 2 we see that all
preconditioners can considerably reduce thenumber of iteration steps and running timeof theMINRES
method. For all the cases of ω = 2, PMINRES–MBSGS preconditioning outperforms PMINRES–MDiag,
themodiﬁed block diagonal preconditioning.Moreover, the numerical properties of PMINRES–MBSGS
with different choices of parameter τ are roughly comparable and the number of iteration steps does
not change too much as the scale of problem increasing when ω = 2 for Example 4.2. ω = 1 is not a
good choice as mentioned before.
Compared with the triangular preconditioned GMRES method, PMINRES–MBSGS methods cost a
fewmore steps to obtain the satisfying approximate solution. In terms of the CPU time, PGMRES–Mtri
has an advantage over PMINRES–MBSGS methods also. The main reason is that the PMINRES–MBSGS
methodssolveonemore linear systemofQ , theapproximationofSchurcomplementS inevery iteration
step. If the linear system of Q should be solved more efﬁciently, the PMINRES–MBSGS should be more
competitivewith PGMRES–Mtri since the computing cost of PGMRES–Mtri increaseswith the increase
of iteration steps. It should be further studied as mentioned in the conclusion. The more discussion
for approximating the Schur complement S efﬁciently can be found in [2,17,21].
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Table 1
IT, CPU and RES for Example 4.1.
N 2700 4332 6348 8748 11,532
MINRES IT 380 500 500 500 500
CPU 5.81 19.7 42.4 79.8 137
PMINRES–Diag IT 139 174 211 250 286
CPU 4.91 15.0 38.2 82.7 164
PMINRES–BSGS IT 73 92 110 132 152
CPU 2.75 8.28 20.4 45.1 87.7
PMINRES–MDiag IT 226 285 340 387 450
CPU 7.11 22.8 58.2 124 249
PMINRES–MBSGS IT 145 181 213 245 281
CPU 4.88 15.1 37.1 80.0 157
Table 2
IT, CPU and RES for Example 4.2.
Method N 187 659 2467 9539
MINRES IT 168 482 500 500
CPU 1.25e−1 8.12e−1 4.33 31.7
RES 9.87e−8 9.75e−8 7.31e−4 1.99e−2
PMINRES-MDiag IT 35 48 67 81
CPU 1.10e−1 3.44e−1 2.28 1.69e+1
RES 7.86e−8 6.74e−8 8.01e−8 7.66e−8
PMINRES–MBSGS ω = 1 IT 43 65 88 104
τ = 1 CPU 9.40e−2 4.69e−1 3.02 2.17e+1
RES 4.51e−8 9.59e−8 5.70e−8 9.13e−8
ω = 1 IT 43 63 78 98
τ = 2 CPU 7.80e−2 4.53e−1 2.66 2.05e+1
RES 8.25e−8 9.79e−8 9.49e−8 7.74e−8
ω = 2 IT 24 38 55 65
τ = 1 CPU 4.70e−2 2.65e−1 1.89 1.38e+1
RES 6.91e−8 8.98e−8 5.79e−8 5.79e−8
ω = 2 IT 24 37 53 66
τ = 2 CPU 3.10e−2 2.66e−1 1.81 1.39e+1
RES 7.70e−8 4.16e−8 8.23e−8 9.31e−8
ω = 2 IT 24 36 58 64
τ = 3 CPU 3.10e−2 2.65e−1 2.00 1.35e+1
RES 9.87e−8 6.72e−8 9.51e−8 8.44e−8
IT 22 32 46 61
PGMRES–Mtri CPU 9.40e−2 2.19e−1 1.41 9.86
RES 4.30e−8 4.26e−8 5.68e−8 8.10e−8
5. Conclusion
For the large sparse saddle point systems, we present the BSGS and MBSGS preconditioners and
corresponding preconditioned MINRES methods in this paper. Theoretically, the new preconditioners
accelerate the MINRES method by improving the condition of the systems. The numerical results
examine the effectiveness of the new preconditioning methods. Compared with the block diagonal
type preconditioners, there is one more symmetric positive deﬁnite sub-system should be solved in
every step. However, by adjusting the parameters ω and τ , the new preconditioning should converge
in few steps. It means that the new preconditioning method is at least comparable with the block
diagonal preconditioning method. In many cases, BSGS and MBSGS preconditioner are more efﬁcient
than block diagonal and modiﬁed block diagonal preconditioners. When the matrix A is large scale
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or dense matrix, the MBSGS preconditioner is more feasible and robust than BSGS preconditioner.
Compared with preconditioned GMRES method with the triangular preconditioner, MINRES–MBSGS
is competitive in terms of the iteration steps. However, the CPU time of MINRES–MBSGS is larger
than that of PGMRES–Mtri. The performance of MINRES–MBSGS should be heightened by solving
the approximation of Schur complement more efﬁciently. It should be studied further. Except for the
approximation techniqueswhicharementioned in [2,17], the following splitting approximation should
be studied further.
If the matrix Q in (2.7) is of large scale or quite dense, it can be split as
Q = Q˜ + LQ + LTQ ,
where Q˜ is the block diagonal positive deﬁnite approximation ofQ . By constructing the block-diagonal
approximation matrix
D˜ =
[
ωA˜ 0
0 τ Q˜
]
,
we obtain the general modiﬁed block symmetric Gauss–Seidel preconditioner (GMBSGS):
M = (D˜ + L˜)T D˜−1(D˜ + L˜),
where
L˜ =
[
0 0
B τ LQ
]
.
When the dimension of matrix Q is relatively large, compared to that of the matrix A, the GMBSGS
preconditioner may possibly yield considerably more practical and effective preconditioning for the
saddle point problem. However, the spectra distribution and the valid parameters for the GMBSGS
preconditioner deserve a separate study and is not considered here.
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