Abstract. We will show that the sequence appearing in the double recurrence theorem is a good universal weight for the Furstenberg averages.
converge in L 2 (ν).
1. Introduction 1.1. Background. Much of the background, historical development, and current status of the return times can be found in the survey paper prepared by the first author and K. Presser [8] . Here, we will focus on discussing some of the developments on the return times theorem regarding mixing of multiple recurrence and multi-term return times problems.
One of the important results in ergodic theory is the proof of return times theorem by J. Bourgain [9] , which was later simplified by J. Bourgain, H. Furstenberg, Y. Katznelson, and D. Ornstein (BFKO) [11] .
This result strengthens Birkhoff's pointwise ergodic theorem. While the set of full-measure X f depends on the function f and the transformation T, it is independent of every other ergodic system.
Since then, the return times theorem has been extended in multiple direction. One way is to find a new universal weight in which the return-times averages converge.
Definition 1.2. We denote by
M 1 = (a n ) : sup
• We say a sequence (a n ) ∈ M 1 is a good universal weight for pointwise convergence in • We say a sequence (a n ) ∈ M 1 is a good universal weight for norm convergence in L p , 1 ≤ p ≤ ∞ if for any other measure-preserving system (Y, G, ν, S) and a function g ∈ L p , the averages
converge in L p (ν).
For instance, (a n ) = ( f (T n x)) is a good universal weight for pointwise convergence in L ∞ for µ-a.e.
x ∈ X. Some other universal weights have been identified since then. For instance, the first author shows in Proposition 5.3 of [3] that if (X, F , µ, T) is a weakly-mixing, standard uniquely ergodic system with Lebesgue spectrum, and f ∈ C(X), then ( f (T n x)) is a good universal weight for the pointwise convergence in L 1 for all x ∈ X.
The return times theorem has also been extended to averages with more than two terms. One example of such is the multiterm return times theorem that was obtained by D. Rudolph in 1998 [17] , which answers one of the questions raised by the first author in 1991. Rudolph's proof utilized the method of joinings and fully generic sequences, while the method of factor decomposition was absent, which was one of the key tools in the BFKO argument of the return times theorem. Later, the first author and K. Presser identified characteristic factors for the multiterm return times theorem [6, 7] . Furthermore, P. Zorin-Kranich provided a different proof of the multiterm return times theorem based on these factor structures [19] .
Also, the return times theorem has been extended by mixing weights from the a.e. multiple recurrence and the multiterm return times theorem. This idea was introduced by the first author in 1998 [2] , in which he proved the following:
be a weakly mixing dynamical system such that for all positive integers H, for all 
is a good universal weight for the pointwise convergence for ν k -a.e. y k ∈ Y k .
In 1998, the first author proved that for any weakly-mixing system (X, F , µ, T) and functions f 1 , f 2 , . . . , f k
provided that the restriction of T to its Pinsker algebra has singular spectrum [1] . Later, in 2009, B. Host and B. Kra showed in [14] that given an ergodic system (X,
is a good universal weight for µ-a.e. x ∈ X for the convergence in L 2 -norm of the Furstenberg averages,
i.e. they have shown that there exists a set of full-measure X ′ ⊂ X such that for any x ∈ X ′ and any other
. This result extends their earlier work in [13] , where they proved the result for f = 1 X .
To show this result, they used the machinery of nilsequences; they showed that if a bounded sequence (a n ) n ∈ ℓ(Z) has a property that the Cesaro averages of a n b n converge for any k-step nilsequence (b n ) n , then (a n ) n is a good universal weight for k-term multiple recurrent averages in L 2 -norm. Then the convergence of the averages in (1) follows from the the fact that there exists a set of full-measure X ′ so that for any x ∈ X ′ and any nilsequence (b n ) n , the Cesaro averages of f (T n x)b n converge; this is referred to as the generalized Wiener-Wintner theorem.
1.2. The main theorem. In this paper, we will prove the following: Theorem 1.4 (The main result). Let (X, F , µ, T) be a probability measure-preserving system, with functions 
and any other probability measure-preserving system will show that this is the key step required to establish the "base case" of our inductive argument in the proof.
In the proof, we will assume that the systems (X, F , µ, T) and (Y, G, ν, S) are ergodic, since we can apply the ergodic decomposition to show that the result holds for general measure-preserving systems. To prove the main result for k ≥ 2, we will first decompose the functions f 1 and f 2 into an appropriate characteristic factor of (X, F , µ, T), and treat the cases when either f 1 or f 2 belongs to the orthogonal complement of this factor, or the case when both of them belong to the factor. For the first case, we will prove it by induction on k. We will show that the case k = 2 follows from the fact that the theorem holds for the case k = 1;
to do so, we will show that the L 2 (ν)-norm limit of the averages can be controlled by the limit of the double recurrence Wiener-Wintner averages. We will also show that the case k = 3 follows from the case k = 2 to demonstrate the inductive step necessary to prove this for any k ∈ N. For the second case, we will decompose the functions g 1 , . . . , g k into an appropriate characteristic factor, and treat the sub-cases when either one of g 1 , . . . , g k belongs to the orthogonal complement of this factor, and when all of them belong to the factor separately. For the first sub-case, we will control the norm limit of the averages with a seminorm that characterizes this factor, and uses this to show that the norm averages converge to 0. For the second sub-case, we will use the structure of nilmanifolds and Leibman's convergence result [16] to prove the claim.
The factors we use are the Host-Kra-Ziegler factors [13, 18] . Throughout this paper, we denote Z k (T)
to be the k-th Host-Kra-Ziegler factor of (X, T), which is characterized by the k + 1-th Gowers-Host-Kra seminorm |||·||| k+1 [12, 13] . Using the language of these factors, Theorem 1.4 can be shown by proving the following:
be an ergodic system, and
Fix a positive integer k ≥ 1. Then the following statements are true. 
Proof that Theorem 1.5 implies Theorem 1.4. Fix a positive integer k ≥ 1. From (a)-(c) of Theorem 1.5 combined, we know that the set
has full-measure that only depends on f 1 , f 2 , the transformation T, and the positive integer k, since it is a finite intersection of the sets of full-measure, each only depending on the functions f 1 , f 2 , and the transformation T. Thus, for any x ∈ X f 1 , f 2 ,k , a, b ∈ Z, and any other ergodic system (Y, G, ν, S) with
is a set of full-measure that only depends on the functions f 1 , f 2 , and the transformation T, and this is indeed the desired universal set in Theorem 1.4.
1.3. Organization of the paper. In §2, we will prove (a) of Theorem 1.5, which treats the case where either f 1 or f 2 belongs to the orthogonal complement of the appropriate factor of (X, T). The case where f 1 and f 2 both belong to the appropriate factor is discussed in §3, where we first look at the case where either one of the functions g 1 , . . . , g k belongs to the orthogonal complement of the appropriate factor of (Y, S) (which corresponds to (b) of Theorem 1.5), and the case all of them belong to the appropriate factor (which corresponds to (c) of Theorem 1.5).
2. The case where either f 1 or f 2 belongs to Z k+1 (T) ⊥ (Proof of (a) of Theorem 1.5)
The idea of the proof is as follows: We will first prove the statement for the case k = 2. We first identify the set of full-measure for which the averages in (2) converges to 0; the fact that this is indeed a set of full-measure can be shown by using Fatou's lemma and the following inequality obtained in [4] :
The key observation of the proof is the fact that S is a measure-preserving transformation allows us to bound the L 2 (ν)-norm of the averages by the double recurrence Wiener-Wintner averages; to do so, we apply van der Corput's lemma [15] , Hölder's inequality, and the spectral theorem. This allows us to show that the averages in (2) indeed converge to 0 when k = 2 for this set of full-measure.
Then we will proceed for the case k = 3 to demonstrate that the claim can be proven inductively for the case k > 2. Again we start by identifying the set of full-measure. To show that the averages converge to 0 on this set, we rely on the result obtained for the case k = 2.
Before we prove this part of the theorem, we will prove this for the case where k = 2, 3 to demonstrate the inductive step for simple cases. For the case k = 2, we would like to show that
Consider a set
First we show thatX 2 is a set of full-measure. To do so, we apply Fatou's lemma and the inequality (3) to obtain lim inf
Since either f 1 or f 2 belongs to Z 3 (T) ⊥ , either ||| f 1 ||| 4 or ||| f 2 ||| 4 equals zero. This shows that µ(X 2 ) = 1. Now we claim (4) holds for all x ∈X 2 . In fact, we show that for any 1 ≤ H < N, we have
To do so, we proceed with van der Corput's lemma; using the fact that S is a measure preserving transformation, we obtain
(by Hölder's inequality)
, where the last inequality follows from the Cauchy-Schwarz inequality. We apply the spectral theorem to the square of the L 2 (ν)-norm in the last line to obtain
which tells us that (6) holds. Thus, if x ∈X 2 , and we let N → ∞ (and consequently H → ∞) in (6), we obtain lim sup
This proves the case for k = 2. Now we show that the holds for the case k = 3 using the fact that the convergence to 0 holds for k = 2. We let
Then we set X 3 = x ∈ X : lim inf
lim inf
We first show thatX 3 is a set of full-measure. To see that, we apply Fatou's lemma twice to interchange the integral and the lim inf's, Hölder's inequality, the inequality (3), and the Cauchy-Schwarz inequality multiple times to obtain lim inf
dµ(x)
≤ lim inf
dµ(x) a 1 ,a 2 lim inf
(where a 1 = a, a 2 = b)
a 1 ,a 2 lim inf is a set of full-measure. Now we will show that the averages converge to 0 when x ∈X 3 . To do so, we wish to show that
Indeed, we apply van der Corput's lemma and the Cauchy-Schwarz inequality to show that
We can now apply the inequality (6) and the Cauchy-Schwarz inequality to obtain
Therefore, we have shown that the averages converge to 0 in L 2 (ν) when x ∈X 3 .
One of the key observations in showing that the case k = 2 implies the case k = 3 was the use of the inequality (6). We will show that this can be done for k ≥ 4. For the following lemma, we will use the following notations for our convenience: We shall denote a 1 = a and a 2 = b.
With this notation, we define the following functions recursively: 
a 1 ,a 2 lim inf
Proof. We will show this by using induction. The base case k = 2 has been treated by the estimate (6) after we let N → ∞ and H → ∞. Now suppose the estimate holds when we have k − 1 terms. By applying the van der Corput's lemma and the Cauchy-Schwarz inequality, the left hand side of the estimate (7) is bounded above by the universal constant depending on a 1 and a 2 times lim inf
, and we can apply the inductive hypothesis on this lim sup of the square of the L 2 -norm and the CauchySchwarz inequality to obtain the desired estimate.
Proof of Theorem 1.5(a). The setX 1 can be obtained from the double recurrence Wiener-Wintner result [4] by applying the spectral theorem. For k ≥ 2, we consider a set
We will show that this set is the desired set of full-measure. To show that µ(X k ) = 1, we will show that the integral lim inf
which would show that the averages inside the integral equals zero for µ-a.e. x ∈ X since the averages are nonnegative. To do so, we apply Fatou's lemma and Hölder's inequality to show that the integral above is bounded above by lim inf
Note that the integral above is bounded above by min [14] ). However, the less sharp estimate that we provide here is sufficient to prove our claim. We will also achieve this estimate without the machinery of nilsequences.
We prove this for the case (Y, G, ν, S) is an ergodic system, and the general case holds by applying an ergodic decomposition on (Y, S).
is an ergodic system, (a n ) n ∈ ℓ ∞ such that |a n | ≤ 1 for each n, and functions
Proof. We proceed by induction on k. For the case k = 1, we apply van der Corput's lemma and the Cauchy-Schwarz inequality to obtain lim sup
which proves the base case. Now suppose the statement holds for k = l − 1; i.e. we assume that for any (b n ) n ∈ ℓ ∞ and G 1 , . . .
To prove this for the case k = l, we again apply van der Corput's lemma and the Cauchy-Schwarz inequality to obtain lim sup
.
By setting b n = a n a n+h and
• S (i−1)h for each h, we can apply the inequality (10) to show that lim sup
To keep |||g 1 ||| 2 l+1 , we compute lim sup
for a fixed j. When these estimates are combined, we have
which completes the proof.
With this estimate, Theorem 1.5(b) can be proven immediately.
Proof of (b) of Theorem 1.5. Set a n = f 1 (T an x) f 2 (T bn x) in Proposition 3.1. Since f 1 , f 2 ∈ L ∞ , there exists a set of full-measureX k for which the sequence a n ∈ ℓ ∞ . Because one of the functions g 1 , . . . , g k belongs to Z k (S) ⊥ , we must have |||g i ||| k = 0 for one of them. Hence, we know from (9) that the averages must converge to 0 in L 2 (ν). exists.
Using this result, we are now ready to prove the last piece of the main theorem. 
Let τ ∈ G 1 such that the action of τ on an element of X is determined to be τ · x = Tx. Similarly, we define σ ∈ G 2 so that σ · y = Sy. We define a polynomial sequence p on X 2 × Y k as follows: converge for all (x 1 , x 2 , y 1 , . . . , y k ) ∈ X 2 × Y k . So in particular, if the averages were taken a point (x, x, y, . . . , y) ∈ X 2 × Y k for any x ∈ X and y ∈ Y, the desired convergence result holds.
By a standard approximation argument, we can extend this result for the case
and g 1 , . . . , g k ∈ L ∞ (ν) ∩ Z k (S). In this process, we neglect a null-set for which the averages may not converge, which allows us to obtain a set of full-measure X ′ k ⊂ X that satisfies (c) of Theorem 1.5.
