Abstract Let t be a block of an Haar-invariant orthogonal (β = 1), unitary (β = 2) or symplectic (β = 4) matrix from the classical compact groups O(n), U (n) or Sp(n), respectively. We obtain a close form for V ar(tr(t * t)). The case for β = 2 is related to a quantum conductance problem, and our formula recovers a result obtained by several authors. Moreover, our result shows that the variance has a limit (8β) −1 for β = 1, 2 and 4 as the sizes of t go to infinity in a special way.
Introduction
We first describe a conductance problem revelent to a formula that will be obtained in this paper. where t andt are transmission matrices, and r andr are reflection matrices. Because of flux conservation, one has to have |
This requires that S has to be unitary.
Since S is unknown, it is reasonable to assume that S is random and unitary. There are three cases in the system: a) there is no time reversal symmetry; b) there is a time reversal symmetry with T 2 = 1; c) there is a time reversal symmetry with T 2 = −1. By the above statement, the conductance G is described through t:
G/G 0 = tr(t * t) = tr(tt * ), (1.3) where (1/2)G 0 = e 2 /h is the fundamental unit of conductance. Relating S to an evolution operator or a Hamiltonian, one may think that S * = S. Assuming that S is a random matrix from the Circular Orthogonal Ensemble (COE, β = 1), the Circular Unitary Ensemble (CUE, β = 2) or the Circular Symplectic Ensemble (CSE, β = 4), it is shown in [2, 4, 18, 24, 34] that
where N = m + n and γ = 2/β for β = 1, 2, 4. For definitions and properties of the three ensembles, one can see chapter 9 from [28] . A formula of Etr((tt * ) n ) for β = 2 and any n ≥ 1 is given in [31] .
It is not difficult to see that (1.4) implies the following Beenakker's formula ( [3] )
Note that an n × n random matrix from the CUE and an Haar-invariant unitary matrix with the same size have the same probability distribution. An n × n Haar-invariant unitary matrix generates the Haar probability measure on the unitary group U (n), which is one of the three classical compact groups: the orthogonal group O(n) (β = 1), the unitary group U (n) (β = 2) and the symplectic group Sp (n) (β = 4). Now, assuming S in (1.2) is not in general from a Circular Ensemble, but following the three Haar probability measures, we next compute the corresponding variance of G/G 0 as in As far as the mean values of G/G 0 , we know
where γ = 2/β. The first identity in (1.7) is from (8) in [34] ; the second is from the Haar invariant property, see the first assertion in (2.7). The two quantities on the right above are identical for β = 2, and very close to each other for β = 1 and 4.
2) is an Haar-invariant orthogonal, unitary or symplectic matrix from O(n), U (n) or Sp(n), respectively, the eigenvalues of t * n×m t n×m forms a Jacobi ensemble for β = 1, 2 or 4. This connection is established recently by Collins [6] . For other results in this realm, one can see [1, 7, 12, 14, 17, 30] .
Remark 2. It is worthwhile to mention the difference and a connection between our model behind formula (1.6) and the traditional models behind formula (1.4): our model t is based on a truncation part of an Haar-invariant matrix from O(n)(β = 1), U (n)(β = 2) or Sp(n)(β = 4). The t in the traditional model (see, e.g., [2, 4, 5, 18, 24, 34] ) comes from a block of the Circular Orthogonal Ensemble (β = 1), the Circular Unitary Ensemble (β = 2) or the Circular Symplectic Ensemble (β = 4). However, for β = 2, the Haar-invariant matrix from U (n) and the n × n Circular Unitary Ensemble have the same probability distribution, see [28] .
Remark 3. The method of the proof of Theorem 1 is different than that in [2, 4, 5, 18, 24, 34] .
Our method is based on the symmetry of the entries of Haar invariant matrices; the derivations mentioned in the above literatures rely on the explicit expression of the joint density function of
Remark 4. Now we discuss a possibility to generalize (1.6) for β = 1, 2 and 4 to that for any β > 0.
The classical random matrix models, as described by Dyson [11] (see also Dumitriu and Edelman Recently, Dumitriu and Edelman [10] construct special tri-diagonal matrices whose eigenvalues have probability density functions for all β > 0 for the Hermite and the Laguerre ensembles, respectively. In particular, the density functions are the same as those for β = 1, 2. Subsequent work can be found in, e.g., [8, 9, 13, 19, 26, 32, 35] . A recent work of Lippert [25] constructs special matrices (similar to the fashion Dumitriu and Edelman [10] used) which generalize the Jacobi ensembles for β = 1, 2, 4 to those for any β > 0; Killip and Nenciu [20] propose certain matrix models for the circular ensembles. One can see [27] and literatures therein for some similar considerations of the circular ensembles. As mentioned in Remark 2, the proof of our main results rely on the symmetry of the entries of the Haar-invariant matrices from the classical compact groups. Generalizations of (1.6) for any β > 0 can be possibly worked out by using the constructions of the entries of the special matrices proposed in the above literature.
On the other hand, though (1.4) is known to hold for any β > 0 (see, e.g., [34] ), similar to the discussion on the generalization of (1.6) above, it would be interesting to see another derivation of (1.4) by using the construction in [20] .
To prove Theorem 1, we need some background about the Haar measures on the classical compact groups.
Let R and C denote the sets of real and complex numbers, respectively. Write H = {a = a 1 +a 2 i+ a 3 j + a 4 k; a 1 , a 2 , a 3 and a 4 ∈ R} to denote the set of real quaternions, where [33] . These groups are all compact.
We will need several lemmas to prove the main result. The first one is about a understanding of the Haar measure on group Sp(n). The lemma is based on the Gram-Schmidt procedure on independent and identically distributed (i.i.d.) normal random vectors. This method is used to study the entries of matrices which generate the Haar measures on O(n) and U (n), and then is applied for investigating the properties of eigenvalues of Jacobi matrices, see [15, 16, 17] . There are other ways to generate Haar measures on the classical compact groups, see e.g., Mezzadri [29] .
In the next, one will see some phrases such as "µ is the normalized Haar measure on Sp(n)", it means that µ is an Haar measure on Sp(n) and µ(Sp(n)) = 1.
be an n × n random matrix whose probability distribution is the normalized Haar measure on O(n) (β = 1), U (n) (β = 2) or Sp(n) (β = 4). Then v 1 has the same probability distribution as that of
where
)-distributed random variables and
Proof. The first two cases are well-known, see, e.g., [15] . Now we prove case (iii). 2 , · · · , e n ) ∈ Sp (n). Now, take S ∈ Sp (n), defineỸ = SY, and Y p ,w p andẽ p accordingly. First, we see thatẽ 1 = Se 1 . Given 2 ≤ p ≤ n, supposeẽ q = Se q for all 1 ≤ q ≤ p − 1. Now, using the fact S * S = SS * = I to have that
Thus Suppose S is an Haar-invariant orthogonal, unitary or symplectic random matrix from O(n), U (n)
or Sp(n), respectively. We will use the following properties of S from time to time in our proofs:
Exchanging any two rows or two columns of S, the new matrix has the same distribution as that of S; (2.3)
The distributions of S and S T are identical. 
for β = 1, 2 and 4.
By (2.3) and (2.4), the first term above is equal to n 2 V ar(σ 
Proof. It is known that (U 1 , U 2 , · · · , U n−1 ) follows the Dirichlet distribution whose parameters are all equal to 1/2, that is, their joint density function is
for u i ≥ 0 and n−1 j=1 u j ≤ 1, see, e.g., chapter 49 from [22] . Then
since the integral is the reciprocal of the normalizing constant of a Dirichlet distribution with parameters a j + 1/2 (j = 1, · · · , n). Now, using the fact that Γ(x + 1) = xΓ(x) for x ≥ 0 to obtain
Substituting a = a j and n = 1 in the above formula, we have that
The lemma is proved.
for β = 1, 2 and 4 and any integer l ≥ 2.
Proof. By Lemma 2.4,
for all k ≥ 2. Then, by the bilinear property of covariance, the left hand side of (2.6) is identical to
The conclusion follows. The proof is complete.
