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We present a molecular dynamic study of the interaction between an amorphous silica tip (SiO2)
and an amorphous poly-(methyl-methacrylate) substrate under conditions relevant for tapping-mode
atomic force microscopy. To capture the actual dynamics of the tip, we use the dynamic contact
simulation method [Kim et al., J. Appl. Phys. 112, 094325 (2012)]. We obtain force-displacement
relationships both for neat polymer substrates and a sample with a sub-surface nanotube and extract
the local stiffness and energy dissipation per cycle. The simulations capture non-trivial aspects of
the interaction that originate from the viscoelastic nature of the polymer including an increase in
repulsive interaction force during approach with tip velocity and an increase in adhesion during
retraction with decreasing tip velocity. Scans of local stiffness and dissipation over the samples
reveal intrinsic variability in the amorphous polymer but also the effect of local surface topography
on the extracted properties as well as the ability of the method to detect a sub-surface nanotube. This
insight and quantitative data should be valuable to interpret the results of atomic force microscopy
studies.VC 2013 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4820256]
I. INTRODUCTION
Atomic force microscopy (AFM) is a powerful tool for
imaging and nanostructure manipulation with atomic resolu-
tion.1 In contrast with the scanning tunneling microscopy
(STM), proposed by Binning et al. in the 1980s,2 AFM
allows the investigation of both conductors and insulators.
During the last two decades, several AFM operating modes
have been proposed and investigated.3 In dynamic mode
(also known as tapping-mode), a cantilever with a tip is
excited at a frequency near resonance and is brought close to
the surface of interest.4–8 The changes in amplitude and fre-
quency as well as phase shift of the oscillations that originate
from tip-sample interaction are then used to extract surface
topography of the sample of interest. Dynamic mode AFM
has the advantage of not requiring vacuum and the intermit-
tent interaction attenuates surface damage.5 Therefore, tap-
ping mode AFM has been widely used to study various soft
materials ranging from polymers to biomolecules.6,9,10
More recently, T-shaped AFM cantilevers have been
introduced to improve the resolution and recover information
about the tip-sample force interaction.11 In this method, the
tip is offset from the long axis of the cantilever. As a conse-
quence, torsional harmonic of the cantilever and high fre-
quency components of the tip-sample forces can be extracted
resulting in time-resolved tapping force curves (cf. force-
displacement curves). This new technique allows mapping
the local elastic modulus12 with very high sensitivity for va-
riety of materials.13
Despite the growing importance and potential of such
techniques in material science, the link between the actual
observables (amplitude, resonance frequency, phase shift, or
even force-displacement curves) and the underlying mate-
rial properties (e.g., local viscoelasticity) remains tenuous.
As a consequence, it is still challenging to interpret AFM
results and complex models are needed to relate observables
to quantities of interest. Continuum mechanics can be used
to model the dynamics of the cantilever;14–17 but these sim-
ulations require a tip-sample interaction relationship as an
input. Such tip-sample interaction depends on both the
properties of the tip and sample and can be modeled using
molecular dynamic (MD) or quantum mechanic
simulations.18–20 In this paper, we characterize tip-substrate
interaction using MD with the dynamic contact simulation
(DCS) method.21 Current computational capabilities admit
atomistic simulation with spatial (size of the tip and sam-
ple) and temporal (duration of the interaction) scales
approaching those of the experiments making quantitative,
direct comparisons with experiments possible in the near
future. Such direct comparisons would be possible by com-
bining tip-sample relationships from atomistic with contin-
uum simulations of the cantilever dynamics to predict the
experimental observables.22 We envision this type of
approach to be critical for the accurate interpretation of
AFM experiments.
Previous MD investigations reported important insight
on tip-substrate interaction.22–32 Both constant-force and
constant-height dissipation maps have been used to charac-
terize surfaces on model systems.25,33 More recently, MD
simulations of the interaction between a carbon nanotube
(CNT)34 or a fullerene molecule35 and the tip provided use-
ful information for the analysis of AFM results. This prior
work described the dynamics of the tip as it interacts with
the sample as in our case we use the DCS model to repro-
duce as closely as possible the conditions acting in tapping-
mode AFM experiments via MD simulations.a)Electronic mail: strachan@purdue.edu.
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This paper is organized as follows. We introduce the
computational details and the DCS model in Sec. II. Section
III focuses on the effect of the initial tip-sample distance,
interaction velocity, and tip/sample size on the resulting
interaction. Section IV shows surface property maps using
two modes: the constant height and the topographic modes
(TMs). Finally, we discuss the results and draw conclusions
in Sec. V.
II. METHODOLOGY
A. Computational details
The simulation cells include a half-sphere of amorphous
SiO2 (the tip)
36 and a poly-(methyl-methacrylate) (PMMA)
slab as shown in the snapshot in Figure 1. We use the
LAMMPS MD package developed at Sandia National
Laboratories37 and the DREIDING force field to describe the
interaction between atoms.38 A cutoff of 1.2 nm is used for
the non-bonded interactions with the particle-particle-parti-
cle mesh method for electrostatics.39 The equations of
motion are solved using the rRESPA multi-timescale inte-
grator to speed up the simulations40 with a timestep of 4 fs.
Our prior work on thermoset41,42 and thermoplastic43 poly-
mers shows that Dreiding provides an accurate description of
thermo-mechanical properties of these materials.
Amorphous PMMA slabs, with periodic boundary con-
ditions along the x and y directions and free surfaces normal
to z, of different sizes are used for the simulations; in all
cases, the slabs contain 98-monomer-long chains. We use
two different sizes of polymer slabs based on the diameter of
the tip to minimize boundary conditions effects. A large sim-
ulation cell contains 160 chains (230 720 atoms in the poly-
mer) and measures 9.6 nm in thickness with 16.5 16.5 nm2
in cross-section; a small simulation cell contains 40 chains
(57 680 atoms in the polymer) with a thickness of 16 nm and
cross section area of 5.8 5.8 nm2. In all cases, the slab
thickness is enough to limit boundary effect across the free
surface in the z direction taking into account that the tip will
indent a maximum distance of 1.85 nm in the polymer. A
third sample is investigated to explore the effects of a sub-
surface CNT on tip-substrate interactions. This sample con-
tains 40 PMMA chains and a total 59 040 atoms (including
CNT); it measures 11 nm in thickness and 8.2 8.2 nm2 in
cross section. The CNT is located approximately 1.0 nm
below the surface.
The slabs are created and equilibrated at T¼ 600 K
(over their glass transition temperature) for 2400 ps and then
cooled down to 300 K under isothermal and isochoric condi-
tions (NVT ensemble) at a rate of 25 K per 100 ps. The slab
is then relaxed at 300 K under isothermal isobaric conditions
(NPT ensemble) under atmospheric stress in the directions
normal to the free surface during 200 ps. Finally, the samples
are equilibrated under isochoric, isothermal conditions (NVT
ensemble) at 300 K for an additional 150 ps (setting the sim-
ulation cell parameters to the average values computed dur-
ing the last 100 ps of the NPT equilibration). The composite
sample (PMMA and CNT) is obtained from a MD simulation
of the process of wrapping a CNT into the polymer.
Specifically, we place a CNT on the surface of the PMMA
slab and carry out a MD simulation at T¼ 600 K for 400 ps
under constant stress and temperature conditions. This time
is enough for the surface energetics to result in the CNT
moving into the polymer slab. The resulting structure is
annealed to T¼ 300 K and relaxed using the same protocol
than the neat PMMA slab. Additional details and thermo-
mechanical properties of these slabs can be found in Ref. 45.
The tip is modeled by a half sphere of amorphous SiO2
and we chose to investigate three relevant diameters (4, 8,
and 12 nm). The tip moves as a rigid body and rotations and
translations in the x-y (normal to the surface) are not allowed
to mimic the mechanical constraints of the cantilever. We
remove the atoms located in the inner shell of the larger tips
(8 and 12 nm of diameter) in order to reduce the number of
atoms in the simulation cell. These hollow half spheres have
a wall thickness of 2.0 nm, greater than the real space cutoff
for non-bond interactions. The small tip (4 nm of diameter)
is combined with the small neat PMMA slab (this setup will
be labeled as small/4 nm) and the composite sample (cnt/
4 nm). The large slab is combined with the medium tip
(large/8 nm) and the large tip (large/12 nm). Table I summa-
rizes the samples and additional information, and molecular
structures can be found in the supplementary material.44
B. Dynamic contact simulations
The SiO2 tip is treated as a rigid body and interacts with
the polymer slab via van der Waals and electrostatics inter-
actions (see supplementary material44 for details). The dy-
namical interaction between the tip and polymer is modeled
using the DCS method.21 This approach uses MD simula-
tions with an initial condition consisting of tip and sample
FIG. 1. Molecular structure of the simulation box containing an amorphous
silica tip and a PMMA sample (white spheres: H, gray: C, red: O, and
yellow: Si).
TABLE I. Details on the systems studied in this paper.
Label
Slab
(lw h nm3)
Atoms
in the
polymer
Tip
diameter
(nm)
Atoms
in the tip
Small/4nm 5.8 5.8 16 57 680 4 1107
Large/8 nm 16.5 16.5 9.6 230 720 8 7731 (hollow)
Large/12nm 16.5 16.5 9.6 230 720 12 20 784 (hollow)
Cnt/4 nm 8.2 8.2 11 59 040 4 1107
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separated by a pre-determined distance and a downward ve-
locity (vini) of the tip. A constant force (Fres) in the upward
direction is applied to the tip throughout the simulation to
mimic the restoring force due to the deflection of the cantile-
ver. In order to avoid the translation of the polymer slab dur-
ing interaction with the tip, we fix the atomic positions of the
atoms located in the bottom 10% of the slab. The mass of the
tip is set to 100 ng (by changing the mass of the atoms in the
tip), which is a typical value of the cantilever-tip effective
mass.16 The DCS methods model the final dynamics of the
tip before interacting with the substrate and the entire pro-
cess of interaction including indentation and retraction. In
the absence of interaction with the substrate, the maximum
distance traveled by the tip (Dmax) in DCS is equal to the
ratio
Dmax ¼ mv
2
ini
2Fres
: (1)
In all our calculations, we set Dmax¼ 1.85 nm; that is, our
simulations focus on the final 1.85 nm excursion of the tip. The
loading rate is controlled in DCS by changing the initial veloc-
ity/restoring force pair while keeping Dmax constant; this load-
ing rate is related to the frequency and amplitude of the
cantilever oscillations. Typical dynamic AFM experiments
involve frequencies from 5 to 100 KHz with amplitudes rang-
ing from 1 to 100 nm. As a consequence, the last 2 nm of the
tip motion range from 105 to 102 ns. Our simulation, time vary
in between 0.1 to 10 ns, one order of magnitude faster than in
experiments. As will be shown below, the interaction with the
substrate has a small effect on the dynamics of the tip due to
the short interaction times and large tip mass.
We define the nominal separation distance between the
tip and the sample dnom as the distance along the z direction
between the lowest atom of the tip and the highest atom of
the sample. The local distance dloc between the tip and the
substrate is defined as that between the lowest atom of the
tip and surface right beneath it. The precise determination of
the local distance is deduced from the surface topography
obtain using a probe as describe in Sec. IV.
C. Quantities of interest
In this study, we focus on two main quantities of inter-
est: the dissipation energy per cycle and the Young’s
modulus. Both of them are extracted from the tip-sample
force-distance curves obtained from the simulations by sub-
tracting the restoring force (Fref, Eq. (1)) to the total force
acting on the tip. The dissipation energy is defined as
Ediss ¼
ð
cycle
FðzÞdz: (2)
Young’s modulus (E) can be evaluated by fitting the
loading part of the force-displacement curves with the
Hertz’s model46
F ¼ 4
3
E
ﬃﬃﬃﬃﬃﬃﬃﬃ
Rd3
p
(3)
with R the radius of the tip and d the penetration depth into
the sample. To obtain the Young’s modulus, the penetration
depth is defined from the point where the force becomes pos-
itive after the first attractive interaction during approach (see
zone (II) in Figure 4). Our objectives are to characterize how
dissipation energy and Young’s modulus depend on the con-
ditions of the interaction (e.g., indentation depth and defor-
mation rate) on the local surface topography and their
variability.
III. FORCE-DISPLACEMENT CURVES AND LOCAL
PROPERTIES
A. Force-displacement curves
The interaction force between the tip and the sample as
a function of their separation is one of the main results in
non dynamic AFM experiments47 and can be extracted using
models in tapping-mode AFM7 or T-shaped cantilever as
proposed by Sahin and co-workers.11 Figure 2 shows charac-
teristic force-displacement curves for the three tip diameters
studies and, in each system, for various initial separation
distances. All cases correspond to an initial tip velocity
vini¼ 25 m.s1, the corresponding restoring force being
Fres¼ 16.89N (Eq. (1)). The tip-sample separation (along
the z direction) is defined so that d¼ 0 nm corresponds to the
lowest atom of the tip and the highest atom of the initial sur-
face having the same position. These curves show the visco-
elastic nature of the polymer that results in a hysteretic
behavior. Reducing the initial separation between tip and
sample (causing large penetration depth) leads to similar
FIG. 2. Interaction force as a function of the tip-sample separation for several nominal initial distances. For the three systems: small/4 nm (left), large/8 nm (middle),
and large/12 nm (right). The force and position values used for these curves have been averaged over windows of 10 simulation points for the sake of clarity.
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approach curves but different retraction behaviors. As
expected, larger tip radius of curvature leads to increased
attractive and repulsive interaction forces. The curves pre-
sented in Figure 2 correspond to indentations at the center of
the simulation cell {lx=2; ly=2}. In order to quantify the
uncertainties originating from the variability in surface to-
pography and the local molecular structure, we report in
supplementary material44 (Figure S2) the corresponding
force-displacement curves located at two different {x,y}
locations for the same set of initial separations. We find that
the shape of the force-displacement curves and the general
trends are the same in all cases.
Figure 3 shows the dissipation energy per contact,
obtained by integrating the curves presented on Figure 2
(and Figure S2) using Eq. (2), as a function of the local ini-
tial distance for the various cases. Dissipation energy
increases with increased penetration and, given local dis-
tance, the dissipation energy increases with the size of the
tip. The magnitude of the dissipation energy compute in this
work is in good agreement with experiments.48 The analysis
of the local Young’s modulus will be presented below and
will include a larger range of data points.
B. Effect of the loading rate
In this section, we focus on the effect of loading rate on
the tip-sample interaction and the effective properties
obtained; given the long simulation times involved we focus
on the small/4 nm system. Figure 4 shows the time evolution
of the interaction force and the velocity from one of our sim-
ulations; we divide each interaction cycle in four periods: (I)
weak attractive interaction while the tip moves downward;
the attractive van der Waals interaction accelerates the tip
towards the substrate and increases the energy of the tip; (II)
the interaction force is repulsive while the tip moves down-
ward; in this case, the polymer helps stop the tip, energy is
transferred from the tip to the substrate; (III) the interaction
force is repulsive while the tip moves upward; the polymer
pushes the tip up and transfers energy back to the tip; (IV)
the interaction force is attractive (adhesive) while the tip
moves upward; the polymer holds the tip back during the last
stage of retraction as van der Waals bonds are broken and
energy is transferred from the tip to the substrate. Due to the
large effective mass of the tip, the tip-sample interaction
does not change the dynamics of the tip noticeably as is
apparent in the velocity shown in Figure 4.
We characterize the role of loading rate by studying a
variety of initial velocities (and corresponding restoring
force) by keeping the ratio mv2ini=2Fres constant (the maxi-
mum travel of the tip Dmax, Eq. (1)). Figure 5 shows the
interaction force as a function of the simulation time for dif-
ferent initial velocity/force pairs {vini, Fres}. All these simu-
lations start at the same nominal separation d¼ 0.25 nm. Our
results show that slower loading rates result in smaller repul-
sive interaction during approach and larger attractive interac-
tion during approach and retraction. To understand the
molecular origin of the increased adhesion with decreasing
loading rate we show, in Figure 6, molecular structures of
the tip and sample corresponding to the slowest (top panels)
and fastest (bottom panels) loading rates. Left panels show
the configurations corresponding to zero tip velocity (maxi-
mum indentation) and the right ones correspond to maximum
attractive force during retraction. We observe that the effec-
tive contact area between the tip and the sample is larger for
the slow loading rate; the slower motion of the tip provides
additional time for the polymer to relax around it and
FIG. 4. Tip-polymer interaction force (blue, left axis), velocity of the tip
(red, right axis) as a function of the simulation time (small/4 nm system).
The initial tip-sample separation d¼ 0.75 nm.
FIG. 3. Dissipation energy as a function of the local distance for different di-
ameter of the tip. The error bar is computed from the indentation at three dif-
ferent locations (data from Figures 2 and S2).
FIG. 5. Tip-polymer interaction force as a function of the logarithmic time
for different loading rates. The force values used for these curves have been
averaged over windows of 10 simulation points for the sake of clarity. The
subscript org stands for the original rate introduced in Sec. III.
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increase the contact area. As a consequence, the repulsion
force is smaller and adhesion is larger for the slower loading
rates. At higher strain rates, elastic behavior dominates;
while at lower strain rates, the viscous effects play a more
dominant role.
In the DCS methodology, the initial velocity and the
restoring force determine the maximum distance traveled
by the tip in the absence of interactions with the substrate.
As discussed above, even for the slower rate studied, the
trajectory of the tip is not affected significantly by the
interactions with the slab. However, slower loading rates
lead to longer interaction timescales during which the poly-
mer undergoes relaxation underneath the tip; notice the
attractive interactions during approach in Figure 5 present
in the slowest simulation and absent in the others. As a
consequence, we find that slower loading rates lead to
smaller indentation depths defined as the distance between
the beginning of repulsive interaction and the maximum tip
displacement; from faster to slower loading rates, we find
indentation depths of d¼ 1.35, 1.31, 1.29, 0.91, and
0.78 nm, respectively. At the same time, slower interactions
lead to polymer relaxation during compression and a reduc-
tion in maximum repulsive force: Fmax¼ 11.4, 10.9, 9.5,
9.0, and 7.5 nN from faster to slower loading rates. The
combination of smaller indentation and forces with decreas-
ing loading lead to the following effective Young’s moduli
(from faster to slower rates): E¼ 2.8, 2.4, 2.2, 3.8, and
3.2 GPa, respectively. Numerical uncertainties in the
Young’s modulus values can be evaluated by slightly
reducing the number of data points used to fit the Hertz
law; this analysis leads to uncertainties of the order of
0.1 GPa. Interestingly, we find that slower loading rates
lead to higher effective stiffness. This interesting result is,
perhaps, counter-intuitive and reflects the inability of the
Hertz model to capture adhesion and non-elastic processes
as well as molecular-level details that dominate small
indentations and the challenges in the interpretation of
AFM results. These results highlight the extreme care that
should be exercised in analyzing dynamical AFM data
especially for small indentations.
IV. SURFACE TOPOGRAPHYAND PROPERTY MAPS
One of the most impressive and technologically impor-
tant capabilities of dynamical AFM is to produce local prop-
erties maps49 with nanoscale resolution (tens of nm (Ref.
13)). However, the link between the observables and the
actual property is still not fully understood. In this section,
we determine the surface topography and use it to compute
surface property maps both for elasticity and energy
dissipation.
A. Surface topography maps
In order to correlate the effective substrate properties
obtained from the force-displacement curves with the local
surface topography, we compute a surface height map by
scanning the polymer surface with the tip. With this informa-
tion, we will compute precise local distances from the tip to
the surface and local surface curvature. Here, we assume that
the timescales associated with changes in surface topography
are long compared with our simulations; an assumption that
seems to be valid based on our observations. To compute the
topography map, we set both the polymer and the tip as rigid
bodies. In order to describe the roughness with precision, we
divide the cross-sectional area with a regular 100 100 grid.
At each grid point, we determine the surface height as the tip
location where the interaction between the two rigid bodies
results in a repulsive force of 0.4 nN. This is an arbitrary
value but due to the stiffness of repulsive interactions, the
resulting topography is only weakly dependent on this choice.
We show in the supplementary material44 (Figure S4) that
changing this threshold does not affect the description of the
topography. Since the only goal of this exercise is to deter-
mine the location of surface, we use a simple Lennard-Jones
potential50 to describe the interaction between atoms in the
polymer and tip with a cutoff of 0.25 nm (since we are only
interested in the repulsive part of the interaction). Two surfa-
ces (H(x, y)) are shown in Figure 7(a) corresponding to the
small/4 nm and the cnt/4 nm systems.
Despite the large diameter of the tip compared to the
dimension of the samples (2/3 of the edge length for the
small/4 nm system), the topography maps exhibit high reso-
lution. We show in supplementary material44 (Figure S3)
that the topography maps are rather insensitive to the tip
size. Several key features of the polymer samples are
revealed by these topography maps. The small/4 nm sample
shows a surface roughness of approximately 1 nm while the
presence of the CNT in cnt/4 nm creates a hump on the sur-
face (1.6 nm of roughness for this sample).
B. Surface properties
With the surface topography characterized, we now
compute maps of dissipation energy and Young’s modulus
using molecular dynamic simulation as described in Sec. II.
We introduce two mapping modes: (i) in the constant height
mode (CHM), the {x,y} cross-sectional area is divided in a
square 10 10 grid; and at each point of this grid, an inden-
tation simulation is performed starting at the same absolute
height z0 (corresponding to the initial nominal separation
FIG. 6. Snapshot of the tip-polymer structure at zero tip velocity (left) and
maximum attractive force (right) for the two loading rates: Fres¼Forg/100
(top) and Fres¼ 10Forg (bottom) in the {xz} plane. The color scale represent
the height (z) and ranges from 0.0 nm (red) to 2.5 nm (blue).
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dnom¼ 0.0 nm); (ii) in the topographic mode (TM), the simu-
lations are performed starting at different zi positions follow-
ing the surface topography, keeping the local separation
distance at time zero to dloc¼ 0.5 nm. While this second
approach does not correspond to any dynamic AFM opera-
tion mode, it can be thought of as an approximation to con-
stant force operation. The tip tracks the local topography, so
each indentation achieves approximately the same depth and
repulsive force. Due to the computational intensity of these
runs (100 simulations per map), we only investigate the
small/4 nm and the cnt/4 nm systems. The property maps are
shown on Figures 7(b)–7(e).
Averaging over all measurements in the small/4 nm sam-
ple, we obtain a dissipation energy of Ediss ¼ 47:76 7:6 eV
and a Young’s modulus E ¼ 2:16 0:6 GPa in CHM. In case
of TM, the mean dissipation energy is Ediss ¼ 41:86 8:2 eV
and the mean Young’s modulus E ¼ 2:06 0:5 GPa. Both
mapping modes result in similar means values and standard
deviations. While the variation in indentation distance in
CHM can contribute to the observed variability in local prop-
erties, in the case of TM, the variability is a consequence of
the local variation in the molecular structure and surface to-
pography. Interestingly, the presence of asperities correlates
with local minima in Young’s modulus maps for both map-
ping modes. This can be explained by the convexity of the
surface, which leads to apparent softening; the Hertz solution
used to extract Young’s moduli applies to a perfectly flat
surface.
The local property maps show that the sub-surface CNT
affects the measured quantities. We observe larger dissipa-
tion energies when the indentation proceeds over the CNT
(cnt/4 nm system). This last statement is true in both map-
ping modes (CHM and TM); indentations over the CNT lead
to dissipation up to 90 eV; these values are higher than those
computed far from the CNT or in the small/4 nm sample.
Several factors contribute to the force-displacement curve
shape and consequently to energy dissipation: the stiffness of
the substrate (maximum interaction force), the adhesion
between the tip and the sample (attractive force), and the
relaxation processes that occur in the substrate (the width of
the force displacement curve). Even though the CNT itself is
perfectly elastic, its presence leads to more dissipation; we
attribute this to the higher local stiffness that increases the
force and relaxation processes between the CNT and poly-
mer; a molecular analysis of these processes is beyond the
scope of this paper.
Figures 8 and 9 compile all calculations of dissipation
energy and Young’s modulus as a function of indentation
depth (data from CHM simulations). We classify the indenta-
tions as: over the CNT (red), in the cnt/4 nm sample but
away from the CNT (green) and from the small/4 nm case
(blue). The slight difference in the range of indentation
depths for the two systems is a consequence of the difference
in surface roughness between the two cases (1 nm for the
small/4 nm versus 1.6 nm for the cnt/4 nm). As noticed
before (see Figure 3), the overall dissipation energy increases
as the local distance decreases (increasing the indentation
FIG. 7. Properties maps of the two samples (small/4 nm: left, cnt/4 nm:
right): (a) Topography map; (b) Dissipation map in CHM; (c) Young’s mod-
ulus map in CHM; (d) Dissipation map in TM; (e) Young’s modulus map in
TM. A unique color bar is related to the properties and refers to 0.1 eV in the
case of dissipation energy and GPa for Young’s modulus.
FIG. 8. Dissipation energy as a function of the indentation depth (blue
circles: neat PMMA, green triangle: far from the CNT, red squares: over the
CNT). Distributions of the dissipation energies per region of indentation
(right top panel).
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depth). Moreover, we find larger dissipation energy when the
indentations proceed over the CNT ( Ediss ¼ 58:66 16:4 eV)
than far from it ( Ediss ¼ 21:76 10:1 eV).
Figure 9 shows that the effective Young’s modulus
extracted from indentations increase with decreasing inden-
tation depth. The dashed line represents the Young’s modu-
lus calculated from an uniaxial deformation of the entire
simulation cell (1.7 GPa). Our results indicate that a mini-
mum indentation depth of approximately 1.2 nm is needed to
extract meaningful values of Young’s modulus; we attribute
this observation to the fact that the expression used to extract
E is derived from continuum mechanics and the physics of
very small indentations is dominated by atomic processes.
This effect has been observed in metal-metal interactions.21
Indentations over the CNT lead to higher Young’s moduli
values especially for large indentations where the CNT is
affected more pronouncedly.
Our results show that a combination of both increased
dissipation and stiffness in surface property maps can be
used as an indicator of the presence of a stiff sub-surface
reinforcement in the sample.
V. CONCLUSIONS
In summary, we used MD simulations to characterize
the interaction of a silica tip and an amorphous PMMA sub-
strate under conditions relevant for dynamic AFM. The DCS
methodology and realistic size of the system provide condi-
tions close to experimental setups. Interestingly, the time-
scales achievable today with MD simulations are close to
those in experiments.
The shape and amplitude of the force-displacement
curves as well as the corresponding values of the dissipation
energies consequence of the viscoelastic behavior of the
amorphous polymer predicted by our simulations are in good
agreement with continuum model of dynamic AFM15,48 and
experiments.11
In our analysis, we characterize how surface topography
and sub-surface phases affect the local properties of the
surface extracted from the force-displacement curves.
Correlating surface topography and local property is now
possible experimentally opening exciting applications.13 The
results presented in this paper show that the physical proper-
ties extracted from dynamic AFM (dissipation energy and
Young’s modulus) are not only dependent on the substrate
and rate of deformation but are also strongly dependent on
the amount of indentation, local surface topography, and also
reflect local property variations of the substrate (see differen-
ces between the maps in CHM and TM in Figure 7). Finally,
the property map analysis of the composite system shows
relevant differences in the properties close and far to the
CNT, which allow the spatial localization of sub-surface
reinforcements.
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