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Abstract
Modeling Metastasis in Breast Cancer Patients Using EHR Data, the Area Deprivation Index
(ADI), and Machine Learning Models
By
Vishesh Patel
Master of Science in Computer Science
Washington University in St. Louis, 2022
Research Advisor: Professor Philip R.O. Payne

Applying machine learning and statistical analysis on traditionally informatics problems is a
growing area of research that can result in clinicians being better-able to predict disease
outcomes and create more personalized levels of care. In this study, several machine learning
models are used to model the likelihood of metastasis in breast cancer patients using a mix of
data from the electronic health record and socioeconomic information derived from the Area
Deprivation Index (ADI). Metastasis is a late-stage disease progression in a cancer diagnosis
where a tumor spreads from its initial development point to another part of the body. In breast
cancer, the most diagnosed cancer in the United States, more research is needed to assess what
characteristics in breast cancer-diagnosed patients may result in a metastasis The electronic
health record (EHR) has emerged as a vast source of information for researchers, despite its
primary usage purpose for billing. While demographic and clinical information is commonly
logged in the EHR, socioeconomic information is generally unavailable. Information from social
deprivation indices can be mapped to patients using geographical information such as zip codes.
Social determinants of health (SDoH) are the characteristics of the environment and population
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that people live in, and studies have shown that living in areas with greater social disadvantage
result in more adverse health outcomes. Hence, the focus of this research is two-fold. The first is
to model metastasis prediction using a variety of machine learning models and assess which
types perform best on the data engineered. The second is to assess, given the evidence that
suggests that socioeconomic indicators contribute to health outcomes prediction, how predictive
such values are in models that contain clinical information which traditionally have been the
main predictors of health outcomes. In this study, tree-based algorithms such as Random Forest
and XGBoost had the greatest predictive performance, but within those models scores that
measure health using other comorbidities and other clinical variables overshadow the
performance of the Area Deprivation Index scores engineered at the 5-digit zip code level. What
follows is a discussion of the model performances and evaluation metrics, as well as an analysis
of each variable’s contribution using calculations given by scikit-learn and the Shapley additives
method. Another key discussion that emerges from this research is on how social deprivation
indices can be best optimized for studies that model disease and what possibilities exist for use of
indices at different levels of geographic summary.

1
Chapter 1: Introduction
The growing and widespread implementation of the electronic health record (EHR) has
provided clinicians and patients with a tool that allows quick management and access of patient
records and related data. While the EHR’s primary use case is primarily built for billing, it is a
tool where providers can manage charts and document pieces of information relating to patient
care and demographics. Given its diverse range of functionalities and large breadth of
information it houses, the EHR also has a key secondary use for healthcare researchers to
analyze data. With the growth of computational power, database storage technologies, and
development in fields like artificial intelligence and machine learning, many disciplines can
leverage different technologies and the wide-ranging data found in the EHR for multiple styles of
analysis and modeling. Machine learning and statistical analyses are popular methods for
studying EHR-sourced data to gauge associations between variables and characteristics and to
make predictions. However, given that the EHR’s primary purpose is for billing, there are
limitations to data availability based on what is prioritized for collection. As such, a growing and
promising research concept in healthcare involves combining information from the EHR with
other kinds of information about patient geographies and environments (like counties or
neighborhoods) that are generally not collected by healthcare providers (Cantor & Thorpe,
2018).
More complex research questions through methods that involve blending data sources
can lead to exciting opportunities for discovery that cannot be answered by analyzing either
source alone. Many studies in health care involve using clinical information from the EHR to
predict health outcomes. However, the environmental factors surrounding a patients home are
one such grouping of data that is not readily accessible in health records. These factors are called
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Social Determinants of Health (SDoH). The level of impact that SDoH have on varied human
conditions and disease onset has been modeled through Social Deprivation Indices (SDIs). While
clinical variables that reflect health status are known to help make predictions on disease
progression, SDoH can also be markers of patient health as well. In this thesis, clinical and
demographic information pulled from the EHR and an SDI known as the Area Deprivation Index
(ADI) are used as variables in several classification-based ML models to determine if they can
predict which characteristics are similar to those within patients whose cancer has metastasized
in breast cancer. This work focuses primarily on two key areas. First, when blending clinical and
SDoH information, does the SDoH information meaningfully contribute to disease outcome
prediction alongside clinical information? The second key question is, out of several
classification-based machine learning algorithms, which ones model disease outcome prediction
the most reliably? This work explores these questions and analyzes the results of five different
machine learning models to see which ones perform the best and to assess at what degree does
SDoH help with performance in the presence of clinical variables from the EHR that are known
to contribute to disease outcomes prediction. As the context of this study is focused on breast
cancer patients and environmental information, this chapter will provide background on
characteristics of breast cancer patient populations, the usage and relevancy of SDoH in medical
research, how SDIs are calculated, and a discussion of related work to the study in terms of
machine learning on breast cancer data, feature engineering processes, geographies and indices
studied, and breast cancer outcomes analysis.
Breast Cancer
According to the Center for Disease Control and Prevention (CDC), cancer was the
second most leading cause of death in the United States in 2020 (National Center for Health
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Statistics, 2022). Within cancers, breast cancer was the most diagnosed cancer in 2021 which
accounted for 15% of all cancer diagnoses. The American Cancer Society estimates that in 2022
there will be 287,850 diagnoses of breast cancer in women (99.06% of all cases) and that breast
cancer alone accounts for 7.2% of all cancer deaths (National Cancer Institute, 2021). Breast
cancer is one of the most diagnosed diseases in the United States, despite being diagnosed almost
entirely in women – a demographic that comprises about half of the US population. As such,
analyzing factors that may contribute to breast cancer disease characteristics are of significant
interest to healthcare researchers and for advancing personalized care solutions. A stage of
disease progression in cancer diagnoses is metastasis, where a cancerous tumor spreads to
another region of the body. Any cancerous tumor may reach a late-stage disease progression if
not treated quickly and appropriately. Research shows that patients with localized tumors have
higher survival rates than those whose cancers metastasize (National Cancer Institute, 2021). In
breast cancer, 6% of patients are simultaneously diagnosed with breast cancer and a metastasis,
but given the high rates of breast cancer diagnosis, finding ways to predict onset of metastasis in
breast cancer patients is an important area of research (American Society of Clinical Oncology,
2022).
Social Determinants of Health
While clinical variables are primarily used in disease prediction studies, an increasingly
important question in the landscape of healthcare research is to what degree the environment a
patient lives in affects their physical and mental health. SDoH variables fall under 5 broad
categories that include economic stability, access and quality of health care and education,
neighborhood and built environment (infrastructure quality) and social and community context
(U.S. Department of Health and Human Services, 2020). Some examples of SDoH include
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language and literacy skills, job opportunities, median household income, and access to healthy
food and clean air and water. Research indicates that improving SDoH conditions in
communities is important to public health and understanding SDoH by community is key to
addressing their impact on health outcomes. As a result of living in communities with greater
disadvantage, those residents are more likely to be diagnosed with more comorbidities on
average than residents in communities with lesser disadvantage. This leads to increased visits in
the hospital, and indicates that SDoH variables do capture information about patient health.
Some examples of this phenomenon are provided later in this chapter.
Understanding how SDoH affects patients is challenging to do using information in the
EHR. Environmental information about a patient is not generally collected by healthcare
providers and remains an ongoing conversation in the healthcare community. According to
Cantor & Thorpe, 2018, besides the fact that information in the EHR being collected primarily
for billing purposes, some key reasons for the absence of social determinant data in the EHR
stems from a lack of consensus on what kinds of SDoH data should be collected and how they
should be represented in the EHR. While more research opportunities could exist if these types
of data were available in health records, a potential alternative is to use aggregated metrics of
SDoH through Social Deprivation Indices (SDIs). An SDI is an aggregation of different
socioeconomic and SDoH variables that are pulled from public census data. For example, SDIs
are calibrated for geographical census summary level (zip code, ZCTA, census block, census
tract, etc.) and are calculated from regional SDoH statistics. There are several SDIs that differ in
terms of amount and types of variables used, index calculation methodology, and applicable
geographic region. In this study, the index used is the University of Wisconsin-Madison’s Area
Deprivation Index (ADI) and is comprised of 17 different indicators. Existing research that
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utilizes SDI scores may vary in census summary level of implementation, which SDI is used, and
which socioeconomic indicators are included in the SDIs aggregations. As SDI scores are
aggregates of varying geographical zones, they provide a generalized view of a community’s
socio-economic status.
Modeling Disease Outcomes
Various types of modeling strategies are used in disease outcomes prediction. Statistical
analyses that check statistical significance and tests like odd ratios are popular in gauging
variable associations in healthcare data. Machine learning modeling techniques are also growing
in usage in the breast cancer field. A comprehensive literature review by Li et al., 2021, found
thirty-one studies which are structured similarly to this thesis in terms of information provided
on background research and modeling processes. These studies analyze breast cancer 5-year
survival rates as an outcome. Of those, the most common ML methods were decision trees,
neural networks, support vector machines and ensemble methods. The performances of each
algorithm varied as well as the reported evaluation metrics. Additionally, the research by Li et
al., 2021 calls for a standardized usage of models for public datasets and for an increased focus
on accounting for data and class imbalances and missingness. This work also analyzes
contribution of variables within the best performing models.
Related Research
Related research that analyzes breast cancers and social determinants vary in terms of
statistical and modeling processes, communities studied, disease studied, SDI index used and
level of geography, and more. First, Coughlin, 2019 conducted a comprehensive literature review
of 19 studies that analyzed breast cancer and SDoH, and found evidence that SDoH do contribute
to risk, stage, and survival. Among the studies analyzed, some social determinants that
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contributed to disparities in care and outcome included segregation and discrimination by race,
education levels, poverty, and lack of access to care. The review also found that living in areas
with high poverty and crime rates contribute to chronic stress which has adverse effects on health
outcomes.
As environmental conditions can be quantified through Deprivation Indices, there is an
ongoing research dialogue on combining environmental data from indices and other available
health data. A study done by Babatunde et al., 2021 studied the association between
neighborhood social deprivation to patient stage at breast cancer diagnosis. The patient
population and associated data came from the South Carolina Central Cancer Registry and used
information from a county-level SDI as a variable with county-level rankings of Health
Professional Shortage Area (HPSA) scores. Using statistical methods such as chi square tests and
ordinal regression analysis, the study found an association between worse SDI scores and a later
stage of breast cancer at diagnosis.
Combining data from Deprivation Indices with demographic and clinical information
recorded and calculated from the EHR is an area with great opportunity to show associations
between clinical and social variables on disease outcomes. For example, Roth et al., 2014
combined available variables from the EHR and community data from the zip code level to
analyze factors associated with obesity, and ultimately found that communities with more
farmers’ markets and grocery stores were associated with lower rates of obesity. Variables pulled
from the EHR include height, weight, and BMI, and zip code to link community data. Related
research is varied in methodology but has shown promising results when analyzing combined
EHR data with environmental information to specific disease outcomes. Ultimately, there is an
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ongoing research dialogue that models SDoH variables alongside clinical variables and finds that
worse SDoH conditions and scores are associated with adverse health outcomes.
Research Objective
The objective of this study was to leverage available data in the EHR from Barnes Jewish
Hospital (BJH) / Washington University School of Medicine in St. Louis (WUSM), a large,
academic, tertiary-care academic medical center and study patients diagnosed with breast cancer
who received care at the institution. Specifically, the study aims to analyze the predictive values
of clinical and demographic variables sourced from the EHR with scores from the Area
Deprivation Index (ADI) at a 5-digit zip code level using computational machine learning
algorithms to model which variables are associated with metastasis by observing characteristics
of patients diagnosed with and breast cancer with and without metastasis. This study models
metastasis prediction by mapping variables from EHR data to an external source, the ADI, while
also analyzing the performances of a selection of five classification-based machine learning
models. Details on the implementation strategy and evaluation metrics for each model are also
provided and their performances are compared. This study was approved by the Washington
University in St. Louis Institutional Review Board (IRB).
Outline of Thesis
Chapter 2 Data provides summary details about the patient cohort, the applied inclusion
and exclusion criteria, details on each variable. Chapter 3 Computational Methods provides
overviews of each classifier, calibration techniques used on each model, and evaluation criteria
for model performances. Chapter 4 Results contains information on each model’s performance,
and which models performed the best based on the evaluation criteria. Chapter 5 interprets the
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findings from the models, discusses the limitations of the study, and speculates on the many
future research directions that stem from the methods and results seen here.
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Chapter 2: Data
The data used for this study included information from structured data and unstructured
clinical notes from the EHR as well as ADI scores mapped on the 5-digit zip code level (Kind &
Buckingham, 2018). The structured data used for this study included elements from
demographics, patient encounters, comorbidities, and diagnoses. The unstructured data included
clinical notes. The patients chosen for the initial cohort were determined based on a list of
International Classification of Diseases (ICD-10) diagnosis codes that are prefixed with the
characters C50 – the section of codes grouped for breast cancer diagnoses (Holman &
DelVecchio, 2018). Analysis was performed and visualized using Python version 3.8.5 with the
following libraries: pandas, numpy, i2 bmi, plotly, scikit-learn, shap, and XGBoost.
Inclusion Criteria
Patients who had encounters at WUSM/BJH within the timeframe of interest, who had a
breast cancer ICD code in their records (encounter diagnosis, medical history, or problem list)
were included in the cohort and included 17,519 patients. Patients who did not have an encounter
listed between July 2018 and the date of the data pull, July 2021, were filtered out of the cohort.
July 2018 was chosen as the initial date to correspond to WUSM’s network-wide adoption of the
EPIC EHR to increase the likelihood that the pulled patient notes would be complete as of the
date of the pull and in the standardized EPIC format. Patients with incomplete records or
missingness in variables were filtered out. Patients who did not self-report their race or ethnicity
as White or Black or African American were excluded from the cohort as they contributed to <
4% of the overall patient population. Next, patients who had home addresses outside of the states
of Missouri and Illinois were filtered out of the cohort to exclude patients with residences outside
of the greater St. Louis area. Patients without any office visits, hospital visits, or procedure visits
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were subsequently filtered out. Finally, patients without a reported BI-RADS result from a
mammogram procedure were filtered out, resulting in a final sample size of 6,736 patients,
which accounted for 38.4% of the overall initial cohort size. The process of acquiring BI-RADS
through NLP resulted in a significant reduction in overall cohort size. Additionally, there were a
significant number of patients that did not have encounter types that were included in the
calculation for number of visits that were fulfilled encounters (many were cancelled, no-show,
etc.). Figure 1 maps the changing state of the cohort as inclusion criteria were applied.

Figure 1. Cohort Inclusion Flow Diagram
Variables
The initial set of variables in this study included a mix of demographic and clinical
variables with the ADI scores. Demographic variables included sex, self-reported race, and age.
All the demographic variables were used for cohort summary information, but of the three only
age was included within the models. Clinically related variables include number of patient visits,
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comorbidity score calculations, and BI-RADS scores. Statistical analysis to determine statistical
significance was performed with the Mann-Whitney U-Test.
Patient gender and race were available as structured data in the Demographics table. The
age variable was determined by calculating how many years old a patient was as of July 1st, 2018
by using their birthdate. Age was included to analyze whether older ages were more likely to be
associated with metastasis. Number of patient visits were expressed as continuous integers and
were derived from the Encounters table, which included information about patient histories of
encounters/interactions with WUSM of different types. There were 132 unique types of patient
encounters, and only the office visit, procedure visit, appointment, and hospital visit encounter
types were retained in the calculations for number of visits. Other types of encounters (e.g.,
histories, scanned documents, phone calls) that did not constitute an in-person
appointment/procedure were excluded from the calculation. Number of visits was included in the
list of variables because patients with larger numbers of visits to the care provider were
hypothesized to be sicker and need more care, or to have better access to care.
The comorbidity scores are calculated from indices established by Elixhauser and
Charlson using the i2 BMI library in Python. All comorbidity scores were expressed as
continuous integers. The Elixhauser method calculates scores based on a list of curated
comorbidities based on ICD-10 codes (Elixhauser et al., 1998). The Charlson scores predict 10year survival in patients given their listed comorbidities (Charlson et al., 1987). Comorbidity
scores were calculated from both indices by retrieving the full list of each patient diagnoses
codes from the Comorbidities table from the EHR. The four comorbidity scores collected in this
analysis included the Elixhauser Moore ’17 and vanWalraven ’09 variations, the original
Charlson calculation, and the Quan ’11 variation of the Charlson calculation. In the final models,
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only the Elixhauser Moore ’17 variation and Charlson Quan ’11 variations were included. These
scores were included in the study as a primary clinical indicator of patient health.
A BI-RADS score is a clinical variable used specifically for breast cancer patients. BIRADS stands for Breast Imaging Reporting and Data System. When a patient receives a
preventive breast cancer screening (mammogram or ultrasound), they are provided a BI-RADS
integer score from 0-5 (Zonderland & Smithius, 2013). Based on the classifications system, the
higher the BI-RADS score, the higher there is an expectation of a cancerous tumor in the breast.
BI-RADS scores were extracted from unstructured clinical notes using the Linguamatics I2E
text-mining software which leverages natural language processing (NLP) techniques (Bandy et
al., n.d.). Of the initial cohort, 10,619 patients had BI-RADS scores. Metastasis, the binary
outcome variable, was also extracted using the Lingaumatics I2E text-mining software.
Metastasis indicates whether a patient’s cancer expanded to other regions of the body (e.g. from
the breast to the lung). Of the initial cohort, 1,811 patients (10.2%) had a reported onset of
metastasis.
ADI scores were calculated by mapping 5-digit zip codes from the Demographics table to
the datasets provided by the University of Wisconsin Madison for ADI scores for the states of
Missouri and Illinois. The 2019 ADI version was used for this study which composes scores
from information aggregated from the 2019 ACS survey. Most of the patient population comes
from the greater St. Louis area, which crosses the Missouri and Illinois state lines, so both states
datasets were used. The ADI datasets provide 9-digit zip code proxies (ZIP +4) for index scores.
The 5-digit version of each 9-digit zip code was calculated by truncating the final four digits on
each 9-digit value and those truncated 5-digit zip codes to those from the Demographics table for
each patient. The average of all truncated 5-digit zip codes was collected and rounded to the
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nearest integer. The two ADI scores provided are expressed as continuous integers – one for a
region’s national ranking from 1-100 and another for the region’s state ranking from 1-10. The
national ranking is based on benchmarks and averages calculated across the United States,
whereas the state ranking is based on those of the given state. However, given that the patient
population comes from multiple states, the national rank was more suitable for the study. The
national rank was standardized to a range of 1-10 based on each decile range of the national
ranking value. However, the standardized ADI rank was not statistically significant (see Table 1)
so it was not included in the final models. The ADI represents scores at the 9-digit zip code level
and 12-digit FIPS code level – neither were available for the patient cohort for this study. Table 1
provides summary information about the cohort and variables used in the modeling process.
Table 1
Cohort Summary
Variable

Total

Metastasis
(no)

Metastasis
(yes)

P-value

Num Patients

6736

6087 (90.3)

649 (9.7)

P < 0.01

Age, median (IQR),
yr

64 (55 – 72)

64 (55 – 72)

62 (52 –
71)

P < 0.01

Sex (female), n (%)

6669 (99)

6026 (99)

643 (99)

N/A

White

5349 (79.5)

4893 (80.4)

501 (77.2)

p < 0.05

Black

1342 (19.5)

1194 (19.6)

148 (22.8)

p < 0.05

62 (43 – 81)

60 (43 – 81)

62 (43 –
85)

p < 0.05

Race, n (%)

ADI National Rank,
median (IQR)
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Variable

Total

Metastasis
(no)

Metastasis
(yes)

p-value

ADI State Rank,
median (IQR)

5 (3 – 8)

5 (3 – 8)

5 (3 – 9)

p < 0.05

Standardized ADI
National Rank,
median (IQR)

7 (5 – 9)

6 (5 – 9)

7 (5 – 9)

p = 0.057

BI-RADS

1 (2 – 2)

1 (2 – 2)

1 (2 – 5)

p < 0.05

Number of Visits

94 (63 – 141)

89 (61 –
131)

179 (119 –
252)

p < 0.01

(Elixhauser)
Moore ’17

11 (4 – 22)

3 (10 – 21)

26 (18 –
38)

p < 0.01

(Elixhauser)
vanWalraven ’09

11 (4 – 22)

9 (4 – 18.5)

24 (15 –
31)

p < 0.01

(Charlson)
Original

4 (2 – 9)

4 (2 – 8)

9 (8 – 11)

p < 0.01

(Charlson) Quan
’11

4 (2 – 8)

3 (2 – 8)

9 (8 – 11)

p < 0.01

Comorbidities,
median (IQR)
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Chapter 3: Computational Models
The computational models in this study were comprised of five machine learning
algorithms. The data was engineered primarily using outputs and feature selection methods on
the logistic regression algorithm. Once variables were finalized, the feature dataset was applied
to the following machine learning classification algorithms: k-nearest neighbors (KNN), random
forest classifier, XGBoost gradient boosting tree, and support vector machine (SVM). This
chapter will provide an overview of the computational modeling process, provide a brief
introduction to each model, and explain how each was calibrated in the study and evaluated.
Models Overview
The models in this study are being used to solve a classification problem: given a set of
variables, which patients fall into the metastasis class? Furthermore, how does the ADI fare in
model prediction when grouped with clinical variables? Each algorithm used is a supervised
learning, classification algorithm that have been empirically tested on many kinds of similar
problems. The five algorithms in this study were chosen for a few key reasons. In preparing the
features, logistic regression was the primary model of choice to run combinations of given
inclusion and exclusion of certain models. K-nearest neighbors was chosen both for its ease of
use, as well as its computational processes being used or built upon in other kinds of ML
processes (cross validation, SMOTE, etc.). Random forest was chosen to assess how an
ensemble decision tree model performs, and XGBoost was chosen to assess how a gradient
boosting tree model performs, and due to its popularity in the machine learning community as a
high-performance algorithm. Support vector machine was chosen based on its distinctive
functionality when compared to the other models, and its ability to provide feature importance
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given a linear kernel transformation. All of these models were also mentioned and commonly
used within the breast cancer machine learning studies reviewed by Li et al., 2021.
The data was split into training and testing data at a ratio of 75-25. Each of the five
algorithms were ran with three different calibrations of hyperparameter tuning: untuned, grid
search, and random search. Each algorithm was run with 10-fold validation for grid search and
100 iterations for random search except for SVM, which was run with 5-fold validation and 50
iterations. The algorithms and their tuning calibrations were each run twice – once on the
original feature dataset, and again on a dataset that was rebalanced using over and under
sampling techniques with SMOTE – the Synthetic Minority Oversampling Technique. The
following evaluation metrics were collected: accuracy, precision, recall, f1-score, AUROC, and
AP. The evaluation metrics collected are reported in Table 7 for the original dataset, and Table 8
for the rebalanced dataset. Receiver Operating Characteristic Curves (ROC) and Precision-Recall
Curves (PRC) were plotted for each algorithm. Built-in scikit learn model feature importance
coefficients as well as SHAP feature importance coefficients were plotted for the applicable
algorithms.
Data Rebalancing
The original dataset was rebalanced using the SMOTE technique in Python. This was due
to a large class imbalance which is reflected in Table 1, where the subjects that had the
metastasis condition accounted for roughly 10% of the overall cohort population. For imbalanced
datasets, machine learning algorithms may over-predict the majority class and treat the minority
class as noise. This results in high accuracy scores, but correspondingly low precision and recall
scores which does not indicate a strong model. As such, the dataset was rebalanced using the
SMOTE technique to mitigate the class imbalance and to analyze differences in modeling
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performance between the original dataset and the rebalanced dataset. The SMOTE technique
analyzes data points that are similar to one another in feature space and value. It runs a k-nearest
neighbors technique, picks from one of the neighbors, and creates a synthetic example with
values in between the original point and the selected neighbor. (Chawla et al., 2011) showed that
the SMOTE technique for over sampling samples in the minority class, in conjunction with
under sampling samples in the majority class, achieves better ROC classifier performance. Under
sampling randomly decreases entries in the majority class. In this study, the rebalanced dataset is
a product of over sampling the minority class was by 20%, and under sampling the majority class
by 40%. The data was normalized by calculating z-scores for each feature before being applied
to KNN and SVM. Table 2 shows the summary information for the variables used in the
rebalanced dataset.
Table 2
Rebalanced Cohort Summary
Variable

Total

Metastasis
(no)

Metastasis
(yes)

P-value

Num Patients

4259

3042 (71.4)

1217 (29.6)

P < 0.01

Age, median (IQR),
yr

63 (54 – 72)

64 (55 – 72)

62 (52 –
71)

P < 0.01

White

3283 (77.1)

2427 (79.8)

501 (77.2)

p < 0.05

Black

977 (22.9)

615 (20.2)

148 (22.8)

p < 0.05

62 (42 – 81)

60 (42 – 80)

62 (43 –
85)

p < 0.05

Race, n (%)

ADI National Rank,
median (IQR)
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Variable

Total

Metastasis
(no)

Metastasis
(yes)

P-value

Number of Visits

106 (68 – 169)

88 (60 – 129)

183 (124 –
258)

p < 0.01

BI-RADS

2 (1 – 2)

2 (1 – 2)

2 (1 – 4)

p < 0.05

(Elixhauser)
Moore ’17

15 (6 – 27)

3 (10 – 21)

26 (18 –
38)

p < 0.01

(Charlson) Quan
’11

5 (2 – 9)

3 (2 – 8)

9 (8 – 11)

p < 0.01

Comorbidities,
median (IQR)

Hyperparameter Tuning
Each machine learning algorithm can be tuned with a variety of parameters. The output
and performance of each algorithm varies depending on which parameters are set in
configuration, and there are a few methods that provide automated parameter search and tuning.
These search methods repeatedly run a type of model or estimator with a pre-specified range of
values, and then return the hyperparameters in which the model performed the best. In this study
the two hyperparameter search methods used were grid search and random search. The functions
were tuned to return the hyperparameters that resulted in the best precision score. In grid search,
a user provides a pre-defined grid of parameters, and the algorithm will repeatedly run the model
with combinations of the hyperparameters in the grid and return the best output. The limitations
to grid search are based on the parameters included in the pre-specified grid, as well as lengthy
computation time. Random search is another popular method of hyperparameter turning. It is like
grid search in that it also runs variations of models, except the parameters are specified in
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distributions and will not search every combination of parameters. The user specifies the number
of iterations and a distribution of values to search between for the parameters, if applicable for
that parameter. It is useful for discovery and sometimes results in better performance, though the
runtimes can take longer.
Visualizing Feature Importance
One of the key questions of this study is to analyze the interplay between the variables
used in the models. Given that the variables in the study are mixed between clinical,
demographic, and social variables, an analysis of the predictive power of each variable and
category is of great interest. For the applicable models in the study, two methods were used. The
scikit learn library provides coefficients and feature importance values for all applicable
algorithms. These values provided by scikit-learn provide information on which variables
contributed the most to model decision making, and as such computes global feature importance.
An alternative visualization of feature importance can be determined using the Shapley Additive
Explanations (SHAP) method. Lundberg & Lee, 2017 developed a version of the method that
utilizes and unifies six different feature importance methods. Ultimately, it calculates the local
feature importance for each data point and sees how well the model performs with and without
each feature, for every combination of variables. Differences between feature importance and
SHAP additives are discussed in Chapter 5.
Logistic Regression
In this study, logistic regression was tuned using three parameters. The first was the type
of penalty term applied to the mode. Penalty terms are meant to regularize the model by
manipulating coefficient values to prevent overfitting. The second parameter was the type of
solver used. Not all penalty terms are applicable to each solver. Newton-cg and lbfgs are
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compatible with l2 and no penalty, and liblinear was compatible with the l1 and l2 penalties. The
third parameter was the C value which, when higher, gives high weight to fitting the training data
and low weight to a complexity penalty. Table 3 displays parameter configuration options for the
model for each tuning option. Both search functions ran with 10-fold validation and random
search ran with 100 iterations. To visualize SHAP importance, the Linear Explainer class was
used. The best parameters for logistic regression involved using the liblinear solver with an l2
penalty. For grid search, the best C value was 10 and for random search, the best C value was
4.56.
Table 3
Logistic Regression Parameters

Parameters

Untuned

Grid Search

Random Search

Solver

Lbfgs

Newton-cg, liblinear, lbfgs

Newton-cg, liblinear, lbfgs

Penalty

l2

l1, l2, none

l1, l2, none

C

1

0.001, 0.01, 0.1, 1, 10, 100

Uniform log distribution
[0.01, 100]

K-Nearest Neighbors
K-nearest neighbors (KNN) involves estimating which class a data point will belong to
by taking estimates of other data points that are similar to it (its neighbors). If it finds that many
of the data points that are similar fall into a particular class, the data point being analyzed is
predicted to fall under the class of its neighbors. It is described as a lazy-learning, nonparametric algorithm because it stores the training data and makes no assumptions about the
dataset. Table 4 shows the parameter configurations for KNN. Both search functions ran with 10-
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fold validation and random search ran with 100 iterations. Because KNN involves comparing
data points to their neighbors, it does not have a defined feature importance and is evaluated with
confusion matrices. The best parameters for both tuning implementations were 2 neighbors,
uniform weight, and Manhattan distance.
Table 4
K-Nearest Neighbors (KNN) Parameters

Parameters

Untuned

Grid Search

Random Search

Number of neighbors

5

Range [1, 50]

Range [1, 50]

Weights

Uniform

Uniform, distance

Uniform, distance

Metric

Minkowski Euclidean, Manhattan

Euclidean, Manhattan

Random Forest Classifier
Random forest is an ensemble decision tree classification algorithm. It generates an
ensemble of individual, uncorrelated decision trees that generate a class prediction. The most
likely class prediction generated by the ensemble of trees is what the model will output for each
data point in parallel, reducing overfitting and variance. This process of learning is known as
bagging. Random forest may take longer computation times depending on the number of trees
specified, as well as the complexity of the dataset. Given that the class prediction problem in this
study consists of 8 primary variables and less than seven thousand data points, it performs
relatively quickly on our problem despite generating several trees.
In this study, random forest was tuned using five parameters: number of estimators, max
depth, min samples per leaf, max features, and bootstrap. The number of estimators indicates the
number of trees in the forest. The max depth parameter sets the maximum depth of the tree. The
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min samples per leaf sets the minimum number of leaves required at a leaf node. The max
features setting determines the number of features to look for when determining a split. Setting
bootstrap determines whether the dataset will run on a bootstrapped sample of the data passed in,
or if it will use all the data. Table 5 displays the parameter configurations used for the Random
Forest implementation. Each search was ran with 10 fold validation and random search was run
with 100 iterations. To visualize SHAP importance, the Tree Explainer class was used. The best
for the random forest grid search implementation were 300 estimators, a maximum depth of 10,
only one per leaf at minimum, and bootstrap set to false. For random search, the best parameters
were 60 estimators, a maximum depth of 14, a minimum of 1 sample per leaf, and bootstrap set
to true.
Table 5
Random Forest Classifier (RFC) Parameters

Parameters

Untuned

Grid Search

Random Search

Num of estimators

100

50, 100, 200, 300

50, 60, 70, … 300

Max depth

None

2, 4, 6, 8, 10

2, 3, 4, … 20

Min samples per leaf

1

1, 5, 10

1, 2, 3, … 20

Max features

Sqrt

Sqrt

Sqrt

Bootstrap

True

True, False

True, False

XGBoost
XGBoost is another type of decision tree algorithm that implements an optimized version
of the gradient boosting method. Gradient boosting involves analyzing the predictions of several
models and their residuals. It provides more weight to predictions that have less error using a
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gradient descent algorithm. Each sequential tree is meant to reduce errors based on what the
model learned from previous trees. XGBoost is an optimized version of the standard gradient
boosting method that uses decision trees as the weaker predictors. XGBoost performs well on
structured data, which is how the data in this study has been configured. XGBoost also mixes
bagging and boosting by using the weak learners, the trees, for boosting. It performs well on
complicated and large datasets and is considered one of the most popular algorithms for its speed
and accuracy.
XGBoost was tuned with three parameters: maximum depth, number of estimators, and
learning rate. Maximum depth, like in random forest, indicates maximum depth of the tree.
Number of estimators indicates the total number of trees. Learning rate controls the weighting
placed on newly generated trees and is meant to help reduce overfitting in gradient boosting
models. Table 6 shows the parameter configurations for XGBoost. The search functions for
XGBoost were run with 10-fold validation and random search was run with 100 iterations. Like
RFC, SHAP importance was visualized using the Tree Explainer class. The best params for grid
search were a learning rate of 0.05, a max depth of 6, and 180 estimators. The best params for
random search were a learning rate of 0.07, a max depth of 3, and 180 estimators.
Table 6
XGBoost Parameters

Parameters

Untuned

Grid Search

Random Search

Max Depth

6

2, 3, 4,…10

2, 3, 4,…10

Num estimators

100

60, 100, 140,…220

60, 100, 140,…220

Learning Rate

0.3

0.1, 0.01, 0.05

Log Uniform (0.05, 0.1)
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Support Vector Machine
Support Vector Machine (SVM) is a linear model that creates hyperplanes on
multidimensional datasets that then separates data into classes to make predictions. It analyzes
classes and attempts to separate the classes into groups. SVM also works on non-linear types of
data by adding dimensions through specifying kernels. Data passed into SVM was scaled by
calculating z-scores. SVM was tuned with the following parameters: gamma, kernel, and C
value. In this study, the main kernel specified was linear because out of the kernel variations
available for SVM, it is the only one that provides feature importance coefficients. The C
hyperparameter is controls error and overfitting. The runtime for the random search model was
significantly longer than that of the grid search and untuned version, as a broader range of values
were tested for C in random search than in grid search. Table 7 shows the parameter
configurations for SVM. SVM works better with higher dimensions. SVM was run with 5-fold
validation, and random search was run with 50 iterations. Different values of C were also
configured for random search, as the runtimes for the algorithm on the original dataset were
significantly longer than those of the rebalanced dataset.
Table 7
Support Vector Machine (SVM) Parameters

Parameters

Untuned

Grid Search

Random Search

Kernel

Linear

Linear

Linear

C - rebalanced

1

0.1, 1, 10, 100

Uniform log distribution [0.001, 100]

C – original

1

0.1, 1

Uniform log distribution [0.1, 2]
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Chapter 4: Results
In Chapter 4, performance metrics are reported for each model and curves for the highest
performing models are displayed. The performance metrics for each algorithm in the original
dataset and the rebalanced dataset can be found in Tables 8 and 9 respectively. Accuracy,
precision, recall, and f1-score were calculated using the scikit-learn metrics library functions and
are reported at the macro level. AUROC and AP are reported for each algorithm on the ROC and
PRC-curves from the scikit-learn display objects. The ROC and PRC curves seen in Figures 2
and 3 and on the similar plots for each algorithm in the appendix plot these two values for all
three variations of a particular model.
Table 8
Original Dataset Performance Metrics
Model - Tuning

Accuracy

Precision

Recall

F1-Score

AUROC

AP

Untuned

0.91

0.55

0.16

0.25

0.82

0.20

Grid Search

0.91

0.6

0.17

0.26

0.84

0.26

Randomized Search

0.91

0.59

0.17

0.26

0.84

0.16

Untuned

0.90

0.49

0.25

0.33

0.71

0.27

Grid Search

0.90

0.59

0.06

0.11

0.82

0.37

Randomized Search

0.90

0.59

0.06

0.11

0.82

0.37

Untuned

0.92

0.64

0.24

0.35

0.82

0.42

Grid Search

0.91

0.71

0.08

0.14

0.85

0.45

Logistic Regression

KNN

Random Forest
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Model - Tuning

Accuracy

Precision

Recall

F1-Score

AUROC

AP

0.92

0.69

0.18

0.29

0.84

0.44

Untuned

0.91

0.50

0.28

0.36

0.82

0.40

Grid Search

0.92

0.63

0.18

0.28

0.85

0.43

Randomized Search

0.92

0.65

0.14

0.24

0.85

0.43

Untuned

0.90

0.00

0.00

0.00

0.83

0.42

Grid Search

0.90

0.00

0.00

0.00

0.78

0.41

Randomized Search

0.90

0.00

0.00

0.00

0.82

0.37

Randomized Search
XGBoost

SVM

Table 9 presents evaluation metrics for each model created from the rebalanced dataset.
Table 9
Rebalanced Dataset Performance Metrics

Model - Tuning

Accuracy

Precision

Recall

F1-Score

AUROC

AP

Untuned

0.82

0.76

0.53

0.62

0.86

0.68

Grid Search

0.82

0.77

0.53

0.63

0.86

0.68

Randomized Search

0.82

0.77

0.53

0.63

0.86

0.68

Untuned

0.83

0.70

0.66

0.68

0.86

0.72

Grid Search

0.84

0.80

0.56

0.66

0.89

0.80

Randomized Search

0.84

0.78

0.57

0.66

0.89

0.80

Logistic Regression

KNN
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Model - Tuning

Accuracy

Precision

Recall

F1-Score

AUROC

AP

Untuned

0.87

0.80

0.70

0.74

0.92

0.84

Grid Search

0.86

0.82

0.66

0.73

0.91

0.83

Randomized Search

0.87

0.81

0.69

0.74

0.92

0.84

Untuned

0.87

0.81

0.68

0.74

0.91

0.85

Grid Search

0.87

0.83

0.68

0.75

0.92

0.85

Randomized Search

0.87

0.85

0.68

0.75

0.91

0.84

Untuned

0.83

0.78

0.50

0.61

0.87

0.77

Grid Search

0.83

0.78

0.50

0.61

0.87

0.77

Randomized Search

0.81

0.80

0.37

0.51

0.86

0.71

Random Forest

XGBoost

SVM

The two models with the highest ROC were Random Forest and XGBoost on the
rebalanced dataset. Figures 2 displays the plotted ROC-curves for XGBoost. Each
implementation had the same AUC score although there is variation in predictions indicated by
the visual lack of overlap on the plot.
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Figure 2. XGBoost ROC-curve plot for models run on rebalanced dataset

Figure 3 displays the ROC-curves for the implementations of random forest on the
rebalanced dataset. The untuned and random search implementations of random forest both had
the same AP value of 0.92, whereas the grid implementation attained a slightly lower value at
0.91. The untuned and random implementations seen in Figure 3 have curves that almost
overlap, whereas grid search slightly diverges from their predictions and then all three overlap
later.

Figure 3. Random forest ROC-curve plot for models run on rebalanced dataset
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Figure 4 displays the plotted PRC-curve for the model that had the highest AP score. In
this case, The XGBoost algorithm run on the rebalanced dataset had the highest AP score and
had higher AP scores than Random Forest despite having similar ROC values.

Figure 4. XGBoost PRC-curve plot on rebalanced dataset
The untuned implementation of XGBoost had the highest AP value at 0.84, while the grid
and random search implementations had the same, slightly lower, value of 0.83 despite making
different predictions as seen in Figure 4. Both XGBoost and Random Forest have available
feature importance metrics. Figures 5, 6, and 7 display the Random Forest feature importance
values for all three implementations on the rebalanced dataset.
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Figure 5. Random forest feature importance, untuned

Figure 6. Random forest feature importance, grid search

Figure 7. Random forest feature importance, random search
In each implementation of random forests, number of visits was the greatest contributing
feature. The Charlson and Elixhauser scores were the next most contributing variables in all
three models. The race variables and ADI were the least contributing variables in all three
implementations. Figures 7, 8, and 9 display the SHAP feature importance values for the random
forest implementations for the untuned, grid search, and random search implementations
respectively.
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Figure 8. Random forest SHAP feature importance, untuned

Figure 9. Random forest SHAP feature importance, grid search
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Figure 10. Random forest SHAP feature importance, random search
The SHAP feature importance for random forest shows the same weighting trends for
number of visits and the comorbidity scores being the highest contributors. ADI is the lowest
contributing feature in every implementation. XGBoost also performed the highest in terms of
AUROC and performed higher than random forest in precision and recall. Figures 11, 12, and 13
shows the feature importance weighting found by the XGBoost algorithm.

Figure 11. XGBoost feature importance, untuned
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Figure 12. XGBoost forest feature importance, grid search

Figure 13. XGBoost forest feature importance, random search
For all three XGBoost models, the Charlson score was the highest contributor, followed
by race. ADI was the lowest contributor to feature importance in all three implementations.
Figures 14, 15, and 16 show the SHAP feature importance values for XGBoost.
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Figure 14. XGBoost SHAP feature importance, untuned

Figure 15. XGBoost SHAP feature importance, grid search
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Figure 16. XGBoost SHAP feature importance, random search
The SHAP feature importance values for XGBoost rank the number of visits and the
comorbidity scores as the top three contributors across all three implementations. Race and ADI
were marked as the least important variables by SHAP across all three XGBoost
implementations.

36
Chapter 5: Discussion
The algorithms that modeled the prediction of metastasis in the patient cohort best was
XGBoost on the rebalanced dataset. However, random forest also had comparable accuracy to
XGBoost despite having slightly lower performance in precision, recall, and average precision.
XGBoost was also tuned with few parameters, so it is possible that further tuning may have
resulted in greater performance. Across all models, XGBoost and random forest algorithms in
the rebalanced dataset, the tuning methods either resulted in slight performance boosts to the
untuned model by 1-2% increases or made no improvements.
In the models made for all algorithms on the original dataset, precision and recall were
poor and significantly lower than those of the rebalanced dataset. A particularly extreme example
is the case of SVM on the original dataset, which had precision recall and f1-scores of 0. These
scores are reflective of the algorithms performance in predicting those in the minority class, the
group that had metastasis. Despite having scores of 0 for precision, recall, and f1-score, accuracy
for SVM was still high at 90%. The other algorithms on the original dataset also saw similar
patterns of accuracy and AUROC being high (all 90% or higher) despite having poor AP values
(max 45%). These results are indicative of why accuracy may not be a reliable metric for model
performance evaluation in datasets with class imbalances and as such, drawing inferences from
the rebalanced dataset may be more indicative of understanding their performances and the
interplay between the variables used in the dataset.
Random forest and XGBoost also display a few similarities and differences in the
variables prioritized in model evaluation. In Figure 5, based on the macro feature importance
given by scikit-learn, each random forest implementation prioritized number of visits followed
by the comorbidity scores, followed by ADI. However, in Figure 6, the SHAP feature
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importance for all implementations of random forest also showed number of visits and the
comorbidity scores as the top contributors. ADI was the least contributor to all iterations of
random forest based on SHAP calculations. ADI was also the least contributor in both macro
feature importance and SHAP calculation for XGBoost as show in Figures 7 and 8. XGBoost
also marks the number of visits and comorbidity scores as the most contributing variables in the
SHAP models, but in the sci-kit learn models marks the white-identifying race variable and BIRADS scores as the second and third most contributing variables, respectively.
Across all algorithms, models created from the rebalanced dataset had higher metrics
than their counterparts on the original dataset (see appendix for plots for all five algorithms).
Feature importance and SHAP importance also varied depending on implementation as well as
which dataset the model was created from. In general, ADI was a low contributor and was a
bottom contributor in all implementations of logistic regression (see Figures A3 and A4), random
forest SHAP calculations (see Figure C3) and XGBoost feature importance (see Figure D3). The
comorbidity scores and number of visits were the highest contributors across most algorithms
and models in both feature importance and SHAP value. The other variables (age and BI-RADS)
fluctuated in importance across models. The appendix includes ROC, PRC, feature importance
and SHAP importance plots for each applicable algorithm. SVM also had the lowest metrics
across all models and the highest runtimes (see Tables 8 and 9 and Appendix E). However, only
the linear kernel was used for this study to gauge feature contribution and different SVM kernels
may have resulted in higher performance metric values.
Limitations
A few of the variables engineered in this study were limited by availability and
formatting the EHR data. The age variable was calculated by taking the difference between the
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date of July 1, 2018 and each patient’s birthday. A more accurate proxy for age could have been
age at initial diagnosis, but the initial dates of diagnosis were not accessible for this study.
Patients were included in the cohort if they had a diagnosis between July 1, 2018 and July 1,
2021. However, patient diagnoses are documented by each encounter. In simpler terms, a patient
could have dozens of diagnoses of breast cancer listed in the structured data, but those diagnoses
could all be linked to a type of encounter that they may have had reported in the EHR several
times, like a scanned document, history, procedure, etc. The initial date of diagnosis may be
determinable through querying the unstructured notes with NLP. The number of visits was also
calculated by aggregating the number of patient office, procedure, and appointment visit
encounters. However, given that there were 132 unique types of encounters and only 3 contained
the word “visit”, analyzing the types of encounters and determining which would be most likely
to occur within the process of breast cancer treatment using clinical expertise could be employed
to better represent this feature more accurately for this population. Finally, metastasis was
determined through NLP methods, and as such patients included within the cohort may have
been breast cancer patients who experienced a metastasis in other types of cancers, if they had
multiple cancer diagnosis types. However, this kind of situation could be rare as such
individuals would have been diagnosed with at least 2 kinds of cancer (one of which is breast)
and experienced a metastasis in the other one, implying a very late and developed stage of
disease progression and sickness.
Another area where the research was limited was in the availability of insurance and
social history data from the EHR. In this study, insurance data for the patient cohort was not
available based on technical challenges that resulted in acquiring the data. Type of insurance and
coverage are variables of interest because they can be a marker of socioeconomic status as an
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indicator of a patient’s accessibility to care. Feng et al., 2020 found that insurance status and
other socioeconomic factors such as household income were associated with higher rates of
readmission after cardiac valve surgery in a cohort population from a multistate database.
Similarly, social history data within the EHR was also not available within the structured data,
largely due to a lack of data collection. The social histories table pulled from the EPIC EHR for
the patient cohort included many kinds of variables, such as food insecurity, financial insecurity,
highest level of completed education, and church attendance. However, only 123 patients out of
the entire cohort had recorded codes for food insecurity, financial insecurity, and level of
completed education, but of those, many provided a “declined to answer” response code.
The inclusion of ADI scores is also limited in this research. ADI scores are specifically
designed to match to 9-digit zip code regions or 12-digit FIPS code regions. Both types of
regions are generally significantly smaller than the area spanned by a 5-digit zip code region and
provide more accurate details. In this study, ADI scores were taken by truncating 9-digit zip
codes into their 5-digit versions because the 9-digit zip codes and 12-digit FIPS codes were not
accessible in the EHR. It is likely that in this study, engineering ADI at the 5-digit zip code level
is the reason that ADI was not found as a predictor of metastasis and its performance as a
predictor would improve if calibrated to more specific 9-digit zip code or 12-digit FIPS code
levels. A similar study conducted by Johnson et al., 2021 that uses ADI and EHR data to analyze
cardiac readmissions done by the Pittsburgh health system acquired 9-digit zip codes through the
public API provided by the US postal service. This study found that worse ADI scores at the 9digit zip code level contributed to the likelihood of a cardiac readmission. However, acquiring
detailed geographic information is not straightforward for researchers as that information, like
social histories information is not generally available in the EHR.
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Geospatial analysis and geocoding are another entirely different field of research within
the space of healthcare research. Geospatial analysis is tricky to execute, especially in healthcare,
and as such many studies primarily operate at the 5-digit zip code level which are collected in the
EHR as part of patient addresses. The inclusion of more specific geographical information about
patient geographies within the EHR would be of great benefit in use cases like research and
planning healthcare site construction but acquiring that information through geospatial analysis
poses risks to data protection and may raise privacy issues. Faure et al., 2017 lays out the
considerations when attempting to use geocoding services and evaluate three strategies for how
to conduct the process, but studies should ensure their need for collecting such information and
take the appropriate steps to do so safely. Ultimately, there are tradeoffs in accuracy and many
complexities in the world of geocoding. Having more specific census tract or census block
information that indices like the ADI and SVI are calibrated for lead to a more accurate usage of
the indices and a more accurate depiction of patient environments. However, acquiring geocoded
information beyond addresses is challenging and must be done safely and carefully, though these
could ideally be included as part of the patient health records with an integrated EHR lookup
calculation feature.
Despite the 5-digit zip code level being a broad geographical summary compared to
census blocks and census tracts, similar research has found that SDIs can be linked to disease
outcomes at the 5-digit zip code level such as the work done by Babatunde et. al, 2021 . A study
done by Anderson et al., 2014 that calibrated ADI to the county level in Appalachia also found a
correlation between area deprivation and late-stage breast cancer rates. There may be ways to
appropriately calibrate an SDI to a county-level to make use of the indices, but those cases vary
study by study. Furthermore, other information that can be only found at a county level such as
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the Health Professional Shortage Area (HPSA) value, number of schools, number of care centers,
and number of grocery stores is more easily accessible at the 5-digit zip code level. 5-digit zip
codes are generally included in the EHR as part of a patient address, so there is still ample room
for research that joins zip code values provided in the EHR with other kinds of county
information.
Future Research
There are many future directions that this study can be taken in. For example, other kinds
of ML models, both complex and simple, could be applied to this kind of EHR data setup. The
feature engineering could be made more advanced depending on the availability of data and
context of the study. Other kinds of tuning could be applied to the kinds of models seen in the
study, such as Bayesian search and cross-fold data splitting. In the event of a heavy class
imbalance, more complex rebalancing techniques based on SMOTE can be applied as data
rebalancing is its own entire field of study in machine learning and data analytics. Future
research can also use more parameters to tune with on the models they develop and compare
even more kinds of algorithms. As machine learning technologies and algorithms continue to
develop and grow, so too will the kinds of opportunities and research that emerge for EHR
derived patient data.
Other potential studies may be derived from this study’s methodology. SDI scores may
be calibrated based on geographical matching. This study can be replicated with a different and
more specific geographical matching of ADI score matched to a 9-digit zip code or 12-digit FIPS
code grouping, provided census tract or block group data is acquirable by the researcher through
geocoding methods in a HIPAA compliant and PHI-secure manner. Alternatively, other SDIs
could be used and compared within the same patient cohort along with variables taken from the
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EHR. As an example, a study of the same patient cohort and outcome that utilizes both ADI and
the CDC’s SVI could show differences in the performance of the indices. However, it is
important that the indices used in such a study all match to the same kind of geographical census
region. Studies like this should also be considerate of using demographic variables found in the
EHR that may be subject to collinearity given the nature of SDIs already calculating scores given
socioeconomic variables related to race and ethnicity. Race may be one such feature that could
be subject to collinearity if calculated within an index, also used from the EHR. From a feature
engineering perspective, the ADI was used as the primary SDI in this study because it was
possible to truncate 9-digit zip code values to 5-digit alternatives. However, another key reason
for using the ADI was because it does not include race in its index calculation values. It was
included to avoid any potential collinearity between including race as a demographic variable
from the EHR along with race as a built-in and inaccessible calculation within the model. The
ADI itself also does not contain subcomponent values for each of the 17 variables used in its
calculations. While it may be possible to pull those values from the census, it may only prove
useful in a study if acquired for the geographical census levels provided by the ADI (9-digit zip
code and census block). Other indices may contain these subcomponent values, as the CDC’s
SVI index does.
The types of variables from the EHR can also be curated using different methodology,
and include other variables not used in this research. These could be directly related to the
progression of the disease and care patient’s experience, such as inclusion of types of procedures
like surgeries or radiation, and types or number of medications and chemotherapies administered
to a patient as Johnson et al., 2021 did. At a geographical level, other variables of interest related
to SDoH could be the average distance a patient travels to their primary clinic, and type of
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transportation they possess (public transport, car, carpool). However, distance from clinic would
have to be calculated from information not readily available in the EHR, and type of
transportation is a question that would need to be asked of patients and could be a valuable piece
of data to enable study of a research question like this one. Other areas of research could be
analyzing a different disease outcome, or a different type of disease entirely. These could be
changed from observing patients with metastasis to 5-year survival rates, readmissions, or other
metrics of disease progression and patient outcomes. This study can be greatly expanded on in
terms of feature engineering strategies and variables used. Adding in more socioeconomic
variables may lead to different outcomes where they end up having more predictive power than
in the models developed for this study. Clinical variables can also be expanded upon, and for the
purposes of building a well-performing predictive model given the constraints on EHR data, may
be more appealing to researchers depending on the context of their studies.
Conclusions
The aim of this study was to investigate how much SDoH contributes to breast cancer
metastasis prediction when combined with other types of clinical and demographic variables
across a spectrum of models, and which kind(s) of ML algorithms were the most reliable when
modeling these kinds of data. Feature engineering with EHR and non-EHR data was a large
focus of this research as well. Based on the patterns observed in this study, the tree-based
algorithms performed the best and within them, the clinical variables contributed most to
predicting metastasis in breast cancer patients. In comparison to the clinical variables, the ADI
scores had little to no predictive power within the models. Despite that, there is room for
improvement in feature engineering, especially with regards to social deprivation indices as the
results from this study indicate that ADI mapped at the 5-digit zip code level was not a major
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contributor to metastasis prediction. SDIs can be used as markers of health because patients who
live in communities of greater disadvantage are more at risk to suffer from comorbidities like
alcoholism, obesity, and chronic stress, as discussed earlier. Therefore, mixing in the ADI which
incorporates aspects of health conditions within the very nature of how it is designed and what it
represents with clinical variables is likely a key reason for its lack of predictive power in the
models. Patients who live in areas with greater disadvantage, who may be sicker, are more likely
to suffer from more comorbidities which is directly represented in the Elixhauser and Charlson
scores and may also be more likely to have to visit the hospital, which is reflected in the number
of visits variable. These three variables are specific clinical indicators of health that are also
generally reflected in the ADI. This study shows that specific clinical variables have much more
predictive power than the ADI, but also raises questions on how the ADI and other SDIs may be
re-engineered to assess this hypothesis in multiple studies. It is possible that mapping the ADI
(or another index) to a more specific level of geography could lead to conclusions where SDIs
can contribute to model performance even when included amongst other clinical variables that
are known to be a predictor of health status. Adding more clinically associated variables may
lead to even better overall model performance but may further supersede the predictive power of
an SDI. A greater balance of socioeconomic variables with clinical values may also lead to a
stronger determination of the power of SDoH on predicting clinical variables using machine
learning models, but it is also important to consider the overlap in what SDoH and clinical
variables represent in the context of health care. Ultimately, the results seen here are promising
and the inclusion and feature engineering strategies of SDoH information in predictive machine
learning models can and will hopefully be expanded on in many of the ways available to do so.
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Appendix A: Logistic Regression Performance Plots
Figure A1 displays the ROC-Curves for the logistic regression models run on both the
original and rebalanced dataset. ROC slightly improves on the rebalanced dataset. In the
rebalanced dataset, both the grid search and random search implementations found the same
parameters.

Figure A1. Logistic regression ROC-curves.

Figure A2 displays the PRC-Curves for the logistic regression models. The models run on
the rebalanced dataset have AP scores that improve significantly from those run on the original
dataset.

Figure A2. Logistic regression PRC-curves.
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Figure A3 plots the feature importance for each implementation of logistic regression.
For each implementation in both datasets, logistic regression finds that the Charlson and BIRADS scores had the most positive contribution, whereas the race variables had the most
negative contribution. ADI had little to no impact on all logistic regression models.

Figure A3. Logistic regression feature importance plots. From left to right, the figure plots
untuned, grid search, and randomized implementations. The top row plots models run on the
original dataset the bottom row plots the models run on the rebalanced dataset.

Figure A4 plots the SHAP feature importance for each implementation of logistic
regression. Each model has different x-axis scaling but each score exhibits the same patterns
across all models. ADI was the lowest contributor in most models. In some cases, race was a top
contributor but only in the rebalanced dataset do both race variables have the most significant
coefficients according to SHAP. There are also gaps in the plots for the race variables, and the
plots for the race variables look inverted from one another.
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Figure A4. Logistic regression SHAP importance plots. From left to right, the figure plots
untuned, grid search, and randomized implementations. The top row plots models run on the
original dataset the bottom row plots the models run on the rebalanced dataset.

52
Appendix B: K-Nearest Neighbors Performance Plots
Figure B1 displays the ROC-curves for KNN. AUC improves for all implementations for
in the rebalanced dataset.

Figure B1. KNN ROC-curves.

Figure B1 plots the ROC curves for each implementation of KNN. AP improves
significantly on all models in the rebalanced dataset. For the untuned implementations, KNN
plots a staircase pattern where scores repeatedly stay at the same value until steeply declining
several times over. In the random search implementation of KNN on the original dataset, the
model initially makes predictions that have sporadic values until settling to a pattern maintained
for the rest of the model.
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Figure B2. KNN PRC-curves.

Figure B3 shows the confusion matrix for all implementations of KNN. The grid search
and random search implementations on the original dataset had the same scores. All
implementations of KNN on the rebalanced dataset made more correct predictions of the
minority class. The implementations on the original dataset made few correct predictions of the
minority class but made many correct predictions on the majority class.

Figure B3. KNN confusion matrices. The top row plots implementations on the original dataset,
the bottom row plots implementations on the rebalanced dataset. From left to right, the matrices
plotted are untuned, grid search, and random search.
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Appendix C: Random Forest Classifier Performance Plots
Figure C1 shows the ROC-curves for random forest for the original and rebalanced
dataset implementations. AUROC scores improve for all implementations on the rebalanced
dataset.

Figure C1. ROC-Curves for random forest.

Figure C2 shows the PRC-curves for random forest. AP scores almost double in the
rebalanced dataset implementation from what they are in the original datasets implementations.

Figure C2. PRC-Curves for random forest.
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Figure C3 shows the feature importance values for each implementation of random
forest. In all implementations, the highest contributors are the number of visits followed by the
comorbidity scores. Race is the lowest contributor in all models. ADI, age, and BI-RADS scores
all vary in contribution based on the model.

Figure C3. Random Forest feature importance. The top row plots implementations on the
original dataset, the bottom row plots implementations on the rebalanced dataset. From left to
right, the plots shown are untuned, grid search, and random search.

Figure C4 plots the SHAP feature importance for each implementation of random forest.
In each model across both datasets, the comorbidity scores and number of visits were again the
top contributors. ADI was the lowest contributor in the rebalanced dataset implementations.
Besides ADI, the lowest contributors were the demographic variables in the rebalanced dataset
whereas the race variables were the lowest contributors in each implementation on the original
dataset.
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Figure C4. Random Forest SHAP importance. The top row plots SHAP importance for
implementations on the original dataset, the bottom row plots implementations on the rebalanced
dataset. From left to right, the plots shown are untuned, grid search, and random search.
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Appendix D: XGBoost Performance Plots
Figure D1 shows the ROC-curves for XGBoost. AUROC improves from the original to
rebalanced dataset, which all produce the same AUROC score of 0.92.

Figure D1. ROC-curves for XGBoost.
Figure D2 shows the PRC-Curves for XGBoost. Like random forest, AP scores almost
double in value between the original and rebalanced datasets. The original dataset
implementations of grid search and random search both initially exhibit sporadic calculations
before settling into a pattern.

Figure D2. PRC-curves for XGBoost.
Figure D3 shows plots for feature importance scores for all implementations of XGBoost.
Across all models, the Charlson comorbidity score exhibits the highest feature importance. The
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ADI is a low contributor in each model. The top three contributors in the rebalanced dataset are
always the Charlson comorbidity score, the race variable for those who identify as being white,
and BI-RADS score. In the original dataset, the top three contributors alternate between the
comorbidity scores and number of visits, with the exception of the untuned model that places the
race variable for those who identify as black in the top three, while not ascribing any feature
importance to the race variable for those who identify as white.

Figure D3. XGBoost feature importance plots. The top row plots implementations on the original
dataset, the bottom row plots implementations on the rebalanced dataset. From left to right, the
plots shown are untuned, grid search, and random search.
Figure D4 shows the SHAP importance for each model. Across all models, the number of
visits and comorbidity scores were the highest contributors, and the race variables were the
lowest contributors. The SHAP importance across all implementations in the original dataset
were ordered the same, and the same pattern exists in the rebalanced dataset.
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Figure D4. XGBoost SHAP importance. The top row plots SHAP importance for
implementations on the original dataset, the bottom row plots implementations on the rebalanced
dataset. From left to right, the plots shown are untuned, grid search, and random search.
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Appendix E: Support Vector Machine Performance Plots
Figure E1 shows the ROC-curves for SVM. The AUROC scores improved across
implementations in the rebalanced dataset.

Figure E1. ROC-curves for SVM.

Figure E2 shows the PRC-curves for SVM. The scores improved significantly between
implementations on the original dataset and rebalanced dataset. The random search
implementation on the rebalanced dataset performed worse than the untuned and grid search
implementations on both datasets.

Figure E2. PRC-curves for SVM.

61
Figure E3 shows the feature importance plots for each implementation of SVM. In each
implementation, ADI is the greatest negative contributor followed by the comorbidity scores, and
the demographic variables are the highest positive contributors.

Figure E3. SVM feature importance plots. The top row plots implementations on the original
dataset, the bottom row plots implementations on the rebalanced dataset. From left to right, the
plots shown are untuned, grid search, and random search.

