In this paper a comparison is made between four frequently encountered resampling algorithms for particle filters. A theoretical framework is introduced to be able to understand and explain the differences between the resampling algorithms. This facilitates a comparison of the algorithms with respect to their resampling quality and computational complexity. Using extensive Monte Carlo simulations the theoretical results are verified. It is found that systematic resampling is favourable, both in terms of resampling quality and computational complexity.
INTRODUCTION
The resampling step is a crucial and computationally expensive part in a particle filter [1] . Hence, a well argued choice of resampling method is justified as the entire method benefits from reduced complexity and/or improved quality of the resampling step. In the literature quite a few different resampling methods can be found. The most frequently encountered algorithms are multinomial resampling [2] , stratified resampling [1, 3] , systematic resampling [3, 4] and residual resampling [5] . Convergence results have been derived for some of them, see e.g., [6, 7] . However, discussions dealing with how and why the resampling algorithms work are scattered among many papers and books and, to the best of the author's knowledge, a detailed overview discussing their principles is missing. This paper aims at filling this gap, by analysing and comparing frequently used resampling algorithms and their implementations. The algorithms are compared with respect to resampling quality and computational efficiency, both theoretically and using simulations.
RESAMPLING ALGORITHMS
The resampling step modifies the weighted approximate density PN to an unweighted density PN by eliminating particles having low importance weights and by multiplying particles having high importance weights. More formally:
where ni is the number of copies of particle xi in the new set of particles {Xk }. Convergence can be proved by assuming that the resampled density is 'close' to the original density [ 1, 6] . That is, for any function g(.) it holds that
There are many different methods to generate the xk. In the particle filter literature four 'basic' resampling algorithms can be identified:
Multinomial resampling
Generate N ordered uniform random numbers 1) and use them to select xk according to the multinomial distribution.
Residual resampling
Allocate n' LNwiJ copies of particle xi to the new distribution. Additionally, resample m = N -E n'
particles from {xi} by making n''copies of particle xi where the probability for selecting xi is proportional to W' = Nwi-n' using one of the resampling schemes mentioned earlier. All these algorithms are unbiased and can be implemented in ((N) as the random numbers are ordered, but have different computational complexities. The methods apply different sample generation methods as illustrated in Fig. 1 . Hence, Integrals such as (1) are the subject of Monte Carlo integration theory [8] . The simplest method is to draw Uk -U[0, 1).
has the properties that it is unbiased, E[Iu(g)] 1(g), and Var u (g) = N-1 Varp, g. There exist several tools to reduce the distance between the integrals (la) and (lb).
Set restriction
Set restriction is a powerful method to reduce integration variance [8] . The reasoning is rather simple: variance is defined by where (2) [7, 10] . Hence, the variance of (5) does not increase compared to (3) . On the contrary, a decrease in variance is quite possible.
Theory of uniform distributions
The theory of uniform distributions, see for instance [11] , provides an intuitive method. This theory is based on the Koksma-Hlawka inequality [12] 
Discussion
The resampling algorithms discussed in Section 2 differ in which of the methods discussed above they apply. Multinomial resampling is the basic approach of (3). Stratified resampling applies, as its name implies, stratification. More precisely, the interval [0,1) is partitioned into N regions from which one sample is drawn. This partitioning results in a variance reduction. An alternative explanation for this improved quality is provided by inspecting the 'uniformity' of the samples. As illustrated by Fig. 1 [7] . Residual resampling uses set restriction to improve the variance. The probability space is modified in such a way that now ni C {LNwij ...,N} c {0,1, ...N}.
The previous theoretical analysis shows that the resampling quality can be improved by using a different algorithm than multinomial resampling. Variance results confirm that residual and stratified resampling have lower variances. Although not confirmed by a variance analysis, systematic resampling is better than stratified resampling as it has the lowest discrepancy. 
COMPUTATIONAL COMPLEXITY
The multinomial, stratified and systematic resampling algorithms are very similar. They only differ in the how the ordered sequence of numbers is generated. All the algorithms are O(N), which impies that it is sufficient to compare them based on the complexity of the operations for one element. Since fractional power and random number generation are more complex operations than addition/subtraction or multiplication/division, multinomial resampling is the most expensive resampling algorithm, followed by stratified resampling and finally systematic resampling.
Residual resampling is more difficult to place. Experiments show that approximately N/2 particles are determined deterministically, leaving the other half to be determined using one of the algorithms discussed before. This complexity reduction is cancelled by the recalculation of the weights and other preparations. Hence, simulations have to point out which position residual resampling has.
SIMULATIONS
In the previous sections four resampling algorithms are reviewed and, based on the briefly reviewed theoretical framework, a comparison is made in terms of resampling quality and computational complexity. The results of this comparison are validated using simulations.
The computational complexity of the algorithms is investigated by measuring the time required to perform resampling of a random weight sequence. Fig. 2 shows the measured times each resampling algorithm requires. Thus, to reduce computational complexity, stratified resampling and systematic resampling are favourable, where the latter is slightly better.
The multinomial likelihood function [13] is given by P(N1 = ni, . . . ,Nn = nn) = N ... Wn!, (9) where '1 Fig. 4 . However, the effects are not significant. 
CONCLUSIONS
Considering resampling quality and computational complexity, strafied and systematic resampling are favourable over multinomial resampling. They reduce the computational complexity while giving identical or perhaps slightly improved particle filter estimates. Aditionally, from a uniform distribution perspective systematic resampling is theoretically superior.
