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Abstract
Consider a vector measure of bounded variation m with values in a Banach space and an
operator T : X −→ L1(m), where L1(m) is the space of integrable functions with respect to m.
We characterize when T can be factorized through the space L2(m) by means of a multiplication
operator given by a function of L2(|m|), where |m| is the variation of m, extending in this way
the Maurey–Rosenthal Theorem. We use this result to obtain information about the structure of
the space L1(m) when m is a sequential vector measure. In this case the space L1(m) is an
-sum of L1-spaces.
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1. Introduction
Let X be a Banach space and let (,,) be a measure space. One of the main
tools for the study of the structure of the Banach lattices is the fundamental Maurey–
Rosenthal Theorem, that establishes the existence of a factorization through L2() by
means of a multiplication operator Mg : L2() −→ L1() (g ∈ L2()) for an operator
T : X −→ L1() if (and only if) there is a constant K > 0 such that it satisﬁes the
inequality
∥∥∥∥∥∥
(
n∑
i=1
|T (xi)|2
) 1
2
∥∥∥∥∥∥
L1()
K
(
n∑
i=1
‖xi‖2
) 1
2
(1)
for every ﬁnite family x1, . . . , xn of elements of the Banach space X (see [18,23,
III.H; 10, 12.30] or [9, 18.9]). In the same cycle of ideas we ﬁnd a lot of nowadays
classical results, as the powerful theorems that relate the geometric properties of the
Banach lattices X and Y and the factorization of operators between X and Y due to
Krivine and Kwapien´ (see [13,14] or [17, Section 1.d]). In many of these results and
their applications, Maurey–Rosenthal type factorizations of operators are used to obtain
fundamental theorems on the structure of the involved spaces (see for instance [23,
Chapter III.H]).
The spaces L1(m) of (equivalence classes of) integrable functions with respect to a
countably additive vector measure m provides a general representation technique for
Köthe function spaces and more generally for order continuous Banach lattices with a
weak order unit (see [11]). Although the basic deﬁnitions and results concerning these
spaces were established by Bartle, Dunford and Schwartz, and Lewis in the early second
half of the XX century (see [1,15,16]), in recent years have been published several
papers related to their structure (see [4–6,22]) and also applications in the context of
the factorization of operators deﬁned on Köthe function spaces (see [4,7,20,21]). Also
the natural generalization to the case of spaces Lp(m) of p-integrable functions with
respect to m have been introduced, and their basic properties are known (see [12,20]).
In this paper we present a factorization theorem for operators with values in L1(m)
through spaces L2(m) of a countably additive vector measure m of bounded variation,
extending in this way the Maurey–Rosenthal Theorem (Section 3). We will show that
if an operator T : X −→ L1(m) satisﬁes a particular inequality for ﬁnite subsets of X,
then there is a factorization for T through L2(m) by mean of a multiplication operator
Mg : L2(m) −→ L1(m), where g ∈ L2(|m|) and |m| denotes the variation of the
measure m. The fact that g ∈ L2(|m|) is crucial, since it means that Mg can also be
deﬁned to be an operator Mg : L2(|m|) −→ L1(|m|), and then T can be understood
to factorize almost through a Hilbert space in a canonical multiplication way. In this
context, real interpolation spaces appear in a natural (but not essential) way to complete
our factorization diagram.
In Section 4 we show that actually there is a broad class of operators from Banach
lattices X that satisfy such a factorization scheme under certain convexity requirements
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for X. In fact, we use our factorization theorem to study properties of subspaces of
-sums of L1-spaces, that we deﬁne to be the natural generalization of the p-sums⊕
p L
1(i ) of L1-spaces (1p <∞, and i are positive measures).
From the technical point of view, we adapt the classical proof of the Maurey–
Rosenthal Theorem to our situation (see for instance [10]). A recent paper of Defant
[8] provides a general framework to understand Maurey–Rosenthal type arguments from
an abstract and complete point of view. However, the particular properties of our spaces
make easier to follow the classical proof, although we will use several tools that can
be found in the paper of Defant.
We use standard notation. Throughout the paper (,) will be a measurable space,
m : → Y will be a countably additive vector measure on the Banach space Y and X
will denote a Banach space or a Banach lattice. As we said, our functional framework is
the integration of real functions with respect to a vector measure m. Now, let p1. A
measurable real function f is weakly p-integrable with respect to m if |f |p is integrable
with respect to each scalar measure | 〈m, y′〉 |, y′ ∈ Y ′. The set of all the (equivalence
classes of m-a.e.) functions with the usual sum and product by real numbers is a linear
space that we denote by Lpw(m), that is, Lpw(m) :=⋂y′∈Y ′ Lp (∣∣〈m, y′〉∣∣). It becomes a
Banach space with the norm
‖f ‖Lpw(m) := sup
{(∫

|f |pd| 〈m, y′〉 |) 1p : y′ ∈ BY ′
}
, f ∈ Lpw(m).
For basic properties about these spaces see [12]. If f ∈ Lpw(m) and for every A ∈ 
there is an element
∫
A
|f |pdm ∈ Y such that
〈∫
A
|f |p dm, y′
〉
=
∫
A
|f |p d 〈m, y′〉
for all y′ ∈ Y ′, it is said that f is p-integrable with respect to m (see [20] for p = 1,
and [1,6,15] for the original deﬁnitions for p = 1). The space of all these (equivalence
classes of m-a.e.) functions with the norm ‖ · ‖Lpw(m) is a closed subspace of L
p
w(m)
denoted by Lp(m).
2. Maurey–Rosenthal-type inequalities and factorizations
In this section we check different suitable versions of a vector measure Maurey–
Rosenthal-type theorem for operators from a Banach space X to a function space
L1(m). As we will show, the main difference with respect to the scalar case is that a
function space deﬁned as an intersection of interpolation spaces appears in a natural
way in the factorization schemes.
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We write the following deﬁnitions for the case of m a vector measure of bounded
variation, although it is enough if m is of -ﬁnite variation. If (,) is a measurable
space and Y is a Banach space, consider a countably additive vector measure of bounded
variation m : → Y . If y′ ∈ BY ′ , then
〈
m, y′
〉
(A) := 〈m(A), y′〉 , A ∈ 
deﬁnes a (scalar) measure on . We write | 〈m, y′〉 | for its variation. Note that 〈m, y′〉
and | 〈m, y′〉 | are absolutely continuous with respect to |m|. In fact, for every A ∈ , we
have | 〈m, y′〉 (A)| | 〈m, y′〉 |(A) |m|(A). Thus, the Radon–Nikodym Theorem gives a
function gy′ ∈ L1(|m|) that satisﬁes
〈
m, y′
〉
(A) =
∫
A
gy′d|m|
and
| 〈m, y′〉 |(A) = ∫
A
|gy′ |d|m|
for every A ∈ . Note that |gy′ |1 for every w ∈ , m-a.e.
Deﬁnition 1. Let m :  → Y be a vector measure of bounded variation and consider
an element y′ ∈ BY ′ that deﬁnes a Rybakov control measure for m. Then we deﬁne
the space L1(| 〈m, y′〉 | 12 ) as the space of functions that are integrable with respect to
the measure | 〈m, y′〉 | 12 deﬁned by
| 〈m, y′〉 | 12 (A) := ∫
A
|gy′ | 12 d|m|, A ∈ .
The norm for this space is
‖f ‖
L1(|〈m,y′〉| 12 ) :=
∫

|f ||gy′ | 12 d|m|, f ∈ L1(|
〈
m, y′
〉 | 12 ).
Note that the same deﬁnition can also be done for any y′ ∈ BY ′ , just considering
classes of measurable functions that are equal | 〈m, y′〉 |-a.e. The following proposition
shows that these spaces can be represented using the real interpolation method, and is
a direct consequence of [3, Theorem 5.5.1]. If X1 and X2 deﬁne an interpolation pair,
we denote by (X1, X2),p to the real interpolation space, 0 <  < 1, 1p∞ (see
[17, Chapter 2.g; 2] or [3] for general information about these spaces).
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Proposition 2. Let m : → Y be a vector measure of bounded variation and consider
an element y′ ∈ BY ′ that deﬁnes a Rybakov control measure for m. Then
(
L1(|m|), L1(| 〈m, y′〉 |)) 1
2 ,1
= L1(| 〈m, y′〉 | 12 ),
and the equivalence between the norms of these spaces does not depend on the par-
ticular element y′ ∈ BY ′ .
In the following, we will need to consider a function space that is contained in
the intersection of all (when y′ ∈ BY ′ deﬁnes a Rybakov control measure for m) the
interpolation spaces
(
L1(|m|), L1(| 〈m, y′〉 |)) 1
2 ,1
, and is the natural extension when we
consider integrability for every y′ ∈ BY ′ . We deﬁne the space L1w(m
1
2 ) of all the
(equivalence classes of m-a.e.) functions f :  −→ R that are integrable with respect
to every measure | 〈m, y′〉 | 12 , y′ ∈ BY ′ , and
‖f ‖
L1w(m
1
2 )
:= sup
{∫

|f ||gy′ | 12 d|m| : y′ ∈ BY ′
}
<∞.
We prove in the following result that
(
L1w(m
1
2 ), ‖ · ‖
L1w(m
1
2 )
)
is a Banach space.
Proposition 3.
(
L1w(m
1
2 ), ‖ · ‖
L1w(m
1
2 )
)
is a Banach space. Moreover, we have the in-
clusions Lpw(m) ⊆ L1w(m
1
2 ) ⊆ L1w(m) for all p2, and these inclusions are continuous.
Proof. Let (fn)n be a Cauchy sequence in L1w(m
1
2 ). We can obtain a subsequence
(that we denote also by (fn)n) such that ‖fn+1−fn‖
L1w(m
1
2 )
 12n for all n = 1, 2, . . . .
Take g1 := f1 and gn+1 := fn+1 − fn for all n = 1, 2, . . . . Then for each y′ ∈ BY ′ ,
the series
∑∞
n=1
∫
 |gn| |gy′ |
1
2 d|m| converges, since
∞∑
n=1
∫

|gn| |gy′ | 12 d|m|=
∫

|f1| |gy′ | 12 d|m| +
∞∑
n=1
∫

|fn+1 − fn| |gy′ | 12 d|m|

∫

|f1| |gy′ | 12 d|m| +
∞∑
n=1
1
2n
=
∫

|f1| |gy′ | 12 d|m| + 1.
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Beppo-Levi’s Theorem [19, Theorem 1.38] assures that the function f := ∑∞n=1 gn
exists | 〈m, y′〉 | 12 -a.e., and moreover f ∈ L1(| 〈m, y′〉 | 12 ). Note that f also exists | 〈m, y′〉 |-
a.e. and f ∈ L1(| 〈m, y′〉 | 12 ) for every y′ ∈ BY ′ . On the other hand,
‖f − fn‖
L1w(m
1
2 )
=sup
{∫

|f − fn||gy′ | 12 d|m| : y′ ∈ BY ′
}
=sup
{∫

∣∣∣∣∣
∞∑
k=n+1
gk
∣∣∣∣∣ |gy′ | 12 d|m| : y′ ∈ BY ′
}
sup
{ ∞∑
k=n+1
∫

|gk| |gy′ | 12 d|m| : y′ ∈ BY ′
}
 1
2n
.
This means that f − fn ∈ L1w(m
1
2 ) and limn ‖f − fn‖
L1w(m
1
2 )
= 0.
For the inclusions and its continuity observe that for p2 and f ∈ Lpw(m), if
1
p
+ 1
q
= 1, we have
‖f ‖L1w(m)=sup
{∫

|f | ∣∣gy′ ∣∣ d |m| : y′ ∈ BY ′
}
sup
{∫

|f | ∣∣gy′ ∣∣ 12 d |m| : y′ ∈ BY ′
}
= ‖f ‖
L1w(m
1
2 )
sup
{(∫

|f |p ∣∣gy′ ∣∣ p2 d |m|
) 1
p
(∫

1d |m|
) 1
q : y′ ∈ BY ′
}
sup
{(∫

|f |p ∣∣gy′ ∣∣ d |m|
) 1
p : y′ ∈ BY ′
}
(|m| ()) 1q
=‖f ‖Lpw(m) (|m| ())
1
q . 
In that follows, we analyze several types of inequalities that can be considered as
extensions of the one that appears in the classical Maurey–Rosenthal Theorem, showing
also by means of counterexamples that some of them do not provide satisfactory factor-
ization theorems. Our aim is to justify the version of the Maurey–Rosenthal Theorem
that will be given in the following section. For an operator T : X −→ L1w(m) we will
consider the following natural extension of (1):
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(I3) There is a constant K > 0 such that
∥∥∥∥∥∥
(
n∑
k=1
|T (xk)|2
) 1
2
∥∥∥∥∥∥
L1w(m)
K
(
n∑
k=1
‖xk‖2
) 1
2
for every x1, . . . , xn ∈ X.
Note that the L1w(m)-norm in (I3) is given by the expression
sup


∫

(
n∑
k=1
|T (xk)|2
) 1
2
|gy′ |d|m| : y′ ∈ BY ′


when m has ﬁnite variation. It is also clear that if (I3) is satisﬁed then T is a continuous
operator T : X −→ L1w(m). In the general case, it is not true that (I3) is equivalent to
a factorization of T through L2w(m) by means of a multiplication operator Mg with a
function 0 < g ∈ L2w(m). Recall that we always have
L2(|m|) ⊆ L2(m) ⊆ L2w(m).
The following examples show this. In the ﬁrst one the variation of the vector measure
m is not ﬁnite.
Example 4. Consider the vector measure m : → L2[0, 1] given by
m(A) := A,
where A ∈  and L2[0, 1] is the Hilbert space associated to the Lebesgue measure
space ([0, 1],, ). Direct calculations show that L1w(m) = L1(m) = L2[0, 1] and
L2w(m) = L2(m) = L4[0, 1] isometrically. Let us show that the identity operator Id :
L2[0, 1] −→ L2[0, 1] satisﬁes (I3). In fact, if f1, . . . , fn ∈ L2[0, 1], we have∥∥∥∥∥∥
(
n∑
k=1
|Id(fk)|2
) 1
2
∥∥∥∥∥∥
L1w(m)
=
∥∥∥∥∥∥
(
n∑
k=1
|fk|2
) 1
2
∥∥∥∥∥∥
L2[0,1]
=
(∫
[0,1]
n∑
k=1
|fk|2d
) 1
2
=
(
n∑
k=1
∫
[0,1]
|fk|2d
) 1
2
=
(
n∑
k=1
‖fk‖2L2[0,1]
) 1
2
.
However, there is no factorization for the identity operator
Id : L2[0, 1] −→ L2[0, 1]
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through the multiplication by a function 0 < g ∈ L4[0, 1]; in other case, we would
deﬁne an isomorphism between L2[0, 1] and L4[0, 1].
Even in the ﬁnite variation case, condition (I3) does not imply a Maurey–Rosenthal
type factorization scheme.
Example 5. Let a = (ak)k such that ak > 0 for every natural number k and ∑∞k=1 ak <∞. Let us deﬁne the vector measure m(A) :=∑k∈A akek ∈ 2, for all subset A ⊂ N. It
is clear that |m|(A) =∑k∈A ak for every A ⊂ N, and then m has ﬁnite variation. Since
2 does not contain c0, we can apply [12, Corollary 3.11] and then easy calculations
show
L1(m) = L1w(m) =
{
 = (k)k : a ∈ 2
}
,
and ‖‖L1w(m) = ‖a‖2 =
(∑∞
k=1 a2k |k|2
) 1
2
. Similar arguments give
L2(m) = L2w(m) =
{
 = (k)k : a2 ∈ 2
}
,
and ‖‖L2w(m) = ‖a2‖
1
2
2
= (∑∞k=1 a2k |k|4) 14 . Let us show that in this case the identity
map Id : L1w(m) −→ L1w(m) also satisﬁes (I3). We have to prove that for every different
elements 1, . . . ,n ∈ L1w(m) the inequality
∥∥∥∥∥∥∥

 n∑
j=1
|j |2


1
2
∥∥∥∥∥∥∥
L1w(m)


 n∑
j=1
‖j‖2
L1w(m)


1
2
holds. Let us deﬁne Bk :=
(∑n
j=1 |jk |2
) 1
2 for every k = 1, 2, . . . . Then
∥∥∥∥∥∥∥

 n∑
j=1
|j |2


1
2
∥∥∥∥∥∥∥
L1w(m)
=
( ∞∑
k=1
a2k |Bk|2
) 1
2
=

 n∑
j=1
( ∞∑
k=1
a2k |jk |2
)
1
2
=

 n∑
j=1
‖aj‖22


1
2
=

 n∑
j=1
‖j‖2
L1w(m)


1
2
.
On the other hand, the identity operator cannot factorize through L2w(m); in other case
we would obtain an isomorphism between L1w(m) and L2w(m); a contradiction.
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The above examples lead us to consider two more stronger conditions in order to get
a vector version of the Maurey–Rosenthal Theorem. For an operator T : X −→ L1w(m
1
2 )
we will consider the following two conditions:
(I2) There is a constant K > 0 such that
∥∥∥∥∥∥
(
n∑
k=1
|T (xk)|2
) 1
2
∥∥∥∥∥∥
L1w(m
1
2 )
K
(
n∑
k=1
‖xk‖2
) 1
2
for every x1, . . . , xn ∈ X.
Moreover, if m has ﬁnite variation we can consider
(I1) There is a constant K > 0 such that
∫

(
n∑
k=1
|T (xk)|2|gy′k |
) 1
2
d|m|K
(
n∑
k=1
‖xk‖2
) 1
2
for every x1, . . . , xn ∈ X, and every y′1, . . . , y′n ∈ BY ′ .
Remark 6. Note that condition (I1) implies that the operator T is well-deﬁned and
continuous from X to L1w(m
1
2 ). Therefore, to consider condition (I1) for an operator
we ﬁrst need to assume that T takes values in L1w(m
1
2 ). It is easy to see that (I1) is
more restrictive than (I3). This motivates us to consider the deﬁnition of condition (I2),
since it is easy to see that (I1) ⇒ (I2) ⇒ (I3). However, implications (I3) ⇒ (I2)
and (I2) ⇒ (I1) are not in general true, as the following examples shows.
Example 7. The example given by the vector measure m of the Example 5 provides
a counterexample for (I3) ⇒ (I2). It is easy to see that
L1w(m
1
2 ) =
{
 = (k)k : a ∈  43
}
,
and ‖‖
L1w(m
1
2 )
= ‖a‖ 4
3
. Take X = L1w(m
1
2 ) and consider the identity operator Id :
L1w(m
1
2 ) −→ L1w(m
1
2 ). Let us show that it does not verify condition (I2). Take different
elements 1, . . . ,n ∈ L1w(m
1
2 ) and deﬁne the element  :=
(∑n
j=1 |j |2
) 1
2 ∈ L1w(m
1
2 ).
Then ‖‖
L1w(m
1
2 )
= ‖a‖ 4
3
and
n∑
j=1
‖j‖2
L1w(m
1
2 )
=
n∑
j=1
( ∞∑
k=1
a
4
3
k |jk |
4
3
) 3
2
.
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Thus we have to prove that for every constant k > 0 there is a ﬁnite sequence 1, . . . ,n
such that
∥∥∥a2 (|1|2 + · · · + |n|2)∥∥∥
 2
3
k
n∑
j=1
‖a2|j |2‖ 2
3
does not hold. Recall that although ‖ · ‖ 2
3
is not a norm we always have that
‖1 + · · · + n‖ 2
3

(√
2
)n−1 (‖1‖ 2
3
+ · · · + ‖n‖ 2
3
)
for every 1, . . . , n ∈  2
3
, and we can always ﬁnd such elements for which the equal-
ity is satisﬁed. This means that condition (I2) is not satisﬁed by the identity map
Id : L1w(m
1
2 ) −→ L1w(m
1
2 ). Therefore, (I2) does not hold for the inclusion operator
Id : L1w(m
1
2 ) −→ L1w(m
1
2 ) ⊆ L1w(m). However, it satisﬁes condition (I3), as the follow-
ing argument shows. It is possible to prove that for every 1, . . . ,n ∈ L1w(m
1
2 ) the
inequality
∥∥∥∥∥∥∥

 n∑
j=1
|j |2


1
2
∥∥∥∥∥∥∥
L1w(m)


 n∑
j=1
‖j‖2
L1w(m
1
2 )


1
2
holds. This is a consequence of the following calculations. If  :=
(∑n
j=1 |j |2
) 1
2
, we
have ‖‖L1w(m) =
(∑n
j=1 ‖aj‖22
) 1
2
. On the other hand,

 n∑
j=1
‖j‖2
L1w(m
1
2 )


1
2
=

 n∑
j=1
‖aj‖2 4
3


1
2
.
Thus, we obtain that (I3) is veriﬁed, since ‖ · ‖2‖ · ‖ 4
3
.
Let us show now that condition (I2) does not imply condition (I1).
Example 8. Take a sequence a = (ak)k ∈ 1 such that ak > 0 for every k ∈ N,
and deﬁne the measure m(A) := ∑k∈A akek ∈ c0, for all A ⊂ N. It is clear that|m|(A) :=∑k∈A ak , for all A ⊂ N. Moreover for every y′ = (y′k)k ∈ c′0 = 1, we have
| 〈m, y′〉 |(A) = ∑k∈A ak|y′k| and consequently | 〈m, y′〉 | 12 (A) = ∑k∈A ak|y′k| 12 . Direct
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calculations show
(a) L1w(m) =
{
 = (k)k : a ∈ ∞
}
and ‖‖L1w(m) = ‖a‖∞ ,
(b) L2w(m) =
{
 = (k)k : a2 ∈ ∞
}
and ‖‖L2w(m) = ‖a2‖∞ , and
(c) L1w(m
1
2 ) = { = (k)k : a ∈ 2} and ‖‖
L1w(m
1
2 )
= ‖a‖2 .
The identity Id : L1w(m
1
2 ) −→ L1w(m
1
2 ) satisﬁes condition (I2), since∥∥∥∥∥∥∥

 n∑
j=1
|j |2


1
2
∥∥∥∥∥∥∥
L1w(m
1
2 )
=
∥∥∥∥∥∥∥a

 n∑
j=1
|j |2


1
2
∥∥∥∥∥∥∥
2
=

 n∑
j=1
‖aj‖22


1
2
=

 n∑
j=1
‖j‖2
L1w(m
1
2 )


1
2
.
However, the identity can not factorize through L2w(m), since in this case we would
have an isomorphism between L2w(m) and L1w(m
1
2 ), a contradiction. Theorem 9 in
Section 3 shows the equivalence between (I1) and the factorization. Therefore, (I2)
cannot imply (I1).
3. A Maurey–Rosenthal Theorem for spaces of integrable functions with respect
to a vector measure of bounded variation
In this section we develop the equivalence between the factorization scheme using a
multiplication operator Mg for a function g ∈ L2(|m|)—when m has ﬁnite variation—
for operators that satisfy inequalities of type (I1) in Section 2. Our motivation is given
by the results of Section 4. As we will show in this section, we will use this particular
version of the vector valued measure Maurey–Rosenthal Theorem to study the structure
of the subspaces of -sums of L1-spaces.
Theorem 9. Let m : → Y be a vector measure of bounded variation. Let X be
a Banach space and consider an operator T : X −→ L1w(m). Then the following
statements are equivalent.
(1) There is a constant K > 0 such that
∫

(
n∑
k=1
|T (xk)|2|gy′k |
) 1
2
d|m|K
(
n∑
k=1
‖xk‖2
) 1
2
for every x1, . . . , xn ∈ X, and every y′1, . . . , y′n ∈ BY ′ .
(2) There are a function 0 < g ∈ L2(|m|) and a continuous operator
v : X −→ L2w(m)
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such that T (x) = Mg ◦v(x) for every x ∈ X, that is, the following diagram commutes:
(3) There are a function 0 < g ∈ L2(|m|) that deﬁnes a continuous multiplication
operator Mg : L2w(m) −→ L1w(m
1
2 ) and a continuous operator v : X −→ L2w(m) such
that T (x) = I
m
1
2
◦Mg ◦ v(x) for every x ∈ X, where I
m
1
2
: L1w(m
1
2 ) −→ L1w(m) denote
the inclusion map, that is, the following diagram commutes:
Proof. To prove (2) ⇒ (1), suppose that there exists such a factorization, and consider
a pair of sequences x1, . . . , xn ∈ X and y′1, . . . , y′n ∈ BY ′ . Then
∫

(
n∑
i=1
|T (xi)|2|gy′i |
) 1
2
d|m|=
∫

g
(
n∑
i=1
|v(xi)|2|gy′i |
) 1
2
d|m|

(∫

g2d|m|
) 1
2
(∫

n∑
i=1
|v(xi)|2|gy′i |d|m|
) 1
2

(∫

g2d|m|
) 1
2
(
n∑
i=1
‖v(xi)‖2L2w(m)
) 1
2
‖g‖L2(|m|)‖v‖
(
n∑
i=1
‖xi‖2
) 1
2
.
Now we show (1) ⇒ (2). If x1, . . . , xn ∈ X and y′1, . . . , y′n ∈ BY ′ , we deﬁne the
function Fx1,y′1,...,xn,y′n : B+L2(|m|) −→ (−∞,∞] as
Fx1,y′1,...,xn,y′n(h):=
n∑
i=1
∫

|T (xi)|2|gy′i |
|h|2 d|m| −K
2
n∑
i=1
‖xi‖2,
h ∈ B+
L2(|m|). (2)
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A direct calculation shows that this function is convex. Fatou’s Lemma gives that every
function Fx1,y′1,...,xn,y′n is lower semicontinuous with respect to the norm topology, and
then they are also lower semicontinuous with respect to the weak topology of L2(|m|)
(see for instance [9, p. 234]). Moreover, each convex combination of such functions is
a function of the same family.
Now, deﬁne the function
hx1,y′1,...,xn,y′n :=
(∑n
i=1 |T (xi)|2|gy′i |
) 1
4
(∫

(∑n
i=1 |T (xi)|2|gy′i |
) 1
2
d|m|
) 1
2
.
A direct calculation shows that hx1,y′1,...,xn,y′n ∈ L2(|m|), and
Fx1,y′1,...,xn,y′n(hx1,y′1,...,xn,y′n)0.
Since BL2(|m|) is compact for the weak topology, Ky Fan’s Lemma gives a function
0g ∈ BL2(|m|) such that F(g)0 for every function F deﬁned as above in (2). Thus,
the operator v : X −→ L2w(m) given by v(x) := T (x)g for all x ∈ X is well-deﬁned
and continuous. Indeed, if G := {w ∈  : g(w) = 0} and x ∈ X, we have to prove that
T x = 0 on G m-a.e. Take y′ ∈ BY ′ such that
∣∣〈m, y′〉∣∣ is a Rybakov control measure
for m and consider the corresponding function Fx,y′ . Since Fx,y′(g)0, from (2) we
have that
∫

|T x|2
|g|2 d
∣∣〈m, y′〉∣∣ = ∫

|T x|2 ∣∣gy′ ∣∣
|g|2 d |m| K
2 ‖x‖2 .
Then the function T x
g
is well-deﬁned m-a.e. In particular, we have T x = 0 on G m-a.e.
Now replacing the function g by g + G we can suppose that g > 0. Moreover, it is
clear that g deﬁnes a continuous multiplication operator
Mg : L2w(m) −→ L1w(m).
Let us see that Mg
(
L2w(m)
) ⊂ L1 (m). By Fernandez et al. [12, Corollary 3.3] we
know that L2w(m) ⊂ L1 (m), and then f	 ∈ L1 (m) for every f ∈ L2w(m) and every
simple function 	. Since g ∈ L2(|m|) and |m| () < ∞ there is a sequence (	n)n of
simple functions such that limn
∥∥g − 	n∥∥L2(|m|) = 0. From the inequalities
∥∥fg − 	nf ∥∥L1w(m)  ‖f ‖L2w(m) ∥∥g − 	n∥∥L2w(m)  ‖f ‖L2w(m) ∥∥g − 	n∥∥L2(|m|)
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we deduce that limn
∥∥fg − 	nf ∥∥L1w(m) = 0. Since (	nf )n ⊂ L1 (m) and L1 (m) is
closed in L1w (m), we obtain that fg ∈ L1 (m).
Implication (3) ⇒ (2) is obvious.
To show (2) ⇒ (3) is enough to note that every function g ∈ L2(|m|) deﬁnes a
continuous linear map Mg : L2w(m) −→ L1w(m
1
2 ), since for every f ∈ L2w(m), we have
sup
{∫

|fg||gy′ | 12 d|m| : y′ ∈ BY ′
}
 ‖f ‖L2w(m) ‖g‖L2(|m|) .
This ﬁnishes the proof. 
Remark 10. It is possible to prove (1) ⇒ (2) as a direct consequence of a result
due to Maurey [18, Theorem 2, p. 12]. We preferred, for the aim of completeness,
to reprove a version of that result by the above separation argument using Ky Fan’s
Lemma.
Let us ﬁnish this section showing how Theorem 9 can be applied to obtain concrete
factorization theorems for Köthe function spaces (see [17, p. 28] for the deﬁnition of
Köthe function space). It is well-known that each order continuous Banach lattice (in
particular, if it is weakly sequentially complete) with weak order unit is isometric to a
Köthe function space on a probability space (see [17, Theorem 1.b.14]), and that these
spaces can be represented as spaces of integrable functions with respect to a vector
measure (see [4, Theorem 8]). Therefore, by Fernandez et al. [12, Corollary 3.10]
particular applications of Theorem 9 provides factorization theorems for those weakly
sequentially complete Köthe function spaces which can be represented by means of a
vector measure of bounded variation.
Consider an order continuous Köthe function space L over a ﬁnite measure space
(,,) with weak order unit . The canonical construction that provides a repre-
sentation of L as a space of integrable functions with respect to a vector measure is
the following. Consider the measure mL : → L given by
mL(A) := A, A ∈ .
Then the order continuity of L implies that mL is countably additive. Under this
assumption, it can be obtained that L = L1(mL) (see the proof of [4, Theorem 8]).
Since L = L1(mL) is an order continuous Köthe function space over , we can identify
the elements of the dual L′ with functions h by means of the duality 〈f, h〉 = ∫ hf d,
for all f ∈ L (see [17, p. 29]). The measure  is a Rybakov control measure of mL,
in fact, it is associated to the functional , that is,
〈
mL, 
〉
(A) := 〈mL(A), 〉 =
∫

A d = (A).
If mL is of bounded variation, then there is a function 
 ∈ L1(|mL|) such that for
every A ∈ , we have (A) = ∫
A

d|mL|. Therefore, the duality can be also
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represented by
〈f, h〉 =
∫

f h
d|mL|,
and, following the notation of Section 1, we have gh = 
h for every h ∈ L′.
Deﬁnition 11. We say that a Köthe function space L has an associated measure of
bounded variation if the corresponding measure mL is of bounded variation.
Note that for every p1 and every countably additive vector measure m, the space
of p-integrable functions with respect to the vector measure can be written as the 1
p
th
power of L1(m), that is, Lp(m) = (L1(m))[ 1p ]. For basic properties of powers of Köthe
function spaces see [8]. Let us recall the deﬁnition.
Deﬁnition 12. Let (L, ‖ · ‖L) be a (quasi) Köthe function space over the measure
space (,,) and let 0 < r <∞. We deﬁne the rth power of L as the (quasi) Köthe
function space L[r] of (classes of -a.e. equal) measurable functions f that satisfy that
|f |1/r ∈ L, together with the (quasi) norm
‖f ‖L[r] :=
∥∥∥|f |1/r∥∥∥r
L
, f ∈ L[r].
In particular, if 1r < ∞ and L is r-convex, then L[r] is a (Banach) Köthe function
space, and this holds always for 0 < r < 1.
The standard notation for the rth power space L[r] is simply Lr , but we decided
to change it by L[r] to prevent misunderstanding because when L = L1(m), then
L[r] = L 1r (m), and not Lr(m).
In general, by Fernandez et al. [12, Corollary 3.10] we can apply Theorem 9 directly
to weakly sequentially complete Köthe function space of bounded variation. We write
this result in the following corollary.
Corollary 13. Let L be a weakly sequentially complete Köthe function space over a
probability space (,,) with associated vector measure mL of bounded variation
and let X be a Banach space. Consider an operator T : X −→ L. Then the following
statements are equivalent:
(1) There is a constant K > 0 such that
∫

(
n∑
i=1
|T (xi)|2|hi |
) 1
2


1
2 d|mL|K
(
n∑
i=1
‖xi‖2
) 1
2
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for every pair of ﬁnite sequences x1, . . . , xn ∈ X and h1, . . . , hn ∈ BL′ , where 
 is the
Radon–Nikodym derivative d
d|mL| .
(2) There are a non negative function g ∈ L2(|mL|) and a continuous operator v :
X −→ L
[
1
2
]
such that T (x) = Mg ◦ v(x) for every x ∈ X.
As we said before, it is well-known that every Banach lattice with order continuous
norm and a weak order unit can be represented as a Köthe function space over a
probability space. In particular, AL-spaces (and more general every KB-space) with
weak order unit satisfy the requirements of the corollary if the associated vector measure
mL is of bounded variation. But for AL-spaces the last corollary does not say anything
new because in that case we can apply directly the classical Maurey–Rosenthal theorem
in combination with the Kakutani’s representation theorem. In the following example
we show an space L1(m) that veriﬁed the hypothesis of the corollary above but is not
an AL-space.
Example 14. Consider a countably measurable partition (n)n of the measurable space
(,), and a sequence of positive ﬁnite measures
(
n
)
n
that satisﬁes that for every
n ∈ N,
n(A) = n(A ∩ n), A ∈ ,
and n(n) = 12n/2 . The measure m :  → 2 given by m(A) :=
(
n(A ∩ n)
)
n
is a countably additive vector measure of bounded variation. In fact, we have that
|m|(A) = ∑∞n=1 n(A ∩ n) for all A ∈ . Now, for 1p < ∞, consider the space
Lp(m) which is weakly sequentially complete [12, Proposition 2.2]. It is not difﬁcult
to see that the norm of a function f ∈ Lp(m) is given by
‖f ‖Lpw(m) =
∥∥∥∥
(∫
n
|f |p dn
)
n
∥∥∥∥
1
p
2
=
( ∞∑
n=1
(∫
n
|f |pdn
)2) 12p
.
In particular for p = 1 we have
‖f ‖L1w(m) =
( ∞∑
n=1
(∫
n
|f |dn
)2) 12
and the associated vector measure mL : A ∈  −→ mL(A) := A ∈ L1(m) is of
bounded variation because we can show that |mL| () = ∑∞n=1 n(n) < ∞. To see
that L1(m) is not an AL-space consider the sequence of simple functions 	k := kk
for all k = 1, 2, . . . , where 1 = 1 and k :=
√
2k−1 for all k = 2, 3, . . . . Thus,
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it is easy to see that
∥∥	1∥∥L1(m) + ∥∥	2∥∥L1(m) + · · · + ∥∥	n∥∥L1(m)∥∥	1 + 	2 + · · · + 	n∥∥L1(m) =
√
n
for all n = 1, 2, . . . and L1(m) can not be an AL-space.
4. 2–Convex subspaces of -sums of L1-spaces
Consider a sequence of ﬁnite measure spaces (n,n,n) and denote by L1
(
n
)
the corresponding space of integrable functions. Also consider a weakly sequentially
complete Banach lattice (in particular it is order continuous) sequence space , in which
case, the dual space of  is represented as the sequence space ×, and the duality by
〈
(i )i , (i )i
〉 = ∞∑
i=1
ii
for all  = (i)i ∈  and  = (i )i ∈ ×. Note that these conditions exclude c0.
We deﬁne the -sum of the spaces
(
L1(n)
)
n
as the Banach lattice 
(
L1(n)
)
of
all the sequences of functions (fn)n that satisfy that
(
‖fn‖L1(n)
)
n
∈  with the norm∥∥(fn)n∥∥(L1(n)) :=
∥∥∥(‖fn‖L1(n)
)
n
∥∥∥

. It is easy to see that this expression deﬁnes an
order continuous lattice norm.
In this section we show that operators from a 2-convex Banach lattice with values in
the spaces 
(
L1(n)
)
described above satisfy the conditions of the Maurey–Rosenthal-
type theorem of Section 3 under reasonable requirements of boundedness. We refer to
[17] for the deﬁnitions of p-convexity and p-concavity for Banach lattices. Following
the notation in this book, if X is 2-convex, we write M(2)(X) for the 2-convexity
constant of X.
Consider an -sum 
(
L1(n)
)
for ﬁnite measure spaces
(
n,n,n
)
and deﬁne the
measurable space (,), where  :=⊔n1n and
 := {A ⊆  : A ∩ n ∈ n, n = 1, 2, . . .} .
The function given by
m(A) := (n(A ∩ n))n , A ∈ 
deﬁnes a countably additive vector measure m : →  if and only if
(
n(n)
)
n
∈ .
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One implication is trivial, and the other one follows from the order continuity of . In
that case we say that m is a sequential vector measure. It is not hard to see that
|m| (A) =
∞∑
n=1
n (A ∩ n) ‖en‖ , A ∈ ,
where en ∈  denote the canonical vector en :=
(
0, . . . , 0, 1(n), 0 . . .
)
for all n =
1, 2, . . . . In that follows we suppose that sup
{‖en‖ : n = 1, 2, . . .} <∞.
Note that
|m| (A) = n (A) ‖en‖
for all A ⊆ n. In that follows we also suppose that the vector measure m is of bounded
variation. This is equivalent to
(
n (n) ‖en‖
)
n
∈ 1. In this case the space 
(
L1(n)
)
can be directly represented as L1(m). In fact, since  is weakly sequentially complete,
we have that L1(m) = L1w(m) and the elements of this space are (equivalence classes
of m-a.e.) functions f :  −→ R such that
(∥∥f n∥∥L1(n)
)
n
∈ . Moreover, the norm
on this space is given by
‖f ‖L1(m) =
∥∥∥(∥∥f n∥∥L1(n)
)
n
∥∥∥

.
It is easy to see that the operators Pj : L1(m) −→ L1(j ), given by
Pj (f ) := f j ,
for all j ∈ N, are well-deﬁned, continuous and ∥∥Pjf ∥∥L1(j )  1‖ej‖ ‖f ‖L1(m).
Lemma 15. Let m be a sequential vector measure and y′ = (i)i ∈ B′ . Then gy′ =∑∞
i=1
i‖ei‖ i .
We omit the straightforward proof.
Remark 16. In the case of a sequence of -ﬁnite measure spaces (n,n,n) a similar
construction can be done. In fact, for every ﬁxed n1, if we have n = ⊔∞k=1nk ,
take positive numbers nk , for all k = 1, 2, . . . so that
fn :=
∞∑
k=1
nknk ∈ L1
(
n
)
.
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Thus the measure n(A) :=
∫
A
fn dn, for all A ∈ n is ﬁnite and the multiplication
Mfn :L1
(
n
) −→L1 (n) deﬁnes an isometric isomorﬁsm. In this way we have an
isometric isomorﬁsm between the -sums 
(
L1
(
n
))
and 
(
L1
(
n
))
given by the
multiplication operator
M(fn)n : (gn)n ∈ 
(
L1
(
n
)) −→ M(fn)n ((gn)n) := (gnfn)n ∈  (L1 (n)) .
This enables us to apply the results that follows afterwards to the -ﬁnite case, although
they are written for a sequence of ﬁnite measure spaces (n,n,n).
Thus, the purpose of this section is to show that many operators on spaces L1(m),
where m is a sequential vector measure, almost satisfy a factorization scheme through
a Hilbert space, in the sense that it factorizes through a multiplication operator Mg :
L2(m) −→ L1(m) that is also deﬁned directly from L2(|m|) in L1(|m|), since g ∈
L2(|m|). This actually provides meaningful information about the structure of the
-sums of L1-spaces, as in the case of the L1 spaces.
To motivate the results of this section, let us present a particular (but in some
sense canonical) example of an operator from a 2-convex Banach lattice in an -sum
represented as L1(m) by a sequential vector measure m of bounded variation for which
the conditions given in our factorization result of Theorem 9 do not hold.
Example 17. Consider the space L1(m) in Example 14. Take a function g in L2(m)
which is not in L2(|m|), that is, a function g :  −→ R that satisﬁes that ∑∞n=1 (∫n
|g|2 dn
)2
<∞, but the sequence
(∑n
k=1
∫
k
|g|2 dk
)
n
is not bounded. It is easy to
prove that the multiplication operator Mg : L2(m) −→ L1(m) is well-deﬁned and
continuous. In fact, this is true for any countably additive vector measure m, see [20]
for details. Note that L2(m) = (L1(m))[ 12 ], and then L2(m) is 2-convex (see [8]). Now
we are going to prove that Mg does not verify the condition (1) of Theorem 9 if we
take there X = L2(m). To see this take the elements y′k = ek ∈ 2, for all k ∈ N. It is
clear that gy′k = k for every k = 1, 2, . . . . Now take the functions xk = gk , for
all k = 1, 2, . . . . Then for every n ∈ N,
∫

(
n∑
i=1
|T (xi)|2
∣∣∣gy′i
∣∣∣
) 1
2
d|m|=
∫

(
n∑
i=1
∣∣g (gi )∣∣2 i
) 1
2
d|m|
=
∫

(
n∑
i=1
|g|4 i
) 1
2
d|m|
=
∞∑
j=1
∫
j
(
n∑
i=1
|g|4 i
) 1
2
dj
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=
n∑
j=1
∫
j
|g|2 dj .
On the other hand
(
n∑
i=1
‖xi‖2
) 1
2
=
(
n∑
i=1
∥∥gi∥∥2L2(m)
) 1
2
=

 n∑
i=1

 ∞∑
j=1
(∫
j
|g|2 i dj
)2
1
2


1
2
=
(
n∑
i=1
∫
i
|g|2 di
) 1
2
.
This gives a contradiction with condition (1) of Theorem 9, since the sequence
(∑n
j=1∫
j
|g|2 dj
)
n
diverges by assumption.
Now we establish the factorization result for -sums of L1-spaces in the following
Theorem 18. Consider a 2-convex Banach lattice X, a weakly sequentially complete
Banach lattice sequence space , and an operator T : X −→ L1(m), where m :  →
 is a sequential vector measure of bounded variation. If there is a Banach lattice
sequence space R such that
(1) R is 2-concave, R′ = R×,
((
R×
)[2])× is norming and (‖PjT ‖)j ∈ R; and
(2) the inclusion M :  ∈ × −→ M ∈ M
(((
R×
)[2])×
, 1
)
is continuous, where
M
(((
R×
)[2])×
, 1
)
is the space of multipliers between
((
R×
)[2])×
and 1, then T
satisﬁes that
∫

(
n∑
k=1
|T (xk)|2|gy′k |
) 1
2
d|m|KGM(2)(X)
∥∥∥(‖PjT ‖)j
∥∥∥
R
×E‖M‖ 12
(
n∑
k=1
‖xk‖2X
) 1
2
for every x1, . . . , xn ∈ X and y′1, . . . , y′n ∈ Bl′ , where KG is the Grothendieck constant,
and E := (sup {∥∥ej∥∥ : j = 1, 2, . . .}) 12 . In particular, the operator T factorizes as in
Theorem 9.
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Proof. Let x1, . . . , xn ∈ X and y′k = k := (kj )j ∈ B′ , for k = 1, . . . , n. Then
∫

(
n∑
k=1
|T (xk)|2|gy′k |
) 1
2
d|m|
=
∞∑
j=1
∫
j
(
n∑
k=1
|T (xk)|2 |gy′k |
) 1
2
dj
∥∥ej∥∥
=
∞∑
j=1
∥∥ej∥∥
∫
j
(
n∑
k=1
|T (xk)|2
[ ∞∑
i=1
|ki |
‖ei‖ i
]) 1
2
dj
=
∞∑
j=1
∥∥ej∥∥ 12
∫
j
(
n∑
k=1
∣∣∣j T (xk)
∣∣∣2 |kj |
) 1
2
dj
=
∞∑
j=1
∥∥ej∥∥ 12
∥∥∥∥∥∥
(
n∑
k=1
∣∣PjT (xk)∣∣2 |kj |
) 1
2
∥∥∥∥∥∥
L1
(
j
) .
Since each PjT is a continuous operator from X to L1(j ), we can apply a theorem
of Krivine [17, Theorem 1.f.14] and the fact that X is 2-convex to show that
∥∥∥∥∥∥
(
n∑
k=1
∣∣PjT (xk)∣∣2 |kj |
) 1
2
∥∥∥∥∥∥
L1
(
j
)KG‖PjT ‖
∥∥∥∥∥∥
(
n∑
k=1
|kj ||xk|2
) 1
2
∥∥∥∥∥∥
X
KG‖PjT ‖M(2)(X)
(
n∑
k=1
|kj |‖xk‖2X
) 1
2
.
Thus, taking into account that R is 2-concave, in which case R′ = R× is 2-convex and(
R×
)[2] is a Banach (sequence) lattice with the norm ‖x‖(R×)[2] := ∥∥∥|x| 12 ∥∥∥2
R×
(see for
instance [8] for details) we have that
∫

(
n∑
k=1
|T (xk)|2|gy′k |
) 1
2
d|m|
KGM(2)(X)
∞∑
j=1
∥∥ej∥∥ 12 ‖PjT ‖
(
n∑
k=1
|kj |‖xk‖2X
) 1
2
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= KGM(2)(X)
∞∑
j=1
‖PjT ‖
(
n∑
k=1
∥∥ej∥∥ |kj |‖xk‖2X
) 1
2
KGM(2)(X)
∥∥∥(‖PjT ‖)j
∥∥∥
R
∥∥∥∥∥∥
(
n∑
k=1
∥∥ej∥∥ |kj |‖xk‖2X
) 1
2
j
∥∥∥∥∥∥
R×
= KGM(2)(X)
∥∥∥(‖PjT ‖)j
∥∥∥
R
∥∥∥∥∥∥
(
n∑
k=1
∥∥ej∥∥ |kj |‖xk‖2X
)
j
∥∥∥∥∥∥
1
2
(R×)[2]
.
Now by applying that
(
(R×)[2]
)× is norming, the square of last factor in the expression
above can be written, taking into account hypothesis (2), as
∥∥∥∥∥∥
(
n∑
k=1
∥∥ej∥∥ |kj | ‖xk‖2X
)
j
∥∥∥∥∥∥
(R×)[2]
= sup


∞∑
j=1
aj
[
n∑
k=1
∥∥ej∥∥ |kj | ‖xk‖2X
]
: a ∈ B(
(R×)[2]
)×


= sup


n∑
k=1

 ∞∑
j=1
aj
∥∥ej∥∥ |kj |

 ‖xk‖2X : a ∈ B((R×)[2])×


= sup
{
n∑
k=1
〈
ka,
(∥∥ej∥∥)j
〉
‖xk‖2X : a ∈ B((R×)[2])×
}
 sup
{
n∑
k=1
∥∥ka∥∥1
∥∥∥(∥∥ej∥∥)j
∥∥∥
∞
‖xk‖2X : a ∈ B((R×)[2])×
}
E2
n∑
k=1
(
‖xk‖2X sup
{∥∥Mk (a)∥∥1 : a ∈ B((R×)[2])×
})
= E2
n∑
k=1
‖xk‖2X
∥∥Mk∥∥ E2 ‖M‖
n∑
k=1
‖xk‖2X
∥∥k∥∥×
E2 ‖M‖
n∑
k=1
‖xk‖2X .
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This gives the result
∫

(
n∑
k=1
|T (xk)|2|gy′k |
) 1
2
d|m|KGM(2)(X)
∥∥∥(‖PjT ‖)j
∥∥∥
R
×E‖M‖ 12
(
n∑
k=1
‖xk‖2X
) 1
2
and the proof is ﬁnished. 
Remark 19. Consider a 2-convex Banach lattice X, a weakly sequentially complete
Banach lattice sequence space  such that
C := sup


∥∥ej∥∥ 12′∥∥ej∥∥ 12
: j1

 <∞,
and an operator T : X −→ L1(m), where m : →  is a sequential vector measure of
bounded variation. Suppose that T factorizes as in Theorem 9. Then there are a function
0 < g ∈ L2(|m|) and an operator v : X −→ L2w(m) such that T (x) = Mg ◦ v(x) for
every x ∈ X. Now observe that
∥∥PjT ∥∥=sup
{∥∥PjT (x)∥∥
L1
(
j
) : ‖x‖X 1
}
=sup
{∫
j
g |v(x)| dj : ‖x‖X 1
}
sup


(∫
j
g2 dj
) 1
2
(∫
j
|v(x)|2 dj
) 1
2
: ‖x‖X 1


=sup


(∫
j
g2 dj
) 1
2 (∫

|v(x)|2 d ∣∣〈m, ej 〉∣∣
) 1
2 : ‖x‖X 1


C sup


(∫
j
g2 dj
∥∥ej∥∥
) 1
2
‖v(x)‖L2w(m) : ‖x‖X 1


C
(∫
j
g2 dj
∥∥ej∥∥
) 1
2
‖v‖ .
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Thus
∞∑
j=1
∥∥PjT ∥∥2 C ‖v‖2 ∞∑
j=1
(∫
j
g2 dj
∥∥ej∥∥
)
= C ‖v‖2 ‖g‖2
L2(|m|) ,
and the sequence
(∥∥PjT ∥∥)j ∈ 2.
We have written Theorem 18 in a rather technical way for the aim of generality.
However, in particular situations it becomes very simple. Let us illustrate this fact with
the following corollary and examples.
Corollary 20. Consider a 2-convex Banach lattice X, a weakly sequentially complete
Banach lattice sequence space  such that the inclusion 1 ⊆  is norm one continuous,
and an operator T : X −→ L1(m), where m :  →  is a sequential vector measure
of bounded variation. If (‖PjT ‖)j ∈ 1, then T satisﬁes that
∫

(
n∑
k=1
|T (xk)|2|gy′k |
) 1
2
d|m|KGM(2)(X)
∥∥∥(‖PjT ‖)j
∥∥∥
1
E
(
n∑
k=1
‖xk‖2X
) 1
2
for every x1, . . . , xn ∈ X and y′1, . . . , y′n ∈ Bl′ , where KG is the Grothendieck constant,
and E := (sup {∥∥ej∥∥ : j = 1, 2, . . .}) 12 . In particular, T factorizes as in Theorem 9.
Proof. Just take R = 1 in Theorem 18. 
Example 21. In particular if  = 1, then obviously L1(m) equals L1(|m|) and Corol-
lary 20 gives the classical Maurey–Rosenthal theorem for the scalar measure |m|.
Example 22. Suppose  = p with p1. In this case the requirements of the theorem
are also satisﬁed for instance for R =  2p
p+1
, that is, if
(‖PjT ‖)j ∈  2p
p+1
then T
factorizes as in Theorem 9. Observe that 1 2p
p+1 < 2 for all p1. In particular for
 = 2 the requirements of the theorem are satisﬁed for instance for R =  4
3
.
In the following corollary, if S is a subspace of L1(m) we write I : S −→ L1(m)
for the inclusion map.
Corollary 23. Let 1p < ∞ and consider a sequential vector measure m :  → p
of bounded variation. Let S be a 2-convex subspace of L1(m).
(1) If ∑∞j=1 ‖PjI‖r <∞ for some r near (but less than) 2, then S is isomorphic to
a subspace S0 of L2(m) and the isomorphism is deﬁned by means of a multiplication
operator Mg : S0 −→ S, where 0 < g ∈ L2(|m|).
484 A. Fernández et al. / Journal of Functional Analysis 220 (2005) 460–485
(2) Reciprocally, if S is isomorphic to a subspace S0 of L2(m) and the isomorphism
is deﬁned by means of a multiplication operator Mg : S0 −→ S, where 0 < g ∈ L2(|m|),
then
∑∞
j=1 ‖PjI‖2 <∞.
Proof. (1) If r is near (but less than) 2, so that r2−r > p, we can consider the measure
m with values in  r
2−r and the requirements of Theorem 18 are satisﬁed if we take
R = r . Then the inclusion map I : S −→ L1(m) factorizes, that is, there are a function
0 < g ∈ L2(|m|) and an operator v : S −→ L2w(m) such that I (x) = Mg ◦ v(x) for
every x ∈ S. Then
‖x‖L1(m) = ‖gv(x)‖L1(m)  ‖g‖L2(m) ‖v(x)‖L2(m)  ‖g‖L2(m) ‖v‖ ‖x‖L1(m)
for all x ∈ S and the conclusion follows.
(2) This case follows directly from Remark 19. 
Corollary 23 is just an example of application of the arguments that provides The-
orem 18. The technique that we have used in this section can also be applied in
other directions. For instance, similar calculations would also hold using type 2 in-
stead of 2-convexity for X. Moreover, in this paper we have centered our attention
to the case of factorizations through multiplication operators Mg : L2(m) −→ L1(m).
But the same type of result would hold also for factorizations of operators through
Mg : Lp(m) −→ L1(m). The restriction imposed by the fact that the operators must
take values on L1(m) is not very strong, since a broad class of Köthe function spaces
can be represented as L1(m) spaces (see [6] or [11]).
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