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Resumo
Nesta dissertac¸a˜o no´s estudamos propriedades gerais de operadores lineares em espac¸os
de Hilbert e aplicac¸o˜es. Em particular, o problema de existeˆncia e unicidade de ex-
tenso˜es autoadjuntas de um operador linear e´ considerado. Va´rios exemplos impor-
tantes sa˜o trabalhados em detalhe: os operadores de multiplicac¸a˜o e os operadores
diferenciais de Laplace e Schro¨dinger.
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Abstract
In this dissertation we study general properties of linear operators in Hilbert spaces
and aplications. In particular, the problem of existence and uniqueness of selfdjoint
extensions of a linear operator is considered. Several important examples are worked
out in detail: the multiplication and Laplace and Schro¨dinger’s differential operators.
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Introduc¸a˜o
O objetivo desta dissertac¸a˜o e´ o estudo de algumas propriedades gerais de operado-
res lineares em um espac¸o de Hilbert e, em especial, das extenso˜es autoadjuntas de
um operador linear para um domı´nio maior no mesmo espac¸o e quando esta e´ u´nica.
Va´rios exemplos de operadores lineares sa˜o considerados: os operadores multiplicac¸a˜o
e derivada, operador de Laplace e operador de Schro¨dinger.
No cap´ıtulo 1, introduzimos os conceitos de operador limitado, operador ilimitado e
de continuidade de um operador. Examinamos, em seguida, o problema de existeˆncia
de extensa˜o de um operador limitado e, definimos os conceitos de operador adjunto,
fechado, fecha´vel, sime´trico, o fecho de um operador, e o operador autoadjunto, im-
portantes no estudo de operadores ilimitados. Va´rios propriedades decorrentes destes
conceitos sa˜o examinados.
No cap´ıtulo 2, os operadores multiplicac¸a˜o e derivada sa˜o considerados em detalhes.
Atrave´s destes exemplos, ilustramos os conceitos definidos no cap´ıtulo anterior com
casos concretos. Em especial, verifica–se que um operador ilimitado pode ter uma
infinidade de extenso˜es adjuntas, ou ainda, nenhuma.
No cap´ıtulo 3, discutimos brevemente a soluc¸a˜o do problema de existeˆncia de extenso˜es
autoadjuntas de um operador linear devida a von Neumann, com base na teoria dos
ı´ndices de deficieˆncia desenvolvida por ele. Em seguida consideramos, em detalhes,
o caso de operadores que admitem uma u´nica extensa˜o autoajunta, chamados de
operadores essencialmente autoadjuntos. Va´rias propriedades destes operadores sa˜o
apresentados, juntamente com va´rios crite´rios que podem ser empregados para se de-
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terminar quando um operador e´ essencialmente autoadjunto. Alguns desses crite´rios
sa˜o aplicados no cap´ıtulo 4.
No u´ltimo cap´ıtulo da dissertac¸a˜o, o cap´ıtulo 4, consideramos os operadores de Laplace
e de Schro¨dinger, que esta˜o associados a` equac¸a˜o de Schro¨dinger, uma das equac¸o˜es
mais importantes da f´ısica-matema´tica, que descreve sistema de part´ıculas da f´ısica
atoˆmica. Consideramos o problema de Cauchy para esta equac¸a˜o e, em especial,
discutimos o papel de destaque em que os operadores autoadjuntos desempenham
para garantir a unicidade de soluc¸a˜o do problema de Cauchy. Alguns crite´rios do
cap´ıtulo anterior sa˜o aplicados para se provar, sob certas condic¸o˜es, que o operador
de Schro¨dinger e´ essencialmente autoadjunto. Grande parte das pesquisas sobre ope-
radores de Schro¨dinger no se´culo passado consistem em se determinar estas condic¸o˜es.
Em particular, a condic¸a˜o de Stummel e´ aplicada.
No apeˆndice, alguns resultados ba´sicos empregados ao longo da dissertac¸a˜o sa˜o apre-
sentados sem prova.
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Cap´ıtulo 1
Operadores Lineares
Neste cap´ıtulo, sa˜o apresentadas as definic¸o˜es e propriedades ba´sicas de operadores
lineares em um espac¸o de Hilbert separa´vel (definic¸a˜o A.1.3). De modo geral, indica-
remos este espac¸o com a letra H.
1.1 Definic¸a˜o de operador linear e de extensa˜o de
um operador
Definic¸a˜o 1.1.1. Seja H um espac¸o de Hilbert. Um operador
A : D(A) ⊆ H → H (1.1)
e´ uma aplicac¸a˜o que para cada elemento u ∈ D(A) associa um u´nico elemento f ∈ H,
e nesse caso, indica–se f=Au. O conjunto D(A) e´ chamado domı´nio do operador A,
e o conjunto
R(A) = {f ∈ H|f = Au, u ∈ D(A)} (1.2)
e´ chamado de conjunto imagem do operador A. Diz–se que A e´ um operador densa-
mente definido quando seu domı´nio e´ denso em H.
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Definic¸a˜o 1.1.2. Considere o operador A: D(A)⊆ H→ H, onde D(A) e´ um subespac¸o
vetorial de H. O operador A e´ chamado de operador linear quando para quaisquer
elementos u,v ∈ D(A) e para todo α, β ∈ C, tem–se
A(αu+ βv) = αAu+ βAv. (1.3)
Denotaremos por L(H) o conjunto de todos os operadores lineares definidos em
D ⊆ H → H, que depende do operador.
Definic¸a˜o 1.1.3. Seja A um operador linear em H com domı´nio D(A) e imagem
R(A). Chama–se operador inverso de A, e indica–se por A−1, a aplicac¸a˜o que associa
a cada elemento f ∈ R(A) um u´nico u ∈ D(A) tal que Au = f.
O operador inverso de um operador linear A, quando existe, e´ tambe´m linear.
A condic¸a˜o de que D(A) seja subespac¸o vetorial de H e´ necessa´ria para que
αu+ βv ∈ D(A),
e assim a definic¸a˜o de operador linear fac¸a sentido. Notamos que R(A) tambe´m e´
subespac¸o vetorial de H. De fato, sejam y, w ∈ R(A). Enta˜o, y = Au e w = Av, para
algum u, v ∈ D(A). Para todo α, β ∈ C obtemos,
αy + βw = αAu+ βAv = A(αu+ βv), (1.4)
pela linearidade de A. Como αu+ βv ∈ D(A), segue que αy + βw ∈ R(A).
Definic¸a˜o 1.1.4. O nu´mero λ ∈ C chama–se autovalor do operador A quando existir
u 6= 0 em D(A) tal que Au = λu.
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Teorema 1.1.1. Seja A ∈ L(H). O operador inverso de A existe se, e somente se,
λ = 0 na˜o e´ autovalor de A.
Prova: Suponha que existe o operador inverso A−1 com domı´nio D(A−1) = R(A).
Seja u ∈ D(A) tal que Au = 0. Assim,
A−1(Au) = 0.
Mas, A−1(Au) = u, isto e´, u = 0. Enta˜o, por definic¸a˜o de autovalor, λ = 0 na˜o pode
ser autovalor.
Agora suponha que λ = 0 na˜o e´ autovalor de A. Queremos mostrar que existe o
operador inverso A−1, isto e´, que para todo f ∈ D(A−1) = R(A) corresponda a
exatamente um elemento u ∈ D(A) tal que Au = f. Para ver isso, suponha que f
corresponda a dois elementos u1, u2 ∈ D(A). Enta˜o, Au1 = f e Au2 = f , ou seja,
A(u1 − u2) = 0. (1.5)
Mas λ = 0 na˜o e´ autovalor de A, ou seja, na˜o pode ser u1−u2 6= 0. Enta˜o u1−u2 = 0,
isto e´,
u1 = u2. (1.6)
Logo, existe o operador inverso A−1. ¤
Definic¸a˜o 1.1.5. Dois operadores A e B com domı´nios D(A) e D(B), respectiva-
mente, sa˜o ditos iguais quando:
(1) D(A) = D(B)=D,
(2) Au = Bu, ∀ u ∈ D.
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Definic¸a˜o 1.1.6. Diz-se que o operador B : D(B) ⊆ H → H e´ uma extensa˜o do
operador A : D(A) ⊆ H → H quando:
(1) D(A) ⊆ D(B); e
(2) Au = Bu, ∀ u ∈ D(A).
Nesse caso, indica–se A ⊆ B. Em especial, quando A ⊂ B, diz–se que B e´ uma
extensa˜o pro´pria de A.
Uma questa˜o importante e´ a de saber se um operador possui extensa˜o para um domı´nio
maior no mesmo espac¸o de Hilbert. Veremos mais adiante que um operador limitado,
com domı´nio denso, possui uma u´nica extensa˜o. Esse na˜o e´ o caso, em geral, se o
operador na˜o for limitado.
1.2 Operadores Limitados e Ilimitados
Definic¸a˜o 1.2.1. Um operador A : D(A) ⊆ H → H e´ chamado de limitado quando
existe K ∈ R, K > 0, tal que, para todo f ∈ D(A), tem–se que
||Af || 6 K||f ||. (1.7)
A norma do operador A e´ o nu´mero que se indica por ||A||, e definido por
||A|| = sup
f∈D(A)
f 6=0
{ ||Af ||
||f ||
}
. (1.8)
Um operador A e´ chamado de ilimitado quando na˜o e´ limitado.
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Definic¸a˜o 1.2.2. Diz-se que um operador A ∈ L(H) e´ cont´ınuo em f0 ∈ D(A) quando
para qualquer sequeˆncia (fn) ⊂ D(A), tal que ||fn − fo||H → 0, enta˜o
||Afn − Af0||H → 0, quando n→∞ (1.9)
Quando A e´ cont´ınuo em todo f ∈ D(A), dizemos que A e´ cont´ınuo em D(A).
Teorema 1.2.1. Um operador linear A e´ cont´ınuo em seu domı´nio D(A) se, e so-
mente se, A e´ cont´ınuo em algum f0 ∈ D(A).
Prova: Suponha que A e´ cont´ınuo em D(A). Enta˜o, A e´ cont´ınuo em todo f ∈ D(A).
Suponha, agora, que A e´ cont´ınuo em algum f0 ∈ D(A). Seja f ∈ D(A), qualquer, e
(fn) ⊂ D(A) tal que fn → f . Enta˜o, (fn − f + f0)→ f0, de modo que
||Afn − Af || = ||A(fn − f)|| = ||A(fn − f + f0)− Af0|| → 0. (1.10)
Como f e´ arbitra´rio, obtemos a continuidade em todo D(A). ¤
Teorema 1.2.2. Seja A ∈ L(H). Enta˜o A e´ cont´ınuo se, e somente se, A e´ limitado.
Prova: Suponha que o operador A e´ limitado e ‖A‖ = K1, e seja (fn) ⊂ D(A), tal
que fn → 0. Enta˜o
||Afn|| ≤ K1||fn|| (1.11)
para todo n ∈ N. Portanto, quando n→∞, ||fn − 0|| → 0, e
lim
n→∞
||Afn − A.0|| ≤ K1 lim
n→∞
||fn − 0|| = 0. (1.12)
Logo, A e´ cont´ınuo em f = 0 e, pelo teorema 1.2.1, o operador A e´ cont´ınuo em todo
D(A).
Suponha, agora, que A e´ cont´ınuo em D(A). Enta˜o, A e´ cont´ınuo em qualquer
f0 ∈ D(A), isto e´, dado ε > 0 qualquer, existe um δ > 0 tal que para todo f
satisfazendo ||f − f0|| ≤ δ implica
||Af − Af0|| ≤ ε. (1.13)
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Seja g ∈ D(A), qualquer, com g 6= 0 e
f = f0 +
δ
||g||g.
Assim, ||f − f0|| = δ. Como A e´ linear,
||Af − Af0|| = ||A(f − f0)|| =
∣∣∣∣∣∣∣∣A δg||g||
∣∣∣∣∣∣∣∣ = δ||g|| ||Ag|| ≤ ε. (1.14)
Logo, ||Ag|| ≤ K2||g|| para todo g ∈ D(A) com K1 = ε
δ
. Isto e´, o operador A e´
limitado em todo D(A). ¤
Para mostrar que um operador A na˜o e´ limitado e´ suficiente encontrar uma sequeˆncia
limitada (fn) ⊂ D(A), isto e´, ||fn|| ≤ M , para algum M > 0 e todo n ∈ N, tal
que ||Afn|| → ∞ quando n → ∞. Como para um operador linear ser limitado e´
equivalente a ser cont´ınuo, na˜o ser limitado e´ equivalente a na˜o ser cont´ınuo em todos
os pontos do seu domı´nio.
Teorema 1.2.3. Seja A ∈ L(H) cont´ınuo em D(A). Enta˜o, A tem uma u´nica ex-
tensa˜o para um operador linear cont´ınuo definido no fecho D(A). Em particular, se
D(A) e´ denso em H, ou seja, D(A) = H, enta˜o A tem uma u´nica extensa˜o para um
operador linear cont´ınuo em todo H.
Prova: Vamos primeiro estender A de D(A) para o fecho D(A). Para todo f ∈ D(A)
existe uma sequeˆncia de Cauchy (fn) ⊂ D(A) tal que fn → f . Como A e´ cont´ınuo
em D(A), enta˜o A e´ limitado em D(A), pelo teorema anterior, e
||Afn − Afm|| = ||A(fn − fm)|| ≤ ||A||.||fn − fm|| → 0 (1.15)
quando n,m→∞, pois (fn) e´ de Cauchy. Portanto, a sequeˆncia (Afn) e´ de Cauchy
e converge para algum elemento em H.
Para cada f ∈ D(A), escolha (fn) ⊂ D(A) tal que fn → f e defina a extensa˜o A˜ de
A, definida em D(A), da seguinte forma:
A˜f := lim
n→∞
Afn. (1.16)
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O operador A˜ esta´ bem definido pela (1.16). De fato, seja (gn) outra sequeˆncia de
Cauchy em D(A) que converge para f ∈ D(A) tal que (Agn) converge para algum
elemento em H. Vamos provar que
lim
n→∞
Afn = lim
n→∞
Agn (1.17)
De fato, como
‖Afn − Agn‖ ≤ ‖A‖.‖fn − gn‖
= ‖A‖.‖fn − f + f − gn‖
≤ ‖A‖.(‖fn − f‖+ ‖gn − f‖)
(1.18)
enta˜o, no limite n → ∞, o lado direito converge para zero, seguindo–se que (Afn) e
(Agn) tem o mesmo limite.
O operador A˜ e´ de fato extensa˜o de A pois D(A) ⊂ D(A) e se f ∈ D(A), enta˜o
A˜f = lim
n→∞
Afn = Af. (1.19)
A segunda igualdade segue da continuidade de A. No que segue sera´ provado que A˜
e´ linear e limitado, o que implicara´, pelo teorema anterior, na continuidade de A˜ em
D(A).
Para provar a linearidade de A˜ em D(A), sejam (fn) e (gn) sequeˆncias em D(A)
convergindo em D(A) para f e g, respectivamente. Pela linearidade de A, obte´m–se
A˜(f + g) = lim
n→∞
A(fn + gn)
= lim
n→∞
(Afn + Agn)
= lim
n→∞
Afn + lim
n→∞
Agn
= A˜f + A˜g.
(1.20)
Em seguida, prova-se que A˜ e´ limitado em D(A). Temos que
||A˜f || = || lim
n→∞
Afn|| = lim
n→∞
||Afn||, (1.21)
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pela continuidade da norma. Como A e´ cont´ınuo em D(A) e, portanto, limitado,
||Afn|| ≤ ||A||.||fn||. (1.22)
Logo,
lim
n→∞
||Afn|| ≤ ||A||. lim
n→∞
||fn|| = ||A||.|| lim
n→∞
fn|| = ||A||.||f ||. (1.23)
Assim,
||A˜f || ≤ ||A||.||f ||. (1.24)
Portanto, A˜ e´ limitado. Ora, como A˜ e´ linear e limitado, A˜ e´ cont´ınuo em D(A).
Resta provar que A˜ e´ a u´nica extensa˜o de A para D(A). Suponha que existe B, outra
extensa˜o cont´ınua de A para D(A). Da´ı, para todo f ∈ D(A), tome (fn) ⊂ D(A) tal
que fn → f . Como A˜ e´ cont´ınuo em D(A), enta˜o
A˜f = lim
n→∞
A˜fn = lim
n→∞
Afn. (1.25)
Como B e´ tambe´m extensa˜o cont´ınua de A em D(A), enta˜o
Bf = lim
n→∞
Bfn = lim
n→∞
Afn = A˜f, (1.26)
para todo f ∈ D(A). Enta˜o, B = A˜ em D(A) e podemos concluir que a extensa˜o de
A para D(A) e´ u´nica.
Suponha que D(A) e´ denso em H, isto e´, D(A) = H. Como H e´ espac¸o de Hilbert e
D(A) e´ fechado, enta˜o H = D(A)
⊕
D(A)
⊥
.
Seja C : H → H o operador definido por
Cf =
 A˜f, se f ∈ D(A)0, se f ∈ D(A)⊥ (1.27)
C e´ extensa˜o de A para H e Cf = A˜f = Af , para todo f ∈ D(A), pois D(A) ⊆ D(A).
¤
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1.3 Operadores Adjuntos
Teorema 1.3.1. Sejam A ∈ L(H) um operador densamente definido em H e 〈., .〉 o
produto interno em H. Seja v ∈ H, tal que existe um elemento h ∈ H, com h=h(v),
tal que
〈Au, v〉 = 〈u, h〉 , (1.28)
para todo u ∈ D(A). Enta˜o h e´ u´nico.
Prova: O conjunto dos pares (v, h) satisfazendo (1.28) e´ na˜o vazio, pois o par (0, 0)
esta´ no conjunto. Suponha, agora, que h na˜o e´ u´nico, isto e´, existe w 6= h tal que
〈Au, v〉 = 〈u, h〉 = 〈u,w〉 ,∀u ∈ D(A). (1.29)
Assim,
〈u, h− w〉 = 0, ∀u ∈ D(A). (1.30)
Mas, D(A) e´ denso em H, logo o u´nico elemento de H ortogonal a D(A) e´ o elemento
nulo, pelo teorema A.2 do Apeˆndice, de modo que h− w = 0, isto e´, h = w. ¤
Com base neste u´ltimo resultado, pode-se definir o operador adjunto A∗ de A:
Definic¸a˜o 1.3.1. Seja A ∈ L(H) densamente definido. O operador
A∗ : D(A∗) ⊆ H → H, (1.31)
onde
D(A∗) = {v ∈ H| tal que ∃ h(v) ∈ H com 〈Au, v〉 = 〈u, h〉 ,∀u ∈ D(A)} (1.32)
e h = A∗v, e´ chamado de operador adjunto de A.
A aplicac¸a˜o A∗ esta´ bem definida como operador, pois o conjunto dos pares v e h tais
que 〈Au, v〉 = 〈u, h〉, para todo u ∈ D(A), e´ na˜o vazio (ver a prova do teorema 1.3.1)
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e, dado v ∈ H, h e´ unicamente determinado por v pois D(A) e´ denso em H, por
isso se indica h := A∗v e tem-se que o operador A∗ e´ a aplicac¸a˜o que associa a cada
v ∈ D(A∗) o u´nico elemento h = A∗v ∈ H. Portanto, se um operador e´ densamente
definido, existe o seu operador adjunto.
Teorema 1.3.2. Seja A ∈ L(H), D(A) denso em H. O operador adjunto de A e´ um
operador linear em D(A∗).
Prova: Como D(A) e´ denso, existe o operador A∗ : D(A∗) ⊆ H → H. Sejam
v1, v2 ∈ D(A∗). Existe um u´nico A∗(αv1 + βv2) ∈ H tal que
〈Au, αv1 + βv2〉 = 〈u,A∗(αv1 + βv2)〉 , (1.33)
para todo u ∈ D(A). Mas,
〈Au, αv1 + βv2〉 = α 〈Au, v1〉+ β 〈Au, v2〉 , (1.34)
para todo u ∈ D(A). Como v1, v2 ∈ D(A∗),
〈Au, v1〉 = 〈u,A∗v1〉 ,
〈Au, v2〉 = 〈u,A∗v2〉
(1.35)
Assim,
〈Au, αv1 + βv2〉 = α 〈u,A∗v1〉+ β 〈u,A∗v2〉
= 〈u, αA∗v1〉+ 〈u, βA∗v2〉
= 〈u, αA∗v1 + βA∗v2〉 ,
(1.36)
para todo u ∈ D(A). De (1.33) segue que para todo u ∈ D(A),
〈u,A∗(αv1 + βv2)〉 = 〈Au, αv1 + βv2〉 = 〈u, αA∗v1 + βA∗v2〉 , (1.37)
ou ainda,
〈u,A∗(αv1 + βv2)− αA∗v1 − βA∗v2〉 = 0. (1.38)
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Como D(A) e´ denso, enta˜o, pelo teorema A.1.2, o u´nico elemento de H ortogonal a
todo u ∈ D(A) e´ o vetor nulo. Portanto,
A∗(αv1 + βv2)− αA∗v1 − βA∗v2 = 0. (1.39)
Isto e´,
A∗(αv1 + βv2) = αA∗v1 + βA∗v2. (1.40)
Portanto, A∗ e´ linear em D(A∗). ¤
Teorema 1.3.3. Sejam A e B dois operadores lineares densamente definidos em H.
(a) Se A ⊆ B, enta˜o B∗ ⊆ A∗.
(b) Se D(B∗) e´ denso em H, enta˜o B ⊆ B∗∗.
Prova de (a): Se A ⊆ B, enta˜o
Ax = Bx, ∀x ∈ D(A). (1.41)
Sendo D(B) denso em H, existe seu adjunto B∗ de modo que
〈Ax, y〉 = 〈Bx, y〉 = 〈x,B∗y〉 ,∀x ∈ D(A),∀y ∈ D(B∗). (1.42)
Mas, como D(A) e´ denso em H, existe o adjunto A∗ e, portanto, de (1.42), deve–se
ter que
A∗y = B∗y (1.43)
Isto e´, y ∈ D(A∗) e A∗y = B∗y, para todo y ∈ D(B∗). Portanto, D(B∗) ⊆ D(A∗), ou
seja, B∗ ⊆ A∗.
Prova de (b): Como B e´ densamente definido, existe B∗ tal que
〈Bx, y〉 = 〈x,B∗y〉 ,∀x ∈ D(B),∀y ∈ D(B∗). (1.44)
Tomando o complexo conjugado, temos pela propriedade do produto interno:
〈Bx, y〉 = 〈x,B∗y〉, (1.45)
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ou ainda,
〈y,Bx〉 = 〈B∗y, x〉 ,∀x ∈ D(B),∀y ∈ D(B∗). (1.46)
Suponha que B∗ e´ densamente definido em H. Existe B∗∗ := (B∗)∗) tal que
〈B∗y, x〉 = 〈y,B∗∗x〉 ,∀y ∈ D(B∗), ∀x ∈ D(B∗∗). (1.47)
Comparando (1.46) e (1.47) segue que, para todo x ∈ D(B), devemos ter que x ∈
D(B∗∗) e B∗∗x = Bx, ou seja D(B) ⊆ D(B∗∗). ¤
1.4 Operadores Sime´tricos
Definic¸a˜o 1.4.1. Um operador A ∈ L(H), D(A) denso em H, e´ chamado de operador
sime´trico quando
〈Ax, y〉 = 〈x,Ay〉 ,∀x, y ∈ D(A). (1.48)
Teorema 1.4.1. Um operador A ∈ L(H), densamente definido em H, e´ sime´trico se,
e somente se, A ⊆ A∗; ou seja, A∗ e´ uma extensa˜o de A.
Prova: Suponha que A e´ sime´trico. Enta˜o,
〈Ax, y〉 = 〈x,Ay〉 ,∀x, y ∈ D(A). (1.49)
Como D(A) e´ denso, existe A∗ e (1.49) diz que
A∗y = Ay, ∀ y ∈ D(A). (1.50)
Isto e´, D(A) ⊆ D(A∗).
Agora, suponha que A ⊆ A∗. Como
〈Ax, y〉 = 〈x,A∗y〉 ,∀x ∈ D(A),∀y ∈ D(A∗), (1.51)
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segue que para todo y ∈ D(A) ⊆ D(A∗),
〈Ax, y〉 = 〈x,A∗y〉 = 〈x,Ay〉 ,∀x ∈ D(A). (1.52)
Portanto, A e´ sime´trico. ¤
O teorema a seguir permite concluir que um operador linear, sime´trico e ilimitado,
na˜o pode estar definido em todo H, isto e´, o domı´nio do operador A e´ um subconjunto
pro´prio de H.
Teorema 1.4.2 (Hellinger-Toeplitz). Se A ∈ L(H) e´ um operador sime´trico com
domı´nio D(A)=H, enta˜o A e´ limitado em H e A = A∗.
Prova: Seja (yn) ⊂ H tal que ||yn|| = 1 e ‖Ayn‖ 6= 0. Definimos o funcional
fn : H → C por
fn(x) = 〈x,Ayn〉 , n ∈ N, x ∈ H. (1.53)
para cada n, fn esta´ definido em todo H. Da linearidade do produto interno e do
operador A, segue que fn e´ linear. Para cada n ∈ N, fn e´ limitado, pois usando a
desigualdade de Schwarz,
|fn(x)| = | 〈x,Ayn〉 | ≤ ||Ayn||.||x|| <∞, (1.54)
pois x e Ayn esta˜o emH. Ale´m disso, para cada x ∈ H, a sequeˆncia (fn(x)) e´ limitada.
De fato, usando a simetria de A e a desigualdade de Schwarz, mais o fato de que
||yn|| = 1, no´s temos
|fn(x)| = | 〈Ax, yn〉 | ≤ ||Ax||.||yn|| = ||Ax||.1 = ||Ax|| <∞. (1.55)
Agora, usando o Teorema da Limitac¸a˜o Uniforme, teorema A.1.3, a sequeˆncia fn e´
limitada, isto e´, existe um K > 0 tal que ||fn|| < K, para todo n ∈ N. Isto diz que
para todo x ∈ H,
|fn(x)| ≤ ||fn||.||x|| ≤ K||x||, ∀ n ∈ N. (1.56)
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Tomando x = Ayn, segue que
‖x‖2 = ‖Ayn‖2 = 〈Ayn, Ayn〉 = fn(Ayn) ≤ ‖fn‖.‖Ayn‖ ≤ K‖Ayn‖. (1.57)
Isto e´,
‖Ayn‖2 ≤ K‖Ayn‖ (1.58)
Portanto,‖Ayn‖ ≤ K = K‖yn‖, isto e´, ‖A‖ ≤ K, e a prova de que A e´ limitado esta´
completa. Vamos provar que A = A∗ (um operador que satisfaz esta propriedade e´
chamado de autoadjunto. Operadores autoadjuntos sera˜o estudados mais adiantes na
sec¸a˜o 1.6). Como A ⊆ A∗, enta˜o H = D(A) ⊆ D(A∗) ⊆ H. Logo, D(A∗) = H. ¤
Teorema 1.4.3. Seja A um operador sime´trico. Se B e´ sime´trico e A ⊆ B, enta˜o
B ⊆ A∗.
Prova: Como A ⊆ B, enta˜o pelo teorema 1.3.3,
B∗ ⊆ A∗. (1.59)
Sendo B sime´trico, pelo teorema 1.4.1, obte´m–se que
B ⊆ B∗. (1.60)
Logo, B ⊆ A∗. ¤
Teorema 1.4.4. Um operador A ∈ L(H) e´ sime´trico se, e somente se, D(A) e´ denso
em H e 〈Ax, x〉 ∈ R, para todo x ∈ D(A).
Prova: Suponha que A e´ sime´trico. Enta˜o, pela definic¸a˜o 1.4.1, D(A) e´ denso em H.
Ademais,
〈Ax, x〉 = 〈x,Ax〉 = 〈Ax, x〉,∀x ∈ D(A). (1.61)
Portanto,
〈Ax, x〉 = 〈Ax, x〉,∀x ∈ D, (1.62)
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e conclui–se que Im 〈Ax, x〉 = 0, ou seja 〈Ax, x〉 ∈ R.
Suponha, agora, que D(A) e´ denso em H e 〈Ax, x〉 ∈ R, para todo x ∈ D(A). Pode–se
verificar, para todo par v, w ∈ D(A), que
〈Av,w〉 = 〈A(v + w), v + w〉
− 〈A(v − w), v − w〉
+i 〈A(v + iw), v + iw〉
−i 〈A(v − iw), v − iw〉 ,
(1.63)
e
〈v,Aw〉 = 〈v + w,A(v + w)〉
− 〈v − w,A(v − w)〉
+i 〈v + iw,A(v + iw)〉
−i 〈v − iw,A(v − iw)〉 ,
(1.64)
Da hipo´tese 〈Ax, x〉 ∈ R, para todo x ∈ D, segue que
〈Ax, x〉 = 〈Ax, x〉 = 〈x,Ax〉 ,∀x ∈ D. (1.65)
Aplicando este u´ltimo resultado em cada parcela de (1.63) implica que (1.63)=(1.64),
e portanto,
〈Av,w〉 = 〈v,Aw〉 , ∀v, w ∈ D. (1.66)
Logo, A e´ sime´trico. ¤
Consequeˆncia do resultado anterior e´ que:
Corola´rio 1.4.1. Os autovalores de um operador sime´trico, quando existem, sa˜o
reais.
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Prova: Seja A um operador sime´trico e suponha que λ e´ um autovalor de A com
autofunc¸a˜o u. Enta˜o,
〈Au, u〉 = 〈λu, u〉 = λ 〈u, u〉 = λ||u||2, (1.67)
Como 〈Au, u〉 ∈ R, enta˜o λ ∈ R. ¤
Definic¸a˜o 1.4.2. Seja A ∈ L(H) um operador densamente definido em H. Suponha
que 〈Ax, x〉 ∈ R, para todo x ∈ D(A). Diz–se que o operador A e´ limitado inferior-
mente quando existe a ∈ R tal que
〈Au, u〉 ≥ a 〈u, u〉 (1.68)
para todo u ∈ D(A).
Observe que todo operador linear densamente definido e limitado inferiormente e´ um
operador sime´trico em seu domı´nio, pelo teorema 1.4.4 e definic¸a˜o 1.68.
Definic¸a˜o 1.4.3. Um operador sime´trico A ∈ L(H) limitado inferiormente e´ dito
positivo quando a > 0 e estritamente positivo quando a > 0.
Teorema 1.4.5. Seja A ∈ L(H) um operador sime´trico e limitado inferiormente,
satisfazendo (1.68). Se λ e´ autovalor de A, enta˜o λ > a.
Prova: Sejam ϕ e λ tais que Aϕ = λϕ, enta˜o
λ 〈ϕ, ϕ〉 = 〈λϕ, ϕ〉 = 〈Aϕ,ϕ〉 ≥ a 〈ϕ, ϕ〉 . (1.69)
Como 〈ϕ, ϕ〉 = ||ϕ||2 6= 0, segue o resultado. ¤
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1.5 Operadores Fechados e Fecha´veis
Definic¸a˜o 1.5.1. Um operador A ∈ L(H) e´ chamado fechado quando dada qualquer
sequeˆncia (xn) ⊂ D(A), com xn → x ∈ H, e (Axn) → y ∈ H, tem–se que x ∈ D(A)
e y=Ax.
Um operador que e´ cont´ınuo e´ tambe´m fechado, mas a rec´ıproca na˜o vale sempre.
De fato, se A e´ cont´ınuo, enta˜o a convergeˆncia de (xn) ⊂ D(A) para x implica a
convergeˆncia de (Axn) para Ax, por definic¸a˜o, e y = Ax. Em geral, se A e´ um operador
fechado, a convergeˆncia da sequeˆncia (xn) na˜o precisa implicar a convergeˆncia de
(Axn), como esta´ claro na definic¸a˜o 1.5.1. Considere, por exemplo um operador A
que e´ ilimitado em D(A). Sabemos, pelos teoremas 1.2.1 e 1.2.2, que A e´ descont´ınuo
em todo o seu domı´nio. Portanto, se (xn) ⊂ D(A) e´ uma sequeˆncia convergente para
x ∈ H, certamente isso na˜o pode implicar que (Axn) converge para Ax. Se A for
fechado, no entanto, enta˜o (Axn) convergira´ para Ax ∈ H sem que isso seja devido ao
fato de que xn → x. No cap´ıtulo 2, dicute–se o caso concreto do operador derivada
A1, que e´ limitado, logo descont´ınuo, em seu domı´nio, mas e´ fechado.
Teorema 1.5.1. Seja A ∈ L(H), D(A) denso em H. Seu adjunto A∗ e´ um operador
fechado.
Prova: Sejam (xn) ⊂ D(A∗) e (A∗xn) sequeˆncias convergentes em D(A∗) e H, res-
pectivamente, isto e´
xn → x ∈ D(A∗) e A∗xn → y ∈ H. (1.70)
Para todo z ∈ D(A), tem-se que
〈Az, xn〉 = 〈z, A∗xn〉 . (1.71)
Tomando n→∞, tem–se, tambe´m, pela continuidade do produto interno,
〈Az, x〉 = 〈z, y〉 . (1.72)
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Como x ∈ D(A∗),
〈Az, x〉 = 〈z, A∗x〉 (1.73)
e, portanto,
〈z, A∗x〉 = 〈z, y〉 . (1.74)
ou
〈z, A∗x− y〉 = 0, ∀z ∈ D(A). (1.75)
Como D(A) e´ denso, A∗x− y = 0 e y = A∗x. Portanto A∗ e´ fechado. ¤
Definic¸a˜o 1.5.2. Um operador A ∈ L(H) e´ chamado de fecha´vel quando dada uma
sequeˆncia (xn) ⊂ D(A) com xn → 0 em D(A), e a sequeˆncia (Axn) tambe´m converge
em H, tem–se que (Axn)→ 0.
Definic¸a˜o 1.5.3. Seja A ∈ L(H) um operador fecha´vel. O operador fecho de A e´ a
aplicac¸a˜o A com domı´nio
D(A) = {x ∈ H | ∃(xn) ⊂ D(A), xn → x, e Axn → y ∈ H} (1.76)
e definida como
Ax = lim
n→∞
Axn, (1.77)
onde x e (xn) sa˜o como em D(A).
A raza˜o para ter–se A fecha´vel na definic¸a˜o 1.5.3 e´ para garantir que A esteja bem
definido. De fato, a definic¸a˜o (1.77) na˜o depende da escolha da sequeˆncia (xn) que
converge para x. De fato, sejam (xn) e (zn) duas sequeˆncias em D(A) que convergem
para x ∈ H. Suponha que Axn → y ∈ H e Azn → w ∈ H. Enta˜o, xn − zn → 0 e
A(xn − zn) = Axn − Azn → y − w, (1.78)
pois A e´ linear. Como A e´ fecha´vel, segue que y − w = 0, isto e´, y = w.
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Teorema 1.5.2. Seja A ∈ L(H) um operador fecha´vel. O operador A e´ uma extensa˜o
linear fechada de A.
Prova: Dado x ∈ D(A), tome (xn) ⊂ D(A), com xn = x, para todo n ∈ N. Enta˜o
xn → x e Axn → Ax ∈ H, e
Ax = lim
n→∞
Axn = Ax. (1.79)
Conclui–se que D(A) ⊆ D(A) e Ax = Ax, se x ∈ D(A). Logo, A e´ extensa˜o de A.
Para provar que A e´ um operador linear, sejam (xn) ⊂ D(A) e (yn) ⊂ D(A) duas
sequeˆncias convergentes para x, y em D(A) respectivamente, com
(Axn)→ Ax (1.80)
e
(Ayn)→ Ay. (1.81)
Sendo A um operador linear, temos que
A(x+ y) = lim
n→∞
A(xn + yn)
= lim
n→∞
(Axn + Ayn)
= lim
n→∞
Axn + lim
n→∞
Ayn
= Ax+ Ay.
(1.82)
Portanto, o operador A e´ um operador linear.
Agora, provaremos que o operador A e´ um operador fechado. Seja (xn) uma sequeˆncia
em D(A) tal que xn → x ∈ H, Axn → y ∈ H. Da´ı, dado ε1 > 0 qualquer, existe um
n0 ∈ N tal que para n ≥ n0 implica que
||xn − x|| < ε1. (1.83)
Como xn esta´ em D(A), enta˜o para cada n, existe uma sequeˆncia convergente (wk)
em D(A) tal que, para k →∞,
wk(n)→ xn e Awk(n)→ Axn. (1.84)
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Mais precisamente, dado ε2 > 0 qualquer, para cada n, existe um k0(n) ∈ N tal que
se k ≥ k0 implica que
||wk(n)− xn|| < ε2. (1.85)
Seja (zn) ⊂ D(A) onde zn = wk(n) e n ≥ n0, k ≥ k0(n). Enta˜o,
||zn − x|| = ||zn − xn + xn − x||
≤ ||zn − xn||+ ||xn − x||
< ε1 + ε2.
(1.86)
Como ε1 e ε2 sa˜o quaisquer, tome ε1 = ε2 =
ε
2
. Nesse caso,
||zn − x|| < ε. (1.87)
Logo, zn → x.
Similarmente, prova–se que
||Azn − y|| ≤ ||Azn − Axn||+ ||Axn − y|| → 0. (1.88)
Conclui–se que existe uma sequeˆncia (zn) ⊂ D(A) ⊆ D(A) tal que zn → x e Azn → y.
A definic¸a˜o de A implica que x ∈ D(A) e y = Ax. Como (zn) ⊂ D(A), zn → x e
Azn → y implica que x ∈ D(A) e y = Ax. Logo A e´ fechado. ¤
Teorema 1.5.3. Um operador A ∈ L(H) e´ fecha´vel se, e somente se, existe uma
extensa˜o lienar fechada de A.
Prova: Suponha A e´ fecha´vel. Existe o operador fecho A que e´ uma extensa˜o linear
fechada de A, pelo teorema anterior.
Suponha, agora, que A tem uma extensa˜o fechada A˜. Seja (xn) ⊂ D(A) tal que
xn → 0 em H e Axn → y ∈ H. Como A˜ e´ extensa˜o de A, xn ∈ D(A˜) e A˜xn → y.
Sendo A˜ fechado, A˜0 = y e y = 0; logo, o operador A e´ fecha´vel. ¤
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Teorema 1.5.4. Seja A ∈ L(H). Enta˜o, A = A se, e somente se, A e´ fechado.
Prova: Suponha A = A. Seja (xn) ⊂ D(A), com xn → x ∈ H e Axn → y ∈ H. Como
D(A) = D(A), enta˜o, pela definic¸a˜o de D(A) segue que x ∈ D(A) = D(A) e
y = Ax = Ax. (1.89)
Portanto, A e´ fechado.
Suponha, agora, que A e´ fechado e (xn) ⊂ D(A) com
xn → x e Axn → y. (1.90)
Assim, x ∈ D(A) e y = Ax. Claro que x ∈ D(A), pois D(A) ⊆ D(A). Como A
e´ fechado, o limite de qualquer sequeˆncia convergente esta´ em D(A). Portanto, esse
limite esta´ tambe´m em D(A). Assim, D(A) = D(A). Logo, A = A. ¤
Teorema 1.5.5. Seja A ∈ L(H) um operador fecha´vel. Enta˜o, toda extensa˜o fechada
de A conte´m A, ou seja, A e´ a extensa˜o fechada mı´nima de A.
Prova: Seja B outra extensa˜o fechada de A. Para todo x ∈ D(A), existe uma
sequeˆncia (xn) ⊂ D(A), onde xn → x e
Axn → Ax. (1.91)
Mas (xn) ⊂ D(B) pois B e´ extensa˜o de A e, como B e´ fechado, temos que
x ∈ D(B). (1.92)
Assim, D(A) ⊆ D(B). Como B e´ qualquer extensa˜o fechada de A, segue que A e´ a
menor extensa˜o fechada de A. ¤
Teorema 1.5.6. Seja A ∈ L(H) um operador sime´trico, enta˜o
(a) A e´ fecha´vel
(b) A e´ sime´trico
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Prova de (a): Seja A ∈ L(H) um operador sime´trico. Pelos teoremas 1.4.1 e 1.5.1
A∗ e´ fechado, e portanto, A∗ e´ uma extensa˜o fechada de A. Logo, o operador A e´
fecha´vel pelo teorema 1.5.3.
Prova de (b): Como A e´ um operador fecha´vel, por (a), enta˜o existe o operador A.
Assim, para todo f, g ∈ D(A), existem sequeˆncias (fn) e (gn) em D(A) tais que
fn → f e gn → g, (1.93)
Afn → Af e Agn → Ag. (1.94)
Como A e´ sime´trico, por (1.93) e por (1.94), obtemos
〈
Af, g
〉
=
〈
lim
n→∞
Afn, lim
m→∞
gm
〉
= lim
m→∞
lim
n→∞
〈Afn, gm〉
= lim
m→∞
lim
n→∞
〈fn, Agm〉
=
〈
lim
n→∞
fn, lim
m→∞
Agm
〉
=
〈
f,Ag
〉
.
(1.95)
Portanto, A e´ sime´trico. ¤
Teorema 1.5.7. Seja A ∈ L(H) um operador sime´trico. Enta˜o (A)∗ = A∗
Prova: Como A e´ extensa˜o fechada de A, enta˜o A ⊆ A, e
(A)∗ ⊆ A∗, (1.96)
pelo teorema 1.3.3. Pela definic¸a˜o de A, para cada x ∈ D(A), existe uma sequeˆncia
(xn) ⊂ D(A) tal que xn → x e Axn → Ax. Para todo y ∈ D(A∗), tem–se
〈Axn, y〉 = 〈xn, A∗y〉 . (1.97)
Mas, 〈
Ax, y
〉
= lim
n→∞
〈Axn, y〉 = lim
n→∞
〈xn, A∗y〉 = 〈x,A∗y〉 , (1.98)
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pela continuidade do produto interno. Como A ⊆ A, enta˜o A esta´ densamente defi-
nido. Existe, enta˜o, o operador adjunto A
∗
e, para todo y ∈ D(A∗) ,
〈
Ax, y
〉
=
〈
x,A
∗
y
〉
. (1.99)
Portanto, devemos ter
D(A∗) ⊆ D(A∗) (1.100)
Isto e´,
A∗ ⊆ A∗ (1.101)
Assim, por (1.96) e por (1.101), temos que
A∗ = A
∗
. ¤
Lema 1.5.1. Seja A ∈ L(H) um operador sime´trico. Enta˜o, existe o operador A∗∗∗,
e A∗∗∗ = A∗.
Prova: Como A e´ sime´trico, enta˜o pelo teorema 1.4.1,
A ⊆ A∗, (1.102)
e A∗ esta´ densamente definido. Portanto, existe o operador fechado A∗∗. Pelo teo-
rema 1.3.3,
A∗∗ ⊆ A∗. (1.103)
Sendo A sime´trico, enta˜o A e´ fecha´vel e existe o operador fecho A. Como D(A∗) e´
denso, pelo teorema 1.3.3(b),
A ⊆ A∗∗, (1.104)
e, por isso, o operador A∗∗ e´ extensa˜o fechada de A e A∗∗ esta´ densamente definido.
Existe, portanto o operador A∗∗∗. Pelo teorema 1.5.5, A e´ a menor extensa˜o fechada
de A, implicando que
A ⊆ A∗∗. (1.105)
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Pela (1.105) e pelo teorema 1.3.3,
A∗∗∗ ⊆ (A)∗. (1.106)
Como A e´ sime´trico, segue, pelo teorema anterior, que (A)∗ = A∗ e
A∗∗∗ ⊆ (A)∗ = A∗. (1.107)
Para todo x ∈ D(A) e para todo y ∈ D(A∗),
〈Ax, y〉 = 〈x,A∗y〉 . (1.108)
Pela (1.104), A ⊆ A∗∗, enta˜o x ∈ D(A) ⊆ D(A∗∗) e A∗∗x = Ax. Para todo y ∈ D(A∗),
〈Ax, y〉 = 〈A∗∗x, y〉 = 〈x,A∗∗∗y〉 . (1.109)
Logo,
A∗ ⊆ A∗∗∗. (1.110)
Portanto, por (1.107) e (1.110), obtemos que A∗ = A∗∗∗. ¤
Como A∗∗ ⊆ A∗ = A∗∗∗ := (A∗∗)∗, enta˜o A∗∗ ⊆ (A∗∗)∗. Ja´ provamos que um operador
B e´ sime´trico se, e somente se, B ⊆ B∗. Por isso, A∗∗ e´ tambe´m sime´trico.
Lema 1.5.2. Seja A ∈ L(H) um operador densamente definido em H. Enta˜o, A e´
fechado se, e somente se, D(A∗) e´ denso em H e A = A∗∗.
Prova: Ver ref[6], Apeˆndice A.
Teorema 1.5.8. Seja A ∈ L(H) um operador densamente definido e sime´trico, enta˜o
A = A∗∗.
Prova: Pelo teorema 1.5.7, temos que (A)∗ = A∗, resultado equivalente ao fato de
que A∗ ⊆ (A)∗ ⊆ A∗ ou, usando o teorema 1.3.3(b),
A∗∗ ⊆ A∗∗ ⊆ A∗. (1.111)
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O lema 1.5.2 garante que um operador linear B densamente definido e fechado satisfaz
B = B∗∗. Tomando B = A temos que A
∗∗
= A. Substituindo e, (1.111) obtemos que
A∗∗ ⊆ A ⊆ A∗∗ (1.112)
ou, equivalentemente, A = A∗∗, provando o resultado. ¤
1.6 Operadores Autoadjuntos
Definic¸a˜o 1.6.1 (Operador Autoadjunto). Seja A ∈ L(H), com D(A) denso em
H. O operador A e´ chamado de autoadjunto quando D(A) = D(A∗) e Ax = A∗x, para
todo x ∈ D(A), isto e´, A = A∗.
Na refereˆncia [1], a definic¸a˜o 1.6.1 e´ apresentado como um teorema, e o pro´ximo
resultado como definic¸a˜o de operador autoadjunto. Por convenieˆncia, e em confor-
midade com o estudo da ana´lise funcional, optamos pela definic¸a˜o 1.6.1 de operador
autoadjunto. No pro´ximo teorema estaremos demonstrando satisfatoriamente esta
relac¸a˜o.
Teorema 1.6.1. Seja A ∈ L(H), D(A) denso em H e E o operador identidade. Enta˜o
A e´ autoadjunto se, e somente se,
(i) A e´ sime´trico
(ii) (A+ iE)D(A) = H
(iii) (A− iE)D(A) = H
onde i =
√−1, com (ii) e (iii) significando que o conjunto imagem do operador
(A± iE), quando aplicado em todos os elementos de D(A), e´ todo o espac¸o de Hilbert
H.
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Prova: Sendo A densamente definido, existe o operador adjunto A∗. Suponha que A
e´ autoadjunto. Nesse caso, D(A) = D(A∗) e, para todo u, v ∈ D(A) obtemos
〈Au, v〉 = 〈u,A∗v〉 = 〈u,Av〉 . (1.113)
Portanto, o operador A e´ sime´trico. Isto implica que
||(A± iE)u||2 = ||Au||2 + ||u||2 ≥ ||u||2. (1.114)
Suponha que λ = 0 e´ autovalor de (A± iE)u. Enta˜o existe u 6= 0 tal que (A± iE)u =
0 e, nesse caso, ±i sa˜o autovalores complexos de A, o que contradiz o resultado
anterior de que A e´ sime´trico. Logo, λ = 0 na˜o pode ser autovalor de (A ± iE)u. O
teorema 1.1.1 permite concluir, enta˜o, que existem os operadores inversos (A± iE)−1.
Esses operadores sa˜o limitados. De fato, sejam
D1 = D((A+ iE)
−1) (1.115)
e
D2 = D((A− iE)−1). (1.116)
Seja f ∈ D1. Existe u ∈ D(A) tal que
u = (A+ iE)−1f. (1.117)
Substituindo na desigualdade (1.114),
||(A+ iE)−1f || ≤ ||(A+ iE)(A+ iE)−1f || = ||f ||, (1.118)
isto e´, para todo f ∈ D1,
||(A+ iE)−1f || ≤ ||f ||, (1.119)
Vamos provar, agora, que D1 = H. Isso sera´ feito em duas etapas.
1. D1 e´ denso em H. Para provar essa afirmac¸a˜o, notamos que se assim na˜o fosse,
existiria um g ∈ H, g 6= 0, tal que 〈(A+ iE)u, g〉 = 0, para todo u ∈ D(A), isto
e´,
〈Au, g〉+ i 〈u, g〉 = 0, (1.120)
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ou
〈Au, g〉 = 〈u, ig〉 . (1.121)
Mas, 〈Au, g〉 = 〈u,A∗g〉; logo, g ∈ D(A∗) e, portanto, 〈u,A∗g − ig〉 = 0, para
todo u ∈ D(A). Sendo D(A) denso em H, pelo teorema A.1.2, A∗g = ig. Como
A = A∗, obtemos Ag = ig caracterizando i como autovalor de A, o que na˜o
pode, pois A e´ sime´trico. Logo, somente g = 0 e´ poss´ıvel e D1 e´ denso em H.
2. D1 = H. Para provar esta segunda afirmac¸a˜o, note que que como D1 e´ denso
em H, enta˜o para todo f ∈ H existe uma sequeˆncia de Cauchy (fn) ⊂ D1 tal
que
fn → f. (1.122)
Vamos mostrar que f ∈ D1. Seja (gn) ⊂ D(A) tal que
gn = (A+ iE)
−1fn, (1.123)
da´ı, por (1.119),
||gn − gm|| = ||(A+ iE)−1fn − (A+ iE)−1fm||
= ||(A+ iE)−1(fn − fm)|| ≤ ||fn − fm|| → 0.
Enta˜o (gn) e´ uma sequeˆncia de Cauchy e, portanto, existe um g ∈ H tal que
gn → g. (1.124)
Note que, sendo A sime´trico,
〈Au, gn〉 = 〈u,Agn〉 = 〈u, fn − ign〉 , (1.125)
pois (A+ iE)gn = fn, isto e´,
Agn + ign = fn, (1.126)
ou ainda,
Agn = fn − ign. (1.127)
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No limite quando n→∞,
〈Au, g〉 = 〈u, f − ig〉 (1.128)
para todo u ∈ D(A). Mas,
〈Au, g〉 = 〈u,A∗g〉 , (1.129)
isto e´, A∗g = f − ig, ou tambe´m, (A∗ + iE)g = f . Como A∗ = A, enta˜o
(A+ iE)g = f, (1.130)
portanto, f ∈ D1, para todo f ∈ H. Enta˜o, conclu´ımos que
D1 = H. (1.131)
De forma ana´loga, prova–se tambe´m que
D2 = H. (1.132)
Suponha, agora, que o operador A satisfaz as condic¸o˜es (i), (ii) e (iii). Vamos mostrar
que A = A∗.
O operador A e´ sime´trico pela condic¸a˜o (i). O teorema 1.4.1, enta˜o, garante que
D(A) ⊆ D(A∗). (1.133)
Para provar que D(A∗) ⊆ D(A), seja g ∈ D(A∗) qualquer. Enta˜o, existe f ∈ H tal
que f = A∗g e, para todo u ∈ D(A),
〈Au, g〉 = 〈u, f〉 . (1.134)
Note que
〈Au, g〉+ 〈iu, g〉 = 〈u, f〉+ 〈iu, g〉 = 〈u, f − ig〉 . (1.135)
Portanto,
〈(A+ iE)u, g〉 = 〈u, f − ig〉 , (1.136)
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para todo u ∈ D(A). Pela condic¸a˜o (iii),
(A− iE)D(A) = H. (1.137)
Enta˜o,
f − ig = (A− iE)v (1.138)
para algum v ∈ D(A). Dessa forma,
〈Au+ iu, g〉 = 〈u,Av − iv〉 = 〈u,Av〉+ 〈iu, v〉
= 〈Au, v〉+ 〈iu, v〉
= 〈Au+ iu, v〉
(1.139)
para todo u ∈ D(A). Enta˜o,
〈Au+ iu, g − v〉 = 0 (1.140)
ou ainda,
〈(A+ iE)u, g − v〉 = 0, (1.141)
para todo u ∈ D(A). Como (A+ iE)D(A) = H, somente g − v = 0 e´ poss´ıvel. Logo,
g = v ∈ D(A), e podemos concluir que
D(A∗) ⊆ D(A). (1.142)
De (1.133) e (1.142), D(A∗) = D(A), e A = A∗. ¤
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Cap´ıtulo 2
Operadores de Multiplicac¸a˜o e
Derivada
No cap´ıtulo anterior vimos que um operador linear A, densamente definido e limitado
em seu domı´nio, pode ser estendido de modo u´nico para um operador A˜ definido em
todo espac¸o de Hilbert H. Suponha que A˜ e´ um operador sime´trico. O teorema 1.4.2
(Hellinger-Toeplitz) afirma que um operador sime´trico definido em todo H e´ auto-
adjunto. O mesmo teorema garante que o operador tambe´m e´ limitado. Podemos
concluir que A˜ e´ a u´nica extensa˜o autoadjunta de A.
Suponha, agora, que A e´ um operador sime´trico ilimitado. Dependendo do operador
A, pode na˜o haver extenso˜es autoadjuntas ou apenas uma, ou ainda, infinitas delas,
como veremos neste cap´ıtulo. Seja A um operador sime´trico e suponha que A admite
extenso˜es autoadjuntas. Seja B uma extensa˜o autoadjunta qualquer de A. Temos que
A ⊆ A∗ e A ⊆ B. Enta˜o, B∗ ⊆ A∗ pelo teorema 1.3.3, e podemos concluir que
A ⊆ B = B∗ ⊆ A∗. (2.1)
Desse modo, A∗ e´ a extensa˜o maximal de A, e o problema de se construir uma ex-
tensa˜o autoadjunta de A consiste em escolher D(B) ”entre” D(A) e D(A∗). A ac¸a˜o
de B pode enta˜o ser definida restringindo A∗ sobre D(B).
35
Neste cap´ıtulo consideramos alguns exemplos importantes de operadores lineares e a
existeˆncia de extenso˜es. Nestes exemplos fica claro que um operador ilimitado pode
ter uma infinidade de extenso˜es autoadjuntas ou nenhuma, ou apenas uma. A re-
fereˆncia ba´sica utilizada neste cap´ıtulo foi a [6].
2.1 Operadores Multiplicac¸a˜o
Definic¸a˜o 2.1.1. Um operador M : D(M) ⊆ H → H, H = L2(I) onde I ⊆ R, dado
por
(Mf)(x) = m(x)f(x) (2.2)
e´ chamado de um operador multiplicac¸a˜o, com D(M) o domı´nio de M, e D(f)=D(m)=I
o domı´nio f e m.
No que segue investigaremos as propriedades desse operador em dois domı´nios distin-
tos do espac¸o de Hilbert L2(R), com m(x) = x.
Definic¸a˜o 2.1.2. Seja M1 o operador multiplicac¸a˜o definido no domı´nio
D(M1) =
{
f : [a, b]→ C|f ∈ L2([a, b]) e M1f ∈ L2([a, b])
}
(2.3)
por
(M1f)(x) = xf(x) (2.4)
Teorema 2.1.1. O operador M1 esta´ densamente definido e e´ limitado.
Prova: O domı´nio D(M1) e´ denso em L
2([a, b]), pois C([a, b]) e´ denso em L2([a, b]).
Como
||M1f ||2 =
∫ b
a
|xf(x)|2dx ≤ max
[a,b]
|x|2
∫ b
a
|f |2dx, (2.5)
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temos
||M1f || ≤ |b|.‖f‖. (2.6)
Logo, M1 e´ limitado. ¤
Teorema 2.1.2. O operador M1 e´ autoadjunto.
Prova: Como M1 esta´ densamente definido, existe o operador adjunto M
∗
1 . Sejam
f, g ∈ D(M1) tal que ∫ b
a
(M1f)gdx =
∫ b
a
xfgdx =
∫ b
a
fxgdx. (2.7)
Portanto,
〈M1f, g〉 = 〈f, xg〉 = 〈f,M1g〉 (2.8)
para todo f ∈ D(M1) e g ∈ D(M1). Logo, M1 e´ sime´trico e, pelo teorema 1.4.1
M1 ⊆M∗1 (2.9)
e
〈M1f, g〉 = 〈f,M∗1 g〉 . (2.10)
Para provar que M∗1 ⊆ M1, seja g ∈ D(M∗1 ) e h = M∗1 g ∈ L2([a, b]). Da´ı, para todo
f ∈ D(M1),
〈M1f, g〉 = 〈f,M∗1 g〉 = 〈f, h〉 . (2.11)
Comparando com (2.8),
〈f, xg − h〉 = 0, (2.12)
para todo f ∈ D(M1). Como D(M1) e´ denso, enta˜o
xg − h = 0 (2.13)
em L2([a, b]). Portanto, xg = h ∈ L2([a, b]), o que nos permite obter xg ∈ L2([a, b])
e M∗1 g = xg. Portanto, g ∈ L2([a, b]), e M∗1 g ∈ L2([a, b]). Comparando com (2.3),
obtemos que D(M∗1 ) = D(M1) e, assim, M1 e´ autoadjunto. ¤
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Sendo autoadjunto, o operador M1 e´ fechado, pois M1 = M
∗
1 , e M
∗
1 e´ um operador
fechado. Sendo assim, M1 =M1.
Definic¸a˜o 2.1.3. Seja M2 o operador com domı´nio
D(M2) =
{
f |f ∈ L2(R) e M2f ∈ L2(R)
}
(2.14)
definido por
(M2f)(x) = xf(x) (2.15)
Teorema 2.1.3. O operador M2 esta´ definido em um subconjunto pro´prio denso do
espac¸o L2(R), e e´ ilimitado.
Prova: O conjunto D(M2) e´ na˜o vazio, pois o espac¸o C
∞
0 (R) das func¸o˜es de suporte
compacto em R, esta´ em D(M2). De fato, seja h(x) ∈ C∞0 (R) qualquer, com suporte
Ω ⊂ R. Temos ∫
R
|h(x)|2dx =
∫
Ω
|h(x)|2dx <∞ (2.16)
e ∫
R
|M2h(x)|2dx =
∫
Ω
x2|h(x)|2dx <∞, (2.17)
o que nos permite concluir que C∞0 (R) ⊂ D(M2). Como C∞0 (R) e´ denso em L2(R),
enta˜o D(M2) e´ denso em L
2(R). A func¸a˜o
g(x) =

1
x
, se x ≥ 1
0, se x < 1;
(2.18)
satisfaz ∫
R
|g(x)|2dx =
∫ ∞
1
1
x2
dx = 1 <∞ (2.19)
e ∫
R
|(M2g)(x)|2dx =
∫ ∞
1
1dx =∞. (2.20)
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Portanto, g ∈ L2(R), mas M2g /∈ L2(R), logo, D(M2) 6= L2(R).
Para provar que M2 e´ ilimitado, considere a sequeˆncia (fn) ⊂ D(M2) definida por
fn(x) =
 1, se x ∈ [n, n+ 1]0, se x /∈ [n, n+ 1]. (2.21)
Para todo n ∈ N, ||fn|| = 1. A sequeˆncia (M2fn) na˜o e´ limitada pois
||M2fn|| =
(∫ n+1
n
x2dx
) 1
2
> n||fn||, (2.22)
e,
lim
n→∞
||M2fn||
||fn|| → ∞, (2.23)
e completa–se assim a prova do teorema. ¤
Teorema 2.1.4. O operador M2 e´ autoadjunto.
Prova: Pelo teorema anterior, o operador M2 esta´ densamente definido em L
2(R).
Existe, enta˜o, o operador adjunto M∗2 . O operador M2 e´ sime´trico, pois, para todo
u, v ∈ D(M2),
〈M2u, v〉 =
∫
R
(xu(x))v(x)dx =
∫
R
u(x)xv(x)dx = 〈u,M2v〉 (2.24)
Pelo teorema 1.4.1,
D(M2) ⊆ D(M∗2 ) (2.25)
Por outro lado, para todo w ∈ D(M∗2 ) e u ∈ D(M2),
〈M2u,w〉 = 〈u,M∗2w〉 . (2.26)
Mas,
〈M2u,w〉 =
∫
R
(xu)wdx =
∫
R
u(xw)dx (2.27)
e
〈u,M∗2w〉 =
∫
R
u(M∗2w)dx (2.28)
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Enta˜o, para todo u ∈ D(M2),∫
R
u(x)
[
xw(x)−M∗2w
]
dx = 0. (2.29)
Como D(M2) e´ denso em L
2(R), segue, pelo teorema A.2 do Apeˆndice, que o u´nico
elemento de L2(R) ortogonal a D(M2) e´ o elemento nulo. Assim,
xw(x)−M∗2w = 0, (2.30)
em L2(R) ou, equivalentemente,
xw(x)−M∗2w = 0, (2.31)
isto e´,
M∗2w = xw =M2w, (2.32)
para todo w ∈ D(M∗2 ). Assim, pode–se concluir que
D(M∗2 ) ⊆ D(M2). (2.33)
Os resultados (2.25) e (2.33) implicam que D(M∗2 ) = D(M2). Logo,M2 e´ um operador
autoadjunto. ¤
SendoM2 um operador autoadjunto, enta˜o M2 e´ um operador fechado pelos teoremas
1.5.1 e 1.5.4, e M2 =M2. Um operador na˜o precisa ter autovalores, como veremos no
proximo resultado.
Teorema 2.1.5. O operador M2 na˜o tem autovalores.
Prova: Seja λ ∈ R, qualquer, e u ∈ D(M2) tal que
M2u = λu. (2.34)
Enta˜o,
‖(M2 − λE)‖2 = 0. (2.35)
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Mas,
‖(M2 − λE)‖2 =
∫
R
|M2u− λu|2dx =
∫
R
|x− λ|2|u|2dx. (2.36)
Como |x− λ| > 0, para todo x 6= λ, segue que u(x) = 0. Portanto, λ na˜o e´ autovalor
de M2. ¤
2.2 Operadores Derivada
Definic¸a˜o 2.2.1. Um operador A : D(A) ⊆ H → H, H = L2(I) onde I ⊆ R, dado
pordado por
(Af)(x) = a
df
dx
(2.37)
com coeficiente constante a ∈ C e´ chamado de um operador derivada, com D(A) e
D(f)=I os domı´nios de A e f, respectivamente.
No que segue, A sera´ considerado com coeficiente a = i =
√−1, em va´rios domı´nios
no espac¸o de Hilbert e´ L2([α, β]), com com α, β ∈ R, α < β.
Teorema 2.2.1. Seja I = [α, β], com α, β ∈ R, α < β e AC(I) o espac¸o das func¸o˜es
absolutamente cont´ınuas definidas em I. Seja A1 o operador com domı´nio
D(A1) =
{
f ∈ L2(I)|f ∈ AC(I), f ′ ∈ L2(I) e f(α) = f(β) = 0
}
(2.38)
definido por
A1f = i
df
dx
, (2.39)
onde i =
√−1 ∈ C. Enta˜o,
a) D(A1) e´ denso em L
2(I)
b) A1 e´ um operador ilimitado
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c) A1 e´ sime´trico.
Prova
(a): O conjunto das func¸o˜es
Φk(x) =
√
2
β − αsen
[
kpi
β − α(x− α)
]
(2.40)
com k = 1, 2, 3, ... e´ um conjunto ortonormal completo em L2([α, β]). Ale´m disso,
Φk(x) ∈ D(A1), para todo k. Portanto, D(A1) e´ denso em L2([α, β]).
(b): Seja n ≥ 2
β−α . Defina
fn(x) =

n(x− α) , x ∈ [α, α + 1
n
]
2− n(x− α) , x ∈ [α + 1
n
, α + 2
n
]
0 , x ∈ [α + 2
n
, β
]
(2.41)
Temos que fn ∈ D(A1) e
||fn||2 ≤ 2
n
. (2.42)
Ademais,
f ′n(x) =

n , x ∈ (α, α + 1
n
)
−n , x ∈ (α + 1
n
, α + 2
n
)
0 , x ∈ (α + 2
n
, β
)
(2.43)
com
||A1fn||2 = ||if ′n||2 =
∫ β
α
|f ′n(x)|2dx = 2n. (2.44)
Segue que
‖A1fn‖
‖fn‖ ≥
√
2n√
2
n
= n. (2.45)
Portanto,
lim
n→∞
‖A1fn‖
‖fn‖ =∞ (2.46)
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e A1 e´ um operador ilimitado.
(c): Fazendo integrac¸a˜o por partes,
〈A1f, g〉 − 〈f, A1g〉 = i
∫ β
α
f ′(x)g(x)dx+ i
∫ β
α
f(x)g′(x) = if(x)g(x)
∣∣∣β
α
= 0 (2.47)
Enta˜o,
〈A1f, g〉 = 〈f,A1g〉 , (2.48)
para todo f, g ∈ D(A1). ¤
Teorema 2.2.2. Seja
F =
{
f ∈ L2(I)|f ∈ AC(I), f ′ ∈ L2(I)
}
(2.49)
O operador A1 tem adjunto A
∗
1 definido em
D(A∗1) = F (2.50)
por
A∗1f = if
′ (2.51)
Prova: O operador A1 e´ densamente definido pelo teorema anterior. Isso garante
a existeˆncia de A∗1. Seja D(A
∗
1) o domı´nio de A
∗
1. Vamos mostrar que F ⊆ D(A∗1).
Sejam f ∈ D(A1) e g ∈ F . Fazendo integrac¸a˜o por partes, obtemos que∫ β
α
(A1f)gdx =
∫ β
α
f(ig′)dx+ if(β)g(β)− if(α)g(α) (2.52)
Como f ∈ D(A1), enta˜o f(β) = f(α) = 0 e conclu´ımos que
〈A1f, g〉 = 〈f, ig′〉 (2.53)
para todo f ∈ D(A1) e g ∈ F . Mas, da existeˆncia de A∗1, segue que
〈A1f, g〉 = 〈f,A∗1g〉 . (2.54)
Enta˜o, g ∈ D(A∗1), para todo g ∈ F ; logo,
F ⊆ D(A∗1) (2.55)
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e, para g ∈ F ,
A∗1g = ig
′, (2.56)
pois pelas (2.53) e (2.54),
〈f, A∗1g − ig′〉 = 0, ∀f ∈ D(A). (2.57)
Como D(A) e´ denso, a (2.54) segue. Para provar que D(A∗1) ⊆ F , seja g ∈ D(A∗1).
Defina a func¸a˜o h(x), x ∈ I, por
h(x) =
∫ x
α
(A∗1g)(t)dt+ δ, (2.58)
onde δ ∈ C. Como g ∈ L2(I) e A∗1g ∈ L2(I) enta˜o g e (A∗1g) ∈ L1(I). Pelo teorema
A.6 do Apeˆndice, h e´ absolutamente cont´ınua em I e
h′ = A∗1g. (2.59)
A func¸a˜o h e´ cont´ınua em I, pois e´ absolutamente cont´ınua em I e, portanto, tambe´m
integra´vel em I. Podemos, enta˜o, definir
δ :=
i
β − α
∫ β
α
[
g(x) + i
∫ x
α
(A∗1g)dt
]
dx (2.60)
Com esta definic¸a˜o de δ, segue que
δ =
i
β − α
∫ β
α
[
g(x) + i(h(x)− δ)
]
dx
=
i
β − α
∫ β
α
[
g(x) + ih(x)
]
dx+
i
β − α
∫ β
α
[
−iδ
]
dx
= δ +
i
β − α
∫ β
α
[
g(x) + ih(x)
]
(2.61)
Portanto, ∫ β
α
[
g(x) + ih(x)
]
dx = 0 (2.62)
Temos, tambe´m, que para todo f ∈ D(A1) e g ∈ D(A∗1),
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∫ β
α
if ′(x)g(x)dx = 〈A1f, g〉 = 〈f,A∗1g〉 = 〈f, h′〉
=
∫ β
α
fh′dx.
(2.63)
Integrando por partes, como no teorema A.3.2,∫ β
α
if ′(x)g(x)dx = f(x)h(x)
∣∣∣β
α
−
∫ β
α
f ′(x)h(x)dx. (2.64)
Lembrando que f(α) = f(β) = 0, obtemos∫ β
α
(if ′)gdx = −
∫ β
α
f ′hdx = −
∫ β
α
(if ′)(ih)dx (2.65)
ou seja, ∫ β
α
if ′[g(x) + ih(x)]dx = 0. (2.66)
Seja q(x) a func¸a˜o dada por
q(x) =
∫ x
α
[
g(t) + ih(t)
]
dt (2.67)
que esta´ bem definida para cada x ∈ I pois g, h ∈ L1(I). Pelo teorema A.3.1, q(x)
e´ absolutamente cont´ınua em I e, portanto, cont´ınua em I e q(x) ∈ L2(I). A func¸a˜o
q(x) tem as seguintes propriedades:
q(α) = q(β) = 0, pela (2.62)
q′(x) = g(x) + ih(x) ∈ L2(I)
q(x) ∈ L2(I)
(2.68)
Podemos concluir que q(x) ∈ D(A1). Tome f = q(x) em (2.66). Enta˜o da relac¸a˜o
(2.66) obtemos ∫ β
α
f ′(x)[g(x) + ih(x)]dx =
∫ β
α
|g(x) + ih|2dx = 0, (2.69)
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o que implica
g(x) = −ih(x) = −i
∫ x
α
(A∗1g)(t)dt− iδ (2.70)
quase sempre em I e
δ = ig(α). (2.71)
Como A1g ∈ L1(I), g e´ absolutamente cont´ınua em I e
g′(x) = −i(A∗1g)(x) ∈ L2(I) (2.72)
para todo g ∈ D(A∗1). Estas propriedades de g mostram que g ∈ F , para todo
g ∈ D(A∗1). Enta˜o,
D(A∗1) ⊆ F. (2.73)
Como ja´ provamos que F ⊆ D(A∗1) segue que
D(A∗1) = F, (2.74)
completando assim a prova do teorema. ¤
Segue do teorema 2.2.2 que D(A∗1) e´ formado pelas func¸o˜es de L
2(I), absolutamente
cont´ınuas, cuja derivada primeira pertence a L2(I), sem condic¸o˜es nos extremos α e
β. Portanto, D(A1) ⊂ D(A∗1), isto e´, A∗1 e´ uma extensa˜o pro´pria de A1. Logo, A1 na˜o
pode ser autoadjunto.
Teorema 2.2.3. O operador A1 e´ fechado.
Prova: Consideremos a sequeˆncia (un) ⊂ D(A1) tal que
 un → uu′n → iv
(2.75)
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em L2(I). Notar que u′n → iv e´ equivalente a Aun → −v. Devemos provar que
u ∈ D(A1) e Au = −v. Com esse objetivo, sejam t ∈ I = [α, β], (Un(t)) a sequeˆncia
definida por
Un(t) =
∫ t
α
u′n(x)dx (2.76)
e a func¸a˜o
V (t) = i
∫ t
α
v(x)dx. (2.77)
Pela desigualdade de Schwarz,
∣∣∣Un(t)− V (t) ∣∣∣ = ∣∣∣∣∫ t
α
(u′n − iv)1dx
∣∣∣∣
≤
(∫ t
α
|u′n − iv|2dx
) 1
2
(∫ t
α
dx
) 1
2
≤
(∫ β
α
|u′n − iv|2dx
) 1
2
(∫ β
α
dx
) 1
2
= ‖u′n − iv‖L2(I)(β − α)
1
2
(2.78)
‖u′n − iv‖ → 0, quando n→∞ (2.79)
resultando que
V (t) = lim
n→∞
Un(t). (2.80)
Como Un(t) = un(t) e un → u em L2(I), conclui–se que
V (t) = u(t). (2.81)
Enta˜o,
u(t) =
∫ t
α
iv(x)dx, (2.82)
implicando que u(α) = 0 e, u e´ absolutamente cont´ınua pelo teorema A.3.1. Ale´m
disso,
V (β) = lim
n→∞
Un(β) = lim
n→∞
un(β). (2.83)
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Como un ∈ D(A1), temos un(β) = 0, de sorte que V (β) = 0 e, portanto, u(β)=0.
Enta˜o, u ∈ D(A1). De (2.82), obte´m–se
u′ = iv (2.84)
e, portanto, iu′ = −v = Au. ¤
A prova do teorema 2.2.3 e´ baseado na refereˆncia [16]. Vimos anteriormente que A1 e´
um operador fechado e sime´trico, mas na˜o e´ autoadjunto. No que segue constru´ımos
as extenso˜es autoadjuntas de A1.
Teorema 2.2.4. Seja θ ∈ R e Bθ o operador linear definido no domı´nio
D(Bθ) =
{
f ∈ L2(I)|f ∈ AC(I), f ′ ∈ L2(I), f(α) = eiθf(β)
}
por
Bθf = if
′. (2.85)
O operador Bθ e´ uma extensa˜o autoadjunta do operador A1.
Prova: Comparando D(Bθ) com D(A1), segue que
D(A1) ⊂ D(Bθ). (2.86)
Logo, Bθ e´ uma extensa˜o pro´pria de A1. Sendo D(A1) denso em L
2(I), o operador
Bθ tambe´m esta´ densamente definido em L
2(I). Para todo f, g ∈ D(Bθ),
〈Bθf, g〉 − 〈f,Bθg〉 =
∫ β
α
(if ′)gdx−
∫ β
α
f(ig′)dx
= ifg
∣∣∣β
α
−
∫ β
α
(if)g′dx+ i
∫ β
α
fg′dx
= if(β)g(β)− if(α)g(α)
= 0,
(2.87)
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apo´s substituirmos  f(β) = e
−iθf(α)
g(β) = eiθg(α)
(2.88)
Portanto, o operador Bθ e´ sime´trico. Sabemos que
D(A1) ⊂ D(Bθ)
Da´ı, pelo teorema 1.3.3,
D(B∗θ ) ⊂ D(A∗1). (2.89)
Disto segue–se que
g ∈ AC(I) e B∗θg = ig′ (2.90)
para toda func¸a˜o g ∈ D(B∗θ ). Para todo f ∈ D(Bθ) e g ∈ D(B∗θ ) temos
〈Bθf, g〉 = ifg
∣∣∣β
α
+ 〈f,B∗θg〉 . (2.91)
Mas, 〈Bθf, g〉 = 〈f,B∗θg〉, enta˜o
if(β)g(β)− if(α)g(α) = 0. (2.92)
Usando que f(α) = eiθf(β), este u´ltimo resultado implica
g(β) = eiθg(α) (2.93)
ou
g(α) = eiθg(β) (2.94)
para todo g ∈ D(B∗θ ). Reunindo os resultados (2.90) e (2.94), conclu´ımos que
D(B∗θ ) = D(Bθ), (2.95)
provando assim, que Bθ e´ autoadjunto. ¤
Para cada θ ∈ R, o operador Bθ e´ uma extensa˜o autoadjunta do operador A1. Ha´ por-
tanto uma infinidade na˜o enumera´vel delas. Ale´m disso, estas sa˜o as u´nicas extenso˜es
de A1, como mostra o teorema seguinte.
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Teorema 2.2.5. Seja A˜ uma extensa˜o sime´trica do operador A1 em L
2(I). Enta˜o,
A˜ = A1 ou A˜ = Bθ, para algum θ ∈ R.
Prova: Por hipo´tese temos que A1 ⊆ A˜ e, pelo teorema 1.3.3, segue que A˜∗ ⊆ A∗1.
Como A˜ e´ sime´trico, A˜ ⊆ A˜∗ e, assim,
A˜ ⊆ A∗1 (2.96)
Lembrando a definic¸a˜o de A∗1, obtemos que g ∈ AC(I) e A˜f = if ′. Ale´m disso, como
A˜ e´ sime´trico, para todo f, g ∈ D(A˜),〈
A˜f, g
〉
=
〈
f, A˜g
〉
. (2.97)
Fazendo a integrac¸a˜o por partes,〈
A˜f, g
〉
= 〈if ′, g〉 = ifg
∣∣∣β
α
+
〈
f, A˜g
〉
. (2.98)
Comparando (2.97) e (2.98),
f(β)g(β) = f(α)g(α). (2.99)
Em particular, para f = g, obtemos
|f(β)|2 = |f(α)|2. (2.100)
Enta˜o, f(α) = f(β) = 0, ou
f(α) = eiθf(β), (2.101)
provando–se o resultado. ¤
Dos resultados anteriores temos
D(A1) ⊂ D(Bθ) ⊂ D(B∗θ ) ⊂ D(A∗1) (2.102)
Portanto, A∗1 e´ extensa˜o de Bθ, para todo θ ∈ R. Assim, A∗1 e´ a extensa˜o maximal do
operador A1. A menor extensa˜o e´ dada pelo operador fecho A1, de A1 (teorema 1.5.3).
Como A1 e´ fechado, enta˜o pelo teorema 1.5.4, A1 = A1.
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Teorema 2.2.6. Seja A3 o operador definido no domı´nio
D(A3) =
{
f ∈ L2(R)|f e´ absolutamente cont´ınua
em todo compacto K ⊂ R, f ′ ∈ L2(R)
}
(2.103)
por
A3f = if
′. (2.104)
Enta˜o D(A3) e´ denso em L
2(R) e A3 e´ um operador autoadjunto.
Prova: O conjunto das func¸o˜es
{
φn(x)
}∞
n=0
, onde
φn(x) = cnx
ne−
1
2
x2 (2.105)
e cn e´ tal que ‖φn(x)‖ = 1, e´ um conjunto ortonormal completo em L2(R). Ademais,
φn ∈ D(A3), para todo n. Portanto, D(A3) e´ denso em L2(R) e existe o operador
adjunto A∗3. Temos tambe´m que para todo f, g ∈ D(A3),
〈if ′, g〉 − 〈f, ig′〉 = if(x)g(x)
∣∣∣+∞
−∞
. (2.106)
Toda func¸a˜o f ∈ L2(R) que e´ absolutamente cont´ınua em todo compacto K ⊂ R e,
f ′ ∈ L2(R), pelo teorema A.3.3, tem a propriedade de que
lim
x→±∞
f(x) = 0. (2.107)
Por esta propriedade segue, enta˜o, que
〈if ′, g〉 = 〈f, ig′〉 . (2.108)
Portanto, o operador A3 e´ sime´trico e A3 ⊆ A∗3. Para provar que A3 e´ autoadjunto
basta provar que A∗3 ⊆ A3. Seja g ∈ D(A∗3) e K = [α, β], com α < β. Podemos repetir
a prova do teorema 2.2.2 para verificar que g ∈ AC(K) e g′ = −iA∗3g quase sempre
em K. Como K e´ arbitra´rio, podemos concluir que g
′ = −iA∗3g quase sempre em R
g′ = −iA∗3g ∈ L2(R)
(2.109)
Enta˜o, g ∈ D(A3). Logo, D(A∗3) ⊆ D(A3). ¤
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Teorema 2.2.7. Seja α ∈ R, J = [α,∞) e o operador A2 definido no domı´nio
D(A2) =
{
f ∈ L2(J)|f e´ absolutamente cont´ınua
em [α, β],∀β > α, f ′ ∈ L2(J) e f(α) = 0
}
por
A2f = if
′. (2.110)
Enta˜o, D(A2) e´ denso em L
2(J) e A2 e´ sime´trico.
Prova: As func¸o˜es fn(x), n = 1, 2, ... dadas por
fn(x) = cn(x− α)ne− 12 (x−α)2 , (2.111)
onde cn e´ tal que ‖fn‖ = 1, formam um conjunto ortonormal completo em L2(J) e
fn(x) ∈ D(A2), para todo n = 1, 2, ... Portanto, D(A2) e´ denso em L2(J). Pode–se
provar que A2 e´ ilimitado (ver Ref [6]). Para todo f, g ∈ D(A2),
〈A2f, g〉 − 〈f, A2g〉 = ifg
∣∣∣∞
α
= 0 (2.112)
usando que f(α) = g(α) = 0 e a propriedade de que toda func¸a˜o f absolutamente
cont´ınua tal que f ′ ∈ L2(J) satisfaz
lim
x→∞
f(x) = 0. (2.113)
Portanto, A2 e´ sime´trico. ¤
Teorema 2.2.8. Seja A2 o operador definido no teorema anterior e seja
G =
{
f ∈ L2(J)|f e´ absolutamente cont´ınua
em [α, β],∀β > 0 e f ′ ∈ L2(J)
}
(2.114)
Enta˜o, D(A∗2) = G e A
∗f = if ′.
Prova: Ana´loga a do teorema 2.2.2. ¤
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Teorema 2.2.9. O operador A2 e´ fechado.
Prova: Ana´loga a do teorema 2.2.3. ¤
Portanto, o operador A2 e´ fechado e sime´trico. No entanto, observe que D(A2) esta´
estritamente contido em D(A∗2) e, por isso, A2 na˜o pode ser autoadjunto. Ale´m disso,
o operador A∗2 na˜o e´ sime´trico, pois
〈A∗2f, g〉 − 〈f,A∗2g〉 = −if(α)g(α) (2.115)
na˜o e´ igual a zero para todo f, g ∈ D(A∗2).
O teorema seguinte permite concluir que A2 na˜o tem extenso˜es autoadjuntas.
Teorema 2.2.10. Seja S uma extensa˜o sime´trica do operador A2 em L
2(J). Enta˜o,
S = A2.
Prova: Por hipo´tese temos que A2 ⊆ S e pelo teorema 1.3.3, S∗ ⊆ A∗2. Como S e´
sime´trico, S ⊆ S∗ e, assim,
S ⊆ A∗2. (2.116)
Como A∗2 na˜o e´ sime´trico, na˜o podemos ter S = A
∗
2 (A
∗
2 e´ uma extensa˜o de A2,
pore´m na˜o e´ sime´trica). Como S ⊂ A∗2, lembrando a definic¸a˜o de A∗2, segue enta˜o
que f ∈ D(S) e´ absolutamente cont´ınua em todo compacto I = [α, β], f ′ ∈ L2(J) e
Sf = if ′.
Vamos supor que existe h ∈ D(S) tal que h(α) 6= 0. Como S e´ sime´trico, enta˜o
〈Sf, g〉 = 〈f, Sg〉 (2.117)
para todo f, g ∈ D(S). Por outro lado,
〈Sf, g〉 =
∫ ∞
α
if ′gdx = ifg
∣∣∣∞
α
+ 〈f, Sg〉 . (2.118)
Enta˜o,
〈Sf, g〉 − 〈f, Sg〉 = −if(α)g(α), (2.119)
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pois f , sendo absolutamente cont´ınua e f ′ ∈ L2(J), satisfaz
lim
x→∞
f(x) = 0 (2.120)
Tomando f = g = h, segue que
〈Sh, h〉 − 〈h, Sh〉 = −i‖h(α)‖ 6= 0, (2.121)
o que contradiz o fato de que S e´ sime´trico. Podemos concluir que na˜o pode existir
h ∈ D(S) tal que h(α) 6= 0 e, assim,
D(S) = D(A2), (2.122)
completanto assim a prova do teorema. ¤
Este u´ltimo resultado permite concluir que o operador A2 na˜o tem extenso˜es sime´tricas
autoadjuntas.
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Cap´ıtulo 3
Operadores Essencialmente
Autoadjuntos
No cap´ıtulo anterior vimos exemplos de um operador sime´trico e fechado que admite
uma infinidade de extenso˜es autoadjuntas. Consideramos, tambe´m, um exemplo de
operador que na˜o admite extenso˜es autoadjuntas.
Portanto, no caso de um operador ilimitado na˜o esta´ garantida a existeˆncia, nem a
unicidade de uma extensa˜o autoadjunta. A motivac¸a˜o que tornam os operadores au-
toadjuntos relevantes sera´ discutida no pro´ximo cap´ıtulo.
E´ devido a von Neumann a soluc¸a˜o do problema de existeˆncia de extenso˜es auto-
adjuntas de um operador sime´trico ilimitado. Mencionamos aqui, sem provar, o seu
resultado principal baseado na teoria dos ı´ndices de deficieˆncia que ele desenvolveu.
Seja A um operador linear densamente definido num espac¸o de Hilbert H. Seja A∗ o
operador adjunto de A. Defina D+(A) = {u ∈ D(A
∗)|A∗u = iu}
D−(A) = {u ∈ D(A∗)|A∗u = −iu}
Os espac¸os D+(A) e D−(A) sa˜o chamados de espac¸os de deficieˆncia do operador A.
As dimenso˜es (finita ou na˜o) dos espac¸os D±, indicadas por n±, respectivamente, sa˜o
chamados tambe´m de ı´ndices de deficieˆncia do operador A. von Neumann provou o
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seguinte teorema:
Teorema. Seja A um operador sime´trico. Enta˜o:
1. A e´ autoajunto se, e somente se, n+ = n− = 0
2. A tem extenso˜es autoadjuntas se, e somente se, n+ = n−
3. Se n+ = 0 6= n−, ou n− = 0 6= n+, enta˜o A na˜o tem extenso˜es sime´tricas.
Prova: Ver Ref. [7], Vol II
Exemplo: No cap´ıtulo 2 estudamos o operador sime´trico A1 definido por
A1f = i
df
dx
, (3.1)
com domı´nio
D(A1) =
{
f ∈ L2(I)|f ∈ AC(I), f ′ ∈ L2(I) e f(α) = f(β) = 0
}
(3.2)
onde I = [α, β], com α, β ∈ R, α < β e AC(I) o espac¸o das func¸o˜es absolutamente
cont´ınuas definidas em I, e provamos que A
∗
1f = if
′
D(A∗1) = AC(I)
(3.3)
Vamos determinar D±(A) e n±, nesse caso. Temos que
D±(A) =
{
f ∈ D(A∗) | f ′ = ±f
}
(3.4)
Portanto, D±(A) e´ o espac¸o das soluc¸o˜es da equac¸a˜o f ′ = ±f , cuja soluc¸a˜o geral se
expressa por
f± = ke±x, (3.5)
implicando n± = dimD±(A1) = 1 e n+ = n−.
Assim, pelo teorema de von Neumann, o operador A1 tem extenso˜es autoadjuntas.
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Neste cap´ıtulo estudaremos o caso de operadores que admitem uma u´nica extensa˜o
autoadjunta, chamados de operadores essencialmente autoajuntos. Va´rios crite´rios
para determinar–se quando um operador e´ essencialmente autoadjunto sa˜o apresenta-
dos juntamente com algumas de suas propriedades. A refereˆncia ba´sica utilizada aqui
e´ a [1].
3.1 Definic¸a˜o e propriedades
Definic¸a˜o 3.1.1. Um operador A ∈ L(H), com D(A) denso em H, e´ chamado de
essencialmente autoadjunto quando
(a) A e´ sime´trico
(b) (A ±iE)D(A) sa˜o densos em H
Teorema 3.1.1. Seja A ∈ L(H) um operador essencialmente autoadjunto. Enta˜o o
operador fecho de A e´ autoadjunto, isto e´, A = A
∗
.
Prova: Seja A ∈ L(H) um operador essencialmente autoadjunto. Pela definic¸a˜o, A
e´ sime´trico e, pelo teorema 1.5.6, e´ fecha´vel. Assim, existe o operador fecho A que
e´ tambe´m sime´trico, pelo teorema 1.5.6. Como (A + iE)D e´ denso em H, existem,
para todo y ∈ H sequeˆncias (xn) e (yn), ambas em H tal que yn = (A+ iE)xn, e (yn)
converge para y. Usando a simetria e linearidade de A,
||yn − ym||2 = ||(A+ iE)xn − (A+ iE)xm||2
= ||A(xn − xm) + i(xn − xm)||2
= ||A(xn − xm)||2 + ||xn − xm||2
(3.6)
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Como ||yn − ym|| → 0 quando n,m→∞, obtemos que
||A(xn − xm)|| → 0 quando n,m→∞ (3.7)
e
||xn − xm|| → 0 quando n,m→∞ (3.8)
Os limites (3.7) e (3.8) dizem que as sequeˆncias Axn e xn sa˜o sequeˆncias de Cauchy
e convergem em H, pois H e´ completo e xn → x; pela definic¸a˜o de operador fecho,
Axn → Ax e x ∈ D(A). Portanto,
y = lim
n→∞
yn
= lim
n→∞
(A+ iE)xn
= lim
n→∞
Axn + i lim
n→∞
xn
= Ax+ ix
(3.9)
Assim, para x ∈ D(A), obtemos que
y = Ax+ ix = (A+ iE)x, (3.10)
para todo y ∈ H. Portanto,
(A+ iE)D(A) = H. (3.11)
De forma ana´loga, prova–se que
(A− iE)D(A) = H. (3.12)
Logo, pelo teorema 1.6.1, A e´ autoadjunto. ¤
Teorema 3.1.2. Seja A ∈ L(H) um operador essencialmente autoadjunto. Enta˜o, A
possui uma u´nica extensa˜o autoadjunta que e´ o operador A.
Prova: Como A e´ um operador essencialmente autoadjunto, enta˜o A e´ sime´trico, e
assim, pelo teorema 1.5.6, e´ fecha´vel. Existe o operador fecho A que e´ a menor das
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extenso˜es fechadas de A, se houver outras. Pelo teorema anterior, A e´ autoadjunto.
Suponha que existe A˜, outra extensa˜o autoadjunta de A. Nesse caso,
A˜
∗
= A˜ (3.13)
e
A ⊆ A˜. (3.14)
Temos que A˜
∗
e´ fechado, pois o adjunto de qualquer operador e´ fechado, conforme o
teorema 1.5.1. Enta˜o A˜ e´ fechado, por (3.13). Mas, sendo A a menor das extenso˜es
fechadas de A, segue que
A ⊆ A˜. (3.15)
e, pelo teorema 1.3.3
A˜
∗ ⊆ A∗ (3.16)
Da´ı, pelo fato de A ser autoadjunto,
A˜
∗ ⊆ A∗ = A. (3.17)
Portanto,
A˜ ⊆ A. (3.18)
Por outro lado, pela (3.15)
A ⊆ A˜. (3.19)
Da (3.18) e (3.19) conclui–se que A = A˜. Enta˜o A tem uma u´nica extensa˜o autoad-
junta que e´ o operador fecho A. ¤
O seguinte teorema e´ rec´ıproco ao teorema anterior.
Teorema 3.1.3. Seja A ∈ L(H) um operador densamente definido e sime´trico. Su-
ponha que A tem uma u´nica extensa˜o autoadjunta. Enta˜o A e´ essencialmente auto-
adjunto.
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Prova: Sendo A sime´trico, pelo teorema 1.5.6, e´ fecha´vel. Existe enta˜o, o operador
A, a menor das extenso˜es fechadas de A. Como, por hipo´tese, A tem uma u´nica
extensa˜o autoadjunta que e´, portanto, fechada, A e´ esta extensa˜o. Sendo, pois, A um
operador autoadjunto, podemos aplicar o teorema 1.6.1 nos garantindo que
(A± iE)D(A) = H, (3.20)
ou, equivalentemente,
(A± iE)D(A) = H, (3.21)
provando a densidade de (A± iE)D(A) em H. Enta˜o o operador A e´ essencialmente
autoadjunto. ¤
O seguinte teorema e´ o rec´ıproco do teorema 3.1.1.
Teorema 3.1.4. Seja A ∈ L(H) um operador densamente definido e sime´trico. Su-
ponha que A, o operador fecho de A, e´ autoadjunto. Enta˜o, A e´ essencialmente
autoadjunto.
Prova: Como A e´ sime´trico, pelo teorema 1.5.6, existe o operador fecho A, a menor
extensa˜o fechada de A. Suponha que A admita outra extensa˜o fechada, digamos A˜,
autoadjunta. Enta˜o,
A ⊆ A ⊆ A˜ = (A˜)∗ (3.22)
Como A ⊆ A˜ enta˜o, pelo teorema 1.3.3,
(A˜)∗ ⊆ (A)∗ (3.23)
e, pela (3.22), A ⊆ (A˜)∗. Por hipo´tese,
(A)∗ = A. (3.24)
Reunindo (3.22), (3.23) e (3.24),
A ⊆ A ⊆ A˜ = (A˜)∗ ⊆ (A)∗ = A (3.25)
60
Conclusa˜o, A ⊆ A˜ e A˜ ⊆ A. Assim,
A = A˜ (3.26)
O operador A e´ a u´nica extensa˜o autoadjunta de A. Pelo teorema 3.1.3, A e´ um
operador essencialmente autoadjunto. ¤
Teorema 3.1.5. Seja A ∈ L(H) um operador densamente definido e sime´trico.
Enta˜o, A e´ autoadjunto se, e somente se, A∗ e´ sime´trico.
Prova: Suponha que A e´ autoadjunto. Da´ı, sendo D denso por hipo´tese, existe A∗.
Tambe´m, por hipo´tese, sendo A sime´trico,
A ⊆ A∗ (3.27)
e
A∗ = (A)∗ (3.28)
pelo teorema 1.5.7. Da´ı, sendo A autoadjunto, A
∗
= A. Portanto,
A∗ = (A)∗ = A. (3.29)
Como A e´ sime´trico, A tambe´m e´ sime´trico, pelo teorema 1.5.6, logo A∗ e´ sime´trico.
Agora suponha que o operador A∗ e´ sime´trico, assim A tambe´m e´ sime´trico, pois
A ⊆ A∗. Pelos teoremas 1.5.7 e 1.5.8 (A)∗ = A∗ e A = A∗∗. Como A e´ tambe´m
sime´trico, pelo teorema 1.5.6, segue que
A ⊆ (A)∗. (3.30)
Pela simetria de A∗,
A∗ ⊆ A∗∗. (3.31)
Portanto,
A
∗
= A∗ ⊆ A∗∗ = A. (3.32)
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Da´ı, por (3.30) e (3.32), A = (A)∗, o que permite concluir que o operador A e´ auto-
adjunto. ¤
Os resultados anteriores permitem concluir que no caso de um operador essencial-
mente autoadjunto, o operador fecho A de A e´ a u´nica extensa˜o autoadjunta de A, e
nesse caso, A = A∗. Portanto, as extenso˜es mı´nima e ma´xima coincidem.
3.2 Alguns Crite´rios
Nesta sec¸a˜o, estudaremos va´rios crite´rios que sa˜o ferramentas importntes para se
provar que um operador e´ essencialmente autoadjunto. Alguns desses crite´rios sera˜o
aplicados no pro´ximo cap´ıtulo.
Teorema 3.2.1. O operador A ∈ L(H) satisfazendo as seguintes condic¸o˜es:
(1) A e´ sime´trico,
(2) R(A) e´ denso em H, e
(3) A e´ estritamente positivo, isto e´, existe a > 0 tal que ||Au|| ≥ a||u|| para todo
u ∈ D(A),
e´ essencialmente autoadjunto.
Prova: Suponha Au = 0. Enta˜o u = 0, pois por hipo´tese, a > 0 e 0 = ||0|| ≥ a||u||.
Assim λ = 0 na˜o e´ autovalor de A. Pelo teorema 1.1.1, o operador inverso A−1 existe.
Por hipo´tese, D(A−1) = R(A) e´ denso em H. Se tomarmos f = Au, com u ∈ D(A) e
u = A−1f , enta˜o
||f || = ||Au|| ≥ a||u|| = a||A−1f ||, (3.33)
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ou seja,
||A−1f || ≤ 1
a
||f || (3.34)
para todo f ∈ D(A−1). Temos que o operador A−1 e´ limitado. Ale´m disso, e´ sime´trico,
pois para u, v ∈ D(A), e  f = Au, u = A
−1f
g = Av, v = A−1g,
(3.35)
segue que
〈
A−1f, g
〉
=
〈
A−1Au,Av
〉
= 〈u,Av〉 = 〈Au, v〉 = 〈f, A−1g〉 (3.36)
pela simetria de A, para todo f, g ∈ D(A−1). Mostraremos que (A± iE)D(A) e´ denso
em H. Em particular, considere o operador (A + iE) aplicado em D(A). Queremos
mostrar que para todo u ∈ D(A), tem–se que
〈h, (A+ iE)u〉 = 0, (3.37)
apenas para h = 0. Por hipo´tese, R(A) e´ denso em H. Enta˜o existe uma sequeˆncia
hn ⊂ R(A) e, portanto, uma sequeˆncia un ⊂ D(A), com hn = Aun, tal que
lim
n→∞
||hn − h|| = 0. (3.38)
Portanto, por (3.37), obtemos
0 = 〈h, (A+ iE)un〉 = 〈h,Aun + iun〉
= 〈h,Aun〉+ 〈h, iun〉 = 〈h,Aun〉 − i 〈h, un〉
= 〈h, hn〉 − i 〈h,A−1hn〉 .
(3.39)
Da´ı, por (3.39),
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〈hn, hn〉 − i 〈hn, A−1hn〉 = 〈hn, hn〉 − i 〈hn, A−1hn〉 − 0
= 〈hn, hn〉 − i 〈hn, A−1hn〉
−
[
〈h, hn〉 − i 〈h,A−1hn〉
]
= 〈hn − h, hn〉 − i 〈hn − h,A−1hn〉 .
(3.40)
Como lim
n→∞
||hn − h|| = 0, a sequeˆncia hn e´ uma sequeˆncia de Cauchy em H, ou seja,
para todo ε > 0, existe um n0 = n0(ε) ∈ N tal que para todo n,m ≥ n0, tem–se que
||hn − hm|| < ε. (3.41)
Isso segue da seguinte desigualdade:
||hn − hm|| ≤ ||hn − h||+ ||hm − h||. (3.42)
Como A−1 e´ limitado, existe um a > 0 tal que
||A−1u|| ≤ a||u||, (3.43)
para todo u ∈ D(A−1). Tome ε = ε
′
a
:
||A−1hn − A−1hm|| = ||A−1(hn − hm)|| ≤ ||A−1||.||hn − hm||
≤ a||hn − hm|| ≤ a.ε
′
a
= ε′.
(3.44)
Isto diz que a sequeˆncia (A−1hn) e´ uma sequeˆncia de Cauchy. Os resultados (3.38) e
(3.40) implicam que 
lim
n→∞
〈hn − h, hn〉 = 0,
lim
n→∞
〈
hn − h,A−1hn
〉
= 0,
lim
n→∞
[
||hn||2 − i
〈
hn, A
−1hn
〉]
= 0.
(3.45)
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Mas, A−1 e´ sime´trico, ou seja,
〈
A−1hn, hn
〉
=
〈
hn, A
−1hn
〉
= 〈A−1hn, hn〉. (3.46)
Assim, 〈hn, A−1hn〉 ∈ R, isto e´,
Im
〈
hn, A
−1hn
〉
= 0. (3.47)
Nesse caso, como para a, b ∈ R, a+ bi = 0 somente se a = b = 0, segue que
lim
n→∞
||hn||2 = 0
lim
n→∞
(hn, A
−1hn) = 0.
(3.48)
Mas como hn → h,
lim
n→∞
||hn||2 = ||h||2 = 0. (3.49)
Logo, h = 0. Portanto, (A + iE)D e´ denso em H. De forma ana´loga prova–se que
(A− iE)D e´ denso em H. Enta˜o o operador A e´ essencialmente autoadjunto. ¤
Teorema 3.2.2. O operador A ∈ L(H) satisfazendo as seguintes condic¸o˜es:
(1) A e´ sime´trico em D(A) e
(2) R(A) = H,
e´ autoadjunto.
Prova: Primeiramente, vamos mostrar que o operador A e´ essencialmente auto-
adjunto. Para provar que A e´ essencialmente autoadjunto, devemos mostrar que
(A ± iE)D(A) e´ denso em H. Por contradic¸a˜o, suponha o contra´rio. Primeiro su-
ponha que (A + iE)D(A) na˜o e´ denso em H, assim existe um elemento h ∈ H, com
h 6= 0, tal que, para todo u ∈ D(A) tem–se que
〈h, (A+ iE)u〉 = 0. (3.50)
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Como, por hipo´tese, R(A) = H, enta˜o existe um g ∈ D(A) tal que h = Ag. Da´ı,
tomando u = g, obtemos
0 = 〈Ag,Ag + ig〉 = ||Ag||2 − i 〈Ag, g〉 = ||h||2 − i 〈Ag, g〉 (3.51)
Como A e´ sime´trico, 〈Ag, g〉 e´ real, e
Re
{
‖h‖2 − i 〈Ag, g〉
}
= ‖h‖2 = 0, (3.52)
enta˜o h = 0, contradizendo a suposic¸a˜o de que (A + iE)D(A) na˜o e´ denso em H.
Portanto, (A+ iE)D(A) e´ denso em H. Similarmente, (A− iE)D(A) tambe´m e´ denso
em H. Logo, o operador A e´ essencialmente autoadjunto.
Agora, como (A + iE)D(A) e´ denso em H, enta˜o para todo elemento v ∈ H, existe
uma sequeˆncia de Cauchy (un) ⊂ H tal que lim
n→∞
vn = v com vn = (A+ iE)un. Temos:
||vn − vm||2 = ||(A+ iE)un − (A+ iE)um||2 = ||Aun + iun − Aum − ium||2
= ||Aun − Aum + iun − ium||2 ≤ ||Aun − Aum||2 + ||iun − ium||2
= ||Aun − Aum||2 + ||un − um||2.
(3.53)
Como H e´ completo, existem u, z ∈ H tais que
lim
n→∞
un = u, e lim
n→∞
Aun = z. (3.54)
Mais, como R(A) = H, existe um w ∈ D(A) tal que z = Aw. Seja f ∈ R(A) = H
qualquer, enta˜o existe ψ ∈ D(A) com f = Aψ, e
〈u− w, f〉 = 〈u− w,Aψ〉 = 〈u,Aψ〉 − 〈w,Aψ〉 . (3.55)
Pela simetria de A,
〈u,Aψ〉 − 〈w,Aψ〉 = 〈u,Aψ〉 − 〈Aw,ψ〉
= 〈u,Aψ〉 − 〈z, ψ〉
= 〈u,Aψ〉 − lim
n→∞
〈Aun, ψ〉
= 〈u,Aψ〉 − lim
n→∞
〈un, Aψ〉
= lim
n→∞
〈u− un, Aψ〉
= 〈u− u,Aψ〉 = 0,
66
(3.56)
para todo f ∈ H, isto e´, 〈u− w, f〉 = 0 para todo f ∈ H. Logo, temos que u−w = 0,
u = w. Assim,
v = lim
n→∞
vn = lim
n→∞
(A+ iE)un = lim
n→∞
Aun + lim
n→∞
iun
= lim
n→∞
Aun + i lim
n→∞
un = Au+ iu = (A+ iE)u.
(3.57)
Portanto, para todo v ∈ H, existe um u ∈ D(A) tal que v = (A + iE)u. Logo,
(A+ iE)D(A) = H.
De forma ana´loga, prova–se que (A − iE)D(A) = H. Pelo teorema 1.6.1, A e´ um
operador autoadjunto. ¤
Lema 3.2.1. Seja B ∈ L(H) um operador limitado com domı´nio D(B), denso em H,
tal que ||B|| = 1− δ, 0 < δ ≤ 1. Enta˜o (B + E)D(B) e´ denso em H.
Prova: A prova sera´ feita por contradic¸a˜o supondo que (B + E)D(B) na˜o e´ denso
em H. Nesse caso, existe um elemento w ∈ H, w 6= 0, tal que
〈w, (B + E)u〉 = 0, ∀u ∈ D(B). (3.58)
Como D(B) e´ denso em H, existe uma sequeˆncia (un) ⊂ D(B) tal que lim
n→∞
un = w.
E por (3.58),
0 = 〈w, (B + E)un〉 = 〈w,Bun〉+ 〈w, un〉
= 〈w,Bun〉+ 〈w, un〉+ 〈w,w〉 − 〈w,w〉
= 〈w,w〉+ 〈w, un − w〉+ 〈w,Bun〉 .
(3.59)
Portanto,
‖w‖2 = −〈w, un − w〉 − 〈w,Bun〉 . (3.60)
Aplicando a desigualdade de Schwartz, a este u´ltimo resultado obtemos que
||w||2 ≤ ||w||.||un − w||+ ||w||.||Bun||. (3.61)
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Como, por hipo´tese, ||Bun|| ≤ (1− δ)||un||, e ||w|| 6= 0, resulta
||w|| ≤ ||un − w||+ (1− δ)||un||. (3.62)
No limite quando n→∞, un → w e, obte´m–se
||w|| ≤ (1− δ)||w||, (3.63)
isto e´, que δ ≤ 0, sendo assim uma contradic¸a˜o com a hipo´tese de que δ > 0. Essa
contradic¸a˜o foi originada ao supormos que (B+E)D(B) na˜o e´ denso em H. Portanto,
(B + E)D(B) e´ denso em H. ¤
O pro´ximo resultado sera´ empregado para provar–se o teorema 3.2.5, relevante no
pro´ximo cap´ıtulo.
Teorema 3.2.3. Seja A ∈ L(H) um operador com domı´nio D(A), densamente defi-
nido, satisfazendo as seguintes condic¸o˜es:
(1) A e´ sime´trico,
(2) Existe um nu´mero complexo λ com Im(λ) 6= 0 tal que (A±λE)D(A) sa˜o densos
em H,
e´ essencialmente autoadjunto.
Prova: Vamos mostrar que (A + iE)D(A) e´ denso em H. Considere o o operador
A˜ = A − λE e o problema de autovalores A˜u = µu, para u ∈ D(A). Suponha que
µ = 0 e´ autovalor. Nesse caso existe u ∈ D(A), com u 6= 0, tal que 0 = A˜u = Au−λu,
ou seja, Au = λu e u e´ autofunc¸a˜o correspondente ao autovalor λ de A. Como A e´
sime´trico, enta˜o λ ∈ R, o que e´ uma contradic¸a˜o com a hipo´tese de que Im(λ) 6= 0.
Logo, µ = 0 na˜o pode ser autovalor de A˜, o que implica na existeˆncia do operador
inverso A˜
−1
= (A− λE)−1 definido em (A− λE)D(A). Da´ı, para todo u ∈ D(A):
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||(A− λE)u||2 = ||Au− λu||2 = 〈Au− λu,Au− λu〉
= 〈Au,Au〉 − 〈Au, λu〉 − 〈λu,Au〉+ 〈λu, λu〉
= ||Au||2 − λ 〈Au, u〉 − λ 〈u,Au〉+ |λ|2||u||2.
(3.64)
Como A e´ sime´trico, 〈u,Au〉 = 〈Au, u〉, e assim,
||(A− λE)u||2 = ||Au||2 − 2Re(λ) 〈u,Au〉+ |λ|2||u||2. (3.65)
Da mesma forma,
||(A− λE)u||2 = ||Au||2 − 2Re(λ) 〈Au, u〉+ |λ|2||u||2. (3.66)
Portanto,
||(A− λE)u||2 = ||(A− λE)u||2. (3.67)
Agora, se tomarmos u = (A − λE)−1v, na expressa˜o (3.67), obtemos, para todo
v ∈ (A− λE)D(A),
||(A− λE)(A− λE)−1v|| = ||v||. (3.68)
Portanto, o operador (A− λE)(A− λE)−1 e´ limitado com norma
||(A− λE)(A− λE)−1|| = 1. (3.69)
O lema anterior permite concluir que o domı´nio
[
c(A− λE)(A− λE)−1 + E] (A− λE)D(A) (3.70)
e´ denso em H para todo nu´mero complexo c, satisfazendo |c| < 1 − δ e 0 < δ ≤ 1.
Da´ı, calculamos, para u ∈ D(A),
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[
c(A− λE)(A− λE)−1 + E] (A− λE)u
= c(A− λE)u+ (A− λE)u = cAu− cλu+ Au− λu
= Ac+ A− λE − cλE = (c+ 1)Au− λu− cλu
= (c+ 1)
(
A− λ+ cλ
c+ 1
E
)
u.
(3.71)
A densidade de (A+ iE)D(A) segue, agora, escolhendo–se c tal que
−λ+ cλ
c+ 1
= i. (3.72)
Isto e´,
c = −λ+ i
λ+ i
, (3.73)
Enta˜o, |c| < 1 para todo nu´mero complexo λ com Im(λ) < 0. Assim, podemos
encontrar um δλ tal que
|c| ≤ 1− δλ com 0 < δλ ≤ 1. (3.74)
Trocando–se λ por λ nas relac¸o˜es acima obtem–se, similarmente, que
[
c(A− λE)(A− λE)−1 + E] (A− λE)D(A) (3.75)
e´ denso em H se |c| < 1− δ com 0 < δ ≤ 1. Segue–se, como antes, para u ∈ D
[
c(A− λE)(A− λE)−1 + E] (A− λE)u = (c+ 1)(A− λ+ cλ
c+ 1
E
)
u. (3.76)
A densidade de (A− λE)D e´ obtida escolhendo c tal que
−λ+ cλ
c+ 1
= i,
ou seja,
c = − λ+ i
λ+ 1
.
Tem–se que |c| < 1 para todo λ com Im(λ) > 0, e para cada λ, existe um nu´mero δ′λ
tal que
|c| ≤ 1− δ′λ com 0 < δ′λ ≤ 1.
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De forma ana´loga, prova–se que (A− iE)D(A) e´ denso em H.
Pode–se concluir que (A + iE)D(A) e (A − iE)D(A) sa˜o densos em H. Juntamente
com a simetria de A, isso implica que o operador A e´ um operador essencialmente
autoadjunto. ¤
A rec´ıproca do Teorema anterior e´ verdadeira, como prova–se a seguir:
Teorema 3.2.4. Seja A ∈ L(H) um operador essencialmente autoadjunto. Enta˜o
temos que (A−µE)D(A) e´ denso em H para todo nu´mero complexo µ com Im(µ) 6= 0.
Prova: Como A e´ um operador essencialmente autoadjunto, enta˜o (A + iE)D(A) e
(A − iE)D(A) sa˜o densos em H. Substituindo λ por i e −i nas fo´rmulas obtidas no
teorema 3.2.3, obtemos que
(c+ 1)
(
A− i− ci
c+ 1
E
)
D(A) e (c+ 1)
(
A− ci− i
c+ 1
E
)
D(A) (3.77)
sa˜o densos em H, para todo nu´mero complexo c com |c| ≤ 1 − δ e 0 < δ ≤ 1.
Escolhendo c tal que
i− ci
c+ 1
= µ, (3.78)
implica que
c =
i− µ
i+ µ
. (3.79)
Agora, para todo µ com Im(µ) 6= 0, tomamos um δµ tal que |c| < 1− δµ e 0 < δµ ≤ 1.
Da mesma forma, tomando
ci− i
c+ 1
= µ, (3.80)
implica
c =
i− µ
i+ µ
; (3.81)
e, para todo µ com Im(µ) 6= 0, escolhendo–se um δ′µ tal que |c| < 1− δ′µ e 0 < δ′µ ≤ 1.
Da´ı, por (3.77), (A − µE)D(A) e´ denso em H para todo nu´mero complexo µ com
Im(µ) 6= 0. ¤
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Teorema 3.2.5 (Kato-Rellich). Sejam B,C ∈ L(H) dois operadores, com mesmo
domı´nio D, satisfazendo a`s seguintes condic¸o˜es:
(1) B e´ essencialmente autoadjunto.
(2) C e´ sime´trico, e
(3) ||Cu|| ≤ ε||Bu||+ δ||u|| para constantes δ e ε, 0 ≤ ε < 1, e todo u ∈ D.
Enta˜o o operador B + C e´ essencialmente autoadjunto.
Prova: Sejam B,C ∈ L(H) satisfazendo as hipo´teses acima. Como B e´ essencial-
mente autoadjunto, enta˜o B e´ sime´trico, donde, para todo x, y em D, tem–se que
〈Bx, y〉 = 〈x,By〉 . (3.82)
Tambe´m, pelo fato de que C e´ sime´trico, para todo x, y em D,
〈Cx, y〉 = 〈x,Cy〉 . (3.83)
O operador B + C tambe´m e´ sime´trico, pois para todo x, y em D:
〈Bx, y〉+ 〈Cx, y〉 = 〈Bx+ Cx, y〉 = 〈(B + C)x, y〉 , (3.84)
e,
〈Bx, y〉+ 〈Cx, y〉 = 〈x,By〉+ 〈x,Cy〉
= 〈x,By + Cy〉 = 〈x, (B + C)y〉 .
(3.85)
Isto e´,
〈(B + C)x, y〉 = 〈x, (B + C)y〉 . (3.86)
Logo, B + C e´ sime´trico. Pelo teorema 3.2.3, e´ suficiente mostrar que existe um
nu´mero real k 6= 0 tal que ((B+C)± ikE)D e´ denso em H. Como B e´ essencialmente
autoadjunto, pelo teorema 3.2.4 conclu´ımos que (B+ ikE)D e´ denso em H para todo
nu´mero real k 6= 0.
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Seja B′ = (B − λE), com λ = −ik, k 6= 0. Considere o problema de autovalores
B′u = µu, u ∈ D, e suponha que µ = 0 e´ autovalor. Nesse caso, existe ϕ ∈ D(B′),
ϕ 6= 0, tal que
0 = B′ϕ = (B − λE)ϕ = Bϕ− λϕ. (3.87)
Logo, Bϕ = λϕ. Isto diz que ϕ e´ autofunc¸a˜o de B com autovalor complexo λ, o que
na˜o pode ocorrer, pois B e´ sime´trico. Logo µ = 0 na˜o pode ser autovalor de B′. Enta˜o
existe o operador inverso (B − λE)−1 = (B + ikE)−1, denso no domı´nio de definic¸a˜o.
Da´ı, calculamos
||(B + ikE)u||2 = ||Bu||2 + k2||u||2 ≥ k2||u||2. (3.88)
Agora, seja f = (B + ikE)u e u = (B + ikE)−1f . Como ||(B + ikE)u||2 ≥ k2||u||2,
enta˜o, por (3.88),
||f ||2 ≥ k2||(B + ikE)−1f ||2, (3.89)
ou
||(B + ikE)−1f || ≤ 1|k| ||f || (3.90)
e
||(B + ikE)−1|| ≤ 1|k| . (3.91)
Agora, pela hipo´tese (3), com u = (B + ikE)−1f ,
||C(B + ikE)−1f || ≤ ε||B(B + ikE)−1f ||+ δ||(B + ikE)−1f || (3.92)
Note que, sendo
||(B + ikE)u||2 = ||Bu||2 + k2||u||2 ≥ ||Bu||2, (3.93)
enta˜o
||Bu|| ≤ ||(B + ikE)u||. (3.94)
Lembrando que u = (B + ikE)−1f , segue
||B(B + ikE)−1f || ≤ ||(B + ikE)(B + ikE)−1f || = ||f ||. (3.95)
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e||B(B + ikE)−1f || ≤ ||f ||, (3.96)
isto e´, para todo f ∈ (B + ikE)D,
||B(B + ikE)−1|| ≤ 1. (3.97)
Da´ı,
||C(B + ikE)−1f || ≤ ε||f ||+ δ|k| ||f || =
(
ε+
δ
|k|
)
||f ||. (3.98)
Tome |k| tal que ε+ δ|k| < 1. Enta˜o C(B + ikE)
−1 e´ um operador limitado com
||C(B + ikE)−1f || < 1. (3.99)
Pelo lema anterior, [C(B+ ikE)−1+E](B+ ikE)D e´ denso em H. Mas, simplificando
esta expressa˜o, obtemos,
[C(B + ikE)−1 + E](B + ikE)D = [C(B + ikE)−1(B + ikE) + (B + ikE)]D
= (C +B + ikE)D = ((C +B) + ikE)D.
(3.100)
Ora, isto diz que ((C + B) + ikE)D e´ denso em H. De forma ana´loga, se tomarmos
k ao inve´s de −k, enta˜o ((C + B) − ikE)D e´ denso em H. Estes resultados dizem
que ((C + B) ± ikE)D e´ denso em H. Portanto, por definic¸a˜o, o operador B + C e´
essencialmente autoadjunto. ¤
Teorema 3.2.6. Sejam B,C ∈ L(H) dois operadores, com mesmo domı´nio D, satis-
fazendo as seguintes condic¸o˜es:
(1) B e´ essencialmente autoadjunto.
(2) C e´ sime´trico, e
(3) ||Cu||2 ≤ p1 〈u,Bu〉+ p2||u||2, para todo u ∈ D, com p1 ≥ 0, p2 ≥ 0.
Enta˜o o operador B+C e´ essencialmente autoadjunto.
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Prova: Sejam B,C ∈ L(H) satisfando as hipo´teses acima. Da prova do teorema
anterior, temos que o operador B + C e´ sime´trico, pois os operadores B e C sa˜o
sime´tricos. Ainda, da prova do teorema anterior, e´ suficiente mostrar que existe
k ∈ R, k 6= 0 tal que (C + B − ikE)D e´ denso em H. Como B e´ essencialmente
autoadjunto, pelo teorema 3.2.4, (B + ikE)D e´ denso em H. Para todo k ∈ R, k 6= 0
e existe o operador (B + ikE)−1 com norma satisfazendo
||(B + ikE)−1|| ≤ 1|k| . (3.101)
Ale´m disso,
||Bu|| ≤ ||(B + ikE)u||. (3.102)
e
||B(B + ikE)−1|| ≤ 1. (3.103)
Seja u = (B + ikE)−1f , f ∈ (B + ikE)D. Da´ı, pela condic¸a˜o (3),
||C(B + ikE)−1f ||2 ≤ p1
〈
(B + ikE)−1f,B(B + ikE)−1f
〉
+ p2||(B + ikE)−1f ||2
≤ p1||(B + ikE)−1f ||.||B(B + ikE)−1f ||+ p2||(B + ikE)−1f ||2
≤ p1||(B+ikE)−1||.||B(B+ikE)−1||.||f ||2+p2||(B+ikE)−1||2.||f ||2
(3.104)
Segue de (3.101) e (3.103) que
||C(B + ikE)−1f || ≤ p1|k| .||f ||
2 +
p2
|k|2 .||f ||
2 =
(
p1
|k| +
p2
|k|2
)
||f ||2. (3.105)
Seja |k| suficientemente grande para que(
p1
|k| +
p2
|k|2
)
||f ||2 < 1. (3.106)
Assim,
||C(B + ikE)−1|| < 1. (3.107)
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O lema 3.2.1, enta˜o, implica que
[C(B + ikE)−1 + E](B + ikE)D (3.108)
e´ denso em H. Como
[C(B + ikE)−1 + E](B + ikE)D = C(B + ikE)−1(B + ikE)D + (B + ikE)D
= CD + (B + ikE)D
= (C +B + ikE)D.
(3.109)
(C+B+ikE)D e´ denso em H. De forma ana´loga, tomando −k no lugar de k, obtemos
tambe´m que (C +B − ikE)D e´ denso em H. Conclusa˜o:
(i) B + C e´ sime´trico
(ii) (C +B ± ikE)D sa˜o densos em H.
Assim, por definic¸a˜o, o operador (B + C) e´ essencialmente autoadjunto. ¤
Um u´ltimo crite´rio para determinar–se se um operador e´ essencialmente autoadjunto
e´ o seguinte:
Teorema 3.2.7. Seja A ∈ L(H) um operador sime´trico tal que existe uma base
ortonormal completa {fn}n∈N em H formada por autovetores de A, isto e´, para todo
n ∈ N, fn ∈ D(A) e
Afn = λnfn, (3.110)
com λn ∈ R. Enta˜o o operador A e´ essencialmente autoadjunto.
Prova: Como {fn}n∈N e´ completo em H, enta˜o todo u ∈ H pode ser expresso como
u =
∞∑
n=1
anfn (3.111)
onde an = 〈u, fn〉. Seja (uN) ⊂ D(A) definida por
u
N
=
N∑
n=1
〈u, fn〉
λn + i
fn (3.112)
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e v
N
:= (A+ i)u
N
∈ (A+ iE)D(A). Enta˜o
v
N
= (A+ i)
N∑
n=1
〈u, fn〉
λn + i
fn
=
N∑
n=1
〈u, fn〉
λn + i
(A+ i)fn
=
N∑
n=1
〈u, fn〉 fn
(3.113)
e, para cada n ∈ N, {fn} ortonarmal,
‖u− v
N
‖2 = ‖u− (A+ i)u
N
‖2
=
∥∥∥∥∥
∞∑
n=N+1
〈u, fn〉 fn
∥∥∥∥∥
2
=
∞∑
n=N+1
| 〈u, fn〉 |2
=
∞∑
n=1
| 〈u, fn〉 |2 −
N∑
n=1
| 〈u, fn〉 |2.
(3.114)
A se´rie e´ convergente, pois {fn} e´ completo, e pelo teorema de Parseval,
∞∑
n=1
| 〈u, fn〉 |2 = ‖u‖2 <∞. (3.115)
Assim, para todo ε > 0, temos
‖u− v
N
‖ < ε (3.116)
para N suficientemente grande. Portanto, (A + iE)D(A) e´ denso em H. De modo
ana´logo prova–se que (A − iE)D(A) e´ tambe´m denso em H. Portanto, A e´ um
operador essencialmente autoadjunto. ¤
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Cap´ıtulo 4
Operadores de Schro¨dinger
4.1 Introduc¸a˜o
Um operador de Schro¨dinger A e´ um operador linear da forma geral
A =
n∑
j,r=1
Dj(ajr)Dr + q(x), (4.1)
onde
Dj = −i ∂
∂xj
+ bj(x) (4.2)
e ajr, bj, q sa˜o func¸o˜es reais definidas em algum aberto do Rn, com i =
√−1 ∈
C. Estes operadores tem domı´nio D(A) definido no espac¸o de Hilbert das func¸o˜es
quadraticamente integra´veis L2(Ω), Ω ⊆ Rn, o caso mais importante nas aplicac¸o˜es.
Sob condic¸o˜es apropriadas sobre as func¸o˜es ajk, bj(x), q(x) e D(A) e´ poss´ıvel obter
um operador autoadjunto, ou essencialmente autoadjunto. Muitos resultados foram
obtidos no se´culo passado com o objetivo de obter estas condic¸o˜es. Nosso objetivo
neste cap´ıtulo e´ o de apresentar alguns destes resultados no caso em que bj(x) ≡ 0 e ajr ≡ 1 quando j = rajr = 0 quando j 6= r
ou seja,
A = −∆+ q(x), (4.3)
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onde
∆ =
∂2
∂x21
+ ...+
∂2
∂x2n
(4.4)
e´ o operador de Laplace. A relevaˆncia dos operadores de Schro¨dinger aqui considera-
dos reside na sua ı´ntima conexa˜o com a equac¸a˜o de Schro¨dinger
∂
∂t
f(x, t) = −iAf(x, t)
f(x, s) = φ(x)
(4.5)
onde t ∈ R representa o tempo, x ∈ Ω ⊆ Rn e A e´ um operador linear da forma (4.3),
definido em D(A) ⊆ L2(Ω), com φ ∈ D(A) e f(x, t) ∈ D(A) para cada t ∈ R. Esta
equac¸a˜o descreve a evoluc¸a˜o de sistemas f´ısicos ao n´ıvel microsco´pico em mecaˆnica
quaˆntica, um dos campos da f´ısica atoˆmica. Um teorema devido a Stone, que tem
por base o teorema espectral de von Neumann, garante a existeˆncia e unicidade da
soluc¸a˜o do problema de Cauchy (4.5) no caso em que o operador A for autoadjunto.
Ver [7,9 e 12].
Aqui reside a relevaˆncia do operador A ser autoadjunto ou ter extenso˜es autoadjuntas.
Dado que existe soluc¸a˜o, isto e´, uma func¸a˜o continuamente diferencia´vel em R (na
varia´vel t), com valores em D(A), vamos verificar que a soluc¸a˜o e´ de fato u´nica,
supondo que o operador A e´ autoadjunto. Suponha o contra´rio, ou seja, o problema
de Cauchy admite outra soluc¸a˜o g(x, t). Nesse caso, ϕ = f − g e´ outra soluc¸a˜o
satisfazendo ϕ(x, s) = 0. Temos que
d
dt
‖ϕ‖2 = d
dt
〈ϕ, ϕ〉 = d
dt
∫
Ω
ϕ(x, t)ϕ(x, t)dx
=
〈
∂ϕ
∂t
, ϕ
〉
+
〈
ϕ,
∂ϕ
∂t
〉
=
∫
Ω
∂ϕ
∂t
ϕ+
∫
Ω
ϕ
∂ϕ
∂t
= −i 〈Aϕ,ϕ〉+ i 〈ϕ,Aϕ〉 = −i 〈ϕ,A∗ϕ〉+ i 〈ϕ,Aϕ〉
= 0
(4.6)
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pois A = A∗, por hipo´tese.
Podemos concluir que ϕ e´ uma constante, relativamente a varia´vel t. Mas, como
ϕ(x, s) = 0, pela condic¸a˜o inicial, esta constante e´ igual a zero e, portanto, f = g. O
teorema de Stone [9], diz que a soluc¸a˜o e´ da forma
f(x, t) = U(t)φ(x) (4.7)
onde U(t) tem as propriedades de grupo de operadores {U(t)}t∈R, com ‖U(t)‖ = 1 e
iAf = lim
t→0
1
t
(U(t)− E)φ (4.8)
Por causa disto e´ comum indicar–se formalmente a relac¸a˜o (4.8) como
U(t) = eitA (4.9)
A justificativa rigorosa destes resultados sera´ omitida aqui. Ver Ref [7,9,12].
Neste cap´ıtulo, na sec¸a˜o 4.3, estudaremos o operador de Schro¨dinger nos casos q(x) =
0 e q(x) 6= 0, com q(x) satisfazendo condic¸o˜es para que o operador seja essencialmente
autoadjunto, como sera´ provado.
4.2 O operador de Laplace
Nessa sec¸a˜o, estudaremos o operador de Schro¨dinger T = −∆f + q(x), com a func¸a˜o
q(x) ≡ 0 para todo x no domı´nio de definic¸a˜o D(T ). O que, nesse caso, chama–se
operador de Laplace.
Teorema 4.2.1. Seja T o operador definido no espac¸o L2(Rn), com domı´nio de de-
finic¸a˜o D(T ) = C∞0 (Rn), e dado por
Tf = −∆f. (4.10)
O operador T e´ essencialmente autoadjunto.
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Para provar o teorema vamos utilizar o seguinte lema:
Lema 4.2.1 (Lema de Weyl). Seja η(x) ∈ C1(Ω), onde Ω ⊆ Rn e´ um aberto
simplesmente conexo, na˜o necessariamente limitado. Seja w(x) uma func¸a˜o localmente
integra´vel em Ω, isto e´, w ∈ L1(K), em qualquer compacto K ⊂ Ω. Suponha que,
para todo u(x) ∈ C∞0 (Ω) tem–se que∫
Ω
w(x)Tudx =
∫
Ω
η(x)u(x)dx. (4.11)
onde Tu = −∆u. Enta˜o, w(x) coincide quase sempre em Ω com uma func¸a˜o w˜(x)
∈ C2(Ω).
Prova: Ver [1].
Prova do teorema 4.2.1: Para porvar que T e´ essencialmente autoadjunto, devemos
verificar que T e´ sime´trico e (T ± iE)D(T ) sa˜o densos em H. O operador T esta´
densamente definido, pois C∞0 (Rn) e´ denso em L2(Rn). Para todo f, g ∈ D(T ), seja
Ω ⊂ Rn um aberto limitado e fechado contendo os suportes de f e g. Enta˜o, usando
a segunda identidade de Green (teorema A.3.2),
〈Tf, g〉 − 〈f, Tg〉 =
∫
Rn
(
−∆fg + f∆g
)
dx
=
∫
Ω
(
−∆fg + f∆g
)
dx
=
∫
∂Ω
(
∂f
∂n
g − f ∂g
∂n
)
dS
= 0
(4.12)
pois f = g = 0 em ∂Ω. Portanto, T e´ um operador sime´trico. Devemos provar, agora,
que  (T + iE)C
∞
0 (Rn)
(T − iE)C∞0 (Rn)
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sa˜o densos em L2(Rn). Primeiramente vamos provar que (T + iE)C∞0 (Rn) e´ denso em
L2(Rn). A prova sera´ por contradic¸a˜o. Assim, suponha que (T + iE)C∞0 (Rn) na˜o e´
denso em L2(Rn). Nesse caso, existe um w ∈ L2(Rn), com w 6= 0, tal que
〈w, (A+ iE)u〉 =
∫
Rn
w(x)
[
−∆u− iu
]
dx = 0 (4.13)
para todo u ∈ C∞0 (Rn). Sendo w ∈ L2(Rn), w tambe´m e´ localmente integra´vel.
Podemos aplicar assim o lema de Weyl tomando η ≡ 0. Enta˜o, w ∈ C2(Rn). Seja Ω
um aberto limitado contendo o suporte de u. Da´ı,∫
Rn
w(x)
[
−∆u− iu
]
dx =
∫
Ω
(
−w∆u− iwu
)
dx (4.14)
Fazendo a integrac¸a˜o por partes, obtemos∫
Rn
(
−∆w − iw
)
udx = 0 (4.15)
para todo u ∈ C∞0 (Rn). Na˜o ocorrem termos de superf´ıcie, pois u = 0 em ∂Ω. Como
C∞0 (Rn) e´ denso em L2(Rn), pelo teorema A.1.2,
−∆w − iw = 0, (4.16)
ou seja
−∆w = iw. (4.17)
Ora, a equac¸a˜o (4.17) diz que o operador −∆ tem um autovalor λ = i complexo, o
que contradiz a simetria deste operador. Logo, a existeˆncia de w 6= 0 na˜o pode ser
poss´ıvel. Isso prova que (T + iE)C∞0 (Rn) e´ denso em L2(Rn). Similarmente, prova–
se o mesmo resultado para (T − iE)C∞0 (Rn). Logo, o operador T e´ essencialmente
autoadjunto. ¤
O teorema permanece va´lido para D(T ) = C∞0 (Ω), com Ω ⊂ Rn. Sendo T essen-
cialmente autoadjunto, temos que a u´nica extensa˜o autoadjunta de T e´ o operador
T = T ∗.
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Teorema 4.2.2. Seja
P =
{
f |f ∈ L2(Rn) e −∆f ∈ L2(Rn) no sentido das distribuic¸o˜es
}
.
Enta˜o, D(T ∗) = P , e T ∗f = −∆f .
Prova: Seja h ∈ P . Enta˜o, h ∈ L2(Rn) e existe g ∈ L2(Rn), com g = −∆h no sentido
das distribuic¸o˜es (Apeˆndice), tal que
〈Tϕ, h〉 = 〈ϕ, g〉 (4.18)
para todo ϕ ∈ C∞0 (Rn). Mas, como T e´ denso, ha´ um u´nico v ∈ L2(Rn) tal que
v = T ∗h, e
〈Tϕ, h〉 = 〈ϕ, v〉 (4.19)
Comparando (4.18) e (4.19) obtemos
〈ϕ, g − v〉 = 0 (4.20)
para todo ϕ ∈ C∞0 (Rn). Como C∞0 (Rn) e´ denso, g = v. Enta˜o, T ∗h = −∆h e
h ∈ D(T ∗). Portanto,
P ⊆ D(T ∗) (4.21)
Agora vamos provar que D(T ∗) ⊆ P . Seja f ∈ D(T ∗). Enta˜o, ha´ um u´nico u ∈
L2(Rn), u = T ∗f , tal que
〈Tϕ, f〉 = 〈−∆ϕ, f〉 = 〈ϕ, T ∗f〉 (4.22)
para todo ϕ ∈ D(T ) = C∞0 ⊂ L2(Rn). Enta˜o, u = −∆f ∈ L2(Rn) no sentido das
distribuic¸o˜es (ver A.2.2). Podemos concluir que para todo f ∈ D(T ∗), obtem–se que
f ∈ P . Como f ∈ D(T ∗) e´ qualquer, temos
D(T ∗) ⊆ P. (4.23)
De (4.21) e (4.23), obtemos que D(T ∗) = P e T ∗ = −∆. ¤
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Observe que D(T ) ⊂ D(T ∗). Portanto, T na˜o e´ autoadjunto. No entanto, vamos
provar que o operador T ∗ definido em D(T ∗) = P e´ autoadjunto. Portanto, T ∗ e´
a u´nica extensa˜o autoadjunta de T , pois T e´ essencialmente autoadjunto, pelo teo-
rema 4.2.1. Como T e´ essencialmente autoadjunto, o operador fecho T e´ autoadjunto,
isto e´, (T )∗ = T . Por outro lado, pelo teorema 1.5.8, T = T ∗∗. Enta˜o, pelo lema 1.5.1,
T ∗∗ = T = (T )∗ = T ∗∗∗ = T ∗ (4.24)
Conclui–se que T ∗∗ = T ∗, o seja, T ∗ e´ autoadjunto. Provamos, assim, que o operador
de Laplace definido em P e´ autoadjunto.
Observac¸a˜o 4.2.1. O conjunto P, definido no teorema 4.2.2, e´ equivalente ao espac¸o
de Sobolev
H2(Rn) =
{
u : Rn → C, u ∈ L2(Rn), ∂u
∂xj
∈ L2(Rn) e ∂
2u
∂xi∂xj
∈ L2(Rn)
}
(4.25)
Uma prova deste equivaleˆncia e´ indicada na ref [16], cap. IX, p. 340. Pode–se provar
que H2(Rn) = C∞0 (Rm), na norma de H2(Rn). Provamos, assim, o seguinte teorema:
Teorema 4.2.3. O operador de Laplace definido no espac¸o de Sobolev H2(Rn), e´ au-
toadjunto.
4.3 O operador −∆+ q(x)
Nesta sec¸a˜o vamos considerar o operador de Schro¨dinger A = −∆ + q(x), onde o
operador A esta´ definido no domı´nio D(A) = C∞0 (Ω) ⊂ L2(Ω), Ω ⊂ Rn, com q(x)
uma func¸a˜o real. Como A e´ a soma de dois operadores B = −∆ e C = q(x), A so´
estara´ bem definido como operador para D(A) = D(B) ∩D(C) ⊆ L2(Ω).
Como no caso anterior, tomemos D(B) = C∞0 (Ω) ⊂ L2(Ω), de sorte que devemos ter
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qf ∈ L2(Ω) para f ∈ C∞0 (Ω). Para tanto, e´ suficiente que q ∈ L2loc(Ω), isto e´, q e´
quadraticamente localmente integra´vel em todo compacto K ⊂ Ω. Assim,
‖qf‖ =
∫
Ω
|qf |2dx =
∫
K≡sup f
|qf |2dx <∞ (4.26)
e, portanto,
‖Af‖ ≤ ‖Bf‖+ ‖qf‖ <∞. (4.27)
Nas condic¸o˜es acima, o operador de Schro¨dinger A esta´ densamente definido em L2(Ω)
e Af ∈ L2(Ω).
Grande parte da pesquisa sobre operadores de Schro¨dinger no se´culo passado teve
como objetivo determinar condic¸o˜es sobre a func¸a˜o q(x) que tornam o operador A au-
toadjunto ou essencialmente autoadjunto. Os resultados mais importantes esta˜o asso-
ciados com os pesquisadores T.Kato, F.Stummel e B.Simon, para citar os principais.
Muitos desses resultados podem agora ser consultados, por exemplo nas refereˆncias
[1], [7], [9] e [13].
No que segue consideramos dois exemplos de operadores de Schro¨dinger essencial-
mente autoadjuntos.
Definic¸a˜o 4.3.1. Seja Ω um aberto limitado do Rn e A o operador definido em L2(Ω)
no domı´nio
D(A) =
{
u|u ∈ C1(Ω) ∩ C2(Ω), u(x) = 0 para x ∈ ∂Ω)
}
(4.28)
dado por
Au = −∆u+ q(x)u, (4.29)
onde a func¸a˜o q(x) e´ real, q(x) ≥ 0 e q(x) ∈ C1(Ω).
Notamos que como u ∈ C2(Ω) enta˜o −∆u ∈ C(Ω). Ademais, como q ∈ C1(Ω),
qu ∈ C1(Ω). Disso decorre que Au ∈ L2(Ω). Portanto, A esta´ bem definido como
operador.
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Teorema 4.3.1. O operador A acima admite um conjunto ortonormal de autofunc¸o˜es
f1, f2, ... em D(A) completo em L
2(Ω).
Prova: Ver ([1], sec¸a˜o 7.7).
Teorema 4.3.2. O operador A e´ essencialmente autoadjunto.
Prova: O domı´nio D(A) e´ denso em L2(Ω), pelo teorema anterior. Portanto, existe
o operador adjunto A∗. Vamos mostrar que A e´ sime´trico. De fato, como q e´ real,
〈Af, g〉 − 〈f,Ag〉 =
∫
Ω
[
(−∆f + qf)g − f(−∆g + qg)
]
=
∫
Ω
(
−∆fg − f (−∆g)
)
=
∫
Ω
(
f∆g − (∆f)g
)
=
∫
∂Ω
(
f
∂g
∂η
− g∂f
∂η
)
= 0
(4.30)
pois f = g = 0 em ∂Ω.
O teorema 4.3.2 mais o teorema 3.2.7 implicam que A e´ essencialmente autoadjunto.
¤
Tomando q(x) ≡ 0, resulta que o operador de Laplace definido emD(A) com condic¸o˜es
de Dirichlet e´ essencialmente autoadjunto.
O operador de Schro¨dinger, considerado no pro´ximo teorema, tem uma func¸a˜o q(x)
que satisfaz a chamada condic¸a˜o de Stummel, dada pela desigualdade (4.31). A classe
das func¸o˜es satisfazendo esta condic¸a˜o e´ chamada de classe de Stummel. Os teoremas
4.3.3 e 4.3.4 foram demonstrados primeiramente por Stummel e Kato nas refereˆncias
[14] e [15]. No entanto, seguimos aqui a exposic¸a˜o da ref [1] que considera um caso
especial.
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Teorema 4.3.3. Seja q(x) uma func¸a˜o real, q(x) ∈ L2loc(Rn), e satisfazendo a se-
guinte desigualdade ∫
|x−y|≤R
q2(y)
|x− y|n−4+αdy ≤M, (4.31)
para todo x ∈ Rn, com 0 < R < 1, e constantes M e 0 < α < 4. Enta˜o, o operador
A = −∆+q(x) definido em L2(Rn) no domı´nio D(A) = C∞0 (Rn), densamente definido
em L2(Rn), e´
i) limitado inferiormente, e
ii) sime´trico.
Para provar este teorema precisamos dos seguintes lemas:
Lema 4.3.1. Seja n ≥ 2, 0 < β < n, R > 0. Para todo x ∈ Rn,∫
|x−y|≤R
dy
|x− y|β =
ωRn−β
n− β , (4.32)
onde ω e´ a a´rea da superf´ıcie da bola unita´ria no Rn
Prova: Ver ([1], pg 53).
Lema 4.3.2. Seja ϕ(t) ∈ C2(0 ≤ t ≤ 1), tal que
ϕ(t) ≡ 1, se 0 ≤ t ≤ 1
3
,
ϕ(t) ≡ 0, se 2
3
≤ t ≤ 1,
0 ≤ ϕ ≤ 1. se 0 ≤ t ≤ 1.
(4.33)
Toda func¸a˜o u ∈ C2(Rn) pode ser representada por
u(x) = −
∫
|x−y|≤R
s(x, y)∆
[
u(y)ϕ
( |x− y|
R
)]
dy (4.34)
onde
s(x, y) =

1
(n− 2)ω |x− y|
2−n, n ≥ 3
− 1
2pi
log|x− y|, n = 2
(4.35)
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ou por
u(x) =
1
ω
n∑
i=1
∫
|y−x|≤R
(xi − yi)
|x− y|n
∂
∂yi
[
u(y)ϕ
( |x− y|
R
)]
dy, (4.36)
para todo x ∈ Rn, R > 0, e n ≥ 2. Ale´m disso, existem constantes k1 e k2 satisfazendo
as seguintes desigualdades
(a) |s(x, y)|
∣∣∣∣∆ϕ( |x− y|R
)∣∣∣∣ ≤ k1R−n
(b) |∇(s(x, y))|
∣∣∣∣∇(ϕ( |x− y|R
))∣∣∣∣ ≤ k2R−n
Prova: Ver Ref [1].
Lema 4.3.3. Sejam u(x) ∈ C∞0 (Rn), n ≥ 2, 0 < γ < 2 e R ∈ (0, 1). Enta˜o u satisfaz
a` desigualdade
|u(x)|2 ≤ c2Rγ
∫
|x−y|≤R
|∇u|2
|x− y|n+γ−2dy + c3R
γ−2
∫
|x−y|≤R
|u|2
|x− y|n+γ−2dy,
onde c2 e c3 sa˜o constantes positivas.
Prova: Seja 0 < γ < 2 e u(x) ∈ C∞0 (Rn). De acordo com o lema 4.3.2 temos
u(x) =
1
ω
∫
|x−y|≤R
1
|x− y|n2− γ2
Σni=1(xi − yi)
[
u(y)ϕ( |x−y|
R
)
]
yi
|x− y|n2+ γ2 dy. (4.37)
Aplicando a desigualdade de Schwarz a |u(x)| obtemos que,
|u(x)|2 ≤ 1
w2
I1(x)I2(x), (4.38)
para
I1 =
∫
|x−y|≤R
dy
|x− y|n−γ (4.39)
e
I2 =
∫
|x−y|≤R
k(x, y)
|x− y|n+γ dy, (4.40)
onde
k(x, y) :=
∣∣∣∣∣
n∑
i=1
(xi − yi)
[
u(y)ϕ
( |x− y|
R
)]
yi
∣∣∣∣∣
2
(4.41)
88
Aplicando a k(x, y) a desigualdade de Schwarz para somas, segue:
k(x, y) ≤ |x− y|2
n∑
i=1
∣∣∣∣∣
[
u(y)ϕ
( |x− y|
R
)]
yi
∣∣∣∣∣
2
. (4.42)
Ale´m disso,∣∣∣∣ ∂∂yi
[
u(y)ϕ
( |x− y|
R
)]∣∣∣∣2 = ∣∣∣∣uyiϕ( |x− y|R
)
+ u(y)ϕyi
( |x− y|
R
)∣∣∣∣2
≤ 2
∣∣∣∣uyiϕ( |x− y|R
)∣∣∣∣2 + 2 ∣∣∣∣uϕyi ( |x− y|R
)∣∣∣∣2
≤ 2|uyi|2 + 2|u|2.|ϕyi|2
(4.43)
Este u´ltimo resultado foi obtido aplicando a desigualdade
|a+ b|2 ≤ 2|a|2 + 2|b|2 (4.44)
e que 0 ≤ ϕ ≤ 1, sempre. Portanto,
n∑
i=1
∣∣∣∣∣
[
u(y)ϕ
( |x− y|
R
)]
yi
∣∣∣∣∣
2
≤ 2|∇u|2 + 2|u|2
n∑
i=1
|ϕyi|2, (4.45)
onde ∇u := (uy1 , uy2 , ...., uyn) e´ o gradiente de u.
Lembrando a definic¸a˜o de ϕ no lema 4.3.2 ϕ(t) ≡ 1, para 0 ≤ |x− y| ≤
R
3
ϕ(t) ≡ 0, para 2R
3
≤ |x− y| ≤ R
(4.46)
onde 0 < R < 1. Portanto, ϕyi = 0 quando 0 ≤ |x − y| ≤ R3 , ou 2R3 ≤ |x − y| ≤ R.
Nos demais casos, isto e´, para R
3
≤ |x− y| ≤ 2R
3
, temos
ϕyi
( |x− y|
R
)
= ϕ′(t)
(yi − xi)
R|x− y| . (4.47)
em t = |x−y|
R
. Nesse caso,
n∑
i=1
|ϕyi|2 =
|ϕ′(t)|2
R2|x− y|2
n∑
i=1
|yi − xi|2 = |ϕ
′(t)|2
R2
. (4.48)
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Como ϕ ∈ C2(0 ≤ t ≤ 1), |ϕ′(t)|2 esta´ limitada por uma constante no intervalo [0, 1].
Todos os casos podem ser englobados no seguinte resultado:
k(x, y) ≤ |x− y|2
(
|∇u|2 + c1|u|2 1
R2
)
(4.49)
para alguma constante c1 ≥ 0. Assim, conclu´ımos que
I2 ≤
∫
|x−y|≤R
|∇u|2
|x− y|n+γ−2dy +
c1
R2
∫
|x−y|≤R
|u|2
|x− y|n+γ−2dy. (4.50)
Como 0 < γ < 2 ≤ n, enta˜o 0 < γ < n e 0 < n−γ < n. Podemos aplicar o lema 4.3.1,
com β = n− γ para obter
I1(x) =
ω
γ
Rγ (4.51)
Reunindo os resultados (4.51), (4.50) e (4.38) segue enta˜o
|u(x)|2 ≤ c2Rγ
∫
|x−y|≤R
|∇u|2
|x− y|n+γ−2dy + c3R
γ−2
∫
|x−y|≤R
|u|2
|x− y|n+γ−2dy, (4.52)
para constantes positivas c2 e c3, adequadas que podem depender de γ, ω e c1. ¤
Lema 4.3.4. Seja q(x) uma func¸a˜o real, como no teorema 4.3.3 satisfazendo a desi-
gualdade (4.31) e u(x) ∈ C∞0 (Rn). Enta˜o,∫
Rn
|q(x)|.|u(x)|2dx ≤ c5Rα2
∫
Rn
|∇u|2dy + c6Rα2−2
∫
Rn
|u|2dy. (4.53)
Prova: Considere a integral ∫
|x|≤β
|q(x)||u(x)|2dx, (4.54)
onde β > 0. O lema 4.3.3 implica∫
|x|≤β
|q(x)||u(x)|2dx ≤ c2Rγ
∫
|x|≤β
|q(x)|
(∫
|x−y|≤R
|∇u|2
|x− y|n+γ−2dy
)
dx
+c3R
γ−2
∫
|x|≤β
|q(x)|
(∫
|x−y|≤R
|u|2
|x− y|n+γ−2dy
)
dx.
(4.55)
Mudando a ordem de integrac¸a˜o, tomando γ =
α
4
e |y| ≤ |y− x|+ |x| ≤ R+ β, segue
de (4.55):∫
|x|≤β
|q(x)||u(x)|2dx ≤ c2Rα4
∫
|y|≤R+β
|∇u|2
(∫
|x−y|≤R
|q(x)|
|x− y|n+α4−2dx
)
dy
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+c3R
α
4
−2
∫
|y|≤R+β
|u(y)|2
(∫
|x−y|≤R
|q(x)|
|x− y|n+α4−2dx
)
dy.
(4.56)
A desigualdade de Schwarz, (4.31) e o lema 4.3.1 implicam que(∫
|x−y|≤R
|q(x)|
|x− y|n+α4−2dx
)2
=
(∫
|x−y|≤R
|q(x)|
|x− y|n2+α2−2 .
1
|x− y|n2−α4 dx
)2
≤
∫
|x−y|≤R
(q(x))2
|x− y|n+α−4dx
∫
|x−y|≤R
1
|x− y|n−α2 dx
≤M
∫
|x−y|≤R
1
|x− y|n−α2 dx = c4MR
α
2 ,
(4.57)
(a hipo´tese α < 4 e´ importante aqui, pois n ≥ 2 e α
2
< 2. Assim, 0 < n − α
2
< n,
como requer o lema 4.3.1) e, portanto,∫
|x−y|≤R
|q(x)|
|x− y|n+α4−2dx ≤ c
′
4R
α
4 . (4.58)
Aplicando este resultado em (4.56), obtemos∫
|x|≤β
|q(x)||u(x)|2dx ≤ c5Rα2
∫
|y|≤R+β
|∇u|2dy + c6Rα2−2
∫
|y|≤R+β
|u(y)|2dy. (4.59)
As integrais em (4.59) esta˜o bem definidas quando β →∞, pois u ∈ C∞0 (Rn). Da´ı, a
expressa˜o (4.59) vale em todo Rn e obtemos∫
Rn
|q(x)||u(x)|2dx ≤ c5Rα2
∫
Rn
|∇u|2dy + c6Rα2−2
∫
Rn
|u|2dy. ¤ (4.60)
Prova do teorema 4.3.3:
i) Temos
〈Au, u〉 =
∫
Rn
[−∆u+ q(x)u]udx = −
∫
Rn
(∆u)udx+
∫
Rn
q(x)|u|2dx. (4.61)
Pela primeira fo´rmula de Green,
−
∫
Rn
(∆u)udx = −
∫
Rn
〈∇(u),∇(u)〉 dx =
∫
Rn
|∇(u)|2dx, (4.62)
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seguindo–se que
〈Au, u〉 =
∫
Rn
|∇(u)|2dx+
∫
Rn
q(x)|u|2dx. (4.63)
Se q(x) ≥ 0 enta˜o q(x) ≥ −|q(x)|; se q(x) < 0, enta˜o q(x) = −|q(x)|. Em ambos os
casos, q(x) ≥ −|q(x)|. Da´ı, e´ verdade, enta˜o, que
〈Au, u〉 ≥
∫
Rn
|∇u|2dx−
∫
Rn
|q(x)|.|u|2dx. (4.64)
Aplicando o lema 4.3.4, obtemos que
〈Au, u〉 ≥
∫
Rn
|∇u|2dx− c5Rα2
∫
Rn
|∇(u)|2dy − c6Rα2−2
∫
Rn
|u|2dy
=
(
1− c5Rα2
) ∫
Rn
|∇u|2dx− c6Rα2−2
∫
Rn
|u|2dy.
(4.65)
Agora, escolhendo R ∈ (0, 1) tal que 1− c5Rα2 ≥ 0, obtemos que
(1− c5Rα2 )
∫
Rn
|∇u|2dx ≥ 0 (4.66)
e
〈Au, u〉 ≥ a 〈u, u〉 , (4.67)
onde a = −c6Rα2 . Portanto, A e´ um operador limitado inferiormente.
ii) Visto que 〈Au, u〉 ∈ R, para todo u ∈ C∞0 (Rn), pois a 〈u, u〉 ∈ R, enta˜o, pelo
teorema 1.4.4, A e´ sime´trico, ou seja,
〈Au,w〉 = 〈u,Aw〉 , (4.68)
para todo u,w ∈ D(A). ¤
Para provar que o operador A do teorema 4.3.3 e´ essencialmente autoadjunto, preci-
samos do seguinte lema:
Lema 4.3.5. Sejam u(x) ∈ C2(Rn), com n ≥ 3, 0 < α < 4, e 0 < R < 1. Enta˜o,
|u(x)|2 ≤ c1R
α
α
∫
|y−x|≤R
|∆u(y)|2
|x− y|n−4+αdy + c2
Rα−4
α
∫
|y−x|≤R
|u(y)|2
|x− y|n−4+αdy, (4.69)
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para todo x ∈ Rn, onde c1 e c2 sa˜o constantes positivas independentes de x, u(x), R e
α.
Prova: Sem perda de generalidade, vamos considerar u(x) real. Temos, pelo
lema 4.3.2,
u(x) = −
∫
|y−x|≤R
s(x, y)∆
[
u(y)ϕ
( |x− y|
R
)]
dy, (4.70)
onde
s(x, y) =
1
(n− 2)ω |x− y|
2−n (4.71)
para n ≥ 3. Mas,
s∆[uϕ] = s
n∑
i=1
[uϕ]yiyi = s
n∑
i=1
[
uyiyiϕ+ 2uyiϕyi + uϕyiyi
]
= s(∆u)ϕ+ 2s 〈∇u,∇ϕ〉+ su(∆ϕ)
(4.72)
Note que
s 〈∇u,∇ϕ〉 = s
n∑
i=1
uyiϕyi =
n∑
i=1
(suyi)ϕyi . (4.73)
Ao substituirmos
suyi = (su)yi − usyi , (4.74)
obtemos
n∑
i=1
(suyi)ϕyi =
n∑
i=1
(su)yiϕyi − u
n∑
i=1
syiϕyi = 〈∇(su),∇ϕ〉 − u 〈∇s,∇ϕ〉 . (4.75)
Portanto,
u(x) = −
∫
|z−y|≤R
[su∆ϕ+ sϕ∆u+ 2 〈∇(su),∇ϕ〉 − 2u 〈∇s,∇ϕ〉]dy, (4.76)
Aplicando a primeira fo´rmula de Green, obtemos∫
|y−x|≤R
su∆ϕdy = −
∫
|y−x|≤R
〈∇(su),∇(ϕ)〉 dy. (4.77)
Substituindo em (4.76), obtemos
u(x) =
∫
|y−x|≤R
su∆ϕ−
∫
|y−x|≤R
sϕ∆udy +
∫
|y−x|≤R
2u 〈∇(s),∇(ϕ)〉 dy, (4.78)
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e|u(x)| ≤
∫
|y−x|≤R
|s|.|ϕ|.|∆u|dy +
∫
|y−x|≤R
{|s|.|∆ϕ|+ 2|∇(s)|.|∇(ϕ)|}|u|dy. (4.79)
Substituindo as desigualdades do lema 4.3.2 em (4.79), obtemos
|u(x)| ≤ b1
∫
|x−y|≤R
|∆u|
|x− y|n−2dy + b2R
−n
∫
|x−y|≤R
|u|dy (4.80)
e
|u(x)|2 ≤
(
b1
∫
|x−y|≤R
|∆u|
|x− y|n−2dy + b2R
−n
∫
|x−y|≤R
|u|dy
)
2. (4.81)
Aplicando a desigualdade (a+ b)2 ≤ 2|a|2 + 2|b|2 neste u´ltimo resultado segue–se que
|u(x)|2 ≤ b′1
(∫
|x−y|≤R
|∆u|
|x− y|n−2dy
)
2 + b′2
(
R−n
∫
|x−y|≤R
|u|dy
)
2. (4.82)
Mas, ∫
|x−y|≤R
|∆u|
|x− y|n−2dy =
∫
|x−y|≤R
|∆u|
|x− y|n2−α2 |x− y|n2−2+α2 dy. (4.83)
Aplicando a desigualdade de Schwarz no lado direito da (4.83) obtemos∫
|x−y|≤R
|∆u|
|x− y|n−2dy ≤
(∫
|x−y|≤R
1
|x− y|n−αdy
) 1
2
(∫
|x−y|≤R
|∆u|2
|x− y|n−4+αdy
) 1
2
.
(4.84)
Temos tambe´m que ∫
|x−y|≤R
|u|dy =
∫
|x−y|≤R
|x− y|n2−2+α2
|x− y|n2−2+α2 |u|dy. (4.85)
Novamente, utilizando a desigualdade de Schwarz, implica que∫
|x−y|≤R
|u|dy ≤
(∫
|x−y|≤R
|x− y|n−4+α
) 1
2
(∫
|x−y|≤R
|u|2
|x− y|n−4+αdy
) 1
2
. (4.86)
Usando o lema 4.3.1, ∫
|y−x|≤R
dy
|x− y|β = ω
Rn−β
n− β , (4.87)
com β = n− α, em (4.84), e β = −n+ 4− α em (4.86), obtemos
|u(x)|2 ≤ c1R
α
α
∫
|y−x|≤R
|∆u|2
|x− y|n−4+αdy + c2
Rα−4
2n− 4 + α
∫
|y−x|≤R
|u(y)|2
|x− y|n−4+αdy,
(4.88)
onde 2n− 4 > 0. ¤
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Teorema 4.3.4. O operador A definido no teorema 4.3.3 e´ essencialmente autoad-
junto.
Prova: Consideramos aqui apenas o caso n ≥ 3. Seja u(x) ∈ C∞0 (C), da´ı pelo lema
4.3.5,∫
Rn
|q(x)u(x)|2dx ≤ c1R
α
α
∫
Rn
(∫
|y−x|≤R
q2(x)|∆u(y)|2
|x− y|n−4+α dy
)
dx
+
c2R
α−4
α
∫
Rn
(∫
|y−x|≤R
q2(x)|u(y)|2
|x− y|n−4+αdy
)
dx
=
∫
Rn
[(
c1R
α
α
|∆u(y)|2 + c2R
α−4
α
|u(y)|2
)∫
|x−y|≤R
q2(x)
|x− y|n−4+αdx
]
dy.
(4.89)
Usando a condic¸a˜o (4.31),
||q(x)u(x)|| ≤ k1Rα2M 12 ||∆u(x)||+ k2Rα−42 M 12 ||u(x)||. (4.90)
Para Bu := −∆u, Cu := q(x)u, o resultado (4.90) e´ da forma
||Cu|| ≤ ε||Bu||+ δ||u||. (4.91)
com ε = k1R
α
2M
1
2 e δ = k2R
α−4
2 M
1
2 . Observamos que
1. O operador C e´ sime´trico, pois tomando Au = q(x)u(x), obtemos que
〈Af, g〉 = 〈q(x)f, g〉 =
∫
Rn
q(x)f(x)g(x)dx =
∫
Rn
f(x)q(x)g(x)dx = 〈f, Ag〉
para todo f, g ∈ C∞0 (Rn).
2. B e´ essencialmente autoadjunto em C∞0 (Rn) pelo teorema 4.2.1
Escolhendo R ∈ (0, 1) suficientemente pequeno e ε ∈ (0, 1), temos que o operador
B + C e´ essencialmente autoadjunto, pelo teorema 3.2.5. Ora,
(B + C)u = Bu+ Cu = −∆u+ q(x)u = Au (4.92)
que e´ o operador de Schro¨dinger. Logo, o operador de Schro¨dinger A e´ essencialmente
autoadjunto. ¤
95
4.4 Exemplo de func¸a˜o satisfazendo a condic¸a˜o de
Stummel
Nesta secc¸a˜o damos um exemplo de func¸a˜o q(x) satisfazendo a condic¸a˜o (4.31).
Teorema 4.4.1. Sejam as func¸o˜es b(x) e %, tais que b(x) = %−δ , onde
%(x) =
(
m∑
ν=1
x2ν
) 1
2
,
com 1 ≤ m ≤ n e δ > 0. Suponha que 2δ < 4− α ≤ m, para α < 4. Enta˜o, para todo
x ∈ Rn, n ≥ 2 ∫
|x−y|≤R
b2(y)
|x− y|n−4+αdy ≤M, (4.93)
para todo 0 < R < 1.
Prova: Vamos aumentar o domı´nio de integrac¸a˜o para o bloco
W := {|yi − xi| ≤ R, i = 1, 2, ..., n} (4.94)
Sejam W1 e W2 tais que W1 = {(y1, ..., ym)| |yi − xi| ≤ R, i = 1, ...,m}W2 = {(ym+1, ..., yn)| |yi − xi| ≤ R, i = m+ 1, ..., n}
Como b depende apenas de y ∈ W1,
IW (x) :=
∫
W
b2(y)
|x− y|n−4+αdy =
∫
W1
b2(y)IW2(x, y)dy1dy2...dym, (4.95)
onde
IW2(x, y) =
∫
W2
dym+1dym+2...dyn
|x− y|n−4+α (4.96)
Consideremos a integral IW2 em separado. Defina
r1
2 :=
m∑
i=1
(yi − xi)2, (4.97)
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er2
2 :=
n∑
i=m+1
(yi − xi)2, (4.98)
tal que |x− y|2 = r12 + r22. Usando que |yi − xi| ≤ R, temos
|r2|2 ≤
n∑
i=m+1
|yi − xi|2 ≤ R2(n−m) (4.99)
Ale´m disso, como R < 1, r1
2 < 1 e
|x− y|2 = r12 + r22 < 1 + δ2R2 (4.100)
onde δ := (n−m) 12 . Seja β := 4− α. Vamos mostrar que
IW2 ≤
cε,δ
rm1−β+ε1
(4.101)
onde ε > 0. E´ conveniente considerar va´rios casos.
Caso 1: m ≤ n− 2. Usando coordenadas polares e (4.99) obtemos
IW2 ≤ ω
∫ δR
0
rn−m−12
(r12 + r22)
n−β
2
dr2 = ω
∫ δR
0
(r2
2)
n−m−2
2 r2
(r12 + r22)
n−β
2
dr2 (4.102)
onde ω e´ a bola unita´ria no Rn. Prosseguindo, temos ainda que
IW2 ≤
ω
2
∫ δR
0
(r1
2 + r2
2)
n−m−2
2 d(r2
2)
(r12 + r22)
n−β
2
=
ω
2
∫ δR
0
1.d(r2
2)
(r12 + r22)
m−β+2
2
(4.103)
De (4.100) e para ε > 0, qualquer,
(1 + δ2R2)
ε
2 > (r1
2 + r2
2)
ε
2 (4.104)
e, portanto,
(1 + δ2R2)
ε
2
(r12 + r22)
ε
2
> 1 (4.105)
Substituindo esta u´ltima integral em (4.103),
IW2 <
ω
2
∫ δR
0
(1 + δ2R2)
ε
2d(r2
2)
(r12 + r22)
m−β+ε+2
2
<
ω
2
(1 + δ2)
ε
2 Ik (4.106)
onde k = m−β+ε+2
2
e
Ik =
∫ δ2R2+r21
r12
dt
tk
≤ ck
rm−β+ε1
, (4.107)
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mostrando (4.101). Em seguida, substituimos este u´ltimo resultado em IW para obter
IW ≤ cε,δ
∫
W1
b2(y)
rm1−β+ε1
dy1, ..., dym (4.108)
ou, explicitamente
IW ≤ cε,δ
∫
W1
dy1, ..., dym
%2δrm1−β+ε1
(4.109)
Caso 2. m = n− 1 Nesse caso, δ = 1 e m− β ≥ 0 e
IW2 ≤ c1
∫ R
0
dr2
(r12 + r22)
n−β
2
= c1
∫ R
0
dr2
(r12 + r22)
n−β+ε−ε+1
2
≤ c1
rm−β+ε1
∫ R
0
dr2
r1−ε2
≤ c4 1
rm−β+ε1
,
(4.110)
onde se verifica a validade de (4.109) Caso 3. m = n. Ja´ temos que∫
|x−y|≤R
b2(y)
|x− y|n−4+αdy ≤ c3
∫
W1
dy
%2δrm−β1
≤
∫
W1
(R
√
n)εdy
%2δrm−β+ε1
≤ c5
∫
W1
dy1...dyn
%2δrm−β1
(4.111)
Vamos aplicar a desigualdade de Ho¨lder com
1
p
=
2δ
2δ +m− β + ε
1
q
=
m− β + ε
2δ +m− β + ε
(4.112)
a` integral (4.109). Resulta∫
|x−y|≤R
b2(y)
|x− y|n−4+αdy ≤ c3
∫
W
1
%2δrm−β+ε1
dy1...dym
≤ c3
(∫
W1
dy1...dym
%2δ+m−β+ε
) 1
p
(∫
W1
dy1...dym
r2δ+m−β+ε1
) 1
q
(4.113)
Como ε > 0 e´ qualquer, tome ε = β
2
− δ. Enta˜o,
2δ +m− β + ε = m− ε < m (4.114)
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implica na existeˆncia das integrais em (4.113). Denote o volume de W1 por V1(W1),
enta˜o V1(W1) = R
m < 1, e usando que∫
W1
1
|x− y|αdy ≤
ωn
m− α
(
m
V (W1)
ωn
)1− α
m
(4.115)
(Ver Ref [1], sec¸a˜o 4.3) com m ≥ 2,∫
W1
dy1...dym
%2δ+m−β+ε
=
∫
W1
dy1...dym
%m−ε
≤ ωm
ε
(
m
ωm
) ε
m
, e
∫
W1
dy1...dym
r2δ+m−β+ε1
=
∫
W1
dy1...dym
rm−ε1
≤ ωm
ε
(
m
ωm
) ε
m
.
(4.116)
O caso m = 1 e´ trivial. Isso completa a prova. ¤
Exemplo 4.4.1. O potencial de Coulomb q(x) = ‖x‖−1, x ∈ R3, satisfaz a` condic¸a˜o
de Stummel. Tome n=3, m=3, δ = 1 e α = 1 no teorema anterior.
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Apeˆndice A
Resultados Auxiliares
Neste Apeˆndice apresentaremos - sem demonstrac¸a˜o - alguns resultados ba´sicos co-
nhecidos utilizados nos cap´ıtulos anteriores.
A.1 Espac¸o de Hilbert
Definic¸a˜o A.1.1. Seja V um espac¸o vetorial complexo. Uma aplicac¸a˜o
〈., .〉 : V × V → C (A.1)
e´ chamada de um produto interno em V quando para todo x,y,z ∈ V e α ∈ C, as
seguintes condic¸o˜es forem satisfeitas:
(a) 〈x, y〉 = 〈y, x〉 (A barra denota a conjugac¸a˜o complexa)
(b) 〈x+ y, z〉 = 〈x, z〉+ 〈y, z〉
(c) 〈αx, y〉 = α 〈x, y〉 ∀ α ∈ C
(d) 〈x, x〉 ≥ 0 ∀x ∈ H.
(e) 〈x, x〉 = 0 se, e somente se, x = 0
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O par (V, 〈., .〉) e´ chamado de um espac¸o produto interno. Todo produto interno induz
uma norma dada por
||u|| =
√
〈u, u〉. (A.2)
O par (V, ||.||)), onde ||.|| e´ a norma induzida, e´ chamado de espac¸o normado.
Segue de (a) que
〈x, αy〉 = 〈αy, x〉 = α 〈x, y〉 = α〈y, x〉 = α 〈y, x〉 (A.3)
Definic¸a˜o A.1.2 (Espac¸o de Hilbert). Seja V um espac¸o vetorial com produto
interno 〈., .〉, cuja norma e´ induzida pelo produto interno. Se diz que V e´ um espac¸o
de Hilbert se ele e´ completo nessa norma.
Definic¸a˜o A.1.3. Um espac¸o de Hilbert e´ chamado de separa´vel se ele possui um
subconjunto enumera´vel denso.
Teorema A.1.1. Seja S um subespac¸o fechado de H e S⊥ o seu complemento orto-
gonal. Todo elemento u ∈ H pode ser escrito de forma u´nica como u = v + w, onde
v ∈ S e w ∈ S⊥.
Prova: Ver Ref [1].
Teorema A.1.2. Um subespac¸o S ⊆ H e´ denso em H se, e somente se, v = 0 e´ o
u´nico elemento de H ortogonal a S.
Prova: Ver Ref [1].
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Teorema A.1.3 (Teorema da Limitac¸a˜o Uniforme). Seja H um espac¸o de Hil-
bert e Y um espac¸o vetorial normado. Seja (Tn) uma famı´lia de operadores lineares
limitados Tn : H → Y . Suponha que para cada x ∈ H, a sequeˆncia (‖Tnx‖) e´ limitada
em Y, isto e´,
‖Tnx‖ ≤ c(x), n = 1, 2, .. (A.4)
onde c(x) e´ uma constante que depende de x. Nessas condic¸o˜es, a sequeˆncia (‖Tn‖) e´
limitada, ou seja, existe c tal que
‖Tn‖ ≤ c (A.5)
para todo n ∈ N.
Prova: Ver Ref. [3].
A.2 Espac¸os Lp
Definic¸a˜o A.2.1. Seja Ω um aberto do Rn. Indica–se por Lp(Ω), 1 ≤ p < ∞, o
espac¸o das func¸o˜es:
Lp(Ω) =
{
u : Ω→ C | u e´ mensura´vel e
∫
Ω
|u(x)|pdx <∞
}
(A.6)
Os espac¸os Lp sa˜o espac¸os de Banach com a norma
‖u‖Lp(Ω) =
(∫
Ω
|u(x)|pdx
) 1
p
(A.7)
Em particular, L2(Ω) e´ um espac¸o de Hilbert complexo, com produto interno dado
por
〈u, v〉 =
∫
Ω
u(x)v(x)dx, ∀u, v ∈ L2(Ω) (A.8)
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Teorema A.2.1 (Desigualdade de Ho¨lder). Sejam p e q conjugados, ou seja,
1
p
+
1
q
= 1 (A.9)
e u ∈ Lp(Ω) e v ∈ Lq(Ω). Enta˜o fg ∈ L1(D) e
∣∣∣∣∫
Ω
u(x)v(x)
∣∣∣∣ ≤ (∫
Ω
|u(x)|pdx
) 1
p
(∫
Ω
|v(x)|qdx
) 1
q
(A.10)
Teorema A.2.2 (Desigualdade de Cauchy-Schwarz). Sejam u, v ∈ L2(Ω). Enta˜o,
| 〈u, v〉L2(Ω) | ≤ ‖u‖L2(Ω)‖v‖L2(Ω) (A.11)
Definic¸a˜o A.2.2. Dada uma func¸a˜o u(x) ∈ L2(Ω), se diz que ela e´ a derivada de
ordem α, no sentido das distribuic¸o˜es, de uma func¸a˜o v ∈ L2(Ω) quando∫
Ω
u(x)ψ(x)dx = (−1)|α|
∫
Ω
v(x)Dαψ(x)dx (A.12)
para todo ψ ∈ C∞0 (Ω). Indica–se a derivada de v, com o mesmo s´ımbolo Dα, isto e´,
u(x) = Dαv, mas subtendendo–se que isso e´ verdade no sentido das distribuic¸o˜es.
A.3 Func¸o˜es absolutamente cont´ınuas
Definic¸a˜o A.3.1. Uma func¸a˜o f : [a, b] → R e´ chamada de absolutamente cont´ınua
quando dado ε > 0, qualquer, existe um δ > 0 tal que para toda colec¸a˜o finita
(a1, b1), (a2, b2), ..., (an, bn), de subintervalos de [a, b], dois a dois disjuntos satisfazendo
a condic¸a˜o
n∑
k=1
(bk − ak) < δ (A.13)
tem–se que
n∑
k=1
|f(bk)− f(ak)| < ε. (A.14)
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Toda func¸a˜o absolutamente cont´ınua e´ tambe´m cont´ınua e uniformemente cont´ınua.
Teorema A.3.1. Uma func¸a˜o f : I = [a, b] → R e´ absolutamente cont´ınua se, e
somente se, existe uma func¸a˜o u ∈ L1(I) tal que
f(t) = f(a) +
∫ t
a
u(s)ds, t ∈ I. (A.15)
Nesse caso, existe a derivada de f , f ′, quase sempre em I e f ′ = u quase sempre em
I.
Prova: Ver Ref. [6,11].
Teorema A.3.2. Sejam f e g func¸o˜es absolutamente cont´ınuas em I = [α, β]. Enta˜o,
fg′ ∈ L1(I), f ′g ∈ L1(I) e∫ β
α
f(x)g′(x)dx = f(β)g(β)− f(α)g(α)−
∫ β
α
f ′(x)g(x)dx (A.16)
Prova: Ver Ref. [6].
Teorema A.3.3. Seja f ∈ L2(R) e suponha que f e´ absolutamente cont´ınua em todo
intervalo [a, b] ⊂ R e f ′ ∈ L2(R). Enta˜o a func¸a˜o f satisfaz
lim
|x|→∞
f(x) = 0 (A.17)
O mesmo resultado vale para f ∈ L2(R+), nas mesmas condic¸o˜es.
Prova: Ver Ref. [6].
104
A.4 Identidades de Green e Teorema de Fubini
Teorema A.4.1 (Primeira Fo´rmula de Green). Sejam u(x) ∈ C1(D) e v(x) ∈
C2(D). Enta˜o,∫
D
u(x)∆v(x)dx =
∫
∂D
u(x)vν(x)dS −
n∑
j=1
∫
D
uxj(x)vxj(x)dx
=
∫
∂D
u(x)vν(x)dS −
∫
D
(grad(u), grad(v))dx,
(A.18)
sendo vν a derivada normal de v em x ∈ ∂D.
Prova: Ver Ref [1].
Teorema A.4.2 (Segunda Fo´rmula de Green). Considere agora as func¸o˜es u(x)
e v(x) em C2(D). Enta˜o,∫
D
(
u(x)∆v(x)− v(x)∆u(x)
)
dx =
∫
∂D
(
u(x)vν(x)− uν(x)v(x)
)
dS (A.19)
sendo vν a derivada normal de v em x ∈ ∂D e uν a derivada normal de u em x ∈ ∂D.
Prova: Ver Ref [1].
Teorema A.4.3 (Teorema de Fubini). Sejam Ω1 ⊂ Rn e Ω2 ⊂ Rm dois abertos
e f : Ω1XΩ2 uma func¸a˜o limitada e integra´vel. Para cada x ∈ Ω1, definir a func¸a˜o
fx : Ω2 → R integra´vel para todo x ∈ Ω1. Enta˜o∫
Ω1XΩ2
f =
∫
Ω1
(∫
Ω2
fx(y)dy
)
dx (A.20)
Do mesmo modo, se a func¸a˜o fy : Ω1 → R for integra´vel para todo y ∈ Ω2, enta˜o∫
Ω1XΩ2
f =
∫
Ω2
(∫
Ω1
fx(y)dx
)
dy (A.21)
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