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Abstract Model fitting is a fundamental component in
computer vision for salient data selection, feature extraction
and data parameterization. Conventional approaches such as
the RANSAC family show limitations when dealing with
data containing multiple models, high percentage of outliers
or sample selection bias, commonly encountered in computer
vision applications. In this paper, we present a novel model
evaluation function based on Gaussian-weighted Jensen–
Shannon divergence, and integrate into a particle swarm opti-
mization (PSO) framework using ring topology. We avoid
two problems from which most regression algorithms suffer,
namely the requirements to specify inlier noise scale and the
number of models. The novel evaluation method is generic
and does not require any estimation of inlier noise. The con-
tinuous and meta-heuristic exploration facilitates estimation
of each individual model while delivering the number of
models automatically. Tests on datasets comprised of inlier
noise and a large percentage of outliers (more than 90 %
of the data) demonstrate that the proposed framework can
efficiently estimate multiple models without prior informa-
tion. Superior performance in terms of processing time and
robustness to inlier noise is also demonstrated with respect
to state of the art methods.
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1 Introduction and related work
Model fitting techniques are widely used in computer vision
applications, in which the data to be modeled usually con-
tains a significant number of outliers. RANSAC [1] is com-
monly applied to estimate a model with noisy data and
numerous extensions and modifications have been derived
from it (see [2,3] for a good overview of different extensions
of RANSAC). These RANSAC-based algorithms evaluate
every hypothesis using a cost function f (.). Then the best
hypothesis is selected as argmin f (.).
The truncation cost functions used by RANSAC and
its extensions facilitate toleration of more than 50 % out-
lier rate. However, this attractive capability also brings the
requirement of a application-dependent parameter, i.e. the
inlier noise scale (also referred to as bandwidth or trunca-
tion threshold). Since this prior information usually is not
available for many practical computer vision applications, the
development of nonparametric cost functions for robust esti-
mators has received widespread attention in recent literature
[4–9]. They analyze the distribution of residuals of individ-
ual data points w.r.t. the hypotheses, either with a histogram
or with kernel methods. A problem for histogram analysis-
based approaches is that the small pseudo-models and severe
outliers can easily generate many false peaks and valleys
which obscure the genuine modes. The kernel function-based
approaches estimate the residual histogram density using a
smoothness parameter, and they therefore can tackle small
pseudo-structures, but instead they have the well-known den-
sity problem, i.e. over- or under-estimation of the proportion
of inliers. Both of these two categories of hypothesis evalu-
ation function still require parameters (kurtosis or skewness
threshold for histogram approaches and bandwidth of the ker-
nel approaches), although these parameters are less sensitive
than the inliner noise scale used in RANSAC.
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RANSAC-based approaches apply a simple and straight-
forward optimization for searching the best hypothesis. This
optimization can be represented as argmin f (θ) = f (θˆ)
with f (θˆ) ≤ f (θi ),∀θi ∈ H, where H = {θ j } j=1,...,M
are the model hypotheses. This straightforward optimization
mechanism facilitates preemptive capability [10] while con-
fining the data to a single structure only. Several exten-
sions of RANSAC are capable of tackling the problem of
multi-model estimation and remaining preemptive [11,12],
but they introduce more sophisticated user-dependent para-
meters and therefore are less robust in real applications.
Recently, the holistic multi-model estimators combine the
hypotheses evaluation and optimization search strategy into
a complete framework to reveal the number and the parame-
ters of the models simultaneously. All these approaches dis-
cover the inherent model number using residual distribution
analysis [4,5,13–15]. However, these holistic multi-model
estimators lose the preemptive capability and are too slow
to be employed in real-time (at least soft real-time) tasks,
such as scene understanding for mobile robot or homogra-
phy detection for autonomous vehicle navigation.
In this paper, we present a novel framework for multi-
model estimation, which facilitates both nonparametric and
preemptive characteristics, and can deal with multi-structure
estimation. We make the assumption that data are constrained
to a specific known input space, such as a 3D volume of
space several meters across for estimating planar structures
in indoor scenes. With this assumption, we distribute data
points into the input space uniformly to form an ideal uni-
form dataset. By comparing the residual distribution of data
from the ideal uniform dataset and from the real dataset using
Gaussian-weighted Jensen–Shannon divergence (GJSD), an
effective and nonparametric cost function for hypothesis
evaluation is generated. An optimization framework based
on evaluating every hypotheses with GJSD is then intro-
duced, and uses the ring-topological particle swarm opti-
mization [16] to find multiple structures simultaneously.
The algorithm presented in this paper obtains faster conver-
gence while being robust to the presence of large amounts
of noise/outliers. Furthermore, it can handle data imbalance
more effectively than conventional approaches. In summary,
the algorithm presented provides a simple, generalizable
framework for multi-model estimation that can be used in
many practical tasks which need to estimate models in a lim-
ited time.
The most related work to our approach is the paper [17],
which also applies PSO for plane fitting. However, it does
not clearly consider the model fitting problem as two sep-
arate subtasks. It uses the same cost function as RANSAC
which needs the prior estimation of inlier scale. The use of
GJSD-based evaluation as alternative in this paper makes the
prior inlier scale unnecessary. Also a “deflation” function is
used in [17] to make the found optimum disappear in the
subsequent PSO iterations; this requires more iterations and
it is also difficult to control the invisible areas without any
overlaps. Instead we adopt the simple but powerful lbest PSO
method to select hypotheses and reveal the number of models
simultaneously.
2 Gaussian-weighted Jensen–Shannon divergence
This section describes the details of the proposed evaluation
function using Gaussian-weighted Jensen–Shannon diver-
gence [18]. Jensen–Shannon divergence, which is based on
Kullback–Leibler divergence (KLD) [19], is popularly used
in probability theory and statistics for measuring the similar-
ity between two distributions. The superiority of JSD over
KLD on handling zero values in distributions and removal of
nuisance in the use of KLD arising from its asymmetry has
been demonstrated in [20].
We use JSD to measure the divergence between the resid-
ual distributions of data from the ideal uniform distribu-
tion dataset and from real dataset, which clearly differ for
hypotheses near to and far from an actual optimum (see last
column of Fig. 1). When the hypothesis is geometrically close
to an optimum, the residual distribution of this hypothesis for
the real dataset has a peak at zero (first row in Fig. 1). Con-
versely, the residual distribution of a hypothesis that is not
close to the optimum, is similar to the residual distribution
that is generated using ideal uniform dataset (second row in
Fig. 1). Using a Gaussian-weighted variant, we could empha-
size the divergence at the specific place (e.g. the peak posi-
tion) and also depreciate the influence of the parallel models
in the residual distribution (last figure of row 1 in Fig. 1).
Given input data L = {xi }i=1,...,N and model hypotheses
H = {θ j } j=1,...,M which are generated by randomly sam-
pling from L, we calculate the distance d j of all the points
to each hypothesis θ j in L, d j = {d j1 , . . . , d jN }, where d jn is
the distance of point xn to hypothesis θ j . Then the residual
histogram of each hypothesis denoted as r j can be computed
using d j . The right-column images in Fig. 1 illustrate the
obtained residual histogram with respect to the correct and
arbitrary hypotheses (marked in red in left-column images
of Fig. 1). Note that the evaluation function we present here
is based on a signed distance metric. In other words, instead
of using an absolute distance metric like the Euclidean, as
in the case of RANSAC-based approaches, we use a signed
distance metric that is weighted by the location of the can-
didate point whose distance is to be calculated, with respect
to the reference hypothesis. Thus, the distances of candidate
points from the reference line are negative for points left of
the line and positive for points right of the line. Conventional
residual distribution-based fitness measures [8,13,15] do not
suppress non-maxima effectively, due to the use of unsigned
metrics.
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Fig. 1 The illustration of residual distribution of hypothesis that is gen-
erated using ideal uniform dataset and real dataset. The top row shows
results for a correct hypothesis and the bottom row for an arbitrary
hypothesis. From left to right, each column shows (left) input data and
hypothesis (marked in red), (middle) residual distribution using ideal
uniform dataset, (right) obtained histogram of distances between all
data from real set to this hypothesis. The width of bins in histogram is
0.01 for this figure as well as for Fig. 10 (color figure online)
Observing the computed residual distribution histogram
r j , it is obvious that there is a peak near d j = 0 for correct
hypotheses. Instead of using user-dependent parameters such
as kurtosis [21], bandwidth for kernel density estimation
[7] or the number of points per structure (the height of
the peak) [15], we detect this peak by comparing the resid-
ual histogram with an ideal distribution. Since the region
where the data lie are available prior information, we can
calculate the ideal distribution of the hypothesis to the uni-
formly distributed data. This histogram, denoted as t j , is
used as a criterion to calculate the divergence to the real his-
togram of distances, for the scenario at hand. For instance,
the middle-column images in Fig. 1 display the histogram
of corresponding hypotheses (marked in red) to the assumed
uniformly distributed dataset in a bounding box. Assuming
a uniform distribution of candidate points, the histogram of
distances obtained should be roughly flat for an isometric
distribution of points in the original space. However, in prac-
tical applications, candidate points are distributed in a non-
isometric space bounded by hyper-planes based on possible
values the underlying parameters representing the space can
take. Hence, it is necessary to estimate ideal histograms of
distances based on these boundary considerations. For the
example shown in the figure, for an isometric distribution,
we would have a rectangular distribution for the histogram.
But since the space of data points are bounded by the axes
x = 1 and y = 1, we obtain distributions with slopes at
either end. For the case of row 1, the hypothesis line is closer
in inclination to one of the axes, the flat portion of the his-
togram is large while the slopes are small, corresponding to
small regions beyond the boundary required to complete the
isometric distribution. On the other hand, since in row 2, the
inclination of the hypothesis line is farther away from both
axes, the regions outside the boundary, required to complete
the isometric distribution are much larger, resulting in smaller
flat region of the histogram and larger slopes. Note that the
ideal distribution t j for each hypothesis θ j is only determined
by the given input space, therefore, we can calculate this func-
tion and store it before we process the robust estimation.
We normalize t j and r j and represent them as t j =
{t1j , . . . , t Kj } and r j = {r1j , . . . , r Kj }, where K is the number
of the bins in each histogram. The Jensen–Shannon diver-
gence (JSD) of t j and r j is defined by
JSD(r j ||t j ) = 12 KLD(r j ||m j ) +
1
2
KLD(t j ||m j )







where m j = 12 (r j + t j ).
The JSD values of the hypotheses in Fig. 1 are 0.0511 for
the correct one and 0.0175 for the arbitrary one. Thus, it is
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necessary to select hypotheses that produce larger differences
between the ideal and test distributions, due to the occur-
rence of peaks, while discarding hypotheses that produce
distributions that are similar to the ideal distribution. Thus
maximization of the divergence or JSD is a necessary cri-
teria for hypothesis validation. It can also be seen from the
given example that the JSD resulting from correct and arbi-
trary hypotheses are significantly different. However, sev-
eral parallel hypotheses (parallel with the correct one) can
also produce a high JSD value because the divergence of the
whole distribution is evenly taken into account. Hence, we
weight the residual distribution using a standard Gaussian
function g = {g1, . . . , gK } (μ = 0, σ 2 = 1) to generate the
Gaussian-weighted JSD. The Gaussian function reinforces
the influence of JSD for data points close to the hypothesis,
and weakens the effect caused by the parallel model. In our
tests, σ 2 = 1 is robust enough to distinguish parallel line
models with distance between each other larger than 0.2 in
range of whole dataset [0 1]. If two parallel lines are closer,
the inlier scale noise makes them even hard to be distin-
guished by a human and we will not consider these extreme
cases in this paper. The GJSD is formulated as,
GJSD(r j ||t j ) = 12 GKLD(r j ||m j ) +
1
2
GKLD(t j ||m j )







Using GJSD to evaluate the hypotheses in Fig. 1, we get
0.1612 for the correct one and 0.0075 for the arbitrary one.
In fact, GJSD is a powerful evaluation tool for estimation of
both a single model and multiple models, as demonstrated
with the experiments in Sect. 5.1.























Gaussian weight: σ =0.1
Gaussian weight: σ =0.5
Gaussian weight: σ =1
Fig. 2 The comparison of algorithm convergences with various
Gaussian parameters. The result here is collected from Fig. 9a with
inlier noise 0.01
Figure 2 demonstrates when variance of Gaussian function
varies, the average fitness value of all the particles can always
converge to a stable value which means all the particles are
clustered into several niches. Figure 2 depicts the indepen-
dence of Gaussian parameter with respect to the algorithm
performance.
3 PSO using ring topology
This section describes the details of the proposed solution to
the model estimation problem using a particle swarm opti-
mization based framework. Given the model can be formu-
lated using D parameters, i.e. each optimal model can be
estimated by searching in a D dimensional space. A cost
function c(θ) where c(θ) = 1/ f (θ) is used as the function
to be minimized. This is similar to the cost function used
with RANSAC. The goal here is to choose the hypothesis
that maximizes the difference between the residue distribu-
tion r j and the ideal distribution t j , which is given by the
GJSD. Therefore, translating the maximization into a mini-
mization function and choosing f (θ) = GJSD(θ) produce
the required hypothesis selection. Thus c(θ) is used to evalu-
ate the current position of model θ in this space. The problem
of model estimation is to find arg min {c(θ), θ ∈ RD}.
Particle swarm optimization (PSO) is a meta-heuristic
optimization method which was first intended for simulat-
ing social behaviour of birds [22]. The ring topology for
PSO algorithm (known as lbest PSO) was actually not new
and described in one of the first papers on PSO [22]. It
was successfully applied in [16] with an aim to locate mul-
tiple optima. The stable and effective results displayed in
[16] also inspire us to apply the ring topological PSO for
the multiple structure selection problem. lbest PSO main-
tains a swarm of candidate solutions (called particles), and
makes these particles fly around in the search-space accord-
ing to their own personal best-found position and the best-
known position in a neighbourhood niche. Each particle
has a velocity that directs its movement and is adjusted
iteratively. The lbest PSO is demonstrated in Fig. 3, the
found optima are capable of attracting neighbouring parti-
cles to form a niche, and once two niches are overlapped,
the “better” niche (better fitness value) will entice the con-
necting particles from another niche. Since the movement
of a particle is affected not only by its neighbors but also
by its inertia, personal best position and random parame-
ters, the particles at the border of two niches moves slowly
and the niches can stay stably and arrive at convergence
[16].
vt+1jd =χ(w · vtjd +c1 · r1 · (ptjd −θ tjd)+c2 · r2 · (ltjd −θ tjd))
θ t+1jd = θ tjd +vt+1jd (3)
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Fig. 3 The demonstration of PSO using ring topology is shown. The
colored nodes {θ1, θ2, . . . , θm ,} denote m particles, and the grey nodes
{M1, M2, . . . , Mm,} represent the memory of each particle, i.e. parti-
cles’ personal best value p. Each particle connects with its own memory
node as well as immediate left and right neighbours in the ring. Particles
with the same color form a niche (color figure online)
where v j = (v j1, v j1, . . . , v jd , . . . , v j D) denotes the veloc-
ity of particle j in d dimensions (1 ≤ d ≤ D), p j =
(p j1, p j1, . . . , p j D) is the j th particle’s own best position
found so far, and l jd is the best position in the neighbour-
hood of the j th particle. For all the particles in D dimensions,
vt+1, θ t+1 are the updated velocity and new position derived
from this new velocity, respectively.
χ = 2|2 − c − √c2 − 4c|
c = c1 + c2
(4)
As in [23], χ is the “constriction factor” which is intro-
duced to limit the maximum velocity and the dynamic search
area in each dimension. w, c1, c2 are inertia weight and two
acceleration constants, where c1 is the factor that influences
the “cognitive” behaviour, i.e., how much the particle will
follow its own best solution, and c2 is the factor for “social”
behaviour, i.e. how much the particle will follow the swarm’s
best solution. c1 and c2 are set to 2.1 and 2.0, respectively, as
it was proved to be the best set [23]. χ is a function of c1 and
c2 as reflected in (Eq. 4). r1 and r2 are uniformly distributed
random numbers in the interval [0, 1].
4 Complexity
In this section, we will discuss the computational complexity
associated to the proposed algorithm as well as the realization
of preemptive model estimation. As the complexities of both
our algorithm and RANSAC are dominated by two major
factors, which are generation of hypothesis by drawing the
minimal sets and evaluating the fitness of every candidate
model, here we will only compare the complexities of these
two algorithms. The superior performance of our algorithm
over more state-of-the-art approaches will be illustrated by
the experimental results in Sect. 5.1.
Given the cost of hypothesis generation C1 and evaluation
C2, the overall complexities of the standard RANSAC and
our approach in the worst case are:
O(T CRANSAC) = O(T C1 + T C2)
O(T CGJSD) = O(T ′C1 + MT ′C2) (5)
where T, T ′ and M are iteration number of RANSAC, num-
ber of the particles and iteration number of PSO. Note that
the number of the particles T ′ instead of the iterations of PSO
M plays the similar role as iterations of RANSAC T in the
algorithm since both these two parameters impact the runtime
of hypothesis generation step. As displayed in Fig. 6, lbest
PSO can quickly (after 15–30 iterations) cluster hypotheses
into different niches and maintain a reasonable number of
members in each niche for a long time (see results in Fig. 6
after 50 iterations). These stable niches facilitate using clas-
sical clustering technologies to obtain the parameters and the
number of the models. We also notice that even after the small
numbers of iterations (∼15), the particles have been already
clustered into several niches, the best solution of the model
estimation can be provided by the niches’ means roughly.
This is desirable that the system can provide the current best
solution given the time constrains, hence the preemption can
be achieved in the case of real time systems which require a
solution in a specific time. Algorithm 1 lists the scheme of
preemptive lbest PSO.
Algorithm 1 Preemptive lbest PSO scheme
1: Initialise velocitiy v j , position p j for ∀θ j
2: while time limit prescribed by the application is not attained do
3: ∀θ j , evaluate each particle using cost function c(θ j ) = 1/ f (θ j )
4: where fitness function is defined as f (θ j ) = G J SD(θ j )
5: if c(θ j ) < c(p j ) then
6: Replace p j with θ j
7: end if
8: if c(θ j ) < c(l j ) then
9: Replace l j with θ j
10: end if
11: ∀θ j , calculate new v j and update θ j according to Eq. (3)
12: end while
13: Cluster all l j using Mean Shift
14: return Clustered results
In all the following tests with synthetic data, the parameter
T ′ and M for PSO are set to 100 and 30. The required iteration
of RANSAC (parameter T ) is calculated using formula T =
log(1−ρ)/ log(1−ε2), where ε is the inlier rate and ρ is the
desired possibility of successful estimation (ρ is set to 99 %
in all the test, i.e. typical value of T is ∼750 if inlier rate is
5 %, therefore we can expect that in our tests RANSAC is
approximately four times faster than the proposed algorithm).
123
1112 K. Zhou et al.
Table 1 The comparison of time complexity for various methods (all
times in seconds)
Single line Roof N W Pentacle
Outlier rate (%) 93.8 94.1 94.4 94.7 95
RANSAC 0.137 0.143 0.149 0.153 0.17
GJSD 0.415 0.429 0.443 0.454 0.468
pbM 4.454 4.715 5.077 5.259 5.462
MDPE 1.481 1.559 1.593 1.654 1.786
QMDPE 1.223 1.285 1.337 1.425 1.512















Fig. 4 Breakdown point test with three methods. The input data is
similar as Fig. 5a, but with the different outlier rates. All three methods
are repeated 20 times to calculate the estimation error in average
For a more detailed demonstration that lbest PSO can
effectively induce stable and robust niching for multiple
global optima localization, we refer readers to paper [16,24].
5 Experiments
We start to test our GJSD estimator with synthetic data for
both single model and multi-model estimation, and then
demonstrate the application of our methods in a real robotic
task, indoor plane estimation. All the results of synthetic data
processing are obtained on an Intel Quad Core 2.4 GHz CPU,
4 GB RAM and the real robotic task is operated on an Intel
Mobile Core i7 2720QM CPU, 8 GB RAM laptop connected
with a Microsoft Kinect.
5.1 Easy case: one model estimation
We first compare the speed of GJSD, RANSAC [1], MDPE
[6], QMDPE [6] and pbM [7] to demonstrate the time com-
plexity. Therefore, in this experiment only a single model
will be estimated from a synthetic dataset. Note that we
do not consider the RHA [8], J-linkage [15] and KF [13]
methods in this experiment because all of them are orig-
inally designed for estimating multiple models. Note that
each line in this experiment contains 100 inliers corrupted
with Gaussian noise of standard deviation σ = 0.02, which
is high relative to the range of the whole dataset (i.e. [0 1]
[0 1]). The outlier rate considers both gross outliers as well as
pseudo outliers which actually are inliers for the other mod-
els. The times in the test do not take the random sampling
procedure into account because all methods apply the same
random sampling with replication and have same number
(1,000) of sampling. It costs 0.174(s) in average (measured
using Matlab clock function). All the methods are coded in
Matlab except for pbM which is coded in C++. Every method
is tested 20 times and average processing time is recorded.
From Table 1, we notice that GJSD is slower than RANSAC
but significantly faster than kernel-based methods since we
do not run any kernel smoothing or residual sorting algo-
rithms which have high computational cost.
The comparison of breakdown points among various

























Fig. 5 Demonstration of false estimation under high outlier rate
(99 %). a Input data with 100 inliers and 9,900 outliers, the inliers are
perturbed with Gaussian noise (σ =0.01) b inlier boundaries are drawn
in the dataset. c Typical incorrect estimation results with RANSAC
(marked in green) and GJSD (marked in red), note that RANSAC has
a relatively high probability to obtain this kind of wrong estimation,
while almost all the incorrect estimations from GJSD are similar to the
displayed one (color figure online)
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Fig. 6 Demonstration of single and multi-model fitting using ring
topological PSO. Results in each row demonstrate fitting for piecewise
linear shapes and circles, namely, an inclined line, inverted V (roof), W,
a pentacle and multiple circles. Line and circle models have two (slope,
intercept) and three (X, Y coordinates of center, radius) parameters to be
estimated, respectively. The convergence of PSO for each input points
dataset (left column with 100 inliers per line/circle and 900 gross out-
liers, each line/circle is also corrupted with Gaussian noise σ = 0.01) is
illustrated in each column—initial 200 hypotheses and corresponding
particles, hypotheses after 5, 15, 30 and 50 iterations (using 0.56, 1.49,
2.99 and 4.96 s for line fitting and 0.64, 1.57, 3.11, 5.03 for circle fitting
in average), with the last figure showing the final estimation result using
mean shift clustering (different clusters are marked in different colors).
The mean of each cluster is the estimated model (color figure online)
given the correct scale of inlier error, RANSAC can provide
correct estimation results and begins to break down at approx-
imate 92 % outliers. Meanwhile, GJSD almost has the same
breakdown points without the requirement of inlier scale.
LMedS can only tolerate approximate 50 % outliers because
it does not truncate the loss function. We also notice that the
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Fig. 7 Comparison of the performance results under various outlier rates (left) and inlier noise scale (right)
















Fig. 8 Convergence time vs outlier rate plot for KF and PSO frame-
work
performance of RANSAC drops quickly when the outlier rate
is more than 92 %, in contrast, even at relatively high out-
lier rate (>95 % ), GJSD is still, loosely speaking, able to
correctly estimate 80 % of the models out of 20 times.
Although RANSAC and GJSD start to break down at the
same place, the incorrect estimations after the breakdown
points of these two methods are significantly different as dis-
played in Fig. 5c. We see that RANSAC obtains completely
wrong estimation of the model and meanwhile GJSD gives
an incorrect estimation closely and parallel to the true model.
This “slightly” wrong estimation result somehow is still use-
ful in many practical applications and might be refined using
some explicit restrictions (e.g. a plane estimation result can
be refined with recognized objects which are supported by
the plane).
5.2 Challenging case: multi-model with high outlier rate
In this section, all the input data are contaminated with more
than 90 % outliers and relatively high inlier noise (σ = 0.01).
Figure 6 illustrates the convergence of lbest PSO in different
line fitting problems.
For each line estimation result, we define ω = {ω1, . . . ,
ωQ}, ω˜ = {ω˜1, . . . , ω˜Q′ }, respectively, to be the true and
estimated lines’ parameters, where ‖ωq‖ = 1 and ‖ω˜q ′ ‖ = 1.
Thus the error metrics between the estimated and true model
is calculated as ε = ‖ωq − ω˜q ′ ‖/
√
2. Also note that this
error is measured only when the numbers of the model are
correctly estimated, in other words, the incorrect estimation
of the number of structures is not taken into account since
we believe that this type of the error makes the system to
produce the meaningless results thus the error measurement
in this case is not necessary anymore. To measure the error










Results of multi-model fitting for the presented scheme in
comparison to the state of th art Kernel Fitting (KF) [13] and
J-Linkage [15] are shown in Figs. 7, 8.
Figure 7 shows the results of line fitting using KF,
J-Linkage and the proposed approach. The results have been
obtained for estimating an inclined line and a ‘W’ shape case
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Fig. 9 Demonstration of
multiple lines fitting problem
using various methods. In this
particular example, there are
100 inliers per line and 900

















































(4 models); the outlier rates are 91.7 and 93.7 % for the single
and multi-model cases. The inlier noise rate is 0.02. For KF
the parameter step size h is fixed at 100.
Figure 8 compares the convergence rate of the presented
PSO-based framework with the Kernel fitting method [13].
Analogous to Fig. 7, results have been presented for regres-
sion of a single model (inclined line) as well as for a multiple
model scenario (shape of W in Fig. 9). It can be seen that
the time taken for convergence is much higher for the KF
in relation to the proposed framework. It was also been seen
that while the time for convergence grows exponentially with
the outlier rate in the case of the KF, it grows much slower
for the PSO framework.
5.3 Discussion
Our experimental results demonstrate the superior perfor-
mance in terms of better accuracy and stability under vari-
ous challenging configurations (high outlier rats and inlier
noise scale), whilst no prior information such as number of
the models, inlier noise scale and outlier rate has been pro-
vided before hand. The main reason of this superiority of
our method is that the models we attempt to estimate are
not determined by the sampling from the minimal set of
inliers but by the particles traversing in the solution para-
metric space. The advantage of this setup can be considered
in two different points of the views, (1) even with no ini-
tial particles are generated from the minimal set of inliers
(very often in high outlier rate case), the particles which are
close to the true models in the parametric space will also
hold the relatively better fitness value, thereby attracting the
neighbouring particles to approach themselves and search
this area together. This is the main reason that the proposed
method provides the superior performance when the outlier
rate is high. (2) When true models have been discovered by
particles either during the initial step or after several travers-
ing, these models with better fitness value could attract the
neighbouring particles to approach themselves and search the
nearby area together, thus the more accurate models might be
discovered by the traversing of these particles in this niche.
Usually, these more accurate models can only be determined
by the inliers that are less disturbed due to the inlier noise. If
only sampling of inliers can generate the correct models (this
is probably most case in the aforementioned algorithms such
as RANSAC family and J-linkage), obviously the chances of
finding these models are much less than the proposed method
which attempts to search the nearby area of the approxi-
mately correct models. This can explain why our method
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Fig. 10 The residual distributions of hypothesis that generated using
ideal uniform dataset and real dataset with non-uniform outliers. The top
row shows test data set with marked hypothesis. The middle row shows
residual distributions of hypothesis that generated using ideal uniform
dataset. The bottom row shows residual distributions of hypothesis that
generated using real dataset with non-uniform outliers
has the better accuracy in the case of the inlier noise scale
increasing.
5.4 Influence of non-uniform outliers
As we mentioned in Sect. 2, we assume a uniform distri-
bution of all the data points to produce the so-called ideal
uniform dataset and compare the two residual distributions
calculated based on this dataset and the real experimental
dataset. Although in practice the dense point cloud and its
bounding contour can be obtained with diverse de-noising
and delineation techniques, investigation of the performance
of our method under the condition of non-uniform outliers
also presents an interesting avenue as addressed here.
To this end, non-uniform outliers have been generated by
constraining the space of the outlier data points and residual
distributions estimated using such a distribution. The effect
of this constriction of the space is to shift the center of the
ideal distribution along with a minimal change in the shape of
the distribution. As it is shown in Fig. 10, even with the non-
uniformly distributed outliers, the correct hypotheses can still
generate reasonably higher GJSD value than that generated
by the wrong hypotheses, which indicates that the differences
between residual distributions of the correct hypothesis with
the ideal uniform dataset and with the real dataset, is greater
than the differences generated by the wrong hypothesis. As
expected, it can be seen that these differences are not as obvi-
ous as in the case of uniformly distributed outliers. This effect
is especially noticeable when the space of the wrong hypoth-
esis is mutually disjoint to the restricted space of the outlier
distribution [sub-figure (c) in Fig. 10]. However, since all
hypotheses are generated using random sampling of the real
data points (including outliers), the likelihood of generation
of such hypotheses is not high. In summary, it can be seen
that even with non-uniform distribution of outliers the GJSD-
based hypothesis validation metric successfully detects the
correct hypothesis.
5.5 Real data test
We mount a Microsoft Kinect camera on a Pioneer P3-DX
mobile robot (1.2 m height) to acquire the RGB-D data. One
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Fig. 11 Multi-plane fitting for
3D point clouds of real data
challenging scene, which is typical for robotic search tasks,
is demonstrated in Fig. 11. The robust regression task for our
robot vision system is the estimation of multiple planes in
the current scene in limited time.
Figure 11 shows multi-model plane fitting using the lbest
PSO framework and GJSD estimator on real data. The point
cloud captured from RGB-D sensor is firstly down-sampled
to 2,000 for decreasing the computational complexity. Then
the multiple plane models are estimated using the proposed
method, wherein the ideal residual distribution is generated
using the normally distributed points in the bounding box
of point cloud. All the points are back-projected to one of
the estimated plane which is the closest to the specific point.
The estimated planes without significant number of projected
inliers are then removed from the final result. The detected
planes are represented in terms of different colors for the
constituent data points.
6 Conclusion
Two major contributions, GJSD evaluation function and the
application of ring topological PSO, have been proposed for
estimating the multiple structures from the noisy data. A
novel fitness evaluation metric, GJSD, has been presented
in this paper which can clearly discriminate between cor-
rect and arbitrary hypotheses that are randomly generated in
a specific region. The proposed framework, driven by lbest
PSO and the GJSD estimation for measuring fitness of par-
ticles, facilitates the stable and robust localization of multi-
ple optima. We have demonstrated that the performance of
the presented technique significantly exceeds those based on
the RANSAC family as well as the state-of-the-art Kernel-
based techniques, while being able to detect multiple models
robustly. Experimental results with synthetic data and real
data validate the proposed approach. While the proposed
method could be extended for applications requiring fitting
to non-geometric error functions (such as in the estimation of
fundamental matrices), the focus of this paper is on robust fit-
ting for multi-modal data. Applications to non-geometric and
higher order non-linear functions are exciting and promis-
ing avenues for future research as evidenced from [25]) that
applies PSO to the estimation of fundamental matrix.
Furthermore, application of the GJSD evaluation func-
tion is limited to data constrained to a specific topological
space. Although this in agreement with most real applications
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(or can be achieved with denoising techniques), it forms a
good scope for future investigation. In addition, while we
use the lbest PSO in a preemtive framework to estimate the
stopping criterion in this iterative procedure, analysis of the
convergence of PSO as well as the stopping criterion present
further avenues of research.
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