Abstract-The push-sum algorithm allows distributed computing of the average on a directed graph, and is particularly relevant when one is restricted to one-way and/or asynchronous communications. We investigate its behavior in the presence of unreliable communication channels where messages can be lost. We show that exponential convergence still holds and deduce fundamental properties that implicitly describe the distribution of the final value obtained. We analyze the error of the final common value we get for the essential case of two nodes, both theoretically and numerically. We provide performance comparison with a standard consensus algorithm.
the values they have access to. The system is said to reach average consensus if the values of all nodes converge to the average of the initial measurements. Under suitable connectivity conditions, this can easily be achieved if the-possibly timevarying-graph is undirected, as symmetric choice of weights will then keep the average constant. We will refer to these as standard consensus methods. They can be implemented under particularly light requirements: nodes do not need unique identifiers or global information about the system (e.g., to know the number of nodes), and only use a single variable per node. Variations of this approach can be implemented on networks with directed asynchronous communications, but it is then in general impossible to keep the average constant over time, consequently the system does not converge to the initial average, see e.g., [9] [10] [11] [12] [13] for analysis of the error for different such algorithms. Note that average preservation remains possible in networks with directed communications if communications are synchronous and predetermined averaging weights satisfying a balance condition are available.
The push-sum algorithm (also known as ratio-consensus [14] ) allows computing the average on networks with directed asynchronous communications at the cost of one additional variable per node: nodes not only record a linear combination of other nodes' values, but also keep track of their "relative importance" in the system. Therefore, two variables per node are required. The algorithm can be asynchronous, with a randomly chosen node communicating towards another at every step, without waiting for reply. This method is known to efficiently compute the perfect average [14] , [15] and does not require agents to have unique identifiers or global information about the system.
We also note the existence of an interesting alternative approach based on the so-called surplus [16] [17] [18] [19] : nodes run a standard consensus algorithm that does not necessarily preserve the average, and they compensate their updates by removing the variation of their state x from an additional "surplus" variable s, so that the sum of all states x and surplus variables s remains constant. An appropriate mechanism then mixes the surplus variables, and slowly reintroduces their values in the primary state variables x. This approach has been shown to work in different contexts, but several open questions remain about the general conditions under which it converges. Besides, all currently available implementations of this approach of which we are aware require using implicitly or explicitly global information about the system. To the best of our knowledge, every other available class of distributed algorithms allowing computing an average on networks with directed asynchronous communications requires using unique node identifiers and/or global information about the network.
There is a strong research effort to understand the performance of these averaging methods taking into account the deficiencies of the communication channels. Such limitations include packet delays [20] , packet drops [21] , changing connection topology [22] , [23] , limited or noisy communications [24] , [25] or several of these, see e.g., [26] that considers both time-varying communication topologies and communication noise or [27] , that considers quantized communication and random link failures. Unmodified versions of the averaging algorithms will indeed in many cases lead to errors in the presence of such communication deficiencies, resulting in a loss of precision of the average obtained, or potentially to more serious consequences if the averaging steps are used as a part of a more complex algorithm (push-sum steps, that we study in this paper, is for example used in distributed optimization, [7] , [8] ). Hence it is essential to understand the errors introduced by these deficiencies or to develop correction mechanisms.
The issue we currently focus on is the presence of transmission failures, resulting in some messages being lost.
In (asynchronous versions of) standard consensus protocols, the emitter of a message does not change its state, so the loss of a message is equivalent to the absence of communication.
In particular, when all messages have the same probability of being lost, message losses only slow down the process without affecting the distribution of the end result. By contrast, the emitter of a message in a push-sum algorithm does change its state, so the undetected loss of a message is not equivalent to an absence of communication and will result in an additional error. A clever correction mechanism relying on sending the sum of all messages that would have been sent in the push-sum algorithm was proposed in [28] . However, this method requires additional capabilities for the nodes; they need to have local identifiers for each potential neighbor, and also an extra memory slot for each communication link.
In this paper, we restrict our attention to methods that do not use identifiers, large number of variables, or global information about the graph. Hence, we analyze the convergence and performance of the original push-sum algorithm in the presence of transmission failures without any corrective mechanism, similarly to what was done for asynchronous directed versions of standard consensus in [11] . We also compare the error performance of the push-sum algorithm with that of a comparable version of standard consensus on directed networks with packet losses. Note that for push-sum, errors are caused solely by packet losses, while for the other algorithm, errors are caused solely by the directed character of the network.
Our contribution can be summarized as follows. First, we establish the convergence of the push-sum algorithm in the presence of message losses in Theorem 3. This ensures that the algorithm does provide an agreement among the nodes but does not yet give information on the final value. The final value is possibly random as the algorithm itself involves random elements, therefore a probability distribution of the final value is expected instead of a deterministic number. The resulting distribution is characterized in Theorem 14.
Bounds on the expected quadratic error of the final value compared to the real average are developed for the fundamental case of two nodes. Theorem 5 provides lower bounds while Theorem 6 gives an upper bound. New essential tools are introduced on the way in order to deal with the nonstandard features of the random process generated by the push-sum algorithm.
Finally, the relevance of the push-sum algorithm is justified in the presence of transmission failures. The performance is numerically compared with that of a standard consensus algorithm, the asymmetric randomized gossip algorithm (ARGA) [13] , and we indeed see that push-sum is more efficient when the transmission failure rate is not extremely high.
The rest of the paper is organized as follows. In Section II, we formally describe the push-sum algorithm. We present our main result and our numerical experiments in Section III. Section IV provides the tools for general understanding of the process which is needed to perform our analysis. We then prove the error bounds in Section V for two nodes. Conclusions and further research directions are discussed in Section VI.
II. PUSH-SUM ALGORITHM
In the general setting the goal of the push-sum algorithm is the following. Given are n agents with a strongly connected directed connection graph and some input values at each agent, which we call initial measurements. The agents want to reach average consensus, all agreeing on the average of the initial measurements, using only limited communication along the edges of the graph.
First, we introduce the original version with perfect communication from [15] then we present the setting considered in the current paper.
Definition 1: The (gossip) push-sum algorithm with perfect communication is the following process. Given are a strongly connected directed graph G and a distribution π > 0 on the directed edges. Every agent stores a value x i (t) and also an abstract weight variable w i (t). The values x i (0) are the initial measurements, which are to be averaged by the algorithm. The weights are initialized as w i (0) = 1 for all i. At every time step, an edge e = (i, j) is chosen from the graph randomly and independently according to π. As we work with asynchronous communication, we assume only one edge is active at a time. Agent i sends half of both the value and the weight to agent j.
To be more precise, the following update is performed:
The behavior of the algorithm strongly depends on the connection graph and on the distribution π on the edges. It is known to almost surely (a.s.) achieve its goal of computing the average even with multiple simultaneous communications [29] , meaning that the rescaled values approach the average of the initial measurements at every node
Note that, we do not analyze the background structure that generates the connection graph or the underlying dynamics that leads to the distribution π. One can think of every edge having a Poisson clock of possibly different rate, and a message being passed when the clock fires. Our discrete times t would then correspond to a sampling at the firing times. Here, we simply treat the edge selection mechanism as given.
In this paper, we analyze the effect of transmission errors: some messages sent might not reach their destination, without the sender being aware of the failure. The emitter would still update as if the transmission had been successful, while the intended receiver would not, resulting in a loss of information.
Definition 2: The push-sum algorithm with transmission failures. The same initial setup is used as in Definition 1: given are a graph G, a distribution π on the edges, the initialization of the variables x i (0), w i (0). Additionally, for every edge e a transmission failure probability p e < 1 is given. Edges e = (i, j) are chosen the same way according to π at every step. However, this time a randomized update is performed
(2) where χ e (s) are a collection of independent random variables taking a value 1 with probability 1 − p e (successful transmission) and 0 else (failed transmission).
III. RESULTS

A. Convergence and Error Bounds
Our first result, proved in Section IV-A, ensures that the pushsum algorithm with transmission failures still converges almost surely to some point in the convex hull of the initial measurements, whenever the transmission failure probabilities p e are smaller than 1, that is, there is communication actually happening on the graph.
Theorem 3: If p e < 1 for every e, the push-sum algorithm with transmission failures converges exponentially fast almost surely: There exists some q > 1 and a random variable x * taking values in the convex hull of {x 1 
Therefore the algorithm does provide an agreement among the nodes, but their final value is a random variable x * in general different from the average of the initial measurements. This common final value can be expressed as a convex combination of the initial measurements. This will be a consequence of Proposition 10 in Section IV-B:
Theorem 4: The final value x * of Theorem 3 is a random variable that can be re-expressed as
where the vector (τ 1 , τ 2 , . . . , τ n ) is a random variable that takes its values on the n − 1-dimensional simplex:
, and whose distribution is independent of x(0).
n for all nodes, then x * is the exact average of the x i (0). We take as measure of performance of the algorithm the Fig. 1 . Simulation of the density of the distribution μ of the vector τ of Theorem 4, for the fully connected graph on n = three nodes, a uniform π and a transmission failure probability p e = 0.6 on all edges.
expected square difference between τ and this ideal case.
In particular, R = 0 exactly when τ = (1/n, 1/n, . . . , 1/n) and R is maximal at n − 1 in the worst case of τ = (1, 0, . . . , 0) corresponding to the final value being influenced by only one single node. If τ was uniformly chosen from the simplex, R would be 1 − 4n (n +1)(n +2) . One can also verify that R/n corresponds to the expected square error if the x i (0) are scalar i.i.d. random variables drawn from a distribution with variance 1. (We chose R and not R/n as error measure because one can verify that R remains invariant when several identical τ are joined with identical scaling.)
In order to derive bounds on R a key tool of our analysis is the study of the distribution μ of the vector τ . This distribution is relatively complex, as suggested by Fig. 1 , where we present a simulation of the density of μ for the fully connected graph on three nodes, a uniform π and p e = 0.6 on all edges (using 500.000 samples with the density displayed on a logarithmic scale). Therefore it is supported on the triangle spanned by (0, 0, 1), (0, 1, 0), (1, 0, 0). We will see that the distribution μ can be characterized using an invariance relation
where F is a random measure transformation based on a single step of the push-sum algorithm. The random measure transformation F is fully defined in Section IV-C using the notations introduced on the way and Theorem 14 provides the precise statement formalizing (4).
We proceed to derive bounds on this final value. This is done for the fundamental case of two nodes, where the edges in the two directions are selected with equal probability and the transmission failure probability is the same for them, denoted simply by p from now. The proofs for these bounds are in Section V.
Theorem 5:
. The following lower bounds hold for the expected quadratic error R for two nodes having equal probabilities of initiating a transmission:
For p → 0, both lower bounds are asymptotically
The following upper bound holds for the expected quadratic error R for two nodes having equal probabilities of initiating a transmission:
The ideas that we use could in principle be applied to systems with three or more nodes, but the derivations become much more involved, partly due to the more complex distribution of τ generated by our algorithm on higher dimensional simplexes.
B. Simulations
Three types of simulations have been performed. First, to evaluate the numerical performance of the theoretical bounds obtained. Second, to get an overview of the algorithm behavior for larger graphs which are currently out of reach with our analytic results. Finally, to compare the push-sum concept with ARGA [13] as a tool for distributed averaging.
In view of Theorem 4, we can understand the precision of the algorithm via the expected quadratic error R of the random variable τ defined in (3) . This corresponds to launching the algorithm with the basis vectors e i = (0, . . . , 0, 1, 0, . . .) as initial values at the nodes of the graph.
For the computations, the algorithm is executed until approximate convergence is achieved, which is formulated using the following stopping criterion: We require that for each coordinate of the coefficient vector, which would eventually converge to τ , the nodes should all agree within a factor of 1.0001. There is also a step count limit when the simulation is discarded if agreement is not reached within this bound. This is set at 1 M when the nodes are fully connected and at 5 M for the supposedly slower grid and cycle topologies. These bounds are set to avoid the rare but extremely long instances and were chosen high enough to be barely reached (and possibly cause a bias on the result) except when p e > 0.95 on all edges.
For p e > 0 message losses drive all value and weight variables x i (t) and w i (t) to 0, which might cause quantization problems on a digital computer, but floating point representation of numbers avoids such issues. Nevertheless, when implementing the algorithm for much larger graphs, additional attention has to be paid to avoid such issues.
The numerical performance of the lower and upper bounds proven in Theorem 5 and 6 is shown in Fig. 2 . We can see that both lower bounds follow well the numerical values obtained through the whole range of p. However, the upper bound is visibly rather conservative. It does capture the linear nature of the error when p → 0 but the numerical values are still far. We also investigate the dependence of the error on the transmission failure probability for larger graphs. We assume the graph is homogeneous with this respect, having the same failure probability p on all edges. We consider the cycle, the grid, and the complete graph topologies for different node counts (to ensure homogeneity, the grid is arranged as a torus, with left and right, top and bottom edges connected, respectively). We always consider the case of π uniform on the set of edges. The results are shown in Figs. 3, 4, and 5.
We see that for the grid and the complete graph the two plots are qualitatively similar. However, for the cycle graph we get a distinctly different picture. Considering the cycle graph, a scaled version of the error R/n is plotted in Fig. 6 in order to reveal our numerical finding, that for fixed p, R/n appears to remain constant with n for large enough cycles. The scaled error R/n for the other networks did not exhibit any specific behavior.
Following the analysis of the push-sum algorithm, we compare its efficiency to the ARGA [13] , which is a variation of the standard consensus methods, and can be implemented in exactly the same conditions as the version of push-sum we study: It requires no identifiers, global knowledge, or large number of variables. At every time step, an edge (i, j) is chosen randomly according to the distribution π, then node i sends a message to j. But nodes store only one variable x i (t), and the update after i has sent its value to j is
It is easy to see that this also converges to consensus. However, even with no communication error the consensus value might deviate from the real average [13] . On the other hand, transmission failures will not increase this error if the probability is the same for all messages; it will only slow down the process. For a fair comparison it will be useful to allow a slight adjustment of both algorithms. In both cases, we have a hard-coded parameter of influence set at 1/2. This is the ratio sent for the push-sum algorithm and the strength of influence for ARGA. We get valid and convergent algorithms if we change this value to some other 0 < α < 1.
This way the algorithm has two parameters: first, the external transmission failure probability p which we again assume to be the same on all edges and second, the chosen influence ratio α. We also have two performance metrics: the error from the real average and the speed at which consensus is reached. Therefore we get a legitimate comparison in the following way. Given an error probability p and a desired error R, we choose α for both algorithms separately to achieve this error. Knowing that now they reach the same level of accuracy, comparing the speed of the two will tell us which one is more efficient.
Therefore we generate a large number of instances, randomly choosing p and α and compute the speed and error the algorithms give. We generated over 60M instances for the push-sum algorithm, and over 35M for ARGA (for the latter, we can slightly simplify as p simply scales the speed without changing the error, we can fix it to 1 and then scale it to the values needed). In Fig. 7 , we present the performance comparison results of the two algorithms for a fully connected network of five nodes. The parameter space of (p, R) is split into three regions. a) ARGA performs faster. This is the case when we want low error despite the extremely high p. b) Push-sum is faster. c) None of the random instances of the push-sum algorithm ended up in this region. At the boundary between region a) and b) black identifies the points where the two algorithms perform equally, the surrounding grayscale corresponds the ratio of the speeds, becoming white when it is above 1.1.
To understand region c) recall that the push-sum algorithm will always give 0 error when p = 0, so it is reasonable to expect that no high errors occur when p is very small. There is also a small area near p = 1, R = 0, which means it is very unlikely to get near the true average when the transmission error probability is extremely high.
It is important to add that on the area on the upper left corner, push-sum is a preferable choice compared to ARGA in the following way. When some choice of parameters is unreachable for push-sum (e.g., p = 0.2, R = 0.4), we may use a feasible instance with stronger error constraints (p = 0.2, R = 0.25 in this case) and it turns out that this is still faster than ARGA for the original parameters. This consistently holds for the whole part of region c) corresponding to low p and high R, found to the left and above region b).
We conclude that the push-sum algorithm is a better alternative for a wide range of setups, but we should be careful when the transmission failure probability p is extremely high.
IV. INVARIANCE RELATION
In this section, we will prove an invariance relation that will be of key importance for our analysis. Before that, we need to establish fundamental properties of the push-sum algorithm with transmission failures.
A. Convergence
First, we prove Theorem 3 showing that the push-sum algorithm with transmission failures converges exponentially fast, meaning that the scaled values of different agents will be the same in the limit. It is easy to verify that all values and weights go to zero for 0 < p e < 1 because the same fraction of loss may happen independently at every step. Nevertheless their ratio converges to a meaningful value as shown below. At this point we only aim to confirm convergence, and do not search for the best rate possible.
Proof of Theorem 3:
We first establish convergence for scalar x i (t). For higher dimensions, we can use this result coordinatewise, then we will need to additionally verify that x * indeed lies in the convex hull of the initial values.
The proof relies on analyzing the following event: a node i holding the highest weight w i (t) at time t successfully influences, maybe indirectly, all other nodes over a period of fixed length starting at t. We will show that (i) this event contracts the range of all ratios x j /w j by a certain fixed proportion, and (ii) it almost surely occurs sufficiently often.
To formalize this idea, let i * t be (one of) the nodes with the highest weight at time t. Since the communication graph is strongly connected, it is possible to select a directed tree starting from i * t and reaching every other node. 
be the maximal and minimal ratios at time t. If the event B(t) occurs, then letting
Proof: Observe the algorithm is invariant under the addition of Kw i to each x i for a common K, meaning that it corresponds to a translation of all ratios
by K, and this translation is preserved by the algorithm. Hence, we can assume without the loss of generality that m(t) = 0 = min i x i (t). Let
, and j s be the end node of e t s . We now show that after node j s is reached at step s, for all u ≥ s ≥ t, there holds
We use induction, first on u keeping s fixed, then increasing s.
To start, for s = t these inequalities hold by definition for u = t. Afterwards, if they hold for a certain u, s, they further hold for the same s and all u ≥ t because at every time step,
At time s, it receives a message from a node j s from some s < s. Using (9), there holds
Similarly, using (8), there holds
Inequalities (8) and (9) are now proved for the increased s and u = s, then u can be incremented as before. Now relying (8) and (9) for any j we have
Let us reintroduce the possibility of m(t) = 0, retranslating all the ratios x j w j simply yields
for all j. Minimizing over j gives
(t) .
A similar argument shows
Adding up the two, after cancellations we arrive at
Claim 3.2:
We want to quantify the frequency as the events B(t) occur, therefore let us define − 1) ) occurs}|. Then, N k grows asymptotically at a linear rate, namely
for some α > 0. Proof: Note that the events B(l(n − 1)) are not independent, as the occurrence of one will possibly change which node i * will have the highest weight at a further time and hence the probability of occurrence of B(t) at that time. Nevertheless, their probability conditional to past history can be uniformly bounded. Let π = min{π e > 0} be the probability of selection of the least probable edge, and p = max{p e < 1} the maximal transmission failure probability. The event B(t) consists of a certain n − 1 long sequence of edges to be selected in a given order starting at time t, and of all the corresponding transmission to be successful. Its probability conditional to past history is thus at least α = (π (1 − p) ) n −1 . We need one more step to avoid dependency issues. By time t the probability of B(t) is known (as i * (t) is identified). Let us introduce an independent confirmation event B c (t) of probability α/P (B(t)) and defineB(t) as the event that both B(t) and
Let us turn back to proving Theorem 3 for scalar x i (t). Previously, in Claim 3.1 we have shown the contracting effect of B(t) on the range of the ratios, by a factor q < 1 in n − 1 steps. In Claim 3.2 we have just shown that this happens often enough, approximately αk times out of k possibilities. Combining the two claims we get
(10) almost surely for any small ε > 0. The statement of the theorem follows by setting
for any small ε > 0, and we get q > 1 for ε small enough. Finally, for multidimensional x i (t), (10) holds for each coordinate and this implies exponential convergence in norm with rate q. We have to ensure that the limit point x * lies in the convex hull of the initial values. Observe that the convex hull of {
w n (t) } can only shrink: the only situation when a ratio changes is when some node j successfully receives a message from some other node i. In that case the new ratio is
This new ratio is a convex combination of the previous ones, so the convex hull at t + 1 has to be inside the convex hull at t. The intersection of this descending sequence can only be {x * } and the initial body at t = 0 is the convex hull of
w n (0) }, which is the convex hull of the x i (0) since the w i (0) are initialized to 1.
Observe that in this proof, we do not directly use the independence of the edge selection processes at each time, but only the existence of the lower bound (π (1 − p) ) n −1 on the conditional probability of the event B(t). Hence our result could be generalized to any edge selection process for which such a bound can be defined.
B. Final Values
In the previous section, we have seen that the push-sum algorithm always reaches consensus. Due to the random transmissions and failures, this final value is a random variable. We now set up the definitions to study the behavior of the final consensus value acquired from the push-sum algorithm with transmission failures; we introduce two equivalent descriptions of the algorithm to formulate this. First, we define a random function T as the push-sum function which results in the final consensus value of a push-sum algorithm given the initial measurements of the agents. We will then define the push-sum coefficient which captures how the push-sum algorithm mixes the initial measurements.
For the remaining of this section, we fix a directed graph G on the n nodes together with a distribution π > 0 on the directed edges, and a transmission failure probability p e < 1 for every edge.
Definition 7: For any real vector space V we define the pushsum step to be a random operator S : V n × R n → V n × R n , with (v , w ) = S(v, w) being the result of selecting an edge e = (i, j) according to the distribution π, then for every k = i, j setting v k = v k , w k = w k and also
where χ e is a random variable taking a value 1 with probability 1 − p e (successful transmission) and 0 else (failed transmission). Definition 8: For any real vector space V we define the pushsum function as the random function T : V n → V whose value T (V) for some V = (v 1 , v 2 , . . . , v n ) is obtained in the following way.
We initialize V(0) = V, w(0) = 1 ∈ R n , and at every time step t we apply an independent push-sum step
(V(t + 1), w(t + 1)) = S(V(t), w(t)).
We compute then the value of the push-sum function as
Observe that this is well defined almost surely as the limit is the same for all indices i; this follows from Theorem 3 on the convergence of the push-sum algorithm. Still, the function value is random, depending on the choice of indices and χ e at each time step. Defining the operator N :
w 1 (t) (where the choice of the index 1 here is arbitrary), we can rewrite the value taken by push-sum function T as
where with a slight abuse of notation S t means the composition of t independent copies of S.
Observe that the push-sum function is linear in its input. We therefore decompose it as a random linear operator applied to the input vectors. For this purpose, we introduce the push-sum coefficients. We will see in Proposition 10 below that this is consistent with the notation already introduced in Theorem 4.
Definition 9: Let E = (e 1 , e 2 , . . . , e n ) with e i = (0, 0, . . . , 1, . . . , 0) ∈ R n having a single 1 at coordinate i and 0 elsewhere. The push-sum coefficient τ ∈ R n + is the random variable τ = T (E).
We will also use the random variables Z(1), w(1) corresponding respectively to the values and weights after one single step of the push-sum algorithm starting from E and unit weights. Formally
The following Proposition confirms the interpretation of the push-sum coefficients. It directly implies Theorem 4.
Proposition 10:
where τ is a push-sum coefficient of Definition 9.
Proof: We run two push-sum algorithms computing T (V) and T (E) in parallel, coupling the choices of edges and transmission failures of the two. We denote by v i (t) the vectors for the process computing T (V) and we denote by z i (t) the vectors used for T (E). The weights w i (t) will be the same for the two processes.
The variables are initialized as v i (0) = v i and z i (0) = e i . At start, we clearly have v i (0) = z i (0), V . It is easy to see that the system of equation v i (t) = z i (t), V is preserved at each step. Adding the fact that the weight variables are the same for the two processes we get
When taking the limit in t the definitions of T (V) and T (E) = τ appear, which completes the proof.
C. Measures and Evolution of Distributions
We plan to work with the distribution of the final value of the push-sum algorithm, for which we introduce the following measures and transformation.
Definition 11: Let μ be the distribution of a push-sum coefficient τ = T (E). This measure has a support contained in the unit simplex {x ∈ R n + | x 1 = 1}. Definition 12: We define the induced measure transformation σ, V for a measure σ on R n and V ∈ V n . This is a measure on V , formally
In other words, for any set A ⊂ V we identify and measure those x for which x, V falls in A.
Definition 13: We define the rescaling operator L on R
This operator scales its argument to have unit 1-norm. The operator L naturally induces the measure transformation L * ,
Now, we develop an invariance relation describing μ using the time-homogeneity of the push-sum algorithm. Broadly speaking, we want to exploit that a push-sum algorithm is equivalent to a single push-sum step followed by a push-sum algorithm.
The main result of this section is the following theorem, providing a formal description of (4) stated in Section III.
Theorem 14: After the first step of a push-sum coefficient algorithm we get the random n-tuple of vectors Z(1) = (z 1 (1), z 2 (1), . . . , z n (1)) defined in (13) . Then, the following invariance equation holds for the push-sum coefficient distribution μ:
To see the right-hand side of (14) in more detail, observe that we first take the inner product of μ with the (random) collection of vectors Z (1) . We map back the resulting measure to the simplex of unit 1-norm nonnegative vectors. Finally, we take expectation w.r.t. Z (1) .
Proof: The random variable τ = T (E) follows the distribution μ. We launch the push-sum algorithm as specified in Definition 8. We may take t + 1 push-sum steps by first taking one, then applying all the remaining steps to the result. Formally,
We define a very similar random variable for comparison. We perform a single step of the push-sum algorithm, which gives us Z (1) . We now treat this as the input for a new push-sum function. Formally, we are looking at
)).
Let us compare the two expressions above. We are going to use a coupling argument. Coupling two random processes X, Y consists of defining a new random process (X , Y ) where the first part X is distributed as X and the second part Y is distributed as Y , but in addition to that the joint distribution is constructed to serve some specific purpose. For example, this tool is often used to compare the distribution of X and Y , see [30] , Chapter 5. Claim 14.1: The two algorithms S t (Z(1), w(1)), and S t (Z(1), 1) can be coupled so that the vector parts of the two are the same.
We see two push-sum algorithms, both initialized with vectors Z(1) but with different weights. Let us couple them by always choosing the same edge for both and also taking the same transmission success decision for the two. Notice that during the push-sum steps S the weights w i (t) have no effect on the evolution of the vectors v i (t). Initially, the vectors were identical and the same transformations were applied at all steps, so they must remain equal for the two algorithms at all times. Claim 14.2: The push-sum coefficients τ and T (Z(1)) are parallel: More precisely, there exists a scalar ρ > 0 which can be random and dependent from our other variables such that
where (Z(1), 1) ) and we have T (E) = lim t→∞ N (S t (Z(1), w(1))) as seen in (15). We can couple Z(1) to be the same for the two expressions. Then, we can use the coupling of Claim 14.1 from the first step of T (Z (1)) and from the second step of T (E).
We get that the vectors of the realizations of S t (Z(1), 1) and S t (Z(1), w(1)) are the same for all t. Remember now that the operator N divides the first of the vector by a scalar. Hence, the realizations of N (S t (Z(1), 1)) and N (S t (Z(1), w(1))) are scalar multiple of each other, i.e., they are parallel. Since this is true for all t, it remains true for their limiting values when t → ∞ (note that the scaled vectors are bounded away from 0). This implies the existence of the ρ mentioned in the claim. It is positive because T (E) and T (Z(1)) are in the positive orthant. Claim 14.3: There holds
It follows from Theorem 3 that every realization of τ = T (E) is a convex combination of the initial values E = (e 1 , e 2 , . . . , e n ), and thus, has unit 1-norm. From (16) we have
This means that ρ d = T (Z(1))
−1 , and thus, using the definition of the operator L
Claim 14.4:
The invariance (14) holds. The distribution of the left-hand side expression of (17) is μ. We complete the proof by showing that the right-hand side of (17) follows the distribution indicated on the right-hand side of (14) . According to Proposition 10 the right-hand side of (17) can be expressed using a push-sum coefficient τ ,
L(T (Z(1))) = L τ , Z(1) .
Let us express the distribution of this random variable for any realization of Z (1) . The distribution of τ is μ, and the operators acting on the random variables translate to the corresponding measure transformations. We thus arrive at
In order to get the overall distribution we have to integrate over possible realizations of Z (1) which results in
This is exactly the expression presented on the right-hand side of (14) .
V. PROOF OF ERROR BOUNDS FOR TWO AGENTS
A. Invariance Relation for Two Agents
We now focus on the case of two agents when both edges are chosen with probability 1/2 and the transmission failure probabilities are equal, simply denoted by p. We assume scalar inputs and we are interested how far the final consensus value is from the real average. Our error measure R defined in (3) has in this case a particularly simple interpretation. One can indeed verify that
that is, it corresponds to the expected square error (and result) when launching the push-sum with initial values V = (−1, 1) , for which the average is 0. We develop lower and upper bounds for this error. In order to do this, we first investigate the push-sum coefficient for two agents.
Let us interpret previous results from Section IV-C for this particular case. Observe that the expected value in the invariance relation μ = EL * ( μ, Z(1) ) in Theorem 14 is taken with respect to Z(1), defined as the vector part of the result of one push-sum step on E. In the two-node case, Z(1) can take only four values, corresponding to successful or failed transmissions from 1 to 2 or from 2 to 1. We will thus only consider four transformations L * ( μ, Z (1) ). Besides, the measure μ is now supported on the segment (1, 0) − (0, 1) and is thus inherently a measure on a one-dimensional set.
Hence, it will be convenient to interpret it this way: We parametrize the diagonal segment (1, 0) − (0, 1) by the first coordinate, and we define ν as the distribution of this first coordinate. This ν is thus supported on [0, 1]. Working with ν does preserve the symmetry of the problem. The next Proposition particularizes Theorem 14 to the two-node system in terms of ν.
Proposition 15: For the two-node system with equal probability of transmission, let ν be the distribution of the first coordinate of the push-sum coefficient. There holds
where
are the induced measure transformations of the functions defined by
Note that the functions d 1 , d 2 , f 1 , and f 2 correspond, respectively, to successful transmissions initiated by node 1 or 2 and to failed transmissions initiated by 1 or 2.
We show the above Proposition in two steps. First, we express Theorem 14 in its original form in terms of μ for the current case of two nodes. Second, we translate the equation for μ to a simplified form for ν.
Consider for instance the case of a successful transmission by node 1 to 2. The initial vectors were E = (1, 0) , (0, 1) 
Proof: In the two agents setting there are four cases for the first step depending on which node is transmitting and whether it is successful or not. Let us expand the formulation of Theorem 14.
For the first term, the probability of occurring is 1−p 2 . Conditioning on the event that the first step was a 1 → 2 successful transmission, we get Z(1) = (1/2, 0) , (1/2, 1) . The measure μ is supported on the segment (1, 0) − (0, 1) , so it is easy to check that the inner product μ, E(Z(1) | 1 → 2 success) will be connecting (1/2, 0) − (1/2, 1) . As the inner product is linear, this measure will be the same as μ moved by a similarity transformation to span the segment between the two new endpoints. The L * transformation maps back the measure to (1, 0) − (0, 1) .
The other cases are interpreted in a similar way, only the conditional values of Z (1) 0) − (0, 1/2 ) . The series of transformations is illustrated in Fig. 8 .
There remains to reformulate (20) in terms of ν.
Proof of Proposition 15:
We need to reformulate D i , F i in terms of ν, which we demonstrate for D 1 . The point x ∈ [0, 1] corresponds to (x, 1 − x) on the diagonal line supporting μ. For the inner product we get
Then, using L this is renormalized to have unit 1-norm
Finally, to switch back to the domain [0, 1] we have to take the first coordinate of the result which presents us d 1 (x) as claimed.
In a similar way, we get the four functions corresponding to the preceding four measure transformations
Substituting these functions in (20) while replacing μ with ν we arrive at the statement of the proposition.
B. Lower Bound
In this section, we derive the bounds of Theorem 5. The general plan is to develop simple necessary conditions on ν based on (18) . We then get a lower bound by optimizing the error on the broader class of measures only constrained by the necessary condition obtained.
The first step of simplification is dropping terms from the right-hand side of (18) and using the nonnegativity of the terms
We introduce a useful subdivision of [0, 1]: For any k ∈ N let
Lemma 17: For any k ∈ Z we have
Proof: This can be directly checked using the formulas defining f i , h k .
We disregard the rather complicated fine structure of ν for a moment and only explore how it acts on the intervals defined by h i . For this purpose let us define
Here, we use the straightforward symmetry of ν and the strict monotonicity of f i . Combining (22) 
We derive an even simpler condition on s i and t i .
Lemma 19:
. For any i ≥ 0 we have
Proof: We show the inequality for s i , the proof is the same for t i . Assume the claim does not hold for a given i, meaning φs i > s i+1 . For this proof, i is now fixed and j is used as a running index. We define the auxiliary seriess i ,s i+1 , . . . as follows:s
We will show thats j ≥ s j ands j → −∞. This would imply s j → −∞ which is impossible for entries of a probability distribution. First, to compare the two series, let us define δ j = s j −s j . Using Lemma 18 and the definition ofs j the recursion scheme for this series becomes
It is easy to check that δ j ≤ δ j −1 ≤ 0 implies δ j +1 ≤ δ j ≤ 0. We immediately get δ j ≤ 0 in general and
Now, let us compute the series (s j ). It is defined by a second order recursion, so we get the two canonical solutions by solving
The two roots are
These are different except in the pathological case p = 1. Any solution of the recursion (24) must be a mixture of φ j andφ j . Then, any element of the sequence can be expressed as
for a proper choice of λ,λ. Therefore, we need to find λ,λ such thats
By the condition φs i > s i+1 we getλ < 0 while solving (27) . Adding the fact that φ < 1 <φ, this impliess j → −∞.
To sum up, if we had φs i > s i+1 , then, we would get s j → −∞, and by (25) also s j → −∞, which is impossible for probabilities.
To give some intuition, φ ≈ p/2 for p near 0, but reaches 1 as p increases to 1. Based on the properties provided by Lemma 19 we are ready to prove Theorem 5 claiming (5).
Proof of Theorem 5: Let us first separate the measure ν as follows:
In other words, ν h corresponds to the t i terms while ν c corresponds to the s i terms. For the overall weights we define M h = ν h ([0, 1] ) and M c = ν c ([0, 1] ). Concerning the errors, we introduce the following notation for the error corresponding to a single point:
We define R h and R c as the overall errors of ν h and ν c . As we created a separation of the original measure ν we immediately have
Let us investigate ν c . Observe that the error of ν (h i ,h i + 1 ) is larger than the error at h i with weight s i (i ≥ 0). The symmetrical arguments hold for i < 0. We get
We now check how low can the right-hand side be while keeping the overall weight constant, that is,
Let us define the series (s *
for all i ≥ 0. This can be seen as the extremal series that still satisfies the claim of Lemma 19. We will show that the error corresponding to this series is at most that of (s i ). To this end, let us define
From this, we see that δ i > 0 implies that all the later terms of (δ i ) are also positive. Therefore, we see the following structure of the series δ i . It has to begin with some nonpositive terms up to some index I to ensure that the sum is 0. After that, all terms are positive.
Furthermore, we see
This holds because the sum of the positive weights −δ i on the left-hand side and the sum of δ i on the right-hand side are the same, but the coefficients r(h i ) are larger on the right-hand side. Now, let us compare the error of the two series.
The first equality is simply the definition of δ i , the inequality follows from (28). As (s * i ) is well defined, it gives a lower bound on the quadratic error of ν c .
We can treat ν h the same way using t i . Note that, now there is only one central atom at h 0 while there were two intervals of interest around h 0 for ν c . Therefore the weights for the series (t * i ) are slightly different, and we get the lower bound on the error
Let us now add up the two lower bounds while using that the error at h 0 is 0.
Knowing that M c + M h = 1 and φ ≤ 1 this expression is minimal if M c = 1, M h = 0. With this setting, we arrive at a universal lower bound on R as follows.
This is the first lower bound we wanted to show. For the second, simpler claim we decrease the denominators (2 i + 1) 2 to 2 2i in order to get a geometric series that is easy to sum.
This is the second lower bound we were aiming for. The asymptotic rate near p = 0 follows easily for both lower bounds using
Having a look at Fig. 2 , we see that the lower bounds we obtained qualitatively capture the real behavior of the algorithm. We get an error linear in the failure rate for p ≈ 0 and then we get an error approaching 1 as p ≈ 1. Still, we made some strong simplification steps so quantitatively we do experience a gap between the simulated and the proven values.
C. Upper Bound
In this section, we present the proof of the upper bound of Theorem 6.
Proof of Theorem 6: Once again we base our studies on the invariance (18) . We express ν as a mixture of measures that are supported strictly within [0, 1].
We give an intuition on the main ideas used in this proof. For a measure π with restricted support in [x, y] for some 0 ≤ x < y ≤ 1, we immediately have an upper bound on the error: we simply find the point of the interval furthest from 1/2, and obtain max ((1 − 2x) 2 , (1 − 2y) 2 ). When we apply one of the transformations corresponding to a transmission on π, we get a new interval containing the new support. By studying the evolution of the interval we get an evolving upper bound. For a measure π that can be expressed as the mixture of different measures with restricted supports, again we get an upper bound on the error by taking the weighted average of the error bounds for the individual measures according to the idea above-mentioned.
We will now convert these ideas to precise statements and apply them for the push-sum coefficient measure ν to get an upper bound on the error of the push-sum function.
For measures on [0, 1] we define the following intervals that will serve as possible restrictions on the support.
We construct a related abstract Markov chain. This chain has states A 0 , A 1 , . . . and B 0 , B 1 , B 0 , B 1 , C 0 Figs. 9 and 10 . These will correspond to the four measure transformations used in (18) . For example, whenever supp(π) ⊆ α 0 , we will have supp(d * 1 (π)) ⊆ α 1 . And indeed, our Markov chain has a transition from A 0 to A 1 . Moreover, the transition probability of the Markov chain matches the coefficient of the measure transformation in (18) .
This infinite Markov chain is irreducible, aperiodic, and positive recurrent. Therefore, the distribution will approach the unique stationary distribution from any starting distribution.
For a measure σ on [0, 1] we define the following operation to get σ + in the spirit of (18) . Proof: This is an elementary but tedious exercise, we only present a list of claims to confirm.
For all pairs α i , A i (and similarly for the other states and intervals), one has to find the image of α i under the four transformations in (30) . Also, one has to gather the possible states following A i for the Markov chain. It has to be verified that the images of α i fall within the intervals corresponding to the new states of the Markov chain.
Even more, it should be confirmed that the weights match: the measure transformations with coefficients (1 − p)/2 and p/2 in (30) have to correspond to Markov chain transitions with transition probability (1 − p)/2 and p/2.
Lemma 21: Let U = u A 0 , u A 1 , . . . be a probability distribution on the states of the Markov chain. Let σ A 0 , σ A 1 , . . . be When we relate the setting to the full Markov chain and σ, we observe that the probability of the Markov chain being in B 0 is u B 0 and so is the weight of σ B 0 in the expression of σ.
After a step in the Markov chain, the probability distribution at any node, say A 0 , is the aggregated probability of the incoming transitions, from B 0 , B 1 , B 0 , and B 1 . In the same way, σ
is the mixture of measures coming from the corresponding transformations of σ B 0 , σ B 1 , σ B 0 , σ B 1 . Observe that the initial probability distribution of the Markov chain and the weights in the expression of σ match. Even more, the transition probabilities and the mixture weight are the same. Therefore the new probability distribution of the Markov chain and the mixture weights of the new measure must agree as well.
Let us now initiate the process with σ = ν, the push-sum coefficient measure, and with the probability distribution 1 C 1 for the Markov chain putting all weight on C 1 . This σ is indeed supported within [0, 1], so this is a consistent choice. Remixing σ according to (30) does not change it as it is the solution of the invariance (18) mentioned before. On the other hand, the Markov chain will approach its unique stationary distribution step by step. According to Lemma 21, we get that ν can be expressed as the mixture of measures supported within α 0 , α 1 , . . . with the weights being the values of the stationary distribution of the Markov chain.
We now calculate this stationary distribution. Let a i and c i be the stationary probabilities of being in states A i and C i , respectively. Using the symmetry of B i and B i , let b i the stationary probability of being either in states B i or B i . Also, let us define the total weights of the different types of states as Knowing also that these three sum up to one, we get We get an upper bound on the error R of the measure ν if we combine upper bounds for the different intervals α i , β i , β i , γ i with the weights of the stationary distribution of the Markov chain. Recall that, we have an error bound for a certain interval if we find the furthest point y from 1/2 and then evaluate (1 − 2y)
