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Work, moments of work and heat flux are studied for the generic case of a strongly driven two-
level system immersed in a bosonic heat bath in domains of parameter space where perturbative
treatments fail. This includes particularly the interplay between non-Markovian dynamics and
moderate to strong external driving. Exact data are compared with predictions from weak coupling
approaches. Further, the role of system-bath correlations in the initial thermal state and their
impact on the heat flux are addressed. The relevance of these results for current experimental
activities on solid state devices is discussed.
I. INTRODUCTION
The last years have seen a rapidly growing interest
in thermodynamical properties of small systems, where
fluctuations are essential and provide deeper insight in
the changeover from microscopic to macroscopic behav-
ior. Accordingly, concepts well-established in classical
systems such as work and heat require a careful analy-
sis for quantum mechanical aggregates1–4. The same is
true for fluctuation relations such as the Jarzynski5 or
the Crooks6 relation which on the macro level provide
powerful tools to analyze situations far from equilibrium
e.g. in biological and soft matter structures7. Thus, on
the micro level, a number of possible realizations includ-
ing atomic systems8 and mesoscopic solid state devices9
have been put forward to access signatures of quantum
thermodynamics10,11 and specific experiments are cur-
rently under preparation. Theory is now challenged to
provide tools and methodologies to understand actual re-
alizations.
The problems encountered by theory are related to
basically two issues, namely, the quantum measurement
problem12,13 and the problem of describing dissipative
quantum systems at very low temperature and in pres-
ence of also strong external time-dependent fields. This
is a regime, where one expects, particularly for pulsed
fields, a subtle interplay of non-Markovian dynamics and
driving. With respect to the first topic, the two measure-
ment protocol has been shown to provide at least for-
mally a consistent basis for the detection of work and its
moments12. Since work is not a decent quantum mechan-
ical observable14, it can only be defined ”operationally”
as the difference of eigen-energies before and after an ex-
ternal drive weighted by the thermal initial distribution
and driving dependent transition probabilities. While
this recipe can, at least in principle, be implemented in
an actual experiment for isolated systems, the situation
for open (dissipative) systems is more intricate. Energy
periodic driving
FIG. 1: A two-level system is immersed in a bosonic heat bath
and subject to an external time-dependent field over a finite
period of time. The work exerted onto the compound partially
leads to a change of internal energy and partially to heat flux
into the bath. Intricate correlations between non-Markovian
dynamics and stronger driving necessitate a non-perturbative
treatment at very low temperatures.
projective measurements of the full compound includ-
ing the environmental degrees of freedom are not fea-
sible, particularly when system degrees of freedom are
strongly correlated or even entangled with those of ther-
mal reservoirs. A prominent example that received much
attention recently are reservoirs with sub-Ohmic mode
distribution15–17.
For the second topic, conventional approaches to cap-
ture the reduced dynamics of dissipative quantum sys-
tems comprise powerful methods such as master or Lind-
blad equations. However, these treatments are restricted
to the domains of sufficiently weak system-bath interac-
tion, sufficiently elevated temperatures (Markovian dy-
namics), and sufficiently weak driving (see e.g.18). Be-
yond, corresponding predictions become unreliable and
non-perturbative formulations must be applied19, for ex-
2ample, path integral Monte Carlo techniques, density
matrix renormalization or stochastic Liouville-von Neu-
mann equations. Interestingly, at least to our knowl-
edge, detailed studies for work, its moments, and heat
flux between a system of interest and thermal reservoirs
in presence of moderate to strong driving and for low
temperatures have not been performed yet. Here, we
present first results to close this gap by providing bench-
mark data for the generic case of a dissipative two level
system (cf. Fig. 1). Exact numerical simulations within
the recently developed stochastic Liouville-von Neumann
scheme (SLN)20,21 are compared to perturbative ones ob-
tained within a simple Lindblad type of master equation
and a quantum jump treatment2. Analytical calculations
allow for a qualitative and in certain cases also quanti-
tative understanding of the driven quantum dynamics.
In addition, the SLN gives access to the impact of cor-
relations between system and bath in thermal equilib-
rium. Namely, when one starts from an initially fac-
torized state between system and reservoir which is the
typical assumption in weak coupling treatments, a heat
flux associated with these correlations is induced17.
The paper is organized as follows. After a discussion of
the model, we give a brief account of the three methods
to treat open system dynamics employed here (Sec. II).
The first and the second moment of work are the sub-
ject of Sec. III, where we also present analytical find-
ings. In Sec. IV the heat flux is obtained within the ex-
act SLN scheme including the role of initial correlations.
The latter ones are further addressed in Sec. V before we
conclude and give prospects for future developments in
Sec. VI.
II. QUANTUM DYNAMICS
We consider a two level system (TLS) subject to a
time-dependent driving force HS(t) = H0 +HD(t), i.e.,
HS(t) = −
h¯∆
2
σx + λ(t)σz , (1)
where
λ(t) = λ0 sin[Ω(t− ti)] Θif (t) (2)
has a finite range with Θif (t) = 1 for t ∈ [ti, tf ] and zero
elsewhere.
The TLS is immersed in a bosonic bath (spin-boson
model19) with Hamiltonian HR =
∑
k h¯ωkb
†
kbk, cf. Fig. 1,
so that the Hamiltonian of the full compound has the
standard form H(t) = HS(t) + HI + HR with HI =
σzE , where E =
∑
k ck(b
†
k + bk) is the bath force. In the
continuum limit, the effective impact of the bath onto the
system is then fully described by the spectral density of
its modes J(ω) and its thermal energy kBT ≡ 1/β. In the
remainder of this work, we focus on an Ohmic reservoir
with large cut-off frequency ωc, i.e.,
J(ω) =
ηω
(1 + ω2/ω2c)
2
. (3)
Now, given an initial density operatorW(0) of the full
compound, the reduced dynamics is determined by
ρ(t) = TrR{U(t, 0)W(0)U(t, 0)
†} , (4)
with the time evolution operator U(t, 0) =
T exp[− ih¯
∫ t
0
dsH(s)] and the trace performed over
the environmental degrees of freedom only. The dynam-
ics of driven open quantum systems is a challenging
task, particularly at lower temperatures, where memory
induced retardation on a time scale h¯β (non-Markovian
dynamics) is intermingled with driving induced transi-
tions in the two level system. In case of periodic driving,
the reduced system will approach a non-equilibrium
steady state for longer times and displays transient
behavior initially. In the context of work, one often
addresses only this latter time domain as external fields
appear in form of pulses relatively short compared to
time scales where the dynamics becomes stationary.
Non-perturbative treatments are thus of paramount im-
portance to arrive at quantitatively reliable predictions.
Here, we compare a numerically exact formulation,
the Stochastic Liouville-Von Neumann equation (SLN),
with two approximate approaches, namely, the Lindblad
Master equation (LME) and the Quantum Jump method
(QJ).
A. Stochastic Liouville-von Neumann equation
The SLN can be directly derived from the exact
Feynman-Vernon path integral formulation19 for the re-
duced density operator (4). An unraveling procedure
then leads to the SLN20,22 which for the driven spin-
boson model acquires the form
ρ˙Z(t) = −
i
h¯
[HS(t), ρZ ] +
i
h¯
ξ(t)[σz , ρZ ] +
i
2
ν(t){σz , ρZ} .
(5)
This equation holds for a single noise realisation Z ≡
{ξ, ν}, whereas the physical reduced density ρ(t) is gained
by averaging over a sufficiently large number of noise re-
alisations, i.e., ρ(t) = E [ρZ(t)]. While (5) is local in
time, yet, the full non-Markovian dynamics is captured
in ρ(t). The correlation functions of the two complex-
valued noise forces ξ(t) and ν(t) reproduce the complex-
valued and non-local in time force autocorrelation func-
tion of the bath. Since effectively the noise forces appear
as driving forces, an additional external driving is easily
taken into account in (5) for arbitrary driving strengths
and driving frequencies.
The initial state on which this SLN is based, is a fac-
torizing state W(0) = ρ(0) ⊗ exp(−βHR)/ZR with the
initial density ρ(0) of the TLS and the partition function
ZR of the reservoir. This allows for a direct comparison
with the approximate formulations for which this initial
state is always taken for granted. However, the impact
of correlated initial states can be explored as well within
the SLN as will be discussed below.
3B. Lindblad master equation
A very powerful instrument to simulate the dynamics
of open quantum systems are LME. While originally for-
mulated within the mathematical theory of semi-groups,
they can be derived from system+reservoir models by
employing Born-Markov perturbation theory together
with a coarse graining procedure in time, see e.g.18,23.
For the system under consideration (1), one has
ρ˙nn(t) = −iΩnn(t)ρnn(t) +
∑
k 6=n
[γn,kρkk(t)− γk,nρnn(t)]
ρ˙nk(t) = −iΩnk(t)ρnk(t)− Γk,nρnk(t) , k 6= n (6)
with eigenstates |k〉, k = 0, 1, of H0, matrix elements
ρnk = 〈n|ρ(t)|k〉, and time-dependent transition frequen-
cies Ωnk(t) = 〈n|HS(t)|k〉/h¯. The transition rates γnk
and dephasing rates Γnk take the usual form
γ0,1 = η [1 + coth(∆h¯β/2)] , γ1,0 = γ0,1e
−∆h¯β
Γ0,1 =
1
2
(γ0,1 + γ1,0) (7)
with coupling constant η as in (3). This and extended
schemes working e.g. in a Floquet representation have
been recently applied in the context of work and its dis-
tribution for open quantum systems24,25.
C. Quantum jump method
The QJ has been pioneered in quantum optics to de-
scribe emission and absorption processes of single pho-
tons by few level systems (atoms)26. In more general
terms, the method exploits the probabilistic nature of
the quantum mechanical time evolution by constructing
the dynamics |ψ(t)〉 → |ψ(t + ∆t)〉 over a time interval
∆t according to sequences of jumps between energy lev-
els with transition probabilities determined by the corre-
sponding Hamiltonian23,27. Practically, one uses a Monte
Carlo procedure to sample individual jump trajectories
and expectation values are obtained by averaging over a
sufficiently large number of realizations.
This method has recently been formulated to obtain
the work of driven TLS interacting with bosonic baths2.
In this context, one works with a system-bath coupling
in rotating wave approximation, i.e.,
HRWAI =
∑
k
(
ck bkσ+ + c
∗
k b
†
kσ−
)
(8)
with spin raising/lowering operators σ± = σx ± iσy. Ac-
cordingly, the system-bath interaction captures the ex-
change of on-shell photons which can be easily recorded
numerically to obtain the heat transfer from/into the
bath during the time evolution. The corresponding ab-
sorption/emission rates of the TLS are obtained from
a Born-Markov treatment. Together with monitoring
the change in system energy, this then allows very ef-
fectively to extract the work and its distribution for an
open few level quantum system2. As an approximate
method, this QJ applies for weak system-bath couplings
and weak driving.
Two remarks are in order here: (i) Both perturbative
approaches, LME and QJ, not only rely on a weak cou-
pling and Markov approximation, but assume also that
the driving has no impact on the dissipator. In general,
as discussed e.g. in21, this is only valid for sufficiently
weak external forces. In contrast, the SLN keeps fully
track of the intricate correlations between dissipation and
applied field. (ii) LME and QJ are not completely equiv-
alent even though they treat the system-bath interaction
similar. The wave function representation, completely
equivalent to the LME, is the quantum state diffusion
approach27.
III. MOMENTS OF WORK
Since work itself is not a proper quantum observable,
the calculation of its moments must be performed with
care12. A consistent formulation has been provided by
the two measurement protocol (TMP)14 which even al-
lows to retrieve the full distribution of work11,12. Accord-
ing to this scheme, the probability to measure energy Ei
at time t = ti and Ef at time tf (and thus the work
W = Ef − Ei) is given by
P [Ef , Ei] = Tr{ΠEf U(t, 0)ΠEiW(0)ΠEi U
†(t, 0)ΠEf } ,
(9)
where ΠEi/f = |Ei/f 〉〈Ei/f | are projection operators on
energy eigenstates at t = ti and t = tf , respectively. One
can easily show3,28 that the first two moments of work
derived from this distribution can be expressed in terms
of the power operator3
PW =
∂HS
∂t
≡
∂HS
∂λ
λ˙(t) (10)
as
〈W 〉t =
∫ t
0
ds 〈PHW (s)〉
〈W 2〉t =
∫ t
0
ds
∫ t
0
du 〈PHW (s)P
H
W (u)〉
= 2
∫ t
0
ds
∫ s
0
du Re{〈PHW (s)P
H
W (u)〉} . (11)
if expectation values are taken with respect to∑
Ei
ΠEiW(0)ΠEi . Here, P
H
W (t) denotes the Heisenberg
operator to PW . These expressions are particularly con-
venient for quantum open systems for which a diagonal-
ization of the full Hamiltonian is out of reach. Instead,
one has to calculate time-dependent moments of system
observables which can be achieved based on the methods
described above for the reduced density operator with
properly chosen initial states.
4In the context of work, the initial state is typically a
thermal state. According to weak coupling approaches
such as LME and QJ, one writes W(0) = ρ(0) ⊗
e−βHR/ZR with ρ(0) = e
−βHS(0)/Z0 and where ZR/0 are
the partition functions of the bare system and bath, re-
spectively. This initial density is diagonal in the basis of
factorized energy eigenstates of system and bath. In case
of a TLS one has
ρ(0) =
1
Z0
(
e
h¯∆β
2 |0〉〈0|+ e−
h¯∆β
2 |1〉〈1|
)
(12)
with Z0 = 2 cosh(
h¯∆β
2 ) and |0〉, |1〉 being eigenstates of
H0 with eigenvalues ∓h¯∆, respectively.
However, for any finite coupling the true thermal
state is a correlated state of TLS and bath, i.e. Wβ =
e−βH(0)/Z, and the corresponding reduced distribution
ρβ = TrR{Wβ} is not of Gibbs form
17,29. Accordingly,
in actual experiments the true initial state may be only
of the form (12) for extremely weak coupling, an issue,
that will be addressed in more detail below.
For the simulations performed in the sequel, we use
natural units, i.e. ∆ = 1, h¯ = 1 and m = 1, restrict
ourselves to the resonant situation Ω = ∆, and consider
λ0 ≥ 0. The bath cut-off is taken as ωc = 10 for the
SLN simulations. Further, for the drive we set ti = 0
and tf = 3pi as not indicated otherwise.
A. First moment
According to (1) and (11) we start with
〈W (t)〉 =
t∫
0
ds λ˙(s) 〈σz(s)〉 (13)
and analyze its dependence on driving strength and tem-
perature. Apart from numerical data, transparent ana-
lytical expression are available for negligible system-bath
interaction.
1. Numerical results
Figure 2 displays data for all three approaches with
data points of the QJ only included for multiples of pi
for clarity. For comparison, data of the bare TLS (i.e.
without bath) with a thermal initial state (12) are shown
as well. In this latter case, all approaches, SLN, LME,
and QJ, provide identical results, of course.
For finite but weak system-bath coupling and in the
regime of weak driving (λ0 = 0.1, upper panel), the
work is an increasing function of time and the approx-
imate methods LME and QJ reproduce the exact SLN
data quite accurately for β = 1. In the low temper-
ature and weak driving range, predictions according to
the QJ strongly deviate from the SLN and LME data, cf.
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FIG. 2: Work according to the SLN (blue), the QJ (markers),
and the LME (red) approach for various driving amplitudes
λ0 and inverse thermal energies β in natural units. All data
are for the same coupling strength η = 0.05 and the driving
force acts in the time interval [0, 3pi]. Shown are also data in
absence of a dissipative bath (green) with an initial thermal
state at β = 1 (solid) as well as β = 5 (dashed). QJ data for
λ0 = 0.1, β = 5 (finite coupling) see Tab. I.
Tab. I. Apparently, 〈W (t)〉 is smaller for higher temper-
atures since then initially the population difference be-
tween the two eigenstates states is smaller compared to
the low temperature situation. Further, a finite system-
bath coupling reduces the work compared to the bare dy-
namics since heat is transferred to the reservoir as well.
5t pi 2pi 3pi
〈W (t)〉 0.419 0.893 0.707
〈W 2(t)〉 0.429 0.976 0.972
TABLE I: Data for the moments of work according to the
QJ approach for weak driving λ0 = 0.1 and low temperatures
β = 5 not shown in the top panels of Fig. 2 and Fig. 4,
respectively.
The situation is substantially different for stronger
driving. For λ0 = 1, the work for finite system-bath
coupling is, after an initial transient, always positive and
always exceeds that of the bare system. The approximate
approaches provide these features qualitatively, however,
quantitatively they differ quite substantially from the ex-
act results. For even stronger driving λ0 = 4, the dynam-
ics tends to be dominated by the driving for constant
coupling strength to the bath. Since then the interaction
with the reservoir has only a minor impact, the agree-
ment between the three different methods becomes bet-
ter again. Again, for t > pi, 〈W (t)〉 for the bare system is
always a lower bound for the values of an open system.
2. Analytic results
For weak driving and at or close to resonance ∆ = Ω,
a rotating wave approximation applies so that
HS(t) ≈ HRWA(t) =
h¯∆
2
σz + i
λ0
2
(
e−iΩtσ+ + e
iΩtσ−
)
.
(14)
Then, assuming negligible system-bath interaction, a
simple calculation provides an explicit expression for
〈σz(t)〉. The result for the work according to (13) be-
comes particularly transparent at times t = Npi,N =
1, 2, 3, . . .
〈W 〉N
h¯Ω
≈ (2Pg − 1) sin
2
(
Npiλ¯0
2
)(
1−
λ¯20
4− λ¯20
)
(15)
with λ¯0 = λ0/h¯Ω and Pg the initial population of the
ground state |0〉 according to (12). This result describes
the numerical data for the bare dynamics quite accu-
rately. One observes that the work exerted onto the TLS
is for weak driving only limited by the initial ground state
population and depends sinusodially on driving period
and strength.
In the opposite regime of very strong driving, a per-
turbative treatment starts more conveniently from the
rotated TLS
H ′S(t) =
h¯∆
2
σx − λ0 sin(Ωt)σz . (16)
For λ0 ≫ h¯∆ transitions between diabatic states (eigen-
states of σz) only occur close to Ωt = kpi, k = 1, 2, 3, . . .,
and the drive sweeps very fast (with velocity λ0Ω)
through the Landau-Zener region. Hence, a dressed tun-
neling picture applies with a polaron-transformed Hamil-
tonian
H˜ ′S(t) =
h¯∆
2
[
eiφ(t)σ+ + e
−iφ(t)σ−
]
, (17)
where φ(t) = −λ¯0 cos(Ωt). The exponential e
−iφ(t) =∑
n(−i)
nJn(λ¯0)e
−inΩt is dominated by the time indepen-
dent part for n = 0 so that we arrive at H˜ ′RWA =
h¯∆0
2 σx
with a dressed tunneling amplitude ∆0 = ∆J0(λ¯). This
then implies for t = Npi,N = 1, 2, 3, . . .
〈W 〉N
h¯Ω
= (2Pg−1)
λ¯0J0(λ¯0)
1− J0(λ¯0)2
cos(2piN) sin[2piNJ0(λ¯0)] .
(18)
While due to missing higher harmonics, this prediction
for the work cannot be used for a quantitative comparison
with the numerical data, it provides an at least qualita-
tively correct description with the correct order of magni-
tude of the oscillatory features. In the limit of very strong
driving, the maximal work becomes for fixed N ≪
√
λ¯0,
and with J0(|x|) ≈
√
2/pi|x| cos(|x| − pi4 ) for |x| ≫ 1 in-
dependent of the driving amplitude such that
|〈W 〉N |
h¯Ω
∣∣∣∣
λ¯0≫1
≤ (2Pg − 1)4N . (19)
This feature is directly reflects the energy saturation in
a TLS. For long driving times N >∼
√
λ¯0 ≫ 1, the work
oscillates with an amplitude of order (2Pg − 1)
√
λ¯0 as
also seen in the lower panel of Fig. 2.
B. Second moment
Along the lines of (11) we have for the second moment
〈
W 2(t)
〉
= 2
t∫
0
ds
s∫
0
du λ˙(s)λ˙(u)Re {〈σz(s)σz(u)〉}
(20)
which includes the time-ordered two-time correlator
〈σz(s)σz(u)〉 = Tr
{
σzU(s, u)σzW(u)U
†(s, u)
}
. (21)
1. Numerical results
The σz correlator is an interesting dynamical quan-
tity in itself as illustrated in Fig. 3. For increasing driv-
ing strength, pronounced patterns with increasing fine
structure reveal the underlying Floquet-modes of the dy-
namics also at finite dissipation. For the strongest driv-
ing, λ0 = 4, the real part of the two-time correlator
Re{〈σz(s)σz(u)〉} which enters the expression (20) is al-
ways positive.
Data for the corresponding
〈
W 2(t)
〉
are depicted in
Fig. 4. For weak driving, λ0 = 0.1, one observes a nearly
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FIG. 3: Contour plots of the real part of the two-time cor-
relator 〈σz(t)σz(t
′)〉 for different driving amplitudes. Due to
symmetry only the domain t ≥ t′ is shown. Upper left λ0 = 0,
upper right λ0 = 0.1, lower left λ0 = 1 and lower right λ0 = 4.
Other parameters are as in Fig. 2.
monotonic behavior with superposed weak oscillations.
Exact results are accurately reproduced by both LME
and QJ for β = 1, while for β = 5 the QJ data are
off and summarized in Tab. I. For stronger driving de-
viations from the SLN results become more prominent.
The tendency that dissipation reduces work fluctuations
changes for stronger driving, where fluctuations for fi-
nite dissipation are bounded from below from those in
absence of a heat bath. As the driving becomes again
the dominant feature, work fluctuations display oscilla-
tory behavior. The deviations seen in the LME data for
β = 1, λ0 = 4 are due to a resonant-like phenomenon.
Further, at least for weak to moderate driving one has〈
W 2(t)
〉
∼ λ20, a dependence verified by analytical results
presented in the next section.
2. Analytic results
In the weak driving case, one proceeds as described in
Sec. III A 2 and obtains
〈W 2〉N
(h¯Ω)2
= sin2(Npiλ¯0/2) . (22)
The fluctuations around the mean value are thus inde-
pendent of the initial population and limited by the level
splitting of the TLS. This result is in accurate agreement
with the numerical data with a quadratic dependence on
the driving amplitude as long as Nλ¯0 ≪ 1.
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according to the SLN (blue), the QJ (mark-
ers), and the LME (red) approach for various driving am-
plitudes λ0 and inverse thermal energies β in natural units.
Data in absence of a dissipative medium with an initial ther-
mal state at β = 1 are also shown. QJ data for λ0 = 0.1,
β = 5 (finite coupling) see Tab. I. Other parameter are as in
Fig. 2.
Likewise, for strong driving, we arrive with
〈σz(s)σz(u)〉 ≈ cos[∆0(s− u)] at
〈W 2〉N
(h¯Ω)2
= 2λ¯20
J0(λ¯0)
2
[1− J0(λ¯0)2]2
{
1− (−1)N cos[NpiJ0(λ¯0)]
}
(23)
which follows a quadratic dependence on the driving am-
7plitude as long as it is not extremely large. In this latter
case, for fixed N ≪
√
λ¯0 and in leading order we have
〈W 2〉N
(h¯Ω)2
∣∣∣∣
λ¯0≫1
≈
{
N2 cos4(λ¯0 −
pi
4 ) , N even
8λ¯0
pi cos
2(λ¯0 −
pi
4 ) , N odd
. (24)
Hence, at odd multiples of half a Rabi cycle fluctuations
grow with the driving amplitude, while at multiples of full
cycles they grow with the total driving time. Numerical
data at a moderate driving amplitude λ¯0 = 4, depicted
in Fig. 4, are well described by the full time dependent
〈W 2〉t for t <∼ 3pi/2 and are thus in agreement with (24)
for N < 2. For larger times, exact fluctuations further
increase with superposed oscillations of order λ¯0.
IV. HEAT FLUX
The heat flux between system and reservoir is an
important measure which together with the change in
system energy allows to determine the work. In fact,
current experimental activities in solid state devices
exploiting fast thermometry aim at exactly this30,31.
Within the system+reservoir model, one derives an ex-
plicit expression based on ddt〈H
H
S (t)+H
H
I (t)+H
H
R (t)〉 =
∂〈HHD (t)〉/∂t with the superscript H denoting the corre-
sponding Heisenberg operators. Treating then the terms
on the LHS separately, one obtains the first law of ther-
modynamics, i.e.,
〈W 〉t =
∫ t
0
du
〈
∂HHD (u)
∂u
〉
= ∆E(t) +
i
h¯
∫ t
0
du
〈[
HH0 (u), H
H
I (u)
]〉
(25)
with ∆E(t) =
〈
HHS (t)
〉
− 〈H0(0)〉. Here, we took into
account that HD(0) = 0 and [HD, HI ] = 0 [cf. (1)]. The
integrand in the last part is the heat flux jQ(t) and its
time integral is the total heat Q(t) exchanged during the
time interval t.
Now, the SLN dynamics respect the first law as well, of
course. Accordingly, one easily derives from (5) an equa-
tion for d〈HHS (t)〉/dt which, when integrated over time
and compared with (25), provides an explicit expression
for the heat flux in terms of the SLN formulation, namely,
jQ(t) = −∆ E [ξ(t) 〈σy(t)〉] . (26)
Note that this line of reasoning only applies on the level
of expectation values averaged over noise realizations, not
on the operator level. In (25) the operator of the heat
flux acts in full Hilbert space, (i/h¯)[HH0 (u), H
H
I (u)] =
−∆σyE with the bath force operator E as introduced
below (2). In contrast, in (26) the noise force ξ(t) is
a complex-valued number which for a single realization
has no physical meaning. Anyway, based on (26) it is
now straightforward to gain within the SLN approach
numerically exact data for jQ and Q.
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FIG. 5: Heat flux jQ for different driving amplitudes and for
β = 1 (top) and β = 5 (bottom) for an initially factorizing
state. Other parameters are as in Fig. 2.
Figure 5 shows the heat flux jQ for different driving
amplitudes and two different bath temperatures. A strik-
ing feature is the peak in the heat flux at early times
which is even present if there is no driving at all (cf.17).
We attribute it to the factorizing initial condition (12):
The dynamics according to the full Hamiltonian immedi-
ately tends to correlate bath and system which in turn is
related to heat exchange. This initial heat transfer grows
at lower temperatures and then becomes even larger in
amplitude as the heat flux due to an external drive. More
details will be addressed in the next section. Apart from
that, for stronger driving, the heat flow starts to oscil-
late and may even revert its direction. Note that in the
time interval displayed in Fig. 5, a stationary state with a
strict periodic time dependence has not approached yet.
Based on the heat flow, one can also calculate the
heat as depicted in Fig. 6. There, the heat related to
the initial peak in the heat flux is subtracted for better
comparison. For a given set of parameters, the net heat
transferred to the bath (Q < 0) seems to saturate with
further increasing driving amplitude. Namely, according
to Q = 〈W 〉 −∆E the exchanged heat is limited by the
maximal change in internal energy |∆E| ≤ ∆0h¯ and the
maximal work specified for strong driving in (19). For
λ¯0 ≫ 1 one thus has |Q|/h¯Ω ≤ (2Pg − 1)4N independent
of the driving amplitude.
V. FACTORIZING INITIAL CONDITIONS
As already indicated above, the results obtained so far
within the SLN and the approximate approaches LME
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FIG. 6: As in Fig. 5 but for the heat Q. The heat flux arising
from the factorizing initial conditions (initial peak in Fig. 5)
has been subtracted, see text for details.
and QJ are obtained from a factorizing initial state
W (0) = ρ(0)⊗
e−βHR
ZR
(27)
with a quasi-thermalized state ρ(0) = e−βHS(0)/Z0 in
(12). This is not the true correlated thermal equilibrium
state which the dynamics approaches asymptotically in
the absence of driving. As we have already seen in Fig. 5
and as has also been discussed recently17, the full dynam-
ics thus induces an initial heat flux, even without driv-
ing, to establish proper system-bath correlations. Appar-
ently, this happens at a first stage on relatively short time
scales. Accordingly, as seen in Fig. 7, the fully thermal-
ized expectation value 〈σx〉 differs substantially from the
quasi-thermalized one |〈σx〉β,0| = (h¯∆/2)tanh(∆h¯β/2)
even for rather weak coupling. Now, in an actual ex-
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FIG. 7: Thermalisation of 〈σx〉 according to the SLN start-
ing from an initially factorizing state (27) with ρ(0) as in
(12) in absence of external driving: β = 1 (left) and β = 5
(right). For comparison the bare thermal expectation values
are depicted as well (dashed, red). Other parameters are as
in Fig. 2.
periment the state of the compound is typically a cor-
related thermal equilibrium ρβ = Tr{e
−βH(0)/Z}. The
preparation according to the TMP then provides ini-
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FIG. 8: Heat flux (top two panels) and work (bottom) with-
out (dotted, blue) and with delayed (solid, green) driving for
β = 1, λ0 = 1. Top: Propagation starts from a factorizing
initial state with driving acting within [−0.6pi, 2pi] (no de-
lay) and within [0, 2pi] (with delay). Middle: Driving within
[0, 2pi] starting from a factorizing initial state (dotted, blue)
and a correlated initial state (solid, green). Bottom: Work for
factorizing initial state with the initial heat pulse subtracted
(dotted, blue) and for a correlated initial state (solid, green).
tial densities projected onto system eigenstates |k〉 of the
form ρ(0) =
∑
k TrR{|k〉〈k| e
−βH(0)/Z}. The initial state
specified in (12) describes this state only in case of ex-
tremely weak system-bath interaction. While the SLN
as it has been formulated in (5) assumes a factorizing
state initially, it describes the full equilibration process
though. This is not the case for the approximate formu-
lations which assume W(t) = ρ(t) ⊗ e−βHR/ZR for all
times. This causes several questions, for example: How
reliable are these approximate methods to predict the
work from monitoring the change in internal energy and
the exchanged heat? As we have seen above, the heat as-
sociated with initial correlations is of the same order of
magnitude as the heat exchange due to driving meaning
that assuming factorized initial states may completely
spoil theoretical predictions. Another question then is:
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FIG. 9: Work and heat flux with delayed driving for β =
1, λ0 = 1 and various coupling parameters.
Is it possible to separate the time scale on which cor-
relations are established from those on which driving re-
lated phenomena occur? According to Figs. 8, 9, it seems
that at least for weak to moderate driving this separa-
tion really exists so that one may write Q = Qcorr+QD,
where Qcorr is the heat due to missing initial correlations
and QD heat due to driving. Predictions for work and
heat based on approximate methods may thus be quan-
titatively correct for weak driving and weak system-bath
coupling if a constant bias, unknown in these approaches
though, is subtracted. However, as one observes in Fig. 9,
this no longer applies in the deep quantum regime and
for stronger driving, where the relevant time scales tend
to overlap. The same is true for stronger system-reservoir
coupling. In these situations, a non-perturbative method
such as the SLN is mandatory: One first evolves the sys-
tem for some time in absence of driving starting from a
factorizing state until equilibration sets in. Then, this
correlated state is properly projected onto system eigen-
states and its dynamics in presence of the drive is moni-
tored. Further details will be discussed elsewhere.
VI. DISCUSSION
Based on an exact approach to simulate non-
Markovian open quantum dynamics, we study a two
level system far from thermal equilibrium in the context
of work and heat production. In order to do so, the
equivalence of the TMP and the formulation of work in
terms of the power operator with properly defined initial
states for first two moment of work is exploited. These
results are compared to those obtained with perturba-
tive methods which rely on weak system-bath coupling
and Markovian dynamics, and are restricted by the ro-
tating wave approximation. While these latter formula-
tions may at least qualitatively reproduce exact results,
sometimes even beyond the strict limits of their appli-
cability, they do fail for other sets of parameters where
non-Markovian dynamics and driving are strongly corre-
lated. Therefore, an exact treatment of the open system
dynamics is necessary, which we provide here. This ap-
proach also allows to retrieve the heat flux and the cor-
responding heat while the system is driven. It turns out
the the heat exchange between system and its environ-
ment substantially depends on the initial state, at least
on a transient time scale. This makes the comparison
with experimental data challenging when the associated
heat is not known.
While in quantum optical set-ups, one typically works
in domains where the system-bath couplings are very
weak, this is not always the case for solid state circuits.
Further, in the context of superconducting devices strong
driving with external microwaves has become an interest-
ing field on its own32–35 . For future experimental real-
izations in this direction, predictions of non-perturbative
phenomena may thus become very important. While
work can be obtained according to the TMP, an alter-
native procedure is to monitor the change in internal
energy and the heat flux. Current experimental devel-
opments using ultra-sensitive thermometry in the MHz
range follow exactly this strategy30,31. This may open a
new field to analyze system-bath correlations and even
implement well-controlled heat engines. The theoretical
framework we applied here, provides the starting point
to capture also these settings.
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