Unmanned Aerial Vehicles in the "mini" to "micro" size ranges (<6 foot wingspan) are becoming increasingly popular platforms for the collection of video data about an area of interest. Currently, mini-UAV platforms transmit video back to the end user using analog RF transmitters. Transmission of digital video, although it is more desirable on a mini-UAV platform, requires video compression to be performed. Unfortunately, determining the motion information required for digital video compression is a computationally expensive procedure. Hardware capable of performing this task is typically too heavy, too large, and too power intensive to be carried on a mini-UAV.
I. Introduction
Mini-UAVs are becoming an ever more popular platform for collecting video data and are seeing use in many areas, including mapping, reconnaissance, and surveillance applications. Many existing mini-UAV platforms can collect video data and wirelessly transmit it to a ground station for viewing and analysis.
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However, wireless video transmission is typically performed on mini-UAV platforms using small analog RF transmitters.
Digital transmission of video data has many advantages over analog transmission, which are especially desirable for a mini-UAV. For instance, wireless digital transceivers consume less power, are more resilient to transmission errors, and have a longer range. Digital communication also allows standard wireless networking protocols to be used for inter-UAV communication, enabling many cooperative surveillance and control tasks. Unfortunately, available digital transceivers that are light enough to be placed on a mini-UAV have limited bandwidth, and video data must be compressed significantly and in realtime to be transmitted over such a channel.
Modern video compression schemes, such as the various MPEG 3 standards, are able to compress video streams by as much as 200X. These algorithms are based on predictive techniques, leveraging the fact that sequential frames look very similar to one another and thus contain much redundant information. To make use of this fact, these techniques must know where features in a given video frame will appear in the next frame. Thus, they require the use of a motion estimation algorithm.
In general, pixel motion can be due to (1) a combination of camera motion and scene structure, and (2) independent motion of the object being imaged. Previous motion estimation techniques [4] [5] [6] [7] are designed for use with any video stream, and hence must consistently assume that no a priori information is available about camera motion, scene structure or independent object motion. Therefore, these techniques all use variants of a "block search" based motion estimation method, where each image is broken up into blocks, and the previous image is searched for a block that most closely matches the current block. While robust to lack of prior information, these search methods must dedicate a great deal of time and computational resources to determining the motion of each block of pixels.
Fortunately, prior information about camera motion is typically already available on autonomous mini-UAV platforms. 8, 9 This information is provided by sensors such as GPS units, magnetometers, pressure sensors, and others, and must be available anyway to allow autonomous navigation and control of the aircraft.
With knowledge of camera motion available, we could theoretically predict all of the frame-to-frame motion in a video sequence, if we additionally had knowledge of scene structure and independent object motion. Unfortunately, this information is difficult to obtain or predict. However, a mini-UAV is typically flying rather high above the scene being imaged, as compared to (for example) a handheld video camera, which can be extremely close to its subject. This fact has two important consequences:
• Any independently moving objects being imaged by a mini-UAV typically appear rather small. The majority of the frame-to-frame motion in mini-UAV video is thus due to motion of the camera and the structure of the scene, rather than to independently moving objects. Therefore, we can typically simply ignore independent object motion without significantly affecting video compression performance.
• Because of the UAV's height above the scene being imaged, it can often be assumed that the scene is planar, an assumption which greatly simplifies the process of predicting image motion given camera motion. While this model is an approximation, it results in good compression performance in many cases.
a Because camera motion is known, independent object motion can be ignored, and scene structure can be approximated by a plane, mini-UAVs provide enough prior information to estimate motion within the video without resorting to block search methods. Our motion estimation method thus computes motion information using the telemetry data obtained from the UAV sensors and a simplified scene structure model.
We have implemented and tested this novel motion estimation scheme using video data obtained by flying a mini-UAV in simulation. In section II, we explain in more detail why motion information is beneficial to video compression, and discuss some current motion estimation techniques. In section III we present our proposed motion estimation method in more detail, presenting the relevant mathematics and discussing some of its benefits. We then proceed to discuss in detail our experimental setup and results in section IV. Our results are encouraging, and demonstrate that motion estimation using our proposed method is faster than the fastest Block Search based method by about two orders of magnitude. We also discuss possible future extensions and improvements to our algorithm in section V.
II. Related Work
Video compression has a strong foundation in information theory:
11 the key to achieving video compression performance is to reduce the amount of information about each frame that needs to be transmitted to allow the receiver to reconstruct that frame. Modern video compression techniques, such as those specified in the MPEG standards, do this by making the assumption that consecutive frames in a video sequence have largely overlapping fields of view and thus contain largely redundant data. Thus, the previous frame can be used to predict the appearance of the current frame. This assumption is often justified, since the rate at which a video camera moves is typically slow compared with the rate at which frames are captured.
As an example of how predictive compression techniques work, we will consider the MPEG standards. All of these standards (MPEG-1, MPEG-2, MPEG-4) use the same basic paradigm to transmit compressed video.
12 An initial frame is first transmitted from the sender (eg. mini-UAV) to the receiver (eg. ground station). This initial frame is termed an intra frame, because it is compressed such that it can be decoded by the receiver independently, without using knowledge of any other frames. Intra frames are compressed using an algorithm similar to the standard JPEG compression algorithm for still images.
b Once the receiver decompresses this frame, information in the frame can be used as a basis for further communication between sender and receiver. Subsequent frames are compressed using this first frame as a reference; these frames a This planar world assumption can be relaxed with little computational overhead, since the direction of any errors in the motion estimation can be easily determined. 10 See section V for mention of possible future work in this regard.
b To enable "fast forward" and "rewind" operations, there are usually several intra frames interspersed throughout the video sequence.
are termed inter frames. To compress an inter frame, the sender specifies only the difference between the current frame and the matching portion of the reference frame. This strategy greatly reduces the amount of information that must be transmitted, leveraging the fact that the reference frame contains much of the same information as the inter frame.
The inter-coding process in MPEG is as follows: In prediction based compression schemes, the critical problem is to determine which block of pixels in the previous frame provides the best prediction for each block in the current frame. This process is referred to as "motion estimation". To solve the motion estimation problem, most extant approaches use some variant of a basic block searching algorithm. This process is illustrated in Figure 1 . As stated before, the frame to be transmitted is broken up into N × N macroblocks. There are several ways in which motion estimation can be performed. We will now discuss several common motion estimation search strategies. In all cases, the candidate macroblocks are constrained to be within a certain distance, p, of the original macroblock, as in Figure 1 .
Zero Motion Search
For purposes of comparison, we may simply not perform any motion estimation at all. In this case, the current frame is subtracted from the previous frame and the difference is encoded and transmitted. The speed of compression without motion estimation overhead is very desirable, but compression performance can suffer greatly unless the motion between frames is negligible.
Full Motion Search
The most robust but most computationally expensive motion estimation strategy is to exhaustively compare macroblock M compression results (assuming the search window is large enough to account for camera motion), since it will find the optimal template macroblock within the search window. Unfortunately, this method also requires significant hardware resources to be performed in realtime. Specialized hardware implementations capable of performing this motion estimation strategy have been proposed, 13, 14 but such implementations are not suitable for use on mini-UAVs, as they tend to be large, heavy, and power intensive.
2-D Logarithmic Search
This method is similar to a binary search. Rather than comparing macroblock M n i,j with every candidate macroblock, we instead compare it with nine candidate macroblocks which are evenly spread throughout the search space. The best matching block is selected, and a smaller search area around that block is searched in a recursive fashion.
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While it yields comparable compression results to a full motion search strategy in most cases and does reduce computational overhead to some degree, logarithmic search is still too computationally intensive for use in a mini-UAV environment.
Enhanced Predictive Zonal Search
This popular method 4 is perhaps one of the best of a class of block searching variants, referred to as predictive search algorithms. Methods of this type reduce the number of block comparisons that need to be performed (1) by using the motion vectors of various sets of nearby (in both time and space) macroblocks to predict the motion vectors of the current macroblock, and (2) by using early stopping criteria which allows the search to stop if a "good enough" match is found, without having to consider the entire search space. Thus, this method significantly reduces the computational overhead of the motion estimation process, by assuming that a block will move similarly to other blocks close to it. However, as we will see in section IV, these methods still have significant computational overhead, which makes them difficult to use in a mini-UAV environment.
Other Motion Estimation Algorithms
Other block search based motion estimation algorithms have been developed using approaches similar to that of the 2-D Logarithmic Search, including hierarchical motion estimation strategies, 5 the Three-Step Search, 6 and the Diamond Search. 
III. Telemetry Based Motion Estimation
General motion estimation strategies assume minimal prior information about the motion of the camera. Thus, a block of pixels representing an object in the real world can move in any direction, and the search space used by the algorithm must extend in all directions. In the context of mini-UAVs, however, information about the actual motion of the camera is available from sensors onboard the aircraft (i.e. GPS, magnetometers, pressure sensors, etc.). 8 This information can be used to directly compute the motion vector of a given macroblock. Specifically, we propose using this knowledge of camera location to construct a linear operator that maps pixel locations in an image to pixel locations in a previous image. This operator is known as a homography matrix in computer vision literature. 16, 17 We derive this mapping and discuss its benefits below.
A. Derivation of Homography
The problem at hand is to determine a matrix (linear mapping) H that maps pixel locations in one image to pixel locations in another image. We assume that we know the location and orientation of the video camera at the time each frame was captured, and that the scene being imaged is planar with known orientation.
Rigid Body Motion and Planarity Constraint
To see how we can construct such a matrix, consider a UAV camera at two different instants in time, as shown in figure 2 . (For simplicity, we will hereafter refer to these two UAV camera locations as "camera 1" and "camera 2", as though they were two separate cameras.) This figure shows two cameras imaging the same (arbitrary) point, P , on a planar surface. There are three sets of axes, or coordinate frames, shown in the figure: a world coordinate frame, W , and a coordinate frame for each of the two cameras, with the z axis pointing out the camera. If the coordinates of point P with respect to the world frame W are known, its location with respect to either camera can be computed by simple rigid body motion: 
where R C1 is a matrix which specifies the rotation of coordinate frame C1 with respect to W , and T C1 is a vector which specifies the position of C1 with respect to W .
We can combine equations 1 and 2 to eliminate the point P and obtain X C1 in terms of X C2 :
We can abbreviate this expression by letting R = R C1 R
T C2
and T = R C1 (T C2 − T C1 ). We then have:
Equation 4 is valid for any point being imaged by two cameras. If all points seen by the cameras lie on a planar surface, as we will assume, then we can introduce another constraint. Note that in Figure 2 , the ground plane is represented by a unit length normal vector, N. If we express this vector with respect to the second camera's coordinate axes (N C2 = R C2 N), we can take an inner product of this vector with the vector X C2 . This inner product is simply the perpendicular distance d of camera 2 from the ground plane. We thus have:
We can combine the rigid body motion model (eq 4) with the planar scene constraint (eq 5) and factor out X C2 to obtain:
where
is a 3x3 matrix that maps a 3-D coordinate expressed relative to C2 into a 3-D coordinate expressed relative to C1, provided the point in question lies on the plane defined by N.
Recall that we seek a function that will map pixel locations in one frame to pixel locations in a second frame. To obtain this, we must be able to determine where the image of a point P (denoted by the vector x C ), appears in the frame captured by camera C. To see how this is done graphically, refer to Figure 3 . This figure shows a simplified but commonly used model 16 of a camera imaging a point. Note that ∆CQP and ∆Cqp are similar triangles. This leads to the relation:
where z is the third component of the vector X C . Thus, the coordinates of the image of a point can be found by scaling that point's coordinates by the ratio z f . If we combine this information with equation 7, replacing X C1 and X C2 with scaled image coordinates z 1 f x C1 and z 2 f x C2 we obtain (assuming focal length to be constant):
Notice that x C1 is still a 3-D vector (units of distance) pointing to a location on the image plane. We desire to map pixel locations in one image to pixel locations in another image. In order to do this, we need only to rescale the vectors x C1 and x C2 to obtain pixel coordinates. We thus introduce a calibration matrix, 16 K, given by:
where the quantities s x and s y represent the physical width and height, respectively, of a pixel on the camera's CCD sensor, and c x and c y represent the offset of the camera's center of projection in the imaging plane. c x and c y simply account for the fact that pixel locations are typically offsets from the upper-left-hand corner of an image, rather than its center.
Projective camera geometry
We can now derive a complete homography expression: strategy (zero), the Enhanced Predictive Zonal Search of Tourapis 4 (epzs), a logarithmic motion search (log) and an exhaustive motion search (full).
Each of these motion estimation methods are used to compress several video segments from a simulated mini-UAV flight over desert terrain (producing frames with relatively little texture) and the Brigham Young University campus (producing frames with relatively high texture). In each of these two terrain settings, we simulate (1) a straight level flight, (2) an orbit, and (3) a climb.
The average time in seconds required to perform motion estimation using each strategy is shown in Table  1 , and the compression achieved is shown in Table 2 . This data was obtained by generating a trace of the execution of our modified ffmpeg program and analyzing that trace using gprof. MMX hardware acceleration was disabled in the build of ffmpeg, allowing computation time to be used as an unbiased measure of the amount of computation involved in each motion estimation algorithm. Each clip was compressed ten times and the individual results were averaged. In the worst case, the compression performance of our algorithm was about 15% worse than that of the best block based search strategy (EPZS). Note, however, that our strategy is faster than the fastest block search strategy by roughly two orders of magnitude. In fact, our algorithm is comparable in terms of speed to performing no motion estimation at all, yet in most cases it yields better compression performance than the other algorithms. We consider this to be suitable, especially in a mini-UAV environment, where size, weight, and power consumption (and thus, computational overhead) typically dictate feasibility. The flight simulations used for this research were predominantly performed on flat terrain, and the telemetry data was obtained from noise-free sensors. In a real flight, telemetry data will be corrupted by sensor noise, and the scene will in general not be planar. In Table 3 , we explore the effects of telemetry noise on our algorithm's compression performance. The actual UAV pose data was corrupted with plausible noise values and then used to predict the motion vectors needed for video compression. The noise process was chosen so as to allow significant drift from true values, (±5m in location, ±10m in altitude, ±2
• in attitude angles), while still constraining the relative pose error between frames to be small (≈ 0.2m, ≈ 0.1 • ); in our experience, these assumptions are reasonable approximations of the expected error in mini-UAV pose estimation, using the Kestrel TM Autopilot. 19 Each value in table 3 is an average compression ratio over a set of 10 runs with different random errors. While errors of this type clearly affect the compression performance of our algorithm, their effect is not very significant: our compression performance is still comparable to (or better than) that obtained with standard motion estimation algorithms.
V. Conclusions and Future Work
The results presented herein assume that the terrain being navigated over is roughly planar, and that the telemetry data is accurate. If either of these assumptions is not met, then the motion vectors predicted by our method will be incorrect, leading to degraded compression performance. We have shown that inaccuracies in telemetry data do not lead to significant degradations in compression performance. Depending on the degree of non-planarity of the terrain, the variation of compression performance of our algorithm could vary from negligible to significant. This problem could be rectified with minimal computational overhead by performing a very limited block search on top of our motion prediction algorithm.
This research introduces a novel algorithm for motion estimation on mini-UAV platforms, utilizing telemetry data to determine motion information. Simulations demonstrated that our algorithm performs much faster than standard motion estimation techniques, because we take advantage of pose data available on mini-UAVs. Our method leads to compression ratios that are comparable to those obtained using standard motion estimation techniques. We thus demonstrate that exploiting prior information from mini-UAV pose sensors can greatly improve the computational efficiency of video compression techniques. By using such methods, we reduce the computational requirements (and thus the weight, power, and size) of video compression hardware, making it possible for digital video to be compressed and transmitted in realtime onboard a mini-UAV.
