Abstract-The influence of various factors on the statistical properties of the Galactic center distance (R 0 ) estimate obtained by solving the general problem of determining the geometric parameters of a Galactic spiral arm from its segment with the inclusion of the distance to the spiral pole, i.e., R 0 , in the set of parameters has been studied by the Monte Carlo method. Our numerical simulations have been performed for the model segments representing the Perseus and Scutum arms based on masers in high-mass star forming regions. We show that the uncertainty in the present-day parallax measurements for these objects systematically decreases (!) with increasing heliocentric distance, while the relative uncertainty in the parallaxes is, on average, approximately constant. This lucky circumstance increases significantly (by a factor of 1.4-1.7) the accuracy of estimating R 0 from the arm segment traced by masers. Our numerical experiments provide evidence for the consistency of the R 0 estimate from the spiral-segment geometry. The significant biases of the estimate detected only for the Scutum arm are caused mainly by the random parallax errors, the small angular extent of the segment, and the small number of objects representing it. The dispersion of the R 0 estimate depends most strongly on the angular extent of the segment and the parallax uncertainty if the latter, on average, does not depend on the distance. The remaining parameters, except for the pitch angle, exert an equally significant, but weaker influence on the statistical accuracy of the estimate. When the data on 3-8 segments are processed simultaneously, the predicted standard error of the final estimate is σ R 0 ≃ 0.5-0.3 kpc, respectively. The accuracy can be improved by increasing the extent of the identified segments and the number of objects belonging to them. The method of determining R 0 from spiral segments has turned out to be operable for a wide set of possible parameters even when using an L-estimator (median). This makes the development of a more complex method based on an M-estimator, which allows one to properly take into account the measuring and natural dispersions of objects relative to the arm center line and, thus, to avoid the biases of the parameter estimates, meaningful.
INTRODUCTION
Recent progress in the observational data has made it possible to distinguish features in the Galactic spiral structure that are sharp in the sense of a strong apparent concentration to their center lines and simultaneously extended (for more details, see Nikiforov and Veselova 2018; hereafter NV18) . This, in turn, has stimulated works on the spatial modeling of separate spiral arm segments when abandoning traditional assumptions for studies of the Galactic spiral pattern, about the number of arms in the Galaxy and the equality of the pitch angles for different arms (see NV18 for a review as well as, e.g., the recent papers by Griv et al. (2017) and Krishnan et al. (2017) and references therein). In our previous paper (NV18) we proposed to abandon yet another traditional assumptionthe preadopted distance R 0 from the Sun to the pole of the spiral arms, i.e., the distance to the Galactic center. If in this problem R 0 is deemed a free parameter, along with the segment parameters, then this, on the one hand, allows the spiral segments to be modeled in a more general form, which takes into account, in particular, the noticeable correlation between R 0 and the pitch angle (shown in NV18), and, on the other hand, potentially opens a new approach to determining R 0 in the class of spatial methods (for a review, see Nikiforov 2004 )-from the geometry of spiral arms.
A simplified (three-point) method of solving the problem was developed in NV18 to test this approach. Its application in the same paper to a sample of objects (masers with trigonometric parallaxes), on the whole, confirmed that the new approach is operable: from masers in two arms (Perseus and Scutum) we managed to obtain reliable results based on which we deduced an estimate of R 0 = 8.8 ± 0.5 kpc.
In this paper we use the three-point method to numerically study the statistical properties of the R 0 estimate from the geometry of a spiral arm as a function of problem parameters. The method consists in obtaining the solution for three segment parameters, including R 0 , from the positions of its three representative points. Being relatively easy to implement, this simplified method allows a large number of numerical experiments to be performed in a reasonable time. The latter is important for achieving the main goal of this paper-to evaluate the applicability conditions and the capabilities of the new approach to finding R 0 both for present-day data and in prospect.
MONTE CARLO SIMULATIONS OF THE R 0 MEASUREMENT
FROM THE SPIRAL-ARM GEOMETRY
Model Segment Parameters
In accordance with the parametrization introduced in NV18, we will describe the spiral arm segment by the following set of parameters: the distance from the coordinate origin, i.e., from the Sun, to the pole of the model logarithmic spiral (R 0 ); its pitch angle (i); the spiral position angle at the solar circle R = R 0 (λ 0 ), where R is the distance from a point in the Galactic plane to the spiral pole; the boundaries of the spiral segment in Galactocentric longitude (λ s 1 and λ s 2 ) that define the angular extent of the segment (∆λ = λ s 2 − λ s 1 ); the number of objects representing the segment (N); the natural rootmean-square (rms) scatter of objects across the segment (σ w ); the absolute (σ ̟ ) or relative (σ ̟ /̟) rms measurement error of the parallax ̟. Here the longitudes λ are measured in the Galactic plane from the sunward direction clockwise when viewed from the North Galactic Pole, i.e., in the direction of Galactic rotation.
The introduction of errors into the parallaxes as allowance for the uncertainty in the heliocentric distances r corresponds here to the use of data on masers with trigonometric parallaxes, the most promising type of reference objects for applying the new method (NV18). The variant with the specification of corresponds to the assumption that the mean parallax uncertainty within the segment may be deemed approximately constant. However, our analysis of the data from (see Subsection 2.2) showed that the absolute uncertainty σ ̟ of the present-day parallax measurements for masers depends systematically on their distance (decreases with increasing r!), i.e., it is generally not constant, on average, for the segment. On the other hand, we found that the relative parallax uncertainty changes more weakly within the limits of spiral segments revealed by masers. Therefore, the variant with the specification of σ ̟ /̟ describes better the present-day data for these objects. Since this tendency for the parallax error may not be retained in future, we considered both these variants of parameterizing the distance uncertainty.
The immediate goal of our numerical simulations is to find the mean bias and dispersion of the R 0 estimate from the spiral-segment geometry as a function of significant problem parameters (∆λ, σ w , σ ̟ , σ ̟ /̟, N, i).
Uncertainty in the Trigonometric Parallaxes from Masers
To choose the representations of the parallax measurement errors in our numerical experiments, we analyzed the data from two catalogues containing estimates of the parallaxes ̟ and their uncertainties σ ̟ for objects including masers: the more homogeneous catalogue by , which contains 103 high-mass star forming regions (HMSFRs), and the catalogue by Rastorguev et al. (2017, hereafter the Rs17 catalogue), which includes the catalogue by with the replacement of old data by new ones for two objects (hereafter the Rd14 catalogue), as well as the data on 38 additional maser sources, out of which (as our study of the literature showed) only 9 belong to the class of HMSFRs, while the remaining ones belong to 14 other types (a total of 141 objects). We use the Rd14 catalogue, because pointed out the membership of masers in a particular spiral arm, and to compare the characteristics of the Rd14 objects and the sources added in Rs17. Table 1 gives the median absolute (Me σ ̟ ) and relative (Me(σ ̟ /̟)) parallax uncertainties found by us separately for the arm segments that were identified by for the entire Rd14 sample and for the HMSFR and non-HMSFR masers of the Rs17 catalogue. Since we will also need to choose σ w , the NV18 estimates of the natural scatter of masers across the segments for the arms for which we managed to resolve this parameter are listed in Table 1 . The σ ̟ = const model for a segment corresponds to the experience of stellar parallax measurements. For example, the median of the standard parallax errors in the Hipparcos catalogue is virtually independent of the stellar magnitude and begins to increase only as the limiting magnitude of the catalogue is approached (Fig. 1 in Mignard 2000) , implying that the mean parallax uncertainty is approximately constant as one recedes from the Sun and increases only at distances close to the limiting ones for the catalogue. However, for masers the behavior of the mean σ ̟ with distance turned out to be much better than the expected one by analogy with stars. Me σ ̟ in Table 1 decreases as the segment recedes from the Sun, taking the greatest value for the Local arm and the smallest ones for the Scutum arm (in the inner Galaxy) and the Outer arm (outside the solar circle). A direct comparison of the catalogued σ ̟ and r = 1/̟ (Figs. 1a and 2a) shows that the parallax uncertainty, on average, drops (!) with distance (approximately hyperbolically), with the mean σ ̟ levels at the boundaries of the r interval represented by the data differing by several times for both catalogues.
Note that the HMSFR masers added in Rs17 hardly change the median parallax uncertainties for objects of this class (Table 1) and are located on the (r, σ ̟ ) plane in good agreement with the Rd14 masers (Fig. 2a) . Me σ ̟ = 0.037 +0.033 −0.007 for the non-HMSFR masers is higher than Me σ ̟ = 0.025 +0.004 −0.003 for the HMSFR masers from the Rs17 catalogue by a factor of 1.5. Although these medians formally differ insignificantly, the overwhelming majority of non-HMSFR sources (25 of 29) have σ ̟ equal to or larger than the median one for the HMSFR masers (Fig. 2a) . The slightly smaller Me(σ ̟ /̟) for the non-HMSFR sources than that for the HMSFR ones (Table 1) is unrepresentative, because the former are predominantly near the Sun (Fig. 2b) . In what follows, we will rely on the results for the HMSFR masers forming more homogeneous samples with more accurate parallax 
measurements.
To check the significance of these trends, we estimated the linear correlation coefficients κ between the parallax uncertainties, on the one hand, and the distances or parallaxes, on the other hand, for each individual segment and for all HMSFR masers of the Rd14 and Rs17 catalogues ( Table 2 ). For each estimate of the coefficient κ(p 1 , p 2 ) from the sample values of N pairs of random variables p 1 and p 2 we calculated the probability P κ to obtain a correlation coefficient larger in absolute value than |κ(p 1 , p 2 )| under the assumption that p 1 and p 2 were uncorrelated using the formula for small N
where S N −2 (t) is Student's distribution with N − 2 degrees of freedom (Press et al. 1997 ). P κ are also given in Table 2 . The null hypothesis about the absence of a correlation may be rejected at P κ < 0.05. The values of κ that are significant in accordance with this rule are highlighted in Table 2 in boldface.
The results presented in Table 2 show that the correlations between σ ̟ and r (negative) and between σ ̟ and ̟ (positive) are significant not only for the complete samples of HMSFRs, but also within the segments of the Local and Sagittarius arms separately. Since the tendency for σ ̟ to drop with r is most pronounced at distances r ∼ < 2.5 kpc (Figs. 1a  and 2a) , it is less evident in the case of other segments, which occupy little this region (Perseus and Scutum arms) or do not pass through it at all (Outer arm) (Fig. 1a) . However, when the two most distant masers of the Scutum arm segment are excluded, κ(σ ̟ , r) and κ(σ ̟ , ̟) become significant for this feature as well. The closeness of the significant correlation coefficients to one another (κ(σ ̟ , r) = −0.55 ÷ −0.44, κ(σ ̟ , ̟) = +0.38 ÷ +0.60) suggests that in all these cases we are dealing with the same effects. In the opinion of Reid (2014) , these may include: (1) the decrease in the apparent size of maser spots with distance, as a consequence of which the accuracy of astrometric measurements, other things being equal, increases; and (2) using a larger number of observations for some distant objects (e.g., W 49). In any case, the results obtained suggest that at the present epoch the accuracy of maser parallax measurements, on average, increases with distance and, consequently, the σ ̟ = const model for a segment is inconsistent with the present-day data. Note that the same tendency is independently traced by non-HMSFR masers, only with a shift toward larger σ ̟ (Fig. 2a) .
Given the trend σ ̟ ∝ r −1 , one might expect that the relative uncertainty σ ̟ /̟, on average, does not change with r. A direct comparison of σ ̟ /̟ with r (Figs. 1b and 2b) shows that the scatter of σ ̟ /̟ for the HMSFRs actually remains approximately constant at r ∼ < 3.2 kpc. Outside this region, as r increases, the values of σ ̟ /̟ shift, on the whole, to large values and several measurements with a low relative accuracy appear. However, this tendency is much less pronounced than the reduction in σ ̟ with r. Although for complete samples of HMSFRs the correlations between σ ̟ /̟ and r (positive) and between σ ̟ /̟ and ̟ (negative) turn out to be significant, for separate segments they are either insignificant or, for the Local and Scutum arms, are significant only formally (Table 2) . Table 2 . Linear correlation coefficients of the absolute and relative parallax uncertainties with the distance and parallax estimates for the HMSFR masers. a Without two masers of the Scutum arm at r 8 kpc.
is the probability to obtain a correlation coefficient κ larger in absolute value than the measured |κ(p 1 , p 2 )| in the absence of a correlation between the random variables p 1 and p 2 . The significant correlation coefficients (P κ < 0.05) are highlighted in boldface.
For example, for the Scutum arm the significance of the correlations is based only on the two most distant (r 8 kpc) objects that differ sharply from other masers of the same segment by large σ ̟ /̟, which exceed Me(σ ̟ /̟) both for the objects of the Scutum arm and for the entire Rd14 catalogue by several times (Fig. 1b, Table 1 ). When these two (of 17) objects are excluded, the null hypothesis is not rejected for the Scutum arm either ( Table 2 ). For the Local arm the formal significance appeared only after the replacement of the data for one (!) object (L 1206) in Rs17. (No such situation arises in the case of correlations for σ ̟ .) The relative scatter of Me(σ ̟ /̟) for different segments is noticeably smaller than that of Me(σ ̟ ) ( Table 1) . Thus, although the correlation between σ ̟ /̟ and r apparently exists, it manifests itself weakly within the arm segments considered separately. Therefore, the σ ̟ /̟ = const model for a separate segment may be taken as consistent, to a first approximation, with the present-day data on masers.
Since one of the probable causes of the reduction in σ ̟ with r (using a larger number of observations for distant masers) will not be necessarily retained in future, in our numerical simulations we consider both variants of allowance for the parallax uncertainty. Out of them, as will be shown below, the σ ̟ /̟ = const model describes a more favorable situation for estimating R 0 from the spiral-segment geometry, while the σ ̟ = const model describes a less favorable situation. From the presented results and reasoning one might expect the behavior of σ ̟ with r, most likely, to remain intermediate between these two cases in any further parallax measurements.
Modeling Procedure
Consider three representative points M 1 , M 2 , and M 3 belonging to the segment of a model spiral with parameters R 0 , i, λ 0 , λ s 1 , and ∆λ (see Subsection 2.1). Let us choose the positions of the points so that the adjacent points are equidistant from one another in Galactocentric longitude λ. The longitudes of points M j are then defined by the expression λ j = λ s 1 + ∆λ (2j − 1)/6, j = 1, 2, 3. Thus, the distance between the adjacent points is ∆λ/3, the distance from the extreme point (M 1 or M 3 ) to the nearest (in longitude) segment boundary is ∆λ/6. Each of points M j represents the position of one third of the segment in longitude. The equidistant configuration of the representative points corresponds to a uniform distribution of objects in λ, i.e., approximately uniform along the segment. This model describes satisfactorily the reality in many cases (see, e.g., the figures in Popova and Loktin (2005) and Dambis et al. (2015)). Therefore (and in order not to increase the number of problem parameters), here we will restrict ourselves only to this type of configurations.
To take into account the scatter of objects across the arm segment and the parallax uncertainty in our numerical experiments, the positions of the representative points M j , j = 1, 2, 3, of the model spiral were varied as follows. Each point M j was shifted randomly by distance ρ j in one or the other direction along the straight line perpendicular to the model spiral at point M j ; in this way we found point M 
where the Galactocentric distances R j of points M ′′ j are expressed via the Cartesian heliocentric coordinates X j and Y j of these points from the formula
while the nominal Galactocentric longitudes Λ j of points M ′′ j (−π Λ j < π, see NV18) are defined by the formulas
As shown in NV18, for the triplet of points taken from the spiral, i.e., for M 1 , M 2 , and M 3 , Eq. (2) can have one or two additional roots. Therefore, for the triplet of pseudorandom points M ′′ 1 , M ′′ 2 , and M ′′ 3 we can also obtain more than one (up to three) roots of Eq. (2). In such cases, among the values of R 0 found for a given triple we chose R 0 closest to its initial value for the model spiral and it was considered to be the solution for the triplet. In addition, as our numerical experiments showed, for points M Eq. (2) may not have any roots. This means that the turn of at least one spiral cannot necessarily be drawn through three arbitrary points if the straight line on which the spiral pole can be located is specified. Such triplets were excluded from the subsequent analysis.
The value of R 0 found for the triplet M (13) in NV18). However, at this stage we do not consider the properties of the i and λ 0 estimates as derived characteristics strongly correlating with R 0 (see NV18).
For the specified positions of the representative points M j and the chosen values of other parameters, we produced a set of N MC triplets of pseudo-random points M
, where N MC was taken in such a way that the number N sol of solutions for the problem of determining R 0 , i.e., the number of triplets with a nonempty set of roots of Eq. (2). was 10 000. We assumed that N objects with parallax estimates having an rms uncertainty σ ̟ or a relative uncertainty σ ̟ /̟ were observed in the spiral segment with a standard scatter of object across the arm σ w . Each point M j models the mean position of one third of the segment. Therefore, the standard error in the position of M j in a direction across the arm may be approximately taken to be σ w N/3, while the standard error in the parallax of the shifted point M ′ j (see Fig. 3 ) may be taken to be σ ̟ (M For the set of all our solutions {R 0,s }, s = 1, 2, . . . , N sol , we calculated the median
], with the probability for the individual R 0,s estimate to fall into the latter being ≈68.3% (1σ level), and the 1σ confidence interval
] for the median. We determined the quantities σ
based on order statistics for the ordered set of R 0,s estimates (see, e.g., Kobzar' 2006) . We also calculated the mean bias of the R 0,s estimates at given problem parameters: ∆R 0 = Me R 0 − R 0 with the confidence interval
, where R 0 is the parameter of the original model spiral.
Choosing the Basic Sets of Model Segment Parameters
Our numerical simulations were performed for two families of model segments that represented the Perseus and Scutum arms, respectively. These cases approximately encompass the spread in probable configurations of segments revealed at the present epoch by objects with accurate heliocentric distances: in the local Galactocentric sector (containing the Sun) the Perseus arm passes outside the solar circle, i.e., far from the Galactic center, while the Scutum arm pases inside the circle R = R 0 relatively close to the center (see Fig. 13 in NV18 and Fig. 4 in this paper). In addition, the R 0 determination by the three-point method in NV18 turned out to be reliable precisely from masers in the Perseus and Scutum arms. Therefore, it now seems most interesting to investigate, also in prospect, the properties of the R 0 estimate from the geometry of these arm segments.
The parameter R 0 for the model segments was taken to be 8 kpc, in agreement with the recent mean ("best") values of R 0 best = (7.9 ÷ 8. 2014) for masers in the Perseus and Scutum arms. We will call these sets and the values of the parameters themselves in them basic. These values are given in Table 3 ; the basic segments that correspond to them are shown in Fig. 4 . Other sets of parameters for each family of models were formed by varying one of the parameters, while the remaining parameters retained their basic values.
The basic longitudes of the segment boundaries λ For the Perseus arm the basic scatter across the segment σ w was taken to be 0.35 kpc, in accordance with the estimate that we obtained by applying the three-point method of determining the model spiral parameters to the segment masers (NV18). For the Scutum arm σ w = 0.17 kpc found by Reid et al. (2014) was taken for the same parameter. Fig. 4 . Scheme of the model spiral segments considered in our numerical experiments: the basic segments (black curves), the segments of the largest angular extent ∆λ when fixing the boundary λ s 1 or λ s 2 (gray dashed curves, given with a slight shift in radius), and the segments with the largest and smallest pitch angles i (black dash-dotted curves). The bars indicate the 1σ distance uncertainty (at σ ̟ /̟ = const) and the scatter across the arm at three representative points M j of the basic segments. For point M 1 of the Perseus arm the first of these bars exceeds only slightly the thickness of the model segment line. Point C is the pole of all segments (Galactic center), the Sun is at the coordinate origin.
The basic values of σ ̟ and σ ̟ /̟ were chosen to be equal to the medians Me σ ̟ and Me(σ ̟ /̟) calculated for the masers of the corresponding arm ( Table 1 ).
The basic number N of objects representing the segment for the Perseus arm was taken to be equal to the number of masers in the catalogue by attributed to this arm. For the Scutum arm this number, for convenience (because each representative point M j represents N/3 segment objects), was taken to be 18, the number that is closest to the number of arm masers (N = 17) in the same catalogue and, at the same time, a multiple of three ( Table 1 ).
Note that the basic set of parameters for the Perseus arm defines the segment crossing the Galactic center-anticenter line (Table 3 , Fig. 4) . In this case, in most of the generated triplets of representative points M Fig. 4) . In most cases, the generated triplets also turn out to be there. Two spirals always pass through the triplets arranged in this way for a nonempty set of roots of Eq. (2) and in nondegenerate cases (NV18). Therefore, choosing the root closest to the initial R 0 of the model spiral from the roots of (2) is necessary. The cases where there are no roots for some generated triplets (no solution for R 0 ) take place only for the sets of parameters at which the dispersion of points M • , a value that is less than half the basic one. For the family of the Scutum arm, on the contrary, such cases are commonplace, because the model segments of the family have considerably smaller linear extent and curvature radius than those of the Perseus arm segments (Fig. 4) .
RESULTS
The results of our numerical simulations, the 1σ statistical uncertainty (σ
) and the mean bias (∆R 0 ) of the R 0 estimate from the spiral-segment geometry, for the basic sets of parameters (Table 3 ) and when replacing the basic value of one of the dispersions with zero in these sets are presented in Table 4 . For the Perseus arm no significant biases ∆R 0 were detected in all these variants of experiments. With the basic sets for the Scutum arm ∆R 0 differ significantly from zero, substantially for the σ ̟ = const model. Comparison with the results for the same arm when one of the dispersions is set equal to zero (Table 4) shows that the bias is attributable to the parallax uncertainty (at σ ̟ = 0 mas, ∆R 0 = 0 kpc within the error limits), but, on the other hand, the scatter across the arm, in addition to the nonzero σ ̟ , increases ∆R 0 . The uncertainty in R 0 and the contribution of the parallax uncertainty to it depend strongly on the model for the latter within the arm: at σ ̟ = const the values of σ ± R 0 are larger than those at σ ̟ /̟ = const by 40-70%. In the former case, the contribution of σ ̟ to the total uncertainty in R 0 clearly dominates (cf. the rows for σ ̟ = const = 0 and σ ̟ = 0 in Table 4 ); in the latter case, the contributions of both dispersions are, on the whole, comparable, while for the Perseus arm the scatter across the arm is even a more important factor (cf. the rows for σ ̟ /̟ = const = 0 and σ ̟ = 0 in Table 4 ). For the two arms considered the uncertainties in R 0 with the basic sets of parameters turned out to be close in the case of σ ̟ /̟ = const; the uncertainty in R 0 for the Scutum arm is slightly higher in the case of σ ̟ = const. 
) and mean bias (∆R 0 ) of the R 0 estimate from the spiral-segment geometry for the basic set of the parameters for the Perseus and Scutum arm models and with one of the dispersions set equal to zero.
Perseus arm
Scutum arm To investigate the dependence of the results on significant problem parameters, we performed series of numerical experiments in each of which one of the parameters (except R 0 and λ 0 ) changed in a wide neighborhood of its basic value, while other parameters retained their basic values. We will call these series basic. When varying the angular extent ∆λ of the segment, we fixed either its left (λ . In all cases, except the series for different σ ̟ , we adopted the distance uncertainty model σ ̟ /̟ = const, because this variant agrees better with the present-day data on masers (see Subsection 2.2). When varying the pitch angle i, λ 0 was chosen for each i to be such that the model spiral passed through the region occupied by the masers of this arm from the data by . The model segments for the limiting i and the largest ∆λ are shown in Fig. 4 . To clarify the role of each of the two dispersions in the problem, for some basic series we performed additional series of experiments under the assumption of σ ̟ = 0 or σ w = 0. As a rule, this was done when in the basic series there were cases of biases ∆R 0 differing significantly from zero. The results obtained are summarized in Tables 5 and 6 and are graphically presented in Figs. 5-11.
In Tables 5 and 6 the characteristics of the distribution of R 0,s estimates are the same as those in Table 4 and are given for the extreme values of the parameters being varied for the Perseus and Scutum arm models, respectively. Figures 5-11 show the dependences of the median Me R 0 and interval [Me R 0 −σ
] (gray bars) on various parameters for the R 0,s estimates obtained in the basic and additional series for each of the two arms. In this figures the thickened bar marks the result at the basic value of the parameter being varied in a given series, while the horizontal dashed line indicates the initial R 0 = 8 kpc.
The extent of the segment ∆λ turned out to be the most important parameter of the problem (Tables 5, 6 and Figs. 5, 6 ). The uncertainty in R 0 increases with decreasing ∆λ, very sharply for the Perseus arm at ∆λ ∼ < 70
• (Fig. 5) . Such short segments of an outer arm essentially impose no constraints on R 0 . As the Scutum arm segment is reduced, σ ± R 0 increase not so dramatically, but a significant bias ∆R 0 appears at ∆λ ∼ < 50
• , which is attributable mainly to the nonzero spiral arm thickness, i.e., which cannot be removed by reducing the parallax errors (cf. the corresponding rows in Table 6 and the panels in Fig. 5 at the basic values of the two dispersions and when either one or the other dispersion is set equal to zero). For a short segment close to the Galactic center the scatter of objects relative to the center line is not small with respect to the segment's linear extent even at accurate distances and, therefore, its curvature is established unreliably. However, at ∆λ ∼ > 60
• segments close to the center can be used to estimate R 0 , but only when the parallax uncertainty is necessarily taken into account in the method to avoid possible biases (the right panels in Fig. 5 ). At R 0 larger than the basic one the uncertainty in R 0 drops rapidly with increasing ∆λ for both arms, decreasing by a factor of 3 compared to the basic results (obtained at the basic values of the parameters), when the segment's extent reaches approximately half the spiral turn (Tables 5, 6 and Figs. 4, 6 ).
The second most important factor is the law of change in the statistical measurement error of the distance as one recedes from the Sun. Of course, as the parallax uncertainty increases, in any case, the dispersion of the R 0,s estimates also grows, but the rate of this growth depends strongly on the model adopted for σ ̟ (Fig. 7 , the panels for the basic series in Fig. 8 , and Tables 5, 6 ). Analysis of the results obtained showed that σ ± R 0 in all of the cases considered approximately follow a power law:
where ς is a parallax dispersion characteristic (σ ̟ or σ ̟ /̟), ς b is the basic value of ς; the index ,,±" in Eq. (5) is omitted for simplicity. The exponent α turned out to be virtually independent of the model for σ ̟ ; it is apparently specified by the segment's configuration: α ≈ 1.5 for the Perseus arm and α ≈ 1 for the Scutum arm. However, the coefficient k defining the σ R 0 growth scale for both arms in the σ ̟ = const model is several times larger (k ≈ 0.6 for the Perseus arm and 1 for the Scutum arm) than that +0.37 ± 0.02 for σ ̟ /̟ = const (k ≈ 0.2 and 0.4, respectively). As a result, for example, the ratio σ R 0 (2)/σ R 0 (0) is ∼1.5 for the Perseus arm and ∼2.5 for the Scutum arm at σ ̟ /̟ = const, while at σ ̟ = const it is ∼3 and ∼4.5, respectively. On the other hand, the complete absence of errors in the parallaxes increases the statistical accuracy of the R 0,s estimate compared to the basic result at σ ̟ = const much more dramatically (almost by a factor of 3 for the Scutum arm) than it does at σ ̟ /̟ = const (see Table 4 ).
The dispersion of the R 0,s estimates expectedly decreases with increasing number N of objects representing the segment; in the case of the Perseus arm, and for N/3 8 in the case of the Scutum arm, the agreement with the law
is almost perfect (Fig. 9, upper panels) . Poorer agreement for smaller N in the case of the second arm is obtained in the presence of a significant bias ∆R 0 . The latter is caused mainly by the errors in the parallaxes (cf. the two lower and upper right panels in Fig. 9 ). At σ ̟ = 0 mas close agreement with the law (6) is obtained already at N/3 3 (the lower left panel in Fig. 9 ). The drop in σ ± R 0 (N) according to the law (6) and the absence of significant biases ∆R 0 at least at N 24 (and for the Perseus arm also at small N) provide evidence for the consistency of the R 0 estimate from the spiral-segment geometry even in the case of applying a simplified (three-point) method (when N → ∞ the mean M R 0,s → R 0 and the dispersion D R 0,s → 0).
The values of σ ± R 0 grow with increasing σ w , along with increasing σ ̟ and σ ̟ /̟, approximately according to a power law (Fig. 10) . The role of the σ w contribution to the total uncertainty of the R 0,s estimate depends on the parallax accuracy level and the form of the dependence σ ̟ (r). For example, for the Perseus arm, when the scatter σ w is set equal to zero, σ ± R 0 decrease by half for σ ̟ /̟ = const and only by ≈ 1 / 4 for σ ̟ = const ( Table 4 , the "Per" panel in Fig. 10 ). For the Scutum arm the contribution of the parallax errors dominates in both models for σ ̟ . Therefore, setting σ w equal to zero in both cases reduces σ ± R 0 insignificantly at the basic values of σ ̟ and σ ̟ /̟ ( Table 4 , the "Sct" panels in Fig. 10 ).
The dispersion of the R 0,s estimate is least affected by the pitch angle i of the model spiral ( Fig. 11 and Tables 5, 6 ). At the basic values of both dispersions in the problem the general trend with changing i is not quite obvious (the upper panels in Fig. 11 ). However, setting σ ̟ equal to zero gives a clear picture: σ ± R 0 grow almost linearly with increasing |i| (the middle panels in Fig. 11 ). This means that in the absence of measurement errors the distance from the Sun to the center of the ring structure is determined from its sector with a lower (!) accuracy than the distance to the pole of the spiral arm from its segment at the same angular extent of the sector and the segment. The larger the arm pitch angle in absolute value, the more accurate the result. The growth of σ
with |i| is moderate, but not negligible: at σ ̟ = 0 mas in the interval i ∈ [−20 a factor of ≈1.3 for the Perseus arm and a factor of ≈1.5 for the Scutum arm (Tables 5  and 6 ). For ideally thin structures (σ w = 0 kpc) distorted by the errors in the parallaxes, the behavior of σ ± R 0 (i) is determined by the scatter and characteristic values of distances to the points of the segment from the Sun and from the Galactic center, the position of the segment relative to the center-anticenter axis, and other parameters. Therefore, for different configurations the trends can be quite different (the lower panels in Fig. 11 ), whence the complex dependences σ ± R 0 (i) under the combined action of both dispersions (the upper panels in Fig. 11 ).
DISCUSSION
Significant biases ∆R 0 were detected only for the Scutum arm (Table 6 , Figs. 5, 6, [8] [9] [10] [11] . This stems from the fact that its segments have an appreciably smaller linear extent and are much closer to the Galactic center than the Perseus arm segments (Fig. 4) . As a result, the solutions for the Scutum arm turn out to be more sensitive to the dispersion relative to the center line. In this case, the errors in the parallaxes play a major role in the 
appearance of significant biases: when they are set equal to zero, these biases disappear in most cases (cf. the results of the basic series and additional series at σ ̟ = 0 in the table and the figures mentioned above). The biases ∆R 0 caused by the parallax uncertainty are always positive (see the results at σ w = 0 there). For a normal distribution of random parallax errors the distribution of distance errors has a positive skewness, leading to some overestimation of the distance, on average, which is greater for larger σ ̟ . In combination with the location of the Scutum arm in the general direction to the Galactic center, this leads to an overestimation of R 0,s from the segments of this arm, on average. However, the biases are not always explained only by the errors in the parallaxes: at a small extent (∆λ ∼ < 60 • ), a sparse population (N/3 2), and a large natural scatter (σ w ∼ > 0.3 kpc) small, but significant biases ∆R 0 = −0.3 ÷ +0.3 kpc can result even for σ ̟ = 0 mas ( Table 6 ; the "Sct, σ ̟ = 0" panels, Figs. 5, 9, 10). Their nature is different: if the dispersion is not small compared to the segment length, then for a significant fraction of the sets of triplets M ′′ j (for example, lying on one straight line) the information about the curvature of the initial segment is completely lost; the formal solutions of (2) for such triplets lead to biases. To avoid noticeable biases ∆R 0 , we need: (1) to take into account the errors in the parallaxes directly in the method and (2) not to use short, sparsely populated, disperse segments close to the Galactic center for our spatial modeling.
Note that in our preliminary numerical experiments (Nikiforov and Veselova 2015) significant biases were also obtained for the Perseus arm in some series. This was caused by the exclusion of the triplets of points M ′′ j corresponding to leading spirals (i > 0
• ) from consideration. Our new experiments showed that, despite the seeming naturalness of this constraint for our Galaxy, it actually cuts off part of the distribution of R 0,s estimates and, thus, can introduce a fictitious bias ∆R 0 . When abandoning the constraint i 0 • , the biases for the Perseus arm disappear. In this paper we did not impose this constraint.
In all series of experiments for the Perseus arm and in most of the series for the Scutum arm it turned out that σ
(see the tables and figures in Section 3). This is partly a consequence of the skewness of the distribution of distance errors discussed above and partly a general geometric property of some classes of methods for determining R 0 , i.e., the data agree better with the model at the trial R The results obtained in the previous section show that the dispersion of the R 0 measurements from the geometry of spiral segments depends significantly on the law σ ̟ (r). As an example, we generated pseudorandom "observed" distributions of objects (100 per each degree of longitude λ) belonging to one turn of a spiral arm with parameters equal to the basic values for the Perseus arm at a constant absolute parallax uncertainty (Fig. 12a) and a constant relative parallax uncertainty (Fig. 12b) . These figures illustrate how strongly the true distribution of spiral arm tracers for the σ ̟ = const model is smeared compared to the σ ̟ /̟ = const model. The fact that the present-day data on masers are closer to the latter model (Subsection 2.2) is a very lucky circumstance for the prospects of applying this approach. In any case, the errors in the parallaxes deform noticeably the observed spatial distribution and, therefore, its proper modeling is possible only when both dispersions are taken into account. In some spiral arm segments a particular dispersion dominates, while in other segments the dispersions are comparable in importance (Figs. 12b and 12c) . The results of our experiments in Section 3 also indicate that, although, on the whole, the distance measurement errors are a more important factor, the contributions of the two dispersions to the total uncertainty in the R 0,s estimate are comparable (cf. the results at σ ̟ = 0 mas and σ w = 0 kpc). This implies that none of the dispersions can be ignored in For both arms the statistical uncertainty is σ R 0 ≈ 1 kpc at the basic segment parameters ( Table 4) . As has been shown in the previous section, the dispersion of the R 0,s estimates is most strongly affected by the extent ∆λ of the segment. Therefore, it can be assumed that the presence of edge objects, which, in reality, specify the segment boundaries, must slightly increase the conditionality of the R 0 determination problem compared to the results of modeling the segment by three representative points. Thus, one might expect the σ R 0 estimates obtained in our experiments to be upper limits. To estimate the overestimation coefficient, we repeated the numerical experiments in NV18 for masers distributed over the segment (when abandoning the constraint on i) and found σ Taking the largest of these quantities and comparing it with the basic results in this paper, we find that the overestimation of σ ± R 0 in our three-point experiments is at least 15% at parameters close to the basic ones, i.e., as the uncertainty from only one segment we may take a cautious estimate σ R 0 ≃ 0.85 kpc. If the data on several (N arm ) segments are used, then, other things being equal, one might expect the final uncertainty
For example, σ R 0 ≃ 0.5 kpc for three segments (open clusters), σ R 0 ≃ 0.4 kpc for four segments (masers), and σ R 0 ≃ 0.3 kpc for eight segments (classical Cepheids). This is close to the statistical accuracy of present-day R 0 estimates (see, e.g., Bland-Hawthorn and Gerhard 2016; de Grijs and Bono 2016).
Using short and sparsely populated segments as well as intrinsically less accurate data on the heliocentric distances can reduce the predicted accuracy of the solution. If the law σ ̟ = const is established in future when measuring the parallaxes, then the question about σ ̟ will become acute. If, however, the law σ ̟ /̟ = const is retained, then the relative parallax accuracy will be not so important.
The accuracy of R 0 can be improved most dramatically by increasing the extent of the identified segments. The next most important factors for refining the solution are an increase in the number of objects with independently measured distances attributed to the segments and revealing new arms segments and the internal structure of already known features in the spiral pattern. The potential for reducing σ R 0 through a more accurate parallax measurement (at σ ̟ /̟ = const) is only moderate.
The presented results were obtained with a standard multiplicative congruent random number generator (IBM Manual C20-8011), which has an acceptable quality for our purposes in the two-dimensional case. To check the stability of our results to the choice of a generator, we also used one of the generators by Fishman and Moore (1986) , the first in their rating belonging to the same class for the most dispersive series of experiments. With this generator for the Perseus arm the biases ∆R 0 differ from those presented in the paper within the error limits, while the standards σ ± R 0 retain all of the presented signs. For the Scutum arm with these two generators the standards differ insignificantly within the entire series, while the biases differ at moderate deviations of the parameter being varied from the basic value. For the extreme values of the parameter, at which the solution for the Scutum arm is unstable for the above reasons, with the second generator the biases turn out to be slightly smaller, but remain significant in all cases when they are significant with the first generator. Thus, the application of a different random number generator does not affect our conclusions.
On the whole, our results show that the geometric estimation of R 0 from spiral segments is operable for a wide set of possible parameters even in the case of a simplified (three-point method). However, the capabilities of this, basically test method are limited: it disregards the natural and measuring dispersions; it is too sensitive to some peculiarities of the spatial distribution of segment objects, especially at a small sample size (see NV18); the solution can be directly obtained with its help only for one segment and for one type of model (logarithmic spiral). As was pointed out in NV18, both dispersions can be taken into account when implementing this approach within the maximum likelihood method (MLM). Although this method will be much more laborious, it will allow one to estimate R 0 from the geometry of spiral segments for arbitrary arm models and, simultaneously, to properly solve classical and new problems of modeling the Galactic spiral structure.
Note that the possibility of introducing a more general arm model is important for eliminating the external error within this approach. In the case of the three-point method, systematic deviations from a logarithmic spiral can lead to such an error. For example, if the representative points are taken from an Archimedean spiral, then for the basic segments of the Perseus and Scutum arms the three-point method gives the biases ∆R 0 = −0.02 and +0.06 kpc, respectively. However, according to our preliminary estimates, significant deviations from the shape of a logarithmic spiral cannot yet be found from tracers with reliable photometric or absolute distances for the arms of our Galaxy. Among the various cases, the largest (in absolute value) derivative of the pitch angle i 1 ≡ di dλ is +0.029 ± 0.076 for the Perseus arm and −0.04 ± 0.25 for the Scutum arm 1 (both estimates differ insignificantly from zero). If the representative points are taken from spirals with a variable pitch angle i(λ) = i 0 + i 1 (λ − λ 0 ), then taking these values of i 1 , this gives upper (in absolute value) limits for the biases in the three-point method: ∆R 0 < +0.6 kpc for the Perseus arm and ∆R 0 > −0.4 kpc for the Scutum arm. In all these cases, the nonlogarithmic spirals in the segment between the representative points at the basic segment extent differ little from the logarithmic models compared to the uncertainty of the latter, while the biases for individual segments are smaller or even appreciably smaller than the statistical errors in R 0 and have opposite signs for different segments. Therefore, one might expect the bias of the final R 0 estimate from several segments to be insignificant. In any case, a bias of this type is not a fundamental problem of our method for determining R 0 provided that we pass to the MLM that admits using more general models. This will allow one to reveal systematic deviations from a logarithmic spiral, if they exist, and, simultaneously, to take them into account when estimating the parameters. On the other hand, the scale of potential biases for individual segments shows that attention should be paid to searching for such deviations.
CONCLUSIONS
To establish the capabilities and applicability boundaries of the new method for determining the distance to the Galactic center R 0 proposed by us previously (NV18), from the geometry of spiral arm segments, we investigated the influence of various factors on the statistical properties of the R 0 estimate from a separate segment through numerical simulations. The R 0 estimates were found by a simplified method reconstructing the geometry of a segment from its three representative points, which allowed a large number of numerical experiments to be performed in a limited time. The problem parameters were varied in wide neighborhoods of their basic values characterizing the Perseus and Scutum arm segments from the present-day data on masers with trigonometric parallaxes.
The statistical uncertainty σ ̟ in the present-day parallax measurements for masers was shown to systematically decrease (!) with increasing heliocentric distance r, with the relative uncertainty σ ̟ /̟ remaining, on average, approximately constant (at least at r ∼ < 3.2 kpc).
Our numerical experiments provide evidence for the consistency of the R 0 estimate from the spiral-arm geometry. Significant biases of the estimate were detected only for the inner arm (Scutum); they are attributable mainly to the random errors in the parallaxes, which lead to an asymmetric distribution of distances r, as well as the small angular extent ∆λ of the segment and the small number of N of objects representing it. The dispersion of the R 0 estimate is affected most strongly by the extent ∆λ (as the latter increases from the basic value to half the spiral turn, σ R 0 decreases by a factor of 3). As the parallax uncertainty grows, σ R 0 increases. If in further parallax measurements σ ̟ , on average, remains constant with r, then σ ̟ will be almost equally important for the dispersion of R 0 as ∆λ. When the law σ ̟ /̟ = const, which describes well the presentday data, is retained, the remaining parameters, except the pitch angle i, exert an equally significant, but weaker influence on σ R 0 . In the absence of parallax errors a decrease in |i| increases little the dispersion of R 0 ; in particular, this implies that when the spiral segment degenerates into a ring sector (at i = 0
• ), the distance to the center of the latter is determined less accurately than the distance to the pole of the spiral segment.
The applicability boundaries of the R 0 determination from the spiral-segment geometry are limited by the dispersion of the R 0 estimate (∆λ > 70
• , σ ̟ < 0.04 mas, N/3 > 1) for the outer arm (Perseus) and by the presence of a significant bias in the R 0 estimate caused not by the parallax errors, but by the finite segment thickness (∆λ > 50
• , σ w < 0.3 kpc, N/3 > 2) for the inner arm (Scutum).
The fact that the present-day data on masers agree better with the σ ̟ /̟ = const model is a very lucky circumstance for applying our approach to these tracers of the spiral structure. The accuracy of the final R 0 estimate can be improved by using several arm segments in the analysis and by increasing the extent ∆λ of the identified segments and the number of objects with independent distance estimates attributed to them.
Our results suggest that the R 0 estimation from spiral segments is operable for a wide set of possible parameters even when using a robust, but inefficient L-estimator (median) in the three-point method. This makes the development of a more complex, but more correct method based on an efficient M-estimator meaningful. As our numerical experiments showed, the combined action of the measuring dispersion of distances and the natural scatter across the arm generally leads to a more complex form of the observed spatial distribution of objects, with the influence of one of the dispersions on it, on the whole, being comparable to the influence of the other one. To properly model this distribution, the maximum-likelihood (ML) estimators can be used as an M-estimator.
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