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Abstract-Newton’s and Laguerre’s methods can be used to concurrently refine all separated zeros of a 
polynomial P(z). This paper analyses the rate convergence of both procedures, and its implication on the 
attainable number n of correct figures. In two special cases the number m of iterations required to reach an 
accuracy I) = IO-” is shown to grow as log, n, where A = 3 for Newton’s and A = 4 for Laguerre’s. In the 
general case m is shown to grow linearly with n for both procedures. An assessment of the efficiency of the 
two methods is also given, by evaluating the computational complexity of operations in circular arithmetic, 
and the efficiency indices of the two iterative schemes. 
1. INTRODUCTION 
Let P(z) designate the given complex polynomial, N its degree and I’:” the disk with center 4”’ 
and radius Ed”’ containing the k-th root wk. The disks r?‘, k = 1, 2, . . . , N, together with the 
degree and the coefficients of P(z), represent he initial data for both algorithms. 
The paper consists of three sections. The first deals with three distinct geometries of the r:O’ 
and the corresponding evaluations of the number of iterations required to guarantee a prescribed 
accuracy. The second deals with the number of elementary real operations needed to perform 
operations in circular arithmetic. The last section estimates the computational mount of work 
required to perform a single step in Newton’s and Laguerre’s methods. 
Both procedures considered here are parallel in the sense that the computation required by a 
given disk can be carried out independently of all other disks. In order to compare the two 
procedures, we have (i) taken the initial r:O’ distribution to be the same in both algorithms, and 
(ii) considered the iteration on one disk only. 
2. ESTIMATES OF THE NUMBER OF ITERATIONS 
Let rllcrn’ = {zLm’; lLrn’} denote the disk with center zLm’ and radius l Lm’. Let 
P (m’=~in{~z~m’-z;m’~-~4}, k = 1,2,. . . , N 
j=l,2,...,N 
form =O,l,.... 
For the Newton method it is possible to prove (see for instance [1,2]) that, if l (“’ 5 &, 
N 22, and 
D,v = N-l 
P’“‘(P’o’- 4(N - 1)~“‘)’ 
(2) 
then l Cm’-+O as m --*m. and 
E cm) 5 DN(~(m-1))3. (3) 
Similarly, for the complex Laguerre case, it is possible to show (see for instance [3]), that, if 
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(0’ 
c (0) s*, N 12, and 
D = 3(N-1) 
L (P’o’ _ 2e’O’)3 7 (2’) 
then e’“’ +O as m +a, and 
Here we shall consider the case 
(0’ 
E 
(0’ y&q, Nr2 
(3’) 
(4) 
for which the sequence Cm’ converges to zero in both cases. 
We first establish some relations on the dependence of the number of iterations required to 
attain a prescribed accuracy 7 according to different settings of the disks ItC’). 
THEOREM 1 
(0) 
If E(O) 5 1 < 6(l _ 1), 7) 5 E’O’, accuracy 7~ is reached within mN steps for Newton’s, 
and m, steps for Laguerre’s method, where 
mN 2 log3 
log7J + 1/2logD, 
log E”’ + 1/2 log DN > 
log7j+l/3logDr 
log e(O)+ l/3 log D, > 
with e(O), DN and DL given by (I), (2) and (2’). 
Proof. By (2), (3), (2’), (37, (4) we obtain DN < 1, Dr < 1, and 
log I?) 
A”-1 
SlogD- 
A-1 
+ A m log ECO), 
(5) 
(6) 
(7) 
where D = DN, A = 3 for Newton’s, and D = D,_, A = 4 for Laguerre’s. Relations (5) and 
(6) then follow. 
THEOREM 2 
(0) 
If 1 <e’0’<6(;_ 1)’ 7JSE (‘) and E(O) < 21, then, as in Theorem 1, 
and 
mN ?lo& 
log n + l/2 log DN 
log E(O) + l/2 log Dj., > (8) 
mL 2 log4 
log 77 + l/3 log D, 
log E(O) + l/3 log DL > (9) 
Proof. Here log E(‘) > 0, but log E(O) < -log DN and log E”‘< -log DI., so that the 
logarithm of the quantities in parentheses of (8) and (9) is always positive. 
In particular, if 77 = lo-“, and the logarithms in parentheses are to be base IO, then 
for both I?’ geometries used in Theorem 1 and Theorem 2, n correct figures can be 
obtained in O(log, n) and O(log, n) steps for Newton’s and Laguerre’s method, 
respectively. 
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THEOREM 3. 
‘0) 
If 4’“‘56(;_ 1)’ 77 ‘O) I E”‘, then 
mNz 
log (d0’/77) 
log 15 
and 
mL > log tE’“‘177 1 
log 130 . 
Proof. We first prove relation (10). In order to do so, we recall that E,“” is given by 
&‘I’ = rad C,‘“’ 
)q (zp’) - mid C,“‘l’ - (rad C(O))* 
where 
(12) 
q(zt’O’) = P’(z:“‘)/P(z,‘“‘), 
Ck’O’ = $, &‘O’ 1 I,‘O, 3 
I 
i+k 
mid C,‘“’ is the center of the disk CL”, 
rad C,‘“’ is the radius of the disk C,‘“‘. 
(13) 
(14) 
See, for instance, [l, 21. The following bounds were also established in the above 
mentioned reference: 
and 
Jq(z”‘) - mid C,‘“‘I’- (rad C$“)* 2 ““- ~~o~(~ ‘)“‘). (16) 
By (12), (15), (16) we obtain 
By induction it is possible to show that E’~)< (1/15)me’o’. Relation (10) then follows. 
To prove (11) it is necessary to use, also in this case, the expression of et”’ given by 
(17) 
where 
ck = H(Z:“) - mid L,“’ 
H(z ‘0)) = W(z~“‘))‘- Ph’v”h’“‘) 
k 
(P (z~“‘))’ (18) 
L,‘O’ =g, (&w ! q’oJ* 
iCk 
mid L,“’ is the center of L:“, 
d, is the radius of L,“‘. 
See, for instance, [3], where the following bounds are also given: 
(19) 
dk I 3(N - l)e’O) 
(P’“‘)’ cw 
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,&, h (PT - 2(N - l)(EY2 
(E'"'P(0')2 
By (20), (21) and (17) we find 
(0) 
E (1) = max EL’1 < E ISlr5.V 130 
(21) 
and, by induction again, 
1 * 
E cm)._= _ ( > E(O) 130 . 
Relation (11) then follows. 
3.THE COMPUTATIONALCOMPLEXITYOFADlSKCOMPONENT 
For the reader’s convenience we list below the operations of addition, 
multiplication, inversion and square root in circular arithmetic. Let c be a complex 
number, and 2, Z,, and .Z2 be disks represented as follows: 
2 = (2; E}, 2, = {z,; El}, 22 = {zz; E*}. 
We have: 
(i) c+Z={c+z;~} 
(ii) cZ = {cz; Icle} 
(iii) Z, + Z2 = {z, + z2; l t + E*} 
(iv) ZlZ2 = {zIzz; Iz1lE2 + Iz2IE1+ E1e2) 
(v) Z-I=[&; & , forOr$Z, I 
where 2 is the complex conjugate of z ; 
(vi) Z”* = Z,“’ IJ Z_“* for IzI > E, 
where 
Z-‘/Z = __z+1/*, 
8 being a value of arg z. 
The computational complexity of operations in circular arithmetic is shown in Table 
1, where we have optimized the number of arithmetic operations; in particular, for 
multiplying two complex numbers we have used the scheme requiring three real 
multiplications and five real algebraic additions. 
Table 1 
Number of 
real 
c+z cz z,+z, zz z-’ Z*‘f2 
additions 2 6 3 5 2 3 
multiplications 6 5 3 4 
divisions 3 3 
square roots I 1 3 
evaluations of elementary functions 3 
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Both algorithms iterate on disks directly. For instance, 
r;‘)= 4(o)- 1 
4 (4(o)) - Ck@’ 
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(22) 
where q(z,““) and C~“’ are given by (13) and (14). 
For the Laguerre case we have 
where H,“’ and ,:” are given by (18) and (19). 
{&KU - Lk(O)}*‘/2 indicates the square-root set to be chosen according to the criterion described 
in [2]. This criterion requires the valuation of P’(z,“‘)/P (z:“). Since the logarithmic derivative of 
P(z) has to be evaluated anyway, we have computed H,“’ under the form 
&‘O’ = P'(zk@') 2 ( > Pry&y -- P(z;"') P(zi”‘) 
in order to minimize the number of operations. The results are shown in Tables 2 and 3. 
Table 2 
Number of 
real 4 (&‘“‘) 
additions 14N-1 7N-10 ZlN-4 12N - 15 
multiplications 6N+2 3(N - 1) 9N+3 8(N - 1) 
divisions 2 3(N - 1) 4 3(N - 1) 
square roots N-l 
Table 3. 
Number of 
real Newton Laguerre 
additions ZIN-5 33N - 10 
multiplications and 
divisions 12N+4 20N+9 
evaluation of 
elementary functions N+5 
Finally, if we estimate an average of 6 multiplications or divisions for the evaluation of a 
square root, sine or cosine, we see that the computational complexity of Newton’s method is 
roughly represented by 12N multiplications or divisions, the one of Laguerre’s method by 26N. 
4. EFFICIENCY MEASURES AND COMPUTATIONAL MODELS 
So far the only assumption upon which we have based our analysis is that the computer used 
to implement the algorithms would execute only real arithmetic operations. Efficiency measures, 
however, depend on the architecture of the arithmetic unit as well as on the number of central 
processors available to the user. If only one unit is accessible, then a criterion widely used to 
measure the efficiency of an algorithm (see, for instance, [4,5]) is expressed by the formula 
E =log, h/M 
where h is the order of convergence and M is the number of multiplications and divisions at each 
iteration step. The larger E is, the “better” is the algorithm. In our case we obtain 
E, =0.13/N and EL =0.077/N 
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showing the superiority, by this criterion, of the Newton procedure (the subscript N stands for 
Newton and L for Laguerre, as in the previous sections). EN is of the same order of the E 
obtainable with the classical Newton method, and yet iteration (22) supplies the new 
approximation z~(” to the Ph zero as well as an estimate of Iw~ - zi”/. 
In the case P I 1, an asymptotic estimate of the ratio mN/mL is log, 4, so that the amounts of 
computational work required to reach an v accuracy for each disk are proportional to ON and &, 
where 
eN = lSNm, and &. = 26Nm,. 
Here again, Newton’s procedure is shown to require less operations than Laguerre’s. 
The disks r:“‘, k = 1,2,. . . , N can be refined all at the same time. It follows that the values &., 
and & are asymptotically exact in presence of a multiprocessing system whenever the number of 
processors K is a divisor of N. 
Finally, we conjecture that for K 2 2N parallel Laguerre’s method becomes uperior, from 
the computational point of view, to parallel Newton’s procedure. 
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