ABSTRACT Wearable body networks (WBNs) have revealed plenty of effective technologies in many application domains, including healthcare, fitness, and smart cities. Wearable devices are integrated with some daily necessities and they gather information, such as motion data and physiological data. In general, the Kalman-based filters are used to remove the noise from the interference of these data to increase their accuracy. On the other hand, the data could also change dramatically in cases of sudden change, such as the wearer beginning to run without any warning, heart rate rises quickly when the wearer is startled, etc. The existing Kalman-based filters hardly distinguishes both noise and sudden changes. To address this problem, an unscented Kalman filter (UKF)-based emergency-aware fusion model is proposed in this paper to efficiently increase the accuracy of the collecting data when an emergency happens. Here, an early warning mechanism (EWM) is produced to discover the emergency. The traditional UKF is used when an emergency does not exist. The gain matrix should be compensated to reduce the filtering error when an emergency exists. Therefore, the estimator should be adjusted accordingly to avoid it. In simulations, important parameters are discussed. Compared with a traditional UKF, the proposed model shows the same performance without the emergency and shows even better results when an emergency happens.
I. INTRODUCTION
Recent improving technologies have led to the development of collecting, calculating and communication equipment, which have become an important part of our daily lives. These ubiquitous systems are effective in a number of domains ranging from medical and well-being to military and smart vehicles. The wearable body network (WBN) [1] , [2] is one of these systems that consist of various kinds of body sensor nodes. These nodes are a type of portable device that can be worn directly or integrated into the user's clothes. Meanwhile, using different downloaded applications, WBN can realize many useful functions, such as monitoring blood glucose, blood pressure and heart functions in the medical field; motion monitoring in nursing and sports; and data collection in industry and the military [3] - [6] .
The associate editor coordinating the review of this manuscript and approving it for publication was Chun-Wei Tsai.
In WBN, the data are transmitted across different networks. Therefore, the heterogeneous network (HetNet) [7] , [8] is needed to process and manage data. Fig. 1 shows a kind of traditional WBN framework. It is obvious the data is collected and transmitted to the management node by a wireless local area network (WLAN). The management node can de-noise and fuse the data and complete some operations with high real-time requirement. On the other hand, the management node transmits them to the cloud through the Internet. The cloud further processes the data while preserving the raw data and processing results. Here, the management node is used to bridge the WBN and cloud, which usually uses specialized equipment or a smartphone instead.
There are numbers of real-world scenarios employ the framework mentioned above. In healthcare, kinds of wearable sensors were deployed on the elderly or patients. They monitor the motion and physiological information and transmit them to the devices of nurses or doctors. These devices determine whether there is a health risk according to the collected data. Meanwhile, these devices transmit the data and the conclusions to the cloud or storage servers. Besides, this framework can be applied to individual sports and military.
Nowadays, wearable devices are microminiaturized and multi-functional, meaning they can collect plenty of data while remaining small in size. Therefore, the addition of a large number of new types of data broadens the application prospect of WBN. On the other hand, these added data may complicate the data fusion algorithms and the wearable devices may decrease the accuracy of sensors. As such, plenty of challenges, such as power efficiency, data fusion, data denoising, etc., need to be overcome.
In reality, when sensor nodes collect data, various interferences such as noise, missed detections, false alarms, equipment accuracy and inefficient detection algorithm decrease the accuracy of measurements. Therefore, a filter must be adopted to eliminate the impact of these interferences. Here, filters are always used to extract a wanted signal from unwanted interferences. When the system model and measurement model are linear, the Kalman Filter (KF) [9] can be used to calculate the minimum mean squared error (MMSE) estimate. However, in most applications of interest, the system model and measurement model are nonlinear. Therefore, suitable extensions to the Kalman filter have been sought. Guided by this principle, the Extended Kalman Filter (EKF) [10] and Unscented Kalman Filter (UKF) [11] are proposed to manage the nonlinear system wherein the phenomenon of filtering divergence exists when the initial value is not accurate for EKF. UKF is a suboptimal filtering algorithm obtained by approximating the posterior probability density, which effectively avoids the problems in EKF. However, the UKF still uses the Gaussian distribution to force the posterior probability density of the system state. Therefore, when the posterior probability density of the system state is non-Gaussian, the filtering result will have a large error. On the other hand, the sensor node has weaknesses in processing capability, storage capacity and limited energy in WBN. In particular, the sensor nodes are always deployed in harsh environments without being recharged or replaced [12] , [13] . Therefore, energy efficiency in in-network data processing is very important for WBN.
In this paper, an Unscented Kalman Filter (UKF)-based emergency aware fusion model is proposed, which adopts an early warning mechanism (EWM) to detect whether the posterior probability density of the system state is Gaussian. The estimator could adjust the relevant parameters to avoid large errors when it is non-Gaussian. Such measures can increase the accuracy of the data collection and the proposed algorithm shows good performance on stability and accuracy.
The rest of the paper is organized as follows. In Section II, the related works are introduced. In Section III, the UKF-based emergency aware fusion model is introduced. A simulation is structured to verify the proposed algorithm in Section IV. The conclusion of this work is in Section V.
II. RELATED WORKS
WSN needs to manage multiple sources of information at different levels. According to the specific problem and the corresponding solution, different sensor fusion approaches are adopted. In terms of data processing level of abstraction, multi-sensor fusion is typically divided into three main categories: data-level fusion, feature-level fusion and decisionlevel fusion. In data-level fusion, it is usually assumed that communication, storage and processing systems are reliable and therefore the focus is on fusion algorithms that combine multiple homogeneous sources of raw sensory data with the aim of achieving more accurate, informative and synthetic fused data than the original sources.
For this purpose, the data are estimated in local nodes before fusion occurs. Adaptive-based filters are one of most popular methods for data-level fusion. A number of positive researches have presented information on these filters. Imani and Braga-Neto [14] , for example, presented a framework for the simultaneous estimation of state and parameters of partially observed Boolean dynamical systems, in which they discussed separate strategies for when the unknown parameter space is discrete, continuous and discrete/ continuous. Kan Li and Príncipe [15] proposed a novel nearest-neighbors approach to organize and curb the growth of a radial basis function network in kernel adaptive filtering, which provides an appropriate time-space tradeoff with good performance. Xuesong Wang et al. [16] . proposed a novel zero-shot learning method, referred to as a multisource domain attribute adaptation based on adaptive multi-kernel alignment learning. They use classifier adaptation, which yields more accurate classification compared with many existing methods. The adaptive-based filters can handle largescale data very well. However, the accuracy of estimation for adaptive estimators always depends on the veracity and diversity of training sets, which are not applicable to the initial WBN phase.
On the other hand, if the state model and measurement model can be approximately described by a certain function, the KF-based filters can be employed, such as KF for the linear system and EKF/UKF for the nonlinear system. Moreover, EKF is suitable for the estimation of weakly nonlinear systems, while UKF is suitable for the estimation of strongly nonlinear systems. In this respect, Jiahe Xu et al. [17] considered a nonlinear system in the presence of an unknown random bias in a number of practical situations. They proposed a two-stage Unscented Kalman Filter, which showed high performance in the presence of wheel skidding and slipping. Xusheng Yang et al. [18] presented a hybrid sequential fusion estimation method for target tracking in asynchronous wireless sensor networks, which shows the effectiveness and superiority of the proposed hybrid sequential fusion estimation method. Further, Jun Hu et al. [19] investigated the recursive state estimation problem for an array of discrete time varying coupled stochastic complex networks with missing measurements.
WBN represents a specific class of WSN in which one or multiple wireless, non-invasive wearable sensors are applied to the human body to monitor several physiological signals. In such cases, some unique features need to be considered. Compared with traditional WSN, WBN has some unique limitations and requirements, such as real-time monitoring, immediate processing, big data fusion and so on. Zihajehzadeh and Park [20] introduced a magnetometer-free algorithm for lower-body MoCap including 3-D localization and posture tracking by fusing inertial sensors with an ultrawide band (UWB) localization system and a biomechanical model of the human lower body. Šlajpah et al. [21] presented a novel method for estimating and compensating for magnetic disturbances implemented within a kinematic-based extended Kalman filter and based on an assessment of the magnetic disturbance and the change of orientation in each time step. Bernal et al. [22] considered the process of monitoring and verification in the medical and healthcare fields. They proposed algorithms for automated egocentric human action and activity recognition from multimodal data, with a target application of monitoring and assisting a user performing a multistep medical procedure.
The studies above estimate the collected data with Gauss noise and achieve a satisfactory result. However, there are some uncertainties in human motion. For example, the velocity may change suddenly (the direction or size) when people move. Therefore, in this paper, the case scene includes an emergency that happens with very small probability, which is considered for WBN. A UKF-based emergency aware fusion model is proposed to keep the accuracy and stability of the collected data. Meanwhile, an early warning mechanism (EWM) is produced to discover the emergency, in which the state may drastic change.
III. THE UKF-BASED EMERGENCY AWARE FUSION MODEL
In traditional WBN, sensors collect body data and transmit it to a management node, which receives the data. The management node can allow for simple processing of data. Then, it transmits them to the center (cloud or servers). And the center further processes the data to draw useful conclusions. In this section, the details of UKF-based Emergency Aware Fusion Model (UKF-EA) are introduced. And it is divided into 3 parts. Firstly, the overall framework is given and the application scenarios are introduced. Then, the UKF-EA Filter is proposed and the details are introduced. Finally, the K-Means based clustering algorithm is presented to fusion the whole data.
A. THE FRAMEWORK OF UKF-EA MODEL
The UKF-EA Model is deployed in a WBN. There are 3 types of devices in this model, which are wearable sensor, management device and storage and processing center. The wearable sensors are wearable devices that collect data of the human body. They transmit the data to management device by Blue Tooth or WLAN. The management device performs preliminary filtering on the raw data by UKF-EA Filter. Then it transmits the filtered data to the center. And the center fuses (or clusters) these data by K-Means based clustering algorithm. And it transmits the conclusions to the management nodes to inform the users. The framework of this model is shown as following 
B. THE UKF-EA FILTER
In the given framework above, the raw data need to be filtered to eliminate the noise and increase the accuracy of the data. Fig. 2 shows the process of KF-based filters. In general, this kind of filter usually has two calculating loops, filter computing loop and gain computing loop and two updating processes, which are time updating and measurement updating.
Almost all KF-based filters execute their algorithms according to the process shown in Fig. 2 . Different filters adopt different computational formulas. In WBN, the state may change suddenly. For example, a jogging person may suddenly go into a sprint at any time. The KF-based filters may not be able to estimate the state information with high accuracy during that sudden change in speed. Therefore, the sudden change may decrease the accuracy and stability of the filter. A UKF-based emergency aware filter (UKF-EA Filter) is therefore presented in this paper to address this issue, which use the early warning mechanism to judge whether the 'change' happens. The gain matrix is compensated if the 'change' happens.
In the UKF-EA Filter, the state model and measurement model are given firstly. Then, the early warning mechanism (EWM) is presented to discover the emergency. Finally, the process of UKF-EA Filter is introduced. Some initial assumptions are given as follows:
1) The emergency Em(k) and status value X k are independent of each other; 2) The state function and measurement function are highly nonlinear function; 3) The measurement function is bounded; and 4) For most state values, they meet the following condition:
where h is the measurement function.
According to the assumptions, the state model can be presented as follows:
where X k is the k-th state value, f(·) is the state function, Em(·) is the emergency function, which is used to describe the emergency, and G(·) is the process noise and is assumed to be Gaussian distributed, and its covariance is denoted by Q.
Here, the emergency function is simply set as follows:
The emergency function Em(·) means the emergency would happen in K which is an unknown time series.
The measurement model is given by:
where Z k is the k-th measurement value, h(·) is the measurement function, and V(t) is the measurement noise with a zeromean white Gaussian distribution, and its variance is denoted by R. Therefore, similar as the UKF algorithm, the k-th estimation process of model (1) and (3) are shown as follows:
Estimation Process: The estimation process of model (1) and (3) over the k−th sampling period, and the parameters x k−1 , P k−1 and z k are given.
1. Calculate the k-th sigma points:
Calculate the k-th predicted state value:
Calculate the k-th predicted sigma points:
4. Calculated the k-th predicted measurement value:
Calculated the filter values:
The parameter values [11] :
, and λ = 3α 2 -n, where α is an small positive number, and 10 −4 ≤ α ≤ 1, β is correlative with the distribution of X . Especially, β = 2 if X is normally distributed. Unfortunately, since we do not know the value of Em(k), the estimation process above couldn't be carried out. On the other hand, the estimation process of model (1) and (3) is same as the traditional UKF algorithm, when Em(k) = 0.
Review the process above, it can be carried out when Em(k) = 0. Meanwhile, Em( k) equals to 0 in most time. Naturally, the UKF-EA Filter can work like this: the UKF algorithm is used when Em(k) = 0. And a distinct algorithm can be used when Em(k) = 0. Therefore, a warning mechanism is needed to aware when the emergency happens (that is Em(k) = s). Moreover, compensation gain matrix K' is introduced to calculate the estimation x k when the emergency happens. On the other hand, there is a higher requirement for real time for WBNs. Therefore, the balance between the accuracy of K' and the efficiency of calculation should be considered.
In Kalman-based filters, the state estimations are always calculated according to the state predictions and innovation of measurements, which is written as follows:
where X k/k−1 and Z k/k−1 are the predications of states and measurements according prior knowledge, respectively. K k is the gain matrix. In linear systems, these values can be computed according to the given statistical magnitudes, and in nonlinear systems they can be obtained by some approximate processing such as a Taylor Expansion, Unscented Transformation and so on. Obviously, in nonlinear systems, the state estimations are more exact when the measurement innovation is smaller. Therefore, when the emergency function appears a nonzero value, the filter's performance would get worse. Fig. 3 shows the change of absolute innovation of state for each component when the state values appear as a palpable change with the 4 th component in the 81 st iteration.
According to the discussion above, the early warning mechanism is used to monitor the innovation of measurements.
And then, the details of the early warning mechanism are introduced.
According to the Estimation Process above, we have:
It is clear that the estimateX k couldn't be calculated if Em(k-1) = 0, according to the analysis above. Then, it is given the estimate with Em(k-1) = 0 as follows:
According to the assumptions 3) and 4), if
and
Unfortunately, the traditional UKF could not aware the change of state. Moreover, this error may reduce slowly even the innovation of the measurement is significant. On the other hand, the norms of innovation of the measurement and the gain matrix are close to zero, when the Kalman-based filters are stable. Naturally, the innovation of the measurement is used to determine whether the emergency happened.
Hereto, the condition of EWM is ensured and shown in Algorithm 1.
Then, there is only one problem left to solve. That is the algorithm of compensation gain matrix. When EWM worked, the innovation of the state is usually significant. If we let
According to (5), we have 
Calculate theK k according to the formula (13) 8. Else 9.
Continue the Estimation Process 10.
End if 11. End if
According to the analysis above, the innovation of state comes with that of measurement. Therefore, we set
Here,K k is the compensation gain matrix, which can be viewed as a linear approximation between the innovations of measurement and state, when the innovation of state nears the X. Therefore, the compensation gain matrix can be obtained by the following optimization:
where δ( X, d) is the neighborhood of X. Obviously, it is hardly solve for this optimization. On the other hand, the suboptimal solution can be obtained according to the specific model. Actually, the EWM may work at the beginning of the model according to the algorithms above. In this case, the performance of UKF-EA Filter may be worse at the beginning. Therefore, l-exemption methods, which force adoption of the UKF Filter in the first l times, are introduced. Finally, the adjustable filter-based fusion model for emergency data existence is shown in Algorithm 2.
C. K-MEANS BASED CLUSTERING ALGORITHM
According to the process above, the raw data can be filtered. Then, the filtered data are transmitted to the storage and processing center. And the center clusters these data by K-Means based clustering algorithm. In this part, the scale of filtered data is unified firstly. Then, the traditional K-means algorithm is used to cluster.
IV. SIMULATION
In this section, the thresholds of EWM (k em ) and l-exemption method (l s ), which are the premise of the model, are discussed first. When the thresholds are confirmed, the MSEs are shown when the emergency happens for different components. There are six components for the state model in this paper; emergencies happening with different components may lead to different results. Therefore, in this part, each component is simulated. Furthermore, the MSE comparison between UKF and the proposed model are simulated to show the advantages of the proposed model. Moreover, the numbers, in which the MSEs are larger than the k em , are discussed when the value of the key component changes. And finally, the comparison of the clustering result is simulated.
In simulation, the state function is
where h is the heart rate of the body, s is the movement distance, x p and y p are positions of the body in x-and y-coordinates, respectively, x v and y v are the velocities of the body in x-and y-coordinates, respectively. k is the process noise and is assumed to be Gaussian distributed, and its covariance is denoted by Q. Em(k) is the model noise, which is used to describe the emergency. Therefore, its values always are close to zero and become a significant value in rare cases. Therefore, the expectation and covariance are almost zero. The measurement model is given by: where
and V k is the measurement noise with a zero-mean white Gaussian distribution, and its variance is denoted by R. Finally, MATLAB is used to simulate and draw the figures. The value of correlation parameters are shown in Table 1 .
A. THE THRESHOLDS OF K em AND l s
In this part, UKF is employed to estimate the states without an emergency. According to the EWM, the k em is calculated by the following formula:
Then, the threshold k em is calculated by different l s , and the results are shown in Fig. 4 . Actually, the discussion for these two thresholds only applies to the simulation scene.
As shown in Fig. 4 , k em is a large number when l s is smaller than 4. It decreases to a small value rapidly and remains stable when l s is larger than 4. On the other hand, the convergence rate of UKF may be different when the systems of state and measurement change. Therefore, according to Fig. 4 , the thresholds k em = 0.2 and l s = 10 are suitable. As shown in Fig. 5 , the 4th component reveals the most obvious change, in which the MSE reach 0.4 at the 81 st iteration. The other components are only 0.1 at the 81 st iteration. Further, the convergence rate of the 4 th component is the slowest in all components. On the other hand, according to the systems of state and measurement, the nonlinearity of x v and y v are stronger than other components, and they are the most basic components that can still affect the other components. Moreover, component y v is always close to 0, which is a more stable value than 2. In conclusion, the 4 th component x v may be the key component.
In order to confirm the key component of the state, the effect of the single model noise, which is only 1 nonzero value in the model noise, are simulated in Fig. 6 , and the value is set as −4. In order to reduce the number of simulation curves, the sum of six component MSEs are calculated to reveal the effect of different single model noises.
As shown in Fig. 6 , the 6 th component exhibits the highest MSE when the model noise happens, and the 4 th component is a little less than the 6 th 's. The rest of the components are smaller than those two. In addition, the 4 th component exhibits the slowest convergence rate out of all the components. Therefore, the 4 th component may be the key component, according to Fig. 6 . In conclusion, the 4 th component is the key component.
C. THE MSE OF ESTIMATIONS WITH DIFFERENT ALGORITHMS
As shown in Fig. 7 , when an emergency happens, the MSE of UKF-EA, UKF and STF increase to the obvious value, which is about 3. Moreover, UKF-EA decrease to the acceptable value quickly (about in three iterations). Unfortunately, UKF and STF need more time (about 20 iterations) to decrease to that value. Moreover, STF decrease more quickly than UKF. According to the Fig.7 , it's obviously that the drastic change cannot be avoided when the emergency happens.
Actually, in the measurement model, when the x p changes from 2 to −2, and the other components are changeless, only the x p in the measurement sees a tiny change. Therefore, the state change is hardly identified at the beginning of emergency. Fig. 7 shows the MSE with the sum of all components, which exhibits the global change. Then, Fig. 8 demonstrates the MSE for each component.
As shown in Fig.8 , UKF-EA, UKF and STF reveal the good performance in the first two components. The 4th component exhibits the same result as Fig. 7 . In the 3 rd , 5 th and 6 th components, UKF and STF shows an obvious change after the emergency happens. The 3 rd component the change appears immediately (at the 81 st iteration), while the 5 th and 6 th components appear with a certain lag (at about 97 th iteration), and the change is smoother than the 3rd component. On the contrary, UKF-EA shows a stable and tiny MSE all the time.
In addition, the comparison of when the value of an emergency changes needs to be demonstrated, which is hardly described by the features 'MSE' and 'Iteration'. Then, 'numbers of high MSE' is used to describe the performance of the model. Fig. 9 shows this comparison.
As shown in Fig. 9 , the proposed model, UKF-EA, always contains less high MSEs, while UKF and STF contains more than 10 high MSEs. Especially, when the value of an emergency is close to −2, both models contain rare high MSEs. Actually, when the value of an emergency is close to −2, the x v is close to 0. This leads v, which is the 5 th component in the measurements, to be close to 0. In this case, both x v and y v should be close to 0 only. All components in the measurements can be considered adequately. When the value of the emergency stays away from −2, the 5 th component in the measurements is considered as an ancillary variety.
D. THE COMPARISON OF CLUSTERING RESULT
When the emergency happens, different filter algorithms exhibit different results. And Fig.10 shows the clustering results of UKF, UKF-EA, STF and the state data.
As shown in Fig.10 , the clustering results of UKF-EA and State are almost exactly. But the UKF and STF are significant different of State. Therefore, the UKF-EA can detect the emergency happens more accurate. But the UKF and STF need to adjust the estimate values for a longer period. 
V. CONCLUSION
In this paper, a WBN scene that includes an emergency is considered. The emergency happens with a very small probability. UKF can filter the noise of collecting data well without the emergency. However, it may generate significant errors when an emergency happens, which makes the accuracy decline. Then, a UKF-based emergency aware fusion model is proposed to increase the accuracy of the data collection when an emergency happens. An early warning mechanism (EWM) is produced to discover the emergency. In simulations, some important parameters are discussed and the accuracy and stability of the proposed model is higher than other existing models. Further, the effect of the emergency is lower than others as well. The proposed model can be applied to sport monitor, healthcare and military.
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