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Abstract
We study the plasma-vacuum interface problem in relativistic magnetohydrodynamics for the
case when the plasma density does not go to zero continuously, but jumps. In the vacuum region
we consider the Maxwell equations for electric and magnetic fields. We show that a sufficiently
large vacuum electric field can make the planar interface violently unstable. By using a suitable
secondary symmetrization of the vacuum Maxwell equations, we find a sufficient condition that
precludes violent instabilities. Under this condition we derive an energy a priori estimate in
the anisotropic weighted Sobolev space H1∗ for the variable coefficients linearized problem for
nonplanar plasma-vacuum interfaces.
1 Introduction
Consider the equations of relativistic magnetohydrodynamics (RMHD) for an ideal fluid (see,
e.g., [2, 13]):
∇α(ρuα) = 0, ∇αTαβ = 0, ∇α(uαbβ − uβbα) = 0, (1)
where ∇α is the covariant derivative with respect to the Lorentzian metric g = diag (−1, 1, 1, 1)
of the space-time with the components gαβ ,
1 ρ is the proper rest-mass density of the plasma, uα
are components of the 4-velocity,
Tαβ = (ρh+B2)uαuβ + qgαβ − bαbβ,
h = 1+ e+ (p/ρ) is the relativistic specific enthalpy, p is the pressure, e = e(ρ, S) is the specific
internal energy, S is the specific entropy, B2 = bαbα, b
α are components of the magnetic field
4-vector with respect to the plasma velocity, and q = p+ 12B
2 is the total pressure. The 4-vectors
satisfy the conditions uαuα = −1 and uαbα = 0, and the speed of the light is equal to unity.
1We restrict ourselves to the case of special relativity, but in the future we hope to extend our results to general
relativity (see discussion in Section 9).
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Let (x0, x) be inertial coordinates, with t = x0 a time coordinate and x = (x1, x2, x3) space
coordinates. Then
u0 = −u0 = Γ, ui = ui = Γvi, u := (u1, u2, u3) = Γv,
Γ2 = 1 + |u|2, b0 = −b0 = (u,H), bi = bi = Hi
Γ
+ (u,H)vi,
b := (b1, b2, b3), B
2 = |b|2 − b20 =
|H|2
Γ2
+ (v,H)2 > 0,
where Γ = (1 − |v|2)−1/2 is the Lorentz factor, v = (v1, v2, v3) is the plasma 3-velocity, H =
(H1,H2,H3) is the magnetic field 3-vector, the Latin indices run from 1 to 3, and by ( , ) we
denote the scalar product.
The RMHD equations (1) can be now rewritten in the form of the following system of
conservation laws:
∂t(ρΓ) + div (ρu) = 0, (2)
∂t
(
ρhΓu+ |H|2v − (v,H)H)
+ div
(
(ρh+B2)u⊗ u− b⊗ b)+∇q = 0, (3)
∂t(ρhΓ
2 + |H|2 − q) + div (ρhΓu+ |H|2v − (v,H)H) = 0, (4)
∂tH −∇× (v×H) = 0, (5)
where ∂t = ∂/∂t, ∇ = (∂1, ∂2, ∂3), ∂i = ∂/∂xi, etc. Moreover, the first equation in the Maxwell
equations containing in (1),
divH = 0, (6)
should be now considered as the divergence constraint on the initial data U(0, x) = U0(x) for
the unknown U = (p, u,H, S).
Using (6) and the additional conservation law (entropy conservation)
∂t(ρΓS) + div (ρSu) = 0 (7)
which holds on smooth solutions of system (2)–(5), and following Godunov’s symmetrization
procedure [9], we can symmetrize the conservation laws (2)–(5) in terms of a vector of canonical
variables Q = Q(U). This was done by Ruggeri & Strumia [19] and also by Anile & Pennisi
[3, 2]. However, a concrete form of symmetric matrices was not found in [19, 3]. Moreover, if
we deal with an initial-boundary value problem it is very inconvenient to work in terms of the
vector Q.
In principle, from Q we can return to the vector of primitive variables U keeping the symme-
try property (see [5]). But, for RMHD finding a concrete form of symmetric matrices associated
to the vector Q and returning from Q to U is connected with unimaginable (or even almost un-
realizable in practice) calculations. To overcome this serious technical difficulty Freistu¨hler
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& Trakhinin [8] symmetrized recently the RMHD system by using the Lorentz transform.
Namely, taking into account (6), for the fluid rest frame (v = 0) we can rewrite (2), (3), (5), (7)
in a nonconservative form which will be already a symmetric system. After that we should prop-
erly apply the Lorentz transform to this system to get a corresponding symmetric system in the
LAB-frame. Referring to [8] for details, here we just write down the resulting symmetrization
of RMHD:
A0(U)∂tU +
3∑
j=1
Aj(U)∂jU = 0, (8)
where
A0 =


Γ
ρa2
vT 0 0
v A 0 0
0 0 M 0
0 0 0 1


, Aj =


uj
ρa2
eTj 0 0
ej Aj NjT 0
0 Nj vjM 0
0 0 0 vj

 ,
a2 = pρ(ρ, S), the unit column vectors ej = (δ1j , δ2j , δ3j),
A =
(
ρhΓ +
|H|2
Γ
)
I −
(
ρhΓ +
|H|2 +B2
Γ
)
v ⊗ v − 1
Γ
H ⊗H + (v,H)
Γ
(
v ⊗H +H ⊗ v),
M = 1
Γ
(I + u⊗ u), Nj = 1
Γ
b⊗ ej − vj
Γ
b⊗ v − Hj
Γ2
I,
Aj = vj
{(
ρhΓ +
|H|2
Γ
)
I −
(
ρhΓ +
|H|2 −B2
Γ
)
v ⊗ v − 1
Γ
H ⊗H
}
+
Hj
Γ
{
1
Γ2
(
v ⊗H +H ⊗ v)− 2(v,H)(I − v ⊗ v)}
+
(v,H)
Γ
(H ⊗ ej + ej ⊗H)− B
2
Γ
(v ⊗ ej + ej ⊗ v) ,
and I is the unit matrix. Clearly, Aα are symmetric matrices. Note also that the last equation
in (8) is just the nonconservative form dS/dt = 0 of (7), with d/dt = ∂t + (v,∇).
As is known [2], natural physical restrictions guaranteeing the hyperbolicity of the RMHD
system do not depend on the magnetic field and coincide with corresponding ones in relativistic
gas dynamics. In our case, by direct calculations one can show that the hyperbolicity condition
A0 > 0 holds provided that
ρ > 0, pρ > 0, 0 < c
2
s < 1 (9)
(of course, by default we also assume that |v| < 1), where cs is the relativistic speed of sound,
c2s = a
2/h = pρ/h. The last inequality in (9) is the relativistic causality condition.
Plasma-vacuum interface problems for the nonrelativistic MHD system usually appear in the
mathematical modeling of plasma confinement by magnetic fields. Most of theoretical studies
were devoted to finding stability criteria of equilibrium states, and the typical work in this
direction is the classical paper [4]. According to our knowledge the first mathematical study
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of the well-posedness of the full (non-stationary) plasma-vacuum model is the recent work [28].
This model consists in the MHD system in the plasma domain, the elliptic system ∇×H = 0,
divH = 0 (so-called pre-Maxwell dynamics) in the vacuum region, and corresponding interface
boundary conditions [4, 28], where by H we denote the vacuum magnetic field.
The relativistic version of the classical plasma-vacuum interface problem [4, 28] is of great
interest in connection with various astrophysical applications such as, for example, neutron stars.
Unlike the nonrelativistic case, we cannot now neglect the displacement current ∂tE and must
consider the full Maxwell equations in vacuum:
∂tH +∇× E = 0, ∂tE −∇×H = 0, (10)
where E is the electric field in the vacuum and we recall that the speed of the light is equal to
unity. We do not include the equations
divH = 0, divE = 0 (11)
into the main system (10) because they are just divergence constraints on the initial data
V (0, x) = V0(x) for the “vacuum” unknown V = (H, E). This is true for the Cauchy prob-
lem, but below we will also prove this for our plasma-vacuum interface problem.
Let us now discuss boundary conditions which we should pose on the interface (free bound-
ary) between plasma and vacuum. Assume that this interface is a hypersurface
Σ(t) = {x1 = ϕ(t, x′)}, with x′ = (x2, x3). (12)
Our assumption that interface (12) has the form of a graph is not a strong restriction for special
relativity. Regarding the case of general relativity which we plan to consider in the future,
the interface should be a compact codimension-1 surface. However, as for shock waves we can
follow Majda’s arguments [14] for extending the results to a compact plasma-vacuum interface
(see also a related discussion in [27] for gas dynamics). On the other hand, even for general
relativity, the above assumption is not still a strong restriction because, as in [7], we can consider
the interface not only locally in time (in the sense of a future local-in-time existence theorem),
but also locally in space (for compactly supported initial data).2
Let Ω±(t) =
{
x1 ≷ ϕ(t, x′)
}
are space-time domains occupied by the plasma and the vacuum
respectively. That is, in the domain Ω+(t) we consider system (2)–(5) (or (8)) governing the
motion of an ideal relativistic plasma and in the domain Ω−(t) we have the Maxwell equations
(10) in vacuum. The interface Σ(t) is a free boundary and moves with the velocity of plasma
particles at the boundary:
∂tϕ = vN on Σ(t), (13)
where vN = (v,N) and N = (1,−∂2ϕ,−∂3ϕ).
2Of course, locally we may suppose that the interface has the form of a graph.
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The relativistic counterpart of the interface boundary condition [q] = q|Σ − 12 |H|2|Σ = 0 in
[4, 28] is the condition
q =
|H|2 − |E|2
2
on Σ(t). (14)
Indeed, remembering that the plasma electric field E+ = −v×H, the relativistic total pressure
can be rewritten in the form
q = p+
|H|2
2Γ2
+
(v,H)2
2
= p+
|H|2 − |E+|2
2
.
That is, the value (|H|2− |E+|2)/2 can be considered as the electromagnetic contribution (elec-
tromagnetic pressure) to the relativistic total pressure in plasma, and in the right-hand side of
equation (14) we have the corresponding value in vacuum. Note also that the values |H|2−|E+|2
and |H|2 − |E|2 are Lorentz invariants, in particular, q = p + 12 |H ′|2, where H ′ = H|v=0 is the
magnetic field in the fluid rest frame (and E+|v=0 = 0).
As in the nonrelativistic case [4, 28], we have also the conditions
HN = 0 on Σ(t), (15)
HN = 0 on Σ(t), (16)
where HN = (H, N) and HN = (H,N). These conditions express the fact that the interface is a
perfectly conducting free boundary. At the same time, as for current-vortex sheets [26] they are
not real boundary conditions and should be considered as restrictions on the initial data (see
Section 3 for the proof).
At last, again as in the nonrelativistic case [4], we have the boundary conditions
H∂tϕ = N × E
on Σ(t). However, the first of these boundary conditions is reduced to (16). That is, we have
finally the following two boundary conditions
E2 = H3∂tϕ− E1∂2ϕ, E3 = −H2∂tϕ− E1∂3ϕ on Σ(t) (17)
for the vacuum electric and magnetic fields. It is worth noting that these boundary conditions
are just jump conditions which can be deduced for the system ∂tH
± + ∇ × E± = 0 in Ω±(t),
with E+ = −v ×H, E− = E, H+ = H, and H− = H, i.e., for system (5) and the first system
in (10). To get the final form (17) we should take into account (13) and (15).
Thus, we obtain the free boundary vale problem for system (8) in Ω+(t) and system (10) in
Ω−(t) with the boundary conditions (13), (14), (17) on Σ(t) and the initial data
U(0, x) = U0(x), x ∈ Ω+(0), V (0, x) = V0(x), x ∈ Ω−(0),
ϕ(0, x′) = ϕ0(x
′), x ∈ R2.
(18)
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Moreover, we will prove that (6), (11), (15) and (16) are restrictions on the initial data (18), i.e.,
if they are satisfied at the first moment t = 0, then they hold for all t > 0. System (10) is always
hyperbolic and we assume that the hyperbolicity condition (9) is satisfied up to the boundary
of the domain Ω+(t). That is, as in the fluid-vacuum problem in [12, 27], we consider the case
when the density does not go to zero continuously, but jumps. However, unlike the problem in
[12, 27], we do not have the boundary condition p|Σ = 0 and, therefore, the condition ρ|Σ > 0
does not contradict, for example, the equation of state of a polytropic gas. We may suppose
that the jump [ρ] = ρ|Σ is very small that corresponds to a small but non-zero pressure on the
interface.
Our final goal is to find (at least sufficient) conditions on the initial data (18) providing the
local-in-time existence and uniqueness of a solution (U, V, ϕ) of problem (8), (10), (13), (14), (17),
(18) in Sobolev spaces. The first step towards the proof of such an existence theorem is a careful
study of a corresponding linearized problem. The main result of the present paper is finding a
sufficient stability condition which gives a (basic) energy a priori estimate. Roughly speaking,
we show that if the unperturbed vacuum electric field is small enough and the unperturbed
plasma and vacuum magnetic fields are nowhere parallel to each other on the interface, then
the interface is stable. It is noteworthy that this condition could be essentially specified by a
numerical analysis of the positive definiteness of some matrix of order 42 (see (126) in Section
6). The crucial role in deriving a basic a priori estimate for the linearized problem is played by a
secondary symmetrization of the Maxwell equations (10) (see Section 2). Using the terminology
of [25], we construct a dissipative 1-symmetrizer for the linearized problem. This allows us to
find the mentioned stability condition. Moreover, we show that the corresponding constant
coefficients linearized problem for a planar interface can be violently unstable for a sufficiently
large vacuum electric field.
The main difficulty in the study of the relativistic plasma-vacuum problem is the same as for
compressible current-vortex sheets [24, 26] for the MHD system, i.e., we cannot test the Kreiss-
Lopatinski condition [10, 14] analytically. On the other hand, since, as for current-vortex sheets,
the number of dimensionless parameters for the constant coefficients linearized problem is big,
a complete numerical test of the Kreiss-Lopatinski condition seems unrealizable in practice. We
overcome this principal difficulty by using the energy method and constructing the mentioned
dissipative 1-symmetrizer.
Another principal difficulties are again the same as for current-vortex sheets. That is, the
Kreiss-Lopatinski condition can be satisfied only in a weak sense and the plasma-vacuum inter-
face is a characteristic free boundary. Therefore, we have a loss of derivatives in our a priori
estimates and a natural loss of control on derivatives in the normal direction that cannot be
compensated in RMHD (unlike the situation in gas dynamics [6, 27]). Therefore, in our nonlin-
ear analysis (this work is now in progress) we have to use a suitable Nash-Moser-type iteration
scheme (as, for example, in [6, 26, 27]) and the natural functional setting is provided by the
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anisotropic weighted Sobolev spaces Hm∗ (see [29, 22] and Section 4 for their definition). In this
paper, we prove our basic a priori estimate in the space H1∗ for the “plasma” unknown U , and
for the “vacuum” unknown V we have a full regularity in the normal direction and can work in
the usual Sobolev space H1.
The rest of the paper is organized as follows. In Section 2 we write down the mentioned
secondary symmetrization of the vacuum Maxwell equations. In Section 3 we reduce our free
boundary problem to an initial-boundary value problem in a fixed domain and discuss properties
of the reduced problem. In Section 4, we obtain the linearized problem and formulate the main
result for it (Theorem 4.1). In Section 5 we properly reduce the linearized problem to that with
homogeneous boundary conditions and homogeneous Maxwell equations. Section 6 is devoted
to the derivation of the basic a priori estimate for the reduced linearized problem in the case of
constant coefficients. In Section 7, by considering particular cases of the unperturbed constant
solution, we prove that the constant coefficients linearized problem can be ill-posed. In Section
8, we extend the result of Section 6 to the case of variable coefficients. At last, Section 9 contains
concluding remarks.
2 Secondary symmetrization of the vacuum Maxwell equations
The Maxwell equations (10) form the symmetric hyperbolic system
∂tV +
3∑
j=1
Bj∂jV = 0, (19)
with
B1 =


0 0 0 0 0 0
0 0 0 0 0 −1
0 0 0 0 1 0
0 0 0 0 0 0
0 0 1 0 0 0
0 −1 0 0 0 0


, B2 =


0 0 0 0 0 1
0 0 0 0 0 0
0 0 0 −1 0 0
0 0 −1 0 0 0
0 0 0 0 0 0
1 0 0 0 0 0


,
B3 =


0 0 0 0 −1 0
0 0 0 1 0 0
0 0 0 0 0 0
0 1 0 0 0 0
−1 0 0 0 0 0
0 0 0 0 0 0


.
At the same time, they imply the wave equation for H (and E) which can be, in turn, sym-
metrized, i.e., it can be rewritten as a symmetric hyperbolic system for derivatives of H (and E).
There are different ways to symmetrize the wave equation, and symmetrizations may depend on
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arbitrary constants or functions (see, e.g., [5, 25]). However, for our present goals it is better
to use a counterpart of one of these symmetrizations for the original system (19). Since the
original system was already symmetric, it is natural to call its new symmetric form secondary
symmetrization.
Consider (19) in the whole space R3. Clearly,
d
dt
∫
R3
|V |2 dx = 0,
but, using constraints (11), by simple manipulations from (10) we can deduce the following
additional conserved integrals:
d
dt
∫
R3
(H2E3 −H3E2) dx = 0,
d
dt
∫
R3
(H3E1 −H1E3) dx = 0, d
dt
∫
R3
(H1E2 −H2E1) dx = 0.
Hence, we have
d
dt
∫
R3
{|V |2 + ν1(H2E3 −H3E2) + ν2(H3E1 −H1E3) + ν3(H1E2 −H2E1)} dx = 0, (20)
where νi are yet arbitrary constants, but below they will be arbitrary functions satisfying a
certain hyperbolicity condition.
The energy identity (20) also reads
d
dt
∫
R3
(B0V, V ) dx = 0,
where
B0 =


1 0 0 0 ν3 −ν2
0 1 0 −ν3 0 ν1
0 0 1 ν2 −ν1 0
0 −ν3 ν2 1 0 0
ν3 0 −ν1 0 1 0
−ν2 ν1 0 0 0 1


.
We now assume that νi in B0 are arbitrary functions νi(t, x). Then, taking into account the
divergence constraints (11), it follows from (19) that
B0∂tV +
3∑
j=1
B0Bj∂jV +R1divH +R2divE = B0∂tV +
3∑
j=1
Bj∂jV = 0, (21)
where
B1 =


ν1 ν2 ν3 0 0 0
ν2 −ν1 0 0 0 −1
ν3 0 −ν1 0 1 0
0 0 0 ν1 ν2 ν3
0 0 1 ν2 −ν1 0
0 −1 0 ν3 0 −ν1


, B2 =


−ν2 ν1 0 0 0 1
ν1 ν2 ν3 0 0 0
0 ν3 −ν2 −1 0 0
0 0 −1 −ν2 ν1 0
0 0 0 ν1 ν2 ν3
1 0 0 0 ν3 −ν2


,
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B3 =


−ν3 0 ν1 0 −1 0
0 −ν3 ν2 1 0 0
ν1 ν2 ν3 0 0 0
0 1 0 −ν3 0 ν1
−1 0 0 0 −ν3 ν2
0 0 0 ν1 ν2 ν3


, R1 =


ν1
ν2
ν3
0
0
0


, R2 =


0
0
0
ν1
ν2
ν3


.
The symmetric system (21) is hyperbolic if B0 > 0, i.e.,
|ν| < 1, (22)
with the vector-function ν = (ν1, ν2, ν3). Following [26], we can call the set S = (B0, R1, R2) the
secondary generalized Friedrichs symmetrizer.
We will use (21) for obtaining a dissipative energy integral for the linearized plasma-vacuum
problem, and for further arguments we will need the representations
Bj = B0Bj +Kj (23)
following from the fact that
R1divH +R2divE =
3∑
j=1
Kj∂jV, Kj = I2 ⊗ (ν ⊗ ej),
where I2 is the unit matrix of order 2.
3 Reduced problem in a fixed domain and its properties
We now return to our free boundary value problem (8), (13), (14), (17)–(19) and reduce it to
an initial-boundary value problem in the fixed space domain R3+ = {x1 > 0, x′ ∈ R2}. In
[26, 27, 28], to avoid assumptions about compact support of the initial data in the existence
theorem and work globally in R3+ we used a cut-off function χ(x
1) ∈ C∞0 (R) in the change of
independent variables. Since in the future we plan to extend our results to the general relativistic
version of the plasma-vacuum interface problem, here we prefer to apply a simplest straightening
of the interface Σ (without using the cut-off χ). That is, in our future local-in-time existence
theorem we will consider compactly supported initial data as, for example, in [6, 7].
We make the simple change of variables x˜1 = x1 − ϕ(t, x′) for the RMHD system (8) and
x˜1 = −x1 + ϕ(t, x′) for the Maxwell equations (10). In other words, the unknowns U and V
being smooth in Ω±(t) are replaced by the vector-functions
U˜(t, x) := U(t, x1 + ϕ(t, x′), x′), V˜ (t, x) := V (t,−x1 + ϕ(t, x′), x′),
which are smooth in the half-space R3+. Dropping for convenience tildes, we reduce (8), (13),
(14), (17)–(19) to the initial boundary value problem
P(U,ϕ) = 0 in [0, T ]× R3+, (24)
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V(V, ϕ) = 0 in [0, T ]× R3+, (25)
B(U, V, ϕ) = 0 on [0, T ]× {x1 = 0} × R2, (26)
(U, V )|t=0 = (U0, V0) in R3+, ϕ|t=0 = ϕ0 in R2, (27)
where P(U,ϕ) = L(U,ϕ)U , V(V, ϕ) =M(ϕ)V ,
L(U,ϕ) = A0(U)∂t + A˜1(U,ϕ)∂1 +A2(U)∂2 +A3(U)∂3,
A˜1(U,ϕ) = A1(U)−A0(U)∂tϕ−A2(U)∂2ϕ−A3(U)∂3ϕ,
M(ϕ) = I ∂t − B˜1(ϕ)∂1 +B2∂2 +B3∂3, B˜1(ϕ) = B1 − I ∂tϕ−B2∂2ϕ−B3∂3ϕ,
B(U, V, ϕ) =


vN − ∂tϕ
q − 12(|H|2 − |E|2)
Eτ2 −H3∂tϕ
Eτ3 +H2∂tϕ


, Eτi = E1∂iϕ+ Ei, i = 2, 3.
Regarding condition (15),
HN |x1=0 = 0, (28)
and the divergence constraint (6), which in the straightened variables takes the form
div h = 0, (29)
with h = (HN ,H2,H3), referring to [26] for the proof, we have the following proposition.
Proposition 3.1 Let the initial data (27) satisfy (28) and (29). If problem (24)–(27) has a
solution (U, V, ϕ), then this solution satisfies (28) and (29) for all t ∈ [0, T ].
In the proof of an analogous fact (see Proposition (3.2) below) for the condition
HN |x1=0 = 0 (30)
and equations (11) written in the straightened variables,
div− h = 0, div− e = 0, (31)
where h = (HN ,H2,H3), e = (EN , E2, E3), EN = (E,N), and div− a = −∂1a1+ ∂2a2+ ∂3a3 for
any vector a = (a1, a2, a3), we should distinguish between two cases. In the first case
∂tϕ ≤ 0 (32)
and the strict inequality in (32) corresponds to the plasma expansion. In the opposite case
∂tϕ > 0 (33)
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we have shrinkage of the vacuum region. For the most general mixed case when for some parts of
the interface the plasma expands into the vacuum and for other parts the vacuum expands into
the plasma we below show that the boundary x1 = 0 for the Maxwell system (25) is of variable
multiplicity. We do not consider this very difficult case. At the same time, since, as already
noted in Sect. 1, in our future local-in-time existence theorem we will consider the interface
locally in space (for compactly supported initial data), it is reasonable to assume that one of
the conditions in (32) and (33) is satisfied for the whole interface.
We now show that the boundary matrix −B˜1(ϕ) for system (25) has different signatures for
cases (32) and (33). We can directly calculate its eigenvalues:
λ1,2 = ∂tϕ+
√
1 + (∂2ϕ)2 + (∂3ϕ)2, λ3,4 = ∂tϕ−
√
1 + (∂2ϕ)2 + (∂3ϕ)2, λ5,6 = ∂tϕ.
Since the interface speed should be less than the speed of the light, i.e.,
|∂tϕ|√
1 + (∂2ϕ)2 + (∂3ϕ)2
< 1,
the eigenvalues λ1,2 > 0 and λ3,4 < 0 for case (32) and λ1,2 < 0 and λ3,4 > 0 for case (33). Note
that we even have the more restrictive inequality
|∂tϕ| < 1 (34)
because the first boundary condition in (26) for the particular case v2|x1=0 = v3|x1=0 = 0 reads
∂tϕ = v1|x1=0.
Let us count the number of incoming characteristics for systems (24) and (25). The simplest
way to do this for the RMHD system (24) is to write down the quadratic form with the boundary
matrix A˜1(U,ϕ) on the boundary x
1 = 0 computed on a given basic state (Û , ϕˆ) (“unperturbed
flow”) about which we will linearize system (24). Moreover, later on we will also need this
quadratic form for deriving a priori estimates for the linearized problem by the energy method.
We assume that the basic state satisfies (28) and the first boundary condition in (26). In fact,
because of this assumption the boundary x1 = 0 is characteristic for system (24) and we now
prove this.
It is convenient to use the following representations for the symmetric matrices Aj in (8):
Aj = vjA0 +Gj ,
with
Gj =


0 eTj − vjvT 0
ej − vjv Gj NjT
0 Nj 0


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and
Gj = vj
{
2
B2
Γ
v ⊗ v − (v,H)
Γ
(
v ⊗H +H ⊗ v)}
+
Hj
Γ
{
1
Γ2
(
v ⊗H +H ⊗ v)− 2(v,H)(I − v ⊗ v)}
+
(v,H)
Γ
(H ⊗ ej + ej ⊗H)− B
2
Γ
(v ⊗ ej + ej ⊗ v) .
Then, taking into account the first boundary condition in (26), we have
A := A˜1(Û , ϕˆ)|x1=0 = G1(Û)|x1=0 −G2(Û )|x1=0∂2ϕˆ−G3(Û)|x1=0∂3ϕˆ.
Using (28), after some algebra we obtain
(AU,U) = 2Γ̂qvN |x1=0, (35)
where
vN = (v, N̂ ), N̂ = (1,−∂2ϕˆ,−∂3ϕˆ), q = p+ 1
2
δB2,
v is the perturbation of u/Γ, and δB2 is the perturbation of the electromagnetic pressure B2:
v =
1
Γ̂
(u− (vˆ, u)vˆ) , δB2 = 2
Γ̂
(
(bˆ, H) + (vˆ, Ĥ)(Ĥ, u)− B̂2(vˆ, u)
)
. (36)
Here all the “hat” values are calculated on the basic state, e.g., vˆ = uˆ/Γ̂, bˆ = Ĥ/Γ̂ + (uˆ, Ĥ)vˆ,
etc.
Let W = (q, Γ̂vN , u2, u3,H, S) and U = JW . Clearly, det J 6= 0. It follows from (35) that
(AU,U) = (JTAJ W,W ) = (E12W,W ), E12 =


0 1 0 · · · 0
1 0 0 · · · 0
0 0 0 · · · 0
...
...
...
...
0 0 0 · · · 0


. (37)
Hence, the matrix A has one positive (“incoming”) and one negative eigenvalue, and other
eigenvalues are zeros.
In case (32) system (25) has two positive eigenvalues, and the whole system (24), (25) for
U and V has three incoming characteristics. In this case the number of boundary conditions in
(26) is correct because one of them is needed for determining the function ϕ(t, x′). If, however,
the vacuum region expands, i.e., condition (33) holds, than the correct number of boundary
conditions is six, but we have only four in (26). It means that problem (24)–(27) is formally un-
derdetermined and we miss two boundary conditions. However, if as these two missing boundary
conditions we take
div− h|x1=0 = 0 and div− e|x1=0 = 0, (38)
then, as for case (32), we can show that equations (31) are just divergence constraints on the
initial data (27). Namely, the following proposition takes place.
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Proposition 3.2 Let the initial data (27) satisfy (30) and (31). If problem (24)–(27) has a
solution (U, V, ϕ) with property (32), then this solution satisfies (30) and (31) for all t ∈ [0, T ].
If problem (24)–(27) with the two additional boundary conditions (38) has a solution (U, V, ϕ)
with property (33), then this solution again satisfies (30) and (31) for all t ∈ [0, T ].
Proof. System (25) can be rewritten as follows
∂th+∇− × E+ ∂tϕ∂1h+B(ϕ)h = 0, (39)
∂te−∇− × H+ ∂tϕ∂1e+B(ϕ)e = 0, (40)
where
H = (H1,Hτ2 ,Hτ3), E = (E1, Eτ2 , Eτ3),
Hτi = H1∂iϕ+Hi, i = 2, 3, B = B(ϕ) =


0 ∂t∂2ϕ ∂t∂3ϕ
0 0 0
0 0 0

 ,
and the operator ∇−× differs from the usual curl operator only by the fact that ∇− = (−∂1, ∂2,
∂3). Applying the operator div
− to (39) and (40), we get the equation
∂tF + ∂tϕ∂1F = 0 in [0, T ] × R3+
for F = div− h and F = div− e. In case (32) this equation has no incoming characteristics
and, therefore, it does not need boundary conditions. Hence, if F |t=0 = 0, then F = 0 for all
t ∈ [0, T ]. This yields (31). In case (33), in view of the boundary conditions (38), we have
F |x1=0 = 0. Then, we again deduce (31) if F |t=0 = 0.
The first equation in (39) reads
∂tHN + ∂tϕ∂1HN + ∂2Eτ3 − ∂3Eτ2 +H2∂t∂2ϕ+H3∂t∂3ϕ = 0.
Considering it on the boundary x1 = 0 and using the last two boundary conditions in (26), we
obtain
∂tHN − ∂tϕdiv− h = 0 at x1 = 0.
In view of (31), this implies ∂tHN |x1=0 = 0. That is, we get (30) for all t ∈ [0, T ] if HN |x1=0 = 0
for t = 0. 
Below without loss of generality we consider the case (32). The proof of the basic a priori
estimate for the linearized problem in Sect. 6 and 8 for the opposite case (33) stays the same
as for (32). However, since the additional boundary conditions (38) are not quite standard, the
preparatory arguments in Sect. 5 should be modified and the future proof of the existence of
solutions will be diferent from that for case (32). Anyway, in this paper we restrict ourselves to
case (32). Moreover, it is natural to assume that the “stable” counterpart
∂tϕ < 0 (41)
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of condition (32) holds. In particular, in our future local-in-time existence theorem we will
consider initial data satisfying condition (41). We note also that under assumption (41) the
boundary x1 = 0 is noncharacteristic for system (25).3
4 Linearized problem and main result
Let
(Û (t, x), V̂ (t, x), ϕˆ(t, x′)) (42)
be a given sufficiently smooth vector-function with Û = (pˆ, uˆ, Ĥ, Ŝ), V̂ = (Ĥ, Ê), and
‖(Û , V̂ )‖W 2
∞
(ΩT ) + ‖∂1(Û , V̂ )‖W 2∞(ΩT ) + ‖ϕˆ‖W 3∞(∂ΩT ) ≤ K, (43)
where K > 0 is a constant,
ΩT := (−∞, T ]× R3+, ∂ΩT := (−∞, T ]× {x1 = 0} × R2,
and below all the “hat” values will be related to the basic state (34), e.g., vˆ = uˆ/Γ̂, Γ̂2 = 1+ |uˆ|2,
aˆ2 = 1/ρp(pˆ, Ŝ), etc.
We assume that the basic state (42) satisfies the hyperbolicity condition (9) in ΩT ,
ρ(pˆ, Ŝ) > 0, ρp(pˆ, Ŝ) > 0, 0 < cˆ
2
s < 1, (44)
together with such natural assumptions as |vˆ| < 1, inequality (34) for ϕˆ, etc. We also assume
that (42) satisfies the boundary conditions in (26) except the second one on ∂ΩT ,
vˆN |x1=0 = κ, Êτ2 |x1=0 = κĤ3|x1=0, Êτ3 |x1=0 = −κĤ2|x1=0, (45)
and the interior equations for Ĥ and Ĥ in ΩT containing in (24) and (25):
∂tĤ + (wˆ,∇)Ĥ − (hˆ,∇)vˆ + Ĥdiv wˆ = 0, (46)
∂thˆ+ κ ∂1hˆ+∇− × Ê+B(ϕˆ)hˆ = 0, (47)
where κ = ∂tϕˆ, wˆ = (vˆN−κ, vˆ2, vˆ3). At last, we assume that the basic state satisfies condition
(41). More precisely, let
κ ≤ −δ < 0 (48)
on ∂ΩT with a fixed constant δ. Recall also that |κ| < 1, cf. (34).
Later on, for the linearized problem we will need equations associated to the nonlinear
constraints (28), (29), (30), and (31). However, to deduce them it is not enough that these
constraints are satisfied by the basic state (42). For the plasma magnetic field, as in [26], we
3Even if ∂tϕ = 0, the boundary is characteristic for (25) only formally because, in view of (31), we have the
full control on derivatives of V in the normal direction.
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need (46), and for the same reason for the vacuum magnetic field we have to use (47). If we
assume that the basic state satisfies
ĤN |x1=0 = 0, ĤN |x1=0 = 0, (49)
div hˆ = 0, div− hˆ = 0 (50)
for t = 0, then it follows from the proofs of Propositions 3.1 (see [26]) and 3.2 that conditions
(49) are true on ∂ΩT and equations (50) hold in ΩT . Thus, without loss of generality for the
basic state we also require the fulfillment of (49) on ∂ΩT and (50) in ΩT .
Conditions (49) and the first condition in (45) endow the boundary matrix
diag (A˜1(Û , ϕˆ),−B˜1(ϕˆ))|x1=0
for the linearized problem with the same structure as for the boundary matrix at x1 = 0 for the
nonlinear problem (24)–(27). Concerning the second and third conditions in (45), we will need
them for deducing a linearized version of (30) for solutions of the linearized problem.
Remark 4.1 Assumptions (44)–(48) are nonlinear constraints on the basic state. In the forth-
coming nonlinear analysis we plan to use the Nash-Moser method. As in [6, 26, 27], the Nash-
Moser procedure will be not completely standard. Namely, at each nth Nash-Moser iteration step
we will have to construct an intermediate state (Un+1/2, Vn+1/2, ϕn+1/2) satisfying constraints
(44)–(48) (and (49), (50) for t = 0). For the “plasma” part of the problem such an intermediate
state can be constructed in exactly the same manner as in [26] and for the “vacuum” component
Vn+1/2 the construction is also not difficult. We omit corresponding arguments and postpone
them to the nonlinear analysis.
The linearized equations for (24)–(26) read:
P
′(Û , ϕˆ)(δU, δϕ) :=
d
dε
P(Uε, ϕε)|ε=0 = fI in ΩT ,
V
′(V̂ , ϕˆ)(δV, δϕ) :=
d
dε
V(Vε, ϕε)|ε=0 = fII in ΩT ,
B
′(Û , V̂ , ϕˆ)(δU, δV, δϕ) :=
d
dε
B(Uε, Vε, ϕε)|ε=0 = g on ∂ΩT ,
where Uε = Û + ε δU , Vε = V̂ + ε δV , and ϕε = ϕˆ + ε δϕ. Here we introduce the source terms
f = (fI, fII) = (f1, . . . , f14) and g = (g1, . . . , g4) to make the interior equations and the boundary
conditions inhomogeneous. We easily compute the exact form of the linearized equations (below
we drop δ):
P
′(Û , ϕˆ)(U,ϕ) = L(Û , ϕˆ)U + C(Û , ϕˆ)U − {L(Û , ϕˆ)ϕ}∂1Û = fI,
V
′(V̂ , ϕˆ)(V, ϕ) =M(ϕˆ)V +
{
M(ϕˆ)ϕ
}
∂1V̂ = fII,
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B
′(Û , V̂ , ϕˆ)(U, V, ϕ) =


vN − ∂tϕ− vˆ2∂2ϕ− vˆ3∂3ϕ
q − (Ĥ,H) + (Ê, E)
Eτ2 − Ĥ3∂tϕ− κH3 + Ê1∂2ϕ
Eτ3 + Ĥ2∂tϕ+ κH2 + Ê1∂3ϕ

∣∣
x1=0
= g,
where
q = p+ δB2, vN = v1 − v2∂2ϕˆ− v3∂3ϕˆ, Eτj = E1∂jϕˆ+ Ej ,
v and δB2 are written down in (36), and the matrix C(Û , ϕˆ) is determined as follows:
C(Û , ϕˆ)Y = (Y,∇yA0(Û ))∂tÛ + (Y,∇yA˜1(Û , ϕˆ))∂1Û
+ (Y,∇yA2(Û ))∂2Û + (Y,∇yA3(Û))∂3Û ,
(Y,∇yA(Û )) :=
8∑
i=1
yi
(
∂A(Y )
∂yi
∣∣∣∣
Y=Û
)
, Y = (y1, . . . , y8).
The differential operators P′(Û , ϕˆ) and V′(V̂ , ϕ̂) are first-order operators in ϕ that gives some
trouble in obtaining a priori estimates. As in [6, 24, 26, 27], following Alinhac [1], we introduce
the “good unknowns”
U˙ := U − ϕ∂1Û , V˙ := V + ϕ∂1V̂ . (51)
Omitting detailed calculations, we rewrite our linearized interior equations in terms of the new
unknowns (51):
L(Û , ϕˆ)U˙ + C(Û , ϕˆ)U˙ + ϕ∂1
{
P(Û , ϕˆ)
}
= fI, (52)
M(ϕˆ)V˙ − ϕ∂1
{
V(V̂ , ϕˆ)
}
= fII, (53)
As in [1, 6, 26, 27], we now drop the zero-order terms in ϕ in (52) and (53)4 and consider
so-called effective linear operators
P
′
e(Û , ϕˆ)U˙ := L(Û , ϕˆ)U˙ + C(Û , ϕˆ)U˙ and V′e(ϕˆ)V˙ :=M(ϕˆ)V˙ .
We write down the final form of our linearized problem for (U˙ , V˙ , ϕ):
L(Û , ϕˆ)U˙ + C(Û , ϕˆ)U˙ = fI in ΩT , (54)
M(ϕˆ)V˙ = fII in ΩT , (55)

v˙N − ∂tϕ− vˆ2∂2ϕ− vˆ3∂3ϕ+ ϕ∂1vˆN
q˙ − (Ĥ, H˙) + (Ê, E˙) + [∂1qˆ]ϕ
E˙τ2 − ∂t(Ĥ3ϕ)− κH˙3 + ∂2(Ê1ϕ)
E˙τ3 + ∂t(Ĥ2ϕ) + κH˙2 + ∂3(Ê1ϕ)


= g on ∂ΩT , (56)
4In the future nonlinear analysis the dropped terms in (52) and (53) should be considered as error terms at
each Nash-Moser iteration step.
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(U˙ , V˙ , ϕ) = 0 for t < 0, (57)
where
v˙N = v˙1 − v˙2∂2ϕˆ− v˙3∂3ϕˆ, E˙τj = E˙1∂jϕˆ+ E˙j,
[∂1qˆ] = (∂1qˆ)|x1=0 − (Ĥ, ∂1Ĥ)|x1=0 + (Ê, ∂1Ê)|x1=0,
and v˙ and q˙ are determined similarly to v and q. We used the second and third equations in
(47) taken at x1 = 0 while writing down the last two boundary conditions in (56). We assume
that f and g vanish in the past and consider the case of zero initial data, which is the usual
assumption. We postpone the case of nonzero initial data to the nonlinear analysis (construction
of a so-called approximate solution; see, e.g., [26]).
Before formulating the main result for problem (54)–(57) we give the definition of the
anisotropic weighted Sobolev spaces Hm∗ . The functional space H
m
∗ is defined as follows (see
[29, 15, 22] and references therein):
Hm∗ (R
3
+) :=
{
u ∈ L2(R3+) | ∂α∗ ∂k1u ∈ L2(R3+) if |α|+ 2k ≤ m
}
,
where m ∈ N, ∂α∗ = (σ∂1)α1∂α22 ∂α33 , and σ(x1) ∈ C∞(R+) is a monotone increasing function
such that σ(x1) = x1 in a neighborhood of the origin and σ(x1) = 1 for x1 large enough. The
space Hm∗ (R
3
+) is normed by
‖u‖2m,∗ =
∑
|α|+2k≤m
‖∂α∗ ∂k1u‖2L2(R3+).
We also define the space
Hm∗ (ΩT ) =
m⋂
k=0
Hk((−∞, T ],Hm−k∗ (R3+))
equipped with the norm
[u]2m,∗,T =
∫ T
−∞
|||u(t)|||2m,∗dt, where |||u(t)|||2m,∗ =
m∑
j=0
‖∂jt u(t)‖2m−j,∗.
Within this paper we use the space Hm∗ (ΩT ) mainly for m = 1. Clearly, the norm for H
1
∗ (ΩT )
reads
[u]21,∗,T =
∫
ΩT
(
u2 + (∂tu)
2 + (σ∂1u)
2 + (∂2u)
2 + (∂3u)
2
)
dtdx.
We are now in a position to state the main result of this paper.
Theorem 4.1 Let the basic state (42) satisfies assumptions (43)–(50). Let also
|Ĥ2Ĥ3 − Ĥ3Ĥ2||x1=0 ≥ ǫ > 0, (58)
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where ǫ is a fixed constant. Then there exists a positive constant µ∗ such that for all (f, g) ∈
H3∗ (ΩT )×H3(∂ΩT ) which vanish in the past and for all µ < µ∗, where
µ = |Ê1 + vˆ2Ĥ3 − vˆ3Ĥ2||x1=0, (59)
the a priori estimate
[U˙ ]1,∗,T + ‖V˙ ‖H1(ΩT ) + ‖ϕ‖H1(∂ΩT ) ≤ C
{
[fI]3,∗,T + ‖fII‖H3(ΩT ) + ‖g‖H3(∂ΩT )
}
(60)
holds for problem (54)–(57), where C = C(K,T ) > 0 is a constant independent of the data
(f, g).
5 Reduction to homogeneous boundary conditions and homo-
geneous Maxwell equations
Before deriving the basic a priori estimate (60) we discuss some useful properties of the linearized
problem (54)–(57) and reduce it to a problem with fII = 0 and g = 0. First of all, as for current-
vortex sheets [26], we can prove the following proposition (see Appendix A in [26] for its proof
for a technically more difficult case when the cut-off function χ(x1) is used in the straightening
of the front Σ).
Proposition 5.1 Let the basic state (42) satisfies assumptions (43)–(50). Then solutions of
problem (54)–(57) satisfy
div h˙ = f15 in ΩT , (61)
H˙N − Ĥ2∂2ϕ− Ĥ3∂3ϕ+ ϕ∂1ĤN = g5 on ∂ΩT . (62)
Here h˙ = (H˙N , H˙2, H˙3), H˙N = H˙1 − H˙2∂2ϕˆ− H˙3∂3ϕˆ, the new source terms f15 = f15(t, x) and
g5 = g5(t, x
′), which vanish in the past, are determined by the source terms f5, f6, f7, g1 and
the basic state as solutions to the linear inhomogeneous equations
∂tf15 + (wˆ,∇f15) + f15div wˆ = F in ΩT , (63)
∂tg5 + vˆ2∂2g5 + vˆ3∂3g5 + (∂2vˆ2 + ∂3vˆ3) g5 = G on ∂ΩT , (64)
where
F = div fh, fh = (fN , f6, f7), fN = f5 − f6∂2ϕˆ− f7∂3ϕˆ,
G = {fN + ∂2(Ĥ2g1)+ ∂3(Ĥ3g1)}∣∣x1=0.
For deriving estimate (60) we will also need a “linear” version of Proposition 3.2 for the
“vacuum” part of problem (54)–(57).
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Proposition 5.2 Let the basic state (42) satisfies assumptions (43)–(50). Then solutions of
problem (54)–(57) satisfy
div− h˙ = f16, div
− e˙ = f17 in ΩT , (65)
H˙N − Ĥ2∂2ϕ− Ĥ3∂3ϕ+ ϕ∂1ĤN = g6 on ∂ΩT . (66)
Here h˙ = (H˙N , H˙2, H˙3), H˙N = H˙1 − H˙2∂2ϕˆ − H˙3∂3ϕˆ, e˙ = (E˙N , E˙2, E˙3), E˙N = E˙1 − E˙2∂2ϕˆ −
E˙3∂3ϕˆ, the new source terms f16 = f16(t, x), f17 = f17(t, x) and g6 = g6(t, x
′), which vanish in
the past, are determined by the source terms f9, . . . , f14, g3, g4 and the basic state as solutions
to the linear inhomogeneous equations
∂tf16+k + κ ∂1f16+k = F1+k (k = 0, 1) in ΩT (67)
∂tg6 = G1 on ∂ΩT , (68)
where
F1 = div− fH, fH = (f1N , f10, f11), f1N = f9 − f10∂2ϕˆ− f11∂3ϕˆ,
F2 = div− fE, fE = (f2N , f13, f14), f2N = f12 − f13∂2ϕˆ− f14∂3ϕˆ,
G1 = (f1N − ∂2g4 + ∂3g3 + f16)|x1=0.
Proof. Introducing
H˙ = (H˙1, H˙τ2 , H˙τ3) and E˙ = (E˙1, E˙τ2 , E˙τ3)
with H˙τi = H˙1∂iϕˆ+ H˙i, we rewrite system (56) as (cf. (39), (40))
∂th˙+∇− × E˙+ κ ∂1h˙+B(ϕˆ)h˙ = fH, (69)
∂te˙−∇− × H˙+ κ ∂1e˙+B(ϕˆ)e = fE. (70)
Applying the operator div− to (69) and (70), we obtain equations (67) for f16 = div
− h˙ and
f17 = div
− e˙. Considering the first equation in (69) at x1 = 0 and using the last two boundary
conditions in (57) and the first equation in (65), we get (68) for
g6 = H˙N − ∂2(Ĥ2ϕ)− ∂3(Ĥ3ϕ). (71)
Taking into account the second condition in (50) on ∂ΩT , we obtain that the right-hand side of
(71) coincides with the left-hand side of equation (66). 
It follows from the first condition in (45) and assumption (48) that the interior equations
(64) and (67) do not need boundary conditions. Therefore, using standard arguments of the
energy method, from (64) and (67) we deduce the estimates
‖f15‖L2(ΩT ) ≤ C‖fI‖H1(ΩT ) ≤ C[fI]2,∗,T , (72)
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‖(f16, f17)‖H2(ΩT ) + ‖(f16, f17)|x1=0‖H2(∂ΩT ) ≤ C‖fII‖H3(ΩT ), (73)
Here an later on C is a constant that can change from line to line, and sometimes we show the
dependence of C from another constants. In particular, in (72) the constant C depends on K
and T , and in (73) it depends on K, T , and the constant δ from (48). Using the trace theorem
[15] for the spaces Hm∗ and the usual trace theorem for H
m, from (65), (68) and (73) we get
‖g5‖H1(∂ΩT ) ≤ C
{‖g1‖H2(∂ΩT ) + ‖fI|x1=0‖H1(∂ΩT )} ≤ C{‖g1‖H2(∂ΩT ) + [fI]2,∗,T }. (74)
‖g6‖H2(∂ΩT ) ≤ C
{‖(g3, g4)‖H3(∂ΩT ) + ‖(fII, f16)|x1=0‖H2(∂ΩT )}
≤ C{‖(g3, g4)‖H3(∂ΩT ) + ‖fII‖H3(ΩT ). (75)
Below we reduce problem (54)–(57) to that with (fII, f15, f16, f17) = 0 and (g, g5, g6) = 0,
and in Sections 6 and 8 we will work with a reduced problem. If, however, we considered the
original problem (54)–(57), taking into account (72)–(75), in the basic a priori estimate we
should lose one derivative from fI (in terms of H
m
∗ norms), one derivative from gI = (g1, g2)
and two derivatives from the source terms fII and gII = (g3, g4) to the solution.
5 That is, the a
priori estimate (61) is a roughened version of the basic a priori estimate. We prefer to sacrifice
the lesser number of lost derivatives for obtaining such a reduced problem with homogeneous
boundary conditions and fII = 0 that for this problem we can derive an a priori estimate with
no loss of derivatives from a new source term fI. In the future this will enable us to prove the
existence of solutions of the reduced linearized problem by an almost classical argument (see
[11]).
We first reduce problem (54)–(57) to that with fII = 0 and gII = 0. To this end we consider
the auxiliary unknown V˜ satisfying system (55), the last two boundary conditions in (56) with
ϕ = 0 and zero initial data:
∂tV˜ − B̂1∂1V˜ +B2∂2V˜ +B3∂3V˜ = fII in ΩT , (76)
E˜τ2 − κH˜3 = g3, E˜τ3 + κH˜2 = g4 on ∂ΩT , (77)
V˜ = 0 for t < 0, (78)
where
B̂1 =: B˜1(ϕˆ) =


−κ 0 0 0 ∂3ϕˆ −∂2ϕˆ
0 −κ 0 −∂3ϕˆ 0 −1
0 0 −κ ∂2ϕˆ 1 0
0 −∂3ϕˆ ∂2ϕˆ −κ 0 0
∂3ϕˆ 0 1 0 −κ 0
−∂2ϕˆ −1 0 0 0 −κ


5The fact itself that we lose derivatives from the source terms to the solution is quite natural because the
constant coefficients version of problem (54)–(57) can satisfy the Kreiss-Lopatinski condition only in a weak
sense. We prove this in Section 7 at least for particular cases.
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and
(B̂1V˜ , V˜ ) = H˜3E˜τ2 − H˜2E˜τ3 + H˜1
(
E˜τ2∂3ϕˆ− E˜τ3∂2ϕˆ
)− κ|V˜ |2. (79)
Clearly, h˜ and e˜ satisfy equations (65):
div− h˜ = f16, div
− e˜ = f17 in ΩT . (80)
Proposition 5.3 Problem (76)–(78) with sufficiently smooth coefficients κ, ∂2ϕˆ and ∂3ϕˆ has a
unique solution V˜ ∈ Hs(ΩT ), with s ≥ 0, for all (fII, gII) ∈ Hs+1/2(ΩT ) ×Hs+1/2(∂ΩT ). This
solution obeys the estimate
‖V˜ ‖Hs(ΩT ) ≤ C
{
‖fII‖Hs+1/2(ΩT ) + ‖gII‖Hs+1/2(∂ΩT )
}
, (81)
where C > 0 is a constants independent on the data (fII, gII) and depending on the coefficients
6
and the time T .
Proof. We note that the number of boundary conditions in (77) coincides with the number of
incoming characteristics of system (76), i.e., problem (76)–(78) has the property of maximality
[11]. To prove the existence of solutions to problem (76)–(78) we reduce it to a problem with
homogeneous and maximally dissipative boundary conditions. We first pass to a new unknown
for which equations (80) become homogeneous (with f16 = f17 = 0). Actually, we even make
system (76) homogeneous. Let the vector-function Vˇ = (Hˇ, Eˇ) which vanishes in the past
satisfies system (76) and the boundary conditions
Eˇτ2 = 0, Eˇτ3 = 0 on ∂ΩT . (82)
Then, in view of (79), (82) and (48), we have
(B̂1Vˇ , Vˇ )|x1=0 = −κ|Vˇ |2 ≥ δ|Vˇ |2.
That is, the boundary conditions (82) are strictly (and maximally) dissipative and, hence, there
exists a unique solution Vˇ obeying the estimate (see [17, 21])
‖Vˇ ‖Hs(ΩT ) + ‖Vˇ|x1=0‖Hs(∂ΩT ) ≤ C‖fII‖Hs(ΩT ). (83)
The new unknown V ♯ = V˜ − Vˇ satisfies problem (76)–(78) with fII = 0 and g3 and g4
replaced by
gˇ3 = g3 + κHˇ3 and gˇ4 = g4 − κHˇ2.
respectively. It follows from (83) that
‖(gˇ3, gˇ4)‖Hs(ΩT ) ≤ C
{‖fII‖Hs(ΩT ) + ‖gII‖Hs(∂ΩT )} . (84)
6Below we use Proposition 5.3 with an index s for which assumption (43) on the coefficients is enough.
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Moreover, the new unknown V ♯ satisfies the homogeneous equations (80):
div− h♯ = 0, div− e♯ = 0 in ΩT . (85)
Using the secondary symmetrization (21) of the Maxwell equations described in Section 2,
we now reduce the problem for V ♯ to an equivalent problem with dissipative (but not strictly
dissipative) boundary conditions. Taking into account (21), (23) and using (85) and the fact
that
R1div
− h♯ +R2div
− e♯ = (K2∂2ϕˆ+K3∂3ϕˆ−K1) ∂1V ♯ +K2∂2V ♯ +K3∂3V ♯,
from system (76) for V ♯ (with fII = 0) we obtain
B0∂tV ♯ − B̂1∂1V ♯ + B2∂2V ♯ + B3∂3V ♯ = 0 in ΩT , (86)
where B̂1 := B˜1(ϕˆ) = B1 − κB1 − ∂2ϕˆB2 − ∂3ϕˆB3. We choose
ν1 = κ, ν2 = ν3 = 0.
Then
B̂1 =


0 −κ∂2ϕˆ −κ∂3ϕˆ 0 ∂3ϕˆ −∂2ϕˆ
−κ∂2ϕˆ −2κ 0 −∂3ϕˆ 0 −1− κ2
−κ∂3ϕˆ 0 −2κ ∂2ϕˆ 1 + κ2 0
0 −∂3ϕˆ ∂2ϕˆ 0 −κ∂2ϕˆ −κ∂3ϕˆ
∂3ϕˆ 0 1 + κ
2 −κ∂2ϕˆ −2κ 0
−∂2ϕˆ −1− κ2 0 −κ∂3ϕˆ 0 −2κ


.
Since |κ| < 1 the hyperbolicity condition (22) holds, i.e., B0 > 0. It is noteworthy that from
system (86) we can derive equations (85) and using them obtain the original system (76). That
is, systems (76) and (86) are equivalent and we may use (86) to prove the existence of a solution
V ♯.
Assuming for a moment that gˇ3 = gˇ4 = 0 and using the homogeneous boundary conditions
for V ♯,
E♯τ2 = κH♯3, E♯τ3 = −κH♯2 on ∂ΩT ,
after straightforward calculations we get
(B̂1V ♯, V ♯)|x1=0 = 0.
This means that the boundary conditions are dissipative (but not strictly dissipative). To prove
the existence of a solution V ♯ we reduce the problem for it to that with homogeneous boundary
conditions (with gˇ3 = gˇ4 = 0). To this end we use the classical argument [17] suggesting to
subtract from the solution a more regular function satisfying the boundary conditions. Thus,
referring to [17], we can conclude that there exists a unique solution V ♯, and this solution obeys
the estimate
‖V ♯‖Hm(ΩT ) ≤ C‖(gˇ3, gˇ4)‖Hm+1/2(∂ΩT ). (87)
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Hence, there exists a unique solution V˜ ∈ Hs(ΩT ) to problem (76)–(78) and, in view of (83),
(84) and (87), it obeys estimate (81). 
Having in hand Proposition 5.3, in problem (54)–(57) we can pass to the new “vacuum”
unknown
V = V˙ − V˜ . (88)
Here to simplify the notations we again use the same letter for the new “vacuum” unknown as
for the “vacuum” unknown in the linearized problem before passing to the “good unknown” V˙
in (51). The new unknown V satisfies the homogeneous system (55) (with fII = 0) and the
homogeneous last two boundary conditions in (56) (with gII = 0).
Concerning the “plasma” part of (54)–(57), the change of unknown (88) only changes the
source term in the second boundary condition in (56):
q˙ − (Ĥ,H) + (Ê, E) + [∂1qˆ]ϕ = gˇ2 := g2 + (Ĥ, H˜)− (Ê, E˜) on ∂ΩT .
By virtue of (81) and the trace theorem in Hm, we have the estimate
‖gˇ2‖Hm(ΩT ) ≤ C
{
‖g2‖Hm(∂ΩT ) + ‖V˜|x1=0‖Hm(∂ΩT )
}
≤ C
{
‖g2‖Hm(∂ΩT ) + ‖V˜ ‖Hm+1/2(ΩT )
}
≤ C {‖g‖Hm+1(∂ΩT ) + ‖fII‖Hm+1(ΩT )} . (89)
To reduce the “plasma” part of the linearized problem to that with homogeneous boundary
conditions (with g1 = gˇ2 = 0) and the homogeneous equations (61) and (62) (with f15 = g5 = 0)
we can exploit the same arguments as in [26] for current-vortex sheets. Here we even describe a
“shifting” function in an almost concrete form:
U˜ = (p˜, Γ̂3v˜1, 0, 0, H˜ , 0), v˜1 = χ(x
1)g1, p˜ = χ(x
1)gˇ2 − 1
2
δB˜2,
δB˜2 =
2
Γ̂
(
(bˆ, H˜) + (vˆ, Ĥ)(Ĥ, u˜)− B̂2(vˆ, u˜)
)
, u˜ = Γ̂3v˜, v˜ = (v˜1, 0, 0),
where the cut-off function χ ∈ C∞0 (R+) equals to 1 on [0, 1] and H˜ solves the equation for H˙
contained in (48) with v˙ = v˜ = (v˜1, 0, 0):
∂tH˜ + (wˆ,∇)H˜ − (h˜,∇)vˆ + H˜div wˆ = fH + (hˆ,∇)v˜ − Ĥ∂1v˜1 − v˜1∂1Ĥ in ΩT , (90)
where h˜ = (H˜1 − H˜2∂2ϕˆ − H˜3∂3ϕˆ, H˜2, H˜3) and fH = (f5, f6, f7). It is very important that
wˆ|x1=0 = 0, i.e., the linear equation (90) does not need boundary conditions and we easily get
the estimate
[∂1H˜]s,∗,T + [H˜]s+1,∗,T ≤ C
{
[fI]s+2,∗,T + ‖g1‖Hs+2(∂ΩT )
}
. (91)
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It is clear that U˜ satisfies the first two boundary conditions in (56) with g2 = gˇ2. Then the
new unknown U = U˙ − U˜ satisfies the homogeneous boundary conditions (56) and system (54)
with fI = F , where
F = (F1, . . . , F8) = fI − P′e(Û , Ψ̂+)U˜ .
In view of (90), FH = (F5, F6, F7) = 0. Since the boundary conditions became homogeneous
and FH = 0, it follows from Proposition 5.1 that the new “plasma” unknown U satisfies (61)
and (62) with f15 = g5 = 0. Moreover, taking into account (89) and (91), for the new source
term F we have the estimate
[F ]s,∗,T ≤ C
{
[fI]s,∗,T + ‖(g1, gˇ2)‖Hs+1(∂ΩT )
+ [∂1H˜]s,∗,T + [H˜ ]s+1,∗,T
}
≤ C {[fI]s+2,∗,T + ‖fII‖Hs+2(ΩT ) + ‖g‖Hs+2(∂ΩT )} . (92)
In this paper we need (92) for s = 1:
[F ]1,∗,T ≤ C
{
[fI]3,∗,T + ‖fII‖H3(ΩT ) + ‖g‖H3(∂ΩT )
}
. (93)
We write down the final form of our reduced linearized problem for the new unknown (U, V )
and the interface perturbation ϕ:
Â0∂tU +
3∑
j=1
Âj∂jU + ĈU = F in ΩT , (94)
∂tV − B̂1∂1V +B2∂2V +B3∂3V = 0 in ΩT , (95)

∂tϕ = vN − vˆ2∂2ϕ− vˆ3∂3ϕ+ ϕ∂1vˆN ,
q = (Ĥ,H)− (Ê, E)− [∂1qˆ]ϕ,
Eτ2 = ∂t(Ĥ3ϕ)− ∂2(Ê1ϕ) + κH3,
Eτ3 = −∂t(Ĥ2ϕ)− ∂3(Ê1ϕ)− κH2, on ∂ΩT ,
(96)
(U, V, ϕ) = 0 for t < 0, (97)
where Âα := Aα(Û) (α = 0, 2, 3), Â1 := A˜1(Û , ϕˆ), Ĉ := C(Û , ϕˆ). Recall also that solutions to
problem (94)–(97) have the following very important property. Since FH = 0 and equations (95)
and the boundary conditions (96) are homogeneous, solutions to problem (94)–(97) satisfy
div h = 0 in ΩT , (98)
div− h = 0, div− e = 0 in ΩT , (99)
HN = Ĥ2∂2ϕ+ Ĥ3∂3ϕ− ϕ∂1ĤN on ∂ΩT , (100)
HN = Ĥ2∂2ϕ+ Ĥ3∂3ϕ− ϕ∂1ĤN on ∂ΩT . (101)
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We recall that
vN = v1 − v2∂2ϕˆ− v3∂3ϕˆ, Eτj = E1∂jϕˆ+ Ej , h = (HN ,H2,H3),
HN = H1 −H2∂2ϕˆ−H3∂3ϕˆ, HN = H1 −H2∂2ϕˆ−H3∂3ϕˆ,
h = (HN ,H2,H3), e = (EN , E2, E3), EN = E1 − E2∂2ϕˆ− E3∂3ϕˆ,
and below we will also use the notations
H = (H1,Hτ2 ,Hτ3), Hτi = H1∂iϕˆ+Hi, E = (E1, Eτ2 , Eτ3).
From now on we concentrate on the proof of the following basic a priori estimate for solutions
to problem (94)–(97):
[U ]1,∗,T + ‖V ‖H1(ΩT ) + ‖ϕ‖H1(∂ΩT ) ≤ C[F ]1,∗,T , (102)
where C = C(K,T ) > 0 is a constant independent of F . Taking into account (93), (81) and a
corresponding estimate for U˜ , from (102) we obtain the desired a priori estimate (60) for the
original unknown (U˙ , V˙ ) and the interface perturbation ϕ. It is worth noting that estimate (102)
is with no loss of derivatives from the source term F to the solution. This will be useful for the
proof of the existence of solutions to problem (94)–(97) (this work is postponed to the future).
6 Energy a priori estimate for the constant coefficients problem
To clarify main ideas in a clearer form and to avoid unimportant technical difficulties we first
prove estimate (102) for the case of constant coefficients of (94)–(97) and dropped zero-order
terms. In Section 8 we will extend this result to variable coefficients. That is, we now “freeze”
coefficients of problem (94)–(97) and drop zero-order terms. Moreover, we assume that ∂2ϕˆ =
∂3ϕˆ. Then we obtain a constant coefficients linear problem which is, in fact, the result of the
linearization of the original nonlinear free boundary value problem (8), (13), (14), (17)–(19)
about its exact constant solution
U = Û = (pˆ, uˆ, Ĥ, Ŝ) = const for x1 > κt,
V = V̂ = (Ĥ, Ê) = const for x1 < κt
for the planar plasma-vacuum interface x1 = κt, where κ, with −1 < κ < 0, is a constant
interface speed. We know that the components of this exact constant solution satisfy the relations
(cf. (45), (49))
vˆ1 = uˆ1/Γ̂ = κ, Ĥ1 = Ĥ1 = 0, Ê2 = κĤ3, Ê3 = −κĤ2. (103)
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Taking into account (103), we have the following constant coefficients problem:
Â0∂tU +
3∑
j=1
Âj∂jU = F in ΩT , (104)
∂tV − B̂1∂1V +B2∂2V +B3∂3V = 0 in ΩT , (105)

∂tϕ = v1 − vˆ2∂2ϕ− vˆ3∂3ϕ,
q = Ĥ2(H2 + κE3) + Ĥ3(H3 − κE2)− Ê1E1,
E2 = Ĥ3∂tϕ− Ê1∂2ϕ+ κH3,
E3 = −Ĥ2∂tϕ− Ê1∂3ϕ− κH2, on ∂ΩT ,
(106)
(U, V, ϕ) = 0 for t < 0, (107)
where Âα := Aα(Û) (α = 0, 2, 3), Â1 := A1(Û )−κÂ0, B̂1 := B1 −κI, v = (u− (vˆ, u)vˆ) /Γ̂, etc.
Moreover, solutions to problem (104)–(107) satisfy
divH = 0, div−H = 0, div−E = 0 in ΩT , (108)
H1 = Ĥ2∂2ϕ+ Ĥ3∂3ϕ, H1 = Ĥ2∂2ϕ+ Ĥ3∂3ϕ on ∂ΩT . (109)
From the physical point of view, the well-posedness of problem (104)–(107) can be interpreted
as the stability of a planar relativistic plasma-vacuum interface (or the macroscopic stability of
a corresponding nonplanar interface).
For problem (104)–(107) we now derive the a priori estimate (102) under the sufficient
stability condition that the constant µ = |µˆ|, with
µˆ = Ê1 + vˆ2Ĥ3 − vˆ3Ĥ2,
is small enough (cf. (59)) and the vectors (Ĥ2, Ĥ3) and (Ĥ2, Ĥ3) are nonzero and nonparallel to
each other (cf. (58)), i.e.,
Ĥ2Ĥ3 − Ĥ3Ĥ2 6= 0. (110)
Using the secondary symmetrization (21) of the Maxwell equations, as in (86), we equiva-
lently rewrite system (105) as
B0∂tV − B̂1∂1V + B2∂2V + B3∂3V = 0 in ΩT , (111)
where B̂1 = B1 − κB0. Now our choice of νi is the following:
ν = vˆ = (vˆ1, vˆ2, vˆ3) (112)
(vˆ1 = κ, see (103)). Since |vˆ| < 1 the hyperbolicity condition (22) holds. By standard arguments
of the energy method applied to the symmetric hyperbolic systems (104) (multiplied by 1/Γ̂)
and (111) we obtain
I(t) + 2
∫
∂Ωt
Qdx′ds ≤ C
(
‖F‖2L2(ΩT ) +
∫ t
0
I(s) ds
)
, (113)
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where
I(t) =
∫
R3
+
( 1
Γ̂
(Â0U,U) + (B0V, V )
)
dx, Q = 1
2
(B̂1V, V )|x1=0 −
1
2Γ̂
(Â1U,U)|x1=0.
Taking into account (35), we write down the quadratic form Q:
Q ={−κ(H22 +H23 + E22 + E23) +H1(vˆ2H2 + vˆ3H3) + E1(vˆ2E2 + vˆ3E3)
+ κH1(vˆ2E3 − vˆ3E2) + (1 + κ2)(H3E2 −H2E3)− qv1
}∣∣
x1=0
.
Using the boundary conditions (106) and the second condition in (109), after relatively long
calculations, which are omitted here, we get
Q = µˆ {E1∂tϕ+ (H2 + κE3)∂3ϕ− (H3 − κE2)∂2ϕ}|x1=0
or
Q = ∂t (µˆϕE1|x1=0) + ∂2 (µˆϕ(κE2 −H3)|x1=0) + ∂3 (µˆϕ(H2 + κE3)|x1=0) +Q0,
and in view of the fourth equation in (106) and the third equation in (109),
Q0 = −µˆϕ (∂tE1 + κ∂1E1 + ∂3H2 − ∂2H3)|x1=0 = 0.
Then, it follows from (113) that
I(t) + 2
∫
R2
µˆϕE1|x1=0dx′ ≤ C
(
‖F‖2L2(ΩT ) +
∫ t
0
I(s) ds
)
. (114)
At first sight inequality (114) is absolutely useless. Indeed, we cannot apply it for deriving an
L2 a priori estimate. On the other hand, if we differentiate systems (104) and (111) with respect
to x2, x3 and t, we easily obtain the following counterparts of (114) for the first-order tangential
derivatives of U and V :
Iα(t) + 2
∫
R2
µˆ ∂αϕ∂αE1|x1=0dx′ ≤ C
(
[F ]21,∗T +
∫ t
0
Iα(s) ds
)
, (115)
where α = 0, 2, 3,
Iα(t) =
∫
R3
+
( 1
Γ̂
(Â0∂αU, ∂αU) + (B0∂αV, ∂αV )
)
dx and ∂0 := ∂t.
The terms ∂αϕ∂αE1|x1=0 appearing in the boundary integral are actually lower-order terms and
below we explain how to treat them by using our important assumption (110) and passing to
the volume integral.
Thanks to (110), from (109) we get

∂2ϕ =
(Ĥ3H1 − Ĥ3H1)|x1=0
Ĥ2Ĥ3 − Ĥ3Ĥ2
= a11H1|x1=0 + a12H1|x1=0,
∂3ϕ = −(Ĥ2H1 − Ĥ2H1)|x1=0
Ĥ2Ĥ3 − Ĥ3Ĥ2
= a21H1|x1=0 + a22H1|x1=0.
(116)
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First we consider spatial tangential derivatives in (115), i.e., let α = k with k = 2 or k = 3. By
using (116) one gets
∂kϕ∂kE1|x1=0 =
(
ak1H1∂kE1 + a
k
2H1∂kE1
)∣∣∣
x1=0
, k = 2, 3. (117)
Concerning the term ∂tϕ∂tE1|x1=0, it can be reduced to the multiplication of spatial tan-
gential derivatives of U and V . Indeed, (116) and the first boundary condition in (106) imply
∂tϕ = a
0
1H1|x1=0 + a02H1|x1=0 + v1|x1=0, (118)
where the constants a0j can be easily written down. It follows from the fourth equation in (106)
and the third equation in (109) that
∂tE1 = ∂2(H3 + κE2)− ∂3(H2 − κE3). (119)
Then, (117)–(119) yield
(∂tϕ∂tE1 + ∂2ϕ∂2E1 + ∂3ϕ∂3E1)|x1=0 =
3∑
k=2
(MkY, ∂kV )|x1=0, (120)
where Y = (v1,H1,H1) and Mk are rectangular matrices which constant coefficients depending
on (Û , V̂ ) are of no interest.
To treat the integrals of the lower-order terms like H1∂kE1|x1=0 contained in the right-hand
side of (120) we use the same standard arguments as in [24, 26, 27]. That is, we pass to the
volume integral and integrate by parts:∫
R2
H1∂kE1|x1=0 dx′ = −
∫
R3
+
∂1(H1∂kE1) dx =
∫
R3
+
{∂kH1∂1E1 − ∂1H1∂kE1}dx.
After that the normal (x1-) derivatives of v1, H1 and V can be expressed through tangential
derivatives by using the facts that the boundary x1 = 0 is noncharacteristic for the “vacuum”
system (105) and v1 andH1 are noncharacteristic “plasma” unknowns. Namely, since det B̂1 6= 0,
∂1V = (B̂1)
−1(∂tV +B2∂2V +B3∂3V ), (121)
and taking into account (35), (37) and the first equation in (108), we have
 ∂1v1
(1/Γ̂ ) ∂1q

 = − 1
Γ̂
{
JT
(
Â0∂tU + Â2∂2U + Â3∂3U + F
)}
(12)
, (122)
∂1H1 = −∂2H2 − ∂3H3, (123)
where {· · · }(12) denotes the first two components of the vector inside braces. Hence, we obtain
2µˆ
∑
α=0,2,3
∫
R2
∂αϕ∂αE1|x1=0dx′ = µˆ
∫
R3
+
(QZ,Z)dx+
∫
R3
+
(Q1F,Z)dx, (124)
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where Q is a quadratic matrix of order 42 which elements can be explicitly written down if
necessary, Z = (∂tU, ∂tV, ∂2U, ∂2V, ∂3U, ∂3V ), and Q1 is a rectangular matrix which elements
are of no interest.
Now, using (124), we consider the sum of inequalities (115):
∫
R3+
((A+ µˆQ)Z,Z)) dx+
∫
R3+
(Q1F,Z)dx ≤ C

[F ]21,∗T + ∑
α=0,2,3
∫ t
0
Iα(s) ds

 , (125)
where A = diag ((1/Γ̂ )Â0, B̂0, . . . , (1/Γ̂ )Â0, B̂0) is the block-diagonal positive definite matrix of
order 42. If µ = |µˆ| is small enough, then the matrix A + µˆQ is also positive definite (this is
enough to derive estimate (102), see below). In principle, we can analyze the sufficient stability
condition
A+ µˆQ > 0 (126)
if necessary. Since the matrix A + µˆQ is of order 42 and in RMHD the matrix Â0 is rather
complicated, this is almost impossible to be done analytically, but a corresponding numerical
analysis of condition (126) seems straightforward.
In this paper we restrict ourself to the assumption that µ is small enough. Using the Young
inequality and the elementary inequality
‖F (t)‖2L2(R3+) ≤ C[F ]
2
1,∗,t (127)
following from the trivial relation
d
dt
‖F (t)‖2L2(R3+) = 2
∫
R3
+
(F, ∂tF ) dx,
we estimate: ∫
R3
+
(Q1F,Z)dx ≤ C
{
ε ‖Z(t)‖2L2(R3+) +
1
ε
‖F‖21,∗,T
}
, (128)
where ε is a small positive constant. Choosing ε to be small enough and using (126) and (128),
from inequality (125) we obtain
‖Z(t)‖2L2(R3+) ≤ C
(
[F ]21,∗T + ‖Z‖2L2(Ωt)
)
. (129)
Here we can already use Gronwall’s lemma, but we prefer to do not do this and follow arguments
which can be then extended to the case of variable coefficients (see Section 8).
We can easily include the L2 norms of U , V , σ∂1U and ∂1V in inequality (129). Indeed, to
estimate the weighted derivatives of U we do not need boundary conditions because the weight
σ|x1=0 = 0. By applying to system (104) the operator σ∂1 and using standard arguments of the
energy method, we obtain the inequality
‖σ∂1U(t)‖2L2(R3+) ≤ C
{
[F ]21,∗,T + [U ]
2
1,∗,t
}
(130)
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(actually for the present case of constant coefficients the norm [U ]21,∗,t in (130) can be even
replaced by ‖σ∂1U‖2L2(Ωt)). It follows from (121) that
‖∂1V (t)‖2L2(R3+) ≤ C‖V ‖
2
H1(Ωt)
. (131)
Summing up inequalities (129)–(131) and the elementary inequalities for U and V like (127),
‖U(t)‖2L2(R3+) ≤ C[U ]
2
1,∗,t, ‖V (t)‖2L2(R3+) ≤ C‖V ‖
2
H1(Ωt)
, (132)
we get
|||U(t)|||21,∗ + |||V (t)|||2H1(R3
+
) ≤ C
(
[F ]21,∗T + [U ]
2
1,∗,t + ‖V ‖2H1(Ωt)
)
, (133)
with
|||V (t)|||2H1(R3
+
) := ‖V (t)‖2H1(R3
+
) + ‖∂tV (t)‖2L2(R3+).
It remains to estimate the interface perturbation ϕ. By using (122) and (123) we first
estimate the noncharacteristic part Un = (q, v1,H1) of the unknown U :
‖∂1Un(t)‖2L2(R3+) ≤ C(K)
{
[F ]21,∗,T + |||U(t)|||21,∗
}
. (134)
Then thanks to the trace theorems, (131) and (134) imply
‖Un|x1=0(t)‖2L2(R2) ≤ C
{
[F ]21,∗,T + |||U˙ (t)|||21,∗
}
, (135)
‖V |x1=0(t)‖2L2(R2) ≤ C‖V ‖2H1(Ωt). (136)
The multiplication of the first boundary condition in (106) by 2ϕ, the integration over the
domain R2, and the usage of (116), (118), estimates (135) and (136) result in
|||ϕ(t)|||2H1(R2) ≤ C
{
[F ]21,∗,T + [U ]
2
1,∗,t + ‖V ‖2H1(Ωt) + ‖ϕ‖2L2(∂Ωt)
}
. (137)
Summing up inequalities (133) and (137) we obtain
|||U(t)|||21,∗ + |||V (t)|||2H1(R3+) + |||ϕ(t)|||
2
H1(R2)
≤ C
{
[F ]21,∗,T + [U ]
2
1,∗,t + ‖V ‖2H1(Ωt) + ‖ϕ‖2H1(∂Ωt)
}
. (138)
Applying Gronwall’s lemma, from (138) we derive the desired a priori estimate (102).
Remark 6.1 In fact, for problem (104)–(107) we have constructed a dissipative 1-symmetrizer
[25]. The index 1 means that we prolong our hyperbolic system up to first-order derivatives
and manage to construct a secondary symmetrization of the prolonged system with dissipa-
tive boundary conditions (see [25]). The divergence constrains (108) play a crucial role in this
construction. Note that in [24] we constructed a dissipative 0-symmetrizer and proved an L2 es-
timate for the constant coefficients linearized problem for current-vortex sheets and then derived
an estimate in H1∗ for the variable coefficients problem. Here, for the plasma-vacuum interface
problem we have to prolong the hyperbolic system up to first-order derivatives already on the
level of constant coefficients.
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7 Normal modes analysis for particular cases
There appears the following natural question. Can problem (104)–(107) be really ill-posed or
just our approach in Section 6 does not allow us to derive an energy a priori estimate for the
whole range of admissible parameters of this problem? Below we show that this problem can
be indeed ill-posed. In other words, unlike planar fluid-vacuum boundaries [12, 27] and planar
nonrelativistic plasma-vacuum interfaces [28], a planar relativistic plasma-vacuum interface can
be violently unstable, i.e., Kelvin-Helmholz instability can occur. Mathematically this means
that there is a range of admissible parameters of problem (104)–(107) for which the Kreiss-
Lopatinski condition [10, 14] is violated.
Unfortunately, due to principal technical difficulties a complete Fourier-Laplace analysis of
problem (104)–(106) seems impossible (even numerically). Therefore, now our goal is just to
find particular examples of the ill-posedness of problem (104)–(106). We restrict ourself to a
case when the structure of the matrices Aα in (8) is not so complicated and we can perform
analytical calculations. This is the case when the 3-vectors of velocity and magnetic field are
collinear and have only one nonzero component. Such a case was already considered in [23] for
relativistic MHD shock waves.
The test of the Kreiss-Lopatinski condition is equivalent to the usual normal modes analysis,
i.e., the construction of an Hadamard-type ill-posedness example. We seek exponential solutions
to problem (104)–(106) with F = 0 and special initial data:
U = U¯ exp
{
τt+ ξpx
1 + i(γ′, x′)
}
, (139)
V = V¯ exp
{
τt+ ξvx
1 + i(γ′, x′)
}
, (140)
ϕ = ϕ¯ exp
{
τt+ i(γ′, x′)
}
, (141)
where U¯ and V¯ are complex-valued constant vectors, τ , ξp, ξv and ϕ¯ are complex constants, and
γ′ = (γ2, γ3) with real constants γ2,3. The existence of exponentially growing solutions in form
(139)–(141), with
ℜ τ > 0, ℜ ξp < 0, ℜ ξv < 0, (142)
implies the ill-posedness of problem (104)–(106) because the consequence of solutions
(U(nt, nx), V (nt, nx), ϕ(nt, nx′)) exp(−√n ), n = 1, 2, 3, . . . ,
with U , V and ϕ defined in (139)–(141), is the Hadamard-type ill-posedness example. Since
the last equation in (104) for the entropy perturbation S plays no role in the construction of an
ill-posedness example, we will suppose that U = (p, u,H).
Theoretically, we can construct a 1D ill-posedness example (with γ′ = 0) on a codimension-1
set in the parameter domain. But, this is not the case for problem (104)–(106). Indeed, in 1D
we have E1 = 0 and the energy inequality (114), which can be obtained even for κ ≥ 0, implies
well-posedness.
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Thus, we may assume that γ′ 6= 0 and even, without loss of generality, |γ′| = 1. Moreover, in
view of the big complexity of the RMHD system, we will construct a 2D ill-posedness example
with γ3 = 0, i.e., γ2 = 1. Let also consider the particular case vˆ1 = vˆ2 = 0 and Ĥ2 = 0 for the
relativistic magnetoacoustic system (114) (recall that Ĥ1 = 0, see (103)). Since vˆ1 = κ, we have
κ = 0. However, by continuity the below ill-posedness examples can be extended to the case
|κ| ≪ 1. For the particular case vˆ1 = vˆ2 = Ĥ1 = Ĥ2 = 0 the matrices Âα (without the last rows
and columns) take the following “visible” form:
Â0 =


Γ̂/(ρˆaˆ2) 0 0 vˆ3 0 0 0
0 ρˆhˆΓ̂ + Ĥ23/Γ̂ 0 0 0 0 0
0 0 ρˆhˆΓ̂ + Ĥ23/Γ̂ 0 0 0 0
vˆ3 0 0 ρˆhˆ/Γ̂ 0 0 0
0 0 0 0 1/Γ̂ 0 0
0 0 0 0 0 1/Γ̂ 0
0 0 0 0 0 0 Γ̂


,
Â1 =


0 1 0 0 0 0 0
1 0 0 0 0 0 Ĥ3
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 Ĥ3 0 0 0 0 0


, Â2 =


0 0 1 0 0 0 0
0 0 0 0 0 0 0
1 0 0 0 0 0 Ĥ3
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 Ĥ3 0 0 0 0


(see also [23] for the analogous case vˆ2 = vˆ3 = Ĥ2 = Ĥ3 = 0). Since γ3 = 0, the matrix Â3 is of
no interest and we do not write down it here.
Substituting (139) and (140) into (104) (with F = 0) and (105) respectively, we get the
dispersion relations
det(τÂ0 + ξpÂ1 + iÂ2) = 0, det(τI − ξvB1 + iB2) = 0
from which, omitting technical calculations, we find the unique roots
ξp = −
√
1 + rτ2, ξv = −
√
1 + τ2, (143)
with property (142), where
r =
w2(Γ̂2 +m2cˆ2s)
cˆ2s(1 +m
2w2)
, w2 = 1− vˆ23 cˆ2s > 0, m =
Ĥ3
aˆ
√
ρˆ
.
Consider first the particular case Ĥ2 = 0. For this case our basic assumption (110) is violated.
Substituting (139)–(141) into the boundary conditions (106), we obtain
τϕ¯ = v¯1, q¯ = Ĥ3H¯3 − Ê1E¯1, E¯2 = τĤ3ϕ¯− iÊ1ϕ¯,
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and excluding the constant ϕ¯ we come to the relations
q¯ + Ê1E¯1 − Ĥ3H¯3 = 0, (iÊ1 − τĤ3)v¯1 + τE¯2 = 0. (144)
From (139) and (140) we have
ξpq¯ + τ
(
ρˆhˆΓ̂ +
Ĥ23
Γ̂
)
v¯1 = 0, τ E¯1 = iH¯3, iE¯2 = ξvE¯1. (145)
Then, (144) and (145) imply

1 0 Ê1 + iτĤ3
ξp τ(ρˆhˆΓ̂ + Ĥ
2
3/Γ̂) 0
0 iÊ1 − τĤ3 −iτξv




q¯
v¯1
E¯1

 = 0. (146)
Since we are interesting in solutions with (U¯ , V¯ ) 6= 0, the determinant of the matrix in (146)
should be equal to zero. Taking into account (143), this gives us the following final equation for
τ :
τ2
√
1 + τ2 = ℓ(Ê1 + iĤ3τ)2
√
1 + rτ2, (147)
where
ℓ =
Γ̂
ρˆhˆΓ̂2 + Ĥ23
> 0, r > 1.
If Ê1 = Ĥ3 = 0, then µ = 0 and equation (147) has only roots with ℜ τ = 0. That is, at least
for the 2D problem (recall that γ3 = 0) the Kreiss-Lopatinski is satisfied in a weak sense. Note
that for the case µ = 0 we can derive an L2 a priori estimate for problem (104)–(107) (in 3D)
even if assumption (110) is violated. This follows from (115).
If Ĥ3 = 0 and Ê1 6= 0, then graphically it is easy to see that equation (147) has a root τ2 > 0,
i.e., we have an “unstable” root τ > 0. Clearly, there is an “unstable” root τ with ℜ τ > 0 at
least if |Ĥ3| is small enough. It seems that one can prove that (147) has a root with property
(142) even for arbitrary values of Ĥ3. We do not study this technical problem here. We only
note that for the case r → 1 which correspond to the ultrarelativistic limit cˆs → 1 equation
(147) has a root with ℜ τ > 0 for arbitrary Ĥ3 and Ê1 6= 0. Thus, we see that if assumption
(110) is violated, then the linearized problem can be ill-posed.
We now consider a particular case when assumption (110) holds. Let Ĥ3 = 0 and Ĥ3Ĥ2 6= 0.
Substituting (139)–(141) into the boundary conditions (106), after the exclusion of constant ϕ¯
we obtain
q¯ + Ê1E¯1 − Ĥ2H¯2 = 0, iÊ1v¯1 + τE¯2 = 0, Ĥ2v¯1 + E¯3 = 0. (148)
It follows from (104) and (105) that
ξpq¯ + τ
(
ρˆhˆΓ̂ +
Ĥ23
Γ̂
)
v¯1 = 0, ξvE¯3 = τH¯2, iE¯2 = ξvE¯1. (149)
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The algebraic system (148), (149) has a nonzero solution (q¯, v¯1, E¯) if
τ2
√
1 + τ2 = ℓ
(
Ê21 − Ĥ22(1 + τ2)
)√
1 + rτ2 (150)
(we omit intermediate simple calculations) or G(y) = 0, where y = τ2 and
G(y) = y
√
1 + y − ℓ(Ê21 − Ĥ22(1 + y))√1 + ry.
If Ê21 > Ĥ22, then G(0) < 0 and G(y∗) > 0, where y∗ = (Ê21/Ĥ22) − 1 > 0 (recall that we
consider the case Ĥ2 6= 0). Hence, if
Ê21 > Ĥ22, (151)
then equation (150) has an “unstable” root τ > 0, i.e., problem (104)–(107) is ill-posed. If
Ê21 ≤ Ĥ22, (152)
at least for r → 1 it is easy to see that equation (150) has only roots with ℜ τ = 0. That is,
again the Kreiss-Lopatinski can be satisfied only in a weak sense.
For the particular case under consideration, µ = |Ê1 − vˆ3Ĥ2|. In Section 6 we could not
unfortunately concretize how small should be µ to guarantee the fulfillment of (126). Clearly,
if Ê1 is close to vˆ3Ĥ2, then (126) holds. If, for example, vˆ3 = 1/2, we see that the condition
Ê1 ≈ vˆ3Ĥ2 is more restrictive than (152). In general, if Ê1 is close to vˆ3Ĥ2, the instability
condition (151) is violated.
8 Variable coefficients analysis
The principal difference of the derivation of estimate (102) for the variable coefficients case in
comparison with the constant coefficients one is the appearance of additional “not dangerous”
lower-order terms and the fact that the usage of spaces Hm∗ is a principal point.
7 We now give
short comments about the adaptation of arguments from Section 6 to the variable coefficients
problem (94)–(97).
First of all, for problem (94)–(97) we can easily get estimates (130)–(132), (134)–(136), where
now Un = (q, vN ,HN ). For example, the usage of the norms of H
1
∗ in the right-hand side of
(134) is really necessary because the boundary matrix JTÂ1J = E12 + N (see (35), (37)) and
we can guarantee that the matrix N is zero only on the boundary: N|x1 = 0. Concerning the
preparatory estimate (137), by virtue (100), (101) and assumption (58), we can also obtain it
because now in (116), (118) we just have additional zero-order terms in ϕ and should replace
H1 by HN , H1 by HN , and v1 by vN .
7For the constant coefficients problem we could estimate the “plasma” unknown U in the norm ‖U‖H1
tan
=
‖U‖L2 + ‖∂tU‖L2 + ‖∂2U‖L2 + ‖∂3U‖L2 .
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Using (99), we get system (86) for V and our choice is again (112) (but now vˆj are not
constants). Then, we deduce the following energy inequality for ∂αU and ∂αV with α = 0, 2, 3:
Iα(t) + 2
∫
∂Ωt
Qα dx′ds ≤ C
{
[F ]21,∗,T + [U ]
2
1,∗,t + ‖V ‖2H1(Ωt)
}
, (153)
where Iα were determined just after (115) and
Qα = 1
2
(B̂1∂αV, ∂αV )|x1=0 −
1
2Γ̂
(Â1∂αU, ∂αU)|x1=0
=
1
2
(B̂1∂αV, ∂αV )|x1=0 − ∂αq ∂αvN |x1=0.
We first calculate the quadratic form Q determined in Section 6 (see (113)):
Q = {vˆ2H1H2 + vˆ3H1H3 + (vˆ2∂2ϕˆ+ vˆ3∂3ϕˆ)H21 + . . . − qvN}∣∣x1=0 .
This is a point when we have to perform big technical calculations. Omitting these rather long
calculations which are really straightforward, we obtain
Q = µˆ {EN∂tϕ+ (Hτ2 + κE3)∂3ϕ− (Hτ3 − κE2)∂2ϕ}|x1=0 + l.o.t.,
where l.o.t. is the sum of lower-order terms like [∂1qˆ] vN |x1=0 ϕ. While obtaining the above
formula for Q we used assumptions (45), the boundary conditions (96) and (101). Taking into
account the equation
∂te−∇− ×H+ κ ∂1e+B(ϕˆ)e = 0
following from (95) and applying the second equation in (99), we rewrite Q as follows:
Q = ∂t (µˆϕEN |x1=0) + ∂2 (µˆϕ(κE2 −Hτ3)|x1=0) + ∂3 (µˆϕ(Hτ2 + κE3)|x1=0) + l.o.t.
Then we have∫
∂Ωt
Qα dx′ ds =
∫
R2
µˆ∂αϕ∂αEN |x1=0 dx′ +
∫
∂Ωt
(l.o.t.) dx′ds, (154)
where l.o.t. is the sum of lower-order terms like
cˆ ∂αvN |x1=0∂αϕ, cˆ ∂αq|x1=0∂αϕ, cˆ ∂αHj|x1=0∂αϕ, cˆ ∂αEj |x1=0∂αϕ,
etc., here and below cˆ is the common notation of a coefficient depending on the basic state (42).
By using the variable coefficients counterparts of (116) and (118) (where we have additional
zero-order terms in ϕˆ; H1 is replaced by HN , etc.), we reduce the lower-order terms above to
those like
cˆ HN∂αvN |x1=0, cˆHN∂αHj|x1=0, cˆ HN∂αEj |x1=0, cˆHN∂αq|x1=0,
etc., or even “better” terms like cˆϕ∂αEj |x1=0. By integration by parts such “better” terms can
be reduced to the above ones and terms like cˆϕEj |x1=0. Actually, if α = 0, then the integration
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by parts leads to the appearance of terms in the form ∂t(· · · ) which do not disappear after the
integration over the domain ∂Ωt. In this case we use the Young inequality (see explanations
below).
We treat the terms like cˆ HN∂αvN |x1=0 by passing to the volume integral and integrating
by parts (the only difference from the analogous manipulation in Section 6 is the appearance of
variable coefficients):∫
∂Ωt
cˆ HN∂αvN |x1=0 dx′ ds = −
∫
Ωt
∂1
(
c˜HN∂αvN
)
dxds
=
∫
Ωt
{
c˜∂αHN∂1vN + (∂αc˜)HN∂1vN − c˜∂1HN∂αvN − (∂1c˜)HN∂1vN
}
dxds
−
∫
Ωt
∂α
(
c˜HN∂1vN
)
dxds,
where c˜|x1=0 = cˆ. If α = 2 or α = 3 the last integral above is equal to zero. But for α = 0 we
have:
−
∫
Ωt
∂s
(
c˜HN∂1vN
)
dxds = −
∫
R3
+
c˜HN∂1vNdxds.
Using the Young inequality, (132) and (134) (with Un = (q, vN ,HN )), we estimate the last
integral as follows:
−
∫
R3
+
c˜HN∂1vN dx ≤ C
{
[F ]21,∗,T + ε˜ |||U(t)|||21,∗ +
1
ε˜
[U ]21,∗,t
}
,
where ε˜ is a small positive constant. Concerning the lower-order terms cˆϕEj |x1=0, cˆϕHN |x1=0,
etc., we treat them by using the trace theorems in H1 and H1∗ .
If α = 2 or α = 3, we apply to the boundary integral in (154) the same arguments as for
the last integral there and take into account (130)–(132), (134)–(137). If α = 0, we first use the
variable coefficients counterparts of (118), (119) and then apply the same arguments as for the
cases α = 2 and α = 3. In particular, for variable coefficients in (119) we have EN instead of
E1, Hτ2 instead of H2, and Hτ3 instead of H3.
Thus, choosing ε˜ and the constant ε from the variable coefficients counterpart of (128) to be
small enough, we finally get inequality (138), provided that the constant µ∗ from Theorem 4.1
is also small enough.8 Then, applying Gronwall’s lemma, we derive the desired a priori estimate
(102). We did not discuss assumption (43), but we can carefully check that this assumption
on the coefficients is indeed optimal. In this connection, we refer to [24] where the analogous
assumption appeared for the linearized problem for current-vortex sheets.
8Actually, for variable coefficients the less restrictive sufficient stability condition is the same as in (126). The
only difference is that coefficients of A and Q are now functions depending on Û and V̂ .
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9 Concluding remarks
We have derived a basic a priori estimate for the linearized plasma-vacuum interface problem
in RMHD under a sufficient stability condition. This condition precludes the violent instability
of planar relativistic plasma-vacuum interfaces. We have also proved that, unlike the situation
for fluid-vacuum free boundaries [12, 27] and nonrelativistic plasma-vacuum interfaces [28], the
constant coefficients linearized plasma-vacuum problem in RMHD can be ill-posed due to a large
enough vacuum electric field, i.e., Kelvin-Helmholz instability can really occur.
In the basic a priori estimate (60) obtained for the variable coefficients linearized problem we
have a loss of derivatives from the source terms to the solution. Therefore, we plan to prove the
existence of solutions to the original nonlinear problem by a suitable Nash-Moser-type iteration
scheme. We suppose that the scheme of the proof will be really similar to that in [6, 26, 27].
The important point in this direction is the derivation of a so-called tame estimate for solutions
(U˙ , V˙ , ϕ) of the linearized problem in Hs∗(ΩT )×Hs(ΩT )×Hs(∂ΩT ) for s large enough.
In this paper we restricted ourselves to the case of special relativity. At first sight, to cover
general relativity we could try to follow a scheme proposed in [27] for the fluid-vacuum problem.
Namely, in [27] we proposed to resolve the matter equations by Nash-Moser iterations whereas
at each Nash-Moser iteration step we find the metric from the Einstein equations by Picard
iterations. It is quite possible that such a scheme of the proof of the existence of solutions to the
nonlinear problem could work (however, we are not yet absolutely sure in success even for the
general relativistic fluid-vacuum problem), but it is still unclear how to prove the uniqueness of
a solution.
The point is that to prove uniqueness we have to derive an priori estimate for the linearized
problem with all the lower-order terms. It means that we have to pass to the Alinhac’s “good
unknown” even in the linearized Einstein equations written in the form of a symmetric hyperbolic
system [18]. That is the linear boundary conditions [∂γgαβ ] = 0 for the metric g (see [27]) after
the passage to the “good unknown” g˙αβ become
[∂γ g˙αβ ] = −ϕ[∂1∂γ gˆαβ],
where gˆαβ is an “unperturbed” metric and [·] denotes a jump at x1 = 0. The right-hand sides in
the above boundary conditions can be nonzero and the fact that for the fluid-vacuum problem
the symbol associated to the free surface is not elliptic prevents obtaining the a priori estimate.
It is astonishing that for the general relativistic plasma-vacuum interface problem we do
not have such a difficulty at all because there is a natural stabilizing physical mechanism. This
mechanism is the magnetic field (!). Indeed, under assumption (58) the interface symbol is elliptic
and, therefore, the lower-order terms appearing in the boundary conditions for the metric g after
the passage to the “good unknown” are not dangerous anymore. Thus, in the future after the
proof of a nonlinear existence theorem for problem (8), (10), (13), (14), (17), (18) we hope to
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extend this result to the general relativistic version of this problem.
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