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SIMPLICITY OF SKEW INVERSE SEMIGROUP RINGS
WITH APPLICATIONS TO STEINBERG ALGEBRAS
AND TOPOLOGICAL DYNAMICS
VIVIANE BEUTER, DANIEL GONÇALVES, JOHAN ÖINERT, AND DANILO ROYER
Abstract. Given a partial action pi of an inverse semigroup S on a ring A one may construct
its associated skew inverse semigroup ring A ⋊pi S. Our main result asserts that, when A is
commutative, the ring A⋊pi S is simple if, and only if, A is a maximal commutative subring of
A⋊pi S and A is S-simple. We apply this result in the context of topological inverse semigroup
actions to connect simplicity of the associated skew inverse semigroup ring with topological
properties of the action. Furthermore, we use our result to present a new proof of the simplicity
criterion for a Steinberg algebra AR(G) associated with a Hausdorff and ample groupoid G.
1. Introduction
The notion of a partial action of a group on a C*-algebra, and the construction of its associated
crossed product C*-algebra (initially introduced by Exel [18]), is a key ingredient in the study of
many C*-algebras, e.g. Cuntz-Krieger algebras [20], Cuntz-Li algebras [5], graph C*-algebras [8],
ultragraph C*-algebras [28, 29], and algebras associated with Bratteli diagrams [23, 26], to name
a few.
In a purely algebraic context, partial skew group rings were introduced by Dokuchaev and Exel
[16] as a generalization of classical skew group rings and as an algebraic analogue of partial crossed
product C*-algebras. The theory of partial skew group rings, which is still quite young, is less
developed than its analytical counterpart, but it has evolved quickly in recent years. In particular
many important algebras, such as Leavitt path algebras [27] and ultragraph Leavitt path algebras
[30], can be realized as partial skew group rings and general results about the theory, as the ones in
[3, 17, 24, 25, 32], have been applied to study these algebras (see [15] for a comprehensive overview
of developments in the theory of partial actions). This recent development of the area indicates
that the theory of non-commutative rings may benefit from the theory of partial skew group rings.
In this article we shall be concerned with skew inverse semigroup rings. This class of rings was
introduced by Exel and Vieira (see e.g. [4, 22]) and generalizes the class of partial skew group rings
(see [22, Theorem 3.7]). Our interest to study this class of rings comes from its connections with
topological dynamics (see Section 4), and the fact that any Steinberg algebra, associated with a
Hausdorff and ample groupoid, can be realized as a skew inverse semigroup ring (see [4]). Recall
that Steinberg algebras were introduced by Steinberg in [33] and, independently, by Clark et al.
in [13] (see Section 5 for the definition). They are ”algebraisations” of Renault’s C*-algebras of
groupoids. Lately, Steinberg algebras have attracted a lot of attention, partly since they include
all Kumjian-Pask algebras of higher-rank graphs introduced in [1] and therefore also all Leavitt
path algebras. For some examples of the theory of Steinberg algebras, we refer the reader to
[9, 11, 14, 34].
The interplay between topological dynamics and crossed products algebras is a driving force in
the field of C*-algebras and has motivated the study of relations between topological dynamics
and purely algebraic objects (as Steinberg algebras). By applying our main results we can describe
connections between simplicity of the skew inverse semigroup ring associated with a topological
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partial action and topological properties of the action. The techniques we employ here are quite
different from the ones used in [25].
This article is organized as follows. In Section 2, we recall some important properties of partial
actions of inverse semigroups and the construction of the skew inverse semigroup ring. For the
latter a quotient by an ideal, which we denote by N , is necessary. We provide a description of
this ideal in Lemma 2.3. In Section 3, we define the diagonal of A ⋊pi S, denoted by D, which
is isomorphic to A (see Proposition 3.1). Furthermore, we prove our main result, which yields
a complete characterization of simplicity of skew inverse semigroup rings in the case when A is
commutative (see Theorem 3.7). In Section 4 we apply our result in the context of topological
dynamics: Given an topological partial action of an inverse semigroup on a zero-dimensional locally
compact Hausdorff space, we show that the associated skew inverse semigroup ring is simple if,
and only if, the action is minimal, topologically principal and a certain condition on the existence
of functions with non-empty support in ideals of the skew inverse semigroup ring holds. (The
aforementioned condition has the same flavour as the one presented in [12] for groupoids. We
were not aware of the work in [12] while developing Section 4.) Finally, in Section 5, based on the
above mentioned work of Beuter and Gonçalves [4], we apply our main result to get a new proof
of the simplicity criterion for a Steinberg algebra AR(G) associated with a Hausdorff and ample
groupoid G (see Theorem 5.3).
2. Preliminaries
2.1. Inverse semigroups and their partial actions. Throughout this article S will denote
an inverse semigroup. Recall that this means that S is a semigroup such that for each element
s ∈ S there is a unique element s∗ ∈ S satisfying ss∗s = s and s∗ss∗ = s. We denote by
E(S) = {e ∈ S | e2 = e} the set of idempotents of S. E(S) is a commutative sub-inverse
semigroup of S and it is moreover a lattice under the partial order: e ≤ f if and only if e = ef .
This partial order can be extended to S by putting
s ≤ t ⇐⇒ s = ts∗s ⇐⇒ s = ss∗t,
for any s, t ∈ S. Products and inverses in S are preserved by this partial order in the sense that
• if s ≤ t and u ≤ v, then su ≤ tv;
• if s ≤ t, then s∗ ≤ t∗.
It is easy to see that es ≤ s and se ≤ s, for any s ∈ S and e ∈ E(S). In particular, if S is unital
then e ≤ 1, for any e ∈ E(S).
We now introduce the type of partial action that we shall be concerned with in this article.
Definition 2.1. A partial action of an inverse semigroup S on a ring A is a collection of ideals
{Ds}s∈S of A and ring isomorphisms {πs : Ds∗ → Ds}s∈S such that, for any s, t ∈ S, the following
three assertions hold:
(i) A, viewed as an additive group, is generated by the set
⋃
e∈E(S)De;
(ii) πs(Ds∗ ∩Dt) = Ds ∩Dst;
(iii) πs(πt(x)) = πst(x), for all x ∈ Dt∗ ∩Dt∗s∗ .
The following proposition shows how Definition 2.1 is related to e.g. [4, Definition 2.4] and [7,
Definition 3.3].
Proposition 2.2. Let ({πs}s∈S, {Ds}s∈S) be a partial action of S on a ring A, as defined in
Definition 2.1. The following assertions hold:
(a) Ds ⊆ Dss∗ , for any s ∈ S;
(b) πe = idDe , for any e ∈ E(S);
(c) π−1s = πs∗ , for any s ∈ S;
(d) Let s, t ∈ S. If s ≤ t, then Ds ⊆ Dt;
(e) Let s, t ∈ S. If s ≤ t, then πs(x) = πt(x), for all x ∈ Ds∗ .
(f) If S is unital, then D1 = A and π1 = idA;
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Proof. (a): From Definition 2.1(ii) we get that
Ds = πs(Ds∗ ∩Ds∗) = Ds ∩Dss∗ ⊆ Dss∗ .
(b): Notice that e = e∗ for each e ∈ E(S). Take any x ∈ De∗ ∩ D(e∗)2 = De∗ = De. By
Definition 2.1(iii) we get that
πe(πe(x)) = πe2(x) = πe(x)
which shows that πe = idDe .
(c): Take any x ∈ Ds. By (a) we get that x ∈ Dss∗ = D(ss∗)∗ and hence, by Definition 2.1(iii),
we may write
πs(πs∗(x)) = πss∗(x).
Using the fact that ss∗ ∈ E(S) we get, by (b), that πs(πs∗(x)) = x. Analogously one may show
that πs∗(πs(x)) = πs∗s(x) = x, for all x ∈ Ds∗ . This shows that π−1s = πs∗ .
(d): Take any y ∈ Ds. Put x = π
−1
s (y) ∈ Ds∗ . Using that s ≤ t we get that s = ts
∗s. By (a)
we notice that x ∈ Ds∗ ∩Ds∗s = D(ts∗s)∗ ∩D(s∗s)∗ . Hence, using Definition 2.1(iii) we get that
y = πs(x) = πts∗s(x) = πt(πs∗s(x)) ∈ Dt.
This shows that Ds ⊆ Dt.
(e): We have that s∗ ≤ t∗ and by (d) we get that Ds∗ ⊆ Dt∗ .Moreover, s = ts
∗s and s∗ = s∗st∗.
For every x ∈ Ds∗ we have that x ∈ Ds∗s ∩Ds∗st∗ . Hence, by Definition 2.1(iii), we conclude that
πs(x) = πts∗s(x) = πt(πs∗s(x)) = πt(x).
(f): We know that if S is unital, then e ≤ 1 for every e ∈ E(S). By (a) we get that Ds ⊆ Dss∗ ⊆
D1. Hence, Definition 2.1(i) yields that A = D1 and by (b) we get that π1 = idA . 
2.2. The skew inverse semigroup ring. Given a partial action ({πs}s∈S , {Ds}s∈S) of S on a
ring A, the construction of the corresponding skew inverse semigroup ring is done in three steps.
(1) First we consider the set
L =
{
finite∑
s∈S
asδs
∣∣∣ as ∈ Ds
}
where δs, for s ∈ S, is a formal symbol. We equip L with component-wise addition and
with a multiplication defined as the linear extension of the rule
(asδs)(btδt) = πs(πs∗(as)bt)δst.
If we assume that A is associative, which we will, then using the assumption that A and
each Ds, s ∈ S, have local units
1 one can show that L is an associative ring (see [22,
Theorem 3.4]).
(2) Then, we consider the ideal
N = 〈aδr − aδs | r, s ∈ S, r ≤ s and a ∈ Dr〉,
i.e. N is the ideal of L generated by all elements of the form aδr − aδs, where r ≤ s and
a ∈ Dr. (Notice that a ∈ Ds, by Proposition 2.2(d).)
(3) Finally, we define the corresponding skew inverse semigroup ring, which we denote by
A⋊pi S, as the quotient ring L/N . Elements of A⋊pi S will be written as x, where x ∈ L.
It is not difficult to see that the construction of L yields a ring which is a generalization of a
partial skew group ring [16]. But in fact, one can also show that even A⋊pi S is a generalization
of a partial skew group ring. Indeed, given a partial skew group ring A⋆αG one may define Exel’s
semigroup SG (see e.g. [19]) associated with the group G and construct a certain skew inverse
semigroup ring A⋊pi SG which is isomorphic to A ⋆α G (see [22, Theorem 3.7]).
Next we describe the ideal N which was used above to define A⋊pi S.
1Recall that a ring R is said to have local units if, for every finite subset F of R, there exists an idempotent
f ∈ R such that F ⊆ fRf . In this case, x = fx = xf holds for each x ∈ F and the element f will be referred to as
a local unit for the set F .
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Lemma 2.3. The ideal N is equal to the additive group generated by the set {aδr − aδs | r, s ∈
S, r ≤ s and a ∈ Dr}.
Proof. It is enough to show that for r, s, t, u ∈ S with r ≤ s, and a ∈ Dr, b ∈ Dt, c ∈ Du, it holds
that the elements bδt(aδr−aδs), (aδr−aδs)cδu and bδt(aδr−aδs)cδu are all of the form xδv−xδw
for some v, w ∈ S and x ∈ Dv, such that v ≤ w. Notice that
bδt(aδr − aδs) = bδtaδr − bδtaδs = πt(πt∗(b)a)δtr − πt(πt∗(b)a)δts
and, since tr ≤ ts, we are done in this case.
In the next case we get
(aδr − aδs)cδu = πr(πr∗(a)c)δru − πs(πs∗(a)c)δsu.
Using that r ≤ s we get that r∗ ≤ s∗ and ru ≤ su. By Proposition 2.2(e), πr∗(a) = πs∗(a) and
πr(πr∗(a)c) = πr(πs∗(a)c) = πs(πs∗(a)c) and hence the desired conclusion follows.
Finally, notice that bδt(aδr − aδs)cδu is of the form (xδtr − xδts)cδu by the first case, and now,
by the second case, (xδtr − xδts)cδu has the desired form. 
Remark 2.4. Let s, t ∈ S. Notice that if s ≤ t and a ∈ Ds, then aδs = aδt.
Just as for the skew group rings, we may define an additive map τ : L → A defined by
τ
(∑
s∈S
asδs
)
=
∑
s∈S
as.
Remark 2.5. By Lemma 2.3, we have that τ(N ) = {0} and hence we get a well-defined additive
map τ˜ : A⋊pi S → A defined by τ˜ (x) = τ(x), for x ∈ L.
Lemma 2.6. Let H ⊆ L be the set of all homogeneous elements of L, that is, H = {asδs | s ∈
S and as ∈ Ds}. Then H ∩ N = {0}.
Proof. Take x ∈ H ∩ N . Then x = asδs for some s ∈ S and as ∈ Ds. By applying τ on x we get
that as = τ(asδs) = τ(x) = 0, where the last equality follows from Lemma 2.3. This shows that
x = 0. 
3. Simplicity of skew inverse semigroup rings
Throughout this section we shall make the following assumption: Any given partial action
({πs}s∈S, {Ds}s∈S) of S on a ring A has the property that A and each ideal Ds, for s ∈ S, have
local units.
We define the diagonal of A⋊pi S as the following set:
D =
{
n∑
i=1
aiδei
∣∣∣ n ∈ Z+, ei ∈ E(S), ai ∈ Dei
}
.
Proposition 3.1. Let A be a commutative and associative ring. Then A is embedded in A⋊pi S
and is isomorphic to D, which is a commutative subring of A⋊pi S.
Proof. It is easy see that D is a subring of A⋊pi S because, by Proposition 2.2(b),(
n∑
i=1
aiδei
) m∑
j=1
bjδfj
 = n∑
i=1
m∑
j=1
aibjδeifj ∈ D.
Commutativity of D follows from the fact that A and E(S) are commutative.
Next we show that D is isomorphic to A. Notice that, by Definition 2.1(i), given a ∈ A we
can write a =
∑n
i=1 aei , where n ∈ Z+, ei ∈ E(S), and aei ∈ Dei for each i ∈ {1, . . . , n}. Let
φ : A → D be the map defined by
φ(a) =
n∑
i=1
aeiδei ,
for a =
∑n
i=1 aei ∈ A. Clearly, φ is additive.
SIMPLICITY OF SKEW INVERSE SEMIGROUP RINGS 5
We prove by induction that φ is well-defined. More precisely, we will show that if
∑n
i=1 aei = 0
for n ∈ Z+, ei ∈ E(S), and aei ∈ Dei for i ∈ {1, . . . , n}, then
∑n
i=1 aeiδei = 0.
If ae1 = 0, then clearly ae1δe1 = 0. Let n ∈ Z+ be arbitrary. As our induction hypothesis,
suppose that if
∑n
i=1 aei = 0, then
∑n
i=1 aeiδei = 0.
Now, let f ∈ E(S), af ∈ Df , and suppose that af +
∑n
i=1 aei = 0. Let u ∈ A be a local unit
for af , ae1 , . . . , aen , and let uf ∈ Df be a local unit for af . Then
0 = (u− uf)
(
af +
n∑
i=1
aei
)
= uaf − ufaf + (u− uf)
(
n∑
i=1
aei
)
= af − af + (u − uf)
(
n∑
i=1
aei
)
=
n∑
i=1
(u− uf )aei .
By the induction hypothesis, we conclude that
∑n
i=1 (u− uf )aeiδei = 0. Using this, together
with Remark 2.4 and the fact that fei ≤ ei and fei ≤ f , and hence Dfei = Df ∩ Dei , for each
i ∈ {1, . . . , n}, we get that
n∑
i=1
aeiδei =
n∑
i=1
ufaeiδei =
n∑
i=1
ufaeiδfei =
n∑
i=1
ufaeiδf
=
(
n∑
i=1
ufaei
)
δf =
(
uf
n∑
i=1
aei
)
δf = (uf (−af ))δf = −afδf .
Therefore,
aδf +
n∑
i=1
aeiδei = 0,
proving that φ is well-defined.
Clearly, φ is onto and multiplicative (using Proposition 2.2(b)) and thus a surjective ring mor-
phism. Now, consider the map τ˜ which was defined in Remark 2.5. Notice that
τ˜ ◦ φ
(
n∑
i=1
aei
)
= τ˜
(
n∑
i=1
aeiδei
)
=
n∑
i=1
aei ,
that is, τ˜ ◦ φ = idA, and hence φ is injective. 
Remark 3.2. Suppose that S is unital, with identity element 1 ∈ S. In this case, if e ∈ E(S),
then e ≤ 1, and therefore for each a ∈ De we have aδe = aδ1. Hence, Aδ1 = D.
It does not make sense to speak of the support-length of an element in the quotient ring
A⋊pi S. However, given any element a ∈ A⋊pi S we may speak of the minimal support-length of
a representative of a, i.e. an element x ∈ L such that a = x. We make the following definition.
Definition 3.3. For each non-zero a ∈ A⋊pi S we define the number
n(a) = min
{
|F |
∣∣∣ a =∑
s∈F
asδs and as 6= 0 for all s ∈ F
}
,
where |F | denotes the cardinality of the finite set F.
Our goal is to give a characterization of simplicity for skew inverse semigroup rings A⋊pi S in
the case when A is commutative (see Theorem 3.7). By Proposition 3.1, the ring A is isomorphic
to D which is a subring of A ⋊pi S. Therefore, we will identify A with D and use A and D
interchangeably.
Recall that the centralizer of a non-empty subset M of a ring R, denoted by CR(M), is the set
of all the elements of R that commute with each element of M . If CR(M) = M holds, then M is
said to be maximal commutative in R. Notice that a maximal commutative subring is necessarily
commutative.
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Theorem 3.4. Let A be an associative and commutative ring. Then A is a maximal commutative
subring of A⋊pi S if, and only if, J ∩ A 6= {0} for each non-zero ideal J of A⋊pi S.
Proof. We first show the ”if” statement. To this end, suppose that A ∼= D is not a maximal
commutative subring of A⋊pi S. We now wish to conclude that there is some non-zero ideal J of
A⋊pi S such that J ∩ D = {0}.
Let c =
∑
s∈F
csδs ∈ (A ⋊pi S) \ D be an element which commutes with all the elements of D.
Since c commutes with aδe, for each e ∈ E(S) and a ∈ De, we get that∑
s∈F
acsδes =
∑
s∈F
πs(πs∗(cs)a)δse,
and hence ∑
s∈F
acsδes −
∑
s∈F
πs(πs∗(cs)a)δse ∈ N .
Using that τ(N ) = {0} we get that
(1)
∑
s∈F
(acs − πs(πs∗(cs)a)) = 0.
Notice that x :=
∑
s∈F
csδss∗−
∑
s∈F
csδs 6= 0. Otherwise we would have c =
∑
s∈F
csδs =
∑
s∈F
csδss∗ ∈ D.
Now, let J be the non-zero ideal of A⋊pi S generated by the element x. Each element of J is a
finite sum of elements of the form auδuxavδv, auδux and xavδv for u, v ∈ S and au ∈ Du, bv ∈ Dv.
By Proposition 2.2(b) and the fact that ss∗ ∈ E(S) we notice that
auδuxavδv = auδu
(∑
s∈F
csδss∗ −
∑
s∈F
csδs
)
avδv
=
∑
s∈F
πu(πu∗(au)csav)δuss∗v −
∑
s∈F
πu(πu∗(au)πs(πs∗(cs)av))δusv,
and hence, by Equation (1), we get that
τ˜
(
auδuxavδv
)
=
∑
s∈F
πu(πu∗(au)csav)−
∑
s∈F
πu(πu∗(au)πs(πs∗(cs)av))
= πu
(
πu∗(au)
∑
s∈F
(csav − πs(πs∗(cs)av))
)
= 0.
Analogously, one may show that τ˜(auδux) = 0 and τ˜ (xavδv) = 0. This shows that τ˜ (J ) = {0}.
Take any y ∈ J ∩ D. Then y =
∑n
i=1 aiδei , for some n ∈ Z+ and ei ∈ E(S), ai ∈ Dei for
i ∈ {1, . . . , n}. Notice that
n∑
i=1
ai = τ
(
n∑
i=1
aiδei
)
= τ˜(y) = 0.
Hence y = 0 (for the same reason that φ is well-defined in Proposition 3.1). We now conclude that
J ∩ D = {0}.
Now we show the ”only if” statement. Suppose that D ∼= A is a maximal commutative subring
of A⋊pi S. Let J be a non-zero ideal of A⋊pi S. Take x ∈ J \ {0} such that n(x) = min{n(y) |
y ∈ J \ {0}} and write x =
∑
s∈F
xsδs, where |F | = n(x). Choose some h ∈ F, and let 1h ∈ Dh be
a local unit for xh. By Proposition 2.2(a), 1h ∈ Dhh∗ . Notice that
1hδhh∗x = xhδh +
∑
s∈F\{h}
1hxsδhh∗s.
Using that hh∗s ≤ s, for each s ∈ S, we get that 1hxsδhh∗s = 1hxsδs and hence
1hδhh∗x = xhδh +
∑
s∈F\{h}
1hxsδs.
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Let y = x− 1hδhh∗x =
∑
s∈F\{h}
(1hxs − xs)δs and notice that y ∈ J . Using that n(x) is minimal
and y ∈ J we conclude that y = 0. Thus, we have that
∑
s∈F\{h}
1hxsδs =
∑
s∈F\{h}
xsδs and hence
x = xhδh +
∑
s∈F\{h}
1hxsδs.
In particular, 1hδhh∗ x = x 6= 0 and, since 1hδhh∗ x = 1hδh πh∗(1h)δh∗ x, we have that
πh∗(1h)δh∗ x 6= 0. Let z = πh∗(1h)δh∗ x ∈ J and notice that z is non-zero and that
z = πh∗(1h)δh∗x = πh∗(xh)δh∗h +
∑
s∈F\{h}
πh∗(1h)δh∗xsδs
= πh∗(xh)δh∗h +
∑
s∈F\{h}
πh∗(1hxs)δh∗s.
Now, let aδe ∈ D be arbitrary and consider the element p = aδe · z − z · aδe ∈ J . We have that
p = aπh∗(xh)δehh∗+
∑
s∈F\{h}
aπh∗(1hxs)δeh∗s−πh∗(xh)aδhh∗e−
∑
s∈F\{h}
πh∗s(πs∗h(πh∗(1hxs))a)δh∗se.
Since A and E(S) are commutative, we have that
p =
∑
s∈F\{h}
aπh∗(1hxs)δeh∗s −
∑
s∈F\{h}
πh∗s(πs∗h(πh∗(1hxs))a)δh∗se.
Using that eh∗s ≤ h∗s and h∗se ≤ h∗s, we have that
p =
∑
s∈F\{h}
aπh∗(1hxs)δh∗s −
∑
s∈F\{h}
πh∗s(πs∗h(πh∗(1hxs))a)δh∗s.
Hence, n(p) < n(x) and by the minimality of n(x) we conclude that p = 0.
But this implies that aδe · z = z · aδe. Therefore
n∑
i=1
aiδei · z = z ·
n∑
i=1
aiδei ,
for all
∑n
i=1 aiδei ∈ D. Since D
∼= A is maximal commutative, we get that z ∈ D. We conclude
that J ∩ D 6= {0}. 
Corollary 3.5. Let A be an associative and commutative ring. If A⋊pi S is simple, then A is a
maximal commutative subring of A⋊pi S.
Recall that an ideal I of A is S-invariant if πs(I ∩Ds∗) ⊆ I holds for each s ∈ S. The ring A
is said to be S-simple if A has no non-zero S-invariant proper ideal.
Proposition 3.6. Let A be an associative ring. If A⋊pi S is simple, then A is S-simple.
Proof. Let I be a non-zero S-invariant ideal of A. Define the set
H =
{∑
s∈S
asδs ∈ A⋊pi S
∣∣∣ as ∈ I ∩Ds, s ∈ S
}
.
Notice that H 6= {0}. Indeed, let a ∈ I be non-zero and let u ∈ A be a local unit for a. By
Definition 2.1(i) there are idempotents e1, . . . , en ∈ E(S) such that u =
∑n
i=1 ui, with ui ∈ Dei
for i ∈ {1, . . . , n}. Clearly,
0 6= a = ua =
n∑
i=1
uia.
Using that I is an ideal of A, we get that uia ∈ I∩Dei for i ∈ {1, . . . , n}, and hence
∑n
i=1 uiaδei ∈
H. Let φ denote the ring isomorphism from the proof of Proposition 3.1. Using that a 6= 0, we get
that
∑n
i=1 uiaδei = φ(
∑n
i=1 uia) = φ(a) 6= 0.
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Moreover, H is a left ideal of A ⋊pi S. Indeed, if arδr ∈ A ⋊pi S and as ∈ I ∩ Ds then
(arδr)(asδs) = πr(πr∗(ar)as)δrs. Since I is S-invariant, πr(πr∗(ar)as) ∈ I, and from the definition
of a partial action we get that πr(πr∗(ar)as) ∈ Drs. Hence, arδrasδs ∈ H.
Similarly, H is a right ideal of A⋊pi S and hence, by the simplicity of A ⋊pi S, we obtain that
H = A ⋊pi S. From the definition of H we immediately see that τ˜ (H) ⊆ I, and from what was
done above, τ˜(H) = τ˜ (A⋊pi S) = A. Thus, I = A and therefore A is S-simple. 
We are now ready to state and prove the main result of this article.
Theorem 3.7. If A is an associative and commutative ring, then the following two assertions are
equivalent:
(i) The skew inverse semigroup ring A⋊pi S is simple;
(ii) A is S-simple, and A ∼= D is a maximal commutative subring of A⋊pi S.
Proof. (i)⇒(ii): This follows from Corollary 3.5 and Proposition 3.6.
(ii)⇒(i): Let J be a non-zero ideal of A⋊pi S. By Theorem 3.4, J ∩ D 6= {0}.
Put K = J ∩ D and K′ = φ−1(K), where φ : A → D is the ring isomorphism from Proposi-
tion 3.1. Clearly, K′ is a non-zero ideal of A. Now we show that K′ is S-invariant.
Take an arbitrary s ∈ S and an arbitrary as ∈ K′∩Ds. Pick a local unit 1s for as in Ds. By the
definition of A there are idempotents e1, . . . , en ∈ S, and elements aei ∈ Dei , for i ∈ {1, . . . , n},
such that as =
∑n
i=1 aei and φ(as) =
∑n
i=1 aeiδei ∈ K. We notice that
πs∗(1s)δs∗ ·
n∑
i=1
aeiδei · 1sδs = πs∗(1s)δs∗ ·
n∑
i=1
aeiδei · 1sδs =
n∑
i=1
πs∗(1saei)δs∗ei · 1sδs
s∗ei≤s
∗
=
n∑
i=1
πs∗(1saei)δs∗ · 1sδs =
n∑
i=1
πs∗(1saei1s)δs∗s
= πs∗
(
1s
(
n∑
i=1
aei
)
1s
)
δs∗s = πs∗(as)δs∗s
is in J ∩ A = K and hence πs∗(as) = φ−1(πs∗(as)δs∗s) ∈ K′. Therefore K′ is S-invariant. Using
that A is S-simple we conclude that K′ = A.
Now, consider the arbitrary element asδs ∈ A⋊pi S. By letting 1s be a local unit for as in Ds,
we have that 1s ∈ A = K′. Hence there are idempotents f1, . . . , fm ∈ E(S) and uj ∈ Dfj , for
j ∈ {1, . . . ,m}, such that 1s =
∑m
j=1 uj ∈ K
′ and φ(1s) =
∑m
j=1 ujδfj ∈ K ⊆ J . Thus,
asδs = 1sasδs =
 m∑
j=1
uj
 asδs = m∑
j=1
ujasδs
fjs≤s
=
m∑
j=1
ujasδfjs
=
 m∑
j=1
ujδfj
 (asδs) =
 m∑
j=1
ujδfj
 asδs ∈ J .
This shows that A⋊pi S = J as desired. 
4. An application to topological dynamics
In this section we will apply our main results and connect topological properties of a partial ac-
tion of an inverse semigroup S on a topological space X with algebraic properties of the associated
skew inverse semigroup ring Lc(X)⋊α S.
Definition 4.1. A topological partial action of an inverse semigroup S on a locally compact
Hausdorff space X is a collection of open sets {Xs}s∈S of X and homeomorphisms {θs : Xs∗ →
Xs}s∈S such that, for any s, t ∈ S, the following three assertions hold:
(i) X is the union
⋃
e∈E(S)Xe;
(ii) θs(Xs∗ ∩Xt) = Xs ∩Xst;
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(iii) θs(θt(x)) = θst(x), for all x ∈ Xt∗ ∩Xt∗s∗ .
Let X be a zero-dimensional locally compact Hausdorff space (this means that X has a basis
formed by compact-open subsets) and let R be a unital commutative ring. We denote by Lc(X) the
commutative R-algebra formed by all locally constant, compactly supported, R-valued functions
on X (with pointwise addition and multiplication). If D is a compact-open subset of X , then the
characteristic function of D, 1D, is an element of Lc(X). Moreover, every f ∈ Lc(X) may be
written as
f =
n∑
i=1
ci1Di ,
where the Di’s are compact-open, pairwise disjoint subsets of X . For f ∈ Lc(X), we define the
support of f by
supp(f) = {x ∈ X | f(x) 6= 0},
and notice that it is a clopen set. Notice that an R-valued function is locally constant if, and only
if, it is continuous once we equip R with the discrete topology.
For a subset T ⊆ X, we define I(T ) = {f ∈ Lc(X) | f(x) = 0, ∀x ∈ T }. Clearly, the set
I(T ) is an ideal of Lc(X). Moreover, since every function in Lc(X) is continuous, we conclude that
I(T ) = I
(
T
)
, where T denotes the closure of T.
Lemma 4.2. Let R be a field. Then every ideal J of Lc(X) is of the form
I(F ) := {f ∈ Lc(X) | f(x) = 0, ∀x ∈ F},
where F is a closed subset of X given by
F = {x ∈ X | f(x) = 0, ∀f ∈ J}.
Proof. Let J be an ideal of Lc(X). Using that every function f ∈ Lc(X) is continuous, we have
that the subset F = {x ∈ X | f(x) = 0, ∀f ∈ J} is closed in X . Clearly, J ⊆ I(F ).
Now, take any f ∈ I(F ). Consider the set U = supp(f). Notice that U ∩F = ∅. If x ∈ U , then
x /∈ F and there exists some fx ∈ J such that fx(x) 6= 0. We have that
U ⊆
⋃
x∈U
{y ∈ X | fx(y) 6= 0} =
⋃
x∈U
supp(fx).
By compactness of U we may find finitely many points x1, . . . , xn such that
U ⊆
n⋃
i=1
{y ∈ X | fxi(y) 6= 0} =
n⋃
i=1
supp(fxi).
Consider U1 := supp(fx1) and Ui := supp(fxi) \
⋃i−1
k=1 supp(fxk) for all i ∈ {2, . . . , n}. We have
that
n⋃
i=1
supp(fxi) =
n⋃
i=1
Ui,
where the last union is a disjoint union of compact-open subsets.
Let g :=
∑n
i=1 fxi · 1Ui . Using that fxi ∈ J , for each i ∈ {1, . . . , n}, we have that g ∈ J. Notice
that g(x) 6= 0 for all x ∈ U. We define
h(x) :=
{ 1
g(x) if x ∈ U
0 if x /∈ U
and notice that h ∈ Lc(X). Clearly, f = f · g · h ∈ J. Actually, g · h is a local unit for f . 
Remark 4.3. Let R be a field. Notice that, by Lemma 4.2, every ideal J of Lc(X) is of the form
I(U) = {f ∈ Lc(X) | f(x) = 0, ∀x ∈ X \ U} = {f ∈ Lc(X) | supp(f) ⊆ U} ,
where U is an open subset of X defined as
U = {x ∈ X | ∃f ∈ J such that f(x) 6= 0} =
⋃
f∈J
supp(f).
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From the partial action θ = ({θs}s∈S , {Xs}s∈S) of an inverse semigroup S on a locally compact,
Hausdorff, zero-dimensional spaceX, we get a corresponding partial action α = ({αs}s∈S, {Ds}s∈S)
of the semigroup S on the R-algebra Lc(X) of all locally constant, compactly supported, R-valued
functions on X, where R is a unital and commutative ring. More precisely, for each s ∈ S, we
have that αs is an isomorphism from
Ds∗ = {f ∈ Lc(X) | supp(f) ⊆ Xs∗} ≃ Lc(Xs∗)
onto
Ds = {f ∈ Lc(X) | supp(f) ⊆ Xs} ≃ Lc(Xs)
which is defined by
αs(f)(x) =
{
f ◦ θs∗(x) if x ∈ Xs
0 if x /∈ Xs
.
Remark 4.4. It is routine to check that α is a partial action. We wish to convince the reader that
α is non-degenerate. Let f be an element of Lc(X). By non-degeneracy of θ, for any x ∈ supp(f)
there is a compact-open neighbourhood D of x contained in Xe, for some e ∈ E(S), and such
that f |D is constant. By compactness of supp(f) we can find finitely many compact-open subsets
D1, . . . , Dn such that Di ⊆ Xei , ei ∈ E(S), and supp(f) ⊆
⋃n
i=1Di. By puttingK1 = D1∩supp(f)
and Kj =
(
Dj \
⋃j−1
i=1 (Di)
)
∩ supp(f), for all j ∈ {2, . . . , n}, we get that supp(f) is equal to the
disjoint union of the compact-open subsets K1, . . . ,Kn, and that
f =
n∑
i=1
f1Ki =
n∑
i=1
ri1Ki ∈ SpanR
 ⋃
e∈E(S)
De
 .
Notice that the Ki’s are pairwise disjoint subsets.
Definition 4.5. Let θ = ({θs}s∈S, {Xs}s∈S) be a topological partial action of an inverse semigroup
S on a locally compact Hausdorff space X. A subset U of X is invariant if θs(U ∩Xs∗) ⊆ U for
all s ∈ S. The topological partial action θ is minimal if there is no non-empty, proper and open
invariant subset of X.
Let R be a field. It is easy to see that if U is an open invariant subset of X then the associated
ideal I(U) is invariant. Conversely, every invariant ideal corresponds to an open invariant subset
of X . Indeed, suppose that I is an invariant ideal of Lc(X). By Remark 4.3 there is an open
subset U of X such that I = I(U). Take s ∈ S, x ∈ U ∩Xs∗ , and suppose that θs(x) /∈ U . Let
K ⊆ U be a compact-open neighbourhood of x (it exists since X is zero-dimensional). Notice that
the function 1K is contained in I(U). Since I is invariant, αs(1K) ∈ I(U), that is, 1K ◦θs∗ ∈ I(U).
But then we get that
1 = 1K(x) = 1K(θs∗ ◦ θs(x)) = 1K ◦ θs∗(θs(x)) = 0.
Therefore U is invariant.
From the previous paragraph we obtain the following result.
Proposition 4.6. Let R be a field and let θ = ({θs}s∈S, {Xs}s∈S) be a topological partial action
of an inverse semigroup S on a zero-dimensional locally compact Hausdorff space X. Then θ is
minimal if, and only if, Lc(X) is S-simple (with respect to the action α associated with θ).
The notion of a topologically free partial action is already well-known for partial group ac-
tions. Recall that, if G is a group with neutral element 1 then a topological partial action
θ = ({Xt}t∈G, {θt}t∈G) of G on X is topologically free if, for all t 6= 1, the set
Λt(θ) := {x ∈ Xt−1 | θt(x) 6= x}
is dense in Xt−1 . This is equivalent to saying that, for all t 6= 1, the set
Ft(θ) := {x ∈ Xt−1 | θt(x) = x}
has empty interior.
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Proposition 4.7. Suppose that θ = ({Xt}t∈G, {θt}t∈G) is a topologically free partial action of a
group G on X. Then Lc(X)δ1 is maximal commutative in Lc(X)⋊α G.
Proof. The proof is analogous to the proof of [25, Proposition 4.7]. 
With the intention of generalizing the above result, we will now present and use the definition
of topologically principal partial actions of inverse semigroups, which was introduced in [2], and
the definition of topologically free (effective) partial actions of inverse semigroups, which was
introduced in [21].
If θ is a partial action of an inverse semigroup S on a set X , then for any fixed x ∈ X we define
the subset Sx := {s ∈ S | x ∈ Xs∗} of S.
Definition 4.8. ([2, Definition 7.1]) Let θ = ({Xs}s∈S , {θs}s∈S) be a topological partial action of
an inverse semigroup S on a locally compact Hausdorff space X. We define
Λ(θ) := {x ∈ X | ∀s ∈ Sx, if θs(x) = x then there is e ∈ E(S) with e ≤ s and x ∈ Xe} .
We say that θ is topologically principal if, and only if, Λ(θ) is dense in X.
The notion topologically principal stems from the fact that, by [2, Proposition 7.9], the groupoid
of germs S ⋉X associated with a partial action θ = ({Xs}s∈S , {θs}s∈S) is topologically principal
if, and only if, the partial action θ is topologically principal.
Remark 4.9. Notice that if θ = ({Xs}s∈S , {θs}s∈S) is a topological partial action of S on X then
Λ(θ) = {x ∈ X | ∀s, t ∈ Sx if θs(x) = θt(x) then there exists u ≤ s, t with x ∈ Xu∗} .
In particular, given x ∈ X and s, t ∈ Sx, if θs(x) = θt(x) and there is u ≤ s, t with x ∈ Xu∗ , then
θs and θt coincide in the neighbourhood Xu∗ of x.
Proposition 4.10. Let S be a countable inverse semigroup and let X be a locally compact,
Hausdorff, and second-countable topological space X. Then a topological partial action θ =
({Xs}s∈S , {θs}s∈S) of S on X is topologically principal if, and only if, for any s ∈ S the set
Λs(θ) := {x ∈ Xs∗ | if θs(x) = x then there is e ∈ E(S) with e ≤ s and x ∈ Xe}
is dense in Xs∗ .
Proof. The ”only if” statement is easy to show, using that
Λ(θ) ∩Xs∗ ⊆ Λs(θ).
Notice that in this direction we do not need to use the fact that S is countable.
Now we show the ”if” statement. Notice that Λs(θ) is an open subset of X and that Λs(θ) ∪
int(X \Xs∗) is dense in X . Thus
Λ(θ) =
⋂
s∈S
(
Λs(θ)
⋃
int(X \Xs∗)
)
is dense in X by the Baire category theorem. 
Definition 4.11. ([21, Definition 4.1]) Let θ = ({Xs}s∈S , {θs}s∈S) be a topological partial action
of an inverse semigroup S on a locally compact Hausdorff space X. We say that θ is topologically
free or effective if, and only if,
int {x ∈ Xs∗ | θs(x) = x} = {x ∈ Xs∗ | there is e ∈ E(S) such that e ≤ s and x ∈ Xe}
for all s ∈ S.
Remark 4.12. (a) If S is a group, then Definition 4.11 coincides with the usual definition of a
topologically free partial action of a group.
(b) By [21, Thereom 4.7], the groupoid of germs S ⋉ X associated with a topological partial
action θ = ({Xs}s∈S , {θs}s∈S) is effective if, and only if, θ is topologically free.
Lemma 4.13. Let S be a countable inverse semigroup and let X be a locally compact, Hausdorff,
and second-countable topological space X. If θ = ({Xs}s∈S, {θs}s∈S) is a topologically free partial
action of S on X, then θ is topologically principal.
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Proof. Suppose that θ is not topologically principal. We will show that θ is not topologically
free. By Proposition 4.10, there is some s ∈ S such that Λs(θ) is not dense in Xs∗ . Now,
pick some y ∈ Xs∗ such that y /∈ Λs(θ) and y is not a limit point of Λs(θ). Notice that {x ∈
Xs∗ | θs(x) 6= x} ⊆ Λs(θ). Clearly, y ∈ {x ∈ Xs∗ | θs(x) = x}. Moreover, there is an open
neighbourhood U of y such that U ∩ Λs(θ) = ∅. Thus, U ⊆ {x ∈ Xs∗ | θs(x) = x}. This shows
that y ∈ int{x ∈ Xs∗ | θs(x) = x} and therefore θ is not topologically free. 
The next example shows that the conclusion of Lemma 4.13 does not hold for an arbitrary
topological space X .
Example 4.14. Let K denote the Cantor set and equip T = {eiω | ω ∈ R} with the discrete
topology. Consider the topological product space X = (K ∩ (0, 1)) × T. Define an action θ of the
additive group R on X by
θt(s, e
iω) = (s, ei(ω+2stpi))
for t ∈ R and (s, eiω) ∈ X. For any t ∈ R \ {0}, we have that
int{(s, eiω) ∈ X | θt(s, e
iω) = (s, eiω)} = int{(s, eiω) ∈ X | st ∈ Z} = ∅,
and therefore θ is topologically free. However, θ is not topologically principal. Indeed, let x =
(s, eiω) ∈ X be arbitrary. Put t = 1
s
and notice that θt(x) = θ 1
s
(s, eiω) = (s, ei(ω+2pi)) = (s, eiω) =
x. But 0 is the only idempotent element of the additive group R, and using that t = 1
s
6= 0 we
conclude that 0 6≤ 1
s
. In other words, (s, eiω) /∈ Λ(θ). This shows that Λ(θ) = ∅, and in particular
θ is not topologically principal.
The next example shows that the converse of Lemma 4.13 does not hold. That is, there is a
topologically principal partial action θ of a countable inverse semigroup S on a second-countable
space X (locally compact, Hausdorff and zero-dimensional) such that θ is not topologically free.
Example 4.15. We shall consider a particular case of the Munn representation (see [31]). Given
an inverse semigroup S, we consider the set X = E(S) equipped with the discrete topology. More-
over, for s ∈ S, we put Xs = {e ∈ E(S) | e ≤ ss∗} and θs(e) = ses∗, for all e ∈ Xs∗ . Then
θ = ({Xs}s∈S , {θs}s∈S) is the Munn representation of S.
Let us now consider the inverse semigroup S = N∪ {∞, z} whose product, for any m,n ∈ N, is
given by
nm = min(n,m), n∞ =∞n = nz = zn = n, z∞ =∞z = z and zz =∞∞ =∞.
Then X = E(S) = N∪{∞}, can be seen as the one-point compactification of the natural numbers.
Notice that the compact-open sets of X are either cofinite or contained in N. Now, let θ be the
Munn representation of S = N ∪ {∞, z}. More precisely,
• for n ∈ N, Xn = {1, 2, . . . , n} and θn = idXn ;
• X∞ = N ∪ {∞} and θ∞ = idX∞ ;
• Xz = N ∪ {∞} and θz = idXz .
Notice that S is countable and that X is second-countable.
Since n,∞ ∈ E(S), clearly Λn(θ) = Xn and Λ∞(θ) = X∞. Moreover, we notice that Λz(θ) = N
which is a dense subset of N∪{∞} = Xz. Hence, by Proposition 4.10, θ is topologically principal.
Notice that θ is not a topologically free partial action. Indeed,
int{x ∈ Xz∗ | θz(x) = x} = int (N ∪ {∞}) = N ∪ {∞},
but {x ∈ Xz∗ | there is e ∈ E(S) such that e ≤ z and x ∈ Xe} = N.
Let α be the partial action of S on Lc(X) associated with θ, then
• for n ∈ N, Dn ≃ Lc({1, 2, . . . , n}) and αn = idDn .
• D∞ ≃ L(N ∪ {∞}) and α∞ = idD∞ .
• Dz = L(N ∪ {∞}) and αz = idDz .
Now we will see that the diagonal of Lc(X) ⋊α S is not a maximal commutative subring. Fix
n ∈ N. We denote by 1[n,∞] the characteristic function of the set {n, n + 1, n + 2, . . .} ∪ {∞}.
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We have that 1[n,∞] ∈ Dz ≃ L(N ∪ {∞}) and that 1[n,∞]δz does not belong to the diagonal D of
Lc(X)⋊α S. It is not difficult to see that 1[n,∞]δz commutes with all elements of the diagonal.
It is also worth noticing that in this example the ring Lc(X) ⋊α S has an infinite number of
non-zero ideals whose intersection with the diagonal is zero. Indeed, for each n ∈ N, consider the
ideal J generated by
1[n,∞]δz − 1[n,∞]δ∞
and notice that
J =
{
k∑
i=1
ri1[ni,∞]δz − ri1[ni,∞]δ∞
∣∣∣ ni ≥ n and ri ∈ R
}
.
In this case, supp
(
τ
(
f
))
= ∅, for every f ∈ J .
Next we present a sufficient condition to obtain the ideal intersection property for the skew
inverse semigroup ring arising from a topologically principal partial action.
Proposition 4.16. Let θ = ({θs}s∈S , {Xs}s∈S) be a topologically principal partial action of S on
a zero-dimensional locally compact Hausdorff space X. If I is a non-zero ideal of Lc(X) ⋊α S,
and there is some f ∈ I such that supp
(
τ˜
(
f
))
6= ∅, then I ∩ D 6= {0}.
Proof. Let I be a non-zero ideal of Lc(X)⋊α S and let
f =
∑
s∈F
fsδs ∈ I
be such that supp(τ˜ (f)) 6= ∅. Since supp(τ˜ (f)) is an open subset of X , and θ is topologically
principal, there is some x ∈ supp
(
τ˜
(
f
))
∩ Λ(θ). We fix this x throughout the rest of the proof.
Notice that the subset
{θs∗(x) | s ∈ F and fs(x) 6= 0}
is non-empty and finite.
We choose s1 ∈ F such that fs1(x) 6= 0 and
r :=
∑
s∈T
fs(x) 6= 0,
where T := {s ∈ F | fs(x) 6= 0 and θs∗(x) = θs∗
1
(x)}.
Let y := θs∗
1
(x). Furthermore, let B be a compact-open neighbourhood of x contained in
Xs1 ∩Xe, for some e ∈ E(S) such that
{θs∗(x) | s ∈ F and fs(x) 6= 0} ∩B = {y} .
We have that g = f · 1Bδe ∈ I and that
g =
∑
s∈F
αs(αs∗(fs)1B)δes =
∑
s∈F
αs(αs∗(fs)1B)δs.
Put gs := αs(αs∗(fs)1B), and notice that supp(gs) ⊆ supp(fs) ∩ θs(B). Then
{θs∗(x) | s ∈ F and gs(x) 6= 0} = {y}.
Furthermore,
{s ∈ F | gs(x) 6= 0} = {s ∈ F | fs(x) 6= 0 and θs∗(x) = θs∗
1
(x)} = T.
Using that x ∈ Λ(θ), there is some u ∈ S such that x ∈ Xu∗ and u ≤ s∗, for all s ∈ T . Let
C ⊆ Xu∗ be a compact-open neighbourhood of x. We may now rewrite g as
g =
∑
s∈F :gs(x)=0
gsδs +
∑
s∈F :gs(x) 6=0
(gs1C − gs1X\C)δs
=
∑
s∈F :gs(x)=0
gsδs +
∑
s∈F :gs(x) 6=0
gs1Cδs −
∑
s∈F :gs(x) 6=0
gs1X\Cδs
=
∑
s∈F :gs(x)=0
gsδs +
∑
s∈F :gs(x) 6=0
gs1Cδu∗ −
∑
s∈F :gs(x) 6=0
gs1X\Cδs.
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Since each gs is locally constant, we can find another compact-open neighbourhood K of x
contained in C such that gs|K is constant, for all s ∈ F , and that K ⊆ Xv, for some v ∈ E(S).
Thus, 1Kδv · g · αu(1K)δu ∈ I and
1Kδv · g · αu(1K)δu =
∑
s∈F :gs(x) 6=0
1Kgs1Cδvu∗ · αu(1K)δu
=
 ∑
s∈F :gs(x) 6=0
gs(x)
 1Kδvu∗ · αu(1K)δu
= r1Kδu∗ · αu(1K)δu
= αu∗(αu(r1K)αu(1K))δu∗u
= r1Kδu∗u ∈ I ∩ D,
where r 6= 0. 
Corollary 4.17. Let θ = ({θs}s∈S, {Xs}s∈S) be a topologically principal partial action of S on a
zero-dimensional locally compact Hausdorff space X. If for each non-zero ideal I of Lc(X)⋊α S
there is some f ∈ I such that supp(τ˜ (f)) 6= ∅, then the diagonal D is a maximal commutative
subring of Lc(X)⋊α S.
Proof. This follows from Proposition 4.16 and Theorem 3.4. 
Finally, we show that maximal commutativity of D in Lc(X) ⋊α S implies that the underly-
ing action is topologically principal (we also show the condition involving ideals and support of
elements in Lc(X)⋊α S).
Proposition 4.18. Suppose that S is countable, X is a second-countable, zero-dimensional and
locally compact Hausdorff space, and θ = ({θs}s∈S, {Xs}s∈S) is a topological partial action of S
on X. If the diagonal D is a maximal commutative subring of Lc(X)⋊α S, then θ is topologically
principal, and for each non-zero ideal I of Lc(X)⋊αS there is some f ∈ I such that supp(τ˜ (f)) 6=
∅.
Proof. We show the contrapositive statement. Suppose that θ is not topologically principal. Then
there is s ∈ S and there is a compact-open subset B of Xs∗ such that B ∩Λs(θ) = ∅. This means
that, for each x ∈ B, θs(x) = x and there is no e ∈ E(S) such that e ≤ s and x ∈ Xe (equivalently,
there is no e ∈ E(S) such that e ≤ s∗ and x ∈ Xe). Hence, 1Bδs∗ /∈ D.
Let e ∈ E(S) be arbitrary and take an arbitrary compact-open subset D of Xe. If x ∈ B, then
αs∗(αs(1B)1D)(x) = 1B(x)1D(θs(x)) = 1B(x)1D(x) = (1B1D)(x).
And if x ∈ X \B, then
αs∗(αs(1B)1D)(x) = 1B(x)1D(θs(x)) = 0 = 1B(x)1D(x) = (1B1D)(x).
Hence, αs∗(αs(1B)1D) = 1B1D. Thus,
1Dδe · 1Bδs∗ = 1D1Bδs∗ = 1B1Dδs∗ = αs∗(αs(1B)1D)δs∗ = 1Bδs∗ · 1Dδe.
This implies that 1Bδs∗ commutes with all elements of the diagonal D, and hence D is not
maximal commutative.
By Theorem 3.4, for every non-zero ideal I of Lc(X) ⋊α S we have that I ∩ D 6= {0}. Let
f =
∑n
i=1 fiδei ∈ I ∩ D be non-zero. By the isomorphism of the diagonal D with Lc(X) we have
that f = 0 if, and only if,
∑n
i=1 fei = 0, and thus supp
(
τ˜
(
f
))
= supp (
∑n
i=1 fei) 6= ∅. 
Corollary 4.19. Let S be a countable inverse semigroup, let X be a second-countable, zero-
dimensional and locally compact Hausdorff space, and let R be a field. Then the skew inverse
semigroup ring Lc(X)⋊α S is simple if, and only if, the following three conditions are satisfied
• θ is minimal,
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• θ is topologically principal, and
• for every non-zero ideal I of Lc(X)⋊α S there is some f ∈ I such that supp(f) 6= ∅.
Proof. This follows from Proposition 4.6, Corollary 4.17, Lemma 4.18 and Theorem 3.7. Notice
that for the "if" statement we do not need to use the fact that S is countable and that X is
second-countable. 
Corollary 4.20. Let S, X and R be as in Corollary 4.19. Suppose that θ = ({θs}s∈S, {Xs}s∈S)
is a partial action such that the following three assertions hold:
• θ is topologically free
• θ is minimal, and
• for every non-zero ideal I of Lc(X)⋊α S there is f ∈ I such that supp(f) 6= ∅.
Then the skew inverse semigroup ring Lc(X)⋊α S is simple.
Proof. This follows from Lemma 4.13 and Corrollary 4.19. 
5. An application to Steinberg algebras
In this section we will apply our main result and obtain a new proof of the simplicity criterion
for a Steinberg algebra AR(G) associated with a Hausdorff and ample groupoid G.
5.1. Steinberg algebras. Given a groupoid G, we denote its unit space by G(0), and its source
and range maps by s and r, respectively. A bisection in G is a subset B ⊆ G such that the
restrictions of r and s to B are both injective. A topological groupoid G is said to be étale if G(0)
is locally compact and Hausdorff, and its source map is a local homeomorphism from G to G(0).
An étale groupoid G is said to be ample if G has a basis of compact bisections. One can show that
a Hausdorff étale groupoid is ample if, and only if, G(0) is totally disconnected. In this article, we
only consider groupoids which are both Hausdorff and ample.
A subset U of the unit space G(0) of G is invariant if s(b) ∈ U implies r(b) ∈ U. We call
G minimal if G(0) has no nontrivial open invariant subset. We let Iso(G) denote the isotropy
subgroupoid of G, that is, Iso(G) := {b ∈ G | r(b) = s(b)}. A Hausdorff and ample groupoid G is
said to be effective if the interior of Iso(G) is G(0), or equivalently, for every non-empty compact
bisection B ⊆ G \ G(0), there exists some b ∈ B such that s(b) 6= r(b).
Let R be a commutative ring with identity and let G be a Hausdorff and ample groupoid. The
Steinberg algebra AR(G) is the collection of compactly supported locally constant functions from
G to R with pointwise addition, and convolution product (f ∗ g)(b) =
∑
r(c)=r(b) f(c)g(c
−1b) =∑
cd=b f(c)g(d). The support of f ∈ AR(G), is denoted by supp(f) = {b ∈ G | f(b) 6= 0} (a clopen
subset of G).
By [33, Proposition 4.3], every element of AR(G) is a linear combination of characteristic func-
tions of pairwise disjoint compact bisections. Moreover, by [33, Proposition 3.12.], AR(G) is a
unital ring if, and only if, G(0) is compact.
Let G be a Hausdorff and ample groupoid. The set Ga of all compact bisections in G is an
inverse semigroup under the operations defined by BC = {bc ∈ G | b ∈ B, c ∈ C and s(b) = r(c)},
and B−1 = {b−1 | b ∈ B}. The inverse semigroup partial order in Ga is the inclusion of sets.
Notice that E(Ga) = {U ∈ Ga | U ⊆ G(0)}.
Given any compact bisection B we define the map θB : s(B) → r(B) by θB(u) = rB(s
−1
B (u)).
The correspondence B 7→ θB gives an action of Ga on the unit space G(0).
From the action θ of the semigroup Ga on the locally compact, Hausdorff, totally disconnected
space G(0), we get a corresponding action α of the semigroup Ga on the R-algebra Lc(G
(0)) of
all locally constant, compactly supported, R-valued functions on G(0), where R is a unital and
commutative ring. More precisely, for each B ∈ Ga, we have that αB is an isomorphism from
DB∗ = {f ∈ Lc(G
(0)) | supp(f) ⊆ s(B)} ≃ Lc(s(B)) onto DB = {f ∈ Lc(G
(0)) | supp(f) ⊆
r(B)} ≃ Lc(r(B)) which is defined by
αB(f)(x) =
{
f ◦ θB∗(x) if x ∈ r(B)
0 if x /∈ r(B)
.
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In [4, Theorem 5.2] Beuter and Gonçalves showed that any Steinberg algebra can be seen as a
skew inverse semigroup ring as follows.
Theorem 5.1. Let G be a Hausdorff and ample groupoid, let θ be the action of the inverse
semigroup Ga on the unit space G(0), and let α be the corresponding action of Ga on Lc(G(0)).
Then the Steinberg algebra AR(G) is isomorphic, as an R-algebra, to the skew inverse semigroup
ring Lc(G(0))⋊ Ga.
Remark 5.2. The isomorphism of Theorem 5.1 is given by the map ψ˜ : Lc(G(0))⋊ Ga → AR(G),
which is defined on elements of the form fBδB, by
ψ˜(fBδB)(x) =
{
fB(r(x)) if x ∈ B
0 if x /∈ B,
and extended linearly to Lc(G
(0))⋊Ga. In the proof of Theorem 5.1 it was shown that ψ˜ admits a left
inverse, namely the map ϕ : AR(G)→ Lc(G(0))⋊ Ga defined as follows: Given f =
∑n
j=1 bj1Bj ∈
AR(G), where the Bj’s are pairwise disjoint compact bisections of G, let
ϕ(f) = ϕ
(
n∑
i=1
bj1Bj
)
:=
n∑
j=1
bj1r(Bj)δBj .
Actually ϕ is the inverse of ψ˜, and, in particular, it is bijective. By the surjectivity of ϕ, given
any f ∈ Lc(G(0))⋊ Ga we can write
f =
n∑
j=1
bj1r(Bj)δBj ,
where the Bj’s are pairwise disjoint compact bisections of G. Furthermore, by the injectivity of ϕ,
if
n∑
j=1
bj1r(Bj)δBj =
n∑
j=1
cj1r(Cj)δCj ,
where the Bj’s and Cj’s are pairwise disjoint compact bisections, then
n∑
i=1
bi1Bi =
n∑
i=1
ci1Ci.
5.2. Simplicity of Steinberg algebras. Using that there is a description of Steinberg algebras
via skew inverse semigroup rings (which satisfies the assumptions of the previous section), we can
apply the results of the previous section to characterize simplicity of Steinberg algebras. We then
obtain a new proof of the following result, which was first proved in [6] for functions over the
complex numbers.
Theorem 5.3. [9, Corollary 4.6.] Let G be a Hausdorff and ample groupoid, and let R be a unital
and commutative ring. Then the Steinberg algebra AR(G) is simple if, and only if, G is effective,
minimal, and R is a field.
Let G be a Hausdorff and ample groupoid, and let R be a unital and commutative ring. Then
AR(G) ∼= Lc(G(0)) ⋊ Ga. Our first step towards a proof of the above theorem is to characterize
minimality of G in terms of Ga-simplicity of Lc(G(0)). We set up notation and prove an auxiliary
result below.
We can now prove the following.
Proposition 5.4. Let G be a Hausdorff and ample groupoid, and let R be a field. Then G is
minimal if, and only if, Lc(G(0)) is Ga-simple.
Proof. Suppose that G is minimal. Let J be a Ga-invariant non-zero ideal of Lc(G(0)). We know
that
J = {f ∈ Lc(G
(0)) | f(x) = 0, ∀x ∈ G(0) \ U},
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where U is an open subset of G(0) given by
U = {u ∈ G(0) | ∃f ∈ J such that f(u) 6= 0}.
Notice that, since G is minimal, if we prove that U is an invariant subset of G(0), then U = G(0)
and hence J = Lc(G(0)). We prove the invariance of U below.
Let x ∈ G be such that s(x) ∈ U. Then there exists a function g ∈ J such that g(s(x)) 6= 0.
Furthermore, we can take x ∈ B, where B is a compact bisection of G. Since U and s(B) are open,
we can consider
g ∈ J ∩DB∗ = {f ∈ Lc(G
(0)) | supp(f) ⊆ U ∩ s(B)}.
Using that J is Ga-invariant we get that αB(g) ∈ J . Notice that
αB(g)(r(x)) = g(θB∗(r(x))) = g(s(r
−1
B (r(x)))) = g(s(x)) 6= 0.
Therefore, r(x) ∈ U and hence U is Ga-invariant, as desired.
Now, suppose that Lc(G(0)) is Ga-simple. Let U ⊆ G(0) be a non-empty invariant open subset.
Consider the set
J = {f ∈ Lc(G
(0)) | f(x) = 0, ∀x ∈ G(0) \ U}.
Clearly, J is an ideal of Lc(G(0)). To see that J is Ga-invariant, suppose that B ∈ Ga, g ∈
J ∩ DB∗ , and x ∈ G(0) \ U . If x ∈ r(B), then there exists some y ∈ B such that x = r(y), and
hence
αB(g)(x) = αB(g)(r(y)) = g(s(r
−1
B (r(y)))) = g(s(y)).
Since U is invariant, and r(y) = x /∈ U, we have that s(y) /∈ U . Hence, g(s(y)) = 0. If x /∈ r(B),
then from the definition of αB, we also have that αB(g)(x) = 0. Therefore, αB(g) ∈ J , and hence
J is Ga-invariant. Using that Lc(G(0)) is Ga-simple it follows that J = Lc(G(0)) and U = G(0). 
Proposition 5.5. Let G be a Hausdorff and ample groupoid. Then G is effective if, and only if,
D =
{
n∑
i=1
fiδUi | n ∈ N, Ui ∈ E(G
a) and fi ∈ Lc(r(Ui)) = Lc(Ui)
}
≃ Lc(G
(0))
is a maximal commutative subring of Lc(G(0))⋊ Ga.
Proof. Suppose that G is effective. We already know that D is a commutative subring.
Let 0 6= f =
∑n
i=1 ri1r(Bi)δBi ∈ Lc(G
(0)) ⋊ Ga, where ri ∈ R \ {0} and the Bi’s are pairwise
disjoint compact bisections of G for all i ∈ {1, . . . , n}. Suppose that f is an element which commutes
with all elements of D. We need to show that f ∈ D.
By the effectiveness of G it suffices to show that Bi ⊆ Iso(G) for every i ∈ {1, . . . , n} (since Bi
is open and Bi ⊆ int(Iso(G)) = G(0)).
To this end, suppose that there exists some k ∈ {1, . . . , n}, and b ∈ Bk, such that r(b) 6= s(b).
Since G is Hausdorff, there exists a compact bisection U ⊆ G(0) such that r(b) ∈ U and s(b) /∈ U.
Notice that U ∈ E(Ga).
Using that f belongs to the centralizer of D we have that
1UδU · f = f · 1UδU .
This implies that
n∑
i=1
ri1U1r(Bi)δUBi =
n∑
i=1
riαBi(αB∗i (1r(Bi))1U )δBiU .
Since UBi, BiU ⊆ Bi, for all i ∈ {1, . . . , n}, we get that
(2)
n∑
i=1
ri1U1r(Bi)δBi =
n∑
i=1
riαBi(αB∗i (1r(Bi))1U )δBi .
Developing the left side of (2) we obtain
n∑
i=1
ri1U1r(Bi)δBi =
n∑
i=1
ri1U∩r(Bi)δBi .
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For each i ∈ {1, . . . , n}, define Ci := r
−1
Bi
(U ∩ r(Bi)). Notice that Ci ⊆ Bi and r(Ci) = U ∩ r(Bi).
Thus
(3)
n∑
i=1
ri1U1r(Bi)δBi =
n∑
i=1
ri1U∩r(Bi)δBi =
n∑
i=1
ri1r(Ci)δCi .
Now, developing the right side of (2) we get that
n∑
i=1
riαBi(αB∗i (1r(Bi))1U )δBi =
n∑
i=1
riαBi(1s(Bi)1U )δBi =
n∑
i=1
riαBi(1s(Bi)∩U )δBi
=
n∑
i=1
ri1r(Bi)∩θBi (s(Bi)∩U)δBi .
Define Di := r
−1
Bi
(r(Bi)∩θBi(s(Bi)∩U)). Notice that Di ⊆ Bi and r(Di) = r(Bi)∩θBi(s(Bi)∩
U). Then
(4)
n∑
i=1
riαBi(αB∗i (1r(Bi))1U )δBi =
n∑
i=1
ri1r(Di)δDi .
By substituting (3) and (4) into Equation (2) we obtain that
n∑
i=1
ri1r(Ci)δCi =
n∑
i=1
ri1r(Di)δDi .
Since Ci ⊆ Bi, for each i ∈ {1, . . . , n}, we have that the Ci’s are pairwise disjoint compact
bisections, and similarly the Di’s are also pairwise disjoint compact bisections. By Remark 5.2 we
have that
n∑
i=1
bi1Ci =
n∑
i=1
bi1Di .
Next we evaluate the above equality on the element b of Bk such that r(b) 6= s(b). Since the
Bi’s are pairwise disjoint we have that b /∈ Ci, b /∈ Di for i 6= k and hence
(5) bk1Ck(b) = bk1Dk(b).
Notice that
b ∈ Ck = r
−1
Bk
(U ∩ r(Bk))⇐⇒ r(b) ∈ U ∩ r(Bk),
and
b ∈ Dk ⇐⇒ b ∈ r
−1
Bk
(r(Bk) ∩ θBk(s(Bk) ∩ U))
⇐⇒ r(b) ∈ r(Bk) ∩ θBk(s(Bk) ∩ U)
⇐⇒ r(b) ∈ r(Bk) and r(b) ∈ r(s
−1
Bk
(s(Bk) ∩ U))
b∈Bk⇐⇒ r(b) ∈ r(Bk) and b ∈ s
−1
Bk
(s(Bk) ∩ U)
⇐⇒ r(b) ∈ r(Bk) and s(b) ∈ s(Bk) ∩ U
b∈Bk⇐⇒ r(b) ∈ r(Bk) and s(b) ∈ U.
Recall that, by construction, b ∈ Ck and s(b) /∈ U . Thus, Equation (5) yields bk = 0, a contra-
diction. Therefore, r(b) = s(b), b ∈ Iso(G) and Bi ∈ Iso(G) as desired.
In order to prove the converse we show the contrapositive statement. Suppose that G is not
effective. Then there exists a bisection B ⊆ G \ G(0) such that s(b) = r(b) for all b ∈ B.
Recall that θB : s(B) → r(B) is defined by r(u) = r(s
−1
B (u)). Thus, in this case, θB(s(b)) =
r(s−1B (s(b))) = r(b) = s(b), that is, θB = ids(B) . Similarly, θB∗ = idr(B) . This implies that
αB = idDB∗ and αB∗ = idDB .
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Notice that 1r(B)δB /∈ D. Take any fδU ∈ D. Then
fδU · 1r(B)δB = f1r(B)δUB
UB⊆B
= f1r(B)δB = 1r(B)fδB
r(B)=r(UB)
= 1r(B)fδBU = αB(αB∗(1r(B)f))δBU = 1r(B)δB · fδU ,
that is, 1r(B)δB commutes with all of D. This shows that D is not maximal commutative. 
Remark 5.6. Since D is isomorphic to Lc(G(0)) ≃ AR(G(0)) it follows from Proposition 5.5, and
Theorem 3.4, that G is effective if, and only if, AR(G0) is maximal commutative if, and only if,
every non-zero ideal I of AR(G) has non-zero intersection with AR(G(0)). The characterization of
effectiveness in terms of the ideal intersection property was first given in [10] and that effectiveness
of G implies maximal commutativeness of AR(G0) was first proven in [35].
In order for us to apply Theorem 3.7 we need to verify that the assumption about the local
units is satisfied. In fact, for any finite subset {f1, · · · , fn} of Lc(G
(0)) consider U =
⋃n
i=1 supp(fi).
Clearly, 1U ∈ Lc(G(0)) and this element is local unit for {f1, · · · , fn}. Moreover, 1r(B) and 1s(B)
are multiplicative identity elements in DB and DB∗ , respectively.
Remark 5.7. The proof of Theorem 5.3 follows from Theorem 3.7, Proposition 5.4 and Proposi-
tion 5.5.
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