Models are presented that predict perceived source localization and spectral coloration for the purpose of evaluating navigational techniques for higher-order ambisonics. Previous evaluations typically rely on binaural localization models, which conflate the effects of the navigational technique with those of the adopted ambisonics-to-binaural rendering approach. Moreover, studies on navigation-induced coloration have been largely qualitative. The presented models are applied directly to translated ambisonics impulse responses (i.e., before rendering to binaural) and are validated through listening experiments. Localization is predicted using an extension to a precedence-effect-based localization model. Coloration is predicted using a linear combination of spectral energies and notch-depths in a difference-spectrum between the test and reference signals. For two interpolation-based navigational techniques and a range of translation distances, localization and coloration are also measured subjectively through binaural-synthesis-based listening tests, wherein subjects judge source position for a spatialized sample of speech and rate the induced coloration in pink noise relative to reference signals. The proposed localization model is shown to predict the data with comparable accuracy to that of a binaural localization model and the coloration metrics used are shown to best predict perceived coloration compared to alternative sets of metrics.
INTRODUCTION
Virtual navigation of three-dimensional higher-order ambisonics sound fields (i.e., sound fields that have been decomposed into spherical harmonics) enables a listener to explore an acoustic space and experience a spatially-accurate perception of the sound field. Applications of sound field navigation may be found in virtual-reality reproductions of real-world spaces. For example, to reproduce an orchestral performance in virtual reality, navigation of an acoustic recording of the performance may yield superior spatial and tonal fidelity compared to that produced through acoustic simulation of the performance. Navigation of acoustic recordings may also be preferable when reproducing real-world spaces for which computer modeling of complex wave-phenomena and room characteristics may be too computationally intensive for real-time playback and interaction.
Recently, several navigational techniques for higher-order ambisonics have been developed, all of which may degrade localization information and induce spectral coloration. The severity of such penalties needs to be investigated and quantified in order to both compare existing navigational techniques and develop novel ones. Although subjective testing is the most direct method of evaluating and comparing navigational techniques, such tests are often lengthy and costly, which motivates the use of objective metrics that enable quick assessments of navigational techniques.
A. PREVIOUS WORK AND REMAINING PROBLEMS
Several recent studies have investigated localization accuracy of various navigational techniques. Winter et al. (2014) evaluated the localization accuracy of a plane-wave-based translation technique (Schultz and Spors, 2013) using a binaural localization model (Dietz et al., 2011) to predict perceived localization. Tylka and Choueiri (2015) compared the localization errors incurred by various translation techniques 1 using the velocity and energy localization vectors developed by Gerzon (1992) . However, this analysis neglected the precedence effect, which is expected to play an important role in the context of sound field navigation, as an accurate virtual translation of the listener necessarily involves direction-dependent time shifting of incident signals. Consequently, more recently, Tylka and Choueiri (2016) evaluated the localization accuracy of a proposed interpolation-based navigational technique using an extension of a precedence-effect-based localization vector developed by Stitt et al. (2016) , which was itself an extension of the original energy vector. Although the model of Stitt et al. has been validated through listening tests and shows improvements compared to binaural localization models (specifically, those by Dietz et al. (2011); Lindemann (1986) ) the more recent extension by Tylka and Choueiri (2016) has not been validated through listening tests.
Additionally, recent studies have investigated spectral colorations induced by various navigational techniques. Hahn and Spors (2015) evaluated spectral coloration induced by the plane-wave translation technique (Schultz and Spors, 2013) by visually examining impulse and frequency responses. In a similar manner, Tylka and Choueiri (2016) evaluated and compared the spectral coloration induced by their proposed interpolation technique and the linear interpolation technique of Southern et al. (2009) . While it is clear from these studies that most (if not all) existing navigational techniques tend to induce at least some spectral coloration, both analyses were largely qualitative. Consequently, it remains difficult to compare these colorations between techniques without numerical measures of perceptible coloration.
B. OBJECTIVES AND APPROACH
Here, we present models for perceived source localization and spectral coloration which we have developed for the purpose of evaluating and comparing techniques for sound field navigation. In order to isolate any errors introduced by the navigational technique under test (which operates in the ambisonics domain) from those introduced through rendering to binaural, we sought models that are independent of any choice of ambisonics-to-binaural rendering approach. 2 Consequently, we developed the proposed models such that they operate directly on ambisonics impulse responses. In contrast, although not explicitly investigated here, we expect that the predictions of binaural models may be sensitive to the choice of binaural rendering approach and/or to the choice of head-related transfer function (HRTF).
We also sought models that are perceptually relevant, in that the predictions of the models should agree with subjective listening test responses. Consequently, we conducted two listening experiments (one each for localization and coloration), the results of which were used to determine parameters of the proposed models. We then validated the proposed models through comparisons against alternative models in terms of their agreement with the experimental data.
In Sec. 2, we present the localization and coloration models developed in this work and, in Sec. 3, we describe the corresponding listening experiments. In Sec. 4, we compare the results of the listening experiments with predictions of the models and, in Sec. 5, we conclude and discuss avenues for future work.
AUDITORY MODELS
In this section, we describe the models used for predicting perceived localization and spectral coloration.
A. LOCALIZATION MODELS
Here, we describe two localization models, each of which requires only an ambisonics impulse response (either before or after navigation) and a stimulus signal (e.g., pink noise, speech, music, etc.) in order to predict localization.
i. Perceptually-Weighted Localization Vector
Recently, Stitt et al. (2016) proposed an extension to incorporate the precedence effect into the energy vector of Gerzon (1992) . In their paper, Stitt et al. also showed that their proposed model achieves improved localization accuracy compared to the binaural models of Dietz et al. (2011) and Lindemann (1986) . Motivated by these results, we proposed in a recent paper (Tylka and Choueiri, 2016) an extension to this localization model; here, we discuss and revise our proposed extension.
We begin by converting the ambisonics impulse response, a n (t), into a set of Q impulse responses for a specified grid of plane-wave directions,r q . For ambisonics order L, there are N = (L + 1) 2 ambisonics signals, and the corresponding plane-wave signals, µ, are given by , section 2.3.3)
where Y n is the n th real-valued orthonormal (N3D) spherical harmonic and n is the ambisonics channel number (ACN), as defined by Nachbar et al. (2011) . The grids of directions (also called "nodes") used here are given by Fliege and Maier (1999) , who also provide the corresponding quadrature weights. 3 As this discrete plane-wave sound field would generally be rendered via quadrature integration (e.g., see Eq. (8) 2 Examples of such binaural rendering approaches include computing a plane-wave expansion and convolving each term by the corresponding head-related transfer function and non-linear, parametric techniques such as HARPEX (Berge and Barrett, 2010) .
3 Node coordinates and corresponding quadrature weights can be found here: http://www.mathematik.
uni-dortmund.de/lsx/research/projects/fliege/nodes/nodes.html below), the impulse response for each plane-wave term is given by w q µ(t,r q ), where w q is the quadrature weight for the directionr q . Next, we identify and isolate temporally-distinct impulse response "wavelets." To do this, we apply a 4 th -order Butterworth high-pass filter with a cut-off frequency of 500 Hz to all impulse responses in the set and compute the global maximum (i.e., the largest absolute value over all impulse responses in the set).
For each impulse response, we take the absolute value and identify any peaks (i.e., local maxima) whose amplitudes are at least dB relative to the global maximum. If no such peaks exist in a given impulse response, then that response in its entirety is treated as a wavelet. If at least one such peak exists, then, around each peak, we apply a Tukey window beginning ⌧ ms before the peak and ending either ⌧ ms after the peak, or at the position of the following peak, whichever yields a larger window length. Both the cosine fade-in and fade-out of the Tukey window are ⌧ ms in duration. In this way, a single impulse response may be split into several wavelets. For each wavelet, we apply a 10% ( 20 dB, now relative to the peak of the wavelet) threshold to determine the time-delay of the onset. For the purposes of this model, we consider each wavelet to be a distinct sound source, such that wavelets extracted from the same impulse response originate from the same direction, but at different times, given by their onset times. Taking the Fourier transform of each wavelet yields complex-valued, frequency-dependent gains, G q 0 , of the q 0th wavelet, where q 0 2 [1, Q 0 ] and Q 0 Q is the total number of wavelets. We then average these gains in critical bands using a gammatone filter bank. 4 The frequency-averaged gain is given by
where (f ; f c ) is a gammatone filter with center frequency f c for c 2 [1, N b ], for a set of ERB-spaced (equivalent rectangular bandwidth) center frequencies (Glasberg and Moore, 1990 ) spanning the range f 2
[20 Hz, 20 kHz].
For each frequency band, we feed these gains into the model, yielding a frequency-dependent predicted localization vectorr PE (f c ), given by r PE (f c ) =
where w q 0 is a perceptual weight (based on the precedence-effect) for the q 0th wavelet. Similarly, we define a perceptually-weighted velocity vector, given bỹ
Note that this definition differs from that for the original velocity vector, given by Gerzon (1992) , in which complex-valued gains are used and the real part of the resulting vector is taken. This modification may be justified since the time-dependence of the sources is captured in the precedence-effect-based weights, so the source's phase is no longer needed. We then combine the velocity vector below 700 Hz and the energy vector above into a single, frequencydependent vector, given byr
where f XO is the "crossover" frequency, equal to the center frequency nearest to 700 Hz, and is a normalization factor to match low-and high-frequency vector magnitudes, given by = kr PE (f XO )k / kr PV (f XO )k, where k · k denotes the`2 norm (Euclidean distance) of a vector. Finally, we compute a weighted-average vector, which depends on the stimulus signal and is given bỹ
where the weights X c are the stimulus signal's energy in each critical band, given by
and X(f ) is the Fourier transform of the stimulus signal. In addition to the 3 free model parameters (Q, ⌧ , and ) defined above, the original model of Stitt et al. (2016) retains one free parameter, ↵ 2 [0, 1], which specifies the relative importance of stationary (i.e., time-averaged) to transient information in the stimulus signal. 5 As described in Sec. 4.A, we determined optimal values for these 4 parameters based on a best fit of the model's predictions to the data from the listening experiment.
ii. Binaural Localization Model
For comparison, we also predicted localization using the binaural localization model of Dietz et al. (2011) . In order to compute the required binaural impulse responses, the ambisonics impulse response is first converted to plane-wave impulse responses using Eq. (1). The binaural impulse responses are then computed by (Duraiswami et al., 2005, Eq 
where '⇤' denotes convolution, Q is again the number of plane-wave terms, h L,R denotes the head-related impulse response for source directionr q , and the 'L,R' superscripts refer to the left and right ears, respectively.
An implementation of this model is freely available in the auditory modeling toolbox 6 (Søndergaard and Majdak, 2013) . In this work, we adopted the extension proposed by Wierstorf et al. (2013) , in which an ITD-to-azimuth lookup table is first generated for each subject using that subject's measured HRTFs. The stimulus signal is then filtered by the binaural impulse responses and the ITD is computed using the original model. The model yields ITD in a set of frequency bands, which are then converted to azimuth via the lookup table. Outliers beyond 30 away from the median azimuth are then removed, and finally, a single predicted azimuth is computed as the weighted average over frequency, with weights given by the rms signal amplitude in each frequency band.
B. COLORATION METRICS
In this work, we followed the approach of Wittek et al. (2007) and developed linear regression models to predict subjective ratings of coloration given some combination of the coloration metrics described below. As will become clear below, we define each of these metrics relative to some reference signal. Consequently, each metric is computed using both a test sample (i.e., the HOA impulse response for the listening position after processing through some navigational technique) and a reference sample (i.e., the HOA impulse response captured directly at the listening position).
i. Auditory Band Spectral Error (ABSE)
The auditory band spectral error (ABSE), adapted from Schärer and Lindau (2009, Eq. (9) ), is given by
where F T is the free-field transfer function of the test sample, and F R is the free-field transfer function of the reference sample. Each free-field transfer function is obtained by taking the Fourier transform of the zeroth-order (i.e., omnidirectional) term of the respective ambisonics impulse response. For this and other metrics requiring an auditory filter bank, we use ERB-spaced center frequencies (Glasberg and Moore, 1990) 
, where f L = 50 Hz and f U = 21 kHz, as recommended by Boren et al. (2015) . For this and other metrics, we further define the spectral range, given by
and the spectral deviation, given by
where S is some metric (specified in dB, unless stated otherwise) and S is its average over all frequency bands. In this case, we define the spectral range and deviation of the ABSE: ⇢ ABSE , ABSE , respectively.
ii. Peak and Notch Errors (E pk , E n )
The peak and notch errors (E pk , E n ) were defined by Boren et al. (2015) and essentially quantify the average peak (or notch) height (depth) in a frequency response over a certain frequency range. First, the difference (in dB) is computed between finely-and coarsely-smoothed versions of the the normalized freefield transfer function
where S(F ; B) denotes fractional-octave smoothing 7 applied to the spectrum F with smoothing bandwidth B octaves. The peak-and notch-finding algorithms described by Boren et al. are then applied to find the frequencies f
of all N pk spectral peaks and f
The peak and notch errors are then given by (Boren et al., 2015, Eq. (1))
respectively. Note that, since D is given in dB, the negative sign in the second equation typically ensures that both metrics are positive-valued.
iii. Central Spectrum (CS)
The central spectrum (CS) was defined by Kates (1984) for use as a metric for comparing loudspeaker responses. Consequently, it may be employed using only the free-field transfer functions of the test and reference samples. Specifically, we compute the difference (in dB) between the central spectra for the test and reference samples, given by CS(f c ) = CS T (f c ) CS R (f c ).
As done for the ABSE, we define the spectral range and deviation of the CS: ⇢ CS , CS , respectively.
iv. Composite Loudness Level (CLL)
The composite loudness level (CLL) spectrum was defined by Pulkki et al. (1999, section 1.1) to give an estimate of perceived timbre. Computing the CLL requires binaural impulse responses, which we compute using Eq. (8). We then compute the difference (in phons) between the CLL spectra for the test and reference samples, given by
Again, we define the spectral range and deviation of the CLL: ⇢ CLL , CLL , respectively.
v. Internal Spectrum (IS)
Wittek et al. (2007) adapted the internal spectrum (IS) defined by Salomons (1995, chapter 5) in order to define so-called spectral alterations. These spectral alterations are computed as the difference (in dB) between the internal spectra for the test and reference samples, given by
According to Wittek et al. (2007, section 3.2.5) , the IS for each sample is given as the average of the binaural power spectra, i.e.,
Here, P L,R T,R are the binaural power spectra after critical-band filtering, given by (Salomons, 1995, Eq. (5.12) )
where C(f ; f c ) are Patterson's auditory filters as specified by Salomons (1995, Eq. (5.9) ) and B L,R T,R are the binaural transfer functions, given by the Fourier transform of the binaural impulse responses from Eq. (8). Again, we define the spectral range and deviation of the IS: ⇢ IS , IS , respectively. Note that ⇢ IS is precisely equivalent to the A 0 -measure defined by Wittek et al. (2007, section 3.2.6) , which is based on the A 0 -criterion defined by Salomons (1995, section 5.4) . Additionally, IS is essentially equivalent to the "spectral deviation" described by Wittek et al. (2007, section 3.2.6 ).
vi. Linear Regression Models
In this work, we used various combinations (listed in Table 1) of the metrics described above to create multiple linear regression models, which predict subjective ratings of coloration, as discussed in Sec. 4.B.
Model Name Metrics Used
Proposed ⇢ ABSE , ABSE , E pk , E n Kates (1984) ⇢ CS , CS Pulkki et al. (1999) ⇢ CLL , CLL Wittek et al. (2007) ⇢ IS , IS Table 1 : Metrics used for each coloration model.
LISTENING EXPERIMENTS
Two listening experiments were conducted in an acoustically-treated listening room, where the listener was seated and given a pair of headphones. Four subjects, all male, ages 25-30 years, participated in the experiments; each subject is an experienced audio engineer or researcher. Prior to the experiments, each subject's HRTFs were measured in an anechoic chamber. These HRTFs were used to render ambisonics to binaural via the ambiX binaural decoder plug-in. 8 In this decoder, we performed a basic (pseudoinverse) ambisonic decoding (Heller et al., 2008 , Appendix A.1) for a 36-node Fliege grid and filtered each virtual loudspeaker's signal by the nearest measured HRTF. The headphones (Stax SR-009) were equalized for each subject using a regularized, least-squares equalization filter (Schärer and Lindau, 2009 ).
The test samples were produced using the ambisonics interpolation techniques of Southern et al. (2009) and Tylka and Choueiri (2016) , employed for microphone spacings of 10, 30, or 50 cm. The test samples were rendered from 4 th -order HOA room impulse responses for microphone positions distributed on both sides of the listening position, as illustrated by the empty circles in Fig. 1 . Also included in each test were reference samples, measured at the listening position and for which no interpolation was performed. 
A. LOCALIZATION TEST
To measure perceived source localization, we conducted a virtual source localization test, in which the listener was seated 1.27 m in front of a horizontal linear array of 30 transducers spaced 5 cm apart (note that the array served only as a visual reference to promote sound externalization). An infrared head-tracking device (NaturalPoint TrackIR) was used to maintain a stable sound field as the subject's head rotated. The test consisted of 1 training round followed by 5 rounds of testing, with optional short breaks in between each round for the subject to stand up and take off the headphones. In each round, the subject was presented with 14 randomly-selected samples (2 references and 12 test samples in each round), all of which were a short (⇠ 2 second) clip of male English speech. The intended source directions produced in the test corresponded to 10 of the 30 transducers, spanning approximately ±20 azimuth on the horizontal plane, as illustrated by the filled circles in Fig. 1 . The subject was asked to identify the direction from which the sound appeared to originate, and subsequently face it. The subject's head-angle (obtained from the head-tracking device) was then captured as the perceived direction of the source. The subject was able to repeat each sample any number of times until confident about the location of the source.
B. COLORATION TEST
To collect subjective ratings of coloration, we conducted an ITU-R BS.1534-3 MUSHRA test, administered in the same listening room and with the same headphones, but without head-tracking. The test consisted of 1 training round followed by 3 rounds of testing, with optional short breaks between rounds. In each round, the subject was presented with 9 "test samples" (actually 6 test samples, 2 anchors, and a hidden reference) and a labeled reference sample, all of which were a short (⇠ 3 second) clip of pink noise. The low anchor was the standard 3.5 kHz low-pass-filtered version of the reference; the second anchor was a high-shelf-filtered version of the reference, with +6 dB of gain applied above 7 kHz. The samples were randomly-ordered, but all samples in each round were from a single intended source direction. The intended source directions produced in the test corresponded to 45 , 0 , 30 azimuth on the horizontal plane, as illustrated by the crosses in Fig. 1 . The subject was asked to judge (and rate on a scale from 0-100) the extent to which each test sample differs, in terms of the tonal coloration only, from the reference. As is standard in a MUSHRA test, a rating of 100 indicates that the sample is indistinguishable from the reference, while any rating less than 100 indicates that the sample differs from the reference. All responses for each round and each subject were mapped (if necessary) such that the low anchor obtained a rating of 0. In the present dataset, all subjects correctly identified the hidden reference and rated it 100. The subject was able to repeat each sample (and the reference) any number of times until satisfied with the ratings for that round.
RESULTS
Using the data collected in the listening experiments, we determined optimal localization model parameters, as described in Sec. 4.A, and constructed the coloration models, as described in Sec. 4.B.
A. COMPARISON OF LOCALIZATION MODELS
Using the measured localization directions from the localization experiment (described in Sec. 3.A), we first determined optimal values for each of the 4 parameters discussed in Sec. 2.A.i. The optimization consisted of minimizing the squared-residuals between the predicted and measured localization azimuths. The resulting parameter values are listed in Table 2 . From these optimal values, we see that, generally, the low-frequency (velocity) vector requires a "coarser" set of input data, as the spatial resolution (related to Q) is much lower. Conceptually, this agrees with the notion that low-frequency sounds are not very directional, so a low-spatial-resolution representation of such information should be adequate. Similarly, the wavelet Table 3 : Squared residuals, Pearson correlation coefficients, and mean absolute prediction errors (✏) for each localization model. The squared residuals are normalized by the variance seen in the measured data for each sample.
lengths (set by ⌧ ) are longer for the velocity vector than for the energy vector, which is likely a result of low-frequency information requiring longer time-scales in order to be adequately represented.
In Fig. 2 , the measured localization directions are plotted against the predictions of each model. The mean absolute prediction error is given by✏
where R is the total number of responses, ✓ r is the measured azimuth for response r, and ✓ p is the predicted azimuth. These errors, as well as the squared residuals and Pearson correlation coefficients for the data, are given in Table 3 . From these values, we see that while the proposed model seems to fit the data better compared to the binaural model, as the former achieves both a lower squared-residual value as well as a smaller mean absolute prediction error, the latter achieves a higher correlation with the data. This may be explained (in part) by the binaural model's ability to take into account subject-dependent variations, since the predictions are made on a per-subject basis (see Sec. 2.A.ii), as well as any effects of the binaural rendering approach used. The proposed model, however, is unaware of the binaural rendering approach used and can only make a single prediction per sample, meaning that any subject-dependent variation in the data cannot be captured. For both models we observe two outlying data points at approximately (+10 , 10 ), for which the predicted directions are to the left (+), while the subject localized the sound to the right ( ). Although not shown here, the same data points appear again as outliers when plotted against intended source direction, suggesting these outliers could well be due to an error on the part of the subject.
B. COMPARISON OF COLORATION MODELS
Using the MUSHRA ratings collected from the coloration listening test (described in Sec. 3.B), we performed linear regressions for each model discussed in Sec. 2.B.vi. We first converted the MUSHRA ratings to "coloration scores", given by C = 100 M , where M are the MUSHRA ratings. Through this transformation, a reference sample will always have a coloration score of zero, while the low-pass anchor will have a coloration score of 100. We then computed linear regressions between the values of the metrics in each of the four models and the coloration scores. Note that, for the binaural models (Pulkki et al., 1999; Wittek et al., 2007) , we computed each metric on a per-subject basis, i.e., using each subject's individualized HRTFs to render to binaural and subsequently computing per-subject values of each metric.
In building the coloration models, an analysis of the statistical significance of each model parameter revealed that, for the proposed model, neither ABSE nor E pk provided a significant improvement to the model. This is likely because, for all of our test samples, both ABSE and E pk were strongly correlated with ⇢ ABSE . Consequently, our proposed model uses only ⇢ ABSE and E n . Additionally, a "y-intercept" (offset) term was considered for each model, but was found to be statistically insignificant in all cases. 9 The final formulae and corresponding Pearson correlation coefficients between the measured and predicted coloration scores are tabulated in Table 4 . These correlation coefficients suggest that the proposed model is best able to predict the measured coloration scores.
The proposed model is also the only model to have both coefficients positive, even though all of the metrics listed in Sec. 2.B produce positive values for non-flat spectra. This indicates that both metrics in the proposed model directly contribute to perceived coloration. We also note the similarity between the two binaural models (Pulkki et al., 1999; Wittek et al., 2007) , in both the coefficients and performance of the model. This may be explained by both models capturing essentially the same information through combining the binaural spectra.
Additionally, in Fig. 3 , the measured coloration scores are plotted against the predicted scores for each model. From these plots, we see that the proposed model produces the most compact (towards the y = x line) distribution of the data. We also note that the model of Kates (1984) is the only model that consistently under-predicts the low-anchor scores. This suggests that this model did not have sufficient degrees of freedom (since the two metrics were strongly correlated with one another) to capture the end points of the data.
Model Name
Formula Correlation Proposed C = 2.88⇢ ABSE + 1.74E n 0.84 Kates (1984 . The predicted coloration scores for the binaural models (Pulkki et al., 1999; Wittek et al., 2007) are averaged across listeners. Correlation coefficients for each set of data are given at the top of each plot.
CONCLUSIONS
In this work, we developed models for perceived source localization and spectral coloration. We empirically determined parameters of these models through comparison with results of subjective listening experiments. One advantage of these models, compared to existing ones, is that they do not require rendering ambisonics to binaural. This allows the models to be used to directly evaluate navigational techniques for higher-order ambisonics, without introducing extraneous factors such as the choice of ambisonics-tobinaural rendering approach or of HRTF.
The localization model (described in Sec. 2.A.i) extends a recently-developed precedence-effect-based energy vector model in order to predict perceived source localization directly (i.e., without rendering to binaural) from the ambisonics impulse responses. To determine parameters of the model, we conducted a virtual localization test (described in Sec. 3.A) with individualized binaural rendering over head-tracked and equalized headphones. The results of the localization test are in good agreement with the predictions of the localization model (see Sec. 4.A), achieving a mean absolute prediction error of 3.67 . Furthermore, the proposed model performs comparably to, if not better than, the binaural localization model of Dietz et al. (2011) (described in Sec. 2.A.ii) , in terms of their agreement with the data.
The coloration model uses only the omnidirectional ambisonics impulse responses (i.e., the free-field transfer functions) and predicts a perceived "coloration score" from a linear combination of two metrics (defined in Sec. 2.B): the range of the auditory band spectral error (⇢ ABSE ) and the notch errors (E n ). To construct this model, we conducted a MUSHRA (ITU-R BS.1534-3) test (described in Sec. 3.B) and per-formed a linear regression of the metrics with the collected subjective ratings of coloration. We compared the proposed model to several alternative models and found it to achieve the highest correlation to the measured data (see Sec. 4.B).
It should be noted, however, that predicting these "coloration scores" is a somewhat artificial task, as the scale (0-100) is arbitrary, and there is no reason to think that the perceived coloration should be strictly linearly related to any of the metrics used. Nevertheless, a more general result of this analysis is that the metrics used in the proposed model (⇢ ABSE and E n ) are dominant factors in the perception of coloration. Thus, each of these metrics may serve as a useful measure of perceptible spectral coloration, as a large value for either metric would almost certainly yield perceptible coloration.
A. FUTURE WORK
To further validate and refine the proposed models, additional listening experiments should be conducted with more subjects, additional source positions, and varied stimuli. For example, the localization model has only been validated for frontal (±20 azimuth) sources and a speech signal. Furthermore, the stimulusdependent stationary signal weight (↵) is typically determined empirically by fitting model predictions to experimental data (see Stitt et al., 2016 Stitt et al., , 2017 . Consequently, future work should seek a (possibly empirical) model for ↵ such that it can be determined a priori for a given stimulus. 10 Similarly, the coloration model should be validated against other navigational techniques, as the spectral colorations induced by the techniques examined here may or may not be comparable to those induced by alternative techniques. Finally, alternative binaural rendering techniques should be employed in future listening experiments in order to verify the desired insensitivity of the models to choice of rendering approach.
Despite their need for further validation, the models presented here appear promising for use in comparing navigational techniques. Consequently, a comprehensive comparison of existing navigational techniques should be conducted using these models in order to quantify the penalties incurred by each technique, and ultimately determine limits of usability for each technique (e.g., maximum translation distance with  5 source localization error).
