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EXTENDED ABSTRACT

Medical errors (e.g., misdiagnosis and surgical injuries) can cause serious consequences to patients. Healthcare organizations
and government agencies have offered a wide variety of resources and programs to help reduce medical errors and enhance
patient safety. One of these types of resources is repositories of medical error narratives in the form of reports, articles, papers,
and case studies written by healthcare professionals (e.g., physicians, nurses, hospital managers). Patients and peer healthcare
professionals can access these narratives and learn valuable lessons. However, these narratives are text documents, which are
more difficult to analyze than structured data. In addition, the retrieval of information from the repositories are still limited to
only keyword matching based search. It is difficult for users to find relevant information efficiently.
In this research, we use named entity recognition (NER) techniques in natural language processing (NLP) to automatically
identify relevant entities (e.g., patients, diseases) from medical error narratives. These named entities can then be used for
document categorization, and/or for providing additional document search criteria based on different types of information.
We employ an open-domain deep-learning technique, the BERT (Bidirectional Encoder Representations from Transformers)
model, to extract healthcare and medical domain specific terms from text documents. BERT is a pre-trained neural network on
large text corpuses and has embedded into its millions of weights a comprehensive amount of knowledge of the English
language and a deep sense of language contexts. A few BERT based models for the biological and medical domain have been
proposed, such as BioBERT, ClinicalBERT, and BlueBERT, most of which were trained on the academic literature. However,
medical error narratives are not academic papers and often contain a mixture of formal medical terms, such as disease and
treatment names, and informal mentioning and descriptions of patient conditions and symptoms.
In this study, we fine-tuned the generic BERT using a text corpus extracted from a government website, Patient Safety Network
(PSNet). The PSNet site maintains a large collection of medical error narratives posted by healthcare professionals and
providers from across the country since 2016. We used 200 narratives randomly extracted from this website to train and test
our model in our pilot study. Eight types of named entities were identified in these narratives: age (e.g., 53-year-old), patient
(e.g., man, senior), provider (e.g., surgeon, resident), organization (e.g., intensive care unit/ICU), disease (e.g., AIDS, type II
diabetes), symptom (e.g., shortness of breath), treatment (e.g., bilateral myringotomies), and system/computer program (e.g.,
electronic health record/EHR). Two research assistants independently coded these 200 documents and labeled each term in the
documents manually. The inter-rater reliability was 91%. Inconsistencies were resolved by in-person discussion between the
assistants. The labeled documents were then used to train and fine-tune the BERT model. A 10-fold cross validation evaluation
reported that the average accuracy of the classification was 88%, which was only slightly worse than that of human coders.
Our promising preliminary results show that a fine-tuned generic BERT model has the potential to achieve the performance
comparable to that of human coders in domain specific NER tasks. We will continue to fine-tune our model using more data
from diverse sources and compare our model against benchmark models (e.g., BioBERT and ClinicalBERT). Our research will
contribute to the NLP literature by developing BERT based healthcare and medical domain specific language models. In
practice, by incorporating the identified named entities in the existing search functions of large medical error narrative
repositories, our model will help improve the usability of these systems, making it easier for patients and healthcare
professionals to access those unstructured document resources and gain useful knowledge.
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