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Abstract: We consider a new 3d superconformal index defined as the path integral over
RP
2 × S1, and get the generic formula for this index with arbitrary number of U(1) gauge
symmetries via the localization technique. We find two consistent parity conditions for the
vector multiplet, and name them P and CP . We find an interesting phenomenon that two
matter multiplets coupled to the CP-type vector multiplet merge together. By using this
effect, we investigate the simplest version of 3d mirror symmetry on RP2× S1 and observe
four types of coincidence between the SQED and the XYZ model. We find that merging
two matters plays a important role for the agreement.
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1 Introduction
The SUSY localization technique on a curved manifold M provides us an exact way to
perform the path integral. For example, exact results based on the localization techniques
on the 3-dimensional manifold M3 have been reported in early works [1–4]. Once we
know such a manifold, we can study possible orbifold [5] and the boundary condition [6]
preserving SUSY. Another exotic story can be found in the study of rigid SUSYs on an
unorientable manifold [7]. We can observe different aspects of SUSY gauge theory by
considering its partition function on various manifolds.
As one of interesting applications of these exact results, we focus on the simplest version
of 3d mirror symmetry [8, 9] which is equivalence between the SQED and the XYZ model.
In fact, 3d mirror symmetry can be embedded to the context of string theory, and mirror
theories are related by SL(2,Z) transformation in the type IIB brane construction [10]. By
using exact results onM3 = S
3, we can find the expected agreement of partition functions
via the Fourier transform of hyperbolic function sech, or the canonical transformation of
a certain phase space [11]. If we consider partition functions on the squashed three sphere
[12], it is generalized to the Fourier transform of the double sine function [13] and becomes
the summation identity by considering M3 = S
3/Zp [5]. If we take M3 = S
2 × S1, the
expected identity is proved by using non-trivial identities called the q-binomial formula
and the Ramanujan’s summation formula [14, 15]. These results show us that there is a
complementary relationship between a family of mathematical identities depending onM3
and the validity of the original 3d mirror symmetry.
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In [7], we studied the case of M3 = RP
2 × S1. We realized the theory on such an
unorientable space via dividing S2 × S1 by Z2 parity P which acts on the base space S
2,
and computed the superconformal index. One important limitation of P is compatibility
with SUSY because we utilize the supersymmetric localization technique. The simplest case
of 3d mirror symmetry is realized as equivalence between the following quiver diagrams:
Q // ?>=<89:;P // Q˜ ⇐⇒ XY Z (1.1)
The symbol P in the node means that the gauge field Aµ in the vector multiplet transforms
like ∂µ after the translation along the non-contractible cycle on RP
2, and the combined
X,Y means that X transforms into Y , and vice versa. We can verify equivalence between
two indices from the q-binomial theorem and a parity formula for q-Pochhammer symbol:
q
1
8
(q2; q2)∞
(q; q2)∞
∮
dz
2πiz
{
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(z−1a
1
2 q
1
2 , za
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+ a
1
4
(z−1a
1
2 q
3
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1
2 q
3
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3
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2 ; q2)∞
}
⇔ q
1
8 a˜−
1
4
(a˜−
1
2 q; q)∞
(a˜
1
2 ; q)∞
(a˜; q2)∞
(a˜−1q; q2)∞
. (1.2)
In this paper, we find a pair of new consistent parity conditions by turning on charge
conjugation C simultaneously with P, and derive new superconformal indices for a general
class of theories based on localization techniques. We find non-trivial effects on the struc-
ture of localization locus and the one-loop determinants, and utilize the new results to the
check of 3d mirror symmetry with one flavor. We find following expected equivalence:
Q
Q˜
//
oo GFED@ABCCP ⇐⇒ X Y Z (1.3)
The symbol CP in the node means that the gauge field Aµ transforms oppositely compared
with ∂µ along the non-contractible cycle. We can verify corresponding equivalence between
two indices by using the Ramanujan’s summation formula and the product-to-sum identity
of ϑ functions:
1
2
q−
1
8
(q; q2)∞
(q2; q2)∞
∑
m∈Z
(
q
1
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1
2w
)m{(a− 12 qm+1; q)∞
(a
1
2 qm; q)∞
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(−a−
1
2 qm+1; q)∞
(−a
1
2 qm; q)∞
}
⇔ q−
1
8
(a˜
1
2 w˜−1q
1
2 , a˜
1
2 w˜q
1
2 , a˜−1q; q2)∞
(a˜−
1
2 w˜q
1
2 , a˜−
1
2 w˜−1q
1
2 , a˜; q2)∞
. (1.4)
We also consider the generalized index and observe four types of perfect agreement between
the SQED and the XYZ model.
The organization of this paper is as follows. In Section 2, we explain details on the new
parity conditions and summarize the localization results. In Section 3, we turn to showing
four types of coincidence of two generalized indices conjectured by the 3d mirror symmetry.
Section 4 is devoted to the conclusion and discussions. We add three appendices. In Ap-
pendix A, we explain more details on localization calculus. In Appendix B, we summarize
useful mathematical formulas and give analytic proof for four types of coincidence.
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2 Exact computations of 3d superconformal index on RP2 × S1
Preliminary Our basic ingredients for constructing SUSY gauge theories are a 3d N = 2
vector multiplet V with a U(1) gauge symmetry and a matter multiplet Φ on S2×S1. Under
the N = 2 supersymmetry, the following Lagrangians define SUSY-invariant actions:
Lagrangians
LYM(V ) =
1
2
FµνF
µν +D2 + ∂µσ · ∂
µσ + ǫ3ρσσFρσ + σ
2 + iλγµ∇µλ−
i
2
λγ3λ, (2.1)
Lmat(Φ; q) = −iψγ
µ(∇µ − iqAµ)ψ + (∂µφ+ iqφAµ)(∂
µφ− iqAµφ) + · · · . (2.2)
These Lagrangians are not only SUSY-invariant but also SUSY-exact ; we can rewrite
them as consequences of the SUSY variations. (See [7] for more details.) Thanks to their
exactness, we can use the localization technique. In addition, we should take appropriate
parity conditions to component fields in order to make the theory defined on RP2×S1. We
denote such parity conditions by
φ→ φ˜
def
⇐⇒ φ(π − ϑ, π + ϕ, y) = φ˜(ϑ,ϕ, y). (2.3)
In [7], we found a pair of parity conditions compatible with SUSY as follows. Here, we
restrict ourselves to consider only the single matter multiplet.
Vector multiplet : V (P)
A
(P)
ϑ → −A
(P)
ϑ , A
(P)
ϕ,y → +A
(P)
ϕ,y ,
σ(P) → −σ(P),
λ(P) → +iγ1λ
(P), λ
(P)
→ −iγ1λ
(P)
,
D(P) → +D(P),
(2.4)
Matter multiplet : Φs
φ → φ,
ψ → −iγ1ψ,
F → F ,
with a U(1) charge q.
(2.5)
Basically, these conditions are controlled by behavior of the Killing spinors on S2 × S1. In
order to perform the localization calculus, we need also to make the action itself invariant
under these parity transformations, and happily each Lagrangian in (2.1) and (2.2) is in-
variant independently under the transformations in (2.4) and (2.5) schematically described
as follows:
L88 YM(V
(P)) + Lmat(Φs; q ) dd . (2.6)
Chern-Simons term and BF term One may want to consider a Chern-Simons term,
however it breaks parity invariance because it effectively works as the flip of the sign for the
Chern-Simons level k → −k. If one turn on two vector multiplets and do an appropriate
exchange of the fields under the antipodal identification, it will be possible to preserve
parity invariance, but we postpone such generic setup for a future problem. In the same
reason, we cannot turn on a supersymmetric BF term with only the conditions (2.4).
However, as we will see in the next page, there is another consistent parity condition (2.7).
Then, it becomes possible to define the BF term consistently even on RP2 × S1.
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2.1 New supersymmetric parity conditions and BF term
New parity condition In the previous parity conditions (2.4) and (2.5), we focus on
a single matter multiplet. More appropriately speaking, we consider a single U(1) charge
q. In this case, we should fix the condition for the vector multiplet as (2.4) in order to
make the matter Lagrangian (2.2) invariant under the transformation. Therefore, it looks
impossible to take another parity condition for the vector multiplet. However, a loophole
can be found by turning on two matter multiplets with opposite charges +q,−q as follows:
Vector multiplet : V (CP)
A
(CP)
ϑ → +A
(CP)
ϑ , A
(CP)
ϕ,y → −A
(CP)
ϕ,y ,
σ(CP) → +σ(CP),
λ(CP) → −iγ1λ
(CP), λ
(CP)
→ +iγ1λ
(CP)
,
D(CP) → −D(CP).
(2.7)
Matter multiplets : Φd(
φ1
φ2
)
→
(
φ2
φ1
)
,
(
ψ1
ψ2
)
→ −
(
iγ1ψ2
iγ1ψ1
)
,
(
F1
F2
)
→
(
F2
F1
)
, with charges
(
+q
−q
)
.
(2.8)
As one can check, each field on the rhs in the condition (2.7) has opposite signs compared
with the corresponding one in (2.4). The condition (2.7) makes the Lagrangian LYM
invariant. Let us explain why the doublet with opposite charges in the matter sector is
necessary. Now, the parity conditions for the differential operators are
∂ϑ → −∂ϑ, ∂ϕ,y → +∂ϕ,y. (2.9)
Accordingly, the covariant derivative behaves as (∂µ − iqA
(CP)
µ )→ ±(∂µ + iqA
(CP)
µ ) under
(2.7). It means that the parity condition (2.7) works as charge conjugation. Therefore,
matter theories with single gauge charge q is NOT invariant under (2.7). On the other
hand, however, an interesting phenomenon happens if we turn on a doublet (2.8) with
opposite charges. In this case, the following transformations of Lagrangians occur:
""
L88 YM(V
(CP)) + Lmat(Φ1; +q) + Lmat(Φ2;−q). (2.10)
bb
Compared with the previous one in (2.6), the invariance displayed in (2.10) looks exotic.
It means that the two matter multiplets merge into a doublet and define a single matter
on S2×S1. As a result, we can recycle known calculations with slight modifications caused
by an unorientable structure of RP2 × S1. We explain the details in Appendix A.
BF term As we noted, the supersymmetric BF term is impossible within only V (P) or
V (CP). However, a hybrid of V (P) and V (CP) gives a Lagrangian invariant under a set of
the parity transformations on RP2 × S1 as follows:
LBF(V
(P), V (CP)) = A(P) ∧ F (CP) − λ
(P)
λ(CP) − λ
(CP)
λ(P) + 2D(P)σ(CP) + 2D(CP)σ(P),
(2.11)
because the parity-odd feature of V (P) is totally cancelled by the opposite parity feature
of V (CP). Thus, we take this term into account seriously from now on.
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2.2 Recipe of index for abelian gauge theories
We summarize here the most general formulas for abelian gauge theories’ indices on RP2×S1
IRP
2
Theory(x, α) = TrHRP2Theory
(
(−1)FˆxHˆ+jˆ3αfˆ
)
, (2.12)
where HRP
2
Theory represents the Hilbert space of the theory on RP
2, Fˆ is the fermion number,
Hˆ is the energy which satisfies the BPS condition Hˆ + Rˆ − jˆ3 = 0, Rˆ is the R-symmetry,
and jˆ3 is the third component of the orbital angular momentum (quantities with hats are
operators). This quantity can be expressed by the path integral of the SUSY theories on
RP
2 × S1. See the literatures [1, 2, 7, 16] for more details.
Quiver rules To make our recipe comprehensive, we define quiver rules. We define nodes
for two types of the vector multiplets defined in (2.4) and (2.7),
V (P) : ?>=<89:;P , V (CP) : ?>=<89:;CP . (2.13)
In addition, we introduce two types of matter multiplets defined in (2.5) and (2.8),
Φs : Φ , Φd :
Φ1
Φ2
, (2.14)
The gauge coupling is represented by an arrow connecting between a rectangle and a node.
The direction means the sign of the U(1) gauge charge, e.g. Φ // .-,()*+ ⇔ sign(q) > 0,
and the number of arrowheads means the absolute value of the gauge charge. For example,
// // means |q| = 2. ︸︷︷︸
q
// means the generic q instead of writing many arrowheads.
Possible couplings As already noted, the possible interactions on RP2×S1 are restricted,
and all of them are listed as follows:
• Matter - Matter :W(Φ), (2.15)
• Vector - Vector : ?>=<89:;P BF ?>=<89:;CP , (2.16)
• Matter - Vector : Φ ︸︷︷︸
q
// ?>=<89:;P , Φ1Φ2
//︸︷︷︸
q
// ?>=<89:;P , Φ1Φ2
// ?>=<89:;CP︸︷︷︸
q
oo , (2.17)
where we do not define quiver rules for a superpotential W because the contribution of W
in Coulomb branch localization becomes irrelevant1 eventually. One can draw an arbitrary
quiver by using these rules to define meaningful Abelian SUSY theories on RP2 × S1.
Formulas for the index (2.12) We can get the formulas for the exact indices based
on the localization techniques. For the details, see [7] and Appendix A. Here, we just
summarize the recipe for them. First of all, we replace each node as follows.
?>=<89:;P = x+ 14 (x
4;x4)∞
(x2;x4)∞
∑
B±
1
2π
∫ 2pi
0
dθ B±, θ , (2.18)
?>=<89:;CP = x− 14 (x
2;x4)∞
(x4;x4)∞
∑
B∈2Z
1
2
∑
θ±
B, θ± , (2.19)
1The allowed superpotentials are of course the ones satisfying parity invariance.
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where the dotted node means background vector multiplets given by
B±, θ : A = B±Aflat +
θ
2π
dy, σ = 0,
( B+ = 0
B− = 1
θ ∈ [0, 2π]
)
, (2.20)
B, θ± : A = B Amon +
θ±
2π
dy, σ = −
B
2
,
(
B ∈ 2Z,
θ+ = 0
θ− = π
)
, (2.21)
where Aflat is the nontrivial flat connection
2 on RP2, Amon is the Dirac monopole config-
uration with monopole charge 1, and θ is a Wilson line phase along S1. As the second
step, we replace the rigid line with the dotted line: // = // . Then, we get the
integrand or the summand in (2.18) or (2.19) with the following contributions3 from the
quiver diagrams including the matter multiplets4:
B±1 , θ1 Φ︸︷︷︸
q1
oo ︸︷︷︸
q2
// B±2 , θ2 =


(
x
∆−1
4 e
i(q1θ1+q2θ2)
4
)+1
(e−i(q1θ1+q2θ2)x2−∆;x4)∞
(e+i(q1θ1+q2θ2)x0+∆;x4)∞
for (−1)q1B
±
1 +q2B
±
2 = +1,(
x
∆−1
4 e
i(q1θ1+q2θ2)
4
)−1
(e−i(q1θ2+q2θ2)x4−∆;x4)∞
(e+i(q1θ1+q2θ2)x2+∆;x4)∞
for (−1)q1B
±
1 +q2B
±
2 = −1,
(2.22)
B±1 , θ1
oo
oo︸︷︷︸
q1
Φ1
Φ2
//
oo ︸︷︷︸
q2
B2, θ2± = ei
q1q2B
±
1
θ2±
2
(
x1−∆e−iq1θ1
) |q2B2|
2
(
e−i(q1θ1+q2θ2±)x|q2B2|+(2−∆);x2
)
∞(
e+i(q1θ1+q2θ2±)x|q2B2|+(0+∆);x2
)
∞
,
(2.23)
B±, θ
BF
B, θ± = (−1)B
±θ±/pi ×
(
eiθ
)B/2
. (2.24)
Weakly gauged global symmetry If the system has a global symmetry, we can turn
on a background vector multiplet V which couples to the global symmetry current. We can
take its effect into account by turning on the corresponding dotted node (2.20) or (2.21)
from the beginning. For example, a typical diagram is as follows:
B+A , θA
Q //
<<
?>=<89:;P //
BF
Q˜
bb
BJ , θJ+
It means that there are two background gauge fields VA and VJ coupled to Q, Q˜, and
V (P), respectively. We can easily derive the corresponding index by repeating the above
procedure without the summation or the integration in (2.18) and (2.19) for B+A , θA and
BJ , θJ+. Note that the appropriate parity type of the background field should be selected
from a flavor charge of each field under the corresponding global symmetry.
2In the language used in [7], Aflat = A
−
flat.
3We correct the formula (2.23) in the previous version by adding the exponential prefactor.
4The matter multiplet is fixed with R-charge Rˆ = −∆. In (2.23) and (2.22), we can couple arbitrary
number of nodes. If so, the contribution becomes the one by added appropriate terms in qθ and qB.
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U(1) U(1)J U(1)A Rˆ
Q +1 0 +1 −∆
Q˜ −1 0 +1 −∆
Table 1. Charges in the SQED. Global symme-
tries are a topological U(1)J and an axial U(1)A.
U(1)V U(1)A Rˆ
X +1 +1 −(1−∆)
Y −1 +1 −(1−∆)
Z 0 −2 −2∆
Table 2. Charges in the XYZ model. Global sym-
metries are a vector-like U(1)V and an axial U(1)A.
SQED XYZ
U(1)J , JJ ↔ U(1)V , JV
U(1)A, JA ↔ U(1)A, −JA
e(σ+iρ)/e
2
, e−(σ+iρ)/e
2
↔ X, Y
QQ˜ ↔ Z
Table 3. The mirror map. JJ , JV , and JA are currents associated to U(1)J , U(1)V , and U(1)A,
respectively. e2 is a coupling constant.
3 Mirror symmetry on RP2 × S1
Mirror symmetry is a kind of dualities between theories which flow to the same IR fixed
point along the RG flow. In this paper, we deal with N = 2 mirror symmetry [8, 9] between
the SQED and the XYZ model on RP2×S1; the former has a vector multiplet and two chiral
fields Q and Q˜ charged under the U(1) gauge group, and the latter is comprised of three
chiral fields X,Y , and Z coupled to each other through the superpotential W = XY Z. In
addition, they contain two global U(1) symmetries and R-symmetry acting on the chiral
fields. We arrange all charge assignments in Table 1 and 2.
In the context of mirror symmetry, the languages of the SQED are mapped to those
of the XYZ model as in Table 3. The bottom two lines in Table 3 are the correspondences
of moduli parameters. ±(σ + iρ), where ρ is the dual photon defined by
1
2
ǫµνρF
νρ = ∂µρ, (3.1)
characterize the Coulomb branch, and the Higgs branch is parametrized by QQ˜. Notice
that we assume the maps of the moduli are kept not only at the classical level but also for
quantum fluctuations of these fields. We shall follow this assumption to decide the parity
condition for the XYZ model.
We consider the case where global symmetries are gauged. The fact that the back-
ground gauge field of a topological U(1)J in the SQED is coupled to a topological current
JT = ∗F shows the appearance of a BF term as a classical contribution. In fact, our BF
term (2.24) carries out a significant effect to manifest mirror symmetry. With the gauging
prescriptions as explained above, we find four types of mirror symmetry depending on the
choices of consistent parity conditions in the SQED and the XYZ model. The first one
explained in the subsection 3.2 is an one-parameter extension of mirror symmetry demon-
strated in [7], and others are completely new. We give the readers proof for all types of
N = 2 mirror symmetry in Apeendix B.
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3.1 The map of parity conditions
Q // ?>=<89:;P // Q˜
SQED(P)
σ, ρ // −σ,−ρ
Q // Q
Q˜ // Q˜
ks +3 X Y Z
X
YZ
X
Y $$
❏❏
❏❏
❏❏ ::tttttt
Y
X
Z // Z
Table 4. Parity conditions in SQED(P) and XYZ.
In this subsection, we summarize the parity actions in the SQED and the corresponding
conditions in the XYZ model based on the mirror map of the moduli parameters.
Firstly, we focus on the SQED under the parity conditions (2.4) and (2.5) denoted
by SEQD(P). In the language of the moduli parameters, σ and ρ receive flipping its sign
under P, but Q and Q˜ do not mix up. Recalling the mirror map (Table 3), we can see that
changing the signs of σ and ρ corresponds to the interchange of X and Y , and Z does not
take any effect (the right side of Table 4). This means that (X,Y ) behave as a doublet
matter multiplet described by the parity condition (2.8). We name this dual theory XYZ to
represent combining (X,Y ) as a single multiplet on S2 × S1. We argue mirror symmetry
between SEQD(P) and XYZ with respect to the parity conditions in Table 4.
Q
Q˜
GFED@ABCCPoo //
SQED(CP)
σ, ρ // +σ,+ρ
Q
Q˜ $$
❏❏
❏❏
❏❏ ::tttttt
Q˜
Q
ks +3 X Y Z
XYZ
X // X
Y // Y
Z // Z
Table 5. Parity conditions in SQED(CP) and XYZ.
Next, we consider the SQED satisfying our new parity conditions (2.7) and (2.8) which
we call SQED(CP). The moduli σ and ρ transform trivially, while the matters Q and Q˜
must be exchanged each other because of accompanying charge conjugation C with P (the
left side of Table 5). The mirror map of the moduli spaces (Table 3) gives us the parity
conditions in the XYZ model (denoted just by XYZ) such that X and Y remain intact,
and also Z is not affected since it is the product of Q and Q˜. This correspondence of the
parity conditions is indicated in Table 5 of which we make use in verifying mirror symmetry
between SQED(CP) and XYZ.
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3.2 SQED(P) vs X
Y
Z
B+A , θA
Q //
;;
?>=<89:;P //
BF
Q˜
cc
BJ , θJ+
SQED(P+)
ks +3
B˜+A , θ˜A
OOOO
X Y
OO

Z
"" ""
BV , θV+
X
Y
(+)
Z (3.2)
SQED(P+) vs X
Y
(+)Z This is the case studied in [7] without the BF term in the SQED.
Here, we incorporate the BF term into the index by turning on the CP-type background
gauge field (2.21) for U(1)J global symmetry parametrized by (BJ , θJ+). CP-type is nec-
essary to make the BF term parity-even. In addition, we turn on the P-type background
gauge field (2.20) for U(1)A global symmetry parametrized by (B
+
A , θA). P-type is neces-
sary to make the gauge coupling parity-even. On the left side of (3.2), we draw the quiver
diagram. We call it SQED(P+) where the superscript indicates the existence of θJ+. The
index is given by using the quiver rules summarized in subsection 2.2 as follows.
ISQED(P+)(x, α,BJ )
= q
1
8
(q2; q2)∞
(q; q2)∞
∮
C0
dz
2πiz
zs
{
a−
1
4
(z−1a
1
2 q
1
2 , za
1
2 q
1
2 ; q2)∞
(za−
1
2 q
1
2 , z−1a−
1
2 q
1
2 ; q2)∞
+ a
1
4
(z−1a
1
2 q
3
2 , za
1
2 q
3
2 ; q2)∞
(za−
1
2 q
3
2 , z−1a−
1
2 q
3
2 ; q2)∞
}
,
(3.3)
where the integration contour C0 is the unit circle, z := e
iθ, and s := BJ/2 ∈ Z is a
backgorund monopole flux. α = eiθA represents a fugacity associated to U(1)A, and also
we define q = x2 and a = α−2x2(1−∆) for latter use.
On the other hand, we write down the quiver diagram of the dual theory XY
(+)
Z in
(3.2) where again the superscript means the existence of θV+. We also turn on BV and
(B˜+A , θ˜A). Then, the quiver rules give the corresponding index as
IX
Y
(+)
Z
(x, α˜, BV ) = q
1
8 a˜−
1
4
(
a˜−
1
2 q
1
2
)|s˜| (a˜− 12 q1+|s˜|; q)∞
(a˜
1
2 q|s˜|; q)∞
(a˜; q2)∞
(a˜−1q; q2)∞
, (3.4)
where we define α˜ = eiθ˜A , a˜ = α˜2x2(1−∆) and s˜ = BV /2 ∈ Z.
According to N = 2 mirror symmetry, the following identity is expected to hold:
ISQED(P+)(x, α,BJ ) = IX
Y
(+)
Z
(x, α˜, BV ), (3.5)
under identifications α = α˜−1 and BJ = BV found from the mirror map (Table 3). Note
that, for all cases in the paper, we fix the background gauge field for U(1)A to be B
+
A .
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B+A , θA
Q //
;;
?>=<89:;P //
BF
Q˜
cc
BJ , θJ−
SQED(P−)
ks +3
B˜+
A , θ˜A
OOOO
X Y
OO

Z
"" ""
BV , θV−
X
Y
(−)
Z (3.6)
SQED(P−) vs X
Y
(−)
Z We can define the SQED with the same parity conditions as used
in SQED(P+) but choosing the other background Wilson line phase, that is, θJ−. We name
this case SQED(P−) whose quiver diagram is drawn on the left side of (3.6). This quiver
diagram instantly gives us the index of SQED(P−)
ISQED(P−)(x, α,BJ )
= q
1
8
(q2; q2)∞
(q; q2)∞
∮
C0
dz
2πiz
zs
{
a−
1
4
(z−1a
1
2 q
1
2 , za
1
2 q
1
2 ; q2)∞
(za−
1
2 q
1
2 , z−1a−
1
2 q
1
2 ; q2)∞
− a
1
4
(z−1a
1
2 q
3
2 , za
1
2 q
3
2 ; q2)∞
(za−
1
2 q
3
2 , z−1a−
1
2 q
3
2 ; q2)∞
}
,
(3.7)
where all variables are defined in the same manner as ISQED(P+) (3.3). The only difference
from the previous example is the relative weight originated from the BF term (2.24) in
summing over the dynamical gauge holonomies in (2.19). Thus, we can proceed with the
computation in a parallel way to (3.3).
On the dual side, we call it XY
(−)
Z, although chiral fields satisfy the same parity con-
ditions as XY
(+)
Z, they couple with the background Wilson line phase θV−. The index of
X
Y
(−)
Z corresponding to the quiver on the right side of (3.6) is given by
IX
Y
(−)
Z
(x, α˜, BV ) = q
1
8 a˜−
1
4
(
a˜−
1
2 q
1
2
)|s˜| (−a˜− 12 q1+|s˜|; q)∞
(−a˜
1
2 q|s˜|; q)∞
(a˜; q2)∞
(a˜−1q; q2)∞
, (3.8)
where we reuse the arguments a˜ and s˜ from (3.4). The negative signs in the second fraction
of (3.8) are caused by the fact that X, Y which have U(1)V charges ±1 are coupled to
θV−.
Mirror symmetry between SQED(P−) and XY
(−)
Z should be realized as
ISQED(P−)(x, α,BJ ) = IX
Y
(−)
Z
(x, α˜, BV ) (3.9)
under identifications α = α˜−1 and BJ = BV as before. The readers can confirm numerically
two types of equivalence (3.5) and (3.9). Also, they can be verified analytically by utilizing
the q-binomial theorem (B.6). We summarize mathematical tools and indicate exact proof
for both examples in Appendix B (see [7] for details and general arguments about the
q-binomial theorem).
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3.3 SQED(CP) vs XYZ
B+A , θA
Q
Q˜
<<
<<
GFED@ABCCPoo //
BF
B+
J
, θJ
SQED(CP+)
ks +3
B˜+A , θ˜A
OO<<
X
""
YOO Z
"" ""
B+V , θV
X(+)Y(+)Z (3.10)
SQED(CP+) vs X(+)Y(+)Z Let us turn to concentrating on mirror symmetry under our
new parity conditions (2.7) and (2.8) which act as charge conjugation C simultaneously
with P. Here, the background gauge field for U(1)J is in P-type (2.20) to keep the BF
term parity-even. First, we choose it to be even-holonomy B+J on the SQED side which
we denote by SQED(CP+). The quiver diagram of SQED(CP+) is shown on the left side of
(3.10) where (Q, Q˜) should be treated as a doublet and provide the one-loop determinant
on S2 × S1. Combining the contribution of the vector multiplet, the index is written5 as
ISQED(CP+)(x, α,w)
=
1
2
q−
1
8
(q; q2)∞
(q2; q2)∞
∑
m∈Z
(
q
1
2a−
1
2w
)m [(a− 12 qm+1; q)∞
(a
1
2 qm; q)∞
+
(−a−
1
2 qm+1; q)∞
(−a
1
2 qm; q)∞
]
, (3.11)
where we define m = BJ/2 and a = α
2x2∆. Note that we use a with a different definition
from the previous subsection. Also, w := eiθJ is a fugacity associated to gauged U(1)J .
We express the dual XYZ as X(+)Y(+)Z because X and Y are coupled to the even-
holonomy sector of the chosen U(1)V background gauge field. Each field behaves as a
single field on RP2 × S1 as explained in Table 5. We can immediately obtain the index of
X(+)Y(+)Z from its quiver diagram (3.10) as
IX(+)Y(+)Z(x, α˜, w˜) = q
− 1
8
(a˜
1
2 w˜−1q
1
2 , a˜
1
2 w˜q
1
2 , a˜−1q; q2)∞
(a˜−
1
2 w˜q
1
2 , a˜−
1
2 w˜−1q
1
2 , a˜; q2)∞
, (3.12)
where a˜ := α˜−2x2∆ and w˜ := eiθV is a fugacity associated to U(1)V .
N = 2 mirror symmetry between SQED(CP+) and X(+)Y(+)Z is established
ISQED(CP+)(x, α,w) = IX(+)Y(+)Z(x, α˜, w˜) (3.13)
under identifications α = α˜−1 and w = w˜ which are concluded from the mirror map (Table
3). This is a quite new relation realizing mirror symmetry on the unorientable manifold.
5We can replace |BJ | with BJ in the formula (2.23). See the detail argument of [14].
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B+A , θA
Q
Q˜
<<
<<
GFED@ABCCPoo //
BF
B−J , θJ
SQED(CP−)
ks +3
B˜+A , θ˜A
OO<<
X
""
YOO Z
"" ""
B−V , θV
X(−)Y(−)Z (3.14)
SQED(CP−) vs X(−)Y(−)Z As the final example, we would like to mention SQED(CP−)
which is the SQED with the vector multiplet V (CP) coupling to the fixed background
gauge holonomy B−J of U(1)J through the BF term. The quiver diagram of SQED
(CP−)
is drawn on the lhs of (3.14). The matters Q and Q˜ should be treated as a doublet as in
SQED(CP+), whereas a chosen B−J produces the negative sign for the odd holonomy sector
of the dynamical gauge field in summing up its configuration, which originated from the
BF term (2.24). This is an only difference from the previous case, therefore, we have the
index of SQED(CP−)
ISQED(CP−)(x, α,w)
=
1
2
q−
1
8
(q; q2)∞
(q2; q2)∞
∑
m∈Z
(
q
1
2a−
1
2w
)m [(a− 12 qm+1; q)∞
(a
1
2 qm; q)∞
−
(−a−
1
2 qm+1; q)∞
(−a
1
2 qm; q)∞
]
, (3.15)
where we repeat to use the variables defined in ISQED(CP+) .
We denote the theory dual to SQED(CP−) as X(−)Y(−)Z characterized by the parity
conditions shown in Table 5 with selecting the background gauge field B−V . This coupling
leads to the situation where X and Y belong to the odd-holonomy sector of the matter
multiplet on RP2 × S1, while Z does not receive any effect. We quote the contributions of
such chiral fields from the subsection 2.2 so that the index of X(−)Y(−)Z is obtained as
IX(−)Y(−)Z(x, α˜, w˜) = q
− 1
8 a˜
1
2
(a˜
1
2 w˜−1q
3
2 , a˜
1
2 w˜q
3
2 , a˜−1q; q2)∞
(a˜−
1
2 w˜q
3
2 , a˜−
1
2 w˜−1q
3
2 , a˜; q2)∞
, (3.16)
where a˜ is the same one defined in the previous example.
We declare N = 2 mirror symmetry which connects SQED(CP−) with X(−)Y(−)Z on
RP
2 × S1 as the nontrivial identity
ISQED(CP−)(x, α,w) = IX(−)Y(−)Z(x, α˜, w˜) (3.17)
under identifications α = α˜−1 and w = w˜. We provide rigorous proof of the statements
(3.13) and (3.17) by essencially employing the Ramanujan’s summation formula (B.7) and
the specific product-to-sum identity of the elliptic theta functions (B.19) step by step.
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4 Conclusion and outlook
We have derived two types of the consistent parity conditions imposed on all fields on
RP
2 × S1; one is just parity P acting as a set of (2.4) and (2.5); the other is parity P
accompanying charge conjugation C described in (2.7) and (2.8). Then, the superconformal
indices on RP2 × S1 have been computed under both pairs of the parity conditions. As
an application of these indices, we check N = 2 mirror symmetry with a single flavor
on the unorientable manifold. As demonstrated in [7] where the parity conditions (2.4)
and (2.5) without the BF term are considered, equivalence ISQED(P) = IXYZ
for mirror
symmetry can be proven essencially by the q-binomial theorem. On the other hand, we
can verify mirror symmetry ISQED(CP) = IXYZ under the parity conditions (2.7) and (2.8)
with the Ramanujan’s sum and the product-to-sum identity of the elliptic theta functions
(see Appendix B for details). Although its proof is rather simple, the resultant identity is
quite nontrivial and new in the mathematical point of view. In the rest of this section, we
mention some open problems and possibilities to generalize our argument.
We should comment on our variety of Abelian mirror symmetry on RP2 × S1 which
can result from the revised index formula (2.23) in the latest version of the paper. In the
subsection 3.2 and 3.3, we only consider Abelian mirror symmetry where the background
gauge holonomy of U(1)A is restricted to even and realized it in four distinct ways depending
on the parity conditions. In addition to them, we are suitably able to show other four
types of Abelian mirror symmetry with U(1)A odd-holonomy B
−
A and B˜
−
A by applying the
modified index formula (2.23), which we would omit here. One can easily check them in
the level of the index following the same procedure presented above.
Open questions and outlook The naive issue involved in the map of the parity con-
ditions is that we do not precisely understand the origin of the parity conditions for the
XYZ model. To reveal this origin might be a crucial role to deeply understand the super-
symmetric theories on unorientable manifolds.
There are many interesting extensions as future works. The simple one is to establish
N = 2 mirror symmetry with general Nf flavors by making use of N = 4 mirror symmetry
[15]. Furthermore, we did not perform the localization with non-Abelian gauge groups
since we do not know the explicit form of a flat connection on RP2, namely, the Jacobian
come from projecting the integration measure onto the Cartan subalgebra. We should
try to overcome this point and derive more general formulas of the indices on RP2 × S1.
The third one is to find the so-called factorization property of exact partition functions
and indices on 3d compact curved manifolds [18–21]. The fact that this is related to the
solid-torus decomposition of a manifold leads to building blocks called holomorphic blocks
whose specific combinations produce the partition functions and the indices. Physically,
the holomorphic blocks are constructed by the inner products of some kinds of states which
are defined on subspaces in decomposing the 3d manifolds. We expect that the blocks on
RP
2× S1 can be described by the combinations of cross-cap states and boundary states on
2d submanifolds building the unorientable space. We would like to find the holomorphic
blocks for our indices corresponding to the norms with such states, or, an appropriate way
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of gluing the surface of a solid torus. Moreover, the brane construction in string theory [22]
is an important perspective to discuss mirror symmetry on RP2×S1. It may be possible to
resolve the questions mentioned above from the brane construction viewpoints. Finally, we
aim to generalize the identities (3.13) and (3.17) in mathematical sense as the discussions
about the q-binomial theorem [7]. We guess that there is a more general formula which
reproduces them by taking a certain combination of parameters. This is a very fascinating
aspect of our results that physics provides new insights in mathematics, and we hope that
the generalizations of our mathematical arguments may be fed back to physical veiwpoints.
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A Localization calculus for new sectors
Locus Surprisingly, we can construct a monopole even on RP2. However, there is one
constraint. Locus configuration for the vector multiplet in (2.7) is characterized by
A = BAmon +
θ±
2π
dy, σ = −
B
2
(θ± ∼ θ± + 2π), (A.1)
where Amon is the Dirac monopole configuration,
Amon =
{
1
2(+1− cos ϑ)dϕ, ϑ ∈ [0, π),
1
2(−1− cos ϑ)dϕ, ϑ ∈ (0, π].
(A.2)
The upper gauge field is connected to the lower one by the gauge transformation
g(ϕ) = eiBϕ. (A.3)
In order to make the gauge transformation single-valued on RP2, we should set the con-
straint g(π) = g(0), and the monopole charge B is quantized to be even integers
B ∈ 2Z. (A.4)
This condition is different from the usual Dirac quantization condition B ∈ Z. In addition
to it, we should restrict θ as
θ+ = 0, θ− = π, (A.5)
in order to make it consistent with the Ay condition in (2.7) mod 2π. For matter multiplet,
there is no non-trivial locus with our matter Lagrangian.
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One-loop determinant for vector multiplet First, we focus on the contribution from
V (CP). Most of the calculation can be achieved parallel to the argument in [7]. The one-loop
determinant is given by the product of
(Unpaired fermionic eigenvalue)
(Unpaired bosonic eigenvalue)
=
2β2(−j
f
3 + 1) + 2πin
2β2(+jb3 + 1) + 2πin
, (A.6)
where β2 is related to x in (2.12) as e
−β2 = x. j3 is restricted as j
b
3 ≥ 1 and j
f
3 ≤ 0 in order
to make the corresponding eigenmodes regular around ϑ = 0, and
eij3pi = +1, (A.7)
where it is a consequence of the conditions in (2.7). This constraint (A.7) is a counterpart
to (A.27) in [7]. It gives
jb3 = 2, 4, . . . , j
f
3 = 0,−2,−4, . . . (A.8)
or equivalently, jb3 = 2k + 2 and j
f
3 = −2k for k ≥ 0. Thus, we get
Z
(CP)
1-loop =
∏
n∈Z
∏
k≥0
2β2(2k + 1) + 2πin
2β2(2k + 3) + 2πin
= x−
1
4
(x2;x4)∞
(x4;x4)∞
. (A.9)
To get the final expression, we use the same regularization scheme used in [7].
One-loop determinant for matter multiplet Subsequently, we consider the one-loop
determinant for Φd, or more precisely, we show the formula
A±1 , θ1
oo
oo︸︷︷︸
q1
Φ1
Φ2
//
oo ︸︷︷︸
q2
B2, θ2± = ei
q1q2A
±
1 θ2±
2
(
x1−∆e−iq1θ1
) |q2B2|
2
(
e−i(q1θ1+q2θ2±)x|q2B2|+(2−∆);x2
)
∞(
e+i(q1θ1+q2θ2±)x|q2B2|+(0+∆);x2
)
∞
.
(A.10)
First of all, we redefine the matter multiplets as
Φ˜1,2 := e
i
∫ x
q1A
±
1 Φ1,2, (A.11)
then, we can remove the background gauge field A±1 from the Lagrangian. As a next step,
we use the doubling trick and define a matter multiplet Φ˜ on virtual S2 × S1 as
Φ˜(ϑ,ϕ, y) =


Φ˜1(ϑ,ϕ, y), ϑ ∈ [0,
pi
2 ],
ei
∮
γ
q1A
±
1 Φ˜2(ϑ,ϕ, y), ϑ ∈ [
pi
2 , π],
(A.12)
where γ is the non-trivial cycle of RP2, and get the Lagrangian with covariant derivative
D = dxµ∇µ − iq2B2Amon − i
q1θ1 + q2θ2±
2π
dy. (A.13)
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Therefore, we can recycle the one-loop determinant for a single matter multiplet on S2×S1
with covariant derivative D = dxµ∇µ − iqBAmon − i
qθ
2pidy [1]
ZS
2×S1
1-loop (qθ, qB) =
(
x1−∆e−iqθ
) |qB|
2 (e−iqθx|qB|+(2−∆);x2)∞
(e+iqθx|qB|+(0+∆);x2)∞
. (A.14)
Naively, the expected one-loop determinant for the matter in (A.12) with (A.13) is
ei
q1q2A
±
1 θ2±
2
(
x1−∆e−i(q1θ1+q2θ2±)
) |q2B2|
2 (e−i(q1θ1+q2θ2±)x|q2B|+(2−∆);x2)∞
(e+i(q1θ1+q2θ2±)x|q2B2|+(0+∆);x2)∞
. (A.15)
The first exponential factor might arise from the BF coupling between the background
gauge fields for two U(1) global symmetries. It is almost correct but not perfect one. We
should be careful about the regularization of the prefactor called the Casimir energy. In [1],
for example, the Casimir energy is derived after a certain derivative operation with respect
to z = eiθ. In our situation, however, we cannot do that because eiθ2± = (−1)± and it is
not a continuous variable. We propose that the precise regularization is just dropping the
e−iq2θ2± factor from the Casimir part. In fact, the only problematic case is for q2θ2 = π
mod 2π, and, in this case, the resultant one-loop determinant can be expressed by
∏ 2 sinh(ipi2 + . . . )
2 sinh(ipi2 + . . . )
=
∏ 2 cosh(. . . )
2 cosh(. . . )
. (A.16)
Therefore, our result seems to be correct. In addition, we confirm validity of our regular-
ization through the agreements of expected identities expected from 3d mirror symmetry
in the main context.
Classical BF contribution We derive here the formula (2.24). What we consider here
is the value for (2.11) around the loci in (2.20) and (2.21), and it becomes
i
2π
SBF(A
(P), A(CP)) =
i
2π
∫
RP
2×S1
A(P) ∧ F (CP). (A.17)
We should be careful to calculate it as noted in [1–3]. One way is as follows. First, we
consider the four-manifold RP2 × D2 with boundary RP2 × S1 and extend the 3d gauge
field A to the 4d gauge field A˜. Then, the action (A.17) can be rewritten by the following
4d integral:
i
2π
∫
RP
2×D2
F˜ (P) ∧ F˜ (CP) =
i
2π
( ∫
RP
2
F˜ (P)
∫
D2
F˜ (CP) +
∫
RP
2
F˜ (CP)
∫
D2
F˜ (P)
)
=
i
2π
( ∫
RP
2
d(B±Aflat) · θ± +
∫
RP
2
d(BAmon) · θ
)
. (A.18)
In order to compute the integral over RP2, we use a trick as follows:∫
RP
2
dA =
∫
∂RP2
A ∼
∮
γ+γ
A = 2
∮
γ
A, (A.19)
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where γ is a non-trivial cycle. Then, we get∫
RP
2
d(B±Aflat) = 2B
±
∮
γ
Aflat, (A.20)∫
RP
2
d(BAmon) = 2B
∮
γ
Auppermon
∣∣∣
ϑ=pi/2
= 2B
∫ pi
0
1
2
dϕ = Bπ, (A.21)
therefore, we arrive at
e
i
2pi
SBF(A
(P),A(CP)) = e
i
2pi
(
2B±
∮
γ
Aflat·θ±+Bpi·θ
)
= (−1)B
±θ±/pi ×
(
eiθ
)B/2
, (A.22)
where we used the feature of Aflat
ei
∮
γ
Aflat = (−1). (A.23)
B Proof of mirror symmetry
Mathematical preliminaries
The superconformal index is written as the polynomial of fugacities associated to symme-
tries which commute with the selected supercharges. Alternatively, it can be summarized
in the form of infinite products written as special functions. We would like to gather math-
ematical ingredients used to express our indices compactly and indicate mirror symmetry
as equivalence between the indices.
First of all, we make a list of definitions and formulas of the hypergeometric series [23]
which we use in rewriting the indices as simple forms.
• q-shifted factorial (q-Pochhammer symbol):
(z; q)n =


1 for n = 0,
n−1∏
k=0
(1− zqk) for n ≥ 1,
−n∏
k=1
(1− zq−k)−1 for n ≤ −1,
(B.1)
where z and q are complex numbers, and (z; q)∞ := limn→∞(z; q)n with 0 < |q| < 1.
For simplicity, we use the shorthand notation
(z1, z2, · · · , zr; q)n := (z1; q)n(z2; q)n · · · (zr; q)n. (B.2)
In addition, we note useful formulas to change the power of q in the q-shifted factorial,
(z, zq; q2)∞ = (z; q)∞,
(z; q2)∞ = (z
1
2 ,−z
1
2 ; q)∞.
(B.3)
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• Basic hypergeometric series:
rϕs (α1, α2, · · · , αr;β1, · · · , βs; q, z) =
∞∑
n=0
(α1, α2, · · · , αr; q)n
(β1, · · · , βs; q)n
zn
(q; q)n
{
(−1)nq
1
2
n(n−1)
}1+s−r
.
(B.4)
The convergence radius is∞, 1, or 0 for r−s < 1, r−s = 1, or r−s > 1, respectively.
• General bilateral basic hypergeometric series:
rψs(α1, · · · , αr;β1, · · · , βs; q, z) =
∞∑
n=−∞
(α1, · · · , αr; q)n
(β1, · · · , βs; q)n
zn
{
(−1)nq
1
2
n(n−1)
}s−r
.
(B.5)
Notice that, assuming |q| < 1, this series converges on{
R < |z| for s > r,
R < |z| < 1 for s = r,
where R := |β1 · · · βs/α1 · · ·αr|, while it becomes a divergent series around z = 0 for
s < r.
• q-binomial theorem:
1ϕ0(a;−; q, z) =
(az; q)∞
(z; q)∞
(B.6)
for |z| < 1. In the q → 1 limit, this reduces to the usual binomial theorem.
• Ramanujan’s summation formula:
1ψ1(a; b; q, z) =
(q, b/a, az, q/az; q)∞
(b, q/a, z, b/az; q)∞
(B.7)
with |b/a| < |z| < 1. Notice that when we take an appropriate limit for each param-
eter, this formula reproduces the q-binomial theorem (B.6).
The readers interested in detailed mathematical aspects of these series and associated
formulas are offered to see the literature [23].
To verify mirror symmetry in terms of the indices later, we will utilize the elliptic theta
functions defined as follows [24]:
ϑ4(z) = ϑ4(z, τ) =
∞∑
n=−∞
(−1)nq
n2
2 xn, (B.8)
ϑ3(z) = ϑ3(z, τ) =
∞∑
n=−∞
q
n2
2 xn, (B.9)
ϑ2(z) = ϑ2(z, τ) =
∞∑
n=−∞
q
1
2(n−
1
2)
2
xn−
1
2 , (B.10)
ϑ1(z) = ϑ1(z, τ) = i
∞∑
n=−∞
(−1)nq
1
2(n−
1
2)
2
xn−
1
2 , (B.11)
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where q = e2piiτ and x = e2piiz . We do not say explicitly the dependence on τ in these
elliptic theta functions otherwise we state. They are, of course, elliptic functions and satisfy
useful formulas listed below which we can check from their definitions.
• Inversion formulas:
ϑ4(z) = ϑ4(−z), (B.12)
ϑ3(z) = ϑ3(−z). (B.13)
• Periodicity properties:
ϑ4(z + 1) = ϑ4(z), ϑ4(z + τ) = −q
− 1
2x−1ϑ4(z), (B.14)
ϑ3(z + 1) = ϑ3(z), ϑ3(z + τ) = q
− 1
2x−1ϑ3(z). (B.15)
• Jacobi’s triple product identities:
ϑ4(z) = (q, q
1
2x, q
1
2 /x; q)∞, (B.16)
ϑ3(z) = (q,−q
1
2x,−q
1
2/x; q)∞. (B.17)
The other theta functions ϑ1 and ϑ2 fulfil similar properties which we do not show here.
Next, we show the product-to-sum identity related to ϑ3 and ϑ4. The combinations of
the elliptic theta functions with different arguments exhibit hundreds of product-to-sum
identities as trigonometric functions. Because one of them has an important role to prove
our mirror symmetry, we would like to derive it here in the generic form. To do it, we note
that the following identity holds:
ϑ4(z − w, 2τ)ϑ4(z + w, 2τ) = ϑ4(z, τ)ϑ3(w, τ). (B.18)
Proof. From the definition of ϑ4,
ϑ4(z − w, 2τ)ϑ4(z + w, 2τ)
=
(∑
n∈Z
exp
[
πin+ 2πin2τ + 2πin(z − w)
])(∑
m∈Z
exp
[
πim+ 2πim2τ + 2πim(z + w)
])
=
∑
n∈Z
∑
m∈Z
exp
[
πi(n+m) + 2πi(n2 +m2)τ + 2πin(z − w) + 2πim(z + w)
]
=
∑
n∈Z
∑
m∈Z
exp
[
πi(n+m)2τ + πi(n−m)2τ + πi(n +m)z − πi(n −m)w + πi(n +m)
]
=
(∑
N∈Z
exp
[
πiN2τ + πiNz + πiN
])( ∑
−M∈Z
exp
[
πiM2τ + πiMw
])
= ϑ4(z, τ)ϑ3(w, τ),
where N := n+m and M := n−m.
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We think of this as the formula to recombine the elliptic theta functions accompanying
the scale of τ in the way that an argument which appears with the same sign on the left-
hand side (i.e., z in (B.18)) becomes one of ϑ4 on the right-hand side, and an argument
which appears with the opposite sign on the left-hand side (i.e., w in (B.18)) becomes one
of ϑ3 on the right-hand side.
Then, we rewrite the left-hand side of (B.18) as the following product-to-sum identity:
ϑ4(z − w, 2τ)ϑ4(z +w, 2τ) =
1
2
{ϑ4(z, τ)ϑ3(w, τ) + ϑ3(z, τ)ϑ4(w, τ)} . (B.19)
This formula turns to be a core to realize mirror symmetry under the new parity conditions.
Proof. Dividing ϑ4(z ∓ w) into its sum by means of the inversion formulas (B.12),
ϑ4(z − w, 2τ) =
1
2
{ϑ4(z − w, 2τ) + ϑ4(−z + w, 2τ)} ,
ϑ4(z + w, 2τ) =
1
2
{ϑ4(z + w, 2τ) + ϑ4(−z − w, 2τ)} .
We substitute them into the lhs of (B.18), then applying (B.18) again to each term,
ϑ4(z −w, 2τ)ϑ4(z + w, 2τ) =
1
4
{ϑ4(z − w, 2τ)ϑ4(z + w, 2τ) + ϑ4(−z + w, 2τ)ϑ4(z + w, 2τ)
+ϑ4(z −w, 2τ)ϑ4(−z − w, 2τ) + ϑ4(−z +w, 2τ)ϑ4(−z − w, 2τ)}
=
1
4
{ϑ4(z, τ)ϑ3(w, τ) + ϑ3(z, τ)ϑ4(w, τ)
+ϑ3(z, τ)ϑ4(−w, τ) + ϑ4(−z, τ)ϑ3(w, τ)}
=
1
2
{ϑ4(z, τ)ϑ3(w, τ) + ϑ3(z, τ)ϑ4(w, τ)} ,
where we used the inversion formula (B.12) in the last line.
SQED(P+) vs X
Y
(+)
Z
Let us turn to proving N = 2 mirror symmetry stated in Section 3. We start with the case
of the fixed background Wilson line phase θJ+ in the subsection 3.2 where the index of the
SQED(P+) is given by
ISQED(P+)(x, α,BJ )
= q
1
8
(q2; q2)∞
(q; q2)∞
∮
C0
dz
2πiz
zs
{
a−
1
4
(z−1a
1
2 q
1
2 , za
1
2 q
1
2 ; q2)∞
(za−
1
2 q
1
2 , z−1a−
1
2 q
1
2 ; q2)∞
+ a
1
4
(z−1a
1
2 q
3
2 , za
1
2 q
3
2 ; q2)∞
(za−
1
2 q
3
2 , z−1a−
1
2 q
3
2 ; q2)∞
}
.
(B.20)
As done in [14, 15], we pick up the set of poles in the integration depending on the value of
s: the poles inside the unit circle for s > 0 and outside the unit circle for s < 0. Therefore,
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the poles in (B.20) which we should take into account can be summarized as
z =


(
a−
1
2 q
1
2
+2j
)sign(s)
for the 1st term,(
a−
1
2 q
3
2
+2j
)sign(s)
for the 2nd term
(B.21)
with j = 0, 1, 2, · · · . The residues of (B.21) in the index are evaluated as
ISQED(P+)
= q
1
8
(q2; q2)∞
(q; q2)∞

a− 14 ∑
j≥0
(aq−2j , q1+2j ; q2)∞
(a−1q1+2j , q2; q2)∞
(a−
1
2 q
1
2
+2j)|s|
(q−2j ; q2)j
+ a
1
4
∑
j≥0
(aq−2j , q3+2j ; q2)∞
(a−1q3+2j , q2; q2)∞
(a−
1
2 q
3
2
+2j)|s|
(q−2j ; q2)j


= q
1
8
(q2; q2)∞
(q; q2)∞

a− 14
(
a−
1
2 q
1
2
)|s| (a, q; q2)∞
(a−1q, q2; q2)∞
∑
j≥0
(a−1q2, a−1q; q2)j
(q; q2)j
ajq2|s|j
(q2; q2)j
+ a
1
4
(
a−
1
2 q
3
2
)|s| (a, q3; q2)∞
(a−1q3, q2; q2)∞
∑
j≥0
(a−1q2, a−1q3; q2)j
(q3; q2)j
ajq2|s|j
(q2; q2)j


= q
1
8
(q2; q2)∞
(q; q2)∞
{
a−
1
4
(
a−
1
2 q
1
2
)|s| (a, q; q2)∞
(a−1q, q2; q2)∞
2ϕ1(a
−1q2, a−1q; q; q2, aq2|s|)
+ a
1
4
(
a−
1
2 q
3
2
)|s| (a, q3; q2)∞
(a−1q3, q2; q2)∞
2ϕ1(a
−1q2, a−1q3; q3; q2, aq2|s|)
}
,
(B.22)
where we use the basic hypergeometric series (B.4) with r = 2, s = 1.
On the dual side, the index of XY
(+)
Z is
IX
Y
(+)
Z
(x, α˜, BV ) = q
1
8 a˜−
1
4
(
a˜−
1
2 q
1
2
)|s˜| (a˜− 12 q1+|s˜|; q)∞
(a˜
1
2 q|s˜|; q)∞
(a˜; q2)∞
(a˜−1q; q2)∞
. (B.23)
We aim to rearrange the power of q of the first fraction in (B.23) to q2 by utilizing the
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q-binomial theorem (B.6). Specifically, we re-express it as
(a˜−
1
2 q1+|s˜|; q)∞
(a˜
1
2 q|s˜|; q)∞
= 1ϕ0(a˜
−1q;−; q, a˜
1
2 q|s˜|)
=
∑
j≥0
(a˜−1q; q)j
(q; q)j
(
a˜
1
2 q|s˜|
)j
=
∑
m≥0
(a˜−1q; q)2m
(q; q)2m
(
a˜
1
2 q|s˜|
)2m
+
∑
m≥0
(a˜−1q; q)2m+1
(q; q)2m+1
(
a˜
1
2 q|s˜|
)2m+1
=
∑
m≥0
(a˜−1q, a˜−1q2; q2)m
(q, q2; q2)m
(
a˜q2|s˜|
)m
+ a˜
1
2 q|s˜|
(1− a˜−1q)
(1− q)
∑
m≥0
(a˜−1q2, a˜−1q3; q2)m
(q2, q3; q2)m
(
a˜q2|s˜|
)m
= 2ϕ1(a˜
−1q2, a˜−1q; q; q2, a˜q2|s˜|) + a˜
1
2 q|s˜|
(a˜−1q, q3; q2)∞
(a˜−1q3, q; q2)∞
2ϕ1(a˜
−1q2, a˜−1q3; q3; q2, a˜q2|s˜|),
(B.24)
where we separate the summation over j into the even-integer and the odd-integer part.
Putting this back into the index, we have
IX
Y
(+)
Z
= q
1
8 a˜−
1
4
(
a˜−
1
2 q
1
2
)|s˜| (a˜; q2)∞
(a˜−1q; q2)∞
{
2ϕ1(a˜
−1q2, a˜−1q; q; q2, a˜q2|s˜|)
+ a˜
1
2 q|s˜|
(a˜−1q, q3; q2)∞
(a˜−1q3, q; q2)∞
2ϕ1(a˜
−1q2, a˜−1q3; q3; q2, a˜q2|s˜|)
}
= q
1
8
(q2; q2)∞
(q; q2)∞
{
a˜−
1
4
(
a˜−
1
2 q
1
2
)|s˜| (a˜, q; q2)∞
(a˜−1q, q2; q2)∞
2ϕ1(a˜
−1q2, a˜−1q; q; q2, a˜q2|s˜|)
+ a˜
1
4
(
a˜−
1
2 q
3
2
)|s˜| (a˜, q3; q2)∞
(a˜−1q3, q2; q2)∞
2ϕ1(a˜
−1q2, a˜−1q3; q3; q2, a˜q2|s˜|)
}
.
(B.25)
Comparing (B.25) with (B.22), we obtain the conclusion that ISQED(P+)(x, α,BJ ) (B.20)
completely agrees with IX
Y
(+)
Z
(x, α˜, BV ) (B.23) under α = α˜
−1 (equivalent to a = a˜) and
BJ = BV (equivalent to s = s˜) as expected from the mirror map (Table 3). The crucial
point is the division of the summation in the q-binomial theorem (B.24) which reproduces
the even-holonomy and the odd-holonomy sector of the dynamical gauge field in (B.22).
SQED(P−) vs X
Y
(−)
Z
We move to handling the example with the chosen background Wilson line phase θJ− in
the subsection 3.2. The index of the SQED(P−) is given by
ISQED(P−)(x, α,BJ )
= q
1
8
(q2; q2)∞
(q; q2)∞
∮
C0
dz
2πiz
zs
{
a−
1
4
(z−1a
1
2 q
1
2 , za
1
2 q
1
2 ; q2)∞
(za−
1
2 q
1
2 , z−1a−
1
2 q
1
2 ; q2)∞
− a
1
4
(z−1a
1
2 q
3
2 , za
1
2 q
3
2 ; q2)∞
(za−
1
2 q
3
2 , z−1a−
1
2 q
3
2 ; q2)∞
}
.
(B.26)
– 22 –
This is the same index as the previous one except the weight in the summation over
dynamical gauge field configurations. Namely, (B.26) can be evaluated on the residues of
the poles (B.21) as
ISQED(P−)
= q
1
8
(q2; q2)∞
(q; q2)∞
{
a−
1
4
(
a−
1
2 q
1
2
)|s| (a, q; q2)∞
(a−1q, q2; q2)∞
2ϕ1(a
−1q2, a−1q; q; q2, aq2|s|)
− a+
1
4
(
a−
1
2 q
3
2
)|s| (a, q3; q2)∞
(a−1q3, q2; q2)∞
2ϕ1(a
−1q2, a−1q3; q3; q2, aq2|s|)
}
.
(B.27)
Now, we recall the index of XY
(−)
Z shown in the subsection 3.2
IX
YZ
(−)(x, α˜, BV ) = q
1
8 a˜−
1
4
(
a˜−
1
2 q
1
2
)|s˜| (−a˜− 12 q1+|s˜|; q)∞
(−a˜
1
2 q|s˜|; q)∞
(a˜; q2)∞
(a˜−1q; q2)∞
. (B.28)
The way we follow to rewrite this index is nothing but the one that we done in the previous
case, that is, we apply the q-binomial theorem (B.6) to the first fraction of (B.28),
(−a˜−
1
2 q1+|s˜|; q)∞
(−a˜
1
2 q|s˜|; q)∞
= 1ϕ0(a˜
−1q;−; q,−a˜
1
2 q|s˜|)
=
∑
n≥0
(a˜−1q; q)n
(q; q)n
(
−a˜
1
2 q|s˜|
)n
=
∑
m≥0
(a˜−1q; q)2m
(q; q)2m
(
−a˜
1
2 q|s˜|
)2m
+
∑
m≥0
(a˜−1q; q)2m+1
(q; q)2m+1
(
−a˜
1
2 q|s˜|
)2m+1
=
∑
m≥0
(a˜−1q, a˜−1q2; q2)m
(q, q2; q2)m
(
a˜q2|s˜|
)m
− a˜
1
2 q|s˜|
(1− a˜−1q)
(1− q)
∑
m≥0
(a˜−1q2, a˜−1q3; q2)m
(q2, q3; q2)m
(
a˜q2|s˜|
)m
= 2ϕ1(a˜
−1q, a˜−1q2; q; q2, a˜q2|s˜|)− a˜
1
2 q|s˜|
(a˜−1q, q3; q2)∞
(q, a˜−1q3; q2)∞
2ϕ1(a˜
−1q2, a˜−1q3; q3; q2, a˜q2|s˜|).
(B.29)
Then, substituting it into (B.28) results in
IX
YZ
(−) = q
1
8 a˜−
1
4
(
a˜−
1
2 q
1
2
)|s˜| (a˜; q2)∞
(a˜−1q; q2)∞
{
2ϕ1(a˜
−1q, a˜−1q2; q; q2, a˜q2|s˜|)
− a˜
1
2 q|s˜|
(a˜−1q, q3; q2)∞
(q, a˜−1q3; q2)∞
2ϕ1(a˜
−1q2, a˜−1q3; q3; q2, a˜q2|s˜|)
}
= q
1
8
(q2; q2)∞
(q; q2)∞
{
a˜−
1
4
(
a˜−
1
2 q
1
2
)|s˜| (a˜, q; q2)∞
(a˜−1q, q2; q2)∞
2ϕ1(a˜
−1q, a˜−1q2; q; q2, a˜q2|s˜|)
− a˜
1
4
(
a˜−
1
2 q
3
2
)|s˜| (a˜, q3; q2)∞
(a˜−1q3, q2; q2)∞
2ϕ1(a˜
−1q2, a˜−1q3; q3; q2, a˜q2|s˜|)
}
.
(B.30)
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Comparing (B.30) with (B.27), we reach equivalence between ISQED(P−)(x, α,BJ ) (B.26)
and IX
Y
(−)
Z
(x, α˜, BV ) (B.28) under α = α˜
−1 (equivalent to a = a˜) and BJ = BV (equivalent
to s = s˜). As commented in ISQED(P+) = IX
Y
(+)
Z
, dividing the summation in (B.29)
correspondes to each holonomy sector of the dynamical gauge field with an appropriate
phase.
SQED(CP+) vs X(+)Y(+)Z
We focus on mirror symmetry under new parity conditions explained in the subsection 2.1.
Here, we manifest the equality of the indices for mirror symmetry with the background
gauge holonomy B+J in the subsection 3.3. The index of SQED
(CP+) is written by
ISQED(CP+)(x, α,w)
=
1
2
q−
1
8
(q; q2)∞
(q2; q2)∞
∑
m∈Z
(
q
1
2 a−
1
2w
)m [(a− 12 qm+1; q)∞
(a
1
2 qm; q)∞
+
(−a−
1
2 qm+1; q)∞
(−a
1
2 qm; q)∞
]
. (B.31)
Each term summed over monopole flux m can be expressed by the general bilateral basic
hypergeometric series (B.5) with r = s = 1 as
ISQED(CP+)
=
1
2
q−
1
8
(q; q2)∞
(q2; q2)∞
∑
m∈Z
(
q
1
2a−
1
2w
)m [(a− 12 q; q)∞
(a
1
2 ; q)∞
(a
1
2 ; q)m
(a−
1
2 q; q)m
+
(−a−
1
2 q; q)∞
(−a
1
2 ; q)∞
(−a
1
2 ; q)m
(−a−
1
2 q; q)m
]
=
1
2
q−
1
8
(q; q2)∞
(q2; q2)∞
[
(a−
1
2 q; q)∞
(a
1
2 ; q)∞
1ψ1(a
1
2 ; a−
1
2 q; q, q
1
2a−
1
2w) +
(−a−
1
2 q; q)∞
(−a
1
2 ; q)∞
1ψ1(−a
1
2 ;−a−
1
2 q; q, q
1
2 a−
1
2w)
]
.
(B.32)
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Then, we translate 1ψ1 into a certain combination of the q-shifted factorial by using the
Ramanujan’s sum (B.7) as follows:
ISQED(CP+)
=
1
2
q−
1
8
(q; q2)∞
(q2; q2)∞
[
(a−
1
2 q; q)∞
(a
1
2 ; q)∞
(q, a−1q, wq
1
2 , w−1q
1
2 ; q)∞
(a−
1
2 q, a−
1
2 q, a−
1
2wq
1
2 , a−
1
2w−1q
1
2 ; q)∞
+
(−a−
1
2 q; q)∞
(−a
1
2 ; q)∞
(q, a−1q,−wq
1
2 ,−w−1q
1
2 ; q)∞
(−a−
1
2 q,−a−
1
2 q, a−
1
2wq
1
2 , a−
1
2w−1q
1
2 ; q)∞
]
=
1
2
q−
1
8
(q; q2)∞
(q2; q2)∞
(q, a−1q; q)∞
(a
1
2 , a−
1
2 q,−a
1
2 ,−a−
1
2 q; q)∞
1
(a−
1
2wq
1
2 , a−
1
2w−1q
1
2 ; q)∞
×
[
(−a
1
2 ,−a−
1
2 q, wq
1
2 , w−1q
1
2 ; q)∞ + (a
1
2 , a−
1
2 q,−wq
1
2 ,−w−1q
1
2 ; q)∞
]
=
1
2
q−
1
8
(q; q2)∞
(q2; q2)∞
(q, q2, a−1q, a−1q2; q2)∞
(a, a−1q2; q2)∞
1
(a−
1
2wq
1
2 , a−
1
2w−1q
1
2 ; q)∞
×
[
(−a
1
2 ,−a−
1
2 q, wq
1
2 , w−1q
1
2 ; q)∞ + (a
1
2 , a−
1
2 q,−wq
1
2 ,−w−1q
1
2 ; q)∞
]
=
1
2
q−
1
8
(q, q, a−1q; q2)∞
(a; q2)∞
1
(a−
1
2wq
1
2 , a−
1
2wq
3
2 , a−
1
2w−1q
1
2 , a−
1
2w−1q
3
2 ; q2)∞
(a
1
2w−1q
1
2 , a
1
2wq
1
2 ; q2)∞
(a
1
2w−1q
1
2 , a
1
2wq
1
2 ; q2)∞
×
[
(−a
1
2 ,−a−
1
2 q, wq
1
2 , w−1q
1
2 ; q)∞ + (a
1
2 , a−
1
2 q,−wq
1
2 ,−w−1q
1
2 ; q)∞
]
=
1
2
q−
1
8
(a
1
2w−1q
1
2 , a
1
2wq
1
2 , a−1q; q2)∞
(a−
1
2wq
1
2 , a−
1
2w−1q
1
2 , a; q2)∞
(q, q; q2)∞
(a
1
2w−1q
1
2 , a
1
2wq
1
2 , a−
1
2wq
3
2 , a−
1
2w−1q
3
2 ; q2)∞
×
[
(−a
1
2 ,−a−
1
2 q, wq
1
2 , w−1q
1
2 ; q)∞ + (a
1
2 , a−
1
2 q,−wq
1
2 ,−w−1q
1
2 ; q)∞
]
,
(B.33)
where we use the formulas (B.3) in the third equality. To make (B.33) easy to see, we
define new variables as
U = e2piizU := a
1
2 q−
1
2 , W = e2piizW := w. (B.34)
With respect to U andW , the denominator of the second fraction in the first line of (B.33)
becomes
(a
1
2w−1q
1
2 , a
1
2wq
1
2 , a−
1
2wq
3
2 , a−
1
2w−1q
3
2 ; q2)∞ = (UW
−1q, UWq,U−1Wq,U−1W−1q; q2)∞
= (UW−1q, U−1Wq; q2)∞(UWq,U
−1W−1q; q2)∞
=
ϑ4(zU − zW , 2τ)ϑ4(zU + zW , 2τ)
(q2, q2; q2)∞
, (B.35)
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where we use the Jacobi’s triple product identity for ϑ4 (B.16). The Jacobi’s triple product
identities (B.16) and (B.17) can be also applied to the second line of (B.33) so that
(−a
1
2 ,−a−
1
2 q, wq
1
2 , w−1q
1
2 ; q)∞ + (a
1
2 , a−
1
2 q,−wq
1
2 ,−w−1q
1
2 ; q)∞
= (−Uq
1
2 ,−U−1q
1
2 ,Wq
1
2 ,W−1q
1
2 ; q)∞ + (Uq
1
2 , U−1q
1
2 ,−Wq
1
2 ,−W−1q
1
2 ; q)∞
=
ϑ3(zU , τ)ϑ4(zW , τ)
(q, q; q)∞
+
ϑ4(zU , τ)ϑ3(zW , τ)
(q, q; q)∞
=
1
(q, q; q)∞
[ϑ3(zU , τ)ϑ4(zW , τ) + ϑ4(zU , τ)ϑ3(zW , τ)] . (B.36)
Substituting (B.35) and (B.36) into the index (B.33), we get
ISQED(CP+) =
1
2
q−
1
8
(a
1
2w−1q
1
2 , a
1
2wq
1
2 , a−1q; q2)∞
(a−
1
2wq
1
2 , a−
1
2w−1q
1
2 , a; q2)∞
(q, q, q2, q2; q2)∞
ϑ4(zU − zW , 2τ)ϑ4(zU + zW , 2τ)
×
1
(q, q; q)∞
[ϑ3(zU , τ)ϑ4(zW , τ) + ϑ4(zU , τ)ϑ3(zW , τ)]
=
1
2
q−
1
8
(a
1
2w−1q
1
2 , a
1
2wq
1
2 , a−1q; q2)∞
(a−
1
2wq
1
2 , a−
1
2w−1q
1
2 , a; q2)∞
(q, q; q)∞
ϑ4(zU − zW , 2τ)ϑ4(zU + zW , 2τ)
×
1
(q, q; q)∞
[ϑ3(zU , τ)ϑ4(zW , τ) + ϑ4(zU , τ)ϑ3(zW , τ)]
=
1
2
q−
1
8
(a
1
2w−1q
1
2 , a
1
2wq
1
2 , a−1q; q2)∞
(a−
1
2wq
1
2 , a−
1
2w−1q
1
2 , a; q2)∞
ϑ3(zU , τ)ϑ4(zW , τ) + ϑ4(zU , τ)ϑ3(zW , τ)
ϑ4(zU − zW , 2τ)ϑ4(zU + zW , 2τ)
.
(B.37)
The product-to-sum identity (B.19) tells us that the last fraction in (B.37) is just 2, that
is,
ISQED(CP+)(x, α,w) = q
− 1
8
(a
1
2w−1q
1
2 , a
1
2wq
1
2 , a−1q; q2)∞
(a−
1
2wq
1
2 , a−
1
2w−1q
1
2 , a; q2)∞
. (B.38)
Calling back the index of the X(+)Y(+)Z
IX(+)Y(+)Z(x, α˜, w˜) = q
− 1
8
(a˜
1
2 w˜−1q
1
2 , a˜
1
2 w˜q
1
2 , a˜−1q; q2)∞
(a˜−
1
2 w˜q
1
2 , a˜−
1
2 w˜−1q
1
2 , a˜; q2)∞
, (B.39)
we find that ISQED(CP+)(x, α,w) (B.38) is perfectly compatible with IX(+)Y(+)Z(x, α˜, w˜)
(B.39) under identifications α = α˜−1 (equivalent to a = a˜) and w = w˜ (equivalent to
BJ = BV ) which may be read off from the mirror map (Table 3).
SQED(CP−) vs X(−)Y(−)Z
Finally, we show mirror symmetry with the fixed background gauge holonomy B−J in the
subsection 3.3 where we provide the index of the SQED(CP−) as
ISQED(CP−)(x, α,w)
=
1
2
q−
1
8
(q; q2)∞
(q2; q2)∞
∑
m∈Z
(
q
1
2 a−
1
2w
)m [(a− 12 qm+1; q)∞
(a
1
2 qm; q)∞
−
(−a−
1
2 qm+1; q)∞
(−a
1
2 qm; q)∞
]
. (B.40)
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As you can easily find, ISQED(CP−) (B.40) differs from ISQED(CP+) (B.31) by a relative sign
originated from the BF term in summing up the dynamical gauge configuration. Thus, we
rewrite (B.40) in the same manner that we done in the previous case: using the Ramanu-
jan’s sum (B.7),
ISQED(CP−)
=
1
2
q−
1
8
(a
1
2w−1q
3
2 , a
1
2wq
3
2 , a−1q; q2)∞
(a−
1
2wq
3
2 , a−
1
2w−1q
3
2 , a; q2)∞
(q, q; q2)∞
(a
1
2w−1q
3
2 , a
1
2wq
3
2 , a−
1
2wq
1
2 , a−
1
2w−1q
1
2 ; q2)∞
×
[
(−a
1
2 ,−a−
1
2 q, wq
1
2 , w−1q
1
2 ; q)∞ − (a
1
2 , a−
1
2 q,−wq
1
2 ,−w−1q
1
2 ; q)∞
]
.
(B.41)
By means of the Jacobi’s triple product identities (B.16) and (B.17), the denominator of
the second fraction in the first line of (B.41) is expressed in terms of ϑ4 as
(a
1
2w−1q
3
2 , a
1
2wq
3
2 , a−
1
2wq
1
2 , a−
1
2w−1q
1
2 ; q2)∞ = (UW
−1q2, UWq2, U−1W,U−1W−1; q2)∞
= (UW−1q2, U−1W ; q2)∞(UWq
2, U−1W−1; q2)∞
=
ϑ4(zU − zW + τ, 2τ)ϑ4(zU + zW + τ, 2τ)
(q2, q2; q2)∞
,
(B.42)
and the second line of (B.41) turns to
(−a
1
2 ,−a−
1
2 q, wq
1
2 , w−1q
1
2 ; q)∞ − (a
1
2 , a−
1
2 q,−wq
1
2 ,−w−1q
1
2 ; q)∞
=
1
(q, q; q)∞
[ϑ3(zU , τ)ϑ4(zW , τ)− ϑ4(zU , τ)ϑ3(zW , τ)] , (B.43)
where (U, zU ) and (W, zW ) are defined in (B.34). Then, alternating (B.41) with (B.42) and
(B.43) leads to
ISQED(CP−) =
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×
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(q, q; q)∞
[ϑ3(zU , τ)ϑ4(zW , τ)− ϑ4(zU , τ)ϑ3(zW , τ)]
=
1
2
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1
8
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1
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3
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1
2wq
3
2 , a−
1
2w−1q
3
2 , a; q2)∞
ϑ3(zU , τ)ϑ4(zW , τ)− ϑ4(zU , τ)ϑ3(zW , τ)
ϑ4(zU − zW + τ, 2τ)ϑ4(zU + zW + τ, 2τ)
.
(B.44)
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Furthermore, we apply the product-to-sum identity (B.19) to the product of ϑ4’s in the
denominator of (B.44) so that
ϑ4(zU − zW + τ, 2τ)ϑ4(zU + zW + τ, 2τ)
=
1
2
{ϑ4(zU + τ, τ)ϑ3(zW , τ) + ϑ3(zU + τ, τ)ϑ4(zW , τ)}
=
1
2
{
−q−
1
2U−1ϑ4(zU , τ)ϑ3(zW , τ) + q
− 1
2U−1ϑ3(zU , τ)ϑ4(zW , τ)
}
= −
1
2
q−
1
2U−1 {ϑ4(zU , τ)ϑ3(zW , τ)− ϑ3(zU , τ)ϑ4(zW , τ)}
=
1
2
a−
1
2 {ϑ3(zU , τ)ϑ4(zW , τ)− ϑ4(zU , τ)ϑ3(zW , τ)} , (B.45)
where we utilize the periodicity condition (B.14) in the second equarity. As a result, we
obtain
ISQED(CP−)(x, α,w) = q
− 1
8 a
1
2
(a
1
2w−1q
3
2 , a
1
2wq
3
2 , a−1q; q2)∞
(a−
1
2wq
3
2 , a−
1
2w−1q
3
2 , a; q2)∞
. (B.46)
On the other hand, we retrieve the index of X(−)Y(−)Z
IX(−)Y(−)Z(x, α˜, w˜) = q
− 1
8 a˜
1
2
(a˜
1
2 w˜−1q
3
2 , a˜
1
2 w˜q
3
2 , a˜−1q; q2)∞
(a˜−
1
2 w˜q
3
2 , a˜−
1
2 w˜−1q
3
2 , a˜; q2)∞
, (B.47)
and conclude that mirror symmetry can be realized as ISQED(CP−)(x, α,w) = IX(−)Y(−)Z(x, α˜, w˜)
with identifications α = α˜−1 (equivalent to a = a˜) and w = w˜ (equivalent to BJ = BV ).
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