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Summary
With an increasing tendency in civil engineering to build ever taller skyscrapers
and longer bridges with lighter materials, structures are more susceptible to
wind-induced vibrations. In the design process, however, aeroelastic safety is
often not considered. While the conceived structures are perfectly adopted
to standard design loads, they are only seldom aerodynamically optimized.
Many examples exist where wind-induced vibrations have led to catastrophic
structural failure.
Wind-induced vibrations can be caused by either forced excitation or aeroelastic
eﬀects. In the ﬁrst case, the forced vibrations originate from turbulent
ﬂuctuations in the wind ﬂow around the structure, e.g. from natural turbulence
in the wind ﬂow attacking the structure or due to periodic vortex shedding in
the wake of the structure. The second, aeroelastic phenomena are typically self-
excited and are due to displacements of the structure that result in interactions
with the wind ﬂow. It must be emphasized that it is often impossible to
pinpoint one speciﬁc excitation mechanism as the single cause of observed
wind-induced vibrations since these are often initiated by a combination of
diﬀerent phenomena. In design codes, however, only forced excitation is
mostly considered. It is therefore important to develop advanced techniques
to study wind-induced vibrations that can incorporate all diﬀerent excitation
mechanisms at once.
To study the susceptibility of a structure to wind-induced phenomena, a
coupled multiphysics problem considering both wind ﬂow and structural
dynamics has to be solved. Because of the complexity of such problems,
simpliﬁed phenomenological and experimental models are often unsatisfactory
while numerical methods have the advantage that all possibly interacting
excitation mechanisms can be accounted for simultaneously. With procedures
available to couple a numerical model for the wind ﬂow, i.e. computational
ﬂuid dynamics (CFD), and the structure, e.g. ﬁnite element (FE) models, it
should be possible to study wind-structure interaction (WSI) numerically. The
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goal of this thesis is therefore to investigate whether for a realistic, complex
WSI problem numerical simulations can adequately predict observed wind-
induced vibrations. For this purpose, the speciﬁc case study of a silo group
is considered where wind-induced ovalling vibrations were observed during a
storm in October 2002 on several empty silos in a group of forty silos in the
port of Antwerp (Belgium). The necessity of performing complicated numerical
WSI simulations for this problem is examined.
First, it is investigated with both 2D and 3D CFD simulations how turbulent
ﬂuctuations in natural atmospheric winds can be simulated and how they
are preserved in the ﬂow ﬁeld. In the 2D simulations realistic turbulence
levels cannot be simulated in the oncoming wind ﬂow but these calculations
allow to study wake-induced eﬀects on the aerodynamic pressures in the silo
group for a changing angle of incidence of the wind ﬂow, as the simulations
are computationally signiﬁcantly less intensive. In the 3D simulations,
the turbulent wind ﬂow can be modelled more realistically although some
diﬃculties are encountered with the preservation of turbulence levels in the
wind ﬂow attacking the silo group as well.
Due to the particular geometry of the silo group and the highly turbulent
character of the wind ﬂow, validation of the CFD simulation results is diﬃcult.
In addition to the silo group, the ﬂow around a single silo is therefore considered.
The better documented 2D ﬂow around a single cylinder is validated with
results from the literature, while for the validation of the 3D wind ﬂow
simulations, a wind tunnel test is performed for the single silo conﬁguration.
The inﬂuence of the blockage eﬀect in the experiment is investigated and the
pressure distribution on the silo surface shows reasonably good agreement in
experiment and simulation. Qualitative validation is furthermore performed
wherever possible for the silo group by comparing the ﬂow pattern with
geometrically similar ﬂows e.g. through tube bundles of heat exchangers or
around surface mounted prisms.
The typical ovalling eigenmodes of a silo are determined from the FE model
of the structure and subsequently, the modal projection of the aerodynamic
pressure distributions from the 2D and 3D CFD simulations is determined. This
approach allows to assess at which locations in the silo group ovalling vibrations
are excited through direct forcing by the transient wind loads. For all angles
of incidence in the 2D simulations, a harmonic decomposition methodology
is introduced as an alternative for the 3D modal projection. The eﬀect of
a diﬀerent turbulence modelling approach in the 2D and 3D simulations on
the aerodynamic pressures on the silo surfaces is signiﬁcant. While the 2D
simulations are found to be inadequate for the present purposes, the location of
the ovalling vibrations in the silo group is predicted well by the 3D simulations.
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Finally, the FE model of the structure and the 3D CFD wind ﬂow simulations
are considered together as a single problem. To evaluate the importance of
incorporating WSI for the prediction of ovalling vibrations, the structural
response due to external aerodynamic forces is ﬁrst calculated in one-way
coupled simulations. The applied transient wind loads are determined a
priori in the 3D CFD simulations. In this approach, only forced excitation
is considered as a possible excitation mechanism of wind-induced vibrations.
In the two-way coupled WSI simulations by contrast, the structural and ﬂuid
solver are fully interacting and information is exchanged at the interface
between the two solvers in every time step. Therefore, in this approach
aeroelastic phenomena are also accounted for. Both one-way and two-way
coupled simulations are performed for the single silo conﬁguration and for the
entire silo group. The structural response in the diﬀerent coupled simulations
in terms of excited eigenmodes is compared by considering modal deformation
energy. Diﬀerent frequency components can be clearly distinguished in the
modal deformation energy of the structural response which are related to
physical phenomena in the turbulent wind ﬂow.
After qualitative comparison of the results in the one-way and two-way coupled
simulations, it cannot decisively be concluded whether ovalling vibrations of a
single silo are due to forced excitation or if aeroelastic eﬀects are important.
Because the coupled WSI simulations are at the limit of practical feasibility
of present day computational power, no grid independent solutions could be
obtained. Nevertheless, the results of low resolution simulations for the silo
group arrangement indicate that aeroelastic eﬀects have a sigiﬁcant impact on
the structural response of the silos. It is therefore concluded that complicated
and grid independent WSI simulations are in general required to realistically
predict the onset of ovalling vibrations in silo groups with numerical techniques.

Samenvatting
De toenemende trend in burgerlijke bouwkunde om steeds hogere wolkenkrab-
bers en langere bruggen met lichte materialen te bouwen, heeft ertoe geleid dat
structuren vaak heel gevoelig zijn aan windgeïnduceerde trillingen. Tijdens het
ontwerpproces wordt de aeroelastische veiligheid nochtans vaak niet in rekening
gebracht. Terwijl de ontworpen structuren perfect voldoen aan standaard
ontwerpbelastingen, zijn die vaak niet aerodynamisch geoptimaliseerd. Er zijn
dan ook heel wat voorbeelden bekend waar windgeïnduceerde trillingen tot het
falen van de structuur hebben geleid.
Windgeïnduceerde trillingen kunnen veroorzaakt worden door enerzijds gedwon-
gen excitatie of anderzijds aeroëlastische eﬀecten. In het eerste geval ontstaan
er gedwongen trillingen door de aanwezigheid van turbulente ﬂuctuaties in
de windstroming rondom de structuur, bv. door natuurlijke turbulentie in
de aankomende windstroming of opgewekt door periodische wervelafscheiding
in het zog van de structuur. De tweede, aeroëlastische fenomenen zijn
typisch zelf-geëxciteerd en ontstaan door verplaatsingen van de structuur die
vervolgens interageren met de windstroming. Het moet benadrukt worden
dat het vaak onmogelijk is om één speciﬁek excitatiemechanisme aan te
duiden als oorzaak van geöbserveerde windgeïnduceerde trillingen omdat een
combinatie van verschillende fenomenen hier vaak aan de basis van ligt. In
ontwerpcodes wordt nochtans meestal enkel gedwongen excitatie beschouwd.
Het is dan ook belangrijk om geavanceerde technieken te ontwikkelen die alle
verschillende excitatiemechanismen tegelijk in rekening kunnen brengen om
windgeïnduceerde trillingen te onderzoeken.
Om de gevoeligheid van een structuur voor dergelijke windgeïnduceerde
fenomenen te bestuderen, moet een gekoppeld multifysica probleem opgelost
worden waarin zowel de dynamica van de windstroming als van de structuur
beschouwd wordt. Door de complexiteit van dergelijke problemen, zijn
vereenvoudigde fenomenologische en experimentele modellen vaak ontoereikend
terwijl numerieke methodes het voordeel hebben dat alle mogelijks interage-
vii
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rende excitatiemechanismen tegelijk beschouwd kunnen worden. Omdat er
procedures beschikbaar zijn om numerieke modellen te koppelen voor de wind-
stroming enerzijds, dit is het domein van de numerieke stromingsmechanica
(computational fluid dynamics, CFD) en de structuur anderzijds, bv. eindige
elementen (finite elements, FE) modellen, is het in principe mogelijk om wind-
structuur interactie (WSI) numeriek te bestuderen. Het doel van deze thesis
is daarom om te onderzoeken of numerieke simulaties geobserveerde wind-
geïnduceerde trillingen correct kunnen voorspellen voor een realistisch, complex
WSI probleem. Het speciﬁeke geval van een silogroep wordt daarom beschouwd
waarin wind-geïnduceerde ovaliserende trillingen waargenomen werden tijdens
een storm in oktober 2002 op enkele lege silo’s in een groep van veertig silo’s
in de haven van Antwerpen (België). Er wordt nagegaan of het nodig is om
ingewikkelde numerieke WSI simulaties uit te voeren voor dit probleem.
Eerst wordt onderzocht met zowel 2D als 3D CFD simulaties hoe turbulente
ﬂuctuaties in natuurlijke atmosferische windstromingen gesimuleerd kunnen
worden en of die behouden worden in de stromingsberekening. In de
2D simulaties is het niet mogelijk om realistische turbulentieniveau’s in
de aankomende windstroming te simuleren maar de berekeningen laten
wel toe om de invloed van eﬀecten in het zog van de silogroep op de
aerodynamische drukken te bestuderen voor een veranderlijke invalshoek van
de windstroming aangezien deze simulaties veel minder rekenintensief zijn. In
de 3D simulaties wordt de turbulente windstroming realistischer gemodelleerd
hoewel er eveneens enige moeilijkheden ondervonden worden voor het behoud
van de turbulentieniveau’s in de aankomende windstroming.
Als gevolg van de bijzondere geometrie van de silogroep en de sterk turbulente
windstroming is het moeilijk om de simulatieresultaten te valideren. Naast
de silogroep wordt daarom ook de stroming rond een enkele silo beschouwd.
De goed gedocumenteerde 2D stroming rond een enkele cilinder wordt dan
gevalideerd met resultaten uit de literatuur terwijl een windtunneltest opgezet
wordt voor de conﬁguratie met een enkele silo om de 3D windstromingssimu-
laties te valideren. De invloed van obstructieëﬀecten (blockage effects) in het
experiment wordt onderzocht en de drukverdeling op het oppervlak van de silo
vertoont een behoorlijk goede overeenkomst tussen experiment en simulatie.
Kwalitatieve validatie wordt eveneens gedaan waar mogelijk voor de silogroep
door het stromingspatroon te vergelijken met de stroming door geometrisch
gelijkaardige structuren zoals de stroming tussen cilindrische staven in een
warmtewisselaar of de stroming rondom een prismatisch object op een vlakke
plaat.
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De typische ovaliserende eigenmodes van een silo worden bepaald met een FE
model van de structuur waarna de modale projectie van de aerodynamische
drukverdelingen uit de 2D en 3D CFD simulaties bepaald wordt. Deze aanpak
laat toe om in te schatten op welke locaties in de silogroep ovaliserende
trillingen opgewekt zouden kunnen worden door de rechtstreekse impact van
de transiënte windbelasting. Voor alle invalshoeken van de wind in de 2D
simulaties wordt een harmonische decompositie voorgesteld als alternatief voor
de 3D modale projectie. Het eﬀect van de verschillende benaderingen voor de
turbulentiemodellering in de 2D en 3D CFD simulaties is belangrijk. Terwijl
de 2D simulaties duidelijk ongeschikt zijn voor de huidige doeleinden, wordt de
locatie van ovaliserende trillingen in de silogroep behoorlijk goed voorspeld in
de 3D simulaties.
Tenslotte wordt het FE model van de structuur samen met de 3D CFD
windstromingssimulaties beschouwd als één probleem. Om het belang van
WSI voor de voorspelling van ovaliserende trillingen te beoordelen, wordt
de structuurrespons op extern aangelegde aerodynamische krachten eerst
rechtstreeks berekend in gekoppelde eenrichtingssimulaties. De aangelegde
transiënte windbelastingen zijn a priori bepaald in de 3D CFD simulaties. In
deze benadering wordt dus enkel gedwongen excitatie beschouwd als mogelijk
excitatiemechanisme voor de windgeïnduceerde trillingen. In gekoppelde
tweerichtingssimulaties daarentegen wordt de interactie tussen de numerieke
structuur- en windstromingsmodellen in rekening gebracht door in elke tijdstap
informatie uit te wisselen op de interface tussen beide domeinen. Aeroëlastische
fenomenen worden aldus ook beschouwd in deze methode. Zowel éénrichtings-
als tweerichtingssimulaties worden uitgevoerd voor de conﬁguratie met een
enkele silo en voor de volledige silogroep. De structuurrespons in de
verschillende gekoppelde simulaties wordt vergeleken aan de hand van modale
vervormingsenergie om aan te geven in welke mate bepaalde eigenmodes
geëxciteerd worden. In de modale vervormingsenergie van de structuurrespons
kunnen verschillende frequentiecomponenten duidelijk worden onderscheiden
die gerelateerd zijn aan fysische fenomenen in de windstroming.
Na een kwalitatieve vergelijking van de resultaten van de éénrichtings- en
tweerichtingssimulaties, is het niet mogelijk om met zekerheid te besluiten of de
ovaliserende trillingen van een enkele silo door gedwongen excitatie veroorzaakt
worden of als aeroëlastische eﬀecten hiervoor belangrijk zijn. Omdat de WSI
simulaties op de limiet zitten van wat rekentechnisch praktisch haalbaar is
op vandaag, konden geen roosteronafhankelijke oplossingen gevonden worden.
Desondanks geven de resultaten van lage resolutie simulaties voor de silogroep
duidelijk aan dat aeroëlastische eﬀecten een belangrijke impact hebben
op de structuurrespons van de silo’s. Er kan daarom besloten worden
dat ingewikkelde en roosteronafhankelijke WSI simulaties in het algemeen
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noodzakelijk zijn om de aanzet van ovaliserende trillingen in silogroepen
realistisch te kunnen voorspellen met numerieke technieken.
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Chapter 1
Introduction
Natural winds, basically the motions of air in the lower atmosphere, are
omnipresent in the environment. Inevitably any natural or man-made structure
exposed to the elements experiences wind loads varying in both strength and
time, from short term gusts to more moderate winds. By considering a
tangible example like the swaying of trees in the wind, the essence of resulting
interactions between a structure and the wind can be easily understood. The
motion of leafs, branches and even entire trees illustrates the inﬂuence of
variable wind loads near the earth’s surface. Under exceptional circumstances,
strong winds can even lead to failure with for example broken-oﬀ branches or
uprooting of entire trees as a result.
The impact of turbulent winds on man-made structures is in essence no
diﬀerent. It therefore seems only logical that wind loads should be considered
for structural design. However, while the turbulent wind ﬂow clearly consists of
time varying components, often only static wind loads are taken into account in
the design process. Depending on several characteristics of a building, such as
its shape, mass and ﬂexibility, this static approach is often satisfactory but for
some engineering constructions the turbulent wind ﬂow may excite vibrations
as well. Especially with architects and engineers pushing the limits to build
ever higher skyscrapers, longer bridges and lighter structures, the study of
wind-induced vibrations has become an essential part of structural design.
1
2 INTRODUCTION
1.1 Research background and motivation
The turbulent character of natural wind ﬂows is such that static components
as well as transient ﬂuctuations are present in natural winds. As a result,
wind loads may very well excite structural vibrations. The existence of such
wind-induced or more generally ﬂow-induced vibrations has been known for
quite some time in other industrial applications as well, e.g. in tube bundles of
heat exchangers [73, 142, 230] or when ﬂutter is considered for airplane wings
[76, 79, 80]. While ﬂow-induced vibrations are mainly studied for their often
destructive consequences, it is interesting that such instabilities are not always
undesirable. Naturally occurring wind-induced vibrations help in promoting
the dispersion of plant seeds for example [58] while also making music often
relies on wind-induced vibrations, e.g. the vibration of clarinet reeds or aeolian
harps in ancient Greece [190, 214]. The mechanisms exciting such vibrations
are essentially the same as for a wind-induced vibration of a large structure but
for the diﬀerent frequency ranges where they are manifested, or as Peil [196]
put it: vibrating engineering structures are just making music at inaudible
frequencies. Applications in other research ﬁelds where ﬂow-induced vibrations
can be turned into an advantage are e.g. ocean current-driven energy harvesting
devices [52, 181, 190].
While wind-induced vibrations in civil engineering applications are always
present, they are usually very small. It is only when the amplitudes of
these vibrations are excessively large that they become worrisome. Given
the tendency to build ever taller and more slender structures, constructions
are becoming more susceptible to wind-induced vibrations, certainly also in
temporary unﬁnished states of construction [23]. Unfortunately, it took a
couple of catastrophic collapses before the importance of such phenomena was
understood. Intensive research programmes were subsequently triggered, not
only because of the public interests but also because no cut-and-dried answers
could be given to explain and solve these problems.
The most infamous example of a wind-induced instability in civil engineering
is without a doubt the collapse of the ﬁrst Tacoma Narrows bridge (Tacoma,
WA, USA) under moderate wind loading at 68 km/h mean wind speed in 1940
(ﬁgure 1.1). Although this case has been the critical trigger for the development
of aeroelastic research in civil engineering [214], it was certainly not the ﬁrst
reported disaster attributed to wind-induced vibrations. As early as 1836 e.g.,
the Chain Pier Bridge in Brighton (UK) collapsed due to heavy wind loading
[69]. Other examples include the collapse of the spire of the Mole Antonelliana
in Turin (Italy) during an extraordinary storm in 1953 (ﬁgure 1.2a) and the
collapse of three cooling towers at Ferrybridge (UK) in 1965 [225] (ﬁgure 1.3a).
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(a) (b)
Figure 1.1: The vibrating Tacoma Narrows bridge (Tacoma, WA, USA) (a)
before and (b) after its disastrous collapse in 1940.
(a) (b) (c)
Figure 1.2: (a) Italian newspaper frontpage reporting on the broken-oﬀ spire
of the Mole Antonelliana in Turin (Italy) during a storm in 1953. (b) The
Hancock Place building in Boston (MA, USA). (c) The Taipei 101 skyscraper
with a height of 508 m one of the worlds highest buildings (Taipei, Taiwan).
A more recent example is the buckling failure of storage tanks for the oil
industry under moderate winds during their construction. Such failures were
observed at diﬀerent locations in Argentinean Patagonia: near General Roca
in 2001 (ﬁgure 1.3b) and at Rincon de los Sauces in 2006 [114].
Even without large scale destruction, high ﬁnancial costs annualy accumulate
as a result of wind-induced damage, e.g. due to the destruction of street lights or
electricity poles [145, 195] and due to galloping of lightly iced power lines [190].
In the design of high-rise buildings as well, wind-induced phenomena have to
be taken into account. For this purpose, e.g. a large tuned-mass damper was
installed at the top of the Hancock Place building in Boston (MA, USA, ﬁgure
4 INTRODUCTION
1.2b) where severe wind-induced vibrations were experienced after completion
due to its relatively ﬂat shape in plan view [69]. The same is done in numerous
other skyscrapers, e.g. Taipei 101 (Taiwan, ﬁgure 1.2c) where a tuned-mass
damper was installed to withstand both earthquakes and strong typhoons [144].
(a) (b)
Figure 1.3: (a) Three cooling towers collapsed at Ferrybridge (UK) in 1965.
(b) The buckling failure of a oil storage tank under construction near General
Roca (Argentina) in 2001.
The main problem with these wind-induced vibrations is that aeroelastic safety
is often not considered for civil engineering projects. While the conceived
structures are perfectly adopted to standard design loads, they are seldomly
aerodynamically optimized and sometimes very sensitive to wind-induced
failure. Mostly static wind loads are taken into account in the structural
design, possibly superimposed with factors to account for dynamic loads.
Even straightforward criteria based on resonance eﬀects in the case of vortex
shedding and with a goal to determine critical design wind velocities that
a structure should be able to withstand, are often inadequate. Buildings
might collapse before this critical wind speed is reached [124] because more
complex, interactive, aeroelastic eﬀects are causing the vibrations. For the
Tacoma Narrows bridge e.g., it was convincingly shown that resonance was not
the primary cause of the instability [24] and a complex interplay of diﬀerent
phenomena including aeroelastic, self-excited vibrations are now believed to
have caused the collapse [190].
It is clear that the turbulent character of realistic wind ﬂows and the complexity
of aeroelastic interaction phenomena makes it almost impossible to specify
simple risk estimations for wind-induced vibrations applicable for structural
design. Therefore, more realistic estimations of the aerodynamic forces acting
on the structures are required. It should also become possible to assess the
susceptibility of a structure to aeroelastic instabilities.
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1.2 State of the art
While the research on wind-structure interactions (WSI) is still relatively
young, it has beneﬁted from advances in other, related research ﬁelds. The
developments in mechanical engineering for the design of turbomachinery have
e.g. greatly contributed to the study of wind ﬂow dynamics [229]. Furthermore,
in aerospace engineering, aeroelastic phenomena of streamlined bodies at high
wind speeds, e.g. ﬂutter of airplane wings, were studied extensively before the
ascent of civil wind engineering research [214] while the same principles can
easily be extended to study ﬂutter of bridges [215, 252, 267].
To explain the occurrence of wind-induced vibrations, a coupled multiphysics
problem involving both wind ﬂow dynamics and structural dynamics has to be
considered. All complex interactions between the diﬀerent physical ﬁelds are
then included into a single problem. The better representation of the physical
reality in this more holistic approach comes at a price, however, and the eﬀort
to solve such coupled problems is in general larger than the combined eﬀort for
the investigation of the subproblems separately.
For the investigation of these phenomena, in general, three diﬀerent techniques
can be used: experimental, phenomenological and more recently also numerical
models. In the following, a brief discussion of these diﬀerent research
approaches is given and links are made to their applicability for the study
of wind-induced vibrations in civil engineering applications.
Experimental models
A ﬁrst, straightforward approach to study WSI is to use measuring techniques
to quantify pressures, wind velocities, structural displacements, etc. for a given
structure. For this purpose both on site measurements can be performed or
wind tunnel tests can be set up. Of course, on site measurements require
that the considered structure is built on beforehand. This technique is
therefore typically used for monitoring purposes or when remedial measures
are required to limit excessive wind-induced vibration in an existing structure.
Some exceptions exist in academia where simple buildings are built and
instrumented in a real environment to perform validation and benchmark
studies [167, 207, 208]. Of course, on site measurements are also performed to
obtain realistic information on the wind climate at a speciﬁc site. Prescribed
wind climates in design guidelines are typically based on such measurement
campaigns.
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Wind tunnel tests have been extensively used over the last decades in the civil
wind engineering community to determine wind loads on structures or to verify
the occurrence of aeroelastic phenomena, e.g. ﬂutter instabilities of bridges.
However, such subsonic wind tunnel experiments are restricted by the reduced
geometric scales that have to be used and the question of physical simulitude is
introduced. Because certain similarity criteria can never be satisﬁed for realistic
test conditions, approximations are inevitably made [229]. Furthermore, wind
tunnel experiments are typically very expensive, especially if ﬂexible scale
models of the structure have to be included to study aeroelastic instabilities in
WSI problems.
Phenomenological models
For the description of aeroelastic phenomena, models based on empirical
observations can be used as well. These models are consistent with fundamental
theoretical relations, but are not necessarily directly derived from theory. The
aim of such an approach is mainly to come up with simple analytical relations
between the structural response, e.g. maximum vibration amplitudes, and the
cricital design inputs, e.g. wind velocities, geometrical data of the structure, etc.
Such phenomenological models inevitably involve some degree of empiricism
as well and they are usually complemented with wind tunnel experiments to
validate the theoretical basis. In order to ﬁt the experimental results, empirical
constants are often introduced.
Païdoussis et al. [190] give an extensive overview of phenomenological models
for diﬀerent ﬂow-induced vibrations in engineering applications. From this
survey it is clear that the main drawback of such models is that they are
usually set up to study a single interaction eﬀect for reasonably simple
geometries. Apart from the merit of these methods to study the possibility
of speciﬁc physical phenomena exciting the vibrations, this approach is
practically unusable for structures with complex geometries for which much
more sophisticated aeroelastic models would be required to estimate their
susceptibility to wind-induced vibrations.
Numerical models
With the advent of computers, methods based on the numerical solution of
discretized sets of governing equations of speciﬁc physical problems have been
developed. One of the major advantages of computational methods is that any
geometry, now matter how complex, can be studied on the full scale without
introducing scaling errors. Furthermore, because the entire set of governing
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equations is solved numerically, all possibly interacting excitation mechanisms
are accounted for in the simulation without compromising the underlying
physics. Nevertheless, some additional simpliﬁcations have to be made in
numerical models to solve problems within a reasonable computing time. In
computational ﬂuid dynamics (CFD) e.g., it is sometimes unnecessary and
often impossible for industrial applications to resolve all turbulent ﬂuctuations
in the ﬂow and turbulence models are introduced.
As mentioned, for the study of the coupled wind-structure interaction (WSI)
problem, both the structural and wind ﬂow problem have to be coupled in
a single numerical model. In the following, a brief overview of the state of
the art in computational wind engineering (CWE) as a valuable alternative to
wind tunnel tests is given. Afterwards, the numerical simulation of coupled
WSI problems is considered. Although numerical WSI is a relatively new
application in multiphysics problems, extensive work has already been done
on ﬂuid-structure interactions (FSI) for other applications. Since WSI can be
considered one speciﬁc branch of FSI problems, the same numerical techniques
can be used for both. A brief survey of work on computational FSI applications,
including some recent numerical WSI examples, is therefore given.
Computational wind engineering While research was originally triggered
to explain wind-induced vibrations from the necessity to avoid catastrophic
failures, present day wind engineering applications are no longer limited to the
prediction of dynamic wind loads and aeroelastic phenomena of structures. At
the largest scales, CFD techniques are used for research in meteorology and
climatalogy, e.g. to develop weather prediction models [22, 97, 133, 240] or to
predict average wind climates during day and night so that engineers can take
well considered decisions for the construction of wind energy farms at speciﬁc
locations [12, 125]. Apart from the optimal siting problem of new wind farms
to increase the energy output, CFD simulations can also be used on many
other scales for the same applications, e.g. to investigate the optimal placing of
individual turbines in wind farms [166, 290] or for the optimal design of rotor
blades [37, 98, 139, 234]. Diﬀerent numerical techniques have been developed
in this context depending on the exact goal of the study.
Huge research eﬀorts are nowadays being done in CWE for wind energy
purposes because of the economic and ecologic interest. More general
investigations in this framework are however useful in other ﬁelds of CWE
as well, e.g. the simulation of wind ﬂow in vicinity of the earth’s surface
[33, 92, 99, 131] and the simulation of wind ﬂows over a complex terrain
with changing surface roughness [20, 40, 233]. In recent years, CWE has
been used to study wind comfort for pedestrians in newly built or existing
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neighbourhoods [30, 34, 117] or for studies of wind comfort inside stadiums
[258, 259]. Finally, CWE methods are also applied in environmental studies
when pollutant dispersion is considered [35, 93, 94].
Wind-structure interaction Many coupled problems in engineering are
investigated using numerical techniques, e.g. thermo-mechanical or thermo-
electrical problems or soil-structure interactions. In this work however, only
ﬂuid-structure interactions are considered. A non limitative list of applications
of FSI in diﬀerent ﬁelds of engineering is given in the following while the
speciﬁc coupling algorithms to consider the separate numerical solvers for
ﬂuid dynamics and structural dynamics will be discussed in more detail in
the designated chapter of this text.
In mechanical engineering, examples where FSI is important are found in heat
exchangers for e.g. power-generating and chemical plants [73, 142, 230] but also
in membrane pumps [36] and turbomachinery [14, 228, 280, 281]. Aeronautical
applications such as the ﬂutter of airplane wings have been widely studied
[76, 79, 80] while other applications such as parachute dynamics have also been
considered in more recent years [244, 245, 247, 250]. Practical FSI applications
in the automotive industry include tyre hydroplanning [119], tyre-road noise
[222] as well as airbag inﬂation [127, 172, 260]. A lot of attention has gone to
biomedical applications in the FSI community because of the many interactions
taking place in the human body. FSI simulations of the blood ﬂow running
through large, elastic arteries and the interaction with heart valves [17, 86, 153,
223, 243, 283] can be used to predict ruptures of aneurysms [19, 246, 248] or
to improve the design of artiﬁcial heart valves and stents [9, 70, 263]. Also
applications for the respiratory system are developed with FSI, e.g. for the
optimization of artiﬁcial respirators [112, 269]. In civil engineering, oﬀshore
applications such as ﬂow-induced vibrations of oﬀshore risers [49, 75, 108, 289]
and ocean current-driven or wave energy converters [52, 181, 190] have been
considered. The study of wind-induced vibrations ﬁnally was for a long time
focussed on ﬂutter of long suspension bridges [155, 190, 267] but is also used to
investigate ﬂexible membrane structures in wind ﬂows [27, 103, 167, 284, 286]
and for aeroelastic studies of wind turbine rotors [37, 98].
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1.3 Focus of the thesis and main contributions
The previous review shows that great advances have been made over the years
in the development of CFD for wind engineering and FSI techniques. The
versatility of these numerical techniques to inherently account for all relevant
physical phenomena for problems with very complex geometries is a great
advantage when compared to more cumbersome experiments with ﬂexible scale
models or phenomenological models that are only applicable for simple shapes.
With increasing computing power, it seems that the study of complicated
aeroelastic problems by means of numerical techniques is within reach, although
very few studies have been performed to demonstrate this.
The focus in this thesis is therefore on the feasiblility to simulate a realistic
aeroelastic problem with state of the art numerical methods. Keeping in mind
that measuring techniques may be useful as well to investigate such problems
and admittedly are still required for the validation of numerical results, it is the
aim of this work to consider a speciﬁc case study where wind-induced vibrations
have been observed to assess present day possibilities of numerical methods to
study such problems. In this light, no new techniques are developed in this
work but available modelling approaches are critically confronted and assessed.
This way, an important step is made by identifying possible bottlenecks in the
research of CWE and WSI.
In the following, the obj ectives of this thesis are ﬁrst further elucidated (section
1.3.1) and the case study that will be considered is presented (section 1.3.2).
Afterwards, the methodology and main contributions of the present work are
summarized (section 1.3.3).
1.3.1 Objectives
A ﬁrst objective of this work is to assess the prediction of turbulent wind ﬁelds
with CFD methods. The simulation of wind ﬂows should allow to determine
realistic transient wind loads on the considered structure. More speciﬁcally, it is
investigated how two-dimensional (2D) and three-dimensional (3D) simulations
can be used to simulate the turbulent ﬂuctuations in natural atmospheric
winds. It is also examined whether applied ﬂuctuations at the boundaries
of the computational domain are preserved until the wind ﬂow reaches the
considered structure.
The second objective is to consider a realistic wind-structure interaction
problem and to explore the possibilities of available FSI techniques. A complex
case study of a silo group is therefore considered where wind-induced ovalling
10 INTRODUCTION
vibrations have been observed. In this application, the vibrations are possibly
the result of not just one but multiple, interacting ﬂexible structures. The
goal is to investigate for this complicated WSI problem whether numerical
simulations can adequately predict the observed ovalling vibrations. In the
light of identifying the exact physical phenomenon causing these vibrations,
the necessity of performing complicated numerical WSI simulations for such
problems is also evaluated.
Finally, a third objective of this study is to explore the limits of what is
computationally possible today. From a practical engineering point of view,
it is important to value the necessity of such complicated simulations and to
assess the computational costs.
1.3.2 Case study: ovalling vibrations in a silo group
Wind-induced ovalling vibrations have been observed on several empty silos
of a group consisting of 40 silos in the port of Antwerp (Belgium) during a
storm on October 27, 2002. As shown in ﬁgure 1.4, the group of 8 by 5 thin
walled aluminium silos is mounted at 16.66m above ground level on top of a
rectangular building. Each silo is 25m high, has a diameter of 5.5m and a
varying thickness decreasing with height from 10.5mm to 6mm.
(a) (b)
Figure 1.4: (a) Southwest corner and (b) east facade of the silogroup in the
port of Antwerp (Belgium).
During the ovalling event in 2002 and typical for ovalling deformations [187],
the cross section of the axisymmetrical silo structures deformed as a shell
without bending deformation with respect to the longitudinal axis of symmetry.
Based on observations and an in-depth analysis of available low resolution
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Figure 1.5: Location of the silo group near the river Scheldt in the port of
Antwerp (Belgium). The mean wind direction during the storm of October 27,
2002 was west-southwest as indicated in the shaded region.
video footage of the ovalling event, the oscillations were estimated to have
amplitudes in the order of 10 cm. The fact that the silos were empty at the
time of ovalling had obviously a part in the magnitude of these vibrations while
shell deformations of (partially) ﬁlled silos are in general smaller or suppressed.
Anyhow, the deformations are reasonably large with respect to the silo diameter
and the limited space of 30 cm between adjacent silos.
As for any investigation of wind-induced phenomena, also details on the wind
climate at the time the instabilities were observed, are crucial. Unfortunately,
no measurements of the wind ﬁeld near the silo group were performed at the
time of ovalling. At a permanent meteorological station in Deurne, about 7
kilometers east of the silo group, the hourly average wind speed was monitored
and ranged from 61 to 68 km/h with peaks up to 113 km/h. As indicated
in ﬁgure 1.5, the silo group is located in close vicinity of the river Scheldt.
Considering the fact that the main wind direction was west-southwest at the
time of ovalling, no large buildings obstruct the generally ﬂat domain upwind of
the silo group. Furthermore, based on the video footage and taking into account
the wind direction at the time of ovalling, the largest vibrations were observed
at the upwind corner of the silo group while other silos at the windward side
were also oscillating.
While the vibrations did not lead to structural failure, this wind-induced
phenomenon is an interesting case study for WSI for two reasons. First, it has to
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be noted that it is to date not entirely understood what physical phenomena
are causing such vibrations [190] and second, ovalling vibrations remain an
important design criterion for thin-walled shell structures. Constructors are
still interested in ﬁnding the most eﬃcient way to stiﬀen such structures in view
of reducing material costs but also to avoid failure, e.g. during construction as
mentioned in section 1.1. It is also highly relevant for the design of cylindrical
thin-walled solar updraft towers [169, 218] where wind is the critical design
load.
It has to be emphasized that the aim of this thesis is not to resolve the
instabilities in the silo group as such, e.g. by presenting alternative designs
or looking for ready to use design criteria. If this were the case, several other
techniques including full scale or wind tunnel measurements would have to be
considered as well. In fact, a previous study by Dooms et al. [68] reports on
full scale on site measurements to determine structural properties of a silo and
to investigate the structural response of the silos under normal wind loading.
Measurements are not always advisable however, as they are hampered by
practical diﬃculties. To study the ovalling vibrations of the silo group e.g., it
would be cumbersome to set up a monitoring campaign and patiently wait for
a storm to occur, keeping the silos empty at all time. Performing wind tunnel
tests in the controlled environment of a lab on the other hand is confronted
with diﬃculties to build a fully ﬂexible silo model to scale. Numerical methods
therefore provide a valuable alternative or rather additional technique to study
such complicated WSI problems. The aim of this thesis is hence to investigate
the possibilities and limitations of presently available computational methods
which may be useful for other, similar WSI applications as well.
1.3.3 Methodology and contributions
To solve the coupled WSI problem of wind-induced ovalling vibrations in a silo
group with numerical methods, the diﬀerent subproblems are at ﬁrst considered
separately, focusing on the main diﬃculties and modelling approaches occurring
in each of the subproblems.
The ﬁrst major contribution of this work is the extensive comparison of 2D and
3D CFD simulations of the wind ﬂow around the considered silo group with
the intention to determine realistic aerodynamic surface pressures on the silo
structures. Following the tendency to start the analysis of a complex problem
with a more straightforward model, 2D simulations are performed ﬁrst. These
simulations are computationally less intensive than the 3D simulations and
therefore allow to investigate the eﬀect of the angle of incidence of the incoming
wind ﬂow in a reasonable time span. The validity of the 2D simulation results
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is afterwards veriﬁed by comparison with the 3D ﬂow simulations in which the
turbulent wind ﬂow can be modelled more realistically. Speciﬁc issues for the
introduction of turbulent wind ﬂows in the simulations and the preservation of
the turbulent ﬂuctuations are extensively expanded upon.
Veriﬁcation of the numerical approaches is performed for both 2D and 3D
CFD simulations with speciﬁc attention for the wind ﬂows near the walls,
where accurate pressure predictions are crucial. Validation of the simulation
results is much less evident because of the particular geometry and the highly
turbulent wind ﬂow. For this reason, in both 2D and 3D simulations a
single silo conﬁguration is considered in addition to the entire silo group. In
the 2D simulations, this allows to validate the numerical procedure in more
detail and qualitative validation with similar ﬂow cases is performed wherever
possible. For the 3D simulations, a wind tunnel experiment is performed for
the validation of the single silo conﬁguration. The blockage eﬀects in the wind
tunnel test are investigated while the emphasis of this validation is on the
comparison of the pressure distributions on the silo surface.
The aerodynamic surface pressure distributions from the 2D and 3D CFD
simulations are subsequently investigated in more detail. A ﬁnite element (FE)
model of the structure is set up and the ovalling eigenmodes of the structures are
determined. The modal projection of the aerodynamic wind loads is determined
to assess at which locations in the silo group ovalling vibrations might be excited
by direct forcing. For all angles of incidence in the 2D simulations, a harmonic
decomposition is proposed as an alternative for 3D modal decomposition. The
eﬀect of a diﬀerent turbulence modelling approach in the 2D and 3D CFD
simulations on the aerodynamic pressures on the silo surfaces is investigated.
Finally, the numerical models for the structure and the wind ﬂow are considered
together. Two diﬀerent approaches are used to evaluate the importance
of incorporating WSI for the prediction of ovalling vibrations. At ﬁrst
the structural response due to wind loading is considered in so called one-
way coupled simulations. In these calculations, the entire time history of
aerodynamic pressures determined in the 3D CFD simulations of the wind
ﬂow is applied as an external transient load on the numerical structural model,
without further interaction between the separate solvers. In the second, two-
way coupled approach, coupledWSI simulations in the true sense are performed.
This implies that information on displacements and wind loads is transferred at
the interface between the structure and wind ﬂow ﬁeld in every time step. These
simulations are performed for both the single silo conﬁguration and for the
entire silo group and grid independence of the simulation results is veriﬁed for
both conﬁgurations. Through qualitative comparison with reality, it is assessed
whether the numerical simulations can adequately predict the observed ovalling
vibrations. Deﬃciencies of the considered modelling approaches are expanded
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upon and an attempt is made to explain the physical phenomena inducing the
ovalling vibrations. Finally, the necessity of performing the computationally
much more intensive two-way coupled simulations is assessed.
1.4 Organization of the text
Chapter 1 introduces the thesis by situating the subject of wind-induced
vibrations in civil engineering. The motivation for this study is explained and
the current state of the art is given. With the introduction of the speciﬁc
case study considered in this work, the contributions are highlighted and the
organization of the text is clariﬁed.
Chapter 2 starts by introducing the separate physical subproblems in WSI.
First, the governing equations for wind ﬂow dynamics are given and relevant
physical concepts concerning atmospheric winds near the earth’s surface and
atmospheric turbulence are explained. Afterwards, the same is done for the
structural dynamics problem with the introduction of the governing equations
and a classiﬁcation of structural susceptibility to wind-induced vibrations.
Subsequently, all the known excitation mechanisms of ﬂow-induced vibrations
are explained. Finally, the case of ovalling vibrations is expanded upon by
ﬁrst deﬁning the phenomenon and afterwards describing previous attempts to
explain its occurrence.
Chapter 3 deals with the numerical simulation of the wind ﬂow around the silo
group. First, the methodology of CFD is described with emphasis on turbulence
modelling and the diﬃculties to model near-wall ﬂows and realistic atmospheric
inlet conditions. After giving the geometrical properties of the Antwerp silo
group, both 2D and 3D CFD simulations are successively discussed. In both
cases, the applied numerical procedure is introduced and the computational
domain and boundary conditions are given ﬁrst. Subsequently the simulations
are thoroughly veriﬁed through a spatial and temporal discretization sensitivity
analysis. Afterwards the CFD results are validated, for the 2D simulations
with data from the literature and for the 3D simulations by means of a wind
tunnel test. Finally, the observed ﬂow patterns are discussed and qualitatively
compared where possible with similar problems from the literature.
Chapter 4 starts by presenting the methodology for computational structural
analysis by means of the FE method. Subsequently, the structural properties
of a silo structure are described and the natural mode shapes are determined
using an FE model of the silo structure. Afterwards, the aerodynamic
surface pressures on the silo walls from both 2D and 3D CFD simulations are
investigated more thoroughly. By means of modal projection, it is investigated
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which silos in the group arrangement are most susceptible to wind-induced
ovalling vibrations and the results are tested with reality.
Chapter 5 presents the numerical simulations of the WSI problem. First, the
methodology for the coupling of the structural and ﬂuid solver is introduced.
Speciﬁc diﬃculties concerning load and motion transfers at the interface and
the issue of deforming domains in CFD simulations are discussed. Subsequently,
the structural response in one-way coupled simulations for both the single silo
and the entire group are considered. Afterwards, the same is done for the two-
way coupled simulations and diﬀerences between both approaches are discussed.
The structural response in the diﬀerent simulations is compared in terms of
excited eigenmodes by considering modal deformation energy.
Chapter 6 summarizes the main conclusions of this work and gives recommen-
dations for future research.

Chapter 2
Wind-induced vibrations of
structures
The physical concepts of wind-structure interaction (WSI) phenomena are
introduced in this chapter. This multiphysics problem requires the introduction
of both physical problems separately. First, wind ﬂow (ﬂuid) dynamics are
introduced (section 2.1) and afterwards the principles of structural dynamics
are presented (section 2.2). In both cases, the governing equations and
notations are brieﬂy introduced before speciﬁc properties and relevant physical
concepts in the separate ﬁelds are expanded upon. Afterwards, excitation
mechanisms of wind-induced vibrations in civil engineering are explored
(section 2.3) and in section 2.4, the speciﬁc problem of ovalling vibrations of
cylindrical shells is discussed.
2.1 Wind flow dynamics
The subject of wind ﬂow dynamics, or aerodynamics, covers a very wide
ﬁeld of research from aeronautical applications to meteorological studies. All
research in this context is based on the same physical principles and similar ﬂow
phenomena occur. Nevertheless, the ﬁeld of civil engineering aerodynamics has
some remarkable peculiarities when compared to e.g. aeronautical applications
in mechanical engineering.
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First, civil engineering structures typically are bluﬀ bodies as opposed to
the deliberatley streamlined bodies to reduce drag forces in aeronautical
applications. The streamlines in the ﬂow around a bluﬀ (or ‘non-aerodynamic’)
body do not nicely follow the surface contours, detach at some point and leave
regions of separated ﬂow and a wide trailing wake behind the structure [50].
Of course, exceptions exist. The cylindrical shape of a chimney or silo e.g. is
not bluﬀ and streamlines follow the contour of the structure until separation.
Second, the case of ‘natural wind’ with relatively low speed, incompressible
ﬂow phenomena is considered in civil wind engineering applications. As a
result, aerodynamics for civil engineering is also closely related to meteorology
[229] as the turbulent ﬂows in the boundary layer of the earth’s atmosphere
are of great importance to study wind-induced loads on structures.
In this section, the governing equations of wind ﬂow are presented ﬁrst (section
2.1.1). Subsequently, the particularities of atmospheric winds are discussed.
First, the wind ﬂow near the earth’s surface is introduced and linked to
meteorological phenomena (section 2.1.2). Afterwards, the mean velocity
proﬁles in the atmospheric boundary layer are presented (section 2.1.3) and
the seemingly random ﬂuctuations in the wind ﬂow, caused by turbulence are
explained (section 2.1.4).
2.1.1 Governing equations
Wind, or the motion of air with respect to the surface of the earth, can be
described as a general ﬂuid ﬂow. Consider a Cartesian bounded ﬂuid domain
ΩF (ﬁgure 2.1), where the subscript F refers to the ﬂuid. In a point of the
ﬂuid domain x = (x, y, z), the ﬂow is characterized by the velocity, pressure,
temperature, density and moisture as a function of time t. For the present case
of air ﬂow at moderate temperatures, certain simpliﬁcations are acceptable.
Air can be assumed incompressible because typical natural wind speeds are
considerably lower than the speed of sound (Mach number for natural wind
Ma < 0.3). Furthermore, no temperature eﬀects nor moisture are considered.
The quantities describing the wind ﬂow are therefore reduced to the velocity
vector v(x, t) = (u(x, t), v(x, t), w(x, t)) and the pressure p(x, t).
The set of governing equations for a ﬂuid are based on the laws of
conservation of mass, momentum (Newton’s second law) and energy (ﬁrst law of
thermodynamics). In case of an incompressible ﬂuid without density variations,
there is no link between the energy equation and the mass conservation and
momentum equations. The energy equation then only needs to be solved if
the problem involves heat transfer. The present incompressible and isothermal
wind ﬂow is hence only governed by the conservation of mass and the Navier-
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Figure 2.1: Geometrical conﬁguration of the ﬂuid domain ΩF and its boundary
∂ΩF in a Cartesian coordinate system.
Stokes equations:
∇ · v(x, t) = 0, (2.1)
∂v(x, t)
∂t
+ v(x, t) · ∇v(x, t) = 1
ρF
∇ · σF(x, t) + bF(x, t). (2.2)
In these equations, the (constant) density of incompressible air is ρF =
1.25 kg/m3 and ρFbF(x, t) represent the body forces on the ﬂuid. For
Newtonian, isotropic ﬂuids with dynamic viscosity µF = 1.76 × 10−5 kg/ms,
the stress tensor σF(x, t) is deﬁned as:
σF(x, t) = −p(x, t)I+ 2µFǫF(x, t), (2.3)
with I the unit tensor. The strain tensor ǫF(x, t) is given by:
ǫF(x, t) =
1
2
[
∇v(x, t) + (∇v(x, t))T
]
. (2.4)
By substituting equations (2.3) and (2.4) in equation (2.2) and by assuming that
the body forces acting on the ﬂuid are negligible bF(x, t) = 0, the governing
equations for the incompressible air ﬂow are given by:
∇ · v(x, t) = 0, (2.5)
∂v(x, t)
∂t
+ v(x, t) · ∇v(x, t) = − 1
ρF
∇p(x, t) + νF∇2v(x, t), (2.6)
where νF = µF/ρF = 1.41× 10−5 m2/s is the kinematic viscosity of air.
In the bounded ﬂuid domain, boundary conditions have to be deﬁned on the
entire boundary ∂ΩF. In general two types of boundary conditions are used in
ﬂuid dynamics. Diﬀerent boundary condition types can be used on the same
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part of the boundary for diﬀerent ﬂow variables. Dirichlet (or kinematic or
essential) boundary conditions impose the value of a variable, e.g. the velocity
vD(x, t) on a part of the boundary:
v(x, t) = vD(x, t). (2.7)
This boundary condition is e.g. used at solid walls, where the ﬂow velocity is
set equal to the velocity of the wall. At a stationary wall, the velocity is set
to vD(x, t) = 0. The pressures on this boundary need not be deﬁned as they
can be easily calculated from the governing equations where ﬂow velocity and
pressure are coupled. Neumann (or natural or mechanical) boundary conditions
prescribe the traction gN(x, t) on a part of the boundary:
σF(x, t)n(x) = −p(x, t)n(x) + 2µFǫF(x, t)n(x) = gN(x, t), (2.8)
where n(x) is the external unit normal on the boundary ∂ΩF. This boundary
condition can e.g. be used to impose a pressure on a boundary of the ﬂuid
domain.
2.1.2 Atmospheric winds and the atmospheric boundary
layer
The atmospheric wind ﬂow over the earth’s surface is essentially similar to any
wall bounded ﬂuid ﬂow but has driving forces at a planetary scale. The lowest
region of the atmosphere is directly inﬂuenced by the exchange of momentum
(friction) at the earth’s surface. This inevitably leads to the formation of a
boundary layer. Across this atmospheric boundary layer (ABL) or planetary
boundary layer (PBL) which extends up to approximately 1 to 2 km in the
atmosphere [261], the wind ﬂow adjusts from the boundary conditions near
the surface to the free ﬂow conditions outside the boundary layer, in the free
atmosphere.
Figure 2.2 shows the structure of the atmospheric boundary layer and its
diﬀerent sublayers. The free atmosphere can usually be considered as
nonturbulent or only intermittently turbulent due to the very large turbulence
length scales [72]. At the top of the boundary layer, deﬁned as the geostrophic
(or gradient) height zG (ﬁgure 2.2), surface friction has a negligible eﬀect on
wind speed. At these heights, the air ﬂow is only aﬀected by pressure gradients
and the Coriolis force and the wind direction is parallel to the isobars, as
indicated in ﬁgure 2.3a. Due to the Coriolis force a particle of air moving from
high to low pressures across isobars is diverted until a state of equilibrium
between Coriolis force and the force due to the pressure gradient is reached.
Because the Coriolis force is always perpendicular to the wind direction, the
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Figure 2.2: Schematic depiction of the diﬀerent sublayers of the ABL.
wind has to ﬂow parallel to the isobars [71]. If the curvature of the isobars is
negligible, the wind in the free atmosphere is called geostrophic wind. However,
in the vicinity of a low- or high-pressure centre the curvature of the isobars leads
to an additional centrifugal force acting on the air particles (ﬁgure 2.3b). In
these cases, the wind is called gradient wind and its velocity is slightly smaller
than the geostrophic wind speed [71, 229]. In reality friction forces against lower
layers of air will also inﬂuence the wind speed but in general the geostrophic
(or gradient) wind is considered the driving force for the ABL below [162, 166].
The ABL can be further subdivided in two layers with distinct characteristics
[72, 162, 261]. The lower region of the ABL near the earth’s surface is called
the surface layer and is dominated by friction and near-wall turbulence. This
region typically extends up to 1/10 of the entire height of the ABL and eﬀects
of the earth’s rotation are negligible. The Ekman (or outer) layer of the ABL is
aﬀected by the terrain roughness as well as the earth’s rotation and the apparent
Coriolis forces. Apart from a decrease in turbulence levels with height, the
result of this is a rotation of the mean wind direction gradually passing from
a crossing-isobars wind in the lower region to the driving geostrophic wind
(parallel to the isobars) on top of the boundary layer. This eﬀect is known
as the Ekman spiral [105, 118] and the turn is typically 20◦ although it may
vary between approximately 10◦ and 45◦ depending on ground roughness and
atmospheric stability [71].
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Figure 2.3: (a) Geostrophic wind and (b) gradient wind outside the ABL, with
indication of the driving forces and isobars [71].
One of the most important properties of the ABL is that its ﬂow is turbulent.
As a result, the wind velocity ﬁeld typically varies signiﬁcantly and irregularly
in both space and time. This can be clearly observed by considering the power
spectral density of the ABL wind velocity in the frequency domain, e.g. the
typical van der Hoven spectrum in ﬁgure 2.4. Two distinct peaks, the ﬁrst at
about 0.01 cycles/h and the second around 50 cycles/h, can be observed in this
power spectrum of the horizontal wind speed measured at about 100m height
[257]. The ﬁrst peak corresponds to cycles of about 4 days and is related to
meteorological changes in the upper atmosphere while a smaller peak at about
0.1 cycles/h (12 hours cycles) is due to the diurnal heating cycle of the earth’s
surface. A spectral energy gap is then observed between 0.5 and 10 cycles/h.
It is reasoned that no physical processes exist in the atmosphere that provide
energy for these scales of turbulent ﬂuctuations [55, 257]. The higher frequency
peak containing ﬂuctuations of roughly 2 minutes is related to local changes in
the wind climate, related to terrain roughness, etc.
Although the main features of the van der Hoven spectrum are also retrieved
in measurements at other locations [55, 71], the existence of the spectral gap
has never been proven incontrovertibly. In fact, some researchers [11] do not
retrieve a spectral gap in their measurements and therefore contest its existence
by claiming it may have arisen from the way van der Hoven composed his
spectrum from various records, a.o. that of a hurricane for the peak around
50 cycles/h. Whether the spectral gap is generally applicable or can only be
observed in strong winds when lower frequency convective turbulence is less
signiﬁcant is unsure. However, with or without the existence of a spectral gap,
the study of diﬀerent time and length scales has enabled wind engineers to
make a clear cut distinction between small-scale gusts crucial for structural
design and meteorological disturbances at much larger scales. This has led to
a statistically based description of the ABL wind where the ﬂow variables are
split in a steady, mean value and a ﬂuctuating, time-dependent component,
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Figure 2.4: The typical van der Hoven spectrum of horizontal wind speeds
[257].
also known as the Reynolds decomposition:
v(x, t) = v(x) + v′(x, t), (2.9)
p(x, t) = p(x) + p′(x, t), (2.10)
where an overline indicates the mean, time-averaged component and a prime
marks the ﬂuctuating part. With an averaging period of typically about 10 to
20 minutes, corresponding to the energy gap, the ﬂuctuating wind velocities
correspond to gusts. The natural vibration frequencies of structures are also
located in this part of the spectrum and structural vibrations may be induced.
The mean wind velocities, by contrast, do not consider these ‘high’ frequency
ﬂuctuations, but are in fact still subject to time changes on a much larger,
meteorological scale of hours or days.
The existence of diurnal changes in the turbulent ABL, corresponding to the
smaller peak at 0.1 cycles/h in ﬁgure 2.4, has led to a classiﬁcation for diﬀerent
ABL states based on buoyancy eﬀects [162]:
Convective ABL When the land surface is warmer than the air aloft e.g.
during clear days in moderate climates due to heating by incoming solar
radiation, the air near the surface will undergo a positive buoyancy ﬂux
and establish turbulent convective circulations in the air.
Stable ABL Whenever the earth’s surface is colder than the air above e.g.
during nighttime, negative buoyancy eﬀects will attenuate turbulence.
Neutral ABL When the air in the ABL does not experience a net buoyant
force, turbulence is entirely due to the change in wind velocity with height
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and the resulting shear. Although theoretically evident, a neutral ABL
is not often the realistic representation of wind ﬂow around structures.
However, in cloudy conditions and in strong winds, the thermal eﬀects
in the wind ﬂow are negligible compared to the mechanical production
of turbulence. In these cases, the ABL could be classiﬁed as ‘(thermally)
neutral’ [105].
The (thermally) neutral ABL is most commonly assumed for structural
engineering applications e.g. to study wind loads on buildings or to evaluate
pedestrian comfort in the built environment. In such cases, uni-directional wind
is typically considered and the wind velocities in a Cartesian coordinate system
(ﬁgure 2.2) are treated mathematically as a stationary, stochastic process
described as follows:
in the alongwind direction (x) : u(z) + u′(x, t), (2.11)
in the lateral direction (y) : v′(x, t), (2.12)
in the vertical direction (z) : w′(x, t), (2.13)
where u(z) is the time averaged wind velocity of the incoming wind ﬂow which
only depends on the height z above ground level, and u′(x, t), v′(x, t) and
w′(x, t) describe the ﬂuctuating velocities of the wind ﬁeld.
For structural wind engineering applications, not only the mean wind velocity
proﬁles of the wind ﬂow are of importance but also the turbulent ﬂuctuations
should be accounted for when wind-induced vibrations have to be investigated.
The mean wind proﬁles and the vertical structure of the atmospheric boundary
layer will be discussed in the next section (section 2.1.3) while the turbulent
ﬂuctuations in the atmosphere and typical descriptors of turbulence are
described in section 2.1.4.
2.1.3 Mean wind velocity profiles in the homogeneous
neutral atmospheric boundary layer
For the derivation of mean wind velocity proﬁles u(z) in the surface layer, all
thermal eﬀects are usually disregarded (neutral ABL) so that prescribed proﬁles
are only dependent on surface roughness. Furthermore, for design purposes the
wind ﬂow is typically assumed to be horizontally homogeneous in a region with
uniform surface roughness. The existence of such horizontally homogeneous
atmospheric ﬂows is supported by observations [229].
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Two types of mean wind velocity proﬁles u(z) are available in the literature
and in design codes, e.g. [7, 10, 25]: the logarithmic law and the power law.
Both have been shown to give accurate results up to reasonable heights, are
based on similar roughness criteria and are hence in principle interchangeable.
The logarithmic law The representation of the lower part of the ABL with
a logarithmic law is based on the ﬂat-plate boundary layer theory originally
developed for smooth walls by Prandtl and von Kármán (cfr. section 3.1.3
where wall models are described) and its extension for rough walls, e.g. by
Nikuradze [178] for internal turbulent ﬂows. The same principles are also the
basis of the research of Monin and Obukhov [175, 179, 180] who investigated
mathematical formulations for wind velocity proﬁles when buoyancy eﬀects are
important, i.e. for convective or stable ABL.
In the more straightforward case of a neutral ABL, the time averaged horizontal
velocity u(z) in the wind direction as a function of height can be represented
in the form [25, 71, 261]:
u(z) =
uτABL
κ
ln
(
z + z0
z0
)
, (2.14)
where uτABL is the friction velocity, κ is the von Kármán constant and z0 is the
aerodynamic roughness length. The friction velocity represents the magnitude
of the velocity ﬂuctuations in the turbulent boundary layer and is deﬁned as
uτABL =
√
τw/ρF where τw is the wall shear stress at ground level and ρF is
the density of air. For extreme winds, the friction velocity is typically in the
order of 1 to 2m/s [71]. The aerodynamic roughness length z0 is a measure of
the size of the ‘characteristic’ eddies at the surface.
To determine the value of the aerodynamic roughness length, roughness clas-
siﬁcations have been introduced based on numerous measurement campaigns
around the world for diﬀerent terrain types. A typical classiﬁcation of terrain
categories and corresponding roughness lengths based on Eurocode 1 is shown
in table 2.1. Instead of the friction velocity uτABL and von Kármán constant κ
a reference wind velocity is typically deﬁned in design codes which is also based
on extensive measurements. In Eurocode 1 [25] the reference wind velocity is
deﬁned as the 10 minute mean wind velocity at 10m height above ground level
and corresponding to a return period of 50 years.
The power law Another respresentation of the mean wind proﬁle over a
horizontally homogeneous terrain is the empirical power law, introduced by
Davenport [53]. Although there is no theoretical basis for the power law, it was
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Terrain category z0[m]
I Rough, open sea, lakes with at least 5 km fetch
upwind and smooth ﬂat country without obstacles
0.01
II Farmland with boundary hedges, occasional small
farm structures, houses or trees
0.05
III Suburban or industrial areas and permanent forests 0.3
IV Urban areas in which at least 15% of the surface
is covered by buildings with an average height
exceeding 15 m
1
Table 2.1: Terrain categories and related aerodynamic roughness length from
Eurocode 1 [25].
originally widely used in engineering applications because of the mathematically
more convenient manipulation as compared to the logarithmic law. Today, it is
still prescribed in various design codes such as the Japanese design guidelines of
the Architectural Institute of Japan (AIJ) [7, 253], the ASCE 7-10 guidelines
[10] or the Canadian code NBCC 1990 [71]. The mean horizontal velocity
proﬁle is given by:
u(z) = uref
(
z
zref
)β
, (2.15)
where uref is the reference wind speed at height zref and β is the power
law coeﬃcient. Similarly as for the logarithmic law, the determination of
parameters uref , zref and β is based on extensive measurement campaigns for
diﬀerent types of surroundings. The inﬂuence of the diﬀerent terrain categories
as deﬁned in the AIJ guidelines [7] on the size of the ABL is shown qualitatively
in ﬁgure 2.5.
2.1.4 Atmospheric turbulence
The turbulent character of a ﬂow is manifested in the ‘random’ variations of
ﬂow variables, leading to a typical stochastic description of turbulence. The
origin of these ﬂuctuating quantities is the highly three-dimensional character
of turbulent ﬂows that contain rotational ﬂow structures known as eddies that
cover a wide range of length scales.
The largest turbulent eddies in the ﬂow are dominated by inertia, are highly
anisotropic and strongly aﬀected by the boundary conditions of the problem.
These eddies interact with the ﬂow and by a process known as vortex stretching
the large eddies extract energy from the mean ﬂow. This extracted kinetic
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Figure 2.5: Schematic depiction of the inﬂuence of surface roughness on the
height and proﬁle of the ABL.
energy maintains the turbulence in the ﬂow [262]. The same process extends to
smaller scales, which are in turn stretched by the larger eddies. In this process,
known as the energy cascade and originally introduced by Richardson [209], the
energy content is transferred by inviscid processes to smaller and smaller scales.
Finally, at the smallest scales the eddies become universal (i.e. non-directional
or isotropic) in the sense that they are similar in lightly, moderately or highly
turbulent ﬂows. At this scale, known as the Kolmogorov-scale [129], the energy
is dissipated by viscous eﬀects [200]. In natural wind, the Kolmogorov-scale
eddies are very small with length scales of about 0.1 to 1 mm [177].
To quantify turbulence levels in a ﬂuid ﬂow, the ratio of inertial forces to viscous
forces is often used. This dimensionless quantity is known as the Reynolds
number Re, deﬁned as follows:
Re =
urefL
νF
, (2.16)
where uref is a reference velocity of the incident ﬂow (e.g. for wind u(zref) at
a reference height zref) and L is a representative length for the scale of the
problem. Because the selection of this representative length L is very much
depending on the interest of a certain study in local details, a wide variety of
Reynolds numbers can be detected for a single ﬂow [229]. Nevertheless, the
Reynolds number is a very convenient index for the classiﬁcation of turbulent
ﬂows: the larger the Reynolds number, the more important inertia forces are
compared to viscous forces and hence, the more turbulent the ﬂow is.
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In the case of atmospheric turbulence, the turbulent length scales range from
the planetary scale to several millimeters. To distinguish between diﬀerent
atmospheric processes, a classiﬁcation based on the turbulence length scales
(Lt) in the atmosphere was ﬁrst proposed by Orlanski [184]:
Synoptic scale: Lt > 2000 km, the largest scales of atmospheric turbulence
after the planetary scale.
Mesoscale: 2 km < Lt < 2000 km, from weather systems like mesocyclones
and land-sea breazes to applications of wind climate in cities and the
surrounding area, down to neighbourhood level.
Microscsale: Lt < 2 km, length scales from neighbourhood level to building
size. At this scale, the atmospheric processes are dominated by
turbulence.
This classiﬁcation underlines the multiscale character of atmospheric turbu-
lence and explains the wide range of research ﬁelds covered: from climatology
and meteorology at the largest scales down to studies of wind impact on
bridges, towers and even agriculture at smaller scales [232]. Even further
downscaling is important for processes like heat-air-moisture transfer for the
study of durability and leaching of surface coatings at the level of building
envelopes [32, 116].
Several descriptors are used in wind engineering applications to quantify the
amount of turbulence in the air ﬂow. The longitudinal turbulence intensity
has the simplest deﬁnition but contains no information on the turbulent length
scales in the ﬂow:
Iu(z) =
σu(z)
u(z)
, (2.17)
where σu(z) =
√
u′2(x, t) is the root mean square value of the ﬂuctuating
velocity components in the streamwise direction and is only dependent on
the height above the surface. In the AIJ guidelines [7, 253], a proﬁle for the
turbulence intensity Iu(z) is based on the previously deﬁned ABL power law,
see equation (2.15):
Iu(z) = 0.1
(
z
zG
)
−β−0.05
, (2.18)
where zG is the gradient height, i.e. the height above ground where the wind
ﬂow is unaﬀected by the surface roughness (ﬁgure 2.2). As mentioned earlier in
section 2.1.3, the gradient height zG, the power law coeﬃcient β as well as the
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Terrain category Davenport [53] AIJ [7] ASCE [10]
β zG [m] β zG [m] β zG [m]
I Coastal areas − − 0.1 250 0.1 215
II Open terrain 0.143 275 0.14 350 0.14 275
III
IV
Suburban terrain
Urban terrain
0.286
0.400
395
520
0.2
0.27
450
550
0.29 365
V Dense urban areas − − 0.35 650 − −
Table 2.2: Power law coeﬃcient β and gradient height zG for diﬀerent terrain
categories as originally proposed by Davenport [53] and as prescribed in the
Japanese (AIJ) and American (ASCE) building codes.
empirical constant 0.1 are based on extensive measurement campaigns. Table
2.2 summarizes these coeﬃcients from diﬀerent sources. The terrain categories
in this table are indicative and should be treated with care since every building
code has its own description of the diﬀerent terrain types. In the AIJ guidelines
[7, 253] e.g. a ﬁfth terrain category is introduced for heavily concentrated city
areas with very tall buildings, i.e. the downtown area of a very large city. In
the ASCE 7-10 guidelines [10], a fourth terrain category for such dense urban
areas was deleted since version 7-02 of the building code and a single terrain
category is deﬁned for urban and suburban areas.
As opposed to the more general description of the turbulence intensity, integral
length scales of turbulence quantify the average size of energy containing
eddies in the wind ﬂow. The integral length scale Lxu′ e.g. is a measure for the
longitudinal (x-direction) size of the vortices associated with the longitudinal
velocity ﬂuctuations u′(x, t) and is deﬁned as [229]:
Lxu′(z) =
1
σ2u(z)
∫
∞
0
Ru′
1
u′
2
(x)dx, (2.19)
where Ru′
1
u′
2
(x) is the cross-covariance function of the longitudinal velocity
components u′1 = u
′(x1, t) and u′2 = u
′(x2, t) at two longitudinally separated
positions x1 = (x1, y1, z1) and x2 = (x1 + x, y1, z1) and σu(z) is the root mean
square value of u′1 (or u
′
2).
In horizontal homogeneous ABL ﬂows it can be assumed that the vortices
are transported in the longitudinal direction x with the velocity u(z). This
assumption is widely known as Taylor’s hypothesis of ‘frozen turbulence’. It
not only implies that the longitudinal integral length scale is only dependent on
the height above the surface, but also that the ﬂuctuating horizontal velocities
can be rewritten as u′1 = u
′(x1, τ + t) and u′2 = u
′(x1, τ) with t = x/u(z). This
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leads to a more practical deﬁnition for the integral length scale [229]:
Lxu′(z) =
u(z)
σ2u(z)
∫
∞
0
Ru′(τ)dτ, (2.20)
where Ru′(τ) is the autocovariance function of the ﬂuctuating velocity
u′(x, t), measured in a single point. Although estimations from full scale
measurements exhibit signiﬁcant scatter, mainly due to the limited duration
of the measurements and the resulting lack of ﬂow stationarity, it has been
conﬁrmed that the longitudinal integral length scales Lxu′(z) are only dependent
on the height above the earth’s surface in the lowest part of a natural wind
ABL ﬂow [51, 71, 229].
At lower heights, the proximity to the ground and the impact of surface
roughness constrains the size of turbulent eddies. At larger heights, the
inﬂuence of the ground surface is no longer present and the ﬂow becomes
isotropic. For this reason, design codes typically provide approximations
for the longitudinal integral length scale as a function of both height and
surface roughness. A linear relation is assumed for the lowest parts, e.g.
Lxu′(z) = C(z+z0) with C a constant [38, 131] and at larger heights a constant
value is assumed for the length scale [25, 38].
Finally, turbulence spectra can be determined to describe the frequency
content of wind speed variations. The frequency distribution of turbulent along-
wind velocity ﬂuctuations u′(x, t) is typically described by the dimensionless
power spectral density S∗u(z, f) deﬁned as [38, 71, 229]:
S∗u(z, f) =
f Su(z, f)
σ2u(z)
, (2.21)
where Su(z, f) is the power spectrum of u′(x, t) and f denotes the frequency,
expressed in Hz. The van der Hoven spectrum in ﬁgure 2.4 is an example of such
a spectrum on very diﬀerent scales. For structural engineering applications,
only the higher peak of this spectrum is of interest because only the smallest
turbulent ﬂuctuations can give rise to observable structural vibrations. A
distinction is made in this part of the spectrum between the larger eddies
(lower frequencies) where turbulence is generated and the small eddies (high
frequencies) where energy is dissipated. In the intermediate region in the
energy cascade, known as the inertial subrange, turbulent energy is transfered
to successively smaller scales. It was therefore assumed by Kolmogorov [71, 200]
that the statistics of the motions in the inertial subrange must have a universal
form, independent of speciﬁc turbulence generating or dissipating mechanisms.
Based on this assumption, it can be derived that the spectrum in the inertial
subrange must approach an asymptotic limit proportional to f−5/3.
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Figure 2.6: Power spectral density distributions for the along-wind turbulence
component according to Kaimal (full bold line), Eurocode 1 (dashed thick line),
Davenport (full thin line), von Kármán (dashed thin line) and Harris (dotted
thin line).
Several alternative expressions for the spectrum of the longitudinal component
of atmospheric turbulence based on full scale measurements have been proposed
in the literature. The Kaimal spectrum [120] is probably the most widely used
and well known:
S∗u(z, f∗) =
4f∗
(1 + 6f∗)5/3
, (2.22)
where f∗ = fLt(z)/u(z) is the non-dimensional frequency and Lt(z) is a height-
dependent turbulence length scale, in the case of the Kaimal spectrum taken
equal to the along-wind integral length scale Lxu′(z). Note the proportionality
with f−5/3 in this expression. In the Eurocode [25], a small modiﬁcation of the
coeﬃcients in the Kaimal spectrum is proposed so that it is in better conformity
with measurement data of ESDU [74]:
S∗u(z, f∗) =
6.8f∗
(1 + 10.2f∗)5/3
. (2.23)
Other expressions for the power spectral density function are given by:
vonKármán : S∗u(z, f∗) =
4f∗
(1 + 70.8f2
∗
)5/6
, (2.24)
Davenport : S∗u(z, f∗) =
2f2
∗
3(1 + f2
∗
)4/3
, (2.25)
Harris : S∗u(z, f∗) =
2f∗
3(2 + f2
∗
)5/6
. (2.26)
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In all these spectra, diﬀerent deﬁnitions for the turbulence length scale Lt(z)
are applied. The von Kármán spectrum [266] uses the standard deﬁnition
Lt(z) = Lxu′(z) but modiﬁcations of the length scale are required to make the
expression consistent with real atmospheric conditions since it was originally
not intended to be used for high frequency ﬂow ﬂuctuations like in wind
ﬂows [229]. In the spectra proposed by Davenport [56] and Harris [101] a
constant value of Lt = 1200m and Lt = 1800m is used, respectively [71].
The variablity of all these turbulence spectra for the along-wind turbulence
is shown in ﬁgure 2.6, for a reference case at height z = 30m. Apart from
the longitudinal turbulence power spectrum, similar expressions can also be
proposed for the power spectra of the lateral S∗v (z, f) and vertical S
∗
w(z, f)
turbulence components, as mentioned by Simiu and Scanlan [229].
2.2 Structural dynamics
The occurrence of wind-induced phenomena in structures is to a considerable
extent determined by structural properties. Similarly as for the previously
described wind ﬂow, the physical concepts of structural dynamics have to be
introduced as well to study a WSI problem.
First, the structural governing equations are derived and the concept of
eigenfrequencies and eigenmodes of structures is introduced (section 2.2.1).
Subsequently, a short account is given on the sensitivity of diﬀerent types of
structures to wind-induced vibrations, based on their structural properties and
the considered building shapes (section 2.2.2).
2.2.1 Governing equations
Let x = (x, y, z) be a position in the Cartesian bounded structural domain ΩS
(ﬁgure 2.7), where the subscript S refers to the structure. The displacement
of a particle in ΩS at time t is then deﬁned as u(x, t). Customary for solid
mechanics, a Lagrangian description is used and all displacements are relative
to the initial geometry of the structure. For small displacements, the Green-
Lagrange strain tensor ǫS(x, t) is linearized:
ǫS(x, t) =
1
2
[
∇u(x, t) + (∇u(x, t))T
]
. (2.27)
The strain tensor ǫS(x, t) is related to the stress tensor σS(x, t) by the
constitutive equation of the material:
σS(x, t) = CǫS(x, t) +Dǫ˙S(x, t), (2.28)
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Figure 2.7: Geometrical conﬁguration of the structural domain ΩS in a
Cartesian coordinate system and its boundary ∂ΩS, separated in a Dirichlet
part ΓD and a Neumann part ΓN.
where C is the tensor of the elastic coeﬃcients and D is the tensor of the
dissipative coeﬃcients of the material.
With a body force ρSbS(x, t) acting on the structural domain ΩS, the
conservation of momentum leads to the elastodynamic governing equation:
ρS
∂2u(x, t)
∂t2
= ∇ · σS(x, t) + ρSbS(x, t), (2.29)
where ρS(x) is the mass density ﬁeld deﬁned on ΩS.
On the boundary of the structural domain ∂ΩS boundary conditions are applied,
similar as for ﬂuid dynamics. Displacements uD(x, t) can be prescribed with a
Dirichlet boundary condition on a part of the boundary ΓD:
u(x, t) = uD(x, t), (2.30)
while a traction tN(x, t) is prescribed with a Neumann boundary condition on
the part of the domain ΓN:
σS(x, t)n(x) = tN(x, t), (2.31)
with n(x) the external unit normal on ∂ΩS.
In structural dynamics, modal analysis is often used to study the dynamic
response of a structure. The physical principles of modal analysis can be
understood by ﬁrst writing the elastodynamic governing equation (2.29) in
terms of the structural displacement ﬁeld u(x, t) by inserting the relations
between stress, strain and displacements (equations (2.27) and (2.28)). By
considering the undamped elastodynamic problem D = 0 and by applying zero
external body forces ρSbS(x, t) = 0, the associated spectral problem can then
be elaborated where all solutions u(x, t) = u(x) exp(iωt) are considered, with i
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the pure imaginary complex number (i2 = −1). By furthermore applying zero
surface forces on the boundary of the structure tN(x, t) = 0 and by assuming
all prescribed displacements to be zero uD(x, t) = 0, the spectral problem
consists in searching for {ω,u(x)} with u(x) 6= 0 while satisfying the governing
boundary value problem. After the introduction of the continuous linear mass
and stiﬀness operators, m and k, the spectral problem is eventually written as
a generalized eigenvalue problem:
ku(x) = ω2 mu(x). (2.32)
It can be shown that this spectral problem has a number of solutions
{ωj ,uj(x)}j=1,2,... where the angular frequencies ωj are the eigenvalues of the
problem and hence feigj = ωj/2π are called the eigenfrequencies (or natural
frequencies) of the structure while the corresponding eigenvectors uj(x) are
known as the eigenmodes of the structure.
These modal properties of the structure allow to describe the structural
response u(x, t) in terms of excited eigenmodes uj(x) of a structure when
a transient external surface load tN(x, t) and/or transient prescribed displace-
ments uD(x, t) are applied on a structure. From equation (2.32), it is observed
that the structural natural frequencies and eigenmodes are determined by the
physical quantities of structural mass and stiﬀness.
Unlike stiﬀness and mass, damping properties of a structure cannot be
calculated from the dimensions of the structure or material properties alone.
The damping eﬀects are due to several energy-dissipating mechanisms such
as thermal eﬀects, friction at internal connections, opening and closing of
microcracks in e.g. concrete or friction between structural and non-structural
elements in the considered building [47]. Because it is in practice very diﬃcult
to identify each of these mechanisms, all damping eﬀects are often idealized
in an equivalent viscous damping operator c where the damping forces are
proportional to the ﬁrst derivative of the structural displacements: cu˙(x, t).
Vibration experiments have to be carried out to quantify the viscoelastic
damping operator for a speciﬁc structure.
2.2.2 Structural sensitivity to wind-induced vibrations
The sensitivity of a given structure to wind-induced vibrations is not only
inﬂuenced by the properties of the incident wind ﬂow but also by its
structural properties. A classiﬁcation of structural susceptibility to wind-
induced vibrations can hence be made, based on the basic structural properties
brieﬂy introduced in the previous paragraphs, i.e. mass and stiﬀness but also
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structural damping. Furthermore, geometric properties of the building, i.e.
shape and size, can also have a marked eﬀect on the structural response to
dynamic wind loads and should be considered as well.
Constructions with high structural mass and stiffness This class of
buildings represents the majority of buildings, e.g. massive low rise buildings
with cube or prism like shapes [72]. Such buildings have reasonably high
natural frequencies and will tend to follow the ﬂuctuations of the transient
wind load without ampliﬁcation or attenuation because there is little energy in
the power spectrum of the atmospheric turbulence available to excite resonance
[50]. Because wind-induced oscillatory eﬀects are insigniﬁcant, the structural
response is said to be static. For the majority of buildings, the wind response
can therefore be calculated using procedures applicable for static loads and it
suﬃces to calculate peak static wind loads on the structure to ensure structural
safety.
Davenport [54] proposed a model for calculating a characteristic peak value
of the ﬂuctuating wind load on a structure in the atmospheric boundary
layer. The approach is based on a statistical description of the turbulence
characteristics of the air ﬂow approaching the structure, introduced in section
2.1.2. Assuming quasi-static aerodynamics in this approach, the total wind
load on a structure is determined by the ‘total’ wind velocity utot acting
on the structure. Based on the deﬁnition of a ‘total’ wind load u2tot =
(u+ u′)2 + v′2 +w′2, the characteristic distributed wind load can be described
as the sum of a mean and a ﬂuctuating wind load where the mean wind load is
based on the mean along-wind velocity u and the ﬂuctuating part can be linked
to the along-wind turbulence intensity. The gust factor, deﬁned as the ratio
between the characteristic wind load and the mean wind load, is thus described
as a function of the turbulence in the ﬂow [71]. These principles of Davenport’s
model are still widely used for the development of many design codes. The main
principles have been extended by more sophisticated methods for the statistical
description of the ﬂuctuating load on the structure, e.g. leading to the concept
of ‘equivalent static gust’, deﬁned as the shortest-duration, hence smallest, gust
that fully loads the structure [105].
Constructions with significant flexibility Structures with signiﬁcant
ﬂexibility in one or more dimensions have mode shapes with lower natural
frequencies when compared to the previously discussed rigid structures. When
submitted to typically low-frequency turbulent wind loads, these structures are
susceptible to wind-induced vibrations.
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In very large, heavyweight structures signiﬁcant ﬂexibility is often introduced
due to the building shape, e.g. in the case of long suspension bridges or in high-
rise buildings like skyscrapers or antenna towers. This can be easily understood
for e.g. high-rise buildings where the larger-scale turbulent ﬂuctuations in
the wind ﬂow at greater height will potentially excite the lowest vertical
bending mode shapes of the structure. Such wind-induced structural vibrations
occasionaly even lead to the collapse of the structure, e.g. in the case of the
Tacoma Narrows suspension bridge in 1940. Details on speciﬁc excitation
mechanisms inducing these structural instabilities are discussed in section 2.3.
Lightweight, highly ﬂexible structures typically have small natural frequencies.
In addition, they are usually also very lightly damped structures, making them
even more susceptible to wind-induced vibrations. Typical examples include
membrane structures and lightweight shell structures such as empty silos. With
a tendency in modern day architecture to build ever lighter and more slender
structures, the issue of wind-induced vibrations for this type of structures
continuously increases in importance, e.g. [167, 285, 286].
2.3 Excitation mechanisms of wind-induced vi-
brations
To explain the occurrence of wind-induced vibrations, it is necessary to consider
both wind ﬂow and structure as a coupled multiphysics problem. An abstract
representation of such a WSI or more generally FSI problem is depicted in ﬁgure
2.8. The common boundary of the structural domain ΩS and ﬂuid domain ΩF
is the interface Γi = ∂ΩF ∩ ∂ΩS. Provided that the interaction between both
domains is only enforced on the interface, the boundary conditions on Γi are
referred to as Dirichlet-Neumann boundary conditions. The pressures p(x, t)
and shear stresses exerted by the ﬂuid domain on the interface are passed
on as an external force, i.e. a Neumann boundary condition, to the structural
domain while the structural displacements u(x, t) result in a Dirichlet boundary
condition for the ﬂuid domain where a moving wall causes non-zero wind ﬂow
velocities v(x, t) near the interface wall.
It is generally accepted that ﬂow-induced, or more speciﬁcally wind-induced
vibrations can be caused by three diﬀerent excitation mechanisms [28, 190,
201, 268, 274] that are discussed in the following: vortex-induced vibrations
(section 2.3.1), buﬀeting (section 2.3.2) and ﬂuidelastic instability (FEI) or
aeroelastic instability (AEI, section 2.3.3). It must be noted that the same
terminology is sometimes used in diﬀerent ﬁelds of research to classify diﬀerent
physical phenomena and vice versa. Furthermore, in many applications not
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Figure 2.8: Geometrical conﬁguration of the ﬂuid domain ΩF and the structural
domain ΩS in a Cartesian coordinate system with indication of the ﬂuid-
structure interface Γi.
one but several interacting excitation mechanisms may be the cause of the
ﬁnal observed wind-induced vibration (section 2.3.4), hence possibly increasing
confusion of terminology.
2.3.1 Vortex-induced vibrations
Vortex shedding is a phenomenon that occurs when a ﬂuid ﬂow is forced around
a submerged bluﬀ body. Depending on the turbulence level of the incoming
ﬂuid ﬂow but also on the size and shape of the body, the ﬂow that ﬁrst
follows the perimeter of the body may eventually detach. In the case of a
cylindrical structure in cross-ﬂow this separation point is dependent on the
Reynolds number and the wall roughness of the structure but for angled bodies
the separation point is usually geometrically determined. After detachment,
vortices are formed at the lee side of the structure that may detach periodically
from either side of the body forming the well known von Kármán vortex street.
The alternate shedding of vortices causes oscillatory aerodynamic pressures on
the considered body.
The frequency of vortex shedding fvs is aﬀected by the body’s shape, the ﬂow
characteristics and possibly the angle of attack for certain geometries. Similarly
as the Reynolds number for turbulent ﬂows, a nondimensional number was
introduced to relate the vortex shedding frequency to ﬂow and problem size,
known as the Strouhal number St:
St =
fvsL
uref
, (2.33)
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with L the characteristic cross-wind dimension of the body and uref a reference
velocity determined analogously as in the deﬁnition of the Reynolds number
(equation (2.16)).
In this context [202, 274], vortex-induced vibrations (VIV) could be classiﬁed as
a forced excitation as a result of resonance between the oscillatory aerodynamic
forces at fvs and a structural natural frequency feig. While this is exactly
the physical phenomenon that is aimed at in this classiﬁcation, VIV generally
covers vibrations that are caused by other mechanisms as well. Vortex-induced
vibrations can for example occur when the shedding frequency deviates from
its original value as well. This eﬀect, known as lock-in, can obviously not be
categorized as forced excitation since vibrations are sustained by the motion of
the structure itself. Similar motion-induced vibrations are discussed in more
detail in section 2.3.3. To avoid confusion of terminology in the following, the
excitation mechanism that is referred to in this section (section 2.3.1) will be
referred to as forced excitation induced by wake eﬀects instead of ‘VIV’ which
is used for a wider range of mechanisms.
The subject of VIV is of practical interest in many ﬁelds of engineering: it
can cause severe vibrations in heat exchangers, it is an important issue for riser
tubes in oﬀshore applications, etc. Therefore, a whole ﬁeld of research has been
dedicated to VIV over the course of many decades focusing on phenomena as
lock-in by means of theoretical, empirical and numerical models, a.o. [26, 28,
83, 95, 126, 190, 282].
2.3.2 Buffeting
Buﬀeting instabilities of structures, also referred to as turbulence-induced
vibrations (TIV), are caused by the unsteady loading of a turbulent oncoming
ﬂow. When the turbulent ﬂuctuations in the ﬂow are clearly associated with
the turbulence shed in the wake of an upstream body, this unsteady loading is
referred to as wake buﬀeting.
Buﬀeting vibrations are triggered essentially by the same phenomenon as
discussed in section 2.3.1. When the turbulent structures in the oncoming ﬂow
trigger a natural frequency of the structure, that structure starts to vibrate
as the result of forced excitation. Although amplitudes of oscillation due to
buﬀeting are typically smaller than in the case of wake-induced excitation, the
range of frequencies over which buﬀeting can occur is much larger. Therefore,
buﬀeting often leads to fatigue failure of structures [190].
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2.3.3 Aeroelastic instability
Vibrations triggered by forced excitation, either due to wake-induced eﬀects
(section 2.3.1) or oncoming turbulence (section 2.3.2), could be categorized
as aerodynamic instabilities. Aeroelastic instabilities (AEI) as discussed in this
paragraph are fundamentally diﬀerent and are said to be self-excited or motion-
induced. Such self-excited vibrations occur when a structure in wind or ﬂuid
ﬂow is deﬂected or moved ﬁrst, e.g. by some external aerodynamic force. When
this initial deﬂection or motion gives rise to oscillatory deﬂections or motions,
the instability is said to be aeroelastic.
Classical examples of aeroelastic phenomena in civil engineering are the
galloping of lightly-iced transmission lines and ﬂutter of suspension bridges, as
discussed brieﬂy in the following. Although historically these vibrations were
named diﬀerently, they are essentially caused by a similar physical phenomenon.
Hence, the naming aeroelastic or ﬂuidelastic instability (AEI or FEI) is actually
preferable for several reasons. First, the speciﬁc applications of galloping
and ﬂutter typically refer to vibration phenomena in one or two dimensions
while AEI or FEI is more generally applicable. Second, these terms are often
confusingly mixed or diﬀerently deﬁned in separate studies [28, 46, 190]. A ﬁne
example in this context is VIV which could be classiﬁed as FEI as proposed by
Païdoussis et al. [190] and mentioned in section 2.3.1, although in general VIV
also comprises vibrations due to forced excitation.
The mechanism leading to galloping of lightly-iced transmission lines is based
on the modiﬁcation owing to ice formation of the symmetric circular cross
section of a transmission line. Due to this geometrical deformation, the lift
force on the cable is no longer steady and it was ﬁrst shown by Den Hartog
in 1932 that, under certain conditions, the vibratory motion induces negative
dynamic damping of the cable, leading to dynamic instability [121, 190].
The galloping instability for iced tranmission lines can also be named
one-dimensional translational galloping. More generally however, both
translational and rotational galloping are possible in multiple dimensions.
Furthermore, sometimes coupled-mode ﬂutter is considered, where multiple
(translational or rotational) galloping phenomena have to be considered and
mutually inﬂuence each other. This is e.g. the case for the study of ﬂutter of a
wing (or airfoil) in the ﬁeld of aerospace engineering, where coupled bending-
torsional vibrations are focused on. Because of the similarity with the coupled-
mode galloping models for bridge sections [190, 215], the aeroelastic instability
of suspension bridges is also often referred to as ﬂutter.
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2.3.4 Interacting mechanisms
The failure of the Tacoma Narrows bridge in 1940 has been the trigger for
a whole research ﬁeld focussing on wind-induced vibrations. Although it has
been studied extensively, there is still a lot of controversy in the literature as
to what was the precise mechanism causing the ultimate collapse of the bridge
[160]. Even in a recent extended overview of Païdoussis et al. [190], no decisive
explanation could be given for the phenomenon. It has however become clear
that the observed vibrations cannot be simply explained by vortex-shedding
[24], buﬀeting or galloping [160, 190] separately and the excitation mechanism
must have been much more complex.
In fact, this is probably true for many ﬂow-induced vibrations. Although in
some cases the cause of the observed oscillations can be nailed with reasonable
certainty, in most cases this is not possible. A purely aerodynamic force may for
example give rise to structural deﬂections that possibly initiate a phenomenon
with an aeroelastic character while the aeroelastic vibrations may in turn
inﬂuence the vortex shedding. Several mechanisms might hence be inﬂuencing
and interacting with each other at a single event, e.g. with diﬀerent mechanisms
responsible for initiating and maintaining the oscillations. The example of VIV
is very interesting in this context since a single term is used to describe what
are considered separate excitation mechanisms in the present classiﬁcation, i.e.
a combination of forced excitation at the onset that, even in absence of resonant
eﬀects, evolves into self-excited vibrations.
Despite all the eﬀorts in the study of these diﬀerent excitation mechanisms, in
design mostly forced excitation due to e.g. vortex shedding in the wake of a
structure is exclusively considered. The above examples have shown however
that a structure might very well collapse long before the wind velocity reaches
the design velocity based on such assumptions [124]. It is therefore important
to ﬁnd more general techniques for the prediction of wind-induced vibrations
that do not rely on the a priori knowledge of the exact excitation mechanism
causing the vibrations but rather take into account all possibly interacting
mechanisms at once.
2.4 Ovalling vibrations of cylindrical shells
Ovalling oscillations of cylindrical shell structures are a typical case of wind-
induced vibrations in civil engineering. Because of their relevance in the
present work with the study of ovalling vibrations in a silo group, the ovalling
phenomenon is ﬁrst brieﬂy introduced and explained by means of a general
OVALLING VIBRATIONS OF CYLINDRICAL SHELLS 41
deﬁnition (section 2.4.1). Afterwards, an overview of former attempts to
physically explain the cause of these wind-induced vibrations is given (section
2.4.2)
2.4.1 The ovalling phenomenon
Ovalling vibrations, or brieﬂy ‘ovalling’, can be deﬁned as wind-induced shell
oscillations of thin-walled cylindrical shell structures with a wavy deformation
of the cross-section. They are therefore very diﬀerent from conventional beam-
like lateral vibrations that can also occur with cylindrical shell structures that
are susceptible to ovalling [190].
The ﬁrst full-scale observations of ovalling in technological applications were
reported in the late 1950s, e.g. at Moss Landing Harbor in California [64, 65]
where a tall chimney with a height of 68m, a diameter of 3.44m and a wall
thickness of only 8mm developed ovalling at a wind speed of approximately
40 km/h. Similar events of ovalling vibrations of metallic chimney stacks, with
typically very low internal material damping were later on observed as well. In
the years that followed, a number of experimental studies were performed that
conﬁrmed that wind-induced ovalling oscillations typically preceed the buckling
collapse of a cylindrical shell structure in a strong cross-wind [190].
Ovalling is still an issue today with constructions of ever lighter materials
such as liquid-storage tanks and silos [124, 255, 256]. As pointed out in the
introduction (chapter 1), ovalling is also highly relevant during construction
phases of such buildings and also for the design of solar updraft towers [169, 218].
With heights up to several hundreds of meters and diameters of ten meters and
more, ovalling vibrations have to be prevented by means of stiﬀening rings
along the height and on top of these towers.
Because of their particular shape, ovalling mode shapes of cylindrical shell
structures are often related to harmonic analysis. In the most general case
of a simple clamped-clamped cylindrical shell (ﬁgure 2.9), it can for instance
be assumed that the cross-section of the ovalling mode shape of the structure
varies proportionately to cos(nθ) with n an integer and θ the angle along the
circumference of the cylinder shell. Obviously the same can be done in the
longitudinal direction. Hence, ovalling mode shapes of cylindrical structures
are referred to by a couple (m,n) where m denotes the half wavenumber in the
axial direction and n is the number of circumferential waves (ﬁgure 2.9).
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Figure 2.9: Modes of vibration of cylindrical (clamped-clamped) shells with n
circumferential waves and m axial half waves.
2.4.2 Attempts at physical interpretation
Many attemps have been made to explain the physical cause behind the ovalling
phenomenon. Almost classicaly for wind-induced vibration phenomena, vortex
shedding was at ﬁrst linked to ovalling. This is mainly because vortex shedding
was virtually the only mechanism known to excite large-amplitude vibrations
in cross-ﬂow at the time. Although ‘considerable massaging’ was necessary
to make the vortex-shedding ﬁt the observations [190], this hypothesis was
retained for a long period of time, until other evidence appeared that wrote
vortex shedding oﬀ.
First it was realized that although ovalling was still observed for a surface
mounted chimney, vortex shedding was suppressed in large areas in the wake
due to the highly three-dimensional character of the ﬂow near the free end
of the chimney stack and near the ground level. Furthermore, low speed
wind tunnel experiments by Païdoussis and Helleur [185] convincingly showed
that with increasing ﬂow velocity and thus with a gradually increasing vortex
shedding frequency, the cylindrical shell continued to oscillate at one (or more)
of its natural ovalling frequencies as before. Even when vortex shedding was
completely suppressed, e.g. by mounting a splitter plate in the wake of the
shell structure, ovalling was still observed [137, 188, 189]. The results of all
these studies clearly suggest that periodic vortex shedding is not related to the
occurrence of ovalling vibrations of shell structures which does not necessarily
mean that ovalling and vortex shedding cannot occur simultaneously.
Instead of focussing on one particular ﬂow phenomenon, the overall character of
the ﬂow around the thin-walled shells has to be investigated to understand the
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cause of ovalling. When this became clear, other excitation mechanisms were
also examined. At ﬁrst, experiments were conducted to relate the turbulence
levels in the ﬂow to the occurrence of ovalling thereby focussing on buﬀeting
mechanisms. Experiments in uniform ﬂows at low speeds (low Re and low
turbulence levels of approximately Iu = 0.8%) showed that the initiation of
ovalling can be very abrupt, meaning that a very small increment in the incident
wind velocity could result in a sudden increase of the vibration amplitudes
[124, 186]. It was also observed that there was a relation between the turbulence
length scales in the ﬂow and the wavelengths of the ovalling vibration [124]. In
the meantime, an aeroelastic model was proposed by Païdoussis and Wong
[186], similar to those used for the study of galloping of bridge decks. The
results were in great qualitative but unsatisfactory quantitative agreement
with experiments and empirical input had to be introduced in the models to
improve the reliability of the predictions. Later simpliﬁcations by Mazouzi
et al. [161] and Laneville and Mazouzi [138] yielded a semi-empirical model
that signiﬁcantly improved the agreement with experiments. The main merit
of this model was the introduction of a very simple algebraic expression for
predicting the ovalling threshold ﬂow velocity and the identiﬁcation of the
critical mode (m,n) for ovalling as well as the sequence of ovalling modes that
follow.
From this brief recapitulation of research into ovalling vibrations over the last
decades, it is clear that ovalling vibrations are a complex WSI problem. It
was shown that vortex shedding does not (directly) inﬂuence the occurrence of
ovalling vibrations and there is reason to believe that it should be considered
as an aeroelastic phenomenon. However, it is possible that turbulence in the
ﬂow also has its part in this wind-induced phenomenon.
2.5 Conclusions
The general ﬁeld of WSI has been introduced in this chapter, with emphasis
on the physical phenomena. The separate ﬁelds of this coupled problem were
introduced and the interaction between them was brieﬂy discussed.
First, the dynamics of air ﬂow were discussed and the governing equations
for wind ﬂow were given. The general principles of atmospheric wind and
the atmospheric boundary layer (ABL) were described and links with ﬁelds
such as meteorology as well as more practical guidelines for structural design
were emphasized. Since turbulence in the atmosphere is very important for
the loading on structures, the general principles of turbulence were elucidated
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and general descriptors of turbulence typically used in wind engineering were
deﬁned.
The dynamics of structures submerged in a wind ﬁeld was brieﬂy introduced
by giving the governing elastodynamics equations for solids. In the analysis of
WSI phenomena, the structural properties are at least equally important as the
wind loading on the structures. Therefore, the sensitivity of structures to wind-
induced vibrations was brieﬂy discussed with links to structural properties such
as mass and stiﬀness.
Several excitation mechanisms of wind-induced vibrations can be discerned.
Vibrations due to forced excitation, either induced by wake eﬀects or turbulence
in the oncoming wind ﬂow, as well as self-excited vibrationas in aeroelastic
events like galloping or ﬂutter have been discussed. It was emphasized that
it is often not possible to pinpoint one speciﬁc excitation mechanism as the
single cause for an observed wind-induced, or more generally ﬂow-induced
vibration. In design codes however, only forced excitation is often considered. It
is therefore important to develop advanced techniques to study wind-induced
vibrations that can incorporate all diﬀerent excitation mechanisms at once.
Numerical techniques can be of great value in this framework.
Finally, the speciﬁc case of ovalling vibrations is brieﬂy introduced. The typical
ovalling mode shapes of thin-walled cylindrical structures are deﬁned ﬁrst. In
a concise review of past research, it is shown that the problem of these wind-
induced shell vibrations still hasn’t been solved although they are now believed
to originate from complex interactions including aeroelastic phenomena.
Chapter 3
Wind flow simulations
To estimate the eﬀects of the interaction between aerodynamic forces and
structural motion, it is necessary to solve the entire set of governing equations
for wind ﬂow and structure at once, as introduced in chapter 2. However, to
understand the physics of what is happening in this coupled problem, it is
instructive to ﬁrst get a thorough understanding of the separate, uncoupled
physical problems. Therefore, in this chapter, the wind ﬂow around the silo
group in Antwerp is carefully investigated without taking into account the
ﬂexibility of the silo structures.
Because it is impossible to solve the governing wind ﬂow equations analytically
for highly turbulent winds, numerical techniques are introduced. In section
3.1 the basic concepts of computational ﬂuid dynamics (CFD) are therefore
brieﬂy discussed. Emphasis is put on speciﬁc issues and techniques relevant for
computational wind engineering (CWE). Geometrical data of the Antwerp silo
group and approximate wind speed data are given in section 3.2. Afterwards the
wind ﬂow around the silo group is investigated in both 2D and 3D simulations.
In the 2D simulations (section 3.3), the inﬂuence of the angle of incidence
on the ﬂow pattern in general is investigated. In the 3D simulations (section
3.4), the characteristics of the highly three-dimensional wake of the silo group
are investigated. Although it is diﬃcult for the speciﬁc geometry and wind
ﬂow conditions of the present silo group, validation of the simulation results is
performed wherever possible.
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3.1 Methodology
A short overview of available numerical techniques to solve the nonlinear system
of governing equations is given in this section. This overview is pragmatic and
for a complete overview and elaboration of all diﬀerent numerical techniques,
the reader is referred to one of the numerous textbooks where these procedures
are explained in detail, e.g. [48, 81, 262, 276] to name but a few.
First, a general overview of discretization methods for CFD is given (section
3.1.1). Speciﬁc diﬃculties in CFD concerning turbulence modelling (section
3.1.2) and near-wall modelling (section 3.1.3) are expanded upon next. In
section 3.1.4 ﬁnally, some numerical diﬃculties to simulate a horizontally
homogeneous neutral atmopheric boundary layer are discussed.
3.1.1 Numerical models and discretization methods
A variety of numerical techniques are in general available to discretize a system
of partial diﬀerential equations, e.g. the ﬁnite diﬀerence method (FD), the ﬁnite
element method (FE), the ﬁnite volume method (FV), spectral methods, etc.
Although the development of modern CFD began with FD methods because of
their straightforward philosophy and reasonable ease to program, this technique
is nowadays mostly used in very specialized codes [48]. FE codes are based on
a diﬀerent approach where low order test functions are used to reconstruct the
solution in a discrete element of the computational domain. This procedure is
classicaly used for structural analysis of solids but is also applicable for ﬂuids,
e.g. in the ADINA CFD software. Also spectral methods, in essence a ﬁnite
element formulation but with high order test functions, can be used in the ﬁeld
of CFD [123]. However, by far the most popular CFD discretization method is
the FV method, which can be described as a combination of the FD and FE
methods [48]. As opposed to the FD method, the partial diﬀerential equations
are discretized in a control volume and the equations are integrated over this
volume. This discretization guarantees the conservation of ﬂuxes through a
discrete control volume [262].
3.1.2 Turbulence modelling
Turbulence is a property inherent to the ﬂuid ﬂow, depending on the ﬂow
velocity and viscosity and ranging from very large scales to Kolmogorov eddies,
as discussed in section 2.1.4. Although all the physics of turbulence are in
principle embedded within the governing equations, it is mostly impossible to
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solve this nonlinear set of equations for realistic wind ﬂows at high Reynolds
numbers.
Fortunately, it is often unnecessary for engineering purposes to resolve all
details of turbulent ﬂuctuations in the ﬂow. Diﬀerent techniques have
therefore been developed for the numerical treatment of turbulence. All these
approximative techniques depend on turbulence models that only replicate
reality to a certain extent. Consequently, every technique has its deﬁciencies
that have to be taken into account when a solution method is chosen and
when results are interpreted. The choice of a technique mainly depends on the
geometry of the problem, the turbulent character of the ﬂow and the available
computational resources.
A multitude of methods for predicting turbulent ﬂows with CFD exist. Only
the most popular and most used methods are discussed in the following.
Direct numerical simulation
As discussed, it is in theory possible to completely resolve all aspects of a ﬂuid
dynamics problem in a direct numerical simulation (DNS). In this approach
all turbulent scales are resolved numerically, including the smallest spatial and
temporal variations of turbulence in the ﬂow. In order for this technique to be
applicable, the grid resolution has to be smaller than the size of the smallest
eddies in the turbulent ﬂow so that all scales can indeed be resolved. For highly
turbulent wind ﬂows in real life applications with Kolmogorov scales of about
0.1 to 1 mm, the grid size would then have to be extremely ﬁne. Because of
the limitations of present day computing power, DNS is therefore in general of
no practical use for highly turbulent ﬂows (yet).
Reynolds-averaged Navier-Stokes simulations
In many engineering applications, only information about the mean ﬂow is
required. For such applications, Reynolds-averaged Navier-Stokes (RANS)
simulations can be used. Through the procedure of Reynolds averaging (cfr.
equations (2.9) and (2.10)) the governing ﬂow equations (2.5) and (2.6) are
modiﬁed:
∇ · v(x) = 0, (3.1)
∂v(x)
∂t
+ v(x) · ∇v(x) = − 1
ρF
∇p(x) + νF∇2v(x) +∇ · v′(x, t)⊗ v′(x, t).
(3.2)
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The ﬁrst terms in these equations are exactly the same as in the instantaneous
equations (2.5) and (2.6) but now expressed for the mean velocities. By solving
these terms, the mean ﬂow can be calculated. The additional terms introduced
in the equations by Reynolds averaging, are known as the Reynolds stresses.
These stresses can be interpreted as the exchange of momentum because of
eddies in the ﬂow and hence represent the ‘overall eﬀect’ of turbulence on the
mean ﬂow.
In order to close the system of equations, the Reynolds stresses are predicted
by means of turbulence models. The problem with the modelling of turbulence
is that there is no universally applicable turbulence model. As a result,
a multitude of turbulence models have been developed over the years, e.g.
the mixing length model based on Prandtl’s mixing length hypothesis, the
Spalart-Allmaras model [236], the k− ε model and its variants (standard [140],
renormalization group RNG [288], etc.), the Wilcox k−ω model [277, 278, 279]
and variants such as the SST model [163], the Reynolds stress model (RSM)
[141], etc. To ensure that the correct physical behaviour is modelled with a
certain turbulence model, validation studies always have to be performed for
CFD simulations.
For CWE applications on wind climate and pedestrian comfort in the built
environment, steady RANS with the k − ε turbulence model is widely used
[33, 117, 191]. The k − ε model is based on the Boussinesq hypothesis in
which a turbulent or eddy viscosity νt (or µt) is supposed to connect the
Reynolds stresses to the strain rate components. With the eddy viscosity
concept, the eﬀect of the smaller, ﬁltered turbulent scales on the remaining
motion is conceived as an increased viscosity. Based on dimensional analysis,
an expression for the turbulent viscosity is then formulated:
νt = Cµ
k2
ε
, (3.3)
where Cµ = 0.09 is a dimensionless, empirically determined k − ε model
constant, while the turbulent kinetic energy k is deﬁned as the sum of the
three normal Reynolds stresses in the ﬂuid ﬂow:
k =
1
2
(
u′2 + v′2 + w′2
)
=
1
2
(
σ2u + σ
2
v + σ
2
w
)
, (3.4)
and the turbulence dissipation rate ε is given by an expression based on the
Richardson concept [209] and on dimensional grounds:
ε = k3/2/Lt, (3.5)
with Lt a turbulence length scale. Two additional transport equations, for k
and ε, are then derived in the k − ε model and added to the set of Reynolds
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averaged governing equations. This way, a closed set of equations is obtained
with variables p(x, t), v(x, t), k(x, t) and ε(x, t). The advantages of the k − ε
model are its robustness and the fact that it has been widely used and validated
for many industrially relevant ﬂows. On the other hand, the model assumes
that νt is a scalar while it is in fact a tensor and the turbulence model is
subject to reasonably large numerical diﬀusion. Furthermore, the turbulent
kinetic energy k at upwind parts of obstacles is typically overestimated while
it is underestimated in recirculation zones [35, 262].
An alternative RANS turbulence model is the k − ω model proposed by
Wilcox [277]. The speciﬁc turbulence dissipation rate ω is used instead of
the turbulence dissipation rate ε, leading to a robust and accurate formulation
in the near-wall region. The advantage is that although a prescribed value or
variation for ω has to be deﬁned in the wall-adjacent cell, practical experience
has shown that the results do not depend too much on the precise details of this
treatment [262]. Although there is no strict deﬁnition of the speciﬁc dissipation
rate ω, it can be related to the turbulent kinetic energy and the turbulence
dissipation rate as ω = ε/(β∗k) where β∗ is a model constant sometimes taken
β∗ = 1 or β∗ = Cµ. This relation allows to easily switch between the k− ε and
k − ω models in the two additional transport equations that are added to the
set of governing equations in RANS models.
The shear stress transport (SST) turbulence model, proposed by Menter [163],
makes use of this relation between ε and ω by a suggesting a hybrid two-
equation turbulence model. In this approach, the k − ω model is used in the
near-wall region and it is blended with the k− ε model in the far ﬁeld which is
recommended for its free stream independence in the far ﬁeld. The combination
of the two turbulence models makes the SST model applicable for a wide range
of ﬂows.
Unsteady RANS (URANS) simulations can also be performed to simulate
transient ﬂows. This technique actually solves the averaged RANS equations in
every time step and only large scale unsteadiness can be solved by the procedure
as turbulence remains to be treated as the eﬀect of turbulent eddies on the
mean ﬂow. URANS simulations therefore have to be treated with care for
highly turbulent ﬂows.
Large eddy simulations
Whereas time averaging is applied to obtain RANS equations, another approach
for the treatment of turbulence is to apply a spatial ﬁltering. This approach is
based on the principles of the energy cascade to explain turbulence [209] and the
notion that small scale turbulent motions are statistically uniform, or isotropic
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[129] (cfr. section 2.1.4). By contrast, the larger eddies are more anisotropic
as their behaviour depends on the geometry of the problem and they interact
with and extract energy from the mean ﬂow. By solving the spatially ﬁltered
Navier-Stokes equations, only the eddies larger than the ﬁlter size are resolved
while a turbulence model is used to model the turbulent eﬀects of the smaller
eddies known as the subgrid scales (SGS). The classical SGS model in LES
is the Smagorinsky-Lilly model which is based on the assumption that SGS
turbulence is isotropic [146, 147]. Many modiﬁcations and improvements have
been proposed for the SGS models as well, e.g. the dynamic SGS model by
Germano et al. [87].
LES is probably more appropriate than RANS to simulate highly turbulent
wind ﬂows because the turbulent length scales relevant for the considered ﬂow
problem are resolved instead of modelled. Nevertheless, LES is rarely used
for industrial applications. The main reason lies in the high grid resolution
required to simulate highly turbulent wall bounded ﬂows [42]. The small but
dynamically important near-wall eddies impose restrictive requirements on the
grid reﬁnement near the wall, thus increasing computation time very much.
Taking into account present day computing power, pure LES is therefore mostly
used for ﬂows where the accurate solution of the near-wall ﬂow is less relevant
and does not need to be resolved or for low Reynolds number ﬂows where the
boundary layers are laminar.
Spalart [238] stated that full LES for practical industrial or atmospheric use, i.e.
for ﬂows with high Reynolds numbers, will not be usable for decades, estimated
at a possible real industrial applicability as late as 2045. Although this was
already estimated in 1999 it hasn’t lost its meaning as RANS remains the main
workhorse in industrial aerodynamics. Nevertheless LES is gradually making
its entrance in simulations for industrial applications as well although mainly
on an academic level, e.g. for the design of wind turbines [37, 287] and the
choice of locations or arrangements of wind farms [166, 213, 290].
Hybrid models
From the previous discussion, it is clear that both RANS and LES have their
limitations due to the assumptions made in the models. With a focus on
aerodynamic ﬂows characterized by separation and unsteady wake features,
(U)RANS has frequently appeared or proven to be a poorly adapted approach
to simulate unsteady ﬂow characteristics [96] while LES is limited by the
computational costs to resolve all turbulent scales up to the very smallest near
a wall. Numerous hybrid models have therefore been developed, combining
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elements of (U)RANS and LES. A limited list of some of the most popular
hybrid approaches is discussed in the following.
Detached Eddy Simulations (DES) The general idea for hybrid RANS-
LES approach was ﬁrst proposed by Spalart et al. [239]. The main goal of his
approach was twofold. On the one hand, there was a need to circumvent the
modelling errors in RANS simulations of massively separated ﬂow regions where
the dominant ‘detached’ eddies are highly geometry speciﬁc. On the other hand,
the high computational cost of LES in the entire ﬂow domain with excessive
grid reﬁnement requirements in the near-wall regions for high Reynolds number
ﬂows had te be avoided. The idea of a detached eddy simulation (DES) is
therefore to perform a single simulation that exhibits a ‘hybrid’ behaviour and
switches between LES in the far ﬁeld and RANS in the ‘attached’ boundary
layer ﬂows.
The switch between LES and RANS mode in such a hybrid model is achieved
by a comparison of the turbulent length scale with the grid spacing. In the case
where the grid spacing is ﬁne enough, LES simulations are performed but when
the turbulent length scale is smaller than the grid spacing, RANS is chosen as
the turbulence model. The purely geometrical separation of RANS and LES
regions based on mesh size may sometimes exhibit an incorrect behaviour in
thick boundary layers and shallow separation regions. When the grid spacing
parallel to the wall becomes smaller than the boundary layer thickness, the
DES delimiter may switch to LES in these near-wall cells. Therefore, delayed
detached eddy simulations (DDES) were introduced where a shielding function
is used to identify the boundary layer and prevent a switch to LES in this
region. Menter and Kuntz [165] propose to use the blending functions of the
SST RANS model as shielding functions while Spalart et al. [235] introduce
‘more general’ functions to shield of the boundary layer that are also applicable
for other turbulence models.
This hybrid RANS-LES approach has been proven very eﬃcient for highly
turbulent ﬂows. In an extensive study in the framework of a European project
called DESider [96] e.g., several turbulence modelling techniques were compared
for an entire range of practical benchmark test cases. From this comparative
study, it was concluded that hybrid RANS-LES schemes tend to give much
better results for practical high Reynolds number ﬂows than e.g. an LES
performed on a poorly-resolving near-wall grid.
Wall-modelled large eddy simulations (WMLES) This class of hybrid
models can be considered as an extension to LES because the RANS portion of
the model is limited to the wall-adjacent cells. In these wall-modelled large eddy
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simulations (WMLES) [227], the RANS model is only activated in the inner
part of the logarithmic boundary layer and the outer part of the boundary layer
is covered by a modiﬁed LES formulation. Another related hybrid model is the
improved delayed detached eddy simulation (IDDES) of Shur et al. [227] where
two hybrid models, DDES and WMLES, are combined. Although seemingly
generally applicable, the IDDES method has speciﬁc grid requirements that
should be treated with care [2].
Scale adaptive simulations (SAS) Scale adaptive simulations (SAS) [164]
are mainly improved URANS simulations with the capability to resolve
turbulent structures in highly separated regions. To achieve this, an additional
source term is added in the transport equations of the RANS turbulence model
(e.g. SST, k − ω, etc.), based on the von Kármán length scale, resulting in
LES-like resolving of the unsteady separated ﬂow structures of the ﬂow ﬁeld.
In zones where the ﬂow is stable, the SAS model remains in RANS mode where
only large scale turbulence is resolved. Although this is an indication that the
RANS model is still able of representing the overall stable ﬂow with reasonable
accuracy, it is also a limitation of the SAS formulation since only the largest
turbulent scales are resolved in these regions.
3.1.3 Near-wall flow modelling
As mentioned in section 2.1.2, a boundary layer is formed in turbulent ﬂows near
a solid wall. In this boundary layer, the turbulent ﬂow in the far ﬁeld undergoes
a transition to a thin viscous layer near the wall. From a computational point of
view this altering behaviour of the ﬂow near the wall leads to speciﬁc modelling
diﬃculties.
A turbulent boundary layer on a solid ﬂat surface is composed of an outer
region, sometimes referred to as the defect layer, that is dominated by inertial
eﬀects and an inner region, occupying about 10% to 20% of the total boundary
layer thickness, where viscous eﬀects come into play [262]. The inner region can
be subdivided into three zones, based on the importance of viscous eﬀects in the
ﬂow near the wall. From a computational point of view, the physics in this inner
layer are very important for the determination of near-wall grid reﬁnement. The
diﬀerent subzones of the inner layer (ﬁgure 3.1) can be easily discerned based
on the relation between the dimensionless wall distance y+ = uτy/νF and the
dimensionless velocity u+ = u/uτ where uτ =
√
τw/ρF is deﬁned as the friction
velocity through dimensional analysis, y is the distance to the wall (ﬁgure 3.2)
and τw is the wall shear stress.
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Figure 3.1: Depiction of diﬀerent sublayers in the boundary layer as a function
of the dimensionless quantities u+ and y+. Diﬀerent wall models (linear vs.
log-law, full lines) are compared with a typical result in a realistic boundary
layer ﬂow (dots).
The linear sublayer In the ﬂuid layer in contact with a smooth wall, viscous
stresses dominate the ﬂow adjacent to the surface. By assuming that the shear
stress in the ﬂow is equal to the wall shear stress τw in the inner region of the
boundary layer and by taking into account that the velocity is zero on the wall,
a linear relation between the velocity and the distance from the wall can be
derived:
u+ = y+. (3.6)
The buffer layer In the buﬀer layer, viscous and turbulent stresses are of
similar magnitude. No explicit relation between velocity and wall distance can
be derived from theory. Together, the linear sublayer and the buﬀer layer are
sometimes referred to as the viscous sublayer (ﬁgure 3.1).
The log-law layer Outside the viscous sublayer, turbulent (Reynolds)
stresses are dominant. Because the shear stress in the ﬂow still varies slowly
with wall distance in the inner region, it is assumed to be constant and equal
to the wall shear stress τw, similarly as for the linear sublayer. By furthermore
assuming that the length scale of turbulence is proportional to the distance
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Figure 3.2: Depiction of (a) low Reynolds modelling technique and (b) wall
function modelling technique for near-wall behaviour.
from the wall, Lt = κy [216, 219], the well known logarithmic wall functions
can be derived:
u+ =
1
κ
ln y+ + C, (3.7)
with κ = 0.41 the von Kármán constant and C an additive constant that has
to be determined from experiments. This additive constant is e.g. C ≈ 5.5 for
smooth walls and decreases for rough walls.
The diﬀerent ﬂow regimes in the three subzones of the inner layer can be
easily discerned in the graphic representation of u+ as a function of y+ (ﬁgure
3.1). It is clear that the linear relation between u+ and y+ only holds for
very small values of y+, whereas the log-law is typically only applicable for
values between 30 < y+ < 500 in case of moderately turbulent ﬂows. These
characteristics of the inner boundary layer region have an important impact
on the numerical modelling of the near-wall behaviour. Depending on the
near-wall grid reﬁnement, the ﬁrst grid point will be situated in one of the
sublayers of the boundary layer. Based on the range of applicability of the
derived relationships u+ = f(y+) in the diﬀerent sublayers, two approaches
can be used, as depicted in ﬁgure 3.2.
In the ﬁrst approach (ﬁgure 3.2a), the near-wall grid has to be suﬃciently ﬁne
so that the centre point of the wall-adjacent cell (yp) is located in the linear
sublayer. In this ‘low Reynolds number’ approach the entire boundary layer
is resolved, yielding accurate results for the near-wall ﬂow. However, a very
ﬁne mesh resolution near the walls is required for this approach, preferably at
y+ ≈ 1. As discussed in the previous section (section 3.1.2), such ﬁne grids are
often infeasable for high Reynolds number ﬂows. Another drawback of this low
Reynolds number modelling is that roughness eﬀects cannot easily be modelled
and have to be explicity accounted for in the computational domain.
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Figure 3.3: Comparison of predictions with eddy viscosity models and
experimental data of the dimensionless velocity in the boundary layer of a
highly turbulent ﬂow over a ﬂat plate (1.0× 106 < Re < 1.0× 108) [216].
The second approach is to make use of wall functions (equation (3.7)) in the
ﬁrst wall-adjacent cell (ﬁgure 3.2b). In that case the ﬁrst grid point has to be
located in the range of applicability for the log-law (ﬁgure 3.1). Although this
approach contains an approximation for the near-wall ﬂow, its main advantage
is that a coarser grid can be used to model wall-bounded turbulent ﬂows. In
highly turbulent ﬂows such as wind ﬂows, this approach is often the only
feasible possibility. It then has to be taken into account that the technique
performs poorly in regions of ﬂow separation, reattachment and strong pressure
gradients. Also, the transition from laminar to turbulent ﬂow is not predicted
very accurately with the standard wall functions [6].
When the wall-adjacent cell is located in the buﬀer layer or in the outer
region of the boundary layer, neither the logarithmic wall functions nor the
linear (laminar) law applies. As a result, simulations with such near-wall
grid reﬁnement are known to yield inaccurate results and should therefore be
avoided.
Because the thickness of the linear sublayer decreases as the Reynolds number
increases, the wall function approach is often the only option for highly
turbulent three-dimensional wind ﬂows. It is therefore interesting to assess
the inﬂuence of the Reynolds number on the range of applicability of the
logarithmic wall functions. In ﬁgure 3.3 the boundary layer velocity proﬁle at
various high Reynolds numbers is compared for the ﬂow over a ﬂat plate [216].
It can be observed that as the Reynolds number increases, the upper limit
of the range of applicability for the log-law wall functions gradually increases
as well. When the Reynolds number reaches a value up to Re = 107, the
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dimensionless distance to the wall where the log-law still applies increases even
up to y+ = 1000, the double of what is typically recommended for ‘standard’,
say moderately, turbulent ﬂows in commercial software packages [2] or in the
literature [262].
3.1.4 Atmospheric inlet conditions
For computational wind engineering (CWE), a correct reproduction of the
atmopheric boundary layer and the turbulent ﬂuctuations in the ﬂow at the site
of interest are essential to obtain accurate simulation results. Because of the
highly turbulent character of wind ﬂows and the lack of full scale measurements,
designers mostly have to rely on approximate wind climate conditions based on
the terrain type, as discussed in section 2.1.3. However, while inlet proﬁles of
mean wind speed and turbulence quantities at the inlet are typically based on
fully developed equilibrium proﬁles, issues have been reported in the literature
concerning the simulation of a horizontally homogeneous ABL ﬂow in the
upstream part of computational domains [6, 33, 39, 99].
Additionaly, the realistic implementation of turbulent ﬂuctuations at the inlet
of the domain is also very important in CWE. Several techniques are available
to generate ‘random’ vortices at the inlet of a 3D compuational domain, based
on prescribed turbulence parameters such as turbulence intensity and length
scale.
Atmospheric boundary layer profiles and horizontal homogeneity
For microscale problems within the atmospheric surface layer, the incident ﬂow
approaching the structure is normally modelled as a homogeneous ﬂow in CWE.
Nonhomogeneous atmospheric ﬂow, e.g. due to changes in surface roughness
or topographic features of the terrain are treated diﬀerently. For homogeneous
unidirectional ﬂows, fully developed equilibrium proﬁles are considered for the
inlet proﬁles of mean wind speed and turbulence quantities. These equilibrium
proﬁles are based on theory and experimental data and are prescribed in design
guidelines [7, 10, 25, 253]. As discussed in section 2.1.3, a logarithmic law or
a power law can be applied for the mean velocity proﬁles. Vertical equilibrium
turbulence proﬁles are typically not speciﬁed in guidelines, except for e.g. the
turbulence intensity proﬁle, equation (2.18), in the AIJ guidelines [253]. Mostly,
a turbulence spectrum is prescribed, e.g. equation (2.23) in Eurocode 1 [25].
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Vertical proﬁles for the mean horizontal wind speed u(z), turbulent kinetic
energy k(z) and turbulence dissipation rate ε have been proposed by Richards
and Hoxey [206] for RANS simulations using the k − ε model:
u(z) =
uτABL
κ
ln
(
z + z0
z0
)
, (3.8)
k(z) =
u2τABL√
Cµ
, (3.9)
ε(z) =
u3τABL
κ(z + z0)
, (3.10)
where uτABL is the ABL friction velocity, z is the height and Cµ = 0.09 is a
model constant of the standard k − ε model. These functions are based on
the assumption that the shear stress in the inner layer of the ABL is constant
and equal to the wall shear stress, similarly as for the derivation of the wall
functions for the boundary layer ﬂow over a ﬂat plate (section 3.1.3). This is
motivated by the fact that the computational domain for CWE simulations is
mostly situated within the ABL region.
The main drawback of this method is that the proposed inlet boundary
condition for the turbulent kinetic energy k is a constant value over the full
height of the lower ABL. Because this is not the case under realistic atmospheric
circumstances [74, 92, 99], the turbulent kinetic energy is sometimes written
as a function of the turbulence intensity Iu(z) and the mean wind speed u(z)
by introducing equation (3.4) in equation (2.17) and by assuming a relation
between the RMS of the ﬂuctuating velocity components in three dimensions
σu, σv and σw:
k(z) = ψ [Iu(z)u(z)]
2
, (3.11)
where ψ is a scalar depending on the assumed relation between the ﬂuctuating
velocities. When it is assumed that the turbulent ﬂuctuations in the three
dimensions are of the same order of magnitude (σ2u ≈ σ2v ≈ σ2w), then ψ ≈ 3/2.
Using a prescribed proﬁle for Iu(z) (e.g. equation (2.18) [7, 253]) and a vertical
proﬁle for the mean wind speed (power law or logarithmic law), the turbulent
kinetic energy can hence be determined.
This set of vertical proﬁles cannot only be used for simulations with the RANS
k − ε turbulence model, but is also applicable with other RANS-type models.
In those cases, the proﬁles for k(z) and ε(z) can be converted to appropriate
turbulence variables. Furthermore, alternative proﬁles for the mean wind speed
can also be used, e.g. the power law as suggested in the AIJ guidelines [7, 253].
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Several diﬃculties have been reported in the literature for the simulation of
horizontal homogeneous ABL ﬂows in the upstream part of the computational
domain [6, 29, 39, 131, 203, 295]. Longitudinal variations of the velocity proﬁle
near the ground level are typically observed in these studies. The reason is
that the equilibrium inlet proﬁles are not compatible with the applied wall
functions at the ground level [33, 92, 99]. As a result, the applied ﬂow adjusts
to the implemented wall functions and the original equilibrium ﬂow proﬁle is
lost before it reaches the structure.
A major problem in CFD of wind ﬂows is that the eﬀect of wall roughness on
ABL ﬂows is generally represented with the so-called sand grain based wall
functions [44], based on the experiments conducted by Nikuradze [178] for the
ﬂow in rough, circular pipes covered with sand. These rough wall functions
are characterized by an equivalent sand grain roughness height for the ABL
ksABL that can be related to the physical roughness length z0 for diﬀerent
terrain types (table 2.1). Depending on the exact implementation of the wall
functions in a CFD code, diﬀerent functions are prescribed: ksABL = 30z0
[33, 39] or ksABL = 9.793z0/Cs in Ansys Fluent [2] where Cs is a user input
between 0 and 1. This shows that ksABL is much larger than the aerodynamic
roughness length z0.
Blocken et al. [33] list the requirements for an accurate description of the ABL
near the ground using such sand grain based wall functions. These requirements
are collected from the literature and CFD software manuals. The problem is
that it is generally impossible to satisfy all requirements at the same time.
On the one hand, the grid resolution should be suﬃciently ﬁne in the vertical
direction near the bottom of the computational domain so that the ﬂow near
the ground is predicted with reasonable accuracy and the log-law assumption
is still valid (e.g. 2yP < 1m). On the other hand, the distance from the centre
point of the wall-adjacent cell to the wall should be larger than the physical
roughness height of the terrain (i.e. yP > ksABL). Applying these requirements
for two arbitrary terrain types, e.g. rough open terrain with z0 ≈ 0.1m yields
ksABL ≈ 3m, and very rough terrain with z0 ≈ 0.5m yields ksABL ≈ 15m, it
is clear that both requirements cannot be fulﬁlled. Several remedial measures
can be proposed [33]:
• A ﬁrst possibillity is to explicity model all roughness elements in the
domain. This may be cumbersome, however, since a time-consuming
iterative study is then needed to obtain the correct conﬁguration
of roughness blocks for the speciﬁc prescribed ABL proﬁle [167].
Furthermore, these roughness elements are often not very small compared
to the building size and therefore have to be removed in the region
around the building [148]. The resulting surface change then leads to
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the formation of an interal boundary layer in the then non-homogeneous
ABL ﬂow near the obstacle.
• Another possibility is to ﬁrst generate an artiﬁcial ABL proﬁle in
a separate CFD simulation that is compatible with the ks-type wall
functions [31]. This implies however that the equilibrium proﬁles are
altered and great care has to be taken that the resulting proﬁles remain
realistic [33].
• A third possible solution to the problem is the reduction of turbulent
kinetic energy k at the inlet, e.g. by taking ψ < 3/2 in equation (3.11)
[29, 33, 131, 205]. The reduction of k decreases the momentum transfer
between the ﬂuid layers which in turn decreases the accelaration of the
ﬂow near the ground level. Nevertheless, this approach is only justiﬁed
when the mean upstream velocity proﬁle is of main importance rather
than the turbulence in the ﬂow, since predictions of ﬂuctuating properties
will be inaccurate.
• A fourth possible action to obtain horizontally homogeneous ABL ﬂows is
to explicitly prescribe the wall shear stress associated with the equilibrium
ABL proﬁles at the bottom of the domain. Because the wall shear stress
should only be applied outside the zone of interest the eﬀect of this
intervention is often not enough.
• A ﬁnal approach is to redeﬁne the wall functions so that the previously
stated requirements can be fulﬁlled [33, 99].
It is important to note, however, that the eﬀect of these wall functions is limited
to the lowest region of the ABL, in the vicinity of the ground level. The eﬀect of
the deﬁcient wall functions on the ﬂow in the far ﬁeld will therefore be limited
[41]. When the zone of interest is not situated in the lowest few meters of the
ABL, the wall function deﬁciency is only of minor importance for the main ﬂow
at greater height. In the German guidelines [210], it is e.g. recommended to
place at least two nodes between the ground and the point of interest.
It should also be noted that all previous problems apply for RANS simulations.
For the case of LES, the wall modelling is referred to as an ‘open question’ in the
COST guidelines [39]. In (D)DES simulations, however, the near-wall region is
modelled with RANS and similar deﬁciencies of the near-wall modelling might
be observed. It should anyhow be taken into account that for these LES-type
simulations, time dependent boundary conditions have to be applied at the
inlet of the domain [6]. These may also aﬀect the structure of the ABL.
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Turbulent inlet fluctuations
For three-dimensional simulations of turbulent wind ﬂow, it is necessary to
provide unsteady data for all ﬂow variables in each grid point at the inlet of
the computational domain. Realistic ‘random’ wind ﬁeld data therefore have
to be modelled at the inlet of the domain. In general, three diﬀerent methods
can be used to generate turbulence at the inlet of a computational domain.
The ﬁrst possibility is to use precursor databases [220, 221]. In this approach,
the transient unsteady boundary conditions are computed within a separate a
priori wind simulation in an empty domain, e.g. in a simple cartesian grid.
Subsequently, the time dependent wind data at the outlet of the precursor
simulation is applied at the inﬂow section of the actual CFD simulation. In the
process of transfering data from the precursor to the actual grid, interpolation
in both space and time may be applied. A major drawback of this method is
the increase in required computation time and the enormous amount of data
that have to be transferred to generate a realistic inlet condition.
The second class of turbulence generating techniques are the recycling
methods [149, 152, 237]. In these methods, the instantaneous velocity proﬁles
at a certain position in the computational domain are recycled to the inlet,
e.g. by applying periodic boundary conditions at the outlet of the domain as
originally proposed by Spalart [237]. In more recent adaptations of the recycling
methods, a rescaling is also performed when the recycling technique is used and
the recycling plane can be positioned at any point in the computational domain
[152]. It will always take some time however for the ﬂow structures generated
at the inlet to reach the recycling plane in the process of which the structures
tend to decay. Therefore, modiﬁcations known as ‘dynamic recycling’ have also
been proposed [149] where the recycling plane is selected dynamically so that
it is kept in the turbulent region produced by the inﬂow.
In the last class of techniques, turbulence is synthetically generated at the
inlet of the domain. Compared to the precursor and recycling methods, the
synthetic turbulence generation methods are the least costly in terms of
computation time, since coherent turbulent ﬂuctuations are directly generated
at the inlet of the domain. Several variants of such synthetic turbulence
generation methods exist. The two most widely used are discussed in the
following.
Spectral synthesizer methods These methods are based on the generation
of a stationary ﬂuctuating velocity ﬁeld from a superposition of harmonic
functions. Diﬀerent spectral synthesizer methods are distinguished by the
diﬀerent approaches for the determination of the parameters in the harmonic
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functions and by the additional transformation methods that are applied to
the velocity ﬁeld.
One approach is to use the energy spectrum of the ﬂow as a target to generate
an isotropic ﬂuctuating velocity ﬁeld as originally proposed by Kraichnan [132].
This method was extended by Smirnov et al. [231] who incorporated turbulence
length scale and time scale in the model and introduced anisotropic turbulence
by scaling and orthogonal transformation of the isotropic wind ﬁeld with a
given anisotropic velocity correlation tensor. This random ﬂow generation
(RFG) technique by Smirnov et al. [231] is based on a Gaussian turbulence
energy spectrum. Although it has been argued that all ‘relevant’ turbulent
length scales for an atmospheric ﬂow would be covered in a Gaussian turbulence
spectrum, the RFG technique was updated by Huang et al. [109] to match the
more realistic von Kármán spectrum (cfr. section 2.1.4). The main advantage
of this ﬁrst type of spectral synthesizer methods is that no time series of velocity
ﬂuctuations have to be stored, thus reducing demands on computer memory.
A second spectral synthesizer method uses power spectral density and cross-
spectral density in the frequency domain as a target [106, 130]. Such spectra
are obtained from time series of velocity ﬂuctuations that can be determined
from measured data of boundary layer ﬂows. However, in this approach the
continuity equation is not automatically imposed on the ﬂuctuating ﬂow ﬁeld
and divergence-free operations have to be performed prior to the 3D ABL ﬂow
simulation [130]. This a priori adaptation of the inlet velocity ﬂuctuations
requires large amounts of computer memory.
Vortex method As proposed by Mathey et al. [158, 159] a random 2D
vortex method can be used to generate time dependent inlet conditions by
adding a perturbation to a speciﬁed mean velocity proﬁle. The vortex method
only considers velocity ﬂuctuations in the plane normal to the streamwise
direction because the 2D ﬂuctuating vorticity ﬁeld is only applied in this
plane. The main drawback of this procedure is that nor the target spectrum
and statistical characteristics nor the anisotropy of inﬂow turbulence are
incorporated explicitly in the model [109], as opposed to the spectral synthesizer
methods discussed before.
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3.2 Geometrical properties and location infor-
mation for the Antwerp silo group
The silo group that is considered in the present simulations consists of 40 silos
placed in 5 rows of 8 silos with gaps of 0.3m between two neighbouring silos
(ﬁgures 3.4 and 3.5). The silos are circular cylindrical shell structures with a
diameter D = 5.5m and a height of 25m while the bottom of the silos is located
at 16.66m above ground level [68]. Only the upper cylindrical part of the silos
is exposed to the incoming wind ﬂow. The lower conical parts are embedded
in a rectangular building that is 49 m long and 31.6 m wide. The spacing ratio
of the pitch P (i.e. the distance between the centres of two cylinders) to the
cylinder diameter D is P/D = 1.05.
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Figure 3.4: Plan view of the silo group with numbering of the individual silos.
Normative dimensions are given as well as deﬁnitions for the angle of incidence
α and the angle θ on the circumference of an individual cylinder.
The simulation of highly turbulent ﬂows around complex geometries is a
challenging task, requiring simpliﬁcations in the computational model. The
pipes and cables as well as the small walking platforms at the top of the silo
group will therefore be neglected. The staircase next to the group and the
shelter above the entrance of the building below the silos (ﬁgure 1.4) are also
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not taken into account. Finally, the buildings in the surroundings of the silo
group are not modelled either.
Because the speciﬁc atmospheric conditions during the storm near the silo
group were not monitored, approximative wind conditions are set up, based on
design guidelines. The silo group is located in proximity of the river Scheldt
and in ﬂat surroundings (ﬁgure 1.5). Taking into account that the global wind
direction at the time that the ovalling vibrations were observed was at an angle
of incidence of approximately α = 30◦, the present case is classiﬁed in terrain
category II of Eurocode 1 [25].
25m
16.66m
15◦
49m
z
Figure 3.5: Lateral view of the silo group.
Based on the Eurocode, a mean wind velocity u∞ = 31.8m/s at mid-height of
the silo, i.e. at z = 39.16m above ground level is found for high wind loading.
The highly turbulent regime of the ﬂow around the group of silos is hence
post-critical at Reynolds number Re = u∞D/νF = 1.24 × 107 [293]. For the
3D simulations, the power law proﬁles prescribed in the AIJ guidelines will be
used (cfr. equations (2.15) and (2.18)). In this way, the mean wind velocity u∞
at a reference height of 30m above ground level can also be used as reference
velocity uref to ﬁt the power law. The implementation of the 2D and 3D inlet
boundary conditions is discussed in detail in sections 3.3.2 and 3.4.2.
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3.3 Wind flow in 2D simulations
Although the wind ﬂow in the wake of the silogroup is clearly three-dimensional,
2D CFD simulations are considered ﬁrst. This approach ﬁts the tradition to
start the analysis of a complex problem with more straightforward, familiar
models before gradually increasing the complexity. It could furthermore be
argued that, although the wake of the silo group is clearly 3D, the small scale
ﬂow phenomena near the lee side corner silos might be much more 2D. This
hypothesis will be checked in the next section where 3D ﬂow simulations are
discussed (section 3.4).
Moreover, the computational eﬀort for a 2D CFD simulation is much smaller.
Taking into account the speciﬁc deﬁciencies of the applied 2D modelling
technique it is still possible to investigate several phenomena that might be
computationally too expensive in 3D simulations, e.g. the study of the angle
of incidence of the approaching wind ﬂow. In this light, a 2D cross section
of the silo group at mid-height of the silo structures (z = 30m) is considered
and the turbulent 2D air ﬂow around the 8 by 5 silo group is simulated for 7
angles of incidence α between 0◦ and 90◦, leaving other inﬂuencing parameters
unchanged (e.g. spacing ratio, Reynolds number, etc.). To validate the 2D
simulations, a single cylinder in turbulent wind ﬂow is considered as well.
The applied numerical procedure for the 2D simulations will be discussed
ﬁrst (section 3.3.1) and is followed by the description of the computational
domain and the applied boundary conditions (section 3.3.2). To ascertain
the accuracy of the numerical results, extensive veriﬁcation and validation
have to be performed. It is ﬁrst veriﬁed whether the numerical results are
independent of grid size and time step (section 3.3.3). Subsequently, the results
should ideally be validated with results from wind tunnel experiments or on
site measurements. Since no experimental data or comparable numerical data
are available, other approaches have to be followed to validate the numerical
model. First, the better documented case of 2D ﬂow around a single cylinder
in the post-critical regime is validated using the identical numerical procedure
and boundary conditions as for the entire silo group simulations (section 3.3.4).
Afterwards, a qualitative validation can also be performed for the silo group
simulations by comparing the ﬂow phenomena with the geometrically similar
ﬂow within tube arrays (e.g. heat exchangers) and the ﬂow around rectangular
prisms. This qualitative comparison is combined with the description and
discussion of the observed ﬂow patterns (section 3.3.5).
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3.3.1 Numerical procedure
For the 2D simulations, a ﬁnite volume discretization is used and the URANS
technique for the modelling of turbulence in the air ﬂow is applied. Since
the present study is primarily concerned with determining dynamic pressure
loads on the silo walls, the SST model [163] will be used because of its eﬃcient
near-wall modelling, as described in section 3.1.2.
While the time required for URANS computations is modest, the accuracy of
the technique to simulate the highly turbulent and actually 3D wind ﬂow could
be contested. URANS models generally perform poorly for separated turbulent
ﬂow unless they are carefully tuned to the particular geometry. However, for
the separated ﬂow considered in this study, the location of separation in the
rectangular prism group is very much geometrically determined. In the group
conﬁguration, separation will occur at the transverse corners of the group, e.g.
at silo 8 and silo 33 for an angle of incidence α = 30◦ (ﬁgure 3.4). Moulinec
et al. [176] also warn that some phenomena present in complex ﬂows around
tube bundles cannot be predicted by RANS models. Ong et al. [183] by
contrast concluded that RANS can give satisfactory qualitative agreement with
published experimental data and numerical results for the ﬂow around a smooth
circular cylinder at very high Reynolds numbers. Taking into account the
large amount of debate about this matter, physical validation of the simulation
results will have to be carefully carried out.
To solve the discretized set of URANS equations, a second order interpolation
of the pressure, a second order upwind interpolation of the momentum, the
turbulent kinetic energy k and the speciﬁc dissipation rate ω are applied,
while a second order implicit, unconditionally stable time stepping method
is used. A coupled pressure-based calculation is performed to deal with
the pressure-velocity coupling between the momentum and the continuity
equations. Unlike segregated algorithms such as SIMPLE (semi-implicit
method for pressure-linked equations [194]) or PISO (pressure implicit with
splitting of operators) [113], the pressure-based coupled algorithm solves
a coupled system of equations consisting of the momentum equations and
the pressure based continuity equation, improving signiﬁcantly the rate of
convergence. The iterative calculation process for the transient solution is
truncated when the normalized residuals for the continuity equation, the
momentum equations, the turbulent kinetic energy and the speciﬁc dissipation
rate reach a level below 10−5. This convergence criterion was found to be
suﬃcient and no convergence stall could be observed.
The software package Ansys Fluent 12.0 [1] is used for the 2D simulations.
Veriﬁcation and validation in the next sections show that this commercial
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software package yields acceptable results for this study. The validation of
the ﬂow around a single cylinder increases the conﬁdence in the numerical
technique because it represents a canonical problem in CFD and is sometimes
referred to as the ‘grand challenge’ in CFD [273] because of the diﬃculties to
accurately capture the separation point. For all 2D conﬁgurations, time frames
of 90 s in total have been simulated. Since the ﬁrst 20 s were always clipped to
neglect transitional eﬀects, time intervals of 70 s were considered to investigate
and visualize the simulated ﬂow regime.
3.3.2 Computational domain and boundary conditions
The boundaries of the ﬂuid domain should be suﬃciently far from the near-wall
region where accuracy is important. For the ﬂow around a single cylinder, Behr
et al. [21] suggest a distance of at least 8D to the inlet of the domain and the
lateral boundaries and a distance of 22.5D to the outlet, with D the diameter of
the cylinder. Holloway et al. [104] use similar distances to the boundaries of the
domain. As shown in ﬁgure 3.6, distances of 9D and 30D are adopted for the
single cylinder case and, similarly, 9Dg and 30Dg for the group conﬁguration,
where Dg represents the projected width of the silo group (ﬁgure 3.4). The
group is rotated in the ﬂow to simulate diﬀerent angles of incidence α.
D
9D
9D
9D 30D
x
y
zone 1
zone 2
zone 3
Figure 3.6: Geometry of the 2D computational domain for the single cylinder
case.
The outlet boundary of the domain is modelled as a pressure outlet where
the static pressure is set equal to the reference pressure. At the lateral
boundaries symmetry is imposed as proposed in numerous similar studies
[21, 104, 291]. The distance between the zone of interest and the lateral
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boundaries is suﬃciently large so that the ﬂow in the vicinity of the silo group
is practically unaﬀected by the symmetry boundary conditions. The cylinder
walls are considered smooth and no-slip boundary conditions are applied.
A velocity inlet is deﬁned at the inlet boundary of the domain where a free
stream wind velocity u∞ = 31.8m/s is applied (see section 3.2). The wind
ﬂow is hence categorized as post-critical [293] at Re = 1.24×107. As discussed
earlier, the prescription of turbulence parameters, i.e. turbulent kinetic energy
k and speciﬁc dissipation rate ω for the SST turbulence model, at the inlet
of the computational domain has to be well considered and treated with care.
Furthermore, it has to be taken into account that not all turbulence length
scales are resolved in the URANS simulations, as will be discussed in the
following paragraphs.
In the present 2D simulations, a turbulence intensity Iu = 1% is assumed for the
incoming ﬂow so that k = 3(u∞Iu)2/2 = 0.152 J/kg at the inlet. Consistent
with the turbulence intensity, a reasonably short turbulence length scale Lt
is chosen as a percentage of a characteristic dimension of the problem [212],
e.g. Lt = 0.06Dg = 1.8m for α = 0◦, and hence a dissipation rate ω =
C
−1/4
µ
√
k/Lt = 0.395 s−1 is imposed at the inlet with Cµ = 0.09 the k − ε
model constant. Since Menter’s SST turbulence model is based on a blend of
the original k − ω model in the inner region of the boundary layer and the
standard k−ε model in the outer region of the ﬂow domain, it is reasoned that
for the determination of the boundary conditions at the far ends of the domain
the application of this k − ε model constant is justiﬁed.
The applied inlet turbulence characteristics are relatively low when compared
to the turbulence levels that are typically found in the ABL, e.g. values up to
Iu = 20% [74]. By choosing much lower values, the 2D simulations only allow to
consider wake-induced eﬀects but ignore the eﬀect of full ABL turbulence levels
in the incoming wind ﬂow. Since it was at the start of the research believed
that wake-induced eﬀects would be the primary cause of the observed ovalling
vibrations in the silo group, it was reasonable to consider such low turbulence
levels at the inlet. Furthermore, by applying reasonably low turbulence
characteristics at the inlet of the domain, additional diﬃculties associated
with the 2D turbulence modelling are avoided. Imposing higher turbulence
intensities and larger associated length scales results in excessive turbulence
viscosity of the simulated wind ﬂow e.g. since all turbulent ﬂuctuations are
modelled in the 2D simulations, as will be shown next.
To illustrate that questionable results are obtained with URANS when higher
turbulence intensities are applied at the inlet, simulations of the silo group
arrangement have been performed with diﬀerent levels of inlet turbulence
intensity. When a Iu = 10% is applied, drag coeﬃcients of the corner silos
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of the group are clearly altered as shown in respectively ﬁgures 3.7c for the
longitudinal drag in the x-direction Cdx and ﬁgure 3.8c for the lateral drag in
the y-direction Cdy.
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Figure 3.7: Time history of longitudinal drag coeﬃcients Cdx for the corner
silos of the silo group (silo 1 - dashed black line; silo 8 - solid black line; silo
33 - dashed grey line; silo 40 - solid grey line) with wind ﬂow at an angle of
incidence α = 30◦ and for inlet turbulence intensities of (a) Iu = 0.1%, (b)
Iu = 1% and (c) Iu = 10%.
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Figure 3.8: Time history of lateral drag coeﬃcients Cdy for the corner silos
of the silo group (silo 1 - dashed black line; silo 8 - solid black line; silo 33 -
dashed grey line; silo 40 - solid grey line) with wind ﬂow at an angle of incidence
α = 30◦ and for inlet turbulence intensities of (a) Iu = 0.1%, (b) Iu = 1% and
(c) Iu = 10%.
When lower intensities are applied, e.g. Iu = 0.1% (ﬁgures 3.7a and 3.8a) and
Iu = 1% (ﬁgures 3.7b and 3.8b), similar time histories of the longitudinal
and lateral drag coeﬃcients are found and the incident ﬂow does not act as a
numerically much more viscous ﬂuid. This is also reﬂected quantitatively in the
mean and root mean square (RMS) values of the drag coeﬃcients (Cdx resp.
CRMSdx in table 3.1, Cdy resp. C
RMS
dy in table 3.2). These averaged values are
calculated on a time interval of an integer number of vortex shedding periods
within the simulated time frame of 70 s (cfr. 3.3.1). Values for Iu = 0.1% and
Iu = 1% are similar while for Iu = 10%, Cdx and CRMSdx are signiﬁcantly lower
for all corner silos and CRMSdy clearly deviates for e.g. silos 8 and 40. Table 3.2
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conﬁrms that the mean lateral drag coeﬃcients Cdy for Iu = 10% are predicted
in reasonable agreement with lower turbulence intensities but amplitudes of
ﬂuctuations are clearly underestimated.
Iu = 0.1% Iu = 1% Iu = 10%
Cdx C
RMS
dx Cdx C
RMS
dx Cdx C
RMS
dx
Silo 1 0.371 0.375 0.397 0.402 0.326 0.328
Silo 8 0.561 0.570 0.599 0.610 0.471 0.474
Silo 33 0.237 0.239 0.218 0.221 0.086 0.089
Silo 40 0.229 0.382 0.363 0.560 0.002 0.066
Table 3.1: Mean value and root mean square value of longitudinal drag
coeﬃcient Cdx for the corner silos of the silo group with wind ﬂow at an angle
of incidence α = 30◦ and for inlet turbulence intensity Iu = 0.1%, Iu = 1% and
Iu = 10%.
Iu = 0.1% Iu = 1% Iu = 10%
Cdy C
RMS
dy Cdy C
RMS
dy Cdy C
RMS
dy
Silo 1 -0.309 0.322 -0.294 0.311 -0.303 0.307
Silo 8 0.259 0.262 0.201 0.207 -0.104 0.105
Silo 33 1.392 1.397 1.486 1.493 1.503 1.506
Silo 40 -0.012 0.672 -0.126 0.467 0.020 0.096
Table 3.2: Mean value and root mean square value of lateral drag coeﬃcient
Cdy for the corner silos of the silo group with wind ﬂow at an angle of incidence
α = 30◦ and for inlet turbulence intensity Iu = 0.1%, Iu = 1% and Iu = 10%.
By considering Iu = 1% in the simulations, increased viscosity eﬀects are
avoided but it has to be taken into account that the eﬀect of realistic turbulence
levels in the oncoming ﬂow is disregarded. Only wake-induced eﬀects are
hence studied from the 2D results. In this light, it is interesting to note
that, independent of the amount of turbulence intensity applied at the inlet,
comparable levels of turbulence intensity were built up inside and in the wake
of the silo group. While turbulence can hence not be fully accounted for in
these 2D simulations, the lee side ﬂow seems to be reasonably unaﬀected.
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3.3.3 Discretization sensitivity analysis
To guarantee the accuracy of the results, it is required to verify the grid and
time step independence of the numerical solution. A too large time step or
grid size will yield inaccurate results while an excessively small time step
or extremely reﬁned mesh is computationally ineﬃcient. The veriﬁcation of
convergence and grid independence is performed ﬁrst for the single cylinder
case and afterwards for the cylinders in group arrangement.
Grid refinement
For the spatial discretization, the computational domain is divided in three
zones, as shown in ﬁgure 3.6 for the single cylinder case. Zone 1 is located
close to the rigid body, where a highly reﬁned, quadrangular and body-
ﬁtted grid arrangement is applied to calculate the near-wall behaviour with
suﬃcient accuracy. Further away from the wall, a triangular mesh is used.
In zone 2, located in the wake of the rigid body, the reﬁnement of the non-
orthogonal, quadrangular grid gradually decreases towards the outlet of the
domain. In zone 3, the remainder of the domain, the reﬁnement of the
triangular unstructured grid gradually decreases from the centre of the domain
towards the boundaries, where accuracy is less important.
y+max 375 196 130 97 49 25 17 4
AR 12.5 25 37.5 50 100 200 300 320
Cdx 0.468 0.428 0.412 0.407 0.408 0.420 0.457 0.386
CRMSdx 0.013 0.010 0.010 0.010 0.012 0.013 0.019 0.010
CRMSdy 0.270 0.228 0.218 0.223 0.251 0.268 0.340 0.211
Table 3.3: Mean value and root mean square value of longitudinal drag
coeﬃcient Cdx and root mean square value of lateral drag coeﬃcient Cdy for
the 2D single silo and for diﬀerent near-wall reﬁnements.
The computational mesh in each of these zones was reﬁned in several stages to
determine the required level of mesh reﬁnement, e.g. the number of grid points
on the circumference of the cylinder and the growth of cell size in the far ﬁeld.
With every grid reﬁnement, special care was taken that the transition between
diﬀerent zones and from quadrangular to triangular elements was suﬃciently
smooth.
One particular, very important issue that is discussed next in more detail, is
the reﬁnement of the near-wall region which has an important inﬂuence on
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the prediction of the aerodynamic forces on the cylinder surfaces. The near-
wall treatment at the solid cylinder walls is examined by changing the aspect
ratio (AR) of the ﬁrst grid cell next to the wall while keeping the number
of cells on the circumference ﬁxed. Because the aspect ratio directly aﬀects
the dimensionless distance to the wall y+ it can be veriﬁed whether the low-
Reynolds number modelling is used or whether a log-law wall function is used,
as discussed in section 3.1.3.
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Figure 3.9: Convergence of (a) the longitudinal drag coeﬃcient Cdx and (b)
the lateral drag coeﬃcient Cdy for increasing spatial grid reﬁnement in the
near-wall region. Meshes with AR = 12.5, 25, 37.5 and 50 are located in the
log-law region ( for time averaged coeﬃcient), AR = 100, 200 and 300 are
located in the buﬀer layer (×) and AR = 320 is located in the linear sublayer
(•). Lower and upper limits of the vertical intervals are respectively minimal
and maximal drag and lift coeﬃcients.
In table 3.3 and ﬁgure 3.9 several levels of reﬁnement of the wall-adjacent cells
are compared and the diﬀerent near-wall approaches can clearly be discerned.
In the computationally most expensive case with y+max = 4, the entire boundary
layer is numerically resolved and the result is considered the reference solution.
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To achieve such low values of y+ however, 1000 grid points were required on the
circumference of the cylinder wall, resulting in a total number of 338 130 cells
in the entire computational domain. When the distance of the wall-adjacent
grid point to the wall is increased and ‘only’ 276 elements on the boundary are
applied, total mesh size (approx. 162 556 elements) and computing time can
be signiﬁcantly reduced. For four mesh resolutions (y+max = 97, 130, 196 and
375), the near-wall ﬂow is simulated with logarithmic wall functions. In ﬁgure
3.9 and table 3.3, it is observed that the mean and ﬂuctuating drag coeﬃcients
gradually evolve towards the solution for y+max = 4. This demonstrates that
similar results can be obtained with the wall-function approach as for the
computationally more expensive simulation with y+max = 4. In the other cases
(y+max = 17, 25 and 49), the wall-adjacent cell is located mainly in the buﬀer
layer (ﬁgure 3.1). A hybrid technique applying either the log-law wall functions
that are only valid in the log-law region or the linear functions that are only
applicable in the linear sublayer of the boundary layer is then used, yielding
inaccurate results. Diverging behaviour of the results in the buﬀer layer can be
clearly observed for y+max = 17 and y
+
max = 25 in ﬁgure 3.9. Some doubt already
arises for y+max = 49 when the longitudinal drag coeﬃcient Cdx is considered
(ﬁgure 3.9a) but the diverging behaviour is most clear for the ﬂuctuation of the
lateral drag coeﬃcients Cdy (ﬁgure 3.9b).
To minimize computational time and yet retain sound simulation results, the
mesh with AR = 50 and y+max = 97 will be applied for all single cylinder
simulations. The corresponding mesh is shown in ﬁgure 3.10 and counted
162 556 elements with 276 grid points on the cylinder wall. Since we are
mainly interested in determining ﬂuctuating pressures on the cylinder walls, it
is most important that amplitude and frequency of time dependent properties,
e.g. of the drag coeﬃcients in x- and y-direction, are accurately computed.
Comparison of the present mesh (y+max = 97) with the highly reﬁned mesh
(y+max = 4) yields very small diﬀerences: 1.2% for the amplitude of longitudinal
drag, 5.2% for the amplitude of lateral drag and 4.2% for the frequency of both
drag coeﬃcients.
The computational domain and grid for the cylinder group are built up similarly
as for the single cylinder, as shown in ﬁgure 3.11. In the interstitial spaces
between the cylinders an orthogonal, quadrangular mesh is applied with 60
cells in the interstitial spaces between two neighbouring silos. This is much
more than the minimum value of 10 elements prescribed between neighbouring
buildings at a larger scale [35]. Since the separation point of the ﬂow in the
group arrangement is much more geometrically determined, requirements on
mesh reﬁnement are less stringent and it is expected that the mesh requirements
for the single cylinder will hold for the group as well. Nevertheless, a thorough
grid reﬁnement was carried out with an emphasis on the near-wall modelling.
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Figure 3.10: Computational mesh for the single cylinder case with AR = 50
and y+max = 97 (a) for the entire computational domain and details of (b) the
near-wake region and (c) the near-wall region of the cylinder.
The drag coeﬃcients in longitudinal and lateral directions of the corner silos
are compared for four levels of near-wall grid reﬁnement in ﬁgures 3.12 and 3.13.
Again, the diﬀerent RANS near-wall modelling techniques can be distinguished.
For y+max = 196 (AR = 25, ﬁgures 3.12a and 3.13a) and for y
+
max = 102 (AR =
50, ﬁgures 3.12b and 3.13b), the ﬁrst grid point is located in the log-law region
and logarithmic wall functions are used to model the boundary layer ﬂow. For
y+max = 50 (AR = 98, ﬁgures 3.12c and 3.13c), the ﬁrst grid point is located
in the buﬀer layer which leads to inaccurate results. Increasing the aspect
ratio even further to AR = 600 (ﬁgures 3.12d and 3.13d), the linear sublayer
(y+ ≈ 1) is resolved in the simulation. However, values of y+max = 11 for
this very ﬁne near-wall grid are still slightly too large and hence, not all wall-
adjacent cells are in the linear sublayer. It is nevertheless observed in ﬁgures
3.12 and 3.13 that the behaviour of longitudinal and lateral drag are similar
in all simulations, except for the case where the ﬁrst grid point is located in
the buﬀer layer (y+max = 50) where the near-wall ﬂow is modelled inaccurately.
This is conﬁrmed by comparing numerical values for mean and RMS values of
the drag coeﬃcients in tables 3.4 and 3.5. Especially for the silo at the lee
side corner of the group (silo 40), RMS values of drag and lift are signiﬁcantly
smaller when the wall-adjacent cell is in the buﬀer layer (y+max = 50).
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Figure 3.11: Computational mesh for the 8 by 5 silo group at an angle of
incidence α = 30◦, shown for (a) the entire computational domain and details
of (b,c) the near-wake region and (d) the near-wall region.
The simulations will be performed using the less time consuming wall functions
with the ﬁrst grid point in the log-law region (y+max = 102). The applied
wall function approach is not only much less time consuming, but also more
trustworthy because a mesh suﬃciently reﬁned in the near-wall region to resolve
the entire linear sublayer is not easily generated for the entire group and
erroneous results may be obtained due to unwanted ‘buﬀer layer’ modelling.
The mesh for an angle of incidence α = 30◦ with y+max = 102 consisted of a total
of 474 141 elements and is shown in ﬁgure 3.11. The size of the computational
domain for other angles of incidence α is of the same order of magnitude,
varying between 466 420 and 489 263 elements. To calculate 40 s of wind ﬂow
in the 2D simulation for α = 30◦, approx. 100 hours of computing time are
required on 4 parallel processors, i.e. two dual-core Intel Xeon 5160 3.0GHz
processors.
Time step refinement
As mentioned in section 3.3.1, a second order implicit, unconditionally stable
time stepping method is used in all simulations. To guarantee the accuracy of
the simulations, time step independence has to be veriﬁed.
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Figure 3.12: Time history of longitudinal drag coeﬃcient Cdx for the corner
silos of the silo group (silo 1 - dashed black line; silo 8 - solid black line; silo 33 -
dashed grey line; silo 40 - solid grey line) with wind ﬂow at an angle of incidence
α = 30◦ and for diﬀerent near-wall reﬁnements: (a) y+max = 196, AR = 25, (b)
y+max = 102, AR = 50, (c) y
+
max = 50, AR = 98 and (d) y
+
max = 11, AR = 600.
y+max = 196 y
+
max = 102 y
+
max = 50 y
+
max = 11
Cdx C
RMS
dx Cdx C
RMS
dx Cdx C
RMS
dx Cdx C
RMS
dx
Silo 1 0.495 0.503 0.397 0.402 0.355 0.356 0.379 0.383
Silo 8 0.551 0.561 0.599 0.610 0.429 0.429 0.577 0.587
Silo 33 0.271 0.274 0.218 0.221 0.188 0.189 0.298 0.300
Silo 40 0.219 0.354 0.363 0.560 -0.002 0.058 0.250 0.426
Table 3.4: Mean value and root mean square value of longitudinal drag
coeﬃcient Cdx for the corner silos of the silo group with wind ﬂow at an angle
of incidence α = 30◦ and for diﬀerent near-wall reﬁnements: y+max = 196,
y+max = 102, y
+
max = 50 and y
+
max = 11.
Table 3.6 lists the maximal value in time of the lateral drag coeﬃcient Cmaxdy
for multiple time step reductions for the single cylinder mesh with AR = 50
and y+max = 97. It can be seen that convergence is reached for a time step of
approximately 0.00125 s. The computational eﬀort can be drastically reduced
when a slightly larger time step ∆t = 0.005 s is used. It is reasoned that
this time step would be suﬃciently small to investigate the prevailing physical
phenomena. This assumption is supported by considering the vortex shedding
frequencies. For the single silo in post-critical ﬂow, approximately 100 time
steps are required to cover one vortex shedding period of about 0.5 s while
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Figure 3.13: Time history of lateral drag coeﬃcient Cdy for the corner silos
of the silo group (silo 1 - dashed black line; silo 8 - solid black line; silo 33 -
dashed grey line; silo 40 - solid grey line) with wind ﬂow at an angle of incidence
α = 30◦ and for diﬀerent near-wall reﬁnements: (a) y+max = 196, AR = 25, (b)
y+max = 102, AR = 50, (c) y
+
max = 50, AR = 98 and (d) y
+
max = 11, AR = 600.
y+max = 196 y
+
max = 102 y
+
max = 50 y
+
max = 11
Cdy C
RMS
dy Cdy C
RMS
dy Cdy C
RMS
dy Cdy C
RMS
dy
Silo 1 -0.337 0.355 -0.294 0.311 -0.308 0.310 -0.321 0.333
Silo 8 0.128 0.133 0.201 0.207 0.181 0.182 0.193 0.197
Silo 33 1.635 1.643 1.486 1.493 1.215 1.216 1.268 1.274
Silo 40 0.040 0.365 -0.126 0.467 0.014 0.092 -0.063 0.410
Table 3.5: Mean value and root mean square value of lateral drag coeﬃcient Cdy
for the corner silos of the silo group with wind ﬂow at an angle of incidence
α = 30◦ and for diﬀerent near-wall reﬁnements: y+max = 196, y
+
max = 102,
y+max = 50 and y
+
max = 11.
∆t 0.01 s 0.005 s 0.0025 s 0.000125 s 0.000625 s
Cmaxdy 0.376 0.343 0.318 0.307 0.309
Table 3.6: Maximum value of lateral drag coeﬃcient Cdy for the 2D single silo
and for diﬀerent time steps.
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more than 1000 time steps have to be carried out for a single vortex shedding
period in the group arrangement (see table 3.10).
Similarly, several time step reﬁnements were performed for the cylinder group
arrangement. For the two smallest time steps that were considered, the time
history of longitudinal and lateral drag coeﬃcients of the corner cylinders in
the group are shown in ﬁgures 3.14 and 3.15 while mean and RMS values of
drag and lift are given in tables 3.7 and 3.8 respectively. It is observed that the
results of the simulations with the larger time step ∆t = 0.005 s are in good
agreement with the results of the four times smaller time step ∆t = 0.00125 s.
Thus, ∆t = 0.005 s is applied in all simulations.
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Figure 3.14: Time history of longitudinal drag coeﬃcient Cdx for the corner
silos of the silo group (silo 1 - dashed black line; silo 8 - solid black line; silo 33 -
dashed grey line; silo 40 - solid grey line) with wind ﬂow at an angle of incidence
α = 30◦ and for time step size (a) ∆t = 0.00125 s and (b) ∆t = 0.005 s.
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Figure 3.15: Time history of lateral drag coeﬃcient Cdy for the corner silos
of the silo group (silo 1 - dashed black line; silo 8 - solid black line; silo 33 -
dashed grey line; silo 40 - solid grey line) with wind ﬂow at an angle of incidence
α = 30◦ and for time step size (a) ∆t = 0.00125 s and (b) ∆t = 0.005 s.
3.3.4 Validation of simulation results
To ensure that the simulations yield accurate predictions of the ﬂow, the
numerical results have to be validated with experimental data or in situ
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∆t = 0.00125 s ∆t = 0.005 s
Cdx C
RMS
dx Cdx C
RMS
dx
Silo 1 0.388 0.393 0.397 0.402
Silo 8 0.586 0.596 0.599 0.610
Silo 33 0.218 0.221 0.218 0.221
Silo 40 0.333 0.547 0.363 0.560
Table 3.7: Mean value and root mean square value of longitudinal drag
coeﬃcient Cdx for the corner silos of the silo group with wind ﬂow at an angle
of incidence α = 30◦ and for time step size ∆t = 0.00125 s and ∆t = 0.005 s.
∆t = 0.00125 s ∆t = 0.005 s
Cdy C
RMS
dy Cdy C
RMS
dy
Silo 1 -0.306 0.320 -0.294 0.311
Silo 8 0.195 0.201 0.201 0.207
Silo 33 1.477 1.483 1.486 1.493
Silo 40 -0.118 0.461 -0.126 0.467
Table 3.8: Mean value and root mean square value of lateral drag coeﬃcient
Cdy for the corner silos of the silo group with wind ﬂow at an angle of incidence
α = 30◦ and for time step size ∆t = 0.00125 s and ∆t = 0.005 s.
measurements. Due to the complex geometry and wind loading conditions of
the silo group, no such data are available. For such problems AIAA proposed
a ‘building block approach’ [262] which allows for the validation of a proposed
computational procedure with a simpler subsystem for which experimental data
are available. For the present simulations, validation is therefore performed for
the ﬂow around a single cylinder where the prediction of the separation point
is in fact a more diﬃcult problem. Afterwards, the ﬂow pattern around the
entire silo group will be qualitatively validated in the next section (section
3.3.5) based on similarities with other ﬂow problems.
The ﬂow around a single cylinder has been widely studied in the literature.
However, a major part of research has been focusing on vortex shedding
phenomena in the sub-critical regime and the drag crisis in the critical regime.
Very few experiments or computations have been performed for the cross-
ﬂow around a cylinder in the post-critical regime. At post-critical Reynolds
numbers, the wake and shear layer are fully turbulent, the boundary layers
become fully turbulent prior to separation and coherent vortex shedding
reappears. An overview of the limited experimental and simulation data
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available in the literature for the validation of the post-critical ﬂow around
the present single cylinder is given in the following.
In table 3.9 typical ﬂow characteristics are compared for the present simulations
and for experiments and simulations reported in the literature. These
characteristics are the Reynolds number Re (equation (2.16)) and the Strouhal
number St (equation (2.33)) where the characteristic length L is taken equal
to the diameter D of the cylinder, the separation angle θs (deﬁned in ﬁgure
3.16) and ﬁnally the minimal and base pressure coeﬃcient. The dimensionless
pressure coeﬃcient Cp(θ, t) along the circumference of a cylinder at a certain
time t is deﬁned as:
Cp(θ, t) =
p(θ, t)− p∞
ρFu2∞/2
, (3.12)
with p∞ the free stream pressure and u∞ the free stream velocity of the ﬂuid.
The time averaged pressure coeﬃcient Cp(θ) is then calculated over an integer
number of n vortex shedding periods Tvs as:
Cp(θ) =
1
nTvs
∫ nTvs
t=0
Cp(θ, t)dt. (3.13)
For the present simulation at Re = 1.24 × 107, the time averaged pressure
coeﬃcient is shown in ﬁgure 3.16. In this ﬁgure, the minimum time averaged
pressure coeﬃcient C
min
p and the time averaged base pressure coeﬃcient C
b
p
are deﬁned as well. The time averaged drag coeﬃcient in the x-direction Cdx
can also be easily calculated from the time averaged pressure coeﬃcient:
Cdx =
∫ 2pi
0
Cp(θ)cos θ dθ. (3.14)
Experimental data for high Reynolds number ﬂows around circular cylinders
are only scarsely available in the literature, e.g. [115, 217, 226, 292]. In an
elaborate overview of wind tunnel experiments for 0.73×107 < Re < 3.65×107,
gathered by Zdravkovich [293] (ﬁgure 3.17), separation occurs between θ = 100◦
and 110◦ and Strouhal numbers are in between 0.27 < St < 0.32 (table 3.9).
For Re > 0.5× 107, smooth ﬂow data of Zan [292] indicate that St remains at
0.2, whereas [217] indicates that it rises to about 0.3 as Re approaches a value
of 107. This is consistent with the tendency of an increasing Strouhal number
from 0.2 to 0.3 in the range of 106 < Re < 107 [293]. Zan [292] explains that
these diﬀerences may be due to a diﬀerent length-diameter ratio of the model:
a larger Reynolds number on a low length-diameter ratio model would give rise
to an increased Strouhal number. Indeed, James et al. [115] reported St = 0.22
for a model with a length-diameter ratio lower than 5, while Schewe [217]
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Figure 3.16: Time averaged pressure coeﬃcient Cp(θ) on the circumference
of the cylinder with indication of the free stream velocity u∞, the separation
angle θs, the time averaged base pressure coeﬃcient C
b
p and the minimum time
averaged pressure coeﬃcient C
min
p .
found St ≈ 0.27 for ratios larger than 10. The situation is even more complex
when the free stream turbulent ﬂow is considered: Zan [292] reports vortex
shedding with St ≈ 0.25 independent of the Reynolds number in a ﬂow with
13% turbulence intensity (not shown in table 3.9). The considerable scatter
in experimental data can therefore not only be explained by the diﬀerence in
Reynolds number, but is also due to free stream turbulence and length-diameter
ratio of the model. Furthermore, other diﬀerences such as the roughness of the
cylinder walls and blocking ratio (i.e. the ratio of the model area to the test
section area), which have not been discussed here, also inﬂuence the results of
wind and water tunnel tests.
Several 2D URANS simulations have been reported in the literature for highly
turbulent cross-ﬂows around circular cylinders, as listed in table 3.9. Celik and
Shaﬀer [45] used URANS with an empirically ﬁxed transition point to compute
the ﬂow for Reynolds numbers up to 3.6 × 106. The predictions are strongly
inﬂuenced by the grid size, especially in the boundary layer. The best results are
obtained when the wall-adjacent cell is located in the linear sublayer. Holloway
et al. [104] applied URANS simulations for ﬂows with increasing Reynolds
numbers up to 107, showing that these are capable to correctly predict the
boundary layer transitions from laminar to fully turbulent. Saghaﬁan et al.
[211] compared ﬂow computations with the standard k−εmodel and a nonlinear
eddy-viscosity model where cubic terms are introduced to account for eﬀects
of streamline curvature. Younis and Przulj [291] modiﬁed the k − ε model by
adding a source term in the dissipation rate equation to account for the direct
energy input from the mean ﬂow into the random turbulence motions at the
vortex shedding frequency. Comparison with the RNG k−ε model showed that
the pressure coeﬃcient along the circumference at Re = 3.5× 106 signiﬁcantly
decreases down to a value between 150◦ and 180◦.
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Re [×107] St θs [◦] -Cbp -C
min
p Cdx
Present numerical simulations
2D URANS SST, y+max=97 1.24 0.32 116 0.52 2.54 0.42
2D URANS SST, y+max=4 1.24 0.34 116 0.49 2.62 0.39
Experimental data from literature
Zan [292] 0.20− 0.50 0.20
Schewe [217] 0.50− 0.60 0.27 0.52
James et al. [115] 0.01− 1.09 0.22
Shih et al. [226] 0.73 0.22 0.33 0.24
Zdravkovich [293] 0.73− 3.65 0.27− 0.32 100− 110 0.5− 0.8 0.4− 0.8
Eurocode 1 [25] 1.00 0.18 105 0.80 1.5
Numerical simulations from literature
2D URANS k − ε transition [45] 0.36 118 0.35 2.3
2D URANS realizable k − ε [104] 1.00 120 0.26
2D URANS transition [104] 1.00 119 0.25
2D URANS k − ε [211] 0.84 0.25 104 0.72 1.8 0.66
2D URANS nonlinear [211] 0.84 0.33 125 1.15 2.6 0.61
2D URANS RNG k − ε [291] 0.35 0.28 122 0.80 2.5 0.56
2D URANS modiﬁed k − ε [291] 0.35 0.28 120 1.25 2.5 0.72
3D DES [254] 0.30 0.35 111 0.53 2.2 0.41
3D DES + curvature [254] 0.30 0.33 106 0.64 2.1 0.51
3D URANS k − ε [42] 0.10 0.31 0.41 2.3 0.40
3D LES Smagorinsky [42] 0.10 0.35 0.32 2.4 0.31
3D WMLES [273] 0.10 0.28 0.32 0.31
Table 3.9: Comparison of the Reynolds number Re, the Strouhal number St, the separation angle θs, the averaged
base pressure coeﬃcient C
b
p, the minimum averaged pressure coeﬃcient −C
min
p and the averaged drag coeﬃcient Cdx
for the present simulations and experimental and numerical results available in the literature.
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Some simulation results of a cylinder in 3D cross-ﬂow are also given in table 3.9
because in many cases the 3D character of the wake of a cylinder is weak when
vortex shedding is regular and parallel to the cylinder axis [192]. Travin et al.
[254] applied 3D DES for turbulent ﬂows with Re = 3 × 106. For turbulent
separation cases, the results of 2D URANS computations are very close to the
results of 3D DES. Adding a curvature correction term to the turbulence model
improves the estimate of the separation angle, the base pressure and the drag
coeﬃcient. Catalano et al. [42] used 3D LES with the dynamic Smagorinsky
model to compute the ﬂow at Re = 2× 106 and compared it with 3D URANS
results. The solutions of both LES and URANS show relative insensitivity to
Re and inaccurate predictions at higher Re which are probably due to poor
grid resolution.
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Figure 3.17: Comparison of the present calculated maximal, minimal (dashed
lines) and time averaged pressure coeﬃcients Cp(θ) (solid line) for the ﬂow
around a single cylinder at Re = 1.24 × 107 with experimental results of
Zdravkovich [293] for 0.73 × 107 ≤ Re ≤ 3.65 × 107 (dark grey zone) and
Shih et al. [226] at Re = 0.8× 107 (◦).
All experimental and numerical data from literature, listed in table 3.9, show
considerable scatter due to diﬀerences in Re, applied turbulence model, etc.
The separation angle θs is slightly overestimated in 2D numerical simulations
in the literature as well as in the present simulations and, probably as a
result of this, the minimum averaged pressure coeﬃcient C
min
p on the cylinder
circumference is overestimated as well. The main interest in this respect
however is to estimate ﬂuctuating quantities reasonably well by numerical
simulation, e.g. St and pressure ﬂuctuations on cylinder walls. The agreement
found between the present simulations (St = 0.32) and data from literature
(table 3.9) is considered reasonable. Figure 3.17 shows that ﬂuctuations
between minimal and maximal pressure coeﬃcients on the circumference of the
cylinder (y+ = 97) agree reasonably well with the experimental data gathered
by Zdravkovich [293] and Shih et al. [226]. Although it is diﬃcult to compare
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all parameters, it is concluded that, for the present purposes, satisfactory
agreement is found between the present calculations at Re = 1.24 × 107 and
available data.
3.3.5 Observations & discussion
The emphasis in the discussion of the ﬂow pattern for the 2D simulations will be
on the cylinders in group arrangement. The ﬂow pattern around the 2D single
cylinder is not discussed as extensive literature is available on circular cylinders
in cross-ﬂow [226, 293, 294] and because the single cylinder simulations were
merely performed for the veriﬁcation and validation of the numerical procedure.
The inﬂuence of the angle of incidence α of the incoming wind on the ﬂow
pattern around the group of cylinders will be discussed. The air ﬂow is therefore
simulated for 7 angles of incidence between 0◦ and 90◦ in steps of 15◦. A clear
distinction is made between the wind ﬂow within and around the cylinder array.
In this way it is possible to distinguish between periodicities in the ﬂow in the
interstitial spaces of the group and periodocity caused by the separated ﬂow
and turbulent wake structures.
In the process of evaluating and interpreting the observed ﬂow patterns,
the numerical results will be qualitatively compared with similar, better
documented ﬂow applications. The ﬂow around bluﬀ, rectangular prisms is
considered to interpret and assess the ﬂow around the silo group while the ﬂow
through tube bundles, e.g. in heat exchangers, is compared with the ﬂow in the
interstitial spaces of the group. By highlighting similarities and discrepancies,
the physical phenomena dominating the present ﬂow pattern may be revealed.
This process of ‘qualitative validation’ should be considered as a step towards
a better understanding of the ﬂow pattern rather than an uncompromising
comparison with data the present results should perfectly match.
It should furthermore be noted that the discussion is mainly concerned with
the physical interpretation of ﬂow patterns. The analysis of the aerodynamic
pressures on the cylinder surfaces, eventually leading to the ovalling vibrations,
is performed in the next chapter.
Wind flow around the group
The instantaneous velocity streamlines and vorticity contours for α = 30◦ are
shown in ﬁgure 3.18 at four time steps of approximately one vortex shedding
period (Tvs = 5.85 s for α = 30◦). At the transverse corner cylinders of the
group (cylinders 8 and 33 in ﬁgure 3.18), shear layers are shed from the group
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Figure 3.18: Instantaneous velocity streamlines and vorticity contours (ﬁlled)
of the ﬂow around the 8 by 5 cylinder group for an angle of incidence α = 30◦
at (a) t = 77.0 s, (b) t = 78.5 s, (c) t = 80.0 s, and (d) t = 81.5 s.
while mass ﬂow calculations indicate that about 10% of the incident ﬂow is
forced through the group. This amount was determined by comparing the
incident mass ﬂow at the inlet of the domain m˙in (ﬁgure 3.19) with the mass
ﬂow deﬂected around the group m˙def . The latter is calculated as the mass ﬂow
passing through virtual lines drawn orthogonally to the inlet of the domain and
tangent to the outermost cylinders of the group as shown in ﬁgure 3.19. The
ﬂow through the interstitial spaces of the cylinder array that will be discussed
in detail in the next paragraph, emerges at the lee side where all emerging
ﬂows join up to form several local recirculation structures in the wake. These
large turbulent structures coalesce as they are carried downstream, eventually
creating a single large scale vortex street in the wake of the entire group.
Similarly as for the single cylinder case, the periodicity in this vortex street
is depicted by the Strouhal number which is summarized in table 3.10 for all
angles of incidence and calculated with the characteristic length L = Dg. This
formation process of large scale recirculation zones, made up from shedding
eddies of separate cylinders is also found for groups of cylinders with larger
pitch-to-diameter ratios [8, 136, 241, 242] and also downstream of large tube
arrays [202].
Figure 3.20 shows the instantaneous ﬂow pattern for diﬀerent angles of
incidence. For smaller angles of incidence (α = 0◦ and 15◦, ﬁgures 3.20a and
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m˙in
m˙def
m˙def
Figure 3.19: Schematic representation of the incident mass ﬂow at the inlet of
the domain m˙in and the mass ﬂow deﬂected around the silo group m˙def .
α [◦] 0 15 30 45 60 75 90
Dg [m] 28.7 38.4 45.9 50.6 52.3 50.7 46.1
Tvs [s] 3.23 4.18 5.85 6.32 6.93 5.70 5.14
fvs [Hz] 0.31 0.24 0.17 0.16 0.14 0.18 0.20
St [-] 0.28 0.29 0.25 0.25 0.23 0.29 0.29
Table 3.10: Vortex shedding frequencies fvs and Strouhal numbers St for all
diﬀerent angles of incidence α with corresponding projected width of the silo
group Dg.
3.20b), the emerging interstitial ﬂows on the long downstream side of the group
(cylinders 33 to 40) are joined up and dragged downstream without forming
local recirculation zones, due to the proximity of the separated shear layer. In a
similar way, no recirculation zones can be formed on the short downstream side
of the group (cylinders 8, 16, 24, 32 and 40) for the higher angles of incidence
(α = 75◦ and 90◦, ﬁgures 3.20e and 3.20f). For intermediate angles of incidence
(α = 30◦ to 60◦, ﬁgures 3.20c and 3.20d), the free space between the shear layer
and the cylinder group is larger and local recirculation zones can be formed on
both downstream sides of the group, as explained for α = 30◦.
The asymmetry in the number of local recirculation zones formed on the
downstream sides of the group is related to the angle of incidence α and the
side ratio Lg/Wg = 1.6 of the group. This consequently induces asymmetry
of the vortex street in the wake of the group as well, as shown in ﬁgure
3.21. It should be emphasized in this context that this vortex street is
artiﬁcially preserved in the present 2D simulations. First, in more realistic
3D simulations or experiments, the vortex street will break up more quickly
due to the inherently 3D character of turbulence. Second, if a more turbulent
incoming wind ﬂow could have been simulated, the turbulent wind ﬂow passing
around the obstacle would break up the coherent vortex street as well. Further
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Figure 3.20: Instantaneous velocity streamlines and vorticity contours (ﬁlled)
of the ﬂow around the 8 by 5 cylinder group for an angle of incidence (a) α = 0◦
at t = 80.0 s, (b) α = 15◦ at t = 82.5 s, (c) α = 30◦ at t = 77.0 s, (d) α = 60◦
at t = 76.5 s, (e) α = 75◦ at t = 80.5 s, and (f) α = 90◦ at t = 83.5 s.
analysis of aerodynamic forces, etc. will have to show (e.g. in chapter 4) if
the assumptions made in the 2D simulations yield accurate predictions of the
ovalling vibrations of the silos.
The ﬂow pattern around the cylinder group is clearly aﬀected by the geometry
of the group arrangement. Kareem et al. [122] found a similar behaviour for
two closely spaced cylinders in tandem arrangement: the separated shear layers
interact and roll up to form one large vortex, approaching the behaviour of
a single bluﬀ body. In this context, it is interesting to assess the inﬂuence
of porosity and of the rounded corners of the present 8 by 5 cylinder group.
For this purpose, the ﬂow around the cylinder group is confronted with the
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Figure 3.21: Turbulence intensity in the ﬂow around the 8 by 5 cylinder group
for an angle of incidence (a) α = 0◦ at t = 78.5 s and (b) α = 30◦ at t = 77.0 s.
ﬂow around bluﬀ body rectangular prisms at the same Reynolds number.
Unfortunately no experiments are available in the literature for the ﬂow around
a rectangular prism at Reynolds numbers as high as Re ≈ 107. Knisely [128]
performed experiments for a rectangular prism (Lg/Wg = 1.67) in cross-ﬂow,
but at much lower Reynolds number (1.2 × 104 ≤ Re ≤ 2.4 × 104). These
results are compared to the present simulation results (Lg/Wg = 1.6 and
Re = 1.24× 107) in ﬁgure 3.22.
Apart from the slightly diﬀerent side ratio in the present simulations, the
signiﬁcantly lower Strouhal numbers in the experiments of Knisely [128] are
mainly due to the large diﬀerence in Reynolds number. Although for this
reason comparison of both data sets might be considered meaningless, two
interesting discrepancies should be mentioned. First, data on the eﬀects of
rounded corners of the rectangular prisms are somewhat limited and scattered
but the general tendency for the Strouhal number is to increase with increasing
rounding radius [128]. Second, the most pronounced diﬀerence between a bluﬀ
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Figure 3.22: Comparison of Strouhal numbers for the present 8 by 5 silo group
at Re = 1.24× 107 (◦) and a rectangular prism with side ratio Lg/Wg = 1.67
at Re between 1.2 and 2.4× 104 (△) [128] for angles of incidence α between 0◦
and 90◦.
rectangular prism and the present cylinder group is the permeability of the
latter. For a rectangular prism, a sudden fall in the Strouhal number is observed
for very small or high angles of incidence and is interpreted as an indicator of
the reattachment of the separated shear layer [128]. For the permeable cylinder
group, the emerging interstitial ﬂows at the lee side of the group prevent the
shear layer from reattaching which explains the absence of a sharp decrease in
Strouhal number for very small or high angles of incidence. The decrease of
the Strouhal number for intermediate angles of incidence (α = 30◦ to 60◦) in
the present simulations is due to the lower vortex shedding frequency for these
angles. When the projected width of the cylinder group (Dg) is increased, the
distance between the free shear layers increases, resulting in larger shedded
vortices and reduced shedding frequencies.
Wind flow in the interstitial spaces of the group
For the discussion of the wind ﬂow through the interstitial spaces of the
cylinder group, reference is made to the ﬂow through tube arrays. Despite
the geometrical resemblance, the ﬂow through the interstitial spaces of the
present group of cylinders might be fundamentally diﬀerent, however, from that
through tube bundles for two simple but important reasons. Firstly, the ﬂow
through tube bundles is mainly investigated in the literature for heat exchanger-
like geometries, where 100% of the incident ﬂow is forced through the group to
maximize heat transfer. In the case of the present cylinder group, only 10% of
the incident air ﬂow passes through the group, reducing signiﬁcantly the ﬂow
rate in the interstitial spaces. Secondly, the pitch between separate cylinders is
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generally much larger in tube bundles than in this closely spaced silo group. The
ﬂow around the closely spaced cylinders will therefore be much more conﬁned
by the presence of adjacent cylinders leading to quite large aerodynamic forces.
These discrepancies do not rule out, however, that a comparison of ﬂow patterns
might lead to a better understanding of the physics of the ﬂow.
Tube arrays are typically divided in two categories [294]: the in-line category
where cylinders are arranged in square or rectangle arrays and the interstitial
ﬂow is typically straight through the array gaps [268] and the staggered category
where cylinders are arranged in rotated square or triangle arrays and the ﬂow
is forced along wavy paths. For the latter, the near-wakes are cusped in
shape, narrowed in width, and connected to enlarged stagnation regions on
the upstream side of the tubes. Depending on the angle of incidence, the
present silo group could be classiﬁed in either category based on geometry: the
in-line, square conﬁguration applies to the cases with α = 0◦ and 90◦ while for
all other angles of incidence the staggered, rotated square arrangement would
be applicable.
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Figure 3.23: Detail of instantaneous velocity streamlines and vorticity contours
(ﬁlled) for the interstitial space in the 8 by 5 cylinder group for an angle of
incidence (a) α = 0◦ at t = 78.5 s, (b) α = 15◦ at t = 77.0 s, (c) α = 30◦ at
t = 79.0 s, and (d) α = 60◦ at t = 85.0 s.
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Only a few similarities of the interstital ﬂow patterns with the ﬂow through
tube bundles are found as shown in ﬁgure 3.23. The straight ﬂow patterns for
α = 0◦ (ﬁgure 3.23a) and 90◦ are not detected. For in-line tube bundles, the
presence of the subsequent row prevents the transitional eddies to form and roll-
up and the eddies are carried away between the tubes by the jet-like interstitial
ﬂow. If the bodies are too closely packed, however, these eddies partially or
completely disappear in the distorted ﬂow [110]. Instead, the interstitial ﬂow
is not separated from the cylinder wall and follows a wavy path through the
array, deﬂecting the ﬂow up- and downward to the sides of the group. This path
emerges in the shear layer ﬂow shed from the corners of the group following
the shortest path from the high pressures at the upstream side of the group to
the lower pressures at the lee side of the group.
For other angles of incidence, the interstitial ﬂow resembles the wavy interstitial
ﬂow pattern of staggered tube bundles [294]. For α = 30◦ (ﬁgure 3.23c), a
regular wavy pattern between the cylinders with small eddies in the interstitial
spaces is observed. For α = 15◦ (ﬁgure 3.23b), such regular wavy pattern is
not observed at some points in the array: the interstitial ﬂow separates from
the surface of the cylinder and reattaches before leaving the same interstitial
space. For α = 60◦ (ﬁgure 3.23d), this eﬀect is even more pronounced and the
separating interstitial ﬂows result in local vortex shedding in the interstitial
spaces at arbitrary points in the array. These ‘deviating’ interstitial ﬂow
patterns for α = 15◦ and α = 60◦ are due to a ﬂuctuating separation point on
the cylinder surface at these locations in the group.
The presence of these small recirculation zones and vortex shedding patterns
may be directly related to the 2D character of the simulations. Mittal and
Balachandar [170] mention 2D and 3D simulations of the ﬂow past circular
cylinders for a large range of Reynolds numbers (20 < Re < 106), concluding
that some secondary vortices in 2D simulations are absent in 3D simulations
where spanwise velocities are allowed. However, ﬂow visualization for tube
bundles revealed the formation of eddies and possibly vortex shedding in the
interstitial spaces of tube arrays as well [202, 294].
The variation of local velocities in the interstitial ﬂow is closely related to the
dissipation and generation of turbulence in the array. In several experiments
on tube arrays [176, 294], a quick decrease of ambient turbulence intensity
after the ﬁrst row was observed (order of magnitude 20% intensity reduced to
2%) while turbulence was built up in subsequent rows of the array until the
rate of turbulence generation is balanced by the turbulence dissipation [294].
Experiments have also shown that the tighter a bundle gets, the more rapidly
the interstitial ﬂow becomes turbulent and a zone where the ﬂow stabilizes
extends to the last row of the array [268]. Contour lines of the instantaneous
turbulence intensity for the present closely packed group of cylinders (ﬁgure
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Figure 3.24: Contour plot of the turbulence intensity within the cylinder array,
for an angle of incidence α = 30◦ at t = 77.0 s.
3.24) show similar behaviour with a swift introduction of large turbulence
intensities (mean turbulence intensity values as high as 15 to 20%) after the
ﬁrst row of cylinders at the upper and lower edges of the rectangular array,
where the array is ‘shortest’ for the ﬂow to pass.
3.4 Wind flow in 3D simulations
Because of the size and aspect ratio of the dimensions of the silo group, it is
expected that the ﬂow around the entire unit building will be three-dimensional.
Therefore, more realistic 3D simulations are performed that allow to investigate
the 3D nature of the separated ﬂows and assess the validity of the results of
the 2D simulations. In the 3D simulations, two diﬀerent conﬁgurations are
considered, similarly as for the 2D simulations. A ﬁrst conﬁguration is a single
silo, mounted on a small prismatic building while the second one considers the
entire silo group. The single silo model considers veriﬁcation, validation, etc.
in a similar way as in the 2D simulations but will also be used in the next
chapters as a computationally less expensive subproblem that can be used to
test and verify simulation results.
The structure of this section is similar to the one discussing the 2D simulations.
The numerical procedure will ﬁrst be discussed (section 3.4.1), followed by the
description of the computational domain and the applied boundary conditions
(section 3.4.2). Afterwards, the sensitivity of the solution to mesh and time
step reﬁnement is discussed (section 3.4.3). It can already be noted that grid
reﬁnement is even more troublesome in the 3D simulations, not only because
of the higher computational costs but also because of the more complex ﬂow
regime in three dimensions that has to be resolved. For the validation of the 3D
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simulations (section 3.4.4), a wind tunnel experiment was carried out for the
single silo conﬁguration. Because the set-up in the wind tunnel is at much lower
Reynolds number, the simulations are adapted to the wind tunnel experiment
so that a valid comparison is possible. The ﬁnal section is dedicated to the
description of the ﬂow patterns around both the single silo structure and the
silo group (section 3.4.5). Reference is also made to similar problems that have
been elaborated more thoroughly in the literature.
3.4.1 Numerical procedure
It is important that the turbulent structures in the air ﬂow are resolved in
the 3D simulations because these may give rise to important aerodynamic
pressure ﬂuctuations on the silo surfaces. RANS simulations that are typically
used in CWE to study e.g. the mean wind climate in the built environment,
are therefore not suitable. LES simulations could hence be proposed for the
simulation of the 3D wind ﬂow, if it were not for the ﬁne near-wall grid
requirements at high Reynolds numbers in LES. Because an accurate prediction
of the aerodynamic pressures on the silo walls is essential in this study, the grid
requirements for LES would be excessive.
A DES technique is therefore applied in the present simulations with the SST
turbulence model for the RANS part of the solution. More speciﬁcally, the
delayed option is used (DDES, see section 3.1.2) where the near-wall region is
shielded oﬀ to ensure that it is calculated in RANS mode. The applied shielding
functions are taken identical to the blending functions of the SST model, as
proposed by Menter and Kuntz [165].
The discretized equations are solved with a second order interpolation of the
pressures and second order upwind interpolation schemes for the momentum.
For the transport equations of turbulent kinetic energy k and speciﬁc
dissipation rate ω in the RANS part, a second order upwind scheme is applied as
well. A bounded central diﬀerencing method is used for the time discretization,
as is customary for LES and DES methods. The SIMPLE algorithm [194]
is used for the pressure-velocity coupling between the momentum and the
continuity equations. Similarly as for the 2D simulations, the iterative process
in every time step is truncated when the normalized residuals are all below
10−5. No issues with convergence stall were encountered in the simulations
using this criterion.
The software package Ansys Fluent 14.0 [2] is used for the 3D simulations.
Time frames of 60 s have been simulated for all conﬁgurations. After clipping
of the ﬁrst 20 s to neglect transitional eﬀects, a time frame of 40 s in the
stationary regime can be used to calculate time averaged and RMS values
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of ﬂow parameters in the 3D simulations, unless otherwise stated in the text.
Obviously, time averaging intervals of only 40 s are fairly short for applications
in wind engineering (cfr. time scales mentioned in section 2.1.2) but are limited
by the high computational costs, which will be exempliﬁed in section 3.4.3.
3.4.2 Computational domain & boundary conditions
Several best practice guidelines are available in the literature for the CFD
simulation of wind ﬂows in urban environments, e.g. the AIJ-guidelines [7,
253] and the COST-guidelines [6, 39]. Not only the size of the computational
domain, but also the choice of appropriate boundary conditions, mesh and
time step requirements as well as the choice of convergence criteria for iterative
processes are discussed in these documents. In the COST guidelines [6] e.g.,
it is recommended that the residuals in the CFD solver, should be reduced by
at least four orders of magnitude. The proposed limit of 10−5 for the present
simulations therefore is justiﬁed.
Obviously, the size of the computational domain largely depends on the size
of the zone of interest but also on the applied boundary conditions. These
boundaries should be suﬃciently far from the zone of interest in the centre of
the domain where the silo group is located to avoid interference. For single
buildings with a height H , the computational domain should extend to at
least 5H above the roof of the building [6, 7]. The distance to the lateral
boundaries is often based on the requirements in wind tunnel experiments to
reduce blockage eﬀects. The ratio of the building cross section to the domain
section perpendicular to the incident ﬂow e.g. has to be smaller than 3% in wind
tunnel tests. Much larger lateral distances, up to 5H are typically used however
[6]. Obviously, for buildings with larger lateral than vertical dimensions, the
extension of the computational domain has to be modiﬁed [31]. Diﬀerent rules
of thumb can be found in the literature for the extension of the computational
domain in the streamwise direction. These guidelines are sometimes even based
on case dependent blockage or building type [210]. The AIJ guidelines prescribe
a constant upstream distance of at least 5H to the inlet and 10H to the outlet
of the domain. As shown in ﬁgure 3.25, slightly larger values of 6H and 11H
are used, resulting in a blocking ratio of 1.7%, well below the prescriptions from
wind tunnel experiments.
The choice of the boundary conditions is crucial for the correct simulation
of atmospheric wind ﬂow. The top boundary condition e.g. has to sustain
the equilibrium ABL proﬁles. Several options are available to ensure this
condition, e.g. imposing a constant shear stress [206] or prescribing velocities
and turbulence parameters at a speciﬁed height [29]. In the present simulations,
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Figure 3.25: Dimensions of the 3D computational domain and global coordinate
system, with origin at the bottom of the domain at the centre of the structure.
symmetry boundary conditions are applied at the top boundary. These enforce
parallel ﬂow to the boundary but also impose zero normal derivatives of all
ﬂow variables, which is not always true in a fully develloped ABL. The use of
symmetry boundary conditions at the top is therefore an approximation but
can be readily used as long as the top boundary is suﬃciently far from the
region of interest [6]. The lateral boundaries are at the same distance from
the zone of interest as the top boundary and symmetry boundary conditions
are applied as well. At the outﬂow boundary, a pressure outlet is modelled
with constant pressure. The walls of the building and the silo structures are
modelled as no-slip walls.
The inﬂow and rough wall boundary conditions at ground level have an
important impact on the preservation of the homogeneity of the ABL ﬂow, as
discussed in section 3.1.4. At the inﬂow boundary of the present simulations,
a velocity inlet is deﬁned and a spectral synthesizer method is used to model
the ﬂuctuating velocity at the inlet (section 3.1.4). The spectral synthesizer
method proposed by Smirnov et al. [231] is used as implemented in Ansys
Fluent [2].
Realistic proﬁles for the streamwise mean wind velocity in the ABL u(z)
and turbulence parameters k(z) and ω(z), are based on the power law
recommendations in the AIJ guidelines [253], introduced in section 2.1.3. For
the wind speed proﬁle, as given in equation (2.15), the reference wind speed
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is taken equal to that applied in the 2D simulations: uref = 31.8m/s at a
reference height zref = 30m. The turbulent kinetic energy k(z) is deﬁned
according to the relation in equation (3.11) with ψ = 3/2, u(z) is deﬁned as
described above and the turbulence intensity proﬁle Iu(z) is deﬁned according
to equation (2.18). The exponent β = 0.14 and gradient height zG = 350m
in this formula are determined for terrain category 2 (open country) in the
AIJ guidelines [253]. An expression for the turbulence dissipation ε(z) can be
derived by substitution of equation (3.9) into (3.10):
ε(z) =
C
3/4
µ k(z)3/2
κ(z + z0)
, (3.15)
so that an ABL inlet proﬁle for the the speciﬁc dissipation ω(z) can be easily
derived from the relation ω(z) = ε(z)/Cµk(z):
ω(z) =
√
k(z)
C
1/4
µ κ(z + z0)
. (3.16)
The applied aerodynamic roughness length z0 = 0.1m coincides with rough
open terrains in the updated Davenport roughness classiﬁcation, in line with
the applied AIJ terrain category II (open country).
Although these inlet proﬁles of mean wind speed and turbulence quantities
can be considered as fully developed equilibrium proﬁles, the horizontal
homogeneity of the ABL ﬂow in the upstream part of computational domains
is seldomly assured. As discussed in section 3.1.4, this is attributed to an
incompatibility of the inlet proﬁles with the applied wall functions at the ground
surface of the computational domain. In the present simulations, standard
wall functions based on sand grain roughness are applied at the ground surface.
As a result, it is impossible to satisfy all requirements for the simulation of
a horizontally homogeneous ABL ﬂow: without custom wall functions it is
impossible in Ansys Fluent [2] to satisfy all requirements posed by Blocken
et al. [33]. To verify if this inaccuracy is important for the present simulations,
ﬁgure 3.26 shows vertical proﬁles of mean along-wind velocity u(z) at diﬀerent
locations in the computational domain (lines ℓ1 and ℓ2 in ﬁgure 3.25). The
proﬁles shown in ﬁgure 3.26 are for a single silo conﬁguration in ABL ﬂow,
but identical results are found in simulations of the wind ﬂow around the
entire group of silos. It should be mentioned that the ﬂuctuations of the
mean wind velocities at greater height in this ﬁgure are due to the limited
time frame of 40 s that is used for averaging in these simulations (cfr. section
3.4.1). Disregarding these ﬂuctuations, it is observed that the mean velocity
proﬁles are indeed modiﬁed near the ground level of the computational domain
because the velocity proﬁle gradually adapts to the ‘altered’ surface roughness
properties. Note that this can be systematically observed on line ℓ2 in the far
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Figure 3.26: Vertical proﬁles of the mean along-wind velocity u(z) averaged on
a time frame of 40 s as the wind advances in the computational domain. The
proﬁles are shown on a line in the axis of the structure (full lines, y = 0m, ℓ1
in ﬁgure 3.25) and on a parallel line in the far ﬁeld (dashed lines, y = 200m, ℓ2
in ﬁgure 3.25) and are compared to the proﬁle applied at the inlet (bold light
grey lines).
ﬁeld. The alteration at greater heights for the vertical proﬁle in front of the
silo structure (ℓ1 at x = −25m) is due to the vicinity of the silo obstacle and
should therefore be left out of consideration. The near-wall inaccuracy in the
mean velocity ﬁeld is however of no further consequence for the present study
since it does not signiﬁcantly inﬂuence the mean ﬂow pattern at the height of
the silo shells. The ﬂow around the prismatic building below the silos may be
slightly compromised by the inaccurate near-ground ﬂow ﬁeld, but this is of
little consequence for the silo structures.
Because the turbulent ﬂuctuations in the wind ﬂow are at least equally
important to predict the aerodynamic surface pressures on the silo shell, similar
ﬁgures are made for the turbulent kinetic energy k(z) and speciﬁc dissipation
rate ω(z). For the turbulent kinetic energy in ﬁgure 3.27, distinction is made
between the part of the turbulent kinetic energy resolved by the LES part of
the DDES simulation on the one hand, denoted kres(z) and calculated using
equation (3.4), and the turbulent kinetic energy modelled in the RANS part of
the simulation kmod(z) on the other hand. A substantial decrease of turbulent
kinetic energy can be observed as the wind ﬂow advances in the computational
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Figure 3.27: Vertical proﬁles of the resolved turbulent kinetic energy kres(z)
(black lines) and modelled turbulent kinetic energy kmod(z) (grey) averaged on
a time frame of 40 s and on (a) a line in the axis of the structure (y = 0m, ℓ1
in ﬁgure 3.25) and (b) on a parallel line in the far ﬁeld (y = 200m, ℓ2 in ﬁgure
3.25). The proﬁles are shown at four locations (cfr. ﬁgure 3.25): x = −250m
(dashed lines), x = −175m (dash-dotted lines), x = −100m (dotted lines),
x = −25m (full lines) and compared with the turbulent kinetic energy applied
at the inlet (bold light grey line).
domain. Although the turbulent ﬂuctuations seem to be reasonably well
generated at the inlet of the domain, they rapidly disappear from the ﬂow
ﬁeld. Note that the peak value in the turbulent kinetic energy applied at the
inlet near the surface level is also observed in reality [74, 99]. It can also be
observed that the modelled kinetic energy kmod(z) is negligibly small in the far
ﬁeld, indicating that the ﬂow in the far ﬁeld is mainly calculated in LES mode.
The situation for the speciﬁc dissipation rate in ﬁgure 3.28 is diﬀerent but in
agreement with the observations for the turbulent kinetic energy. The speciﬁc
dissipation is overestimated everywhere, although dissipation seems to decrease
as the ﬂow develops in the domain. This indicates that turbulence is mainly
dissipated near the entrance of the domain, decreasing the kinetic energy in
the ﬂow.
As is customary in CWE, it is instructive to consider the turbulence spectrum at
several locations in the computational domain as this approach allows to assess
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Figure 3.28: Vertical proﬁles of the speciﬁc dissipation rate ω(z) averaged on
a time frame of 40 s and on (a) a line in the axis of the structure (y = 0m, ℓ1
in ﬁgure 3.25) and (b) on a parallel line in the far ﬁeld (y = 200m, ℓ2 in ﬁgure
3.25). The proﬁles are shown at four locations (cfr. ﬁgure 3.25): x = −250m
(dashed lines), x = −175m (dash-dotted lines), x = −100m (dotted lines),
x = −25m (full lines) and compared with the speciﬁc dissipation rate applied
at the inlet (bold light grey line).
the energy content of the turbulence in the wind ﬂow ﬁeld. The spectra are
determined for the along-wind velocity ﬂuctuations according to the deﬁnitions
in section 2.1.4 and are shown in ﬁgure 3.29 for the ﬂow around a single silo
structure. The power spectral density is estimated using Welch’s method [275].
In this method, the time signal of along-wind velocity is split into overlapping
segments for which modiﬁed periodograms are determined. In this case, eight
equally sized segments were used with 50% overlap and a Hamming window
with the same length is applied [100]. Afterwards, the periodograms are
averaged to determine an estimate of the power spectral density. Note that
a longer time interval of 100 s was simulated for this conﬁguration in order
to capture the lower frequencies, albeit with low accuracy for the very lowest
values.
Upstream of the silo structure (ﬁgure 3.29a), it can be observed that mainly the
low frequency, large turbulent structures are captured in the simulations. The
inertial subrange that should follow a linear f−5/3 trend in the logarithmic
spectral plots according to Kolmogorov (see section 2.1.4) is not clearly
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Figure 3.29: Turbulence spectra for the along-wind velocity ﬂuctuations at a
height of z = 30m and in line with the axis of the silo structure for points (a)
upstream of the structure (x = −8D in black and x = −4D in grey with D the
diameter of the silo structure) and (b) in the wake of the structure (x = 2D
in grey and x = 6D in black). The inertial f−5/3 region trend according to
Kolmogorov is indicated in light grey.
observed. This can be explained by the applied spectral synthesizer method
at the inlet of the domain. The spectral synthesizer method by Smirnov et al.
[231] as implemented in Ansys Fluent [2] is based on a Gaussian turbulence
spectrum. Such spectra typically do not account for the energy content of the
inertial subrange [109]. Furthermore, due to the spatial ﬁltering of LES, a cut-
oﬀ corresponding to the grid size is also typically observed in the turbulence
spectrum [148, 167]. In the present simulations, however, the grid size is
not uniform in the entire computational domain (cfr. section 3.4.3). It is
therefore diﬃcult to discern a single cut-oﬀ frequency but the energy spectrum
is nevertheless degraded, over a range of higher frequencies. In the wake of
the silo structure, the turbulence spectrum has changed signiﬁcantly. Higher
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frequency turbulent ﬂuctuations are clearly present in the ﬂow, following the
inertial f−5/3 region according to Kolmogorov reasonably well until a drop at
about 4Hz, attributed to the ﬁltering operation in the LES part of the solution.
Based on the turbulence spectra of the wind ﬂow and the proﬁles of turbulent
kinetic energy and speciﬁc dissipation rate, it can be concluded that although
turbulent energy is clearly dissipated in the upstream part of the domain, the
largest turbulent structures are still present in the ﬂow. According to Shah and
Ferziger [224], capturing these largest turbulent structures in the ﬂow suﬃces
for a reasonable prediction of surface pressures on a building. It furthermore
has to be taken into account that the spectral synthesizer does not capture the
inertial subrange accurately, due to a ﬁt to a Gaussian spectrum instead of e.g.
the Kaimal or von Kármán wind spectrum [109]. This explains the decay for
turbulent scales in the inertial subrange in the power spectra.
Based on the literature, the lack of ﬂuctuations in the inertial subrange in
the oncoming wind ﬂow may prove inconsequential. First, it must be noted
that capturing the spectra right is not a guarantee for good surface pressure
predictions. Lim et al. [148] conclude that although their LES simulations
of the wind ﬂow around a square cube were capturing at least one decade in
the inertial subrange, there were still some diﬃculties to accurately predict
the point of reattachment on the top of the cube. They furthermore report
20% to 30% underprediction of the vertical and spanwise turbulence levels and
an overprediction of mean velocities near the ground level in comparison with
wind tunnel experiments. They blame the inaccuracies on unappropriate wall
functions and grid resolution problems. The latter will be discussed in the next
section.
3.4.3 Discretization sensitivity analysis
Similarly as for the 2D simulations, spatial and temporal grid reﬁnement have
to be checked for the 3D simulations to ascertain that the obtained solutions
are independent of discretization cut-oﬀs. However, for the 3D simulations, this
will be done more pragmatically because of the size of the numerical problems
that have to be solved.
In table 3.11, three levels of grid reﬁnement for the 3D simulations are compared
to the mesh size of the corresponding 2D simulations for both the single silo and
the entire silogroup at α = 30◦. It is obvious that given the increase in grid size,
the computational eﬀorts for the 3D simulations also increase signiﬁcantly. To
calculate 40 s of wind ﬂow in the 3D simulation for a single silo, it takes about
40, 72 and 111 hours of computing time for the coarse, medium and ﬁne meshes
respectively on 64 parallel processors, i.e. half of the processors of four quad-
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socket octa-core AMD Magny-Cours nodes (Opteron 6136) at 2.4GHz with
full use of the working memory of all nodes, i.e. 64GB RAM per node. For
the 3D simulation of the wind ﬂow around the entire silo group on the coarse
and medium grids, respectively 280 and 450 hours are required to simulate the
same time frame of 40 s on the same 64 parallel processors.
In view of the objectives of the present investigation, this inevitably implies
that compromises between accuracy and required computational eﬀort will
have to be made, especially for the WSI simulations in chapter 5. It is
therefore important to assess discretization errors and take them into account
for the interpretation of simulation results rather than pursuing extreme grid
reﬁnements to obtain a completely grid-independent solution.
2D Ncirc Ndom 3D Ncirc Ndom
Single silo 276 162 556 coarse mesh 64 1 573 872
medium mesh 80 4 552 486
ﬁne mesh 112 8 233 532
Silogroup 276 474 437 coarse mesh 64 8 276 472
medium mesh 80 17 066 268
ﬁne mesh 112 52 645 600
Table 3.11: Comparison of mesh size for the single silo and the entire silo group
in 2D and 3D simulations. For the 2D simulations, only the number of cells
Ndom of the ﬁnal grid that was used in the simulations is given while for the
3D simulations 3 stages of grid reﬁnement are mentioned with respectively the
number of cells on the circumference of the silo surface Ncirc and the total
number of cells in the computational domain Ndom.
Grid refinement
For the generation of the computational grid, the domain is divided in four
zones, as shown in ﬁgure 3.30 for the case of a single silo. Zone 1 is located close
to the silo structure where the mesh is most reﬁned. A body-ﬁtted orthogonal
mesh of hexahedrons is used near the walls of the silo and of the supporting
building. The conical top is discretized by a hybrid mesh of rectangular cells
near the sides and triangular cells in the middle to accomodate the meshing.
To mesh the volume above the structure, wedge and hexahedron cells are used
since these are preferred over e.g. tetahedrons in CWE simulations for numerical
stability [39]. In zone 2, the volume mesh slightly expands to allow the very ﬁne
near-wall grid to expand in the lateral directions when moving upwards in the
mesh. The same applies for zone 3, where the mesh is allowed to expand when
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Figure 3.30: Geometry of the 3D computational domain for the single silo case
with indications for mesh reﬁnement (zones 1 to 4 are shaded from dark grey
to white). Dimensions and grid divisions are exaggerated and not to scale.
moving to the lateral and streamwise boundaries of the computational domain.
The grid stretching in all directions is very limited and well below the value of
1.3 as prescribed in the COST-guidelines [6]. The grid surrounding the central
region is further expanded sideways in the vertical direction so that the mesh
evolves gradually to a more or less uniformly spaced grid on the boundaries of
the domain.
The computational grid design is similar for diﬀerent angles of incidence. Zone
1 is rotated over an angle α and the adjacent zones automatically adapt to
the new conﬁguration, allowing to generate grids with reasonable ease. In the
present simulations the single silo is simulated at an angle of incidence α = 45◦
to the wind ﬂow for symmetry reasons. A detail of the computational mesh
(coarse grid) for the single silo is shown in ﬁgure 3.31. The entire silo group
will be considered at an angle α = 30◦ because this corresponds to the wind
direction when the ovalling vibrations of the silos in Antwerp were observed.
As mentioned in table 3.11, three diﬀerent mesh reﬁnements are considered for
both the single silo case and for the entire silo group. These three reﬁnements
basically diﬀer in the number of cells on the circumference of the silo structures
(Ncirc in table 3.11): 64, 80 and 112 respectively for the three meshes. Based on
the total size of the mesh, it is practically unfeasable to consider the ﬁnest mesh
for the entire silo group, certainly in light of the WSI simulations discussed in
chapter 5. All other grid sizes, three for the single silo and two for the group,
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Figure 3.31: Detail of the mesh for 3D DDES of a single silo structure with the
wind at an angle of incidence α = 45◦.
are compared on grounds similar to those for the 2D simulations. Again, since
the near-wall regions are calculated in RANS mode, the a posteriori check of
the maximal y+-values is important. Nevertheless, an extensive study such as
the one performed for the 2D simulations is excessive from a practical point
of view and the emphasis is on the capability of the grid to capture important
physical phenomena such as shear layers with suﬃcient accuracy, as proposed
in the COST-guidelines [6, 39].
The results for the mean and RMS values of the drag coeﬃcients in x- and y-
directions for the single silo conﬁguration are summarized in table 3.12. As
mentioned in section 3.4.1, a time frame of 40 s is used to calculate time
averaged and RMS values of ﬂow parameters in the 3D simulations. Large
variability can be observed in the drag coeﬃcients for the diﬀerent mesh
reﬁnements. This discrepancy is due to diﬀerent predictions of the separation
point on the silo surface for the diﬀerent grids. The largest diﬀerences are
therefore observed for the mean drag coeﬃcient in the x-direction Cdx. The
poor prediction of the separation point is related to the y+-values observed
on the silo surfaces. The diﬃculty in these simulations is that the y+-values
show a large spatial variability on the silo surface, with peaks up to 800 in the
region of separation in the case of the medium mesh and moderate values in the
wake zone of the silo. The same is observed for other levels of grid reﬁnement
illustrating that local peaks of y+-values are practically inevitable.
Furthermore, it should be underlined that the wall function approach deployed
for the near-wall ﬂows in the DDES simulations is known to have diﬃculties
with the accurate prediction of separation points (cfr. section 3.1.2). One could
therefore claim that DES simulations are unsuitable for the present purposes
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but it has to be emphasized that LES or DES with boundary layer grids up
to y+ ≈ 1 in the wall-adjacent cells is practically impossible at the presently
considered high Reynolds number. It should also be noted that several wind
ﬂow studies using LES at moderate Reynolds numbers also had diﬃculties
in capturing ‘diﬃcult’ ﬂow phenomena such as separation and reattachment
[148, 224]. By taking into consideration the deﬁciency of the numerical model
in these regions, valuable conclusions can still be made, however. It should
also be noted that the deviating behaviour of the interstitial ﬂows for angles of
incidence α = 15◦ and 60◦ in the 2D simulations were linked to a diﬃculty in
predicting the separation point at certain cylinders in the group as well.
When considering the large variability in the prediction of the separation point,
it ﬁnally has to be acknowledged that this problem of separated ﬂow around a
circular cylindrical structure is a very diﬃcult problem in CFD. For this reason,
a wind tunnel experiment has been set up to validate the numerical results for
the ﬂow around a single silo. The validation procedure is discussed in section
3.4.4.
Cdx C
RMS
dx Cdy C
RMS
dy
Coarse mesh 0.426 0.021 0.025 0.061
Medium mesh 0.359 0.018 0.018 0.052
Fine mesh 0.302 0.017 -0.005 0.027
Table 3.12: Mean value and root mean square value of drag coeﬃcients Cdx
and Cdy for the single silo with wind ﬂow at an angle of incidence α = 45◦ and
for diﬀerent mesh reﬁnements.
The same procedure of grid reﬁnement is followed for the silo group
conﬁguration. The longitudinal and lateral drag coeﬃcients are summarized
in table 3.13 for a selection of silos in the group. Figures 3.32 and 3.33
furthermore show the time history of respectively Cdx and Cdy for the corner
silos of the group. By confronting the time history of the drag coeﬃcients
in the 3D simulations with those from the 2D simulations (ﬁgures 3.12 and
3.13), it is immediately observed that the 3D eﬀects are signiﬁcant. The
ﬂuctuations of the drag coeﬃcients are not only smaller but also more ‘random’
and marked periodicities are missing as well. This discrepancy is attributed
to the artiﬁcially preserved vortex street in the 2D simulations, as discussed
in section 3.3.5, that is not found in the 3D simulations. Nonetheless, several
similar tendencies are observed in the results as well. The cylinders at the front
of the silo group are subject to larger drag coeﬃcients than a silo in the centre
of the group. Silos 1, 9, 17, 25 and 33 have the largest area exposed directly
to the incoming ﬂow, resulting in the highest drag coeﬃents Cdx. A major
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diﬀerence between 2D and 3D drag coeﬃcients is that larger force ﬂuctuations
are observed in the 2D simulations at the lee side of the group. In the 2D
simulations, the largest ﬂuctuating drag forces are observed on the transverse
corners silos (8 and 33) and their neighbours.
From the results in table 3.13 it is clear that the drag coeﬃcients predicted
on both meshes are in reasonably good agreement for the majority of the silos.
Although the separation of the ﬂow is much more geometrically set for the entire
silo group, diﬃculties are mainly observed for the transverse corner silos (8 and
33) and for some of the upwind silos in the ﬁrst row of the group. Similarly
as for the single 3D silo, this deﬁciency is mainly due to bad predictions of
the separation points which is related to locally very high y+-values in the
regions of separation. At the lee side of the silo group by contrast, y+-values
are moderate and better agreement is generally found between the two mesh
reﬁnements.
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Figure 3.32: Time history of drag coeﬃcient Cdx for the corner silos of the silo
group (silo 1 - dashed black line; silo 8 - solid black line; silo 33 - dashed grey
line; silo 40 - solid grey line) with wind ﬂow at an angle of incidence α = 30◦
and for diﬀerent mesh reﬁnements: (a) coarse mesh and (b) medium mesh.
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Figure 3.33: Time history of drag coeﬃcient Cdy for the corner silos of the silo
group (silo 1 - dashed black line; silo 8 - solid black line; silo 33 - dashed grey
line; silo 40 - solid grey line) with wind ﬂow at an angle of incidence α = 30◦
and for diﬀerent mesh reﬁnements: (a) coarse mesh and (b) medium mesh.
Based on these results, it has to be concluded that a mesh without any
deﬁciencies that would yield accurate results within a reasonable computation
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Coarse mesh Medium mesh
Cdx C
RMS
dx Cdy C
RMS
dy Cdx C
RMS
dx Cdy C
RMS
dy
Silo 1 0.841 0.045 -0.253 0.022 0.781 0.043 -0.268 0.022
Silo 5 0.221 0.048 0.199 0.045 0.233 0.057 0.192 0.043
Silo 8 0.409 0.121 -0.094 0.154 0.361 0.128 -0.269 0.195
Silo 17 0.757 0.053 -0.381 0.031 0.798 0.057 -0.411 0.045
Silo 25 0.704 0.055 -0.269 0.043 0.748 0.061 -0.281 0.050
Silo 30 0.036 0.030 0.037 0.017 0.038 0.031 0.043 0.024
Silo 33 0.254 0.114 0.175 0.166 0.403 0.072 0.059 0.096
Silo 38 0.069 0.035 0.066 0.028 0.043 0.034 0.064 0.033
Silo 40 0.050 0.046 0.152 0.061 0.042 0.048 0.104 0.066
Table 3.13: Mean value and root mean square value of drag coeﬃcients Cdx
and Cdy for a selection of silos of the 8 by 5 silo group with wind ﬂow at an
angle of incidence α = 30◦ and for diﬀerent mesh reﬁnements. The silos on the
corners of the group are highlighted in the table.
time cannot be generated. The observation that the prediction of the separation
point is very sensitive to mesh reﬁnement, especially for a single silo structure
and for the silos at the transverse corners of the silo group, is important and
is taken into account for the remainder of the study.
Time step refinement
To assess the inﬂuence of the time step on the accuracy of the simulations, a
systematic reduction (or increase) of the time step should be made and the
simulation should be repeated similarly as for the 2D simulations. However, to
limit computational eﬀorts, the time step has been veriﬁed only for the single
silo conﬁguration. The results of the time step reﬁnement on the ﬁne spatial
grid for the single silo are summarized for two parameters in table 3.14. From
these results it is concluded that a time step ∆t = 0.005 s would be suﬃcient
for the single silo simulations.
Although no explicit veriﬁcation for the entire silo group was done, it can
be reasoned that all physical ﬂow phenomena for the silo group that have
larger length scales and hence lower frequency content can be captured by this
time step. The COST guidelines [6, 39] instruct that the choice of the time
step should be motivated by the relevant frequencies in the ﬂow: the highest
frequency that has to be considered should be resolved with at least 10 to 20
timesteps. When a timestep of 0.005 s is used, this means that frequencies
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of 10Hz are still accurately resolved. In view of the low natural frequencies
of structures and the low-frequency content of the wind ﬂow (cfr. consistent
vortex shedding in the 2D simulations was only at about 0.2Hz) this should be
suﬃciently accurate.
∆t 0.01 s 0.005 s 0.0025 s 0.000125 s
CRMSdx 0.022 0.016 0.016 0.016
∆Cdy 0.104 0.085 0.082 0.082
Table 3.14: Root mean square value of drag coeﬃcient Cdy and amplitude
∆Cdy = Cmaxdy − Cmindy for the 3D single silo (ﬁne mesh) and for diﬀerent time
steps.
3.4.4 Validation of simulation results
Apart from the veriﬁcation of the grid independence of the numerical results,
it is also very important that the simulation results are validated with
experimental data or full scale measurements. Because of the high Reynolds
number and the particular geometry of the silo group, no such data are available
in the literature. A wind tunnel experiment has therefore been set up for the
single silo conﬁguration.
The experimental validation is primarily aimed at a comparison of the
aerodynamic pressure distribution on the silo surface. Pressures on the square
prismatic building below the silo stucture and other parameters of interest are
not considered. Nevertheless, also a qualitative comparison of the simulated
wind ﬂow patterns with typical ﬂows around similar surface-mounted structures
is instructive.
In the following, details on the wind tunnel conﬁguration are given ﬁrst and
the set-up of matching wind tunnel experiments and numerical simulations is
discussed afterwards. Finally, pressure distributions along the height of the
cylindrical silo structure are compared and the ﬂow pattern is discussed and
related to qualitatively similar ﬂow ﬁelds in the literature.
Experimental apparatus and techniques
The experiments were carried out in the Fluid Mechanics Laboratory of the
Department of Mechanical Engineering at the Vrije Universiteit Brussel (VUB),
using the wind tunnel 1 facility. This open circuit wind tunnel is mainly
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designed for civil engineering applications and the relatively high testing
chamber (2m wide, 1m high and 12m long) allows conducting measurements
with diﬀerent geometries. The dimensions of the scaled model are calculated
by optimizing the cross section area of the model inside the wind tunnel. This
leads to a compromise between blockage eﬀect reduction and Reynolds number
increase. The resulting scale factor is 1:50 and the model geometry is rotated
45◦ with respect to the ﬂow direction, similarly as in the CFD simulations of
the single silo. No roughness elements were placed in the wind tunnel section
to simulate a natural boundary layer.
The scaled model consists of two diﬀerent compartments: the building part
where no probes are installed (wooden box), and a cylindrical PVC tube
including the pressure sensor system (ﬁgure 3.34a). The free end of the PVC
tube is ﬁnished with a conical PVC top to match the silo geometry. The
measurement points in the cylindrical part are distributed uniformly along
the height of the tube (ﬁgure 3.35). At each point, a pressure tap (metallic
needle) is installed through the tube shell in order to capture the (unsteady)
static pressure on its surface (ﬁgure 3.34b). The installation of these pressure
taps is particularly critical. The silo surface should have the smallest possible
discontinuities and the needles need to be installed perpendicular to the surface
to minimize the eﬀect of dynamic pressure contribution.
A Scanivalve pressure measurement device [4] is installed in the wooden box
below the PVC tube and is connected to all pressure taps via ﬂexible tubes.
A 64-channel valveless piezoelectric device is used for this set of experiments
that allows to measure frequencies up to 2 kHz. A set of 24 pressure taps is
installed, aligned and equally distributed along the vertical axis of the cylinder
(ﬁgure 3.34). The cylindrical tube is installed in such a way that the complete
pressure distribution on the surface can be measured by rotating the entire
cylinder around its axis of symmetry in 16 rotational steps (22.5◦). The mean
and RMS data presented here have hence been post-processed and are not
measured simultaneously in all measuring points.
The experiments are carried out in the ambient conditions of the lab. The
Scanivalve device measures the diﬀerential pressure with respect to a reference
point. In this case, the static pressure is measured in a reference point situated
1m upstream of the model at the bottom of the wind tunnel test section (ﬁgure
3.35). Air humidity and temperature are neglected during the measurements.
Experimental and numerical set-up
For a good comparison of experimental and numerical results, the wind tunnel
ﬂow should have similar characteristics as the numerically simulated natural
WIND FLOW IN 3D SIMULATIONS 109
(a) (b)
Figure 3.34: Set up of the wind tunnel experiments: (a) downstream view of
the scale model of the silo structure in the wind tunnel and (b) pressure tabs
installed in the interior of the PVC tube.
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Figure 3.35: Schematic representation of wind tunnel test section.
wind around the structure. For obvious reasons of economy and convenience,
reduced geometric scales are typically used in wind tunnel experiments thus
introducing the question of physical similitude. A set of dimensionless numbers
and/or similarity criteria are then introduced by the scaling operation and have
to be applied to both ﬂow and structure. Numerous works have been published
describing these similarity requirements, e.g. [229]. The problem with such
similarity studies is that certain criteria can never be satisﬁed for realistic test
conditions.
To avoid diﬃculties in the present work to achieve similarity between wind
tunnel ﬂow and real atmospheric ﬂow, the same scale has been adopted in
experiments and simulations. For the wind tunnel experiment, a model was
constructed corresponding to the geometry of the single silo. The size of this
model has to be small enough in order to ﬁt in the wind tunnel section and
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large enough so that it can be instrumented with the pressure tabs. The
numerical simulations were scaled down to the exact size of the wind tunnel
experiment (i.e. scaling of 1:50). Due to the vicinity of the top wall of the
wind tunnel (ﬁgure 3.35), blockage eﬀects are to be expected in the pressure
measurements in the upper part of the silo structure. Therefore, two diﬀerent
simulations are performed. In the ﬁrst simulation, the roof of the wind
tunnel is explicitly modelled (cfr. ﬁgure 3.35). This simulation is referred
to as WR (windtunnel roof) in the following. In the second simulation, the
distance to the top boundary is 6 times the height of the silo model, similar
to the original computational domain used for the full scale simulations (cfr.
ﬁgure 3.25). This simulation is referred to as WF (windtunnel with free top
boundary) and allows to investigate the eﬀect of the free end on the pressure
distribution of a free-standing silo structure. The lateral boundaries in both
WF and WR simulations are at the same distance as deﬁned in ﬁgure 3.25.
The computational grid is identical to the ﬁne mesh described in section 3.4.3
but is scaled down to the dimensions shown in ﬁgure 3.35.
The highest wind velocity that can be achieved in the wind tunnel is 10m/s.
The mean velocity proﬁle in the wind tunnel section, with boundary layers at
the ground level and the top level as depicted in ﬁgure 3.35, was measured in an
empty wind tunnel experiment prior to the pressure measurements. A proﬁle
ﬁtted to these data was applied at the inlet of the computational domain. For
the WF simulation where the top boundary is located much higher than the
roof of the wind tunnel, only the boundary layer at ground level was taken into
account.
The resulting Reynolds number in the wind tunnel, Re = 7.8×104, categorizes
the wind ﬂow in the subcritical ﬂow regime (transition in the shear layer) as
opposed to the post-critical regime (fully turbulent shear layer and wake) in
the full scale simulations at higher wind velocities and Re ≈ 1.0×107 [229, 293].
This should be taken into account for the interpretation of the simulation results
because diﬀerent physical phenomena can be expected in the transitional and
post-critical regime, especially in the behaviour of the attached shear layer.
In addition, it should be remembered that Reynolds number deﬁciencies can
have signiﬁcant eﬀects for bodies with curved surfaces, where ﬂow separation
is not geometrically determined and hence highly dependent on the Reynolds
number.
Comparison of experimental and numerical results
While the emphasis in this comparative study is on the prediction of the
pressure distribution on the silo surface, it is instructive to ﬁrst study the
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ﬂow pattern around the structure. A concise comparison of the simulated wind
ﬂow in the WR and WF simulations is therefore described in the following. A
snapshot of the ﬂow pattern is visualized in ﬁgures 3.36 and 3.37 for the WR
simulation and in ﬁgures 3.38 and 3.39 for the WF simulation. Pathlines are
shown to illustrate the chaotic, turbulent character of wind ﬂow in the wake
of the structure. Although these pathlines are only a random indication of
the ﬂow at a speciﬁc moment in time, they can be considered qualitatively
representative for the overall ﬂow pattern around the silo structure. To verify
this, a quantitative comparison of mean and RMS values of surface pressures
is discussed afterwards.
It is furthermore interesting to compare the simulated ﬂow pattern with
that around similar surface-mounted bluﬀ bodies in cross-ﬂow. The present
geometry can be considered as the combination of two diﬀerent types of bluﬀ
bodies: a cylinder is placed on top of a square prism. A reasonable amount
of literature can be found where the ﬂow around cantilevered cylinders [13,
192, 193] and prismatic obstacles [84, 157, 249] is investigated experimentally.
These investigations are typically based on wind tunnel experiments for which
the Reynolds numbers are in the same order of magnitude as in the present
conﬁguration (104 − 105). Because of the highly 3D nature of the present
ﬂow, diﬀerent ﬂow patterns coexist over diﬀerent spanwise positions of the silo
structure. For this purpose the streamlines, released from a vertical plane and
projected in the same plane are shown in ﬁgures 3.36 and 3.38. The same is
done for ﬁve horizontal planes across the height of the silo structure in ﬁgures
3.37 and 3.39.
At the base of the silo structure, the wind ﬂow is forced around the square
prismatic building which is rotated at an angle of 45◦ with respect to the
incident wind ﬂow. As observed in the literature [13], upstream of an
isolated surface-mounted structure, the turbulent boundary layer on the surface
undergoes a three-dimensional separation and the lower regions of the separated
boundary layer roll up to form a vortex system upstream of the building. The
ends of this vortex system are swept downstream and the typical horseshoe (or
necklace or standing or base) vortex is formed. This behaviour is observed for
both prismatic [157, 249] and cylindrical [13] cantilevered structures. Similarly,
a horseshoe vortex is also formed in the present simulations as observed in
ﬁgures 3.36 and 3.37a for the WR simulation and more clearly in ﬁgures 3.38
and 3.39a for the WF simulation. The size and shape of this horseshoe vortex
is comparable in both simulations but less pronounced in the WR simulation.
At mid-height of the prismatic building, the ﬂow near the lateral upstream
faces is stable and no ﬂow separation is observed (ﬁgures 3.37b and 3.39b).
The attached ﬂow separates at the transverse corners of the square prism. At
the lee side, a turbulent wake is formed between the separated shear layers.
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At the connection of the square prismatic building to the cylindrical silo
structure, the ﬂow is slightly accelerated and deﬂected upwards along the upper
corners of the lateral upstream sides (ﬁgures 3.36 and 3.38). The ﬂow separates
and is simultaneously deﬂected sideways due to the presence of the cylindrical
silo structure (ﬁgures 3.37c and 3.39c). It can be observed that the wind
velocity of the ﬂow deﬂected around the silo structure is slightly larger in the
WF simulation.
The upper silo structure geometrically resembles a cantilevered cylinder in cross-
ﬂow. Signiﬁcant downwash eﬀects over the free end of the structure clearly
reduce the wake size along the cylinder height in the WF simulations (ﬁgures
3.39d, e) when compared to the WR simulation (ﬁgures 3.37d, e). Nonetheless,
according to experiments in the literature, a suppressed 2D region can also
exist along the cylinder height, even with vortex shedding resembling the von
Kármán vortex street when downwash is important [150]. This is to some
extent observed in the WF simulations, where a region exists at mid-height
height (ﬁgure 3.39d) where the ﬂow is similar to that around inﬁnite circular
cylinders. The size of the wake region is however clearly smaller than for the
WR simulation (ﬁgure 3.37d). In the WR simulation, a much more uniform,
2D like ﬂow behaviour along the height of the silo structure is observed. Due
to the vicinity of the wind tunnel roof, a much larger 2D-like wake is formed,
resulting in a higher ﬂow resistance of the structure. This is conﬁrmed by larger
drag coeﬃcients in the WR simulation when compared to the WF simulation.
Because of the higher ﬂow resistance, the ﬂow in the WR simulation (and
therefore also in the experiment) is preferably directed around the obstacle
and the ﬂow is already deﬂected sideways further upstream. This also explains
the lower wind speeds near the cylinder surface in the WR simulation (ﬁgure
3.36) when compared to the WF simulation (ﬁgure 3.38) where the wind ﬂow
experiences less resistance and attacks the structure at higher speed.
Near the top of a cantilevered cylinder, the approaching ﬂow generally moves
upward, accelerates and then separates from the cylinder circumference at the
free end to form a trailing vortex. For ﬂows at Re = 2 × 104 [192], two
counter-rotating vortices are observed above the free end of the cylinder which
subsequently descend along the central section of the wake. These vortices
expand laterally, move slightly downwards and interact with the vortices shed
from the two sides of the cylinder in the upper half of the near-wake region of the
cylinder [192]. In the WF simulations, no such counter-rotating vortices can be
observed, possibly due to the conical shape of the silo top. Park and Lee [193]
found that a modiﬁcation of the free end geometry of a cantilevered cylinder, e.g.
a bevelled or radiussed free end, reduces the size of recirculation zones above
the top and any vortical structure almost dissapears. Such modiﬁcation also
has an impact on the width of the wake formed behind the ﬁnite cylinder [193]
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Figure 3.36: Instantaneous velocity streamlines of the simulated wind ﬂow
around the single silo in the wind tunnel after 40 s in the stationary ﬂow solution
(WR simulation), colored according to the velocity magnitude, released from a
vertical plane y = 0m. Reference is made to the 5 horizontal planes shown in
ﬁgure 3.37.
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Figure 3.37: Pathlines of the simulated wind ﬂow around the single silo in
the wind tunnel after 40 s in the stationary ﬂow solution (WR simulation),
colored according to the velocity magnitude, released from horizontal planes
at (a) z = 0.025m, (b) z = 0.16m, (c) z = 0.341m, (d) z = 0.581m, and (e)
z = 0.821m.
which explains the narrow wake region in the present WF simulations (ﬁgure
3.39e). Downwash eﬀects are hence certainly present and clearly reducing the
size of the wake in the upper part of the silo structure (ﬁgures 3.38 and 3.39e).
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Figure 3.38: Pathlines of the simulated wind ﬂow around the single silo in
the wind tunnel without roof after 40 s in the stationary ﬂow solution (WF
simulation), colored according to the velocity magnitude, released from a
vertical plane y = 0m. Reference is made to the 5 horizontal planes shown
in ﬁgure 3.39.
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Figure 3.39: Pathlines of the simulated wind ﬂow around the single silo
in the wind tunnel without roof after 40 s in the stationary ﬂow solution
(WF simulation), colored according to the velocity magnitude, released from
horizontal planes at (a) z = 0.025m, (b) z = 0.16m, (c) z = 0.341m, (d)
z = 0.581m, and (e) z = 0.821m.
In the WR simulations, on the other hand, the ﬂow near the free end of the
silo is largely aﬀected by the presence of the wind tunnel roof (ﬁgures 3.36 and
3.37e). The ﬂow is accelerated upwards and interacts with the boundary layer
ﬂow at the wind tunnel roof. At some distance behind the obstacle, the ﬂow
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decelerates and detaches from the roof where a recirculation zone is formed,
as clearly observed in ﬁgure 3.36. Meanwhile, the majority of the air ﬂow is
deﬂected sideways around the obstacle and no signiﬁcant downwash eﬀects are
observed (e.g ﬁgure 3.37e vs. 3.39e).
As mentioned, this validation study is focussed on the comparison of the
pressure distribution on the silo structure in experiments and simulations. Both
mean pressures and RMS values of the surface pressures are shown in ﬁgures
3.40, 3.41, 3.42 and 3.43 at four locations along the height of the cylinder
surface, as indicated in ﬁgure 3.35.
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Figure 3.40: Comparison of experimental () and numerical (WR - black
line; WF - grey line) results of (a) mean and (b) RMS pressures along the
circumference of the cylindrical silo at zs = 40mm.
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Figure 3.41: Comparison of experimental () and numerical (WR - black
line; WF - grey line) results of (a) mean and (b) RMS pressures along the
circumference of the cylindrical silo at zs = 120mm.
Overall, the agreement between experiment and WR simulation is good.
Especially the RMS values of the pressure are matching relatively well, as
well as the mean pressures in the attached ﬂow from the stagnation point
until separation is reached. In the lower part of the silo structure (ﬁgures
3.40a and 3.41a), however, separation is predicted at a diﬀerent point than
in the experiments and base pressures do not agree well. This discrepancy
is not surprising considering the arguments in section 3.4.3 on the diﬃcult
prediction of the separation point with the current SST turbulence model in
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Figure 3.42: Comparison of experimental () and numerical (WR - black
line; WF - grey line) results of (a) mean and (b) RMS pressures along the
circumference of the cylindrical silo at zs = 320mm.
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Figure 3.43: Comparison of experimental () and numerical (WR - black
line; WF - grey line) results of (a) mean and (b) RMS pressures along the
circumference of the cylindrical silo at zs = 460mm.
the RANS part of the DDES simulations. Furthermore, this turbulence model
was originally developed for highly turbulent ﬂows and when applied for ﬂows in
the transitional turbulence regime, it is known to switch to turbulent modelling
too soon. The separation point is consequently not captured accurately in the
subcritical ﬂow simulations for the wind tunnel experiment. Unfortunately, no
DES simulations can be performed in Ansys Fluent [2] with a more suitable
transitional turbulence model for the RANS part. On the other hand, no wind
tunnel experiments can be performed for higher Reynolds numbers to capture
a fully turbulent boundary layer on the cylinder surface. The mismatch of the
base pressures in the lower part of the silo structure may furthermore not only
be due to the turbulence model in the simulations but may also be related
to small modelling modiﬁcations in the experiments. It is in general known
that even the slightest detail or imperfection in a wind tunnel model can cause
altered ﬂow patterns [232]. Especially near sharp edges several studies have
reported diﬃculties to match experimental and simulated results [148, 224].
While the agreement for the RMS values of the pressures between experimental
data and the WR simulation is overall good, higher peaks are observed in the
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WF simulation due to the higher separation angle. Also the mean pressures
are not predicted accurately in the WF simulation. This conﬁrms the major
inﬂuence of the blockage eﬀects on the pressure distribution.
Concluding remarks
Based on the comparison of experimental and numerical results, several
important properties of the present 3D numerical simulations have been
highlighted. It has been conﬁrmed that the prediction of the separation point
is a diﬃcult problem with a large impact on the pressure distribution on the
silo surface, even at lower Reynolds numbers. This is in correspondence with
observations in other studies for the wind ﬂow over structures where separation
is more geometrically triggered [148, 224]. Furthermore, while the applied SST
turbulence model in the simulations may not be suited for the simulations of the
wind tunnel ﬂow, it should not pose a problem for the simulation of the full scale
silo group where the wind ﬂow is at a considerably higher Reynolds number.
It was also observed that the blockage eﬀect in the wind tunnel experiment
has an important impact on the pressure distribution. This is however of no
further consequence for the full scale simulations.
Overall, the simulations and experiments agree reasonably well, especially
for ﬂuctuating pressures on the silo surface. Qualitative agreement was
furthermore found with ﬂow patterns around similar structures described in
the literature.
3.4.5 Observations & discussion
It has been pointed out several times throughout the text and also in the
literature that a physical insight in the ﬂow phenomena is essential for a
better understanding of pressure distributions on a body, e.g. [224]. Therefore,
similarly as for the 2D ﬂow simulations, the emphasis in this section is on
the observed ﬂow patterns in the numerical simulations. The aerodynamic
pressures on the silos are thoroughly investigated in the next chapter.
Both the ﬂow around the single silo structure at an angle of incidence of α = 45◦
and at much higher Reynolds number (Re = 1.24× 107) than the wind tunnel
ﬂows discussed in the previous section 3.4.4 (Re = 7.8 × 104) and the ﬂow
around and within the silo group at α = 30◦ (also at Re = 1.24× 107) will be
discussed since both conﬁgurations will also be dealt with in the next chapters.
Again, qualitative comparison is made where possible with available data on
the ﬂow around similar geometries, e.g. cantilevered prisms and cylinders in
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cross-ﬂow (cfr. section 3.4.4), tube bundles in cross-ﬂow (cfr. section 3.3.5) or
block shaped surface-mounted obstacles in cross-ﬂow [148, 207, 208, 224].
Wind flow around a single silo
The ﬂow pattern around the single silo is shown in ﬁgures 3.44 and 3.45 where
pathlines are shown in a vertical and several horizontal planes across the height
of the structure. The ﬂow pattern shown in these ﬁgures was simulated on the
ﬁne mesh for the single silo, but the overall picture is the same for the coarse
and medium reﬁned grids, apart from the predicted location of the separation
point.
Similarly as for the ﬂow in the wind tunnel simulations, the ﬂow is highly 3D
and diﬀerent ﬂow patterns can be observed at diﬀerent heights. Upstream of
the structure, near the ground, a horseshoe vortex is clearly formed in the ﬂow
(ﬁgures 3.44 and 3.45a). The ﬂow around the prismatic building is, similarly
as for the wind tunnel at lower Reynolds number, attached to the surface on
the windward side of the prism and separation occurs at the corners of the
building. Because of this geometrical separation, the wake behind the building
is approximately equal in size as for the wind tunnel experiments despite the
higher wind speed.
At the connection between the prismatic building and the cylindrical silo
structure, the ﬂow is deﬂected upwards and detaches from the sharp edges
of the building. These accelerated upward ﬂows are deﬂected sideways due
to the vicinity of the cylindrical silo (ﬁgure 3.45c). Along the height of the
silo structure, the ﬂow is separated at the lee side of the cylindrical surface,
generating a highly turbulent and narrow wake region, typical for high Reynolds
number cross-ﬂows around cylinders [229, 293]. The diﬀerence in size of the
wake with the simulated wind tunnel ﬂows at lower Reynolds numbers is
signiﬁcant (ﬁgures 3.37 and 3.39).
At the free end of the silo structure (ﬁgure 3.45e), the separated trailing vortex
is mainly dragged downstream and only slightly deﬂected downwards. The
existing downwash eﬀect has already dissappeared at mid-height of the silo
(ﬁgure 3.45d). As discussed by Park and Lee [193], the conical shape of the silo
top might also be responsible for the reduction in width of the wake formed
near the free end of the cylinder. Downwash eﬀects are therefore thought to be
limited at the present Reynolds number and little if any interaction with the
ﬂow at midspan of the silo is observed. It could also be argued that downwash
eﬀects can only have a very limited eﬀect on the already narrow and short wake
region over the entire length of the silo structure.
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Figure 3.44: Pathlines of the wind ﬂow around a single silo structure after 40 s
in the stationary ﬂow solution, colored according to the velocity magnitude,
released from a vertical plane y = 0m. Reference is made to the 5 horizontal
planes shown in ﬁgure 3.45.
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Figure 3.45: Pathlines of the wind ﬂow around a single silo structure after 40 s
in the stationary ﬂow solution, colored according to the velocity magnitude,
released from horizontal planes at (a) z = 0.5m, (b) z = 8m, (c) z = 17.16m,
(d) z = 29.16m, and (e) z = 41.16m.
Wind flow around the group
Velocity streamline plots of the ﬂow pattern around the silo group are given
in ﬁgures 3.46 and 3.47. The simulation results shown in these ﬁgures were
obtained on the medium grid size for the silo group (cfr. table 3.11).
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It is obvious that the ﬂow pattern around the entire silo group has a much
more complex and turbulent nature than that around the single silo structure.
Nevertheless, some trends that have been discussed previously can also be
observed for the group conﬁguration. The formation of a horseshoe vortex
is for instance clearly observed (ﬁgures 3.46 and 3.47a). The location of the
horseshoe vortex is in correspondence with observations by Shah and Ferziger
[224] for the wind ﬂow around a cube building with one face perpendicular to
the incident wind. They found that the primary separation occurs at a saddle
point located about one obstacle height H ahead of the obstacle (1.02H in
experiments and 1.05H in simulations). The horseshoe vortex is also much
higher than for the single silo conﬁguration, deﬂecting the approaching wind
ﬂow upwards from a longer upstream distance. This inevitably also has an
eﬀect on the approaching mean ABL wind proﬁle near the ground level, as
observed in ﬁgure 3.26. The inﬂuence of this eﬀect is still visible at mid-height
of the prismatic base building (ﬁgure 3.47b). Separation occurs at the sharp
edges at the transverse corners of the building, generating a large wake region
with irregular recirculation zones.
In the region where the silos are located, a generally similar pattern can be
observed but important diﬀerences can be distinguished as well (ﬁgure 3.47c,d).
Although the ﬂow is only partly attached to the silo structures at the windward
side of the silos with part of the ﬂow entering the silo array, the global picture
remains similar as for the bluﬀ prismatic building where all ﬂow is deﬂected
sideways. At the transverse corners of the silo group (silos 8 and 33) however,
ﬂow separation is only partly geometrically triggered and separation occurs on
the silo surfaces. This separation is diﬃcult to predict in the simulations, as
discussed in section 3.4.3, and yields unstable shear layers in the wake although
the overall shape of the wake remains similar.
At the top of the silo group, the ﬂow is deﬂected upwards and sideways. It
only slightly accelarates but separates from the edges at the top (ﬁgures 3.46
and 3.47e). No speciﬁc point of reattachment on the top can be observed
as for simple block-like geometries in wind ﬂow [148, 207]. This is mainly
attributed to the open structure of the silo array with wind ﬂows emerging
from the interstitial spaces and interaction with the conical shape of the 40
silo tops. Similarly is for the single silo conﬁguration, the size of the wake is
reduced near the free end of the group but the eﬀect is much more limited. The
wake behind the silo group is much less reduced creating a much larger ﬂow
resistance when compared to the single silo. It is ﬁnally important to note that
no coherent large scale vortex structures can be observed in the wake of the
group as opposed to the 2D simulation results (ﬁgure 3.21). It has been pointed
out before that the 2D vortex structures were unphysical and were artiﬁcially
preserved in the wake of the 2D group arrangement.
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Figure 3.46: Pathlines of the wind ﬂow around the silogroup after 40 s in the
stationary ﬂow solution, colored according to the velocity magnitude, released
from a vertical plane y = 0m. Reference is made to the 5 horizontal planes
shown in ﬁgure 3.47.
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Figure 3.47: Pathlines of the wind ﬂow around the silogroup after 40 s in the
stationary ﬂow solution, colored according to the velocity magnitude, released
from horizontal planes at (a) z = 0.5m, (b) z = 8m, (c) z = 17.16m, (d)
z = 29.16m, and (e) z = 41.16m.
Wind flow in the interstitial spaces of the group
It is instructive to also assess the wind ﬂow in the interstitial spaces of the
silo group. A detail of the pathlines in ﬁgure 3.47d is shown in ﬁgure 3.48.
The 3D simulated interstitial ﬂow pattern is also compared to that of the 2D
simulations for completeness (ﬁgure 3.23c).
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Figure 3.48: Pathlines of the wind ﬂow in the interstitial spaces of the silogroup
after 40 s in the stationary ﬂow solution, colored according to the velocity
magnitude, released from a horizontal plane z = 29.16m.
Due to the very narrow spacing of the silo structures and because the wind ﬂow
is now also able to pass over the top of the group, the amount of ﬂow entering
the group at the windward side of the group is very limited. Because of the
conical free ends of the silo structures, it is diﬃcult to unambiguously deﬁne the
exact amount of ﬂow passing ‘through’ the interstitial spaces of the array, but
estimations based on similar deﬁnitions as for the 2D simulations can be made
(ﬁgure 3.19). It is found that only approximately 2% of the wind ﬂow is entering
the interstitial spaces of the silo group, opposed to the estimated 10% in the
2D simulations. Taking into account this large diﬀerence, some similarities can
still be observed however. When the ﬂow enters the interstiatial spaces at the
windward side of the group, especially between silos 1, 9, 17, 25 and 33 due to
the exposure to the incident wind, the ﬂow is accelerated in the narrow gaps
between the silo structures. The ﬂow is attached to the surfaces and in the ﬁrst
row, a wavy pattern is followed through the array. This can be clearly observed
in ﬁgure 3.48 between silos 1 to 4 and 9 to 11 but also further on in the group,
these wavy patterns persist, although at lower velocity. However, as opposed
to the 2D results, the interstitial ﬂows detach more easily from the surface and
form very local recirculation zones and vortex structures that are transported
up- and downwards as well. This is of course due to the 3D character of the
ﬂow and the high ﬂow resistance in the small gaps between the silos.
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3.5 Conclusions
In this chapter, the numerical solution of the wind ﬂow around the silo
group is discussed. First, the classical techniques in CFD were brieﬂy
discussed with an emphasis on their applicability for CWE. Apart from the
diﬀerent turbulence modelling approaches, several diﬃculties concerning near-
wall modelling techniques were adressed as well. Since the reproductions of the
ABL equilibrium proﬁles and turbulent ﬂuctuations in CWE are important,
several issues and techniques have been presented.
After the description of the geometrical properties of the 8 by 5 silo group
and the determination of an approximate wind climate, both 2D and 3D
CFD simulations were performed. Although wind ﬂow has a clearly three-
dimensional character, the wind ﬂow is ﬁrst studied in 2D simulations because
of the much lower computational requirements. The 2D simulations also
allow to study the inﬂuence of the angle of incidence of the oncoming wind
ﬂow on the ﬂow pattern. By taking into account the deﬁciencies of these
2D simulations and by verifying conclusions afterwards with 3D simulations,
valuable conclusions can still be drawn.
2D URANS simulations using the SST turbulence model were hence performed
as a ﬁrst step in the understanding of the physical ﬂow patterns in the silo group.
The inﬂuence of the angle of incidence of the wind ﬂow on the ﬂow pattern
was studied by simulating 7 angles of incidence between 0◦ and 90◦. Low
turbulence levels were applied at the inlet of the computational domain to focus
on wake-related eﬀects. Although turbulence is still treated and calculated
in 2D, this approach allows to avoid additional diﬃculties of excessive and
unphysical turbulence viscosity in the simulations. For the validation of the
simulations, a single cylinder was validated with data from the literature while
the ﬂow pattern for the group arrangement was qualitatively validated with
the ﬂow through tube bundles and the ﬂow around bluﬀ rectangular prisms
in cross-ﬂow. Despite the diﬀerences with these reference cases which can be
attributed to the close spacing of the cylinders and the porosity of the group,
some interesting agreement could be found to aid a better understanding of the
observed ﬂow patterns. The coherent vortex structures in the wake of the group
and in the interstitial spaces for two speciﬁc angles of incidence are attributed
to the 2D character of the simulations.
To study 3D eﬀects in the wind ﬂow around and within the silo group, DDES
simulations were performed where the SST turbulence model was used for
the RANS part of the simulations. Similarly as for the 2D simulations,
mesh requirements for the 3D simulations were carefully considered. A
more pragmatic approach was followed however, because of the increased
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computational eﬀorts in 3D and also because the main diﬀerence between grid
reﬁnements is mostly due to diﬃculties predicting the separation point. This
is a well known problem for simulations of highly turbulent ﬂows along smooth
curved surfaces but no alternative CFD technique is available that can yield
a better solution within reasonable computing time. The numerical procedure
was therefore validated with a wind tunnel experiment. The simulations
were performed to scale and blockage eﬀects near the wind tunnel roof were
studied. Overall good agreement was found between simulation and experiment,
especially for the RMS pressure distribution on the silo surface. The 3D wind
ﬂow pattern around the single silo and the silo group is qualitatively in good
agreement with similar cases of surface-mounted structures in the literature.
Compared to the 2D simulation results, a smaller and shorter wake region is
observed in the 3D ﬂow simulations, especially for the single silo conﬁguration
but also for the silo group at distances further downstream. This conﬁrms that
the coherent vortex structures in the wake of the group in the 2D simulations
can be attributed to the 2D modelling of turbulence. In the interstitial spaces
of the group, a more irregular, 3D ﬂow pattern is observed. A smaller amount
of wind ﬂow is entering the interstitial spaces resulting in lower interstitial wind
velocities, especially near the lee side of the group.
Chapter 4
Aerodynamic pressures and
structural analysis
The emphasis in this chapter is on the analysis of the aerodynamic pressure
distributions on the silo surfaces computed in the previous chapter. Whereas
the total structural response as a result of aerodynamic loading is due to
pressures and shear stresses, it is expected that the contribution of the shear
stresses will be limited in air. For both the 2D and 3D simulation results,
modal projection techniques for structural analysis are hence used to predict
the location in the silo group where ovalling vibrations might be excited by the
incident turbulent wind ﬂow.
First, the principles of structural numerical analysis using the ﬁnite element
method and the concept of modal superposition are introduced (section 4.1).
Afterwards, a ﬁnite element model for the silo structure is set up and the
eigenmodes are determined (section 4.2). Subsequently, the transient pressure
loads on the silo surfaces from the CFD simulations are decomposed into modal
contributions to investigate which structural mode shapes might be excited
(section 4.3).
4.1 Structural analysis
The governing equations for structural problems are most often discretized
with a ﬁnite element approach (section 4.1.1). The ﬁnite element model of a
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structure allows to calculate the structural response to a dynamic (or static)
excitation but also to determine the eigenmodes and corresponding natural
frequencies of a structure. In this chapter, these models are mainly intended
for the latter and the technique of modal decomposition is introduced as well
(section 4.1.2), but the same structural models will also be applied in the next
chapter when WSI simulations are performed (chapter 5).
4.1.1 Finite element discretization
In structural dynamics, typically the ﬁnite element (FE) method is used to
discretize the set of governing equations (cfr. section 2.2.1). The linear dynamic
model of a structure with viscous damping is then given by a set of nDOF second
order diﬀerential equations where nDOF is the number of degrees of freedom of
the FE model of the structure:
MU¨(t) +CU˙(t) +KU(t) = P(t), (4.1)
where U(t) ∈ RnDOF is the vector of structural displacements for all degrees of
freedom and an overdot indicates a time derivative,M,C andK ∈ RnDOF×nDOF
denote the mass, damping and stiﬀness matrix, respectively, and P(t) ∈ RnDOF
is the external force vector.
4.1.2 Modal decomposition
To determine the structural mode shapes the generalized continuous eigenvalue
problem in equation (2.32) is reformulated in the FE terminology as:
KΦ =MΦΩ2, (4.2)
where Φ ∈ RnDOF×nDOF represent the mode shapes of the structure and Ω =
diag{ωj} ∈ RnDOF×nDOF is a diagonal matrix that contains the eigenfrequencies
of the structure. The eigenvectors Φ are assumed mass-normalized which leads
to the following orthogonality conditions:
ΦTMΦ = I, (4.3)
ΦTKΦ = Ω2. (4.4)
The mass-normalized eigenvectors of this linearized set of equations can be
used as an orthonormal basis for the structural problem. By modal projection
of the structural displacements U(t) = Φα(t), the vector of modal coordinates
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α(t) is found which contains information on the contribution of each mode to
the structural response. After modal projection and by premultiplication with
ΦT, the equations of motion (4.1) are rewritten as:
ΦTMΦα¨(t) +ΦTCΦα˙(t) +ΦTKΦα(t) = ΦTP(t). (4.5)
This formulation of the governing equations allows to simplify the mass and
stiﬀness terms, based on the orthogonality properties in equations (4.3) and
(4.4).
In this framework, the special case of proportional damping is often assumed.
In that case the eigenvectors also diagonalize the damping matrix C so that
ΦTCΦ = Γ = diag{2ξjωj}, with ξj the modal damping ratio. Although
it can be shown that the damping operator is not diagonalizable for linear
viscoelastic materials [182], proportional damping is often assumed for lightly
damped structures in the low frequency range, e.g. Rayleigh damping where
C = αRM+ βRK. This assumption leads to the following system of governing
equations:
α¨(t) + Γα˙(t) +Ω2α(t) = ΦTP(t). (4.6)
It is observed that by modal decomposition of the structural response, the
system of equations can be written as a function of the modal coordinates
α(t). This allows to interpret the structural response in terms of the excited
eigenmodes. Similarly, it is interesting to assess the modal projection of the
external loadsΦTP(t) to discern the diﬀerent eigenmodes that might be excited
by the external forcing.
The modal decomposition formulation in equation (4.6) allows to simplify the
structural behaviour in some applications to only one or two degrees of freedom.
This approach is e.g. used in the study of ﬂutter of bridges where only two
degrees of freedom are typically used to model the coupled bending and torsion
modes of the structure (cfr. section 2.3.3).
4.2 Structural properties and mode shapes of a
silo structure
The silos in the group arrangement are made of 10 aluminium cylindrical sheets.
Each cylindrical shell has a height of 2.5m and is curved so that the mean
diameter of the structure is D = 5.5m. The thickness of the aluminium sheets
decreases with height as shown in ﬁgure 4.1. At the top and bottom of the
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cylinder with a total height of 25m, a cone is welded to the cylinder at an angle
with the horizontal plane of 15◦ and 60◦, respectively.
As mentioned, a FE approach is used to discretize the governing structural
equations in the software package Abaqus [5]. To accommodate an easy transfer
of the aerodynamic pressures on the silo walls to the FE structural mesh in the
coupled simulations, e.g. for the determination of the modal projection of the
pressuresΦTP(t), the mesh of the FE model was chosen conforming to the mesh
on the silo walls in the 3D CFD simulations. Since the cone at the bottom of
the silo structures is covered by a prismatic building below the silo, this part
of the structure is not exposed to the wind ﬂow. A separate mesh was deﬁned
for this part of the structure, compatible with that of the superstructure. Shell
elements with linear FE interpolation functions are used for all silo elements.
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Figure 4.1: Geometrical respresentation of the silo structure with indication of
the variation of the shell thickness ts of the aluminium plates along the height
zs of the silo structure.
Because the computational grid in the 3D FE model of the structure is taken
equal to the grid at the interface in the CFD simulations, three diﬀerent
structural models are used, i.e. one for each of the three CFD grids (cfr. table
3.11). The coarse, medium and ﬁne grids of the FE models are shown in ﬁgure
4.2. In the diﬀerent grids, the discontinuous variation of the shell thickness
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with height as shown in ﬁgure 4.1 is not always exactly at the separation of
two FE elements. The diﬀerences for the calculation of the natural frequencies
and mode shapes due to this slightly diﬀerent variation of shell thickness on
diﬀerent grid sizes were found to be insigniﬁcant.
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Figure 4.2: The (a) coarse, (b) medium, and (c) ﬁne FE grids for the structural
models.
As shown in ﬁgure 4.1, the silo is bolted to an octogonal steel framework at 4
points on the circumference of the cylindrical shell. For the material properties
of the aluminium sheets, a Young’s modulus E = 67.6GPa, a Poisson’s ratio
ν = 0.35 and a density ρS = 2700 kg/m3 are assumed. Rayleigh damping
is assumed for the damping matrix C = αRM + βRK with αR = 0.186 s−1
and βR = 3.03 × 10−4 s, based on a damping ratio ξ1 = ξ2 = 0.75% for the
two lowest eigenmodes. This is a realistic approximation since modal damping
ratios ξj for this speciﬁc structure, determined during on site measurements by
Dooms et al. [68], were found to vary between 0.07% and 1.32%. These low
modal damping values are typical for a welded aluminium structure.
By solving the generalized eigenvalue problem for the structure (equation (4.2)),
the mass normalized eigenmodes Φ and corresponding eigenfrequencies feig
can be found. The eigenmodes corresponding to the lowest eigenfrequencies
are summarized in table 4.1 and some of them are shown in ﬁgure 4.3. A more
detailed overview of the ﬁrst 20 ovalling mode shapes is given in appendix A.
The mode shapes are of the ovalling type, as depicted in ﬁgure 2.9. As discussed
in section 2.4.1, such mode shapes are referred to by a couple (m,n), where
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Φj (m,n) feigj [Hz] Φj (m,n) feigj [Hz] Φj (m,n) feigj [Hz]
Φ1 (1, 3) 3.96 Φ7 (1, 5) 5.70 Φ13 (2, 5) 8.19
Φ2 (1, 3) 3.97 Φ8 (1, 5) 5.71 Φ14 (2, 6)∗ 8.62
Φ3 (1, 4) 3.99 Φ9 (1, 6) 7.72 Φ15 (2, 4) 8.85
Φ4 (1, 4) 4.11 Φ10 (1, 6) 7.72 Φ16 (2, 4) 9.10
Φ5 (1, 5) 5.34 Φ11 (1, 2) 7.83 Φ17 (2, 6) 9.62
Φ6 (1, 5) 5.35 Φ12 (2, 5) 8.18 Φ18 (2, 6) 9.72
Table 4.1: Structural natural frequencies feig of the lowest ovalling eigenmodes
of the silo structure. The mode shapes indicated with an asterisk are a
combination of two ‘pure’ ovalling shapes.
m denotes the half wavenumber in the axial direction and n is the number
of circumferential waves. For an axisymmetric structure most of the ovalling
eigenmodes come in pairs: e.g. Φ1 and Φ2 are both classiﬁed as mode shapes
(1, 3) but are mutually orthogonal. The mode shapes indicated with an asterisk,
e.g. Φ14 = (2, 6)∗ are referred to as ‘hybrid’ mode shapes. Such mode shapes
are characterized by two combined ‘pure’ ovalling shapes at once, e.g. shapes
(1, 2) and (2, 6) in the case of Φ14 = (2, 6)∗ (ﬁgure 4.3d).
The observed vibration pattern in the silo group during the 2002 storm are
believed to have excited ovalling eigenmodes (1, 3) and (1, 4), corresponding to
the lowest eigenfrequencies of the silo structure. Measurements during normal
wind loading have also shown that eigenmodes with 3 or 4 circumferential
wavelengths have the highest contribution in the response of the silos [68].
4.3 Analysis of aerodynamic pressures
To clarify the occurrence and location of the observed ovalling oscillations at
the windward corner silos of the Antwerp silo group, the transient wind loads on
the silo surfaces are investigated. The modal projection of these aerodynamic
pressures ΦTP(t) gives an indication of the modal contribution of the external
loading to the dynamic structural response. Before considering these data, the
origin of periodicities in the wind ﬂow are ﬁrst identiﬁed.
The analysis of the aerodynamic pressures is performed for both 2D and 3D
wind ﬂow simulations as described in sections 3.3 and 3.4, respectively. To
investigate the external transient pressure loads from the 2D simulations, a
harmonic decomposition is proposed as a 2D approximation for the 3D modal
decomposition. For the 2D simulations, the inﬂuence of the angle of incidence
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(a) (b) (c) (d)
(a) (b) (c) (d)
Figure 4.3: 3D isotropic view and horizontal section at mid-height for a
selection of ovalling eigenmodes of a silo: (a) mode Φ1 = (1, 3) at 3.96Hz,
(b) mode Φ4 = (1, 4) at 4.11Hz, (c) mode Φ5 = (1, 5) at 5.34Hz and (d) mode
Φ14 = (2, 6)∗ at 8.62Hz.
on the aerodynamic pressures is investigated as well (section 4.3.1). The modal
projection of the 3D pressure distributions for both the single silo conﬁguration
as well as the entire silo group is more straightforward since the FE mesh for
the structure is intentionally matched to the CFD grid (section 4.3.2).
4.3.1 Analysis of 2D aerodynamic pressures
Before discussing the modal projection of the aerodynamic surface pressures,
frequency spectra of the pressure are examined to identify the origin of the
ﬂow periodicities. For this purpose, transient pressures are monitored in four
arbitrarily chosen points in and around the 2D cylinder group (points A, B,
C and D in ﬁgure 3.4) and afterwards transformed to the frequency domain
through a Fast Fourier transform (FFT) procedure. The frequency spectra in
these four points are shown in ﬁgure 4.4 for diﬀerent angles of incidence.
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Figure 4.4: Frequency spectra for the pressure in points A, B, C and D (see
ﬁgure 3.4) in the 2D simulated wind ﬂow around the entire silo group for angles
of incidence (a) α = 0◦, (b) α = 15◦, (c) α = 30◦, and (d) α = 60◦.
For all angles of incidence α, multiple peaks in the frequency spectrum of the
pressures are observed throughout the cylinder array. The lowest peak in the
spectrum is identiﬁed with the Strouhal frequency (table 3.10). Frequency
peaks at multiples of the Strouhal frequency are found as well, these are e.g.
very pronounced for α = 0◦ (ﬁgure 4.4a) and 90◦ (not shown). For two angles
of incidence, higher frequency peaks are found as well: for α = 15◦ (ﬁgure
4.4b) small peaks are distinguished at 6Hz but, more signiﬁcantly, for α = 60◦
(ﬁgure 4.4d) important frequency peaks are detected at 2Hz. These frequency
peaks are explained by the deviations of the regular, wavy ﬂow pattern in the
interstitial spaces of the group for these angles of incidence (ﬁgures 3.23b and
3.23d). It has already been argued that these local recirculation zones may
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be attributed to the 2D character of the simulations. For all other angles of
incidence, no higher frequency peaks can be observed indicating that no small-
scale vortex shedding would exist in the separate wakes of the cylinders.
Experiments by Polak and Weaver [199] have shown however that as ﬂow
develops in the interstitial spaces of tube bundles, the local ﬂow pattern
changes in every row and vortex shedding might be triggered at discrete, row
dependent frequencies. It is only after a few rows downstream that the ﬂow
stabilizes, turbulence reaches a maximum and the measured results become
row independent. This was for example found in experiments by Price et al.
[201] where up to three frequency peaks, inter-related with ratios 1:2:3, could
be identiﬁed in the upstream rows of a staggered tube array while only one
frequency peak remained in the downstream rows. Experiments by Weaver
et al. [274] yield similar results with two narrow band peaks at 3.7Hz and 5.8Hz
until the third row of a staggered tube array and only the lower frequency
peak persisting in subsequent rows. In small pitch ratio tube bundles, by
contrast, such ﬂow ﬂuctuations become rapidly distorted and diﬀused and
coherent vortical structures cannot be detected this deep into the array [199].
In the present simulations of the closely spaced silo group, diﬀerent frequencies
are therefore expected, depending on local ﬂow conditions and geometry. This
is demonstrated by the diﬀering narrow band frequency spectra for diﬀerent
angles of incidence in ﬁgure 4.4. As a result of the close spacing however, the
narrow band frequency spectra do not vary signiﬁcantly with progress through
the array for all orientations of the silo group.
Harmonic decomposition of aerodynamic surface pressures
Now that the frequency content of the wind pressures has been elucidated, the
focus shifts to the excitation of structural vibrations due to the aerodynamic
surface pressures. For this purpose, time averaged and ﬂuctuating pressures
should be considered seperately. While a steady ﬂow is in general also capable
of triggering aeroelastic instabilities, this cannot be investigated without
considering the coupled multiphysics problem. In the present assumption of
direct forcing, the time averaged pressures therefore only provide an indication
of the static deformation of the silo shell and the dynamic ovalling vibrations
have to be triggered by the ﬂuctuating wind pressures.
The silos on the transverse upstream corners of the group where the shear layer
is separated (e.g. cylinders 1 and 33 for α = 0◦ or cylinders 8 and 33 for α = 30◦,
ﬁgure 3.4) are subject to the largest static pressures for all angles of incidence.
The statically deformed silos at these locations may also show observable rigid
body motions due to the larger ﬂuctuating longitudinal and lateral drag forces
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Figure 4.5: Wavenumber-frequency spectra of the amplitude C
′n
p (f) for angle
of incidence α = 30◦: upstream part of the group.
at these locations. Such vibrations are, however, fundamentally diﬀerent from
the observed ovalling vibrations in the silo group.
Only the dynamic, ﬂuctuating wind pressures on the silo surfaces should be
considered to clarify the observed ovalling vibrations in the 8 by 5 silo group.
Fluctuating pressure coeﬃcients along the circumference of a 2D cylinder
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Figure 4.5: Wavenumber-frequency spectra of the amplitude C
′n
p (f) for angle
of incidence α = 30◦: downstream part of the group.
surface are determined as follows:
C
′
p(θ, t) = Cp(θ, t)− Cp(θ), (4.7)
where the mean pressure coeﬃcient Cp(θ) is obtained by time averaging over
multiple vortex shedding periods, as previously discussed in section 3.3.2.
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Since the dimensionless 2D ﬂuctuating pressure coeﬃcient C
′
p(θ, t) cannot be
projected on a basis of 3D mode shapes unless a pressure distribution along the
height of the silo is assumed, an alternative harmonic decomposition is proposed
where the mode shapes are geometrically approximated in 2D as a set of cosine
functions. Each cosine function with wavenumber n can be considered as an
ovalling mode shape with n circumferential waves and one half wave length
across the height of the silo structure (1, n). This way, the ﬂuctuating pressure
coeﬃcient C
′
p(θ, t) is decomposed at every time step t into a series of cosine
functions with circumferential wavenumber n:
C
′
p(θ, t) =
∞∑
n=0
C
′n
p (t)cos(nθ + φn). (4.8)
To assess the dynamic response of the cylinders, the time history of the
amplitudes C
′n
p (t) is subsequently transformed to the frequency domain by
means of an FFT algorithm, yielding C
′n
p (f).
Wavenumber-frequency spectra of these amplitudes C
′n
p (f) are shown for all
cylinders of the silo group in ﬁgure 4.5 for an angle of incidence α = 30◦. In
these spectra, the colour of the band peaks is a measure for the magnitude
of the dynamic pressure loads on the cylinder surfaces while the width is a
measure for their steadiness. Thus, a dark narrow band peak very close to a
structural natural frequency is very likely to lead to resonance since, strictly
speaking, resonance only occurs when an excitation frequency coincides with a
structural natural frequency. Broader band excitation may arise as well when
dark regions are spread over a range of frequencies that contain one or more
structural eigenfrequencies but it is no resonance in the strict sense.
It is observed that the overall frequency content of the pressure ﬂuctuations
increases when moving downstream to the lee side of the group (e.g. silo 1
and 10 vs. silos 31 and 40 in ﬁgure 4.5). At the same time, it is clear that
the frequency content decreases with increasing wavenumber n and frequency f
(e.g. in the spectra for silo 1 and 33 in ﬁgure 4.5). One could hence already state
that only structural mode shapes with low natural frequencies feig and a limited
circumferential wavenumber n would possibly be excited by the dynamic wind
pressures. In this light, it has to be noted that the statistical reliability of the
lowest frequency content (i.e. f < 2Hz) is somewhat compromised by the short
simulated time frames that are used for averaging. In the present analysis,
however, the emphasis is on the excitation of the lowest structural eigenmodes
which are at ‘higher’ frequencies (f > 4Hz) and the wavenumber-frequency
spectra can be usefully interpreted when disregarding the lowest frequency
content.
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Looking in more detail at the wavenumber-frequency spectra C
′n
p (f) in ﬁgure
4.5, it is observed that the spectra at the upstream part of the group show no
periodicities other than the low frequency contributions related to the large
vortex shedding in the wake of the group (fvs in table 3.10 and illustrated
in ﬁgure 4.4). However, following the wind motion towards the lee side of
the group, irregularities appear, growing onwards to cylinder 40. In this
part of the group, e.g. for silo 30, two distinctive higher frequency peaks are
observed between 3Hz and 4Hz and also at approximately 6.5Hz. Taking into
account the corresponding circumferential wavenumbers n on the vertical axis,
it is concluded that the third and fourth circumferential eigenmodes (1,3) and
(1,4) of the silos (ﬁgure 4.3), both with eigenfrequencies of approximately 4Hz
could be excited by the 2D dynamic wind pressures. The excitation of higher
ovalling eigenmodes would also be possible but vibration amplitudes would be
smaller since the corresponding eigenfrequencies feig are just below or above
the frequency peaks at 6.5Hz.
In ﬁgure 4.6, wavenumber-frequency spectra are shown for the corner silos of
the group (silo 1, 8, 33 and 40) for diﬀerent angles of incidence α to investigate
if the same tendencies are found as for α = 30◦. The wavenumber-frequency
spectra for α = 30◦ and α = 45◦ are very similar. In the spectrum for silo 40
at α = 45◦, the peak at approximately 4Hz is even more pronounced than for
α = 30◦. For α = 30◦ however, the excitation of ovalling eigenmodes already
initiates further upstream than for other angles of incidence (e.g. already for
silo 8). As expected from the examination of the aerodynamic pressures in
the ﬂow (ﬁgure 4.4) the results for α = 15◦ and α = 60◦ deviate somewhat
from the general tendencies described until now, due to the frequency peaks at
respectively 6Hz and 2Hz. These pronounced higher frequency peaks probably
do not lead to signiﬁcant excitation of ovalling vibrations due to the mismatch
between these excitation frequencies and the structural natural frequencies.
Furthermore, it must be emphasized that these frequency peaks have been
related to coherent vortices in the interstitial spaces of the group. Because
these vortices would probably not exist in more realistic 3D wind ﬂows, the
peaks should not be taken into consideration for the prediction of the ovalling
vibrations.
Finally, also wavenumber-frequency spectra are shown for α = 0◦ and α = 90◦.
Pressure distributions on upstream cylinder surfaces are very similar as for
other angles of incidence. Note that for α = 0◦ the upstream corners of the
group are at silos 1 and 33 while for α = 90◦ the upstream corner silos are 1
and 8, explaining the ‘switching’ of the corresponding wavenumber-frequency
spectra of these two cylinders. At the lee side of the group, similar results are
found as for other angles of incidence, e.g. silo 40.
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Figure 4.6: Wavenumber-frequency spectra of the amplitude C
′n
p (f) on the
corner cylinders (1, 8, 33 and 40) of the group for angle of incidence (a) α = 0◦,
(b) α = 15◦, (c) α = 30◦, (d) α = 45◦, (e) α = 60◦ and (f) α = 90◦
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Concluding remarks
The harmonic decomposition of the 2D aerodynamic surface presures shows
that, independent of the angle of incidence of the wind ﬂow α, ovalling
vibrations would most likely be excited at the lee side of the group.
Furthermore, the excited mode shapes would have a limited number of
circumferential waves n. While the latter seems to correspond with the
observations during the 2002 storm, the predicted locations of ovalling
vibrations at the lee side are not. As mentioned in section 1.3, an in depth
analysis of the available low resolution video footage of the ovalling event in
2002 showed that the largest ovalling vibrations were at the windward side of
the group and not at the lee side.
The fact that the predicted locations of ovalling silos in the 2D simulations are
not adequately predicted is basically related to the 2D modelling of turbulence.
By applying low turbulence parameters at the inlet of the domain, only wake-
related turbulence is accounted for which clearly is not (exclusively) responsible
for the excitation of the ovalling vibrations. Furthermore, the ﬂow is forced
in a two-dimensional way through or around the silo group. As mentioned
earlier, vertical variations of the wind ﬂow are hence not considered, leading
to nicely attached ﬂows in the interstitial spaces of the group. Only for angles
of incidence α = 15◦ and α = 60◦, deviating ﬂow structures are observed that
result in high frequency peaks in the pressure spectra. While these consistent
ﬂow periodicities are believed to be unphysical for these two angles of incidence,
they illustrate that a small altering of the ﬂow pattern in the interstitial spaces
of the group can lead to much larger frequency ranges of aerodynamic pressures.
Similarly in the wake of the silo group, coherent vortex structures are preserved.
In the 3D simulations more realistic results are therefore expected, as the
turbulent structures in the wind ﬂow can also develop in the vertical direction.
4.3.2 Analysis of 3D aerodynamic pressures
The external aerodynamic loads determined in the 3D CFD simulations in
section 3.4 are projected on the orthonormal basis of mode shapes. This
procedure is carried out for both the 3D DDES simulation of the wind ﬂow
around a single isolated silo with a supporting building oriented at α = 45◦
and for the entire silo group oriented at α = 30◦. In the following, results
for the diﬀerent mesh reﬁnements as introduced in chapter 3 for these two
conﬁgurations will be considered and compared qualitatively, taking into
account the diﬃculties with the prediction of the separation point on the
cylindrical silo wall, as discussed in section 3.4.
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Aerodynamic surface pressures on a single silo
Similarly as for the 2D simulations, the periodicities in the turbulent wind
ﬂow are inspected ﬁrst. For the 3D single silo conﬁguration, however, a
similar analysis of the frequency content of the turbulent wind ﬂow was
already performed by investigating the turbulence spectra in the ﬂow (ﬁgure
3.29). Although these turbulence spectra are based on ﬂuctuating along-
wind velocities, they contain similar information as the pressure spectra
shown in ﬁgure 4.4. A typical low frequency turbulence spectrum is found
for the incoming ﬂow in the 3D simulations. This corresponds with the
generated turbulent wind ﬁeld ﬁtting a Gaussian spectrum at the inlet of the
computational domain. In the separated wake ﬂow of the silo structure the
shedded eddies also introduce turbulent scales in the inertial subrange and the
frequency content extends to approximately 4 to 5Hz.
The frequency content of the ﬂow in the 3D simulations is clearly very diﬀerent
from the one in the 2D simulations where distinct peaks corresponding to vortex
shedding could be observed. In the 3D simulations, the shedding of eddies in
the wake of the silo structure has its impact on the pressure spectra, with higher
frequency content in the ﬂow, but clear vortex shedding frequencies as for the
2D simulations cannot be discerned. This is consistent with the observed ﬂow
pattern around the silo structure (ﬁgures 3.44 and 3.45). The wake eddies
are clearly dissipated in three dimensions and the size of the wake is spatially
reduced reasonably quick.
Apart from the frequency content of the turbulent wind ﬁeld, it is also
instructive to qualitatively examine the spatial distribution of the pressures
on the silo surface before projecting the loads on the eigenmodes. In ﬁgure
4.7, the pressure distribution on the single silo is shown at four time steps
for the ﬁne CFD mesh. It is observed that the pressures are more or less
uniform along the height of the cylindrical shell. Only at the free end of the
silo and at the connection to the prismatic building below, the pressures are
slightly diﬀerent. This is related to the altered ﬂow pattern in these regions,
as thoroughly discussed in section 3.4.5 and shown in ﬁgures 3.44 and 3.45.
Notwithstanding the deviations at the top and bottom, the distribution along
the circumference of the cylinder is quite similar to that for the 2D single
cylinder case (ﬁgures 3.16 and 3.17). Positive pressures are observed at the
upwind side of the cylinder, gradually shifting to negative pressures on the
sides as a result of suction and eventually evolving into a quite uniform base
pressure at the lee side of the cylinder once the shear layer has detached from
the cylinder surface. Purely based on this pressure pattern, it is to be expected
that mode shapes (1, 3), (1, 4) and possibly also (1, 2) will be mainly excited
statically.
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Figure 4.7: Pressure distribution P(t) on the silo walls for four time steps
between t = 58.0 s and t = 59.5 s.
It is important to clearly distinguish between the mean and ﬂuctuating
pressures. Figure 4.7 shows that the surface pressures are mainly dominated
by mean pressures. As explained for the 2D simulations, only ﬂuctuating
pressures are capable of triggering ovalling oscillations when direct forcing
is considered, however. Therefore, the pressure distribution P(t) on the
silo walls is decomposed in time averaged pressures P, as a measure for the
static deﬂection and ﬂuctuating pressures P′(t) as a measure for the dynamic
excitation of the silos:
P′(t) = P(t)−P, (4.9)
where a time frame of 40 s is used for the averaging of the mean wind velocity,
as discussed previously in section 3.4.1.
The considered time interval is limited due to restrictions on computing time
and short compared to the typical time frames of 10 minutes or longer for
averaging in wind engineering applications (cfr. section 2.1.2). Similarly as
for the 2D simulations (cfr. section 4.3.1), this implies that the statistics of
the largest turbulent length scales, corresponding to the lowest frequencies in
the turbulence spectrum, are not captured accurately in P′(t). The physical
explanation is that some large scale vortices may be found in one and not
in another short simulated time frame so that contributions at the lowest
frequencies may vary. Since longer time frames cannot be achieved within
reasonable computing times, excitation at low frequencies cannot be considered.
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Similary as for the 2D simulations however, it can be argued that disregarding
the lowest frequencies in the wind spectra does not compromise the conclusions
since structural eigenmodes are at ‘higher’ frequencies, i.e. from 4Hz onwards.
The ﬂuctuating pressure distribution P′(t) is projected onto the orthonormal
basis of structural mode shapes and subsequently transformed to the frequency
domain by means of an FFT algorithm, yielding ΦTP′(f). The resulting
frequency spectra for every mode shape can then be summarized in a eigenmode-
frequency spectrum, similar to the 2D wavenumber-frequency spectra discussed
in section 4.3.1. The 3D eigenmode-frequency spectrum for the single silo
simulations on the coarse grid is shown in ﬁgure 4.8a.
For a better comparison with the 2D simulation results where only modes (1, n)
were considered, the eigenmode-frequency spectra are adapted by only retaining
the modes (1, n) as well. Furthermore, because the modes of the silo come in
pairs, every pair is combined in one frequency signal, e.g. the projected loads
on modes Φ1 = (1, 3) and Φ2 = (1, 3) are combined:
ΦT(1,3)P
′(f) =
√[
ΦT1 P
′(f)
]2
+
[
ΦT2 P
′(f)
]2
. (4.10)
This speciﬁc signal is then depicted in the altered wavenumber-frequency
spectrum for n = 3, as shown in ﬁgure 4.8b.
As expected from the discussion on the frequency content of the turbulent wind
ﬂow, a typical low frequency spectrum is found in the wavenumber-frequency
spectrum for the single silo structure (ﬁgure 4.8b). Note that the considerable
contributions at lower frequencies (i.e. f < 2Hz) should be treated with care
because of the questionable statistical reliability of the results in this frequency
range. At higher frequencies, the spectrum shows rather uniform excitation for
all modes with a generally diminishing trend when the frequencies increase.
For the simulations on the ﬁner CFD grids similar wavenumber-frequency
spectra were made: ﬁgure 4.9a shows the spectrum for the medium mesh and
4.9b for the ﬁne mesh. The wavenumber-frequency spectrum for the medium
mesh is very similar to that of the coarse grid simulations (ﬁgure 4.8b) and
similar conclusions can be drawn. The ﬁne mesh results, however, show a
generally quicker decline in the frequency content with increasing frequency
but a reasonably uniform low frequency excitation of all eigenmodes is also
observed, although amplitudes are smaller. Similar eigenmodes are therefore
likely excited as in the coarse and medium grid simulations, but with smaller
vibration amplitudes.
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Figure 4.8: (a) Eigenmode-frequency and (b) wavenumber-frequency spectra
of modal projection of the ﬂuctuating surface pressures ΦTP′(f) on the single
silo for the coarse mesh.
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Figure 4.9: Wavenumber-frequency spectra of modal projection of the
ﬂuctuating surface pressures ΦTP′(f) on the single silo for (a) the medium
mesh and (b) the ﬁne mesh.
Aerodynamic surface pressures in the silogroup
The aerodynamic surface pressure distributions on the silos in the group
arrangement are now examined. In analogy with the previous paragraphs, the
frequency content of the turbulent wind ﬂow is ﬁrst assessed. For this purpose,
pressure spectra have been determined at four points in the array, identical to
the locations considered in the 2D simulations (ﬁgure 3.4). While the pressure
spectra are only shown at mid-height of the silo structures (z = 29.16m),
similar results were found at other heights as well. To ascertain that this
result is mesh independent, pressure spectra are shown for both the coarse and
medium mesh simulations.
No distinct vortex shedding frequencies are identiﬁed in the pressure spectra in
the group arrangement. The absence of a coherent vortex street in the wake of
the group conﬁrms that the vortex street in the 2D simulations was artiﬁcially
preserved (ﬁgure 3.24) and is in fact unphysical. The same is concluded in the
interstitial spaces, where no coherent vortex shedding is observed either. This
conﬁrms that the deviating higher frequency peaks for α = 15◦ and α = 60◦ in
the 2D simulations have to be interpreted with great care indeed.
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Figure 4.10: Frequency spectra for the pressure in points A, B, C and D (ﬁgure
3.4) in the 3D simulated wind ﬂow around the entire silo group at z = 29.16m
on (a) the coarse mesh and (b) the medium mesh.
An important observation for the interpretation of the 3D simulation results
is that the pressure spectra shown in ﬁgure 4.10 yield similar results for both
the coarse and medium grid considered. Furthermore, it is also found that
the typical low frequency wind spectrum is preserved in the entire group
arrangement and no alterations are observed when moving to the lee side of
the group.
The next step is to consider the modal projection of the ﬂuctuating surface
pressures ΦTP′(f). The procedure is identical as for the single silo simulations
and the wavenumber-frequency spectra in ﬁgure 4.11 are analysed in an
analogous way. In the following, the emphasis is on the four corner silos of
the group (silos 1, 8, 33 and 40) because these four locations can be used as
reference cases to explain the behaviour of silos at other locations.
The wavenumber-frequency spectrum of ﬂuctuating surface pressures for silo 1
on the windward corner of the group arrangement is shown in ﬁgures 4.11a and
b for the coarse and medium mesh respectively. This spectrum is representative
for all silos on the ﬁrst windward rows of the silo group. At ﬁrst sight, the
results for the two levels of mesh reﬁnement are very diﬀerent. Apart from
the typical low frequency content in the spectrum, marked higher frequency
peaks are observed in the coarse simulations that are not present in the
medium mesh simulations. It is interesting to note that the higher frequencies
correspond to the lowest natural frequencies of the silo structures at about
4Hz. While such higher frequency peaks are not present in the medium mesh
simulations, this does not rule out the excitation of structural eigenmodes in
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these simulations. Even without marked higher frequency peaks, the frequency
content extends up to approximately 6Hz for all modes but the magnitude
of the surface pressures decreases. The observed decrease with increasing
frequency f conﬁrms that only structural modes with low natural frequencies
feig can be excited dynamically. This holds for the coarse and medium mesh
simulations. The inﬂuence of the marked frequency peaks at about 4Hz in the
coarse grid simulations on the structural response of this silo will be assessed
in the next chapter.
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Figure 4.11: Wavenumber-frequency spectra of modal projection of the
ﬂuctuating surface pressures ΦTP′(f) on the corner silos (1, 8, 33 and 40)
of the group for the simulations on (a) the coarse mesh and (b) the medium
mesh.
The wavenumber-frequency spectra for the silos on the transverse corners of
the silo group (silos 8 and 33) are similar in the coarse and medium mesh
simulations (ﬁgures 4.11a and b). A high frequency content can be observed
in the projected surface pressures for all eigenmodes. From these graphs, it
is concluded that ovalling vibrations of modes with eigenfrequencies up to
approximately 10Hz can be triggered at these locations in the group and
vibration amplitudes are expected to be larger than for silo 1 at the windward
corner of the silo group. These results should be considered with care, however,
because of the reported diﬃculties with the prediction of the separation point
at these locations (cfr. section 3.4.3).
The wavenumber-frequency spectrum for the uttermost leeward silo 40 is also
shown in ﬁgures 4.11a and b. This spectrum is considered representative for
the silos at the lee side of the silo group. No signiﬁcant discrepancies between
the coarse and medium mesh simulations are observed. Similarly as for the
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silos at the windward side of the group, the spectra indicate a typical low
frequency content. Even if the statistical reliability of these low frequency
components is questionable, the frequency content decreases much sharper for
higher frequencies when compared to silos at the windward side of the group
and virtually no excitation is possible above approximately 3 to 4Hz. Because
the lowest eigenfrequencies of the silo are in the order of 4Hz, it is estimated
from these results that ovalling vibrations at the lee side of the silo group would
be very small, if visible at all.
To conﬁrm that the corner silos indeed are representative for the diﬀerent
regimes in the entire silo group, the wavenumber-frequency spectrum for silos
10, 11, 20 and 38 are shown in ﬁgure 4.12. The spectra of the silos in the interior
of the group are in general similar to those for silo 1 and 40, with a decrease
in the higher frequency content as the silo is located further downstream in
the group. While some higher frequencies can still be observed in the second
upstream row of the silo group (e.g. silos 10 and 11), these disappear very
quickly in subsequent rows. This is in agreement with the ﬂow pattern in the
interstitial spaces of the silo group (ﬁgure 3.48) where it was also observed that
the ﬂow velocities and vortices in the interstitial spaces of the group rapidly
decrease as ﬂow advances in the array.
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Figure 4.12: Wavenumber-frequency spectra of modal projection of the
ﬂuctuating surface pressures ΦTP′(f) on the silos 10, 11 and 20 in the interior
of the group and silo 38 at the lee side of the group for the simulations on the
coarse mesh.
Concluding remarks
Based on the modal projection of the aerdynamic surface pressures in the
3D simulations, it is concluded that ovalling vibrations would preferentially
occur at the windward side of the group. This is in agreement with the
observed vibrations during the storm in 2002. However, it should be noted
that these conclusions are solely based on the assumption that the ovalling
vibrations are due to forced excitation. In this approach only the direct eﬀect
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of aerodynamic pressures on the silos is considered and aeroelastic phenomena
are not accounted for.
4.4 Conclusions
In this chapter, the aerodynamic pressures on the silo surfaces in both 2D
and 3D simulations were investigated by means of modal projection techniques.
Several FE models were determined for silo structures in the group arrangement
after the methodology of FE and modal projection were introduced. Because
the computational grid was matched to that describing the silo contour at the
interface in the CFD simulations, modes and corresponding eigenfrequencies
were determined on three diﬀerent FE meshes. It was veriﬁed that the modes
excited during the 2002 storm, i.e. modes (1, 3) and (1, 4), correspond to the
lowest natural frequencies of the silo, at approximately 4Hz.
For the 2D simulations, a harmonic decomposition of the pressures is proposed
as an alternative to a projection of 2D pressures on 3D modes. Several marked
low frequency peaks are identiﬁed in the frequency content of the harmonically
decomposed pressure spectra that are related to the artiﬁcially preserved vortex
street in the wake of the group. Higher frequency contributions for angles of
incidence α = 15◦ and α = 60◦ are attributed to the erroneous modelling of
turbulence in 2D as well. In general, it is concluded from these 2D simulations
that ovalling vibrations are most likely excited at the lee side of the silo group.
Because this is in contradiction with observations, the 2D simulation results
should be treated with care and are not retained for further analysis.
A similar procedure is followed for the 3D simulations where both the single
silo and the silo group conﬁgurations are considered. In these simulations,
a more realistic broader band of low frequency ﬂuctuations is present in the
ﬂow and no distinct vortex shedding frequencies are identiﬁed. Because of the
reasonably short simulated time frame, it is diﬃcult to assess the inﬂuence of
longer time scales on the observed pressure variations. The impact of small
diﬀerences of diﬀerent grid sizes on the structural response will be assessed in
the next chapter, i.e. for the ﬁne grid single silo simulation and for the upwind
silo 1 in the group conﬁguration. However, overall similar conclusions can be
drawn independent of grid reﬁnement. For the single silo, typical low frequency
excitation is observed for all mode shapes. In the group arrangement, higher
frequency excitation is only found at the windward side silos while negligible
dynamic excitation is expected at the lee side of the group. The observed broad
band excitation at the transverse corner silos 8 and 33 should be treated with
care because of the possibly inaccurate prediction of the separation point on
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these silo surfaces. The predicted locations where ovalling vibrations might
occur are hence in good agreement with observations.
Chapter 5
Wind-structure interaction
simulations
A tentative explanation of the wind-induced ovalling vibrations in the silo group
was given in the previous chapter by investigating the aerodynamic pressure
distributions on the silo surfaces. While only the locations where ovalling
might occur were investigated by modal projection of the aerodynamic surface
pressures, the magnitudes of the structural vibrations should be investigated as
well to assess the severity of the ovalling phenomenon. Furthermore, only forced
excitation is considered as a possible cause for the oscillations in the modal
projection approach. It has been shown, however, that aeroelastic instabilities
might also inﬂuence the excitation of ovalling vibrations of cylindrical shells
in cross-ﬂow (section 2.4). The coupled problem of wind ﬂow and structure
should therefore be considered to incorporate possible interaction phenomena.
First, techniques for the numerical solution of coupled WSI problems are
introduced (section 5.1). A partitioned approach is applied in which the
interaction between the separated ﬂuid and structural solver is enforced
at the interface between the domains. Two diﬀerent partitioned coupling
approaches are subsequently considered that allow to investigate the impact
of aeroelastic instability for the onset of ovalling. The ﬁrst approach considers
one-way coupled simulations where aerodynamic pressures, determined from
the previously discussed 3D CFD simulations, are applied as external transient
loads on the FE model and the structural response is calculated (section 5.2).
The second considers two-way coupled simulations where structural and ﬂuid
solver are fully interacting and information is exchanged between the two
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solvers in every time step (section 5.3). By comparing the results of both
approaches, it is possible to assess the importance of aeroelastic eﬀects for the
ovalling of the silos in group arrangement.
Only 3D simulations are considered in the following because it was shown in
the previous chapter that 2D simulations are uncapable of accurately predicting
aerodynamic surface pressures on the silo walls. The locations where ovalling
would be excited were hence incorrectly predicted in the 2D simulations. The
simulations of both the single silo and the silo group conﬁguration in 3D
are considered in this chapter to investigate diﬀerences between one-way and
two-way coupling results. The inﬂuence of grid reﬁnement on the structural
response is also investigated, although no two-way coupled simulations were
performed on the ﬁnest grids of single silo and silo group due to the prohibitively
large computing times.
5.1 Methodology
WSI or more generally FSI problems are coupled multiphysics problems that
can be solved in either a monolithic or a partitioned way. In the monolithic
approach, the structural and ﬂow equations are solved simultaneously as one
system of equations. The considered computational domain then comprises
the ﬂuid and the structure ΩF ∪ ΩS (cfr. ﬁgure 2.8) and the variables in
both domains are considered as unknowns. The interaction between ﬂuid and
structure is hence implicitly satisﬁed. To solve the resulting nonlinear set of
equations, advanced methods are required. Newton-Raphson techniques are
often used to address the subsets of structural and ﬂow equations in a block-
wise manner [15, 18, 107]. In order to reduce the high computational costs
of this technique for e.g. realistic industrial applications, simpliﬁcations and
approximations are often made to the nonlinear system [102, 251].
In the alternative partitioned approach, the ﬂow and structural equations are
solved separately. The interaction between both domains is only enforced at
the interface Γi between the ﬂuid and the structural domain (ﬁgure 2.8). The
major advantage of the partitioned approach is that it allows to use unmodiﬁed
and eﬃcient solvers for each subdomain. Complex modelling issues can hence
be tackled in partitioned simulations that monolithic solvers are often not
standardly designed for. While specialized turbulence models e.g. are readily
available in a standard CFD solver, it requires eﬀort and access to the source
code in addition to extensive veriﬁcations and validations to implement such
problems in a monolithic solver.
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In this work, both solvers are considered black box, input-output systems
and abbreviated notations are introduced for the structural and the ﬂow
solver. Because the partitioned approach is based on a Dirichlet-Neumann
decomposition of the coupled problem, the solvers are condensed on the
interface Γi. The structural solver, denoted by S, is used to calculate the
structural response based on aerodynamic loads P(t) applied on Γi. The
response of the entire structure is then calculated but only the displacements
U(t) of the interface Γi are required for the FSI coupling to the ﬂuid domain:
S [P(t)] = U(t). (5.1)
Because the interface Γi is considered ﬂexible, the displacements U(t) on Γi
are passed to the ﬂow solver, denoted F , so that the deforming domain can be
taken into account for the calculation of the aerodynamic forces P(t) on the
interface Γi:
F [U(t)] = P(t). (5.2)
To ensure equilibrium on the interface between structure and wind ﬂow,
eﬃcient coupling procedures are required for the partitioned simulations.
Furthermore, issues concerning load and motion transfer at the interface
and the implementation of deforming domains have to be treated for such
simulations.
Given the fact that the numerical models for the wind ﬂow (chapter 3)
and structure (chapter 4) are already available, the partitioned approach is
favoured over a monolithic technique in the following. For both one-way
and two-way coupled simulations, the ﬂow and structural solver are retained
as black box solvers and interaction is only imposed at the interface. The
partitioned formulation of the one-way coupling approach is introduced ﬁrst
(section 5.1.1). Afterwards, diﬀerent partitioned coupling techniques for the
two-way coupled simulations are discussed (section 5.1.2). In section 5.1.3,
interpolation techniques for load and motion transfer at the ﬂuid-structure
interface are discussed while techniques to deal with deforming domains in
coupled simulations are mentioned in section 5.1.4. Finally, the concept of
modal deformation energy is introduced in section 5.1.5 as a practical quantity
to compare the structural response in terms of the excited eigenmodes in both
one-way and two-way coupled simulations.
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5.1.1 One-way coupling approach
The one-way coupling or ‘uncoupled’ approach considers the eﬀects of wind
action on the structure and consists of calculating the structural response U(t)
for a given external, dynamic wind load P(t). These external aerodynamic
forces can be determined from a separate, a priori wind ﬂow simulation. In the
present work, these wind loads are determined from the 3D DDES simulations
of the wind ﬂow described in section 3.4.
In the previously introduced terminology, a one-way coupled simulation can
be regarded as a special case of WSI simulation in which the structure is
considered as a rigid body in the wind ﬂow simulation. In all time steps,
the surface pressures on the rigid body structure can then be determined in
the ﬂow solver: F [0] = P(ti). As illustrated in ﬁgure 5.1, the resulting time
history of aerodynamic surface pressures P(t) is subsequently applied as an
external transient load on the structure and the structural displacements are
computed in the structural solver: S [P(t)] = U(t).
t1
t2
...
tn
F [0] = P(t1)
F [0] = P(t2)
F [0] = P(tn)
P(t)
KU0 = P(t1)
S [P(t)] = U(t) U(t)
Figure 5.1: Schematic representation of the interaction between ﬂow solver
(white) and structural solver (grey) in the one-way partitioned coupling
simulation.
Due to the abrupt application of the wind pressures on the undeformed silo
structure, a long period of transitional eﬀects will be observed in the structural
response. To avoid such a transitional regime, a static step preceding the
dynamic calculation is introduced: KU0 = P0. The applied pressures in this
static step are taken equal to the pressures in the ﬁrst dynamic time step:
P0 = P(t1). The structural response U0 can subsequently be used as an
initial condition for the dynamic calculations. The eﬀect of such preliminary
static calculation has been veriﬁed for the present simulations and has been
found very eﬀective. This initialization is therefore used for all one-way coupled
simulations (section 5.2).
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5.1.2 Two-way coupling approach
In two-way coupled or ‘interaction’ simulations, the structural and ﬂow solver
are coupled in every time step as illustrated schematically in ﬁgure 5.2. As
opposed to the one-way coupling approach, these two-way coupled simulations
are therefore WSI (or FSI) simulations in the true sense. Partitioned coupling
techniques can be generally categorized as either weak or strongly coupled,
depending on the methods that are used to impose the equilibrium at the FSI
interface. Both approaches are brieﬂy discussed in the following.
t1
t2
...
tn
F [U(t1)] = P(t1)
F [U(t2)] = P(t2)
F [U(tn)] = P(tn)
S [P(t1)] = U(t1)
S [P(t2)] = U(t2)
S [P(tn)] = U(tn)
U(t)
Figure 5.2: Schematic representation of the interaction between ﬂow solver
(white) and structural solver (grey) in the two-way partitioned coupling
approach.
Weak coupling schemes
The fastest way to solve an FSI problem is to employ an explicit (or weak)
coupling scheme. In these techniques the ﬂow and structural solver are executed
only once (or a ﬁxed number of times) per time step. The equilibrium
of pressures and displacements at the interface is hence not ensured which
inevitably leads to restrictions on the time step in the simulations [59, 272].
Although weak coupling schemes typically require a smaller time step, they
may still be computationally less demanding than an implicit, strong coupling
technique where several coupling iterations have to be performed within a
single time step. Farhat [76] claims that for aeroelastic simulations, an
appropriately chosen staggered coupling technique with a reduced time step
may be computationally more eﬃcient than a strongly coupled technique.
These techniques are sometimes referred to as strongly coupled solution
algorithms when they are equipped with carefully designed inner- or sub-
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iterations that are performed between time steps [76]. Several weak coupling
schemes can thus be formulated with diﬀerent levels of accuracy in time.
Lesoinne and Farhat [143] showed e.g. that the conventional serial staggered
scheme [77] is only ﬁrst-order accurate in time while the improved serial
staggered scheme where the ﬂow and structural solver are not solved at the
same time level is second order accurate [79].
For FSI problems with incompressible ﬂows and thin-walled structures however,
stability issues often arise when weak coupling schemes are used. Even
though the structural domain is typically much stiﬀer than the ﬂuid, a small
interface displacement causes an immediate propagation in the incompressible
ﬂuid domain. Some of the ﬂuid mass is thereby accelerated along with the
moving interface which is conceived as a mass increase on the structural side.
This phenomenon is known as the artiﬁcial added-mass eﬀect and leads to
instability of the weak coupling scheme. Several authors investigated this
eﬀect [43, 82, 272] and found that decreasing the time step does not solve the
problem but makes the instability occur earlier. Other parameters inﬂuencing
this artiﬁcial added-mass eﬀect are a.o. the ratio of ﬂuid and structural mass
and some combinations of time discretization schemes if they are diﬀerent in
ﬂow and structural solver [82]. It is interesting to note that strong coupling
schemes typicallly require an increased number of iterations in cases where
artiﬁcial added-mass is important, but mostly remain stable [272]. Exceptions
exist where also strong coupling schemes eventually become unstable [62] but
remedial measures can be proposed for strong coupling schemes, as mentioned
in the following.
Strong coupling schemes
In an implicit (or strongly coupled) partitioned technique, equilibrium at the
ﬂuid-structure interface is ensured at every time step. This is achieved by
performing coupling iterations until convergence of the residuals at the interface
is reached. Iterative methods and Newton-Raphson techiques can be used for
this purpose.
Iterative methods such as Jacobi or Gauss-Seidel procedures can be most
easily understood. Because only the Gauss-Seidel method is used in this work,
this technique is elaborated in the following. Abbreviated notations are used
for the displacements of the interface Ui = U(ti) and for the aerodynamic
forces (both pressures and shear stresses) at the interface Pi = P(ti), where
the subscript i indicates the considered time step ti. Superscripts are applied
to indicate the coupling iteration k.
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A simpliﬁed schematic representation of the Gauss-Seidel procedure is shown
in ﬁgure 5.3. Before the ﬁrst coupling iteration, an extrapolation of the
structural displacements from previous time steps U˜0i is determined. This is
used to initialize the interface displacement vector U1i in the ﬁrst coupling
iteration. The aerodynamic surface forces are then calculated in the ﬂow
solver P1i = F
[
U1i
]
and the structural response at the interface is computed
U˜1i = S
[
P1i
]
. A convergence check of the residual of interface displacements,
denoted as R1 = U˜1i −U1i , is subsequently performed. When the convergence
criterion is not satisﬁed yet, the next coupling iteration is initiated. The
previously calculated approximation of the interface displacements is used
for the second coupling iteration U2i = U˜
1
i and the aerodynamic forces are
calculated in the ﬂuid solver, taking into account the displacement of the
interface Γi. This iterative procedure is repeated until convergence of the
interface displacements is reached.
Ui−1 , Pi−1
Ui , Pi
k = k + 1
Uk+1i = U˜
k
i
Pk+1i = F
[
Uk+1i
]
U˜k+1i = S
[
Pk+1i
]
‖Rk+1‖2 = ‖U˜k+1i −Uk+1i ‖2 < ǫ0
yes
no
Figure 5.3: Simpliﬁed schematic representation of the Gauss-Seidel procedure
for two-way partitioned coupled simulations.
Whichever the applied iterative procedure, both Jacobi and Gauss-Seidel
schemes typically converge slowly (if at all), especially in case of incompressible
ﬂuids where added-mass eﬀects are important. To accelerate convergence,
several techniques have therefore been developed. Aitken relaxation has
shown its merits [111, 134, 173, 174] but convergence can also be sped up
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by incorporating the added-mass eﬀect in the structural solver or in the ﬂow
solver, e.g. as in interface artiﬁcial compressibility (IAC) techniques [63, 265].
The alternative approach is to use Newton-Raphson techiques in parti-
tioned simulations. These root-ﬁnding algorithms typically converge faster
when the initial guess for the root, i.e. the equilibrium position of the
interface, is reasonably close to the true root. This condition is mostly
met as small time steps are used, thus limiting the displacement of the
interface between consecutive time steps. While convergence rate is hence
generally faster, Newton-Raphson techniques require the Jacobian matrix of
the system of equations. In case of a monolithic scheme this is not a problem
and Newton methods are predominantly used. For partitioned approaches,
however, the black box ﬂow and structural solvers are mostly inaccessible and
approximations of the Jacobian have to be constructed.
In a partitioned Newton approach the system of equations is typically
condensed on the ﬂuid-structure interface in a time step ti:{
F [Ui]−Pi = 0
S [Pi]−Ui = 0.
(5.3)
After elimination of the pressures, the interface formulation of the Newton-
Raphson technique is obtained:
S [F [Ui] ]−Ui = U˜i −Ui = R [Ui] = 0, (5.4)
where R represents the residual operator. In each Newton iteration k, a linear
system then has to be solved for which the Jacobian ∂Rk/∂Ui with R
k =
R
[
Uki
]
= U˜ki −Uki has to be known:
∂Rk
∂Ui
∆Uki = −Rk, (5.5)
where Uk+1i = U
k
i +∆U
k
i .
Because the explicit calculation of the Jacobian matrix ∂Rk/∂Ui is impossible
in a partitioned coupling of black box solvers, several methods have been
proposed for its approximation. A linear approximation based on a number
of relaxed Gauss-Seidel iterations was e.g. proposed by Michler and de Borst
[168] while reduced order models can be used as well [85]. Based on the stability
analysis of Gauss-Seidel iterations by Degroote et al. [60, 62], it was shown that
a low-rank approximation of the Jacobian ∂Rk/∂Ui is suﬃcient to obtain fast
convergence of the Newton-Raphson iterations. This principle has been used by
Vierendeels et al. [264] and Degroote et al. [61] to develop approximations of the
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Figure 5.4: Simpliﬁed schematic representation of the IQN-ILS procedure [61]
for two-way partitioned coupled simulations.
Jacobian that are only based on variables at the ﬂuid-structure interface. To
avoid that the linear system of equations (5.5) with the approximated Jacobian
would have to be solved in every Newton iteration, Degroote et al. [61] propose
to use an approximation for the inverse of the Jacobian instead. The linear
system of equations (5.5) is then reformulated as a straightforward update of
the interface displacements Uki in every coupling iteration k:
Uk+1i = U
k
i −
̂[
∂Rk
∂Ui
]
−1
R
k, (5.6)
where the approximated Jacobian is denoted with a hat. Note that equation
(5.6) is only based on residual vectors and interface displacements of previous
coupling iterations and time steps since the approximation of the Jacobian
is determined from a least-squares model based on the linear combination of
previous residual vectors. This quasi-Newton technique is brieﬂy known as the
IQN-ILS method, an abbreviation of the full name which summarizes all its
main features: i.e. the interface-quasi Newton technique with an approximation
for the inverse of the Jacobian of the coupled problem from a least-squares
model [61].
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From a simpliﬁed schematic representation of the IQN-ILS procedure, shown in
ﬁgure 5.4, it is observed that this quasi-Newton technique can be easily related
to Gauss-Seidel iterations as well (ﬁgure 5.3) with only a diﬀerent approach for
the update of the dispacements on the interface at the start of a new coupling
iteration. In a stability analysis of Gauss-Seidel iterations [60, 62], it was shown
that only particular components with a low spatial wavenumber are unstable
during Gauss-Seidel iterations for the ﬂow in a straight ﬂexible tube, but this
is also applicable for other geometries. IQN-ILS automatically detects and
reduces these unstable wavenumbers with the Newton part of a step while the
remainder of the residual is removed with the Gauss-Seidel part [61].
5.1.3 Load and motion transfer at the interface
At the interface Γi between the structural and the ﬂuid domains (ﬁgure 2.8),
loads and displacements have to be transferred between the solvers. Because
mesh requirements in the separate solvers are often diﬀerent, two options exist.
Either the grid on the interface is identical in both solvers and the meshes are
called matching and conforming, or two diﬀerent representations of the ﬂuid-
structure interface Γi are used in the separate solvers. In the ﬁrst case, the
transfer of pressures and displacements at the interface is straightforward and
a simple point-to-point mapping can be used as grids are identical. In the
latter case however, interpolation techniques are required to transfer data at
the interface [57, 78].
The simplest and most straightforward technique is the nearest-neighbour
search. This algorithm searches for the nearest point on the other side of
the interface to transfer data to [154]. The technique only performs well when
the nodes of both meshes are not far apart. Evidently, this technique can be
used for matching and conforming meshes as well in which case the nearest-
neighbour points will be identical in both grids. Other techniques based on
interpolation can be used as well, e.g. interpolation with splines and radial
basis functions [57, 78].
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5.1.4 Deforming domains
In general FSI problems, both the ﬂuid and solid domain are deforming. For the
structural calculations, a Lagrangian description is traditionally used and the
deformation of the domain is inherent to the calculation. In the ﬂuid domain
however, Eulerian descriptions on a ﬁxed grid are typically used. Modiﬁcations
then have to be made to account for a moving ﬂuid grid. Diﬀerent techniques
to solve this problem are brieﬂy discussed in the following. Particle methods
are not considered.
The ﬁrst possibility is to consider a moving fluid grid in the ﬂow solver.
Therefore, the ﬂow equations have to be reformulated in an arbitrary
Lagrangian-Eulerian (ALE) description [66, 67]. Such formulation considers
a ﬂuid grid that deforms at an arbitrary velocity, as opposed to a Lagrangian
description where the mesh would follow the ﬂow velocity. This in general
arbitrary motion is typically determined by the motion of the deformable
interface in FSI problems. The displacement of the interface then has to be
extended into the entire ﬂuid domain, adjusting the ﬂuid grid accordingly.
Several techniques have been proposed for the extending of the boundary
motion into the ﬂuid grid. The ﬁrst technique is to idealize the edges between
grid nodes as a network of interconnected springs [16]. The deformation of a
boundary is then smoothed in the entire ﬂuid domain until a new equilibrium
state of the forces in the springs is reached. Alternatively, Laplacian smoothing
of the mesh velocities with a variable diﬀusivity based on e.g. the distance from
the deforming boundaries can be used [151]. In this diﬀusion based technique, a
more uniform mesh velocity is applied in the region close to the moving bodies.
This is particularly interesting for regions near moving boundaries where small
elements are located. Indeed, in some cases, e.g. when boundary displacements
are too large compared to the local cell sizes, the quality of the mesh can
easily deteriorate when smoothing techniques are applied. Because highly
skewed or negative control volumes inevitably lead to convergence problems,
the grid regions then have to be entirely remeshed. Because of the additional
computational eﬀort required to remesh the ﬂuid mesh in every timestep,
smoothing techniques are often preferred over remeshing.
Since moving ﬂuid grids are in fact ineﬃcient for very large structural
displacements, fixed fluid grids can also be used in FSI problems. In such
‘embedded’ approaches, e.g. the immersed boundary methods [135, 171, 197,
198] or ﬁctitious domain methods [89, 90, 91], the Lagrangian solid grid moves
over the ﬁxed ﬂuid grid. In the immersed boundary methods, a weighting
function is used to interpolate forces between the meshes and additional body
force source terms are introduced in the equations of motion of both ﬂuid
and structure. In ﬁctitious domain methods, the presence of the structure
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is accounted for through Lagrange multipliers to impose identical velocities
of motion in the ﬁctitious ﬂuid, i.e. the part of the ﬂuid occupied by the
solid, and the structure. Additional ﬁxed grid techniques and extensions of
the mentioned techniques have also been developed but are not discussed here
[88, 204, 270, 271].
In some applications, moving and fixed fluid grids are combined to
beneﬁt from the advantages of both approaches. Wall et al. [270] have
for instance proposed an overlapping domain decomposition/Chimera-like
formulation where a background ﬁxed ﬂuid grid is overlapped by a moving,
deformable ﬂuid mesh using the ALE formulation. The moving mesh is
connected to the structure and deforms accordingly, as described before. The
advantage of such an approach is that the near-wall ﬂow can be calculated
accurately in the moving ALE mesh while the embedded formulation on the
ﬁxed background mesh allows the structure to undergo large displacements as
well.
5.1.5 Modal deformation energy of the structural response
For the physical interpration of the structural response, not only the amplitudes
of vibration are of interest but it is also important to assess the modal
contributions in the response. In the following, modal decomposition (section
4.1.2) will be applied to determine the deformation energy per structural
eigenmode.
In general, both the deformation energy Ed(t) and the kinetic energy Ek(t) can
be easily calculated from known structural displacements U(t) and velocities
U˙(t). Note that these are the displacements of the entire structure, i.e. the
exposed WSI interface as well as the parts sheltered from the wind. In a FE
formulation, these quantities are determined as follows:
Ed(t) =
1
2
UT(t)KU(t), (5.7)
Ek(t) =
1
2
U˙T(t)MU˙(t). (5.8)
It can be observed that for the determination of the deformation energy and
kinetic energy, both the mass matrixM and stiﬀness matrixK of the structural
FE model have to be available. These matrices therefore have to be extracted
from the FE solver. Simple checks of orthogonality (equations (4.3) and (4.4))
have been performed to verify that the matrices and eigenmodes are extracted
correctly from the solver.
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In order to distinguish the contribution of the diﬀerent eigenmodes in the
response, modal decomposition is applied. By inserting U(t) = Φα(t) and
U˙(t) = Φα˙(t) in the energy expressions for deformation and kinetic energy
(equations (5.7) and (5.8)), the energy content of each eigenmode in the
response can be quantiﬁed:
Ed(t) =
1
2
α
T(t) Ω2 α(t) =
1
2
nDOF∑
j=1
ω2jα
2
j(t) =
nDOF∑
j=1
Edj(t), (5.9)
Ek(t) =
1
2
α˙
T(t) α˙(t) =
1
2
nDOF∑
j=1
α˙2j (t) =
nDOF∑
j=1
Ekj(t). (5.10)
Based on these scalar energy expressions where nDOF represents the total
number of eigenmodes in the FE model, the energy contribution Edj(t) and
Ekj(t) of every seperate mode j to the structural response can be determined
using only the modal coordinates α(t). Because deformation and kinetic energy
yield complementary information on the excited modes in the response, only
modal deformation energy will be considered in the following.
In the present one-way and two-way coupled simulations, the structural
response U(t) is determined using direct time integration. This implies that
the entire basis of nDOF eigenmodes Φ would have to be determined to extract
the modal coordinates α(t) from the known structural displacements U(t). It
is computationally very demanding, however, to solve the entire eigenvalue
problem (equation (4.2)) for the determination of Φ. Furthermore, only the
lowest eigenmodes are relevant for a typical low frequency wind excitation. It
is therefore desirable to use only a limited subset of ns < nDOF eigenmodes
Φs with corresponding modal coordinates αs(t) to determine the deformation
energy, where Φ =
[
Φs |Φr
]
and α(t) =
{
αs(t)
αr(t)
}
with nDOF = ns + nr.
In order to calculate αs(t), however, the pseudoinverse of Φs ∈ RnDOF×ns
has to be determined. An approximation of the modal coordinates α̂s(t) is
therefore proposed where a pseudoinverse of Φs is proposed by conveniently
relying on the orthogonality of the structural mass matrix M with respect to
the eigenmodes (ΦTs MΦs = I):
α̂s(t) = Φ
T
s MU(t). (5.11)
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It can easily be shown that the ‘approximated’ α̂s(t) actually yields the exact
modal coordinates αs(t) for this subset of mode shapes:
α̂s(t) = ΦTs M U(t)
= ΦTs M Φα(t)
= ΦTs M
[
Φs |Φr
]{
αs(t)
αr(t)
}
=
[
I |0
]{
αs(t)
αr(t)
}
= αs(t). (5.12)
Hence, the deformation energy Ed(t) can be determined taking into account
only a limited subset of mode shapes with the lowest eigenfrequencies when the
corresponding modal coordinates are determined as αs(t) = ΦTs MU(t).
5.2 Structural response in one-way coupled
simulations
As explained in section 5.1.1, the structural response U(t) is calculated in the
one-way coupled simulations by applying transient wind forces P(t) on the
exposed silo walls. Here, the pressure distributions previously determined in
the 3D DDES simulations for both the single isolated silo structure and for the
entire group arrangement are used (section 3.4). The diﬀerent grid sizes of the
DDES simulations are again considered and the impact of mesh reﬁnement on
the structural response is assessed.
For the calculation of the structural response, the FE models introduced in
section 4.2 are used. In every coupled simulation, the grid of the FE model
in the structural solver corresponds to the grid in the DDES simulations, as
discussed in section 4.2. The eﬀect of mesh reﬁnement on the structural
eigenmodes and eigenfrequencies was found to be small. A direct time
integration scheme, the unconditionally stable and second order accurate
Hilbert-Hughes-Taylor method as implemented in the Abaqus FE solver [5]
is used.
A time frame of 40 s is considered in the one-way coupled simulations. In the
previous chapters, this time interval was considered to be representative for
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the stationary regime in the turbulent wind ﬂow. Although it has been argued
that longer time frames have to be used from a statistical point of view (cfr.
section 4.3.2), this is not feasible from a practical point of view due to the
prohibitively large computing times. The transition in the structural response
due to the sudden application of the wind loads on the silo surfaces has to be
avoided, so that the time frame of the stationary structural response would
not be reduced further. A preliminary static calculation therefore precedes the
dynamic FE simulation (cfr. ﬁgure 5.1). It has been veriﬁed that the eﬀect
of such an initialization is very eﬀective if the pressures in the static step are
taken equal to those of the ﬁrst dynamic time step.
In the following, ﬁrst the one-way coupled simulations for the single silo are
discussed (section 5.2.1). Afterwards, the same is done for the four corner silos
of the 8 by 5 silo group (section 5.2.2). Modal deformation energy is used to
compare the results on diﬀerent grid sizes.
5.2.1 One-way coupled simulations for the single silo
configuration
The structural response of a single silo is determined for the three diﬀerent grid
reﬁnements of the CFD simulations (ﬁgure 4.2). Given the diﬃculties with the
prediction of the separation point in the DDES simulations, it is interesting
to compare the results for the coarse, medium and ﬁne mesh in the structural
response.
First, the results for the coarse grid one-way coupled simulation will be
considered. The modal deformation energy components Edj(t) of the
structural response, as discussed in section 5.1.5, are shown as a function
of time in ﬁgure 5.5 for the 20 structural eigenmodes corresponding to the
lowest eigenfrequencies. These graphs clearly indicate that only a limited
number of modes contribute signiﬁcantly to the structural response of the
silo. Furthermore, seemingly random ﬂuctuations are clearly observed in
the response of the structure to the stationary, turbulent wind ﬂow regime.
A distinction is therefore ﬁrst made beween static and diﬀerent ﬂuctuating
components in this stationary response.
The mean, time averaged modal deformation energy is related to the static
excitation of a structural eigenmode. This is e.g. the case for mode shape
Φ18 = (2, 6) that is almost exclusively excited statically (dashed black line in
ﬁgure 5.5). In the ﬂuctuating parts of the response, a whole range of oscillations
seems to be present that need to be further analysed. By transforming the time
signals of the modal deformation energy Edj(t) to the frequency domain by
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Figure 5.5: Modal deformation energy Edj(t) for the ﬁrst 20 mode shapes,
based on the structural response in the coarse grid one-way coupled simulation
of a single silo: Φ2 = (1, 3) (bold black line), Φ4 = (1, 4) (thin black line),
Φ6 = (1, 5) (thin grey line), Φ14 = (2, 6)∗ (bold grey line), Φ18 = (2, 6) (dashed
black line), and the remaining mode shapes Φj (dashed grey lines, with small
energy content).
means of an FFT algorithm, the frequency content of these ﬂuctuations can be
visualized. The resulting frequency spectra Edj(f) of the lowest 20 eigenmodes
are shown in ﬁgure 5.6. Based on these frequency plots, a further distinction
can be made between two ﬂuctuating components.
The ﬁrst one is related to large scale turbulent eddies present in the wind ﬂow in
vicinity of the silo structure. The fourteenth mode Φ14 = (2, 6)∗ is e.g. almost
exclusively excited by such low frequency ﬂuctuations (Ed14(f) in ﬁgure 5.6
and bold grey line in ﬁgure 5.5). While the exact origins of these low frequency
ﬂuctuations are not easily identiﬁed, it is possible that they originate from the
turbulent ﬂuctuations in the incident wind ﬂow. It was shown in section 3.4.2
that despite a clear reduction of the amplitude of the wind velocity ﬂuctuations
(ﬁgure 3.27), less intense turbulent ﬂuctuations are still present in the wind ﬂow
approaching the silo structure (ﬁgure 3.29a). The large scale ﬂuctuations at
about 0.2Hz in the modal deformation energy of e.g. mode shape Φ14 (bold
grey line in ﬁgure 5.5) are also retrieved with a signiﬁcant contribution in
the incoming wind turbulence spectrum (ﬁgure 3.29a). Although the turbulent
ﬂuctuations are clearly weakened in the incident wind ﬂow, they are still capable
of inducing oscillations at low frequencies. These oscillations are referred to as
quasi-static vibrations because they typically gives rise to swaying deformations
of the silo, free of any resonant eﬀects. In design codes [25], this is called the
background response of a structure exposed to turbulent wind ﬂows.
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By relating the low frequency ﬂuctuations to the turbulent incoming wind
ﬂow, it can be explained why the background vibrations diﬀer in separate
simulations. The wind ﬂow ﬂuctuations are randomly generated at the inlet
of the computational domain and are hence not exactly the same in diﬀerent
CFD simulations. Furthermore, due to the weakening of the generated eddies
in the simulations, it has to be taken into account that these large time-scale
vibrations may be much larger in reality. The mean, static deformations would
not be aﬀected too much by this eﬀect since the mean wind velocities are well
preserved in the simulations.
The second type of ﬂuctuating components in the response considers the
distinct peaks at higher frequencies in the frequency spectra, e.g. for eigenmodes
Φ2 = (1, 3), Φ4 = (1, 4) and Φ6 = (1, 5) (ﬁgure 5.6). These frequency peaks
correspond perfectly with the eigenfrequencies of the considered eigenmode.
Because these peaks are directly related to forced excitation in the one-way
coupled simulations, turbulent ﬂuctuations at these higher frequencies have to
be observed in the ﬂow as well. In the turbulence spectra in ﬁgure 3.29, it is
shown that no such frequency content is present in the incoming ﬂow (ﬁgure
3.29a) while the frequency range in the wake of the silo (ﬁgure 3.29b) extends
to frequencies as high as the eigenfrequencies of the considered modes. It
therefore seems that the resonant vibrations of the silo are to be attributed to
the turbulent ﬂuctuations in the wake of the silo.
While it is reasonably clear in this case that the resonant vibrations are
hence wake-induced, this may be much more subtle in reality. If the velocity
ﬂuctuations generated at the inlet of the domain would have been based on a
turbulence spectrum extending up to the inertial subrange, e.g. a von Kármán
spectrum instead of the present Gaussian spectrum [231], higher frequency
ﬂuctuations in the incoming ﬂow might have excited resonant vibrations as
well. In that case it would have been very diﬃcult to point out the cause of
the resonant vibrations. On the other hand, the swaying background response
that is now attributed to the low frequency excitation of the incident wind ﬂow,
could very well be wake-induced as well, because these low frequencies are also
present in the wake ﬂow.
In the following, an alternative briefer way to represent the results is introduced
by considering the time averaged and RMS values of the modal deformation
energy, Edj and ERMSdj , respectively. Figure 5.7 shows these quantities for
the coarse one-way coupled simulation of the single silo for the 50 eigenmodes
with the lowest eigenfrequencies. The mean modal deformation energy Edj
(ﬁgure 5.7a) gives an indication of the static excitation of the eigenmodes while
the RMS values ERMSdj contain information on all dynamic excitations, both
quasi-static and resonant. The quasi-static vibration of mode Φ14 = (2, 6)∗
is e.g. very diﬀerent from the resonant vibrations of modes Φ2 = (1, 3) and
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Figure 5.6: Modal deformation energy Edj(f) for the ﬁrst 20 mode shapes,
based on the structural response in the coarse grid one-way coupled simulation
of a single silo.
Φ6 = (1, 5), although RMS values would suggest they are similar. This implies
that the RMS values have to be considered with care. In the following, it will
always be indicated whether large RMS values are related to quasi-static or
resonant vibrations.
STRUCTURAL RESPONSE IN ONE-WAY COUPLED SIMULATIONS 167
It is important to assess the considered time frames as well. From ﬁgure 5.5, it
can be observed that the results for mean and RMS modal deformation energy
may vary when another time frame is used for averaging. As discussed in
section 2.1.2, however, averaging always implies disregarding larger turbulent
ﬂuctuations and it is therefore diﬃcult to determine a ‘better suited’ time
frame for averaging. The intention of these ﬁgures is hence to give a qualitative
rather than a quantitative interpretation of the structural response. The ﬁgures
allow to qualitatively compare many diﬀerent simulations and are used in
the following to compare the structural response on diﬀerent grid sizes and
for diﬀerent locations in the silo group and also in the next section 5.3 to
qualitatively compare one-way and two-way coupling results.
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Figure 5.7: (a) Mean and (b) RMS of modal deformation energy Edj(t) of
the structural response of the single silo in the coarse grid one-way coupled
simulation. The deformation energy for the lowest 50 eigenmodes is plotted as
a function of n while separate mode shapes (1, n) are depicted as a circle (◦),
(2, n) as a square (), (3, n) as a diamond (♦), and (4, n) as a cross (×).
Based on ﬁgure 5.7, it can be easily observed that only mode shapesΦ2 = (1, 3),
Φ6 = (1, 5) and Φ14 = (2, 6)∗ are mainly excited statically. This observation
is better understood by ﬁrst considering the pressure distribution on the silo
walls in e.g. ﬁgure 4.7. The speciﬁc pressure pattern on the circumference, i.e.
a high pressure at stagnation, low pressures in the attached boundary layer
ﬂows on the sides and a drop of pressures at separation, immediately explains
why mode shapes with n = 3 and n = 5 would be preferably excited statically.
The fact that eigenmode Φ2 = (1, 3) is excited and Φ1 = (1, 3) is not, is related
to the orientation of these two orthogonal eigenmodes with respect to the wind
direction (see appendix A). The static excitation of eigenmode Φ14 = (2, 6)∗
is due to the bolted connection to the supporting steel frame at the windward
side of the silo. As observed in ﬁgure 5.8a, this connection causes a bulge near
the bottom part of the cylindrical shell structure in accordance with the mode
shape of Φ14 = (2, 6)∗.
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By comparing ﬁgures 5.7a and 5.7b for the mean and RMS modal deformation
energy respectively (note the diﬀerent scales of the vertical axes), it is clear
that structural vibrations will be much smaller than the static displacements.
Because of the random character of the structural response, it is diﬃcult to give
a single value for the static deformation and the amplitude of the vibrations.
In general terms, however, the vibration amplitudes are in the order of 0.5 to
1 cm while the peak, total displacement is approximately 4 cm for this single
silo conﬁguration. According to ﬁgure 5.7, the mode shapes that are excited
dynamically are the mode shapes with the lowest circumferential wavenumber n
and only a half wavelength accross the height (m = 1). The modal deformation
energy of eigenmodeΦ14 = (2, 6)∗ also has a high RMS value, but this is related
to the quasi-static background response.
x
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z
wind
direction
(a) (b) (c)
Figure 5.8: Deformation pattern at t = 15 s in the (a) coarse grid, (b) medium
grid, and (c) ﬁne grid one-way coupled simulation of the single silo. The
structural displacements are ampliﬁed with a scale factor of 40 in all ﬁgures.
An important asset of the single silo simulation is that it allows to compare
simulations with diﬀerent grid sizes. As indicated in ﬁgures 5.8b and 5.8c,
the static structural response in the medium grid and ﬁne grid one-way
coupled simulations is very similar to the coarse grid results (ﬁgure 5.8a).
While the static deformation is practically identical for all three levels of
grid reﬁnement, slightly diﬀerent low frequency ﬂuctuations are observed and
resonant vibrations are randomly shifted in time. This is attributed to the
random character of the incoming turbulent wind ﬂow in diﬀerent simulations.
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Taking into account expected deviations, the results for the mean modal
deformation energy e.g. show qualitatively similar results for the three levels
of grid reﬁnement (ﬁgures 5.7a, 5.9a and 5.10a). There are some diﬀerences
in amplitude however for the RMS values: while similar results are found on
the coarse and medium mesh (ﬁgures 5.7b and 5.9b), the amplitudes on the
ﬁne mesh are clearly smaller (ﬁgure 5.10b). This is consistent with the lower
frequency excitation observed in the modal projection of aerodynamic surface
pressures for this ﬁne grid, as discussed in section 4.3.2. This lower excitation
is also reﬂected in the vibration amplitudes on the ﬁne mesh which are smaller
than on the other grids.
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Figure 5.9: (a) Mean and (b) RMS of modal deformation energy Edj(t) of
the structural response of the single silo in the medium grid one-way coupled
simulation. The deformation energy for the lowest 50 eigenmodes is plotted as
a function of n while separate mode shapes (1, n) are depicted as a circle (◦),
(2, n) as a square (), (3, n) as a diamond (♦), and (4, n) as a cross (×).
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Figure 5.10: (a) Mean and (b) RMS of modal deformation energy Edj(t) of the
structural response of the single silo in the ﬁne grid one-way coupled simulation.
The deformation energy for the lowest 50 eigenmodes is plotted as a function
of n while separate mode shapes (1, n) are depicted as a circle (◦), (2, n) as a
square (), (3, n) as a diamond (♦), and (4, n) as a cross (×).
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Nevertheless, the same eigenmodes are excited on all grids, indicating that
observed vibration patterns would be the same but at diﬀerent amplitudes.
The fact that the observed vibrations would be similar, independent of the grid
reﬁnement, is encouraging for the two-way coupled simulations where only the
coarse and medium grid resolution will be used to limit computing time.
5.2.2 One-way coupled simulations for the silo group
configuration
For the silo group conﬁguration, a similar methodology is applied as discussed
for the single silo conﬁguration. To assess the inﬂuence of the grid reﬁnement
on the structural response, the pressures of the coarse and medium grid 3D
DDES simulations of the silo group are again considered here (cfr. table 3.11).
Furthermore, the inﬂuence of the location of a silo in the group arrangement
is investigated. Based on the modal projection of the aerodynamic surface
pressures in chapter 4, it is known that the corner silos are representative for
silos at other locations in the group. For this reason, the one-way coupled
simulations are only performed for silos 1, 8, 33 and 40 (ﬁgure 3.4).
First, the structural response of silo 1 at the windward corner of the silo group
is calculated. The mean and RMS values of the modal deformation energy
are shown in ﬁgure 5.11 and 5.12 for the coarse and medium grid simulations
respectively. It can be clearly observed that the static deformation of this silo
is dominated by eigenmodes (1, 3) and (1, 4) (ﬁgures 5.11a and 5.12a). Other
mode shapes with low circumferential wavenumbers are also excited, but less
pronounced. In general, a reasonably good, qualitative agreement is found
between the coarse and the medium grid simulation.
Similarly, for the ﬂuctuating deformation energy characterized by the RMS
values, a good agreement is found between the coarse and the medium mesh. It
is observed that mainly mode shapes (1, 3) and (1, 4) are excited dynamically
by the wind loading, although amplitudes are again much smaller than for
the static deformation. At the same time, the RMS values for this silo in
the group arrangement are larger than for the single isolated silo, indicating
larger structural vibrations. To ascertain that these structural vibrations are
related to resonance and not to quasi-static sway, the time history of the modal
deformation energy for this silo is shown in ﬁgure 5.13. Although low frequency
components are clearly present in the response, it can be observed that the
mode shapes that are mainly excited dynamically exhibit resonant ﬂuctuations.
Irrespective of absolute diﬀerences between the coarse and medium grid
simulation results, it is clear from the above that mode shapes (1, 3) and
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Figure 5.11: (a) Mean and (b) RMS of modal deformation energy Edj(t) of the
structural response of silo 1 in the coarse grid one-way coupled simulation of
the silo group. The deformation energy for the lowest 50 eigenmodes is plotted
as a function of n while separate mode shapes (1, n) are depicted as a circle
(◦), (2, n) as a square (), (3, n) as a diamond (♦), and (4, n) as a cross (×).
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Figure 5.12: (a) Mean and (b) RMS of modal deformation energy Edj(t) of the
structural response of silo 1 in the medium grid one-way coupled simulation of
the silo group. The deformation energy for the lowest 50 eigenmodes is plotted
as a function of n while separate mode shapes (1, n) are depicted as a circle
(◦), (2, n) as a square (), (3, n) as a diamond (♦), and (4, n) as a cross (×).
(1, 4) are mainly excited both statically and dynamically. This can be better
understood by considering the structural response at a particular time instant
(ﬁgure 5.14a) and by relating the displacements to the ﬂow pattern (chapter 3)
and aerodynamic pressure distribution (chapter 4). Figure 5.14a shows that the
silo wall is deﬂected inwards due to the large positive pressures at the windward
side. When moving downstream along the silo wall, the attached boundary
layer causes suction and the shell is deformed outwards. The largest structural
displacements, however, are found in the small gaps between two adjacent
silos. Due to the larger wind velocities in these narrow passages, negative
surface pressures develop and the silo deforms accordingly. The magnitude
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Figure 5.13: Modal deformation energy Edj(t) for the ﬁrst 20 mode shapes,
based on the structural response of the upwind silo 1 in the coarse grid one-
way coupled simulation of the entire silo group: Φ1 = (1, 3) (bold grey line),
Φ2 = (1, 3) (bold black line), Φ4 = (1, 4) (thin black line), Φ6 = (1, 5) (thin
grey line), Φ11 = (1, 2) (dashed black line), and the remaining mode shapes
Φj (dashed grey lines, with small energy content).
of the structural displacements is as high as 7 cm in these interstitial spaces.
This deformation is large compared to the total distance of 30 cm between two
neighbouring silos. Furthermore, amplitudes of the displacements are found to
be similar in the coarse and medium grid simulation results with signiﬁcantly
smaller vibration amplitudes (approx. 1 to 2 cm) than static displacements.
For the silos on the transverse corners of the silo group, i.e. silos 8 and 33,
the modal deformation energy is shown in ﬁgures 5.15 and 5.16, respectively.
Only the results of the medium grid one-way coupled simulations are shown for
these silos but qualitatively similar results are found on the coarse mesh. In the
3D DDES simulations, diﬃculties are experienced with the prediction of the
separation point on the silo surface at these locations. This is not only visible in
the ‘randomly’ ﬂuctuating drag coeﬃcients for these silos (ﬁgures 3.32 and 3.33)
but is also reﬂected in the broader frequency range of the aerodynamic surface
pressures (ﬁgure 4.11). Based on the latter, it is obvious that more eigenmodes,
also at higher eigenfrequencies, can be excited at these locations. Keeping in
mind the dubious prediction of the separation point at these locations, the
results of the one-way coupled simulations of these silos should be treated
cautiously.
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Figure 5.14: Deformation pattern at t = 10 s of (a) silo 1, (b) silo 8, (c) silo
33, and (d) silo 40 of the coarse grid one-way coupled simulation of the silo
group. The structural displacements are ampliﬁed with a scale factor of 40 in
all ﬁgures.
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Figure 5.15: (a) Mean and (b) RMS of modal deformation energy Edj(t) of the
structural response of silo 8 in the medium grid one-way coupled simulation of
the silo group. The deformation energy for the lowest 50 eigenmodes is plotted
as a function of n while separate mode shapes (1, n) are depicted as a circle
(◦), (2, n) as a square (), (3, n) as a diamond (♦), and (4, n) as a cross (×).
Nevertheless, some interesting observations can be made. First, also for these
silos eigenmodes (1, 3) and (1, 4) are predominantly excited, both statically and
dynamically. This is of course related to the fact that these modes have the
lowest eigenfrequencies and are hence most susceptible to the low frequency
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Figure 5.16: (a) Mean and (b) RMS of modal deformation energy Edj(t) of the
structural response of silo 33 in the medium grid one-way coupled simulation of
the silo group. The deformation energy for the lowest 50 eigenmodes is plotted
as a function of n while separate mode shapes (1, n) are depicted as a circle
(◦), (2, n) as a square (), (3, n) as a diamond (♦), and (4, n) as a cross (×).
turbulent wind excitation. Furthermore, the vicinity of the neighbouring silos
also has an inﬂuence on the deformation pattern. In the small gaps between
two adjacent silos, high wind velocities are developed that in turn cause peak
deformations. Since the silos are in a square arrangement, pressure peaks are
observed at breaks of 90◦ along the circumference of the surface, thus exciting
mode shape (1, 4). The attached ﬂows at the sides of the cylindrical surface
give rise to suction and hence outward displacements, which are e.g. clearly
observed for silo 33 in ﬁgure 5.14c.
Despite the diﬀerences in modal deformation energy, it should be noted that
the displacements found on the corner silos are of the same order of magnitude
as for silo 1 at the windward side. This is illustrated in ﬁgure 5.14 where all
deformations are scaled with the same factor. The peak deformation for silos 8
and 33 (approx. 8 to 9 cm) is only slightly larger than on silo 1 (approx. 7 cm)
and vibration amplitudes are roughly the same (approx. 1 to 2 cm).
Finally, the lee side corner silo 40 is considered in a one-way coupled simulation.
The results for the medium grid simulation are shown in ﬁgure 5.17 but similar
results were found on the coarse grid. As opposed to the other corner silos, the
modal deformation energy for this silo is negligibly small for all eigenmodes.
This is again consistent with the aerodynamic surface pressure distributions,
discussed in section 4.3.2 where the frequency range of the dynamic pressures
was found to be signiﬁcantly lower than the lowest eigenfrequency of the silo.
The remarkable diﬀerence between the structural response at the four corner
silos of the group is visualized in ﬁgure 5.14. The radial static displacements
are only approx. 1 cm and vibration amplitudes are negligibly small for silo 40.
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Figure 5.17: (a) Mean and (b) RMS of modal deformation energy Edj(t) of the
structural response of silo 40 in the medium grid one-way coupled simulation of
the silo group. The deformation energy for the lowest 50 eigenmodes is plotted
as a function of n while separate mode shapes (1, n) are depicted as a circle
(◦), (2, n) as a square (), (3, n) as a diamond (♦), and (4, n) as a cross (×).
Although the results in this section are based on one-way coupled simulations,
the predicted vibration patterns correspond well with the observed ovalling
vibrations in the Antwerp silo group during the 2002 storm. Vibrations are
observed at the windward side of the group and the mode shapes that are
preferentially excited seem to correspond with observations. Furthermore,
a posteriori measurements on this group of silos also showed that the
eigenmodes with the lowest eigenfrequencies were most susceptible to wind-
induced vibrations [68]. Vibration levels are still smaller than the ones
observed in October 2002 however. Although this may be due to simpliﬁcations
in the numerical model, it is also possible that interaction eﬀects between
neighbouring deforming silos play a part. The eﬀect of such interaction
phenomena is studied in the next section.
5.3 Structural response in two-way coupled
simulations
Until now only forced excitation eﬀects, either originating from the turbulent
ﬂuctuations in the incoming ﬂow and/or produced in the wake of the structure,
were considered. In the following simulations, the interaction between the air
ﬂow and the deforming silo structures is included in the simulations. This
allows to analyse whether ﬂuid-elastic instability could cause the ovalling
vibrations. Since the present empty silo structures are very lightly damped,
they are speciﬁcally susceptible to wind-induced vibrations as illustrated in the
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previous one-way coupled simulations. The question remains however whether
a signiﬁcantly diﬀerent structural response will be obtained by considering the
two-way coupling when compared to the one-way coupling results.
As discussed in section 5.1.2, a partitioned approach is used to simulate the
coupled WSI problem. Diﬀerent partitioned coupling approaches were assessed
for the present two-way coupled simulations. At ﬁrst, an explicit coupling
technique was applied. It is generally assumed that such a scheme should
be capable of calculating the interaction between a structure and wind ﬂow
because the density ratio between the material of the structure and the air is
large and added-mass eﬀects are then expected to be limited. In the case of
light-weight structures by contrast, e.g. for textile membrane structures, this is
often not the case and implicit coupling schemes have to be used. It is diﬃcult,
however, to predict an exact limiting density ratio for added-mass because
also other inﬂuencing parameters play an important role in the stability of the
explicit schemes as well [43, 82, 272]. For the present application an explicit
coupling scheme was found to be unstable, despite the reasonably large density
ratio.
A strong coupling scheme is therefore used in the two-way coupled simulations.
This implies that a number of coupling iterations will have to be performed
between ﬂuid and structural solver in every time step, thus signiﬁcantly
increasing computation time. Although it is diﬃcult to compare the exact
amount of computing time required to simulate a single time step in the one-way
and two-way coupled simulation, it is obvious that simulation time increases
as the number of coupling iterations increases. In order to reduce the number
of coupling iterations in every time step as much as possible, the IQN-ILS
technique is applied since this was shown to be the most eﬃcient partitioned
coupling technique available [61]. This technique is furthermore interesting
because it automatically switches to a standard Gauss-Seidel iteration in the
absence of unstable components in the residual on the interface, as discussed
in section 5.1.2. The relative convergence criterion for the two-norm of the
residual vector on the WSI interface with respect to the ﬁrst coupling iteration
is 10−3 in this iterative process.
Because the mesh of the FE model of the structure is always chosen identical to
the grid of the silo surface in the corresponding CFD simulation, the nodes on
the structural and ﬂuid side of the interface always coincide. No interpolation is
therefore required for the displacements at the WSI interface. For the traction
on the interface, a linear interpolation technique is applied from the cell centres
in the FV ﬂuid solver to the four load integration points per shell element in
the FE structural solver. This interpolation operates on a triangle consisting
of the three nearest cell centres in the ﬂuid solver.
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Furthermore, an ALE approach is used for the CFD simulation as incorporated
in the Fluent CFD software package. Fluent 14.5 [3] is used for the two-way
coupled simulations because this is the ﬁrst version of the CFD package where
second order accurate time discretization schemes are available on moving ALE
meshes with smoothing techniques. All 3D wind ﬂow simulations discussed
in previous chapters and hence also the pressures applied in the one-way
coupled simulations (section 5.2) were computed using Fluent 14.0 [2]. In these
simulations, a ﬁxed ﬂuid grid was still considered for which second order time
accuracy was already ensured.
The ALE smoothing method applied in the simulations is either a spring
smoothing or Laplacian smoothing method (cfr. section 5.1.4). Because of the
lower computational cost, the spring smoothing method is preferred. However,
when the structural displacements are large and the deformation of the ﬂuid
mesh increases, the Laplacian smoothing method has to be used which leads to
a drastic increase in simulation time. This is due to the fact that the diﬀusion
equation of the mesh velocities has to be solved iteratively in every coupling
iteration of the two-way coupled simulation.
As opposed to the one-way coupled simulations where pressure data could be
reused from previously performed wind ﬂow simulations, the mesh in the ﬂow
solver is adapted to the structural displacements in every time step in the
two-way coupled simulations. For this reason, a stationary regime solution
of previous wind ﬂow simulations can only be applied as a starting point for
the two-way coupled simulation. The last time step of the one-way coupled
simulations is therefore chosen as the initial condition for the two-way coupled
simulations. Mentioning these seemingly straightforward modelling approaches
is important for a correct understanding of the simulation results. The time
shift of the starting time in the simulations implies that the randomly generated
turbulent eddies at the inlet of the computational domain again will not
necessarily be identical in the one-way and two-way coupled simulations and
results have to be assessed qualitatively, as before.
In line with this remark, it is important to note that the simulated time frames
in the two-way coupled simulations are shorter (up to 25 s) than in the one-
way coupled simulations (40 s). The transitional eﬀects due to the sudden
application of the wind loads on the structure should therefore ideally be
limited, similar as in the one-way coupling approach. A static initialization
step in the structural solver cannot attenuate the transitional eﬀect in the two-
way coupled simulations, however, since the structural displacement, either
from the static calculation or from the ﬁrst dynamic structural calculation, is
always transferred to the ﬂow solver in the ﬁrst time step of the coupling. Due
to the resulting large motion of the interface in a single time step, a change is
induced in the ﬂow solver that causes a transitional eﬀect.
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It should ﬁnally be noted that in the two-way coupling simulations, both
pressures and shear stresses at the wind-structure interface are transmitted
from the wind ﬂow solver to the structural solver. In the one-way coupled
simulations, by contrast, the shear stresses were not considered. This is due to
a diﬀerence in coupling software used for the one-way and two-way simulations.
However, by performing two separate two-way coupled simulations with and
without inclusion of the shear stresses, the eﬀect on the structural response was
found to be negligible.
In the following, the single isolated silo conﬁguration is considered ﬁrst (section
5.3.1). Because of the larger computing times, only the coarse grid and medium
grid simulations are considered for the two-way coupled simulations to verify
grid independence of the results. Afterwards, the two-way coupling of the silo
group arrangement is considered (section 5.3.2). Only one silo at a time is
made ﬂexible in the group and results are compared to the one-way coupled
simulation results. Also related to restrictive computing time, only coarse grid
results are presented for the silo group.
5.3.1 Two-way coupled simulations for the single silo
configuration
In the two-way coupled simulations of the single silo, spring smoothing is used
for the ALE mesh motion in the CFD solver. In general, 5 IQN-ILS coupling
iterations have to be performed in each time step to ensure equilibrium on
the WSI interface, i.e. until the residuals on the interface are suﬃciently small.
Exceptionally, time steps occur where 4 or sometimes 6 coupling iterations are
needed as well. Generally, the computational eﬀort for the two-way coupled
simulations is therefore said to be approximately 5 times larger than for the
one-way coupled simulations.
Because of the signiﬁcantly longer computing time for the two-way coupled
simulations, only the coarse and medium grid simulation of the single silo are
considered. Based on the conclusions of the one-way coupled simulations, it
is expected that diﬀerences due to the grid reﬁnement would be reasonably
small. The structural response of the single silo in the coarse grid two-way
coupled simulations is therefore ﬁrst compared in more detail to the response
in the one-way coupled simulations (section 5.2.1). In addition to the mean
and RMS modal deformation energy ﬁgures, also the time history Edj(t) and
the corresponding frequency spectra Edj(f) for the lowest eigenmodes Φj are
shown for the coarse grid two-way coupled simulation.
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Figure 5.18: (a) Mean and (b) RMS of modal deformation energy Edj(t) of
the structural response of the single silo in the coarse grid two-way coupled
simulation. The deformation energy for the lowest 50 eigenmodes is plotted as
a function of n while separate mode shapes (1, n) are depicted as a circle (◦),
(2, n) as a square (), (3, n) as a diamond (♦), and (4, n) as a cross (×).
Based on the mean modal deformation energy plots for the one-way and
two-way coupled simulations in ﬁgures 5.7 and 5.18 respectively, it can be
observed that the static deformation of the silo is very similar in both
simulations, even in absolute terms. This is also reﬂected in the similar
peak structural displacements of approximately 4 cm in both simulations. In
the ﬂuctuating RMS components of the modal deformation energy however,
amplitude diﬀerences between the two simulations can be observed. Mode
shape Φ2 = (1, 3) is e.g. slightly more excited dynamically in the two-way
coupled simulations. This discrepancy can be assessed by considering the
time history of the modal deformation energy in both the one-way (ﬁgure 5.5)
and the two-way coupled simulations (ﬁgure 5.19). The transitional regime
after the sudden application of the wind loads on the structure at the start
of the two-way coupled simulation is shown in ﬁgure 5.19 as well. The mean
and RMS characteristics are however calculated on the last part of this time
interval. Overall, larger resonant ﬂuctuations are found in the two-way coupled
simulations for eigenmode Φ2. However, as illustrated in ﬁgure 5.13 for silo
1 in the silo group arrangement, it is clear that diﬀering values for the RMS
modal deformation energy can be found depending on the time frame that is
considered. Considering the reasonably short time interval that is considered
here, it can be concluded that qualitatively similar results are found in the
one-way and the two-way coupled simulations on the coarse grid.
The importance of a qualitative interpretation of the modal deformation energy
values is also illustrated by the dynamic excitation of eigenmode Φ14 = (2, 6)∗.
The RMS value ERMSd14 indicated with a square at n = 6 in ﬁgures 5.7b and 5.18b,
suggests that this mode is less excited dynamically in the two-way coupled
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Figure 5.19: Modal deformation energy Edj(t) for the ﬁrst 20 mode shapes,
based on the structural response in the coarse grid two-way coupled simulation
of a single silo: Φ2 = (1, 3) (bold black line), Φ4 = (1, 4) (thin black line),
Φ6 = (1, 5) (thin grey line), Φ14 = (2, 6)∗ (bold grey line), Φ18 = (2, 6) (dashed
black line), and the remaining mode shapes Φj (dashed grey lines, with small
energy content).
simulations. From the frequency spectra of modal deformation energy for this
mode however (Ed14(f) in ﬁgures 5.6 and 5.20), it is known that this excitation
is directly related to low frequency ﬂuctuations as no signiﬁcant peaks at the
eigenfrequency of this mode are observed (feig14 = 8.62Hz). The quasi-static
response of mode Φ14 is hence mainly dependent on the random character
of the incident wind ﬂow and does not seem to be related to a fundamental
diﬀerence between one-way and two-way coupled simulation results.
In general, it is therefore concluded that vibration patterns remain qualitatively
similar in one-way and two-way coupled simulations, with the same excited
eigenmodes in the resonant and quasi-static response of the structure. This
can be veriﬁed for all eigenmodes by considering the frequency spectra of the
modal deformation energy in ﬁgures 5.6 and 5.20.
It is interesting to note that the frequency spectra of the modal deformation
energy in ﬁgure 5.20 also allow to estimate the added mass eﬀect in the present
WSI simulations. The frequency peaks in these spectra do not exactly coincide
with the eigenfrequencies of the silo structures, calculated in section 4.2, but
are slightly smaller. The decrease in eigenfrequency in the order of magnitude
of 0.02Hz is small however and the added mass eﬀect is hence very limited.
The mean and RMS modal deformation energy of the structural response in the
medium grid two-way coupled simulations of the single silo are shown in ﬁgure
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Figure 5.20: Modal deformation energy Edj(f) for the ﬁrst 20 mode shapes,
based on the structural response in the coarse grid two-way coupled simulation
of a single silo.
5.21 and should be compared to the one-way coupling results shown in ﬁgure 5.9.
As illustrated for the coarse grid results, diﬀerences in absolute terms should
be considered less important because of the short simulated time intervals in
the two-way coupled simulations. However, for the medium grid diﬀerences
between one-way and two-way coupling results are larger than for the coarse
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grid simulations. It is still observed that the excited eigenmodes correspond
to the lowest eigenfrequencies but larger static components are found for mode
shapes (1, 3) and (1, 4) and RMS values are overall larger as well. Because
the structural ﬂexibility is now taken into account, the wake ﬂow is not only
inﬂuenced by the random incoming wind ﬂow but also by slightly modiﬁed
separation and wake behaviour that in turn inﬂuence the aerodynamic surface
pressures. The known diﬃculties with the prediction of the separation point
in the 3D DDES simulations may therefore explain the diﬀerent results on the
coarse and medium grid.
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Figure 5.21: (a) Mean and (b) RMS of modal deformation energy Edj(t) of
the structural response of the single silo in the medium grid two-way coupled
simulation. The deformation energy for the lowest 50 eigenmodes is plotted as
a function of n while separate mode shapes (1, n) are depicted as a circle (◦),
(2, n) as a square (), (3, n) as a diamond (♦), and (4, n) as a cross (×).
Based on these observations, it cannot decisively be concluded whether the
diﬀerences in the one-way and two-way coupled simulations for the single
silo are due to forced excitation or aeroelastic eﬀects. On the one hand,
the coarse grid simulations point in the direction of forced excitation as the
results in one-way and two-way coupled simulations are qualitatively similar.
In this case, the ovalling vibrations could be avoided by making sure that the
lowest eigenfrequencies of the structure are high enough so that the lowest
eigenmodes would be less excited by the incident turbulent wind ﬂow. This
can e.g. be achieved by adding stiﬀening rings along the height of the single
silo. The medium grid two-way coupled simulation by contrast, shows larger
structural vibrations which suggest the presence of aeroelastic eﬀects. The
diﬀerence between the coarse and medium grid simulations may be related to
the diﬃculties in the CFD simulations with the prediction of the separation
point.
STRUCTURAL RESPONSE IN TWO-WAY COUPLED SIMULATIONS 183
5.3.2 Two-way coupled simulations for the silo group
configuration
In the case of the silo group arrangement, the vicinity of the neighbouring silos
may have a signiﬁcant impact on the structural vibrations. Considering the
peak structural displacements up to approx. 10 cm at the windward side of the
group with respect to the limited space of 30 cm between two adjacent rigid
silos, it is obvious that very diﬀerent and possibly aeroelastic eﬀects might occur
when a fully coupled FSI simulation is performed for the group conﬁguration.
As a reference, the prediction of ﬂuidelastic instabilities developed in tube
bundles can be considered, which is of major importance for the design of heat
exchangers. It was shown by Marcel et al. [156] that ﬂuidelastic instabilities
in tube arrays already appear in laminar ﬂows and persist up to the turbulent
regime. In the industrial context, complex interactions arise in highly turbulent
ﬂows between the non-linear instabilities caused by the movement of the tubes
and the near-wall unsteady turbulence in the ﬂow. Although this points out
that ﬂuidelastic instabilities can be present in high Reynolds number ﬂows
through similar geometries, this does not necessarily imply that this will also
be the case in the present silo group. Furthermore, the vibrations typically
observed and investigated in heat exchangers where the motion of a single tube
is often idealized as a two degrees of freedom dynamic system [190], are of a
totally diﬀerent type than the ovalling vibrations of the silo shells considered
here.
To investigate the possibility of ﬂuidelastic instabilities in the present silo group
arrangement, a fully ﬂexible silo group could be considered. However, in view
of obtaining results in a reasonable computation time, only a single ﬂexible silo
is considered and all other silos in the group are rigid. As postulated for the
one-way coupled simulations, the corner silos of the group are representative
for the vibrations in the entire group. Two conﬁgurations will therefore be
considered in the following with a ﬂexible corner silo at a diﬀerent location.
The ﬁrst conﬁguration considers a ﬂexible silo at the windward corner of the
group arrangement (silo 1). At this location, large static displacements but
reasonably limited vibrations were observed in the one-way coupled simulations.
The second conﬁguration considers a ﬂexible silo 40, at the lee side corner of
the silo group where negligible structural displacements were found in the one-
way coupled simulation. It is interesting to investigate whether aeroelastic
phenomena might induce visible structural vibrations at this location.
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Flexible silo at the windward side of the group (silo 1)
As mentioned, large structural displacements were found on silo 1 in the one-
way coupled simulations. The location of the peak displacements of about
7 cm in the narrow gaps between two adjacent silos however, has important
implications for the numerical solution of the coupled WSI problem. A direct
transfer of the large structural displacements inevitably leads to a change in the
ﬂuid solver that causes a long and large transition in the structural response,
as discussed previously. Apart from the fact that the spring smoothing ALE
mesh update in the ﬂuid solver cannot handle such large mesh deformations,
the amplitudes of structural vibration during this transition are so large in
the narrow gaps between two silos, that silo 1 collides with the neighbouring
silos. The ALE mesh update then obviously fails and it becomes very diﬃcult
to calculate this two-way coupling simulation. A solution is proposed in the
following that is twofold.
On the one hand, the transitional eﬀects have to be reduced as much as possible
to avoid colliding silos. To achieve this, the pressures that are passed from the
ﬂuid solver to the structural solver are gradually increased during a limited
period of time at the start of the two-way coupled simulation. Because only a
part of the total wind load is applied on the FE model, the structure responds
more stiﬄy and the response is initially smaller. As a result, the mesh motion
in the CFD solver is much more moderate and the changes in the ﬂuid solver
are hence signiﬁcantly reduced. Because the wind loads are increased gradually,
the transition in the dynamic response of the structure is also attenuated. A
time frame of 5 s is considered in the present two-way coupled simulation during
which the solution gradually evolves to the stationary regime.
On the other hand, the Laplacian smoothing method is applied to handle the
more challenging ALE mesh updates in the narrow gaps between adjacent silos
in the ﬂuid solver (cfr. section 5.1.4). This implies that the diﬀusion equation
for the mesh velocities of the ﬂuid grid has to be solved iteratively in every
coupling iteration. Approximately 10 iterations are required for every Laplace
smoothing mesh update in the present application and similary as for the
other two-way coupling problems, in general 5 IQN-ILS coupling iterations are
required per time step. It is hence clear that the Laplace smoothing technique
signiﬁcantly increases the overall simulation time. Simulating 1 s of wind ﬂow
in this coarse grid two-way coupled simulation of silo 1, requires about 70 hours
of computing time on two eight-core Intel Xeon E5-2680 at 2.7GHz.
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Figure 5.22: (a) Mean and (b) RMS of modal deformation energy Edj(t) of
the structural response in the extra coarse grid one-way coupled simulation of
silo 1 in the group arrangement. The deformation energy for the lowest 50
eigenmodes is plotted as a function of n while separate mode shapes (1, n) are
depicted as a circle (◦), (2, n) as a square (), (3, n) as a diamond (♦), and
(4, n) as a cross (×).
Because of the excessive computing time, it could be stated that these
simulations are unfeasible from a practical point of view. Nevertheless, since a
solution for the numerical issues is available, such two-way coupled simulations
are in principle possible and the simulation of the wind ﬂow around the silo
group on a much coarser grid is considered. A new CFD simulation of the wind
ﬂow around the silo group is therefore set up with a computational grid that
is approximately 2 times coarser in every direction than the coarse grid that
was considered until now. This implies that there are only 32 elements on the
circumference of a silo (cfr. table 3.11) and the total number of elements in
the computational CFD domain reduces from 8 276 472 in the original coarse
CFD mesh to 1 657 464 in the present extra coarse grid. Simulating 20 s of wind
ﬂow on this extra coarse grid, without interactions, takes about 21 hours while
it takes over 160 hours to simulate only 10 s in a two-way coupled simulation
on two eight-core Intel Xeon E5-2680 at 2.7GHz. This comes down to an
increase in computing time with a factor of approx. 16 for the two way coupled
simulations.
The results of the one-way and two-way coupled simulations on this extra
coarse grid are shown in ﬁgures 5.22 and 5.23, respectively. Although the
procedure for the simulations was exactly the same for this extra coarse grid,
it is immediately observed that the structural response in the one-way coupled
simulations (ﬁgure 5.22) is much smaller than the response in the coarse and
medium grid simulations (ﬁgures 5.11 and 5.12). The diﬀerence is related to
the grid coarsening in the 3D DDES simulation where very high y+-values
up to 2000 are retrieved on the silo walls (cfr. section 3.4.3). Because the
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Figure 5.23: (a) Mean and (b) RMS of modal deformation energy Edj(t) of
the structural response in the extra coarse grid two-way coupled simulation
of silo 1 in the group arrangement. The deformation energy for the lowest 50
eigenmodes is plotted as a function of n while separate mode shapes (1, n) are
depicted as a circle (◦), (2, n) as a square (), (3, n) as a diamond (♦), and
(4, n) as a cross (×).
aerodynamic surface pressures are hence not accurately determined, also the
structural response in the extra coarse grid one-way coupled simulation is much
smaller than in the ﬁner grid simulations. Nevertheless, it is interesting to
consider the comparison of the one-way and two-way coupled simulation for
this extra coarse grid conﬁguration.
The structural response of silo 1 is distinctly diﬀerent in the two-way coupled
simulation (ﬁgure 5.23) when compared to the one-way coupled results (ﬁgure
5.22). Despite the accuracy issues and the much larger numerical dissipation on
this extra coarse grid, the wind pressure patterns in vicinity of the silo structure
are clearly aﬀected by the structural ﬂexibility. This indicates a marked
aeroelastic eﬀect on the structural response of silo 1 in the group arrangement.
The self-excited character of this aeroelastic eﬀect can be observed more
clearly by considering the time history of the modal deformation energy in
ﬁgure 5.24. The initial part of the simulation where the solution gradually
evolves to the stationary regime until t = 5 s is obviously not considered to
determine the mean and RMS values in ﬁgure 5.23. From t = 5 s on, the
entire wind load is transferred to the structural solver and the full response of
the structure is obtained without signiﬁcant transitional eﬀects. Fluctuations
in the deformation energy suddenly increase after approximately t = 10 s with
distinctly larger structural vibrations as a result. This sudden rise in the modal
deformation energy indicates a self-excited eﬀect that is clearly diﬀerent from
the large vibrations observed in a typical transition at the beginning of two-way
coupled simulations as a result of the sudden ﬂexibility of the structure, where
amplitudes decrease with time (cfr. ﬁgure 5.19).
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Figure 5.24: Modal deformation energy Edj(t) for the ﬁrst 20 mode shapes,
based on the structural response of the upwind silo 1 in the extra coarse grid
two-way coupled simulation of the entire silo group: Φ1 = (1, 3) (bold grey
line), Φ2 = (1, 3) (bold black line), Φ4 = (1, 4) (thin black line), and the
remaining mode shapes Φj (dashed grey lines, with small energy content).
To assess the magnitude of the self-excited structural vibrations in the two-
way coupled simulation on the extra coarse grid, the time history of the
radial displacements at two discrete points (A and B in ﬁgure 5.25) along the
circumference and at mid-height of silo 1 is shown in ﬁgure 5.26 where positive
values indicate outward displacements. In the small gap between silos 1 and
9 (point A, ﬁgure 5.26a), the vibration amplitudes grow up to about 5 cm. At
the lee side of the silo (point B, ﬁgure 5.26b) the increase in the amplitude
is slightly smaller but still very distinct. The vibrations in this simulation
are hence signiﬁcantly larger than in the one-way coupled simulations and
tend to the observed vibration amplitudes during the storm in 2002 (order
of magnitude of 10 cm). Furthermore, the eigenmodes that are mainly excited
due to this aeroelastic phenomenon are modes (1, 3) and (1, 4) which is in line
with observations as well.
Despite the reasonably large displacements, no nonlinear behaviour is modelled
in the structural solver and from this short simulated time frame it could
hence be questioned whether the vibration amplitudes would continue to
increase. However, although structural nonlinearities have an important eﬀect
on vibrations in some FSI applications, e.g. for the modelling of blood ﬂow
in vessels, this is often not the case for applications in civil engineering. To
ascertain that structural nonlinearities are not crucial for the present results,
188 WIND-STRUCTURE INTERACTION SIMULATIONS
an additional two-way coupled simulation was performed where structural
nonlinearities were taken into account. Because the structural response was
qualitatively and quantitatively the same, it can be stated that structural
nonlinearities have a negligible eﬀect on the structural response in this
application.
A
B1
2
9
10
wind direction
Figure 5.25: Location of two discrete points A and B along the circumference
and at mid-height (zs = 12.5m) of silo 1 in the group arrangement.
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Figure 5.26: Radial displacements at two discrete points A and B (cfr. ﬁgure
5.25) along the circumference and at mid-height of silo 1 in the extra coarse
grid two-way coupled simulation of the silo group.
The low resolution two-way coupled simulation results show that WSI
simulations are strictly required to investigate ovalling vibrations in silo
groups. Despite the seemingly good accordance with observations, no decisive
conclusions can be drawn from this low resolution two-way coupled simulation
however. Based on the results, it could be contemplated that the aeroelastic
vibrations at the windward side of the group may be enforced by the large
static deformation of the silos. By considering that the static deformation
alters the ﬂow pattern in the narrow spaces between silos, it is possible that the
aeroelastic vibrations are additionally enforced. From a practical engineering
point of view, a solution to attenuate the aeroelastic vibrations would hence
be to increase the distance between neighbouring silos. However, as mentioned,
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all these conclusions are subject to further investigation in additional (grid
independent) two-way coupled simulations.
Flexible silo at the lee side of the group (silo 40)
Finally, also silo 40 at the lee side corner of the group arrangement is considered.
As opposed to silo 1 at the windward side, no numerical diﬃculties were
encountered for the coarse grid two-way coupled simulation of this silo. The
implicit IQN-ILS partitioned coupling technique is used and 5 (exceptionally
6 or 7) coupling iterations are required in each time step. For the ALE mesh
updates, spring smoothing could be applied without issues. This is explained
by considering that no large initial displacements are expected for this silo,
as observed in the one-way coupling results (approx. 1 cm static deformation,
section 5.2.2), implying that the transitional structural response due to the
sudden application of the wind loads will be much smaller than at the windward
side of the group.
Figure 5.27 shows the mean and RMS modal deformation energy of silo 40 in
the two-way coupled simulation. It is immediately observed that no signiﬁcant
static deformation nor dynamic vibration is present in the structural response.
These two-way coupling results do not signiﬁcantly diﬀer from the one-way
coupled simulation results depicted in ﬁgure 5.17. Based on both one-way and
two-way coupled simulations, it is hence concluded that turbulent wake eﬀects
do not induce ovalling vibrations at the lee side of the group and no signiﬁcant
aeroelastic eﬀects are observed.
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Figure 5.27: (a) Mean and (b) RMS of modal deformation energy Edj(t) of the
structural response in the coarse grid two-way coupled simulation of silo 40 in
the group arrangement. The deformation energy for the lowest 50 eigenmodes
is plotted as a function of n while separate mode shapes (1, n) are depicted as
a circle (◦), (2, n) as a square (), (3, n) as a diamond (♦), and (4, n) as a cross
(×).
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5.4 Conclusions
The coupled problem of wind ﬂow and structure is considered in this chapter
incorporating all possible interaction phenomena. Partitioned FSI simulations
are therefore performed and the concept of one-way and two-way coupled
simulations is introduced. As opposed to the straightforward one-way coupling
approach, in two-way coupled simulations several numerical issues arise for
the coupling of ﬂow and structural solver. Algorithms for loose and strong
coupling of the solvers as well as techniques for the numerical treatment of a
deforming ﬂuid domain are discussed. To facilitate the analysis of the structural
response of both one-way and two-way coupled simulations, the concept of
modal deformation energy is introduced. This approach is based on modal
decomposition and is a useful tool to assess the diﬀerent eigenmodes that are
excited both statically and dynamically in the structural response.
One-way coupled simulations were performed for both the single isolated silo
and the silo group conﬁgurations. The previously determined aerodynamic
pressures (cfr. chapter 3) were applied as a transient external load on the FE
model of a silo structure and it was veriﬁed for both cases that grid independent
results were obtained.
Apart from static deformations related to mean wind surface pressures, two
distinct ﬂuctuating components could be clearly discerned in the structural
response. On the one hand, a non-resonant low frequency ﬂuctuation was
retrieved that in general could be referred to as the background response of
the structure, swaying with the wind and related to the turbulent ﬂuctuations
in the wind ﬂow. These low frequency ﬂuctuations were related to the largest
turbulent length scales in the incoming wind ﬂow and are therefore referred
to as quasi-static vibrations. In both the single isolated silo and the silo
group conﬁguration, the eigenmodes that contribute signiﬁcantly to the static
deformation are indeed also susceptible to these low frequency quasi-static
swaying vibrations. On the other hand, a resonant response could also be
discerned, mainly for the modes with the lowest eigenfrequencies. For the silo
group conﬁguration, it was shown that only the silos at the windward side
of the group are susceptible to such resonant vibrations, typically for mode
shapes (1, 3), (1, 4) and (1, 5). Although the vibration amplitudes are much
smaller than the static deformation at these locations, they are still much
larger than at the lee side of the group where negligibly small deformations are
found. The fact that the windward silos would be most susceptible to wind-
induced ovalling vibrations, points to forced excitation. This is supported by
the striking agreement of vibration amplitudes for both the single silo and the
windward corner silo 1 in the group arrangement.
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Two-way coupled simulations were subsequently performed to assess the
inﬂuence of aeroelastic eﬀects on the structural response. For the single silo
conﬁguration, both coarse and medium grid two-way coupled simulations were
performed and compared with the one-way coupling results. For the coarse grid,
the results in the one-way and two-way coupled simulations are qualitatively
similar but for the medium grid, diﬀerent results are found in the two-way
coupled simulation which suggests that aeroelastic phenomena are present. The
diﬀerence between coarse and medium grid simulations may be related to the
prediction of the separation point in the CFD simulations. It can hence not
decisively be concluded for a single silo if ovalling vibrations are due to forced
excitation or if aeroelastic eﬀects are important.
To account for the eﬀect of the closely spaced neighbouring silos, two-way
coupled simulations were performed for the group arrangement as well. The
large static deformation at the windward side of the silo group caused some
numerical issues for the ALE mesh updates in the coupling procedure. These
problems were solved by gradually increasing the wind loads on the structure
and by using the Laplacian ALE smoothing method. Because the latter
is much more computationally intensive, no coarse grid simulations could
be performed for silo 1 at the windward corner of the silo group. A low
resolution two-way coupled simulation for this silo was therefore performed that
indicates a pronounced aeroelastic eﬀect on the structural response. Despite
the grid dependence of the solution, the resulting vibration patterns are in
reasonably good agreement with observations. It is possible that the large static
deformations of the silos at the windward side enforce aeroelastic eﬀects at
these locations. Grid independent WSI simulations would however be required
to verify this statement. A more reliable two-way coupled simulation of silo
40 at the lee side corner of the group on the original coarse CFD grid have
been performed as well. The absence of signiﬁcant ovalling vibrations and
the negligible static deformations at the lee side of the group indicate that
aeroelastic vibrations are in any case not related to wake-induced phenomena.
In conclusion, it is found for the single silo and the silo group that (grid
independent) WSI simulations are required to investigate ovalling vibrations
in silo groups.

Chapter 6
Conclusion
This thesis addressed the numerical prediction of wind-induced ovalling
vibrations that were observed in a silo group in the port of Antwerp during
a storm in October 2002. The main goal of this work was to investigate
available computational techniques to study such complex problems and to
assess the necessity of performing coupled WSI simulations to explain the
observed vibrations. In this chapter, the main ﬁndings of the study are ﬁrst
recapitulated (section 6.1) and afterwards recommendations for future research
are given (section 6.2).
6.1 Restatement of the main findings
Wind-induced vibrations can be caused by either forced excitation or self-
excited, aeroelastic phenomena. In the ﬁrst, vibrations occur as a result of some
turbulent ﬂuctuations in the ﬂow exciting one or more natural frequencies of the
structure. These periodic ﬂuctuations can originate from either the structure
itself through processes like vortex shedding or from the turbulent natural ﬂow
attacking the structure. In the second case, the wind-induced vibrations are
due to aeroelastic instability caused by the interaction between the motion of
the structure and the wind ﬂow. It is often diﬃcult to discern the exact cause of
a speciﬁc wind-induced vibration because diﬀerent excitation mechanisms may
be interacting. To study the susceptibility of a structure to such wind-induced
phenomena the coupled multiphysics problem therefore has to be considered,
taking into account both wind ﬂow and structural dynamics. Because of the
complexity of such problems, numerical methods are an interesting alternative
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to expensive wind tunnel tests or oversimpliﬁed theoretical models. The
numerical simulation of the entire coupled problem has the distinct advantage
that all possibly interacting excitation mechanisms are incorporated in the
simulations at once.
For the speciﬁc case of wind-induced ovalling vibrations in a silo group,
both 2D and 3D CFD simulations are considered. In the 2D wind flow
simulations, the URANS approach is used. This modelling choice has
important implications on the realistic simulation of turbulent ﬂuctuations.
Low turbulence levels were applied at the inlet of the computational domain
to focus on wake-related eﬀects. This modelling approach allows to avoid
additional diﬃculties of excessive and unphysical turbulence viscosity in the
simulations. The high Reynolds number ﬂow around a single 2D cylinder is
validated with both experimental and numerical data from the literature and
reasonably good agreement is found. The simulations of the group conﬁguration
show that the silo group can be treated neither as a classical tube array nor
as a solid bluﬀ body. However, some interesting qualitative similarities are
found that contribute to a better understanding of the wind ﬂow around the
silo group. While the ﬂow regime around the group resembles the ﬂow around
bluﬀ rectangular prisms in cross-ﬂow, the permeability of the group allows
about 10% of the wind mass ﬂow to pass through the group. For all angles
of incidence, the interstitial ﬂows follow wavy patterns through the array from
high upstream pressures to lower pressures at the lee side of the group. Some
irregularities in the ﬂow pattern are found at arbitrary locations in the silo
group for α = 15◦ and for α = 60◦. Similarly as the large coherent vortex
street in the wake of the group, these irregularities are attributed to the 2D
character of the simulations where spanwise velocities are suppressed.
For the 3D wind flow simulations a DDES technique was applied where the
turbulent scales in the far ﬁeld are resolved instead of modelled. Some well-
known diﬃculties are encountered with the modelling of the inlet conditions
in these simulations. The well documented problem in CWE concerning the
incompatibility between the standard rough wall functions implemented in
CFD codes and the equilibrium mean ABL wind proﬁle leads to accelerated
ﬂow near the bottom of the domain. In the present case, the impact of this
accelarated wind ﬂow on the silo structures is limited because the silos are
mounted at 16.66m above ground level. The turbulent velocity ﬂuctuations
at the inlet are artiﬁcially generated by a spectral synthesizer method. These
ﬂuctuations are not maintained troughout the computational domain however.
While the amplitudes of the velocity ﬂuctuations are clearly diminished by the
time they reach the structure, the frequency content of the ﬂuctuations is still
preserved reasonably well. Nevertheless, the generation of synthetic turbulence
is still an unresolved issue.
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For the validation of the 3D simulations, wind tunnel tests were carried out for
a single silo conﬁguration. For easy comparison and to avoid similtude issues,
the simulations were scaled down to the wind tunnel section. The inﬂuence
of blockage near the roof of the wind tunnel was shown to be signiﬁcant.
Very good agreement is found for the pressure distribution on the silo surface
in experiments and simulations. Small discrepancies are attributed to small
modelling problems in the wind tunnel set up, e.g. near sharp corners, and to
the applied turbulence model in the simulations. It is known that the DDES
technique is better suited to simulate higher Reynolds number ﬂows as found
in the free atmosphere instead of the transitional wind ﬂow in the wind tunnel.
Furthermore, diﬃculties are known to exist in the DDES approach with the
prediction of the separation point on smooth surfaces. This deﬃciency is also
clearly observed in the grid reﬁnement study for the DDES, especially for
the transverse corner silos (8 and 33) in the silo group arrangement. While
boundary layer scale resolving LES could capture separation more accurately,
such simulations are not feasible (yet) at the present high Reynolds numbers.
A more pragmatic approach is therefore followed and keeping in mind the
deﬃciency of the 3D simulations concerning separation, the inﬂuence of grid
reﬁnement is evaluated in all further processing.
Modal decomposition is subsequently used to analyse the aerodynamic
surface pressures in terms of the eigenmodes these pressures might excite.
In the 2D simulations, a harmonic decomposition technique is proposed as
an alternative to modal decomposition. Similar results were obtained for all
orientations of the silo group (0◦ < α < 90◦). Strong narrow band frequency
peaks were identiﬁed in the ﬂuctuating pressure coeﬃcient spectra of the
silos near the lee side corners of the group that match the structural natural
frequencies of the third and fourth ovalling mode shape of the silos. This
match indicates a forced response of the modes that were also observed during
the ovalling event in 2002, but at the wrong location in the group. This is most
likely related to the fact that only wake-related turbulence is accounted for in
the present simulations and higher turbulence levels should in fact be present
in the incoming ﬂow. The coherent vortex structures in the wake of the group
furthermore dominate the 2D ﬂow but are not physical. Since no adequate
predictions of the ovalling vibrations are found, the 2D simulations are written
oﬀ.
Similary, modal decomposition of the 3D aerodynamic pressure distributions
was performed. A more realistic broader band of low frequency ﬂuctuations
is present in the 3D wind ﬂow and no distinct vortex shedding frequencies
are found. In the group arrangement, higher frequencies are observed at the
windward side while the excitation levels at the lee side are nearly negligible.
The same results are found on the diﬀerent levels of grid reﬁnement considered.
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These results indicate a forced response of the structural mode shapes with the
lowest eigenfrequencies at the windward side of the group. This is consistent
with observations but no vibration amplitudes can be determined and only
forced excitation is considered as a possible excitation mechanism.
In this light, the structural response to the aerodynamic pressures is afterwards
determined in both one-way and two-way coupled simulations, allowing
to evaluate whether forced excitation or aeroelastic eﬀects are at the source
of the ovalling. A partitioned approach is used to study the WSI problem
and the existing FE models for the structure and the 3D CFD simulations are
coupled. A methodology based on modal deformation energy is applied for an
easy comparison of the structural response in terms of excited eigenmodes. As
a result of restrictions on computing time, only reasonably short time frames
are simulated and all comparison is in principle qualitative. Nevertheless, such
qualitative comparison is considered suﬃcient for the present purposes since
the inlet ﬂuctuations inevitably introduce a random process in the ﬂow and
simulating longer time frames does not yield additional information on the
high frequency resonant vibrations that are of interest here.
It was found that the structural response of a silo typically consists of three
components: apart from the mean response as a measure for the static
deformations, two ﬂuctuating components could be clearly discerned. On the
one hand a non-resonant low frequency ﬂuctuation was retreived that was
referred to as the background or quasi-static response of the structure. These
low frequency vibrations are related to the seemingly random ﬂuctuations
in the incoming wind ﬂow which is supported by the observation that the
eigenmodes contributing signiﬁcantly to the static deformation are also highly
susceptible to these swaying vibrations. On the other hand, higher frequency
resonant ﬂuctuations are also observed, mainly for the modes with the lowest
eigenfrequencies.
In all coupled simulations, diﬀerent levels of grid reﬁnement were considered.
For the single silo conﬁguration, qualitatively similar results were found for
one-way and two-way coupled simulations on the coarse grid. The static
deformation is in the order of 4 cm while superimposed vibration amplitudes
are considerable at about 1 cm. This indicates that ovalling vibrations can be
triggered by forced excitation and vibration amplitudes then depend on the
intensity of the turbulent ﬂuctuations in the wind ﬂow. The one-way coupled
simulation on the medium mesh yields similar results but the two-way coupling
results show larger static and dynamic excitation of the single silo. Because
of the structural ﬂexibility in the two-way coupling, modiﬁed separation and
wake behaviour can in turn inﬂuence the aerodynamic surface pressures. The
diﬀerence between coarse and medium grid simulations may therefore be related
to the prediction of the separation point in the CFD simulations. Because
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results should be compared qualitatively, it can not decisively be concluded
for a single silo whether ovalling vibrations are due to forced excitation or if
aeroelastic eﬀects are important.
The one-way coupled simulations for the silo group arrangement show that the
structural modes with the lowest eigenfrequencies are excited at the windward
side of the group while vibrations are negligibly small at the lee side. Although
the location and excited eigenmodes of the ovalling vibrations are in good
agreement with observations, the vibration amplitudes at the windward side
are still signiﬁcantly smaller than the observed vibrations and the structural
response is strongly dominated by static deformations. These large static
displacements cause numerical issues for the ALE mesh updates in the two-way
coupled simulation at the windward side of the group that can only be solved at
a higher computational cost. A low resolution two-way coupled simulation for
silo 1 is therefore performed that indicates a marked aeroelastic eﬀect on the
structural response. Despite the grid dependence of this solution, the resulting
vibration patterns are in reasonably good agreement with observations and the
self-excited vibration amplitudes are signiﬁcantly larger than in the one-way
coupled simulations. A more reliable two-way coupled simulation of silo 40 at
the lee side corner of the group on the original coarse CFD grid is performed
as well. The absence of signiﬁcant ovalling vibrations and the negligible static
deformations at the lee side of the group indicate that aeroelastic vibrations
are in any case not related to wake-induced phenomena.
Because the coupled WSI simulations are at the limit of practical feasibility
of present day computational power, no grid independent solutions could be
obtained. Nevertheless, the results indicate that aeroelastic eﬀects have a
sigiﬁcant impact on the structural response of the silo structures. Although
the eﬀect of incoming turbulent ﬂuctuations in these simulations could not
be included, it is concluded that complicated and grid independent WSI
simulations are in general required to realistically predict the onset of ovalling
vibrations in silo groups with numerical techniques.
6.2 Recommendations for future research
In the following, some suggestions for future research are given. The
recommendations are ﬁrst concentrated on the ﬁeld of CWE, then turn to
WSI and eventually consider the present case of silo groups.
From the present study, it is clear that 3D wind ﬂow simulations are much
more valuable than 2D simulations because the turbulent ﬂuctuations can be
resolved more realistically. While 3D RANS techniques are already applied
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for real life civil engineering projects, e.g. to predict mean wind ﬁelds in the
built environment, more eﬀorts should be put in the direction of scale resolving
simulations (LES, DES) for real life applications with an aim to predict dynamic
loads on ﬂexible structures. Some important issues in this context remain
unsolved however.
The present simulations at high Reynolds number illustrated a need for
well-adopted turbulence models capable of modelling near-wall behaviour in
highly turbulent (wind) ﬂows. While the RANS wall models demonstrated
diﬃculties with the accurate prediction of separation points, LES simulations
are unfeasible at such high Reynolds numbers.
Further research deﬁnitely has to concentrate on the preservation of horizontal
homogeneity in the ABL in the case of scale resolving simulations. The
techniques developed for the preservation of the mean ABL wind proﬁle in
RANS simulations [33, 92, 206] are in general not applicable for DES or LES.
The generation of turbulent ﬂuctuations at the inlet should be further
investigated as well. While new techniques have been developed in recent years
to apply more realistic turbulence spectra at the inlet of the computational
domain, the present simulations showed a quick decrease of the intensity of
these ﬂuctuations in the wind ﬂow. It is in this context important to not
only consider the turbulence power spectra when assessing preservation of
generated inlet turbulence but also to calculate global parameters such as
resolved turbulent kinetic energy etc. with progress through the domain.
In the ﬁeld of WSI, and more generally FSI, important transitions after a
sudden release or ﬂexibility of the structure are present. Given the fact that
computing power is restrictive and longer simulated time intervals are desired,
eﬀorts should be made to limit these transitions as much as possible. It may
therefore be interesting to further investigate the eﬀect of a gradual increase of
the pressures applied in the structural solver. To reduce the sudden changes
in the ﬂuid solver at the start of the coupling, the eﬀect of using longer time
steps in the ﬂow solver could be investigated as well.
Concerning the present case study of ovalling vibrations in the silo group, there
are still several matters that might be further investigated. Several eﬀects that
have not been modelled or studied in the present simulations may have an
impact on the results, as listed in the following.
• It would be interesting to assess the eﬀect of multiple ﬂexible silos, or
even an entire ﬂexible silo group.
• Small details may have an important impact on the overall ﬂow behaviour.
Many structural details have not been considered in the simulations, e.g.
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ladders, pipelines attached to the outer surface of the silos, but also large
features, e.g. a prominent inspection tower on the south side of the silo
group and the canopies on the east and west side of the building, were
not modelled.
• The silo group is surrounded by low rise buildings but also an even larger
silo group to the east. Considering the size of the horseshoe vortex near
the surface for the silo group conﬁguration, it is likely that the wind ﬂow
pattern would be altered when these structures are modelled as well.
Finally, design alterations for silo groups aiming at a reduction of wind-induced
ovalling vibrations could be investigated with WSI simulations. The eﬀects of
a larger spacing between neighbouring silos or adding stiﬀening rings in the
structural model could e.g. be considered.
In this context it would also be very interesting to use the existing numerical
tools to support the development of simple design criteria for complex wind-
structure interaction problems. While the present study has concentrated on
exploring the limits of what is practically possible with present day computing
power, probably other techniques that are signiﬁcantly less computationally
intensive could be used to assess similar problems of aeroelasticity. The
development of such techniques relying on simple analytical relations could
be supported by performing numerical simulations in the future.

Appendix A
Silo ovalling mode shapes
In this appendix, the ﬁrst 20 ovalling mode shapes of the silo structure are
shown in ﬁgures A.2 to A.6. The convention for the orientation of these plots
is given in ﬁgure A.1b.
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Figure A.1: Geometrical representation of a silo structure.
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Φ1 = (1, 3) Φ2 = (1, 3) Φ3 = (1, 4) Φ4 = (1, 4)
feig = 3.96Hz feig = 3.97Hz feig = 3.99Hz feig = 4.11Hz
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Figure A.2: Diﬀerent views of ovalling mode shapes 1 to 4 of the silo structure:
(a) 3D isotropic view, and horizontal sections at (b) zs = 21.5m, (c) zs = 12.5m
(mid-height), and (d) zs = 3.5m,.
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Φ5 = (1, 5) Φ6 = (1, 5) Φ7 = (1, 5) Φ8 = (1, 5)
feig = 5.34Hz feig = 5.35Hz feig = 5.70Hz feig = 5.71Hz
(a)
(b)
(c)
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Figure A.3: Diﬀerent views of ovalling mode shapes 5 to 8 of the silo structure:
(a) 3D isotropic view, and horizontal sections at (b) zs = 21.5m, (c) zs = 12.5m
(mid-height), and (d) zs = 3.5m,.
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Φ9 = (1, 6) Φ10 = (1, 6) Φ11 = (1, 2) Φ12 = (2, 5)
feig = 7.72Hz feig = 7.72Hz feig = 7.83Hz feig = 8.19Hz
(a)
(b)
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Figure A.4: Diﬀerent views of ovalling mode shapes 9 to 12 of the silo structure:
(a) 3D isotropic view, and horizontal sections at (b) zs = 21.5m, (c) zs = 12.5m
(mid-height), and (d) zs = 3.5m,.
SILO OVALLING MODE SHAPES 205
Φ13 = (2, 5) Φ14 = (2, 6)∗ Φ15 = (2, 4) Φ16 = (2, 4)
feig = 8.19Hz feig = 8.62Hz feig = 8.85Hz feig = 9.10Hz
(a)
(b)
(c)
(d)
Figure A.5: Diﬀerent views of ovalling mode shapes 13 to 16 of the silo structure:
(a) 3D isotropic view, and horizontal sections at (b) zs = 21.5m, (c) zs = 12.5m
(mid-height), and (d) zs = 3.5m,.
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Φ17 = (2, 6) Φ18 = (2, 6) Φ19 = (1, 7) Φ20 = (1, 7)
feig = 9.62Hz feig = 9.72Hz feig = 10.34Hz feig = 10.34Hz
(a)
(b)
(c)
(d)
Figure A.6: Diﬀerent views of ovalling mode shapes 17 to 20 of the silo structure:
(a) 3D isotropic view, and horizontal sections at (b) zs = 21.5m, (c) zs = 12.5m
(mid-height), and (d) zs = 3.5m,.
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