In this paper, we study the minimization of l p−q (0 < p ≤ 1, q ≥ 1, p = q), the general difference of l p and l q norms/quasi-norms, as a nonconvex metric for solving unconstrained nonlinear programming. We first establish an exact (stable) sparse recovery condition for the l p−q constrained problem under an extended restricted p-isometry property and then propose an iterative algorithm for the l p−q regularized unconstrained minimization based on the t-variant of the iterative reweighted minimization method (t ≥ 1) and ε-approximation. We theoretically prove that the proposed algorithm converges to a stationary point satisfying the first-order optimality condition. In particular, we provide a convergence rate analysis of the method and show that the local convergence is superlinear under a certain condition. Our extensive experimental results demonstrate that if the sensing matrix satisfies the restricted p-isometry property, the proposed iterative reweighted minimization method for the l p−q unconstrained problem generally outperforms the existing methods (especially for those methods based on the difference of norms). For the illconditioned sensing matrix, a variant of our method via the difference of convex functions algorithm (DCA) shows better performance on the frequency of success for signal sparse recovery. Likewise, our methods are illustrated to be valid and generally outperform the existing methods for real images.
I. INTRODUCTION
Recently, numerous optimization models and techniques, such as compressed sensing (CS) [1] - [3] and phaseless compressed sensing (PCS) [4] - [6] , have been proposed for finding sparse solutions to a system or an optimization problem. Mathematically, sparse recovery methods aim to recover an n-dimensional vector x with few non-zero components from m n measurements. The fundamental optimization
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where η ≥ 0 and is a finite constant. ϕ (x) is usually a smooth function with an L ϕ -Lipschitz continuous gradient in R n , i.e. ∇ϕ (x) − ∇ϕ (y) 2 ≤ L ϕ x − y 2 , and the most widely used ϕ is the square loss 1 2 (x) − b 2 2 , where is a linear operator. Under certain conditions [1] , [2] , the combinatorial optimization problem (1) can be solved by the l 1 minimization:
which is a widely used convex relaxation for (1) . Problem (2) can be approached by the l 1 -regularized unconstrained nonlinear programming model
where λ > 0. It has been proven that model (3) is extremely effective in finding a sparse vector to minimize ϕ when it is a convex quadratic function [7] , [8] . A variety of efficient methods were proposed for solving (3) over the last few years, such as FISTA [9] , ADMM [10] and its equivalent forms, and the split Bregman [11] , [12] . Furthermore, for ϕ (x) = 1 2
x − b 2 2 , ∈ R m×n (i.e., Lasso), the solution path has been constructed by the homotopy method [13] , and the same task has been accomplished by the least angle regression (LARS) algorithm from a geometric viewpoint [14] , which can be applied to overdetermined and underdetermined systems [14] , [15] .
As alternatives to l 0 , nonconvex measures, such as the l p quasi-norm for 0 < p < 1 in [16] - [18] , the l 1 − l 2 in [19] , [20] and the transformed l 1 (TL1) function in [21] , [22] , have been proposed for sparse optimization subject to linear constraints. For l p and l 1 − l 2 , because their level curves are closer to l 0 than those of l 1 , the interception of an affine subspace corresponding to solutions of the linear constraints is more likely to occur at the coordinate axis/plane. This means that l p and l 1 − l 2 measures are theoretically better than l 1 for promoting sparsity. The TL1 interpolates l 0 and l 1 similar to the l p norm. Substantial efforts by many researchers were devoted to studying these nonconvex optimization problems. For l p minimization, the l p metric has an a priori unknown parameter p and is non-Lipschitz; therefore, Chen and Zhou [23] considered the approximation to l p : n i=1 (|x i | + ε) p for x ∈ R n and some small ε > 0. Iterative reweighed least-square (IRLS) methods [17] , [18] , [24] were considered for the constrained problem, while an unconstrained formulation was discussed in [25] . Reference [26] showed that the IRLS algorithm is stable by employing CS theory if the limit point of the iterations coincides with the global minimizer. References [27] and [28] studied the difference between an l p -constrained optimization and an l p -penalized (unconstrained) optimization. By considering the critical paths, the structures of the two formulations are elucidated. For l 1 − l 2 minimization, since the measure is Lipschitz continuous and free of parameters associated with metric, it has usually been minimized by the difference of convex functions algorithm (DCA) [29] without additional smoothing or regularization. It has also been proven that the l 1 −l 2 minimization converges to a stationary point satisfying the first-order optimality condition [20] . For TL1, it is shown as a robust sparsity promoting penalty in sparse recovery for a broad range of incoherent and coherent sensing matrices [21] , [22] . The validity of these methods has been demonstrated for high-dimensional data estimation [25] , [30] , [31] .
In this paper, we study the minimization problem for sparse signal recovery and solve the computational challenge posed by the non-convexity based on the difference of the Contour examples of four sparsity metrics: l 1 , l 0.5 , l 0.5−1 and l 1−1.1 . It is observed that l 0.5−1 possesses the more significant concavity. metrics l p and l q . Specifically, we mainly discuss the generalized l p−q -minimization problem with the linear constraint,
and the unconstrained one,
where 0 < p ≤ 1, q ≥ 1, p = q and ∈ R m×n is an underdetermined sensing matrix of full row rank and b ∈ R m \ {0}. As a motivation of the proposed l p−q -minimization, we discuss the property of v p p − v p q . Let v ∈ R n with v 0 = s > 1 and T = supp (v). Without loss of generality, assume that v 1 ≥ v 2 ≥ · · · ≥ v s ≥ 0 and not all are equal. Then consider the second-order partial derivatives of
i . This indicates that compared with x p p , which is utilized for l p -minimization, x p p − x p q possesses a more significant concavity when x is close to the origin and is better for promoting sparsity. 1 The intuitive comparison example is illustrated as Fig. 1 .
It is obvious that performance of the optimization is tightly associated with the parameters p and q. For the p = 1 and q > 1 case, the l p−q -minimization problem is clearly a direct generalization of l 1 − l 2 minimization but possesses a larger region of q. Comparatively, for 0 < p < 1 and q ≥ 1, l p becomes nonconvex, the difference of l p and l q is no longer the difference of convex functions, and some different properties of sparse recovery may emerge intuitively, even if the difference of convex functions algorithm (DCA) (e.g., l 1 −l 2 ) is unsuitable in this case. Additionally, enlarging the range of p and q may provide an improvement in the optimization performance. We will consider the influences of the parameters p and q and investigate the sparsity of minimizers and recovery conditions referring to this generic optimization. Based on these key facts, we further propose iteratively reweighted minimization algorithms to solve (5) and focus on the convergence of algorithms. More precisely, our algorithms are implemented by ε-approximation to the metric l p−q and DCA. Performance analysis such as the rate convergence is also taken into account for the proposed algorithms. For the sensing matrices satisfying a variant of the restricted isometry property (RIP), we found that the ε-approximation-based optimization method is better than the DCA-based optimization method for improving the sparsity of solutions. However, for ill-conditioned matrices, such as an oversampled discrete cosine transform (DCT) matrix, the conclusion is contrary to the variant-RIP matrix case if exact recovery is possible (provided that the peaks of the solution are sufficiently separated). Furthermore, the extended algorithms of our optimization method for low-rank tensor estimation can possess performance benefits.
The outline of this paper is as follows. After presenting some preliminaries, in Section II, we prove an exact (stable) sparse recovery theorem via the constrained l p−q minimization problem (4). In Section III, we provide an iterative computational method for (5) based on the t-variant (denoted by l t ) of the iteratively reweighted minimization, which is implemented by the ε-approximation of l p−q and DCA for comparison as well. We further establish the convergence of the method to a stationary point where the firstorder optimality condition holds. Moreover, we show its local convergence is superlinear when satisfying a parameter constraint. In Section IV, we conduct numerical experiments to discuss the performances of our iteratively reweighted minimization methods associated with the parameters (i.e., p, q and t) and compare the methods with various CS solvers for sensing matrices satisfying the extended restricted p-isometry property or not. In addition, the extended algorithms for real images are implemented to show the validity of our optimization framework. Concluding remarks are presented in Section V.
PRELIMINARIES
In this paper, we consider a different restricted isometry property related to l p and l q , 0 < p ≤ 1, q ≥ 1, p = q.
Definition 1 [Extended Restricted p-Isometry Property (Extended p-RIP)]: For a matrix ∈ R m×n and 0 < p ≤ 1, q ≥ 1, p = q, s > 0, the s-restricted p-isometry constant of is the smallest δ s ∈ (0, 1) such that
for all x with x 0 ≤ s. The matrix is said to satisfy the extended restricted p-isometry property of order s with δ s . δ s quantifies how close is to an isometric embedding of s-dimensional subspaces of l q (R n ) into l p (R m ), which is the generalization of the similar definitions introduced by Donoho [32] for p = 1 and Chartrand and Staneva [33] for q = 2. It has been shown that with overwhelming probability, random Gaussian matrices satisfy the restricted p-isometry property (with small restricted isometry constants) [33] .
We present some fundamental properties in the supplementary material, which will be invoked later in the proofs. We further introduce some notations that are used in the paper. For any given v ∈ R n and a scalar τ ,
denotes an alternative representation of v, and |v| τ denotes an n-dimensional vector whose the i-th component is |v i | τ for any i = 1, . . . , n. The sign operator sgn
is a thresholding vector.
II. EXACT AND STABLE RECOVERY FOR GENERALIZED l p−q -MINIMIZATION
With the above settings, in this section, we derive a sufficient condition for exact recovery of the l p−q -minimization problem. We first give the null space property of in the l p−q case.
Theorem 1: (l p−q -null space property) Let s,s ≥ 1 be integers and h be any element in the null space N ( ). T ⊂ {1, . . . , n} such that |T | = s and T c be the complement set of T in {1, . . . , n}. Then has the null space property (NSP) of order s:
provided that satisfies the extended restricted p-isometry property of order S = s +s for a given δ ∈ (0, 1). Proof: Let T 0 = T , for i ∈ T 0 c , we arrange the |h i | in the descending order and partition them into T 0 c = J j=1 T j , where the index set T j hass elements for j = J and T J may be less thans elements. Denote T 0,
where the bound in (6) and the fact that δ s+s ≥ δs are used. Then, for some prescribed δ satisfying δ s+s ≤ δ < 1,
Following Lemma 3(i), for each j ≥ 2, we have
Then it follows that
where (10) 
Combining (8) and (10) yields
By the Cauchy-Schwartz inequality, we obtain
Therefore,
, which completes the proof. Note that ifs is sufficiently large, then γ < 1.
We subsequently state a sufficient condition for exact and stable recovery by l p−q -minimization in the noiseless case. The proof of the theorem will utilize the l p−q -null space property (l p−q -NSP), and the proving procedures are presented in the supplementary material.
Theorem 2: Assume that satisfies the l p−q -NSP of order s with constant 0 < γ < 1. Suppose that x * is s-sparse with T = supp (x * ) and x * = b. Then, x * is the unique l p−q -minimizer in (4) ; moreover, for all x satisfying x = b, we have
The corollary of this theorem with respect to the lower bound of the random Gaussian measurements for reconstruction is presented as follows and proved in Appendix C as well.
Corollary 1: Let ∈ R m×n whose elements are i.i.d. random variables distributed normally with mean zero and variance σ 2 . Then there are constants C 1 (p, q), C 3 (p, q) and C 3 (p) such that whenever 0 < p ≤ 1, q ≥ 1, p = q, and
Theorem 2 is true with probability exceeding 1 − n s .
III. ITERATIVE REWEIGHTED l p−q -MINIMIZATION
In general, the principle of the IRLS method for nonconvex optimization is that, as the nonconvex part in the optimization problem does not change, it may be possible to find a single convex function that, weighted appropriately, can serve as majorizer for the nonconvex at each step of the proposed algorithms [16] - [18] , [24] . In this section, motivated by the IRLS methods proposed in the literature for solving l p -minimization (0 < p ≤ 1), we propose an extended method called IRL t,p−q , to solve the unconstrained l p−q -minimization problem (5) and provide a unified convergence analysis for the method. Moreover, a variant approach via DCA for each subproblem in the IRL t,p−q iteration is proposed for comparison. We first introduce the concept of supergradient defined on a concave function. Compared with the subgradient ϑ at the point x ∈ R n defined on a convex function g :
For concave f , the set of all supergradients of f at x is called the superdifferential of f at x, and is denoted by ∂f (x).
and i is the index corresponding to the i-th component of x (or x (k) ).
A. IRL t ,p−q FOR UNCONSTRAINED l p−q -MINIMIZATION
Consider the t-variant (l t ) and the ε-approximation to the unconstrained l p−q -minimization problem for some small ε ∈ R n + ; then Eq. (5) can be rewritten as:
where
and t ≥ 1. By the definition of the supergradient, we can solve the minimization problem (15) by updating x (k+1) via a sequence of the following relaxed problems with a sequence of positive vectors ε (k) approaching zero as k → ∞,
Algorithm 1 IRL t,p−q Minimization Approach for (5) Input: 0 < p ≤ 1, q ≥ 1, p = q and t ≥ 1; ε (0) ∈ R n + and x (0) = 0; k = 0; Output: x (K ) ; 1: for k = 0, 1, 2, . . . , K do 2: Solve the weighted l t minimization subproblem:
where for all i and ε (k)
3: end for
i is associated with x (k) , ε (k) and t (see (17) ). Similar to [24] , the components of ε (k) are set to be equal and the update rule for ε (k) is set as: ε
j is the j-th largest element of the vector x (k+1) . It is clear that each subproblem (16) has a closed-form solution by using the first-order optimality condition [23] , [25] . Hereby we summarize IRL t,p−q in Algorithm 1.
Convergence Analysis: We next consider the IRL t,p−q minimization approach of the problem (5) and provide the convergence analysis, which establishes a bound for the rate of local convergence.
1) CONVERGENCE OF THE ALGORITHM
Theorem 3: Suppose that the positive vector sequence ε (k) is componentwise non-increasing and ε (k) → 0 as k → ∞. Let x (k) be the sequence generated by Algorithm 1. For all k ∈ N ,
is bounded, which implies the existence of a convergent subsequence.
Proof: For f x, ε (k) , one can observe that ω (k) ∈ ∂f . Note that f is concave when the argument is nonnegative and
For (18), the equality holds if and only if x (k) = x (k+1) .
Due to x (k) is the sequence generated by Algorithm 1,
By (18), (19) and Lipschitz continuity of
This
is monotonically decreasing and bounded below. Hence, F x (k) , ε (k) converges. Combining with (18) and (20), we arrive at
and implies
Note that sgn x (21) . Otherwise, for sgn x (k+1) i = 1 and sufficiently large k, together with (22), we have lim k→∞ x
Theorem 4: Suppose that s is chosen so that satisfies the l p−q -NSP of order s with 0 < γ < 1. Suppose that the sequence ε (k) is componentwise non-increasing and ε (k) → 0 as k → ∞. Let x (k) be the sequence generated by Algorithm 1 andx be any accumulation point of x (k) , thenx is the first-order stationary point of (5) .
Proof: Based on Lemma 4, the boundedness of x (k) implies that there exists a subsequence x (kj) converging to some accumulation pointx. Note that
and the fact that
as k j → 0 for all i. We take limit operations on both sides of the above first-order optimality condition as k j → ∞ and find thatx satisfies 0
, hencex is a first-order stationary point of (5).
2) RATE OF LOCAL CONVERGENCE
In this subsection, we assume that there exists an s-sparse vectorx satisfying
Then the following theorem gives a bound on its rate of local convergence.
Theorem 5: Assume that satisfies the l p−q -NSP of order s with constant 0 < γ < 1. Suppose thatx is an s-sparse vector satisfying x = b and letT be the index set of the nonzeros ofx. If for some k,
In fact, the error measurement h (k) p p exhibits a superlinear convergence under the error reduction condition that, for some sufficiently large k, h (k) p p is sufficiently small such thatα h (k) p p η ≤ 1 for some η > 1. Then it follows from (23) 
The proof of this theorem is given in the supplementary material.
B. AN ALTERNATIVE METHOD FOR SOLVING THE SUBPROBLEM
Notice that each iteration in the IRL t,p−q algorithm requires solving a reweighted l t -regularized convex subproblem (16), Algorithm 2 ADMM for Subproblem (26) Input: 0 < p ≤ 1, q ≥ 1, p = q and t ≥ 1; ε (0) ∈ R n + and x (k) ; l = 0; Output: x (k+1) ; 1: for l = 0, 1, 2, . . . , K do 2:
3:
where the updated weights ω (k) i can be computed according (17) . Since ω (k) i can be represented as ω
1,i corresponds to the first term, ω (k) 2,i corresponds to the second term of (17), and the subproblem (16) can be viewed as DCA:
Then, the subproblem can be solved by the alternating direction method of multipliers (ADMM) [10] , [20] . The trick of the ADMM form is to decouple the coupling between the quadratic term and the reweighted l t penalty in (24) . Specifically, the above optimization for x (k) (l+1) solving can be reformulated as
We form the augmented Lagrangian function as follows.
where w is the Lagrange multiplier and β > 0 is the penalty parameter. We called this alternative implementation of IRL t,p−q as ADMM-IRL t,p−q for convenience, and ADMM consists of the iterations that are shown in Algorithm 2. For Algorithm 2, a recent result on the O 1 n convergence rate of ADMM was established in [34] . The computational complexity of Algorithm 2 per iteration is O n 3 + n 2 m [20] .
It should be noted that even though only sparse vectors are involved, the results and algorithms can be extended to higher dimensional objects satisfying high-dimensional ''sparse'' (such as the low rank concept, which can be viewed as a sparse representation on a 2-dimensional orthogonal basis). The applications for high-dimensional cases will be given in Section IV as well.
IV. NUMERICAL EXPERIMENTS
In this section, to demonstrate the effectiveness of the proposed framework, we carry out extensive experiments on both synthesized data and real images. For the synthesized data, we using the proposed algorithms for CS and analyze the basic properties of the proposed methods with respect to the parameters p, q, t. For real images, we extend our algorithms to make them suitable for highdimensional data reconstruction and clustering in different scenarios.
We first reconstruct synthesized sparse vector x * using IRL t,p−q and ADMM-IRL t,p−q to illustrate basic performances, then compare them with several state-of-the-art nonconvex CS algorithms, namely, IRLS-l p [17] , [18] , [24] , [25] , DCA l 1 − l 2 [19] , [20] and DCATL1 [22] . Note that IRLS-l p attempts to minimize l p (0 < p < 1) and involves a smoothing strategy in minimization; therefore, it would be particularly interesting to compare IRL t,p−q and ADMM-IRL t,p−q with IRLS-l p . p = 0.5 is chosen for IRLS-l p since it is proven to reach the almost-optimal performance [25] . Furthermore since DCA l 1 − l 2 is a special case of unconstrained l p−q minimization, the performance differences are discussed as well. We shall also include FISTA-Lasso [9] and ADMM-Lasso [10] for solving l 1 regularization for comparison.
Regarding the aspect of algorithm implementation, for the IRLS-l p , the maximum number of iterations is set as maxiter = 1000, tol = 10 −8 . For FISTA-Lasso, we set λ = 10 −2 , ε rel = 10 −8 , and maxiter = 5000. For ADMM-Lasso, we set λ = 10 −6 , β = 1, ρ = 10 −5 , ε rel = 10 −5 , and maxiter = 5000 [10] . For DCA l 1 − l 2 and DCATL1, the parameters and the algorithm stop criteria are the same as those in the corresponding literature. Then, for the proposed IRL t,p−q , we set λ = 10 −6 , and the smoothing parameter is analogous to IRLS-l p . For ADMM-IRL t,p−q , the subproblems are solved by ADMM, which is detailed in Subsection III-B, where the output from the first iteration x (1) is the solution of Lasso. The parameters for solving subproblems are the same as that for ADMM-Lasso and IRL t,p−q . All other settings of the algorithms are set to their default values.
We sample a sensing matrix ∈ R m×n from different distributions and generate a test signal x * ∈ R n of sparsity s, which is supported on a random index set with i.i.d. Gaussian entries. Then the measurement x * is computed for applying each solver to produce a reconstructionx. The reconstruction is called a success if the relative error x − x * 2 x * 2 < 10 −3 . We run 200 independent realizations and record the corresponding success rates at different sparsity levels. 
A. TEST ON THE EXTENDED RESTRICTED P-ISOMETRY PROPERTY MATRIX
We test on the random Gaussian matrix whose columns i i.i.d ∼ N (0, I m /m), i = 1, . . . , n. It is proved that, Gaussian matrices possess the extended restricted p-isometry property with respect to the l q norm (see Lemma 5 in the supplementary material) and have incoherent columns. We choose m = 64, n = 256 and implement IRL t,p−q by Algorithm 1. Our main task is comparing the proposed methods in terms of success percentage and computational cost under different settings of p, q and t. By fixing t at the beginning, the convergence characteristics of IRL t,p−q are discussed first, relying upon the settings of p, q and s, namely, p ∈ {0.1, 0.5, 0.8, 1}, q ∈ [1, 7] with a step length of 0.1 and s ∈ {5, 7, 9, . . . , 35}. In particular, when p = 1, the range of q is [1.1, 7]. Fig. 2, 3 , 4 and 5 depict the success rates of IRL t,p−q implemented by Algorithm 1 with t = 2 and t = 3 respectively. These figures indicate that for a fixed t, when p = 1 and q > 1, the success rate increases if q is decreasingly close to 1. When 0 < p < 1 and q = 1, the success rate is slightly better if q is close to 1 (especially when the sparsity of x * is low).
Next, the comparison between the test results in the cases of t = 2 and t = 3 indicates that the value of t can influence the success rates of IRL t,p−q . We select four parameter pairs (p, q): (1, 1.1), (0.8, 1), (0.5, 1), (0.1, 1). We also discuss the algorithm performance with variable t, t ∈ [1, 7] . The step size is 0.1. The numerical results (shown in Fig. 6 ) indicate that the value of t has an appreciable effect on the success rate of IRL t,p−q . Then, for different (p, q), the value of t corresponding to the best performance is selected for comparing Algorithm 1 with the given CS solvers before (IRLS-l p with p = 0.5, DCA l 1 − l 2 , ADMM-Lasso and DCATL1). Fig. 7 (a) depicts the success rates of the proposed methods. It can be seen that, when p = 0.5, q = 1 and t = 2, IRL t,p−q obtains the best results when the sparsity value is between 23 and 27 and that IRL t,p−q with p = 0.1, q = 1, t = 1.5 is comparable to IRLS-l p with p = 0.5.
Furthermore, we show the decay of error as a function of the iteration number of the algorithm for different values (p, q, t): (1, 1.1, 2.8), (0.8, 1, 2.4), (0.5, 1, 2), (0.1, 1, 1.5), which correspond to the aforementioned implementations retaining the best performance for IRL t,p−q . The results are compared with IRLS-l p , DCA l 1 −l 2 , DCATL1, FISTA-Lasso and ADMM-Lasso in Fig. 7(b) . Taking sparsity s = 15 for instance, we observe that, for the given values of p, q and t, once the iterates become sufficiently close to the sparse solution vector, the error decay is seen to speed up, which results in superlinear convergence. The IRL t,p−q with the given p, q and t converges faster to the sparsest solution than the other two methods.
In addition, some experiments for the performance comparison about the success probability and reconstruction SNR as a function of sparsity ratio s/n and the undersampling factor p s = m/n are illustrated in Fig. 8 and 9 , revealing that the IRL t,p−q possesses better performances in general.
B. TEST ON THE OVER-SAMPLED PARTIAL DISCRETE COSINE TRANSFORM (DCT) MATRIX
A randomly over-sampled partial DCT matrix is defined as i = cos 2iπ ζ F √ m, i = 1, . . . , n, where the components of ζ are uniformly and independently sampled from [0, 1], i.e., ζ ∼ U ([0, 1] m ). F ∈ N is the refinement factor. Over-sampled partial DCT matrices are considered to be ill-conditioned for CS in the sense that their columns become coherent as F increases. It has been shown in [23] that CS under coherent sensing matrices is possible to recover the sparse vector if its spikes are sufficiently separated. Specifically, we impose the minimum separation condition L randomly selected so that min j,j ∈T j − j ≥ L, wherẽ T is a support set ofx. The testing matrix is selected with m = 100, n = 1500. We test at a coherence level with F = 15 and set L = 2F in experiments.
For the over-sampled partial DCT matrix, IRL t,p−q and ADMM-IRL t,p−q are first compared in terms of performance. For the same p and q, ADMM-IRL t,p−q outperforms IRL t,p−q (illustrated in Fig. 10(a) ), which may encounter being trapped in local minima. In conclusion, ADMM is much better than IRL t when dealing with the measurement generated by the over-sampled partial DCT matrix. Moreover, the success rate increases by selecting a proper p and q. In this test, ADMM-IRL t,p−q reaches the best performance when p = 1, q = 2.4 and t = 1. Fig. 10(b) shows the success rates for ADMM-IRL t,p−q and other compared methods. We see that the proposed ADMM-IRL t,p−q is robust and significantly outperforms others.
In addition, we reconstruct real images by sparse vector and low-rank tensor approximation in Subsection IV-C, D and E respectively, to show the validity of our optimization framework for vector recovery by using real databases. Some parts of optimization models and experiments are discussed in [35] . The parameter value selection is based on the facts presented in Subsection IV-A and the procedure is as follows. Since l p−q plays a crucial role in our methods, we determine p, q first (e.g., Fig. 2-5 ). Considering two cases, i.e., p < 1 and p = 1, we select a set of (p, t) pairs for each case. Then, (p, t) is fixed and q is tuned such that IRL t,p−q reaches the best frequency of success recovery. By choosing the best p, q in the previous step and tuning t again (e.g., Fig. 6 ), the parameter values are determined. While the procedure for parameter determination can almost reach the best values experimentally, the algorithm performance is also related to the observation data and the best parameter values possess slight volatility. In Subsection IV-C, the images are reconstructed by sparse vector recovery algorithms. The sensing matrix (randomly generated) acts on the original images in a patch-wise manner to obtain the measurement vectors for compressed sampling.
C. PATCH-WISE IMAGE RECONSTRUCTION
We present two-dimensional examples of reconstructing real images from a limited number of projections for the noisefree case to demonstrate the feasibility of our proposed methods. The original images (denoted by X * ) are of size TABLE 1. PSNR values of image reconstruction by IRL t ,p−q with p, q, t : 1, 1.1, 2.8 , 0.8, 1, 2.4 , 0.5, 1, 2 , 0.1, 1, 1.5 , IRLS-l p with p = 0.5, ADMM-IRL 1,1−2.4 , DCA-l 1 − l 2 and FISTA-Lasso in Fig. 11 . p s = 0.3. ADMM-Lasso is omitted because it is similar to FISTA-Lasso on PSNR performance. 256 × 256, (as shown in Fig. 11(a) ). In our experiments, a patch-wise (considering overlapping patches) reconstruction strategy is applied to reduce the artifacts, by dividing the original image into 16 × 16 patches with the overlap of 5 pixels between adjacent patches. To improve the sparsity of the original images, we preprocess the image patches by utilizing the two-dimensional orthogonal wavelet transform. Then, by vectorization of each transformed patch, the corresponding wavelet coefficients are measured by sparse random projection based on the extended restricted p-isometry property sensing matrix. Assisted by the inverse procedure of the preprocessing, the images are recovered by IRL t,p−q with (p, q, t): (1, 1.1, 2.8), (0.8, 1, 2.4), (0.5, 1, 2), (0.1, 1, 1.5), IRLS-l p with p = 0.5, ADMM-IRL 1,1−2.4 , DCA l 1 − l 2 , ADMM-Lasso and FISTA-Lasso for comparison. The other parameters and the algorithm stop criteria are the same as the above tests and the corresponding literature. The recovered image is denoted byX and the recovery performance is evaluated by the peak-signal-to-noise ratio (PSNR) defined as PSNR = 10 log 255 2 MSE , where MSE denotes the mean-square error and MSE = 1
We vary the sampling rate from 0.1 to 0.8 for each algorithm and compare the PSNR values and running time. We run 100 independent realizations for each image and average the results to ensure its reliability. As an illustration, the recovery results with the 30% sampling rate are shown in Fig. 11(b)-(h) . The corresponding PSNR values are shown in Table 1 and the best solutions are in boldface. Generated by the considered nonconvex algorithms, the comparison results of PSNR and running time for different sampling rates are shown in Fig. 12 . It can be seen that our IRL 1.5,0.1−1 method for nonconvex models achieves better reconstruction performance than IRLS-l p with p = 0.5 and other compared solvers.
D. IMAGE RECOVERY BY LOW-RANK TENSOR COMPLETION
In this subsection, we apply the low-rank tensor completion model to image recovery. For an n-order tensor X ∈ R I 1 ×I 2 ×···×I n , denote X (i) ∈ R I i ×I 1 ···I i−1 I i+1 ···I n as the i-th mode on X and σ j X (i) as the j-th largest singular value [36] , [37] , then the corresponding l p−q low-rank tensor completion related to problem (5) can be formed as follows
where 0 < p ≤ 1, q ≥ 1, p = q, the vector σ (i) = σ j X (i) I i j=1 and ϕ (X ) are smooth and convex. It is thus evident that the l p−q low-rank tensor completion is a highorder extension of (5) . Notice that even though the real images may not be of low rank, their top singular values dominate the main information. This means that the image can be properly recovered by a low-rank approximation. Thus, with this model, we apply the iterative reweighted minimization to real color images and face clustering database recovery.
(I) We consider using our proposed low-rank tensor completion algorithm on the real color image which can be considered a 3-order tensor. Here, we consider three types of experimental settings: The first reconstruction task is tested on the observed tensor P (T ) without noises [35] , where the entries of P (T ) are independently sampled from the original image with three channels (Image 6(b) and 7(b) in Fig. 13(b) ). The random sampling rate p s is varied from 0.2 to 0.8. This case is essentially the low-rank tensor completion problem in (27) with ϕ (X ) = 0, and Q = X ∈ R I 1 ×···×I n |P (X ) = P (T ) .
On the other hand, in the second task, random noise (independently sampled from an N 0, σ 2 distribution, σ = 20) is added to the observed tensor P (T ) (Image 8(b) and 9(b) in Fig. 13(b) ). In the third task, some unrelated texts are added to the image [35] (Image 10(b) and 11(b) in Fig. 13(b) ). The goal of the both tasks is to remove the noises and recover the image from samples by using low rank tensor completion. The random sampling rate p s is varied from 0.2 to 1 (p s = 1 means removing the noises only). The corresponding low-rank tensor completion constraint is
For these three types of experiments, we use IRL t,p−q for the tensor to recover the images. To analyze the image recovery performance of the proposed algorithm, two adjusted parameter triples (p, q, t): (0.1, 1, 1.9) and (1, 1.1, 3.6), are equipped in IRL t,p−q for comparison. The choice of the parameter triple is similar to the adjusting procedure aforementioned. For the choice of λ, we let the initial value be a larger value λ 0 = 0.1 P (T ) ∞ for the first task and λ 0 = 8 P (T ) ∞ for the others (the tensor infinity norm P (T ) ∞ = vec (P (T )) ∞ = vec P (T ) (i) ∞ ).
λ 0 is dynamically decreased by λ = α k λ 0 with α < 1 (here we set α = 0.6) before reaching a predefined target λ = 10 −6 λ 0 , which is different from the static setting in the previous subsections. The algorithm is stopped when P (X ) − P (T ) 2 F P (T ) 2 F ≤ tol = 10 −6 , and the maximum number of iterations is set as maxiter = 1000. Moreover, we compare IRL t,p−q for the tensor with IRLS-l p (p = 0.5) [25] for the tensor, low rank tensor completion based on the tensor trace norm (LRTC) [37] , accelerated proximal gradient line search (APGL), truncated nuclear norm regularization (TNNR) [38] , and L 1 − L 2 for image recovery [19] , [30] . The experimental settings of the compared methods are the same as those in the corresponding literature. The independent experiments are run for 100 times and the average performance indicators are recorded. We also evaluate the performances by the PSNR. Fig. 13 (c)-(h) show the recovered images by different methods (the PSNR performance of TNNR is similar to that of APGL and the corresponding recovered images are omitted due to space limitations). The corresponding PSNR values are shown in Table 2 . It can be seen that IRL 3.6,1−1.1 achieves the best performances (the performances of IRL 1.9,0.1−1 is slightly weaker). More results about the PSNR values and running time of different methods on all of the tested images are shown in Fig. 14. This verifies that the proposed nonconvex penalty functions are effective in these situations.
(II) We consider using low-rank tensor completion on the Yale database for image reconstruction. The Yale database consists of 165 frontal-face images of 15 individuals. For each individual, there are 11 images of size 100 × 100. These images are captured under different facial expressions and poses and can be seen as a 3-order tensor. Noise-free and noisy image samples are used. First, we use LRTC, . PSNR values of image reconstruction by APGL, LRTC, L 1 − L 2 , IRLS-l p (p = 0.5), IRL t ,p−q with p, q, t : 3.6, 1, 1.1 , 1.9, 0.1, 1 , and TNNR. The sampling rate p s = 0.6 (except Image 11(b) generated by adding text noise only). IRLS-l p (p = 0.5) for the tensor, and IRL t,p−q with (1, 1.1, 3.6) and (0.1, 1, 1.9) to approximate the face image set using low-rank tensor completion based on uncorrupted and corrupted random samples. For the noise-free case, the random sampling rate p s is varied from 0.2 to 0.8. For the noisy case the samples are polluted by the random noise independently with N 0, σ 2 , σ = 10 and σ = 20. p s ranges from 0.2 to 1. The optimization problems for these two experiments correspond to the (27) with constraint (28) and (29) respectively. Because the database has 165 frontal-face images, they were approximated by 165 lowrank images. We divide the database into 15 units based on the different individual faces to observe recovered results. The average PSNR (APSNR) and running time of recovering each unit are used to evaluate the reconstruction performance. The experiments are run for 100 times.
The results are shown in Fig. 15 and 16 . Fig. 15 (c)-(f) show the recovered images by LRTC, IRLS-l p (p = 0.5) for the tensor, and IRL t,p−q with (1, 1.1, 3.6) and (0.1, 1, 1.9) respectively. Meanwhile, the sample recovered images based on different sampling rates in noise-free and noisy cases are illustrated in Fig. 15 Table III . Moreover, Fig. 16 shows comparisons of the APSNR values and running time by varying the sampling rate and noise. As shown in these figures, compared   TABLE 3 . APSNR values of Yale database recovery by LRTC, IRLS-l p (p = 0.5), IRL 3.6,1−1.1 and IRL 1.9,0.1−1 in Fig. 15. to the IRL 1.9,0.1−1 , IRLS-l p (p = 0.5) for the tensor, and LRTC methods, the IRL 3.6,1−1.1 can better recover the facial contour features. By combining these findings with the experiments in Subsection IV-D(1), the robustness of our method is demonstrated as well.
E. FACE CLUSTERING
Face clustering groups a set of face images into different clusters corresponding to different individuals. In this subsection, we evaluate the proposed iterative reweighted minimization of l p−q on face image clustering. Given a face image set T consisting of I 3 face images with size I 1 ×I 2 from n g subjects, T is considered a 3-order tensor for clustering as well. Then, the minimization problem (27) can be adjusted as
for the clustering task by setting σ (i) = σ (j) P I i I i j=1 and ϕ P I i = T − n i=1 T × (I i ) P I i 1 , where T × (I i ) P I i denotes the I imode product. Since I 3 corresponds to the indices of the images in T , after solving this optimization problem, we use the acquired P I 3 and apply the kernel k-means clustering algorithm to segment the images into n g clusters. The postprocessing of the eigenvectors is given to satisfy the identity requirements of indicator variables [39] . In fact, this clustering model is a direct generalization of sparse representation [40] , low rank representation (LRR) [41] , latent low rank representation (LatLRR) [42] and a similar version is also mentioned in [35] , [43] . Here, we will test the clustering performance influenced by the l p−q regularization and compare it with these methods.
Two face databases, Extended Yale B and ORL, are used for this test. Extended Yale B consists of 2414 frontal face images of 38 individuals, each of which has 64 face images under various lighting conditions. The ORL database contains 40 distinct individuals and there are 10 different images of each object under different lighting and facial expressions. The images of the both databases are resized into 32 × 32 for reducing the computational cost. In this experiment, for each database we randomly extract n g objects (n g = 2, 4, 6, 8, 10) as a group for clustering. In addition, we construct two clustering tasks based on these groups with a sample rate of p s = 1 and p s = 0.5. For p s = 1, the clustering process is directly implemented based on the experimental procedures aforementioned. For p s = 0.5, we first recover the group using IRL 3.6,1−1.1 since it achieves the best performance in the previous experiments. Then the clustering method is performed. Each kind of group (i.e. various n g and p s ) runs experiments for 100 times, and the average clustering accuracy is used to evaluate the performance. Fig. 17 shows the face clustering accuracies of IRL t,p−q with (1, 1.1, 3.6) and (0.1, 1, 1.9), LRR [41] , LatLRR [42] , IRLS-l p and the nonconvex tensor low rank representation with the logarithm function (NTLRR) [43] . The superiority of our method is demonstrated on the clustering task.
V. CONCLUSION
In this paper, we generalize the difference of l p and l q norms/quasi-norms and study the minimization problem of l p−q (0 < p ≤ 1, q ≥ 1, p = q) as a nonconvex metric for solving unconstrained nonlinear programming. Under the extended restricted p-isometry property, an exact (stable) sparse recovery condition for the l p−q constrained problem is first established. Then we propose IRL t,p−q for l p−q regularized unconstrained minimization based on the iterative reweighted minimization method. We proved that the proposed algorithm converges to a stationary point satisfying the first-order optimality condition and that the local convergence is superlinear with respect to the parameter t. The computational results show that the proposed IRL t,p−q generally outperforms the existing methods via the difference of norms and can be comparable to IRLS-l p if the sensing matrix satisfies the restricted p-isometry property. Additionally, the DCA variant of our method based on ADMM achieves better success rates of sparse solution recovery for the illconditioned sensing matrix. For image reconstruction in a patch-wise manner, IRL 1.5,0.1−1 generally performs the best, especially when the sampling rate is low. On real color images, frontal-face database recovery and clustering via low-rank tensor estimation, IRL 3.6,1−1.1 achieves better results. In particular, the performance of the proposed algorithms is closely associated with the values of parameters p, q, and t.
That is x * p p − x * p q > x p p − x p q , which contradicts with (B-6). Therefore, the uniqueness of x * is derived.
In addition, with the similar procedure, we exchange the positions of x * and x, then deduce (B- 7) , as shown at the bottom of the this page. Note that x * is the solution of (4), we have
This finishes the proof.
APPENDIX C RESTRICTED p-ISOMETRY PROPERTY WITH RESPECT TO l q OF RANDOM, GAUSSIAN MATRICES
We will determine how many random, Gaussian measurements are needed for Theorem 2 in Section II of the paper to be satisfied with high probability. To this end, we first prove that Gaussian matrix maintains the extended restricted p-isometry property stated in this paper (i.e. Definition 1 in Section I) with high probability. For any given x ∈ R n and m× n random Gaussian matrix with φ ij i.i.d ∼ N 0, σ 2 , note that x p p = m i=1 ( x) i p = m i=1 |χ i | p where χ i is a Gaussian random variable of mean zero and variance x 2 2 σ 2 . Therefore, µ = E (|χ i | p ) = x p 2 2 p / 2 σ p p+1 2 √ π [33] .
With these observations, we have the following result.
Lemma 4: Let 0 < p ≤ 1, q ≥ 1, p = q, η > 0, C 1 > 0, C 2 > 0, 1 ≤s ≤ n, x ∈ R L and ∈ R m×s is a submatrix of with φ ij i.i.d ∼ N 0, σ 2 . Define µ p = µ x p 2 , which is independent of x. Then 
