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In this paper, a new model order reduction phenomenon is introduced at the 
design stage of linear phase digital IIR filter. The complexity of a system can 
be reduced by adopting the model order reduction method in their design. In 
this paper a mixed method of model order reduction is proposed for linear IIR 
filter. The proposed method employs the advantages of factor division 
technique to derive the reduced order denominator polynomial and the reduced 
order numerator is obtained based on the resultant denominator polynomial. 
The order reduction technique is used to reduce the delay units at the design 
stage of IIR filter. The validity of the proposed method is illustrated with 
design example in frequency domain and stability is also examined with help 
of nyquist plot. 
 
Keywords: Order reduction, Factor division method, Nyquist plot, IIR filter, 
error index (J). 
 
Introduction 
An important step in the development of a digital filter is the determination of a 
realizable transfer function G(z) approximating the given frequency response 
specifications. If an IIR filter is desired, it is also necessary to ensure that G(z) is 
stable. The process of deriving the transfer function G(z) is called digital filter design. 
After G(z) has been obtained, the next step is to realize it in the form of a suitable 
filter structure. There are two major issues that need to be answered before one can 
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develop the digital transfer function G(z). The first and foremost issue is the 
development of a reasonable filter frequency response specification from the 
requirements of the overall system in which the digital filter is to be employed. The 
second issue is to determine whether an FIR or IIR filter is to be designed. The order 
reduction technique is then introduced to obtain an equivalent reduced IIR linear 
phase filter. 
The mathematical models obtained from the theoretical criteria those relevant with 
the given system normally results as a higher order model. Such systems are difficult 
to be analyzed and also the design of controller becomes too difficult. Obviously, 
there is a need for smaller models. Smaller models are models that describe the 
behavior of a system accurately, without the disadvantage of unnecessary detail. This 
enables the modeling of coupled complex phenomena in a reasonable time. First of 
all, these models should be smaller than the original model, meaning that they are 
computationally less demanding. Their behavior must in at least one way be 
comparable to the behavior of the original model. Preferably, the smaller models are 
physically as well as mathematically motivated. This makes the models interpretable 
and efficient. The host of mathematical processes to derive smaller models forms the 
field of what we call Model Order Reduction (MOR). The reason for the name is that 
the model is reduced in size by some technique. The model is assumed to be already 
present, being derived by physical laws and assumptions. Sometimes the methods are 
abusively called Reduced Order Modeling., which should then account for the task of 
modeling in such a way that the derived models are smaller right away. 
In many cases it is very well possible to reduce the size of a model. We already 
saw that mathematical rules of discretization may lead to models which are too large 
and have too much detail for the required precision. Also the final output of the model 
has some flexibility in the required accuracy. In applications a small error is often 
admissible. This flexibility gives room for smaller approximations and faster methods. 
Furthermore, we are often only interested in certain states of the model, for instance 
only in the output due to a certain input. This, while the model contains information 
of inputs that are never imposed. Model Order Reduction tries to quickly capture the 
essential features of a structure. This means that in an early stage of the process, the 
most basic properties of the original model must already be present in the smaller 
approximation. At a certain moment the process of reduction is stopped. At that point 
all necessary properties of the original model must be captured with sufficient 
precision. 
The order reduction of a linear time invariant system is applied in almost all fields 
of electrical engineering. The use of order reduced models for test simulations of 
complex systems is a lot easier than utilizing full order models. This is due to the fact 
that the lower order transfer function can be analyzed more easily. Therefore, order 
reduction algorithms are standard techniques in the integrated circuits community for 
analysis, approximation and simulation of models arising from interconnect and 
electromagnetic structure analysis. 
Conventional reduction methods are available in literature for reducing the order 
of large-scale linear MIMO systems in frequency domain [1–4]. Some of the existing 
methods are based on the global properties of G(s) have been proposed in the 
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literature amongst which the frequency domain method using the continued-fraction 
expansion of G(s) and the classical Pade approximations are well known for their 
computational simplicity and matching of few initial time-moments. However, 
stability of such reduced-models is not guaranteed even though the original system is 
stable. Further, some mixed methods have been suggested by combining the 
algorithm of two different reduction methods [5–7]. In spite of having several 
reduction methods, none always gives the satisfactory results for all the systems. 
In last decades, papers are came out in model order reduction based on concepts 
of dominant pole retention or dominant eigen value retention, Routh approximation, 
stability-equation method. An alternative approach suggested by a number of 
researchers is to use the methods belonging to the second category mentioned above 
to obtain better reduced-models and extend the applicability of the methods. In this 
connection the works of Shamash [8], Chen, et al [9], [10], Pal, et al [11] and Gupta, 
et al [12], are worth mentioning. S K Bhagat [13] proposed some new mixed methods 
for the simplification of single-input single-output systems of Stability preserving 
methods, such as, (g-d) canonical expansion. 
In the proposed method, a mixed method is proposed for the reduction of linear 
phase digital IIR filters. The obtained filter transfer function as per given design 
specification is converted in to transfer function in‘s’ domain before let it in to model 
order reduction stage. The denominator polynomial of reduced order model is 
obtained by using the factor division method and numerator polynomial is obtained by 
proposed method. The reduced order model obtained by the proposed method will 
preserves the stability of the original system. The proposed method is explained in the 
following sections. 
 
Digital IIR Filter Specifications 
As in the case of an analog filter, either the magnitude and/or the phase (delay) 
response is specified for the design of a digital filter for most applications. In some 
situations, the unit sample response or the step response may be specified. In most 
practical applications, the problem of interest is the development of a realizable 
approximation to a given magnitude response specification. The phase response of the 
designed filter can be corrected by cascading it with an all pass section. In this paper, 
we restrict our attention to the magnitude approximation problem only. 
In the case of IIR filter design, the most common practice is to convert the digital 
filter specifications in to analog low pass prototype filter specifications, to determine 
the analog low pass filter transfer function Ha(s) meeting these specifications, and 
then to transform it into the desired digital filter transfer function G(z). This approach 
has been widely used for many reasons such as the extensive tables are available, 
yields closed-form solutions and they are highly advanced. 
The magnitude response specifications of a digital filter in the pass band and in 
the stop band are given with some acceptable tolerances. In addition, a transition band 
is specified between the pass band and the stop band to permit the magnitude to drop 
off smoothly. 
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Consider the low pass filter with the magnitude of )( ωjeG , in the pass band defined 
by 0 ≤ω≤  ωp, we require that the magnitude approximates unity with an error ±δp, 
i.e., 
1- δp ≤  )( ωjeG  ≤  1+ δp , for |ω| ≤  ωp (1) 
In the stop band, defined by ωs ≤  ω ≤  π, we require that the magnitude 
approximants zero with an error of δs , i.e., 
)( ωjeG ≤δs , for ωs ≤  ω ≤  π. (2) 
The frequencies ωp and ωs are respectively called the pass band edge frequency 
and the stop band edge frequency. The limits of the tolerances in the pass band and 
stop band, δp and δs are usually called the peak ripple values. Note that the frequency 
response )( ωjeG of digital filter is an even function of ω. As a result, the digital filter 
specifications are given only for the range 0 ≤  ω ≤  π. 
Digital filter specifications are often given in terms of the loss function, A(ω)= -
20log10 )( ωjeG , in dB. Here the peak pass band ripple αp and the minimum stop band 
attenuation αs are given in dB, i.e., the loss specification of a digital filter are given by 
αp = -20log10 (1- δp ) dB 
αs = -20log10 (δs ) dB (3) 
The pass band and stop band edge frequencies, in most applications, are specified 
in Hz, along with the sampling rate of the digital filter. Since all filter design 
techniques are developed in terms of normalized angular frequencies ωp and ωs , the 
specified critical frequencies need to be normalized before a specific filter design 
algorithm can be applied. Let FT, FP and FS denote respectively the sampling 


















πω 2=Ω=  (5) 
For the design of an IIR digital low pass filter G(z) based on the conversion of an 
analog low pass filter Ha(s), the filter order of Ha(s) is first estimated from its 























The resultant IIR filter transfer function in ‘Z’ domain is used for reduction of IIR 
filter complexity. 
 
Statement of Problem 
Consider an nth order linear phase digital IIR filter denoted in Z domain as, 

























G(z)  (7) 
While applying the proposed model order reduction technique, the linear 












































where ka = [ ]pxqkija  i= 1, 2,….p 
j= 1, 2,….q 
k= 0, 1, 2, … m. 
and kb = ka ,0 (k= 0, 1, 2, ….. n-1). 


















































where kd  = [ ]pxqkija  i= 1, 2,….p 
j= 1, 2,….q 
k= 0, 1, 2, … r-1. 
and ke  (k= 0, 1, 2, ….. r-1,r) 
Inverse linear transformation(s=z-1) is then applied at equation (9) to form the 
reduced order linear phase IIR filter. In this paper, the obtained reduced model retains 
the important characteristics of the original digital IIR filter system and approximates 
its response as closely as possible for the same type of inputs. 
 
Proposed Method 
The reduced order obtained by the proposed method consists of two steps. In first 
step, the reduced order denominator polynomial is obtained by using the method as 
described in [14]. The numerator polynomial is obtained further in second step based 
on the resultant denominator polynomial. 
 
Step 1 
Obtaining the denominator polynomial from the given system transfer function 
The nth order original system given in equation (8) is equated to the rth order reduced 
model represented by the equation (9) 
















































........   (10) 
On cross multiplying and rearranging the equation (10) 
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By equating the coefficients of the same power of‘s’ on both sides in the equation 
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Step 2 




















































ai  ; i = 0,1,2,3…m and 
Bj = 
0b
b j ; j = 0,1,2,3…n 
























where n≥p≥q  

























































































































































|)(|  (19) 
To satisfy the above equation, 
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L2 = M2 
L4 = M4 
L2u = M2v ; if u=v (20) 
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y lllM  (23) 
for y= 1,2, 3……..v and l0=1 
From the equation (13), the reduced order model numerator coefficients can be 
























The transfer function obtained in equation (24) is converted in to ‘z’ domain by 
using the inverse linear transformation. 
 
Design Example 
Consider the digital IIR filter with the transfer function in direct form as H(z) in 























































Figure 1: Structure of Lattice-ladder IIR filter oh Nth order. 












zG  (28) 
By applying the linear transformation (Z=S+1), the transfer function G(z) 










sG  (29) 
By applying the step-1 as stated in the proposed method, the reduced order 
denominator polynomial is obtained as, 
333.043244.020499.0)( 2 ++= sssDr  (30) 
With help of denominator polynomial )(sDr , the numerator polynomial is obtained 
from the proposed method as, 
467.02995.0)( += ssNr  (31) 
On applying inverse linear transfer function, the reduced order transfer function in 










zH r  (32) 
The results were compared in both continuous and as well as in discrete domain 
and are shown in fig.2 and fig.3 respectively. The error index (J) between the original 





Figure 2: Comparison of Step responses. 
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Figure 3: Comparison of original and reduced order IIR filters in discrete instants. 
 
The closeness of the higher order filter with reduced order IIR filter in frequency 
domain is shown in fig.4. The reduced order IIR filter preserves closeness with 
original IIR filter and also preserves the closed loop stability. The reduced order IIR 
filter has the poles at -0.0548 + 0.7156i and -0.0548 – 0.7156i. There is no pole at 
right half of the s-plane and hence the reduced order system is stable. The stability 




Figure 4: Frequency responses of original and reduced order IIR filters. 
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Figure 5: Nyquist plot of original and reduced order IIR filters. 
 











zH r  (33) 
The direct forms of reduced order IIR filter can be represented in reduced order 
Lattice-ladder IIR filter form some conversions. Consider the direct form of Lattice-




















From the equation (34), the lattice-ladder filter co-efficient are obtained as a2(0) = 
0.205, a2(1) = 0.02246, a2(2)=k2=0.1056, b2=0.205, b1=0.322 and b0=0.2731.The co-




















=−  (36) 
The value of a parameter k1 is obtained from the above equation as k1 = a1(1) = 
0.02. The reduced order structure of lattice-ladder IIR filter is shown in fig.6. 



















Figure 6: Structure of Reduced order Lattice-ladder IIR filter. 
 
Conclusion 
This paper proposes the novel model order reduction for the design of IIR filters. The 
reduced order model results in reduction in number of delay units and other 
components in the filter design stage. The reduced order model has closeness with 
respect to the higher order system in their performance characteristics. The proposed 
method is mathematically simple and also applied to the large scale systems with 
substantial merits over other conventional methods. The simulation results show the 
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