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Abstract
Let R be a ring, S a strictly ordered monoid and ω :S → End(R) a monoid homomorphism. In this
paper we obtain some necessary conditions for the skew generalized power series ring RS,ω to be right
(respectively left) uniserial, and we prove that these conditions are also sufficient when the monoid S is
commutative or totally ordered.
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Introduction
A ring is right (respectively left) uniserial if its lattice of right (respectively left) ideals is
totally ordered by inclusion. Right uniserial rings are also called right chain rings, or right val-
uation rings, since they are obvious generalizations of commutative valuation domains. These
rings are extensively studied by many authors (see [1] and the literature quoted therein).
Like commutative valuation domains, right uniserial rings have a rich theory and they offer
remarkable examples (e.g. a right and left uniserial ring exists which is prime but not a domain;
see [2] and [5]). Useful ring constructions for building examples and counterexamples in the
theory are the skew power series ring and the Mal’cev–Neumann ring (see [1]).
In [10] a common generalization of the skew power series ring and the Mal’cev–Neumann
ring constructions was introduced, the ring of skew generalized power series RS,ω, where R
is a ring, S is a strictly ordered monoid, ω :S → End(R) is a monoid homomorphism, and the
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tions from S to R whose support is artinian and narrow (see Section 1 for particularities). Special
cases of the construction are polynomial rings, monoid rings, skew polynomial rings, skew Lau-
rent polynomial rings, skew monoid rings, skew power series rings, skew Laurent series rings, the
Mal’cev–Neumann construction (see [4, p. 528]), the Mal’cev–Neumann construction of twisted
Laurent series rings (see [8, p. 242]), generalized power series rings (see [13, Section 4]), and
twisted generalized power series rings (see [9, Section 2]).
In this paper we study when the skew generalized power series ring RS,ω is right or left
uniserial. In Section 2 we assemble three groups of necessary conditions for RS,ω to be a
right or left uniserial ring (see Propositions 2.5, 2.8 and 2.11). In Section 3 we prove some
results on units of the ring RS,ω, which are needed in Sections 4 and 5 to show that the
necessary conditions collected in Section 2 are also sufficient when S is commutative or totally
ordered. In Section 4 we separately consider the cases when S is a group and when it is not,
and as a result we obtain criteria for RS,ω to be a right uniserial ring, listed in Theorems 4.1,
4.3, 4.6 and 4.7. In Section 5 some criteria for RS,ω to be a left uniserial ring are presented
under the assumption that S is commutative or totally ordered. These criteria are not simply
the left symmetric version of previous results, and this time we separately consider three cases
depending on whether the set U(S) of units of S coincides with S, or U(S) is trivial, or U(S)
is a proper nontrivial subset of S. As a result we obtain six characterization Theorems 5.1–
5.4, 5.7 and 5.10. For convenience of the reader these characterization theorems, as well as the
main results of Section 4, are summarized in the table appearing at the end of Section 5. As an
immediate consequence of the results of the paper we obtain characterizations of power series
rings, Laurent series rings, skew power series rings, skew Laurent series rings and Mal’cev–
Neumann rings of twisted Laurent series that are right or left uniserial (see Corollaries 5.5, 5.6,
5.8 and 5.9). In Section 6 we apply right uniserial skew generalized power series rings to get a
partial solution of a problem on right cones considered by Brungs and Törner in [3].
Throughout this paper all monoids and rings are with identity element that is inherited by
submonoids and subrings and preserved under homomorphisms, but neither monoids nor rings
are assumed to be commutative. If S is a monoid or a ring, then the group of invertible elements
of S is denoted by U(S). If R is a ring, then End(R) denotes the monoid of endomorphisms
of R (with the composition of endomorphisms as the monoid operation) and J (R) stands for the
Jacobson radical of R. When we consider an ordering relation on a set S, then the word “order”
means a partial ordering unless otherwise stated. The order  is total (respectively trivial) if any
two different elements of S are comparable (respectively incomparable) with respect to . The
set of integers (respectively positive integers) is denoted by Z (respectively N).
1. Preliminaries
Let (S,) be an ordered set. Then (S,) is called artinian if every strictly decreasing
sequence of elements of S is finite, and (S,) is called narrow if every subset of pairwise order-
incomparable elements of S is finite. Thus (S,) is artinian and narrow if and only if every
nonempty subset of S has at least one but only a finite number of minimal elements. Artinian and
narrow sets are characterized in the following proposition.
Proposition 1.1. (See [6, Corollary 1].) For an ordered set (S,), the following are equivalent:
(1) (S,) is artinian and narrow.
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(3) For any sequence (sn)n∈N of elements of S there exist indices i < j such that si  sj .
Clearly, the union of a finite family of artinian and narrow subsets of an ordered set as well as
any subset of an artinian and narrow set are again artinian and narrow.
Let (S, ·) be a monoid and  an order relation on S. We say that (S, · ,) is an ordered
monoid if for any s1, s2, t ∈ S, s1  s2 implies s1t  s2t and ts1  ts2. Moreover, if s1 < s2
implies s1t < s2t and ts1 < ts2, then (S, · ,) is said to be a strictly ordered monoid.
We are now in a position to recall the construction of the skew generalized power series ring
introduced in [10]. Let R be a ring, (S, · ,) a strictly ordered monoid, and ω :S → End(R) a
monoid homomorphism. For any s ∈ S let ωs denote the image of s under ω, i.e., ωs = ω(s).
Consider the set A of all maps f :S → R whose support supp(f ) = {s ∈ S | f (s) = 0} is artinian
and narrow. Then for any s ∈ S and f1, . . . , fn ∈ A the set
Xs(f1, . . . , fn) =
{
(x1, . . . , xn) ∈ supp(f1) × · · · × supp(fn)
∣∣ s = x1 · · ·xn}
is finite. Thus for any f,g ∈ A one can define the product fg :S → R of f and g as follows:
(fg)(s) =
∑
(x,y)∈Xs(f,g)
f (x)ωx
(
g(y)
)
if Xs(f,g) = ∅,
and (fg)(s) = 0 if Xs(f,g) = ∅. With pointwise addition and defined above multiplication A
becomes a ring called the ring of skew generalized power series with coefficients in R and expo-
nents in S (one can think of a map f :S → R as a formal series ∑s∈S rss, where rs = f (s) ∈ R)
and denoted either by RS,ω, or by RS,ω if there is no ambiguity concerning the order .
We will use the same symbol 1 to denote the identity element of each: the monoid S, the ring R
and the ring RS,ω.
To any r ∈ R and s ∈ S we associate the maps cr , es ∈ RS,ω defined by
cr(x) =
{
r if x = 1,
0 otherwise, es(x) =
{1 if x = s,
0 otherwise.
It is clear that r → cr is a ring embedding of R into RS,ω, s → es is a monoid embedding of
S into the multiplicative monoid of the ring RS,ω and escr = cωs(r)es .
We close this preliminary section with two results on artinian and narrow subsets of an ordered
monoid which will be often used in the paper.
If (S, ·) is a monoid, n ∈ N, and T1, T2, . . . , Tn, T are nonempty subsets of S, then T1T2 · · ·Tn
(respectively T n) will denote the set of all products t1t2 · · · tn with ti ∈ Ti (respectively ti ∈ T )
for any i ∈ {1,2, . . . , n}. The following well-known property of such products is an easy conse-
quence of Proposition 1.1 (see [13, 2.1]).
Lemma 1.2. Let (S, · ,) be an ordered monoid and T1, T2, . . . , Tn (n 1) artinian and narrow
subsets of S. Then the set T1T2 · · ·Tn is artinian and narrow.
If (S, ·) is a monoid and T ⊆ S (respectively t ∈ S), then the submonoid of S generated by T
(respectively t) will be denoted by 〈T 〉 (respectively 〈t〉). Clearly, 〈T 〉 = {1} ∪ T ∪ T 2 ∪ T 3 ∪ · · ·
and 〈t〉 = {1, t, t2, t3, . . .}.
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artinian and narrow if and only if there exist m,n ∈ N such that m < n and sm  sn.
2. Necessary conditions for the ring RS,ω to be right or left uniserial
In this section we study what can be said about a ring R, a strictly ordered monoid (S, · ,)
and a monoid homomorphism ω :S → End(R) such that the skew generalized power series ring
RS,ω is right or left uniserial. As a result we shall obtain necessary conditions for RS,ω to
be a right (respectively left) uniserial ring listed in Propositions 2.5, 2.8 and 2.11 below. As we
will see in Sections 4 and 5, these necessary conditions are strong enough to be also sufficient
conditions when the monoid S is commutative or the order  is total.
We start with a preparatory lemma. Recall that an element s of a monoid (S, ·) is left can-
cellative if sx = sy implies x = y for any x, y ∈ S. An element r of a ring R is a left zero-divisor
of R (respectively is right-invertible in R) if there exists x ∈ R \ {0} (respectively y ∈ R) such
that rx = 0 (respectively ry = 1).
Lemma 2.1. Let R be a ring, (S, · ,) a strictly ordered monoid, ω :S → End(R) a monoid
homomorphism, and A = RS,ω. If s ∈ S is left cancellative and for some n ∈ N there exist
r0, r1, . . . , rn ∈ R with the following properties:
(a) cr0 + cr1es + cr2es2 + · · · + crnesn is right-invertible in A,
(b) r0 is not a left zero-divisor of R,
(c) ωsm(rn) is not a left zero-divisor of R for all m ∈ N,
then either 〈s〉 is artinian and narrow, or s ∈ U(S) and 〈s−1〉 is artinian and narrow.
Proof. If 〈s〉 is artinian and narrow, we are done. Thus to the end of the proof we assume that
〈s〉 is not artinian or not narrow. In particular, this implies that sk = 1 for every k ∈ N.
By (a) there exists g ∈ A such that
(cr0 + cr1es + cr2es2 + · · · + crnesn)g = 1. (2.1)
Observe that for any m,k ∈ N,
if ωsm
(
g
(
sk+i
))= 0 for each i ∈ {0,1, . . . , n − 1}, then ωsm+n(g(sk−1))= 0. (2.2)
Indeed, after computing both sides of (2.1) on sk+n−1 and then taking values under ωsm , we
obtain
ωsm(r0)ωsm
(
g
(
sk+n−1
))+ ωsm(r1)ωs(ωsm(g(sk+n−2)))+ · · ·
+ ωsm(rn−1)ωsn−1
(
ωsm
(
g
(
sk
)))+ ωsm(rn)ωsm+n(g(sk−1))= 0,
and the left side of (2.2) implies that
ωsm(rn)ωsm+n
(
g
(
sk−1
))= 0.
Now from (c) we obtain the right side of (2.2).
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Proposition 1.1 and Lemma 1.3 imply that there exists p ∈ N such that g(si) = 0 for any i  p.
Hence using (2.2) with m = 1 and k = p we obtain that ωsn+1(g(sp−1)) = 0. If p > 1, then
applying (2.2) with m = n + 1 and k = p − 1 we obtain ωs2n+1(g(sp−2)) = 0. If p > 2, then
applying (2.2) with m = 2n + 1 and k = p − 2 we obtain ωs3n+1(g(sp−3)) = 0. Continuing in
this way we finally obtain
ωspn+1
(
g(1)
)= 0. (2.3)
Suppose that s /∈ U(S). Then for any k ∈ N the set {y ∈ S | sky = 1} is empty. Thus computing
both sides of (2.1) at 1 we obtain
r0g(1) = 1. (2.4)
Hence from (2.3) we obtain
1 = ωspn+1(1) = ωspn+1
(
r0g(1)
)= ωspn+1(r0)ωspn+1(g(1))= 0,
a contradiction.
By the above s ∈ U(S). Suppose that 〈s−1〉 is not artinian or not narrow. Then there exists
q ∈ N such that g(s−j ) = 0 for any j  q . Choose q as small as possible and suppose that q  2.
Then computing both sides of (2.1) at s−q+1 we obtain r0g(s−q+1) = 0, so from (b) it follows
that g(s−q+1) = 0, which contradicts the minimality of q . Thus q = 1 and so g(s−1) = g(s−2) =
g(s−3) = · · · = 0. Hence computing both sides of (2.1) at 1 we obtain (2.4), which, as we have
already seen, leads to a contradiction. 
A ring R is called local if R has exactly one maximal right (left) ideal; in this case the unique
maximal right (left) ideal of R coincides with the Jacobson radical J (R) of R. Obviously, all
right uniserial rings and all left uniserial rings are local.
Our next result gives a necessary condition for RS,ω to be a local ring.
Corollary 2.2. Let R be a ring, (S, · ,) a strictly ordered monoid, and ω :S → End(R) a
monoid homomorphism. If RS,ω is a local ring and s is a left cancellative element of S,
then either 〈s〉 is artinian and narrow, or s ∈ U(S) and 〈s−1〉 is artinian and narrow.
Proof. Set A = RS,ω. If 1 + es ∈ U(A), then the result follows from Lemma 2.1. If 1 + es /∈
U(A), then es /∈ J (A). Since A is local, it follows that 1 + es ∈ J (A) and es ∈ U(A). Hence
es2 = e2s ∈ U(A), so 1 + es + es2 ∈ U(A) and again we apply Lemma 2.1 to get the desired
property of s. 
A monoid (S, ·) is called a left cancellative monoid if any element of S is left cancellative (i.e.,
if for any s, x, y ∈ S, sx = sy implies x = y). Right cancellative monoids are defined similarly.
Let (S, ·) be a nontrivial left cancellative monoid, and let  be the trivial order on S. Then
clearly (S, · ,) is a strictly ordered monoid. Furthermore, 〈s〉 is not narrow for any s ∈ S \ {1}.
Hence directly from Corollary 2.2 it follows that for any ring R and a monoid homomorphism
ω :S → End(R), the ring RS,ω is not local, and thus it is neither right nor left uniserial. Since
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from the above we deduce immediately the following corollary.
Corollary 2.3. Let R be a ring. Then none of the following rings is right or left uniserial:
(a) The polynomial ring R[x].
(b) The skew polynomial ring R[x,ϕ], where ϕ is an endomorphism of the ring R.
(c) The Laurent polynomial ring R[x, x−1].
(d) The skew Laurent polynomial ring R[x, x−1;ϕ], where ϕ is an automorphism of the ring R.
(e) The monoid ring R[S], where S is a nontrivial left cancellative monoid.
(f) The skew monoid ring R[S,ω], where S is a nontrivial left cancellative monoid and ω :S →
End(R) is a monoid homomorphism.
In Proposition 2.5 we shall obtain the first set of necessary conditions for RS,ω to be a
right or left uniserial ring. In the proof of the proposition we shall need the following useful
observation.
Recall that an element s of a monoid (S, ·) is aperiodic if the submonoid 〈s〉 is infinite (i.e.,
if for any i, j ∈ N with i = j we have si = sj ).
Lemma 2.4. If (S, · ,) is a strictly ordered monoid and s is an aperiodic element of S such that
〈s〉 is artinian and narrow, then x = xs and x = sx for any x ∈ S.
Proof. From Proposition 1.1 and the assumptions about s it follows that sm < sn for some
m,n ∈ N. Suppose that x = xs for some x ∈ S. Then x = xsi for any i ∈ N, and we obtain
x = xsm < xsn = x, a contradiction. A similar argument shows that also the equality x = sx is
impossible. 
Recall that a monoid S is said to be a left chain monoid [7] if the left ideals of S are totally
ordered by set inclusion, i.e., if Ss ⊆ St or St ⊆ Ss for any s, t ∈ S. Right chain monoids are
defined similarly. A monoid S is aperiodic if any element s ∈ S \ {1} is aperiodic.
Proposition 2.5. Let R be a ring, (S, · ,) a strictly ordered monoid, and ω :S → End(R) a
monoid homomorphism.
(i) If RS,ω is a right (respectively left) uniserial ring, then S is a right (respectively left)
chain monoid.
(ii) If RS,ω is a right or left uniserial ring and the monoid S is aperiodic, then
(a) S is left cancellative.
(b) For any s ∈ S, either 〈s〉 is artinian and narrow, or s ∈ U(S) and 〈s−1〉 is artinian and
narrow.
Proof. (i) Assume that A = RS,ω is a right uniserial ring and consider any elements s, t ∈ S.
Since A is right uniserial, without loss of generality we may assume that es = etg for some g ∈ A.
Since (etg)(s) = es(s) = 1 = 0, it follows that there exist x, y ∈ S such that xy = s, et (x) = 0
and g(y) = 0. Obviously x = t and thus s = ty ∈ tS, which proves that S is a right chain monoid.
The left uniserial case can be treated similarly.
R. Mazurek, M. Ziembowski / Journal of Algebra 318 (2007) 737–764 743(ii) By Corollary 2.2, it suffices to prove that each element s ∈ S is left cancellative. Therefore
we assume that sx = sy for some x, y ∈ S, and we have to show that x = y.
First consider the case when A is a right uniserial ring. By (i) we may assume that y = xz for
some z ∈ S. Hence
sx = sxz, (2.5)
and in A we have esx = esxz = esxez. Since A is a local ring, it follows that ez ∈ U(A), and thus
z ∈ U(S). Now (2.5), Corollary 2.2 and Lemma 2.4 imply that z = 1. Thus x = y.
Next assume that the ring A is left uniserial. By (i) we may assume that y = tx for some t ∈ S,
and sx = stx follows. Analogously as above one can show that S is right cancellative and thus
s = st . Repeating the above argumentation we obtain t = 1. Hence x = y. 
Clearly, a ring A is left uniserial if and only if Aop, the opposite ring of A, is right uniserial.
This could suggest that necessary and sufficient conditions for A = RS,ω to be a left uniserial
ring are simply analogues of that for A to be a right uniserial ring. However, this in not the
case, since the opposite ring of A = RS,ω need not be a skew generalized power series ring.
Fortunately, in the light of the following lemma, we can still explore the “duality” between left
and right uniserial rings provided by the functor “op” at least when the ωs ’s are automorphisms.
In the lemma below, for any monoid S, the opposite monoid of S is denoted by Sop.
Lemma 2.6. Let R be a ring, (S, · ,) a strictly ordered monoid, and ω :S → End(R) a monoid
homomorphism such that ωs is an automorphism of R for any s ∈ S. Then the map μ :Sop →
End(Rop) defined by
μ(s) = ω−1s for any s ∈ S
is a monoid homomorphism and the ring RS,ωop is isomorphic to the ring RopSop,μ.
Proof. For any f :S → R let f¯ :S → R be the map defined by f¯ (s) = ωs(f (s)) for all s ∈ S.
It is easy to check that the map ϕ :RopSop,μ → RS,ωop defined by ϕ(f ) = f¯ is a ring
isomorphism. 
The above lemma will be useful in Section 4 in “dualizing” some necessary and sufficient
conditions for RS,ω to be right/left uniserial in the case when S is a group. In the present
section we will apply the lemma in the proof of Proposition 2.8, which provides us with another
set of necessary conditions for RS,ω to be a right or left uniserial ring. In the proof we will also
need the following well-known characterization of right uniserial rings of skew Laurent series
(see [16, 6.83]).
Let R be a ring, ϕ an automorphism of R, and (G, · ,) an infinite cyclic group generated
by x with the ordering xm  xn if and only if m  n. By setting ω(xn) = ϕn for any n ∈ Z,
we obtain a monoid homomorphism ω :G → End(R). The ring RG,ω, is called the skew
Laurent series ring and denoted by R((x,ϕ)).
Proposition 2.7. Let ϕ be an automorphism of a ring R. Then R((x,ϕ)) is a right uniserial ring
if and only if R is a right uniserial right artinian ring.
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Proposition 2.8. Let R be a ring, (S, · ,) a strictly ordered monoid, and ω :S → End(R)
a monoid homomorphism. Assume that RS,ω is a right (respectively left) uniserial ring. Then
(a) R is a right (respectively left) uniserial ring.
(b) If the group U(S) is not torsion, then R is a right (respectively left) artinian ring.
(c) If S is not a group, then R is a division ring (respectively R is a domain provided U(S) is
torsion, and R is a division ring provided U(S) is not torsion).
(d) ωs is an automorphism of R for any s ∈ S (respectively ωs(R \ {0}) ⊆ U(R) for any s ∈
S \ U(S)).
Proof. (a) Assume that A = RS,ω is a right uniserial ring. Then for any r1, r2 ∈ R there exists
f ∈ A such that cr1 = cr2f or cr2 = cr1f . In the first case we obtain
r1 = cr1(1) = (cr2f )(1) = cr2(1)f (1) = r2f (1) ∈ r2R,
and thus r1R ⊆ r2R. Analogously we show that r2R ⊆ r1R in the second case, which proves that
R is a right uniserial ring. The proof for the left uniserial case is similar.
(b) Since U(S) is not torsion, by Corollary 2.2 there exists t ∈ U(S) such that t is nontorsion
and 〈t〉 is artinian and narrow. Let T be the subgroup of U(S) generated by t , i.e., T = {tk |
k ∈ Z}. Then the restriction of ω to T is a monoid homomorphism, which we continue to denote
by ω.
Since t ∈ U(S), ωt−1 = ω−1t and thus ϕ = ωt is an automorphism of R. We first prove
that the ring B = RT ,ω is isomorphic to the skew Laurent series ring R((x,ϕ)). Let
f ∈ B and suppose that supp(f ) contains infinitely many elements of the form tk with
k < 0, say tk1 , tk2, tk3, . . . , where ki < 0 for any i ∈ N and tki = tkj for any i = j . Then
t−k1, t−k2 , t−k3, . . . ∈ 〈t〉 and since 〈t〉 is artinian and narrow, by Proposition 1.1 there exist in-
dices i1 < i2 < i3 < · · · such that t−ki1  t−ki2  t−ki3  · · · . Hence tki1  tki2  tki3  · · · , and
since supp(f ) is artinian, we obtain tki = tki+1 for some i, a contradiction.
By the above, if f ∈ B , then the set {k ∈ Z | k < 0, tk ∈ supp(f )} is finite. Hence if G is
an infinite cyclic group generated by x and f¯ :G → R is defined by f¯ (xk) = f (tk) for any
k ∈ Z, then f¯ ∈ R((x,ϕ)). Now it is easy to verify that RT ,ω  f → f¯ ∈ R((x,ϕ)) is a ring
isomorphism.
Assume that A = RS,ω is a right uniserial ring. We claim that also R((x,ϕ)) is a right
uniserial ring. By the above, to prove the claim it suffices to show that B = RT ,ω is a right
uniserial ring. For that consider any f1, f2 ∈ B and define fˆi :S → R for i = 1,2 as follows:
fˆi (x) =
{
fi(x) if x ∈ T ,
0 otherwise.
Clearly fˆ1, fˆ2 ∈ A, and since A is a right uniserial ring, we may assume that fˆ1 = fˆ2g for some
g ∈ A. Let g′ = g|T , the restriction of g to T . Clearly g′ ∈ B . Furthermore, using that for any
x ∈ T and s ∈ S, xs ∈ T implies s ∈ T , it is easy to verify that f1 = f2g′ in B . Hence B is a right
uniserial ring, which proves our claim. Therefore R((x,ϕ)) is a right uniserial ring and thus R is
a right artinian ring by Proposition 2.7.
Now assume that A is a left uniserial ring. Then analogously as above it can be proved that
R((x,ϕ)) is a left uniserial ring. Hence R((x,ϕ))op, the opposite ring of R((x,ϕ)), is right
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follows from Proposition 2.7 that Rop is a right artinian ring, and thus R is left artinian.
(c), (d) We prove (c) and (d) simultaneously, but we consider the right uniserial case and the
left uniserial case separately.
Case 1: A = RS,ω is a right uniserial ring. To prove (c) consider any r ∈ R \ {0}. Since
S is not a group, there exists s ∈ S such that st = 1 for any t ∈ S. If cr = esg for some g ∈ A,
then r = cr(1) = (esg)(1) = 0, a contradiction. Hence cr /∈ esA, and since A is right uniserial,
it follows that es = crh for some h ∈ A. Thus 1 = es(s) = (crh)(s) = cr(1)h(s) = rh(s), which
proves that R is a division ring.
To prove (d) for the right uniserial case, consider any s ∈ S. We have already noted in the
proof of (b) that if s ∈ U(S), then ωs is an automorphism of R. Thus we are left with the case
when s /∈ U(S). Then, by (c), R is a division ring and thus ωs is a monomorphism. Hence to
complete the proof of (d) we have to show that r ∈ ωs(R) for any r ∈ R. Since A is a right
uniserial ring, there exists g ∈ A such that cres = esg or es = cresg. If cres = esg, then
r = cr(1)es(s) = (cres)(s) = (esg)(s) =
∑
(x,y)∈Xs(es ,g)
es(x)ωx
(
g(y)
)
. (2.6)
Set Y = {y ∈ S | sy = s, g(y) = 0}. Then from (2.6) we obtain
r =
∑
y∈Y
es(s)ωs
(
g(y)
)= ωs
(∑
y∈Y
g(y)
)
∈ ωs(R).
If es = cresg, then
1 = es(s) = (cresg)(s) =
∑
(x,y,z)∈Xs(cr ,es ,g)
cr (x)ωx
(
es(y)
)
ωxy
(
g(z)
)
. (2.7)
Put Z = {z ∈ S | sz = s, g(z) = 0} and v =∑z∈Z g(z). Then from (2.7) it follows that
1 =
∑
z∈Z
cr(1)es(s)ωs
(
g(z)
)= rωs(v).
Since R is a division ring, v ∈ U(R) and thus r = ωs(v−1) ∈ ωs(R). Hence always r ∈ ωs(R).
Case 2: A = RS,ω is a left uniserial ring. First we prove (d). Let s ∈ S \ U(S) and r ∈
R \ {0}. If ts = 1 for some t ∈ S, then et es = ets = 1. Hence es ∈ U(A), which implies s ∈
U(S), a contradiction. Thus ts = 1 for any t ∈ S. If cr = f es for some f ∈ A, then we obtain
r = cr(1) = (f es)(1) = 0, a contradiction. Hence, since A is left uniserial, there exists g ∈ A
such that es = gcr , which leads to 1 = es(s) = (gcr)(s) = g(s)ωs(cr (1)) = g(s)ωs(r). Thus
ωs(r) ∈ U(R), proving (d) in this case.
From (d) it follows that if S is not a group, then R is a domain. Hence to prove (c) we assume
that the group U(S) is not torsion. Then (b) implies that the ring R is left artinian. Thus, being
also a domain, R is a division ring. 
In Propositions 2.5 and 2.8 we have assembled some conditions that are necessary for RS,ω
to be a right or left uniserial ring. It turns out however that these conditions are not sufficient. As
we will see in Sections 4 and 5, in the case when (S, · ,) is commutative the missing link is just
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convenient to replace the order  on S with another order , which is defined as follows.
Let (S, · ,) be an aperiodic commutative strictly ordered monoid. We define a binary relation
 on S by setting
s  t ⇔ t = sz for some z ∈ S such that 〈z〉 is artinian and narrow.
The relation  will be called the order associated with . Below we show that  is indeed an
order relation on S.
We will say that an ordered monoid (S, · ,) is right (respectively left) naturally ordered if
s  t implies t ∈ sS (respectively t ∈ Ss) (cf. [15]).
Lemma 2.9. Let (S, · ,) be an aperiodic commutative strictly ordered monoid, and let  be as
above. Then (S, · ,) is a naturally strictly ordered monoid.
Proof. Clearly, the relation  is reflexive. To prove that it is antisymmetric, let s, t ∈ S be such
that s  t and t  s. Then t = sz and s = tv for some z, v ∈ S such that 〈z〉 and 〈v〉 are artinian
and narrow. Hence s = s(zv). Furthermore, since 〈zv〉 ⊆ 〈z〉〈v〉, it follows from Lemma 1.2 that
〈zv〉 is artinian and narrow. Thus Lemma 2.4 implies that zv = 1. Suppose that z = 1. Since 〈z〉
is artinian and narrow, by Proposition 1.1 there exist integers 1  i1 < i2 < i3 < · · · such that
zi1 < zi2 < zi3 < · · · . Since for any i, j ∈ N, zi < zj implies
vj = zivi+j < zj vi+j = vi,
we obtain vi1 > vi2 > vi3 > · · · , a contradiction. Thus z = 1, which proves that s = t .
Next we prove that  is transitive. Assume that s, t, u ∈ S are such that s  t and t  u. Then
t = sz and u = tv for some z, v ∈ S such that 〈z〉 and 〈v〉 are artinian and narrow. Since u = s(zv)
and 〈zv〉 is artinian and narrow, s  u and the proof that  is an order on S is completed.
Now we show that (S, · ,) is a strictly ordered monoid. Assume that s ≺ t . Then t = sz for
some z ∈ S \ {1} such that 〈z〉 is artinian and narrow. For any x ∈ S we have xt = (xs)z and thus
xs  xt . Suppose that xs = xt . Then xs = (xs)z and from Lemma 2.4 we obtain z = 1. This
contradiction proves that xs ≺ xt .
To prove that (S, · ,) is a naturally ordered monoid, assume that s  t . Then t = sz for some
z ∈ S such that 〈z〉 is artinian and narrow. Hence t ∈ sS. 
A few useful properties of the order “” are collected in the next lemma. To state the lemma
we introduce the following definition.
Let (S, · ,) be an ordered monoid, and let ′ be another order on S. We will say that ′ is
an extension of  if (S, · ,′) is an ordered monoid and s  t implies s ′ t for any s, t ∈ S.
Lemma 2.10. Let (S, · ,) be an aperiodic commutative strictly ordered monoid and the order
associated with .
(i) The following conditions are equivalent:
(1) The order  is total.
(2) (S, ·) is a chain monoid and for any s ∈ S either 〈s〉 is artinian and narrow (with respect
to ), or s ∈ U(S) and 〈s−1〉 is artinian and narrow (with respect to ).
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(a) If ′ is an extension of  , then  is an extension of ′.
(b) The order  is the only extension of  to a total order.
(c) If a subset T of S is artinian and narrow with respect to  , then T is well-ordered by
.
(d) (S, · ,) is naturally ordered.
Proof. (i): (1) ⇒ (2). Let s, t ∈ S. Since  is total, s  t or t  s, and thus directly from the
definition of  we obtain t ∈ sS or s ∈ tS. Hence (S, ·) is a chain monoid.
If 〈s〉 is not artinian or not narrow, then 1  s. Since  is total, s  1 and thus 1 = sz for
some z ∈ S such that 〈z〉 is artinian and narrow. Hence s ∈ U(S) and 〈s−1〉 = 〈z〉 is artinian and
narrow.
(2) ⇒ (1). Let s, t ∈ S. Since S is a chain monoid, we can assume that s = tz for some z ∈ S.
If 〈z〉 is artinian and narrow, then t  s. Otherwise z ∈ U(S) and 〈z−1〉 is artinian and narrow.
Since t = sz−1, it follows that s  t .
(ii) Assume that the order  is total. To prove (a) suppose that there exist s, t ∈ S such that
s ′ t and s  t . Since the order  is total, t ≺ s and thus s = tz for some z ∈ S \ {1} such that
〈z〉 is artinian and narrow. By Lemma 1.3, for some m < n we have zm < zn, which implies that
szm <′ szn. On the other hand, since s ′ t , we obtain sz ′ tz = s and thus szi+1 ′ szi for
any i ∈ N. Hence szn ′ szm <′ szn and this contradiction completes the proof of (a). Now (b) is
an immediate consequence of (a). In particular, the order  is an extension of  , and applying
Proposition 1.1 we obtain (c). By Lemma 2.9, (S, · ,) is naturally ordered, and (d) follows. 
In the case when S is commutative, the following result completes our list of necessary con-
ditions for RS,ω to be a right or left uniserial ring in such a way that it becomes also a list of
sufficient conditions, as we will see in Sections 4 and 5.
Proposition 2.11. Let R be a ring, (S, · ,) an aperiodic commutative strictly ordered monoid,
and ω :S → End(R) a monoid homomorphism. Assume that RS,ω is a right or left uniserial
ring. If T is a subset of S satisfying the following conditions:
(a) 〈t〉 is artinian and narrow for any t ∈ T ,
(b) sT is artinian and narrow for some s ∈ S,
then T is artinian and narrow.
Proof. Let  be the order on S associated with . Put A = RS,ω, and B = RS,ω,.
By (a), for any t ∈ T we have 1 t . Furthermore, by Proposition 2.5 and Lemma 2.10 the monoid
(S, ·) is cancellative, the order is total, and is an extension of. In particular it follows from
Lemma 2.10(ii)(c) that A is a subring of B .
By Proposition 1.1, to prove that T is artinian and narrow it suffices to show that for any
sequence (tn)n∈N of elements of T there exist indices i, j such that i < j and ti  tj . Clearly, we
may assume that all the tn’s are different. Since (sT ,) is artinian and narrow, it follows from
Lemma 2.10(ii)(c) that (sT ,) is well-ordered and thus also (T ,) is well-ordered. Hence we
may assume that
1 ≺ t1 ≺ t2 ≺ t3 ≺ · · · . (2.8)
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〈t1, t2, . . . , tn〉 = 〈t1〉〈t2〉 · · · 〈tn〉 is artinian and narrow (with respect to ). Hence by consid-
ering a suitable subsequence of (tn)n∈N we may assume that
tn+1 /∈ 〈t1, t2, . . . , tn〉 for any n ∈ N. (2.9)
Put Z = {t1, t2, t3, . . .} and define f :S → R by
f (x) =
{1 if x ∈ sZ,
0 otherwise.
Since (sT ,) is artinian and narrow, so is (sZ,) and thus f ∈ A.
Assume that A is a left uniserial ring. Then there exists g ∈ A such that es − f = ges or
es = g(es − f ). In the first case we can write f = kes , where k = 1 − g ∈ A. Then for any z ∈ Z
we have
1 = f (sz) = f (zs) = (kes)(zs) = k(z)ωz
(
es(s)
)= k(z),
and thus Z ⊆ supp(k), which shows that Z is artinian and narrow. Hence in this case, by Propo-
sition 1.1, there exist indices i, j such that i < j and ti  tj .
We are left with the case when es = g(es − f ). Define f˜ :S → R by
f˜ (x) =
{1 if x ∈ Z,
0 otherwise.
From (2.8) it follows that (Z,) is well-ordered, and thus f˜ ∈ B . Furthermore, in B we have
f = esf˜ and thus
es = ges(1 − f˜ ). (2.10)
Since (Z,) is well-ordered and z  1 for all z ∈ Z, [10, Proposition 1.3] implies that (〈Z〉,) is
well-ordered and for any x ∈ 〈Z〉 there exists a maximal nx ∈ N∪{0} with x ∈ Znx . Furthermore,
since supp(f˜ i) ⊆ (supp(f˜ ))i = Zi for any i ∈ N, it follows that f˜ i (x) = 0 for any x ∈ 〈Z〉 and
i > nx . Thus the map h :S → R defined by
h(x) =
{
(1 + f˜ + f˜ 2 + · · · + f˜ nx )(x) if x ∈ 〈Z〉,
0 otherwise
belongs to B and in B we have (1 − f˜ )h = 1. Hence (2.10) implies that esh = ges .
Let z ∈ Z. From (2.8) and (2.9) it follows that f˜ i (z) = 0 for any i  2 and thus h(z) =
f˜ (z) = 1. Hence
g(z) = (ges)(zs) = (esh)(sz) = ωs
(
h(z)
)= ωs(1) = 1,
which shows that Z ⊆ supp(g). Since g ∈ A, Z = {t1, t2, t3, . . .} is artinian and narrow (with
respect to ) and thus by Proposition 1.1 there exist indices i, j such that i < j and ti  tj .
We are left with the case when A is a right uniserial ring. Then Proposition 2.8(d) and
Lemma 2.6 imply that RopS,μ is a left uniserial ring for some monoid homomorphism
μ :S → End(Rop). Hence, to complete the proof it suffices to apply proved already left unis-
erial case. 
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In Section 4 we shall present sufficient conditions for RS,ω to be a right uniserial ring
when the monoid S is commutative or totally ordered. As we will see, these conditions enable
us to write any “power series” f ∈ RS,ω in the form f = cresu for appropriate r ∈ R, s ∈ S
and a unit u ∈ RS,ω. Therefore, to prove that under these conditions the ring RS,ω is right
uniserial, it will suffice to show that its principal right ideals generated by the “monomials” cres
form a chain, which will turn out to be nearly evident.
To fulfill the first point of the above plan we shall need some results on units of the ring
RS,ω. The aim of this section is to state and prove these results. The first of them is the
following proposition.
Proposition 3.1. Let R be a ring, (S, · ,) a strictly ordered monoid, ω :S → End(R) a monoid
homomorphism and A = RS,ω. Assume that there exists an extension ′ of  with the follow-
ing properties:
(a) ′ is a strict total order on S.
(b) For any subset T of S with 1′ t for all t ∈ T , if T is artinian and narrow with respect to ,
then so is 〈T 〉.
Let f ∈ A \ {0}. Then there exists an element s0 of supp(f ) which is smallest with respect to ′.
Furthermore, if s0 ∈ U(S) and f (s0) ∈ U(R), then f ∈ U(A).
Proof. Since s  t implies s ′ t for any s, t ∈ S, it follows that any subset of S which is artinian
and narrow with respect to  , is well-ordered with respect to ′. Now the existence of the
smallest element of supp(f ) (with respect to ′) is clear. Another consequence of the above
observation is that A is a subring of the ring B = RS,ω,′.
Assume that s0 ∈ U(S) and r = f (s0) ∈ U(R). Let f ′ = cr−1f es−10 ∈ A. Then 1 is the smallest
element of supp(f ′) with respect to ′ and f ′(1) = 1. Hence by [10, Proposition 2.2] there
exists g ∈ B such that f ′g = gf ′ = 1. We will show that g ∈ A. Since 1 − f ′ ∈ A, the set
T = supp(1 − f ′) is artinian and narrow with respect to . Since f ′(1) = 1 and 1 is the smallest
element of supp(f ′) with respect to ′, for any t ∈ T we have 1 <′ t , and (b) implies that 〈T 〉 is
artinian and narrow with respect to. Thus to prove that g ∈ A it suffices to show that supp(g) ⊆
〈T 〉. Suppose that supp(g) ⊆ 〈T 〉 and let v be the smallest element of supp(g) with respect to
′ such that v /∈ 〈T 〉. Since v = 1, it follows that v ∈ supp(g − 1) and from g − 1 = (1 − f ′)g
we deduce that v = uz for some u ∈ T and z ∈ supp(g). Since v /∈ 〈T 〉, also z /∈ 〈T 〉 and by the
minimality of v we have v ′ z. But u ∈ T = supp(1 − f ′), so 1 <′ u and we obtain z <′ uz = v,
a contradiction.
By the above, g ∈ A. Hence also h = e
s−10
gcr−1 ∈ A. Since f h = hf = 1, the proof is com-
plete. 
The assumption (b) of the above proposition concerns submonoids 〈T 〉 generated by some
subsets T of the monoid (S, · ,). Later on, to show that this assumption is satisfied in the case
when (S, ·) is commutative, it will be convenient to use the characterization of the artinianess and
narrowness of these submonoids 〈T 〉 given in Corollary 3.4 below. In the proof of the corollary
we will need the following lemma, which is, in fact, the crux of the matter.
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S such that there exists s0 ∈ S satisfying the following conditions:
(a) 〈s0〉 is artinian and narrow,
(b) s0s = ss0 for any s ∈ S,
(c) s0  t for any t ∈ T ,
(d) t ∈ s0S for any t ∈ T .
Then 〈T 〉 is artinian and narrow.
Proof. By (a) and Lemma 1.3 there exist m,n ∈ N such that m < n and sm0  sn0 . Hence for each
k ∈ N with k m we have sk0 = sm0 sk−m0  sn0 sk−m0 = sk+(n−m)0 , and it easily follows that
sk0  s
k+(n−m)r
0 for every r ∈ N. (3.1)
To prove that 〈T 〉 is artinian and narrow we apply Proposition 1.1. Let (si)i∈N be any sequence
of elements of 〈T 〉 \ {1}. Then for any i ∈ N there exists ki ∈ N such that si ∈ T ki and thus si can
be written in the form
si = ti1ti2 · · · tiki for some ti1, ti2, . . . , tiki ∈ T . (3.2)
The sequence ti1, ti2, . . . , tiki associated with si will be denoted by s˜i .
If there exists k ∈ N such that si ∈ T ∪T 2 ∪· · ·∪T k for each i ∈ N, then we apply Lemma 1.2
(and the fact that a finite sum of artinian and narrow subsets of S is artinian and narrow) to
get indices i, j such that i < j and si  sj . Thus we are left with the case when the set {ki |
i ∈ N} is infinite. Then by considering a suitable subsequence of (si)i∈N we may assume that
m  k1 < k2 < k3 < · · · . By considering once more a subsequence, we may assume that ki ≡
kj (mod n − m) for all i, j ∈ N, and thus (3.1) implies that
if i < j, then ski0  s
kj
0 . (3.3)
Let F be the set of all finite sequences of elements of T . Thus s˜i ∈ F for any i ∈ N. We define
an order F on F by stipulating for sequences a, b ∈ F that a F b if some subsequence of b
majorizes a term by term. Since (T ,) is artinian and narrow, (F ,F ) is artinian and narrow
by [14, Theorem 10.23]. Hence by Proposition 1.1 there exist indices i, j such that i < j and
s˜i F s˜j . Thus ki < kj and there exist integers 1 p1 < p2 < · · · < pki  kj such that tia  tjpa
for any a ∈ {1,2, . . . , ki}. Since by (c) we have s0  tjp for every p ∈ {1,2, . . . , kj }, applying (b)
we deduce that
s
kj−ki
0 si  sj . (3.4)
By (d), for any tia with a ∈ {1,2, . . . , ki} there exists sia ∈ S such that tia = s0sia . Hence, us-
ing (3.2), (b), (3.3) and (3.4), we obtain
si = ski0 si1si2 · · · siki  s
kj
0 si1si2 · · · siki = s
kj−ki
0 si  sj
which completes the proof. 
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the lemma to a commutative monoid S and s0 = 1, we obtain a result by Erdös and Radó (see
[6, Proposition 4]), which was crucial in describing fields of generalized power series in [6]. On
the other hand, if we apply Lemma 3.2 to a totally ordered monoid S and s0 = 1, we obtain the
main result of [12] (if furthermore S is a group, we obtain [8, Lemma 14.22(1)]). We record these
special cases as follows.
Corollary 3.3. Let (S, · ,) be an ordered monoid such that S is commutative or  is total, and
let T be a nonempty subset of S such that t  1 for every t ∈ T . If T is artinian and narrow, then
so is 〈T 〉.
Now we are in a position to prove the promised characterization of the artinianess and nar-
rowness of the submonoids 〈T 〉.
Corollary 3.4. Let (S, · ,) be a commutative naturally ordered monoid and T a subset of S.
Then the following are equivalent:
(1) 〈T 〉 is artinian and narrow.
(2) T is artinian and narrow, and 〈t〉 is artinian and narrow for any t ∈ T .
(3) T is artinian and narrow, and 〈t〉 is artinian and narrow for each minimal element t of T .
Proof. ( 1) ⇒ (2) and (2) ⇒ (3). These are obvious.
(3) ⇒ (1). Since T is artinian and narrow, the set of minimal elements of T is finite, say
equal to {t1, t2, . . . , tm}. For every i ∈ {1,2, . . . ,m} let Ti = {t ∈ T | t  ti}. Since T = T1 ∪ T2 ∪
· · · ∪ Tm and S is commutative, it follows that 〈T 〉 = 〈T1〉〈T2〉 · · · 〈Tm〉. For any i ∈ {1,2, . . . ,m},
applying Lemma 3.2 with s0 = ti , we deduce that 〈Ti〉 is artinian and narrow, and Lemma 1.2
implies that so is 〈T 〉. 
In the remaining sections we will need the following corollary.
Corollary 3.5. Let R be a ring, (S, · ,) a strictly ordered monoid, ω :S → End(R) a monoid
homomorphism and A = RS,ω. Assume that (S, ·) is a left (respectively right) chain monoid
and either
(I) (a) (S, ·) is aperiodic commutative,
(b) for any s ∈ S either 〈s〉 is artinian and narrow, or s ∈ U(S) and 〈s−1〉 is artinian and
narrow,
(c) for any subset T of S, if 〈t〉 is artinian and narrow for any t ∈ T and sT is artinian and
narrow for some s ∈ S, then T is artinian and narrow;
or
(II) the order  is total, and for any s ∈ S, if s  1, then s ∈ U(S).
Let  denote the order associated with  in the case (I), and let  be equal to  in the case (II).
Let f ∈ A \ {0}. Then
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(ii) If s0 ∈ U(S) and f (s0) ∈ U(R), then f ∈ U(A).
(iii) Let f (l) :S → R (respectively f (r) :S → R) be defined by f (l)(x) = f (xs0) (respectively
f (r)(x) = f (s0x)) for any x ∈ S. Then
(a) f (l) ∈ A (respectively f (r) ∈ A),
(b) f = f (l)es0 (respectively f = es0(ω−1s0 ◦ f (r)) provided ωs0 is an automorphism of R),
(c) if f (s0) ∈ U(R), then ϕ ◦ f (l) ∈ U(A) (respectively ϕ ◦ f (r) ∈ U(A)) for any endomor-
phism ϕ of R.
Proof. (i) and (ii): If (I) holds, then by Lemma 2.10,  is an extension of  to a strict total order
on S. Furthermore, from the definition of , Lemma 2.10(ii)(d) and Corollary 3.4 it follows that
for any subset T ⊆ S, if T is artinian and narrow with respect to  and 1  t for all t ∈ T ,
then 〈T 〉 is artinian and narrow with respect to . Hence the assumptions of Proposition 3.1 are
satisfied in this case. Applying Corollary 3.3 we come to the same conclusion if (II) holds. Now
Proposition 3.1 completes this part of the proof.
(iii) Assume that (S, ·) is a left chain monoid. First we show that f (l) ∈ A. We start with the
case (I). Let x ∈ supp(f (l)) and suppose that x ≺ 1. Then xs0 ≺ s0 and the minimality of s0
implies that 0 = f (xs0) = f (l)(x) = 0, a contradiction. Hence 1 x and from the definition of
 we deduce that 〈x〉 is artinian and narrow (with respect to ). Furthermore, since f (l)(x) =
f (xs0) = f (s0x), it follows that s0 · supp(f (l)) ⊆ supp(f ) and thus s0 · supp(f (l)) is artinian and
narrow. Hence supp(f (l)) is artinian and narrow by (c), which proves that f (l) ∈ A.
If (II) is satisfied, then every nonempty subset of S is narrow, and thus to prove that f (l) ∈ A it
suffices to show that supp(f (l)) is artinian. Suppose that supp(f (l)) contains an infinite sequence
s1 > s2 > s3 > · · · . Then s1s0 > s2s0 > s3s0 > · · · is an infinite decreasing sequence of elements
of supp(f ), a contradiction.
To prove that f = f (l)es0 , consider any x ∈ S. If x ∈ Ss0, then x = ys0 for a unique element
y ∈ S, and we obtain (f (l)es0)(x) = f (l)(y) = f (x). Assume now that x /∈ Ss0. Then clearly
(f (l)es0)(x) = 0. On the other hand, if (I) holds, then from Lemma 2.10(i) and the definition
of the order  associated with  it follows that x ≺ s0, and thus f (x) = 0 by the minimality
of s0. If (II) holds, then since (S, ·) is a left chain monoid, s0 = zx for some z ∈ S \ U(S). Since
z /∈ U(S), 1 < z and thus x < zx = s0. Hence f (x) = 0, which proves that f = f (l)es0 .
To prove the remaining part of (iii), assume that f (s0) ∈ U(R) and consider any ϕ ∈ End(R).
It is easy to see that 1 is the smallest element of supp(ϕ ◦ f (l)) with respect to . Since ϕ ◦
f (l)(1) = ϕ(f (s0)) ∈ U(R), it follows from (ii) that ϕ ◦ f (l) ∈ U(A).
If (S, ·) is a right chain monoid, the proof is similar. 
4. Characterizations of right uniserial rings of skew generalized power series
In this section we show that the necessary conditions we have collected in Section 2 are exactly
what is needed to characterize right uniserial rings of skew generalized power series RS,ω,
in two cases: when the monoid S is commutative, and when the order  is total. In each of these
cases we consider two subcases: when S is a group, and when S is not, and as a result we obtain
four characterization Theorems 4.1, 4.3, 4.6 and 4.7 below. For the reader’s convenience, the
main results of this section, and of the next one, are summarized in the table appearing at the end
of Section 5.
We start with the case when (S, ·) is a commutative monoid.
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ω :S → End(R) a monoid homomorphism. The following are equivalent:
(1) A = RS,ω is a right uniserial ring.
(2) (a) R is a right artinian right uniserial ring.
(b) For any s ∈ S there exists n ∈ N such that sn  1 or sn  1.
(3) There exists a nilpotent element r ∈ R such that for any f ∈ A, fA = criA for some i ∈
N ∪ {0}.
(4) A is a right artinian right uniserial ring.
Proof. (1) ⇒ (2). Part (a) is an immediate consequence of Proposition 2.8(a,b). Part (b) follows
from Proposition 2.5(ii)(b) and Lemma 1.3.
(2) ⇒ (3). Assume (2) and put J = J (R). From (a) it easily follows that there exist r ∈ R and
n ∈ N such that J = rR and Jn = {0} (see [1, Proposition 3.16]). Hence for each q ∈ R \ {0}
there exist u ∈ U(R) and a uniquely determined integer π(q) ∈ {0,1,2, . . . , n} such that
q = rπ(q)u.
Let f ∈ A. If f = 0, then fA = c0A = crnA. Assume that f = 0 and let j0 be the smallest
integer such that j0 = π(f (s0)) for some s0 ∈ supp(f ). Applying Lemma 1.3 we deduce from (b)
that for any s ∈ S either 〈s〉 is artinian and narrow or 〈s−1〉 is artinian and narrow. Hence, by
Lemma 2.10, the order  associated with  is total and the set supp(f ) is well-ordered by .
Thus we can choose s0 as small with respect to as possible. From the minimality of j0 it follows
that for any s ∈ supp(f ), f (s) = rju for some u ∈ U(R) and j  j0. Denoting f ′(s) = rj−j0u
and setting f ′(x) = 0 for all x ∈ S \ supp(f ), we obtain a map f ′ :S → R such that f ′ ∈ A and
f = crj0 f ′. It is clear that f ′ = h1 + h2, where h1, h2 ∈ A are defined as follows:
h1(x) =
{
0 if x ≺ s0,
f ′(x) if x  s0,
h2(x) =
{
f ′(x) if x ≺ s0,
0 if x  s0.
Since s0 is the smallest element of supp(h1) with respect to  and h1(s0) ∈ U(R), Corol-
lary 3.5(ii) implies that h1 ∈ U(A). Furthermore, from the minimality of s0 it follows that
h2(s) ∈ J for any s ∈ S, and thus h2 belongs to the ideal I = {g ∈ A | supp(g) ⊆ J } of A.
Since ωs(J ) ⊆ J for all s ∈ S, we deduce that In = {0}. Hence f ′ = h1 + h2 ∈ U(A) and thus
fA = crj0 f ′A = crj0 A.
(3) ⇒ (4). Since for any i, j ∈ N∪{0} with i  j we have crj A = cri crj−iA ⊆ criA, it follows
that A is a right uniserial ring. Furthermore, if rn = 0, then
0 = crnA ⊆ crn−1A ⊆ · · · ⊆ cr2A ⊆ crA ⊆ A
are the only right ideals of A and thus A is right artinian.
(4) ⇒ (1). This is obvious. 
In the proof of the next result we shall need the following observation.
Lemma 4.2. Let R be a ring, (S, · ,) a strictly ordered monoid, ω :S → End(R) a monoid
homomorphism, and A = RS,ω.
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and A is a right uniserial domain.
(ii) If for any f ∈ A \ {0} there exists s ∈ S such that Af = Aes , then S is a left chain monoid
and A is a left uniserial domain.
Proof. (i) We first show that S is a right chain monoid. Let t and z be any elements of S with
t = z. By assumption there exist s ∈ S and g,h ∈ A such that
et + ez = esg and es = (et + ez)h.
Since 1 = (et + ez)(t) = (esg)(t), it follows that t ∈ supp(esg) ⊆ sS, and similar argument
shows that z ∈ sS. On the other hand, 1 = es(s) = [(et + ez)h](s) = (eth)(s) + (ezh)(s) and
thus (eth)(s) = 0 or (ezh)(s) = 0. In the first case we obtain s ∈ tS, and z ∈ sS ⊆ tS follows.
Since in the second case we have t ∈ sS ⊆ zS, it follows that S is a right chain monoid.
Next we show that A is a right uniserial ring. Let f1 and f2 be any elements of A. By as-
sumption there exist s1, s2 ∈ S such that f1A = es1A and f2A = es2A. As we already proved,
S is a right chain monoid, and thus we can assume that s1 = s2w for some w ∈ S. Hence
f1A = es2ewA ⊆ es2A = f2A, which shows that the ring A is right uniserial.
Now we show that A is a domain. Suppose that there exist f,g ∈ A \ {0} such that fg = 0.
By assumption there exists s ∈ S such that fA = esA. Since A is right uniserial, A is local and
thus fA = esA implies that f = esu for some u ∈ U(A). Similarly, ug = etv for some t ∈ S and
v ∈ U(A). Hence 0 = fg = esug = esetv = est v, which leads to est = 0, a contradiction.
(ii) This follows by similar arguments as in the proof of (i). 
Theorem 4.3. Let R be a ring, (S, · ,) an aperiodic commutative strictly ordered monoid such
that (S, ·) is not a group, and let ω :S → End(R) be a monoid homomorphism. The following
are equivalent:
(1) A = RS,ω is a right uniserial ring.
(2) (a) R is a division ring.
(b) S is a chain monoid.
(c) For any s ∈ S, either 〈s〉 is artinian and narrow, or s ∈ U(S) and 〈s−1〉 is artinian and
narrow.
(d) For any subset T of S, if 〈t〉 is artinian and narrow for any t ∈ T and sT is artinian and
narrow for some s ∈ S, then T is artinian and narrow.
(e) ωs is an automorphism of R for any s ∈ S.
(3) For any f ∈ A \ {0} there exists s ∈ S such that fA = esA.
Proof. (1) ⇒ (2). Properties (a)–(e) follow from Propositions 2.8(c), 2.5(i), 2.5(ii)(b), 2.11, and
2.8(d), respectively.
(2) ⇒ (3). Let f ∈ A \ {0}. In the notation of Corollary 3.5 we can write f = es0(ω−1s0 ◦ f (r)),
by part (iii) of this corollary. Since R is a division ring, Corollary 3.5(iii) implies that ω−1s0 ◦f (r) ∈
U(A) and thus fA = es0A.
(3) ⇒ (1). This follows from Lemma 4.2(i). 
The following example shows that conditions (b), (c) and (d) in part (2) of Theorem 4.3 are
independent.
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{q ∈ Q | 1 q}. Then S with the usual multiplication as an operation is an aperiodic commutative
chain monoid which is not a group. We define an order on S as follows:
s ′ t if and only if s = t or 2 s  t.
Then (S, · ,′) is a strictly ordered monoid. Since for any q ∈ S \ {1} there exists n ∈ N such
that 2  qn, it follows from Lemma 1.3 that 〈s〉 is artinian and narrow for any s ∈ S. Hence S
satisfies conditions (b) and (c) of (2). To show that S does not satisfy (d), put tn = 2 − 1n+1 for
any n ∈ N and consider the set T = {t1, t2, t3, . . .}. Clearly for any i, j ∈ N, if i = j , then ti and
tj are incomparable with respect to ′, and if i  j , then 2ti ′ 2tj . Hence the set 2T is artinian
and narrow, whereas T is not.
(ii) ((b) and (d) do not imply (c).) Let (S, ·) be as in (i), i.e., S = {q ∈ Q | 1 q} with the usual
multiplication as an operation. Then (S, ·) is an aperiodic commutative chain monoid and (S, ·)
is not a group. Let ′ be the trivial order on S. Then a subset T ⊆ S is artinian and narrow if and
only if T is finite, which shows that S satisfies conditions (b) and (d) but does not satisfy (c).
(iii) ((c) and (d) do not imply (b).) Let S = N with the usual multiplication as an operation
and the usual order. Then (S, · ,) is an aperiodic commutative strictly totally ordered monoid
and (S, ·) is not a chain monoid. Since (S,) is well-ordered, every subset of S is artinian and
narrow. Thus S satisfies conditions (c) and (d) but does not satisfy (b).
Recall that a ring R is said to be a left (right) duo ring if every left (right) ideal of R is an
ideal. If R is a left and right duo ring, then R is called a duo ring. Clearly a ring R is a duo ring
if and only if rR = Rr for any r ∈ R.
Corollary 4.5. Let R be a ring, (S, · ,) an aperiodic commutative strictly ordered monoid such
that (S, ·) is not a group, and let ω :S → End(R) be a monoid homomorphism. If A = RS,ω
is a right uniserial ring, then
(i) A is a duo ring.
(ii) A is a (right and left) uniserial ring.
(iii) A is a domain.
Proof. (i) Let f ∈ A \ {0}. As in the proof of the implication (2) ⇒ (3) of Theorem 4.3, keeping
notation in Corollary 3.5, we obtain that fA = es0A. By Theorem 4.3, R is a division ring and
thus from Corollary 3.5 it follows that f = f (l)es0 and f (l) ∈ U(A). Hence Af = Aes0 .
Furthermore, Theorem 4.3 implies that ωs0 is an automorphism of R. Applying Proposi-
tion 2.5(ii)(a) it is easy to verify that for any g ∈ A we have
es0g = (ωs0 ◦ g)es0 and ges0 = es0
(
ω−1s0 ◦ g
)
. (4.1)
From the first part of (4.1) we obtain fA = es0A ⊆ Aes0 = Af , whereas the second part of (4.1)
implies that Af ⊆ fA. Hence A is a duo ring.
(ii) By (i) all left ideals of A are right ideals. Since by assumption A is a right uniserial ring,
it follows that the ring A is also left uniserial.
(iii) This follows from Lemma 4.2(i) and Theorem 4.3. 
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is a totally ordered monoid.
Theorem 4.6. Let R be a ring, (S, · ,) a nontrivial totally ordered group, and ω :S → End(R)
a monoid homomorphism. The following are equivalent:
(1) A = RS,ω is a right uniserial ring.
(2) R is a right artinian right uniserial ring.
(3) There exists a nilpotent element r ∈ R such that for any f ∈ A, fA = criA for some i ∈
N ∪ {0}.
(4) A is a right artinian right uniserial ring.
Proof. It suffices to repeat argumentation of the proof of Theorem 4.1. 
Theorem 4.7. Let R be a ring, (S, · ,) a strictly totally ordered monoid such that (S, ·) is not a
group, and let ω :S → End(R) be a monoid homomorphism. The following are equivalent:
(1) A = RS,ω is a right uniserial ring.
(2) (a) R is a division ring.
(b) S is a right chain monoid.
(c) For any s ∈ S, if s  1, then s ∈ U(S).
(d) ωs is an automorphism of R for any s ∈ S.
(3) For any f ∈ A \ {0} there exists s ∈ S such that fA = esA.
Proof. (1) ⇒ (2). Property (a) follows from Proposition 2.8(c), property (b) from Proposi-
tion 2.5(i), and property (d) from Proposition 2.8(d). If s ∈ S and s < 1, then 〈s〉 is not artinian
and thus s ∈ U(S) by Proposition 2.5(ii)(b), which proves property (c).
(2) ⇒ (3) and (3) ⇒ (1). These implications can be proved similarly as implications (2) ⇒ (3)
and (3) ⇒ (1) of Theorem 4.3. 
5. Characterizations of left uniserial rings of skew generalized power series
In this section we provide characterizations of left uniserial rings of skew generalized power
series RS,ω in two cases: when the monoid S is commutative, and when the order  is total.
In each of these cases we consider three mutually exclusive subcases: either S is a group, or S
is not a group and U(S) is trivial, or S is not a group and U(S) is nontrivial. As a result we
obtain the following six theorems, which for convenience of the reader are summarized in the
table closing this section.
Theorem 5.1. Let R be a ring, (S, · ,) a nontrivial torsion-free abelian ordered group, and
ω :S → End(R) a monoid homomorphism. The following are equivalent:
(1) A = RS,ω is a left uniserial ring.
(2) (a) R is a left artinian left uniserial ring.
(b) For any s ∈ S there exists n ∈ N such that sn  1 or sn  1.
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N ∪ {0}.
(4) A is a left artinian left uniserial ring.
Proof. Since S is a group, the ωs ’s are automorphisms of R. Thus the result follows from
Lemma 2.6 and Theorem 4.1. 
Theorem 5.2. Let R be a ring, (S, · ,) a nontrivial aperiodic commutative strictly ordered
monoid such that U(S) = {1}, and let ω :S → End(R) be a monoid homomorphism. The follow-
ing are equivalent:
(1) A = RS,ω is a left uniserial ring.
(2) (a) R is a left uniserial ring.
(b) S is a chain monoid.
(c) For any s ∈ S there exist m,n ∈ N such that m < n and sm  sn.
(d) For any subset T of S, if 〈t〉 is artinian and narrow for any t ∈ T and sT is artinian and
narrow for some s ∈ S, then T is artinian and narrow.
(e) ωs(R \ {0}) ⊆ U(R) for any s ∈ S \ {1}.
(3) (a) R is a left uniserial ring.
(b) For any f ∈ A there exist r ∈ R and s ∈ S such that Af = Acres .
Proof. (1) ⇒ (2). Properties (a) and (b) follow from Propositions 2.8(a) and 2.5(i), respectively.
Combining Proposition 2.5(ii)(b) with Lemma 1.3 we obtain (c). Properties (d) and (e) are con-
sequences of Propositions 2.11 and 2.8(d), respectively.
(2) ⇒ (3). Let f ∈ A. If f = 0, then obviously Af = {0} = Ac0e1. Assume that f = 0. By
Lemma 2.10, the order  associated with is total and the set (supp(f ),) is well-ordered. Let
s be the smallest element of supp(f ) with respect to , and let r = f (s). If f = cres , we are
done. If f = cres , then g = f − cres ∈ A \ {0}. Let t be the smallest element of supp(g) with
respect to . Then s ≺ t and thus t = sz for some z ∈ S such that z  1. By Corollary 3.5(iii),
g = g(l)et . Set h = 1+g(l)cωz(r)−1ez ∈ A. Then h(1) = 1 and 1 is the smallest element of supp(h)
with respect to , and thus h ∈ U(A) by Corollary 3.5(ii). Since f = hcres , it follows that
Af = Acres .
(3) ⇒ (1). To prove this implication note that part (b) of (3) implies that S is a chain monoid,
which follows by a similar argument as in the proof of Lemma 4.2. Note also that for any z ∈
S \ {1} and q ∈ R \ {0}
there exists x ∈ R such that xωz(q) = 1. (5.1)
Indeed, by (b) we can write
ez + cq = gcres and cres = h(ez + cq) (5.2)
for some g,h ∈ A, r ∈ R and s ∈ S. If s ∈ Sz, then s = uz for some u ∈ S, and from the first
part of (5.2) we obtain 0 = q = cq(1) = [(gcreu − 1)ez](1). Hence 1 ∈ Sz, which implies that
z ∈ U(S) = {1}, a contradiction. Thus s /∈ Sz, and since S is a chain monoid, z = vs for some
v ∈ S. Hence the first part of (5.2) implies that 0 = q = cq(1) = [(gcr − ev)es](1), and thus
s ∈ U(S) = {1}. Therefore, we can rewrite (5.2) as follows:
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From the first part of (5.3) we obtain 1 = (ez + cq)(z) = (gcr)(z) = g(z)ωz(r), whereas the
second part of (5.3) and z /∈ U(S) = {1} imply that r = cr(1) = [h(ez + cq)](1) = (hcq)(1) =
h(1)q . Hence 1 = g(z)ωz(r) = g(z)ωz(h(1))ωz(q), which proves (5.1).
Now we are ready to prove the implication (3) ⇒ (1). Let f,g ∈ A \ {0}. By (b) there exist
r, q ∈ R \ {0} and s, t ∈ S such that Af = Acres and Ag = Acqet . As we noted above, S is a
chain monoid, and thus without loss of generality we can assume that s = zt for some z ∈ S. If
z = 1, then by (5.1) for some x ∈ R we have xωz(q) = 1. Hence from es = ezet = cxezcqet we
obtain Af ⊆ Ag. We are left with the case z = 1, i.e., s = t . By (a) we can assume that r = pq
for some p ∈ R. Hence Af = Acres = Acpcqes ⊆ Acqes = Ag, which proves that A is a left
uniserial ring. 
Example 4.4 shows that conditions (b), (c) and (d) in part (2) of Theorem 5.2 are independent.
Theorem 5.3. Let R be a ring, (S, · ,) an aperiodic commutative strictly ordered monoid such
that (S, ·) is not a group and U(S) = {1}, and let ω :S → End(R) be a monoid homomorphism.
The following are equivalent:
(1) A = RS,ω is a left uniserial ring.
(2) (a) R is a division ring.
(b) S is a chain monoid.
(c) For any s ∈ S, either 〈s〉 is artinian and narrow, or s ∈ U(S) and 〈s−1〉 is artinian and
narrow.
(d) For any subset T of S, if 〈t〉 is artinian and narrow for any t ∈ T and sT is artinian and
narrow for some s ∈ S, then T is artinian and narrow.
(3) For any f ∈ A \ {0} there exists s ∈ S such that Af = Aes .
Proof. (1) ⇒ (2). Properties (a)–(d) follow from Propositions 2.8(c), 2.5(i), 2.5(ii)(b), and 2.11,
respectively.
To prove (2) ⇒ (3) and (3) ⇒ (1) it suffices to apply arguments similar to these of the proof
of implications (2) ⇒ (3) and (3) ⇒ (1) of Theorem 4.3. 
To see that conditions (b), (c) and (d) in part (2) of Theorem 5.3 are independent it is enough
to consider direct products of the monoids from Example 4.4 and any nontrivial abelian totally
ordered group, and to order the direct products lexicographically.
Theorem 5.4. Let R be a ring, (S, · ,) a nontrivial totally ordered group, and ω :S → End(R)
a monoid homomorphism. The following are equivalent:
(1) A = RS,ω is a left uniserial ring.
(2) R is a left artinian left uniserial ring.
(3) There exists a nilpotent element r ∈ R such that for any f ∈ A, Af = Acri for some i ∈
N ∪ {0}.
(4) A is left artinian left uniserial ring.
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Lemma 2.6 and Theorem 4.6. 
If R is a ring, (S, · ,) a totally ordered group and ω :S → Aut(R) a group homomorphism,
then the skew generalized power series ring RS,ω is called the Mal’cev–Neumann ring of
twisted Laurent series and denoted by R((S,ω)) (see [8, p. 242]). As an immediate consequence
of Theorems 4.6 and 5.4 we obtain the following corollary.
Corollary 5.5. Let R be a ring, (S, · ,) a nontrivial totally ordered group and ω :S → Aut(R)
a group homomorphism. Then the following are equivalent:
(1) The Mal’cev–Neumann ring R((S,ω)) of twisted Laurent series is left (respectively right)
uniserial.
(2) The ring R is left (respectively right) artinian and left (respectively right) uniserial.
A special case of the above corollary is the following (cf. Proposition 2.7).
Corollary 5.6. Let R be a ring and ϕ an automorphism of R. Then the following are equivalent:
(1) The skew Laurent series ring R((x,ϕ)) is left (respectively right) uniserial.
(2) The Laurent series ring R((x)) is left (respectively right) uniserial.
(3) The ring R is left (respectively right) artinian and left (respectively right) uniserial.
Next we consider the case when S is a totally ordered monoid with U(S) = {1}.
Theorem 5.7. Let R be a ring, (S, · ,) a nontrivial strictly totally ordered monoid such that
U(S) = {1}, and let ω :S → End(R) be a monoid homomorphism. The following are equivalent:
(1) A = RS,ω is a left uniserial ring.
(2) (a) R is a left uniserial ring.
(b) S is a left chain monoid.
(c) s  1 for any s ∈ S.
(d) ωs(R \ {0}) ⊆ U(R) for any s ∈ S \ {1}.
(3) (a) R is a left uniserial ring.
(b) For any f ∈ A there exist r ∈ R and s ∈ S such that Af = Acres .
Proof. Similar to the proof of Theorem 5.2. 
As an immediate consequence of Theorems 5.7 and 4.7 we obtain the following characteriza-
tions of skew power series rings and usual power series rings that are left or right uniserial.
Corollary 5.8. Let R be a ring and ϕ an endomorphism of R. Then
(i) The skew power series ring Rx,ϕ is left uniserial if and only if the ring R is left uniserial
and ϕ(R \ {0}) ⊆ U(R).
(ii) The skew power series ring Rx,ϕ is right uniserial if and only if R is a division ring and
ϕ is an automorphism of R.
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(1) The power series ring Rx is left uniserial.
(2) The power series ring Rx is right uniserial.
(3) R is a division ring.
Below we consider the remaining case when S is a totally ordered monoid with {1} =
U(S) = S.
Theorem 5.10. Let R be a ring, (S, · ,) a strictly totally ordered monoid such that (S, ·) is not
a group and U(S) = {1}, and let ω :S → End(R) be a monoid homomorphism. The following
are equivalent:
(1) A = RS,ω is a left uniserial ring.
(2) (a) R is a division ring.
(b) S is a left chain monoid.
(c) For any s ∈ S, if s  1, then s ∈ U(S).
(3) For any f ∈ A \ {0} there exists s ∈ S such that Af = Aes .
Proof. Similar to the proof of Theorem 5.3. 
Below we apply generalized power series rings to construct a uniserial domain that is right
duo but not left duo. A similar example is presented in [1, Section 7.5] (see also [11]), but our
arguments here are different from those of [1].
Example 5.11. (A right duo uniserial domain that is not left duo.) Let F = K((x)) be the field
of Laurent series in one variable x over an ordered field K . The field F is ordered by
kix
i + ki+1xi+1 + ki+2xi+2 + · · · > 0 ⇔ ki > 0.
We order lexicographically the set
S = {(a, b) ∈ F × F ∣∣ either a > 1, or a = 1 and b k for some k ∈ K}
and define an operation in S by
(a1, b1)(a2, b2) = (a1a2, a1b2 + b1),
obtaining a strictly totally ordered monoid (S, · ,). Since for any s, t ∈ S, s  t implies
St ⊆ Ss and tS ⊆ sS, S is a chain monoid. Furthermore, each s ∈ S with s  1 is invert-
ible in S, and thus by Theorems 4.7 and 5.10, and Lemma 4.2, for any division ring R
and the trivial monoid homomorphism ω :S → End(R) (i.e., ωs is the identity map of R for
any s ∈ S) the ring A = RS,ω is a chain domain. Since Ss ⊆ sS for any s ∈ S, and by
Theorem 4.7 each f ∈ A \ {0} can be written in the form esu with s ∈ S and u ∈ U(A),
it follows that A is a right duo domain. However, A is not left duo, since e(x−1,0)e(1,−1) /∈
Ae(x−1,0). Indeed, otherwise e(x−1,−x−1) = e(x−1,0)e(1,−1) = ge(x−1,0) for some g ∈ A, and we
obtain (ge(x−1,0))((x−1,−x−1)) = e(x−1,−x−1)((x−1,−x−1)) = 1. Hence there exists (a, b) ∈
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(1,−x−1) /∈ S, a contradiction.
We close this section with a table summarizing the characterization theorems we have assem-
bled in Sections 4 and 5. To save some space, we have used the following abbreviations in the
table:
“sT is AN ⇒ T is AN” means “For any subset T of S, if 〈t〉 is artinian and narrow for any
t ∈ T and sT is artinian and narrow for some s ∈ S, then T is artinian and narrow.”
“∀s∈S〈s〉 or 〈s−1〉 is AN” means “For any s ∈ S, either 〈s〉 is artinian and narrow, or s ∈ U(S)
and 〈s−1〉 is artinian and narrow.”
Necessary and sufficient conditions for RS,ω to be
Assumptions left uniserial right uniserial
(Theorem 5.1) (Theorem 4.1)
S a nontrivial group • R left artinian left uniserial • R right artinian right uniserial
• ∀s∈S∃n∈Nsn  1 or sn  1 • ∀s∈S∃n∈Nsn  1 or sn  1
(Theorem 5.2)
• R left uniserial
S • S a chain monoid (Theorem 4.3)
aperiodic U(S) = {1} • ∀s∈S∃m<n∈Nsm  sn • R a division ring
commutative S • sT is AN ⇒ T is AN • S a chain monoid
not • ∀s∈S\{1}ωs(R \ {0}) ⊆ U(R) • ∀s∈S 〈s〉 or 〈s−1〉 is AN
a group (Theorem 5.3) • sT is AN ⇒ T is AN
• R a division ring • ∀s∈Sωs is bijective
U(S) = {1} • S a chain monoid
• ∀s∈S 〈s〉 or 〈s−1〉 is AN
• sT is AN ⇒ T is AN
(Theorem 5.4) (Theorem 4.6)
S a nontrivial group • R left artinian left uniserial • R right artinian right uniserial
(Theorem 5.7)
• R left uniserial
U(S) = {1} • S a left chain monoid (Theorem 4.7)
 S • ∀s∈Ss  1 • R a division ring
total not • ∀s∈S\{1}ωs(R \ {0}) ⊆ U(R) • S a right chain monoid
a group (Theorem 5.10) • ∀s∈Ss  1 ⇒ s ∈ U(S)
• R a division ring • ∀s∈Sωs is bijective
U(S) = {1} • S a left chain monoid
• ∀s∈Ss  1 ⇒ s ∈ U(S)
6. An application to right cones
Recall that a right cone S is a right chain monoid such that for any a, b, c ∈ S, ab = ac
implies that b = cu for some u ∈ U(S) (see [3]). Examples of right cones include the cones of
left-ordered groups and the multiplicative semigroup of a right uniserial domain.
In [3, Section 4] Brungs and Törner considered the problem of constructing for a given right
cone S a right uniserial ring R with the same right ideal, ideal, prime ideal and completely prime
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rings to get a partial solution to this problem.
Recall that a proper ideal T of a monoid S is called prime if s1Ss2 ⊆ T for s1, s2 ∈ S implies
s1 ∈ T or s2 ∈ T ; if s1s2 ∈ T implies s1 ∈ T or s2 ∈ T , then T is called completely prime.
Proposition 6.1. Let R be a ring, (S, · ,) a strictly ordered cancellative monoid, ω :S →
End(R) a monoid homomorphism and A = RS,ω. Let I(S) and I(A) denote the set of right
ideals of S and the set of nonzero right ideals of A, respectively. Assume that for any f ∈ A \ {0}
there exists s ∈ S such that fA = esA. For any T ∈ I(S) set α(T ) = {g ∈ A | supp(g) ⊆ T }.
Then α :I(S) → I(A) is an inclusion preserving bijective correspondence such that for any
T ∈ I(S) the following hold:
(a) T is an ideal of S if and only if α(T ) is an ideal of A.
(b) T is a prime ideal of S if and only if α(T ) is a prime ideal of A.
(c) T is a completely prime ideal of S if and only if α(T ) is a completely prime ideal of A.
Proof. If T ∈ I(S), then clearly α(T ) is an additive subgroup of A. Furthermore, if g ∈ α(T )
and f ∈ A, then
supp(gf ) ⊆ supp(g) · supp(f ) ⊆ T S ⊆ T
and thus gf ∈ α(T ) which proves that α(T ) ∈ I(A).
Let I ∈ I(A). Then there exist f ∈ I \ {0} and s0 ∈ S such that fA = es0A. Hence es0 ∈ I and
thus the set T = {s ∈ S | es ∈ I } is nonempty. It is easy to see that T ∈ I(S). Furthermore, since
I and α(T ) are right ideals of A, for any g ∈ A and s ∈ S with gA = esA we have
g ∈ I ⇔ es ∈ I ⇔ s ∈ T ⇔ es ∈ α(T ) ⇔ g ∈ α(T ),
and thus I = α(T ). Therefore, the map α is surjective.
Let T1, T2 ∈ I(S). Clearly, if T1 ⊆ T2, then α(T1) ⊆ α(T2). To prove the converse, assume
that α(T1) ⊆ α(T2) and let x ∈ T1. Then ex ∈ α(T1) = α(T2) and thus x ∈ supp(ex) ⊆ T2 which
proves that T1 ⊆ T2. Hence
T1 ⊆ T2 if and only if α(T1) ⊆ α(T2). (6.1)
Thus α :I(S) → I(A) is an inclusion preserving bijection.
Observe that for any T1, T2 ∈ I(S) we have
α(T1T2) = α(T1)α(T2). (6.2)
Indeed, let f ∈ α(T1T2). By assumption we can write fA = esA for some s ∈ S, and es ∈
α(T1T2) follows. Hence s ∈ T1T2 and thus s = t1t2 for some t1 ∈ T1 and t2 ∈ T2. Therefore,
f ∈ esA = et1et2A ∈ α(T1)α(T2)A ⊆ α(T1)α(T2)
which proves that α(T1T2) ⊆ α(T1)α(T2). Next assume that f ∈ α(T1)α(T2). Then it follows
from Lemma 4.2(i) that f = g1g2 for some g1 ∈ α(T1) and g2 ∈ α(T2). Hence supp(f ) ⊆
supp(g1) · supp(g2) ⊆ T1T2 and thus f ∈ α(T1T2) which completes the proof of (6.2).
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a completely prime ideal of S and let f,g ∈ A \ {0} be such that fg ∈ α(T ). By assumption we
can write gA = etA for some t ∈ S. Hence f et ∈ fgA ⊆ α(T ) and thus supp(f et ) ⊆ T . Since
S is cancellative, supp(f et ) = supp(f ) · t , and since T is completely prime, supp(f ) ⊆ T or
t ∈ T . If supp(f ) ⊆ T , then f ∈ α(T ). If t ∈ T , then g ∈ etA ⊆ α(T )A ⊆ α(T ), which proves
that α(T ) is a completely prime ideal of A.
Next assume that α(T ) is a completely prime ideal of A and let s, t ∈ S be such that st ∈ T .
Then eset = est ∈ α(T ) and thus es ∈ α(T ) or et ∈ α(T ). Hence s ∈ T or t ∈ T which completes
the proof of (c). 
Following [3, Definition 4.1] we say that a right chain monoid S and a right uniserial ring
A are α-associated if there exists an inclusion preserving map α from the set of right ideals of
S onto the set of nonzero right ideals of A such that ideals are mapped to ideals, prime ideals
to prime ideals, and completely prime ideals to completely prime ideals. Clearly, any group is
α-associated to a division ring.
Applying Theorems 4.3 and 4.7 to a division ring R and trivial ω, and using Lemma 4.2(i) and
Propositions 2.5(ii)(a) and 6.1, we obtain the following generalization of [3, Proposition 4.3]:
Corollary 6.2. Let (S, · ,) be a strictly ordered right chain monoid such that either  is a
total order and s ∈ U(S) for all s ∈ S with s  1, or (S, ·) is an aperiodic commutative monoid
satisfying conditions (c) and (d) of Theorem 4.3(2). Then there exists a right uniserial domain A
that is α-associated to S.
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