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Abstract
Pairwise Markov Random Fields (MRFs) or undirected graphical models are parsimonious
representations of joint probability distributions. Variables correspond to nodes of a graph, with
edges between nodes corresponding to conditional dependencies. Unfortunately, likelihood-based
learning and inference is hampered by the intractability of computing the normalizing constant.
This paper considers an alternative scoring rule to the log-likelihood, which obviates the need
to compute the normalizing constant of the distribution. We show that the rule is a positive-
definite quadratic function of the natural parameters. We optimize the sum of this scoring
rule and a sparsity-inducing regularizer. For general continuous-valued exponential families, we
provide theoretical results on parameter and edge consistency. As a special case we detail a new
approach to sparse precision matrix estimation whose theoretical guarantees match that of the
graphical lasso of Yuan and Lin [2007], with faster computational performance than the glasso
algorithm of Yuan [2010]. We then describe results for model selection in the nonparametric
pairwise graphical model using exponential series. The regularized score matching problem is
shown to be a convex program; we provide scalable algorithms based on consensus alternating
direction method of multipliers (Boyd et al. [2011]) and coordinate-wise descent.
1 Introduction
Undirected graphical models are an invaluable class of statistical models. They have been used
successfully in fields as diverse as biology, natural language processing, statistical physics and
spatial statistics. The key advantage of undirected graphical models is that its joint density may
be factored according to the cliques of a graph corresponding to the conditional dependencies
of the underlying variables. The go-to approach for statistical estimation is the method of
maximum likelihood (MLE). Unfortunately, with few exceptions, MLE is intractable for high-
dimensional graphical models, as it requires computation of the normalizing constant of the joint
density, which is a d-fold convolution. Even exponential family graphical models [Wainwright
and Jordan, 2008], which are the most popular class of parametric models, are generally non-
normalizable, with a notable exception being the Gaussian graphical model. Thus the MLE
must be approximated. State of-the-art methods for graphical structure learning avoid this
problem by performing neighborhood selection [Yang et al., 2012; Meinshausen and Bu¨hlmann,
2006; Ravikumar et al., 2010]. However, this approach only works for special types of pairwise
graphical models whose conditional distributions form GLMs. Furthermore, these procedures
do not by themselves produce parameter estimates.
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In this work we demonstrate a new method for graph structure learning and parameter
estimation based on minimizing the regularized Hyva¨rinen score of the data. It works for
any continuous pairwise exponential family, as long as it follows some weak smoothness and
tail conditions. Our method allows for multiple parameters per vertex/edge. We prove high-
dimensional model selection and parameter consistency results, which adapt to the underlying
sparsity of the natural parameters. As a special case, we derive a new method for estimating
sparse precision matrices with very competitive estimation and graph learning performance. We
also consider how our method can be used to do model selection for the general nonparametric
pairwise model by choosing the sufficient statistics to be basis elements with degree growing
with the sample size. We show our method can be expressed as a second-order cone program,
and which we provide scalable algorithms based on ADMM and coordinate-wise descent.
2 Background
2.1 Graphical Models
Suppose X = (X1, . . . , Xd) is a random vector with each entry having support Xi, i = 1, . . . , d.
Let G = (V,E) be an undirected graph on d vertices corresponding to the elements of X. An
undirected graphical model or Markov random field is the set of distributions which satisfy the
Markov property or condition independence with respect to G. From the Hammersley-Clifford
theorem, if X is Markov with respect to G, the density of X, p can be decomposed as
p(x) ∝ exp
 ∑
c∈cl(G)
ψc(xc)
 , (1)
where cl(G) is the collection of cliques of G. The pairwise graphical model supposes the density
can be further factored according to the edges of G,
p(x) ∝ exp
 ∑
i,j∈V,i≤j
ψij(xi, xj)
 . (2)
For a pairwise exponential family, we parametrize ψi, ψij by
ψii(xi) :=
∑
u≤m
θui φ
u
i (xi), i ∈ V, (3)
ψij(xi, xj) :=
∑
u≤m
θuijφ
u
ij(xi, xj), (i, j) ∈ E. (4)
Here m denotes the maximum number of statistics per edge or vertex. We denote θ to be the
vectorization of the parameters, θ := (θ>11, . . . , θ
>
d1, θ
>
22, . . . , θ
>
dd)
>.
2.2 Scoring Rules
A scoring rule [Dawid and Lauritzen, 2005] S(x,Q) is a function which measures the predictive
accuracy of a distribution Q on an observation x. A scoring rule is proper if Ep[S(X,Q)] is
uniquely minimized at Q = P . When Q has a density q, we equivalently denote the scoring rule
S(X, q). A local scoring rule only depends on q through its evaluation at the observation x. A
proper scoring rule induces an entropy
H(p) = Ep [S(X, p)] , (5)
as well as a divergence
D(p, q) = Ep [S(X, q)− S(X, p)] . (6)
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An optimal score estimator is an estimator which minimizes the empirical score
1
n
n∑
r=1
S(Xr, q), (7)
over some class of densities.
Example 2.1 The log score takes the form l(x, q) := − log q(x). The corresponding entropy is
the Shannon entropy H(p) := −Ep [log p], its corresponding divergence is the Kullback-Leibler
Divergence KL(p | q) = EX∼p
[
log p(X)q(X)
]
and the optimal score estimator is the maximum
likelihood estimator. It is a proper and local scoring rule.
Example 2.2 Consider the Bregman score,
b(x, q) := −g′(q(x))−
∫
ρ(dy) (g(q(y))− q(y)g′(q(y))) , (8)
where g : R+ → R is a convex, differentiable function and ρ is some baseline measure. The
corresponding entropy is H(p) = − ∫ ρ(dy)g(p) and divergence
D(p, q) =
∫
ρ(dy) (g(p)− (g(q) + g′(q)(p− q))) . (9)
2.3 Hyva¨rinen Score
Consider densities q which are twice continuously differentiable over X = Rd and satisfy
‖p(x)∇ log q(x)‖ → 0, for all ‖x‖ → ∞. (10)
where X ∼ p. Consider the scoring rule
h(x, q) =
1
2
‖∇ log q(x)‖22 + ∆ log q(x), (11)
where ∇ denotes the gradient operator and ∆ is the operator
∆φ(x) =
∑
i∈V
∂2φ(x)
∂x2i
. (12)
This is a proper and local scoring rule [Parry et al., 2012]. Using integration by parts, it can be
shown it induces the Fisher divergence:
F(p | q) = EX∼p
[∥∥∥∥∇ log p(X)q(X)
∥∥∥∥2
2
]
. (13)
The optimal score estimator is called the score matching estimator [Hyva¨rinen, 2005, 2007].
The Hyva¨rinen score is homogeneous in q [Parry et al., 2012], so that it does not depend on the
normalizing constant of q, which for multivariate exponential families is typically intractable.
Second, for natural exponential families the objective of the optimal score estimator is quadratic,
so the estimating equations corresponding to score matching are linear in the natural parameters
[Forbes and Lauritzen, 2014]. Maximum likelihood for exponential families generally involves a
complex mapping from the sufficient statistics of the data to the natural parameters [Wainwright
and Jordan, 2008; Brown, 1986], necessitating specialized solvers.
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2.4 Score Matching for Exponential Families
For a pairwise density, define φ·,i =
(
φ>1i, . . . , φ
>
di
)>
. For i ∈ V , denote ai(x) := ∂∂xiφ·,i and
(K(x))·,i :=
∂2φ·,i
∂x2i
. (14)
Taking derivatives,
∂
∂xi
〈φ(x), θ〉 =
〈
∂φ·,i
∂xi
, θ·,i
〉
, (15)
thus h takes the form
h(x, θ) =
∑
i∈V
(
1
2
θ>·,iai(x)ai(x)
>θ·,i +K·,i(x)>θ·,i
)
. (16)
h is a sum of d positive-semidefinite quadratic forms, so it is also psd quadratic. Alternatively,
we may write h(x, θ) = θ>A(x)θ + K(x)>θ, where A(x) is a psd matrix with at most 2md
non-zero entries per row, and K(x) is a vector with Kij =
∂2φij
∂x2i
+ 1{i 6= j}∂2φij
∂x2j
. If we write
θ˜ =
(
θ>·,1, θ
>
·,2, . . . , θ
>
·,d
)>
, where θ˜ij = θ˜ji, we may write the scoring rule as
h(x, θ˜) =
1
2
θ˜>A˜(x)θ˜ + K˜(x)>θ˜, (17)
where A˜(x) is a block-diagonal matrix,
A˜(x) =

a1(x)a1(x)
>
a2(x)a2(x)
>
. . .
ad(x)ad(x)
>
 (18)
and K˜ = (K>·,1, . . . ,K
>
·,d)
>. We will alternate between these two equivalent representations of h
based on convenience.
Remark 2.1 (Bounded supports) From the differentiability assumption we see that our deriva-
tions do not generally apply when Xi is a half-bounded or bounded support as the density may
not be differentiable at the boundary. However, in [Hyva¨rinen, 2007] a proper scoring rule was
derived for half-bounded supports, which may be shown to have the same form as (17), after
modifying slightly the formulas for ai(x),K(x). Here we derive a similar formula for densities
on [0, 1]d.
Proposition 2.2 Consider random vectors taking values in [0, 1]d, with density q; suppose
X ∼ p. If q is twice continuously differentiable and satisfies
‖p(x)∇ log q(x)⊗ x(1− x)‖ → 0, for all x approaching the boundary, (19)
where ⊗ denotes the tensor product x⊗ y := (x1y1, . . . , xdyd), then
h(x, q) :=
1
2
‖∇ log q(x)⊗ x(1− x)‖22
+
∑
i∈V
(
−2(2xi − 1)xi(1− xi)∂ log q(x)
∂xi
+ xi(1− xi)∂
2 log q(x)
∂x2i
)
, (20)
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is a proper scoring rule. In particular when q is an exponential family with natural parameters
θ and sufficient statistics φ, h(x, θ˜) = 12 θ˜
>A˜(x)θ˜ +K(x)>θ is a proper scoring rule, where
K(x)ij = −2(2xi − 1)xi(1− xi)∂φij
∂xi
+ (xi(1− xi))2 ∂
2φij
∂x2i
, (21)
ai(x) = xi(1− xi)∂φ·,i
∂xi
. (22)
and A˜(x) = diag(ai(x)ai(x)
>).
Thus, all of the results in this work may be effortlessly carried over to exponential families
over bounded supports.
3 Previous Work
[Sriperumbudur et al., 2013] consider using the Hyva¨rinen score for density estimation in a
reproducing kernel Hilbert space (RKHS). They consider the optimization for a density q,
min
q
{
1
n
n∑
k=1
h(Xk, q) +
λ
2
‖q‖2H
}
, (23)
where ‖·‖2H is the norm of the RKHS. After an application of the representer theorem [Kimeldorf
and Wahba, 1971], they show this may be expressed as a finite-dimensional quadratic program.
They derive rates for convergence to the true density with respect to the Fisher divergence.
[Vincent, 2011] shows that the denoising autoencoder may be expressed as a type of score
matching estimator, which they call denoising score matching. Suppose that X˜ is a version of a
sample X which has been corrupted by Gaussian noise, so that its conditional distribution has
the score ∂ log q(x˜ | x) = 1σ2 (x − x˜). Suppose we seek to fit the corrupted data according to a
density of the form
log p(x˜ |W, b, c) ∝ − 1
σ2
〈c, x˜〉 − 1
2
‖x˜‖22 + softplus
∑
j
〈Wj , x˜〉+ bj
 , (24)
where softplus(x) = max(0, x), then minimizing the Fisher divergence between the model density
and q(x˜ | x) can be shown to be equivalent to minimizing
Eq(x˜,x)
[
‖W>sigmoid(WX˜ + b) + c−X‖2
]
. (25)
This is a simple denoising autoencoder with a single hidden layer, encoder f(x˜) = sigmoid(Wx˜+
b), and decoder f ′(y) = W>y + c.
Score matching has also been used for learning natural image statistics [Kingma and LeCun,
2010; Ko¨ster et al., 2009].
4 Score Matching Estimator
Define the statistics
Γ̂ =
1
n
n∑
r=1
A(Xr), (26)
K̂ =
1
n
n∑
r=1
K(Xr). (27)
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The regularized score matching estimator is a solution to the problem
θ̂ ∈ argmin
θ
{
1
2
θ>Γ̂θ + K̂>θ +R(θ)
}
. (28)
Here R is the group penalty
R(θ) =
∑
i,j∈V
‖θij‖2. (29)
This norm induces sparsity in groups (i.e. edges/vertices). In high dimensions, regularizing
the vertex parameters is necessary, as (28) need not exist otherwise. Both the scoring rule and
regularizer of (28) are convex in θ, so it is a convex program. In particular, observe that it can
be equivalently represented as
min
t,tij
t+ λ∑
ij
tij
 (30)
s.t. t ≥ 1
2
θ>Γ̂θ + K̂>θ,
tij ≥ ‖θij‖.
(30) is a second-order cone program (SOCP) [Boyd and Vandenberghe, 2004], as the quadratic
constraint can be re-written as a conic constraint. If Γ̂ is not positive definite, particularly
when n > d, (28) may not be unique. This is typical for high dimensional problems. One can
impose further assumptions to guarantee uniqueness. For example various assumptions have
been described for the lasso (see an overview of these assumptions in [Tibshirani et al., 2013]) ,
but we won’t go into those details here.
4.1 Gaussian Score Matching
Consider the Gaussian density:
q(x) ∝ exp
{
−1
2
x>Ωx
}
, (31)
for Ω  0. We have
∇ log q(x) = −Ωx, (32)
∇i(∇i log q(x)) = −Ωii. (33)
so the Hyva¨rinen score is given by
h(x,Ω) = −
∑
i
Ωii +
1
2
x>Ω>Ωx (34)
= trace
(
−Ω + 1
2
Ω2xx>
)
. (35)
Let Σ̂ = 1n
∑n
r=1X
r(Xr)>. The optimal regularized score estimator Ω̂ is the solution to
min
Ω=Ω>
{
trace
(
1
2
ΩΣ̂Ω− Ω
)
+ λ‖Ω‖1
}
. (36)
In the notation of (28), we have θ = vec(Ω), K̂ = vec(Id) and Γ̂i = Σ̂ for each i ∈ V . We do
not impose a positive definite constraint on Ω. Doing so would still result in a convex program,
indeed it is a semidefinite program, but the resulting computation becomes more complicated
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and less scalable in practice. However, our theoretical results imply that Ω̂ is positive definite
with high probability. Indeed, denote ‖Ω̂− Ω∗‖sp the spectral norm (maximum absolute value
of eigenvalues) of the difference Ω̂−Ω∗. Since the spectral norm is dominated by the Frobenius
norm (elementwise L2 norm), the consistency result in the sequel implies consistency in spectral
norm, and so the eigenvalues of Ω̂ will be positive with probability approaching one, assuming
the population precision matrix Ω∗ has strictly positive eigenvalues. Furthermore, we note that
our model selection guarantees still follow whether or not the estimator Ω̂ is positive definite.
5 Main Results
We suppose we are given i.i.d. data X1, . . . , Xn ∼ p∗. p∗ need not belong to the pairwise
exponential family being estimated, in which case we may think of our consistency results as
being relative to the population quantity
θ∗ := {Ep∗ [A(X)]}−1 Ep∗ [K(X)] (37)
= (Γ∗)−1K∗. (38)
Define the maximum column sum of θ∗ by
κθ,1 := max
i∈V
∑
j∈V,u≤m
(θ∗)uij , (39)
and define the maximum degree as
s := max
i∈V
|{(i, j) : (i, j) ∈ E}| . (40)
Assumption 5.1 Γ∗i = Ep∗ [ai(X)ai(X)>] satisfies for each i ∈ V ,
∞ > ¯ ≥ Λmax(Γ∗i ) ≥ Λmin(Γ∗i ) ≥  > 0. (41)
Note that this also implies that the eigenvalues of Γ∗ are bounded as the rows of Γ∗ are non-trivial
linear combinations of those of diag(Γ∗i ), so the inverse in (38) exists and is unique.
We also suppose θ∗ is sparse, in the following sense:
Assumption 5.2 θ∗ belongs to the set
P˜ := P˜(E) = {θ : ‖θij‖2 = 0, for (i, j) ∈ Ec} . (42)
For both parameter consistency and model selection we require the following tail conditions:
Assumption 5.3 For each i, j, k ∈ V and u ≤ m and t ≤ ν, for some c1, c2, ν > 0,
P
(∣∣∣K̂uij − (K∗)uij∣∣∣ ≥ t) ≤ exp{−c1nt2} (43)
P
(∣∣∣(Γ̂i)ujk − (Γ∗i )ujk∣∣∣ ≥ t) ≤ exp{−c2nt2} . (44)
5.1 Parameter Consistency
We present results in terms of the (vector) L2 norm. Note in particular that this result doesn’t
require any incoherence condition (though we do require for model selection consistency in the
sequel).
For the parameter consistency results in particular, we require the following sub-Gaussian
assumption:
Assumption 5.4 For each i ∈ V and r = 1, . . . , n, ai(Xr) is a sub-Gaussian random vector.
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Theorem 5.5 Suppose the regularization parameter is chosen as
λn 
√
mκ21,θ log(md)
n
, (45)
if the sample size satisfies
n = Ω(md), (46)
then any solution to regularized score matching satisfies
‖θ̂ − θ∗‖2 = Op
√ (d+ |E|)mκ21,θ log(md)
n
 . (47)
Remark 5.6 Consider Gaussian score matching. Here m = 1, so if κ1,θ is bounded we have
‖θ̂−θ∗‖2 = Op
(√
(d+|E|) log(d)
n
)
. This rate is the same as the graphical lasso shown in [Rothman
et al., 2008]. Furthermore, here Γ∗i = Σ, so our assumption 5.1 amounts to bounds on the
eigenvalues of Σ, which are the same as for sparse precision matrix MLE. The assumption that
κ1,θ is bounded here says that the sums of the absolute value of rows of Ω
∗ are bounded, which
is not necessary for the regularized MLE.
Remark 5.7 We might reasonably expect κ1,θ = O(sm), in which case ‖θ̂−θ∗‖2 = Op
(√
(d+|E|)m3s2 log(md)
n
)
.
In this setting the regularized MLE will have the rate
Op
(√
(d+ |E|)m log(md)
n
)
. (48)
(see results in Janofsky [2015], Appendix A).
5.2 Model Selection
For model selection we require several additional conditions. Denote Ê as the edge set learned
from θ̂:
Ê :=
{
(i, j) : ‖θ̂ij‖2 = 0
}
. (49)
Furthermore, define
κΓ := ‖(Γ∗)−1‖∞, (50)
κθ := ‖θ∗‖max, (51)
ρ∗ := min
(i,j)∈E
‖θij‖max. (52)
Here ‖A‖∞ = maxj
∑
i |Aij | is the matrix ∞ norm and ‖ · ‖max the elementwise max norm.
We require an incoherence condition:
Assumption 5.8
max
(i,j)∈Ec
‖Γ∗ij,E(Γ∗EE)−1‖2 ≤
1− τ√
d+ E
, for some τ ∈ (0, 1]. (53)
where ‖A‖2 is the matrix operator norm.
In the following theorem we suppose κΓ, κθ, s are are bounded, while ρ
∗ may change with
the sample size.
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Theorem 5.9 Suppose the regularization parameter λn is chosen to be
λn 
√
mκ21,θ log(dm)
n
, (54)
then if
n = Ω(max{mκ21,θ log(dm),m2s2 log(dm)}), (55)
1
ρ∗
= o
√κ21,θ log(dm)
n
 , (56)
there exists a solution to the regularized score matching estimator θ̂ with estimated edge set Ê
satisfying
P(Ê = E)→ 1. (57)
Remark 5.10 Assuming m, s, κ1,θ are bounded, this implies the dimension may grow nearly
exponentially with the sample size:
d = o(en), (58)
with the probability of model selection consistency still aproaching one.
Remark 5.11 (Gaussian score matching) When m = 1, the sample complexity matches
that for structure learning of the precision matrix using the log-det divergence, in [Ravikumar
et al., 2011]. Thus Gaussian score matching in particular benefits from identical model selection
guarantees as the graphical lasso algorithm. However it should be noted that the assumptions
are slightly different. In particular the graphical lasso requires an irrepresentable condition on
Σ⊗ Σ, while our method involves an irrepresentable condition for Σ⊗ Id.
5.3 Model Selection for the Nonparametric Pairwise Model
In this section we consider model selection for the nonparametric pairwise model. We suppose
the log of the true density p∗ belongs to W r2 , the Sobolev space of order r. This implies, along
with the pairwise assumption, that log p∗ has the infinite expansion
log p∗ ∝ exp
 ∑
i,j∈V,i≤j
∞∑
k,l=1
(θ∗)klijφkl(xi, xj) +
∑
i∈V
∞∑
k=1
(θ∗)ki φk(xi)
 , (59)
where here {φk, φkl} is a basis over [0, 1]2. For an expansion in W r2 , we have that the coefficients
decay at the following rates:∑
k
θki k
2r <∞, for all i ∈ V, (60)∑
k,l
θklij k
2ri l2rj <∞, for all (i, j) ∈ E, ri + rj = r. (61)
For our results we assume {φk} is the orthonormal Legendre basis on [0, 1], and {φkl} is the
tensor product basis φkl(xi, xj) = φk(xi) · φl(xj). This is because the supporting lemmas are
particular to the Legendre basis, but in practice one is not limited to a particular basis. Now,
consider forming a density by truncating (59) after m1 terms for the univariate expansions, and
m2 for bivariate:
log pθ ∝ exp
 ∑
i,j∈V,i≤j
m2∑
k,l=1
θklijφkl(xi, xj) +
∑
i∈V
m1∑
k=1
θki φk(xi)
 . (62)
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Observe that this is a finite-dimensional exponential family. Furthermore, the normalizing
constant for this family will generally be intractable, requiring a d-fold integral. We choose our
density estimate to be pθ̂, where θ̂ is a solution to the score matching estimator (28) for this
family. Furthermore, we let the number of sufficient statistics m1,m2 grow with the sample size
n to balance the bias from truncation with the estimation error. We denote E to be the support
of p∗:
E :=
{
(i, j) : ‖θ∗ij‖ = 0
}
, (63)
Now, decompose the vector θ∗ into the included terms and truncated terms, θ∗ = ((θ¯∗)>, (θ∗T )
>)>
and corresponding sufficient statistics φ = ((φ¯)>, (φT )>). Denote (aT )i(x) := ∂∂xi (φT )·, i,
AT (x) = diag((aT )i(x)(aT )i(x)
>), and Γ∗T = Ep[AT (X)]. Applying the results in Section 2.4,
we have the linear relation
K∗ = −Γ∗T θ∗T − Γ∗θ¯∗. (64)
In the following theorem we assume κT := ‖Γ∗T ‖max is bounded, and κ1,θ = O(m22), in
addition to the assumptions for the parametric setting stated in Section 5.2, with the exception
of Assumption 5.3. Since the number of statistics grows to infinity in the nonparametric case,
we need more accurate accounting of the constant terms in the concentration inequality. In lieu
of the concentration assumption, we have the following assumption on the boundedness of the
marginals of p.
Assumption 5.12 For each i, j ∈ V ,
 ≤ pij(xi, xj) ≤ ¯, (65)
for absolute constants  > 0, ¯ <∞.
This assumption is mild for density estimation as it only requires bounds on the bivariate
marginals rather than the full distribution.
Theorem 5.13 Suppose that the truncation parameters and regularization parameter are cho-
sen to be
m2  n 12r+13 (66)
m1  n 12r+13 (67)
λn 
√
log nd
n
2r−1
2r+13
(68)
and the dimension d and ρ∗ satisfy
d = o
(
en
2r−1
2r+13
)
(69)
1
ρ∗
= o
(√
log nd
n
2r+1
2r+13
)
, (70)
then there exists a solution θ̂ such that the edge set Ê satisfies
P(Ê = E)→ 1. (71)
Remark 5.14 If r = 2, and s grows as a constant, we may have
d = o
(
en
3/17
)
, (72)
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and still ensure model selection consistency. In Janofsky [2015] it was shown that the sample
complexity for model selection in the nonparametric pairwise model the regularized exponential
series MLE using Legendre polynomials is d = o
(
en
3/7
)
, though this estimator can’t be computed
exactly. The optimal choice of regularization and truncation parameters is much different for
these two methods. This is a consequence of different estimation errors. In our supporting
lemmas we require convergence of the statistic Γ̂ to its expectation. In the appendix we show
that applying Hoeffding’s inequality and a union bound,
κ1,θ‖Γ̂− Γ‖max = Op
(√
m122 log nd
n
)
. (73)
For the regularized MLE, we needed convergence of the sufficient statistics µ̂, which converges
at a much faster rate of Op
(√
m42 lognd
n
)
. Our results agree with intuition, that the score
matching statistics, derived from the derivatives of the log-density, should be harder to estimate
than the sufficient statistics.
Also, it should be noted that the assumptions underlying the two results are different. The
MLE involves conditions on the covariance of the sufficient statistics covp∗ [φ(X)], while the
score matching estimator requires conditions on Γ∗ = Ep∗ [A(X)]. An interesting stream of
future work would be to better understand the relationship between these two approaches and
their assumptions.
6 Algorithms
In this section we consider algorithms for solving (28). In our experiments we denote our
method QUASR, for Quadratic Scoring and Regularization. There are variety of generic ap-
proaches to solving problems which may be cast as the sum of a smooth convex function plus
a sparsity-inducing norm [Bach et al., 2011], as well as generic solvers for solving second-order
cone programs. Here we will propose two novel algorithms which exploit the unique structure
of the problem at hand. First we will consider an ADMM algorithm; for a detailed exposition
of this approach, see [Boyd et al., 2011]. In section 6.2, we consider a coordinate-wise descent
algorithm for Gaussian score matching [Friedman et al., 2007].
6.1 Consensus ADMM
The idea behind ADMM is that the problem (28) can be equivalently written as
min
θ,z
12 ∑
i∈V
(
θ>·,iΓ̂iθ·,i + θ
>
·,iK̂·,i
)
+ λ
∑
i,j∈V,i≤j
‖zij‖2
 , (74)
subject to the constraint that θij = θji = zij . The scaled augmented Lagrangian for this problem
is given by
L (θ, y, z) =
1
2
∑
i∈V
(
θ>·,iΓ̂iθ·,i + θ
>
·,iK̂·,i
)
(75)
+
∑
i,j∈V :i≤j
(
‖zij‖2 + y>ij(θij − zij) + y>ji(θji − zij) (76)
+
ρ
2
‖θij − zij‖2 + ‖θji − zij‖2
)
, (77)
here {y} := {yij , yji} are dual variables, and ρ is a penalty parameter which we choose to be
1 for simplicity. The idea behind ADMM is to iteratively optimize L over the θ, y, z variables
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1. Initialize θ(0), z(0), y(0), and choose ρ = 1;
2. For t = 1, . . . , until convergence:
(a) Update θ for i ∈ V :
θ
(t)
·,i =
(
Γ̂i + ρId
)−1 (−K̂·,i − y(t−1)·,i + ρz(t−1)·,i ) , (78)
(b) Update z for i, j ∈ V , i ≤ j:
z
(t)
ij = S˜
(
1
2
(
θ
(t)
ij + θ
(t)
ji + y
(t−1)
ij /ρ+ y
(t−1)
ji /ρ
)
, λ/ρ
)
, (79)
where S˜(x, λ) :=
(
1− λ‖x‖2
)
+
x.
(c) Update y for i, j ∈ V , i ≤ j:
y
(t)
ij = y
(t−1)
ij + ρ
(
x
(t)
ij − z(t)ij
)
, (80)
y
(t)
ji = y
(t−1)
ji + ρ
(
x
(t)
ji − z(t)ij
)
. (81)
Figure 1: QUASR Consensus ADMM
in turn. In the first step, since θij = θji is included as a constraint and may be considered
separately, L as a function of θ decouples into d independent quadratic programs, one for each
”column” of θ, which may be solved in parallel. In the second step, zij pools the estimates θij
and θji from the previous step, and applies a group shrinkage operator. The third step is a
simple update of the dual variables.
Due to parallel updating of θ in step (a) and subsequent averaging in step (b), this is known
as consensus ADMM. At convergence, the constraints θij = θji = zij are binding. In practice,
we stop when the average change in parameters is small:∑
i,j∈V
‖θ(t)ij − θ(t−1)ij ‖1
/ ∑
i,j∈V
‖θ(t)ij ‖1 < 10−4. (82)
In addition to parallelizing the update (a), other speedups are possible. For example, we
may compute the eigenvalues Λ and eigenvectors Q of Γ̂i, which may be computed directly from
the data matrix
[
ai(X
1), . . . ai(X
n)
]>
using the singular value decomposition (Q being the right
singular vectors, and
√
nΛ being the squared singular values of the data matrix). We may then
cache the matrix Q(diag(Λ+ρ)−1)Q>, which is equivalent to (Γ̂i+ρId)−1 up to numerical error.
This can be computed for each i ∈ V , also in parallel, and only needs to be computed once (even
if estimating over a sequence of λs). When optimizing over a path of truncation parameters
m1,m2, one may utilize block matrix inversion formulas and the Woodbury matrix identity to
avoid computing the inverse from scratch each time. In particular, let Γ̂i be the current matrix
of statistics, and Γ̂newi be the statistic with a higher degree of basis expansion. Then Γ̂
new
i has
the form for some b̂, Ĉ,
Γ̂newi =
(
Γ̂i b̂
b̂> Ĉ
)
. (83)
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The inverse takes the form
(Γ̂newi + ρI)
−1 =
 L
−
(
Ĉ + ρI
)−1
b̂>L
(
Ĉ + ρI − b̂>
(
Γ̂i + ρI
)−1
b̂
)−1  , (84)
where
L :=
(
Γ̂i + ρI − b̂>
(
Ĉ + ρI
)−1
b̂
)−1
(85)
=
(
Γ̂i + ρI
)−1
−
(
Γ̂i + ρI
)−1
b̂>
(
Ĉ + ρI − b̂>
(
Γ̂i + ρI
)−1
b̂
)−1
b̂
(
Γ̂i + ρI
)−1
. (86)
If the dimension of Ĉ is small relative to that of Γ̂i,
(
Γ̂newi + ρI
)−1
can be computed quickly
using the cached
(
Γ̂i + ρI
)−1
, without the need for any additional large matrix inversions.
6.2 Coordinate-wise Descent
In this section we consider a coordinate-wise descent algorithm for the Gaussian score matching
problem (36). Coordinate-wise descent algorithms are known to be state-of-the-art for many
statistical problems such as the lasso and group lasso [Friedman et al., 2007] and glasso for
sparse Gaussian MLE [Friedman et al., 2008]. Regularized score matching in the Gaussian case
admits a particularly simple coordinate update. Consider the stationary condition for Ω in (36):
1
2
(
ΩΣ̂ + Σ̂Ω
)
− Id + Ẑ = 0, (87)
where Ẑ is an element of the subdifferential ∂‖Ω‖1:
Ẑij ∈
{
{θij : ‖θij‖2 ≤ 1}, if ‖θij‖ = 0;
θij
‖θij‖2 , if ‖θij‖ 6= 0.
(88)
in particular, the stationary condition for a particular Ωij is
1
2
(
Ω>·,iΣ̂·,j + Σ̂
>
·,iΩ·,j
)
− 1{i = j}+ Ẑij = 0. (89)
Consider updating Ωij using equation (89), solving for Ωij and holding the other elements of Ω
fixed. After some manipulation, we get a fixed point for Ωij is given by (90). We cycle through
the entries of Ω, applying this update, and repeat until convergence.
Here S(x, λ) is the soft thresholding function S(x, λ) := max{|x| − λ, 0}sign(x), and \i :=
{1, . . . , i − 1, i + 1, . . . , d}. Each update only requires two sparse inner products and a soft
thresholding operation. As such, in our experiments this algorithm converges very quickly,
sometimes much faster than glasso for the same set of data.
6.3 Choosing Tuning Parameters
As of yet we have not discussed how to practically choose the regularization parameter λ and for
nonparametric score matching, the truncation parameters m1,m2. We suppose the existence of
a held-out tuning set; in the absence, one may use cross-validation. If the likelihood is available,
for example if fitting Gaussian score matching, or for a fixed graph which is a tree, we minimize
the negative log-likelihood risk in the held out set. In the absence of the likelihood, we choose
the tuning parameters to minimize the Hyva¨rinen score of the held out set. For a discussion
on using scoring rules as a replacement for the likelihood in model selection and using score
differences as surrogates for Bayes factors, see [Dawid and Musio, 2014].
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1. Initialize Ω̂ = Id;
2. For i=1,2,. . . ,d,1,2,. . . , until convergence:
(a) for j=i,. . . ,d:
Ω̂ij ← S
−
(
Ω̂>\j,iΣ̂\j,j + Ω̂
>
\i,jΣ̂\i,i − 2 · 1{j = i}
)
Σ̂ii + Σ̂jj
, λ
 , (90)
and set Ω̂ji = Ω̂ij .
Figure 2: Gaussian QUASR Coordinate-wise descent
To save on computation, we use the idea of warm starts which we detail in the sequel. First,
observe that the first-order necessary conditions for regularized score matching are:
Γ̂θ̂ + K̂ + Ẑ = 0, (91)
where Ẑ denotes the sub gradient of the regularizer R, at θ̂, which is
Ẑij =
{
{x : ‖x‖ ≤ 1}, ‖θij‖ = 0,
θij
‖θij‖ , o/w.
(92)
so θ̂ = 0 when
λ ≥ max
ij
‖K̂ij‖. (93)
This allows us to choose an upper bound λstart such that the solution will be the zero vector.
The idea behind warm starting is the following: we begin with estimating θ̂λstart = 0. Then
we fit our model on a path of λ decreasing from λstart, initializing each new problem with the
previous solution θ̂λ. The solution path for the regularized MLE is smooth as a function of λ,
suggesting nearby choices of λ will provide values of θ̂ which are close to one another.
We can also incorporate warm-starting in choosing m1,m2. For a given λ, we first estimate
the model for first-order polynomials, corresponding to m1 = m2 = 1. We then increment the
truncation parameters by increasing the degree of the polynomial of he sufficient statistics. We
augment the previous parameter estimate vector with zeros in the place of the added parameters,
and warm start ISTA from this vector. See Section 6.1 for other computation savings when
augmenting the sufficient statistics when choosing m1,m2.
7 Experiments
7.1 Gaussian Score Matching
We begin by studying Gaussian score matching, and comparing to the regularized Gaussian
MLE, using the glasso package in R [Friedman et al., 2008]. We consider experiments with two
graph structures: in the first, a tree is generated randomly; this has d− 1 edges. In the second,
a graph is generated where an edge occurs between node i and j with probability 0.1, denoted
the Erdo¨s-Renyi graph. This graph has expected number of edges 0.05 · d(d − 1). The data is
scaled to have unit variance and mean zero.
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7.1.1 Regularization Paths
Figures 3 and 4 display regularization paths for one run of these simulations, where d = 100
and n is either 100 or 500. Relevant variables are plotted in black. For n = 500, it appears that
the score matching estimator does a better job screening out irrelevant variables for both graph
types. For n = 100 they perform similarly. The score matching estimator tends to produce
nonzero parameter estimates which are larger in magnitude than the regularized MLE, which
is more pronounced for n < d.
7.1.2 Risk Paths
Figures 5 and 6 show risk paths under the two graph structures; figure two has d = 150, with
149 included edges; figure four has d = 100, with 499 edges included. We choose n = 100,
and calculate the negative log likelihood risk using a held-out dataset of size n. The plotted
curves are an average of 25 simulations from the same distribution. In figure 5, we see the score
matching estimator selects a sparser graph than the regularized MLE; furthermore, the score
matching produces an estimator with smaller held-out risk. For the Erdo¨s-Renyi simulation,
the score matching estimator also selects a sparser graph, though it has risk slightly worse than
the MLE.
These findings are also validated in Tables 1 and 2, varying d. For the tree graph, score
matching dominates in risk for all values of d. Even for the Erdo¨s-Renyi graph, score match-
ing outperforms the regularized MLE when d = 30. Standard errors of 25 repetitions are in
parentheses.
quasr glasso
d= 30 28.082 (0.341) 28.189 (0.319)
d= 75 72.785 (0.472) 73.202 (0.432)
d= 120 116.771 (0.578) 117.631 (0.542)
d= 150 147.26 (0.619) 148.381 (0.583)
Table 1: Held-out NLL error, tree graph
quasr glasso
d= 30 26.157 (0.428) 26.244 (0.386)
d= 50 44.351 (0.688) 44.262 (0.718)
d= 100 91.383 (1.009) 90.351 (1.077)
d= 150 139.03 (1.15) 136.793 (1.336)
Table 2: Held-out NLL error, ER graph
7.1.3 ROC Curves and Edge Selection
Figures 7 and 8 show ROC curves under the same simulation setup in the previous section.
The plotted points represent the graph selected from the minimal held-out risk in each of the
25 repetitions. The two estimators display very similar ROC curves, and the score matching
estimator tends to prefer higher sensitivity for lower specificity, when selecting using held-out
data.
Tables 3 and 4 displays true positive and true negative rates for varying choices of d, fixing
n = 100. The parentheses are the standard deviation for 25 repetitions of the experiment.
As are suggested by the ROC curves, score matching prefers a higher sensitivity and lower
specificity to the regularized MLE, and for simulations when d is relatively small compared to
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n, score matching has a significantly higher true positive rate with only negligible reduction in
true negative rate.
quasr glasso
d=30 %TN 0.941 (0.043) 0.975 (0.025)
d=30 %TP 0.778 (0.051) 0.674 (0.042)
d=75 %TN 0.821 (0.037) 0.876 (0.042)
d=75 %TP 0.892 (0.017) 0.832 (0.017)
d=120 %TN 0.751 (0.052) 0.816 (0.044)
d=120 %TP 0.922 (0.01) 0.874 (0.009)
d=150 %TN 0.699 (0.049) 0.776 (0.052)
d=150 %TP 0.936 (0.006) 0.899 (0.012)
Table 3: Edge selection accuracy, tree graph.
quasr glasso
d=30 %TN 0.969 (0.028) 0.986 (0.02)
d=30 %TP 0.743 (0.036) 0.612 (0.039)
d=50 %TN 0.878 (0.028) 0.927 (0.025)
d=50 %TP 0.785 (0.027) 0.673 (0.032)
d=100 %TN 0.633 (0.029) 0.754 (0.02)
d=100 %TP 0.858 (0.013) 0.753 (0.013)
d=150 %TN 0.486 (0.019) 0.634 (0.018)
d=150 %TP 0.892 (0.01) 0.791 (0.011)
Table 4: Edge selection accuracy, ER graph
7.1.4 Computation
In Figure 9 we compare the runtime of our algorithm with glasso. We simulate random Gaussian
tree data with n = 100, d = 50. We fit over a path of λs and plot runtime against number
of selected edges. More regularization results in sparser graphs, and so convergence is faster.
In this experiment our method is much faster than glasso, sometimes by a factor of 4 or more.
The gap narrows for sparse estimated graphs. This is because while our algorithm is written
efficiently in C + +, it doesn’t (yet) utilize sparse matrix libraries, while glasso does. Since our
coordinate-wise descent algorithm involves sparse inner products, we believe our runtimes can
be improved in the sparse regime.
7.2 Nonparametric Score Matching
7.2.1 Risk and Density Estimation
In this section we compare score matching and MLE when the sufficient statistics are chosen to
be Legendre polynomials. For each choice of n, we simulate non-Gaussian data whose density
factorizes as a tree. We do this by marginally applying the transformation y = sign(x − 0.5) |
x − 0.5 |0.6 /5 + 0.5 to Gaussian data which has a tree factorization, which has been scaled
to have means 0.5 and covariance 1/82, so it fits in the unit cube; the resulting data follows a
Gaussian copula distribution, which is also a pairwise distribution. We train the model using
both regularized MLE and score matching under constraint that it factorizes according to the
given tree, and we estimate along a path of λs and choose the regularization parameter λ to
minimize the held-out risk. Since the density has a (known) tree factorization, it is possible to
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compute the likelihood (and hence the MLE) exactly using functional message passing (Janofsky
[2015], chapter 3). It is also possible to compute the marginals using the same message passing
algorithm.
Figure 10 displays the held-out risk for both methods, with sample size varying from 24 to
5000 and d = 20. We average over 5 replications of the experiment. The MLE outperforms
the score matching estimator, but the score matching estimators performance greatly improves
relative to the MLE as n increases.
Figure 11 displays contours from one bivariate marginal from the aforementioned simulation.
The top row shows the MLE and score matching estimator for n = 24, and the bottom for
n = 182. For n = 24, the score matching marginal can make out much of the distinguishing
features of the density such as the multiple modes, but isn’t as informative as the MLE. At
n = 182 the marginals appear almost identical. We conclude that while MLE is more efficient
as may be expected, score matching performs quite well, especially with larger sample sizes.
Furthermore, we emphasize that at this cost of statistical efficiency, score matching can be
computed easily under any graph structure, even when the likelihood is not tractable, while
MLE is typically not tractable and must be approximated.
7.2.2 ROC Curves
Figures 12 and 13 display ROC curves from four experiments. We simulate data with d = 20
and n either 30 or 100. In the first two experiments, the data is Gaussian; in the last two, it
is non-Gaussian (copula). The graph is either a random spanning tree with d − 1 edges, or a
graph with each possible edge having inclusion probability 0.2, or expected number of edges
d(d− 1) ∗ .1. The ROC curves trace the true positive and true negative rates, varying the value
of λ. The curves are averaged over 10 repetitions of the experiment (with the data i.i.d. from
the same distribution). We choose m1,m2 to maximize maxλ TP (λ) +TN(λ). We compare our
method to the SKEPTIC estimator from [Liu et al., 2012], which was designed in particular
for model selection for copula graphical models, and a tree-reweighted approximation to the
MLE from Janofsky [2015]. Our experiments show our method performs just as well or slightly
worse than the competing methods, despite the fact that SKEPTIC is specifically tailored for
Gaussian and Gaussian copula graph learning.
8 Discussion
This work introduces a new approach to estimating pairwise, continuous, exponential family
graphical models. Since the normalizing constant for these models is usually intractable, we
propose a new scoring rule which obviates the need for computing it. Our resulting estimator
may be expressed as a second-order cone program. We show consistency and edge selection re-
sults for this estimator, including as special cases a new method for precision matrix estimation,
and for nonparametric edge selection with exponential series. We propose algorithms for solving
the convex problem which are highly scalable and amenable to parallelization.
This work raises several areas for further work. The regularized MLE, which is not tractable,
has been shown to have stronger guarantees for edge selection for the nonparametric graphical
model, and it’s an open question whether a computationally tractable method can achieve these
bounds. There exist other proper scoring rules Dawid and Musio [2014], few of which have been
explored or understood in the context of learning exponential family graphical models.
9 Proofs
Proof 9.1 (Proof of Proposition 2.2) Consider the functional
J(q) := Ep
[
(‖∇ log p−∇ log q)⊗ x(1− x)‖22
]
. (94)
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Figure 12: ROC Curve, Gaussian data, n=30, d=20. Top: ER graph. Bottom: Tree graph.
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If J(q) = 0, then it must be ∇ log p = ∇ log q a.e., because their integrated squared distance
is zero with respect to a weight function which is nonzero a.e. This implies log q = log p+ c a.e.
for some constant c, but c = 0 because p and q must both integrate to one. Furthermore, J is
non-negative so it is minimized when q = p. If p and q belong to an exponential family with
respective natural parameters θ and θ′, θ = θ′ when the family is minimal.
Now,
J(q) = Ep
[‖∇ log q ⊗ x(1− x)‖22] (95)
+ 2Ep
[∑
i∈V
(∇i log q · ∇i log p)⊗ x(1− x)‖22
]
+ constant,
the constant not depending on q. We have, by integration by parts,
Ep [(∇i log q∇i log p)xi(1− xi)] =
∫
pi(∇i log q∇i log p)xi(1− xi) (96)
=
∫
pi
∇ipi
pi
(∇i log q)xi(1− xi) (97)
= pi(xi)(∇i log qxi(1− xi))
]
xi=1
(98)
− pi(xi)(∇i log qxi(1− xi))
]
xi=0
−
∫
pi∇i(∇i log qxi(1− xi))
= −
∫
pi∇i(∇i log qxi(1− xi)), (99)
where in the last line we applied the boundary assumption. Thus, we see that J(q) is equal to
Ep [h(X, q)] plus some terms which don’t depend on q, so from the argument above Ep [h(X, q)]
is minimized when p = q. We conclude that h is a proper scoring rule.
10 Parameter Estimation
Lemma 10.1 If n ≥ Cmd and λn ≥ 2R∗((Γ̂ − Γ)θ∗ + K̂ − K), with probability at least
1− 2d exp
{
− ¯242md
}
, the regularized score matching estimator θ̂ satisfies
‖θ̂ − θ∗‖2 ≤ 7λn

√
d+ |E|. (100)
Proof 10.2 Define the function
E(δ) = L(θ∗ + δ)− L(θ∗) + λn(R(θ∗ + δ)−R(θ∗)) (101)
=
1
2
(θ∗ + δ)>Γ̂(θ∗ + δ) + (θ∗ + δ)>K̂ − 1
2
(θ∗)>Γ̂(θ∗)> − (θ∗)>K̂ (102)
+ λn(R(θ∗ + δ)−R(θ∗))
=
1
2
δ>Γ̂δ + δ>(Γ̂θ∗ + K̂) + λn(R(θ∗ + δ)−R(θ∗)) (103)
=
1
2
δ>Γ̂δ + δ>(Γ̂θ∗ − Γθ∗ + K̂ −K) + λn(R(θ∗ + δ)−R(θ∗)). (104)
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Since E(0) = 0, it must be that E(δ̂) ≤ 0.
Using the sub-Gaussian assumption, we may apply [Vershynin, 2010] Remark 5.51, which
says for any c ∈ (0, 1), t ≥ 1, with probability at least 1−2 exp{−t2md}, if n ≥ C(t/c)2md, then
for any i ∈ V , and any vector δi
δ>i Γ̂iδi ≥ δ>i Γiδi + ¯c‖δi‖2, (105)
setting c = 2¯ , and t = 1/c we get that if n ≥ Cd, with probability at least 1− 2 exp
{
¯2
42 d
}
,

2
‖δi‖2 ≤ δ>i Γ̂iδi. (106)
Applying the union bound over all i ∈ V , with probability at least 1− 2d exp
{
¯2
42 d
}
,

2
δ>δ ≤ δ>Γ̂δ, (107)
where δ = (δ>1 , . . . , δ
>
d )
>.
By (generalized) Cauchy-Schwarz,
∣∣∣〈δ, (Γ̂− Γ)θ∗ + K̂ −K〉∣∣∣ ≤ R(δ)R∗((Γ̂− Γ)θ∗ + K̂ −K) (108)
≤ λn
2
(R(δP +R(δP⊥). (109)
where δA denotes the projection of δ onto the set A. From [Negahban et al., 2012] Lemma
3, because R is decomposable, it holds that
R(θ∗ + δ)−R(θ∗) ≥ R(δP˜⊥)−R(δP˜). (110)
Combining (109) and (110),
〈δ, (Γ̂− Γ)θ∗ + K̂ −K〉+ λn
2
(R(θ∗ + δ)−R(θ∗)) (111)
≥ −3λn
2
R(δP˜)−
λn
2
R(δP˜⊥) ≥ −
3λn
2
R(δP˜ ). (112)
Using the subspace compatibility constant we have that
R(δP˜) ≤
√
d+ |E|‖δP˜‖ ≤
√
d+ |E|‖δ‖. (113)
Thus conditioning on the aformentioned probability,
E(δ) ≥ 
4
‖δ‖2 − 3λ
2
‖δ‖√d+ E (114)
= ‖δ‖
(

4
‖δ‖ − 3λn
2
√
d+ E
)
. (115)
Now, consider the set
C =
{
δ : ‖δ‖ ≤ 7λn

√
d+ E
}
. (116)
C is a compact, convex set. Furthermore, for all δ ∈ ∂C, from (115) we see that E(δ) > 0.
Also observe that 0 ∈ intC. Since E(δ̂) ≤ 0, it must follow that δ̂ ∈ intC, in other words
‖θ̂ − θ∗‖2 ≤ 7λn

√
d+ E. (117)
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Proof 10.3 (Proof of Theorem 5.5) Applying a concentration bound to K̂uij −Kuij in addi-
tion to a union bound, we have that ‖K̂−K‖max > t with probability no more than exp{2 log(md)−
c2nt
2} for t ≤ ν, for constants c2, ν > 0. Similarly,
‖(Γ̂− Γ)θ∗‖max ≤ 2κθ∗,1‖Γ̂− Γ‖max, (118)
and ‖Γ̂ − Γ‖max > t with probability no more than exp{2 log(md) − c1nt2} for t < ν2 for
c1, ν2 > 0. Furthermore, observe that for any vector θ,
R∗(θ) ≤ √m‖θ‖max, (119)
thus setting λn 
√
mk21,θ log(md)
n , the conditions in Lemma 10.1 will be satisfied with proba-
bility approaching one.
11 Model Selection
Our proof technique is the primal dual witness method, used previously in analysis of model
selection for graphical models [Jason D. Lee, 2014; Ravikumar et al., 2011]. It proceeds as
follows: construct a primal-dual pair (θ̂, Ẑ) which satisfies supp(θ̂) = supp(θ∗), and also satisfies
the stationary conditions for 28 with high probability. The stationary conditions for 28 are
Γ̂θ̂ + K̂ + λnẐ = 0, (120)
where Ẑ is an element of the subdifferential ∂R(θ̂e):
(∂R(θe))ij =
{
{θij : ‖θij‖2 ≤ 1}, if θij = 0;
θij
‖θij ‖2, if θij 6= 0.
(121)
From this we may conclude that there exists a solution to 28 that is sparsistent. In particular,
we have the following steps:
1. Set θ̂Ec = 0;
2. Set Ẑij = ∂R(θ∗e)ij = θ¯
∗
ij
‖θ¯∗ij‖
for (i, j) ∈ E;
3. Given these choices for θ̂Ec and ẐE , choose θ̂E and ẐEc to satisfy the stationary condition
28.
For our procedure to succeed, we must show this primal-dual pair (θ̂, Ẑ) is optimal for 28,
in other words
θ̂ij 6= 0, for (i, j) ∈ E; (122)
‖Ẑij‖ < 1, for (i, j) 6∈ E. (123)
In the sequel we show these two conditions hold with probability approaching one.
Lemma 11.1 Suppose that ‖Γ̂EE − ΓEE‖max ≤ 12msκΓ . Then there exists a solution to (28),
θ̂, satisfying
‖θ̂E − θ∗E‖∞ ≤ 2κΓ
(
2κ1,θ‖(Γ̂EE − ΓEE)‖max + ‖K̂ −K‖∞ + λn/
√
m
)
. (124)
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Proof 11.2 The stationary condition for θ̂E, observing that θ̂Ec = θ
∗
Ec = 0, is given by
Γ̂EE θ̂E + K̂E + λnẐE = 0. (125)
Re-arranging and observing that ΓEEθ
∗
E = −KE, we have
Γ̂EE θ̂E + K̂E + λnẐ = Γ̂EE θ̂E − ΓEEθ∗E + K̂E −KE + λnẐE (126)
= (Γ̂EE − ΓEE)θ̂ + ΓEE(θ̂E − θ∗E) + K̂E −KE + λnẐE . (127)
Consider the map
F (∆E) = −Γ−1EE
(
(Γ̂EE − ΓEE)(∆E + θ∗E) + ΓEE∆E + K̂E −KE + λnẐE
)
+ ∆E . (128)
F has a fixed point F (∆E) = ∆E at ∆̂E = θ̂E − θ∗E for any solution θ̂. Define r˜ :=
2κΓ
(
2κ1,θ‖(Γ̂EE − ΓEE)‖max + ‖K̂E −KE‖∞ + λn/
√
m
)
. If we can show ‖F (∆)‖∞ ≤ r˜ for
each ‖∆‖∞ ≤ r˜, from Brouwer’s fixed point theorem [Ortega and Rheinboldt, 2000], it follows
that some fixed point satisfies ‖∆̂‖∞ ≤ r˜. For ‖∆‖∞ ≤ r˜,
‖Fij‖2 ≤ κΓ√
m(d+ |E|)
(
‖(Γ̂EE − ΓEE)(∆E + θ∗E)‖2 + ‖K̂E −KE‖2 + λn‖ẐE‖2
)
(129)
≤ κΓ
(
‖(Γ̂ij,E − Γij,E)(∆E + θ∗E)‖∞ + ‖K̂E −KE‖∞ + λn/
√
m
)
. (130)
Now,
‖(Γ̂EE − ΓEE)∆‖∞ ≤
maxi∈V ∑
j∈V,k≤m
∣∣∆kij∣∣
 · ‖Γ̂EE − ΓEE‖max (131)
≤ ms‖∆‖∞‖Γ̂EE − ΓEE‖max, (132)
and similarly,
‖(Γ̂EE − ΓEE)θ∗E‖∞ ≤ 2κ1,θ‖Γ̂EE − ΓEE‖∞. (133)
Thus, if ‖Γ̂EE − ΓEE‖max ≤ 12msκΓ ,
‖F‖∞ ≤ max
ij
‖Fij‖2 ≤ κΓ
(
‖Γ̂EE − ΓEE‖max(2κ1,θ +msr˜) + ‖K̂ −K‖∞ + λn/
√
m
)
(134)
≤ r˜
2
+
r˜
2
≤ r˜. (135)
Lemma 11.3 Suppose that
√
m‖K̂ −K‖∞ ≤ τλn4 , m1/2‖Γ̂− Γ‖max(κθ + s
√
mλn) ≤ τλn4 , and
λn/
√
m ≥ 2κΓ(msκθ‖Γ̂EE − ΓEE‖max + ‖K̂ −K‖∞). Then for each (i, j) ∈ Ec,
‖Ẑij‖2 < 1. (136)
Proof 11.4 For (i, j) ∈ Ec, the stationary conditions are
0 = Γ̂EcE θ̂E + K̂Ec + λnẐEc (137)
= ΓEcE(θ̂E − θ∗E) + (Γ̂EcE − ΓEcE)θ̂E (138)
+ K̂Ec −KEc + λnẐEc ,
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re-arranging and plugging in the stationary conditions for θ̂E, we have for (i, j) ∈ Ec,
Ẑij =
1
λn
{
− Γij,EΓ−1EE(−(Γ̂EE − ΓEE)θ̂E − (K̂E −KE)− λnẐE) (139)
− (Γ̂ij,E − Γij,E)θ̂E − K̂ij +Kij
}
.
Applying the L2 norm,
‖Ẑij‖2 = 1
λn
{
‖Γij,EΓ−1EE‖2(‖(Γ̂EE − ΓEE)θ̂E‖2 + ‖K̂E −KE‖2 + λn‖ẐE‖2) (140)
+ ‖Γ̂ij,E − Γij,E θ̂E‖2 + ‖K̂ij −Kij‖2
}
≤ 1
λn
{√
m(2− τ)(‖K̂ −K‖∞ + ‖(Γ̂− Γ)θ̂E)‖∞
}
+ 1− τ. (141)
Observe that since ‖θ̂ − θ∗‖max ≤ r˜,
‖(Γ̂− Γ)θ̂‖∞ ≤ ‖Γ̂− Γ‖max(κ1,θ +msr˜) (142)
≤ ‖Γ̂− Γ‖max
(
κ1,θ + 2s
√
mλn
)
, (143)
so ‖Ẑij‖2 is bounded by
1
λn
{
(2− τ)√m‖K̂ −K‖∞ +
√
m(2− τ)‖Γ̂− Γ‖(κ1,θ + 2s
√
mλn)
}
+ 1− τ. (144)
if
√
m‖K̂ −K‖∞ ≤ τλn4 and
√
m‖Γ̂− Γ‖max(2κ1,θ + 2s
√
mλn) ≤ τλn4 , this is bounded by
(2− τ)
(τ
4
+
τ
4
)
+ 1− τ ≤ 1− τ
2
< 1. (145)
Proof 11.5 (Proof of Theorem 5.9) Using a concentration bound for K̂uij−Kuij and applying
a union bound, we have that when t ≤ ν1 for some ν, ‖K̂ −K‖max > t with probability no more
than exp{2 log(md)− c2nt2} for a constant c2. Similarly,
‖(Γ̂− Γ)θ∗‖max ≤ 2κ1,θ‖Γ̂− Γ‖max, (146)
and for t ≤ ν2, ‖Γ̂− Γ‖max > t with probability no more than exp{2 log(md)− c1nt2}. Thus
setting λn = C
√
mκ21,θ log(md)
n for sufficiently large C, and if
√
m2s2 logmd
n = o(1), the assump-
tions of lemma 11.3 will be satisfied with probability approaching one. Further, assumption (122)
is satisfied when ‖θ̂ − θ∗‖∞ ≤ ρ
∗
2 . Since ‖θ̂ − θ∗‖∞ = O(λn/
√
m), we require λn
ρ∗
√
m
= o(1).
Lemma 11.6 Let φk be the kth orthonormal Legendre polynomial on [0, 1]. then∣∣∣∣x(1− x)∂φk(x)∂x
∣∣∣∣ = O(k3/2), (147)∣∣∣∣x(1− x)∂2φk(x)∂x2
∣∣∣∣ = O(k5/2). (148)
Proof 11.7 From Bonnet’s recursion formula [Abramowitz and Stegun, 1964],
x(1− x)dφk(x)
dx
=
k
2
(
(2x− 1)φk(x)−
√
2k + 1
2k − 1φk−1(x)
)
, (149)
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so taking absolute values of each side, and using |φk| ≤
√
2k + 1,∣∣∣∣x(1− x)dφkdx
∣∣∣∣ ≤ k (|φk|+ |φk−1|) (150)
= O
(
k3/2
)
. (151)
Now, using Legendre’s differential equation [Abramowitz and Stegun, 1964],
4x(1− x)d
2φk
dx2
+ 2(2x− 1)dφk
dx
− k(k + 1)φk = 0, (152)
and using the fact that dφkdx ≤ k(k+1)
√
2k+1
2 , we find that∣∣∣∣x(1− x)d2φkdx2
∣∣∣∣ ≤ 12
∣∣∣∣dφkdx
∣∣∣∣+ 14k(k + 1) |φk| (153)
= O
(
k5/2
)
. (154)
Proof 11.8 (Proof of Theorem 5.13) The proof technique is essentially the same as Theo-
rem 5.9 so we omit some details. The main difference is that here K∗ = −Γ∗θ∗ − ΓT θT , so we
must deal with one additional term in the analysis, the bias from truncation. Suppose m1 = m2.
We choose λn so that with high probability,
λn = Ω
(
m2κ1,θ‖Γ̂EE − ΓEE‖max +m2‖K̂ −K‖max + κTm2‖θT ‖max
)
, (155)
λn → 0, (156)
as well as requiring n = Ω(m42s
2 logmd).
Now, applying Lemma 11.6, ‖A(x)‖max = O
(
m42
)
, so applying Hoeffding’s inequality and a
union bound as well as the boundedness assumption 5.12, ‖Γ̂EE − ΓEE‖max ≤ C
√
m82 log(m2d)
n
with probability approaching one, for sufficiently large constant C. Similarly, ‖K̂ − K‖max ≤
C ′
√
m62 log(m2d)
n with probability approaching one. Furthermore, ‖θT ‖max = O(m−r−1/22 ). Thus,
supposing κ1,θ = O(m
2
2), we need
λn  O
(√
m122 log(m2d)
n
+m
−r+1/2
2
)
. (157)
Balancing the two terms, we choose m2  n 12r+13 , so λn 
√
log(nd)
n
2r−1
2r+13
. The stated sample
complexity ensures that λn → 0. Furthermore, ‖θ̂E − θ∗E‖max = O (λn/m2), so we require
λn
m2ρ∗
→ 0.
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