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Abstract
Riesz transforms and conjugate Poisson integrals for multi-dimensional Laguerre function expansions
of type α are defined and investigated. It is proved that for any multi-index α = (α1, . . . , αd) such that
αi  −1/2, the appropriately defined Riesz–Laguerre transforms Rαj , j = 1,2, . . . , d, are Calderón–
Zygmund operators in the sense of the associated space of homogeneous type, hence their mapping
properties follow from the general theory. Similar results are obtained for all higher order Riesz–Laguerre
transforms. The conjugate Poisson integrals are shown to satisfy a system of equations of Cauchy–Riemann
type and to recover the Riesz–Laguerre transforms on the boundary.
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1. Introduction
This paper embraces a completion of the research initiated by the authors in [14] that con-
cerned the system {ϕαk } of the so-called Laguerre functions of Hermite type. Here we develop
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dimensional Laguerre functions {αk } (see Section 2 for the definition). The present setting,
however, is rather different from that in [14] since now the associated space is equipped with
a measure μα , not simply Lebesgue measure. Moreover, the methods used to obtain suitable
kernel estimates, the essence of both papers, are new and less sophisticated in comparison with
those in [14]. In consequence, we are able to study also higher order Riesz–Laguerre transforms,
objects that were not considered in the abovementioned article.
We shall work on the space Rd+ = (0,∞)d , d  1, equipped with the measure
μα(dx) = x2α1+11 · · · · · x2αd+1d dx
and with the Euclidean distance | · |. The type multi-index α = (α1, . . . , αd) will be al-
ways assumed to belong to (−1,∞)d . Since μα possesses the doubling property, the triple
(Rd+, dμα, | · |) forms the space of homogeneous type, cf. [2]. In this paper we introduce and
study the Riesz–Laguerre transform R = (Rα1 , . . . ,Rαd ) appropriately defined in the setting of
the d-dimensional Laguerre expansions based on the system of Laguerre functions {αk }. For-
mally, the j th Riesz–Laguerre transform is defined by
Rαj = δj (Lα)−1/2, (1.1)
where Lα is a self-adjoint extension in L2(Rd+, dμα) of the differential operator (see Section 2
for details)
Lα = −+ |x|2 −
d∑
i=1
2αi + 1
xi
∂
∂xi
,
and the j th partial derivative δj associated with Lα is given by
δj = ∂
∂xj
+ xj .
One of the facts which motivate the definition (1.1) is that the (formal) adjoint of δj in
L2(Rd+, dμα) is
δ∗j = −
∂
∂xj
+ xj − 2αj + 1
xj
,
and a direct computation then shows that
Lα = 2
(|α| + d)+ d∑
i=1
δ∗i δi . (1.2)
Similarly, we formally define higher order Riesz–Laguerre transforms by
Rαn = δn11 . . . δndd (Lα)−|n|/2, n = (n1, . . . , nd) ∈ Nd\
{
(0, . . . ,0)
};
here |n| = n1 + · · · + nd is the order of the transform.
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restricted to Rd+, and Rαj coincides with the j th Riesz transform defined in the setting of Laguerre
expansions based on the system {ϕαk } and investigated in our preceding paper [14]. Moreover,
still for this special value of α, Rαj can be identified with the Riesz transform R
+
j for the
d-dimensional Hermite function expansions considered in [20], cf. [14, Appendix A]. Similar
identification is valid in the case of higher order transforms between Rαn and R+τ , τ = n, studied
in [21].
The main results of the paper are contained in Theorems 3.4 and 3.8. We prove that under
the assumption αi −1/2, i = 1, . . . , d , the Riesz transforms Rαj , j = 1, . . . , d , are Calderón–
Zygmund operators in the sense of the underlying space of homogeneous type, hence their map-
ping properties follow from the general theory. Analogous results are obtained for all higher order
Riesz transforms (Theorem 3.8); for these operators, however, even boundedness on L2(dμα) is
not straightforward, see Section 3.
The study of Riesz transforms and conjugacy in the context of orthogonal expansions was
initiated in 1965 by the pioneering work of Muckenhoupt and Stein [8]. Since that time many au-
thors contributed to the subject, and the greatest intensity of related research concerned Hermite
polynomial expansions, see the survey article by Sjögren [18]. For classical Laguerre polynomial
expansions, in the case of d = 1, the conjugate operator was first studied by Muckenhoupt [9].
The corresponding multi-dimensional Riesz–Laguerre transforms were considered by Gutiér-
rez, Incognito and Torrea [5] (only for half-integer type multi-indices) and quite recently, by
one of the authors, in [11] (continuous range of type multi-indices). Our present setting, how-
ever, is somewhat different: we focus on expansions based on the Laguerre functions αk rather
than polynomials. Furthermore, the approach we use to show mapping properties of the Riesz
transforms is completely different from those in [5,9,11], but, on the other hand, similar to that
in [14]. We use the techniques of the Calderón–Zygmund operator theory; earlier the methods
of the singular integral theory turned out to be applicable and useful in a much simpler Her-
mite function setting, see [20], in the context of Laguerre function expansions of Hermite type
[14], as well as in other settings. In this paper, the main difficulty connected with the Calderón–
Zygmund approach is to obtain suitable kernel estimates. These are troublesome, mainly due to
the presence of terms containing Bessel functions of different orders and essential cancelations
occurring between those terms. A key tool that allows us to make the situation more transparent
and to deal with the cancelations in an elegant way is Schläfli’s integral representation of the
modified Bessel function, see (5.1) below. We note that, to our knowledge, this is the first pa-
per where higher order Riesz transforms for any kind of Laguerre expansions are treated with
a continuous range of type multi-indices α. Earlier, higher order Riesz transforms for classical
Laguerre polynomial expansions were investigated in [3], but the method of transference from
the setting of Hermite polynomials used there imposed considerable restrictions, so that only a
discrete set of half-integer multi-indices α was taken into account.
It is notable that first order Riesz transforms for Laguerre function expansions were recently
defined and investigated in a slightly different (one-dimensional) setting by Harboure, Torrea and
Viviani [6]. They considered the system of Laguerre functions
Lαk (x) = 2−1/2αk (
√
x )xα/2, k ∈ N, x > 0,
α > −1 (see Section 2 for the definition of αk ), which is an orthonormal basis in L2(R+, dx),
and proved, by transferring a corresponding result from d-dimensional Hermite function expan-
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bounded on weighted Lp spaces, 1 <p < ∞, with power weights involved.
The paper is organized as follows. Section 2 contains the setup and gathers basic lemmas, in
particular some new results of independent interest are established, see Theorem 2.1 concerning
maximal operators. In Section 3, the Riesz–Laguerre transforms and the relevant kernels are
defined, and the main results of the paper are stated. In Section 4, results concerning conjugate
Poisson integrals and conjugacy scheme are formulated and proved. Finally, Section 5 is devoted
to the proofs of all necessary kernel estimates.
Throughout the paper we use a fairly standard notation with essentially all symbols referring to
(if not stated otherwise) the homogeneous space (Rd+, dμα, | · |). Thus  denotes the Laplacian
restricted to Rd+ and Lp(w dμα) = Lp(Rd+,w dμα) stands for the weighted Lp(dμα) space,
w being a nonnegative weight on Rd+; we simply write Lp(dμα) if w ≡ 1. Given 1  p < ∞,
p′ is its adjoint, 1/p + 1/p′ = 1. By 〈f,g〉dμα we mean
∫
Rd+ f (x)g(x) dμα(x) whenever the
integral makes sense. For 1 p < ∞, we denote by Aαp = Aαp(Rd+, dμα) the Muckenhoupt class
of Ap weights on the space (Rd+, dμα, | · |). More precisely, Aαp is the class of all nonnegative
functions w ∈ L1loc(dμα) such that w−p
′/p ∈ L1loc(dμα) and
sup
B∈B
[
1
μα(B)
∫
B
w(x)dμα(x)
][
1
μα(B)
∫
B
w(x)−p′/p dμα(x)
]p/p′
< ∞ (1.3)
when 1 <p < ∞, or
sup
B∈B
1
μα(B)
∫
B
w(x)dμα(x) ess sup
x∈B
1
w(x)
< ∞ (1.4)
if p = 1; here B is the class of all balls in (Rd+, | · |), i.e. sets of the form B = B˜ ∩ Rd+, where
B˜ is a Euclidean ball in Rd with center in Rd+. (Note that since μα satisfies the doubling con-
dition, one can equivalently use, in place of B, the class of all cubes in Rd+, i.e. sets of the
form Q = Q˜ ∩ Rd+, where Q˜ is a cube in Rd with sides parallel to the coordinate axes and
center in Rd+.) It is easy to check that in dimension one a power weight w(x) = xr belongs
to Aαp , 1 < p < ∞, if and only if −(2α + 2) < r < (2α + 2)(p − 1), and w ∈ Aα1 if and only if−(2α + 2) < r  0. The notation X  Y will be used to indicate that X  CY with a positive
constant C independent of significant quantities. We shall write X  Y when X  Y and Y X.
We will also make a frequent use, without further mentioning, of the fact that for A > 0 and
a  0, supt>0 ta exp(−At) = CA,a < ∞.
2. Preliminaries
Let k = (k1, . . . , kd) ∈ Nd , N = {0,1, . . .}, and α = (α1, . . . , αd) ∈ (−1,∞)d be multi-
indices. The Laguerre function αk is defined on R
d+ as
αk (x) = α1(x1) · · · · · αd (xd), x = (x1, . . . , xd) ∈ Rd+,k1 kd
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
αi
ki
(xi) =
(
2	(ki + 1)
	(ki + αi + 1)
)1/2
L
αi
ki
(
x2i
)
e−x2i /2, xi > 0, i = 1, . . . , d;
given α > −1 and k ∈ N, Lαk denotes the Laguerre polynomial of degree k and order α, see [7,
p. 76].
Each αk is an eigenfunction of the differential operator Lα with the corresponding eigenvalue
4|k| + 2|α| + 2d , that is
Lα
α
k =
(
4|k| + 2|α| + 2d)αk ;
by |α| and |k| we denote |α| = α1 + · · · + αd (thus |α| may be negative) and the length |k| =
k1 + · · · + kd . The operator Lα is positive and symmetric in L2(dμα). Furthermore, the system
{αk : k ∈ Nd} is an orthonormal basis in L2(dμα).
The operator
Lαf =
∑
k∈Nd
(
4|k| + 2|α| + 2d)〈f, αk 〉dμααk ,
defined on the domain
Dom(Lα) =
{
f ∈ L2(dμα):
∑
k∈Nd
∣∣(4|k| + 2|α| + 2d)〈f, αk 〉dμα ∣∣2 < ∞
}
,
is a self-adjoint extension of Lα considered on C∞c (Rd+) as the natural domain (the inclusion
C∞c (Rd+) ⊂ Dom(Lα) may be easily verified), has the discrete spectrum {4n+2|α|+2d: n ∈ N}
and admits the spectral decomposition
Lαf =
∞∑
n=0
(
4n+ 2|α| + 2d)Pαn f, f ∈ Dom(Lα),
where the spectral projections are
Pαn f =
∑
|k|=n
〈
f, αk
〉
dμα
αk . (2.1)
The semigroup T αt = exp(−tLα), t  0, generated by Lα is a strongly continuous semigroup
of contractions on L2(dμα). By the spectral theorem,
T αt f =
∞∑
e−t (4n+2|α|+2d)Pαn f, f ∈ L2(dμα). (2.2)
n=0
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T αt f (x) =
∫
Rd+
Gαt (x, y)f (y) dμα(y), x ∈ Rd+, (2.3)
where
Gαt (x, y) =
∞∑
n=0
e−t (4n+2|α|+2d)
∑
|k|=n
αk (x)
α
k (y) (2.4)
denotes the Laguerre heat kernel. It is known, cf. [7, (4.17.6)], that
Gαt (x, y) = (sinh 2t)−d exp
(
−1
2
coth(2t)
(|x|2 + |y|2)) d∏
i=1
(xiyi)
−αi Iαi
(
xiyi
sinh 2t
)
,
with Iν denoting the modified Bessel function of the first kind and order ν; Iν , as a function
on R+, is real, positive and smooth for any ν > −1, see [7, Chapter 5].
The Poisson semigroup {Pαt }t0 associated with Lα is given by
Pαt f = e−t (Lα)
1/2
f =
∞∑
n=0
e−t (4n+2|α|+2d)1/2Pαn f, f ∈ L2(dμα). (2.5)
An important connection between heat-diffusion and Poisson semigroups is established by the
subordination principle
Pαt f (x) =
1√
π
∞∫
0
e−u√
u
T α
t2/(4u)f (x) du, x ∈ Rd+. (2.6)
We now extend the definitions of T αt and Pαt to all weighted Lp(w dμα) spaces, 1 p < ∞,
w ∈ Aαp . Recall that in a weighted Lp setting, heat-diffusion and Poisson integrals associated
with the system of Laguerre functions ˜αk = 2−d/2αk (
√
x1, . . . ,
√
xd ) were considered by one
of the authors in [10, Section 4] (the one-dimensional unweighted case was treated in [19]); we
emphasize that the functions ˜αk are denoted there by 
α
k , which is not consistent with our present
notation. However, the change of variables xj → x2j , j = 1, . . . , d , does not essentially affect the
theory developed there and the same arguments provide parallel results in the current setting, as
described below.
Assume that 1 p < ∞ and w ∈ Aαp . Then the Laguerre functions αk belong to Lp(w dμα)
and the subspace spanned by {αk : k ∈ Nd} is dense in Lp(w dμα), see [10, Lemmas 4.1 and 4.3].
Moreover, for any f ∈ Lp(w dμα) the Fourier–Laguerre coefficients 〈f, αk 〉dμα , k ∈ Nd , exist
and we have (see [10, Lemma 4.2])∣∣〈f, αk 〉 ∣∣ (|k| + 1)cd,α‖f ‖Lp(w dμα), (2.7)dμα
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uniformly in k ∈ Nd and x ∈ Rd+, we see that the definition of Pαn f in (2.1) makes sense point-
wise for f ∈ Lp(w dμα) and supx∈Rd+ |Pαn f (x)| grows at most polynomially in n. Consequently,
we can define T αt and Pαt , t > 0, on Lp(w dμα) by the series in (2.2) and (2.5), respectively, the
convergence being both pointwise and in Lp(w dμα). Then the integral representation (2.3) re-
mains valid for f ∈ Lp(w dμα) (see [10, p. 255]) and the same is true for the subordination
formula (2.6) (cf. [10, p. 259]). Furthermore, both T αt f (x) and Pαt f (x) are C∞ functions of
(t, x) ∈ R+ ×Rd+ satisfying relevant differential equations, cf. Propositions 4.5 and 4.10 in [10].
Denote by Mαs the strong maximal function in Rd+ with respect to the measure μα ,
Mαs f (x) = sup
x∈H∈H
1
μα(H)
∫
H
∣∣f (y)∣∣dμα(y), x ∈ Rd+,
whereH is the family of all “rectangles” in Rd+ with sides parallel to the coordinate axes. By the
proof of Theorem 4.6(a) in [10],
T α∗ f (x) = sup
t>0
∣∣T αt f (x)∣∣Mαs f (x), x ∈ Rd+, f ∈ Lp(w dμα), (2.9)
and, by (2.6), the same estimate is valid for Pα∗ f = supt>0 |Pαt f |. This implies boundedness of
both maximal operators on the spaces Lp(w dμα), 1 < p < ∞, but with restricting admissible
weights w to the class of so-called strong Aαp weights (this class is characterized by conditions
analogous to (1.3) and (1.4), but with B replaced byH). In the following theorem, assuming that
α ∈ [−1/2,∞)d , we strengthen and extend the abovementioned results concerning the maximal
operators T α∗ and Pα∗ .
Theorem 2.1. Let α ∈ [−1/2,∞)d . The maximal operators T α∗ and Pα∗ are bounded on
Lp(w dμα), w ∈ Aαp , 1 <p < ∞, and from L1(w dμα) to L1,∞(w dμα), w ∈ Aα1 .
To prove the theorem, we need the following result which will be justified is Section 5.
Proposition 2.2. Given α ∈ [−1/2,∞)d , the vector-valued kernel
Rd+ ×Rd+  (x, y) →
{
Gαt (x, y)
}
t>0
satisfies for x = y the estimates
∥∥{Gαt (x, y)}∥∥L∞(dt)  1μα(B(x, |y − x|)) ,∥∥∇x,y{Gαt (x, y)}∥∥L∞(dt)  1|x − y| 1μα(B(x, |y − x|)) . (2.10)
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ate adjustments, when the underlying space is of homogeneous type. The ideas that lie under this
generalization were exploited by many authors and can be traced back to the fundamental paper
of Calderón [1]. Moreover, a large part of the theory, including weighted Lp boundedness and
weighted weak type (1,1) results, remains valid for vector-valued Calderón–Zygmund operators,
see for instance [15] or [16]. Thus, in what follows, we shall use properly adjusted facts from
the classical Calderón–Zygmund theory in the setting of the homogeneous space (Rd+, dμα, | · |)
without further comments.
Proof of Theorem 2.1. It suffices to focus on T α∗ since then the results for Pα∗ follow easily
from the subordination principle (in fact Pα∗ f  T α∗ f pointwise). Let C0 denote the space of
bounded and continuous functions f on R+ such that limt→∞ f (t) = 0 and limt→0+ f (t) exists,
so that (C0,‖ · ‖∞) is a separable Banach space. We define on L2(dμα) the vector-valued linear
operator T = T α assigning to any f ∈ L2(dμα) the function
Rd+  x → T f (x) =
{
T αt f (x)
}
t>0.
We will demonstrate that T has its values in L2C0(dμα), the Bochner–Lebesgue space of C0-
valued strongly measurable functions F such that
‖F‖2
L2C0
(dμα)
=
∫
Rd+
∥∥F(x)∥∥2
L∞(dt) dμα(x) < ∞.
Indeed, given f ∈ L2(dμα), observe that by L2 boundedness of T α∗ it follows∥∥∥∥T αt f ∥∥L∞(dt)∥∥L2(dμα) = ∥∥T α∗ f ∥∥L2(dμα)  ‖f ‖L2(dμα) < ∞,
hence T f (x), as a function of t , is bounded x-a.e. and, since T αt f (x) is smooth in (t, x), it is
bounded and also continuous for all x. The required decay at infinity is easily seen, since, by (2.7)
and (2.8), we have
∣∣T αt f (x)∣∣= ∣∣∣∣ ∑
k∈Nd
e−t (4|k|+2|α|+2d)
〈
f, αk
〉
dμα
αk (x)
∣∣∣∣ ∑
k∈Nd
e−t (4|k|+2|α|+2d)
(
1 + |k|)cd,α .
Since limt→0+ T αt f (x) = f (x), x-a.e., which is a consequence of (2.9) and the density of
lin{αk : k ∈ Nd} in L2(dμα), the existence of limt→0+ T αt f (x) x-a.e., is also justified. The fact
that T f is strongly measurable, as a function on Rd+ with values in C0, readily follows by Pettis’
theorem, see [22, Chapter 5, Section 4], because T f is weakly measurable (this may be easily
verified), and C0 is separable.
Another fact is that T is associated with the vector-valued kernel {Gαt (x, y)}t>0 in the sense
that for any f ∈ L2(dμα) with compact support contained in Rd+,
T f (x) =
∫
Rd
{
Gαt (x, y)
}
t>0f (y)dμα(y), a.e. x /∈ suppf, (2.11)+
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integral in (2.11) is well defined. Proving (2.11) reduces to showing that, given f ∈ L2(dμα)
with compact support,{ ∫
Rd+
Gαt (x, y)f (y) dμα(y)
}
t>0
=
∫
Rd+
{
Gαt (x, y)f (y)
}
t>0 dμα(y), (2.12)
for almost every x /∈ suppf . Since both sides of (2.12) are elements of C0 for almost every x, in
particular are continuous functions on R+, it is sufficient to check that their values are the same
for any t > 0. Fix to ∈ R+ and denote by ηto the point mass measure at to. Basic properties of the
Bochner integral then imply∫
Rd+
Gαto(x, y)f (y) dμα(y) =
∫
Rd+
〈
ηto ,
{
Gαt (x, y)f (y)
}
t>0
〉
dμα(y)
=
〈
ηto ,
∫
Rd+
{
Gαt (x, y)f (y)
}
t>0 dμα(y)
〉
,
which shows (2.12).
Since {Gαt (x, y)}t>0 is, by Proposition 2.2, a standard kernel (in the sense of vector-valued
Calderón–Zygmund theory) associated with T , and
‖T f ‖L2C0 (dμα)  C‖f ‖L2(dμα),
it follows that T is a vector-valued Calderón–Zygmund operator. Now, by the general theory, for
any 1 <p < ∞ and w ∈ Aαp , we get∥∥∥sup
t>0
∣∣T αt f ∣∣∥∥∥
Lp(w dμα)
 C‖f ‖Lp(w dμα), f ∈ L2(dμα)∩Lp(w dμα), (2.13)
and the analogous weighted weak type (1,1) inequality holds if p = 1 and w ∈ Aα1 .
We will show, by using a density argument, that (2.13) holds for every f ∈ Lp(w dμα) (and
similarly in the weak type case), which are precisely the results announced in the theorem. Notice
that the continuity of T αt f (x) in (t, x) gives∥∥∥sup
t>0
∣∣T αt f ∣∣∥∥∥
Lp(w dμα)
=
∥∥∥ sup
t∈Q+
∣∣T αt f ∣∣∥∥∥
Lp(w dμα)
, f ∈ Lp(w dμα).
Take f ∈ Lp(w dμα). We claim that there exists a sequence fn ∈ C∞c (Rd+) and a set E ⊂ Rd+ of
Lebesgue measure zero such that for every t ∈ Q+ and x /∈ E, T αt fn(x) → T αt f (x) as n → ∞.
Indeed, choosing a sequence fn ∈ C∞c (Rd+) such that fn → f in Lp(w dμα), for each t ∈ Q+ we
then have T αt fn → T αt f in Lp(w dμα) (the fact that for each t > 0 the operator T αt is bounded
on Lp(w dμα), 1 p < ∞, w ∈ Aαp , is easily justified with the aid of (2.7), Hölder’s inequality
and suitable norm estimates of α , see [10, Lemma 4.1 and Proposition 4.8]). Thus, for eachk
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claim follows by arranging Q+ in a sequence and invoking the diagonal argument.
With the sequence of fn ∈ C∞c (Rd+) as above, by Fatou’s lemma and (2.13), we get
∫
Rd+
(
sup
t∈Q+
∣∣T αt f (x)∣∣)pw(x)dμα(x) = ∫
Rd+
sup
t∈Q+
lim
n→∞
∣∣T αt fn(x)∣∣pw(x)dμα(x)

∫
Rd+
lim inf
n→∞ supt∈Q+
∣∣T αt fn(x)∣∣pw(x)dμα(x)
 lim inf
n→∞
∫
Rd+
sup
t∈Q+
∣∣T αt fn(x)∣∣pw(x)dμα(x)
 C lim inf
n→∞ ‖fn‖
p
Lp(w dμα)
= C‖f ‖pLp(w dμα).
The weighted weak type (1,1) estimate for f ∈ L1(w dμα) is deduced in a similar manner, using
the fact that F(x) = limn Fn(x) x-a.e. implies
1{x: |F(x)|>λ}(y) lim inf
n
1{x: |Fn(x)|>λ}(y), a.e. y ∈ Rd+,
for each fixed λ > 0; here 1A denotes the indicator function of a set A ⊂ Rd+. 
Corollary 2.3. Let α ∈ [−1/2,∞)d , 1  p < ∞, w ∈ Aαp and define T α0 ,P α0 to be the iden-
tity operators on Lp(w dμα). Then, for p > 1, the families {T αt }t0 and {Pαt }t0 are strongly
continuous and uniformly bounded semigroups of operators on Lp(w dμα). Moreover,
T αt f → f and Pαt f → f, t → 0+,
for any f ∈ Lp(w dμα), 1 p < ∞, the convergence being pointwise almost everywhere.
Remark. In the unweighted case the assertion of Theorem 2.1 holds for all α ∈ (−1,∞)d . For
1 < p < ∞ this follows immediately by (2.9), whereas the weak type (1,1) is more subtle and
was proved recently in [12].
3. Main results
We start with providing a strict definition of the Riesz transforms Rαj , j = 1, . . . , d, on
L2(dμα). Recall that formally
Rαj = δj (Lα)−1/2.
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(Lα)−1/2f =
∞∑
n=0
1√
4n+ 2|α| + 2dP
α
n f.
On the other hand, using d
dx
Lαk = −Lα+1k−1 , α > −1, k ∈ N, cf. [7, (4.18.6)], we obtain
δj 
α
k = −2
√
kjxj 
α+ej
k−ej (3.1)
(ej denotes the j th coordinate vector in Rd ). Therefore, for f ∈ L2(dμα) with the expansion
f =∑k〈f, αk 〉dμααk , we define
Rαj f = −2
∑
k∈Nd
(
kj
4|k| + 2|α| + 2d
)1/2〈
f, αk
〉
dμα
xj 
α+ej
k−ej . (3.2)
Here and later on we use the convention that α+ejk−ej = 0 if kj − 1 < 0. Note also that the
above series does converge in L2(dμα) and defines a bounded operator there; this is because
{xjα+ejk : k ∈ Nd} is an orthonormal basis in L2(dμα), see Proposition 4.1 below.
The formal definition (1.1) and a tempting application of Fubini’s theorem formally gives for
f ∈ L2(dμα)
(Lα)−1/2f (x) = 1√
π
∞∫
0
T αt f (x)t
−1/2 dt
= 1√
π
∫
Rd+
∞∫
0
Gαt (x, y)t
−1/2 dt f (y) dμα(y),
and this suggests that Rαj should have
Rαj (x, y) =
1√
π
∞∫
0
δj,xG
α
t (x, y)t
−1/2 dt (3.3)
as the kernel. We shall see in a moment that this is indeed the case.
For x ∈ Rd+ and r > 0 denote by B(x, r) the ball in the homogeneous space (Rd+, dμα, | · |)
centered at x and of radius r , i.e.
B(x, r) = {y ∈ Rd+: |x − y| < r}.
Proposition 3.1. Assume that α ∈ [−1/2,∞)d . Then the kernels Rαj (x, y), j = 1, . . . , d , given
by (3.3) satisfy
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These estimates are essential. The corresponding proof is rather long and technical, hence it
is postponed until Section 5. At this point, however, it is perhaps convenient to see how large the
quantity μα(B(x, |y − x|)) is.
Proposition 3.2. Let α ∈ [−1/2,∞)d . Then, for all x, y ∈ Rd+,
μα
(
B
(
x, |y − x|)) |x − y|d d∏
i=1
(
xi + |x − y|
)2αi+1  |x − y|d d∏
i=1
(
xi + yi + |x − y|
)2αi+1.
Proof. We show the first relation  only; the other one is trivial.
By the mean value theorem for integrals,
μα
(
B
(
x, |x − y|))= ∫
B(x,|x−y|)
dμα(z)
= m(B(x, |x − y|))z2α1+11 · · · · · z2αd+1d ∣∣z=θ
 |x − y|d θ2α1+11 · · · · · θ2αd+1d
 |x − y|d(x1 + |x − y|)2α1+1 · · · · · (xd + |x − y|)2αd+1;
here m denotes Lebesgue measure in Rd+, and θ is a point from the ball B(x, |x − y|). This gives
the upper bound. The corresponding lower estimate is obtained in a similar manner, in view of
the doubling property of μα , by integrating and applying the mean value theorem in the smaller
ball with center at the point with coordinates xi + |y − x|/4d and radius |y − x|/4d . 
The next result shows that the Riesz operators are indeed associated, in the Calderón–
Zygmund theory sense, with the kernels given by (3.3).
Proposition 3.3. Assume that α ∈ [−1/2,∞)d and Rαj is defined by (3.2). Let f,g ∈ C∞c (Rd+)
have disjoint supports. Then
〈
Rαj f,g
〉
dμα
=
∫
Rd+
∫
Rd+
Rαj (x, y)f (y)g(x) dμα(y) dμα(x). (3.5)
Proof. Let f =∑∞n=0∑|k|=n aαk αk , g =∑∞n=0∑|k|=n bα+ejk−ej xj α+ejk−ej . Then
Rαj f = −2
∞∑∑( kj
4n+ 2|α| + 2d
)1/2
aαk xj 
α+ej
k−ejn=0 |k|=n
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〈
Rαj f,g
〉
dμα
= −2
∞∑
n=0
∑
|k|=n
(
kj
4n+ 2|α| + 2d
)1/2
aαk b
α+ej
k−ej . (3.6)
We now evaluate the right-hand side of (3.5). First, note that the proof of (3.4) contains the proof
of the slightly stronger estimate (see Section 5)
∞∫
0
∣∣δj,xGαt (x, y)∣∣t−1/2 dt  1μα(B(x, |x − y|)) .
This and the assumption made on the supports of f and g show that
∫
Rd+
∫
Rd+
∞∫
0
∣∣δj,xGαt (x, y)∣∣t−1/2 dt ∣∣f (y)g(x) ∣∣dμα(y)dμα(x) < ∞,
which justifies an application of Fubini’s theorem (the second identity below) in the following
chain of identities:
√
π
∫
Rd+
∫
Rd+
Rαj (x, y)f (y)g(x) dμα(y) dμα(x)
=
∫
Rd+
∫
Rd+
∞∫
0
δj,xG
α
t (x, y)t
−1/2 dt f (y)g(x) dμα(y) dμα(x)
=
∞∫
0
∫
Rd+
∫
Rd+
δj,x
{ ∞∑
n=0
e−t (4n+2|α|+2d)
∑
|k|=n
αk (x)
α
k (y)
}
g(x)f (y) dμα(x) dμα(y) t
−1/2 dt
= −2
∞∫
0
∫
Rd+
∫
Rd+
{ ∞∑
n=0
e−t (4n+2|α|+2d)
∑
|k|=n
√
kjxj 
α+ej
k−ej (x)
α
k (y)
}
g(x)f (y)
dμα(x) dμα(y) dt
t1/2
= −2
∞∫
0
∫
Rd+
{ ∞∑
n=0
e−t (4n+2|α|+2d)
∑
|k|=n
√
kj b
α+ej
k−ej 
α
k (y)
}
f (y)dμα(y) t
−1/2 dt
= −2
∞∫
0
{ ∞∑
n=0
e−t (4n+2|α|+2d)
∑
|k|=n
√
kj b
α+ej
k−ej a
α
k
}
t−1/2 dt
= −2√π
∞∑∑( kj
4n+ 2|α| + 2d
)1/2
aαk b
α+ej
k−ej .n=0 |k|=n
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∞∑
n=0
e−t (4n+2|α|+2d)
∑
|k|=n
αk (x)
α
k (y)
and
∞∑
n=0
e−t (4n+2|α|+2d)
∑
|k|=n
√
kjxj 
α+ej
k−ej (x)
α
k (y)
are uniformly convergent with respect to x on compact subsets of Rd+, see (2.8). The fourth
identity is implied by using the dominated convergence theorem since, with t fixed,
∞∑
n=0
e−t (4n+2|α|+2d)
∑
|k|=n
√
kj
〈∣∣xj α+ejk−ej ∣∣, |g|〉dμα  ‖g‖2 ∞∑
n=0
e−t (4n+2|α|+2d)
∑
|k|=n
√
kj
 ‖g‖2
∞∑
n=0
e−t (4n+2|α|+2d)(n+ 1)d
< ∞.
A similar argument applies in justifying the fifth identity. The sixth one is proved by the domi-
nated convergence theorem since f,g ∈ L2(dμα) and so Schwarz’ inequality implies
∞∑
n=0
∑
|k|=n
(
kj
4n+ 2|α| + 2d
)1/2∣∣aαk bα+ejk−ej ∣∣< ∞. 
Theorem 3.4. Assume that α ∈ [−1/2,∞)d . Then the Riesz operators Rαj , j = 1, . . . , d , defined
on L2(dμα) by (3.2), are Calderón–Zygmund operators, in the setting of the homogeneous space
(Rd+, dμα, | · |), associated with the kernels Rαj (x, y) defined by (3.3). In consequence, Rαj extend
uniquely to bounded linear operators on Lp(w dμα), 1 < p < ∞, w ∈ Aαp , and to bounded lin-
ear operators from L1(w dμα) to L1,∞(w dμα), w ∈ Aα1 . Denoting these extensions also by Rαj ,for f ∈ Lp(w dμα), 1 <p < ∞, w ∈ Aαp , we have
〈
Rαj f, xj 
α+ej
k−ej
〉
dμα
= −2
(
kj
4|k| + 2|α| + 2d
)1/2〈
f, αk
〉
dμα
. (3.7)
Proof. The first statement is just a combination of Propositions 3.1 and 3.3. The second is a con-
sequence of the general theory. To verify (3.7) fix j = 1, . . . , d , and choose fn ∈ Lp(w dμα) ∩
L2(dμα) such that fn → f in Lp(w dμα). Then, for any k ∈ Nd , 〈fn, αk 〉dμα → 〈f, αk 〉dμα and
〈Rαj fn, xj 
α+ej
k−ej 〉dμα → 〈Rαj f, xj 
α+ej
k−ej 〉dμα , where Rαj f is, by the very definition, the limit of
Rαfn in Lp(w dμα). The claim follows. j
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multi-index n ∈ Nd∗ , we formally put
Rαnf = δn(Lα)−|n|/2f ; (3.8)
here δn = δn11 . . . δndd and |n| = n1 + · · · + nd is the order of the transform. Since
(Lα)−|n|/2f =
∞∑
n=0
(
4n+ 2|α| + 2d)−|n|/2Pαn f, f ∈ L2(dμα),
the rigorous definition of Rαnf for f ∈ L2(dμα) should be provided by
Rαnf =
∑
k∈Nd
(
4|k| + 2|α| + 2d)−|n|/2〈f, αk 〉dμαδnαk . (3.9)
As we shall see in a moment, such a definition is indeed correct (i.e. the series converges in
L2(dμα)), and the resulting operator Rαn is bounded on L2(dμα). Note that if n = ej , then Rαn
coincides with the j th Riesz–Laguerre transform Rαj .
Proposition 3.5. Let α ∈ (−1,∞)d . Given any multi-index n ∈ Nd , we have
δnαk =
∑
Cα,nm,l (k)xm11 · · · · · xmdd α+mk+l , k ∈ Nd,
where the (finite) summation runs over all m, l ∈ Zd such that
0mj  nj , −nj  lj  nj , j = 1, . . . , d, (3.10)
and the coefficients satisfy ∣∣Cα,nm,l (k)∣∣ (|k| + 1)|n|/2, k ∈ Nd .
Proof. Due to the product structure of Laguerre functions αk , we may restrict the consideration
to the one-dimensional case. Then the reasoning relies on induction on n.
A crucial ingredient in performing the inductive step is the identity
(α + 1)α+1k =
√
k + α + 2x2α+2k +
√
k + 1αk+1, α > −1, k ∈ N. (3.11)
It is a direct consequence of a similar relation satisfied by Laguerre polynomials,
(α + 1)Lα+1k = xLα+2k + (k + 1)Lαk+1,
which, in turn, is obtained by combining the formula (cf. [7, (4.18.2)])
d
Lαk (x)−
d
Lαk−1(x)+Lαk−1 = 0dx dx
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dx
Lαk (x) = −Lα+1k−1 (x) and the differential equation (cf. [7, (4.18.7)])
x
d2
dx2
Lαk (x)+ (α + 1 − x)
d
dx
Lαk + kLαk = 0.
Combining (3.11) with the identity
δ
(
xm
β
k
)= mxm−1βk − 2√k xm+1β+1k−1 , m 0, β > −1, k ∈ N, (3.12)
obtained easily by means of (3.1), we get
δ
(
xm
β
k
)= mβ−1√k + β + 1xm+1β+1k +mβ−1√k + 1xm−1β−1k+1
− 2√k xm+1β+1k−1 , m 0, β > 0, k ∈ N. (3.13)
Having (3.12) and (3.13), one proceeds with induction and the result follows; we omit ele-
mentary details. 
In view of Proposition 3.5, the right-hand side of (3.9) can be written as∑
k∈Nd
(
4|k| + 2|α| + 2d)−|n|/2〈f, αk 〉dμα∑
m,l
Cα,nm,l (k)xm11 · · · · · xmdd α+mk+l ,
with the inner (finite) summation running over all m, l ∈ Zd such that (3.10) holds. Since for
each fixed m ∈ Nd the system {
x
m1
1 · · · · · xmdd α+mk : k ∈ Nd
}
is an orthonormal basis in L2(dμα) (this is because {α+mk : k ∈ Nd} is an orthonormal basis in
L2(dμα+m)), it follows by Proposition 3.5, the triangle inequality and Parseval’s identity that the
definition (3.9) is correct and Rαn is bounded on L2(dμα).
Similarly to the case n = ej , the definition (3.8) and the fact that, formally, for f ∈ L2(dμα)
and n ∈ Nd∗ , we have
(Lα)−|n|/2f (x) = 1
	(|n|/2)
∞∫
0
T αt f (x)t
|n|/2−1 dt
= 1
	(|n|/2)
∫
Rd+
∞∫
0
Gαt (x, y)t
|n|/2−1 dt f (y) dμα(y),
suggest that Rαn should have the kernel
Rαn (x, y) =
1
	(|n|/2)
∞∫
0
δnxG
α
t (x, y)t
|n|/2−1 dt. (3.14)
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given by (3.14) satisfies the standard estimates from Proposition 3.1.
Again, it is convenient to postpone the proof to Section 5.
Proposition 3.7. Assume that α ∈ [−1/2,∞)d and n ∈ Nd∗ . Let f,g ∈ C∞c (Rd+) have disjoint
supports. Then
〈
Rαnf,g
〉
dμα
=
∫
Rd+
∫
Rd+
Rαn (x, y)f (y)g(x) dμα(y) dμα(x). (3.15)
Proof. Essentially the reasoning is a repetition of the arguments used in the proof of Proposi-
tion 3.3. The main difference is that now the formula decomposing δnαk is used and the function
g should be simultaneously expanded with respect to the orthonormal systems,{
x
m1
1 · · · · · xmdd α+mk : k ∈ Nd
}
, 0mj  nj , j = 1, . . . , d.
The relevant estimate
∞∫
0
∣∣δnxGαt (x, y)∣∣t |n|/2−1 dt  1μα(B(x, |x − y|))
is implicitly contained in the proof of Proposition 3.6, see Section 5. 
Theorem 3.8. Assume that α ∈ [−1/2,∞)d . Then the higher order Riesz operators Rαn , n ∈ Nd∗ ,
defined on L2(dμα) by (3.9), are Calderón–Zygmund operators, in the setting of the homoge-
neous space (Rd+, dμα, | · |), associated with the kernels Rαn (x, y) given by (3.14). In conse-
quence, Rαn extend uniquely to bounded linear operators on Lp(w dμα), 1 < p < ∞, w ∈ Aαp ,
and to bounded linear operators from L1(w dμα) to L1,∞(w dμα), w ∈ Aα1 .
Proof. The first statement is a consequence of Propositions 3.6 and 3.7. The remaining part
follows by the general theory. 
Next, we shall see that L2 theories of Riesz transforms (and conjugacy) in the present setting
and that in [14] are equivalent; it should be stressed, however, that this is by no means the case
of Lp theories for p = 2. Let Sα be the multiplication operator
Sαf (x) = f (x)
d∏
i=1
x
αi+1/2
i , x ∈ Rd+.
Then Sα is an isometric isomorphism of L2(Rd+, dμα) onto L2(Rd+, dx), which intertwines the
differential operators Lα and Lα ,
Lα ◦ Sα = Sα ◦Lα;
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guerre functions {ϕαk } considered in [14]. Moreover, ϕαk = Sααk and δn ◦ Sα = Sα ◦ δn for any
n ∈ Nd∗ . It follows that
Rαn ◦ Sα = Sα ◦Rαn , n ∈ Nd∗,
with Rαn given formally by δn(Lα)−|n|/2. In particular, Rαn is bounded on L2(Rd+, dμα) if and
only if Rαn is bounded on L2(Rd+, dx).
Similar remarks are valid for operators appearing in the next section and their counterparts
in [14].
We end this section with some comments on a relation between Lp inequalities, 1 < p < ∞,
for the Riesz transforms in both settings in question. It may be verified, see [14, Section 11], that
the Lp(w dμα) inequality for Rαn , n ∈ Nd∗ , is equivalent to the analogous Lp(v dx) inequality
for Rαn , with the weight
v(x) = w(x)
d∏
i=1
x
−(αi+1/2)p+2αi+1
i . (3.16)
This, in view of Theorems 3.4 and 3.8, refines in several directions the weighted Lp results for
Riesz–Laguerre transforms obtained in [14]. First of all, the gap appearing there and connected
with the critical range of αi ∈ (−1/2,1/2) is covered by the present results. Also, (3.16) allows us
to admit more general weights than the Ap weights considered in [14]. For example, in dimension
one and for α  −1/2, we easily conclude that the Riesz–Laguerre transforms associated with
the system {ϕαk } are bounded on Lp(v dx), 1 <p < ∞, for power weights v(x) = xr with −1 −
(α+ 1/2)p < r < (p− 1)+ (α+ 1/2)p. Finally, by means of Theorem 3.8, we get weighted Lp
boundedness results for higher order Riesz–Laguerre operators in the setting of [14].
Unfortunately, the corresponding (weighted) weak type (1,1) inequalities do not seem to be
related in such a simple way.
4. Conjugate Poisson integrals
In this section we follow rather closely the approach to conjugacy that was presented in [14],
Section 4, in the setting of {ϕαn } expansions. This approach has its implicit origin in [4] and was
applied in [11] to Laguerre polynomial expansions and, also implicitly, in [20] in the setting
of Hermite function expansions. Moreover, it is consistent with a unified conjugacy scheme for
general orthogonal expansions postulated and studied recently by the authors [13]. Throughout
this section, if not stated otherwise, we assume α ∈ (−1,∞)d .
Recall that in order to have conjugate Poisson integrals appropriately linked with the Poisson
semigroup, it is necessary to introduce a slight modifications of {Pαt }t0. By these we mean the
semigroups
P˜
α,j
t = e−t (M
α
j )
1/2
, j = 1, . . . , d,
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given by
Mαj = Lα +
[
δj , δ
∗
j
]= 2(|α| + d)+ δj δ∗j +∑
i =j
δ∗i δi , j = 1, . . . , d, (4.1)
where [δj , δ∗j ] denotes the commutator δj δ∗j − δ∗j δj .
Observe that
Mαj = Lα +
2αj + 1
x2j
+ 2, j = 1, . . . , d,
and note that by (4.1) each Mαj is symmetric and positive in L2(dμα). The conjugate Poisson
integrals may be then defined on L2(dμα) by
U
α,j
t = P˜ α,jt Rαj , j = 1, . . . , d, (4.2)
with Rαj given by (3.2). The following simple result is crucial for further developments.
Proposition 4.1. Given j = 1, . . . , d, we have
Mαj
(
xj
α+ej
k−ej
)= (4|k| + 2|α| + 2d)xjα+ejk−ej , k ∈ Nd . (4.3)
Moreover, the system {xjα+ejk : k ∈ Nd} is an orthonormal basis in L2(Rd+, dμα).
Proof. The relation (4.3) follows by an easy computation based on the identities
δj 
α
k = −2
√
kjxj 
α+ej
k−ej , δ
∗
j
(
xj
α+ej
k−ej
)= −2√kj αk , (4.4)
which are consequences of (3.1), (1.2), specified to dimension one and the product structure
of αk . The remaining part is implied by the fact that {
α+ej
k : k ∈ Nd} is an orthonormal basis
in L2(Rd+, dμα+ej ). 
We define the operator
Mαj f =
∑
k
(
4|k| + 2|α| + 2d)〈f,xj α+ejk−ej 〉dμαxj α+ejk−ej
on the domain
Dom
(Mαj )= {f ∈ L2(dμα): ∑∣∣(4|k| + 2|α| + 2d)〈f,xj α+ejk−ej 〉dμα ∣∣2 < ∞
}
.k
A. Nowak, K. Stempak / Advances in Mathematics 215 (2007) 642–678 661It may be easily checked that Mαj is a self-adjoint extension of Mαj considered on the domain
C∞c (Rd+), has the discrete spectrum {4n + 2|α| + 2d: n = 1,2, . . .} and admits the spectral de-
composition
Mαj f =
∞∑
n=1
(
4n+ 2|α| + 2d)Pα,jn f, f ∈ Dom(Mαj ),
where the spectral projections Pα,jn are given by
Pα,jn f =
∑
|k|=n
〈
f,xj 
α+ej
k−ej
〉
dμα
xj 
α+ej
k−ej .
According to what the L2 case suggests, we define the conjugate Poisson integrals f˜ α,j ,
j = 1, . . . , d , for any f ∈ Lp(w dμα), 1 p < ∞, w ∈ Aαp , by
f˜ α,j (t, x) = −2
∞∑
n=0
e−t (4n+2|α|+2d)1/2
∑
|k|=n
(
kj
4n+ 2|α| + 2d
)1/2〈
f, αk
〉
dμα
xj 
α+ej
k−ej (x). (4.5)
The justification of the fact that the series in (4.5) converges pointwise is similar to that concern-
ing the series defining T αt f or Pαt f , see the appropriate comments in Section 2.
We now show that the conjugate Poisson integrals of a given function satisfy a system of
Cauchy–Riemann type equations.
Proposition 4.2. Let f ∈ Lp(w dμα), 1 p < ∞, w ∈ Aαp . Then the conjugate Poisson integrals
f˜ α,j are C∞ functions on (0,∞)×Rd+. Moreover,
δj f˜
α,i = δi f˜ α,j , i, j = 1, . . . , d, (4.6)
δjP
α
t f = −
∂
∂t
f˜ α,j , j = 1, . . . , d. (4.7)
In addition (
∂2
∂t2
−Mαj,x
)
f˜ α,j = 0, j = 1, . . . , d. (4.8)
Proof. Making use of (4.3) and the identity
Rαj 
α
k = −2
(
kj
4|k| + 2|α| + 2d
)1/2
xj 
α+ej
k−ej (4.9)
produces
P˜
α,j
t
(
xj
α+ej
k−ej
)= e−t (4|k|+2|α|+2d)1/2xj α+ejk−ej ,
U
α,j
t 
α
k = −2
(
kj
)1/2
e−t (4|k|+2|α|+2d)1/2xj
α+ej
k−ej .4|k| + 2|α| + 2d
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Pαt 
α
k = e−t (4|k|+2|α|+2d)
1/2
αk ,
immediately show that Eqs. (4.6)–(4.8) hold for f = αk , k ∈ Nd , hence for any f ∈ lin{αk :
k ∈ Nd}.
For a general f , note that multiple term by term differentiation in t and x of the series in (4.5)
and of the series defining Pαt f is possible, hence f˜ α,j , j = 1, . . . , d , are C2 functions and, by an
application of (4.4) and (4.3), together with Pαt f , satisfy (4.6)–(4.8). The fact that f˜ α,j is C∞
then follows from the observation that the operator ∂2t −Mαj,x is hypoelliptic on (0,∞)×Rd+. 
Clearly Uα,jt f and f˜ α,j (t, ·), given by (4.2) and (4.5) correspondingly, agree for f ∈
L2(dμα). This is also the case in a much more general setting, at least when α ∈ [−1/2,∞)d ,
but in order to make it precise, we first need to show that the identity (4.2) defining Uα,jt f
on L2(dμα) makes sense also for f ∈ Lp(w dμα), 1 < p < ∞, w ∈ Aαp, and thus may serve
as a definition of Uα,jt on these spaces. Obviously, Rαj in (4.2) denotes the extension bounded
on Lp(w dμα) from Theorem 3.4, and, in view of that theorem, it is sufficient to focus on the
modified Poisson semigroups P˜ α,jt .
The semigroup generated by Mαj is given on L2(dμα) by means of the spectral theorem:
T˜
α,j
t f =
∞∑
n=0
e−t (4n+2|α|+2d)Pα,jn f. (4.10)
Similarly as in the case of T αt f , the above series delivers also a reasonable definition of T˜
α,j
t on
weighted Lp spaces under consideration, see Section 2. The Poisson semigroups P˜ α,jt associated
with Mαj are defined on weighted Lp spaces either by a series analogous to (4.10) or by means
of the subordination principle, the both definitions being equivalent.
The integral representation of T˜ α,jt is
T˜
α,j
t f (x) =
∫
Rd+
G˜
α,j
t (x, y)f (y) dμα(y), x ∈ Rd+, t > 0,
with
G˜
α,j
t (x, y) =
∞∑
n=0
e−t (4n+2|α|+2d)
∑
|k|=n
xjyj 
α+ej
k−ej (x)
α+ej
k−ej (y)
= xjyj
∑
k∈Nd
e−t (4|k+ej |+2|α+ej |−2+2d)α+ejk (x)
α+ej
k (y)
= xjyj e−2tGα+ejt (x, y).
Proposition 4.3. Let α ∈ (−1,∞)d . Given j = 1, . . . , d , we have
G˜
α,j
t (x, y) C(α) exp(−2t)Gαt (x, y), x, y ∈ Rd+, t > 0.
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increasing for αj ∈ (−1,∞), equal to 1 if αj  −1/2, greater than 1 if αj ∈ (−1,−1/2), and
tends to ∞ as αj → −1+. In particular, for α ∈ [−1/2,∞)d and j = 1, . . . , d , one has
G˜
α,j
t (x, y)Gαt (x, y), x, y ∈ Rd+, t > 0.
Proof. Using the explicit expressions for G˜α,jt (x, y) and Gαt (x, y), one can easily see that
G˜
α,j
t (x, y)
Gαt (x, y)
= exp(−2t)Θαj
(
xjyj
sinh(2t)
)
,
where the function Θν is the Bessel ratio
Θν(z) = Iν+1(z)
Iν(z)
, z > 0.
Now it suffices to invoke the following facts about Λ(ν) = supz>0 Θν(z) gathered in the proof
of [11, Lemma 2]: the function Λ(ν) is nonincreasing in the interval (−1,∞), Λ(ν) = 1 for
ν −1/2, Λ(ν) > 1 for ν ∈ (−1,−1/2) and Λ(ν) → ∞ as ν → −1+. 
Corollary 4.4. The modified heat and Poisson semigroups, {T˜ α,jt }t0, {P˜ α,jt }t0, inherit the
weighted Lp-boundedness and weak type (1,1) from the Laguerre and Poisson–Laguerre semi-
groups, respectively. A similar statement is true for the associated maximal operators.
Thus, by Theorem 2.1, for α ∈ [−1/2,∞)d the maximal operator T˜ α,j∗ f = supt>0 |T˜ α,jt f | is
bounded on Lp(w dμα), w ∈ Aαp , 1 < p < ∞, and from L1(w dμα) to L1,∞(w dμα), w ∈ Aα1 .
The same is true for P˜ α,j∗ f = supt>0 |P˜ α,jt f |.
Proposition 4.5. Assume that α ∈ [−1/2,∞)d . Let 1 < p < ∞, w ∈ Aαp and f ∈ Lp(w dμα).
Then
U
α,j
t f = f˜ α,j (t, ·), j = 1, . . . , d.
Proof. The proof is a repetition, with appropriate adjustments, of the proof of [20, Lemma 4.2].
Theorem 4.6. Assume that α ∈ [−1/2,∞)d . Let 1 < p < ∞, w ∈ Aαp and f ∈ Lp(w dμα).
Then, for j = 1, . . . , d , we have
(a) ‖ supt>0 |Uα,jt f |‖Lp(w dμα)  C‖f ‖Lp(w dμα);
(b) ‖Uα,jt f −Rαj f ‖Lp(w dμα) → 0, t → 0+;
(c) Uα,jt f (x) → Rαj f (x) a.e., t → 0+.
Thus, defining Uα,j0 to be Rαj , the family of operators {Uα,jt }t0 is strongly continuous and
uniformly bounded in Lp(w dμα).
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This is possible, because for each j = 1, . . . , d , the maximal operator P˜ α,j∗ is bounded on
Lp(w dμα), w ∈ Aαp , 1 <p < ∞. 
Now we shall augment the conjugacy scheme presented above. In particular, we will clar-
ify a role played by the adjoint Laguerre derivatives δ∗j in the present setting. For the sake of
completeness we decided to recall several comments that are already included in [14].
It is natural to think of a supplementary set of Riesz–Laguerre transforms defined by means of
δ∗j instead of δj in the formal definition Rαj = δj (Lα)−1/2. However, a simple replacement of δj
by its formal adjoint turns out to be inappropriate, and the operators that fit into our setting are
formally given by
R̂αj = δ∗j
(Mαj )−1/2, j = 1, . . . , d.
Observe that, by (4.3) and (4.4), we then have
R̂αj
(
xj
α+ej
k−ej
)= −2( kj
4|k| + 2|α| + 2d
)1/2
αk . (4.11)
On the other hand, since formally (Rαj )∗ = (δj (Lα)−1/2)∗ = (Lα)−1/2δ∗j , using again (4.4) sug-
gests that the adjoint to Rαj as an operator in L2(dμα) would be determined by
(
Rαj
)∗(
xj
α+ej
k−ej
)= −2( kj
4|k| + 2|α| + 2d
)1/2
αk ;
a direct calculation shows that this is indeed the case. Thus in L2(dμα) we have R̂αj = (Rαj )∗
and this identity enables us to extend boundedly R̂αj to Lp(w dμα), 1 < p < ∞, w ∈ Aαp ,
α ∈ [−1/2,∞)d . Indeed, for 1 < p < ∞, the pairing given by 〈·,·〉dμα identifies the dual to
Lp(w dμα) with Lp
′
(w−p′/p dμα). By Theorem 3.4, it follows that Rαj extends to a bounded op-
erator on Lp
′
(w−p′/p dμα) (note that w ∈ Aαp is equivalent to w−p′/p ∈ Aαp′ ) and consequently
(Rαj )
∗ extends to a bounded linear operator on Lp(w dμα).
Another straightforward computation with the aid of (4.9) and (4.11) furnishes
d∑
j=1
R̂αj R
α
j =
d∑
j=1
(
Rαj
)∗
Rαj = I − 2
(|α| + d)(Lα)−1, (4.12)
the identities being valid on L2(dμα). Note that (4.12) is an analogue of the well-known relation
in the classical setting, where the classic Riesz transforms Rj = ∂j (−)−1/2 satisfy∑R2j = −I.
In the Laguerre setting, however, partial derivatives are not formally skew-symmetric and do
not commute with the Laguerre operator, hence we have to take into account (Rαj )
∗Rαj rather
than (Rαj )
2. Further, since the spectrum of Lα is shifted by 2(|α| + d) from 0, the compensating
term involving the potential operator (Lα)−1 appears.
Concerning (supplementary) conjugate Poisson integrals, they are defined analogously to
those for the system {ϕαk } and similar facts to those in [14, Section 6], can be proved. We leave
details to an interested reader.
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The main idea in performing the necessary kernel estimates comes from Sasso’s paper [17]:
we replace the Bessel functions that appear in the Laguerre heat kernel by a suitable integral mean
of expressions that are easier to treat, and the resulting formula turns out to be especially well
suited to our framework. More precisely, we use Schläfli’s integral representation of Poisson’s
type for the modified Bessel function (see [7, (5.10.22)]),
Iν(z) = zν
1∫
−1
exp(−zs)Πν(ds), | arg z| < π, ν > −12 , (5.1)
where the measure Πν is given by the density
Πν(ds) = (1 − s
2)ν−1/2 ds√
π2ν	(ν + 1/2) , ν > −1/2.
Moreover, (5.1) can be readily extended to the limiting case of ν = −1/2 by defining
Π−1/2 = 1√
2π
(η−1 + η1),
where η−1 and η1 denote point masses at −1 and 1, respectively. Then the fact that (5.1) holds
also for −1/2 may be easily verified since, cf. [7, (5.8.5)],
I−1/2(z) =
√
2
πz
cosh z.
Note that Πν is continuous at ν = −1/2 in the sense of distributions.
Consequently, for α ∈ [−1/2,∞)d , the kernel Gαt (x, y) may be expressed as
Gαt (x, y) =
(
sinh(2t)
)−d−|α| ∫
[−1,1]d
exp
(
−1
2
coth(2t)
(|x|2 + |y|2)− d∑
i=1
xiyisi
sinh(2t)
)
Πα(ds),
where Πα denotes the product measure
⊗d
i=1 Παi . The change of variable
t = t (ζ ) = 1
2
log
1 + ζ
1 − ζ , ζ ∈ (0,1), (5.2)
leads to the following symmetric formula exploited throughout this section:
Gαt (x, y) =
(
1 − ζ 2
2ζ
)d+|α| ∫
d
exp
(
− 1
4ζ
q+(x, y, s)− ζ4q−(x, y, s)
)
Πα(ds), (5.3)[−1,1]
666 A. Nowak, K. Stempak / Advances in Mathematics 215 (2007) 642–678with
q±(x, y, s) = |x|2 + |y|2 ± 2
d∑
i=1
xiyisi .
For the sake of brevity we shall often write shortly q+ or q− omitting the arguments.
Unfortunately, when α /∈ [−1/2,∞)d , we do not have such a nice formula as (5.3) at our
disposal and hence the techniques developed in this section cannot be applied in a straightforward
manner. This explains the restriction imposed on α in the main results of the paper. Nevertheless,
at least some analysis based on (5.3) and related to the critical α’s is possible by means of the
recurrence relation (cf. [7, (5.7.9)])
Iν(z) = 2(ν + 1)
z
Iν+1(z)+ Iν+2(z),
but this requires a distinct, more subtle treatment and thus is beyond the scope of this paper. We
only mention that the methods of this section can be extended to cover the case of d = 1 and all
α ∈ (−1,∞), whereas in higher dimensions they seem to be less applicable for α /∈ [−1/2,∞)d .
Lemma 5.1. Given c > 0, there exists a constant C independent of x, y > 0, A > 0 and s ∈
[−1,1] such that
|x ± ys| exp(−cA(x2 + y2 ± 2xys)) CA−1/2.
Proof. It suffices to observe that (x ± ys)2  x2 + y2 ± 2xys. 
The following consequence of Lemma 5.1 will be frequently applied in the proofs of necessary
kernel estimates.
Corollary 5.2. Let b 0 and c > 0 be fixed. Then for any j = 1, . . . , d , we have
(|xj + yj sj | + |yj + xj sj |)b exp(−c 1
ζ
q+(x, y, s)
)
 ζ b/2 exp
(
− c
2ζ
q+(x, y, s)
)
,
(|xj − yj sj | + |yj − xj sj |)b exp(−cζq−(x, y, s)) ζ−b/2 exp(− c2ζq−(x, y, s)
)
,
uniformly in x, y ∈ Rd+, s ∈ [−1,1]d and ζ ∈ (0,1).
Proposition 5.3. Assume that α ∈ [−1/2,∞)d . Then, for all x, y ∈ Rd+, x = y, the Laguerre heat
kernel {Gαt (x, y)}t>0 satisfies∥∥{Gαt (x, y)}∥∥L∞(dt)  ∫
[−1,1]d
Πα(ds)
(
q+(x, y, s)
)−d−|α|
,
∥∥{∇x,yGαt (x, y)}∥∥L∞(dt)  ∫
[−1,1]d
Πα(ds)
(
q+(x, y, s)
)−d−|α|−1/2
.
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Gαt (x, y)
∫
[−1,1]d
Πα(ds) ζ
−d−|α| exp
(
− 1
4ζ
q+(x, y, s)
)
.
This implies that
∥∥{Gαt (x, y)}∥∥L∞(dt)  ∫
[−1,1]d
Πα(ds) sup
0<ζ<1
[
ζ−d−|α| exp
(
− 1
4ζ
q+(x, y, s)
)]

∫
[−1,1]d
Πα(ds)
(
q+(x, y, s)
)−d−|α|
,
since
ζ−d−|α| exp
(
−q+
4ζ
)
= (q+)−d−|α|
(
q+
ζ
)d+|α|
exp
(
−1
4
q+
ζ
)
 (q+)−d−|α|.
To prove the gradient estimate it suffices, by symmetry reasons, to consider only the derivative
∂x1G
α
t (x, y)
= −
(
1 − ζ 2
2ζ
)d+|α| ∫
[−1,1]d
Πα(ds)
(
1
2ζ
(x1 + y1s1)+ ζ2 (x1 − y1s1)
)
exp
(
− 1
4ζ
q+ − ζ4q−
)
,
see (5.3) (passing with ∂x1 under the integral sign will be explained in a moment). Then, by
Corollary 5.2, with b = 1 and c = 1/4, we obtain∥∥{∂x1Gαt (x, y)}∥∥L∞(dt)

∫
[−1,1]d
Πα(ds) sup
0<ζ<1
[(
1
2ζ
|x1 + y1s1| + ζ2 |x1 − y1s1|
)
ζ−d−|α| exp
(
− 1
4ζ
q+ − ζ4q−
)]

∫
[−1,1]d
Πα(ds) sup
0<ζ<1
[(
1√
ζ
+√ζ)ζ−d−|α| exp(− 1
8ζ
q+
)]

∫
[−1,1]d
Πα(ds) sup
0<ζ<1
[
ζ−d−|α|−1/2 exp
(
− 1
8ζ
q+
)]

∫
[−1,1]d
Πα(ds)
(
q+(x, y, s)
)−d−|α|−1/2
(note that the last integral is finite). The second estimate of the proposition follows.
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Observe that integrating the expression∫
[−1,1]d
Πα(ds)∂x1
[
exp
(
− 1
4ζ
q+(x, y, s)− ζ4q−(x, y, s)
)]
with respect to x1 in an interval [0, v], 0 < v < ∞, leads to an absolutely convergent double
integral. Thus we may apply Fubini’s theorem and then differentiate the resulting equality in v.
This gives the desired conclusion. 
Recall that the integral kernels of Riesz–Laguerre transforms are given by
Rαj (x, y) =
1√
π
∞∫
0
δj,xG
α
t (x, y)t
−1/2 dt, j = 1, . . . , d.
By the change of variable (5.2) we get
Rαj (x, y) =
1∫
0
β1d,α(ζ )δj,x
∫
[−1,1]d
Πα(ds) exp
(
− 1
4ζ
q+(x, y, s)− ζ4 q−(x, y, s)
)
dζ,
where
βkd,α(ζ ) =
21−k/2
	(k/2)
(
1 − ζ 2
2ζ
)d+|α| 1
1 − ζ 2
(
log
1 + ζ
1 − ζ
)k/2−1
, k  1. (5.4)
Now, entering with δj,x under the inner integral is possible (this was just explained above for the
specific value j = 1) and then using Fubini’s theorem is justified since, in fact, the proof of the
first estimate in Proposition 5.6 below contains the proof of
∫
[−1,1]d
Πα(ds)
1∫
0
β1d,α(ζ )
(
xj + 12ζ |xj + yj sj | +
ζ
2
|xj − yj sj |
)
× exp
(
− 1
4ζ
q+ − ζ4 q−
)
dζ < ∞.
Hence we arrive at
Rαj (x, y) =
∫
[−1,1]d
Πα(ds)
1∫
0
β1d,α(ζ )δj,x
[
exp
(
− 1
4ζ
q+(x, y, s)− ζ4q−(x, y, s)
)]
dζ
=
∫
d
Πα(ds)
1∫
0
β1d,α(ζ )
(
xj − 12ζ (xj + yj sj )−
ζ
2
(xj − yj sj )
)
[−1,1]
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(
− 1
4ζ
q+ − ζ4 q−
)
dζ. (5.5)
To estimate Rαj (x, y) we need some preparatory results. The first of the two lemmas below
contains a simple estimate which was a key ingredient in [20].
Lemma 5.4. Given a > 1, we have
1∫
0
ζ−a exp
(−T ζ−1)dζ  T −a+1, T > 0.
Lemma 5.5. Assume that α ∈ (−1,∞)d . Let b  0, c > 0 and k  1 be fixed. For any j =
1, . . . , d , we have, uniformly in x, y ∈ Rd+ and s ∈ [−1,1]d ,
(a) (xj )b exp
(
−c 1
ζ
q+(x, y, s)− cζq−(x, y, s)
)
 ζ−b/2, ζ ∈ (0,1);
(b)
1∫
0
βkd,α(ζ )ζ
−b−k/2 exp
(
−c 1
ζ
q+(x, y, s)
)
dζ 
(
q+(x, y, s)
)−d−|α|−b
.
Proof. To show (a), we write
(xj )
b exp
(
−c 1
ζ
q+ − cζq−
)
 (xj )b exp
(
−c 1
ζ
x2j
)
χ{sj0} + (xj )b exp
(−cζx2j )χ{sj<0}
 ζ b/2 + ζ−b/2.
Since 0 < ζ < 1, the desired estimate follows.
We pass to proving (b). It is straightforward that
βkd,α(ζ )
{
ζ−d−|α|+k/2−1, ζ ∈ (0,1/2],
(1 − ζ )d+|α|−1(− log(1 − ζ ))k/2−1, ζ ∈ (1/2,1). (5.6)
We split the integral in (b) according to the intervals (0,1/2) and (1/2,1) and denote the resulting
integrals by I1 and I2, respectively. Then, by (5.6) and Lemma 5.4 applied with a = d + |α| +
b + 1 > 1 and T = cq+, we get
I1 
1/2∫
0
ζ−d−|α|−b−1 exp
(
−c 1
ζ
q+
)
dζ  (q+)−d−|α|−b.
The treatment of I2 is even easier; we have
I2  exp(−cq+)
1∫
ζ−b−k/2(1 − ζ )d+|α|−1(− log(1 − ζ ))k/2−1 dζ  exp(−cq+),1/2
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Proposition 5.6. Let α ∈ [−1/2,∞)d . Then Rαj (x, y), j = 1, . . . , d, satisfy
∣∣Rαj (x, y)∣∣ ∫
[−1,1]d
Πα(ds)
(
q+(x, y, s)
)−d−|α|
, x = y,
∣∣∇x,yRαj (x, y)∣∣ ∫
[−1,1]d
Πα(ds)
(
q+(x, y, s)
)−d−|α|−1/2
, x = y.
Proof. To prove the relevant growth estimate of |Rαj (x, y)|, we focus on the inner ζ -integral
in (5.5) and denote it by I . Using Corollary 5.2 and Lemma 5.5(a) (with b = 1 and c = 1/4 in
both cases) produces
|I |
1∫
0
β1d,α(ζ )ζ
−1/2 exp
(
− 1
8ζ
q+
)
dζ.
Now, an application of Lemma 5.5(b) with b = 0 and c = 1/8 shows that |I | (q+)−d−|α| and
the first estimate of the proposition is justified.
It remains to prove the gradient estimate. Without any loss of generality we may focus on the
case j = 1. Thus the kernel under consideration has the form
Rα1 (x, y) =
∫
[−1,1]d
Πα(ds)
1∫
0
β1d,α(ζ )ψζ (x, y) dζ,
with
ψζ (x, y, s) =
(
x1 − 12ζ (x1 + y1s1)−
ζ
2
(x1 − y1s1)
)
exp
(
− 1
4ζ
q+ − ζ4q−
)
.
Our task is to estimate |∇x,yRα1 (x, y)|. However, since
∣∣∇x,yRα1 (x, y)∣∣=
∣∣∣∣∣
∫
[−1,1]d
Πα(ds)
1∫
0
β1d,α(ζ )∇x,yψζ (x, y, s) dζ
∣∣∣∣∣

∫
d
Πα(ds)
1∫
0
β1d,α(ζ )
∣∣∇x,yψζ (x, y, s)∣∣dζ[−1,1]
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tained in the estimates that follow; see comments at the end of this proof), and since only the first
variables x1, y1 are distinguished, it is sufficient to find a suitable bound for the integral
J =
1∫
0
β1d,α(ζ )
(∣∣∂x1ψζ (x, y, s)∣∣+ ∣∣∂y1ψζ (x, y, s)∣∣+ ∣∣∂x2ψζ (x, y, s)∣∣+ ∣∣∂y2ψζ (x, y, s)∣∣)dζ.
To proceed, we need to compute the relevant derivatives. We get
∂x1ψζ (x, y, s) =
[(
1
2ζ
(x1 + y1s1)+ ζ2 (x1 − y1s1)− x1
)(
1
2ζ
(x1 + y1s1)+ ζ2 (x1 − y1s1)
)
+
(
1 − 1
2ζ
− ζ
2
)]
exp
(
− 1
4ζ
q+ − ζ4 q−
)
,
∂y1ψζ (x, y, s) =
[(
1
2ζ
(x1 + y1s1)+ ζ2 (x1 − y1s1)− x1
)(
1
2ζ
(y1 + x1s1)+ ζ2 (y1 − x1s1)
)
+
(
− 1
2ζ
s1 + ζ2 s1
)]
exp
(
− 1
4ζ
q+ − ζ4q−
)
,
∂x2ψζ (x, y, s) =
(
1
2ζ
(x1 + y1s1)+ ζ2 (x1 − y1s1)− x1
)(
1
2ζ
(x2 + y2s2)+ ζ2 (x2 − y2s2)
)
× exp
(
− 1
4ζ
q+ − ζ4q−
)
,
∂y2ψζ (x, y, s) =
(
1
2ζ
(x1 + y1s1)+ ζ2 (x1 − y1s1)− x1
)(
1
2ζ
(y2 + x2s2)+ ζ2 (y2 − x2s2)
)
× exp
(
− 1
4ζ
q+ − ζ4q−
)
.
Now using Corollary 5.2 several times (with b = 1 and c = 1/16) and Lemma 5.5(a) (with b = 1
and c = 1/16), and taking into account the relations |s1| 1, |s2| 1, ζ < 1, we see that
J 
1∫
0
β1d,α(ζ )ζ
−1 exp
(
− 1
8ζ
q+
)
dζ.
This, by Lemma 5.5(b) applied with b = 1/2 and c = 1/8, gives
J  (q+)−d−|α|−1/2,
which ends the entire proof.
We now come back to explaining the possibility of exchanging ∂x1 with the integral over
[−1,1]d × (0,1) (a similar argument works for the remaining derivatives, and considering only
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the end of the proof of Proposition 5.3, it is sufficient to show that
v∫
u
( ∫
[−1,1]d
Πα(ds)
1∫
0
∣∣∂x1ψζ (x, y, s)∣∣β1d,α(ζ ) dζ
)
dx1 < ∞,
for any 0 < u < v < ∞ such that y1 is not in [u,v] when xi = yi , 2  i  d . But this estimate
may be easily obtained with the aid of the bound for J given above (in fact, only a part coming
from considering ∂x1ψζ (x, y, s) is essential). 
Recall that the kernels of higher order Riesz–Laguerre operators are given by
Rαn (x, y) =
1
	(|n|/2)
∞∫
0
δnxG
α
t (x, y)t
|n|/2−1 dt;
here n = (n1, . . . , nd) is an arbitrary multi-index from Nd∗ , |n| = n1 + · · · + nd is the order of the
transform, and δnx = (δ1,x)n1 . . . (δd,x)nd . Making the change of variable (5.2), we get
Rαn (x, y) =
1∫
0
β
|n|
d,α(ζ )δ
n
x
∫
[−1,1]d
Πα(ds) exp
(
− 1
4ζ
q+(x, y, s)− ζ4 q−(x, y, s)
)
dζ,
with β |n|d,α defined in (5.4). An application of Fubini’s theorem and the dominated convergence
theorem (the possibility of using both theorems is justified with the aid of estimates obtained
below in Proposition 5.7 and its proof, see previous comments on applications of these theorems)
show that
Rαn (x, y) =
∫
[−1,1]d
Πα(ds)
1∫
0
β
|n|
d,α(ζ )δ
n
x
[
exp
(
− 1
4ζ
q+(x, y, s)− ζ4 q−(x, y, s)
)]
dζ.
The next proposition delivers essential estimates for the kernels Rαn . Actually, it covers also
the case of Riesz–Laguerre transforms of order 1. However, we decided to treat this particular
case separately in Proposition 5.6 and present the corresponding proof in greater detail, not only
for the sake of clarity, but also for the reader’s convenience.
Proposition 5.7. Assume that α ∈ [−1/2,∞)d . For any n ∈ Nd∗ , the higher order Riesz–Laguerre
transform kernel Rαn (x, y) satisfies∣∣Rαn (x, y)∣∣ ∫
[−1,1]d
Πα(ds)
(
q+(x, y, s)
)−d−|α|
, x = y,
∣∣∇x,yRαn (x, y)∣∣ ∫
d
Πα(ds)
(
q+(x, y, s)
)−d−|α|−1/2
, x = y.[−1,1]
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)∣∣∣∣ ζ−|n|/2 exp(− 18ζ q+(x, y, s)
)
, (5.7)∣∣∣∣∇x,y δnx exp(− 14ζ q+(x, y, s)− ζ4 q−(x, y, s)
)∣∣∣∣ ζ−|n|/2−1/2 exp(− 18ζ q+(x, y, s)
)
, (5.8)
uniformly in x, y ∈ Rd+, ζ ∈ (0,1) and s ∈ [−1,1]d . Assuming that these estimates hold, the
proof of the proposition is easily concluded by Lemma 5.5(b) applied with k = |n| and either
b = 0 or b = 1/2. Thus it remains to prove the claim.
Observe that in dimension one δnx = (∂x + x)n is a sum of expressions of the form
cix
i∂
j
x , 0 i + j  n. (5.9)
Next, it is not hard to see directly that if F is a (one-dimensional) polynomial of degree not
greater than 2, and thus satisfying ∂3xF = ∂4xF = · · · = 0, then
∂nx exp(F ) = exp(F )
∑
k+2l=n
cn,k(∂xF )
k
(
∂2xF
)l
for certain constants cn,k . Combining this with (5.9), we see that (in dimension one) δnx exp(F )
is a linear combination of the terms
xi(∂xF )
k
(
∂2xF
)l
exp(F ), 0 i + k + 2l  n.
These observations can be directly generalized to the multi-dimensional setting and we find that
δnx exp(F ), with
F = − 1
4ζ
q+ − ζ4q−,
is a linear combination of the terms
exp(F )
d∏
j=1
(xj )
ij (∂xj F )
kj
(
∂2xj F
)lj , 0 ij + kj + 2lj  nj , j = 1, . . . , d.
We denote such terms in a compact way by xi(∂xF )k(∂2xF )l exp(F ) (here i, k, l ∈ Nd are multi-
indices) and note that we are reduced to considering each of them separately.
Let c > 0 be fixed. Then, with the aid of Corollary 5.2 (applied with b = kj ) and Lemma 5.5(a)
(applied with b = ij ), we get∣∣(∂xj F )kj exp(cF )∣∣ ζ−kj /2, ∣∣(xj )ij exp(cF )∣∣ ζ−ij /2, j = 1, . . . , d. (5.10)
Further, since ζ < 1, we also have∣∣(∂2x F )lj ∣∣= (ζ−1/2 + ζ/2)lj  ζ−lj , j = 1, . . . , d. (5.11)j
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∣∣xi(∂xF )k(∂2xF )l exp(F )∣∣ ζ−|n|/2 exp(− 18ζ q+
)
.
This proves (5.7). To show (5.8), we need to compute partial derivatives in xj and yj of the term
under consideration. Taking into account the facts that ∂2xF does not depend on x, y and that in
the product (∂xF )k only (∂xj F )kj depends on xj and yj , we get
∂xj
(
xi(∂xF )
k
(
∂2xF
)l
exp(F )
)= xi(∂xF )k+ej (∂2xF )l exp(F )+ ij xi−ej (∂xF )k(∂2xF )l exp(F )
+ kjxi(∂xF )k−ej
(
∂2xF
)l+ej exp(F ),
∂yj
(
xi(∂xF )
k
(
∂2xF
)l
exp(F )
)= (∂yj F )xi(∂xF )k(∂2xF )l exp(F )
+ kjxi(∂xF )k−ej (∂yj ∂xj F )
(
∂2xF
)l
exp(F ),
with the convention that xi−ej = 0 if ij = 0, and similarly for (∂xF )k−ej .
Now, making use of (5.10), (5.11), and the fact that for a fixed c > 0 and any j = 1, . . . , d
|∂yj ∂xj F |
∣∣(ζ−1 − ζ )sj ∣∣< ζ−1, ζ ∈ (0,1),
uniformly in x, y ∈ Rd+ and s ∈ [−1,1]d , we obtain
∣∣∇x,y(xi(∂xF )k(∂2xF )l exp(F ))∣∣ ζ−|n|/2−1/2 exp(− 18ζ q+
)
.
Thus (5.8) follows and the proof of Proposition 5.7 is completed. 
Now we show that the estimates in Propositions 5.3, 5.6 and 5.7 imply standard estimates on
the homogeneous space (Rd+, dμα, | · |).
Lemma 5.8. Let a −1/2 and λ > 0 be fixed. Then
1∫
−1
Πa(ds)
(A−Bs)a+1/2+λ 
1
Aa+1/2(A−B)λ , A > B > 0.
Proof. If a = −1/2, then Πa has a very simple form and the conclusion immediately follows.
Therefore we may assume that a > −1/2.
Observe that by the symmetry of Πa
1∫
Πa(ds)
(A−Bs)a+1/2+λ  2
1∫
Πa(ds)
(A−Bs)a+1/2+λ 
1∫
(1 − s)a−1/2 ds
(A−Bs)a+1/2+λ .−1 0 0
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trivial, so assume B <A< 2B . Changing the variable t = 1 − s, we get
I =
1∫
0
ta−1/2 dt
(A−B +Bt)a+1/2+λ .
Splitting now the integration at the point t = (A−B)/B , we can see that
I  1
(A−B)a+1/2+λ
(A−B)/B∫
0
ta−1/2 dt + 1
Ba+1/2+λ
1∫
(A−B)/B
t−λ−1 dt
 1
(A−B)a+1/2+λ
(
A−B
B
)a+1/2
+ 1
Ba+1/2+λ
(
B
A−B
)λ
 1
Aa+1/2(A−B)λ .
The desired conclusion follows. 
The proposition below has its roots in Sasso’s paper [17, Proposition 9], see also Section 6
there. By establishing a special version of Calderón–Zygmund theory suited for the setting of the
measure space (Rd+, dμα), she proved that the estimates (5.12) and (5.13) of a kernel K(x,y)
lead to Lp(dμα) and weak type (1,1) (with respect to the measure μα) bounds for the associated
operator. Our improvement of Sasso’s approach is that we make a further step by showing that
the right-hand sides of (5.12) and (5.13) are bounded by quantities that appear in standard esti-
mates of Calderón–Zygmund kernels in the setting of the homogeneous space (Rd+, dμα, | · |).
This gives an immediate advantage since then the general theory may be applied providing, in
particular, Lp and weak type (1,1) results with Aαp weights. Moreover, we admit more multi-
indices α by allowing αj −1/2, j = 1, . . . , d . Finally, it is worth mentioning that the methods
we use here, unlike those in [17], do not involve a complex interpolation.
Proposition 5.9. Assume that α ∈ [−1/2,∞)d . Suppose that a kernel K(x,y) defined on Rd+ ×
Rd+\{(x, y): x = y} and taking values in a Banach space (X,‖ · ‖) satisfies
∥∥K(x,y)∥∥ ∫
[−1,1]d
Πα(ds)
(
q+(x, y, s)
)−d−|α|
, (5.12)
∥∥∇x,yK(x, y)∥∥ ∫
[−1,1]d
Πα(ds)
(
q+(x, y, s)
)−d−|α|−1/2
. (5.13)
Then the following standard estimates hold:
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μα(B(x, |y − x|)) , x = y, (5.14)∥∥∇x,yK(x, y)∥∥ 1|x − y| 1μα(B(x, |y − x|)) , x = y. (5.15)
Proof. Observe that due to the symmetry of Πα we may replace q+(x, y, s) in (5.12) and (5.13)
by
q−(x, y, s) = |x|2 + |y|2 − 2
d∑
i=1
xiyisi
without changing values of these integrals. We shall first show that
∫
[−1,1]d
Πα(ds)
(
q−(x, y, s)
)−d−|α|  1|x − y|d
d∏
i=1
1
(xi + yi + |x − y|)2αi+1 . (5.16)
In the case of d = 1, applying Lemma 5.8 with a = α, λ = 1/2, A = x2 + y2 and B = 2xy gives∫
[−1,1]
Πα(ds)
(
x2 + y2 − 2xys)−1−α  |x − y|−1(x + y)−2α−1
 |x − y|−1(x + y + |x − y|)−2α−1.
If d  2, then for x = (x1, . . . , xd−1, xd) ∈ Rd we denote by xˇ = (x1, . . . , xd−1) its restriction
to Rd−1; similar “check” convention obeys the multi-index α and the variable s as well. Letting
Ψd−1(x, y, sˇ) = |x|2 + |y|2 − 2xdyd − 2
d−1∑
i=1
xiyisi
and using Lemma 5.8 with
a = αd, λ = d + |αˇ| − 1/2, A = |x|2 + |y|2 − 2
d−1∑
i=1
xiyisi , B = 2xdyd,
we get
∫
[−1,1]d
Πα(ds)
(
|x|2 + |y|2 − 2
d∑
i=1
xiyisi
)−d−|α|

∫
d−1
Παˇ(dsˇ)
(
|x|2 + |y|2 − 2
d−1∑
i=1
xiyisi
)−αd−1/2(
Ψd−1(x, y, sˇ)
)−d−|αˇ|+1/2
[−1,1]
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(
xd + yd + |x − y|
)−2αd−1 ∫
[−1,1]d−1
Παˇ(dsˇ)
(
Ψd−1(x, y, sˇ)
)−d−|αˇ|+1/2
,
where the last estimate is a consequence of the following inequalities:
|x|2 + |y|2 − 2
d−1∑
i=1
xiyisi  |x|2 + |y|2 − 2
d−1∑
i=1
xiyi
 1
2
(
x2d + y2d
)+ 1
2
(
x2d + y2d
)+ 1
2
|xˇ − yˇ|2
 1
2
(
x2d + y2d
)+ 1
2
|x − y|2.
Successive repetition of the above procedure produces the factors (xj + yj + |x − y|)−2αj−1,
j = d − 1, d − 2, . . . ,2, and the very last integral that emerges is∫
[−1,1]
Πα1(ds1)
(
Ψ1(x, y, s1)
)−d−α1+(d−1)/2,
where Ψ1(x, y, s1) = |x|2 + |y|2 − 2∑di=2 xiyi − 2x1y1s1. This integral, again with a use of
Lemma 5.8, brings the factor |x − y|−d , hence showing (5.16) is completed.
A completely analogous reasoning applies to the integral associated with the gradient estimate
and produces
∫
[−1,1]d
Πα(ds)
(
q−(x, y, s)
)−d−|α|−1/2  1|x − y|d+1
d∏
i=1
1
(xi + yi + |x − y|)2αi+1 .
In view of Proposition 3.2, proving (5.14) and (5.15) is accomplished. 
The proofs of Propositions 2.2, 3.1 and 3.6 are obtained by combining Proposition 5.9 with
Propositions 5.3, 5.6 and 5.7, respectively.
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