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 Life is complex, and its underlying chemistry is an intricate orchestration of 
trillions of molecules that must interact in concert, all at the right time. Proteins are the 
key players in this complex network and they function efficiently in the highly crowded, 
dynamic, and organized interior of a cell. For the past century, however, most protein 
chemistry and biophysics has been conducted in dilute buffered solutions that do not 
recapitulate the natural environment where proteins evolved to function. My dissertation 
covers the journey of the globular drk N-terminal SH3 domain from its folding to its 
binding of proline-rich peptides in crowded cells and cell-like environments. I first 
investigated solvent isotope effects on SH3 stability and showed that D2O has a large 
stabilizing effect, as compared to H2O, which is an important consideration for many 
biophysical experiments that require heavy water. I then analyzed the effect of cellular 
stress on SH3 stability inside living Escherichia coli cells. I quantitatively demonstrated 
that osmotic stress results in a destabilization of SH3 and that introducing the osmolyte 
glycine betaine into the cells completely reverses the destabilization. The latter portion 
of my dissertation focuses on SH3-peptide interactions where I first developed and 
validated a 19F NMR lineshape analysis method to quantify kinetic and thermodynamic 
parameters for binding. I then used the method to assess the effects of protein 




quantify the free energies, enthalpies, and entropies of binding. The results highlight the 
importance of using physiologically-relevant cosolutes, like proteins, to study crowding 
and show that the protein cosolutes have subtle, but important effects on protein-protein 
association that are likely due to weak, nonspecific chemical interactions. Overall, the 
results presented in this dissertation have the potential to improve computational 
studies of protein folding and protein-protein interactions under crowded conditions, aid 
the progression of crowding theories, and lay the groundwork for studying even more 
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Understanding the energetics of protein-protein interactions is important because protein 
complexes play prominent roles in nearly all biological processes and almost two-thirds of 
disease-associated missense mutations perturb protein complexes.1 The simplest case is a two-
state interaction, which requires the reactant proteins to cross the transition state for 
association. The equilibrium thermodynamics and kinetics of two-state protein association have 
been extensively studied in buffer, but the effects of a protein’s native environment, in most 
instances, the cellular interior, on complex formation remain poorly understood. 
 In this chapter, I describe the energetics of two-state bimolecular protein association and 
review published efforts to evaluate protein complex stability and kinetics under crowded 
conditions. I then introduce the proteins used in this dissertation.  
ENERGETICS OF BIMOLECULAR PROTEIN-PROTEIN ASSOCIAITON 
The equilibrium constant for the association of proteins A and B to form the complex A-
B, can be written as 
 𝐴𝐴 + 𝐵𝐵 ⇌ 𝐴𝐴 − 𝐵𝐵 (1.1) 
I begin by considering the reaction at one atmosphere in dilute buffered aqueous solution near 
physiological pH, i.e. modified standard state conditions The equilibrium constant for 
dissociation, 𝐾𝐾𝐷𝐷, can be written in terms of the molar concentrations (rather than molal because 
aqueous solutions are nearly incompressible)2 or the rate constants as follows: 









𝐾𝐾𝐷𝐷 has the units of concentration. The smaller its value, the more likely (i.e. the stronger) the 
interaction. 
 The equilibrium constant can then be related to the modified standard state free energy of 
dissociation (Δ𝐺𝐺𝐷𝐷°
′) using the Gibbs free energy equation, 
 Δ𝐺𝐺𝐷𝐷°
′ = −𝑅𝑅𝑇𝑇𝑅𝑅𝑅𝑅(𝐾𝐾𝐷𝐷) = −Δ𝐺𝐺𝐴𝐴°
′ (1.3) 
where R is the gas constant, T is the absolute temperature, and Δ𝐺𝐺𝐴𝐴°′ is the modified standard 
state free energy of association. The thermodynamic quantities used throughout this 
dissertation refer to the standard state because the reaction is carried out at 1 atmosphere and 
the modified standard state because the reaction is carried out near physiological pH and the 
role of water as a reactant or product is ignored. The sign of the free energy indicates the 
spontaneity of the reaction. Protein association reactions have negative values of Δ𝐺𝐺𝐴𝐴°
′ indicating 
spontaneous formation of the complex. 
 Biologically-relevant noncovalent bimolecular interactions have a range of affinities. The 
strongest have 𝐾𝐾𝐷𝐷 values in the pM to nM range (10-12 – 10-9 M), corresponding to binding free 
energies (Δ𝐺𝐺𝐴𝐴°
′) of -17 kcal/mol to -11 kcal/mol near physiological temperature (37 °C).3 Weaker 
interactions have dissociation constants in the mM range, corresponding to binding free 





Figure 1.1. Free energy diagram for the association of proteins, A and B. The reactants and products 
are separated by a high energy transition state, TS‡. The equilibrium free energy of association (Δ𝐺𝐺𝐴𝐴°
′), 
and the activation free energies for association (Δ𝐺𝐺𝐴𝐴°
′‡) and dissociation (Δ𝐺𝐺𝐷𝐷°
′‡) are labeled.  
 
 The kinetics of protein-protein association can be interpreted in terms Eyring’s transition 
state theory.4-6 This method assumes that the transition state is in equilibrium with the reactants 
through the following relationship:  
  𝐴𝐴 + 𝐵𝐵 ⇌ A − B‡ → 𝐴𝐴 − 𝐵𝐵 (1.4) 
Using Eyring’s theory therefore requires energy-barrier crossing with the results connecting 
kinetics to equilibrium thermodynamics. In fact, Eyring analysis offers the only source of 
energetic information about transition states. The association- and dissociation- rate constants, 
𝑘𝑘𝑜𝑜𝑜𝑜 and 𝑘𝑘𝑜𝑜𝑜𝑜𝑜𝑜, respectively,  can be related to the activation free energy of association (Δ𝐺𝐺𝐴𝐴
°′‡) 
and dissociation (Δ𝐺𝐺𝐷𝐷
°′‡) via the Eyring-Polanyi4, 7 equation:  
 Δ𝐺𝐺𝐴𝐴/𝐷𝐷
°′‡ =  −𝑅𝑅𝑇𝑇𝑅𝑅𝑅𝑅 �𝑘𝑘𝑜𝑜𝑜𝑜 /𝑜𝑜𝑓𝑓𝑓𝑓∙ℎ
𝑘𝑘𝐵𝐵∙𝑇𝑇
� (1.5) 
where ℎ is Planck’s constant and 𝑘𝑘𝐵𝐵 is the Boltzmann constant. Association rate constants for 




 Reactions with association rate constants less than 105 M-1 s-1 are often controlled by 
conformational changes of the associating species, while those greater than 105 M-1 s-1 are 
referred to as diffusion-limited where every collision of the two associating proteins results in 
conversion of reactants to products. The dissociation rate constant for a protein-protein 
interaction is dictated by the strength of the encounters between the two proteins. These 
intermolecular contacts, which determine the lifetime of the complex, include van der Waals 
interactions, hydrogen bonding, and electrostatics. 
 The temperature-dependence of the equilibrium constant can be interpreted with van’t 
Hoff analysis, which allows extraction of the modified standard state enthalpic and entropic 
contributions (For the remainder of my dissertation, ‘modified standard state’ is assumed in 
discussions of thermodynamic parameters). Rearranging the Gibbs free energy equations 
(Equation 1.6) results in the linear van’t Hoff equation (Equation 1.7) 
  Δ𝐺𝐺𝐷𝐷°
′ =  −𝑅𝑅𝑇𝑇 ln(𝐾𝐾𝐷𝐷) = Δ𝐻𝐻𝐷𝐷°
′ − 𝑇𝑇Δ𝑆𝑆𝐷𝐷°
′ (1.6) 







  (1.7) 
where Δ𝐻𝐻𝐷𝐷°
′ is the enthalpy of dissociation and Δ𝑆𝑆𝐷𝐷°
′ is the entropy of dissociation. A plot of 
ln(𝐾𝐾𝐷𝐷) against inverse absolute temperature gives Δ𝐻𝐻𝐷𝐷°
′ from the slope and Δ𝑆𝑆𝐷𝐷°
′ from the y-
intercept (Fig. 1.2). Energetic analysis of protein-protein interactions often reveals an extra 
thermodynamic effect, enthalpy-entropy compensation.9 Most protein-protein equilibria have a 
positive Δ𝐻𝐻𝐷𝐷°
′ indicating an unfavorable enthalpy for dissociation often associated with breaking 
the noncovalent interactions between the proteins. Conversely, spontaneous protein-protein 
interactions often possess an unfavorable value of 𝑇𝑇Δ𝑆𝑆𝐴𝐴°
′, which is attributed to the reduction in 
conformational freedom of the interacting species upon association. This impediment to 
complex formation is partially offset by an increase in disorder of solvent as solvating water 





Figure 1.2. Linear van’t Hoff analysis in which the natural log of the dissociation constant, 𝑲𝑲𝑫𝑫, is 
plotted against inverse absolute temperature. Enthalpy and entropy changes are extracted from the 
slope and y-intercept, respectively. Linearity indicates that the reactants and products have equal heat 
capacities.  
 
 The temperature-dependence of the rate constants can also be analyzed via an Eyring 
analysis,4-6 providing the activation enthalpies and entropies associated with the evolution from 
either the reactants or the products to the transition state. The linear form of the Eyring equation 
is,  












°′‡  is the activation enthalpy for association or dissociation and Δ𝑆𝑆𝐴𝐴/𝐷𝐷
°′‡  is the activation 
entropy of association or dissociation. A plot of ln �𝑘𝑘𝑜𝑜𝑜𝑜/𝑜𝑜𝑓𝑓𝑓𝑓∙ℎ
𝑘𝑘𝐵𝐵∙𝑇𝑇
� against inverse absolute 
temperature gives a linear relationship if the reactants/products and the transition state have the 
same heat capacity. The activation enthalpy can be extracted from the slope and the activation 
entropy from the y-intercept (Fig. 1.3). Although Eyring’s transition state theory was developed 
initially for systems much simpler than associating proteins, this analysis provides the only 





Figure 1.3. Linear Eyring analysis used to determine the activation enthalpies and activation 
entropies of association and dissociation from the temperature dependence of the rate constants.  
 
 The energetics of protein-protein interactions depend on the environment. There are 
therefore many factors that affect the rate constants, and ultimately the equilibrium constant of 
protein complex formation. For successful association, the two proteins must first diffuse in 
solution until they collide with the correct orientation. 𝑘𝑘𝑜𝑜𝑜𝑜, therefore, depends on both the 
translational and rotational diffusion of the associating proteins. If association is diffusion-limited, 
then the association rate constant depends directly on diffusion of the interacting species. In 
1905,10 Einstein defined the relationship between the diffusion of a spherical particle in a liquid 
and its radius, which is now known as the Stokes-Einstein equation:  




where 𝐷𝐷𝑇𝑇 (m2 s-1) is the translational diffusion constant, 𝜂𝜂 is the solvent dynamic viscosity (kg m-
1 s-1), and 𝑟𝑟 is the radius (m) [𝑘𝑘𝐵𝐵 has units of (m2 kg s-2 K-1)]. Einstein’s equation incorporates 




fluid as reflected in the 6𝜋𝜋𝜂𝜂𝑟𝑟 term. The rotational diffusion constant (𝐷𝐷𝑟𝑟, s-1) also contains a 
friction component (8𝜋𝜋𝜂𝜂𝑟𝑟3) and can be described as follows:  




Because of the relationship in Equations 1.9 and 1.10, linear plots of the temperature-
dependence of the translational or rotational diffusion coefficients can be used to extract the 
hydrodynamic radius of a protein, provided the viscosity is known.  
 Intermolecular forces, particularly charge-charge interactions, also affect association 
rates. Many protein-protein interactions are driven by long-range electrostatics that enhance the 
association beyond what is predicted from the laws of diffusion.12-14 The magnitude of this 
enhancement can thus be modified and observed by changing the ionic strength of a solution. 
Association rate constants are often more adversely affected by increasing ionic strength than 
are dissociation rate constants, which weakens binding. Electrostatic contributions to protein 
association can also be analyzed by mutational analysis to elucidate the mechanism of protein 
association.8 
PROTEIN-PROTEIN ASSOCIATION UNDER CROWDED CONDITIONS: 
NONIDEALITY 
 
 Macromolecular crowding, arising from the high concentration of macromolecules that 
occupy up to 40% of the cellular interior,15 can also affect complex formation. Crowding is 
accounted for by comparing equilibrium- or rate- constants obtained in the nearly ideal 
conditions stated above to the constants acquired under crowded conditions. Equilibrium 
constants should be written in terms of thermodynamic activity, α, of each component, i: 
  α𝑖𝑖 =  𝛾𝛾𝑖𝑖 𝐶𝐶𝑖𝑖 (1.11) 
The effect of nonideal conditions is encoded in the unitless activity coefficient, γ. In Equation 1.1 
we assumed that γ is one and the activity equals the molar concentration, C under the nearly 




 Crowding changes γ, with the result that the dissociation constant under nearly ideal 
conditions must be modified by the ratio of the activity coefficients to give the dissociation 
constant under crowded conditions. 




Thus, the effects of the cellular environment are contained in the ratio of 𝐾𝐾𝐷𝐷,𝑓𝑓𝑟𝑟𝑜𝑜𝑐𝑐𝑐𝑐 to 𝐾𝐾𝐷𝐷. The 
effects can then be propagated into the changes in the equilibrium binding free-energy, enthalpy 
and entropy as well as the cognate activation parameters as described above. 
 
Figure 1.4. Theoretical binding isotherms arising from destabilizing or stabilizing crowded 
conditions.  Binding isotherms used to calculate dissociation constants (𝐾𝐾𝐷𝐷) showing the effects from a 
destabilizing (blue) or stabilizing (teal) crowded condition compared to buffer alone (black).  
 
 Protein complex stability is often quantified through use of a binding isotherm (Fig. 1.4) 
where the dissociation constant (𝐾𝐾𝐷𝐷) is given by the concentration of free protein at which the 
fraction bound is 50%. Interpretations of crowding are then determined as stabilizing or 
destabilizing based on their effect on the binding isotherm. Kinetic experiments can also be 
conducted, and rate constants related to the dissociation constant (Equation 1.2). There are 
numerous experiment-based studies of the effects of crowding on protein complex stability 




 One major limitation is that the majority of these studies focus on using small molecules 
and polymers as cosolutes to mimic macromolecular crowding. Although these types of 
cosolutes have been used for decades and have relevance to the pharmaceutical industry 
where sugars and polymers are used in biologic drug formulations,16 recent work suggests 
these types of cosolutes lack physiological significance.17-20 Additionally, the majority of the 
protein complexes studied (Table 1.1) involve globular protein homo- or hetero- dimers. With the 
prominence of protein disorder in eukaryotic organism proteomes21 and their involvement in 
protein complex formation,22-23 it is essential to understand their role in association under 
crowded conditions as well. Additionally, variable effects of small molecules, polymers, proteins, 
and cells on protein complex stability have been determined, making it difficult to develop 
generalizable theories about crowding and protein association without more comprehensive and 
systematic datasets. Although the results of the work listed in Table 1.1 are impressive, there 
remains much to be done to gain an understanding of protein complex formation under crowded 
conditions.  
Table 1.1. Experiment-based studies of crowding and protein complex stability. 
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Abbreviations: ACTR, disordered activation domain of the steroid receptor coactivator 3; apoMb, apomyoglobin; AUC, 
analytical ultracentrifugation; BLIP, β-lactamase inhibitor protein; BSA, bovine serum albumin; BWQL, bobwhite quail 
lysozyme; CHO, Chinese hamster ovary; DEER, double electron-electron resonance spectroscopy; DEG, diethylene 
glycol; Dt, translational diffusion coefficient; Dr, rotational diffusion coefficient; EG, ethylene glycol; FCCS, FCS, 
fluorescence correlation spectroscopy; FRAP, fluorescence recovery after photobleaching; FRET, Förster resonance 
energy transfer; GAPDH, glyceraldehyde 3-phosphate dehydrogenase; GB1, streptococcal B1 domain of protein G; 
HAS, human serum albumin; HyHEL-5, anti-hen egg lysozyme monoclonal antibody; IQGAP1, Ras GTPase-
activating-like protein; IRSp53, insulin receptor substrate protein; ITC, isothermal titration calorimetry; KA, association 
constant; KD, dissociation constant; ka, association rate constant; kd, dissociation rate constant; NCBD, nuclear 
coactivator binding domain of CBP/p300; NMR, nuclear magnetic resonance spectroscopy; N-WASp, neural Wiskott-
Aldrich syndrome protein; PHD, plant homeodomain; PEG, polyethylene glycol; PGK, phosphoglycerate kinase; 
RNase, ribonuclease; SH3, src-homology 3; SOD, superoxide dismutase; SPR, surface plasmon resonance; SW-
FCCS, single wavelength fluorescence cross-correlation spectroscopy; TEG, triethylene glycol; TEM-1, β-lactamase 
protein; TMAO, trimethylamine N-oxide; t1/2, half-time of fluorescence recovery; UV-Vis, ultraviolet-visible; XIAP, X-
chromosome-linked inhibitor of apoptosis 
 
THE SH3-SON OF SEVENLESS INTERACTION 
 
 The structure-function paradigm states that proteins adopt a stable tertiary structure that 
is necessary for their function.53 Intrinsic protein disorder; however, is widespread and 
encompasses numerous functional eukaryotic proteins and protein regions.22 The majority of 
intrinsically disordered proteins (IDPs) and intrinsically disordered protein regions (IDRs) 
participate in transient or permanent binding.54 Many such IDP/IDR binding events occur within 
signaling pathways in the heterogeneous and dynamic cellular cytoplasm. It is therefore 
necessary to understand the energetics of disordered protein binding in crowded environments.  
 The effects of crowding on a disordered-disordered protein interaction (Table 1.1) have 
been analyzed,23, 50 but effects on the interaction between a globular and disordered protein 
remain unknown. To date, there have been several studies of globular proteins55-56 and 
intrinsically disordered proteins,22, 57-60 individually, in crowded environments. This knowledge 
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questions. One such interaction essential to eukaryotic cell signaling is that between a globular 
SH3 domain-containing protein and the disordered C-terminus of Son of Sevenless (SOS). 
 The 7-kDa N-terminal SH3 domain, the protein studied in my dissertation, is part of a 
larger, vitally important 24-kDa adapter protein (Fig. 1.5A), called drk, from Drosophila 
melanogaster. Drk couples activated receptor tyrosine kinases, which receives extracellular 
signals, to SOS (Fig. 1.5B), which mediates mitogen activated protein kinase (MAPK) signaling 
(Fig. 1.5C).61-62 MAPK signaling is responsible for eukaryotic cell growth, division, and 
differentiation. Defective MAPK signaling is a hallmark of many cancers and can lead to 
metastasis.63-65 
 The interaction between Drk and SOS occurs through binding of the two SH3 domains of 
Drk to proline-rich regions on the disordered C-terminus of SOS (Fig. 1.5C). For D. 
melanogaster, as well as the homologous H. sapiens and C. elegans proteins, the interaction is 
mediated primarily through the N-terminal SH3 domain. Binding with the C-terminal SH3 domain 
enhances the interaction.62, 66 SH3 domains are one of the most extensively characterized 
classes of protein domains and commonly recognize proline-rich motifs.67-69 SH3 domains 
typically bind proline-rich motifs with the consensus sequence, PxxPxR, where P is proline, R is 
arginine, and X is any amino acid, in one of two orientations, termed class I and class II.67, 70-72 
The binding of the Drk N-terminal SH3 domain to proline-rich regions occurs via the class II 





Figure 1.5. Drosophila drk and SOS domain architectures and their implication in MAPK signaling.  
(A) Drk protein domain architecture. (B) SOS domain architecture. Proline-rich regions are labeled S1 
through S4 with numbers indicating protein sequence position with prolines in red. (C) Signaling cascade 
involving Drk and SOS showing protein interactions responsible for activating MAPK signaling. Red 
triangles are extracellular signals, such as growth factors. The yellow circle represents a phosphorylated 
tyrosine. RTK, receptor tyrosine kinase. Figure adapted from.73  
 
My dissertation covers the journey of the drk N-terminal SH3 domain from folding to the 




it must properly fold into the native state. Chapters 2 and 3 focus on SH3 stability. Chapters 4 
and 5 focus on SH3-peptide binding. Chapter 2 analyzes the effect of arguably the most 
important molecule for life on Earth, water, on the stability of a protein, which has implications 
for the use D2O in biophysical experiments. Chapter 3 examines SH3 stability in dehydrated 
bacteria and emphasizes the essential role of small molecule osmolytes in nature. Chapter 4 
introduces and validates the use of 19F NMR lineshape analysis for characterizing the kinetics of 
SH3-peptide interactions. Chapter 5 applies this method to assess the effects of in vitro 
macromolecular crowding on SH3-peptide interactions. My work provides the basis for studies 
of globular protein-disordered protein interactions under crowded conditions. Such endeavors 
will provide insight into whether the crowding effects observed with peptides can be 
extrapolated to disordered proteins and will refine computational and theoretical studies of 
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CHAPTER 2: ENTHALPIC STABILIZATION OF AN SH3 DOMAIN BY D2O 
 
Edited from: Stadmiller, S.S. and Pielak, G.J. Protein Science (2018) 1710-1716. 
 
INTRODUCTION 
Water, arguably the most important molecule for life on Earth,1-2 is essential for the 
stability, folding, and structure of proteins that drive biology.  The hydrogen bonds between 
protein and water help shape the free energy landscape of folding, guiding a protein towards its 
stable, folded state. In many experimental techniques, however, the signal from H2O interferes 
with that from the protein, and D2O is used as the solvent. Nuclear magnetic resonance 
spectroscopy (NMR), infrared spectroscopy, small angle X-ray scattering, and small angle 
neutron scattering are techniques that often incorporate this substitution. Additionally, examining 
proteins in D2O, which is only a small perturbation of the system, can provide insight into the 
role of hydration and hydrogen-bonding in protein folding.3-8 Nonetheless, this solvent 
substitution can affect proteins,9 and it is important to be cognizant of these effects when 
conducting experiments in D2O. The aim of the present study is three-fold: provide a complete 
thermodynamic analysis of globular protein folding in H2O and D2O, concisely summarize similar 
literature studies, and compare our results to those in the literature.  
We chose the metastable, 7-kDa N-terminal src homology 3 domain of the Drosophila 
signal transduction protein drk (SH3) to probe solvent isotope effects on protein stability. Even 
under non-denaturing conditions, a large population of SH3 is unfolded.10 SH3 has one 
tryptophan, which we labelled with a fluorine atom.11 This residue experiences different solvent 
exposure in the folded and unfolded states, resulting in two 19F resonances in slow exchange on 
the NMR timescale,10, 12 one for the folded state and one for the unfolded ensemble (Fig. 2.1). 




resonances can be integrated to obtain the relative populations of each state and thus a 
modified standard-state free energy of unfolding:  
 Δ𝐺𝐺𝑈𝑈°
′ = −𝑅𝑅𝑇𝑇𝑅𝑅𝑅𝑅 𝑝𝑝𝑜𝑜𝑝𝑝𝑝𝑝𝑙𝑙𝑓𝑓𝑝𝑝𝑖𝑖𝑜𝑜𝑜𝑜 𝑝𝑝𝑜𝑜𝑜𝑜𝑜𝑜𝑙𝑙𝑐𝑐𝑒𝑒𝑐𝑐
𝑝𝑝𝑜𝑜𝑝𝑝𝑝𝑝𝑙𝑙𝑓𝑓𝑝𝑝𝑖𝑖𝑜𝑜𝑜𝑜 𝑜𝑜𝑜𝑜𝑙𝑙𝑐𝑐𝑒𝑒𝑐𝑐
 (2.1) 
where R is the gas constant and T is the absolute temperature. The temperature dependence of 
Δ𝐺𝐺𝑈𝑈°
′ is used to construct a protein stability curve (Fig. 2.2)13 which provides a complete 









where 𝑇𝑇𝑟𝑟𝑒𝑒𝑜𝑜 is a reference temperature, Δ𝐻𝐻𝑈𝑈°
′ and Δ𝑆𝑆𝑈𝑈°
′are the modified standard state enthalpy 
and entropy of unfolding, respectively, and Δ𝐶𝐶𝑝𝑝°
′is the modified standard state heat capacity of 





Figure 2.1. Two-state, temperature-dependent, reversible SH3 folding in H2O and D2O monitored 
with 19F NMR. (A) One-dimensional spectra in H2O at nine temperatures normalized to the intensity of the 
folded state peak at 5 °C. Subsequent spectra are offset by -0.2 ppm to aid visualization. The downfield 
resonance is the folded state (F), and the upfield resonance is the unfolded ensemble (U). (B) Spectra at 
25 °C before (black) and after (gray) an experiment where the temperature ranged from 5 °C to 45 °C over 
approximately 180 min indicating the reversibility of denaturation. (C)  Spectra in H2O (black) and D2O (red) 
at 45 °C. The D2O spectrum is normalized to the chemical shift and intensity of the folded state resonance 





MATERIALS AND METHODS 
Protein Expression and Purification 
5-Fluorotryptophan-labeled SH3 was expressed and purified as described.14-15  
NMR 
NMR samples were prepared as described.14, 16-17 Briefly, 1 mg of fluorine-labeled, SH3 
was resuspended in NMR buffer (50 mM HEPES, bis-tris propane, sodium acetate/acetic acid, 
pH 7.2) made using H2O or 99.9% D2O. pH readings are direct measurements and uncorrected 
for the D2O isotope effect.18 For samples prepared in H2O, a coaxial-insert containing D2O was 
used to lock the spectrometer. 4,4-Dimethyl-4-silapentane-1-sulfonic acid (DSS, Cambridge 
Isotope Laboratories) was used as a chemical shift reference. One-dimensional 19F spectra 
were acquired at 5 °C increments between 5 °C and 45 °C on a Bruker Avance III HD 
spectrometer operating at a 19F Larmor frequency of 470 MHz equipped with a Bruker QCI 
cryoprobe. 
Data Processing and Analysis 
Data were processed as described using Topspin 3.2.14, 16-17 The parameters shown in 
Table 2.1 were calculated using Kirchhoff’s equations and the integrated Gibbs-Helmholtz 
equation as described17 using MATLAB R2016a.  
RESULTS AND DISCUSSION 
Heat-induced unfolding of SH3 in H2O and D2O  
The metastability of this SH3 domain allows stability curves to be constructed and 
analyzed13, 16-17 at reasonable temperatures (5 °C – 45 °C). The stability curve in D2O is simply 
shifted above the curve in H2O (Fig. 2.2). This shift indicates that SH3 stability is greater in D2O 
at all temperatures and that the effects of D2O are mainly enthalpic.9, 17 Δ𝐶𝐶𝑝𝑝°








 The thermodynamic parameters (Table 2.1) paint a picture of the solvent isotope effect. 
At 318 K, approximately half way between 𝑇𝑇𝑚𝑚 in D2O and H2O, the heavy water stabilizes the 
protein by nearly 1 kcal/mol (Fig. 2.1C). This increase is also visible by comparing the 𝑇𝑇𝑚𝑚 (the 
melting temperature, where Δ𝐺𝐺𝑈𝑈°
′ = 0). D2O increases this value by approximately 12 K, 
indicating an increased thermal stability. The higher stability in D2O is often rationalized in terms 
of the increased difficultly of cavity creation in D2O compared to H2O.9, 19-20 
Breaking Δ𝐺𝐺𝑈𝑈°
′ into its enthalpic and entropic components shows only an effect on the 
enthalpy of unfolding. In both H2O and D2O, the enthalpy and entropy of unfolding are large and 
positive making it difficult to determine which one dominates at 318 K. Examining the enthalpy 
at the temperature of maximum stability, 𝑇𝑇𝑙𝑙, is more useful.  At 𝑇𝑇𝑙𝑙 the entropy is zero,13 and 
therefore differences in enthalpy are identified. Additionally, 𝑇𝑇𝑙𝑙 is nearly the same in H2O and 
D2O. The Δ𝐻𝐻𝑈𝑈,𝑇𝑇𝑆𝑆
°′  in H2O is 0.89 ± 0.03 kcal/mol, whereas in D2O, it is twice as large (1.8 ± 0.1 
kcal/mol). The curvature is the same in both solvents. This is quantitatively demonstrated by a 
minimal change in Δ𝐶𝐶𝑝𝑝°
′. In summary, at all temperatures the increased stability of SH3 in D2O is 
dominated by Δ𝐻𝐻𝑈𝑈°
′. 
























H2O -0.52 ± 0.02 22 ± 2 0.89 ± 0.03 28 ± 1 28 ± 1 0.86 ± 0.09 311 ± 1 287 ± 1 
D2O 0.46 ± 0.04 33 ± 2 1.8 ± 0.1 29 ± 1 28 ± 1 0.89 ± 0.07 323 ± 1 288 ± 1 
aUncertainties determined from standard error of the mean from triplicate experimental analysis 
bUncertainties determined from 95% confidence intervals of fit to the integrated Gibbs-Helmholtz equation 
cThe temperature half way between 𝑇𝑇𝑚𝑚 in H2O and D2O. Values from Kirchhoff’s equations and 
uncertainties by error propagation from the uncertainties in Δ𝐶𝐶𝑝𝑝°
′, 𝑇𝑇𝑟𝑟𝑒𝑒𝑜𝑜  (𝑇𝑇𝑚𝑚 or 𝑇𝑇𝑙𝑙), and Δ𝐻𝐻𝑈𝑈,𝑟𝑟𝑒𝑒𝑜𝑜°
′  (Δ𝐻𝐻𝑈𝑈,𝑇𝑇𝑚𝑚







Figure 2.2. Temperature dependence of SH3 stability in H2O and D2O. Error bars represent standard 
errors of the mean from three independent trials.   
 
Origins of the D2O effect 
 The molecular origins of this enthalpic stabilization are difficult to pinpoint, especially 
since they cannot be directly measured. D2O stabilization of proteins is often attributed to an 
increase in hydrogen bond strength in heavy water,21-25 which is also consistent with the 
observation that D2O reduces protein flexibility.26-27 Although a change in solvent bond strength 
would be reflected in a change in enthalpy, and there are numerous solvent-solvent, solvent-
protein, and protein-protein hydrogen bonds formed during protein folding, there are multiple 
contributions to the enthalpy of unfolding.28 In addition to the enthalpy from hydrogen bond 
formation and breakage, solvation enthalpy also plays a significant role in protein folding.9 
Protein unfolding involves solvation of groups that are buried in the folded state. The enthalpy of 
solvation for a particular protein is therefore based on its sequence, structure, and changes in 
solvent accessible surface area upon unfolding. Solvation enthalpies are typically based on 




protein solvation.9, 28 These solvation enthalpies are large in magnitude and opposite in sign for 
apolar versus polar groups, often resulting in small estimated net enthalpy changes of both 
signs for an entire protein. It is likely that the observed increase in the enthalpy of SH3 unfolding 
in D2O arises from a combination of solvation and hydrogen-bond effects.  
 The heat capacity of unfolding, Δ𝐶𝐶𝑝𝑝°
′ ,which is related to solvation changes upon 
unfolding, is often difficult to quantitatively interpret due to the relatively large uncertainty in its 
value (~10%, Table 2.1).9 Additionally, we assume that Δ𝐶𝐶𝑝𝑝°
′ does not change with temperature, 
which is not necessarily true,13, 28-29 but a good assumption over a small range, like the one used 
here.13, 30 For SH3, ΔΔ𝐶𝐶𝑝𝑝°
′ (Δ𝐶𝐶𝑝𝑝,𝐷𝐷2𝑂𝑂
°′ − Δ𝐶𝐶𝑝𝑝,𝐻𝐻2𝑂𝑂
°′ ) is 0.0 ± 0.1 kcal/mol/K, meaning that any change is 
too small to interpret. This conclusion is consistent with other observations.9, 25, 31 As suggested 
in the previous paragraph, the change in the heat capacity of transfer of hydrophilic versus 
hydrophobic protein groups from light- to heavy- water are often large and opposite in sign,9 
resulting in a minimal and uncertain change in Δ𝐶𝐶𝑝𝑝°
′. 
Literature studies find D2O is primarily stabilizing 
The effects of D2O on protein stability have been of interest for decades (Table 2.2). The 
purpose of Table 2.2 is to highlight peer-reviewed publications in which the stability of a protein 
is directly compared in H2O and D2O. The majority of studies reveal that D2O stabilizes proteins.  
The parameter most used to assess the influence of heavy water is its effect on the melting 
temperature, 𝑇𝑇𝑚𝑚. Although the degree to which D2O increases the 𝑇𝑇𝑚𝑚 of a particular protein 
varies, our data is in accord with the literature22, 24-25, 31-36 in that the 𝑇𝑇𝑚𝑚 of a protein increases 
upon changing H2O to D2O. In all studies, but one,34 that report Δ𝐺𝐺𝑈𝑈°
′ along with 𝑇𝑇𝑚𝑚, an increased 
melting temperature is accompanied by an increase in the free energy of unfolding.25, 31, 37 In the 
case of phycocyanin,32 an increase in the activation free energy of denaturation is observed.  
 Additional equilibrium thermodynamic parameters describing protein stability became 




calorimetry is particularly useful because the melting temperature, enthalpy, and heat capacity 
of unfolding can be measured.38-39  All but one study34 reports results similar to ours: D2O 
increases the enthalpy of unfolding.25, 32, 36, 38 One report31 shows minimal changes to Δ𝐻𝐻𝑈𝑈°
′ and 
increases in both 𝑇𝑇𝑚𝑚 and Δ𝐺𝐺𝑈𝑈°
′. Attempts have been made to describe the molecular basis of this 
change in enthalpy, often attributed to increased hydrogen-bond strength. As described here, 
however, there are likely multiple contributions making it difficult to ascribe its effects to 
hydrogen bonding or solvation alone. Some investigators also report the entropy of unfolding;31-
32 but like enthalpy, it contains multiple contributions.28 In summary, our results correspond to 
almost all published observations: D2O increases the stability (Δ𝐺𝐺𝑈𝑈°
′),25, 31-32, 35, 37 the melting 
temperature (𝑇𝑇𝑚𝑚),22, 24-25, 31-36 and the enthalpy of protein unfolding (Δ𝐻𝐻𝑈𝑈°





Table 2.2. Effects of D2O on protein stability.  
 
Protein Method Effect of D2O  Parameter(s) examined 
Ovalbumin40 Urea, polarimetry Stabilizing t1/2 
Ribonuclease22, 





Stabilizing Tm, ΔH°’‡, ΔS°’‡, ΔG°’‡ 
Staphylococcal 
nuclease33 
Heat, GdnSCN, GdnHCl, 




ribonuclease A34 DSC Small ΔH°’, ΔG°’, Tm 
Hen egg 
lysozyme34 DSC Destabilizing ΔH°’, ΔG°’, Tm 
Cytochrome c34 DSC Destabilizing ΔH°’, ΔG°’, Tm 
Malate 
dehydrogenase41 Enzyme assay Stabilizing Residual enzyme activity 
Domain 1 of rat 
CD237 
GdnHCl, stopped-flow 
fluorescence spectroscopy  Stabilizing 
ΔG°’, ΔG°’‡, kI-F, kF-I, m-
values 
NTL931 Heat, urea, GdnHCl, far-UV CD Stabilizing 
Tm, ΔG°’, ΔH°’, ΔS°’, m-
values, ΔCp°’ 
β-lactoglobulin36 DSC, DLS Stabilizing Tm, ΔH°’ 
Ribonuclease 
A35 
Heat, urea, CD, fluorescence 
spectroscopy, HDX NMR Stabilizing Tm, ΔH°, ΔCp°’ 
Ribonuclease 
T135 
Heat, urea, CD, fluorescence 
spectroscopy, HDX NMR Stabilizing Tm, ΔH°, ΔCp°’ 
Polyproline type 
II helix42 CD Stabilizing Polyproline II content 
Hen egg 
lysozyme25 DSC Stabilizing 
Tm, ΔG°’, ΔH°’, ΔS°’, 
ΔCp°’ 
Bovine serum 
albumin25 DSC Stabilizing 
Tm, ΔG°’, ΔH°’, ΔS°’, 
ΔCp°’ 
Bovine serum 
albumin43 Heat, far-UV CD Stabilizing Molar ellipticity 
 
Abbreviations: t1/2, half-time of denaturation reaction; GdnSCN, guanidine thiocyanate; GdnHCl, 
guanidine hydrochloride; NMR, nuclear magnetic resonance spectroscopy; CD, circular 
dichroism spectropolarimetry; kI-F, rate of intermediate to folded state reaction; kF-I, rate of folded 
state to intermediate reaction; NTL9, N-terminal domain of the ribosomal protein L9; UV, 
ultraviolet; ΔCp°’, change in heat capacity; DSC, differential scanning calorimetry; DLS, dynamic 





D2O affects many biological processes 
Although we focus on protein stability, the effects of D2O on many biological processes 
have been investigated with the potential for widespread impact on the fundamental roles of 
water in biology and therapeutics. D2O affects protein-carbohydrate, protein-peptide, and 
protein-nucleic acid interactions,44 with effects on the enthalpy of binding. In addition to binding, 
D2O enhances protein oligomerization and aggregation,36, 45-54 by what has been suggested to 
be the promotion of hydrophobic interactions. Given the influence of heavy water on 
biomolecular reactions, D2O is also expected to affect whole organisms. Research in this field 
began as soon as the deuterium isotope was discovered55 and isolated56 in the 1930s. High 
concentrations of D2O have deleterious effects on organismal growth and survival from 
microorganisms like Escherichia coli57-58 and yeast59-60 to algaes,61-62 plants,60, 63-64 and animals 
such as mice60, 62, 65 and dogs57. However, the natural abundance of deuterium in nature is 
approximately 156 ppm.66-67 More recent studies show that lower concentrations may be 
necessary and even beneficial,68-69 with interesting recent hypotheses on the use of heavy 
isotopes for increasing human longevity.70 Finally, there is some interest in the use of D2O as an 
excipient54, 71 because of the observation that D2O can stabilize vaccines.72  
 Understanding the effects of isotopic waters is key to understanding biology, including 
protein folding. We focused on the equilibrium thermodynamics of D2O on protein stability, 
because stably folded proteins are often a pre-requisite to proper biological function. We 
anticipate that our results and those of others compiled here will be of use for understanding the 
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CHAPTER 3: OSMOTIC SHOCK INDUCED PROTEIN DESTABILIZATION IN LIVING 
CELLS AND ITS REVERSAL BY GLYCINE BETAINE 
 
Edited from: Stadmiller, S.S., Gorensek, A.H., Guseman, A.J., Pielak, G.J. Journal of Molecular 
Biology. (2017) 1155-1161. 
 
INTRODUCTION 
Life on earth has adapted to a vast range of ionic environments, from pure water to 6 M 
NaCl, by regulating the concentration of solutes called osmolytes.1-2 A large increase in 
extracellular salt concentration causes water efflux, which reduces the cell volume and 
increases the concentration of macromolecules within the already crowded cytoplasm.3-4 This 
hyperosmotic shock is expected to affect protein stability. Traditional theory predicts that more 
crowded conditions can only stabilize proteins. Here, we test this idea by measuring protein 
stability in hyperosmotically stressed cells. We find that increasing the crowded nature of the 
cytoplasm decreases protein stability, consistent with recent studies showing that proteins can 
be destabilized by transient attractive interactions between the crowding molecules and the test 
protein.5-13 
Cells adapt to the loss of water by synthesizing or accumulating osmoprotecting 
solutes.14 The bacterium Escherichia coli, accumulates osmolytes such as glycine betaine, to 
concentrations of nearly one molar.15 These solutes are known protein stabilizers in vitro,16 and 
it has been suggested that accumulation of osmolytes by stressed cells prevents protein 
aggregation.14 Here, we directly measure the effect of glycine betaine on protein stability in 
living E. coli and show that increasing the glycine betaine concentration in cells returns the 
stability lost due to hyperosmotic stress. These results provide a new explanation for why 




 The protein used in these experiments is the 7-kDa N-terminal SH3 domain of 
Drosophila signal transduction protein drk (SH3). This metastable protein exists in a simple, 
reversible two-state equilibrium between its folded state and its unfolded ensemble17 such that 
both forms are present at comparable concentrations under non-denaturing conditions. SH3 can 
be labeled with a fluorine atom on its sole tryptophan at position 36 allowing application of 19F 
nuclear magnetic resonance spectroscopy (NMR).10, 18 Exchange between the folded form and 
the unfolded ensemble is slow compared to the difference in the NMR frequencies of the 
fluorine label in the two states, enabling quantification of the modified standard-state free energy 
of unfolding by integrating the resonances: Δ𝐺𝐺𝑈𝑈°
′ = −𝑅𝑅𝑇𝑇𝑅𝑅𝑅𝑅 �𝑝𝑝𝑜𝑜𝑝𝑝𝑝𝑝𝑙𝑙𝑓𝑓𝑝𝑝𝑖𝑖𝑜𝑜𝑜𝑜 𝑝𝑝𝑜𝑜𝑜𝑜𝑜𝑜𝑙𝑙𝑐𝑐𝑒𝑒𝑐𝑐
𝑝𝑝𝑜𝑜𝑝𝑝𝑝𝑝𝑙𝑙𝑓𝑓𝑝𝑝𝑖𝑖𝑜𝑜𝑜𝑜 𝑜𝑜𝑜𝑜𝑙𝑙𝑐𝑐𝑒𝑒𝑐𝑐
�. The ability to 
measure SH3 stability both in vitro and in living cells10 makes this protein useful for studying 
protein folding under stressed conditions in cells in the presence and absence of glycine 
betaine. 
MATERIALS AND METHODS 
In-Cell NMR  
The plasmid containing the gene encoding the drkN SH3 protein was transformed into 
BL21-Gold(DE3) cells (Agilent) by heat shock. A single colony was used to inoculate 5 mL of 
Lenox broth (LB, 10 g/L tryptone, 5 g/L yeast extract, 5 g/L NaCl) supplemented with 100 µg/mL 
ampicillin. The culture was incubated at 37 °C with shaking (New Brunswick Scientific Innova 
I26, 225 rpm). After 8 h, 50 µL of the culture was used to inoculate 50 mL of supplemented M9 
minimal media (50 mM Na2HPO4, 20 mM KH2PO4, 9 mM NaCl, 4 g/L glucose, 1 g/L NH4Cl, 0.1 
mM CaCl2, 2 mM MgSO4, 10 mg/L thiamine, 10 mg/L biotin, and 150 mg/L ampicillin, pH 7.4). 
The culture was shaken overnight at 37 °C. 
The next morning the culture was diluted to 100 mL with supplemented M9 minimal 
media, and 5-fluoroindole, dissolved in dimethyl sulfoxide (DMSO), was added to a final 




was induced with isopropyl β-D-1-thiogalactopyranoside (IPTG, 1 mM final concentration). After 
45 min, cells were pelleted at 1000g and resuspended in 100 mL of fresh M9 minimal media. 
For osmotic shock experiments, 0.3 M NaCl or 0.3 M NaCl plus 1 mM glycine betaine were 
added to the M9 buffer. Expression was again induced with 1 mM IPTG. After 45 min, the cells 
were pelleted at 1000g and washed three times with in-cell NMR buffer (200 mM HEPES, 100 
mM bis-tris propane, 150 µg/mL ampicillin, 50 µg/mL chloramphenicol, pH 7.8) prepared in 
99.9% D2O. Ampicillin selects for plasmid containing cells, and chloramphenicol stops protein 
expression. Stated pH values for D2O containing buffers are pH meter readings and uncorrected 
for the isotope effect.19 For osmotic shock experiments, 0.3 M NaCl or 0.3 M NaCl plus 1 mM 
glycine betaine were added to the in-cell NMR buffer. Cell pellets were gently resuspended in 
200 µL in-cell NMR buffer and loaded into shaped NMR tubes with 0.25 mm glass wall (Bruker) 
to increase signal-to-noise in samples containing high concentrations of salt.20 Cell slurries were 
~50% cells and ~50% buffer by volume.  
A 19F NMR spectrum of the cell slurry was acquired. After the experiment, the sample 
was gently pelleted, and a spectrum of the twofold-diluted supernatant was acquired to assess, 
and correct for protein leakage 21, which was only observed under stressed conditions (Fig. 
S3.1). The pellet was resuspended in 400 µL of in-cell NMR buffer plus protease inhibitors and 
lysed by sonication (Fisher Scientific Sonic Dismembrator Model 500, 10% amplitude, 30 s, 
67% duty cycle). The sonicated sample was centrifuged for 10 min at 16000g and the 
supernatant used to obtain lysate spectra.  
Protein Expression and Purification of drkN SH3 
Transformation and growth were performed as described above, except 100 mL 
overnight cultures were prepared by inoculating supplemented M9 minimal media with 100 µL of 
the 8 h culture. The next morning, the overnight cultures were added to 900 mL of 
supplemented M9 media. The cultures were shaken at 37 °C until an optical density at 600 nm 




added. The cultures were shaken for an additional 30 min, after which expression was induced 
with IPTG to a final concentration of 1 mM. After 2 h, cells were pelleted at 1000g at 10 °C for 
30 min. Cells were resuspended in 50 mM Tris (pH 7.5) containing protease inhibitors (Sigma-
Aldrich P-2714, containing AEBSF, aprotinin, bestatin, E-64, EDTA and leupeptin) and frozen at 
-80 °C.  
Cells were thawed at room temperature and lysed by sonication (15% amplitude, 15 min, 
67% duty cycle) in an ice bath. Cell debris was removed by centrifugation at 16000g for 30 min 
at 10 °C and the supernatant was passed through a 0.45 μm filter. 
The purification of drkN SH3 involved three chromatography steps using a GE AKTA 
FPLC. The first step was anion exchange chromatography (GE Q Sepharose column, 1.6 cm x 
10 cm, 2.5-22.5% gradient, 50 mM Tris wash/50 mM Tris 2M NaCl eluent buffer, pH 7.5). SH3 
binds weakly and was eluted at 15% of the gradient. Protease inhibitors were added to the 
fractions containing drkN SH3, which were then passed through a 0.22 μm filter. The next step 
was size exclusion chromatography (GE Superdex 75 column, eluted with 50 mM Na2HPO4, 20 
mM KH2PO4, 9 mM NaCl, pH 7.4).  
One-dimensional 19F spectra after the size exclusion step frequently showed that the 
protein was apparently destabilized by 200-300 cal/mol compared to ‘more stable’ batches. We 
determined by using mass spectrometry that this SH3 was contaminated with truncated SH3 
missing its 9 C-terminal residues (Fig. S3.3). NMR experiments indicated that the 19F resonance 
from truncated protein exactly overlapped that of the intact unfolded peak, which skewed the 
stability. Further one- and two-dimensional experiments indicated that truncated SH3 cannot 
fold (Fig. S3.2). 
To solve this problem, we added a final chromatography step, hydrophobic interaction 
chromatography (GE HiTrap Phenyl HP, 100%-0% gradient, 50 mM sodium phosphate, 1.5 M 
(NH4)2SO4, wash to 50 mM sodium phosphate, pH 7.0), which separated truncated SH3 from 




5°C using a GE PD-10 desalting column. The sample was flash frozen in an ethanol/CO2(s) 
bath and lyophilized for 12 h (Labconco FreeZone).  
NMR 
In-vitro samples were prepared by adding 1 mg of purified SH3 to NMR buffer (50 mM 
acetic acid/sodium acetate, HEPES, bis-tris propane, pH 7.8) prepared in 99.9% D2O. Stated 
pH values for D2O containing buffers are pH meter readings and uncorrected for the isotope 
effect.19 Methods for acquiring 19F spectra were similar to those used previously.10, 22 Spectra 
were acquired on a Bruker Avance III HD spectrometer with a QCI cryoprobe operating at a 
Larmor frequency of 470 MHz and running TopSpin Version 3.2. Sodium 2,2-dimethyl-2-
silapentane-5-sulfonate (Cambridge Isotope Laboratories) was added to in-vitro samples and 
used to reference the spectra via the Xi factor for 19F.23 In-cell samples were not referenced 
because we were concerned with protein stability and only needed the areas under the 
resonances. Spectra were acquired at 25 °C. The D2O in the sample was used to lock the 
spectrometer. A sweep width of either 70 ppm or 20 ppm was used and the number of scans 
varied from 64 to 128 for in-vitro experiments and 128 to 256 for in-cell experiments. 
Data Processing 
Data were processed and analyzed with TopSpin. Free induction decays of 75,000 
points each were subjected to a 15 Hz line broadening function before zero filling to 260,000 
points followed by Fourier transformation. Resonances were integrated using two methods. 
Spectra were manually integrated to obtain resonance areas or deconvoluted by fitting each 
peak to a Lorentzian function followed by automatic integration using TopSpin.  
Mass Spectrometry 
The sample was resuspended in 500 μL of a 50:50 acetonitrile: 0.01% formic acid 
mixture to a final concentration of 10 μM and directly infused into a Thermo LTQ-FT-ICR mass 




resolution mode over 250 scans and deconvoluted using MagTran 24, selecting for six species in 
a mass range from 10 Daltons to 100,000 Daltons. 
RESULTS AND DISCUSSION 
Quantification of protein stability in cells 
Increasing the external osmolarity of E. coli by adding 0.3 M NaCl to the external media 
causes water efflux, reducing the cell volume by ~35% and increasing the concentrations of 
macromolecules.3 The qualitative conclusions that hyperosmotic stress destabilizes SH3, is 
easy to see by examining the areas under the peaks marked F and U in Fig. 3.1. When 
osmotically stressed E. coli cultures are provided with betaines, the stressed cells rapidly 
accumulate these compounds to maintain the turgor pressure and prevent dehydration 25. More 
specifically, 1 mM glycine betaine in the media under hyperosmotic conditions results in a 
cytoplasmic concentration of 0.68 ± 0.07 molal.26 The qualitative conclusion that accumulation 
of glycine betaine restores the stability is also easy to see by inspecting Fig. 3.1.  
SH3 aggregation does not complicate our analysis because the protein aggregates only 
under highly acidic (pH 2) conditions.27-28 For experiments conducted with 0.3 M NaCl, the cells 
cannot adapt because glycine betaine is not synthesized by E. coli grown under osmotic shock 
in minimal media lacking precursors such as choline.15 Trehalose and glutamic acid are the 
major organic osmolytes in E. coli grown in minimal medium under osmotic stress in the 
absence of betaines,15 but this is not a problem in our studies because cells were not grown at 
high osmolarity. Furthermore, trehalose and glutamic acid are not detected when shocked cells 





Figure 3.1. Glycine betaine reverses the destabilizing effect of hyperosmotic shock. (a) SH3 exists 
in an equilibrium between its folded state (PDB ID: 2A36) and an unfolded ensemble with a free energy of 
unfolding near zero under non-denaturing conditions. Tryptophan 36 with fluorine at position 5 is 
highlighted in red. Protein stability was measured in live E. coli cells under three conditions at 298 K. (b) 
Both the unfolded and folded forms are populated in cells under normal osmotic conditions. Grey outlines 
represent the cell wall. Black outlines represent the cytoplasmic membrane. Blue circles represent D2O. 
(c) Hyperosmotic shock caused by adding 0.3 M NaCl to the media destabilizes SH3. (d) Adding 1 mM 
glycine betaine to the 0.3 M NaCl causes the uptake of glycine betaine returning SH3 to the stability 
observed without osmotic shock. Orange circles represent glycine betaine. Leakage of fluorine-containing 
metabolites (X) occurs upon hyperosmotic shock (Fig. S3.1). 
 
To quantify stabilities, we had to remove the contribution of two fluorine containing 
molecules whose resonances overlap with that of the unfolded ensemble—free 5-fluoroindole 
and truncated SH3, which we collectively refer to as X. The truncated protein is soluble, lacks 
nine C-terminal residues (Fig. S3.2) and is unable to fold (Fig. S3.3). The fluorine atom on the 
truncated protein and on 5-fluoroindole experience an environment more similar to that of the 
unfolded ensemble of intact SH3 than that experienced by folded SH3. In addition, weak 
attractive interactions in cells cause resonance broadening.10 For these reasons, it is 
unsurprising that the chemical shifts of these two species overlap with the shift of the unfolded 
0.3 M NaCl
H2O
0.3 M NaCl + 

























ensemble (Fig. S3.3). As described next, we removed the contribution of X via the cell lysate 
spectrum. 
 
Figure 3.2. Correcting for other fluorine-containing species (X) in cells. (a) In D2O-containing buffer 
at 298 K, > 95% of purified SH3 is in the folded state (F) and < 5% is in the unfolded ensemble (U). The 
areas of the resonances (∫𝐹𝐹) and (∫𝑈𝑈), are proportional to the population of F and U. (b) The folded 
state is favored in D2O-suspended cells at 298 K, but a small population of SH3 remains unfolded 
because of the attractive interactions in cells. The upfield peak in cells comprises resonances from U and 
X. Therefore, the area under the upfield peak is proportional to the sum of the populations of unfolded 
SH3 and the fluorine containing metabolites (∫(𝑈𝑈 + 𝑋𝑋)𝐼𝐼𝐼𝐼). (c) In the clarified lysate of these cells at 298 K, 
the folding equilibrium shifts such that >95% of SH3 exists in the folded form. Therefore, the downfield 
peak represents the total concentration of SH3 in the experiment (∫𝑇𝑇𝑙𝑙𝑙𝑙𝑙𝑙). The upfield peak represents 
only the fluorine containing metabolites (∫𝑋𝑋𝑙𝑙𝑙𝑙𝑙𝑙). The green arrow indicates the chemical shift of unfolded 
SH3. 
 
 The in-cell spectrum is acquired first (Fig. 3.2B). The areas under the peaks are 
proportional to the populations of the species. The downfield resonance corresponds to only 
folded SH3. The area under the folded peak in the in-cell spectrum is proportional to the 
concentration of the folded state. The upfield peak comprises resonances of the unfolded 
ensemble, free 5-fluoroindole and the truncated protein (U+X). The sum of these two integrals 
(∫(𝑈𝑈 + 𝑋𝑋)𝐼𝐼𝐼𝐼 + ∫𝐹𝐹𝐼𝐼𝐼𝐼) is proportional to the total concentration of all fluorine-containing species. It 
now just remains to determine what fraction of this total that comprises the unfolded form. We 
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 The cells are then lysed, and a spectrum of the clarified lysate acquired (Fig. 3.2C). It is 
important to realize that the volume of cells in the sample comprises only about 50% of the total 
volume; the remainder of the volume comprises the buffer surrounding the cells.29 The attractive 
interactions that destabilize SH3 in cells are attenuated in the lysate because the buffer that 
surrounded the cells dilutes the lysate. This attenuation results in a shift in equilibrium towards 
the folded state. In other words, >95% of SH3 that was unfolded in cells is folded in lysate. If 
present, unfolded intact SH3 would show itself as a peak with a chemical shift indicated in Fig. 
3.2C by the green arrow. Thus, in the lysate, the downfield lysate resonance represents total 





Approximately 60% of all fluorine containing species comprises intact SH3. The remaining 40% 
comprises the truncated form and other fluorine-containing metabolites.  
 Equations 3.1 and 3.2 use the areas to obtain the fraction of all fluorine containing 
species that is folded SH3 and the fraction that is intact SH3, respectively. The fraction of intact 
SH3 minus the fraction of folded SH3 yields the fraction of all fluorine-containing species that is 




 −  ∫𝐹𝐹𝐼𝐼𝐼𝐼
∫𝐹𝐹𝐼𝐼𝐼𝐼+∫(𝑈𝑈+𝑋𝑋)𝐼𝐼𝐼𝐼
 (3.3) 
 Multiplying 𝑈𝑈𝐼𝐼𝐼𝐼,𝑜𝑜𝑟𝑟𝑓𝑓𝑓𝑓 by the sum of the two peaks in the in-cell spectrum gives the 
population of unfolded SH3 in cells. Equation 3.4, where R is the gas constant and T is the 









Integration of both the raw spectra and the deconvoluted spectra show no significant differences 
in stabilities (Table S3.1).  
Osmotic shock destabilizes SH3 in cells 
 The increase in the concentration of macromolecules caused by the osmotic stress 
induced decrease in cellular volume increases hard-core interactions. According to hard-core 
repulsion-based theories, this should stabilize proteins,30 but we observe a ~1 kcal/mol 
decrease in SH3 stability (Fig. 3.1C, Table 3.1). This result is another example of crowding 
induced protein destabilization via transient attractive interactions.5-13  
Table 3.1. Free energies of unfolding (𝚫𝚫𝑮𝑮𝑼𝑼°
′) at 298 K with standard deviations of the mean 
from three trials.  
Condition  𝚫𝚫𝑮𝑮𝑼𝑼°
′ , (kcal/mol) 
Buffer  
D2O, pH 7.8 1.5 ± 0.1 
D2O + 0.3 M NaCl 1.7 ± 0.2 
D2O + 0.3 M NaCl + 1 mM glycine betaine 1.8 ± 0.1 
H2O, pH 7.8 0.63 ± 0.03 
H2O, pH 7.8, 0.68 molal glycine betaine 1.1 ± 0.1  
  
Cells  
D2O 1.6 ± 0.2 
D2O + 0.3 M NaCl 0.54 ± 0.08 
D2O + 0.3 M NaCl + 1 mM glycine betaine 1.5 ± 0.2 
 
Glycine betaine stabilizes SH3 in osmotically shocked cells. 
 Adding 1 mM glycine betaine to the medium of cells stressed with 0.3 M NaCl stabilizes 
SH3 compared to hyperosmotic shock alone (Fig. 3.1D, Table 3.1, Table S3.2), returning Δ𝐺𝐺𝑈𝑈°
′ 
(1.5 ± 0.2 kcal/mol) to the value from un-stressed cells (1.6 ± 0.2 kcal/mol). Our results show the 
physiological importance of glycine betaine for protecting protein stability in living cells, and is 
consistent with our previous in vitro data showing that glycine betaine mitigates the destabilizing 




 It is well known that glycine betaine stabilizes proteins in vitro.16, 32-37 Therefore, we also 
examined the effect of the estimated physiological concentration of glycine betaine in stressed 
cells, 0.68 molal, on purified SH3 in vitro. We conducted this experiment in H2O instead of D2O, 
because the protein is less stable in H2O (Table 3.1, Fig. S3.4), allowing us to measure more 
accurately the population of the unfolded ensemble. In buffer, 0.68 molal glycine betaine 
increases SH3 stability by 0.5 ± 0.1 kcal/mol. In stressed cells, this concentration of glycine 
betaine increases the stability by 1.0 ± 0.2 kcal/mol. This result shows that glycine betaine has a 
synergistic effect in cells. The reason for the synergism is unclear, but may be related to the fact 
that the osmolyte stabilizes many proteins in the cell, not just SH3. 
 In summary, our results show that increasing the concentration of macromolecules in a 
cell via osmotic shock destabilizes proteins, and accumulation of glycine betaine ameliorates 
the destabilization. The protein destabilization effect of osmotic stress has not been reported 
quantitatively in living cells, although our observation is consistent with studies showing that 
transient attractive interactions destabilize proteins.5-10 Most importantly, our data provide a new 
explanation for osmolyte accumulation in cells. Although it was known that osmolyte 
accumulation by osmotically stressed E. coli maintains proper turgor pressure and allows return 
to more normal growth rates,38 the effect of glycine betaine on protein stability in living cells had 
not been reported. The fact that less stable proteins are more likely to aggregate provides an 
explanation for the suggestion that osmolyte accumulation helps prevent protein aggregation.14, 
39-40 In summary, our results provide an additional explanation for the ubiquity of osmolytes in 







Figure S3.1. Supernatant controls to assess leakage at 298 K. In-cell spectra (blue) are overlaid with 
supernatant spectra (red) for the corresponding experiment. Normal in-cell experiment with no osmotic 
shock shows no leakage (a) whereas leakage of fluorine containing metabolites occurs as a result of 
hyperosmotic shock (b) and hyperosmotic shock in the presence of glycine betaine (c). The leaked 
metabolites include free 5-fluoroindole and truncated SH3.  
 










Figure S3.2. Truncated SH3 does not under go conformational exchange. (a) 1D 19F NMR spectrum 
of incompletely purified SH3 in 0.4 M Na2SO4 at 298 K, which completely folds intact SH3.17 This result 
proves that the upfield resonance does not arise from intact SH3. (b) 2D 19F homonuclear exchange 
spectroscopy (EXSY) at 298 K with a mixing time of 140 ms, performed as described by Smith et al.10 The 
absence of cross peaks indicates the species giving rise to the upfield peak does not fold and, therefore, 
is not intact SH3. Chromatography followed by mass spectroscopy (Fig. S3.3) show that the upfield peak 








Figure S3.3. Mass spectrometry to identify truncated SH3. Mass spectrometry after size exclusion 
chromatography reveals contamination with a compound of smaller molecular weight than intact fluorine 
labeled SH3. The molecular weight of this species corresponds to SH3 missing its nine C-terminal 
residues. The bottom mass spectrum shows the detected ions by their individual m/z ratio with ions from 
the intact protein labeled A and those from the truncated protein labeled F. Contamination of SH3 with 
this truncated protein affects the apparent stability observed by NMR (Fig. S3.2) and can be removed via 





Figure S3.4. 19F NMR spectra of purified SH3 in H2O buffer (blue) and D2O buffer (red) at 298 K. The 
average free energy of unfolding for SH3 is 0.63 ± 0.03 kcal/mol in H2O buffer and 1.5 ± 0.1 kcal/mol in 
D2O buffer. The D2O spectrum was normalized to the position and intensity of the folded (downfield) 
resonance in H2O.  
  
19F-Trp SH3
Expected mass 6878 Da
Observed mass 6877.3 Da
19F-Trp SH3 ∆Cterm
Observed mass difference 1147 Da 
NYIEMKNHD 1146.5 Da
Expected mass 5730 Da









Table S3.1. Free energies of unfolding (𝚫𝚫𝑮𝑮𝑼𝑼°
′) from raw and deconvoluted spectra with 
uncertainties (the standard deviation of the mean from three trials) at 298 K.  
Condition  𝚫𝚫𝑮𝑮𝑼𝑼
°′  (kcal/mol) 
Raw Spectra 
𝚫𝚫𝑮𝑮𝑼𝑼°
′  (kcal/mol) 
Deconvoluted Spectra 
Buffer   
D2O, pH 7.8 1.5 ± 0.1 1.6 ± 0.1 
D2O + 0.3 M NaCl 1.7 ± 0.2 1.8 ± 0.2 
D2O + 0.3 M NaCl + 1 mM glycine betaine 1.8 ± 0.1 1.9 ± 0.1 
H2O, pH 7.8 0.63 ± 0.03 0.67 ± 0.03 
H2O, pH 7.8, 0.68 molal glycine betaine 1.1 ± 0.1  1.1 ± 0.1 
   
Cells   
D2O 1.6 ± 0.2 1.3 ± 0.3 
D2O + 0.3 M NaCl 0.54 ± 0.08 0.44 ± 0.03 




Table S3.2. Changes in the free energies of unfolding (𝚫𝚫𝚫𝚫𝑮𝑮𝑼𝑼°




′  (kcal/mol) 
Raw Spectra 
D2O, pH 7.8  
Buffer + 0.3 M NaCl 0.2 ± 0.2 
Buffer + 0.3 M NaCl + 1 mM betaine 0.3 ± 0.1 
Cells 0.1 ± 0.2 
Cells + 0.3 M NaCl -1.0 ± 0.1 
Cells + 0.3 M NaCl + 1 mM glycine betaine 0 ± 0.2 
  
H2O, pH 7.8  
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CHAPTER 4: RAPID QUANTIFICATION OF PROTEIN-LIGAND BINDING VIA 19F 
NMR LINESHAPE ANALYSIS 
 




Fluorine labeling of proteins is an increasingly attractive strategy for monitoring protein-
ligand and protein-protein interactions.1-3 Additionally, fluorinating pharmaceuticals has several 
positive effects, including enhanced binding and metabolic stability,4 and there are numerous 
fluorine compound- and fragment- libraries for drug discovery,5-7 It has also been suggested that 
the kinetics of drug-protein interactions are as important as KD or IC50 values when considering 
hit-to-lead optimization and designing an effective, bioavailable therapeutic.8-12 Here, we show 
how combining fluorine labeling of a protein,13 19F nuclear magnetic resonance spectroscopy 
(NMR), and lineshape analysis can provide quantitative, low-cost access to the kinetics and 
equilibrium thermodynamics of protein-peptide interactions.  
Advantages of 19F protein NMR include its low cost in terms of isotopes and 
spectrometer time. Additional advantages include the high sensitivity of 19F (83% that of 1H), its 
large chemical shift range, the 100% abundance of 19F, the near non-existence of background, 
the absence of water suppression, the minimal pulse program, and the simplicity of spectra.14 
These advantages have led to the increased use of protein- and ligand-observed 19F NMR for 
screening of compound and fragment libraries for drug discovery.1-2, 15-20 The method used here, 
19F NMR lineshape analysis, provides both affinities (KD) and rate constants (𝑘𝑘𝑜𝑜𝑜𝑜 and 𝑘𝑘𝑜𝑜𝑜𝑜𝑜𝑜). 




complexes, which are characteristics of many biologically-relevant interactions and initial hits in 
drug screens. 
NMR is a particularly useful tool for characterizing systems undergoing chemical 
exchange and a variety of experiments are available for investigating a range of binding 
affinities and kinetics.21-22 The experiment of choice depends on the exchange rate (𝑘𝑘𝑒𝑒𝑒𝑒) of the 
process, which for a simple two-state protein (P) ligand (L) binding interaction, is dictated by the 
equilibrium:  
 [𝑃𝑃]𝑜𝑜𝑟𝑟𝑒𝑒𝑒𝑒 + [𝐿𝐿]𝑜𝑜𝑟𝑟𝑒𝑒𝑒𝑒  ⇌ [𝑃𝑃𝐿𝐿]𝑓𝑓𝑜𝑜𝑚𝑚𝑝𝑝𝑙𝑙𝑒𝑒𝑒𝑒    (4.1) 
For which 𝑘𝑘𝑒𝑒𝑒𝑒 is defined as: 
 𝑘𝑘𝑒𝑒𝑒𝑒 = 𝑘𝑘𝑜𝑜𝑜𝑜[𝐿𝐿]𝑜𝑜𝑟𝑟𝑒𝑒𝑒𝑒 + 𝑘𝑘𝑜𝑜𝑜𝑜𝑜𝑜 (4.2) 
𝑘𝑘𝑜𝑜𝑜𝑜 is the association rate constant, 𝑘𝑘𝑜𝑜𝑜𝑜𝑜𝑜 is the dissociation rate constant and 𝑘𝑘𝑜𝑜𝑜𝑜𝑜𝑜/𝑘𝑘𝑜𝑜𝑜𝑜 equals 
the dissociation constant, KD. 
 The time scale of the process is key to selecting the NMR method and depends on the 
relationship between 𝑘𝑘𝑒𝑒𝑒𝑒 and the difference in chemical shift between the two states (Δ𝜔𝜔). The 
fast- and slow- timescales apply when 𝑘𝑘𝑒𝑒𝑒𝑒 ≫ Δ𝜔𝜔 and 𝑘𝑘𝑒𝑒𝑒𝑒 ≪ Δ𝜔𝜔, respectively. The intermediate 
NMR time scale applies when kex is on the same order of magnitude as Δ𝜔𝜔 between the free- 
and bound- states (𝑘𝑘𝑒𝑒𝑒𝑒~Δ𝜔𝜔). Typical chemical shift differences for many protein interactions, 
including the one studied here, correspond to frequencies of 100-1000 s-1, making them 
amenable to study by lineshape analysis.  
 Lineshape analysis is useful for characterizing such processes where 𝑘𝑘𝑒𝑒𝑒𝑒 is 
approximately 0.01 ms to 100 ms where a combination of differences in chemical shift and line 
broadening are observed as a function of ligand concentration. The analysis23-29 involves the 
simultaneous fitting of parameters that describe the resonances of the free and bound states, 
including the chemical shifts, the transverse relaxation rates (R2), the population of each state, 




 Interactions between SH3 domains and proline-rich regions typically fall within the ms 
timescale necessary for lineshape analysis, are prominent in signal transduction, and are one of 
the most well-characterized classes of peptide recognition modules.30 We studied the 6.8 kDa 
N-terminal src homology 3 domain from Drosophila melanogaster, which we refer to as SH3. 
We introduced the stabilizing mutation T22G31-32 to eliminate complications of coupled folding 
and binding. Genetic and biochemical analysis of the Sevenless signaling pathway in 
Drosophila revealed four SH3 binding motifs within the Son of Sevenless protein (SOS).33-34 The 
sites lie within the disordered C-terminus of SOS and have the following sequences: 
EVSVPAPHLPKK, YRAVPPPLPPRR, QAPDAPTLPPRDG, and GELSPPPIPPRL, which we 
refer to as PepS1, PepS2, PepS3, and PepS4, respectively. To our knowledge, these are the 
first experiments that determine KD, kon, and koff for these SH3-peptide interactions from D. 
melanogaster. The SH3-Son of Sevenless interactions are key mediators in the Ras/MAPK 
signaling cascade that is essential for eukaryotic cell growth, differentiation, and apoptosis, and 
is often implicated in many cancers35 and other disorders.36 
MATERIALS AND METHODS 
Protein Expression and Purification 
A pET11d plasmid containing the gene for the T22G mutant31, 37 of drkN SH3 was 
transformed into BL21-Gold(DE3) cells by heat shock. A single colony was used to inoculate 5 
mL of Lenox Broth (10 g/L tryptone, 5 g/L yeast extract, 5 g/L NaCl) supplemented with 100 
µg/mL ampicillin. The culture was incubated with shaking at 37 °C. After 8 h, 200 µL was used 
to inoculate 200 mL of supplemented M9 minimal media (50 mM Na2HPO4, 20 mM KH2PO4, 9 
mM NaCl, 4 g/L glucose, 1 g/L NH4Cl, 0.1 mM CaCl2, 2 mM MgSO4, 10 mg/L biotin, 10 mg/L 
thiamine, and 100 mg/L ampicillin; isotopically-enriched protein was made using 15NH4Cl). This 
culture was shaken at 37 °C for 16 h. One-hundred mL was then used to inoculate 900 mL of 
supplemented M9 minimal media. The culture was shaken at 37 °C. To optimize labeling, 1 g 




when the optical density at 600 nm (OD600) reached 0.6. The cultures were shaken for 30 min 
then induced with isopropyl β-D-1-thiogalactopyranoside (IPTG) at a final concentration of 1 
mM. Protein was expressed at 37 °C for 2.5 h or at 20 °C for 12 h.  
SH3 T22G was purified as described.37 After dialysis, the protein concentration was 
determined by absorbance at 280 nm (ε = 8400 M-1•cm-1),38 aliquoted, flash frozen, and 
lyophilized for 12 h. The protein concentration was verified using 19F NMR and a set of 5-
fluoroindole standards.39 Each batch of protein was subjected to electrospray ionization mass 
spectrometry on a ThermoScientific Q Exactive HF-X to assess purity and fluorine incorporation 
(observed 6833.3 Da, expected 6833.6 Da).2, 40 
Peptide Ligands 
The 12-residue peptides [EVSVPAPHLPKK (PepS1), YRAVPPPLPPRR (PepS2), 
QAPDAPTLPPRD (PepS3), and GELSPPPIPPRL (PepS4)], were purchased from GenScript, 
where they were HPLC purified to >98%. The net peptide content was determined by GenScript 
via elemental nitrogen analysis. We dissolved the peptides in 17 MΩ•cm H2O, and lyophilized 
the aliquots for 12 h.  
Nuclear Magnetic Resonance Spectroscopy (NMR) 
Experiments were conducted on a Bruker Avance III HD spectrometer equipped with a 
QCI cryogenic probe operating at a Larmor frequency of 470 MHz for 19F, 500 MHz for 1H, and 
50 MHz for 15N. 1D 19F experiments were acquired with a total relaxation delay of 5 s, a sweep 
width of 30 ppm, and a transmitter frequency offset of -130 ppm. 2D 1H-15N heteronuclear single 
quantum coherence (HSQC) spectra were acquired using a Bruker library pulse sequence. 
Sweep widths of 45 ppm in F1 and 16 ppm in F2 were used with transmitter frequency offsets of 
115 ppm and 4.7 ppm for 15N and 1H, respectively. A total of 128 and 2048 points were acquired 
in t1 and t2, respectively. Eight transients were acquired per increment.  
Data were acquired in 50 mM Hepes/bis-tris propane/sodium acetate buffer (pH 7.4) 




(DSS) for chemical-shift referencing. For titrations, a stock solution of SH3 T22G was prepared 
in the buffer above. One-dimensional (1D) 19F and/or two-dimensional (2D) 1H-15N HSQC 
spectra were first collected on protein in buffer. The stock solution of SH3 T22G was then used 
to solubilize the lyophilized peptide. The remaining titration samples were made by diluting each 
previous sample with the SH3 stock. PepS2 and PepS4 concentrations of 0, 29, 73, 145, 218, 
290, 435, 580, 870, 1160, and 1450 µM were used. The concentrations were doubled for PepS3 
and increased six-fold for the single titration of PepS1. A 1H-15N HSQC spectrum and/or a 19F 
spectrum was acquired at each peptide concentration. For every sample, a 1D 1H experiment 
with excitation sculpting for solvent suppression was acquired to enable chemical shift 
referencing to DSS. 
Thirty mole equivalents of PepS2, PepS3, and PepS4, and 60 mole equivalents of 
PepS1, were used to obtain 1H and 15N chemical shifts of bound SH3 T22G. 
NMR Data Processing and Analysis 
Data were processed using nmrPipe. Spectra were either directly (1H) or indirectly (15N, 
19F) referenced to DSS.41-42 19F spectra were processed with a 5 Hz exponential line broadening 
function. HSQC spectra were processed with a 4.0 Hz and 8.0 Hz exponential line broadening 
function in the direct and indirect dimensions, respectively. Crosspeak assignments are based 
on BMRB entry 5923.31 
 Amide proton temperature coefficients [Δ𝛿𝛿(1𝐻𝐻𝐻𝐻)/Δ𝑇𝑇], in ppb/K, for SH3 T22G in the free 
and peptide-bound states were determined from the slope of amide proton chemical shift versus 
temperature plots for each residue. Uncertainties were determined from the 95% confidence 
interval of the linear regression. When calculating differences in temperature coefficients 




), the uncertainty was determined by error 




 2D lineshape analysis with 1H-15N HSQC spectra was performed with the TITAN 
application in MATLAB29 using the solution to the Bloch-McConnell equations for two-state 
binding. At least eight SH3 T22G crosspeaks were used for analysis and determination of 
binding parameters. The residues were selected based on composite chemical shift 
perturbations44 (CSPs). Residues with CSPs greater than the average for peptide binding to 
SH3 and those with minimal peak overlap were chosen for analysis (Fig. 4.2). The chemical 
shifts and linewidths of unbound SH3 were fit using the first spectrum only (SH3 alone). Other 
chemical shifts and binding parameters were determined using the entire dataset.  
1D 19F lineshape analysis was performed using MATLAB and the solution to the Bloch-
McConnell equations for two-state binding (Appendices 4.1, 4.2, and 4.3).45-46 The nmrPipe 
processed spectra were converted to text files, which were used as input for the MATLAB script 
(Appendix 4.1). Nonlinear least squares fitting was used to obtain simulated lineshapes 
(Appendix 4.3) based on initial input parameters and the solution to the Bloch-McConnell 
equations for two-state binding (Appendix 4.2) until a minimum in the sum of squares was 
reached. Initial input parameters included the chemical shift (δ) of the free and bound state, the 
transverse relaxation rate (R2) of the free and bound state, the dissociation constant (KD), and 
the dissociation rate constant (koff). For 1D and 2D lineshape analysis, errors in the individual 
fitted parameters are less than the error from replication.  
RESULTS 
Effect of 19F labeling on SH3 structure 
We incorporated fluorine at carbon 5 of W36, the sole tryptophan in SH3, which is 
located within the binding interface, by expressing the protein in Escherichia coli in the presence 
of 5-fluoroindole.13 Although the atomic radii of hydrogen and fluorine are similar, 1.10 Å and 
1.47 Å, respectively,47 fluorine is more electronegative (2.1 and 4.0, respectively),48-49 which 
could affect structure. To assess the effect of fluorine labeling on SH3, we compared 1H-15N 




shows minimal changes, except for a few crosspeaks. To quantify the changes, we calculated 
the composite chemical shift perturbations44 (CSPs, Table S4.1, Fig. S4.1B):  
 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 𝐶𝐶𝑆𝑆𝑃𝑃 =  �(𝛿𝛿19𝐹𝐹𝐻𝐻𝐻𝐻 − 𝛿𝛿𝑜𝑜𝑜𝑜 19𝐹𝐹𝐻𝐻𝐻𝐻  )2 + ((0.154)(𝛿𝛿19𝐹𝐹𝐻𝐻 − 𝛿𝛿𝑜𝑜𝑜𝑜 19𝐹𝐹𝐻𝐻 ))2 (4.3) 
Three residues, L17, S18, and I48, show values greater than two standard deviations above the 
mean. Analysis of the structure (PDB: 2A37) shows that the backbone nitrogen atoms of these 
residues are close to the W36 sidechain (7.7 Å for L17, 9.0 Å for S18, and 4.8 Å for I48). 
 We then measured the amide proton temperature coefficients, Δ𝛿𝛿(1𝐻𝐻𝐻𝐻)/Δ𝑇𝑇, which 
provide information about local thermally-induced melting, affording insight into the probability 
that a particular residue participates in an intramolecular hydrogen bond.50-51 Inspection of the 
data (Fig. S4.1C) shows that the coefficients are the same for SH3 T22G with 5-
fluorotryptophan or tryptophan at position 36. This observation indicates that the fluorine atom 
minimally perturbs the structure of SH3, suggesting the 19F-labeled protein will yield valid 
information about the unlabeled protein. The temperature coefficients also match those for 
folded, wild-type SH3.52 These results provide a strong structural basis for interpreting van’t Hoff 
and Eyring data from the labeled protein in terms of unmodified SH3.  
Specific binding of SOS peptides 
Although the SH3 binding sites within SOS were identified over 25 years ago through 
peptide competition assays,33-34 there have been no additional biophysical studies to 
characterize the interactions between this SH3 domain and the four proline-rich peptides. 
Therefore, we confirmed the specificity of these interactions at the residue level. CSPs for 
binding of all four peptides show similar patterns (Fig. 4.1A, Tables S4.2-S4.5). In agreement 
with studies of other SH3-peptide interactions,53-56 larger CSPs occur in the loops, specifically 





Figure 4.1. SH3 T22G specifically binds the four SOS peptides. A. Chemical shift perturbations of 
SH3 T22G upon PepS1 binding at 5 °C, and PepS2, PepS3, and PepS4 at 45 °C. PepS1 is reported at 5 
°C because binding is weak at 45 °C. The secondary structure is annotated at the top of the panel. 
Composite chemical shift perturbations were determined using the equation: 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 𝐶𝐶𝑆𝑆𝑃𝑃 =
�(𝛿𝛿𝐵𝐵𝑜𝑜𝑝𝑝𝑜𝑜𝑐𝑐𝐻𝐻𝐻𝐻 − 𝛿𝛿𝐹𝐹𝑟𝑟𝑒𝑒𝑒𝑒𝐻𝐻𝐻𝐻 )2 + ((0.154)(𝛿𝛿𝐵𝐵𝑜𝑜𝑝𝑝𝑜𝑜𝑐𝑐𝐻𝐻 − 𝛿𝛿𝐹𝐹𝑟𝑟𝑒𝑒𝑒𝑒𝐻𝐻 ))2. Perturbations are mapped on the computationally 
determined peptide-docked structures for PepS1 (B), PepS2 (C), PepS3 (D), and PepS4 (E). Structures 
were derived using the CABS-Dock server.57-59 N- and C-termini are labeled in panel B. Gray residues 
indicate regions where changes are less than the average CSP or for which no data are available. 
Colored residues indicate CSPs greater than the average. Color intensity increases with increasing CSP. 
See Figs. S4.2-S4.6 and Tables S4.2-S4.5 for details.  
 
Models for the complexes (Fig. 4.1B-E) were produced using the CABS-Dock web 
server.57, 59 First, ten docked structures for each peptide-SH3 complex were generated along 
with a contact map highlighting the interface residues between the peptide and SH3. The choice 
of a final structure was based on the following criteria: correct binding site,53-54 correct peptide 
orientation in the binding site,60-62 and contact map information. The residues for which the CSP 
is greater than the average for all SH3 residues in a particular complex are colored in the 
docked structures (Fig. 4.1B-E and S4.3-6). The models in which the contact map most 




docked structures. Taken together, the data and computationally docked structures indicate that 
the peptides bind the same site on SH3, and the site is maintained in the labeled protein. 
Effect of 19F labeling on peptide bound SH3  
To assess the effect of labeling on the SH3-peptide interactions, we examined CSPs 
between the free and bound state for labeled and unlabeled SH3, the temperature-dependence 
of the CSPs, and Δ𝛿𝛿(1𝐻𝐻𝐻𝐻)/Δ𝑇𝑇 in the peptide bound states. We confirmed that labeling minimally 
perturbs the bound state structure by assessing the CSPs caused by peptide binding with and 
without 5-fluorotryptophan (Fig. S4.2). The trends are similar for all peptides in the bound state 
with and without 5-fluorotryptophan. The similarity holds from 5 °C to 45 °C (Table S4.2-S4.5), 
suggesting the absence of labeling-induced structural changes in the bound state at any of the 
temperatures.  
To corroborate these results, we assessed Δ𝛿𝛿(1𝐻𝐻𝐻𝐻)/Δ𝑇𝑇 for the peptide-bound states. 
Similar to our analysis of the free state, we compared amide temperature coefficients for the 
PepS2-, PepS3-, and PepS4- bound states with and without labeling (Fig. S4.7). The 
temperature coefficients are nearly identical for the bound state of SH3 with and without 
fluorine, suggesting that fluorine incorporation minimally perturbs the bound structure. 
Δ𝛿𝛿(1𝐻𝐻𝐻𝐻)/Δ𝑇𝑇 values for PepS1-bound SH3 were not obtained because dissociation was 
apparent at higher temperatures even with 60 mole equivalents of peptide. 
 Finally, to assess structural changes upon complexation, we plotted the difference in 










The results for PepS4-bound SH3 are shown in Fig. 4.2. The black bars are similar to the red 
bars indicating a minimal difference between binding with and without 5-fluorotryptophan. 
Several residues have differences in temperature coefficients that are larger in magnitude than 




dynamic, or within the binding interface, indicative of binding-induced structural change. These 
results allow us to interpret temperature-dependent binding parameters with the assumption that 
temperature is minimally perturbing to free- and bound- state structures. We obtained similar 
results for the PepS2- and PepS3- bound states (Fig. S4.7). Others report similar trends for a 
different SH3-peptide interaction.63 We conclude that the temperatures used here minimally 
perturb the structure of free- and bound- SH3, which simplifies interpretation of the temperature-
dependence of peptide binding presented later.  
 
Figure 4.2. Difference in 𝚫𝚫𝜹𝜹(1𝑯𝑯𝑯𝑯)/𝚫𝚫𝑻𝑻 for the free- and PepS4-bound state of SH3 with fluorine (red) 
and without fluorine (black). No bar indicates no data. W36 is starred because Δ𝛿𝛿(1𝐻𝐻𝐻𝐻)/Δ𝑇𝑇 is positive 
in the bound state. Uncertainties were determined by error propagation of the 95% confidence intervals of 
the slopes from 𝛥𝛥𝛿𝛿/𝛥𝛥𝑇𝑇(𝑓𝑓𝑜𝑜𝑚𝑚𝑝𝑝𝑙𝑙𝑒𝑒𝑒𝑒) and 𝛥𝛥𝛿𝛿/𝛥𝛥𝑇𝑇(𝑜𝑜𝑟𝑟𝑒𝑒𝑒𝑒). 
 
 We observed positive Δ𝛿𝛿(1𝐻𝐻𝐻𝐻)/Δ𝑇𝑇 values for W36 in the PepS2-bound state with and 
without 5-fluorotryptophan and the PepS4 bound state without 5-fluorotryptophan. Δ𝛿𝛿(1𝐻𝐻𝐻𝐻)/Δ𝑇𝑇 
values are rarely positive, but a few examples have been reported.50 First, we discuss the 
physical basis of negative temperature coefficients. Thermal motion increases with temperature, 
and, therefore, so do hydrogen bond lengths. An increase in bond length reduces the 
deshielding induced by the acceptor hydrogen, increasing upfield shifts, which yields negative 
values of Δ𝛿𝛿(1𝐻𝐻𝐻𝐻)/Δ𝑇𝑇. One explanation for positive Δ𝛿𝛿(1𝐻𝐻𝐻𝐻)/Δ𝑇𝑇 values is the presence of a 
ring current effect.50, 64 For W36, this situation probably arises from the proximity of aromatic 




interaction discusses the ring current effects arising from these residues.65 Binding probably 
induces a small conformational change in and around the aromatic residues, causing the amide 
proton of W36 to be more shielded, resulting in a positive value for the PepS2- and PepS4- 
bound states. The observation that Δ𝛿𝛿(1𝐻𝐻𝐻𝐻)/Δ𝑇𝑇 values are negative for the PepS3 bound states 
suggests subtle structural differences between the binding of PepS3 versus PepS2 and PepS4.  
Lineshape analysis using 1D 19F and 2D 1H-15N NMR data provide equivalent binding 
parameters 
 
NMR is often employed to monitor protein interactions because it provides residue-
specific information with no structural perturbation. Such experiments typically use two 
dimensional (2D) 1H-15N HSQC spectra where plots of chemical shift versus ligand 
concentration are analyzed to yield KD.21, 67 The method works well if 𝑘𝑘𝑒𝑒𝑒𝑒 ≫ Δ𝜔𝜔. Many 
interactions, including signaling interactions like the one studied here, however, occur on a ms 
timescale where neither chemical shifts, nor peak intensities are linearly related to binding. 
Lineshape analysis23-29 enables proper fitting of such data. We applied lineshape analysis to 






Figure 4.3. 1H-15N HSQC spectra for binding of SOS PepS1 at 5 °C(A), and PepS2 (B), PepS3 (C), 
and PepS4 (D) at 45 °C to 5-fluorotryptophan labeled, 15N-enriched SH3 at a field strength of 11.7 
T. Each spectrum was acquired with the same number of scans (8) and the concentration of SH3 was 
constant. Color intensity increases with increasing peptide concentration. Maximum peptide 
concentrations were 1.4 mM for PepS2 and PepS4, 2.9 mM for PepS3, and 8.7 mM for PepS1. Labels 
indicate residues used in 2D lineshape analysis with TITAN. Inset in panel D is a zoomed in region 
showing the S50 crosspeak. 
Analysis of 2D spectra is valuable because it provides residue-specific information (Fig. 
4.3) that identifies binding sites within a protein. Labeled residues in Fig. 4.3 indicate the 
crosspeaks utilized in 2D analysis to obtain KD, kon, and koff. TITAN software simulates complete 
2D spectra to fit multiple parameters, including the chemical shifts and linewidths of free and 
bound states for each residue, along with the global parameters KD, kon, and koff. Iterative fitting 
provides robust and rigorous analysis.29 One dimensional (1D) lineshape analysis has been 
used for several decades23 to characterize titrations, typically by extracting 1H, 15N, or 13C data 




4.4, where the fitted spectra (colored) are overlaid on the raw spectra (gray). Although nearly all 
residue specific information is lost using 19F analysis, we show that it is an efficient and quick 
method for monitoring interaction kinetics. 
 The effect of fluorine labeling on PepS2 binding was assessed from HSQC titration 
experiments using SH3 with and without 5-fluorotryptophan. For bimolecular interactions, 
association is dictated largely by diffusion and the geometric constraints of the binding site.71 
Changing a hydrogen to a fluorine is not expected to affect diffusion because it adds only 18 
mass units. Values of Kd, kon, and koff for binding without fluorine are 70 µM, 1.2 x 108 M-1 s-1, 
and 0.8 x 104 s-1 (Table 4.1). Values for the fluorine labeled protein are 150 µM, 1.5 x 108 M-1 s-
1, and 2.2 x 104 s-1 (Table 4.1). These data show that replacing tryptophan with 5-
fluorotryptophan at a residue in the binding interface changes the affinity but has little effect on 
the association rate constant. The increased KD upon incorporation of fluorine is due to an 






Figure 4.4. 19F NMR lineshape analysis for binding of SOS PepS1 at 5 °C (A), and PepS2 (B), PepS3 
(C), and PepS4 (D) at 45 °C to 5-fluorotryptophan labeled SH3 T22G. Raw spectra are shown in gray 
and were acquired at a field strength of 11.7 T. Simulated spectra are overlaid in color. Color intensity 
increases with increasing peptide concentration. The upfield resonance is from unbound SH3 T22G. 
Maximum peptide concentrations were 1.4 mM for PepS2 and PepS4, 2.9 mM for PepS3, and 8.7 mM for 
PepS1. 
 
We then compared the results from 1D (Fig. 4.4B) and 2D (Fig. 4.3B) lineshape analysis 
of PepS2 binding to fluorine labeled SH3. The parameters are nearly identical (Table 4.1), 
proving that 19F lineshape analysis (Fig. 4.4) provides reliable data with significant time saving: it 





 The KD values from 1D and 2D lineshape analysis are equivalent for PepS1, PepS3, and 
PepS4, but there are differences in rate constants (Table 4.1). Most of the data are from 
triplicate analyses, but for the weakest binder, PepS1, measurements were performed only 
once because of the high concentration of peptide required (8.7 mM). PepS3 also binds weakly, 
particularly at 45 °C (1.2 mM KD). Although KD values agree, the rate constants differ. This 
difference could arise because 2D fitting uses more data. A similar trend is observed for PepS4. 
The rate constants are more similar for PepS4 at 25 °C than at 45 °C. An explanation for this 
observation is that at 45 °C, the interaction approaches the fast exchange regime, making it 
difficult to extract kinetic information because line broadening is less pronounced.  
Table 4.1. Equilibrium- and rate-constants from lineshape analysis. 
  1D, 19F  2D, 1H-15N HSQC 
Peptide Temperature (°C) KD (µM) 
kon  
(108 M-1 s-1) 
koff  
(104 s-1) KD (µM) 
kon  
(108 M-1 s-1) 
koff  
(104 s-1) 
PepS1a 5 1100 0.18 1.9 1100 0.30 3.4 
PepS2 45 150 ± 10 1.5 ± 0.1 2.2 ± 0.1 150 ± 10 1.5 ± 0.3 2.2 ± 0.8 
PepS2b 45 --- --- --- 70 ± 10 1.2 ± 0.3  0.8 ± 0.2  
PepS3 45 1200 ± 100 0.5 ± 0.2 6 ± 3 1200 ± 100 0.081 ± 0.005 1.0 ± 0.1 
PepS4 25 60 ± 10 0.6 ± 0.1 0.29 ± 0.02 60 ± 10 0.37 ± 0.08 0.19 ± 0.01 
PepS4 45 210 ± 30 1.1 ± 0.1 2.3 ± 0.3 230 ± 20 0.46 ± 0.04 1.1 ± 0.1 
aUncertainty not reported because measurement was made once 
bNon-fluorine labeled SH3 T22G 
 
 In summary, kinetic parameters from 1D analysis are similar to those from 2D analysis. 
Importantly, we were able to quantify a KD for all four peptides. Earlier attempts to quantify an 
IC50 for the interaction between SH3 showed no inhibition for PepS3,34 and the investigators did 
not attempt to quantify PepS1 binding. Our results demonstrate the benefit of using NMR to 
quantify weak protein-protein interactions.72-74 
Temperature-dependence of binding 
To demonstrate the feasibility of using 1D 19F NMR lineshape analysis to completely 
characterize binding, we conducted van’t Hoff and Eyring analyses on formation of the SH3-




the effect of temperature on KD. The dissociation constant increases with temperature as shown 
by the positive slope of the van’t Hoff plot (Fig. 4.5). These data provide access to Δ𝐻𝐻°′and Δ𝑆𝑆°′. 
At 298 K, binding is accompanied by a favorable enthalpy change which is partially offset by an 
unfavorable entropy change, consistent with other results.75 
Table 4.2. Temperature-dependence of rate constants and free energies for SH3 T22G-
PepS4 binding from 19F lineshape analysis. 
 
Temperature 
(°C) KD (µM) ΔGD









5 20 ± 10 6.2 ± 0.2 0.20 ± 0.06 7.0 ± 0.1 0.20 ± 0.07 13.1 ± 0.1 
15 40 ± 10 6.0 ± 0.3 0.4 ± 0.2 7.0 ± 0.3 0.9 ± 0.1 13.0 ± 0.1 
25 60 ± 10 5.8 ± 0.1 0.6 ± 0.1 7.0 ± 0.1 2.9 ± 0.2 12.7 ± 0.1 
35 110 ± 10 5.6 ± 0.1 0.57 ± 0.08 7.1 ± 0.1 5.8 ± 0.3 12.8 ± 0.1 
45 210 ± 30 5.4 ± 0.1 1.1 ± 0.1 7.0 ± 0.1 23 ± 3 12.3 ± 0.1 
  
 The temperature-dependence of kon and koff were analyzed using a linear Eyring 
analysis,76-79 because the plots show no curvature (Fig. 4.5). Both kon and koff values increase 
with temperature (Table 4.2). Activation enthalpies and entropies were determined from the 
slope and y-intercept, which are equal to −Δ𝐻𝐻°′‡/𝑅𝑅 and Δ𝑆𝑆°′‡/𝑅𝑅, respectively (Fig. 4.5). For 
association, we obtained an activation enthalpy of association (𝛥𝛥𝐻𝐻𝐴𝐴
°′‡) of 7 ± 3 kcal/mol and an 
entropic component of (𝑇𝑇Δ𝑆𝑆𝐴𝐴°
′‡) of 0 ± 3 kcal/mol at 298 K, indicating an enthalpic barrier to 
association with minimal or no entropic contribution. Dissociation rate constants are more 
sensitive to temperature than kon (Fig. 4.5). An activation enthalpy of dissociation (𝛥𝛥𝐻𝐻𝐷𝐷
°′‡) of 18 ± 
2 kcal/mol and an entropic component (𝑇𝑇Δ𝑆𝑆𝐷𝐷°
′‡) of 5 ± 2 kcal/mol at 298 K were determined. The 






Figure 4.5. Van’t Hoff and Eyring analysis for binding of SH3 to PepS4. Van’t Hoff- (top) and Eyring- 
plots for association (middle), and dissociation (bottom). Lines represent linear least-squares fits. Error 
bars represent standard errors of the mean from at least triplicate measurements. Uncertainties in 
enthalpy and entropy determined from 95% confidence interval of the linear fit to all data points. 
 
 The kinetic and equilibrium results from 1D 19F lineshape analysis are consistent with 
other reports on SH3-peptide interactions.63, 80-82 The kinetic investigations63, 82 found that 
dissociation was more sensitive to temperature change than association and the signs of the 
energetic terms were the same. Importantly, other reports used alternative techniques including: 
ITC,81-82 fluorescence spectroscopy,63, 80 ZZ-exchange NMR,82 and CPMG relaxation dispersion 
NMR.63, 82 The broad agreement of our data with those obtained with other biophysical 
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Knowledge of the equilibrium thermodynamics and kinetics of protein association is 
critical for illuminating fundamental aspects of biology. Our analysis of the SH3-peptide 
interaction as a function of temperature using 19F NMR lineshape analysis captures a complete 
picture of the energetics in buffer. The free energies of dissociation (Δ𝐺𝐺𝐷𝐷°
′) are positive and 
decrease with increasing temperature, which is typical for SH3-peptide interactions.75 Dissecting 
the free energy change into its components shows that association is enthalpically dominated, 
which is also characteristic of these types of interactions.75, 83 This favorable enthalpy change 
likely arises from binding-induced changes in hydrophobic and electrostatic interactions, which 
are known to drive this type of interaction.81-82, 84 The source of the entropic penalty is debated. It 
could arise from several factors,75 including a loss in peptide motion upon binding,85-87 reduced 
SH3 loop86, 88-89 or backbone90-91 dynamics,86, 88 and changes in water-mediated hydrogen 
bonding.92-94 
 Eyring analysis demonstrates an enthalpic barrier to association and dissociation 
accompanied by a small to slightly favorable entropy change for association and dissociation. 
The enthalpic barrier to association, which is consistent with other diffusion-limited, two-state 
binding interactions,95-96 and the Stokes-Einstein relationship,97-98 is likely associated with the 
temperature-dependence of solvent viscosity.95, 99-100 The magnitude of 𝛥𝛥𝐻𝐻𝐷𝐷
°′‡ demonstrates a 
large barrier to dissociation likely due to breaking of inter- and intra- molecular interactions that 
facilitate complex stability, including hydrophobic, electrostatic, and hydrogen-bonding 
interactions. The favorable 𝑇𝑇Δ𝑆𝑆𝐷𝐷°
′‡ is likely driven by the increase in conformational freedom of 
the protein and peptide upon dissociation. The signs and magnitudes of all kinetic and 
equilibrium thermodynamic parameters agree with other studies of SH3 interactions with 




The ability of NMR lineshape analysis to measure the transient kinetics of protein-
peptide systems at equilibrium provides an advantage over techniques such as surface plasmon 
resonance or stopped-flow fluorescence, in which binding is observed within a flowing solution 
or upon mixing. Our results complement other studies,22, 63, 82 which, taken together, highlight 
the advantage of using NMR to measure the energetics of protein interactions at equilibrium.  
The combination of van’t Hoff and Eyring analyses of the SH3-PepS4 interaction provide 
insight into the transition state via linear free energy analysis,101-103 which sheds light on the 
similarity of the transition state to the end states. A plot of Δ𝐺𝐺𝐷𝐷°
′‡ against Δ𝐺𝐺𝐷𝐷°
′ for the interaction of 
SH3 with PepS4 (Table 4.2, Fig. S4.8), is linear with a slope, (the so-called Leffler value,101-102 
α) of 0.96, but a plot of Δ𝐺𝐺𝐴𝐴°
′‡ against Δ𝐺𝐺𝐷𝐷°
′  has a slope of -0.04. Parsimonious interpretation 
suggests that the transition state is similar to the free state,101 in agreement with conclusions 
from molecular dynamics simulations104-105 in which a “fuzzy” encounter complex was observed.  
Applications and advantages of 19F lineshape analysis 
We anticipate that 19F NMR lineshape analysis will have applications beyond those 
examined here because weak protein-protein interactions are prominent in biology and their 
energetics are the subject of drug screening and development. First, we discuss the insights 
from and the advantages of using 19F NMR lineshape analysis to study SH3-peptide 
interactions, then we discuss the characteristics that make it an effective tool for other systems.  
We quantified KD, kon, and koff for all four SH3-SOS peptide interactions from D. 
melanogaster. The results agree with preliminary studies that identified the binding motifs within 
SOS, determined IC50 values,34 and estimated a KD for PepS2.106 Combining our results with 
those from homologous systems,107 including those from humans83 and C. elegans86 provides 
insight into evolutionary similarities. McDonald and coworkers83 showed that human SOS 
peptides bind the N-terminal SH3 domain with similar KD values in the low µM range. Here, 




interactions between the disordered region of SOS (which contains the proline-rich peptide 
sequences) and the functionally homologous adapter proteins107 (drk in D. melanogaster and 
grb2 in H. sapiens) are multivalent and allosteric,108-111 yet their proline-rich regions are 
divergent. The data presented here and elsewhere83 highlight the energetic differences between 
homologs, and provide the information that will be required to understand the source of 
specificity in protein-protein interactions. 
 We have shown that 19F NMR lineshape analysis is a rapid and efficient way to quantify 
four specific SH3-peptide interactions, but there remains a multitude of similar interactions about 
which nothing is known. There are over 300 human SH3 domains30 that are responsible for a 
myriad of cellular functions. Additionally, proline-rich regions occur in both prokaryotes and 
eukaryotes112 and are the most abundant protein sequence pattern in Drosophila.113 The binding 
of proline-rich regions often involves multiple aromatic residues within SH3; therefore, 
inexpensive and simple 19F labeling of tryptophan via fluoroindole,13 as well as labeling with 
fluorophenylalanine and fluorotyrosine will be generally useful.1-2, 13 A thorough energetic 
analysis will complement structural studies,30 provide insight into the mechanisms that drive 
signaling, and elucidate the sources of binding specificity. 19F NMR lineshape analysis is also 
useful for comparing ligands. For instance, the four peptides studied here bind the same site 
(Fig. 4.1), yet the change in 19F chemical shift between the free and bound states is unique for 
each peptide (Fig. 4.2). 
Weak protein-protein interactions involving globular proteins, peptides and intrinsically 
disordered proteins or regions, are essential to biological function and dominate cellular 
signaling.72-73 The rapid association and dissociation of weak interactions, combined with their 
highly specific nature provide tight environmental control that can be manipulated by 
therapeutics, and therefore, is of key interest to the pharmaceutical industry. Importantly, weak 
interactions such as these often occur on the ms timescale. Such systems are ideally suited for 




lineshape analysis, varying the field or temperature may enable its use. Furthermore, there are 
many additional NMR-based tools to monitor systems with exchange rates on other 
timescales.22 
In addition to understanding biologically-relevant and weak protein-protein interactions, 
19F lineshape analysis complements other methods for drug screening, discovery, and 
development,1-2, 15-20 particularly because many initial hits are weak and often accompanied by 
transient kinetics. In the service of drug and fragment screening, 19F lineshape analysis enables 
facile acquisition of quantitative data from simple spectra of labeled proteins or ligands. This 
simplicity eliminates lengthy experiments and complicated analyses associated with methods 
requiring extensive residue-level assignments. A particular advantage for hit-to-lead 
optimization can come from combining lineshape analysis with high-throughput screening of 
fluorine-labeled proteins1-3 or ligands.5, 7, 12 
Nevertheless, there are some limitations. NMR requires larger amounts of target protein 
compared to methods such as surface plasmon resonance or plate-based assays. NMR is also 
limited by the size of the protein or complex. Yet recent advances have increased the upper 
limit,114 and even for large proteins, hit identification is possible with ligand-observed methods 
where ligand signals disappear or broaden upon binding to a large, NMR-invisible protein. 
Despite these limitations, we anticipate that 19F NMR lineshape analysis will be complementary 
to other drug discovery methods. 
In summary, we thoroughly characterized the effects of 19F incorporation on SH3 
structure in the free and bound states. Incorporation caused minimal perturbation. Most 
importantly, we have shown that 19F NMR lineshape analysis is a robust method for quantifying 
SH3-peptide interaction energetics by demonstrating agreement with 2D lineshape analysis and 
with other studies of SH3-peptide interactions. We foresee 19F NMR lineshape analysis as a 
widely applicable method for studying weak protein interactions and as a valuable tool in the 






Figure S4.1. Effect of 19F labeling on SH3 T22G. A. 1H-15N HSQC spectrum of SH3 T22G (black) and 
SH3 T22G with 5-fluorotryptophan at position 36 (blue) at 45 °C. Residues with average chemical shift 
perturbations (CSPs) greater than the average CSP plus two standard deviations are highlighted on the 
spectra as well as the structure in the bottom right (PDB ID: 2A37). The fluorine atom on Trp36 is 
highlighted in red. B. Chemical shift perturbations (CSPs) caused by 19F labeling. Horizontal lines are 
given for the average CSP, the average CSP plus one standard deviation, and the average CSP plus 2 
standard deviations. C. Amide proton temperature coefficients for SH3 T22G (black bars) and 19F SH3 
T22G (blue bars). Uncertainties are reported as 95% confidence intervals of the slope from the linear fit of 






Figure S4.2. Chemical shift perturbations caused by peptide binding to SH3 T22G with and without 
fluorine labeling. Composite chemical shift perturbations at three temperatures caused by binding of 
peptides to SH3 T22G with fluorine (red bars) and without fluorine (black bars). Composite chemical shift 
perturbations were determined using the equation: 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 𝐶𝐶𝑆𝑆𝑃𝑃 =
�(𝛿𝛿𝐵𝐵𝑜𝑜𝑝𝑝𝑜𝑜𝑐𝑐𝐻𝐻𝐻𝐻 − 𝛿𝛿𝐹𝐹𝑟𝑟𝑒𝑒𝑒𝑒𝐻𝐻𝐻𝐻 )2 + ((0.154)(𝛿𝛿𝐵𝐵𝑜𝑜𝑝𝑝𝑜𝑜𝑐𝑐𝐻𝐻 − 𝛿𝛿𝐹𝐹𝑟𝑟𝑒𝑒𝑒𝑒𝐻𝐻 )2. No bar indicates no data. The peptide sequences are 
shown above each column.  The data in the first row were acquired at 5 °C, those in the middle row at 25 






Figure S4.3. Chemical shift perturbations caused by binding of PepS1 to SH3 T22G at 5 °C. Details 
are provided in the caption to Figure S2. Residues with CSPs greater than the average are colored and 






Figure S4.4. Chemical shift perturbations caused by binding of PepS2 to SH3 T22G at 45 °C. 
Details are provided in the caption to Figure S2. Residues with CSPs greater than the average are 








Figure S4.5. Chemical shift perturbations caused by binding of PepS3 to SH3 T22G at 45 °C. 
Details are provided in the caption to Figure S2. Residues with CSPs greater than the average are 






Figure S4.6. Chemical shift perturbations caused by binding of PepS4 to SH3 T22G at 45 °C. 
Details are provided in the caption to Figure S2. Residues with CSPs greater than the average are 
































































































































































































































































































































































































































Figure S4.8. Linear free energy relationship between equilibrium free energy (𝚫𝚫𝑮𝑮𝑫𝑫°
′) and activation 
free energy of the association (𝚫𝚫𝑮𝑮𝑨𝑨
°′‡, A) and activation free energy of dissociation (𝚫𝚫𝑮𝑮𝑫𝑫
°′‡, B). Lines 






Table S4.1. Residues perturbed by 19F labeling of SH3 T22G. 
 
 
Abbreviations: CSP, chemical shift perturbation; σ, standard deviation 
  
Temperature (°C) Average < CSP < Average + σ 
Average + σ < CSP 
< Average + 2σ Average + 2σ < CSP 
5 
H7, F9, S10, A11, 
N29, E31, Y37, R38, 
A39, G46, L47 
D8, S34 L17, S18, I48 
10 
H7, F9, S10, A11, 
N29, E31, S34, Y37, 
R38, A39, G46, L47 
D8 L17, S18, I48 
15 
H7, F9, S10, A11, 
N29, E31, S34, W36, 
Y37, R38, A39, E45, 
G46, L47 
D8 L17, S18, I48 
20 
H7, F9, S10, A11, 
K21, E31, S34, W36, 
Y37, R38, A39, E45, 
G46, L47 
D8 L17, S18, I48 
25 
H7, F9, S10, A11, 
E16, E31, S34, W36, 
Y37, R38, A39, G46, 
L47 
D8 L17, S18, I48 
30 
H7, F9, S10, A11, 
E31, S34, W36, Y37, 
R38, A39, G46, L47 
D8 L17, S18, I48 
35 
D8, F9, S10, A11, 
E31, D32, S34, W36, 
Y37, R38, A39, E45, 
G46 
 L17, S18, I48 
40 
D8, F9, S10, A11, 
E31, S34, W36, Y37, 
R38, A39, G46, L47 
 L17, S18, I48 
45 
D8, F9, S10, A11, 
E31, D32, S34, W36, 
Y37, R38, A39, E45, 
G46, L47 




Table S4.2. Residues perturbed by binding of PepS1 to SH3 T22G with and without 
fluorine.  
 
Abbreviations: CSP, chemical shift perturbation; σ, standard deviation 
  
 15N SH3 T22G  15N 19F SH3 T22G 
Temperature 
(°C) 
Average < CSP 
< Average + σ 
Average + σ < 
CSP < Average 
+ 2σ 
Average + 2σ < 
CSP 
Average < CSP 
< Average + σ 
Average + σ < 
CSP < Average 
+ 2σ 
Average + 2σ < 
CSP 
5 
H7, T12, A13, 
L17, S18, N29, 
D32, E45, G46, 
Y52, I53, K56 
D8, E16, M31, 
N35, W36, Y37, 
S50 
E31, S34 
A3, S10, T12, 
A13, L17, N29, 
W36, E45, G46, 
Y52, I53, D59 
H7, D8, E16, 
S18, E31, N35, 
K56 
S34, Y37, S50 
10 
H7, T12, A13, 
L17, S18, N29, 
D32, R38, E45, 
G46, Y52, I53, 
K56 
D8, E16, M30, 
E31, N35, W36, 
Y37, S50 
S34 
A3, T12, A13, 
L17, N29, M30, 
W36, R38, E45, 
G46, Y52, I53, 
D59 
H7, D8, E16, 
S18, E31, N35 
S34, Y37, S50, 
K56 
15 
H7, T12, A13, 
L17, S18, N29, 
D32, E45, G46, 
Y52, I53 
D8, E16, M30, 
E31, N35, W36, 
Y37, S50, K56 
S34 
A3, H7, T12, 
D14, L17, N29, 
M30, N35, E45, 
G46, L47, Y52, 
I53, D59 
D8, A13, E16, 




A3, H7, T12, 
A13, D14, L17, 
N29, D32, R38, 
E45, G46, Y52, 
I53, D59 
D8, E16, S18, 
M30, E31, W36, 
Y37, S50, K56 
S34 
A3, H7, D8, 
T12, D14, L17, 
N29, E45, G46, 
Y52, I53, D59 
A13, E16, S18, 
E31, S34, S50 Y37, K56 
25 
A3, T12, D14, 
D15, L17, N29, 
D32, R38, E45, 
G46, Y52, I53, 
D59 
D8, A13, E16, 
S18, M30, W36, 
Y37, S50 
S34 
A3, H7, D8, 
D14, L17, K26, 
N29, G46, Y52, 
I53, D59 
T12, A13, E16, 




A3, T12, D14, 
D15, L17, E45, 
G46, L47, Y52, 
I53, D59 
D8, A13, E16, 
S18, M30, E31, 
W36, Y37, S50 
S34 
A3, H7, D8, 
D14, E16, L17, 
K26, N29, E31, 
G46, Y52, I53 
T12, A13, S18, 




A3, T12, D14, 
D15, L17, E45, 
G46, L47, Y52, 
I53 
D8, A13, E16, 
S18, M30, E31, 
W36, Y37, S50, 
D59 
S34 
A32, H7, D8, 
E16, L17, S18, 
K26, N29, E31, 
G46, Y52, I53, 
M55 
A13, D14, S34, 
Y37, S50, D59 T12, K56 
40 
A3, T12, D14, 
D15, L17, W36, 
E45, G46, L47, 
Y52, I53, M55 
D8, A13, E16, 
S18, E31, Y37, 
S50, D59 
S34 
H7, D8, E16, 
L17, S18, K26, 
L28, E31, D32, 
S34, E40, G46, 
S50, Y52, M55 
A3, A13, D14, 
Y37, D59 T12 
45 
D8, D15, L17, 
K36, L28, W36, 
E45, G46, L47, 
Y52, I53, M55 
A3, T12, D14, 
E16, S18, E31, 
Y37, S50, D59 
S34 
H7, F9, L17, 
K26, L28, E31, 
D32, S34, E40, 
E45, G46, S50, 
M55 
A3, D14, Y37, 




Table S4.3. Residues perturbed by binding of PepS2 to SH3 T22G with and without 
fluorine.  
 
Abbreviations: CSP, chemical shift perturbation; σ, standard deviation 
 
  
 15N SH3 T22G  15N 19F SH3 T22G 
Temperature 
(°C) 
Average < CSP 
< Average + σ 
Average + σ < 
CSP < Average 
+ 2σ 
Average + 2σ < 
CSP 
Average < CSP 
< Average + σ 
Average + σ < 
CSP < Average 
+ 2σ 
Average + 2σ < 
CSP 
5 
A11, T12, A13, 
D14, N29, A39, 
G46, I53 
E16, S18, I24, 
E31, Y52 
L17, W36, Y37, 
S50 
A3, H7, A11, 
T12, LA7, K26, 
N29, D32, S34, 
N35, A39, L41, 
G46, Y52, I53 
E16, S18 E31, W36, Y37, S50 
10 
A11, T12, A13, 
D14, I24, N29, 
A39, G46, I53, 
K56 
E16, S28, E31, 
Y52 
L17, W36, Y37, 
S50 
A3, A11, T12, 
D14, L17, K26, 
N29, D32, S34, 
A39, L41, G46, 
Y52, I53, D59 
E16, S18 E31, W36, Y37, S50 
15 
A11, A13, D14, 
I24, M30, G46, 
I53, K56 
E16, S18, E31, 
W36, Y52 L17, Y37, S50 
A3, A11, T12, 
D14, K26, N29, 
S34, A39, G46, 
I53, M55, D59 
E16, L17, S18, 
Y52 
E31, W36, Y37, 
S50 
20 
A3, A11, A13, 
D14, I24, E45, 
G46, I53, K56 
E16, S18, E31, 
W36, Y52 L17, Y37, S50 
A3, A11, T12, 
D14, K26, N29, 
S34, A39, G46, 
I53, M55, D59 
E16, S18, E31, 
Y52 
L17, W36, Y37, 
S50 
25 
A3, A11, A13, 
D14, I24, E45, 
G46, I53 
E16, S18, E31, 
W36, Y52 L17, Y37, S50 
A3, A11, T12, 
A13, D14, K26, 
M30, S34, A39, 
G46, I53, D59 
E16, S18, E31, 
Y52 W36, Y37, S50 
30 
A3, A11, A13, 
D14, E45, G46, 
I53 
S18, E31, W36, 
Y52 
E16, L17, Y37, 
S50 
A3, A11, T12, 
A13, D14, K26, 
M30, S34, A39, 
G46, I53, M55, 
D59 
E16, S18, E31, 
Y52 
L17, W36, Y37, 
S50 
35 
A3, A11, A13, 
D14, W36, E45, 
G46, I53 
S18, E31, Y52 E16, L17, Y37, S50 
A3, A11, A13, 
D14, K26, D32, 
E45, G46, I53, 
M55, D59 
T12, E16, S18, 
E31, Y52 
L17, W36, Y37, 
S50 
40 
A3, A11, A13, 
D14, W36, E45, 
G46, I53 
E16, S18, E31, 
Y52 L17, Y37, S50 
A3, A11, A13, 
D14, K26, G46, 
I53, M55, D59 
T12, E16, S18, 
E31, W36, Y52 L17, Y37, S50 
45 




E16, S18, E31 L17, Y37, S50, Y52 
A3, A11, A13, 
D14, D15, E16, 
K26, E45, G46, 
I53, M55, D59 
L17, S18, E31, 




Table S4.4. Residues perturbed by binding of PepS3 to SH3 T22G with and without 
fluorine.  
 
Abbreviations: CSP, chemical shift perturbation; σ, standard deviation 
  
 15N SH3 T22G  15N 19F SH3 T22G 
Temperature 
(°C) 
Average < CSP 
< Average + σ 
Average + σ < 
CSP < Average 
+ 2σ 
Average + 2σ < 
CSP 
Average < CSP 
< Average + σ 
Average + σ < 
CSP < Average 
+ 2σ 
Average + 2σ < 
CSP 
5 
I4, H7, A11, 
S18, N29, E31, 
L47, N51, Y52, 
I53 
D8, S10, E16, 
L17, M30, W36, 
Y37 
S34, S50 
I4, H7, D14, 
N29, M30, E31, 
D32, G46, Y52, 
I53, K56 
D8, S10, E16, 
S18, S34, W36 L17, Y37, S50 
10 
H7, A11, S18, 
N29, L47, N51, 
Y52, I53 
D8, S10, D14, 
E16, L17, M30, 
Y37 
S34, W36, S50 
H7, A11, N29, 
M30, D32, G46, 
Y52, I53, K56 
D8, S10, D14, 
E16, S18, W36 
L17, S34, Y37, 
S50 
15 
H7, A11, A13, 
N29, Y52, I53, 
K56 
D8, S10, D14, 
E16, L17, S18, 
M30, W36, Y37 
S34, S50 
H7, A11, N29, 
M30, D32, G46, 
Y52, I53, K56 
D8, S10, D14, 
E16, S18, W36 
L17, S34, Y37, 
S50 
20 A11, N29, Y52, I53, K56 
D8, S10, D14, 
E16, L17, S18, 
M30, W36, Y37 
S34, S50 
H7, A11, N29, 
M30, E45, G46, 
Y52, I53, K56 
D8, S10, D14, 
E16, S18, W36 
L17, S34, Y37, 
S50 
25 
S10, A11, A13, 
N29, D32, Y52, 
I53 
D8, D14, E16, 
L17, S18, M30, 
W36, Y37 
S34, S50 
H7, S10, A11, 
N29, M30, E31, 
G46, Y52, I53, 
K56 
D8, D14, E16, 
S18, W36 
L17, S34, Y37, 
S50 
30 
S10, A11, A13, 
N29, D32, W36, 
E45, Y52, I53 
D8, D14, E16, 
S18, M30, Y37 L17, S34, S50 
A3, H7, F9, 
S10, A11, N29, 
M30, E31, W36, 
G46, Y52, I53, 
K56 
D8, D14, E16, 
S18, S34 L17, Y37, S50 
35 
S10, A11, A13, 
N29, S32, W36, 
E45, G46, Y52, 
I53 
D8, D14, E16, 
S18, M30, Y37 L17, S34, S50 
A3, S10, A11, 
A13, N29, M30, 
E31, W36, E45, 
G46, Y52, I53, 
K56 
D8, D14, E16, 
S18, S34 L17, Y37, S50 
40 
S10, A11, A13, 
N29, D32, D33, 
W36, E45, G46, 
I53 
D8, D14, E16, 
S18, Y37, Y52 L17, S34, S50 
A3, S10, A11, 
T12, A13, N29, 
E31, W36, E45, 
G46, I53 
D8, D14, E16, 
S18, S34, Y52 L17, Y37, S50 
45 
D8, S10, A11, 
A13, D15, N29, 
D33, W36, E45, 
G46, I53 
D14, E16, S18, 
D32 S34, Y37, 
Y52 
L17, S50 
A3, D8, S10, 
A11, T12, A13, 
D15, N29, E31, 
D32, E45, G46, 
I53, D59 
E16, S18, S34, 
Y52 





Table S4.5. Residues perturbed by binding of PepS4 to SH3 T22G with and without 
fluorine.  
 
Abbreviations: CSP, chemical shift perturbation; σ, standard deviation 
  
 15N SH3 T22G  15N 19F SH3 T22G 
Temperature 
(°C) 
Average < CSP 
< Average + σ 
Average + σ < 
CSP < Average 
+ 2σ 
Average + 2σ < 
CSP 
Average < CSP 
< Average + σ 
Average + σ < 
CSP < Average 
+ 2σ 
Average + 2σ < 
CSP 
5 
A3, S10, A11, 
T12, A13, L17, 
E31, S34, Y37, 
L47, Y52, K56 
D14, E16, I53 W36, S50 
A3, I4, H7, A11, 
T12, D14, E31, 
S34, Y52, I53, 
M55, K56 
E16, L17 W36, S50 
10 
A3, K6, S10, 
A11, T12, A13, 
L17, S34, Y37, 
L47, Y52, K56 
D14, E16, E31, 
I53 W36, S50 
A3, I4, H7, A11, 
T12, D15, E31, 
S34, Y37, L47, 
Y52, I53, K56 
D14, E16, L17 W36, S50 
15 
A3, S10, A11, 
T12, A13, L17, 
S34, Y37, L47, 
N51, Y52 
D14, E16, E31, 
I53, K56 W36, S50 
A3, A11, T12, 
A13, D15, E31, 
S34, Y37, Y52, 
K56 
D14, E16, L17, 
I53 W36, S50 
20 
A3, S10, A11, 
T12, A13, L17, 
S34, Y37, L47, 
N51, Y52 
D14, E16, E31, 
I53, K56 W36, S50 
A3, A11, T12, 
A13, D15, S34, 
Y37, N51, Y52, 
K56 
D14, E16, L17, 
E31, I53 W36, S50 
25 
A3, K6, H7, 
A11, T12, A13, 
D15, L17, K26, 
S34, Y37, N51 
D14, E16, E31, 
Y52, I53 W36, S50 
A3, A11, T12, 
A13, D15, E16, 
S34, L47, N51, 
Y52, I53 
D14, L17, E31, 
K56 W36, S50 
30 
A3, K6, H7, 
A11, T12, D15, 
L17, K21, K26, 
S34, Y37, N51 
A13, E16, E31, 
W36, Y52, I53 D14, S50 
A3, A11, T12, 
A13, D15, E16, 
S34, N51, I53, 
K56 
D14, L17, E31, 
W36, Y37, Y52 S50 
35 
A3, H7, A11, 
T12, D15, L17, 
K21, K26, Y37, 
N51 
A13, E16, E31, 
W36, Y52, I53 D14, S50 
A3, A11, T12, 
A13, D15, E16, 
L17, D32, S34, 
N51, K56 
D14, E31, W36, 
Y37, Y52, I53 S50 
40 
A3, H7, T12, 
D15, L17, K21, 
K26, Y37, N51 
A13, E16, E31, 
W36, Y52, I53 D14, S50 
A3, A11, T12, 
A13, D15, E16, 
L17, D33, S34, 
N51, I53 
D14, E31, W36, 
Y37, Y52 S50 
45 
A3, K6, H7, 
A11, T12, D15, 
L17, K21, E31, 
N51 
A13, E16, W36, 
Y37, Y52, I53 D14, S50 
A3, D8, A11, 
A13, D15, E16, 
L17, N51 
T12, E31, W36, 
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Nearly all processes that drive cell function involve protein-protein interactions. These 
associations arise from a diffusional search in solution, or in the context of biology, inside a cell, 
and collision with proper orientation. The majority of biophysical studies characterizing the 
energetics of these essential interactions, however, are conducted in dilute buffered solution, a 
medium that is much different from the interior of a cell, which can contain macromolecules at 
concentrations exceeding 300 g/L representing 30-40% volume occupancy.1 Additionally, nearly 
two-thirds of disease-associated missense mutations perturb protein-protein interactions.2 
Therefore, studying these interactions in cells and crowded, cell-like environments is essential 
for understanding disease states and designing efficacious therapeutics. 
 Examining the effects of macromolecular crowding, the phenomenon experienced inside 
a cell, on protein complex formation has been of interest to researchers for several decades.3 
Despite progress, including in simulations,4-9 the experiment-based studies remain limited. The 
majority involve homo- or hetero- dimerization of globular proteins, often in solutions of synthetic 
polymers or small molecule cosolutes.10-22 The polymers polyethylene glycol (PEG), Ficoll, and 
dextran, are traditionally used for crowding studies because they were assumed to be inert and 
therefore could be used to test the traditional hard-core excluded volume hypothesis that 
crowding stabilizes protein complexes.23 Recent efforts show, however, that such polymers and 
cosolutes are not inert and do not exclude volume in the same way as biologically relevant 
crowders,20, 24-28 which begs the question as to whether polymers are appropriate mimics of 




more accurately represent the macromolecular interactions present within a cell between a test 
protein and its crowded environment. And although protein cosolutes have been used to 
examine effects on protein stability,29-34 studies on protein complex formation are limited.35-37 
 Here, we examine the effect of protein crowders on an interaction more complex than 
homodimerization; the hetero-association between a globular protein and a small peptide. 
Specifically, we studied the interaction between the N-terminal SH3 domain from drk (SH3, 6.8 
kDa, pI 4.7) and two proline-rich dodecapeptides derived from the disordered region of the Son 
of Sevenless (SOS) protein, termed PepS2 (1.4 kDa, pI 12) and PepS4 (1.3 kDa, pI 6.9).The 
SH3-SOS complex mediates mitogen activated protein kinase (MAPK) signaling in all 
eukaryotes. This signaling cascade is responsible for transmitting cues from extracellular 
signals to the nucleus to activate gene transcription and control cell growth, differentiation, and 
apoptosis. Mutations in this pathway often lead to cancer and other disease states.38-41 It is 
therefore essential that these proteins are biophysically characterized in environments similar to 
the crowded cytoplasm where they natively exist.  
 Recently, we characterized the binding of four SOS-derived peptides to SH3 using 19F 
nuclear magnetic resonance spectroscopy (NMR) lineshape analysis.42 Formation of this 
complex is a diffusion-controlled, two-state process.43-45 19F NMR lineshape analysis enables 
quantification of the dissociation constant (𝐾𝐾𝐷𝐷) and rate constants (𝑘𝑘𝑜𝑜𝑜𝑜 and 𝑘𝑘𝑜𝑜𝑜𝑜𝑜𝑜), which 
therefore allow us to calculate the equilibrium free energy of dissociation (Δ𝐺𝐺𝐵𝐵→𝐹𝐹°
′ ) and activation 
free energies of association (Δ𝐺𝐺𝐹𝐹→‡
°′‡ ) and dissociation (Δ𝐺𝐺𝐵𝐵→‡
°′‡ ) through use of the Gibbs free 
energy equation  
 Δ𝐺𝐺𝐵𝐵→𝐹𝐹°
′ = −𝑅𝑅𝑇𝑇𝑅𝑅𝑅𝑅(𝐾𝐾𝐷𝐷) (5.1) 









where 𝑅𝑅 is the gas constant, 𝑇𝑇 is the absolute temperature, ℎ is Planck’s constant, and 𝑘𝑘𝐵𝐵 is the 
Boltzmann constant. The subscripts B, F, and ‡ refer to the bound state, the free state, and the 
transition state, respectively. For the SH3-PepS4 interaction, the kinetics remain within the 
millisecond timescale at multiple temperatures, allowing acquisition of the temperature-
dependence of these parameters and subsequent van’t Hoff analysis for the dissociation 
constant, and Eyring analyses for the rate constants. A linear fit of 𝑅𝑅𝑅𝑅(𝐾𝐾𝐷𝐷) vs. 1/𝑇𝑇 to the van’t 
Hoff equation 








allows calculation of the enthalpy of dissociation, Δ𝐻𝐻𝐵𝐵→𝐹𝐹°
′ , and the entropy of dissociation, Δ𝑆𝑆𝐵𝐵→𝐹𝐹°
′ , 
from the slope and y-intercept, respectively. Similarly, a linear fit of the kinetic parameters to the 












from the slope and y-intercept.48 
 We use these analyses to quantify the energetics of the SH3-peptide interactions in a 
variety of concentrated cosolutes. We use the small molecule cosolutes49 urea, sucrose, and 
glucose as controls. Urea interacts preferentially with the peptide backbone of proteins;50-51 
therefore, the results of these experiments are predictable. The sugars are traditionally used as 
stabilizing cosolutes, and allow comparison with other studies.12, 17, 52 Finally, we use more 
physiologically relevant cosolutes, proteins, of a variety of sizes and overall net charges: bovine 
serum albumin (BSA, 66 kDa, pI 4.7), hen egg white albumin (ovalbumin, 44 kDa, pI 5.2), hen 
egg white lysozyme (14 kDa, pI 11) and the B1 domain of streptococcal protein G (GB1, 6.2 
kDa, pI 6.5). We also quantify the translational and rotational diffusion coefficients of SH3 in 





MATERIALS AND METHODS 
 
Protein and peptide preparation 
 
The 5-fluorotryptophan-labeled T22G mutant53 of drkN SH3 was expressed, purified, and 
prepared as described.42, 54 The 12-residue peptides, YRAVPPPLPPRR (PepS2) and 
GELSPPPIPPRL (PepS4), were purchased from GenScript, where they were HPLC purified to 
>98%. The net peptide content was determined by GenScript via elemental nitrogen analysis. 
We dissolved the peptides in 17 MΩ•cm H2O and lyophilized the aliquots for 12 h. 
Cosolute Preparation 
 
 Small molecule cosolutes, urea, sucrose, and glucose, were prepared by dissolving the 
appropriate mass in NMR buffer (50 mM HEPES, bis-Tris propane, sodium acetate, pH 7.4, 5% 
vol/vol D2O, 0.1% sodium trimethylsilylpropanesulfonate [DSS]).42 Protein cosolutes were 
prepared by dissolution in NMR buffer followed by concentration determination using UV-visible 
spectrophotometry and the following molar absorptivities: lysozyme, 36,000 M-1 cm-1; ovalbumin, 
31,000 M-1 cm-1; BSA, 43,800 M-1 cm-1; GB1, 9530 M-1 cm-1. After the cosolute was prepared, the 
pH of the solution was measured and, if necessary, adjusted with small volumes (<2 µL) of 
dilute acetic acid. 
NMR 
 
 Experiments were conducted on a Bruker Avance III HD 500 MHz spectrometer 
equipped with a QCI cryoprobe operating at a Larmor frequency of 470 MHz for 19F. 1D 19F 
experiments were acquired with a total relaxation delay of 5 s, a sweep width of 30 ppm, and a 
transmitter frequency offset of -130 ppm. For 19F lineshape experiments, a stock solution of 19F-
labeled SH3 T22G was prepared in NMR buffer plus the desired concentration of cosolute, and 
titration experiments performed as described.42 T1 measurements used a 19F inversion recovery 
pulse sequence with the following mixing times, τ: 0, 0.05, 0.1, 0.25, 0.5, 0.8, 1.0, and 1.5 s. The 




were made using a 19F Carr-Purcell-Meiboom-Gill pulse sequence with a 500 µs delay between 
180° pulses in the pulse train and total pulse train times of 2.1, 4.1, 8.2, 12, 16, 29, 41, and 62 
ms. The 4.1 ms point was repeated 3 times to drive analysis of uncertainty. The diffusion 
measurements were performed using a stimulated echo pulse sequence with bipolar gradient 
pulses. The total diffusion time as well as duration of the gradient pulse varied depending on 
crowder and temperature. Values for Δ (d20) and δ (p30) are given in Table S5.3. These 
parameters were optimized to ensure efficient attenuation of the 19F signal at higher gradient 
strengths. The diffusion experiments were set-up using the DOSY macro in TopSpin3.5, with 32 
gradient strengths incremented linearly between 5 % and 95 % of the maximum, corresponding 
to 2.4 and 45.7 G/cm.  
Data Analysis 
 
 19F lineshapes were analyzed using MATLAB as described.42 Uncertainties for SH3 
binding to PepS2 represent the standard deviation of the mean from three independent trials. 
For SH3-PepS4 binding, the buffer experiments were conducted at least three times for each 
temperature. The uncertainties in 𝐾𝐾𝑐𝑐 ,𝑘𝑘𝑜𝑜𝑜𝑜, and 𝑘𝑘𝑜𝑜𝑜𝑜𝑜𝑜, and their corresponding free energies 
represent the standard error of the mean from replicate measurements. These uncertainties 
were used to drive Monte Carlo error analysis for fitting to the linear van’t Hoff and Eyring 
equations to derive uncertainties in the enthalpies and entropies. At each temperature, the 
standard error of the mean was assumed to be a normally distributed about the mean. The 
averages and their corresponding uncertainties were used to generate 10,000 random datasets, 
from which the enthalpies and entropies were averaged and their uncertainties determined.  
 For the van’t Hoff and Eyring analyses of PepS4-SH3 binding in cosolutes, the 
experiment at 298.15 K was repeated three times for each cosolute. Experiments at other 
temperatures were acquired once. The uncertainties in the buffer measurements were then 




conditions, we assumed that the measured value was the average and the scaled uncertainty 
as normally distributed about that value. Ten thousand random datasets were generated based 
on the averages and normally distributed uncertainties at each temperature. The average and 
standard deviation of the 10,000 enthalpies and entropies are reported (Appendices 5.1 and 
5.2).  
Table 5.1. Scaling factors by temperature for error analysis. 
 
 Scaling Factor 
Temperature (K) 𝒍𝒍𝒍𝒍(𝑲𝑲𝑨𝑨) 𝒍𝒍𝒍𝒍(𝒌𝒌𝒐𝒐𝒍𝒍𝒉𝒉/𝒌𝒌𝑩𝑩𝑻𝑻) 𝒍𝒍𝒍𝒍(𝒌𝒌𝒐𝒐𝒐𝒐𝒐𝒐𝒉𝒉/𝒌𝒌𝑩𝑩𝑻𝑻) 
278.15 2.68 1.00 3.16 
288.15 1.52 1.43 0.41 
298.15 1.00 1.00 1.00 
308.15 0.63 0.77 0.62 
318.15 0.89 0.51 1.91 
 
 Peak intensities were extracted from relaxation experiments and fit to a single 
exponential. One measurement was obtained 3 times and used to drive Monte Carlo error 
analysis (Appendices 5.3, 5.4, 5.5, and 5.6) The rotational correlation times (τc) and their 
uncertainties were calculated by fitting the fluorine T1 and T2 data to the Model Free formalism55-
56 as described.30, 57 Diffusion data were analyzed with the General NMR Analysis Toolbox, 
(GNAT).58 Free induction decays were imported, phased, and baseline corrected. The integrals 




 The viscosity of buffer was assumed to be the same as water. The viscosities for 300 g/L 
solutions of glucose and sucrose, and those for the 50 g/L solution of urea, are from the CRC 
handbook.61  
For the BSA and lysozyme solutions, the calculations developed by Monkos were used 




lysozyme, the following Vogel-Fulcher function was used to calculate the viscosities at various 




= exp � 𝑓𝑓
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𝑅𝑅𝑇𝑇
��  (5.5) 
where 𝜂𝜂𝑟𝑟 is the relative viscosity, which is the ratio of the viscosity of the protein solution (𝜂𝜂) to 
the viscosity of water (𝜂𝜂0). The coefficients 𝐵𝐵, 𝐷𝐷, and Δ𝐸𝐸. are designated with a 𝐶𝐶 subscript to 
denote protein (BSA or lysozyme) or with a 𝑤𝑤 subscript to denote water. 𝑐𝑐 is the concentration 
of the protein solution in g/L (or kg/m3), 𝑅𝑅 is the gas constant, and 𝑇𝑇 is the absolute 
temperature. The following equivalencies are also defined: 




 𝛽𝛽 = 𝛼𝛼𝛼𝛼 − 1 (5.7) 
where 𝜌𝜌𝑐𝑐 is the density of water, 𝑀𝑀𝑝𝑝 is the mass of the protein, 𝑀𝑀𝑐𝑐 is the mass of water, and 𝛼𝛼 
is the effective specific volume of the protein. The values for water are 𝐵𝐵𝑐𝑐 = 25.94, 𝐷𝐷𝑐𝑐 =
0.02 𝐾𝐾−1, and Δ𝐸𝐸𝑐𝑐 = 32.01 𝑘𝑘𝑘𝑘/𝐶𝐶𝐶𝐶𝑅𝑅. The values for BSA and lysozyme are listed in Table 5.2.  
Table 5.2. Parameters for BSA and lysozyme in the Vogel-Fulcher equation. 
 
Parameter (units) BSA Lysozyme 
𝑀𝑀𝑝𝑝 (amu) 66,000 14,320 
𝛼𝛼 (kg/m3) 3.67 x 106 7.96 x 105 
𝛼𝛼 (m3/kg) 1.42 x 10-3 2.59 x 10-3 
𝐵𝐵𝑃𝑃 8.39 x 105 2.64 x 104 
𝐷𝐷𝑃𝑃 (K-1) 649 42 
Δ𝐸𝐸𝑃𝑃 (kJ/mol) 5.37 x 105 3.97 x 104 
 
 We also calculated apparent relative viscosities of the various cosolute solutions based 
on the measured translational diffusion coefficients and rotational correlation times of SH3 in 
these solutions. For translational diffusion, a plot of 𝐷𝐷𝑇𝑇 against 𝑇𝑇/𝜂𝜂 was constructed using the 








The hydrodynamic radius is obtained from the slope of this plot using data obtained in buffer. A 
hydrodynamic radius of 1.52 x 10-9 m was calculated for the SH3 domain, in agreement with 
reported values.64-66 This value and the experimental values for 𝐷𝐷𝑇𝑇 at 298.15 K, were inserted 
into equation 5.8 to determine an apparent viscosity. This apparent viscosity was then 
compared to the viscosity of water to yield an apparent relative viscosity, 𝜂𝜂𝑓𝑓/𝜂𝜂𝑏𝑏, where the 𝑐𝑐 
subscript denotes cosolute and the 𝑏𝑏 subscript denotes buffer.  
 A similar process was conducted for the rotational correlation times (𝜏𝜏𝑓𝑓) of SH3 in 
various cosolutes. First, the 𝜏𝜏𝑓𝑓 values were converted to rotational diffusion coefficients (𝐷𝐷𝑟𝑟) via 
the relationship 
 𝐷𝐷𝑟𝑟 = 1/6𝜏𝜏𝑓𝑓 (5.9) 
Then, the 𝐷𝐷𝑟𝑟 values for SH3 in buffer were plotted against 𝑇𝑇/𝜂𝜂 to obtain the hydrodynamic 





The calculated 𝑟𝑟 was 1.51 x 10-9 m for the SH3 domain, in agreement with the value from 
translational diffusion. The same process was then applied to obtain the apparent relative 
viscosities based on 𝐷𝐷𝑟𝑟. The apparent relative viscosities obtained from the literature, and those 








Figure 5.1. Change in equilibrium- and activation- free energies for SH3-PepS2 binding in 
cosolutes at 318.15 K. ΔΔ𝐺𝐺°′ = Δ𝐺𝐺𝑓𝑓𝑟𝑟𝑜𝑜𝑐𝑐𝑐𝑐𝑒𝑒𝑟𝑟°
′ − Δ𝐺𝐺𝑏𝑏𝑝𝑝𝑜𝑜𝑜𝑜𝑒𝑒𝑟𝑟°
′ . Cosolutes are listed at the top with their 
concentrations. The PepS2 sequence is shown at the bottom right. Blue circles represent residues with 
positively charged sidechains. Uncertainties in Δ𝐺𝐺°′ are the standard error of the mean from triplicate 
analysis. Uncertainties in ΔΔ𝐺𝐺°′ are propagation of individual uncertainties.67 The bars for 100 g/L GB1 do 
not have uncertainties because the measurement was only made once. 
 
The energetics of the SH3-PepS2 and SH3-PepS4 interactions in buffer are discussed 
elsewhere.42 Here, we focus on cosolute effects. For ΔΔ𝑋𝑋°′ values, the parameter in buffer is 
subtracted from the parameter in cosolute 
 ΔΔ𝑋𝑋°′ = Δ𝑋𝑋𝑓𝑓𝑜𝑜𝑙𝑙𝑜𝑜𝑙𝑙𝑝𝑝𝑝𝑝𝑒𝑒°
′ − Δ𝑋𝑋𝑏𝑏𝑝𝑝𝑜𝑜𝑜𝑜𝑒𝑒𝑟𝑟°
′  (5.11) 
Positive values of the difference in equilibrium parameters, (gray bars, Figs. 5.1 and 5.2) 
ΔΔ𝐺𝐺𝐵𝐵→𝐹𝐹°
′ , ΔΔ𝐻𝐻𝐵𝐵→𝐹𝐹°
′ , or −𝑇𝑇ΔΔ𝑆𝑆𝐵𝐵→𝐹𝐹°
′ , indicate stabilization by the cosolute, and negative bars 
indicate destabilization. For activation parameters of both association (black bars, ΔΔ𝐺𝐺𝐹𝐹→‡°
′‡ , 
ΔΔ𝐻𝐻𝐹𝐹→‡°
′‡ , or −𝑇𝑇ΔΔ𝑆𝑆𝐹𝐹→‡°
′‡ ) and dissociation (white bars, ΔΔ𝐺𝐺𝐵𝐵→‡°
′‡ , ΔΔ𝐻𝐻𝐵𝐵→‡°
′‡ , or −𝑇𝑇ΔΔ𝑆𝑆𝐵𝐵→‡°
′‡ ), a positive 
value indicates that the cosolute increases the barrier to association or dissociation, while a 




Free Energies of SH3-Peptide Binding in Urea, Glucose, and Sucrose 
 
Urea is an important control because it affects all proteins equally by preferentially 
interacting with the peptide backbone.50-51 For SH3-PepS2 binding, urea at a concentration of 50 
g/L, destabilizes the SH3-PepS2 complex, reflected as an increase in 𝐾𝐾𝐷𝐷. Inspection of the rate 
constants (Table 5.3) indicates this reduction in stability arises from an increased barrier to 
association and a decreased barrier to dissociation (Fig. 5.1, Fig. S5.2).  
 The effect of sucrose and glucose at 300 g/L on SH3-PepS2 stability is either absent 
(sucrose) or slightly stabilizing (glucose). These results are consistent with those from other 
studies12, 17 of protein complex formation under crowded conditions, which show that these 
sugars have a minimal, but often stabilizing, effect that arises from nearly equally large 
contributions to association- and dissociation (Fig. 5.1, Fig. S5.2).18, 22, 68 
 We also studied SH3-PepS4 binding. As mentioned earlier, these studies were carried 
out as a function of temperature. We report the free energies at 298.15 K (Fig. 5.2) because this 
temperature was measured in triplicate (Table 5.4, Materials and Methods). Analysis of the free 
energies at other temperatures gives similar results. The trends for PepS4 binding in urea are 
similar to those for PepS2, although the magnitudes of ΔΔ𝐺𝐺𝐵𝐵→𝐹𝐹°
′  and of ΔΔ𝐺𝐺𝐹𝐹→‡°
′‡  are smaller than 
those for PepS4. Nonetheless, the SH3-PepS4 complex is destabilized in urea due to an 
increased barrier to association and a decreased barrier to dissociation.  
Analysis of SH3-PepS4 binding in 300 g/L glucose yields results similar to those for 
PepS2. At 298.15 K, there is minimal change in the equilibrium stability of the complex (ΔΔ𝐺𝐺𝐵𝐵→𝐹𝐹°
′  
is approximately 0, Fig. 5.2, Fig. S5.3). The magnitudes of ΔΔ𝐺𝐺𝐹𝐹→‡°
′‡  and ΔΔ𝐺𝐺𝐵𝐵→‡°
′‡  are large, both 
~1 kcal/mol. This near equality of the activation free energies results in minimal change to 







Table 5.3. Equilibrium and rate constants for SH3-PepS2 binding at 318.15 K.  
 
Cosolute KD (µM) kon (107 M-1 s-1) koff (103 s-1) 
buffer 150 ± 10 14 ± 1 21 ± 2 
50 g/L urea 230 ± 10 12 ± 1 27 ± 1 
300 g/L sucrose 140 ± 10 6.9 ± 0.2 9.5 ± 0.1 
300 g/L glucose 110 ± 10 7.7 ± 0.7 8.3 ± 0.3 
50 g/L lysozyme 180 ± 10 10 ± 1 18 ± 2 
50 g/L BSA 150 ± 20 15 ± 1 23 ± 2 
100 g/L BSA 120 ± 10 15 ± 1 18 ± 2 
200 g/L BSA 120 ± 10 13 ± 1 15 ± 1 
50 g/L ovalbumin 160 ± 10 15 ± 2 23 ± 2 
50 g/L GB1 220 ± 30 9 ± 1 2.0 ± 0.1 
100 g/L GB1 290 10 2.9 
 
Enthalpies and Entropies of Binding in Urea and Glucose 
 
We analyzed the effects of urea and glucose on the temperature-dependence of SH3-
PepS4 binding (Table 5.4, Fig S5.1), enabling quantification of both equilibrium and activation 
parameters. The measurements enabled determination of modified standard state -enthalpic 
and -entropic contributions, Δ𝐻𝐻𝐵𝐵→𝐹𝐹°
′  and Δ𝑆𝑆𝐵𝐵→𝐹𝐹 °
′  (Table S5.1) as well as the modified standard 
state activation -enthalpies and -entropies of association, Δ𝐻𝐻𝐹𝐹→‡°
′  and Δ𝑆𝑆𝐹𝐹→‡°
′ , and dissociation, 
Δ𝐻𝐻𝐵𝐵→‡°
′  and Δ𝑆𝑆𝐵𝐵→‡°
′ , (Table S5.2).  
For urea, the changes indicate decreased enthalpic barriers coupled with increased 
entropic barriers to both association and dissociation (Fig 5.2), but the uncertainties are too 





Figure 5.2. Energetic analysis of SH3-PepS4 binding. Changes in the equilibrium and activation free 
energy (top), enthalpy (middle), and entropy (bottom) in cosolutes. Uncertainties in free energies are 
propagated from uncertainties67 in buffer and cosolute from triplicate measurements at 298 K. See 





The values of the enthalpic and entropic components of SH3-PepS4 binding in 300 g/L 
glucose show enthalpy-entropy compensation for both equilibrium parameters and activation 
parameters. From ΔΔ𝐻𝐻𝐵𝐵→𝐹𝐹°′   and  −𝑇𝑇ΔΔ𝑆𝑆𝐵𝐵→𝐹𝐹°′ , glucose is enthalpically destabilizing and 
entropically stabilizing to complex formation. The ΔΔ𝐻𝐻𝐹𝐹→‡°
′‡  is positive indicating an increased 
enthalpic barrier to association. This increase is coupled to a decreased entropic barrier to 
association (negative −𝑇𝑇ΔΔ𝑆𝑆𝐹𝐹→‡°
′‡ ). There is no effect on ΔΔ𝐻𝐻𝐵𝐵→‡°
′‡  but the −𝑇𝑇ΔΔ𝑆𝑆𝐵𝐵→‡°
′‡  is slightly 
positive, indicating an increased entropic barrier to dissociation in 300 g/L glucose. As with urea, 





Table 5.4. Equilibrium and rate constants for SH3-PepS4 binding. 
Cosolute Temperature (K) KD (µM) kon (10
7 M-1 s-1) koff (103 s-1) 
buffer 278.15 20 ± 10 2.0 ± 0.4 0.30 ± 0.07 
 288.15 40 ± 10 2.1 ± 0.5 0.76 ± 0.02 
 298.15 70 ± 10 5 ± 1 2.9 ± 0.2 
 308.15 110 ± 10 5.7 ± 0.8 5.8 ± 0.3 
 318.15 210 ± 20 11 ± 1 23 ± 2 
50 g/L urea 278.15 20 2.0 0.45 
 288.15 40 2.4 1.1 
 298.15 80 ± 10 4.6 ± 0.5 3.7 ± 0.1 
 308.15 170 5.4 8.9 
 318.15 260 10 26 
300 g/L glucose 278.15 10 0.48 0.07 
 288.15 20 0.84 0.16 
 298.15 50 ± 10 1.3 ± 0.3 0.64 ± 0.06 
 308.15 80 2.3 1.8 
 318.15 100 4.3 4.3 
50 g/L lysozyme 278.15 20 1.4 0.29 
 288.15 70 1.3 0.96 
 298.15 80 ± 10 2.6 ± 0.2 2.0 ± 0.1 
 308.15 120 3.9 5.1 
 318.15 230 6.2 14 
200 g/L BSA 278.15 50 0.57 0.30 
 288.15 70 1.1 0.72 
 298.15 90 ± 10 2.2 ± 0.1 1.8 ± 0.1 
 308.15 140 3.6 4.9 
 318.15 230 5.0 11 
50 g/L GB1 278.15 60 0.43 0.26 
 288.15 110 0.56 0.61 
 298.15 110 ± 10 2.2 ± 0.1 2.4 ± 0.2 
 308.15 190 3.2 5.8 





Free Energies of Binding in Concentrated Protein Solutions 
 
 Next, we examined the effects of concentrated protein solutions on SH3-peptide 
interactions. For the SH3-PepS2 interaction, lysozyme, BSA, ovalbumin, and GB1 were used as 
cosolutes (Fig. 5.1, Fig. S5.2). All the protein cosolutes, except BSA, are destabilizing at 318.15 
K. Examination of the activation energies demonstrates that for 50 g/L lysozyme and both 
concentrations of GB1, there is an increase in the barrier to association. BSA at 200 g/L is 
slightly stabilizing. Inspection of the activation energies shows a slight increase in the barrier to 
association, but an even larger increase in the barrier to dissociation. For the SH3-PepS4 
complex, lysozyme, BSA and GB1 (ovalbumin was not studied) are all destabilizing (Table S5.1, 
Fig. 5.2, Fig. S5.3). For all three, the barrier to association increases more than the barrier to 
dissociation (ΔΔ𝐺𝐺𝐹𝐹→‡°
′‡  > ΔΔ𝐺𝐺𝐵𝐵→‡°
′‡ ). 
Enthalpies and Entropies of Binding in Concentrated Protein Solutions 
 
 To gain a more comprehensive understanding of the effects of protein cosolutes, we 
analyzed the temperature-dependence of SH3-PepS4 binding (Fig. 5.2, Table 5.4, Fig. S5.1, 
Tables S5.1 and S5.2). The equilibrium enthalpic and entropic components for the protein 
cosolutes (Fig. 5.2) show compensation. That is, ΔΔ𝐻𝐻𝐵𝐵→𝐹𝐹°′  is negative for all the protein cosolutes 
indicating destabilization, but −𝑇𝑇ΔΔ𝑆𝑆𝐵𝐵→𝐹𝐹°′  is positive, indicating stabilization. The changes are 
significant for 200 g/L BSA and 50 g/L GB1. The case for lysozyme may be similar, but the 
uncertainties include zero. 
In terms of activation, Δ𝐻𝐻𝐹𝐹→‡°
′ , Δ𝑆𝑆𝐹𝐹→‡°
′ , Δ𝐻𝐻𝐵𝐵→‡°
′  and Δ𝑆𝑆𝐵𝐵→‡°
′ , for BSA and GB1 are similar. 
Both cosolutes increase the enthalpic barrier to association and decrease the entropic barrier. 
For dissociation, BSA and GB1 decrease the enthalpic barrier and increase the entropic barrier, 
but the values are smaller for GB1, likely because of the higher volume occupancy of a 200 g/L 




Activation enthalpies and entropies for the SH3-PepS4 interaction in 50 g/L lysozyme 
are slightly different compared to the other protein cosolutes. The signs of the change in the 
enthalpic and entropic barriers to dissociation, ΔΔ𝐻𝐻𝐵𝐵→‡°
′  and −𝑇𝑇ΔΔ𝑆𝑆𝐵𝐵→‡°
′ , are the same for BSA, 
GB1, and lysozyme. Specifically, there is a decrease in the enthalpic barrier with an increase in 
the entropic barrier. The pattern of activation parameters for association (Δ𝐻𝐻𝐹𝐹→‡°
′  −𝑇𝑇ΔΔ𝑆𝑆𝐹𝐹→‡°
′ ); 
however, are different for lysozyme. The changes in the enthalpic and entropic barrier are 
opposite of those observed for both BSA and GB1. For lysozyme, there is a positive value for 
−𝑇𝑇ΔΔ𝑆𝑆𝐹𝐹→‡°
′  indicating an increased entropic barrier to association, although the uncertainty in 
ΔΔ𝐻𝐻𝐹𝐹→‡°
′  includes zero.  
Cosolute Effects on Translational and Rotational Diffusion of SH3 
 
 To further contextualize and explain the energetics of SH3-peptide association in 
cosolutes, we used NMR to measure the translational and rotational diffusion of SH3 as a 
function of temperature (Figs. S5.4 and S5.5). The translational diffusion coefficients (𝐷𝐷𝑇𝑇) were 
determined using 19F diffusion ordered NMR spectroscopy (DOSY), and the rotational 
correlation times (𝜏𝜏𝑓𝑓) were determined using T1 and T2 relaxation parameters. Inspection of the 
data (Figs. S5.4 and S5.5) show that diffusion, both translational and rotational, is slower in 
cosolute solutions. To determine whether this effect is solely from viscosity, the relative 
macroscopic viscosities of the cosolute solutions from the literature (x-axis)61-63 were plotted 
against the apparent relative viscosities (y-axis) calculated from plots of our 𝐷𝐷𝑇𝑇 and 𝐷𝐷𝑟𝑟 values 
against temperature (see Materials and Methods for details). Should these values agree with 
predictions from the Stokes-Einstein equation, the points should fall on the dotted line, indicating 
the role of macroscopic viscosity.  
 For the non-protein cosolutes, urea, sucrose, and glucose, all points for apparent relative 




This indicates that the diffusional behavior follows the Stokes-Einstein prediction, which typically 
holds for proteins in concentrated solutions of small-molecule cosolutes.69-72  
 Consideration of the protein cosolutes, ovalbumin, BSA, lysozyme, and GB1, show 
differing effects. The apparent relative viscosities calculated from SH3 data in BSA solutions at 
50 and 100 g/L show good agreement with Stokes-Einstein predictions. At 200 g/L BSA, there is 
a negative deviation from Stokes-Einstein indicating that the protein is rotating and translating in 
this cosolute solution faster than would be expected based on the macroscopic viscosity of the 
solution. This deviation is likely due to the way in which the viscosity of the BSA solution was 
calculated. The calculation based on the Vogel-Fulcher equation63 results in a relative viscosity 
of approximately 5 for 200 g/L BSA compared to water. A previous report shows the relative 
viscosity of BSA at 200 g/L to be slightly under 4.70 Importantly, the apparent relative viscosities 
for BSA at all concentrations from translational diffusion agree with those obtained from 
rotational diffusion measurements indicating that BSA affects both types of protein motion 
equally (Table S5.5).  
 Ovalbumin and lysozyme show different trends than BSA when considering their effects 
on SH3 motions. [We are unaware of the viscosity data for ovalbumin so we assumed the 
values for BSA are equivalent (Table S5.5, Fig. 5.3)]. Ovalbumin and lysozyme at all 
concentrations hinder the rotation of SH3 more than the translation (Fig. 5.3, Table S5.4, Table 
S5.5), a phenomenon that has been observed in both experiment-based69-70 and computational-
studies.73-74 Additionally, lysozyme shows a large positive deviation from Stokes-Einstein 
behavior for both translational and rotational diffusion. A similar observation was made for 𝐷𝐷𝑇𝑇 
and 𝐷𝐷𝑟𝑟 of chymotrypsin inhibitor 2 in solutions of ovalbumin and lysozyme (i.e. rotational was 
hindered more than translation).70 These data suggest that SH3 experiences interactions in 
addition to the macroscopic viscosity induced by protein cosolutes. 
The viscosity of GB1 solutions has not been published, and therefore the point is not 




listed in Table S5.5. Importantly, the apparent relative viscosities from rotational and 
translational data are approximately equal for GB1, as they are for BSA. Additionally, the 
apparent relative viscosity of 1.3-1.4 for 50 g/L GB1 is consistent with literature values for 
relative viscosities of the other protein solutions at this concentration, which range from 1.2-1.4 
at 50 g/L (Table S5.5).  
 
Figure 5.3. NMR-derived apparent relative viscosities determined from translational (circles) or 
rotational (squares) diffusion data of SH3 in cosolutes versus relative macroscopic viscosities 
from the literature. Stokes-Einstein behavior is shown by the dashed line, which has a slope of 1 and an 




Urea and sugar controls 
 
 Urea is an effective control for our system because its effects on the stability and folding 
kinetics of proteins are well known and general.30, 50, 75-81 Analysis of free energy values of both 
SH3-PepS2 (Fig. 5.1) and SH3-PepS4 (Fig. 5.2) binding support these generalizations because 




barrier to dissociation. These effects are explained by the attractive chemical interactions, 
specifically hydrogen bonds, that form between urea and the backbone amides of SH3 and the 
peptides. These interactions compete with the specific SH3-peptide interaction making 
association more difficult in the presence of urea. Urea also preferentially forms hydrogen-
bonds with the backbone in the bound state, facilitating dissociation.  
Urea is also useful for comparing the effects of other cosolutes. The majority of 
cosolutes do not exhibit the same free energy trend as urea (Figs. 5.1 and 5.2), indicating that 
the protein cosolutes do not behave as ‘giant’ urea molecules. The outlier is GB1 at 100 g/L. 
Although GB1 shows similar free energy trends (Fig. 5.1); the enthalpic and entropic 
components are different (Fig. 5.2). Another important observation is that the effects of urea on 
complex stability are much smaller than the reported effects of urea on protein stability. For 
example, a 100 g/L solution of urea destabilizes SH3 by 1.3 kcal/mol at 298 K,30 which is the 
result of a 1.0 kcal/mol increase in the folding barrier coupled with a 0.3 kcal/mol decrease in 
the barrier to unfolding.29 Here, urea at 50 g/L only has a 0.2-0.3 kcal/mol destabilizing effect on 
SH3-peptide complex stability. A similar result was obtained in 100 g/L urea for a side-by-side 
dimer with destabilization of the homodimer by only 0.3 kcal/mol.37 In summary, the mechanism 
of urea destabilization is different from the other cosolutes, and the magnitude of destabilization 
is not as great as it is for protein stability.  
Sucrose and glucose were used as control cosolutes that usually stabilize proteins. The 
effects of sugars range from negligible to slightly stabilizing to complex formation, a result 
observed in other studies.12, 17-18, 22, 68 Analyzing the rate constants provides insight into this 
minimal effect; the increased viscosity leads to nearly equal increases in the barrier to both 
association and dissociation (Figs. 5.1 and 5.2, Figs. S5.2 and S5.3). In this case slower 
rotational and translational diffusion decrease the rate that SH3 associates with the peptides. 




prediction from excluded volume theory,23 and simulations of receptor-ligand interactions also 
find that increased volume occupancy decreases the dissociation rate.82 
Although most of the enthalpic and entropic components are within error of zero, 
consistent with the idea that sugars are inert cosolutes, ΔΔ𝐻𝐻𝐹𝐹→‡
°′‡  in 30% glucose has a significant 
positive value. An increase in the enthalpic barrier to association suggests the presence of 
chemical interactions that are absent in buffer alone. Finally, the apparent inertness of sugars in 
complex formation compared to protein folding may reflect the much larger changes in surface 
associated with protein folding compared to protein-peptide complex formation. 
For all small molecule cosolutes studied, the translational and rotational diffusion of SH3 
follow Stokes-Einstein behavior based on macroscopic viscosity (Figure 3, open symbols). 
Additionally, if a reaction follows Stokes-Einstein behavior, the relative association rate 
constants (association rate constant in buffer divided by that in cosolute) will be linearly related 
to the ratio of the diffusion coefficients of the interacting species (Fig. 5.4). For all of the small 
molecules these relative values of rates are approximately equal to the relative diffusion 





Figure 5.4. Relative translational diffusion coefficients (A) or rotational diffusion coefficients (B) 
vs. relative association rate constants. The dashed line has a slope of 1 and a y-intercept of zero and 
represents Stokes-Einstein behavior. The subscripts b and c represent buffer and cosolute. The relative 
association rates and relative diffusion coefficients were calculated for the SH3-PepS2 interaction at 
318.15 K (circles, Table 5.2). Those for the SH3-PepS4 interaction were calculated at all temperatures 
and then averaged (squares, Table 5.4). Open points represent small molecule cosolutes. Closed 








Subtle and variable effects of protein cosolutes 
 
 Few studies describe protein cosolute effects on protein-protein association, and these 
few focus on dissociation constants (𝐾𝐾𝐷𝐷) of globular homodimers.35-37, 83 To our knowledge, this 
is the first temperature-dependent kinetic study of a protein-peptide interaction under crowded 
conditions. SH3-peptide interactions were examined in the traditional protein cosolutes, 
lysozyme, ovalbumin, and BSA, as well as a non-traditional protein cosolute, GB1. The benefit 
of BSA and lysozyme is that their effects on SH3 stability30 and folding kinetics29 are known. 
Additionally, other efforts29-30, 35-37 show how the electrostatics of protein cosolutes modulate the 
hard-core excluded volume effects of crowding and affect both protein- and protein complex- 
stability. 
 With one exception, protein cosolutes destabilize SH3-PepS2 and SH3-PepS4 
complexes (Figs. 5.1 and 5.2). The exception, BSA, stabilizes the SH3-PepS2 complex at 
concentrations of 100 and 200 g/L. The first conclusion from this observation is that crowding 
effects due to protein cosolutes cannot be generalized. The second conclusion is that the 
effects of cosolutes on protein stability do not forecast their effects on protein complexes. For 
instance, the attractive electrostatic interactions between lysozyme (pI 11) and SH3 (pI 4.7) at 
physiological pH values are predicted to destabilize SH3,32, 84 and this is observed.29-30 BSA (pI 
4.7) stabilizes SH3,30 an observation consistent with intermolecular repulsion. Although we 
observe lysozyme-induced destabilization of both peptide complexes, BSA stabilizes the SH3-
PepS2 interaction but destabilizes the SH3-PepS4 complex. GB1 (pI 6.5) consistently 
destabilizes the SH3-peptide complex. To test the idea that complex destabilization is caused 
by SH3 destabilization, we measured the effect of GB1 on SH3 stability. GB1 has no effect on 
SH3 stability (Fig. S5.6), supporting the conclusion that individual protein stability is not always 
predictive of complex stability. In conclusion, although electrostatic interactions are important, 




Waals interactions, are also important and can dominate physiologically relevant crowding 
effects on complex formation. 
Inspection of ΔΔ𝐺𝐺𝐹𝐹→‡°
′‡  values shows that protein-cosolute induced destabilization is due 
to an increased barrier to association. This increase is explained in part by the slower diffusion 
of SH3 in protein crowders (Figs. S5.4 and S5.3, Table S5.4) because slower diffusion 
decreases 𝑘𝑘𝑜𝑜𝑜𝑜. For the SH3-PepS2 interaction in 200 g/L BSA, ΔΔ𝐺𝐺𝐹𝐹→‡
°′‡  is small, much smaller 
than even ΔΔ𝐺𝐺𝐹𝐹→‡
°′‡   at low concentrations (50 g/L) of GB1 and lysozyme, even though 200 g/L 
BSA impedes the translational diffusion of SH3 (Table S5.4) more than 50 g/L lysozyme or GB1. 
The rotational correlation times are fairly similar for 200 g/L BSA and 50 g/L lysozyme. 
Together, these results suggest that factors besides SH3 diffusion affect the association rate. 
 Protein cosolutes’ effects on ΔΔ𝐺𝐺𝐵𝐵→‡
°′‡  show minimal to increased barriers to dissociation, 
with BSA at 200 g/L showing the largest increase (for the SH3-PepS2 interaction). This increase 
could be due to the higher volume occupancy of BSA compared to the smaller protein cosolutes 
as suggested by simulations,82 and the repulsive electrostatic interactions between SH3 (pI 4.7) 
and BSA (pI 4.7), which may make it difficult for SH3 and the peptide to dissociate.30  
 The activation enthalpies and entropies for SH3-PepS4 binding provide some insight into 
how protein cosolutes exert their effects. First, consider the results from 200 g/L BSA and 50 g/L 
GB1, which demonstrate similar trends. In both cosolutes, ΔΔ𝐻𝐻𝐹𝐹→‡
°′‡  is positive suggesting 
favorable intermolecular interactions between the protein cosolute and SH3, or between 
cosolute and the peptide, that must be broken to form the transition state. This positive ΔΔ𝐻𝐻𝐹𝐹→‡
°′‡  
is coupled with a negative −𝑇𝑇ΔΔ𝑆𝑆𝐹𝐹→‡
°′‡  suggesting higher entropy in the transition state than the 
free state (i.e. more disorder in the transition state). In buffer, the opposite is usually true, i.e. 
there is more disorder in the free state than in the transition state. In buffer, the reduced entropy 




of the associating proteins. Reduced conformational entropy upon forming the transition state 
remains likely even in the presence of the protein cosolutes. Therefore, it is necessary to 
consider the entropy of other solution components to interpret −𝑇𝑇ΔΔ𝑆𝑆𝐹𝐹→‡
°′‡ . One explanation is 
that the transition state is more compact than the free state, which means that formation of the 
transition state leaves more volume for the cosolutes and solvent. This increase in available 
space means the water, buffer components, and protein cosolutes need not be as ordered as 
they would be around the free states of SH3 and the peptide.  
 Lysozyme at 50 g/L shows the opposite effect on the activation parameters of 
association, ΔΔ𝐻𝐻𝐹𝐹→‡
°′‡  and −𝑇𝑇ΔΔ𝑆𝑆𝐹𝐹→‡
°′‡ , although the magnitudes are small. Qualitatively, this 
observation shows that the reassuring trend gleaned from inspecting activation free energy 
disappears upon examining its enthalpic and entropic components (Fig. 5.2). In summary, the 
underlying mechanism is not generalizable. 
 ΔΔ𝐻𝐻𝐵𝐵→‡
°′‡  values in 200 g/L BSA and 50 g/L lysozyme indicate a decreased enthalpic 
barrier to dissociation. The sign is also negative for 50 g/L GB1, although the value is within 
error of zero. One source of this negative ΔΔ𝐻𝐻𝐵𝐵→‡
°′‡  is probably the attractive electrostatic 
interactions between the crowder and the complex that facilitate dissociation. 200 g/L BSA and 
50 g/L lysozyme also exhibit positive −𝑇𝑇ΔΔ𝑆𝑆𝐹𝐹→‡
°′‡  values indicative of increased entropic barriers 
to dissociation, which as discussed above, can be explained by considering the entropy of the 
other solution components. In the bound state, there is more room for the protein cosolutes to 
exist due to the compact nature of the complex compared to the transition state. The more 
entropically favorable state for the cosolutes, is therefore when SH3 and the peptide are bound. 
Protein cosolute effects on SH3 diffusion do not completely explain energetic effects 
 
 The translational and rotational diffusion coefficients of SH3 in cosolutes were quantified 




to SH3 diffusion do not follow a trend in terms of either cosolute size or net charge. For 
example, lysozyme and ovalbumin both impede SH3 diffusion more than the macroscopic 
viscosity would suggest, yet lysozyme has a net positive charge and ovalbumin a net negative 
charge. As mentioned above, protein cosolutes consistently hinder rotational- more than 
translational-diffusion, an observation that has been made in other wet-experiment-based 
efforts69-70 and simulations.73-74 In simulations, the larger effect of crowding on the rotational 
diffusion of a test protein is attributed to cluster formation of the cosolute proteins74 and 
nonspecific, weak protein-protein interactions that involve charged and polar protein groups.73 
These results suggest the surface chemistry of the protein is particularly important to its 
diffusion. Another study found the opposite of the results presented here and in the simulations; 
i.e., translation is affected more than rotation.85 Constant in all of these studies, however, is the 
idea that diffusion is affected by intermolecular interactions between proteins and that the 
effects can be protein specific.  
 Although our data demonstrate that SH3 diffusion is hindered in protein cosolutes, the 
effects are not mirrored in the energetics. For example, GB1 is one of the most destabilizing 
protein cosolutes, but it has a smaller effect on diffusion than lysozyme or ovalbumin. 
Additionally, BSA destabilizes the SH3-PepS4 complex but has minimal effects on SH3 
diffusion. In fact, based on viscosity calculations,63 SH3 diffuses faster in 200 g/L BSA than 
predicted by the Stokes-Einstein relationship (Fig. 5.3).  
 Effects on diffusion are expected to affect the association rates, particularly in diffusion-
controlled reactions like the one investigated here. For such a reaction, a plot of relative reaction 
rates against relative diffusion coefficients (Fig. 5.4) should yield a line of unitary slope. Most of 
the points, for translation and rotation of SH3 in protein cosolutes, do not fall along the line, 





Consideration of peptides in crowded environments 
 
We considered further analysis based on an explicit formula for diffusion-controlled 
reactions developed by Zhou,86 in which the original expression developed by Shoup, Lipari, 
and Szabo87 was expanded using an approximation from Berg.88 This expression, however, 
requires knowledge of translational and rotational data for both partners as well as the size of 
the reactive patches on both proteins to be known. Nevertheless, the idea suggests that the 
diffusive properties of the peptide in protein cosolutes is important for interpreting the kinetics.  
 We realize that the experiments and discussion presented thus far focus on the 
properties of the globular SH3 domain in cosolute solutions. Because there are no correlative 
trends between the energetics of SH3-peptide association with SH3 diffusional properties, nor 
SH3 stability, the properties of the peptide likely play an important role in interpreting these 
results on protein-peptide association in crowded environments. The stabilizing effect of 200 g/L 
BSA on the SH3-PepS2 interaction and the destabilizing effect on the SH3-PepS4 interaction 
also suggests that the properties of the peptide affect the binding energetics.  
 Studies of peptides under crowded conditions are nearly nonexistent, yet there are many 
studies of macromolecular crowding effects on a similar system, intrinsically disordered proteins 
(IDPs).71, 89-98 Peptides pose an interesting problem because they are larger than small 
molecules and typically lack a stable tertiary structure, but are unstructured peptides the same 
as IDPs? IDPs often maintain their dynamics and conformational flexibility in crowded 
environments and are both extended and compacted.91 IDPs also have more solvent exposed 
surface area than a globular protein and cannot be interpreted as spheres, an approximation 
often made to simplify theoretical efforts involving globular proteins. Similar to IDPs, peptides, 
particularly the proline-rich-ones presented here, likely maintain their extended form and 
undergo conformational changes upon binding SH3.99 In other words, they cannot be 








 We have successfully used 19F NMR lineshape analysis42 to quantify the equilibrium 
thermodynamics and kinetics of binding between SH3 and two proline-rich peptides in 
concentrated solutions of cosolutes. Our results highlight the importance of using more 
physiologically relevant protein cosolutes to recreate crowded environments in vitro. We 
demonstrated that the energetic and diffusion results obtained in protein cosolutes do not 
resemble those expected and obtained for the small molecule controls, sucrose, glucose, or 
urea. Additionally, the protein-peptide complex destabilization in protein cosolutes differs from 
studies in which traditional, synthetic polymers were used to study crowding, 13, 18, 22, 72 further 
highlighting the need to use more complex, biologically-relevant crowded conditions in vitro. We 
also showed that conclusions about the effect of cosolutes on protein stability cannot be easily 
transferred to complex stability: proteins that have no effect (GB1), or a stabilizing effect (BSA) 
on SH3 alone, destabilize the SH3-peptide complex. Finally, our results suggest that the surface 
of the protein must be considered when interpreting effects of crowding on diffusion,73-74 and 
that surface properties are suspected to affect the kinetics of protein associations. The 
properties of the peptide are also important for interpreting energetics. The differences in results 
using peptides of two different sequences further supports the idea that the protein surface and 
sequence is an important consideration under crowded conditions. 
 It will be interesting to analyze the effects of crowding on the diffusional behavior of 
peptides with different sequences, thereby testing the surface chemistry hypothesis. It will also 
be important to compare these results to the behavior of IDPs. More broadly, our results are 
relevant to the field of peptide-based therapeutics100-101 and suggest that the effect of biological 




study macromolecular crowding is the inside of a cell. There are several studies of protein 
complex stability and association inside cells,102-107 which demonstrate both stabilizing and 
destabilizing effects. These studies, however, focus on globular homo- or heterodimerization. 
We hope that the work presented here encourages others to use more physiologically relevant 
in vitro cosolutes for crowding studies and inspires the study of more complex protein 




























































































































































































































































































Figure S5.2. Free energy diagrams for SH3-PepS2 binding in cosolutes at 318.15 K. Reaction and 
peptide sequence (A). SH3-PepS2 binding in buffer [B (F, free; ‡, transition state; B, bound)]. Effect of 50 
g/L ovalbumin (C), 50 g/L urea (D), 300 g/L sucrose (E), 300 g/L glucose (F), 50 g/L BSA (G), 100 g/L 






Figure S5.3. Free energy diagrams for SH3-PepS4 binding in cosolutes at 298.15 K. Free energy 
parameters for SH3-PepS4 binding in buffer (A). Effect of cosolutes on free energy diagrams for SH3-
PepS4 binding in 50 g/L urea (B), 300 g/L glucose (C), 50 g/L lysozyme (D), 200 g/L BSA (E), and 50 g/L 





Figure S5.4. Translational diffusion of SH3 as a function of temperature and cosolute. Results from 






Figure S5.5. Rotational correlation times of SH3 as a function of temperature and cosolute. R1 and 
R2 measurements with further fitting of the Model-Free formalism are plotted against temperature. 





Figure S5.6. Stability curve of 0.3 mM wild-type SH3 in buffer (black) and in 50 g/L GB1 (red). Error 
bars represent standard errors of the mean from triplicate measurements. Temperature dependence was 





Table S5.1. Equilibrium thermodynamic parameters for SH3-PepS4 binding. 
Cosolute 𝜟𝜟𝑮𝑮𝑫𝑫,𝟐𝟐𝟐𝟐𝟐𝟐 𝑲𝑲°
′  (kcal/mol) 𝜟𝜟𝑯𝑯𝑫𝑫°
′ (kcal/mol) 𝑻𝑻𝜟𝜟𝑺𝑺𝑫𝑫,𝟐𝟐𝟐𝟐𝟐𝟐 𝑲𝑲°
′  (kcal/mol) 
buffer 6.1 ± 0.1 11 ± 2  5 ± 2 
50 g/L urea 5.9 ± 0.1 10.8 ± 0.9 5.3 ± 0.8 
300 g/L glucose 6.2 ± 0.1 9 ± 2 3 ± 2 
50 g/L lysozyme 6.0 ± 0.1 9.6 ± 0.7 4.0 ± 0.7 
200 g/L BSA 5.9 ± 0.1 6.2 ± 0.8 0.8 ± 0.8 





Table S5.2. Activation parameters for SH3-PepS4 binding. 
Cosolute Reaction 𝜟𝜟𝑮𝑮 𝟐𝟐𝟐𝟐𝟐𝟐 𝑲𝑲
°′‡  
(kcal/mol) 𝜟𝜟𝑯𝑯
°′‡ (kcal/mol) 𝑻𝑻𝜟𝜟𝑺𝑺 𝟐𝟐𝟐𝟐𝟐𝟐 𝑲𝑲
°′‡  
(kcal/mol) 
buffer 𝐹𝐹 → ‡ 7.5 ± 0.1 7.3 ± 0.9 0.2 ± 0.9 
 𝐵𝐵 → ‡ 13.6 ± 0.1 18 ± 1 5.5 ± 0.9 
50 g/L urea 𝐹𝐹 → ‡ 7.5 ± 0.1 6.6 ± 0.5 -1 ± 2 
 𝐵𝐵 → ‡ 13.5 ± 0.1 17.5 ± 0.7 4.9 ± 0.7 
300 g/L glucose 𝐹𝐹 → ‡ 8.4 ± 0.1 9 ± 1 1 ± 1 
 𝐵𝐵 → ‡ 14.6 ± 0.1 18 ± 2 4 ± 2 
50 g/L lysozyme 𝐹𝐹 → ‡ 7.9 ± 0.1 6.5 ± 0.3 -0.8 ± 0.4 
 𝐵𝐵 → ‡ 13.9 ± 0.1 16.1 ± 0.5 3.2 ± 0.5 
200 g/L BSA 𝐹𝐹 → ‡ 8.0 ± 0.1 9.2 ± 0.3 1.7 ± 0.3 
 𝐵𝐵 → ‡ 13.9 ± 0.1 15.5 ± 0.6 2.5 ± 0.6 
50 g/L GB1 𝐹𝐹 → ‡ 8.0 ± 0.1 10.9 ± 0.1 3.3 ± 0.1 






Table S5.3. Parameters used for acquiring 19F DOSY experiments of SH3 in cosolutes. 
 
Cosolute Temperature (K) Δ / d20 (ms) δ / p30 (ms) 
buffer 
278.15 60 3.0 
288.15 60 2.5 
298.15 60 2.25 
308.15 60 2.0 
318.15 60 2.0 
50 g/L urea 
283.15 60 3.0 
288.15 60 2.5 
298.15 60 2.25 
308.15 60 2.0 
318.15 60 2.0 
300 g/L glucose and 
300 g/L sucrose 
283.15 210 2.25 
288.15 180 2.25 
298.15 150 2.25 
308.15 150 2.0 
318.15 150 1.75 
50 g/L ovalbumin 
293.15 60 2.5 
298.15 60 2.5 
303.15 60 2.5 
308.15 60 2.25 
318.15 60 2.25 
50 g/L BSA 
288.15 60 2.75 
298.15 60 2.5 
303.15 60 2.5 
308.15 60 2.25 
318.15 60 2.0 
100 g/L BSA 
288.15 60 2.75 
298.15 60 2.5 
303.15 60 2.75 
308.15 60 2.5 
318.15 60 2.25 
200 g/L BSA 
288.15 150 2.75 
298.15 120 2.75 
303.15 120 2.75 
308.15 120 2.5 
318.15 120 2.25 
50 g/L GB1 
283.15 60 3.0 
288.15 60 2.75 
298.15 60 2.5 
308.15 60 2.25 
318.15 60 2.0 
100 g/L GB1 
283.15 90 3.0 
288.15 90 2.75 
298.15 90 2.5 
308.15 90 2.25 
318.15 90 2.0 
50 g/L lysozyme 
308.15 60 2.5 
313.15 60 2.5 
318.15 60 2.5 
100 g/L lysozyme 
308.15 60 2.75 
313.15 60 2.5 




Table S5.4. Temperature-dependence of relaxation rates, rotational correlation times, and 
translational diffusion of SH3 in various cosolutes. 
Cosolute Temperature (K) R1 (s




278.15 2.48 ± 0.03 68 ± 3 8.8 ± 0.4 0.78 
288.15 2.69 ± 0.02 43 ± 1 5.6 ± 0.1 1.1 
298.15 2.62 ± 0.04 29 ± 1 3.7 ± 0.1 1.5 
308.15 2.66 ± 0.03 22 ± 1 2.7 ± 0.1 2.0 
318.15 2.22 ± 0.05 18 ± 1 2.3 ± 0.2 2.5 
50 g/L urea 
278.15 2.43 ± 0.03 72 ± 2 9.3 ± 0.2 --- 
283.15 --- --- --- 0.96 
288.15 2.60 ± 0.02 45 ± 1 5.9 ± 0.1 1.1 
298.15 2.64 ± 0.04 30 ± 1 3.9 ± 0.1 1.5 
308.15 2.46 ± 0.01 22 ± 1 2.8 ± 0.2 2.0 
318.15 2.24 ± 0.03 17 ± 1 2.2 ± 0.2 2.4 
300 g/L 
sucrose 
278.15 1.09 ± 0.05 170 ± 10 23 ± 1 --- 
283.15 --- --- --- 0.33 
288.15 1.49 ± 0.01 110 ± 10 15 ± 1 0.40 
298.15 1.91 ± 0.01 74 ± 1 10.1 ± 0.2 0.56 
308.15 2.24 ± 0.01 52 ± 1 7.1 ± 0.1 0.78 
318.15 2.44 ± 0.01 38 ± 1 5.1 ± 0.1 1.0 
300 g/L 
glucose 
283.15 1.44 ± 0.02 121 ± 1 16.5 ± 0.1 0.36 
288.15 1.68 ± 0.01 95 ± 1 13.0 ± 0.1 0.44 
298.15 2.09 ± 0.01 63 ± 1 8.6 ± 0.1 0.62 
308.15 2.39 ± 0.01 44 ± 1  5.9 ± 0.1 0.84 
318.15 2.52 ± 0.02 33 ± 1 4.3 ± 0.1 1.1 
50 g/L 
lysozyme 
288.15 1.50 ± 0.02 210 ± 10 26 ± 1 --- 
298.15 1.78 ± 0.01 110 ± 10 15 ± 1 --- 
308.15 1.94 ± 0.01 72 ± 1 9.8 ± 0.1 1.2 
313.15 --- --- --- 1.3 
318.15 2.1 ± 0.2 49 ± 1 6.8 ± 0.2 1.5 
100 g/L 
lysozyme 
278.15 0.74 ± 0.02 --- --- --- 
288.15 0.94 ± 0.01 550 ± 10 61 ± 1 --- 
298.15 1.36 ± 0.02 240 ± 10 29 ± 1 --- 
308.15 1.59 ± 0.01 140 ± 10 18 ± 1 0.75 
313.15 --- --- --- 0.87 
318.15 1.78 ± 0.01 88 ± 1 12 ± 1 1.0 
50 g/L BSA 
283.15 2.49 ± 0.01 58 ± 1 7.6 ± 0.1 --- 
288.15 2.59 ± 0.02 43 ± 1 5.7 ± 0.1 0.98 
298.15 2.57 ± 0.02 32 ± 1 4.2 ± 0.1 1.3 
303.15 --- --- --- 1.5 
308.15 2.49 ± 0.02 23 ± 1 2.9 ± 0.2 1.7 
318.15 2.19 ± 0.02 19 ± 1 2.5 ± 0.1 2.2 
100 g/L BSA 
283.15 2.32 ± 0.01 73 ± 1 9.6 ± 0.1  --- 
288.15 2.43 ± 0.02 61 ± 1 8.0 ± 0.1 0.77 
298.15 2.46 ± 0.02 42 ± 1 5.6 ± 0.1 1.0 
303.15 --- --- --- 1.2 
308.15 2.40 ± 0.02 30 ± 1 4.0 ± 0.2 1.3 




200 g/L BSA 
283.15 1.76 ± 0.01 160 ± 10 20 ± 1 --- 
288.15 1.92 ± 0.01 130 ± 10 16 ± 1 0.32 
298.15 2.13 ± 0.01 84 ± 1 11 ± 1 0.43 
303.15 --- --- --- 0.50 
308.15 2.21 ± 0.01 57 ± 1 7.7 ± 0.1 0.59 
318.15 2.19 ± 0.05 43 ± 1 5.9 ± 0.2 0.76 
50 g/L 
ovalbumin 
293.15 2.38 ± 0.01 130 ± 10 15 ± 1 0.98 
298.15 2.39 ± 0.01 100 ± 10 12 ± 1 1.1 
303.15 2.39 ± 0.01 77 ± 1 10.0 ± 0.1 1.4 
308.15 2.34 ± 0.01 60 ± 1 8.0 ± 0.1 1.6 
318.15 2.23 ± 0.01 38 ± 1 5.2 ± 0.1 2.0 
50 g/L GB1 
283.15 2.37 ± 0.01 64 ± 1 8.5 ± 0.1 0.77 
288.15 2.48 ± 0.01 51 ± 1 6.8 ± 0.1 0.91 
298.15 2.55 ± 0.01 34 ± 1 4.5 ± 0.1 1.3 
308.15 2.46 ± 0.03 25 ± 1 3.2 ± 0.2 1.6 
318.15 2.33 ± 0.02 20 ± 1 2.5 ± 0.2 2.0 
100 g/L GB1 
283.15 1.93 ± 0.01 86 ± 1 11.5 ± 0.1 0.52 
288.15 2.10 ± 0.01 72 ± 1 9.7 ± 0.1 0.61 
298.15 2.32 ± 0.01 49 ± 1 6.6 ± 0.1 0.84 
308.15 2.41 ± 0.01 36 ± 1 4.8 ± 0.1 1.1 






Table S5.5. Apparent relative viscosities calculated from diffusion measurements at 
298.15 K. 
 
Cosolute ηc / ηb (literature) 
ηc / ηb  
(translational 
diffusion) 
ηc / ηb  
(rotational 
diffusion) 
50 g/L urea 1.2a 1.1 1.2 
300 g/L sucrose 3.0a 2.9 2.7 
300 g/L glucose 2.8a 2.6 3.2 
50 g/L lysozyme 1.2 1.8b 3.2 
100 g/L lysozyme 1.4 2.8b 6.0 
50 g/L BSA 1.4 1.3 1.3 
100 g/L BSA 2.0 1.6 1.8 
200 g/L BSA 5.0 3.8 3.5 
50 g/L ovalbumin 1.4c 1.4 3.2 
50 g/L GB1 n/a 1.3 1.4 
100 g/L GB1 n/a 1.9 2.1 
 
aViscosities from CRC Handbook61 
bApparent, relative viscosity at 308.15 K 
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APPENDIX 4.1. 19F NMR LINESHAPE ANALYSIS FITTING SCRIPT 
Calls on Appendices 4.2 and 4.3. 19F NMR data must also be saved as .txt files in one directory 
above the one in which this script is stored. Developed by C.A. Waudby. 
 





%Protein Batch:  
  
% Exp. no. 2: 0 uM peptide 
% Exp. no. 3: 1450 uM peptide 
% Exp. no. 4: 1160 uM peptide 
% Exp. no. 5: 870 uM peptide 
% Exp. no. 6: 580 uM peptide 
% Exp. no. 7: 435 uM peptide 
% Exp. no. 8: 290 uM peptide 
% Exp. no. 9: 218 uM peptide 
% Exp. no. 10: 145 uM peptide 
% Exp. no. 11: 73 uM peptide 
% Exp. no 12: 29 uM peptide  
  
L0 = [0 29 73 145 218 290 435 580 870 1160 1450];   % uM 
  
P0 = [215 215 215 215 215 215 215 215 215 215 215]; % uM 
  
tmp = load('../data3.txt'); 
data(:,1) = tmp(:,2); 
tmp = load('../data23.txt'); 
data(:,2) = tmp(:,2); 
tmp = load('../data21.txt'); 
data(:,3) = tmp(:,2); 
tmp = load('../data19.txt'); 
data(:,4) = tmp(:,2); 
tmp = load('../data17.txt'); 
data(:,5) = tmp(:,2); 
tmp = load('../data15.txt'); 
data(:,6) = tmp(:,2); 
tmp = load('../data13.txt'); 
data(:,7) = tmp(:,2); 
tmp = load('../data11.txt'); 
data(:,8) = tmp(:,2); 
tmp = load('../data9.txt'); 
data(:,9) = tmp(:,2); 
tmp = load('../data7.txt'); 
data(:,10) = tmp(:,2); 
tmp = load('../data5.txt'); 





ppm = tmp(:,1); 
data = data / 0.5e6;  % convenient normalization to avoid enormous 
intensity values 
  
% set spectrometer frequency 
BF1 = 470.582968;   % spectrometer frequency (MHz) 
ppm0 = -123;        % put in rough chemical shift halfway between 
free/bound peak positions 
  
% convert ppm to frequencies (omega): 
ppm = linspace(ppm(1),ppm(end),length(ppm))';  % trick to eliminate 
rounding errors in copy/paste 
w = 2*pi*BF1*(ppm - ppm0); 
  
subplot(2,1,1) 






xlabel('^{19}F chemical shift / ppm') 
title('Observed spectra') 
  
%% 2. set up initial guesses at model parameters 
wa = -1800; 
wb = 1800; 
R2a = 30; 
R2b = 100; 
Kd = 100; 
koff = 1000; 
  
%% 3. do the fitting 
  
% set up functions to calculate residuals 
vec = @(x) x(:); % utility function to convert any result to column 
vector 
residuals = @(p) vec(data - 
(10^p(7))*calc_simulated(p(1),p(2),p(3),p(4),p(5),p(6),P0,L0,w)); 
p0 = [Kd koff wa wb R2a R2b 1]; 
  
% % calculate the best fit 
% p = lsqnonlin(residuals, p0); 
%  
% % extract fit results (will be output to command window) 
% Kd = p(1); 
% koff = p(2); 
% wa = p(3); 
% wb = p(4); 
% R2a = p(5); 
% R2b = p(6); 





% calculate the best fit 
[pfit, ~, ~, ~, ~, ~, J] = lsqnonlin(residuals, p0); 
  
% calculate residuals 
resid = residuals(pfit); 
chi2 = sum(resid.^2); 
  
% error analysis: 
  
% A posteriori variance factor 
[rows,cols]=size(J); 
Sigma_o = sqrt((resid'*resid) / (rows-cols)); 
  
% Unscaled Covariance Matrix (Inverse of the Normal Equation matrix) 
Q_xx = inv(J'*J); 
  
% Calculate standard errors 
pfitErr = full(Sigma_o .* sqrt(diag(Q_xx))); 
  
% extract fit results (will be output to command window) 
Kd = [pfit(1) pfitErr(1)]; 
koff = [pfit(2) pfitErr(2)]; 
wa = [pfit(3) pfitErr(3)]; 
wb = [pfit(4) pfitErr(4)]; 
R2a = [pfit(5) pfitErr(5)]; 
R2b = [pfit(6) pfitErr(6)]; 
amplitude = [pfit(7) pfitErr(7)]; 
  
  
%% 4. plot fit results 
  
sim = (10^amplitude(1)) * calc_simulated(Kd(1), koff(1), wa(1), wb(1), 





    plot(ppm,data(:,i),'b-',ppm,sim(:,i),'r-') 






xlabel('^{19}F chemical shift / ppm') 







APPENDIX 4.2 FUNTION TO SOLVE 2-STATE BLOCH-MCCONNELL EQUAITON 
 
function y = calc_lineshape(w, kex, pB, wa, wb, R2a, R2b) 
% based on analytical solution to full 2-state bloch-mcconnell 
equations 
  
y = -real((kex + R2b + pB*(R2a - R2b - 1i*wa + 1i*wb) - 1i*(-w + wb)) 
./ ... 
   ((1i*R2a - w + wa).*(1i*R2b - w + wb) + ... 






APPENDIX 4.3. FUNCTION TO CALCULATE SIMULATED LINESHAPES 
 
function sim = calc_simulated(Kd, koff, wa, wb, R2a, R2b, P0, L0, w) 
  
sim = zeros(length(w),length(L0)); 
  
for j=1:length(L0) 
    Lfree = 0.5*(L0(j)-Kd-P0(j)+sqrt((L0(j)+P0(j)+Kd)^2-
4*P0(j)*L0(j))); 
    kex = (koff/Kd)*Lfree + koff; 
    pB = (koff/Kd)*Lfree / kex; 
  
    sim(:,j) = P0(j) * calc_lineshape(w, kex, pB, wa, wb, R2a, R2b); 







APPENDIX 5.1. MONTE CARLO ERROR ANALYSIS FUNCTION FOR LINEAR 
VAN’T HOFF AND EYRING DATA 
 
function [coeffMean, coeffStd, allFits] = 
MonteLinearFit(X,Y,Y_Std_Err,fitDimension,iters) 
     
    if ~exist('fitDimension','var') 
        fitDimension = 1; 
    end 
    if ~exist('iters','var') 
        iters = 10000; 
    end 
  
    draws = zeros(size(X,1),iters); 
    fits = zeros(fitDimension+1,iters); 
  
    for r = 1:size(draws,1) 
       draws(r,:) =  normrnd(Y(r),Y_Std_Err(r),[1,iters]); 
    end 
  
    for c = 1:iters 
        fits(:,c) = polyfit(X, draws(:,c), fitDimension); 
    end 
  
    coeffMean = mean(fits,2); 
    coeffStd = std(fits,[],2); 







APPENDIX 5.2. VAN’T HOFF AND EYRING ERROR ANALYSIS AND HISTOGRAM 
GENERATION 
 
Calls on Appendix 5.1. Monte Carlo error analysis using averages and standard errors as input 
values. Generates histograms of average enthalpy and entropy values. 
 
Tinv = 1./[278.15;288.15;298.15;308.15;318.15]; %Input temperatures 
ScaledErr = []; %Input standard errors for free energy values 

















APPENDIX 5.3. ERROR ANALYSIS FOR R1 RELAXATION MEASUREMENTS 
 
Calls on Appendix 5.4 (MonteNonLinearFit). Conduct error analysis for R1 measurements in 
which one mixing time is acquired 3 times. Uses data stored in Excel. Conducts error analysis 
according to Chapter 19.8 in Fundamentals of NMR Spectroscopy textbook by Gordon Rule and 
Kevin Hitchens.  
function [coeffMean, coeffStd] = SamsPepFit(filename, sheet) 
  
X = xlsread(filename,sheet,'B2:K2'); %x values, mixing times 
  
Y = xlsread(filename,sheet,'B4:K62'); %y values, peak intensities 
  
coeffMean = zeros(3,length(Y)); 
coeffStd = zeros(3,length(Y)); 
  
formula = 'M*(1-V*exp(-x*R))'; 
formulaVars = {'M','R','V'}; 
repeats = [2,6,10]; %repeated mixing times 
for i=1:size(Y,1) 
    stderr = std(Y(i,repeats)) .* ones(1,size(Y,2)); 
    [coeffMean(:,i), coeffStd(:,i), ~] =  
MonteNonLinearFit(X',Y(i,:)',stderr',formula,formulaVars); 
end 






APPENDIX 5.4. MONTE CARLO ERROR ANALYSIS FUNCTION FOR NONLINEAR 
R1 NMR DATA 
 
function [coeffMean, coeffStd, allFits] = 
MonteNonLinearFit(X,Y,Y_Std_Err,formula,coeffs,iters) 
     
    if ~exist('iters','var') 
        iters = 1000; 
    end 
     
    numberCoeffs = length(coeffs); 
  
    draws = zeros(size(X,1),iters); 
    fits = zeros(numberCoeffs,iters); 
  
    for r = 1:size(draws,1) 
       draws(r,:) =  normrnd(Y(r),Y_Std_Err(r),[1,iters]); 
    end 
  
    for c = 1:iters 
        [xData,yData] = prepareCurveData(X,draws(:,c)); 
        fitType = 
fittype(formula,'independent',{'x'},'coefficients',coeffs); 
        [fitCoeffs,~] = 
fit(xData,yData,fitType,'startpoint',[max(yData),0.05,1],'Algorithm','
Trust-Region'); 
        fits(:,c) = coeffvalues(fitCoeffs)'; 
    end 
  
    coeffMean = mean(fits,2); 
    coeffStd = std(fits,[],2); 






APPENDIX 5.5. ERROR ANALYSIS FOR R2 RELAXATION MEASUREMENTS 
 
Calls on Appendix 5.6 (MonteNonLinearFit2). Conduct error analysis for R2 measurements in 
which one mixing time is acquired 3 times. Uses data stored in Excel. Conducts error analysis 
according to Chapter 19.8 in Fundamentals of NMR Spectroscopy textbook by Gordon Rule and 
Kevin Hitchens.  
function [coeffMean, coeffStd] = SamsPepFit2() 
  
filename = 'Compiled_T1_T2_Intensities'; 
sheet = 'SH3_T2'; 
X = xlsread(filename,sheet,'B2:K2'); 
  
Y = xlsread(filename,sheet,'B4:K61'); 
  
coeffMean = zeros(2,length(Y)); 
coeffStd = zeros(2,length(Y)); 
  
formula = 'A*(exp(-x*R))'; 
formulaVars = {'A','R'}; 
repeats = [2,6,10]; 
for i=1:size(Y,1) 
    stderr = std(Y(i,repeats)) .* ones(1,size(Y,2)); 
    [coeffMean(:,i), coeffStd(:,i), ~] =  
MonteNonLinearFit2(X',Y(i,:)',stderr',formula,formulaVars); 
end 






APPENDIX 5.6. MONTE CARLO ERROR ANALYSIS FUNTION FOR NONLINEAR R2 
NMR DATA 
 
function [coeffMean, coeffStd, allFits] = 
MonteNonLinearFit2(X,Y,Y_Std_Err,formula,coeffs,iters) 
     
    if ~exist('iters','var') 
        iters = 1000; 
    end 
     
    numberCoeffs = length(coeffs); 
  
    draws = zeros(size(X,1),iters); 
    fits = zeros(numberCoeffs,iters); 
  
    for r = 1:size(draws,1) 
       draws(r,:) =  normrnd(Y(r),Y_Std_Err(r),[1,iters]); 
    end 
  
    for c = 1:iters 
        [xData,yData] = prepareCurveData(X,draws(:,c)); 
        fitType = 
fittype(formula,'independent',{'x'},'coefficients',coeffs); 
        [fitCoeffs,~] = 
fit(xData,yData,fitType,'startpoint',[max(yData),100],'Algorithm','Tru
st-Region'); 
        fits(:,c) = coeffvalues(fitCoeffs)'; 
    end 
  
    coeffMean = mean(fits,2); 
    coeffStd = std(fits,[],2); 
    allFits = fits; 
end 
 
