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Glossary  Nonparametric statistical methods – The
statistical methods that do not assume a particular













Nonparametric statistical methods are used in situations
in which it is unreasonable to assume that the sample was
drawn from a population distribution with a particular
parametric shape, such as the normal distribution. For
example, when the sample size is small and the distribu-
tion of the observations is skewed, statistical methods
based on the assumption of a normal distribution may
be inappropriate. Nonparametric statistical methods do
not have a priori assumptions about the population dis-
tribution and, therefore, are sometimes referred to as
distribution-free methods.
Nonparametric methods have several properties that are
worth mentioning. First, they are suitable for categorical
data, which are common in educational research. Categori-
cal variables have either nominal of ordinal measurement
level, but may also represent counts of particular events.
Examples of nominal variables include the kinds of arith-
metic errors made by students, and the assignment of each
student to one of three remedial teaching methods of inter-
est. In statistical analysis, such groups may be identified by
means of numbers 1, 2, and 3, which only serve to distin-
guish them. An example of an ordinal variable is the tea-
cher’s rank ordering of students with respect to perceived
need of remedial teaching. An example of a count is the
frequency of students in each remedial teaching program
who receive help.
Nonparametric methods may also be in order for
interval-level variables, such as students’ motivation, for
which the population distribution is unknown. The con-
sequence of using nonparametric methods is that the test
scores are treated as ordinal rather than interval variables.
By doing this, information is lost about the distances
between scores and the power of statistical tests is reduced.












































International Encyclopedia of Edtheir data as if the sampled scores on a variable stem from a
known distribution.
Second, nonparametric methods are appreciated for
their weak assumptions. Thus, instead of assuming distri-
butions such as the normal, exact distributions are derived
for particular statistics of interest. For example, a nominal
variable may follow a multinomial distribution of which
the category probabilities are estimated from the data.
Other assumptions may be relaxed or completely dropped.
For example, instead of assuming a linear relationship
between numerical variables as in linear regression, rela-
tionships may be estimated from the data, as in kernel
smoothing (Fox, 2000a; Ramsay and Silverman, 1997).
Weak statistical models are important because they do
not make assumptions beyond the level of knowledge
expressed in many theories in educational and other social
and behavioral sciences.
Third, it is sometimes said that nonparametric statisti-
cal models are convenient because they are easy to use.
Some restraint may be in order here, because nonpara-
metric methods are often based on complex mathematical
considerations that may not be as easy to grasp as those
underlying parametric methods. For example, several non-
parametric methods are based on combinatorial math,
which is notorious for running into badly manageable
computations as sample size increases or the numbers of
variables increases, and all possible patterns of scores have
to be taken into account.
Fourth, the results of nonparametric statistical meth-
ods are sometimes not much different from those obtained
by means of parametric methods that have been applied
even when the assumptions on which they are based were
violated. Thus, sometimes parametric statistical methods
are robust against the violation of the normality assump-
tion and the use of nonparametric counterparts, which
may be more appropriate from a mathematical point of
view, becomes less salient. This is true, for example, for
the parametric Student’s t-test. However, for other meth-
ods, such as regression analysis, it has been shown repeat-
edly that the estimation of a relationship from the data
may lead to different and interesting results that would
have been obscured when a particular parametric func-
tion, such as the linear or the logistic, had been fitted.
Thus, there is room for nonparametric statistical methods,













Examples of Nonparametric Statistical
Methods
The goal of statistical analysis is to estimate properties of
interest from the data, such as the distribution of a variable
or the difference between groups with respect to the
means on a variable, and to test hypotheses about interest-
ing research questions. First, we review a few well-known
nonparametric statistical tests from the myriad of test
procedures (e.g., Siegel, 1956; Siegel and Castellan, 1988;
Wasserman, 2004, 2006) based on known, exact sampling
distributions, and then we discuss methods for obtaining
sampling distributions and probabilities of exceedence




















Estimating Distributions and Drawing
Inferences
An important step in data analysis is to inspect the distri-
bution of the observations. Rather than assuming a normal
distribution and estimating the mean and variance, one
can also estimate the complete distribution from the data.
An example of a nonparametric method is the simple
histogram that estimates the population distribution
directly from the data (Figure 1). As the sample has a
limited number of observations, the histogram is discrete
and jagged. Thus, sometimes it may be convenient to
smooth the histogram. Kernel smoothing produces the
result shown by the solid curve in Figure 1. Smoothing
has the effect of bringing out the salient features of the
distribution at the expense of irregularities that probably




































Figure 1 Example of an estimated distribution of sum scores
(e.g., the number-correct score on an educational test) by means
of a histogram, kernel smoothing (solid curve), and a normal
approximation (dashed curve).























curve suggests that the distribution is skewed to the left
and that the frequency of score 12 may be too large due to
sampling error.
The smooth dashed curve in Figure 1 shows the nor-
mal approximation to the histogram. A glance at the graph
shows that the normal seems to overestimate the lower-
score frequencies and underestimate the higher-score fre-
quencies. The Shapiro–Wilk test, which is a well-known
nonparametric test for evaluating whether the observations
deviate from the normal curve, yields a value equal to
0.894 (P < 0.000); thus, the hypothesis of normality is
rejected. The Kolmogorov–Smirnov test is a more gen-
eral, often-used nonparametric method that can be used
to test whether the data come from a hypothesized distri-
bution, such as the normal. Often, it has less power than
the Shapiro–Wilk test to detect violations of normality,
but for the data in Figure 1 the value of the test statistic is
0.183 (P < 0.000). Again, normality is rejected. Neither
test makes assumptions about the population distribution
of the data.
Researchers may wish to know whether the distribu-
tions of an outcome variable are the same across groups,
for example, as in a control-group study on the effect of a
teaching program. When the variable is ordinal, it does
not make sense to assume that it follows a normal distri-
bution and compare the means using a parametric t-test.
Such a test is also inappropriate when an interval variable
does not have a normal distribution. Alternatively, the
nonparametric Mann–Whitney U test, also known as the
Wilcoxon rank-sum test, is a good candidate for testing
the null hypothesis that two independent samples come
from the same population against the alternative that the
samples come from two different population distributions
which are identical in shape but different in location.
The Mann–Whitney U test is based on the common
rank ordering according to ascending magnitude of all
observations from two samples, say A with size N1 and B
with size N2, and counts for each observation from B by
how many observations from A it is preceded; test statistic
U equals the sum of these counts (for simplicity, we ignore
the possibility of ties). When the two distributions are
completely separated, each observation from A either
precedes each observation from B, which results in maxi-
mum U ¼ N1N2, or is preceded by each observation from
B, which results in minimum U ¼ 0. Thus, high and low
values of U indicate different distributions, and interme-
diate values indicate largely overlapping distributions. For
small sample sizes (i.e., the size of the larger sample does
not exceed 20), the probabilities of exceedence can be
read from tables especially prepared for this purpose.
When the larger sample exceeds size 20, U has been
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The standard normal statistic z ¼ ðU  mU Þ=sU may
be used to test the null hypothesis using probabilities from
tables for the normal distribution. Several other tests for
testing differences in location exist for a variety of
research designs, such as the Wilcoxon signed rank test
for paired samples, and the Kruskall–Wallis test for com-













Determining Degree of Association
Suppose, two numerical variables X and Y have been
sampled from the same population and one wishes to
know the degree to which they are linearly related. An
extremely well-known statistic for this purpose is Spear-
man’s product–moment correlation, denoted r in the
population and r in the sample. Assuming bivariate nor-
mality for X and Y and a sample of size N, the null
hypothesis that r ¼ 0 can be tested using a t statistic,
which can be shown to depend only on r and N.
Again, what if variables X and Y are ordinal or one is
reluctant to assume bivariate normality? An alternative to
the product–moment correlation is Spearman’s rank cor-
relation rs. Here, the scores on both variables are replaced
by the corresponding ranks, which for brevity we also
denote X and Y. For example, for a respondent indexed i,
the pair of ranks Xi ¼ 7;Yi ¼ 15ð Þ show that (s)he was
ranked 7 on variableX and 15 on variableY. The difference
between paired ranks equals di ¼ 7 15, and so on for
other respondents. Tied scores are replaced by the average
of the ranks assigned, had no ties been observed. The
product–moment correlation between the two rankings
X andY provide the values of rs . Ignoring ties for simplicity,
and using differences d between paired ranks, rs equals
rs ¼ 1 6
P
d 2i
NðN 2  1Þ :
For small samples, the null hypothesis that rs ¼ 0 can
be evaluated by considering all possible rank orderings or
permutations of Y given a particular rank ordering of X,
and determining the value of rs for each pair of ranks X
and Y. As under the null hypothesis, each permutation of
Y has the same probability, N !ð Þ1, the probability of a
particular value for rs simply is a multiple of N !ð Þ1, and a
table based on the distribution of rs given N is readily
prepared. This table can be used for hypothesis testing.
For, say, N  30, this is feasible but for larger N one runs
into combinatorial problems. For N  10 (Hays, 1981:
598), a t-test may be used for testing the null hypothesis.
Other coefficients exist for expressing degree of associa-
tion, such as Kendall’s tb , which corrects for tied observa-
tions (Liebetrau, 1983: 51–53).
When X and Y are nominal, a two-way contingency





















































International Encyclopedia of Edfrequency counts in each cell, which reflect how often a
particular combination is observed in the sample. The
null hypothesis of no association may be tested using a
chi-squared statistic. The strength of the association may
be expressed by several coefficients, for example, the phi-
coefficient when both X and Y have two categories, and
Cramér’s V when the number of categories is greater and
not necessarily equal for X and Y (Liebetrau, 1983).Bootstrap and Permutation Tests
When the population distribution of the observations is
unknown, it may happen that the sampling distribution of
a statistic of interest, say T, derived from the data also is
unknown. In this case, a computer-intensive way of
approximating the sampling distribution of T is to draw
a large number of samples of size N with replacement
from the sample, and then compute statistic T for each so-
called bootstrap sample. The distribution of T across the
bootstrap samples can be used to determine a confidence
interval for parameter t of which T is the estimate, for
example, by identifying the 2.5th and the 97.5th percentile
and using these as lower and upper bounds, respectively.
This procedure is known as the nonparametric bootstrap
(Efron and Tibshirani, 1993). Statistic T can be any quan-
tity of interest, such as the median or the range of a
distribution, a difference between group medians, or an
association measure between scores.
An example of a related procedure is known as the
permutation test (also, see the discussion of the test of the
null hypothesis that Spearman’s rs ¼ 0). In general, for
null hypothesis t ¼ 0, the statistic T is determined for all
possible arrangements of the sampled data, which are also
known as permutations. The distribution ofT across these
permutations is the sampling distribution of T under the
null hypothesis. If one wishes testing the null hypothesis
t ¼ 0 at the 5% level against the alternative that t > 0,
then the 95th percentile of the sampling distribution
defines Tcrit. If the observed value of T in the original
sample, denoted Tobs, exceeds Tcrit, the null hypothesis is
rejected. The number of possible permutations can
become excessively large, even for high-powered compu-
ters, and then a large random sample of permutations
may be used instead. For some statistics T, the distribution
of T approaches a known distribution in larger samples,
as with Spearman’s rs, which approaches a Student’s
t-distribution.Specific Nonparametric Methods:
Nonparametric Regression
As regression analysis is regularly used in educational re-
search, this section presents nonparametric regression ana-











statistical method. First, the parametric multiple regres-
sion analysis is discussed. This method relates a response
variable, denoted Y, linearly to one or more explanatory
variables, denoted Xj j ¼ 1; . . . ;mð Þ, such that
Y ¼ aþ
X
bj Xj þ e:
In the regression equation, the regression intercept
is denoted by a , the regression coefficients by
bj j ¼ 1; . . . ;mð Þ, and the residual error by e , which is
assumed to have 0 mean for fixed values of the explanatory
variables. The regression parameters are estimated fitting
the regression equation to the data of N observations
(indexed by i) so as to minimize
P
e2i . Hypotheses of
interest are whether bj ¼ 0 j ¼ 1; . . . ;mð Þ against a one-
sided or a two-sided alternative, andwhether the amount of
variance explained by the model, denoted R2, equals 0 (i.e.,
R2 ¼ 0), against the alternative that it is positive. For testing
these hypotheses, it is assumed (among others) that the
conditional distribution of Y is normal, with mean
aþP bj Xj and constant variance s2. This amounts to





























An Overview of Nonparametric
Regression Methods
Suppose, the researcher has insufficient evidence to sup-
port linearity, normality, and equal variance, or his/her
substantive theory does not imply this degree of structure.
Then, (s)he could try nonparametric regression methods
to study the relationships between variables. We illustrate
that the exact shape as estimated directly from the data
may provide interesting information about relationships.
For simplicity, we consider only models with one
explanatory variable, X (see Fox, 1997, 2000b, for many
generalizations). Then, when one expects Y and X not to
be linearly related, the simplest option is to compute the
mean Y conditional on separate values of X, and take the
mean as the regression estimate; that is, Ŷ x ¼ Yj jx is
computed and a graph is drawn that connects adjacent
conditional estimates Ŷ jx . Problems may arise when X is
continuous and many different values are observed so that
only few values of Y are tied to one value of X, when the
number of different values of X is manageable but
the total sample size is relatively small, which leads to the
same problem, or when the combination of both occurs.
The problem of too few observations per value of X
may be accommodated by the use of so-called bins. Order
all observations according to X from small to large, and
define a subset of smallest adjacent X values to form the
first bin, then a subset of the next adjacent values of X to
form the second bin, and so on. Bins are indexed
k ¼ 1; . . . ;K . Then, Y is computed based on all observa-
tions in the kth bin (k ¼ 1 , . . . , K ). The resulting values
Ŷ j bin kð Þ are plotted in a graph, which often appears




































International Encyclopedia of Eduwidth of a bin and the minimum number of observations
in a bin. These decisions affect both the bias and the
variance of the estimate of mean Y, and smaller bias
often implies greater variance and vice versa.
Bins may also be defined as overlapping windows,
where each next window has moved further to the right
across the scale of X, so that values of X enter the window
from the right and exit the window from the left. As for
bins, windows may have either a fixed width defined by
values of X or they contain a fixed number of n þ 1
observations. In local averaging, for each window Y is
computed on the basis of all the observations on X that
are in the window. When the number of observed values
on X is small, the resulting graph is jagged, as with bin-
ning. Windows that contain a fixed number of n þ 1
observations can be moved across all N observations on
X after these observations have been ordered from small
to large, such that each observation can be the central
focal value x0 of a window once. The other observations in
the window can be defined to be the n nearest neighbors
of x0 . Then, N conditional estimates Ŷ jx0 (the condition-
ing is on x0 plus its n nearest neighbors) lead to a rela-
tively smooth curve. As with binning, either the width of
the window or the size of n must be determined. Another
problem is that with fixed n, x values near the endpoints
have more-similar neighborhoods than other x values,
so that the regression curve tends to flatten near the
endpoints.
Kernel smoothing takes local averaging a step further
by differentially weighing the y values corresponding
to neighbors of focal point x0, such that y values of
neighbors close to x0 receive more weight than y values
of neighbors further away in the window. Denoting








is the kernel function, defined as
wi ¼ K ½ðxi  x0Þ=h (h is explained shortly). Several









p e12ðxi  x0=hÞ
2
;
in which h is called the bandwidth. Small bandwidth
values produce jittery curves showing too much random
detail (too much variance) and large values produce
smooth curves that erase salient features of the regression
(too much bias). Thus, finding a value of h that counter-
balances bias and precision is an important topic.
The data within a window may be distributed approx-
imately equally dense but they may also pile up on one
side of the window. In the latter case, estimateŶ jx0 may be
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better estimate by fitting a polynomial regression model
to the data in the window,
Y ¼ aþ b1ðX  x0Þ þ b2ðX  x0Þ2 þ    þ bpðX  x0Þp þ e;







mized so as to obtain estimated regression parameters.
Then, for this window Ŷ jx0 ¼ ̂ is the point on the
regression curve, and an estimated curve is obtained as
the window moves along. As for higher p,multicollinearity
sets in, p ¼ 1, 2, and 3 are convenient practical choices.
With spline regression (Marsh and Cormier, 2002;
Ramsay and Silverman, 1997), we return to binning but
instead of taking an unweighted average we now fit a
polynomial regression model,
Y ¼ aþ b1X þ b2X 2 þ    þ bpX p þ e;
to the data in the bin such that the regression curves in
adjacent bins connect smoothly to constitute one smooth
curve across the bins. Not only should curves from adja-
cent bins connect the points on the boundaries of the bins,
also called knots, but in passing a knot, the slope of the
curve should not change abruptly, meaning that the first
derivative is smooth at the knot, and the curvature of the
curve, for example, should not to change abruptly from
smooth to rough, meaning that the second derivative also
is smooth at the knot. This requires a polynomial to have
at least degree p ¼ 3, because linear spline functions
(p ¼ 1) only connect straight lines between bins, and
quadratic spline functions (p ¼ 2) in addition only guar-
antee a smooth change of the slope but do not prevent
sudden breaks in this change. See Green and Silverman
(1994) for methods that control the balance between bias
and variance and prevent curves from becoming jumpy.
Both local polynomial regression and spline regression
are extremely flexible and overcome many of the weak-
nesses of other nonparametric regression methods, such as
the flattening of curves near the endpoints. Both methods
use parametric functions to adequately describe interest-
ing features of relationships but not to hypothesize that
relationships are naturally linear, quadratic, and so on.
Inference with respect to nonparametric regression is
based on estimated confidence bands around the regres-
sion curve. Several possibilities exist, the nonparametric
bootstrap being one of them. In addition, nested models



































































Figure 2 Two 2-parameter logistic functions: solid curve has
parameters bj ¼ 0.25 and aj ¼ 2, and dashed curve has








An Application of Kernel Smoothing to
Educational Test Data
Nonparametric regression methods find their appli-
cation, for example, in a large and important class of
models for educational measurement, known as item
response models, discussed elsewhere in this encyclope-




International Encyclopedia of Edordered) of a large sample of students (often, N 500) on
several items that measure the same ability, for construct-
ing an ability scale on which students can be located. Each
item may present, for example, an arithmetic problem
to the student and the scores on each of the items may
be driven by a student’s ability to perform well on such
problems.
The key feature of item response models is the nonlin-
ear regression of each separate item score on the ability.
Let the random variable for an item score be denoted Xj .
It is further assumed that the ability is represented by a
latent variable, denoted by y, the scores on which are
inferred from the student’s observed item scores through
the estimation of the item response model. For Xj ¼ 0; 1
(e.g., incorrect/correct solutions), a typical example of
a regression function is the 2-parameter logistic function
(e.g., Van der Linden and Hambleton, 1997),
P Xj ¼ 1jy
  ¼ eaj ybjð Þ
1þ eaj ybjð Þ
;
see Figure 2 for the graphical representation of two logistic
functions. Parameter bj gives the value of y for which the
probability of a correct solution equals 0.5, and parameter
aj is monotonically related to the function’s steepest slope,
which is in the inflexion point (bj ; 0:5). For parameter
estimation, marginal maximum likelihood (MML) may be
used, which assumes that y is normal when the item para-
meters are estimated, and then assumes that the estimated
item parameters are fixed when for each individual an
ability score y is estimated.
An important question is whether a 2-parameter logistic
regression function and a normal y are not unduly restric-


































































Figure 3 Estimated item response functions (solid curves)
with 95% confidence envelopes (dotted curves): bandwidth
parameters (a) h ¼ 2; (b) h ¼ 1.5, and (c) h ¼ 1.0. The dashed























































Indeed, in the context of item response theory, binning,
kernel smoothing, and spline regression each have been
proposed and used as alternatives for logistic and other
parametric functions. Figure 3 shows the estimated kernel
regression functions of an item response function from a
15-item arithmetic test, for three levels of the bandwidth
parameter: h ¼ 2 (Figure 3(a)), h ¼ 1.5 (Figure 3(b)), and
h ¼ 1 (Figure 3(c)). The dashed curve is a 2-parameter
logistic curve based on MML estimates of the two item
parameters, aj and bj . The solid curve is the estimate
based on kernel smoothing, and the dotted curves are
the 90% confidence envelopes. As h becomes smaller,
the regression curve becomes jumpier. Each nonparamet-














International Encyclopedia of Eduto overestimate the true-response probabilities, and does
not adequately capture the slope of the regression func-
tion at different ranges of the ability scale.
The results illustrate the usefulness of nonparametric
data analysis for revealing systematic trends in the data
that might have gone unnoticed had parametric methods
been used. For example, the nonparametric regression
estimate shows that the item does not discriminate well
in the ability range from score 2 to score 5 whereas the
slope parameter of the parametric regression function
cannot reveal this kind of detail. Thus, the nonparametric
estimate provided a more realistic impression of how the
item functions for measuring ability differences between
students.Further Reading
Introductory textbooks on nonparametric statistics are, for
example, Hollander and Wolfe (1999), Sheskin (2007), and
Siegel (1956; Siegel and Castellan, 1988). An example of
a multivariate nonparametric method that may be of special
interest for educational researchers is the nonparametric
approach to multiple analysis of variance (MANOVA)
(Puri and Sen, 1971) to test group differences on multiple
outcomes (e.g., several cognitive skills). Finch (2005) showed
that the nonparametricMANOVA has good statistical prop-
erties in situations in which, for example, the normality
assumptions underlying the parametric MANOVA are vio-
lated. Another example includes the work by Linting et al.
(2007), who discuss nonlinear principal components analysis
based on the monotone transformation of ordinal variables
such that the relationship with other variables is optimized.
For nonparametric regression techniques, the availability
of high-speed computers has led to a rapid development of
computer-intensive methods, such as bootstrapping and
resampling, linear and nonlinear smoothing, and graphical
methods, which can handle complex multivariate data (e.g.,
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