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ATNLDA（Auto Topic-number LDA）主题划分模型。利用ATNLDA模型对 PubMed
























In recent years, topic model is more and more hot with the LDA theory. It is 
designed to mining valuable topic vast amounts of text data, then detecting, tracking 
and forecasting. Topic evolution is a series of processes generated from the topic 
development, to mature, and finally to the disappearance. Determine the specific 
process of topic evolution according to the life-cycle theory. This dissertation is 
dedicated to the study of the evolution of the text topics, LDA topic model, HMM 
model, advanced topics model, topic life cycle theory. 
Firstly, this dissertation discussed and researched in-depth a variety of popular 
text mining algorithms , Dirichlet distribution and prior distribution relate to topic 
model, probabilistic latent semantic index theory, and the co-occurrence theory, then 
calculate topic similarity based on the above theory and technology. 
Secondly, this dissertation also described the background of stem cell, analyzed 
topic significance based on stem cell, word co-occurrence theory and LDA subject 
divisions. For LDA model parameter estimation shortcomings, integrated 
co-occurrence theory and clustering judge indicators-build ATNLDA topic 
segmentation model. Segment PubMed stem cell research literature time in 2006-2011 
using ATNLDA model topic and expert judgment to verify the feasibility of ATNLDA 
model on the topic segmentation and relationship, drew relationship map of stem cell 
research topics with MDS, found the ATNLDA model defects and direction for 
subsequent research. 
Finally, this dissertation described the background of the HMM model and the 
current study, in-depth researched how to build advanced topics model, and in order 
to exploit the theme of the relationship between different timestamp based on the 
LDA model and HMM model. The map of topic evolution for stem cell data is drawn 
by open source tools. 
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1.2  研究现状 
1.2.1  LDA的研究现状 
David Blei 等人在 2003 年提出了 LDA（Latent Dirichlet Allocation——潜在
狄利克雷分布模型）模型[1]，从此主题模型得到快速发展。LDA 模型是用一个服
从 Dirichlet 分布的 K 维隐含随机变量表示文档的主题混合比例，模拟文档的产
生过程。之后考虑主题之间相关性的 CTM（Correlated Topic Model）模型[2]、考
虑时间戳信息的动态主题模型[3-5]相继被提出。LDA 的扩展模型还包括作者-主题
模型[6]、作者-角色-主题模型、OLDA(Online LDA)模型[7]等。 
LDA 模型在主题划分领域的研究有 IBM Almaden 研究中心基于博客数据，
挖掘话题的若干组成特征，区分了闲谈式和突发式两类不同性质的话题，给出了
两类话题的结构特征描述以及基于统计显著性差异的话题判定算法[8]；2006 年，
ZHOU 等将话题演化视为 Markov 过程，通过 Markov 转移矩阵为话题演化建模，
关注话题演化在很大程度上受其后台隐含用户实体间交互的影响[8]；同年里伊利
诺伊大学的翟成祥定义了内容演化[9]和强度演化两个主题演化模式[10]以及美国
马萨诸塞州大学的 Xuerui Wang 等人将时间戳加入到 LDA 模型中提出了 TOT 模
型[5]。2008 年，在 Loulwah AlSumait 等人提出 OLDA（在线 LDA）模型，并将
此模型运用到文本主题的挖掘与追踪上[7]。2009 年出现了新颖主题模式-标记
LDA（Labeled LDA）[11]，这种新颖的主题模型相对于传统的 LDA 模型在标签
语料库中的运用有很大的提高，能以一种主题与标签之间一一对应的形式与用户


































在文本挖掘领域，无论是 LSA 还是 PLSA，它们都将文档-关键词空间映





在与 LSI、 PLSI 相比，LDA 主题模型在主题挖掘方面有着更大的优势：首
先，LDA 主题模型引入了 Dirichlet 分布，而 Dirichlet 分布又是主题多项式分布
的先验分布，所以 LDA 主题模型是完全概率生成模型，有很强的数学理论做支
撑；其次， 控制 LDA 主题模型的参数设置比较固定，与训练文本集的规模无关，
因此 LDA 主题模型更能在大规模文本集中挖掘出客观的主题。因此，主题模型
（Topic Model）广泛地应用于主题挖掘与演化追踪领域。 
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动主题数识别方法。研究表明，基于 LDA 模型的文本聚类方法是合理有效的。 
1.2.2  HMM的研究现状 











1.2.3  主题演化研究现状 





定量研究。学者 Lin HW 通过对科技文献的关键词和标题的内容分析，对人乳
头状瘤病毒研究主题进行了系统性的回顾，发现了该研究主题的发展变化[22]；
学者 B. M. Gupta 和 Avinash Kshitij 对印度 1999-2008 年度的计算机科学领域
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