Abstract-In this paper, we propose a pseudo-chaotic modulation suitable for ultrawide-bandwidth impulse-radio communication systems. The coding scheme is based upon controlling the symbolic dynamics of a chaotic map for encoding the digital information to be transmitted. The pseudo-chaotic time hopping enhances the spread-spectrum characteristics of the system, by removing most periodic components from the transmitted signal. A maximum-likelihood detector for the proposed scheme is presented and its scalability features are illustrated. Finally, theoretical performance bounds for both soft and hard Viterbi decoding are derived and compared with the simulation results.
retrieved coherently at the receiver by means of chaotic synchronization of the pulse trains. In [7] a similar scheme was designed for the transmission of binary information and named chaotic pulse-position modulation (CPPM). Recently, a scheme introducing a frequency modulation on top of the chaotic time hopping has been proposed in [8] .
We emphasize that the use of nonperiodic (chaotic) codes enhances the spread-spectrum characteristics of the system by removing the spectral features of the signal transmitted, thus resulting in a low probability of intercept. In addition, the absence of spectral lines may translate into a reduced interference toward other services such as the GPS (global positioning system) [9] .
In this work, we propose a pseudo-chaotic (PC) modulation code suitable for UWB-IR systems. The proposed scheme, that we call pseudo-chaotic time hopping (PCTH), exploits the symbolic dynamics of a chaotic map at the transmitter in order to encode the binary information [10] . The basic idea underlying PCTH is somehow related to the one suggested by Hayes et al. in [11] , and further developed by Schweizer et al. [12] . Namely, it consists of controlling the dynamics of a chaotic system in order to obtain the desired symbolic sequence [13] .
From the viewpoint of communication theory, the PCTH scheme should be considered in the context of spread-spectrum (SS) communications, which includes UWB impulse radio. The PCTH scheme combines pseudo-chaotic encoding with a multilevel PPM. The pseudo-chaotic encoder performs a spreading and acts as a form of convolutional coding [14] . The request for spreading, though, results in a large number of levels in the transmitter. This in general would require, at the receiver side, a convolutional decoder with a large number of states. By exploiting concepts from symbolic dynamics we show that the PCTH signal can be decoded with a Viterbi detector [16] of reduced complexity, i.e., with a limited number of states. Moreover, detectors of different complexity (and performance) may coexist while decoding the same transmitted PCTH signal. We emphasize that this scalability property, which is not present in conventional convolutional coding, adds flexibility in terms of the receiver design.
The paper is organized as follows. In Section II, we illustrate the theory underlying the PCTH scheme. Namely, Section II.B deals with the symbolic dynamics of chaotic maps. The structure of the pseudo-chaotic encoder is discussed in detail in Section III. Section IV is concerned with the nature of the PCTH signal and in particular with its spectrum (see Section IV.D). Then, in Section V we discuss different possible implementations of the PCTH decoder with special emphasis on maximum-likelihood (ML) detection and the scalability of the receiver. Finally, Section VI reports about the performance of the PCTH scheme in the presence of noise. In particular, theoretical performance bounds are derived and compared with the simulation results.
II. PCTH: THEORY
In this section, we illustrate the theory behind the PCTH scheme. To this aim, we start by recalling some useful concepts about the shift map and its symbolic dynamics.
A. Shift Map and Bernoulli Shift
The shift map is perhaps the simplest example of chaotic system and it possesses all the peculiar features of chaotic dynamics [17] . Let's indicate by the symbol space of binary "0"s and "1"s, that is or . Then, the shift map is defined as [17] (1) that is, it simply "forgets" the first entry in a sequence, and shifts all other entries one position to the left. An equivalent way of studying the shift map is to represent the state of the corresponding discrete (one-dimensional) dynamical system as a binary expansion (2) where each of the bits is either a "0" or a "1", and . Then, the effect of the shift map applied to the binary sequence is described by the Bernoulli shift map [15] 
whose graph is shown in Fig. 1 . Referring to (3), the successive iterates of are obtained by moving the separating point one position to the right (multiplication by ) and setting to zero the first integer digit (modulo operation) [18] . Hence, digits which are initially far to the right of the separating point, thus having only a very slight influence on the value of , eventually become the first fractional digit.
B. Symbolic Dynamics
Symbolic dynamics may be defined as a "coarse-grained" description of the evolution of a dynamical system [13] . The idea is to partition the state space and to associate a symbol to each partition. Then, a trajectory of the dynamical system can be analyzed as a symbolic sequence. From this perspective, a chaotic system may be seen as a natural information source [20] . We illustrate these concepts in the case of the Bernoulli shift map, shown in Fig. 1 . In this case, the state space is represented by the invariant interval . In order to ensure that the symbolic dynamics give rise to a topological Markov chain a so-called Markov partition has to be selected [21] . A map admitting a Markov partition is also said a Markov map. These properties will turn out to be especially useful in Section V.C. In the case of the Bernoulli shift map we select a Markov partition by splitting the interval with respect to the critical point and, correspondingly, we define the two subintervals and , as shown in Fig. 1 . In order to obtain a symbolic description of the dynamics of the chaotic map under consideration we associate the binary symbol "0" and "1" to the subintervals and , respectively. Then, the evolution of the Bernoulli map can be characterized in terms of a symbolic sequence [22] .
III. PSEUDO-CHAOTIC ENCODER
The basic block around which the pseudo-chaotic encoder is built is an implementation of the Bernoulli shift map (Section III.A). An interpretation of its operation the context of control and information theory is given in Section III.B and Section III.C, respectively.
A. Implementation of the Bernoulli Shift
In this work, the Bernoulli shift process is approximated by means of a finite-length shift register . The shift operation corresponds to a multiplication by a factor 2, while the modulo 1 operation is realized by discarding the MSB at each step (see Section II.A).
In the scheme of Fig. 2 the shift register is fed with the binary information to be transmitted. In particular, at each step (or clock impulse) the most recent bit of information is assigned the least-significant bit (LSB) position in the shift register while the old most-significant bit (MSB) is discarded. The situation is depicted in Fig. 3(a) . We assume the binary stream feeding the shift register to be an i.i.d. (independent and identically distributed) sequence. In practice this may be achieved by inserting a data compression and (if necessary) a data scrambling block in front of the shift register , as shown schematically in Fig. 2 . Due to the finite length of the shift register , the dynamics of the Bernoulli shift can only be approximated, as the admissible states assume discrete values. Namely, by considering an -bit shift register, the generic state can be expressed as (4) where and represent the MSB and the LSB, respectively. In particular, for a -bit shift register the quantization error is bounded from above by [18] which tends to zero for . The effect of the state quantization on the Bernoulli shift map is illustrated in Fig. 3(b) , for the case .
B. Pseudo-Chaotic Encoding as Control of Chaos
The pseudo-chaotic encoding acts as a form of predictive control with respect to the symbolic dynamics of the Bernoulli shift equation (3), according to the state definition equation (4) . In fact, the symbolic dynamics of the Bernoulli shift (with the partition introduced in Section II.B are determined solely by the successive values of the MSB in the shift register . Referring to (4), it is clear that the first bit on the right of the separating point determines whether the iterate falls within or , the remaining bits deciding only the relative position within , with . But the value of the MSB at step coincides with the value of the LSB, steps before, at step . In turn, the LSB contains the current bit of information . In this sense, the PC encoding is predictive in its nature.
Similar forms of control of the symbolic dynamics of chaotic oscillators, with the purpose of transmitting digital information, have been proposed in the past by Hayes et al. in [11] and by Schweizer et al. [12] . The underlying idea was to exploit the sensitivity to initial conditions of a chaotic system for controlling its symbolic dynamics by means of only small external perturbations. If properly applied, the small control action would induce the chaotic system (typically a chaotic oscillator) to follow the desired symbolic sequence. Recently, the performance of this kind of systems in the presence of noise and distortion in the channel has been evaluated by Williams [23] .
In the proposed pseudo-chaotic encoder the control problem is solved a priori by direct "synthesis" of the chaotic signal, starting from the binary information to be transmitted. In this way, the control apparatus becomes significantly simpler than in [11] , [12] , and its resolution can be increased arbitrarily by simply increasing the length of the shift register . From this perspective, the injection of a new bit of information in the LSB of the shift register may be interpreted as a perturbation of the state of the dynamical system, in order to make it following the desired symbolic sequence.
C. Pseudo-Chaotic Encoding as Convolutional Coding
From the viewpoint of information theory, the shift register structure implementing the Bernoulli shift may be seen as a form of convolutional coding [24] . The memory of the structure is represented by the shift register which stores the last input bits. Each input bit causes an output of bits; thus, the overall rate is . In the case of the Bernoulli shift map the output of the encoder coincides with the shift register content at the next encoding step. In general, though, the shift register may be followed by a digital processing unit, as discussed in Section III.D. Moreover, it is clear that the encoded signal can be recovered by a Viterbi detector (VD), that performs a ML decoding when the noise is additive white Gaussian noise (AWGN).
D. Map Transformation
In general, the shift register implementing the Bernoulli shift map may be followed by a digital signal processing (DSP) unit for generating more complex chaotic maps, as illustrated in Fig. 2 . This can be useful for spectral shaping purposes (see Section IV.D and/or for enhancing the ML detection, as discussed in Section V.C.
In this work we consider the simple transformation of the Bernoulli shift map (3) into the tent map, described by (5) This is done in order to achieve a greater robustness of the system in the presence of noise by avoiding (zero-order) discontinuities in the map. Such transformation can be realized in practice by means of a gray/binary converter [18] .
IV. PCTH SIGNAL
In the PCTH scheme, the output of the DSP unit is transformed into an analog signal by means of the D/A converter shown in Fig. 2 . 1 A constant offset is then added to this analog signal to form the modulation signal , used to drive the pulse-position modulator.
A. Synchronization Frame
We assume that each pulse is allocated, according to the pseudo-chaotic modulation signal, within a synchronization frame, as shown schematically in Fig. 4 . In other words, we assume the existence of a periodic reference, with period , such that only one pulse is transmitted within each frame time (coinciding with the symbol period). 2 From Fig. 4 we note also that each frame time includes a "guard" time, , (proportional to the offset in the modulation signal) for avoiding overlapping between adjacent pulses. Each pulse can occur at any of discrete time instants, where is the number of bits in the shift register . In Fig. 4 , the timeslot Fig. 4 . Sketch of the periodic synchronization frame. Each frame time T includes a "guard" interval t in order to avoid pulse overlapping. The time delay t (with respect to each frame start) corresponds to the partition point c = 0:5 of the tent map, and discriminates between the symbols "0" and "1".
The time slot associated with each PPM level is denoted by t .
corresponding to each level of the PPM has been denoted by . Note that the value of is limited from below by the system time-base resolution. Also, by neglecting the guard interval , it follows that . We now discuss the encoding of the information according to the symbolic dynamics of the tent map. To this end, we consider the usual partition with respect to the critical point , and indicate with the corresponding time delay from the beginning of the frame. Then, by denoting with the relative time (again referred to the beginning of the frame) at which the -th pulse occurs, if a "0" is being transmitted, while a "1" is being transmitted if . The situation is illustrated in Fig. 4 . The use of a periodic-synchronization frame enhances the robustness of the scheme in the presence of noise and spurious pulses by preventing error propagation phenomena. 3 
B. Multilevel PPM
Let's indicate by the number of levels at the transmitter. In PPM bits are transmitted in each frame time by associating the pulse position with one of the levels. The PCTH scheme utilizes an N-PPM multilevel modulation with input bit "coded" through the chaotic map, with rate . We emphasize that for the proposed scheme the number of levels at the transmitter in general differs from those at the receiver. In particular, the relation holds. This allows a certain flexibility in the design of the receiver, as discussed in detail in Section V-D.
C. Gaussian Monocycle
In this work it is assumed that each transmitted pulse has the same shape. A commonly accepted model for the pulse generated by certain types of UWB impulse radio [19] is the so-called Gaussian monocycle (6) where determines the peak amplitude of the pulse and determines its center frequency. A normalized plot of is shown in Fig. 5 . Note that expression (6) represents the first derivative of a Gaussian function. This reflects the derivative action of a typical UWB antenna on a Gaussian-like pulse, typically generated with a step-recovery diode. In the frequency domain the Gaussian monocycle can be expressed as (7) There exists a direct relationship between the pulse's center frequency and its duration , the latter being defined as the time interval between the pulse's max and minimum amplitudes (see Fig. 5 ). In a practical realization, can be as low as a few hundreds pico-seconds.
D. PSD of the Signal Transmitted
In this section, we derive an analytical expression for the power-spectral density (PSD) of the PCTH transmitted signal. For the sake of simplicity, but without loss of generality, we assume , that is no guard interval is inserted between successive frames, so that the relationship holds exactly (see Fig. 4 ). Also, for convenience we consider here the case . In Section II-B, it was noted that the relationship between Markov maps and Markov chains [21] . In particular, an eightstate equivalent description of the tent map as a Markov chain is represented in Fig. 6 . If we associate to every state, and consequently to every level in the PPM, the signal waveform transmitted , we obtain a Markov model of the modulation system. This, in turn, can be studied in terms of its spectral properties.
For this analysis, the input binary symbols are considered to be i.i.d. The signals are simply the Gaussian monocycle , given by (6), delayed within the frame time to the appropriate level (see also Fig. 4 ): Fig. 6 . The tent map with the same definition of the symbolic dynamics as in Fig. 1 . Note the Markov partition of the invariant interval I in N (=8) "states" for ML detection purposes. For example, the state 1 (000) can only map to itself or to the state 2 (001), and so on. The transition taking place depends on which half of the subinterval corresponding to the state, the initial value belongs to. The two possible transitions have been labeled by 0 and 1, respectively.
For the Markov chain under consideration
, the matrix of transition probabilities assumes a quite regular form (see Fig. 10 ) and as the states are equiprobable it follows that:
, where denotes the stationary probability associated with the -th state. According to [25] , the PSD of the resulting process consists of three terms (8) where and is the Fourier transform of the monocycle , given by (7). The elements represent the transition probabilities after steps or, equivalently, the elements in the matrix . The first term of (8) is of particular interest because it gives the power of the spectral lines For PPM, can be written as:
since , with equal to the time slot assigned to every single level. Also, it is easy to see that for and zero otherwise. This means that the signal (8), without any other constraint on the impulse waveform , has spectral lines at the frequencies which are multiples of the timeslot frequency that is , with power decreasing exponentially due to the Gaussian term . The PSD of the PCTH signal, according to the expression (8) for , is shown in Fig. 7 . Note that because of the line at zero frequency is cancelled. In this example, we chose ns, bits (resulting in ), from which it follows that ps, so that the first spectral line appears at about 2.56 GHz, as visible in Fig. 7. Fig. 8 reports the simulation results for the PCTH transmitted signal obtained with the simulation package SYSTEM VIEW.
Note that in general the spectral lines at frequencies multiples of can be set to fall outside the useful bandwidth, by design. For a realistic system with 100 ns, bits, the first spectral line appears at 40 GHz, which is well above the typical UWB range of 3 GHz. As a consequence, the resulting spectrum of the PCTH signal can be made featureless, that is very much like noise.
V. PCTH DECODER
This section deals with the detection of the PCTH signal. Note that the PCTH signal is carrier-less (the transmission is baseband) and there is no need to reconstruct a reference signal at the receiver in order to decode the information. As already mentioned, we only assume that the symbol synchronization can be established.
A. Pulse-Position Demodulation
Referring to Fig. 2 , the receiver includes a step of pulse-position demodulation (PPD). In the optimal receiver the ideal detection of the incoming pulses is achieved by means of a pulse correlator matched to the pulse shape : this correlator, or the corresponding matched filter, detects the presence of a transmitted pulse for each position in the time frame. The correlator output provides a measure of the (Euclidean) distance between the received signal and each of the possible transmitted signals. This measure is then used to feed a soft Viterbi detector in order to perform the optimal detection, at least in AWGN. Alternatively, the correlator output may pass through a decision circuit that estimates the most likely location of the received pulse from the beginning of the frame period: this information is suited to a "hard" implementation of the Viterbi detector (Section VI.C).
B. Threshold Discriminator
In the simplest case the binary information can be retrieved by means of a threshold discriminator at the output of the PPD. This is shown schematically in Fig. 2 . In particular, the decision threshold should be set to the value , corresponding to the partition point of the tent map, as shown in Fig. 6 .
With the threshold detection described, it is reasonable to expect that critical error events will originate from pulses corresponding to values of the chaotic iterates close to the partition point of the tent map , separating the symbol "0" from the symbol "1". To reduce this particular error event probability it has been suggested in [26] to create a noise "gap" in the chaotic map around its partition point . This can be obtained by a proper pre-encoding of the information, forbidding certain sequences of bits. One possibility is to add a line code which avoid series of consecutive zeros. This constraint is usually known as run-length limit constraint and denoted by , where indicates the maximum number of allowed consecutive zeros [14] .
The capacity of these kinds of line codes is high: for example a code has a capacity equal to 0.9468, while for a code the capacity is 0.9752. 4 Of course, there is a trade-off between noise resistance and capacity. In particular, in [26] it has been shown that for the case of the logistic map the relationship between the topological entropy 5 of the chaotic invariant and the size (see Fig. 9 ) of the noise-resisting gap around the partition point follows a descending devil staircase behavior.
C. ML Detection
In general, the optimal receiver for a given transmission system is constituted by a trellis matched to the code and to the expected signals. For each symbol period, the detector should estimate the correlation between the received signal and the expected signals, selecting the sequence with the maximum total correlation according to the code constraint. This is known as ML detection [27] and can be achieved in practice by applying the Viterbi algorithm [16] . Note that the Viterbi algorithm allows the recovery of a part of the received errors and that its correction capability is related to the distance induced by the pseudo-chaotic encoding (Section VI). Some work in the direction of deriving an optimal estimator for a 4 We recall that the capacity is the maximum achievable rate given the set of constraints realized by the code. 5 The topological entropy h of a chaotic process viewed as information channel may be considered as a measure of the channel capacity [26] . chaotic process in additive white gaussian noise (AWGN) has been reported in [28] [29] [30] .
In order to use ML detection for decoding the PCTH signal we consider again the Markov partition of the invariant interval of the tent map in symbolic "states". The situation is illustrated in Fig. 6 , for the case . The transitions between different states are governed by the dynamics of the map. In particular, only certain transitions (in this case two) are allowed from each state. For instance, referring to Fig. 6 , it is clear that the interval corresponding to the state can only map to itself or to the state . More precisely, the transition taking place depends on which subinterval associated with the state, the generic iterate belongs to. In Fig. 6 the two possible transitions have been labeled with 0 and 1, respectively. Note that in the case of the tent map, being characterized by a slope in modulus equal to two almost everywhere, the transitions probabilities between states coincide (and equal ). The Markov chain associated with the tent map (with the partition in Fig. 6 ) can be represented by means of an equivalent state diagram, as illustrated in Fig. 10 . The transition branches have been labeled according to the finer partition of the states in subintervals, as shown in Fig. 6 . Also, in Fig. 10 , we have indicated (within a box) the value of the output corresponding to each state, according to the PCTH encoding of the information. The trellis corresponding to the transition diagram of Fig. 10 is reported in Fig. 11 .
D. Receiver Scalability
One of the most interesting features of the PCTH system is the possibility of realizing the Viterbi detector with a number of states lower than the transmitter's one. This can be obtained simply by matching the VD at the receiver to the map with a lower number of symbolic states. Given the transmitter number of states, , one has a broad range of possibilities for decoding the PCTH signal. Namely, one can choose between VD's with increasing complexity from , till to the full complexity, that is . This scaling property enables the coexistence of receivers of different complexity (and performance) functioning with the same transmitted signal, which could have some practical implications. In addition, scalability can mitigate the effect of the timing jitter by making the timing requirements at the receiver less stringent than at the transmitter side.
Finally, when a generic chaotic map is implemented by the DSP in the transmitter, the receiver should include a further function after the detector in order to exploit the scalability feature. This additional function reconstructs the transmitted message given the estimated sequence of states provided by the detector itself. This function is an output mapper (see Fig. 2 ), that will be, in general, a finite-state machine (FSM). For particular cases and for appropriate choices of the input/output labels of the encoding map like in the Bernoulli shift and in the tent map, this FSM is not necessary. 
VI. BER PERFORMANCE
This section reports a bit-error rate (BER) performance analysis of the PCTH scheme for various types of detector. The results of our analysis are presented in terms of BER probability versus the signal-to-noise ratio (SNR) at the receiver, expressed in decibels. The SNR is given by the ratio , where is the energy per user bit and is the single-sided spectral noise density . For the purposes of this analysis we consider the interference on the channel to be just AWGN, that is we neglect nonidealities such as the timing jitter. The latter assumption implies that the time base at the transmitter can be controlled with sufficient accuracy and/or the scalability property plays a mitigation effect on the jitter (see Section V.D). 
A. Numerical Simulations
The BER performance of the PCTH scheme has been evaluated by means of numerical simulations for the case of transmitter levels. In Fig. 12 it is visible the curve corresponding to the threshold discriminator, as discussed in Section V-B. Our simulations suggest that the use of the RLL coding (discussed in Section V-B) in conjunction with PCTH offers only a modest improvement, with respect to the threshold decision. On the other hand, Fig. 12 shows that ML detection using a 16-states Viterbi detector with hard metric (Hamming distance) exhibits a significant gain versus the threshold decision. A further performance gain can be achieved by labeling the states according to the Gray code, as confirmed by the corresponding curve in Fig. 12. In addition, Fig. 12 shows the curve resulting from soft Viterbi decoding (Euclidean distance) which clearly outperforms the previous ones. This curve indeed corresponds to the optimal receiver for the PCTH signal.
In order to confirm the scaling properties of the detector, we show in Fig. 13 the simulation results for a receiver based on a soft VD with an increasing number of states. The scalability of the receiver suggests the possibility of a trade-off between the number of transmitter levels, which could translate into a large number of users, and the performance of the receiver.
B. Performance Comparison
Referring to Fig. 12 , the coding gain of the PCTH scheme can be appreciated by comparing it to an uncoded PPM modulation with two pulses, at the same user data rate. By assuming that the pulses do not overlap (ideal 2-PPM), this represents an example of 2-orthogonal modulation system. This comparison shows the coding gain of the pseudo-chaotic encoding, even when the type of detection simulated is suboptimal. Note that the curve corresponding to the Gray labeling of the states intersects the ideal 2-PPM curve, showing an appreciable coding gain. Fig. 12 also shows for reference purposes the theoretical BER curve corresponding to 16-PPM. The comparison with PCTH (with ) in this case has to be carried out in terms of spectral efficiency, as 16-PPM is characterized by the same bandwidth occupation as PCTH but higher data rate.
C. Theoretical Performance Bounds
Once fixed the number of states of the Viterbi detector at the receiver it is possible to carry out an analysis of the corresponding trellis in terms of the error event distribution. The characterization of the error events allows a qualitative analysis of the chaotic map as a coding system and a performance estimation, for a given noise statistics and detector implementation.
In this work, we consider the tent map (5) as chaotic map, with transmitter levels. In Table I a count of the dominant error events for the trellises with 2, 4, 8, 16 states (see the first column), is listed. In the second and sixth column we reported the output Hamming distance and the input error event weight, respectively. It is interesting to note that the minimum Hamming distance, , for each error event increases with the number of states of the VD. On the other hand, the third column of Table I lists the total number of error events found in the trellis, for each state. The trellis under consideration exhibits the same distribution of error events from every state. The structure of the error events observed is quite simple, namely it reduces to successions of the same symbol (e.g., ), as illustrated in the fourth column of Table I . We emphasize that, at least for the minimum Hamming distance, the error events are not path sensitive. In other words, the trellis is such that every possible input sequence admits one error event for a given Hamming distance, in a similar fashion to linear codes. Finally, it is worthwhile noting that, up to the distances considered in Table I , the error event lengths (reported in fifth column) and the input weights are always bounded. This indicates that the corresponding trellis do not suffer from catastrophic error propagation.
The optimal receiver for the PCTH scheme consists of a matched filter as PPD, followed by soft Viterbi detection. Namely, the PPD computes the Euclidean distance between the received signal and the signal corresponding to each possible pulse position in the frame; this measure is then used to feed a soft Viterbi detector. The Viterbi detector returns the ML sequence of symbols according to the pseudo-chaotic encoding imposed at the transmitter.
For convenience in this analysis we assume the pulses in the channel to be orthogonal, namely they do not overlap. Under this hypothesis, the probability of confusing each pulse with any other one is given by: [14] . Note that the pseudochaotic encoding increases the distance between the valid sequences. In fact, each error event defines two paths characterized by two different output sequences. More precisely, because of the specific trellis structure resulting from the pseudo-chaotic encoding, each output coincides with the next state along the path. As in general the two paths (correct and wrong) go through different states as a result of the error event, the coding gain turns out to be the error event length diminished by one, as by definition the two paths merge eventually onto the same state (see Fig. 11 ). Based on this discussion, the error probability can be bound from above by the following formula: (10) where the sum is extended to the dominant error events . is the input weight associated to the error event , while denotes its length. The coefficient is given by (11) and takes into account the trellis scalability (see Section V-D). In fact, implementing the receiver with ( transmitter levels) is equivalent to considering only the first MSB bits of every received signal and discarding the others. Therefore, to each state of the reduced trellis correspond possible transmitted signals. corresponding to the discarded bits. This infers that the received signal can be confused with other signals identifying the concurrent states in the wrong path. Hence, in a trellis path with consecutive different symbols, the received signal can be confused with competing signals for each error event .
Note that the upper bound (10) is valid under the assumption that the error events are path insensitive, as concluded from the trellis analysis (see Section VI-C). In the general case, though, the error events need to be conditioned to the transmitted sequence.
The optimal receiver can be simplified in several aspects. For instance, instead of computing the Euclidean distances based on the received sequence, an estimation of the pulse position within each frame can be performed, providing an hard input to the Viterbi detector. This in turn carries out the detection based upon the Hamming distance among the sequences.
The performance estimation in the suboptimal case utilizes again the knowledge of the dominant error events in the trellis. An upper bound for the error probability should take into account the following terms: On the other hand, for the Gray labeling case (HG) an analytical approximation of the error probability is plotted, according to (13) .
where we used the same notations as in (10) , and for each error event number of wrong states out of along the wrong path (the last state coincides as the two paths merge at the end of the error event). probability that, given and , the error count exceeds the threshold given by the Hamming distance guaranteed by .
probability of a state to be confused with another state belonging to the competing path; for scaled trellises as each state in the reduced trellis maps to transmitter levels.
We highlight that, in addition to the metric adopted, the performance of the Viterbi detector depends also on the labeling of the symbolic states defined on the chaotic map. The different labeling affects the factor in (12) . For instance, a state ordering according to the Gray code [14] enhances the performance of the system in the presence of noise. An analytical estimation of performance for a different labeling generally requires the expression (12) to be extended to path sensitive error events. For evaluating this case we have to consider the impact of the most important error events on each possible sequence. In fact, depending on the sequence, an error event generates a distribution of output Hamming distances. In other words, the error event probability depends on the transmitted sequence. For each distance of the distribution and similarly to (12), we compute given the number of incorrect steps within the portion of the path interested by ; now depends also on . Thus (12) can be generalized as follows: (13) In this work, in order to limit the computation, we consider only the error events with smaller Hamming distance, thus obtaining a performance estimate (rather than a performance bound) for the Gray labeling case.
D. Theory versus Simulations
Fig. 14 shows a comparison of the numerical simulations versus the theoretical performance bounds derived in Section VI.C for soft (S) and hard (H) Viterbi decoding, respectively. We plotted here the curves for high SNR in order to emphasize their asymptotic behavior. As the theoretical curves represent upper bounds, the corresponding simulations are supposed to exhibit a lower error probability. This is confirmed by Fig. 14 . The optimal detection using soft Viterbi decoding shows a gain of about 6 dB over the suboptimal hard detection at an error probability of . As observed in section C.3, a different labeling (e.g., by means of a Gray code) of the states can provide a noticeable enhancement of the hard decoding performance. At the hard Gray curve (HG) limits the gain loss of about 1 dB. Also, for the latter case we plot in Fig. 14 an approximate analytical estimation of the error probability according to (13) , showing a qualitative agreement with the simulation results.
VII. CONCLUSION
In this paper, we have proposed an almost "all-digital" solution suitable for UWB impulse radio systems. The PCTH scheme exploits the symbolic dynamics of a chaotic map for encoding the digital information and multilevel PPM for modulating it into the channel. The pseudo-chaotic modulation has the advantage of producing a noise-like spectrum. This is a desirable feature in terms of LPI and to reduce interference toward other users. The scheme is applicable of ML detection by using the standard Viterbi algorithm. In contrast to conventional convolutional coding, the PCTH decoder is scalable, adding flexibility in terms of the receiver design. For the proposed PCTH scheme we have evaluated the BER performance by means of numerical simulation and derived theoretical performance bounds based on the trellis analysis.
Future work will be directed toward spectral shaping and to extend the application of PCTH to a real multiuser environment. 
