We give a characterization on the minimum number of edges to be added so as to k-edgeconnect a graph. We also show that such a minimum edge set can be determined in O(kL/ Vl"(klV) + /El)) time for any graph G = (V, E) and any fixed kz 2, where L=min{k, IF'/}. <ij 1987 Academic Press, Inc
determining a minimum set of edges necessary) to k-edge-connect a graph, and shows that the problem is solved in O(kL( I'14(kl I'( + IEI)) time, where L=min(k, IV)}. In Section 2, graph-theory terminologies and technical terms used in this paper are given.
In Section 3, we discuss the characterization on the minimum number of edges to be added so as to k-edge-connect a given graph for any fixed k 2 2. In 3.1, some definitions, such as edge-demands of m-edge-components and k-edge-connectivity augmentation number EA,(G) of G, that we need in our characterization are given. In 3.2, some basic results on m-edge-components and m-cuts are given. In 3.3, we prove that R,(G) 2_ EA,(G), where R,(G) is the minimum number of edges whose addition to G result in a k-edge-connected graph. The converse, R,(G) _I EA,(G), will be shown in the rest of this section. The proof is by induction on EA,(G): it is shown that we can find distinct vertices ui, u2 of G such that EA,(G') = EA,(G) -1, where G' is the graph obtained by adding the edge (u, , u2) to G. In 3.4 and 3.5, we describe how to choose such vertices ui, u2, and give some properties on m-augmenting sets: m-edge-components of G' that are not m-edgecomponents of G. In 3.6 and 3.7, we show the proof that &(G) _I EA,(G).
In Section 4, concluding remarks, we give an outline of the algorithm to obtain a minimum set of edges to k-edge-connect a given graph G and show that its time complexity is O(kL 1 VI4 (k ) VI + IE])).
PRELIMINARIES
Many of graph-theory terminologies and technical terms used in this paper are more or less standard, and those not specified here can be identified in [ 1,4, 81. A graph G = (V, E) (or G = ( V(G), E(G))) is a finite set of vertices, V, and a finite set of edges, E. If E is a multiset, that is, if any edge may occur several times, then G is called a multigraph. Such edges are called multiple edges. Otherwise G is a simple graph. In this paper, the term "a graph" means an undirected multigraph unless otherwise stated.
Two vertices u and v which comprise an edge are said to be adjacent, and the edge is often denoted by (u, u), even if it is one of multiple edges, as long as no confusion arises. The edge (u, V) is incident to the vertices u, v; u and v are incident to (u, v) . The degree d,(v) (or, simply d(v)) of a vertex v of G is the number of edges incident to it in G. An edge (a, v) , that is, an edge joining u to itself is referred to as a loop.
A walk of G from u1 to v, (or a (uI, v,)-walk of G) is an alternating sequence of vertices and edges of G, v,, e,, u2, e, ,,,., v,_ i, e,-i, u, (n 2 l), such that e, = (Vi, vi+ i), 1 I is n -1. The length of this walk is n -1. A path (A trail, respectively) is a walk without any repeated vertices (edges) in it. For 1 5 i < js n, the (vi, uJ-path consisting of edges (vi, vi+ ,),..., (v,-,, vi ) is referred to as the (vi, vi)-subpath of a (vi, a,)-path. If n > 2 then Q,..., v, _ I are called the inner vertices of the path. If two paths have no edge in common, then they are said to be edge-disjoinr (or simply, disjoint). Let M,(u, U) (or simply, M(u, u)) denote the maximum number of pairwise edge-disjoint (u, u)-paths of G. For distinct subsets S, S' c V(G), a (u, u)-path P of G with u E S and u E S' is called an (S, S')-path if no inner vertex of P is in SvS'.
If PI is a (w, w/)-path, P, is a (w', w")-path and they have only w' in common then P= P, -t P2 denotes the (w, w")-path obtained by joining P, to P, at w'. The notation P= P + P2 also means that the (w, w")-path P is decomposed into the (w, w')-subpath P, and the (w', w")-subpath P2. If one of the two paths, say P,, consists of a single edge (w, w') then we write P = (w, w') + P,.
G is connected if and only if every pair of vertices of G are joined by a path of G. If G and H are two graphs such that V(H) c V(G) and E(H) c E(G), then H is a subgraph of G. If H is a maximal connected subgraph of G (that is, if V(H) # V(G) then G is not connected) then H is called a connected component (or simply, component) of G. Let A be a set of edges such that A c E(G) (A n E(G) = @ (empty), respectively), where any edge of A joins two vertices of V(G). Then G -A (G f A, respectively) denotes the graph obtained by deleting all edges of A from G (by adding all edges of A to G). If A = {e} then it is denoted by G -e (G + e) for simplicity. Let K be a separator of G, and suppose that K= K(T, G) for a nonempty subset Tc V(G). A pair of disjoint subsets S, S'c V(G) (that is, Sn S'= 0) is said to be separated by K (or we say that K separates S from S') if S c T and S' E V( G j -T. K is referred to as an (S, S')-separator (of G). If S = (u) and s' = {u} then we simply call K a (u, u)-separator. An (S, S')-separator K with the minimum cardinality among all (S, S')-separators of G is referred to as an (S, S')-cut. A (u, y)-cut is defined similarly. Each component of G -K is called a K-block (of G). A K-block whose vertex set includes a subset S c V(G) is denoted by B(S, K; G), or simply B(S, K), and is referred to as the (S, K; G)-block, or simply the (S, K)-block of G. (For simplicity, we often use the term "a K-block," meaning its vertex set: B(S, K) also denotes the vertex set of the (S, X)-block.) If S = {u} then B( {u}, K; G) is written B(u, K; G).
For two subsets S, S' E V(G), let E(S, S'; G) denote the set of all those edges of E(G) joining a vertex of S and one of S'. In particular, we denote E(S, V(G) -S; G) by K(S, G) or K(S). If S = (u} then we write K(u, G) or K(v)
Let m <= k for a fixed integer k > 1. The edge-connectiuity et(G) of a graph G is the minimum number of edges whose removal from G disconnect it to more than one component or result in a single vertex:
G is said to be h-edge-connected if et(G) 2_ h. Let N,(u, u) (or simply, N(u, u)) denote the cardinality of a (u, u)-cut. It is well known that N,(u, 0) = M,(u, 0)
for any U, u E V(G), u # u and that
For nonempty subsets Si, S, c V(G) such that S, n Sz = a, let n&S,, S,)=min{M,(u,, u,): uiESi, i= 1,2).
Clearly, this is equal to the minimum cardinality among those (u,, Q-cuts of G with U,E Si, i= 1, 2. Let Lx1 (Lx_] , respectively) denote the minimum integer not less that x (the maximum integer not greater than x). PROPOSITION 2.1. Let u,, u2 be distinct vertices of G with et(G) > 0, and let K be any (u,, o,)-cut of G. Then G has exactly two K-blocks: B(u;, K; G), i= 1, 2.
(The proof is omitted.)
The k-edge-connectivity augmentation problem for any fixed k 2 1 is defined by Given a graph G = (V, E) with 1 I'( > 1, determine a minimum set A of edges joining two vertices of V(G) such that A n E = 0 and G+ A is k-edge-connected.
We can assume that G has no loop and that any added edge joins distinct vertices of V(G).
Suppose that kzec(G). Let R,(G) denote the minimum number of edges whose addition to G result in a k-edge-connected graph.
If k= 1 then the problem is easy to solve. Therefore we assume that kz2 and IV(G)1 > 1.
The Demand and the Edge-augmentation Number of a Graph
We give definitions of edge demands of, demands of, and component demands of m-components as well as the demand of a graph.
Assume that et(G) 5 m 5 k. Let S denote a nonempty subset of l'(G). The edge demand of S (of G), ED,(S, G), is defined by
Here we denote a t-edge-component of G by S(t) for t > 0. If S = S(m) then the demand of S (of G), D,(S, G), is defined recursively by the following: (We note, as will be shown in Corollary 3.1, that S is the disjoint union of some (m + I)-components of G if S is critical.)
We generalize the definition of Dk(S, G) to that for a subset SC V(G). Suppose that S c V(G) and S # S(m) for any m 5 k, and let min{j: S(j) c S> h(S)= 1 o if there is an S(j) c S withj> 0 otherwise.
Then we define the component demand of S (of G), CD,(S, G), by the following:
For any SZ V(G), the demand of S (of G), D,(S, G), is defined by using this notation:
(This generalization is necessary because, in the discussion described later, we compute D,(S, G) for an m-augmentating set S of G, or the disjoint union of at least two m-components of G.) We call EA,(G) the k-edge-connectivity-augmentation number (or simply, the k-augmentation number) of G.
The final goal of this section is to prove that R,(G) = K(G) for any fixed k > 1.
The proof will be described hereafter in the rest of this section and is summarized in Theorem 3.2 of Subsection 3.7.
In the following, "G" or "k" is often omitted such as D(S, G), DJS), or D(S), each standing for D,(S, G).
Basic Results
We describe some basic results on m-edge-components and cuts. Almost all proofs are omitted. Refer to [20] for the details. (We note that if S n S' = @ then 44,(x, v,) = n,(S, S').) If S n S' # Qr then we can show a constradiction that G -K has a (x, v,)-path. Thus we have (1).
Q.E.D. Let Y be a nonempty subset of V(G), and let a E Y. Put
and let G(a, Y) be defined as:
It is said in [13] that G(a, Y) arises from G by ident@ikation of Y to a. Let
If a # a' then T(a, a'; G) is nonempty. (ii) For S' of (2), ifs, c S' n S then (a) or (b) holds: (a) G has an m-terminal S, c S'n S of S and a terminal cut K of So, which is not an ( S1, S,)-separator and such that KnE(B(S,,K,,;G))=0
and KnEM&,K,,;G))=0. and it is easy to see that K,, is an (S, , S,)-cut of G such that K,, n W(S2, K,,; G)) = 0.
Thus (1) follows. Similarly, by using Theorem 3.1, Proposition 3.1, and Corollary 3.2, we can prove (2); (3) follows from the repeated application of ( 1) or (2).
Q.E.D.
The cut K of Proposition 3.2(3) (i) (the cut K or each of the cuts Ki, i= 1,2, of Proposition 3.2(3) (ii)) is referred to as an inside cut with respect to K,, (with respect to a pair K,,, K,,). If K,, or such a pair K,,, Ki3 is fixed then we simply say that it is an inside cut. PROPOSITION 3.3 [20] .
Suppose that et(G) cm. Then the following hold:
(1) Suppose that et(G) > 0. Let S1, Sz be distinct m-edge-components of G, and let K,, be any (S,, S,)-cut of G. Then B(S,, K,,; G) includes at least one extremal m-pendant of G for i = 1,2. 
Conversely, suppose that G is not k-edge-connected. Clearly, if G is disconnected then
Now suppose that G is connected and that et(G) = m for some m with 0 <m <k. Then (V(G)( > 1 and G has distinct external (m + I)-pendants S1, S, by Proposition 3.3(3), since G has an m-cut. We have
3.3. The proof That Rk( G) 2 EA,(G) First, we prove that RJG) 2 EA,(G) in this subsection, and then we proceed to the proof that R,(G) 5 EA,(G). Hence G + A has a j-separator K(s", G + A) with j < k separating a vertex of S" from one of V-s", showing a contradiction that G + A is not k-edge-connected. Q.E.D.
The Edge Condition and m-Augmenting Sets
From now on, we are going to prove the converse of Lemma 3.1:
for any fixed k > 1.
We assume hereafter that et(G) <k unless otherwise stated. For the purpose of showing the converse, we need some definitions and lemmas, which will be described below. (1) Suppose that one of the K-blocks, say B(S, , K; G), contains both u, and u2. Then we have:
(ii) M,.(u, u') = M,(u, u') for any pair of vertices u, u' of the other K-block, B(S,, K; G).
(iii) If G has an ml-augmenting set S for some m' >p then SC_ B(S,, K; G).
(2) G has a (p + 1)-augmenting set S such that S,C_ S for i = 1,2, tj-and only if any (S,, S,)-cut of G is a (u,, u,)-separator of G. PROPOSITION 3.6 [20] .
(1) Suppose that et(G) = 0. Then any m-edge-component S of G' is also an m-edge-component of G ifm > 1 or ifs is a l-edge-component such that Sf S(u,, 1; G') ( = S(u,, 1; G')). 
Some Additional Properties on m-Augmenting Sets
In this subsection, we use, for simplicity, the following notations without specification (see Fig. 1 ).
We assume that m denotes any integer with et(G) + 1 5 m _I k unless otherwise stated. Let S be any m-augmenting set of G, and let T be the (m -I)-component of G such that SE T. Let x= ISn (ul, k>l.
Let Si, i = 0, 1,2, be any fixed m-components of G such that S,r T-S (if TZS) and S,uS,cSwith S,#S,.
Let ugi E S, and ui E S; for i = 1,2 such that Let Sb denote the m-component of G' such that So -C Sb. Either Sb = S, or S; is an m-augmenting set of G. Clearly, S0 c T. PROPOSITION 3.7 [20] .
Suppose that et(G) > 0. Then the following hold:
(1) G' has an (So, S)-cut K satisfying: is not a (u,, u,) -separator of G, and B(SO, K G) n {u,, u2} = @.
(2) T -S includes no m-augmenting set of G. (1) G has exactly two m-terminals S; and S2 of S and two terminal cuts Ki of S: with IKrl =m-1, i= 1,2.
(2) Let S' be any m-edge-component of G such that S' E S -(S; u S;). Then we have (i)-(iii):
(i) S' is an m-clipping of S.
(ii) G has two clipping cuts K', and K; of s' such that K: is an (s', Sj)-cut with Iri( =m-1 for i= 1, 2.
(iii) s' is not an m-pendant of G.
Remark 3.2. For S;, i= 1, 2, and S' of Proposition 3.10, Propositions 3.8 and 3.10 show the following:
(1) S'n {ur, u2} = a, and (Sin {ur, u2} ( 5 1 In the rest of this subsection we assume, for simplicity, the following (see where we assume that if eQ # eb then uii, wii, ub, and wb appear on P, in this order (wii may be identical to II;). Let e = (0, w) be any edge of K(S,, G) with o E Si. Suppose that w E S. Then G has an m-component S' such that w E S' and S' G S -S, . This implies that e E Ki, and, therefore, e is an inner terminal edge of Si. Hence the next proposition holds. Cuse2. S,nB(S,,Ki;G)=@ for i=l,2.
We consider them separately. Next we consider another case:
(ii) T1 #K, (Fig. 3) . Here we can assume that T, is not a terminal cut of S,. Assume that we have Q,j which does not pass through any outer terminal edge of S, and such that Then, after leaving a vertex of S,,, Q, passes through an edge ek E (K, -T,) n E(P/) and an inner terminal edge erg E E(P,) of S1 in this order before reaching a vertex of S1, where 1 gf, g _S m -1, and P/Z P, since e,YE K, is an outer terminal edge of Sr . If E(Q rj) n E, = 0 then Q, passes through an edge e;,, E K2 n E(P,), where 1 s h g m -1 and P, is such that eZ,, E T, n E(P,) is an outer terminal edge of S2 (eih may be identical to eZh). That is, if E( Q ,i) n E, = 0 then we can find Ph passing through an edge of T, n E,,.
Thus it is shown that we can find m -1 edges each of which is an edge of (T,nE,,)uT;uE,u(T,nE,*). 
Since d(S', G)=d(Z, G)=m( <k) and k>d(S(m),G)zm-1, CD(S(m), G) 2 D(S', G) + D(Z, G) 2 ED(S', G) + ED(Z, G)
=Z(k-m)zk-m+ 1 zED(S(m), G). 
ED(S(m), G)=k-d(S(m), G)s k-d(S', G)= ED(S', G)gD(S', G) s CD(S(m), G).

Put W,=S(m)-S and W,=SnB(S,,K(m-l);G).
We note that K(m-l)nE(S', W,;G)=@. Let r denote the total number of those R, for which
We choose Ri, i= l,..., m-1, such that the number r of such (s', WJ-paths is maximum, and we fix them. We also assume that We fix these Qi, j= l,..., m. Let a denote the total number of those Qi for which
We assume that 
The Computation of D(G) -D(G')
Now we turn our attention to the computation of
There are two cases:
Q.E.D. Without loss of generality we can assume that K has an edge e = (u, u') such that UES and eEE(Pm-l)nE(Qm-,).
Then an (S,, S;)-path P of G is formed by joining the three paths: the (S,, {u))-subpath of P,,-, , the edge e, and the ((a'}, S', )-subpath of Q,-i, in this order. We consider two cases separately:
(1) The case where S is also a k-component of G. We note that if et(G) = 0 then any k-component of G' is a k-component of G. Therefore the discussion of (1) includes the case with et(G) = 0. We also note that if S = S(ui, k; G') for either i = 1 or i=2 then For each t 2 m, let S(t) (S(t)', respectively) denote any t-component of G (of G') such that S(t)E S (S(t)'r S). Clearly we can assume that S is a critical m-com- A pair of distinct vertices U, , u2 E V(G) is said to be admissible if the following hold:
( 1) The pair U, , u2 satisfy the edge condition for G. is not a k-pendant of G'. (2) We assume that, for any graph H, if EA(H) < t (t 2_ 2) then we can add EA(H) edges to H so that the resulting graph may be k-edge-connected (inductive hypothesis). Now let G be any graph with EA(G) = t. Then Corollary 3.4 shows that we can find an admissible pair of vertices u1 and uq of G such that EA(G) -EA(G') = 1, where G' = G + (u,, uz). By inductive hypothesis we can add EA(G') edges to G' so that the resulting graph may be k-edge-connected. Therefore we can obtain a k-edge-connected graph by adding EA(G') + 1 ( = EA(G)) edges to G, showing that R(G) s EA(G).
CONCLUDING REMARKS
We have characterized, in Theorem 3.2, the minimum number R,(G) of edges, whose addition to a graph G result in a k-edge-connected graph, by means of the demand D(G) of G: R,(G) = EA,(G) = rD(G)/21.
The proof of Theorem 3.2 also shows an algorithm to determine, for any given graph G = ( V, E) (( VI > 1) and any fixed k 2 2, a minimum set A of edges such that G + A is k-edge-connected. We briefly mention this algorithm and its time complexity. The algorithm first constructs the initial data structure and then repeats the two procedures: searching an admissible pair ui, u2 for the current graph G and updating the data structure for the graph G' = G + (ul, uz).
We use the following logical data structure, which is referred to as the component tree for G. Let S(m) (S(m)', respectively) denote any m-component of G (G').
The componenr tree CT(G) is an undirected tree defined by the following:
(1) V(CT(G)) consists of those vertices uG, u,(,), and u, representing, respectively, V(G), each s(m) (15 m 5 k), and each vertex v E V(G); uG, u,(,), and U, are referred to as the root, an m-component vertex, and a leaf; respectively.
(2) For any distinct vertices U, U' E V(CT(G)), there is an edge (u, u') E E(CT(G)) if and only if one of the following holds:
(i) u is the root and U' = us(I).
(ii) u = u,(;) and U' = usci+ , ) such that S(i + 1) c S(i), 1 5 i < k.
(iii) u = us(k) and U' = U, such that v E S(k). The construction of the component tree CT(G) for G can be done in O(Ln: n,) time if we use the maximum-flow algorithm, as in [4, 9] , to compute M&u, u') for every pair U, U'E V(G). The computation of the following (i)-(iv) for G can be done in O(k(n, + n,)) time. (ii) Dk(G) (the demand of G). With the initial data structure above, the following can be done in Co(Ln%(E(G')() time:
(1) the search of an admissible pair of vertices u,, t.+ of G and the construction of CT(G') for G' = G + (u, , u,);
(2) the computation of the following for CT(G'): Therefore we can k-edge-connect a given graph G in O(kLni (kn, + n,)) time.
Finally we mention k-vertex-connectivity augmentation problems. An m-vertexcomponent is similarly defined by means of vertex-disjoint paths instead of edgedisjoint paths, and a (u, v)-vertex-separator is a set of vertices defined analogously to that of a (u, o)-edge-separator. Let S, and S2 be distinct k-vertex-components and S be a (u, u)-vertex-separator with the minimum cardinality among all (u, u)-vertex-separators. Then 0 s (SI n S2 ( 5 k -1, and G -S has at least two connected components, while distinct k-edge-components are disjoint and G -K has exactly two K-blocks for a (u, u)-edge-cut K.
The k-vertex-connectivity augmentation problem has at least two aspects; we have to add edges so that (1) S, u S, is included in a new k-component and (2) S is no longer a (24, v)-separator.
In fact the case with k = 3 has been solved based on this observation. Refer to [16, 171 for the details. The general case, however, seems to be more complicated.
