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The detection of nuclear spins using individual electron spins has enabled new opportunities in 
quantum sensing and quantum information processing. Proof-of-principle experiments have 
demonstrated atomic-scale imaging of nuclear-spin samples and controlled multi-qubit registers. 
However, to image more complex samples and to realize larger-scale quantum processors, 
computerized methods that efficiently and automatically characterize spin systems are required. 
Here, we realize a deep learning model for automatic identification of nuclear spins using the 
electron spin of single nitrogen-vacancy (NV) centers in diamond as a sensor. Based on neural 
network algorithms, we develop noise recovery procedures and training sequences for highly non-
linear spectra. We apply these methods to experimentally demonstrate fast identification of 31 
nuclear spins around a single NV center and accurately determine the hyperfine parameters. Our 
methods can be extended to larger spin systems and are applicable to a wide range of electron-
nuclear interaction strengths. These results enable efficient imaging of complex spin samples and 
automatic characterization of large spin-qubit registers.   
Recent advances in the control of single electron spins associated to defects in solids have 
enabled the sensing, imaging and control of individual nuclear spins1-16. From a quantum sensing 
perspective, this has enabled the detection and imaging of nuclear spins with atomic-scale resolution 
and single spin sensitivity, in systems of up to 27 spins5,10,17-20. From a quantum information perspective, 
controlling individual nuclear spins provides quantum registers for quantum computation and optically-
connected quantum networks15,21-24. Proof-of-principle experiments have demonstrated quantum 
registers with 10+ qubits15,21-25, elementary quantum algorithms and error correction protocols6,26-31, and 
key quantum network protocols such as entanglement distillation32,33. 
An important task in both these application fields is to detect and identify the nuclear spins, 
and to characterize the electron-nuclear interaction. For imaging larger, more complex, spin structures 
and for the realization of large-scale quantum networks that consist of many multi-qubit devices, it is 
required to develop objective and automated methods that can efficiently identify signatures of nuclear 
spins and determine coupling parameters from experimental spectroscopy.  
In this work, we develop neural-network-based algorithms that can efficiently and 
automatically detect nuclear spins by their coupling to a single electron spin. We focus on CPMG-type 
dynamical decoupling spectroscopy2-5,22,34,35, which is widely employed for single nuclear spin detection 
and control3,36 and is a common starting point for more advanced spectroscopy methods10,11,14,19. While 
our methods are general, we exemplify them through experiments on a single nitrogen-vacancy (NV) 
center in diamond with nearby naturally abundant 13C nuclear spins3,6,22. We show that our deep learning 
approach enables fast automatic nuclear spin detection and hyperfine parameter estimation for 31 
individual spins. 
   
  
Figure. 1 General procedure for identifying hyperfine parameters of 13C nuclear spins. a. 
Schematic diagram showing the configuration of an electron spin within the nitrogen-vacancy (NV) 
center magnetic dipole field (blue oval curves) and 13𝐶 nuclear spins (green circles) interacting with the 
NV center via hyperfine interaction. Bz is the external magnetic field, L  is the Larmor frequency,
2 2
h A B    , and 
2 2( )LA B     where A (B) is the longitudinal (transverse) hyperfine 
interaction parameter. b. Typical dynamical decoupling pulse sequence (Carr-Purcell-Meiboom-Gill, 
CPMG) used for experimental nuclear spectroscopy. The bottom panel shows an example of 
experimental CPMG data from which electron-nuclear hyperfine interaction is analyzed. c. Pseudo-
algorithm for training and hyperfine-parameters-prediction sequences including hyperfine parameter 
classifier (HPC), denoise and signal recovery, regression-based fitting, and fine-tuning models. The 
flow of experimental processes (computational processes) is on the red (gray) arrows. 
 
 
 
 
Results 
Theoretical model and overall procedure.  
Figure 1a shows a schematic of the electron-nuclear spin complex considered in this work. 
The NV center, an impurity in the diamond crystal lattice, acts as a sensitive probe for the surrounding 
nuclear-spin environment. The ground state electron spin of the NV center can be initialized and 
measured using spin-dependent fluorescence and can be manipulated by microwaves37. In typical 
dynamical decoupling spectroscopy, for example based on Carr-Purcell-Meiboom-Gill (CPMG) pulse 
sequence22 shown in Fig 1b, the interaction of the electron with its nuclear spin environment leads to 
sudden and periodic losses of coherence at specific pulse timings. The magnitude and position of the 
dip in coherence depends on the longitudinal (transverse) hyperfine coupling parameter A (B). The 
CPMG signal is given by the probability Px that the NV center’s spin state is preserved. In the absence 
of nuclear-nuclear interactions this can be described as3,   
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Lk k kA B     , k k    , L    ,   is half of the 
delay between   pulses, k indicates kth nuclear spin, n is the total number of nuclear spins, L is the 
Larmor frequency, and N is the repetition number of the unit CPMG pulse (see Fig. 1b). The CPMG 
signal is given by the multiplication of all the Mk’s for n nuclear spins as depicted in Eqn (1) and (2). 
This characteristic introduces an additional complexity compared to conventional nuclear magnetic 
resonance (NMR) signals38-40 and, along with the decoherence and environmental noises, makes 
existing NMR peak decomposition packages41-46 ineffective for analyzing the signal.  
The main task of our deep learning model is to efficiently encode the features of each kth 
nuclear spin in Eqn. (1). Once successfully trained, the models can determine Ak and Bk of each nuclear 
spin from the experimental spectroscopy data (see the bottom panel of Fig. 1b for an example). Figure 
1c shows the overall procedure to achieve this task. First, the measurements of CPMG signals and the 
implementations for generating datasets and training deep learning models are conducted 
simultaneously. Generating datasets for both HPC models and denoising models is performed using the 
theoretical model in Eqn. (1). Second, via the generated training datasets, denoising models are trained 
to reduce noise and HPC models are trained to identify whether specific hyperfine parameters exist in 
the data or not. Third, to enhance signal-to-noise ratio, the raw noisy CPMG signal is pre-processed by 
the trained denoising model and decoherence recovery process and is fed into the trained HPC models. 
Fourth, using the outputs of the HPC models, an additional deep learning-based regression model is 
adapted to further restrict possible hyperfine parameter combinations. Lastly, in the auto fine-tuning 
phase, the prediction of the regression model is used as initial values of the hyperfine parameters, and 
automatic numerical fitting is performed. 
 
   
Figure. 2. Individual spin signature identification by hyperfine parameter classifier (HPC) deep 
learning model. a. Simulated CPMG signal with three spins of different (A, B) values showing general 
features of nuclear spectra including local and global periods (see text for definitions). b. Concept of 
the data conversion into 2D images by slicing and stacking the data fragments with specified target 
period TPk. This reveals the signature of a target signal as a vertical line with vanishing slope, which is 
generally superposed with other interfering nuclear spin signals. c. Training datasets and architecture 
of the HPC model in a case of classifying three classes (K=3), where K is the number of nodes of the 
last layer. The input data consists of three different classes, where each class corresponds to the number 
of existing nuclear spins with the target period, and the output data is one-hot vector form assigned to 
each class. For example, Class 1 (Class 2) means that no (one) spin with the target period exists. d. 
Example predictions of the HPC model depending on hyperfine coupling strength (first to third panels) 
and proximity to similar period (fourth and fifth panels). For all cases, the HPC model predicts correct 
spin signatures corresponding to input signals showing good consistency between the predicted vectors 
and the output vectors. (for example, in the first panel, the predicted vector is (0.01 0.99 0) and the 
output vector is (0 1 0)). The color scale bar in all 2D images ranges from 0 to 1. 
 
Data representation for nuclear spin detection.  
The qualitative features of a typical dynamical decoupling signal are as follows. First, the 
coherence dip of kth nuclear spin is periodic with approximate periodicity3 (local period) 
2 / ( )k k LTP            (4) 
where 2 2( )k k L kA B    , and Ak and Bk are hyperfine parameters of the ‘k
th target’ local period (see 
Supplementary Fig. 1 for the range of A and B values used in the proposed model). Second, the envelop 
of the coherence dip amplitudes as a function of   is periodic essentially showing periodic quantum 
entanglement evolution with the resonant nuclear spin8 (global period). Third, each coherence dip can 
show additional fringes depending on the hyperfine interaction strength. In the strong coupling regime, 
for example when B > 100 kHz, the CPMG signal can exhibit multiple and large fringe oscillations3,6 
(Eqn. 2,3). While conventional numerical peak detection or Fourier transform analysis is inefficient in 
the presence of these oscillating signals, below we show that the deep learning approach offers an 
excellent alternative route to solve the problem.  
 In principle, supervised learning algorithms can be applied using the theoretical model given 
by Eqns. (1)-(3) for this nominally multi class classification problem47-51. The data preparation and 
training, however, is challenging in that, (1) the number of nuclear spins interacting with central NV 
center is not known a priori and (2) the number of possible (A, B) pair combinations for a given number 
of surrounding nuclear spins is large. Brute force generation of large datasets with variable number of 
nuclear spins is impractical and generally not reliable to represent possible spin configurations 
unambiguously.  
 We convert the multi class classification problem to that of single class by reorganizing the 
data so that the deep learning model focuses on identifying a single target spin. Figure 2b shows the 
general concept of this conversion. By cutting the CPMG signal according to the TPk of a target spin 
and making a 2D image by stacking multiple slices, the difference of the local periods between two 
spins can be distinguished. The features of the global period can be also analyzed by the distribution of 
pixel values on the vertical axis. With this representation, the deep learning model analyzes whether the 
target spin signal marked by a vertical line exists in the 2D image. Moreover, non-linear oscillations 
near the main coherence dip in the strong coupling regime, which are difficult to address by hand-
crafted coding, generally appear as fringe patterns in this data representation. The deep learning model 
shows a strong ability of classifying target signals in the presence of these interfering patterns through 
image recognition52,53. 
 
Deep learning model for classification.  
Focusing on the local period of a specific target spin signal, we develop a set of deep learning 
models, coined HPC, each of which classifies the existence of a specific period of hyperfine-induced 
coherence dips in the data. Figure 2c illustrates a structure of the HPC model and training datasets by 
exemplifying a case of classifying three different classes (see a detailed implementation of generating 
training datasets in Supplementary Note 1). The input training data is prepared along with three output 
classes as shown in Fig. 2c. Class 1 corresponds to data that does not contain a spin with the target 
period, class 2 is for one spin with the target period existing in the data, and class 3 for two spins with 
slightly dissimilar target periods in the data. The output data is denoted in one-hot vector form; (1, 0, 
0), (0, 1, 0), and (0, 0, 1) corresponding to no, single, and double target periods, respectively. The model 
is trained to estimate the confidence score of each element of the three-dimensional vector according to 
the input image. The model consists of stacked layers of Dense layer, Batch Normalization layer54 and 
LeakyRelu activation function as shown in Fig. 2c. The detailed procedure of the neural network 
development is described in the methods section, Supplementary Fig. 2, and Supplementary Note 1. 
Panels in Fig. 2d show the classification results using our HPC model. The first panel is for 
the typical case that a single target period exists without strong disturbance from other spins nor spin 
bath signal, and the model successfully outputs a vector close to (0, 1, 0). The second panel shows the 
performance of the model for a strongly coupled single target spin where the parameters for spin number 
TPD21 in Supplementary Table 1, taken from existing density functional theory (DFT) calculations
37, is 
used as an example. As mentioned above, although the spin signal is superposed with wide fringe 
patterns and oscillations, the model successfully identifies the signature of the target period with the 
output vector reaching (0.002, 0.99, 0). The third panel shows that the model also successfully classifies 
the target period even in the presence of other superposed strongly coupled spin signals. Furthermore, 
the fourth and the fifth panels give an example of the performance for input datasets with a single spin, 
(A2, B2)/ 2 =(7.8, 20) (kHz) (fourth panel) and with two spins of similar local period, (A1, B1)/ 2 =(7.9, 
10), (A2, B2)/ 2  =(7.8, 20) (kHz), (fifth panel). The model successfully distinguishes each case, 
showing high selectivity of the nuclear spins. Therefore, these results show that our deep learning model 
provides a promising approach to detect individual nuclear spins with high precision, high selectivity, 
and for a wide range of hyperfine strengths. 
   
Figure 3. Denoising and decoherence effect recovery procedure. a. Architecture of the signal 
recovery model. The pure data is generated by Eqn. (1). The noisy data is generated with adding 
decoherence effects and noise to the pure data using Eqn. (5). The model is trained to reproduce 
denoised data from the noisy data and the decoherence effect is recovered using Eqn. (5). b. Raw 
experimental (green), pure (blue), and recovered (orange) CPMG data showing successful recovery of 
the fringe patterns in the presence of noise with a comparable amplitude. The figure also shows signal 
recovery performance in the long evolution time regime. c. The comparison of the raw experimental 
data with the noise recovered data in the 2D image form used for HPC model analysis showing an 
enhancement in signal-to-noise ratio and predictability. The color scale bar in all 2D images ranges from 
0 to 1. 
 
Noise removal and decoherence effect recovery.  
Before evaluating the experimental CPMG signal by trained HPC models, we first pre-process 
the raw experimental data by a denoising model. Figure 3a shows the overall procedure. For the noise 
removal process, Gaussian noise with the standard deviation 0.05   reflecting the experimental 
noise is added to the training datasets (see Supplementary Fig. 3). The decoherence effect is modelled 
by the approximate equation3,  
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, where T accounts for dephasing of the electron spin, n is an exponential power obtained by fitting the 
experimental data and τ is half of the inter-pulse delay. We use an autoencoder structure55,56, which is 
an established structure to learn the representations of input data, to encode the features of the noisy 
input data and generate the denoised data. A one-dimensional convolution (1D CNN) layer57, which is 
widely used to capture the features of one-dimensional data such as time-series signal, is employed for 
building the denoising neural network.  
As shown in Fig. 3b, the signal recovery model effectively removes the noises while retaining 
nuclear spin signatures of the experimental data. This is highlighted with the capability of recovering 
detailed oscillatory features of the data where the amplitudes of signals are almost equivalent to the 
fluctuations due to noise. Panels in Fig. 3c compares the visibility of the spin signal of the raw (left 
panel) and the processed (right panel) data showing effective removal of experimental noise and 
enhancement of signal-to-noise ratio, leading to higher performance of prediction by the HPC model. 
After denoising the raw experimental data, the decoherence effect is recovered by applying Eqn. (5) to 
the denoised data. We find that the confidence scores from HPC evaluating denoised experimental data 
are, in general, a few percent higher than evaluating raw data (compare (0.02, 0.91, 0) vs. (0, 0.99, 0) 
in Fig. 3c) and in some cases false predictions of raw data are corrected in denoised data (compare (0.17 
0.71 0.1) vs (0.65 0.36 0.01) in Fig. 3c), successfully showing the efficiency of our pre-processing 
model.  
 
 
 
 
 Figure 4. Multiple nuclear spin detection from experimental data. a. Procedures for tuning 
hyperfine parameters from predicted periods by HPC models. Training datasets of the regression model 
are generated using (A, B) pairs with the predicted period by HPC models. The regression model infers 
the single (A, B) pair that best fits with the features of the experimental data (reorganized as 2D image) 
including coherence dip amplitudes, envelop function, and fringe patterns. b. Multiple nuclear spin 
detection from the experimental CPMG data for N =32 (top panel) and N = 256 (bottom panel) using 
the same NV center. The panels show superimposed reproduced CPMG signal (solid curves) and the 
experimental data (dotted curve). The spin numbers (C#) indicated in the figure corresponds to the full 
spin list summarized in Supplementary Table 2. c. Confirmation of detected hyperfine parameters for 
spins with large number of interfering signatures (1st panel), similar target periods (2nd and 3rd panels), 
weak local period signature (4th panel), small transverse hyperfine coupling (5th panel), and small 
longitudinal hyperfine coupling (6th panel). We compare the obtained values to the results reported in 
Ref. [19] (bottom row, see main text). The panels also show examples of spins with small A that were 
not detected in Ref. [19] (3rd, 5th, and 6th panels). The uncertainty in the last digit is given in 
parentheses. The color scale bar in all 2D images ranges from 0 to 1.  
 
Regression-based fitting, auto fine-tuning model, and application to experimental data.  
We now discuss the final stage of the deep learning protocol and the application of the overall 
procedure to experimental dynamical-decoupling spectroscopy signals as shown in Fig. 4a. After 
application of denoising and HPC models to predict possible local periods, we further apply a deep 
learning-based regression model to restrict the candidate hyperfine parameters for a subsequent fine-
tuning process. Since the period information from HPC model only provides one functional relation 
between A and B given as Eqn (4), the purpose of the regression model is to find specific (A, B) values 
that best explain the shape of the coherence dips as a function of  . We set a search region for the 
value B ranging from 10 to 70 kHz and find the best fitted (A, B) pairs repetitively for all predicted 
periods. Since these values are obtained by fitting coherence dips stemming from individual nuclear 
spins, we use the deep learning-based fit results as an initial guess and iteratively tune (A, B) pairs again 
in the final step to automatically search a collective list of best fitted (A, B) pairs. We describe a pseudo-
code of the fine-tuning method in the Supplementary Note 2.  
We demonstrate the performance of the developed procedures with two experimental datasets 
with N = 32 and N = 256. This new set of data was collected following the methods described in the 
Ref. 22 and in Supplementary Fig. 4. Figure 4b shows the comparisons of the experimental data to the 
reproduced CPMG signal using predicted hyperfine parameters by our deep learning protocol. Panels 
in Fig. 4c show example cases of predicted spins along with corresponding raw experimental data. The 
first panel highlights the case where the model can capture the nuclear spin signal and determine (A, 
B)/ 2  = (-213.19(5), 4.2(9)) (kHz) even with overlapping signals stemming from other spins. The 
second and third panel show that the model can accurately distinguish spins with similar periods and 
automatic fine tuning successfully identifies individual (A, B) pairs matching the experiments.  
Our analysis returns a total of 48 nuclear spins that together accurately describe the data. 
However, several of these spins yield near-identical hyperfine parameters. It cannot be excluded that 
those signals originate from a single spin with a broadened signal due to dephasing and nuclear-nuclear 
spin interactions, which are not included in the model used here (see Supplementary Note 1 and 
Supplementary Fig.5-7 for details). We anticipate that improved selectivity in this regime is possible by 
using other pulse sequences, for example non-equally spaced dynamical decoupling sequence36,58 or by 
taking nuclear-nuclear interactions into account. Here, we chose to count groups of spins with nearly 
identical parameters as a single spin. In that way, we identify 31 nuclear spins. We summarize the full 
list of detected nuclear spins and the confidence levels in Supplementary Table 2. 
Discussion 
We compare our result with those obtained by other methods on the same sample. A manual 
analysis on a similar data set, taken with the same measurement procedure, identified 7 spins with 
parameters that match closely to 7 of the 31 spins identified here22. The large improvement in number 
of identified spins from equivalent experimental data highlights the advantage of our deep learning 
approach. Additionally, we compare the results to a recent multi-dimensional spectroscopy 
characterization19, a more demanding experimental technique that accesses nuclear-nuclear interactions. 
For 23 of the 31 spins a good match is observed (Supplementary Table 2). The other 8 spins were not 
previously identified and are in a spectral range that was not accessed in previous experiments. We 
corroborate the identification of these spins through additional experiments with a different number of 
decoupling pulses N = 96 and N = 128 (see Supplementary Fig. 8). These results show the capability of 
our deep learning protocol to automatically and accurately identify nuclear spins in complex spin 
systems and characterize the coupling parameters from dynamical decoupling spectroscopy. 
We estimate a total computational time of ~3 hours from generating training datasets and 
training the HPC models to complete the analysis on one set of experimental CPMG data (see details 
in Supplementary Fig. 2). Once trained, each HPC model can identify the most probable local periods 
of nuclear spins from the experimental CPMG data almost instantaneously (< 1 second) and obtain the 
final fitted hyperfine parameters within ~50 seconds per spin (detailed specifications of the 
computational power used is given in Supplementary Note 1). This fast data analysis highlights the 
potential of deep learning approaches to efficiently scale up the sensing and characterization of large 
spin systems.  
We find that examining dynamical decoupling spectroscopy signals for various numbers of 
pulses N is important for the following reasons. First, large N makes spins with small B values visible 
and this is in general reflected in an increased number of detected spins as shown, for example, in the 
fifth panel of Fig. 4c. Second, we find that some spins near the Larmor frequency with relatively high 
B values (> 10kHz) are detectable only in N = 32 since for larger N too many spin signals are overlapped 
as illustrated in the sixth panel of Fig. 4c. The current protocol does not take nuclear – nuclear spin 
interactions into account. Therefore, our model fails to detect some of the interacting nuclear spins for 
N = 256, as for large N and long total evolution times, nuclear-nuclear spin interactions are non-
negligible and lead to a deviating period in the signal (see Supplementary Fig.9 and note that part of the 
nuclear-nuclear interactions are known from ref. 19). For N = 32, the data approximately follows a 
simple electron-nuclear interaction model and nuclear-nuclear interactions can be neglected. In that case, 
our protocol successfully detects these spins as shown in the fourth panel of Fig. 4c. We envision future 
improvement of the deep learning protocol by taking into account the nuclear – nuclear interactions and 
building a single unified model which covers all ranges of hyperfine parameters and various N pulse 
sequences. At this current stage, discrepancies between experimental data for different N, for example 
between N = 32 and N = 256, can be used as a signature of nuclear – nuclear interaction.  
 In conclusion, we have proposed and demonstrated a deep learning approach to automatically 
detect and characterize individual nuclear spins based on dynamical decoupling spectroscopy with a 
single electron spin sensor. We have tested the method on a single NV center in diamond and have 
identified 31 individual 13C nuclear spins with a wide range of hyperfine parameters. Our method is 
able to distinguish spins with strong couplings to the NV center which are difficult to handle for 
conventional peak detection algorithms36,59. Our methodology retains the general benefits of deep 
learning models; it is easy to modify the training sequence or neural network structures for other types 
of experimental data such as spectroscopy data of other defect centers, including in diamond. 
Additionally, these results highlight the capacity of deep learning algorithms to efficiently analyze the 
complex nonlinear signatures in nano-scale and single-spin magnetic resonance and its robustness 
against realistic distortions, such as experimental decoherence and noise. Therefore, our results address 
one of the main challenges for quantum sensing experiments on more complex spin structures and for 
larger quantum registers and quantum networks based on spin qubits. 
 
Methods  
Sample and setup 
Our experiments are performed on a single, naturally occurring, NV centre in a high-purity 
chemical-vapor-deposition homoexpitaxially grown diamond (type IIa) with a natural abundance of 13C 
(1.1 %) and a 111  crystal orientation. To improve the photon-collection efficiency, we fabricate a 
solid immersion lens on top of the NV center and we use an aluminum-oxide anti-reflection coating 
layer (grown by atomic-layer-deposition)60. We use on-chip lithographically-defined striplines to apply 
microwave fields for fast driving of the electron spin transitions (Rabi frequency ≈ 14 MHz).  
We apply a static magnetic field, Bz ≈ 403 G, along the NV-axis using a permanent room-
temperature neodymium magnet. We stabilize the magnet field strength to < 3 mG [19] and the magnet 
is aligned to the NV-axis with uncertainty of 0.07° using thermal echo sequences (see ref. 19 for details 
of the alignment procedure).  
Our experiments are performed at a temperature of 3.7 K in a commercial closed cycle cryostat 
(Montana Cryostation). This enables us to readout the NV electron spin state in a single shot with high 
fidelity (94.5%), through spin-selective resonant excitation60 (see detailed pulse sequence in 
Supplementary Fig. 4). The electron spin relaxation time is T1 > 1 hour
22, the natural dephasing time is 
*
2 4.9(2) μsT   , the spin-echo coherence time is T2 = 1.182(5) ms, and the multipulse dynamical 
decoupling coherence time is T2
DD > 1 s, for an optimized inter-pulse delay 2 22. 
 
Training datasets and hyperparameters of the HPC and regression model 
For preparing training datasets of HPC and regression models, the spins of target period are 
chosen from (A, B) candidates separately grouped by target periods (see Supplementary Fig. 1 and 
Supplementary Note 1). The rest of the spin candidates are randomly selected from a previously 
published list calculated by DFT60 and from a range -50 kHz < A < 50 kHz and B < 80 kHz for N32, 
and 2 kHz < B < 15 kHz for N256 signal (see Supplementary Fig. 2 for more details). The reason to 
choose this range is that the spins with larger values are already calculated in the DFT list. A range of 
target periods covered by one model is 250 Hz in N32 and 150 Hz in N256 with an evaluation step size 
of 50 Hz. (see more detailed parameter usage and performance results in Supplementary Note 1)  
Although a two-dimensional convolution layer is generally employed for image recognition, 
to boost computational speed while retaining the accuracy and validation loss, we use Dense layers for 
HPC and regression models. The LeakyRelu activation shows slightly better performance for the 
convergence to the lower validation loss than using ReLU activation. Batch Normalization layer54 with 
epsilon=1e-05, momentum=0.1 (default values in Pytorch 1.3.1) shows faster convergence to the 
minimum loss than Dropout regularization. For the last layer, Sigmoid layer generally converges to the 
higher accuracy than the Softmax layer for our datasets.  
Based on the prediction results by the HPC models, the regression model is built and trained. 
The input data are generated from randomly selected (A, B) values of predicted periods by HPC models 
and the output data, in this case, are those spin values themselves (Fig. 4a). Then, the regression model 
is trained to predict (A, B) values of the input data. The evaluated (A, B) lists for the experimental data 
are used as initial guess for auto fine-tuning model. 
 
Training datasets and hyperparameters of the denoising model 
Unlike the HPC and regression models, training datasets for denoising models are generated 
in one dimensional data. The spins are selected in the same way as generating datasets for HPC models. 
We introduce the auto-encoder structure (Fig. 3a) which is an established structure to encode the 
distribution of the input data and generate the targeted data. For both encoder and decoder parts, 1D 
CNN layer and 1D transposed CNN layer are employed rather than RNN layers such as LSTM, GRU 
layers, which show lower validation errors and faster convergence to the minimum loss. All the kernel 
size for both CNN layers is 4. In the encoder part, Maxpooling1D layer with kernel size of 2 is used 
after every single 1D CNN layer. A Batch Normalization layer with default parameters is used between 
all CNN layers.   
In all models, AdaBound62 is employed for the optimizer and the initial learning rate is 0.00015 
decayed at each epoch with customized rate (0.5 ~ 0.25). For loss functions, BinaryCrossEntropy loss 
is used for HPC model and MeanSquareError loss is used for regression and denoising models.  
 
Fine-tuning algorithm 
For the auto fine-tuning, the objective functions are defined as, 
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where g(t) is the generated CPMG signal with all predicted (A, B) values, p(t) is the experimental data, 
Ti is a set of data points near dips of i
th spin in the generated data and Tbath is a set of data points where 
spin baths are formed. For number of predicted spins M, the optimization process runs over the 2M-
dimensional space (2M variables; M for A and M for B independently). 
Since the loss function is not convex, instead of adopting algorithms such as a gradient descent, 
particle swarm optimization (PSO)63 is employed for the optimization process. The number of needed 
particles increases exponentially as search dimensions increase, yielding a large computational cost. To 
reduce the cost, the optimization process is conducted sequentially only on one pair of (A, B) at once 
and iterated for every single spin until the total loss is converged because, as in Eqn. (6), the loss 
function can be split into each term of ith spin candidate. (see pseudo code in Supplementary Note 2) 
 
Usage of trained models and management of total computational time 
The denoising model can be reused for other samples if the number of unit CPMG pulse 
sequence (N) and measurement time resolution are kept the same. The classifier model can be reused if 
the external magnetic field, N, measurement time resolution, and total measurement time length remain 
the same. 
 All HPC and denoising models can be trained separately and generating datasets can also be 
processed independently. Therefore, for example to reduce total computational time to one-third, three 
computers can be used independently by dividing the training regions of all TPk into three regions. More 
detailed parameter usage and whole procedures for implementations of each model and processing 
experimental data are described in Supplementary Fig. 2 and Supplementary Note 1. 
 
Data Availability 
Complete training datasets analyzed and utilized in this work are available upon request. 
Partial datasets are available at https://github.com/kyunghoon-jung/CPMG_Analysis.  
 
 
Code Availability 
All the codes required for training the proposed models and executing the fine-tuning model 
along with documentation are available at https://github.com/kyunghoon-jung/CPMG_Analysis.  
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Supplementary Information 
 
 
Supplementary Figure 1. Range of hyperfine parameters (A, B) used for proposed models. a. Contour lines 
of local periods (TPk) in the (A, B) - plane. All (A, B) pairs on one contour line have the same local period but 
show different fringe patterns. For each hyperfine parameter classifier (HPC) model, the training dataset is 
generated by using (A, B) pairs on each TPk curve. For example, the inset table displays TPs calculated with (A, 
B) values at black circled points using the Eqn. (4) in the main text. b. Variation of central dips and oscillatory 
fringe patterns change depending on (A, B) values in the group TP300 for pulse repetition N = 32 (top row) and N 
= 256 (bottom row). From left to right panels, the local period of each panel remains the same while B value 
increases, showing more complicated characteristics. c. Example input images for no, single, and double target 
spins in HPC model for (A, B) values in group TP300. d. Panels from left to right show the slope for a single nuclear 
spin (A: -34.85 kHz, B: 6 kHz) as a function of varying target periods in step of 50 Hz in A (from TP296 to TP303). 
The width of all images in b, c and d panels is 140 ns and the total number of slices is 33. The colour scale bar in 
all the images ranges from 0 to 1. e. Data pre-processing by cutting both sides of an image for HPC models to 
improve the classification performance and to reduce computational cost.  
 
 
 
 
 Supplementary Figure 2. Flow chart of the deep learning protocol and experimental CPMG measurement. 
The total procedure has two main streams; one is for preparing datasets and training proposed models (blue stream) 
and the other is for measuring experimental CPMG signals (pink stream). The timeline displayed in left and right 
sides are the total accumulated time for each flow. Each essential step is marked by light-green rectangular boxes 
denoted as Denoise, HPC32(256), and Reg32(256). Details are described in Supplementary Note. 1. 
 
 Supplementary Figure 3. Histogram of the Gaussian distribution used for generating noisy training 
datasets. This reflects the noise of the experimental data; a cut-off boundary with amplitude of 0.05 measured 
from the CPMG experimental data is used. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Supplementary Figure 4. Experimental sequence. The pulse sequence consists of four main parts: NV 
Preparation, NV Initialization, Dynamical Decoupling Sequence, NV Readout. NV Preparation: first the NV 
centre is prepared in the negative charge state and brought on resonance with the lasers used for the initialization 
(Init) and Readout (RO) steps. We simultaneously apply the Init and RO lasers for 150 µs and count the number 
of detected photons (wavelength ~ 637 nm, RO laser resonant with the Ex transition and Init laser resonant with 
the E’ transition) [1]. If the number of detected photons exceeds a certain threshold, the NV is in the negative 
charge state and on resonance with both lasers, and the sequence proceeds to the next step. If not, the charge reset 
laser (RS, wavelength ~ 515 nm) is applied for 1 ms and the same process is repeated until success [1]. NV 
Initialization: we initialize the NV electron spin into the ms = 0 state through spin pumping into the E’ transition 
(Init laser, 100 µs) [1]. Dynamical Decoupling Sequence: the electron spin is prepared into a superposition state 
by applying a π/2-pulse. Afterwards, a sequence of N π-pulses is applied on the electron spin with the form ( - 
π - π)N. To reduce the effect of pulse errors, we alternate the phases of the π-pulses according to the XY-8 scheme 
[2]. NV Readout: we apply the RO laser for 10 µs and count the number of detected photons in this period. This 
allows us to read out the NV electron spin state in a single shot (Fidelity ~ 94.5%). 
 
 Supplementary Figure 5. Results from HPC models. a. Confidence score for N32 (B ≥ 12 kHz). b. Confidence 
score for N32 (6 ≤ B ≤ 12 kHz). c. Confidence score for N256 (2 ≤ B ≤ 20 kHz). See Supplementary Note 1 for 
discussion on the validity of nuclear spin detection highlighted in green and yellow regions. All data are averaged 
over 10 iterations of training.  
 
 
 
 
 
 
 Supplementary Figure 6. Identifying a group of spins for a single broad dip. a. A single broad dip (coloured 
in grey) formed by a group of spins with similar local periods. b. Confidence scores for the broad dip in the panel 
a. We note that the confidence scores are higher than the threshold (0.8) for several target period indices. This 
indicates that such a broad dip might be explained by many spins with similar hyperfine parameters (see 
Supplementary Note 1) c. A comparison of a simulated signal (red line) of C11†~C16† with the experimental 
CPMG signal (blue line) for different pulses N32, N96 and N256. More detailed procedures to estimate the number 
of spins to fit a broad dip are described in Supplementary Note 1. 
 
 
 
 
 
 
 
 
 
 
 Supplementary Figure 7. Receiver operating characteristic (ROC) curves and corresponding confusion 
matrices for HPC models. All the ROC curves and confusion matrices are obtained by averaging the results of 
all the HPC models which cover the range (unit: kHz) of -50 ≤ A ≤ 50 (for both N32 and N256), 12 ≤ B ≤ 80 (the 
top panel, N32), 6 ≤ B ≤ 12 (the second, N32) and 2 ≤ B ≤ 12 (the bottom, N256). Each ROC curve is calculated 
through one-vs-rest class convention. AUC indicates the area under the curve for each class. In confusion matrices, 
the numbers in boxes indicate the average number of samples and the number in parentheses indicates the ratio of 
the number of samples to the number of all the true labels for each class. mAP indicates macro-average-precision. 
The accuracy in the top, the second and the third cases is 98.8%, 95.3% and 97.8% respectively. 
 Supplementary Figure 8. Verification of nuclear spin detection in N=96 and N=128. In N256 signal, we detect 
several nuclear spins that were not observed in previous work on the same NV center sample [3] (see 
Supplementary Table 2) and confirm some cases using different N pulses. Each panel shows examples using a. N 
= 96 and b. N = 128 CPMG data. The width of all images is 100 ns and the total number of slices is 22. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Supplementary Figure 9. Comparison of CPMG signals with or without nuclear-nuclear interaction. Top 
to bottom panels : The effect of nuclear-nuclear interaction on CPMG signal for N = 32 to N = 256 pulse 
sequences. Blue, yellow, and red lines are simulated by the current theoretical model and a grey line is drawn from 
a preliminary model including nuclear-nuclear interaction. For example, for a case of C43* and C44* in 
Supplementary Fig.5b and 5c, confidence scores covered with a light-yellow bar shows high confidence scores in 
N32 (6 ≤ B ≤ 12 kHz) but low in N256 (2 ≤ B ≤ 20 kHz). The nuclear-nuclear coupling in this case are set to 236 
Hz, 62 Hz and 25 Hz. These are representative values for nuclei with large couplings, to highlight the effect. 
Typical nuclear-nuclear interactions in the cluster are much smaller [3]. 
 
 
 
Supplementary Note 1. Detailed procedure of machine learning protocol. 
 Step.1 Denoising model (Annotated as Denoise in Supplementary Fig.2) – Recovering noisy signals. 
To generate training datasets for a denoising model, (A, B) pairs are collected in the same way as in HPC models 
but not pre-processed in the image representation as in Fig.2 in the main text. We use the gaussian noise 
distribution with standard deviation 0.05, which reflects the maximum amplitude of experimental noise. (see 
Supplementary Fig. 3) The length of input data is 12 µs (3000 data points with 4 ns time resolution in our 
experimental setup) but the performance of the model does not depend much on the length between 1000 and 
3000. The sample datasets and training implementation is described in an online tutorial section; Tutorial part 2 – 
Denoising model at https://github.com/kyunghoon-jung/Deep_Learning_CPMG_Analysis. 
Step.2 HPC model (HPC32, HPC256 in Supplementary Fig.2) – Identifying local periods of 
existing nuclear spins. The target period (TPk) shown in Supplementary Fig. 1a is calculated with the approximate 
equation [4], 
2 / ( )k k LTP                                    (1) 
, where 2 2( )k k L kA B    , L is the Larmor frequency and Ak and Bk are hyperfine parameters of the k
th target 
period. We pre-calculate target periods by a step size of A = 50 Hz with a fixed B (=10 kHz) value as seen in the 
inset table in Supplementary Fig. 1a and save it as a Python dictionary file - [key (A values) : value (target periods)]. 
The evaluation step size is 50 Hz for A. Supplementary Figure 1d describes how a slope of a central line changes 
at each step. The data manipulation and the dictionary file are presented in an online tutorial; Tutorial part 1 - Data 
handling and generation in the proposed representation at the same link above.  
The external magnetic field (Bz) is 403.553 G. The measurement time resolution (tr) of the CPMG signal 
is 4 ns. The width (W) of the input images sliced by TPk are reduced to be 80~120 ns for the range of A ≤ -10 kHz 
and A ≥ 10 kHz and to be 40~80 ns for -10 ≤ A ≤ 10kHz for the optimal performance and reducing the 
computational cost. (see Supplementary Fig.1e) The height (H, total number of slices) is determined depending 
on the total measurement length of the experimental data. The total measurement length of experimental CPMG 
data of N32 (N256) is 6 ~ 50 µs (10 ~ 40 µs). 
Spins with different periods from TPk and spins from the list in Supplementary Table 1 taken from the 
density functional theory (DFT) calculation result [5] are included in training datasets to make the model robust 
in the presence of other spins with various periods. The total number of spins for generating each input data is 
randomly selected between 26~32 where 90~100% of the total number of spins are selected from the range -50 ≤ 
A ≤ 50 kHz, 6 ≤ B ≤ 80 kHz for N = 32 datasets and -50 ≤ A ≤ 50 kHz, 2 ≤ B ≤ 20 kHz for N = 256 datasets while 
the rest 0~10% of the spins are selected from the DFT list. The reason to choose the upper bound as B = 20 kHz 
for N = 256 datasets is that the spins with B ≥ 20 kHz can be evaluated accurately in N32. (see Supplementary 
Fig.5a and the top panels in Supplementary Fig.7) When evaluating the strong coupling regime (for example 
𝜔h/2𝜋 > 80 kHz), the HPC models only cover the range near the (A, B) values in the DFT list because the 
distribution of (A, B) values in this regime is distributed sparsely. [5] (also see Supplementary Table 1).  
At first, HPC models are trained with two classes; Class 1 is generated excluding a spin with the target 
period and Class 2 is generated including a spin with the period. And to reduce computational cost, training 
datasets consist of multiple target periods so one HPC model is trained to evaluate several target periods. For 
example, if a model is built with datasets of TP501 ~ TP505, the model is trained to evaluate five target periods 
(TP501, TP502, TP503, TP504 and TP505). We train one HPC model with 5 target periods for N32 and 3 target periods 
for N256.  
Supplementary Figure 5 shows confidence scores for N32 and N256 and detected spins circled in red. 
As shown in Supplementary Fig. 5a,b, when evaluating the signal of N32, we train the HPC models with two 
different range of B values to enhance the performance for a range of small B values (6 ≤ B ≤ 12kHz). In green 
coloured regions in panel b, spins are not selected although some points show high confidence scores. Because 
target period indices of spins with large B values (C2, C3, C7, C40 and C47) are overlapped in this region as seen 
in panel a, b.  
To extract predicted periods of high confidence scores (see red circles in Supplementary Fig.5), we use 
the ‘find_peaks’ function (a signal processing function of scipy package in Python) with parameters of 
height=0.75(N32, 6 ≤ B ≤ 12kHz) and 0.9(N32, B ≥ 12kHz and N256), distance=4, width=2, prominence=0.5. 
The classification resolution is A = 500 Hz for N32 (6 ≤ B ≤ 12 kHz), A = 200 Hz for N32 (B ≥ 12 kHz) and A = 
150 Hz for N256 of B ≤ 20kHz; a classification resolution means the minimum difference where two different 
nuclear spins can be accurately distinguished. See an implementation sample in an online tutorial; Tutorial part 3, 
4 – Hyperfine parameter classifier (HPC) model at the same link above. 
Step 3. Regression model (Reg32, Reg256 in Supplementary Fig. 2) – Estimating (A, B) values for 
predicted periods in Step.1. Before specifying (A, B) values, we train additional HPC models to determine the 
number of nuclear spins for the case of a broad dip (see Supplementary Fig. 6). A broad dip in N256 shows 
confidence scores higher than a threshold in a range of more than four target period indices (see an example in 
Supplementary Fig. 6a, b). The structure of the model remains the same as in Fig.2 in the main text, but an input 
dataset is generated with a group of target spins selected within the predicted periods.  
For example, in Supplementary Fig.6b, confidence scores of TP935 ~ TP950 are higher than the threshold. 
In this case, an output one-hot vector has 5 dimensions where Class 1 [1,0,0,0,0] corresponds to 'No target spin', 
Class 2 [0,1,0,0,0] corresponds to the number of spins = 4 and Class 3 [0,0,1,0,0] (Class 4 [0,0,0,1,0], Class 5 
[0,0,0,0,1]) to the number of spins = 5 (6, 7) respectively. Heuristically, one spin exists if confidence scores are 
shown higher than a threshold for 2 ~ 4 target periods. So, for example, if confidence scores are high for 8 target 
periods (or 13 target periods), then the minimum number of spins to exist is 2 (or 4). This determines the minimum 
number (=4 in this case because confidence scores are high for TP935 ~ TP950) of spins for training datasets. The 
maximum number (=7 in this example) of spins is chosen depending on a classification resolution of the HPC 
model. The additional HPC model outputs a vector with the highest confidence score in Class 4 which is assigned 
to the number of spins = 6. (Output vector is [0.00012, 0.00332, 0.2312, 0.6756, 0.3121]) After obtaining the 
number of spins, the regression step in Fig.4 in the main text is performed.  
Although the model quantitatively estimates the number of spins, the actual number of spins underlying 
these broader signals is difficult to be determined, as nuclear-nuclear interactions and dephasing can play a role, 
and are not taking into account in our model. Therefore, we choose to count a group of spins forming a broad dip 
(denoted as C#† in Supplementary Table 2) as one spin so that the groups C11†~C16†, C17†~C22†, C23†~C27†, 
C31†~C32† and C41†~C42† are counted as five spins in total (each contains at least one spin). This conservative 
way of counting reduces the total number of spins from 48 to 31. A more detailed implementation can be found 
in an online tutorial; Tutorial part 5 – Regression Model at the same link above. 
Classification performance – ROC curves and confusion matrices. For ROC curves in 
Supplementary Fig. 7, AUC scores in N32 (6 ≤ B ≤ 12 kHz) are lower than those in other cases because the dips 
of spins with B (6 ≤ B ≤ 12 kHz) in N32 are less distinct than those with larger B values. The lower bound of B 
values (6 kHz in N32 and 2 kHz in N256) of HPC models are determined by the minimum amplitudes of dips 
distinguishable by models. The bounds can be customized for more optimal performances depending on 
measurement configurations. The confusion matrices show HPC models in N32 (6 ≤ B ≤ 12 kHz) have difficulty 
distinguishing Class 1 (one target period) and Class 2 (two target periods), which leads to a relatively low 
classification resolution in this range. Due to this ambiguity in the results of HPC models with this range, we 
count the number of spins in a conservative way for the case of continuously high confidence scores. For example, 
an area of high confidence scores within a range of 10 target periods is counted as one spin and for a range of 
10~20 target periods the number of spins is estimated as two spins. (see the cases of C38, C39 in Supplementary 
Fig.5b)  
Hardware specification and computational time management – The total accumulated 
computational time is shown in left side of Supplementary Fig. 2. The required time is measured by a workstation 
with following specifications. CPU: Intel Core i9-9920X (12 cores, 24 threads), RAM: 128GB DDR4, and GPUs: 
NVIDIA RTX 2080Ti (x2). In the whole procedure, the usage of multi-threads is fixed to 20 threads.  
The computational time can be reduced by using multiple computers simultaneously because Step.1 and 
Step. 2 can be trained independently. In addition, training each HPC model and generating datasets can be 
implemented independently. The trained denoising model can be reused for other experimental data sets if the 
number of CPMG pulse sequence units (N) and measurement time resolution (tr) are kept the same, while the 
trained classifier model can be reused when the Bext, N, tr, and TL remain the same. (N, tr, Bext, and TL are parameters 
shown in Supplementary Fig.2) 
Discussion – Effect of nuclear-nuclear interaction In Supplementary Fig.5b, c (see light-yellow bar), 
it is shown that C43, C44 has high confidence scores in N32 but not in N256 because nuclear-nuclear interaction 
turns significant as N pulse increases (see Supplementary Fig.9). Comparing the top panel (N32) and the bottom 
panel (N256) in Supplementary Fig.9, a grey line in N256 shows a small and smooth dip making HPC models fail 
to detect nuclear spins. In our current theoretical model, nuclear-nuclear interaction is not taken into account. The 
main difficulty in addressing this nuclear-nuclear interaction lies in computing all the possible interactions 
between nuclear spin candidates.  
    
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Supplementary Note 2. Pseudo code of the fine-tuning method. 
 
 
 
 
 
Supplementary Table 1. Rearranged DFT lists from the Ref 5 according to the target periods used for HPC 
models. The DFT list are used to build the HPC models for identifying target spins in the strong coupling regime 
and for generating training datasets for all the HPC models. 
  Wh (Hz) 
A/2π     
(Hz) 
  B/2π  
  (Hz) 
  Wh (Hz) 
A/2π  
(Hz) 
 B/2π  
 (Hz) 
TPD1 
138,446,962 137,000,000 19,964,000 
TPD11 
1,233,552 -1,189,200 327,800 
138,434,443 137,000,000 19,877,000 1,221,358 -1,176,100 329,400 
138,418,692 137,000,000 19,767,000 1,216,771 -1,171,700 328,100 
TPD2 
12,431,771 12,374,000 1,197,100 1,200,629 -1,154,900 328,200 
12,400,753 12,342,000 1,205,700 1,195,339 -1,149,200 328,900 
12,370,525 12,313,000 1,191,600 
TPD12 
1,027,859 -890,400 513,500 
12,304,586 12,248,000 1,178,700 1,027,147 -889,000 514,500 
12,291,453 12,233,000 1,197,300 1,025,671 -887,700 513,800 
12,239,598 12,183,000 1,175,700 
TPD13 
1,003,303 -1,003,200 14,400 
TPD2 
11,322,658 11,225,000 1,483,900 1,001,214 -1,001,100 15,100 
11,269,549 11,174,000 1,464,400 1,000,698 -1,000,600 14,000 
11,225,421 11,128,000 1,475,700 
TPD14 
1,027,430 1,019,600 126,600 
TPD4 
8,558,610 -8,518,900 823,500 996,583 989,100 121,900 
8,545,862 -8,506,700 817,200 975,012 967,500 120,800 
8,524,649 -8,484,400 827,400 
TPD15 
803,861 577,000 559,700 
TPD5 
6,444,101 -6,375,600 937,100 795,511 566,100 558,900 
6,438,061 -6,370,200 932,300 792,101 559,900 560,300 
6,425,047 -6,356,900 933,300 
TPD16 
753,733 747,400 97,500 
6,407,404 -6,338,300 938,500 752,621 746,200 98,100 
6,406,927 -6,338,600 933,200 749,383 743,000 97,600 
6,402,785 -6,334,000 936,000 744,679 738,400 96,500 
TPD6 
4,095,934 4,011,700 826,400 739,368 733,200 95,300 
4,088,638 4,002,800 833,400 737,544 731,400 95,000 
4,087,828 4,003,300 827,000 
TPD17 
746,271 720,100 195,900 
TPD7 
3,697,445 3,621,900 743,600 742,851 716,800 195,000 
3,666,976 3,591,100 742,100 721,552 695,400 192,500 
3,666,267 3,589,900 744,400 
TPD18 
665,205 643,300 169,300 
3,657,002 3,580,500 744,100 662,828 641,000 168,700 
3,645,855 3,569,800 740,800 661,556 639,500 169,400 
3,638,169 3,561,200 744,400 
TPD19 
634,404 603,400 195,900 
TPD8 
2,008,776 1,994,900 235,700 626,457 595,400 194,800 
2,004,365 1,990,600 234,500 625,406 593,900 196,000 
1,991,401 1,977,700 233,200 619,048 587,500 195,100 
1,988,363 1,974,700 232,700 596,823 565,300 191,400 
1,978,570 1,964,600 234,700 592,530 560,800 191,300 
1,954,927 1,941,100 232,100 
TPD20 
540,330 535,100 75,000 
TPD9 
1,684,147 1,670,700 212,400 529,272 524,200 73,100 
1,670,334 1,656,800 212,200 512,548 507,800 69,600 
1,669,221 1,655,200 215,900 
TPD21 
470,843 381,900 275,400 
TPD10 
1,430,610 -1,424,600 131,000 470,077 381,100 275,200 
1,413,944 -1,407,900 130,600 470,018 381,100 275,100 
1,391,684 -1,385,400 132,100 468,415 379,700 274,300 
TPD11 1,235,815 -1,191,300 328,700 466,611 377,400 274,400 
TPD22 
458,262 -228,900 397,000 
TPD32 
204,419 -204,400 2,800 
457,131 -226,100 397,300 203,817 -203,800 2,600 
454,964 -224,000 396,000 202,222 -202,200 3,000 
TPD23 
463,963 373,900 274,700 
TPD33 
192,222 -172,800 84,200 
416,703 354,700 218,700 190,784 -171,100 84,400 
416,330 354,200 218,800 186,980 -167,100 83,900 
414,027 351,800 218,300 
TPD34 
178,944 153,000 92,800 
TPD24 
376,186 344,900 150,200 178,910 152,900 92,900 
372,716 341,200 150,000 178,327 152,400 92,600 
370,439 338,400 150,700 
TPD35 
177,941 -144,600 103,700 
TPD25 
310,617 -204,500 233,800 177,929 -144,800 103,400 
309,828 -203,300 233,800 177,778 -144,400 103,700 
309,329 -203,000 233,400 177,127 -144,100 103,000 
309,319 -203,100 233,300 177,103 -144,000 103,100 
308,639 -201,600 233,700 176,755 -143,500 103,200 
308,271 -201,500 233,300 
TPD36 
178,449 -177,100 21,900 
TPD26 
298,391 291,000 66,000 178,027 -176,700 21,700 
295,324 287,900 65,800 176,737 -175,400 21,700 
294,446 287,000 65,800 176,043 -174,700 21,700 
TPD27 
272,905 224,200 155,600 174,803 -173,400 22,100 
272,002 223,100 155,600 174,393 -173,000 22,000 
267,791 219,500 153,400 
TPD37 
167,740 95,500 137,900 
266,832 218,400 153,300 167,672 96,100 137,400 
265,976 217,000 153,800 167,487 95,200 137,800 
265,790 216,700 153,900 167,126 95,000 137,500 
TPD28 
259,997 -193,100 174,100 166,956 94,700 137,500 
259,239 -192,800 173,300 166,791 94,700 137,300 
258,956 -192,600 173,100 
TPD38 
164,118 -2,400 164,100 
TPD29 
246,006 243,100 37,700 164,013 -2,100 164,000 
245,732 242,900 37,200 163,600 300 163,600 
245,086 242,200 37,500 163,501 -500 163,500 
245,002 242,100 37,600 163,400 -300 163,400 
243,786 240,900 37,400 163,303 -1,000 163,300 
243,444 240,600 37,100 
TPD39 
162,651 -151,100 60,200 
TPD30 
214,134 169,000 131,500 162,205 -150,500 60,500 
213,363 168,100 131,400 161,185 -149,400 60,500 
211,617 165,800 131,500 161,110 -149,400 60,300 
TPD31 
208,668 97,100 184,700 159,219 -147,400 60,200 
208,563 96,300 185,000 158,610 -146,700 60,300 
207,385 94,700 184,500 
TPD40 
154,920 28,900 152,200 
TPD32 
207,115 -207,100 2,500 154,067 26,900 151,700 
206,516 -206,500 2,600 153,994 25,900 151,800 
205,416 -205,400 2,600 153,927 25,500 151,800 
, 
TPD40 
153,152 23,100 151,400 
TPD47 
110,990 53,400 97300 
152,653 17,900 151,600 110,235 52,000 97,200 
TPD41 
142,405 86,400 113,200 110,229 51,800 97,300 
142,004 86,000 113,000 110,047 51,600 97,200 
141,245 83,800 113,700 109,954 51,400 97,200 
TPD42 
137,758 -87,500 106,400 
TPD48 
97,219 78,900 56,800 
137,631 -87,300 106,400 96,998 78,700 56,700 
137,013 -86,200 106,500 96,894 78,500 56,800 
136,762 -85,800 106,500 96,858 78,600 56,600 
134,944 -83,000 106,400 96,615 78,300 56,600 
134,839 -82,700 106,500 94,744 75,300 57,500 
TPD43 
133,795 -39,600 127800 94,390 74,700 57,700 
133,736 -39,400 127,800 94,188 74,600 57,500 
133,647 -39,100 127,800 90,478 71,300 55,700 
133,436 -37,700 128,000 
TPD49 
93,679 -92,800 12,800 
133,358 -38,100 127,800 93,253 -92,300 13,300 
133,081 -37,800 127,600 92,348 -91,400 13,200 
TPD44 
128,291 122,900 36,800 91,981 -91,000 13,400 
128,234 122,900 36,600 91,825 -90,900 13,000 
128,167 122,800 36,700 91,740 -90,800 13,100 
TPD45 
119,796 49,700 109,000 
TPD50 
90,316 -36,300 82,700 
119,648 50,000 108,700 90,265 -36,400 82,600 
119,622 49,500 108,900 90,082 -36,400 82,400 
119,614 49,700 108,800 
TPD45 
88,359 68,100 56,300 
119,557 50,000 108,600 88,064 67,800 56,200 
119,531 49,500 108,800 87,361 66,800 56,300 
TPD46 
119,496 100,400 64,800 86,838 66,200 56,200 
119,130 99,900 64,900 86,621 66,000 56,100 
118,706 98,800 65,800 
TPD45 
86,176 65,500 56,000 
118,552 99,600 64,300 83,991 65,400 52,700 
118,468 99,500 64,300 83,913 65,300 52,700 
118,373 98,400 65,800 
TPD45 
82,548 71,300 41,600 
TPD47 
118,475 114,100 31,900 82,498 71,300 41,500 
116,827 112,500 31,500 82,448 71,300 41,400 
116,758 112,400 31,600 
TPD45 
82,118 -47,900 66,700 
TPD46 
114,455 73,900 87,400 82,082 -47,700 66,800 
114,274 73,500 87,500 81,897 -47,800 66,500 
114,262 73,600 87,400 81,587 -46,700 66,900 
114,145 73,300 87,500 81,490 -47,100 66,500 
114,069 73,300 87,400 
TPD45 
79,884 -26,100 75,500 
113,992 73,300 87,300 79,855 -26,300 75,400 
TPD47 
111,038 53,500 97,300     
110,990 53,400 97,300     
 
 
Supplementary Table 2. The predicted hyperfine parameters (A, B) and corresponding confidence scores 
of the HPC models. The full list of detected nuclear spins and comparison with an independent previous 
experiment based on multidimensional spectroscopy (a different experimental method) [3] and a previous manual 
analysis of DD spectroscopy (the same experimental method) [6] on the same NV center. Hyperfine parameters 
(A, B) calculated by DFT are denoted as TPD#. Confidence scores using raw (denoised) CPMG data is given. The 
C# with an asterisk indicates the spins identified to be strongly coupled with nuclear-nuclear interactions in Ref. 
[3]. C#† indicates a group of spins which appear as a single but broad dip in experimental CPMG data. The values 
(parentheses values) in the second and third columns corresponds to the confidence scores of the raw experimental 
data (the denoised data). Estimated errors of (A, B) values of the deep learning results are defined by standard 
deviation of the results with 50 iterations of fine-tuning method. Unlike in reference 3, spins with B  0 cannot be 
detected by the experimental sequence used in this work. 
The complete list of results 
  
Target 
Period 
HPC model 
confidence 
score N32 
HPC model 
confidence 
score N256 
 
 
Deep learning results for 
DD spectroscopy 
 
Previous 
multi-dimensional 
spectroscopy [3] 
     
 
Previous 
analysis for DD 
spectroscopy [6] 
C1 TPD32 None 0.98(0.99) -213.19(5)  4.2(9) -213.154(1) 3.0(4)   
C2 TP524 0.95(0.98) None -24.34(2)  23.2(4) -24.399(1) 24.81(4) -24.4 26 
C3 TP627 0.98(0.99) None -20.435(0)  39.89(2) -20.569(1) 41.51(3) -20.6 43 
C4 TP645 None 0.98(0.99) -17.69(2)  9(1) -17.643(1) 8.6(2)     
C5 TP708 None 0.89(0.91) -14.61(2)  9.7(9) -14.548(3) 10(1) -14.5 11 
C6 TP842 None 0.93(0.99) -7.81(6)  10(1) -7.683(4) 4(3)     
C7 TP849 0.98(0.99) None -8.12(1)  22.6(7) -8.029(1) 21.0(4) -8.1 21 
C8 TP897 None 0.85(0.84) -5.02(3)  6(2)       
C9 TP902 None 0.87(0.88) -4.87(6)  6(3)       
C10 TP923 None 0.93(0.91) -3.78(3)  9(1)       
C11† 
TP936 
~ 
TP950 
None 0.95(0.97) -3.07(7) 10(2)       
C12† None 0.97(0.95) -3.02(3)  9(1)       
C13† None 0.92(0.96) -2.82(6)  8(2)       
C14† None 0.93(0.98) -2.69(4)  7(1) -2.69(4) 11(1)   
C15† None 0.94(0.98) -2.67(5)  8(2)   
  
C16† None 0.94(0.93) -2.53(7)  9(2)       
C17† 
TP974 
~  
TP984 
None 0.94(0.97) -1.32(7)  8(2)       
C18† None 0.97(0.99) -1.22(2)  7(1) -1.212(5) 13(1) 
  
C19† None 0.99(0.99) -1.12(6)  8(2)       
C20† None 0.93(0.94) -0.99(4)  6(2)       
C21† None 0.92(0.96) -0.84(4)  8(2)       
C22† None 0.95(0.95) -0.81(6)  8(9)       
C23† 
TP1034 
~  
TP1044 
None 0.95(0.98) 1.711(5)  7(2)       
C24† None 0.99(0.98) 1.851(5)  6(2)       
C25† None 0.99(0.97) 2.10(6)  8(2)       
C26† None 0.97(0.95) 2.21(3)  8(1)       
𝐴/2𝜋 (𝑘𝐻𝑧)  𝐵/2𝜋 (𝑘𝐻𝑧)  𝐴/2𝜋 (𝑘𝐻𝑧)  𝐵/2𝜋 (𝑘𝐻𝑧)  𝐵/2𝜋 (𝑘𝐻𝑧)  𝐴/2𝜋 (𝑘𝐻𝑧)  
C27† None 0.96(0.97) 2.25(4)  10(2)       
C28† TP1063 
~ 
TP1063 
None 0.94(0.96) 3.12(3)  5(2)       
C29† None 0.97(0.98) 3.16(1)  3.6(9) 3.177(5) 2(4) 
  
- None None None None None 3.618(5) 0(2)   
- None None None None None 3.873(5) 0(4)   
C30 TP1082 0.91(0.90) 0.88(0.91) 4.14(6)  8.9(5) 4.039(5) 0(3)   
- None None None None None 4.225(4) 0(6)   
C31† TP1091 
~ 
TP1093 
None 0.96(0.97) 4.56(3)  8.9(7)     
  
C32† None 0.97(0.98) 4.67(1)  5.1(9) 4.66(3) 7(4) 
  
C33 TP1112 None 0.95(0.99) 5.59(6)  9.8(5) 5.62(1) 5(2)   
C34 TP1128 None 0.98(0.99) 6.552(0)  5.2(3)       
C35 TP1147 None 0.91(0.93) 7.40(1)  5(1)       
- None None None None None 8.32(1) 3(5)   
C36 TP1176 None 0.90(0.98) 8.84(5)  4.5(8)       
C37 TP1195 None 0.95(0.97) 9.85(1)  8.8(5) 9.79(2) 5(4)   
C38 TP1278 None 0.91(0.92) 13.92(3)  10(1) 13.961(3) 9(1)   
C39* TP1299 0.93(0.91) 0.95(0.97) 14.9(8) 12(2) 14.07(2) 13(1)   
C40 TP1307 0.99(0.99) None 11.32(2)  59.1(1) 11.346(2) 59.21(3) 11.4 59 
C41† TP1392 
~ 
TP1395 
None 0.93(0.93) 19.763(0)  7.915(0)         
C42† None 0.98(0.98) 19.79(4)  6.1(3) 19.815(3) 5.3(5)     
C43* TP1405 0.91(0.93) None 20.30(4)  8.4(8) 20,72(1) 12(1)     
C44* TP1463 0.83(0.85) None 22.9(2) 14(2) 23.22(1) 13(1)     
C45 TP1618 None 0.88(0.91) 30.76(3)  2.4(8)       
C46* TP1634 0.92(0.93) None 31(1)  7(1) 31.25(1) 8(2)     
C47 TP1741 0.99(0.99) None 36.22(2)  27.4(6) 36.308(1) 26.62(4) 36.4 25 
C48 TP1972 0.88(0.91) None 48.55(9)  10(2) 48.58(2) 9(2) 48.7 12 
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