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Abstract. For a closed Riemannian manifold (M,g) we extend the definition of analytic and
Reidemeister torsion associated to an orthogonal representation of pi1(M) on a A−Hilbert
module W of finite type where A is a finite von Neumann algebra.
If (M,W) is of determinant class we prove, generalizing the Cheeger-Mu¨ller theorem, that
the analytic and Reidemeister torsion are equal. In particular, this proves the conjecture that
for closed Riemannian manifolds with positive Novikov-Shubin invariants, the L2−analytic
and L2−Reidemeister torsions are equal.
0. Introduction
The purpose of this paper is to prove the equality of L2−analytic and L2−Reidemeister
torsion. Both torsions are numerical invariants defined for closed manifolds of determinant
class, in particular for closed manifolds with positive Novikov-Shubin invariants. For these
manifolds their equality has been conjectured by Carey, Mathai, Lott, Lu¨ck, Rothenberg
and others (cf e.g. [LL, conjecture 9.7]). It is implicit in [Lu¨3](cf [BFK3]) that any closed
manifold whose fundamental group is residually finite is of determinant class.
The interest of the conjecture comes, among other issues, from the geometric significance
of the L2−analytic torsion and the fact that sometimes the L2−Reidemeister torsion can
be computed numerically in a very efficient way. Indeed, if M is a closed hyperbolic
manifold of dimension 3, the L2−analytic torsion coincides, up to a factor −1/3π, with
the hyperbolic volume.
We establish the conjecture by proving a more general result: Given a closed Riemannian
manifold (M, g), we extend the notion of analytic and Reidemeister torsions to orthogonal
representations of the fundamental group π1(M) on a A−Hilbert module W of finite type
where A is a finite von Neumann algebra, and prove the equality of the two torsions when
(M,W) is of determinant class. We point out that in the case where A is R, we obtain a
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new proof of the well known result due to, independently, Cheeger [Ch] and Mu¨ller [Mu¨].
From the analytic point of view, the main difficulty comes from the fact that the Laplacians,
associated to such representations, may have continuous spectrum. In particular, 0 might
be in the essential spectrum.
In order to formulate our results more precisely, we introduce the following notations.
Let M be a closed smooth manifold. A generalized triangulation of M is a pair τ = (h, g′)
with the following properties:
(T1) h : M → R is a smooth Morse function which is self-indexing (h(x) = index(x) for
any critical point x of h);
(T2) g′ is a Riemannian metric so that grad g′h satisfies the Morse-Smale condition (for
any two critical points x and y of h, the stable manifold W+x and the unstable manifold
W−y , with respect to grad g′h, intersect transversely);
(T3) in a neighborhood of any critical point of h one can introduce local coordinates such
that, with q denoting the index of this critical point,
h(x) = q − (x21 + ...+ x2q)/2 + (x2q+1 + ...+ x2d)/2
and the metric g′ is Euclidean in these coordinates.
The unstable manifolds W−x provide a partition of M into open cells where W
−
x is an
open cell of dimension equal to the index of x. The name “generalized triangulation” for
the pair (h, g′) is justified as a generalized triangulation can be viewed as a generalization
of a simplicial triangulation.1
Let (M, g) be a closed Riemannian manifold with infinite fundamental group Γ = π1(M)
and let τ = (h, g′) be a generalized triangulation. Note that Γ is countable. Let p : M˜ →M
be the universal covering of M and denote by g˜ and τ˜ = (h˜, g˜′) the lifts of g and τ on
M˜. The Laplace operator ∆q acting on compactly supported, smooth q-forms on M˜ is
essentially selfadjoint. Its closure, also denoted by ∆q, is therefore selfadjoint; it is defined
on a dense subspace of the L2-completion of the space of smooth forms with compact
support with respect to the scalar product induced by the metric g˜. Observe that ∆q is
Γ−equivariant and nonnegative. We can therefore define the spectral projectors Qq(λ) of
∆q corresponding to the interval (−∞, λ]. They are Γ-equivariant and admit a Γ-trace
which we denote by Nq(λ).
Let Cq(τ˜) := l2(Crq(h˜)) where l2(Crq(h˜)) denotes the Hilbert space of l2-summable, real-
valued sequences indexed by the countable set Crq(h˜) of critical points of h˜ of index q. The
left action of Γ on Crq(h˜) makes l
2(Crq(h˜)) the underlying Hilbert space of an orthogonal
Γ−representation. The intersections of the stable and the unstable manifolds of gradg˜′ h˜
induce a bounded, Γ-equivariant, linear map
δq : Cq(τ˜)→ Cq+1(τ˜).
1Given a smooth simplicial triangulation τsim, one can construct a generalized triangulation τ = (h, g
′)
so that the unstable manifolds W−x corresponding to grad g′h, with x a critical point of h, are the open
simplexes of τsim (cf.[Po]).
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Let δ∗q be the adjoint of δq and introduce
∆combq := δ
∗
q · δq + δq−1 · δ∗q−1.
Observe that ∆combq is a Γ-equivariant, bounded, nonnegative, selfadjoint operator on
Cq(τ˜). We can therefore define the spectral projectors Qcombq (λ) of ∆
comb
q corresponding
to the interval (−∞, λ]. These projectors are Γ-equivariant and thus admit a Γ-trace,
which we denote by N combq (λ) (cf section 1).
We say that
(1) (M, g) is of a− determinant class if −∞ < ∫ 1
0+
(logλ)dNq(λ) for all q.
(2) (M, τ) is of c− determinant class if −∞ < ∫ 1
0+
(logλ)dN combq (λ) for all q.
Here
∫ 1
0+
denotes the Stieltjes integral on the half open interval (0, 1]. The following
result can be derived from work of Gromov-Shubin [GS] (cf also [Ef ]).
Proposition 1. ([Ef ], [GS]) Let M be a closed manifold equipped with a Riemannian
metric g and a generalized triangulation τ . Then:
(1) (M, g) is of a− determinant class iff (M, τ) is of c− determinant class.
(2) Let (M ′, τ ′) be another manifold with generalized triangulation τ ′. If M and M ′ are
homotopy equivalent, then (M, τ) is of c− determiant class iff (M ′, τ ′) is.
Definition. A compact manifold M is of determinant class if for some generalized trian-
gulation τ (and then for any), (M, τ) is of c− determinant class.
IfM is of determinant class the logarithm of the ζ-regularized determinant, logdetN∆q,
is a finite real number for all q and one can introduce the L2- analytic torsion Tan :
log Tan :=
1
2
∑
q
(−1)q+1qlogdetN∆q.
Similarly, if M is of determinant class, logdetN∆
comb
q is a finite real number for all q
and one can define the combinatorial torsion:
logTcomb :=
1
2
∑
q
(−1)q+1qlogdetN∆combq .
To define the L2-Reidemeister torsion, TRe, it remains to introduce its metric part. Notice
that Null(∆q) consists of smooth forms and that integration of smooth q- forms over a
smooth q-chain induces (cf a theorem by Dodziuk [Do]) an isomorphism θ−1q : Null(∆q)→
H
q
(C∗(τ˜), δ∗) = Null(∆combq ) of N (Γ)-Hilbert modules where N (Γ) is the von Neumann
algebra associated to Γ. Define
logVolN (θq) :=
1
2
logdetN (θ
∗
qθq)
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where we used that detN (θ
∗
qθq) > 0 as (θ
∗
qθq) is a selfadjoint, positive, bounded, Γ-
equivariant operator on the Γ- Hilbert space Null(∆combq ) whose spectrum is bounded
away from 0. As a consequence (cf section 1) logdetN (θ
∗
qθq) is a well defined real number
and one may introduce
logTmet :=
1
2
∑
q
(−1)qlogdetN (θ∗qθq).
Combining the above definitions we define the L2-Reidemeister torsion TRe
log TRe = logTcomb + logTmet.
The concepts of L2 -analytic and L2-Reidemeister torsion were considered by Novikov-
Shubin in 1986 [NS1] (cf.also later work by Lott [Lo], Lu¨ck-Rothenberg [LR],Mathai [Ma]
and Carey-Mathai [CM ]). The main objective of this paper is to prove the following
Theorem 1. Let M be a closed manifold of determinant class of odd dimension d. Then,
for any Riemannian metric g and for any generalized triangulation τ, both Tan and TRe
are positive real numbers and
Tan = TRe.
We point out that the corresponding result for manifolds of even dimension is trivial as
both torsions are equal to 1.
Before explaining the ideas of the proof of Theorem 1 let us make a few remarks:
1)Lott-Lu¨ck have conjectured (cf [LL], conjecture 9.2) that all compact manifolds have
positive Novikov-Shubin invariants and,therefore, are of determinant class. The conjecture
has been verified for many compact manifolds and in particular for all compact manifolds
whose fundamental group is free or free abelian.
2)By assigning to each compact Riemannan manifold (M, g) with M of determinant class
the L2-(analytic=Reidemeister) torsion if the fundamental group π1(M) is infinite and the
usual (analytic=Reidemeister) torsion if π1(M) is finite one obtains a numerical invariant
T (M, g), which satisfies the product formula
logT (M1 ×M2, g1 × g2) = χ(M2) logT (M1, g1) + χ(M1) logT (M2, g2),
and for any n-sheeted covering (M˜, g˜) of (M, g) satisfies
logT (M˜, g˜) = n logT (M, g).
Here χ(M) denotes the Euler-Poincare´ characteristic of M. For compact manifolds with
trivial L2 Betti numbers, in particular for manifolds of the homotopy type of a mapping
torus, this invariant is independent of the metric and is in fact a homotopy type invariant.
This invariant was calculated for a large class of 3-dimensional manifolds ; its logarithm
is zero for Seifert manifolds (cf [LR] ) and (−1/3π)V ol(M, g) for a hyperbolic manifold
(M, g), (cf[Lo]). The calculation in [LR] was done for the Reidemeister torsion and in [Lo]
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for the analytic torsion.
3) Recently W. Lu¨ck ([Lu¨2]) found an algorithm to calculate the L2-Reidemeister torsion of
a 3-dimensional hyperbolic manifold in terms of a balanced presentation of its fundamental
group. By Theorem 1 and by Remark 2) above the algorithm also calculates the hyperbolic
volume.
Rather than viewing the above theorem as an L2−version, we derive Theorem 1 as
a particular case of a generalization of the Cheeger-Mu¨ller theorem. This generalization
concerns the extension of the analytic and Reidemeister torsion associated to a closed
Riemannian manifold and a finite dimensional orthogonal representation of Γ to orthogonal
A−representation of Γ which are of finite von Neumann dimension where A is a finite von
Neumann algebra (cf [Si] for a similar approach in connection with an L2− index theorem).
A representation of this type is called an (A,Γop)−Hilbert module of finite type.
In order to formulate this generalization we must introduce (cf section 2) a calculus
of elliptic pseudodifferential A−operators acting on sections of a bundle of A−Hilbert
modules of finite type over a compact manifold (typically the spectrum of such an operator
is no longer discrete) and develop a theory of regularized determinants for (nonnegative)
elliptic pseudodifferential A-operators of positive order. Both ingredients are presented in
section 2. The new difficulties in this theory come from the fact that 0 might be in the
essential spectrum of an elliptic pseudodifferential A-operator.
In order to prove this generalization we need a Mayer-Vietoris type formula and an
asymptotic expansion for the logarithm of the determinant of elliptic operators with pa-
rameter; i.e. the extension of the results of [BFK2] to this calculus (cf section 3 and
[Lee]).
Let us now describe the generalization of the above Theorem in more detail. Assume
that A is an elliptic operator in the new calculus. For an angle θ and ǫ > 0 introduce the
solid angle
Vθ,ǫ := {z ∈ C : |z| < ǫ} ∪ {z ∈ C \ 0 : arg(z) ∈ (θ − ǫ, θ + ǫ)}.
Definition. (1) θ is an Agmon angle for A, if there exists ǫ > 0 so that
spec(A) ∩ Vθ,ǫ = ∅.
(2) θ is a principal angle for A if there exists ǫ > 0 so that
spec(σA(x, ξ)) ∩ Vθ,ǫ = ∅
for all (x, ξ) ∈ S∗xM where S∗M denotes the cosphere bundle and σA(x, ξ) is the principal
symbol of A.
It is well know that (1) implies (2) in the above definition but the converse statement
is not true. If, in addition, A is of order m > 0 and admits an Agmon angle, θ, one
can define the regularized determinant, detθ,NA ∈ C. In the sequel, θ will always be
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chosen to be π and we will drop the subscript π in detπ,N . If A is of order m > 0,
nonnegative and if 0 ∈ spec(A) then the ellipticity of A implies that the nullspace, Null(A),
is an A-Hilbert module of finite von Neumann dimension, dimNNull(A). Consider the 1-
parameter family, A+λ, λ being the spectral parameter. For λ > 0, introduce the function
logdetN (A+λ)−dimNNull(A) logλ.We can view this function as an element in the vector
space D consisting of equivalence classes [f ] of real analytic functions f : (0,∞)→ R with
f ∼ g iff limλ→0(f(λ)−g(λ)) = 0. The elements ofD represented by the constant functions
form a subspace of D which can be identified with R, the space of real numbers.
Given a closed Riemannian manifold (M, g), an arbitrary (A,Γop)− Hilbert module of
finite type, W, and a generalized triangulation τ we define (cf section 4) logTan(M, g,W)
and logTRe(M, g, τ,W) as elements of D. As above we consider the analytic resp. com-
binatorial Laplacians associated to (M, g,W) resp. (M, τ,W) and introduce the notion of
a triple (M, g,W) resp. (M, τ,W), of a − determinant, resp. of c − determinant class.
Proposition 1 can be generalized to say that these two notions are equivalent and homo-
topy invariant (Proposition 2, section 5). This allows us to introduce the notion of a pair
(M,W) to be of determinant class. We point out that for A = R any pair (M,W) is of
determinant class.
Theorem 2. Let M be a closed manifold of odd dimension d and W an (A,Γop)-Hilbert
module of finite type. If the pair (M,W) is of determinant class then, for any Riemannian
metric g and any generalized triangulation τ of M, logTan(M, g,W) and
logTRe(M, τ, g,W) are both finite, real numbers and
logTan = logTRe.
Let us make a few comments concerning Theorem 2. First note that if M is of even di-
mension, then Theorem 2 is also true. In this case, however, it is an immediate consequence
of the Poincare´ duality,which implies that both torsions are equal to 1.
If A = R, the (R,Γop)-Hilbert modules of finite type are precisely the orthogonal Γ-
representations and Theorem 2 reduces to the Cheeger-Mu¨ller Theorem ([Ch],[Mu¨]) and,
when specialized to this situation, we thus obtain a new proof of their theorem.
It suffices to prove Theorem 2 for W a free A-module. This follows easily from the
following three facts:
1): If A = R then W is R free and the pair (M,W) is of determinant class.
2): If W is Γop-trivial then (M,W) is of determinant class, logTan(M, g,W) = dimNW ·
logTan(M, g) and log TRe(M, τ, g,W) = dimNW · logTRe(M, τ, g), where logTan(M, g) and
logTRe(M, τ, g) denote the analytic and Reidemeister torsions of the Riemannian manifold
(M, g) and the trivial 1-dimensional representation of π1(M).
3): Suppose that W1 and W2 are two (A,Γop)-Hilbert modules of finite type and W =
W1⊕W2. If (M,W) and (M,W2) are of determinant class then (M,W1) is of determinant
class and the analytic resp. Reidemeister torsion of (M, g,W) is the product of the analytic
resp. Reidemeister torsion of (M, g,W1) with the analytic resp. Reidemeister torsion
(M, g,W2).
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In the case when A = N (Γ), the von Neumann algebra of bounded operators associated
to Γ, acting on W = l2(Γ), and W is viewed as a (N (Γ),Γop)−Hilbert module of finite
type, then Theorem 2 reduces to Theorem 1.
Theorem 2 is derived from Corollary C (section 6.2), a relative version of Theorem 2,
using product formulas for the analytic torsion and the Reidemeister torsion (section 4)
and the metric anomaly (Lemma 6.10). To state Corollary C let M and M ′ be two closed
manifolds of the same dimension with fundamental groups isomorphic to Γ, and assume
that they are equipped with generalized triangulations τ = (g, h) and τ ′ = (g′, h′) such
that the functions h and h′ have the same number of critical points for each index. Then,
for an arbitrary (A,Γop)- Hilbert module of finite type W, with (M,W) and (M ′,W ′) of
determinant class
logTan − logT ′an = logTRe − logT ′Re.
An important ingredient in the proof of Corollary C is the Witten deformation of the de
Rham complex associated with a generalized triangulation τ = (g, h). In section 5 we
extend the analysis of Helffer-Sjo¨strand [HS1] of the Witten complex to the analogous
complex constructed for differential forms on M with coefficients in W. Although the
results and the estimates in the case where A is an arbitray finite von Neumann algebra
are similar to those obtained by Helffer-Sjo¨strand in the case A = R, additional arguments
are necessary since the spectrum of the Laplacians ∆q(t) is typically not discrete.
The Witten deformation permits us to define smooth functions logTan(h, t), log Tsm(h, t)
and log Tla(h, t) with log Tan(h, 0) = logTan where logTan(h, t) = log Tsm(h, t)+logTla(h, t)
is a decomposition of logTan(h, t) into a part logTsm(h, t) which corresponds to the small
spectrum of the Laplacians ∆q(t) and a complimentary part log Tla(h, t). The results pre-
sented in sections 2 and 3 lead to the conclusion that these three functions have asymptotic
expansion when t→∞.The free term of such an expansion refers to the 0’th order coeffi-
cient of the expansion as t→∞.
The results presented in sections 3 and 5 permit us to show that the free term of
log Tan(h, t)− logTsm(h, t)− logTan(h′, t)− logTsm(h′, t)
is equal to
logTan − logTRe − logT ′an − logT ′Re.
Using the Mayer Vietoris type formula (cf section 3) we show that the free term of
logTla(h, t)− logTla(h′, t) is equal to zero and we can therefore conclude Corollary C.
The paper is organized as follows:
In section 1 we recall, for the convenience of the reader, the concepts of a finite von
Neumann algebra A, an A−Hilbert module of finite type, a finite (von Neumann) dimen-
sional representation of a group, determinants in the von Neumann sense and the torsion
of a finite complex of A−Hilbert modules of finite type. This section is entirely expository.
In section 2 and 3 we describe the theory of pseudodifferential operators acting on
sections of a given bundle E → M of A−Hilbert modules of finite type. In particular,
7
we extend Seeley’s result on zeta-functions for elliptic pseudodifferential operators and the
corresponding regularized determinants, as well as the results of [BFK2], to the extent
needed in this paper, for this new class of operators. The calculus of such operators is not
new, but we failed to find a reference suited for our needs (cf e.g. [FM],[Le] and [Lu] for
related work).
In section 4 we define the analytic torsion and Reidemeister torsion and we prove a
product formula for each of them. These product formulas are slight generalizations of
the product formulas presented in [L] and [CM ], but for the convenience of the reader we
include the proofs.
In section 5, we discuss the Witten deformation of the deRham complex of M with
coefficients in a representation of finite von Neumann dimension. Moreover using the
Witten deformation we prove Proposition 2.
In section 6 we present the proof of Theorem 2.
One can generalize the analytic and Reidemeister torsions associated to (M, g,W) to
include additional data, for example a finite dimensional hermitian vector bundle on M
equipped with a flat connection . By the same methods as presented in this paper one can
prove a result which compares these two generalized torsions. In the case A = R such type
of result was first established in ([BZ]), compare also ([BFK1].
Using the same arguments as in ([Lu¨1]), one can extend Theorem 2 to compact manifolds
with boundary. Both extensions are useful for the calculations of the L2 torsions; together
with some applications they will be presented in a forthcoming paper.
The authors wish to thank W. Lu¨ck for bringing the conjecture about the equality of
analytic and Reidemeister torsion to their attention, J. Lott, W. Lu¨ck and M.Shubin for
informations on related work and D.Gong and M.Shubin for comments on a preliminary
version of this paper.
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1. Linear algebra in the von Neumann sense
In this section we collect for the convenience of the reader a number of results concerning
linear algebra in the von Neumann sense (cf e.g. [CM],[Co],[Di],[GS],[LR] for reference).
1.1 A−Hilbert modules.
Definition 1.1. A finite von Neumann algebra A is a unital R-algebra with a ∗-operation
and a trace trN : A → R which satisfies the following properties:
(T1) 〈., .〉 : A×A → R, defined by 〈a, b〉 = trN (ab∗), is a scalar product and the completion
A2 of A with respect to this scalar product is a separable Hilbert space.
(T2) A is separable and weakly closed, when viewed as a subalgebra of L(A2) := L(A2,A2),
the space of linear, bounded operators on A2, where elements of A are identified with the
corresponding left translations in L(A2) (a sequence {an}n≥1 in A converges weakly to
a ∈ A2 if limn→∞〈anx, y〉 = 〈ax, y〉 for all x, y ∈ A2).
(T3) The trace is normal, i.e for any monotone increasing net, (ai)i∈I , such that ai ≥ 0
and a = supi∈I ai exists in A, one has trNa = supi∈I trNai. Here ai ≥ 0 means that
ai = a
∗
i and 〈aix, x〉 ≥ 0 for all x ∈ A.
In the sequel, A will always denote a finite von Neumann algebra. Introduce the op-
posite algebra Aop of A, where Aop has the same underlying vector space, |Aop| = |A|,
∗-operation, trace and unit element as A, but the multiplication ” ·op ” of the elements
a, b ∈ |Aop| is defined by a ·op b = b · a. Note that Aop is a finite von Neumann algebra
as well. The right translation by elements of A induces an embedding r : Aop → L(A2)
which identifies Aop with the subalgebra LA(A2) ⊂ L(A2) of bounded A -linear maps
(with respect to the A-module structure of A2 induced by left multiplication). Therefore
we can introduce a trace on LA(A2), also denoted by trN , defined for f ∈ LA(A2) by
trN (f) := trN (r
−1(f)).
Definition 1.2. (1) W is an A−Hilbert module if
(HM1) W is a Hilbert space with inner product denoted by 〈., .〉.
(HM2) W is a left A−module so that 〈a∗v, w〉 = 〈v, aw〉 (a ∈ A; v, w ∈ W).
(HM3) W is isometric to a closed submodule of A2 ⊗ V where V is a separable Hilbert
space and the tensor product A2 ⊗ V is taken in the category of Hilbert spaces.
(2) W is an A−Hilbert module of finite type if W is an A−Hilbert module and
(HM4)W is isometric to a closed submodule A2⊗V where V is a finite dimensional vector
space.
(3) A morphism f :W1 →W2 between A-Hilbert modules of finite type, W1 and W2, is a
bounded, A−linear operator; f is an isomorphism if it is bijective and both f and f−1 are
morphisms.
Let W be an A-Hilbert module and v an element in W. The map iv : A2 →W, defined
by iv(a) = av, extends to an A-linear bounded map A2 →W.
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Definition 1.3. A collection {e1, ..., el}, l ≤ ∞, of elements of W is called a base of W if
(1.1) i : ⊕1≤ν≤l(A2)ν →W
is an isomorphism where each (A2)ν is a copy of A2 and i =
∑
1≤ν≤l ieν . The base is called
orthonormal if, in addition, i is an isometry. A Hilbert module is free if it has a base.
If l =∞ the direct sum in (1.1) is a Hilbert direct sum in the category of Hilbert spaces.
Note that {e1, ..., el} is an orthonormal basis iff the closed invariant subspace spanned by
e1, ..., el is W, and for any i, j and a, b ∈ A, 〈aei, bej〉 = 〈a, b〉δij. Further if {e1, ..., el} is a
base then {f1, ..., fl} with fν = i(i∗i)− 12 (0, ..., 0, 1, 0, ..., 0) is an orthonormal base of W.
Proposition 1.4.
(1) Any A-Hilbert module W can be decomposed as W = ⊕1≤ν≤lWν with l ≤ ∞ and Wν
a closed invariant subspace of A2. Further W is of finite type iff l <∞.
(2) If W ′ is a closed invariant subspace of W then W ′ ≃ ⊕1≤ν≤lW ′ν where W ′ν is a closed
invariant subspace of Wν .
Proof: Note that (1) follows from (2). To prove (2), denote by πν the projection of W
on Wν and consider the filtration of W ′,
W ′(0) :=W ′ ⊃ W ′(1) ⊃ W ′(2) ⊃ ....
where W ′(ν) is defined inductively W ′(ν) = Null(πν) ∩W ′(ν − 1). It follows that W ′ ≃
⊕1≤ν<lW ′(ν)/W ′(ν + 1) ⊂ Wν .♦
Let W be an A−Hilbert module of finite type. The algebra
LA(W) := LA(W,W) of bounded A-linear operators on W is a finite von Neumann
algebra, whose trace is defined in the following way. First assume that the module W
is free. Choose a basis {e1, ..., el}. With respect to this basis an operator A ∈ LA(W)
has a matrix representation (aij)1≤i,j≤l, i, j = 1, ..., l, with entries aij in LA(A2) = Aop.
Define trN (A) =
∑l
i=1 aii. One shows that trN (A) is independent of the chosen basis and
therefore well defined. In the general case W is a closed invariant subspace of a free A-
Hilbert module V of finite type . We write V =W⊕W⊥ and consider A˜ = A⊕0 ∈ LA(V,V).
Define trN (A) = trN (A˜). One shows that trN (A) is independent of the choice of V. ♦
For an A-Hilbert module W of finite type one defines the dimension dimN (W) in the
von Neumann sense by dimNW := trN IdW . If W is not of finite type one sets dimNW :=
sup{dimNW ′;W ′ closed submodule of finite type}. The von Neumann dimension is always
a nonnegative real number or +∞.
Remark 1.5 If W1 and W2 are A−Hilbert modules, such that W1 is a closed invariant
subspace of W2 and dimN (W1) = dimN (W2) < ∞, then W1 = W2 . The von Neumann
dimension of a Hilbert direct sum is the sum (possibly infinite) of the von Neumann
dimension of the summands.
The following proposition is well known.
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Proposition 1.6. Assume that W1 and W2 are A− Hilbert modules of finite type.
(1) If f ∈ LA(W1,W2) and g ∈ LA(W2,W1) then trN (fg)n = trN (gf)n for any n ≥ 1.
(2) If f : W1 → W2 is an isomorphism and αi ∈ LA(Wi), i = 1, 2 so that f · α1 = α2 · f
then trNα1 = trNα2.
If A′ and A′′ are two finite von Neumann algebras the tensor product A′⊗A′′ is defined
as the weak closure of the image of the algebraic tensor product ofA′ andA′′ in L(A′2⊗A′′2 ).
The algebra A′ ⊗A′′ is again a finite von Neumann algebra whose trace has the property
that trN (a
′ ⊗ a′′) = trNa′trNa′′. If W ′ and W ′′ are A′− resp. A′′− Hilbert modules of
finite type then W ′ ⊗ W ′′ is an A′ ⊗ A′′ Hilbert module of finite type; moreover, given
f ′ ∈ LA′(W ′) and f ′′ ∈ LA′′(W ′′), trN (f ′ ⊗ f ′′) = trNf ′trNf ′′.
Definition 1.7. A morphism f : W1 → W2 is a weak isomorphism iff Null(f) = 0 and
Range(f) =W2.
Using polar decomposition a weak isomorphism f :W1 →W2 can be factored as f = gf ′
where f ′ :W1 →W1 is a weak isomorphism and g :W1 →W2 is an isometric isomorphism
given by f ′ = (f∗f)1/2, g = f · (f∗f)−1/2.
1.2 Determinant in the von Neumann sense.
Throughout this subsection we consider only A-Hilbert modules of finite type.
Definition 1.8.
(1) π is an Agmon angle for f ∈ LA(W) iff there exists ǫ > 0 so that spec(f) ∩ Vπ,ǫ = ∅
with Vπ,ǫ defined as in the introduction.
(2) π is a weak Agmon angle for f ∈ LA(W) iff spec(f) ∩ Vπ,0 = ∅
We will first treat the case where π is an Agmon angle. In particular this implies that
f is an isomorphism. Define the complex powers of f, f s ∈ LA(W), s ∈ C, by the formula
(1.2) f s =
1
2πi
∫
γ
λs(λ− f)−1dλ,
where λs is a branch of the complex power s defined on Cπ = C r {z = ρeiπ; ρ ∈ [0,∞)}
and γ is a closed contour in Cπ which surrounds the compact set specf in Cπ with
counterclockwise orientation. By Cauchy’s theorem the contour γ in (1.2) can be re-
placed by the contour γπ,ǫ = γ1 ∪ γ2 ∪ γ3 where γ1 := {z = ρeiπ;∞ ≤ ρ ≤ ǫ/2},
γ2 := {z = ǫ2eiα; π ≥ α ≥ −π} and γ3 := {z = ρei(−π); ǫ2 ≤ ρ ≤ ∞}. Notice that f s
is an entire function in s ∈ C with values in LA(W) and trN (f s) is an entire function on
C. Therefore, if π is an Agmon angle for f, we can define the determinant detN f in the
von Neumann sense by
(1.3) logdetNf =
d
ds
|s=0 trN (f s).
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We remark that this notion of determinant is equivalent to the definition introduced by
Fuglede and Kadison [FK].
If f ∈ LA(W1,W2) is an isomorphism then f∗f is a selfadjoint positive isomorphism
and one shows that detN (f
∗f) > 0. Define
VolNf := (detN (f
∗f))1/2.
Proposition 1.9. (1) Suppose ft ∈ LA(W), with t in an interval I ⊂ R, is a family of
class C1 of morphisms and π is an Agmon angle for all of them. Then logdetN (ft) is of
class C1 and
(1.4)
d
dt
logdetN (ft) = trN ((
d
dt
ft)f
−1
t ).
(2) Suppose fi ∈ LA(Wi), i = 1, 2 with W1 and W2 A- Hilbert modules of finite type and
α :W1 →W2 is an isomorphism so that αf1 = f2α. Then the following statements hold:
(a) specf1 = specf2 and therefore π is an Agmon angle for f1 iff it is an Agmon angle for
f2. In this case logdetNf1 = logdetNf2.
(b) f1 is an isomorphism iff f2 is an isomorphism. In this case VolNf1 = VolNf2.
(3) Suppose f ∈ LA(W1 ⊕W2) is of the form
f =
(
f1 0
g f2
)
.
Then the following statements hold:
(a) specf = specf1 ∪ specf2 and therefore π is an Agmon angle for f iff it is an Agmon
angle for both f1 and f2. In this case
(1.5A) logdetNf = logdetNf1 + logdetNf2.
(b) f is an isomorphism iff f1 and f2 are both isomorphisms. In this case
(1.5B) logVolNf = logVolNf1 + logVolNf2.
(4) Suppose W1, W2 and W3 are A-Hilbert modules of finite type. If f1 ∈ LA(W1,W2)
and f2 ∈ LA(W2,W3) are isomorphisms then f2 ·f1 ∈ LA(W1,W3) is an isomorphism and
(1.6) logVolN (f2 · f1) = logVolNf1 + logVolNf2.
(5) If αi ∈ LA(Wi), i = 1, 2 are isometries and f : W1 → W2 is an isomorphism then
α2fα1 ∈ LA(W1,W2) is an isomorphism and
logVolN (α2fα1) = logVolNf.
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Proof All the statements can be proved in an elementary way. For the convenience of
the reader we indicate how to prove formula (1.6). We have to prove that
logdetNf
∗
1 f
∗
2 f2f1 − logdetNf∗1 f1 = logdetNf∗2 f2.
Consider the 1-parameter family C(t) of positive, selfadjoint operators,
C(t) := f∗1 (f
∗
2 f2)
tf1, defined on W1. Using formula (1.4) one verifies that
d
dt
logdetNf
∗
1 (f
∗
2 f2)
tf1 =
d
dt
logdetN (f
∗
2 f
∗
2 )
t.
This leads to the claimed formula,
logdetNf
∗
1 f
∗
2 f2f1 − logdetNf∗1 f1 =∫ 1
0
d
dt
logdetN (f
∗
1 (f
∗
2 f2)
tf1)dt =∫ 1
0
d
dt
logdetN (f
∗
2 f2)
tdt = logdetN (f
∗
2 f2). ♦
First let us treat the case where π is a weak Agmon angle for f ∈ LA(W). In this case
π is an Agmon angle for f + λ with any λ > 0. One verifies that logdetN (f + λ) is a real
analytic function in λ ∈ (0,∞).We define logdetNf as the element in D (cf.Introduction),
represented by the real analytic function
(1.8) logdetN (f + λ)− log λdimNNull(f).
We note that parts (2) and (3) of Proposition 1.9 extend to this case as well.
Let f ∈ LA(W1,W2) be a weak isomorphism. For λ ≥ 0 denote by Pf (λ) the set
of all A-invariant closed subspaces L ⊂ W1 such that, for x ∈ L, ‖f(x)‖ ≤
√
λ‖x‖.
Following Gromov-Shubin ([GS]) introduce the function Ff : [0,∞) → [0,∞) defined by
Ff (λ) := sup{dimNL;L ∈ Pf (λ)}. Observe that the function Ff (λ) is nondecreasing, left
continuous, Ff (0) = 0 and Ff (λ) = dimN (W) for λ ≥ ‖f‖. Note that f is an isomorphism
iff there exists λ0 > 0 s.t. Ff (λ) = 0 for λ < λ0. The Novikov-Shubin invariant α(f)
associated to a weak isomorphism f ∈ LA(W1,W2) is defined by
(1.10) α(f) := lim inf
λ→0
logFf (λ)
log λ
∈ [0,∞].
Note that α(f) =∞ if f is an isomorphism.
If f ∈ LA(W1,W2) is an arbitrary morphism let
(1.11) f :W ′1 =W1/Null(f)→ Rangef =W ′2.
Note that f is a weak isomorphism and define α(f) by
(1.12) α(f) := α(f).
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Proposition 1.10. (1) For any weak isomorphism f ∈ LA(W1,W2)
Ff (λ) = F(f∗f)1/2(λ) = Ff∗(λ).
(2) If f :W1 ⊕W2 →W1 ⊕W2 is a weak isomorphism of the form
f =
(
f1 0
g f2
)
,
then f1 and f2 are both weak isomorphisms and
sup{Ff1(λ), Ff2(λ)} ≤ Ff (λ) ≤ Ff1(λ) + Ff2(λ).
(3) If f ∈ LA(W) is nonnegative and selfadjoint, define the spectral projectors Qf (λ) ∈
LA(W) corresponding to the interval [0, λ] and Nf (λ) := trNQf (λ). For λ ≥ 0, and f
given by (1.11)
(1.13) Nf (λ) = dimN (Null(f)) + Ff (λ).
The function N(λ) is called the spectral function of f. Note that Ff (λ) is nondecreasing
and Ff (0) = 0. Ff (λ) can be used to represent log detN f as a Stieltjes integral∫∞
0+
log(µ+ λ)dFf (µ).
Denote by F the set of functions F : [0,∞)→ [0,∞) satisfying
(1) F (0) = 0;
(2) F (λ) is nondecreasing;
(3) F is continuous to the left,
and recall the following definitions of Gromov-Shubin (cf [GS])
Definition 1.11. (1) Functions F,G ∈ F are said to be dilational equivalent, denoted
F
d
∼ G, iff there exists C > 0 such that for λ ≥ 0
(1.14) G(C−1λ) ≤ F (λ) ≤ G(Cλ)
(2) Functions F,G ∈ F are said to be dilational equivalent near zero, denoted F d∼
0
G iff
there exist C > 0 and λ0 > 0 such that (1.14) holds for λ < λ0.
We end this subsection with the following observation. Suppose that ψ : A′ → A′′
is a homomorphism of finite von Neumann algebras which preserves the units and the
traces. Then ψ is injective. In particular, if A′′ is an A′ -Hilbert module of finite type,
then any A′′-Hilbert module of finite type W is an A′-Hilbert module of finite type and
LA′′(W) ⊆ LA′(W).
Remark 1.12 Assume that dimN,A′A′′ = r ∈ R.
(1) dimN,A′(W) = rdimN,A′′(W).
(2) If f ∈ LA′′(W) then trN,A′(f) = rtrN,A′′(f).
(3) If π is a weak Agmon angle for f then
logdetN,A′(f) = rlogdetN,A′′(f).
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1.3 Cochain complexes of finite type and torsion in the von Neumann sense.
Definition 1.13. A cochain complex in the category of A−Hilbert modules of finite type,
C = (Ci, di), consists of a collection of Hilbert modules of finite type Ci, all but finitely
many zero, and a collection of morphisms di : Ci → Ci+1 which satisfies didi−1 = 0. In the
sequel we always assume that Ci = 0 for i < 0 and refer to such a complex as a cochain
complex of finite type over A, or simply as a cochain complex of finite type.
The reduced cohomology of C, Hi(C), is defined by
H
i
(C) = Null(di)/Range(di−1).
Define the Betti numbers and Euler-Poincare´ characteristic of C by
(1.15) βi(C) := dimNHi(C); χ(C) :=
∑
i
(−1)iβi(C),
and introduce a weighted version of the Euler-Poincare´ characteristic,
(1.16) ψ(C) :=
∑
i
(−1)iiβi(C).
Denote by d∗i : Ci+1 → Ci the adjoint of di, and consider ∆i = d∗i di + di−1d∗i−1. The
operator ∆i is a selfadjoint and nonnegative morphism.
Definition 1.14. (1) Given two cochain complexes of finite type over A, C′ and C′′, a
morphism f : C′ → C′′ is given by a collection of morphisms fi : C′i → C′′i which commute
with the differentials dj.
(2) A homotopy t between f and g is given by a collection of morphims ti : C
′
i → C′′i−1
satisfying
(1.17) fi − gi = d′′i−1ti + ti+1d′i.
(3) Two cochain complexes C′ and C′′ are homotopy equivalent if there exist morphisms
(in the category of complexes) f : C′ → C′′ and g : C′′ → C′ so that g · f resp. f · g is
homotopic to idC′ resp. idC′′ .
Given a morphism f : C′ → C′′ denote by H(f)i the induced morphisms of A-Hilbert
modules H(f)i : H
i
(C′) → Hi(C′′). Note that if fi : C′ → C′′, i = 1, 2 are two homotopic
morphisms then H(f1)
i = H(f2)
i for all i. Given a finite type cochain complex C = (Ci, di)
each Ci can be decomposed as a direct sum of mutually orthogonal subspaces Ci = Hi ⊕
C+i ⊕ C−i with
(1.18) Hi = Null∆i; C+i = di−1(Ci−1), C−i = d∗i+1(Ci+1).
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This decomposition is called the Hodge decomposition . The map di can then be described
by a 3× 3 matrix of the form
(1.19) di =
 0 0 00 0 di
0 0 0
 .
where di : C−i → C+i+1 is a weak isomorphism and the combinatorial Laplacian ∆i =
di−1d∗i−1 + d
∗
i di then takes the form of the diagonal matrix diag(0, di−1d
∗
i−1, d
∗
i di).
Let f : C1 → C2 be a morphism. With respect to the Hodge decompositions of C1i and
C2i , the morphism fi : C1i → C2i can be written as a 3× 3-matrix of the form
(1.20) fi =
 fi,11 0 fi,13fi,21 fi,22 fi,23
0 0 fi,33
 .
where fi,11 ∈ LA(H1i ,H2i ), fi,22 ∈ LA(C1,+i , C2,+i ) fi,33 ∈ LA(C1,−i , C2,−i ) and
d2i · fi,33 = fi+1,22 · d1i .
Definition 1.15. A cochain complex C is called perfect if, for any i, di is an isomorphism.
Lemma 1.16. (1) Given a cochain complex C = (Ci, di) one can find a modification d˜i of
di so that C˜ = (Ci, d˜i) is perfect and has the same Hodge decomposition as C.
(2) Given an isomorphism f : C1 → C2 of cochain complexes Ck = (Cki , di), k = 1, 2 one
can find modifications d˜ki of d
k
i so that
(1.21) fi+1d˜
1
i = d˜
2
i fi
and the cochain complexes C˜k = (Cki , d˜ki ), with k = 1, 2, are perfect and have the same
Hodge decompositions as Ck.
Proof Statement (1) follows by choosing d˜i of the form
d˜i =
 0 0 00 0 d˜i
0 0 0
 .
where d˜i is the isometry in the polar decomposition of di given by d˜i = di(d
∗
i di)
− 12 .
(2) With respect to the Hodge decomposition of C1i and C2i define d˜1i as in (1) and choose
d˜2i to be of the form
d˜2i =
 0 0 00 0 d˜2i
0 0 0

with d˜2i := fi+1,22 · d˜1i · f−1i,33.
In section 6.1 we will need the following
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Proposition 1.17. Suppose C(t) = (Ci(t), di(t)) is a family of cochain complexes of finite
type depending on a parameter t ≥ 0, and f(t) : C(t) → C is an isomorphism of cochain
complexes for any t. Introduce logV (t) :=
∑d
q=0(−1)q logVolNH(f(t))q. Assume that Ci(t)
and Ci are free modules, that ei,1(t), ..., ei,li(t) is an orthonormal base for Ci(t), ei,1, ..., ei,li
is an orthonormal base for Ci and that fi(t), when expressed with respect to these bases, is
an li × li-matrix with entries in Aop of the form Id+O(1/t).
Then log V (t) = O(1/t).
Proof In view of Lemma 1.16 it suffices to prove the result for the case where C(t) and
C are all perfect. In view of (1.20)
(1.22) logVolNH(f(t))
i = logVolN (fi,11(t)) = logVolN (πifi(t)Ii(t))
where Ii(t) denotes the inclusion of Hi(t) in Ci and πi the orthogonal projection of Ci onto
Hi. Denote by Pi(t) the orthogonal projections of Ci(t) onto Hi(t). We obtain
logVolN (πifi(t)Ii(t)) =
1
2
logdetN (Pi(t)f
∗
i (t)πifi(t)Ii(t)) =
(1.23)
1
2
logdetN (Pi(t)f
∗
i (t)fi(t)Ii(t)− Pi(t)f∗i (t)(Id− πi)fi(t)Ii(t)).
In view of the assumptions on fi(t), one has Pi(t)f
∗
i (t)fi(t)Ii(t) = Id + O(1/t). Next we
will show that
(1.24) Pi(t)f
∗
i (t)(Id− πi)fi(t)Ii(t) = O(1/t).
For this purpose note that the assumption concerning the asymptotics of fi(t) combined
with the hypothesis that all complexes are perfect imply the existence of ǫ > 0 and t0 > 0
such that for t ≥ t0, spec∆i(t) \ {0} and spec∆i \ {0} are contained in [2ǫ,∞). Therefore
Pi(t) =
1
2πi
∫
Sǫ
(z −∆i(t))−1dz, and πi = 1
2πi
∫
Sǫ
(z −∆i)−1dz,
where Sǫ is the circle in the complex plane of radius ǫ, centered at the origin. Using the
assumptions on fi(t), one concludes that ∆i · fi(t) = fi(t) ·∆i(t) +O(1/t), and in view of
(1.23) one obtains
(1.25) (Id− πi)fi(t) = fi(t)(Id− Pi(t)) +O(1/t).
As (Id− Pi(t))Ii(t) = 0, estimate (1.25) implies (1.24); formulas (1.23) and (1.24) lead to
(1.26) log VolN (H(f(t))
i =
1
2
logdetN (Id+O(1/t)) = O(1/t).
Given a cochain complex C of finite type, introduce, following Gromov-Shubin ([GS], cf.
also end of section 1.2), the functions FC,i(λ) ∈ F defined by FC,i(λ) := Fdi(λ) and the
numbers αi defined by αi := α(di). The following result is due to Gromov-Shubin ([GS])
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Proposition 1.18. Suppose f : C′ → C′′ and g : C′′ → C′ are two morphisms of cochain
complexes so that idC′ is homotopic to gf by a homotopy t = {ti}. Then FC′,i(λ) ≤
FC′′,i(4‖fi+1‖2‖gi‖2λ) for λ ≤ 14||ti+1||2 .
In particular if f : C′ → C′′ is an isomorphism then FC′,i(λ) d∼FC′′,i(λ) and if C′ and C′′
are homotopy equivalent, then FC′,i(λ)
d∼
0
FC′′,i(λ), and therefore α′i = α
′′
i .
The torsion log T (C) is the element in D defined by
logT (C) = 1
2
∑
i
(−1)i+1ilogdetN∆i.
Remark 1.19 The spectral functions Ni(λ) := N∆i(λ) satisfies
(1.28) Ni(λ) = βi + Fi−1(λ) + Fi(λ)
and therefore logT (C) can be represented by the real analytic function in λ
(1.29)
1
2
∑
i
(−1)i
∫ ∞
0+
log(µ+ λ)dFi(µ).
Definition 1.20. The cochain complex of finite type C is of determinant class iff∫ 1
0+
log(λ)dNi(λ) > −∞ for all i.
We point out that if C is of determinant class, then logT (C) is in R ⊂ D, and a sufficient
condition for C to be of determinant class is that αk > 0 for 0 ≤ k ≤ d.
It will be convenient for the proof of the product formula below to introduce for λ > 0
and s ∈ C with ℜs > 0,
(1.30) ζC(λ, s) =
1
2
∑
i
(−1)ii 1
Γ(s)
∫ ∞
0
ts−1e(−tλ)trNe−t∆idt.
This function is real analytic in λ, complex analytic in s for ℜs > 0 and admits an analytic
continuation to the entire s-plane so that s = 0 is a regular point. Using that
(1.31) ζC(λ, s) =
1
2
∑
i
(−1)iitrN ((∆i + λ)−s).
one sees that logT (C) is also represented by the real analytic function in λ given by
(1.32)
d
ds
|s=0ζC(λ, s)− ψ(C) logλ
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where ψ(C) denotes the weighted Euler-Poincare´ characteristic. This perturbation of the
ζ-function was also studied in [Go].
Suppose that Ai (i = 1, 2) are finite von Neuman algebras. Note that A = A1 ⊗
A2 (tensor product in the category of finite von Neumann algebras) is also a finite von
Neumann algebra. If Wi are Ai- Hilbert modules of finite type then the tensor product
W1 ⊗ W2 (tensor product in the category of Hilbert spaces) is an A-Hilbert module of
finite type and
dimN (W1 ⊗W2) = dimNW1 · dimNW2.
Let C′ resp. C′′, be two cochain complexes of finite type over A1, resp. A2. Denote by
C = C′ ⊗ C′′ the tensor product of these cochain complexes,
Ci =
∑
p+r=i
C′p ⊗ C′′r ,
∑
p+r=i
di = d
′
p ⊗ id+ (−1)pid⊗ d′′r .
Then C is a cochain complex of finite type over A.
Proposition 1.21. (cf [CM], [LR]) Let C′, resp. C′′ be two finite type cochain complexes
over A1 resp. A2. Then, with C = C′ ⊗ C′′,
(1)
H
i
(C) =
∑
p+r=i
H
p
(C′)⊗Hr(C′′)
(2)
ζC(λ, s) = ζC′(λ, s)χ(C′′) + ζC′′(λ, s)χ(C′)
(3)
ψ(C) = ψ(C′)χ(C′′) + ψ(C′′)χ(C′).
Proof: The proof of (1) can be found e.g. in [LR,Theorem 3.16] and (3) follows from
(1). To prove (2) (cf [CM]) let C be a cochain complex of finite type over A1,and N be a
A2−Hilbert module of finite type. We will show below that
(1.33)
∑
q
(−1)qtrN (e−t∆q ) = χ(C).
Therefore if β : N → N is a morphism, then
(1.34)
∑
q
(−1)qtrN (e−t∆q ⊗ β) = trN (β)χ(C).
To prove (1.33) we use the matrix representation of ∆q with respect to the Hodge
decomposition, diag(0, dq−1d
∗
q−1, d
∗
qdq) and Proposition 1.7 (1); they give
trNe
−t∆q−1 |C−q = trNe−t∆q |C+q
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and consequently
trNe
−t∆q = trN (e
−t∆q |
C
+
q ) + trN (e
−t∆q |
C
−
q+1 ) + dimNNull(∆q)
which leads to (1.33). Next, decompose ∆q =
⊕
p+r=q∆p,r, where ∆p,r = ∆
′
p⊗id+id⊗∆′′r
to obtain
2ζC(λ, s) =
∑
p,r
(−1)(p+r)(p+ r) 1
Γ(s)
∫ ∞
0
ts−1e−tλtrN (e−t∆
′
p ⊗ e−t∆′′r )dt
=
1
Γ(s)
∫ ∞
0
ts−1e−tλtrN ({
⊕
p
(−1)ppe−t∆′p} ⊗ {
⊕
r
(−1)re−t∆′′r })dt
+
1
Γ(s)
∫ ∞
0
ts−1e−tλtrN ({
⊕
p
(−1)pe−t∆′p} ⊗ {
⊕
r
(−1)rre−t∆′′r })dt
which, in view of (1.34), is equal to
1
Γ(s)
∫ ∞
0
ts−1e−tλ
(
χ(C′′)
∑
p
(−1)pptrNe−t∆′p + χ(C′)
∑
r
(−1)rrtrNe−t∆′′r
)
dt
= 2ζC′(λ, s) · χ(C′′) + 2ζC′′(λ, s) · χ(C′).
Corollary 1.22. (cf [CM]) With the same assumptions as in Proposition 1.21, the fol-
lowing identity, viewed in the vector space D, holds:
logT (C) = χ(C′′) logT (C′) + χ(C′) logT (C′′).
1.4 (A,Γop)−Hilbert module.
Definition 1.23. W is an (A,Γop)−Hilbert module of finite type if
(BM1) W is an A−Hilbert module of finite type;
(BM2) W is a Γop−Hilbert module, defined by a unitary representation of Γ;
(BM3) the action of A and Γop commute.
Example Let X be a countable set. Denote by l2(X) the Hilbert space obtained by
completion of R(X) = {f : X → R; supp(f) is finite} with respect to the scalar product
〈f1, f2〉 :=
∑
x∈X
f(x)g(x).
Let Γ be a countable group and R(Γ) denote the unital R -algebra with multiplication
defined by convolution and ∗-operation induced by the map , g → g−1.The algebra R(Γ)
has a finite trace given by tr(f) := f(e) where e denotes the unit element in Γ, and acts
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from the left by convolutions on l2(Γ). This algebra can be viewed as a ∗-subalgebra of
LΓ(l2(Γ), l2(Γ)). Denote by N (Γ) its weak closure in LΓ(l2(Γ), l2(Γ)). Then N (Γ) is a finite
von Neumann algebra.
Let ρ : Γ × X → X be a left action of Γ on the set X with finite isotropy groups. ρ
induces a left action of Γ by isometries which makes l2(X) an N (Γ)-Hilbert module ; if the
quotient set Γ\X is finite, then this module is a Hilbert module of finite type. Suppose,
in addition, that Γ′ is another countable group and ρ′ : X × Γ′ → X is a right action of
Γ′ on X so that ρ and ρ′ commute. Γ′ induces an action by isometries on l2(X) which
makes l2(X) an (N (Γ),Γ′op)-Hilbert module of finite type. As an example, consider the
case X = |Γ|, the underlying set of Γ, Γ = Γ′ and ρ and ρ′ given by ρ(g1, g2) = g1g2, and
ρ′(g2, g1) = g2g−11 . Then l2(Γ) is an (N (Γ),Γop)-Hilbert module of finite type, refered to
as the regular birepresentation.
1.5 Bundles of A−Hilbert modules
Definition 1.24. A smooth bundle p : E → M over a smooth manifold M is a bundle of
A−Hilbert modules of finite type with fiber W if
(B1) p : E → M is a smooth bundle of infinite dimensional topological vector spaces,
equipped with a Hermitian structure µ which makes each fiber p−1(x), x ∈M, into a sepa-
rable Hilbert space;
(B2) E is equipped with a smooth fiberwise action ρ : A× E → M which makes each fiber
p−1(x) an A−Hilbert module of finite type.
(B3) W is an A-Hilbert module of finite type and p : E → M is locally isomorphic to
po :W ×M →M where the local isomorphism intertwines p, po, the Hermitian structures
and the A−actions.
Example Let M be a closed smooth manifold with fundamental group Γ := π1(M)
and letW be an (A,Γop)-Hilbert module of finite type. Let p˜ :W×M˜ → M˜ be the trivial
smooth bundle ofA−Hilbert modules; p˜ is Γ-equivariant with respect to the diagonal action
of Γ onW×Γ M˜ and the left action of Γ on M˜ . Therefore p˜ induces p : E =W×Γ M˜ →M
which is a smooth bundle of A−Hilbert modules of finite type. This bundle is the canonical
bundle over M, associated to W.
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2.Calculus of pseudodifferential operators
acting on A-Hilbert bundles of finite type
In this section we construct a calculus of pseudodifferential operators, called pseudodif-
ferential A-operators, on a compact manifold, where A is a finite von Neumann algebra
(cf e.g. [FM],[Le] ,[Lu] for related work).
2.1 Sobolev spaces, symbols and kernels.
Let B be a Banach space. For u ∈ S(Rd, B), the space of functions u : Rd −→ B of
Schwartz class, ‖u‖s denotes the Sobolev s-norm given by
‖u‖2s :=
∫
Rd
(1 + |ξ|2)s‖uˆ(ξ)‖2dξ
where uˆ(ξ) denotes the Fourier transform of u.
Definition 2.1. (1)The Sobolev space Hs(R
d, B) is the completion of S(Rd, B) with
respect to the Sobolev s-norm; equivalently, it can be defined as the space of all distributions
u ∈ S′(Rd, B) with
(1 + |ξ|2)s/2uˆ ∈ L2(Rd;B).
(2) The space H locs (R, B) is the space of all distributions u ∈ D′(Rd, B) such that φu ∈
Hs(R
d, B) for any φ ∈ C∞0 (Rd).
Note that the Sobolev spaces Hs(R
d, B) have the same properties as the usual Sobolev
spaces except that Rellich’s compacity theorem does not hold.
Let W be an A−Hilbert module. The space Hs(Rd,W) is an A-Hilbert module whose
dual can be identified with H−s(Rd,W). Note also that H locs (R,W) is an A-module. Ex-
tending the classical case A = R, symbols are defined as follows:
Definition 2.2. (1) A function a ∈ C∞(Rd×Rd,LA(W,W)) is a symbol of order m ∈ R,
denoted by a ∈ SmW = SmW(Rd × Rd), if the following conditions hold:
(Sy1) a(x, ξ) has compact support in x;
(Sy2) for any multiindices, α and β, there exists a constant, Cαβ, such that
(2.1) ‖∂αx ∂βξ a(x, ξ)‖ ≤ Cαβ(1 + |ξ|)m−|β|.
(2) (cf [Sh1]) A symbol a ∈ SmW is classical if it admits an expansion of the form∑
j≥0 ψ(ξ)am−j(x, ξ) where ψ ∈ C∞(Rd) satisfies
ψ(ξ) =
{
0 for |ξ| ≤ 1
2
1 for |ξ| ≥ 1
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(Sy3) am−j ∈ C∞(Rd × (Rd \ {0}),LA(W,W)) has compact x-support and is positively
homogeneous of degree m− j;
(Sy4) a(x, ξ)−∑N−1j=0 ψ(ξ)am−j(x, ξ) ∈ Sm−NW for all N ≥ 0.
Subsequently, we always assume that all symbols are classical.
Given a ∈ SmW , define a linear operator A : C∞0 (Rd,W) −→ C∞0 (Rd,W) by
(2.2) Au(x) =
1
(2π)d
∫
Rd
dξ
∫
Rd
dxei(x−y,ξ)a(x, ξ)u(y).
The principal symbol of A, σA(x, ξ) = am(x, ξ), is invariantly defined as a smooth function
on T ∗Rd \ {0} with values in LA(W,W).
The operator A is said to be a pseudodifferential A-operator of order m, denoted A ∈
ΨDOmB (M), and can be extended to a bounded, linear operator (any s ∈ R)
A : Hs(R
d,W) −→ Hs−m(Rd,W).
The Schwartz kernel of A, KA(x, y), is given formally as an oscillatory integral
(2.3) KA(x, y) =
∫
Rd
ei(x−y,ξ)a(x, ξ)dξ.
To characterize the properties of this distributional kernel we introduce, following [Ho¨,
p.100],
Definition 2.3. A distribution K ∈ S′(Rd × Rd,LA(W,W)) with values in
LA(W,W), is conormal of order m along the diagonal Diag(Rd) = {(x, x); x ∈ Rd},
denoted K ∈ Im(Rd×Rd,Diag(Rd),LA(W)), if for all C∞-vectorfields V1, . . . , VN (N ≥ 1
arbitrary) which are tangential to Diag(Rd) and φ ∈ C∞0 (Rd × Rd)
V1 · · ·VNφK ∈ H−m− 2d4 (R
d × Rd,LA(W,W)).
Following [Ho¨], one verifies the following
Lemma 2.4. Let a ∈ SmW and let KA be the corresponding distributional kernel as defined
above. Then KA ∈ Im(Rd × Rd,Diag(Rd),LA(W)).
We note that if m < −d, the kernel KA(x, y) is continuous.
Definition 2.5. A pseudodifferential operator A in ΨDOmW(R
d) is said to be elliptic on
U1 ⊂ Rd if the principal symbol am(x, ξ) is invertible for ξ ∈ Rd \ {0} for all x ∈ U1 and
(2.4) ‖am(x, ξ)−1‖ ≤ C1(1 + |ξ|)−m for x ∈ U1, |ξ| ≥ 1.
Note that as am(x, ξ) ∈ LA(W,W) the inverse satisfies am(x, ξ)−1 ∈ LA(W,W).
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2.2 Pseudodifferential operators on bundles of Hilbert modules.
Throughout this section let (M, g) denote a compact Riemannian manifold of dimension
d, possibly with boundary, A a finite von Neumann algebra, W an A-Hilbert module of
finite type and p : E −→M a bundle of A-Hilbert modules with fiber W.
Introduce the Banach bundles of bounded linear operators L −→ M ×M and B =
LA −→M ×M whose fibres at (x, y) ∈M ×M are given by
Lxy = L(Ey, Ex); Bxy = B(Ey, Ex).
where L(Ey, Ex) denotes the Banach space of all bounded linear operators from the fiber
Ey to the fiber Ex and
Bxy = {f ∈ Lxy; f is A− linear}.
In a straightforward manner one may verify that the Banach bundle ω : B −→M ×M has
the following properties
(Bu1) Bxy is a weakly closed linear subspace of Lxy;
(Bu2) if b ∈ Bxy , then b∗ ∈ Byx;
(Bu3) if b ∈ Bxy , b′ ∈ Byz, then bb′ ∈ Bxz ;
(Bu4) Id ∈ Bxx;
(Bu5) if a ∈ Bxx is invertible then a−1 ∈ Bxx.
Let U be an open connected subset of M and X = Rd or, in case U is a neighborhood
of a boundary point of M , X = Rd+ := {(x1, ..., xd); xd ≥ 0}.
Definition 2.6. A pair (φ,Φ) of smooth maps φ : U → X and Φ : E|U → X ×W is said
to be a coordinate chart of (M, E →M) if φ is a chart of M and Φ is an A-trivialization
of E →M over U .
In particular, Φx := Φ|p−1(x) : p−1(x)→W is an isometry.
By a standard localizing procedure, one defines the Sobolev spaces Hs(E) = Hs(M, E)
using the definition of Section 2.1 and a smooth partition of unity subordinate to an open
cover of M which comes from an atlas of E −→ M. (Equivalently, the Sobolev norms can
be defined using a Riemannian metric on M and a connection on E .) The inner product
in Hs(E) will depend on the particular choice of the partition; however a different choice
of partition of unity will lead to an equivalent inner product.
The Sobolev s-norm of an element u ∈ Hs(E) will be denoted by ‖u‖s.We point out
that for s ≥ t, Hs(E) imbeds into Ht(E). This embedding, however, is not compact if W
is of infinite dimension (i.e. Rellich’s lemma does not hold) even when M is closed.
To simplify the exposition we again assume that M is closed.
Definition 2.7. (1) A linear operator A : C∞(E) −→ C∞(E) is an A−smoothing opera-
tor, if A is of the form
(Au)(x) =
∫
M
KA(x, y)u(y)dy
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where the Schwartz kernel KA of A is a smooth section of the bundle B −→M ×M.
(2) A linear operator A : C∞(E) −→ C∞(E) is a pseudodifferential A−operator of order
m if for some atlas (φj ,Φj)j∈J of E −→M , A =
∑
j Aj + T where T is an A−smoothing
operator and the operators Aj are operators with support in the domain of φj and,when
expressed in local coordinates, pseudodifferential A−operators of order m.
One shows that A ∈ ΨDOmB (M) is a linear operator, A : C∞(E) −→ C∞(E), which can
be extended, for any s ∈ R, to a bounded linear operator
A : Hs(E) −→ Hs−m(E).
The principal symbol σA of A can be defined invariantly as a smooth function σA(x, ·) :
T ∗M \ {0} −→ LA(Ex).
Note that ΨDO−∞B (M) = ∩mΨDOmB (M) is the space ofA−smoothing operators. While
it is clear that operators in ΨDO−∞B (M) have smooth kernels, it is in general not true
that such operators are compact.
As in the classical theory one develops a calculus for these pseudodifferential operators.
In particular, one shows that the composition A ◦B of two pseudodifferential operators A
and B as well as the adjoint A∗ (with respect to the Hermitian structure on E −→M) are
pseudodifferential operators of the expected order.
2.3 Elliptic pseudodifferential operators.
To simplify the exposition we assume that M is closed.
Definition 2.8. An operator A ∈ ΨDOmB (M) is said to be elliptic if the principal symbol
of A, σA(x, ξ), is invertible for all x ∈M and all ξ ∈ T ∗xM \ {0}.
As in the classical case one can construct a parametrix, R(µ), for the operator (µ−A)
when A is elliptic and µ ∈ C \⋃(x,ξ)∈T∗M\{0} spec(σA(x, ξ)).
The operator R(µ) is an element of ΨDO−mB (M) and represents an inverse of (µ − A)
up to smoothing operators. Let U be a chart of M which belongs to an atlas of E −→M .
Denote by φ and Φ the diffeomorphisms
φ : Rd −→ U ⊂M
Φ : Rd ×W −→ E|U
where U is an open subset of M and Φ trivializes the bundle p : E −→M over U such that
pφ = Φp1 with p1 : R
d ×W −→ Rd.
The symbol of R(µ) in the chart U has an asymptotic expansion determined inductively
as follows:
r−m(x, ξ, µ) = (µ− am(x, ξ))−1
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and, for j ≥ 1,
r−m−j(x, ξ, µ) = r−m(x, ξ, µ)
j−1∑
k=0
∑
|α|+l+k=j
1
α!
∂αξ am−l(x, ξ)D
α
xr−m−k(x, ξ, µ)

(2.5)
where α is a mutiindex, α = (α1, . . . , αd), α! = α1!α2! · · ·αd!, and Dαx = ( 1i ∂x)α. The term
r−m−j(x, ξ, µ) is an element of LA(W,W) and is positively homogeneous of degree −m−j
in (ξ, µ
1
m ) :
r−m−j(x, λξ, λmµ) = λ−m−jr−m−j(x, ξ, µ)
for any ξ ∈ Rd \ {0} and λ > 0.
In the classical case the parametrix of an invertible elliptic pseudodifferential operator
is readily used to show that the inverse of an operator is also pseudodifferential. For our
more general calculus, additional arguments are necessary.
Proposition 2.9. Assume that M is closed and that A ∈ ΨDOmB (M) is elliptic. If A
considered as a bounded linear operator, A : Hm(E) −→ L2(E), is one-to-one and onto,
then A−1 ∈ ΨDO−mB (M).
Proof: Denote by B ∈ ΨDO−mB (M) a parametrix for A. The operators T1 := AB − Id
and T2 = BA−Id are in ΨDO−∞B (M). From this we conclude that A−1 = B−A−1T1. The
statement follows once we prove that A−1T1 ∈ ΨDO−∞B (M) or, equivalently, that A−1T1
has a smooth Schwartz kernel, KA−1T1(x, y) ∈ Bxy ⊂ L(Ey, Ex). This is proved by using a
technique due to Shubin [Sh2]. ♦
To state Lemma 2.10 we introduce the space ΨDOmL(E)(M) of pseudodifferential op-
erators of order m with coefficients in L(E). They are defined as were the operators in
ΨDOmB (M) by simply replacing the bundle B −→M×M with the bundle L(E) −→M×M
whose fibres L(E)xy are given by L(Ey, Ex).
Lemma 2.10. Let M be a closed manifold of dimension d. ΨDOmB (M) is a closed subspace
in ΨDOmL(E)(M) with respect to the topology provided by the operator norm, |‖A‖|, where
A ∈ ΨDOmL(E)(M) is viewed as a bounded linear operator A : Hm(E) −→ L2(E).
Proof In view of Lemma 2.9 it suffice to prove the statement for m < −d. In that
case the result follows by noting that in view of Lemma 2.4 the Schwartz kernel KA of
A ∈ ΨDOmB (M) is a continuous function of (x, y) ∈ M ×M and A with KA(x, y) ∈ Bxy.
As Bxy is a closed subspace of L(Ey, Ex), statement (1) follows.
As in the classical theory one proves the following estimates for the resolvent:
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Lemma 2.11. (cf [Se1],[Sh1]) Assume that A ∈ ΨDOmB (M) is an elliptic operator of
order m ≥ 0 such that A : Hm(E) −→ L2(E) is one-to-one and onto. Further assume that
π is an Agmon angle for A.
Then for λ < 0 with |λ| sufficiently large and for 0 ≤ m′ ≤ m,
(2.7) |‖(λ− A)−1‖|0→m′ ≤ Cm′ |λ|−1+m
′
m
for some constants Cm′ > 0.
2.4 Zeta-functions and regularized determinants of an invertible elliptic oper-
ator.
Let (M, g) be a closed Riemannian manifold. Assume that A ∈ ΨDOmB (M) is elliptic
and of positive order, m > 0, with π as an Agmon angle; i.e. there exists ǫ > 0 such that
(1) Vπ,ǫ ∩ specA = ∅;
As a consequence π is also a principal angle
(2) Vπ,ǫ
⋂(∪x∈M, (x,ξ)∈S∗xM spec(σA(x, ξ))) = ∅.
The solid angle Vπ,ǫ is defined as in the introduction. Note that (1) implies the invert-
ibility of A viewed as a bounded linear operator, A : Hm(E) −→ L2(E). Moreover, for
ℜs < 0, one can define the complex powers of A by
As :=
1
2πi
∫
γπ,ǫ
µ−s(µ−A)−1dµ(2.8)
where γπ,ǫ is a path in C as defined in the introduction. For s satisfying 0 ≤ k− 1 ≤ ℜs <
k ∈ N one defines
As = AkAs−k.
It follows from Proposition 2.9 using arguments due to Seeley [Se1], that As ∈ ΨDOsB(M)
(after suitably generalizing the concept of order to complex numbers s ∈ C), depending
holomorphically on s. Moreover, for ℜs < − dm , As has a von Neumann trace
trN(A
s) :=
∫
M
trNKAs(x, x)dx
where KAs(x, y) ∈ L(Ey, Ex) denotes the Schwartz kernel of As.
For α ∈ C∞(M,C) and ℜs > dm one defines the generalized zeta-function
ζα,A(s) = trN(αA
−s).
As in [Se1] (cf also [Gi] Lemma 1.7.7) one shows
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Theorem 2.12. (cf [Se1])
(1) Assume A ∈ ΨDOmB (M) where m > 0 and A is elliptic with π as an Agmon angle. If
α ∈ C∞(M,C), then ζα,A(s) admits a meromorphic extension to the entire s-plane. The
extension has at most simple poles and s = 0 is a regular point. The value of ζα,A(s) at
s = 0 is given by
ζα,A(0) =
∫
M
α(x)Id(x)(2.9)
where Id(x) is a density on M. In an appropriate coordinate chart, Id(x) is given by
Id(x) =
1
m
1
(2π)d
∫
|ξ|=1
dξ
∫ ∞
0
trN(r−m−d(x, ξ,−µ))dµ.(2.10)
If A is a differential operator and d = dimM is odd, then Id(x) ≡ 0.
(2) Assume that A(t) : Hm(E) −→ L2(E) is a family of classical pseudodifferential oper-
ators of order m depending in a Cr-fashion on a parameter t varying in an open set of
R. Assume that A(t) is elliptic and that π is an Agmon angle for any t, uniformly in t.
Then ζA(t)(s) is a family of functions holomorphic in s in a neighborhood of s = 0 which
depends in a Cr-fashion on t.
Theorem 2.12 above allows us to introduce the ζ-regularized determinant of an elliptic
operator A ∈ ΨDOmB (M) of order m > 0 with π as an Agmon angle:
detA := exp
{
− d
ds
∣∣∣∣
s=0
ζA(s)
}
.(2.11)
To treat the case where A is not invertible, first note the following
Lemma 2.13. Assume A ∈ ΨDOmB (M). Then the nullspace of A, Null(A), is an A-Hilbert
module of finite von Neumann dimension, dimN (Null(A)).
Assume that A is an elliptic operator, A ∈ ΨDOmB (M), of order m > 0 with π as a
weak Agmon angle (i.e spec(A) ∪ (−∞, 0) = ∅) . Then the operator A+ λ with λ > 0 has
π as an Agmon angle and logdet(A+λ) is a real analytic function in λ. Define logdetN (A)
to be the element in D represented by the analytic function
logdetN (A) := logdetN (A+ λ)− dimN(Null(A)) logλ.(2.12)
Definition 2.14. A is of determinant class if
lim
λ↓0
(logdetN (A+ λ)− dimN(Null(A)) logλ)(2.13)
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exists. In this case, logdetNA is a real number.
If A is selfadjoint and nonnegative, there is a functional calculus for A. In particular,
one can introduce the spectral projections Q(λ) corresponding to the intervals (−∞, λ].
Using Proposition 2.9 and the assumption that A is nonnegative, one verifies that Q(λ) is
in ΨDO−∞B (M) for any value of λ ∈ R. Denote the distibution kernel of Q(λ) by Kλ and
define the spectral function
NA(λ) :=
∫
M
trNKλ(x, x)dx.(2.14)
Note that NA(λ) is nonnegative, right continuous and monotone increasing as a function
of λ. Moreover, NA(λ) = 0 for λ < 0 and for an appropriate constant C > 0,
NA(λ) ≤ C|λ| dm .
Proposition 2.15. Assume that A ∈ ΨDOmB (M) is an elliptic, selfadjoint, nonnegative
operator of order m > 0 with π as a principal angle. Then the following statements are
equivalent:
(1) A is of determinant class.
(2)
∫ 1
0+
logλdNA(λ) > −∞.
Here the integral
∫ 1
0+
denotes the Stieltjes integral on the half open interval (0, 1].
The proof of the proposition follows from the heat kernel representation of the determi-
nant which we briefly discuss (cf [Gi]). Let γ be a path in C defined by the composition
γ− ◦ γ+ of two straight half lines:
γ+ := {x+ i(x+ 1); −1 ≤ x ≤ ∞}
γ− := {x− i(x+ 1); −1 ≤ x ≤ ∞}
where γ+ starts at infinity and γ− starts at x = −1. Using Proposition 2.9 and Lemma
2.10 we may define the following bounded linear operator on L2(E) :
e−tA :=
1
2πi
∫
γ
e−tλ(λ− A)−1dλ.
One verifies that e−tA ∈ ΨDO−∞B (M) for t > 0. Hence, e−tA has a smooth kernel, denoted
KA(x, y, t), with values in B and admits a finite von Neumann trace, trNe−tA, given by
trNe
−tA =
∫ ∞
−∞
e−tλdNA(λ).(2.15)
As in the classical case one shows that for t −→ 0, the kernel KA(x, y, t) has an expansion
on the diagonal x = y of the form
K(x, x, t) =
N−1∑
j=0
t
j−d
m lj(x) +O(t
N−d
m )(2.16)
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where N ≥ 1 is arbitrary and the densities lj(x), when expressed in local coordinates, are
given by expressions of the form (cf [Gi])
lj(x) =
1
2πi
1
(2π)d
∫
Rd
dξ
∫
γ
dµe−µr−m−j(x, ξ, µ)(2.17)
where r−m−j(x, ξ, µ), defined inductively by (2.5), are the elements of the symbol expansion
of the resolvent (µ−A)−1 of A in local coordinates.
Proof of Proposition 2.15. Using the heat kernel representation of the zeta-function we
deduce that
logdet(A+ λ) =− d
ds
∣∣∣∣
s=0
1
Γ(s)
∫ 1
0
ts−1
(
trNe
−(A+λ)tdt
)
−
∫ ∞
1
t−1
(
trNe
−(A+λ)tdt
)
.
The expansion (2.16) is used to show that
− d
ds
∣∣∣∣
s=0
1
Γ(s)
∫ 1
0
ts−1
(
trNe
−(A+λ)t − dimN(Null(A))e−λt
)
dt
is a continuous function of λ for λ ≥ 0. To analyze
G(λ) =
∫ ∞
1
t−1
(
trNe
−(A+λ)t − dimN(Null(A))e−λt
)
dt
we write, applying Fubini’s theorem together with trNe
−At =
∫∞
−∞ e
−µtdNA(µ) and
dimN(Null(A)) = NA(0),
G(λ) =
∫ ∞
0+
dNA(µ)
∫ ∞
1
t−1e−(µ+λ)tdt
=
∫ ∞
λ+
dNA+λ(µ)
∫ ∞
1
t−1e−µtdt.
For 0 < λ ≤ 1, write G(λ) = G1(λ) +G2(λ) where G1(λ) and G2(λ) are given by
G1(λ) =
∫ ∞
1+
dNA+λ(µ)
∫ ∞
1
t−1e−µtdt
G2(λ) =
∫ 1
λ+
dNA+λ(µ)
∫ ∞
1
t−1e−µtdt.
The function G1(λ) is estimated in a straightforward way. Concerning G2(λ), note that∫ ∞
1
t−1e−µtdt = − logµ+ (1− e−µ) logµ+
∫ ∞
µ
e−s log sds
and that the function (1− e−µ) logµ+ ∫∞
µ
e−s log sds is bounded for µ ∈ [0, 1]. ♦
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2.5 Elliptic boundary value problems.
Let (M, g) be a compact Riemannian manifold with boundary ∂M 6= ∅. For the purpose
of this paper we need only consider the Dirichlet problem for an elliptic selfadjoint positive
differential operator A of order 2, A ∈ DO2B(M).
Introduce the operator
AD :C
∞
D (E) −→ C∞(E)
where C∞D (E) := {u ∈ C∞(E) : u|∂M = 0}. Assume that π is a principal angle for A.
Following [Se2] one constructs a paramatrix, RD(µ), for µ−AD in a similar fashion as in
the case ∂M = ∅, describing inductively the asymptotic expansion of the parametrix sym-
bol. The constructions differ in that, in the case of a manifold with boundary, each term
in the expected symbol expansion includes a term arising from the boundary condition.
These added terms arising from the boundary conditions only depend on the symbol ex-
pansion of A and its derivatives along the boundary ∂M. Having constructed a parametrix
one argues as in Proposition 2 of section 2.4 to conclude that A−1 ∈ ΨDO−mB (M). This
allows one to introduce complex powers of AD and, for ℜs > d2 , the zeta-function ζAD (s)
and its generalized version ζα,AD(s) (cf section 2.4). Following Seeley’s arguments one
obtains the analog of Theorem 2.12
Theorem 2.12′. Let (M, g) be a compact Riemannian manifold with boundary ∂M 6= ∅.
Assume that A is a selfadjoint, positive, differential operator of order 2 in DO2B(M) (note
that π is an Agmon angle for A and therefore a principal angle as well). Then the function
ζα,AD(s) admits a meromorphic continuation to the entire s-plane. The continuation has
at most simple poles and s = 0 is a regular point. The value of ζα,AD(s) at s = 0 is given
by
ζα,AD(0) =
∫
M
α(x)Id(x) +
∫
∂M
α(x)Bd(x)(2.18)
where in a coordinate chart of (M, E −→M), Id(x) is defined as in (2.10). In a coordinate
chart of (∂M, E|∂M −→ ∂M), Bd(x) is given by a formula similiar to that found in [Se2]
involving at most the first d terms of the symbol expansion of A and its derivatives up to
order d.
Theorem 2.12′ allows us to introduce the ζ-regularized determinant of AD by
logdetNAD =−
d
ds
∣∣∣∣
s=0
ζAD (s).(2.19)
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3. Asymptotic expansion and the
Mayer-Vietoris type formula for determinants
3.1 1-parameter families with parameter.
Let Λ0,ǫ denote the solid angle in C given by Λ0,ǫ = {reiθ; r ≥ 0, 2π|θ| ≤ ǫ}. Consider
a family of pseudodifferential operators A(t), t ∈ Λ0,ǫ with A(t) ∈ ΨDOmB (M).
Definition 3.1. A(t) is a 1-parameter family of weight χ in ΨDOmB (M) if for any chart
φ : X −→ U of an atlas of E −→ M (where X = Rd, or in case U is a neighborhood of a
boundary point, X = Rd+) and for all h, h
′ ∈ C∞0 (U), the operator h′Ah, when expressed
in local coordinates, has an LA(W,W)-valued symbol a = ah,h′;U satisfying the following
properties:
(1) for any multiindices α, β there is a constant Cα,β > 0 such that
‖∂αx ∂βξ a(x, ξ, t)‖ ≤Cαβ(1 + |ξ|+ |t|
1
χ )m−|β|
where x ∈ X, ξ ∈ Rd, and t ∈ Λ0,ǫ;
(2) a has an asymptotic expansion
a ∼
∑
j≥0
ψ(ξ)am−j(x, ξ, t)(3.1)
with ψ ∈ C∞(Rd) satisfying
ψ(ξ) =
{
0 if |ξ| ≤ 12
1 if |ξ| ≥ 1
and am−j ∈ C∞(X,Rd \{0},Λ0,ǫ;LA(W,W)) depending in a C1-fashion on the parameter
t, has compact x-support and is positive homogeneous of degree m− j in ξ, t 1χ , i.e.
am−j(x, τξ, τ
1
χ t) =τm−jam−j(x, ξ, t)
for all τ > 0.
In the case where M is closed one proves (cf e.g. [Sh1]) that for any s ∈ R and l ≥
m, A(t) is a bounded linear operator, A(t) : Hs(E) −→ Hs−l(E). Denote by |‖A(t)‖|s→s−l
the operator norm of A(t), viewed as an operator A(t) : Hs(E) −→ Hs−l(E).
Theorem 3.2. Let M be closed. The following estimates hold:
(1) if l ≥ 0, then |‖A(t)‖|s→s−l ≤ Cs,l
(
1 + |t| 1χ
)m
;
(2) if m ≤ l ≤ 0, then |‖A(t)‖|s→s−l ≤ Cs,l
(
1 + |t| 1χ
)−(l−m)
.
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Definition 3.3. A 1-parameter family A(t) in ΨDOmB (M) is elliptic with parameter, if
for any chart φ : X −→ U of an atlas of E −→ M (where X = Rd, or in case U is
a neighborhood of a boundary point, X = Rd+) and for all h, h
′ ∈ C∞0 (U), the operator
h′Ah, when expressed in local coordinates, has principal symbol am(x, ξ, t) with values in
LA(W,W) such that for all x ∈ X with h(φ(x))h′(φ(x)) 6= 0, am(x, ξ, t) is invertible for
(ξ, t) ∈ (Rd × Λ0,ǫ) \ {(0, 0)}.
LetM be closed. For a 1-parameter family A(t), elliptic with parameter, one constructs
a parametrix, R(µ, t), for µ−A(t) : Given µ /∈ ⋃t∈Λ0.ǫ spec(A(t)), R(µ, t) is a 1-parameter
family in ΨDO−mB (M) satisfying
R(µ, t)(µ− A(t))− Id ∈ΨDO−∞B (M) and
(µ−A(t))R(µ, t)− Id ∈ΨDO−∞B (M).
In local coordinates the symbol of R(µ, t) is constructed inductively:
r−m(x, ξ, t, µ) =(µ− am(x, ξ, t))−1
(3.2) r−m−j(x, ξ, t, µ)
= r−m(x, ξ, t, µ)
j−1∑
k=0
∑
|α|+l+k=j
1
α!
∂αξ am−l(x, ξ, t)D
α
xr−m−k(x, ξ, t, µ)

where Dx =
1
i ∂x. The term r−m−j(x, ξ, t, µ) is positive homogeneous of degree −m− j in
(ξ, t
1
χ , µ
1
m ).
3.2 Asymptotic expansion for determinants.
As in [BFK2, Appendix], one proves a result concerning the asymptotic expansion of a
1-parameter family A(t) in ΨDOmB (M), A(t) elliptic with parameter.
Theorem 3.4. Let M be a closed manifold. Assume that A(t) is a 1-paramter family in
ΨDOmB (M), elliptic with paramter of weight χ and having π as an Agmon angle uniformly
in t (cf [BFK1, Theorem 1.1]). Then the function logdetNA(t) admits an asymptotic
expansion for t −→ ∞ of the form
logdetNA(t) ∼
d∑
−∞
aj |t|
j
χ +
d∑
0
bj |t|
j
χ log |t|(3.3)
where aj =
∫
M
aj(x,
t
|t|)dx, bj =
∫
M
bj(x,
t
|t|)dx, are defined by smooth densities aj(x,
t
|t|)
and bj(x,
t
|t| ), which can be computed in terms of the symbol of A(t).
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In particular, with respect to a coordinate chart, a0(x,
t
|t| ) is given by
a0
(
x,
t
|t|
)
=
d
ds
∣∣∣∣
s=0
1
(2π)d
1
2πi
∫
Rd
dξ
∫
Γ
dµµ−strN
(
r−m−d
(
x, ξ,
t
|t| , µ
))
=− 1
(2π)d
∫
Rd
dξ
∫ ∞
0
dµtrN
(
r−m−d
(
x, ξ,
t
|t| ,−µ
))
.(3.4)
A similar result holds in the case whereM has a nonempty boundary, ∂M 6= ∅ (cf [BFK2]).
With the notation introduced in section 2.6, one obtains
Theorem 3.5. Let (M, g) be a compact Riemannian manifold with boundary, ∂M 6= ∅.
Assume that A(t), t ∈ Λ0,ǫ, is a 1-parameter family of selfadjoint, positive differential
operators in ΨDOmB (M), of order m = 2, elliptic with paramter of weight χ. Assume that
there exists ǫ′ > 0 such that for all t ∈ Λ0,ǫ′ , specAD(t) ∩ Vπ,ǫ′ = ∅. Then the function
logdetNAD(t) admits an asymptotic expansion for t −→∞ of the form
logdetNAD(t) ∼
d∑
j=−∞
(
aj + a
b
j
) |t| jχ + d∑
j=0
(
bj + b
b
j
)
|t| jχ log |t|(3.5)
where aj and bj are given as in Theorem 3.4. The quantities a
b
j and b
b
j are contributions
from the boundary and are of the form
(3.6) abj =
∫
∂M
abj
(
x,
t
|t|
)
; b
b
j =
∫
∂M
bbj
(
x,
t
|t|
)
.
In a coordinate chart of (∂M, E|∂M −→ ∂M) the densities abj(x, t|t| ) and bbj(x, t|t|) are given
by a formula each involving only finitely many terms in the symbol expansion of A(t) and
finitely many of its derivatives.
3.3 Mayer-Vietoris type formula.
We restrict ourselves to the case needed for this paper. We assume throughout this
subsection that (M, g) is a closed Riemannian manifold. Let Γ be a smooth embedded
hypersurface in M with trivial normal bundle. Consider an elliptic, selfadjoint, positive,
differential operator A of order 2, A : C∞(E) −→ C∞(E), of Laplace -Beltrami type
(i.e the principal symbol is of the form σA(x, ξ) = ‖ξ‖2IdEx) with spec(A) ⊂ [ǫ,∞) for
some ǫ > 0. Denote by MΓ the manifold whose interior is M \ Γ, and whose boundary is
∂MΓ = Γ
+ ⊔Γ−, where Γ+ and Γ− are both copies of Γ. Let gΓ be the Riemannian metric
on MΓ obtained by pulling back the metric g and let EΓ −→ MΓ be the pullback of the
bundle E −→M. Consider AΓ : C∞(EΓ) −→ C∞(EΓ) with Dirichlet boundary conditions.
Then AΓ is selfadjoint, positive and elliptic with spec(AΓ) ⊂ [ǫ,∞) so that π is an Agmon
angle for AΓ. Introduce the Dirichlet to Neumann operator, RDN , associated to the unit
vectorfield normal to Γ. This operator is defined as the composition
C∞(E|Γ) ∆iag−→C∞(E|Γ+)⊕ C∞(E|Γ−) PD−→ C∞(E|Γ)
N−→ C∞(E|Γ+)⊕ C∞(E|Γ−) ∆iff−→ C∞(E|Γ)
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where ∆iag(f) = (f, f) is the diagonal operator, PD is the Poisson operator associated to
AΓ, N is the first order scalar differential operator induced by the normal unit vectorfield
along Γ and ∆iff is the difference operator ∆iff(f
+, f−) = f+ − f−. As in [BFK2] one
proves the following
Theorem 3.6. Assume that (M, g) is a closed Riemannian manifold and A is an elliptic,
selfadjoint, positive differential operator, A : C∞(E) −→ C∞(E) of order 2 of Laplace-
Beltrami type with spec(A) ⊂ [ǫ,∞) for some ǫ > 0. Then RDN is an invertible pseudodif-
ferential operator in ΨDO1B(Γ). The inverse R
−1
DN is given by
R−1DN =JA
−1(· ⊗ δΓ)(3.7)
where J is the trace operator J : Hs(E) −→ Hs−1(E|Γ) and δΓ denotes the Dirac distribu-
tion along Γ (cf [BFK2] (4.5)). As a consequence one concludes
(1) RDN is selfadjoint and positive with spec(RDN ) ⊂ [ǫ′,∞) for some ǫ′ > 0. In particu-
lar, π is an Agmon angle for RDN .
(2) The principal symbol, σ(R−1DN), of R
−1
DN can be computed in terms of the principal
symbol σ(A−1) of A−1 (cf [BFK2] (4.6)):
σ(R−1DN )(x
′, ξ′) =
1
2π
∫
R
σ(A−1)(x′, 0, ξ′, η)dη(3.8)
where x = (x′, w) are coordinates in a collar neighborhood of Γ such that x′ are coordinates
of Γ and the normal vectorfield along Γ is represented by ∂
∂w
.
(3) In a coordinate chart for Γ which arises from a chart belonging to an atlas of E|Γ −→
Γ, the symbol of RDN has an expression whose terms depend only on the terms of the
expansion of the symbol of A and its derivatives in an arbitrarily small neighborhood of Γ.
(4)
detN (A) =cdetN (AΓ)detN (RDN )
where
c =exp
(∫
Γ
c(x)
)
and the density c(x), when expressed in a coordinate chart of Γ which is contained in an
atlas of E|Γ −→ Γ, depends only on the first d terms of the symbol expansion of A and
their derivatives in an arbitrarily small neighborhood of Γ.
(5) Assume that instead of the single operator A, there is a family A(t) : C∞(E) −→ C∞(E)
of differential operators of order 2 of Laplace-Beltrami type with parameter t ∈ Λ0,ǫ′ , ǫ′ > 0,
of weight χ such that A(t) is elliptic, selfadjoint and positive for each t. Introduce as above
A(t)Γ, RDN (t) and assume that spec(A(t))∩Vπ,ǫ′ = ∅ for some ǫ > 0 and for all t ∈ Λ0,ǫ.
Then RDN (t) is an invertible family of pseudodifferential operators with parameter (cf
[BFK2] (3.13)) of order 1 and weight χ.
Remark For the convenience of the reader who is only interested in the results as stated
above, Y.Lee has written an easily accessible version of [BFK2] (cf [Lee]).
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4. Torsions and Witten deformation of the analytic torsion
4.1 Reidemeister and analytic torsion in the von Neumann sense.
Let M be a closed manifold of dimension d and W an (A,Γop)-Hilbert module of finite
type with Γ = π1(M) the fundamental group of M . Let p : E → M be the bundle of A-
Hilbert modules overM associated toW as described in section 1. The fiber of this bundle
is isomorphic to the A-Hilbert moduleW. The smooth bundle p : E →M is equipped with
a flat canonical connection. Both its Hermitian structure µ and fiberwise A-action ρ are
left invariant by the parallel transport induced by the canonical connection.
Let h : M → R be a smooth Morse function. For convenience we assume that h is
self-indexing, i.e. h(x) = index(x) for any critical point x of h. Let g′ be a Riemannian
metric so that τ = (h, g′) is a generalized triangulation. This means that for any two
critical points x and y of h, the unstable manifold W−x and the stable manifold W
+
y ,
associated to the vector field gradg′h, intersect transversally and, in a neighborhood of
any critical point x of h, there exist coordinates y1, ..., yd, with respect to which h is of the
form h(x) = k− (y21 + ...+ y2k)/2 + (y2k+1 + ...+ y2d)/2 with k = index(x) and the metric g
is Euclidean (cf. Introduction). Let M˜ →M be the universal covering of M and h˜ and g˜′
be the lifts of h and g′ on M˜ . Denote by Crq(h) ⊂M resp. Crq(h˜) ⊂ M˜ the set of critical
points of index q of h resp. h˜ and let Cr(h˜) = ∪qCrq(h˜). Clearly the group Γ acts freely
on Crq(h˜), for any q, and the quotient set can be identified with Crq(h).
For each x˜ ∈ Cr(h˜) choose an orientation Ox˜ for the unstable manifold W−x˜ and denote
Oh := {Ox˜; x˜ ∈ Cr(h˜)}. To the quadruple (M, τ,Oh,W) we associate a cochain complex
of finite type over the von Neumann algebra A, C(M, τ,Oh) = {Cq, δq}. The components
Cq are the A-Hilbert module of finite type, Cq := Γ(E|Crq(h)) =
⊕
x∈Crq(h) Ex which can be
identified with the module of Γ-equivariant maps f : Crq(h˜)→W. To define the maps δq a
few remarks are in order. The orientation on M˜ together with the orientations Oh induce
orientations on the stable manifolds W+x˜ which in turn permit us to define the following
functions mq : Crq(h˜)× Crq−1(h˜)→ Z
mq(x˜, y˜) := intersection number (W
−
x˜ ,W
+
y˜ ).
Notice that the functions mq have the following properties:
(In1) mq(x˜, y˜) = mq(gx˜, gy˜), for all g ∈ π1(M);
(In2) {x˜ ∈ Crq(h˜);mq(x˜, y˜) 6= 0} is finite for any y˜ ∈ Crq−1(h˜);
(In3) {y˜ ∈ Crq−1(h˜);mq(x˜, y˜) 6= 0} is finite for any x˜ ∈ Crq(h˜);
(In4)
∑
y˜∈Crq−1(h˜)mq(x˜, y˜) ·mq−1(y˜, z˜) = 0 for any x˜ ∈ Crq(h˜) and any z˜ ∈ Crq−2(h˜).
Properties (In1)-(In3) imply that for any Γ-equivariant map f : Crq−1(h˜)→W, we can
define the Γ-equivariant map δq−1(f) : Crq(h˜)→W by the formula
(4.1) δq−1(f)(x˜) =
∑
y˜∈Crq−1(h˜)
mq(x˜, y˜)f(y˜).
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By property (In4), δq · δq−1 = 0.
One defines logTcomb(M, τ) ∈ D by
(4.2) logTcomb(M, τ) := logT (C(M, τ,Oh,W))
(cf section 1).
One can show that log Tcomb is independent of the choice of the orientations Oh.
Let (M, g) be a Riemannian manifold and W a (A,Γop)-Hilbert module of finite type.
Let Λq(M ; E) = C∞(E ⊗ Λq(T ∗M)) be the space of smooth q-forms with values in W
where T ∗M denotes the cotangent bundle of M and p : E → M is a smooth bundle of
A-Hilbert modules of finite type with fiber W. The Riemannian metric g induces the
Hodge operators Rq : Λ
q(T ∗M)x → Λd−q(T ∗M)x (x ∈ M) and the Hermitian structure
µ on E together with the Hodge operators induce a Hermitian structure on E ⊗ Λq(T ∗M)
given by (s, s′ ∈ C∞(E);w,w′ ∈ C∞(Λq(T ∗M)))
(s⊗ w, s′ ⊗ w′)(x) = µx(s(x), s′(x))Rq(w(x) ∧Rqw′(x)).
As a consequence E ⊗ Λq(T ∗M) is smooth bundle of A−Hilbert modules. The canonical
connection in p : E → M can be interpreted as a first order differential operator Wdq :
Λq(M ; E) → Λq+1(M ; E). As the canonical connection is flat, Wdq+1.Wdq = 0 for any q.
Notice that Wdq is an A-linear, differential operator and if the action of Γ on W is trivial,
Wd is the usual exterior differential Id ⊗ d. In case there is no risk of ambiguity we will
write d instead of Wd and continue to call it exterior differential.
The formal adjoint of Wdq with respect to the above defined Hermitian structure is
a first order differential operator Wd∗q : Λ
q+1(M ; E) → Λq(M ; E) and is again A-linear.
Introduce the Laplacians, acting on q-forms,
∆q = d
∗
qdq + dq−1d
∗
q−1.
The operators ∆q are essentially selfadjoint, nonnegative, elliptic and A-linear. The space
Λq(M ; E) can be equipped with the scalar product
(4.3) 〈u1, u2〉r = 〈(Id + ∆q)r/2(u1), (Id +∆q)r/2(u2)〉
where
〈(Id + ∆q)r/2(u1), (Id +∆q)r/2(u2)〉
=
∫
M
((Id + ∆q)
r/2(u1), (Id +∆q)
r/2(u2))(x)dvolg.
The completion of Λq(M, E) with respect to the scalar product 〈., .〉r is an A-Hilbert
module
Hr(Λ
q(M ; E)), the space of forms of degree q in Sobolev space of order r. In the case
where r = 0, we write also L2(Λ
q(M ; E)). Obviously, these Hilbert modules are not of
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finite type. Note that the operators (Id+∆q)
r/2 define isometries between Hr′(Λ
q(M ; E))
and H(r′−r)(Λq(M ; E)). Let Hq be the A−Hilbert module of harmonic q-forms
Hq = {ω ∈ L2(Λq(M ; E));∆q(ω) = 0}.
Since ∆q is elliptic, Hq ⊂ Λq(M ; E). The integration Int(q) on the q-cells of the generalized
triangulation τ , which are given by the unstable manifolds of gradg′h, defines an A− linear
map
Int(q) : Λq(M ; E)→ Cq
so that δqInt
(q) = Int(q)dq. Denote by πq the canonical projection πq : Cq → Null(∆combq ).
By a theorem of Dodziuk [Do] of de-Rham type, the map πqInt
(q), restricted to Hq, is
an isomorphism of Hilbert modules. Denote its inverse by θq. Since Null(∆
comb
q ) is an
A−Hilbert module of finite type so is Hq. Define Tmet as the positive real number, viewed
as an element in D (cf. Introduction) by
(4.4) log Tmet(M, g,W, τ) := 1
2
∑
q
(−1)qlogdetN (θ∗qθq).
The Reidemeister torsion TRe(M, g,W, τ) ∈ D is defined (cf [CM],[LR]) by
(4.5) logTRe(M, g,W, τ) = logTcomb(M,W, τ) + logTmet(M, g,W, τ)
and the analytic torsion Tan(M, g,W) ∈ D (cf [Lo],[Ma]) by
(4.6) logTan(M, g,W) = 1
2
∑
q
(−1)q+1qlogdetN (∆q).
Following Gromov-Shubin [GS], for λ ≥ 0, we introduce the functions Fq(λ) := Fdq(λ) =
sup{dimNL;L ∈ Pq(λ)} where Pq(λ) consists of all A-invariant closed subspaces L ⊂
dq−1(Λq−1(M ; E)) ⊂ L2(Λq(M ; E)), so that for any ω ∈ L, ω is in the domain of definition
of dq and
(4.7) ‖dqω‖ ≤ λ1/2‖ω‖.
Note that a subspace L satisfying (4.7) is in fact contained in Λq,+(M ; E) where
(4.8) Λq,+(M ; E) = dq−1(Λq−1(M ; E))∩ Λq(M ; E).
These functions are elements in the space F (cf section 1). By arguments of Gromov-
Shubin which we recalled in section 1.2, the spectral functions Nk(λ) = N∆k(λ) of the
Laplace operator ∆k are given by βk + Fk−1(λ) + Fk(λ).
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Definition 4.1.
(1) The system (M, τ,W) is said to be of c− determinant class iff for 0 ≤ k ≤ d,∫ 1
0+
logλdN∆combk (λ) > −∞.
(2) The system (M, g,W) is said to be of a− determinant class iff for 0 ≤ k ≤ d,∫ 1
0+
log λdN∆k(λ) > −∞
or, equivalently, ∫ 1
0
logλdFk(λ) > −∞.
4.2 Witten’s deformation of the analytic torsion.
Let ω ∈ Λ1(M) be a smooth closed 1-form on M . Introduce a perturbation
(Λq(M ; E),W dωq ) of the deRham complex (Λq(M ; E),W dq) with
(4.9) dωq :=W d
ω
q :=W dq + ω ∧ (.).
The formal adjoint of dωq with respect to the Hermitian structure on E ⊗Λq(T ∗M), intro-
duced in section 4.1, is a first order A-linear, differential operator
(dωq )
∗ : Λq+1(M ; E)→ Λq(M ; E).
Introduce the perturbed Laplacians, acting on q-forms,
(4.10) ∆ωq = (d
ω
q )
∗dωq + d
ω
q−1(d
ω
q−1)
∗.
The operators ∆ωq are A-linear, elliptic operators which are positive and essentially selfad-
joint. They are zero’th order perturbations of the Laplacians ∆q defined above. The case
ω = tdh where h : M → R is a smooth function was considered by Witten cf [Wi]. The
multiplication by eth defines, for any r, a linear operator on Hr(Λ
q(M ; E)), which is an
isomorphism of A−Hilbert modules and we have dq(t) = e−thdqeth. We call the operators
∆q(t) = ∆
tdh
q the Witten Laplacians associated to h. More generally, we will refer to the
complex (Λq(M ; E), dωq (t)) with dωq (t) = dtωq as the Witten complex. Define the perturbed
analytic torsion Tan(M, g,W, ω) as an element in the vector space D
logTan(M, g,W, ω) := 1
2
∑
q
(−1)qqlogdetN (∆ωq )
and the Witten deformation of the analytic torsion Tan(M, g,W, ω)
(4.11) log Tan(M, g,W, ω)(t) := logTan(M, g,W, tω).
Remark If (M, g,W) is of a − determinant class and ω = dh then the Witten de-
formation satisfies logTan(M, g,W, tω) ∈ R ⊂ D, for any t. This can be verified as
follows: define functions Fdtdhk (λ) as above replacing dk by d
tdh
k . As (L2(Λ
k(M ; E)), dk)
and (L2(Λ
k(M ; E)), dk(t)) are isomorphic, one concludes, according to results of Gromov-
Shubin, that Fdthk (λ)
d∼ Fdk(λ) and therefore, as ∆k is of determinant class, so is ∆k(t).
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4.3 Product formulas.
For i = 1, 2, let Ai be finite von Neumann algebras, (Mi, gi, τi) closed Riemannian
manifolds of dimension di (even or odd), equipped with the generalized triangulations τi =
(hi, g
′
i). Let Wi be (Ai,Γopi )-Hilbert modules of finite type Γi = π1(Mi), and ωi ∈ Λ1(Mi)
closed 1-forms (i = 1, 2). Introduce A := A1 ⊗ A2, W := W1 ⊗ W2, M = M1 × M2,
g = g1 × g2, τ := (h = h1 + h2, g′ = g′1 × g′2) and ω = ω1 ⊗ 1 + 1⊗ ω2. Further denote by
E →M and Ei →Mi (i = 1, 2) the bundles associated to Wi and W.
Proposition 4.1(Product formula). (cf [CM],[Lo],[LR]) With the hypotheses above:
(1)
(4.12) logTan(M, g,W, ω)
= χ(M1) · logTan(M2, g2,W2, ω2) + χ(M2) · log Tan(M1, g1,W1, ω1)
(2)
(4.13) logTRe(M, g,W, τ)
= χ(M1) · logTRe(M2, g2,W2, τ2) + χ(M2) · log TRe(M1, g1,W1, τ1)
Proof: (2) follows from Corolary 1.22 and Proposition 1.9. To prove (1) observe that
L2(Λ
r(M, E)) = ⊕p+q=rL2(Λp(M1, E1))⊗ L2(Λq(M2, E2))
and note that ∆q = ⊕p+r=q∆(p,r) with
∆(p,r) = (∆
′
p ⊗ Id) + (Id⊗∆′′r )
is an A-linear, elliptic, differential operator where ∆′p and ∆′′r denote the Laplacians cor-
responding to E1 →M1, respectively, E2 →M2. Notice that e−t∆p,r = e−t∆′p ⊗ e−t∆′′r is of
trace class in the von Neumann sense. As in (1.30) introduce
(4.14) ζM (λ, s) =
1
2
∑
q≥1
(−1)qq 1
Γ(s)
∫ ∞
0
ts−1trNe−t(∆q+λ)dt.
As a consequence of a theorem of deRham type due to Dodziuk [Do] one obtains χ(M) =∑
(−1)qdimN (Hq(M ; E)). To prove (1) it suffices to verify that
ζM (λ, s) =ζM1(λ, s) · χ(M2) + ζM2(λ, s) · χ(M1).(4.15)
In order to apply the line of arguments of the proof of Proposition 1.21 one needs only to
prove that
(4.16) trNe
−t∆+q+1 = trNe−t∆
−
q
where ∆+q respectively ∆
+
q denote the restriction of ∆q to Λ
q,+(M ; E) respectively
Λq,−(M ; E). Equation (4.16) follows from the observation that the spectral projector
P+q+1(λ) and P
−
q (λ) associated to ∆
+
q+1 respectively ∆
−
q are intertwined by dq and therefore
trNP
+
q+1(λ) = trNP
−
q (λ). ♦
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5. Witten’s deformation of the deRham complex.
In this section we discuss Witten’s deformation of the deRham complex of differential
forms with coeffiecients in a Hilbert bundle E →M of finite type and extend the analysis
of Helffer-Sjo¨strand [HS1] to this more general setting.
Assume that (M, g) is a closed Riemannian manifold and let h : M → R be a Morse
function, so that τ = (h, g) is a generalized triangulation. Let W be a (A,Γop)−Hilbert
module of finite type with Γ = π1(M). To simplify the exposition we assume that W is a
free A- Hilbert module. Denote by E →M the bundle of A-Hilbert modules associated to
W. Let xq;j ∈ Crq(h) be a critical point of index q and Uqj an open neighborhood of xq;j.
Definition 5.1. Uqj is said to be an H-neighborhood of xq;j if there is a ball B2α := {x ∈
Rd; |x| < 2α} and diffeomorphisms φ : B2α → Uqj and Φ : B2α × W → E|Uqj with the
following properties:
(i) φ(0) = xq;j;
(ii) when expressed in the coordinates of φ, h is of the form
h(x) = q − (x21 + ...+ x2q)/2 + (x2q+1 + ...+ x2d)/2;
(iii) the pull back φ∗(g) of the Riemannian metric g is the Euclidean metric;
(iv) Φ is a trivialization of E|Uqj .
For later use we define U ′qj := φ(Bα).
A collection (Ux)x∈Cr(h) of H-neighborhoods is called a system of H-neighborhoods if, in
addition, they are pairwise disjoint.
As in section 4, denote by Λq(M ; E) := C∞(E ⊗Λq(T ∗(M))) the A−module of smooth
q-forms with values in E and by L2(Λq(M ; E)) its L2−completion, which is an A−Hilbert
module. We write Λq(M ;W) for Λq(M ; E) when E = M × W is the trivial bundle and
Λq(M ;R) for the space of smooth q-forms on M. Consider the Witten Laplacian ∆q(t) :
Λq(M ; E)→ Λq(M ; E) associated to h and observe that
(5.1) ∆q(t) = ∆q + t
2||∇h||2 + tLq
where Lq is a zero’th order differential A-operator on Λq(M ; E), hence given by a bundle
endomorphism, and where ||∇h||2 is a scalar valued function on M given by ||∇h||2(x) =∑
1≤i,j≤d g
ij(x) ∂h
∂xi
∂h
∂xj
with (gij(x)) denoting the inverse of the metric tensor g when
expressed in local coordinates. ∆q is a nonnegative, selfadjoint, elliptic differential A-
operator. Let Λq(M ; E)sm be the image (which depends on t) of the spectral projector
Qq(1, t) of ∆q(t), corresponding to the interval (−∞, 1]. This space consists of smooth
q-forms and is an A-Hilbert module.
The purpose of this section is to study the complex (Λ∗(M ; E)sm, d∗(t)) for t sufficiently
large and to precisely formulate and prove that this family of complexes converges to the
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cochain complex C∗(M, τ,Oh), introduced in section 4, when t → ∞. In the case A = R
and W = R this was done by Helffer and Sjo¨strand [HS1]. Their arguments are still valid
in the general case. Bismut and Zhang [BZ] verified this in the case A = R. Here we
outline the proof for an arbitrary finite von Neumann algebra A, refering to [BZ] for those
details whose verifications are the same as in the case A = R.
Consider hk : R
d → R defined by hk(x) = k + 12 (−
∑k
1 |xi|2 +
∑d
k+1 |xi|2) and denote
by ∆˜q : Λ
q(Rd;R) → Λq(Rd;R) the flat Laplacian on q-forms on Rd and by ∆˜q;k(t) :
Λq(Rd;R)→ Λq(Rd;R) the Witten Laplacian associated to hk. A straightforward calcula-
tion shows that
(5.2) ∆˜q;k(t) = ∆˜q + t
2|x|2 − t(d− 2k) + 2t(N+q;k −N−q;k),
where N+q;k and N
−
q;k are the number operators introduced in [HS1] (cf also[BZ]), defined
by
N+q;k(dxi1 ∧ ... ∧ dxiq) = #{k + 1 ≤ ij ≤ d}dxi1 ∧ ... ∧ dxiq
and N−q;k := qId−N+q;k. Denote by ω˜q(t) ∈ Λq(Rd;R) the q-form defined by
(5.3) ω˜q(t) := (t/π)
d/4e−t|x|
2/2dx1 ∧ ... ∧ dxq.
For η > 0, let νη : R→ [0, 1] be a smooth map equal to 1 on the interval (−∞, η/2) and
equal to 0 on the interval (η,∞). For ǫ > 0, which we will choose later at our convenience,
define ψ˜q(t) ∈ Λq(Rd;R) by
(5.3’) ψ˜q(t) := β(t)
−1νǫ(|x|)ω˜q(t)
where β(t) = ||νǫ(|x|)ω˜q(t)||2. With respect to the scalar product in Λq(Rd;R) induced by
the flat metric of Rd, 〈ω˜k(t), ω˜k(t)〉 = 1 and 〈ψ˜k(t), ψ˜k(t)〉 = 1. Consider ∆q = ∆˜q⊗ Id and
∆q;k(t) = ∆˜q;k(t)⊗Id, defined on Λq(Rd;W). Both are nonnegative, essentially selfadjoint,
elliptic A-operators and have the following properties:
(HO1) spec∆q;k(t) is discrete and contained in 2tZ≥0; each eigenvalue has infinite multi-
plicity if dimRA =∞.
(HO2) Null(∆q;k(t)) = 0 if k 6= q; Null(∆q;q(t)) is an A-Hilbert module isometric to W.
(HO3) Assume that {v1, ..., vl} is an orthonormal basis of W, i.e. a collection of orthonor-
mal vectors which generate W, as an A-Hilbert module and such that for any a, b ∈ A,
(5.4) 〈avi, bvj〉 = 〈a, b〉δij.
Then ωq,i := ω˜q(t) ⊗ vi, 1 ≤ i ≤ l, is an orthonormal basis for Null(∆q;q(t)). Similarly
ψq,i := ψ˜q(t) ⊗ vi, 1 ≤ i ≤ l, provide an orthonormal basis for the A-Hilbert submodule
generated by them. A straightforward calculation, using (5.2), (5.3) and (5.3′) and (HO1),
shows that there exist constants C(ǫ), C0(ǫ) > 0, so that, for 1 ≤ i ≤ l, and for t sufficiently
large,
(5.5) 〈∆q;q(t)ψq,i,∆q,q(t)ψq,i〉 = O(e−C(ǫ)t),
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(5.6) 〈∆q;k(t)ψq,i, ψq,i〉 ≥ C0(ǫ)t (k 6= q)
and for any ω ∈ Λq(Rd;W) with 〈ω, ψ〉 = 0 for ψ in the Hilbert module generated by
ψq;i, 1 ≤ i ≤ l,
(5.7) 〈∆q;q(t)ω, ω〉 ≥ C0(ǫ)t||ω||2.
For any two points y, z ∈ M denote by d(y, z) the distance induced by the metric g and
by dA(y, z) the distance induced by the Agmon metric gA = |∇h|2g. Let x ∈ Crk(h) and
Ux be an H-neighborhood as defined above. For y ∈ Ux one has dA(x, y) = |y|2/2 and
d(x, y) = |y|. Choose ǫ > 0 so that the balls B(x; 4ǫ) = {y ∈ M ; d(x, y) ≤ 4ǫ}, centered
at critical points x, are pairwise disjoint, and B(x; 3ǫ) ⊂ Ux. Choose once and for all a
base point x0 ∈M, an orthonormal basis e1, ..., el of Ex0 , and choose for each critical point
x = xq;j ∈ Crq(h) a homotopy class [γx] of paths, joining x0 and x (choose γx0 = {x0}).
Denote by eq;j,1, ..., eq;j,l the orthonormal basis of Ex obtained from e1, ..., el by parallel
transport along γx, provided by the canonical flat connection on E . Using the parallel
transport, one can identify E|Ux with Ux×W and, using a system of H-neighborhoods Ux,
one can identify the forms ω ∈ Λq(M ; E) having support in Ux with forms in Λq(Rd;W). By
extending ψx,i(t), defined by this identification on Ux, by zero to all ofM one obtains a form
in Λq(M ; E), which we again denote by ψx,i(t). The forms ψx,i(t)(1 ≤ i ≤ l, x ∈ Crq(h))
satisfy (5.4), and therefore provide an orthonormal basis for the A-Hilbert module which
they generate.
Proposition 5.2. For any q there exist positive constants C′, C′′, and t0 so that
spec(∆q(t)) ∩ (e−tC′ , C′′t) = ∅ for t > t0.
Proof In a first step we prove that for t > t0, with t0 sufficiently large, there exists
a pair of orthogonal closed subspaces W1 = W1(t),W2 = W2(t) of L2(Λ
q(M ; E)) with
W1 ⊂ Λq(M ; E) so that the following properties hold: (1) W1 ∩W2 = {0}; (2) W1 +W2 =
L2(Λ
q(M ; E)); (3) ‖∆q(t)ω‖ ≤ e−t2C′‖ω‖ for ω ∈ W1; and (4) 〈∆q(t)ω, ω〉 ≥ 2C′′t〈ω, ω〉
for ω ∈W2 ∩ Λq(M ; E).
In a second step we show that, using step 1, Proposition 5.2 follows. Let us prove step
2 first. We argue by contradiction. Assume that there exists a sequence tj →∞ and real
numbers µj ∈ spec∆q(tj) ∩ (e−tjC′ , C′′tj). For each j ≥ 1, one can find an approximate
eigenfunction uj in the domain of ∆q(tj), ‖uj‖ = 1, satisfying
‖∆q(tj)uj − µjuj‖ ≤ e−4C′tj .
Decomposing uj = vj + wj ∈ W1(tj) ⊕W2(tj), one verifies, using the fact that ∆q(t) is
selfadjoint,
|〈∆q(tj)uj, vj〉| ≤ ‖∆q(tj)vj‖‖vj‖+ ‖wj‖‖∆(tj)vj‖
as well as
µj‖vj‖2 = 〈µjuj , vj〉 ≤ |〈∆q(tj)uj , vj〉|+ |〈∆q(tj)uj − µjuj , vj〉|.
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Together with property (3) these two inequalities imply
µj‖vj‖‖wj‖ ≤ e−2C′tj (‖vj‖‖wj‖+ ‖wj‖2) + e−4C′tj‖wj‖.
It remains to prove step 1. Define W1 := W1(t) to be the A-Hilbert module gener-
ated by ψx,i(t)(1 ≤ i ≤ l, x ∈ Crq(h)) and W2 := W2(t) its orthogonal complement in
L2(Λq(M ; E)). Clearly properties (1) and (2) are satisfied. Further note that an element
ω ∈W1 has a representation ω =
∑
1≤i≤l,x∈Crq(h) ax,iψx,i(t) with ax,i ∈ A and that ∆q(t),
when restricted to Ux with x ∈ Crk(h) and expressed in local coordinates introduced above,
coincides with ∆q;k(t). Therefore, in view of (5.4),(5.5) and the support properties of ψq,i,
we have, with C = C(ǫ) as in (5.5),
〈∆q(t)ω, ω〉 =
∑
1≤i≤l,x∈Crq(h)
〈ax,i∆q(t)ψq,i, ax,i∆q(t)ψq,i〉
≤
∑
i,x
||ax,i||2e−t2C ≤ ||ω||2e−t2C .
It remains to check the estimate (4). Denote by χx : M → R the smooth cut-off function
with support in Ux defined by ν2ǫ and introduce χ =
∑
x∈Cr(h) χx. For ω ∈W2∩Λq(M ; E),
define ω1 = χω and ω2 = (1− χ)ω and observe that the support of ω2 is disjoint from the
support of any element inW1; therefore ω2 ∈W2∩Λq(M ; E) and hence ω1 ∈W2∩Λq(M ; E).
Since ∆q(t) is essentially selfadjoint one obtains
(5.10) 〈∆q(t)ω, ω〉 = 〈∆q(t)ω1, ω1〉+ 2〈∆q(t)ω1, ω2〉+ 〈∆q(t)ω2, ω2〉.
We show that there exist positive constants t0, C1, C2, C3, C4 depending only on the ge-
ometry of (M, E → M) and the chosen ǫ, so that for any ω ∈ W2 ∩ Λq(M ; E) and t > t0
the following estimates hold:
(5.11) 〈∆q(t)ω2, ω2〉 ≥ 〈∆qω2, ω2〉+ C1t2||ω2||2 − C2t||ω2||2;
(5.12) 〈∆q(t)ω1, ω1〉 ≥ C3t||ω1||2;
(5.13) 〈∆q(t)ω1, ω1〉 ≥ 〈∆qω1, ω1〉 − C2t||ω1||2.
For α > 0, 〈∆q(t)ω1, ω2〉 is bounded from below by
(5.14) −2C4(1 + α−2)(||ω1||2 + ||ω2||2)− C4α2〈∆qω2, ω2〉 − C4α2〈∆qω1, ω1〉.
Note that (5.12) and (5.13) imply that for any 0 ≤ δ ≤ 1
(5.15) 〈∆q(t)ω1, ω1〉 ≥ (1− δ)〈∆qω1, ω1〉+ t(δC3 − (1− δ)C2)||ω1||2.
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To prove (5.11) choose C1 := infz∈M\∪x∈Cr(h)Ux ||∇h(z)||2 and C2 = supx∈M ||L(x)||.
The estimate (5.11) then follows from (5.1).
To prove (5.12) it suffices to notice that the support of ω1 is contained in ∪x∈Cr(h)Ux
and ω1 is orthogonal to ψx,i(x ∈ Crq(h), 1 ≤ i ≤ l). Thus (5.12) follows from (5.7) with
C3 := C0(ǫ).
Formula (5.13) is a direct consequence of (5.1).
To find the lower bound (5.14) note that |〈Lω1, ω2〉| ≤ C2|〈ω1, ω2〉| and, using that
supp(ω2) does not intersect any of the U
′
xs, 〈||∇h||2ω1, ω2〉 ≥ C1〈χ(1 − χ)ω, ω〉 ≥ 0.
Combining with (5.1) one concludes
〈∆q(t)ω1, ω2〉 = 〈∆qω1, ω2〉+ t2〈||∇h||2ω1, ω2〉+ t〈Lω1, ω2〉
≥ 〈∆qω1, ω2〉+ (C1t2 − C2t)〈ω1, ω2〉.
For t > C2/C1 one thus obtains
(5.16) 〈∆q(t)ω1, ω2〉 ≥ 〈∆qω1, ω2〉.
Therefore, the lower bound (5.14) follows from Lemma 5.3 below.
To complete the proof of property (4) combine (5.10) with the estimates (5.11), (5.14),
and (5.15) to obtain for 0 < δ < 1, α > 0 and t > C2/C1,
〈∆q(t)ω, ω〉 ≥ (1− 2C4α2)〈∆qω2, ω2〉+ (1− δ − 2C4α2)〈∆qω1, ω1〉
+(C1t
2 − C2t− 4C4(1 + α−2))||ω2||2 + (t(δC3 − (1− δ)C2)− 4C4(1 + α−2))||ω1||2.
First choose 0 < δ < 1 sufficiently close to 1 so that δC3 − (1 − δ)C2 > 0. Then choose
α > 0 sufficiently small so that 1−δ−2C4α2 > 0. Together with 2(||ω1||2+ ||ω2||2) ≥ ||ω||2
this establishes property (4) for t > t0 if t0 > C2/C1 is chosen sufficiently large.♦
Lemma 5.3. Let the q-forms ω, ω1 and ω2 be defind as above. Then there exists a
constant C4 > 0 so that, for any α > 0,
〈∆qω1, ω2〉 ≥ −C4(1 + α−2)||ω||2 − C4α2〈∆qω2, ω2〉 − C4α2〈∆qω1, ω1〉.
Proof Write ∆q = dq−1d∗q−1+ d
∗
qdq where d
∗
q−1 = −(−1)dqRd−q+1dd−qRq, and ∗ = Rq
denotes the Hodge ∗ operator. Using that ω1 = χω and ω2 = (1− χ)ω one obtains
〈∆qω1, ω2〉 = 〈dω1, dω2〉+ 〈d ∗ ω1, d ∗ ω2〉 ≥ A+B,
where
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A := 〈dχ ∧ ω, u(1− χ)dω〉+ 〈dχ ∧ ∗ω, u(1− χ)d ∗ ω〉,
B := −〈χdω, udχ ∧ ω〉 − 〈χd ∗ ω, udχ ∧ ∗ω〉,
where u is the characteristic function of M\suppχ.
In order to estimate the expressions A and B we introduce the constant
C5 := sup1≤k≤d |||Kk|||, where Kk : L2(Λk(M ; E)) → L2(Λk+1(M ; E)) is the exterior
multiplication by dχ. Note that |‖Kk‖| = |‖K∗k‖| where K∗k denotes the adjoint of Kk. A
straightforward calculation yields
|A| ≤ C5||ω||(||(1− χ)dω||+ ||(1− χ)d ∗ ω||)
≤ C5||ω||(||dω2||+ ||dχ ∧ ω||+ ||d ∗ ω2||+ ||dχ ∧ ∗ω||)
≤ C5||ω||(||dω2||+ ||d ∗ ω2||+ 2C5||ω||)
≤
√
2C5||ω||〈∆qω2, ω2〉1/2 + 2C25 ||ω||2.
Thus for any α > 0
|A| ≤ (2C25 + C5α−2)||ω||2 + α2〈∆qω2, ω2〉.
A similar computation leads to
|B| ≤ (2C25 + C5α−2)||ω||2 + α2〈∆qω1, ω1〉.
Choosing C4 appropriately leads to the claimed statement. ♦
Proposition 5.2 yields, for t sufficiently large,a decomposition of (Λq(M ; E), dq(t))
(Λq(M ; E), dq(t)) = (Λq(M ; E)sm, dq(t))⊕ (Λq(M ; E)la, dq(t))
where Λq(M ; E)sm is the image (depending on t,) of Q(1, t), the spectral projection of
∆q(t) corresponding to the interval (−∞, 1], and Λq(M ; E)la denotes the orthogonal com-
plement of Λq(M ; E)sm. Accordingly, one can decompose ∆q(t) = ∆q,sm(t)+∆q,la(t) where
∆q,sm(t) denotes the restriction of ∆q(t) to Λ
q(M ; E)sm and, similarly, ∆q,la(t) denotes the
restriction to Λq(M ; E)la.
Now assume that (M,W) is of determinant class. Then, for t sufficiently large,
logdetN∆q(t), logdetN∆q(t)sm, and logdetN∆q(t) are all real numbers and, accordingly, we
write
log Tan(t) = logTsm(t) + logTla(t).
Let x = xq;j ∈ Crq(h). Choose ǫ > 0 and let {eq;j,i} be the orthonormal basis of Ex as
defined above. Define the A- linear maps Jx(t) : Ex → L2(Λq(M ; E)) by
(5.20) Jx(t)
(∑
i
aieq;j,i
)
:=
∑
i
aiψx,i.
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We point out that the ψx,i’s, and thus Jx(t), depend on the choice of ǫ and notice that
Jx(t) is an A-linear isometry. Let Jq(t) :
∑
x∈Crq(h) Ex → L2(Λq(M ; E)) be the sum
Jq(t) :=
∑
x∈Crq(h) Jx(t). As the images of Jx(t) have disjoint support, the map Jq(t) is
also an isometry. Recall that we have denoted by Qq(1, t) the spectral projector of ∆q(t)
corresponding to the interval (−∞, 1]. Introduce the map
(5.21) Hq(t) := (Qq(1, t)Jq(t))
∗(Qq(1, t)Jq(t)),
where ∗ denotes the adjoint of an operator. Hq(t) is a selfadjoint, nonnegative, bounded,
A−linear operator on ∑x∈Crq(h) Ex.
Proposition 5.4. For ǫ > 0 sufficiently small, there exists a constant c > 0 so that
(5.22) (Qq(1, t)Jq(t)v − Jq(t)v)(x) = O(e−ct||v||)
uniformly in x ∈M and v ∈∑x∈Crq(h) Ex and
(5.23) Hq(t) = Id +O(e
−ct).
Observe that the composition Qq(1, t)Jq(t)Hq(t)
−1/2 is an A-linear isometry from the
A−Hilbert module ∑x∈Crq(h) Ex to Λq(M ; E)sm.
Proof We proceed as in [BZ, p.128]. In view of Proposition 5.2, for t > t0, Qq(1, t) is
given by the Riesz projector
(5.24) Qq(1, t) =
1
2πi
∫
S1
(λ−∆q(t))−1dλ
where S1 is the unit circle in C, centered at the origin. The operator Qq(1, t)Jq(t)− Jq(t)
can therefore be represented by a Cauchy integral whose integrand is given by
(5.25) (λ−∆q(t))−1Jq(t)− λ−1Jq(t) = λ−1(λ−∆q(t))−1∆q(t)Jq(t).
By Proposition 5.2 there exists, for any Sobolev norm ||.||r, a constant cr > 0 so that
(5.26) ||∆q(t)Jq(t)(v)||r = O(e−crt||v||),
uniformly in v ∈∑x∈Crq(h) Ex.
By proceeding as in [BZ, p 128-129] one can show that there exists Cr so that for t
sufficiently large and any λ ∈ S1
(5.27) |||(λ−∆q(t))−1)|||r→r ≤ Crtr.
Combining (5.26) and (5.27), one obtains, for c′ < cr, uniformly for y ∈ M and v ∈∑
x∈Crq(h) Ex,
(5.28) ||(λ−∆q(t))−1∆q(t)Jq(t)v||r = O(e−c′t)||v||.
47
Choose r > d/2 and use the Sobolev embedding theorem to obtain (5.22) from (5.24),
(5.25) and (5.28). (5.23) follows immediately from (5.22).♦
Let us now consider the cochain complex C(M, τ,Oh,W), which has been introduced in
section 4. Define Eq;j,i ∈ Cq for 1 ≤ j ≤ mq and 1 ≤ i ≤ l by
(5.29) Eq;j,i(xq;j′) =
{
eq;j,i if j
′ = j
0 if j′ 6= j.
We see that Eq;j,i is bounded as follows: Assume that W ′ is a free A-Hilbert module of
finite type with an orthonormal basis v1, ..., vl and f : W → W ′ is a bounded, A-linear
map. Then
||f || ≤ l1/2 sup{||f(vi)||, 1 ≤ i ≤ l} ≤ l1/2||f ||.
With respect to this basis the differential δq can be written as
(5.30) δq(Eq;j,i) =
∑
1≤j′≤mq+1,1≤i′≤l
γq;ji,j′i′Eq;j′,i′
Denote by Gq the A-Hilbert module (which depends on t) generated by Jq(t)(eq;j,i)
with 1 ≤ j ≤ mq , 1 ≤ i ≤ l; this is W1(t) introduced in Proposition 5.2. Recall that, given
two closed subspaces W1 and W2, of a Hilbert space, the semi-distance between them is
defined by sdist(W1,W2) := |||PrjW1 − PrjW2 · PrjW1 ||| = |||PrjW1 − PrjW1 · PrjW2 |||,
where PrjWi denotes the orthogonal projector on the subspace Wi. Following Helffer and
Sjo¨strand [HS1] (p 262) we write A(t) = O˜(e−tc) for a quantity A(t) depending on the
choice of the ǫ−dependent collection (Ux)x∈Cr(h) of H-neighborhoods, if for any δ > 0
there exists ǫδ > 0 so that, for any collection (Ux)x∈Cr(h) of H-neighborhoods with ǫ ≤ ǫδ,
A(t) = O(e−t(c−δ)).
Proposition 5.5. sdist(Gq,Λq(M ; E)sm) = O˜(e−tSq ) where Sq = infx,y∈Crq(h) dA(x, y).
Here dA(x, y) denotes the Agmon distance associated to (M, g, h) as defined in [HS1].
Proposition 5.5 is a generalization of Proposition (1.7) of [HS1] or Theorem (8.15) of [BZ]
and can be proved in the same way as in [HS1] once one generalizes Proposition 2.5 in
[HS2] as follows
Proposition 5.6. Let K be an A-Hilbert module and K′ an A− Hilbert submodule of K
with orthonormal basis ψ1, ..., ψN . Suppose that for any a, b ∈ A, 〈aψi, bψj〉 = 〈a, b〉δij. Let
f : K → K be a selfadjoint, nonnegative, A-linear operator with (α, β) ∩ spec(f) = ∅ for
some real numbers α and β, where 0 < α < β. Suppose that f(ψi) = µiψi+ri where ri ∈ K
with ||ri|| < ǫ and µi are real numbers satisfying 0 ≤ µi < α. Let Ksm denote the range
of the spectral projection of f associated to the interval [0, α]. Then Ksm is an A-Hilbert
module and
sdist(K′,Ksm) ≤ N
1/2ǫ
β − α .
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Proof Write (f −λ)ψi = (µi−λ)ψi+ ri and note that for λ ∈ C\(specf ∪{µ1, ..., µN})
(f − λ)−1ψi = (µi − λ)−1ψi − (µi − λ)−1(f − λ)−1ri.
Denote by γR the oriented boundary of [−(β−α)/2, (β+α)/2]× i[−R,R] and by PK′ the
orthogonal projection on K′. Applying Cauchy’s formula one obtains
(PKsmψi − ψi) = −
1
2πi
∫
γR
(µi − λ)−1(f − λ)−1ridλ.
Letting R→∞, the above integral becomes
1
2πi
∫ −(β−α)/2+i∞
−(β−α)/2−i∞
(µi − λ)−1(f − λ)−1ridλ− 1
2πi
∫ (α+β)/2+i∞
(α+β)/2−i∞
(µi − λ)−1(f − λ)−1ridλ
For λ = −(β + α)/2 + it, or λ = (α+ β)/2 + it, with −∞ < t <∞, one obtains
||(µi − λ)−1(f − λ)−1ri|| ≤ ǫ
(β − α)2/4 + t2 .
Hence
||PKsmψi − ψi|| ≤
ǫ
2π
∫ ∞
−∞
dt
(β − α)2/4 + t2 =
ǫ
β − α. ♦
Let
αq(t) := sup{0, spec(Qq(1, t)∆q(t))};
βq(t) := inf{1 + spec ((Id−Qq(1, t))∆q(t))} − 1.
Theorem 5.7. ( [HS1],[BZ])
(1) For t→∞, αq(t)→ 0 and βq(t)→∞.
(2) There exists a constant t1 so that for t > t1 the elements
(5.31) ϕq;j,i(t) = Qq(1, t)Jq(t)Hq(t)
−1/2(eq;j,i)
form an orthonormal basis for Λq(M ; E)sm. Hence Λq(M ; E)sm is a free A−Hilbert module
of rank l ×#Crq(h).
(3) There exist η > 0 and C > 0 such that for t sufficiently large, 1 ≤ r ≤ l,
sup
x∈M\Uqj
‖ ϕq;j,r ‖≤ Ce−ηt.
(4) Let W−q;j denote the unstable manifold with respect to the flow corresponding to gradgh
at the critical point xq;j of h. Choose a system of H-neighborhoods (Uxq;j ) so that Uxq;j ∩
W−q;j′ = ∅ for j′ 6= j. When expressed in local coordinates on Uxq;j ∩ W−q;j the q-forms
ϕq;j,i(t) satisfy the following estimate:
ϕq;j,i(t) = (t/4)
(d/4)e−t|x|
2/2(dx1 ∧ ... ∧ dxq ⊗ ei +O(t−1)).
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(5) Representing dq(t) with respect to this basis
dq(t)ϕq;j,i(t) =
∑
1≤j′≤mq+1,1≤i′≤l
ηq;ji,j′i′(t)ϕq;j′,i′(t)
the coefficients ηq;ji,j′i′ satisfy
ηq;ji,j′i′(t) = e
−t(t/π)1/2(γq;ji,j′i′ +O(t−1/2)).
Proof Statement (1) follows from Proposition 5.2. Concerning statement (2), note that
the A−Hilbert module W1 of finite type as defined in the proof of Proposition 5.2 is free,
of rank l ×#Crq(h) and contained in Λq(M ; E)sm. Therefore, should W1 be not equal to
Λq(M ; E)sm one could conclude that Λq(M ; E)sm ∩W2 6= {0}, where W2 is the orthogonal
complement of W1 as defined in the proof of Proposition 5.2. In view of Proposition 5.2
this is, however, not possible. To verify the estimates (3), (4) and (5) one follows the
arguments in [HS1] (Proposition 1.7,Theorem 2.5 and Proposition 3.3) or [BZ] (Theorem
8.15, Theorem 8.27,Theorem 8.30). ♦
We need an application of the above results (cf [BZ]):
Corollary 5.8.
Int(q)(ehtφq;j,r(t)) =
(
t
π
)(d−2q)/4
eqt(Eq;j,r +O(t
−1)).
Proof We must show that for any cell W−q;j′∫
W−
q;j′
φq;j,r(t)e
ht =
(
t
π
)(d−2q)/4
etq(δjj′eq;j,r +O(t
−1)).
First, note that, due to Theorem 5.7 and to the choice of Uqj′ , it suffices to consider the
case where j = j′. Moreover, it suffices to estimate∫
W−q;j∩Uqj
φq;j,r(t)e
ht.
Note that on W−q;j ∩ Uqj, the function eht is of the form
eht = eqte−t(
∑ q
1 x
2
k)/2.
By Theorem 5.7, we conclude that∫
W−q;j∩Uqj
φq;j,r(t)e
ht =
(
t
π
)d/4
eqt
∫
W−q;j∩Uqj
e−t
∑ q
1 x
2
k(dx1 ∧ ... ∧ xqeq;j,r +O(t−1))
= eqt
(
t
π
)d/4(
t
π
)−q/2
(eq;j,r +O(t
−1)). ♦
Finally we state and prove Proposition 2, which is a generalized version of Proposition
1, mentioned in the introduction, and which is due to Gromov-Shubin (cf also [Ef ]).
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Proposition 2. ( [Ef],[GS]) Let W be an A- Hilbert module of finite type, not necessarily
free. Then the following statements are true:
(1) Suppose g is a Riemannian metric and τ = (h, g′) is a generalized triangulation
of M. Then the system (M, g,W) is of a − determinant class iff (M, τ,W) is of
c− determinant class.
(2) If M1 and M2 are two homotopy equivalent connected manifolds and τ1 and τ2
are generalized triangulations of M1, respectively M2, then (M1, τ1,W) is of c −
determinant class iff (M2, τ2,W) is of c− determinant class.
Proof (1) Results of Novikov-Shubin ([NS1,2]) imply that (M, g,W) is of a−determinant
class iff (M, g′,W) is. Since, for fixed t, multiplication by eth provides a bounded isomor-
phism of L2(Λ
∗(M ; E)) → L2(Λ∗(M ; E)) which intertwines dk(t) with dk it follows from
results of Gromov-Shubin ([GS]) that (M, g′,W) is of a− determiant class∫ 1
0+
log λdN∆k(t)(λ) > −∞
for all values of t. By Theorem 5.7 and Corollary 5.8 this is equivalent to saying that
(Λk(M ; E)sm, dk(t)) and (Λk(M ; E)sm, d˜k(t)) are of determinant class where
d˜k(t) := e
t( tπ )
−1
2 dk(t). Notice that
fk(t) : Λ
k(M ; E)sm → Ck,
defined by
fk(t) =
((π
t
) d−2k
4
e−tk
)
Int(k)eth
establishes an isomorphism between (Λk(M ; E)sm, d˜k(t)) and Ck and therefore, by Propo-
sition 1.18, one concludes that (M, g′,W) is of a − determinant class iff (M, τ,W) is of
c− determinant class. Statement (2) is a direct consequence of Proposition 1.18.
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6.1 Asymptotic expansion of Witten’s deformation of the analytic torsion.
Let (M, g) be a Riemannian manifold with fundamental group Γ = π1(M) and h :
M −→ R a Morse function so that τ = (h, g) is a generalised triangulation. Let A be a
finite von Neumann algebra andW an (A,Γop)-Hilbert module of finite type. The canonical
bundle p : E −→ M associated to W is equipped with a canonical flat connection which
in turn induces (via parallel transport) a Hermitian structure µ on E −→M. Throughout
this subsection we assume that (M,W) is of determinant class.
Definition. A function a : R −→ R is said to have an asymptotic expansion for t −→∞
if there exists a sequence i1 > i2 > · · · > iN = 0 and constants (ak)1≤k≤N , (bk)1≤k≤N
such that
a(t) =
N∑
1
akt
ik +
N∑
1
bkt
ik log t+ o(1).(6.1)
For convenience we denote by FT(a(t)) the coefficient aN in the asymptotic expansion
of a(t) corresponding to t0.
Denote by βq the Betti numbers and by χ(M, τ) =
∑
q(−1)qβq the Euler-Poincare
characteristic of the cochain complex C(M, τ,Oh).
Recall that in section 5 we introduced Tan(h, t), Tsm(h, t) and Tla(h, t) and in section 4
we introduced TRe(τ), Tcomb(τ) and Tmet(τ). In this section we prove the following
Theorem A. Let (M, g) be a closed Riemannian manifold of odd dimension, W an
(A,Γop)-Hilbert module of finite type with l = dimNW and h : M −→ R a Morse func-
tion. Assume that (M,W) is of determinant class and that τ = (h, g) is a generalized
triangulation. Then the following statements are true:
(1) The functions logTan(h, t), logTsm(h, t) and logTla(h, t) admit asymptotic expan-
sions for t −→∞.
(2) The asymptotic expansion of logTan(h, t) is of the form
log Tan(h, t) = log Tan(h, 0)− log Tmet(τ)+(6.2)
1
2
(
d∑
q=0
(−1)q+1qβq
)
(2t− log t+ log π) +O(t−1).
(3) The asymptotic expansion of logTsm(h, t) is of the form
logTcomb(τ) +
1
2
(
d∑
q=0
(−1)q+1(qβq − qmql)
)
(2t− log t+ log π) + o(1).
(6.3)
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As argued in Introduction it suffices to prove the statements for W a free A-module.
We begin by deriving an alternative formula for the analytic torsion (cf [RS] ,[Ch] and
[BFK1]). The space of q-forms can be decomposed into orthogonal subspaces:
Λq(M ; E) =Λ+,qt (M ; E)⊕ Λ−,qt (M ; E)⊕Hqt(6.4)
where
Λ+,qt (M ; E) =closure(dq−1(t)Λq−1(M ; E));(6.5)
Λ−,qt (M ; E) =closure(dq(t)∗Λq+1(M ; E));(6.6)
Hqt ={ω ∈ Λq(M ; E);∆q(t)ω = 0}.(6.7)
Note that the spaces Λ±,qt (M ; E) are invariant with respect to the Laplacian ∆q(t). Denote
by ∆±q (t) the restriction of ∆q(t) to Λ
±,q
t (M ; E) which are given by ∆+q (t) = dq−1(t)dq−1(t)∗
and ∆−q (t) = dq(t)
∗dq(t). The operator dq(t) maps the space Λ
−,q
t (M ; E) injectively onto a
dense subspace of Λ+,q+1t (M ; E) and it intertwines ∆−q (t) and ∆+q+1(t). As a consequence,
dq(t) intertwines the spectral projectors Q
−
q (λ, t) and Q
+
q+1(λ, t),
dq(t)Q
−
q (λ, t) =Q
+
q+1(λ, t)dq(t).(6.8)
This implies
N−q (λ, t) =trN(Q
−
q (λ, t))
=trN(Q
+
q+1(λ, t)) = N
+
q+1(λ, t).(6.9)
Note that both ∆+q (t) and ∆
−
q (t) are of determinant class i.e
∫ 1
0+
logλdN ǫA(λ) > −∞, ǫ =
+,−. Using the heat kernel representation of the zeta function we obtain (cf [Lo]):∫ ∞
1
dx
x
trN
(
e−x∆
−
q (t)
)
=
∫ ∞
1
dx
x
trN
(
e−x∆
+
q+1(t)
)
(6.10.A)
and for ℜs sufficiently large,
1
Γ(s)
∫ 1
0
dxxs−1trN
(
e−x∆
−
q (t)
)
=
1
Γ(s)
∫ 1
0
dxxs−1trN
(
e−x∆
+
q+1(t)
)
.
(6.10.B)
Formulas (6.10) are now used to write
logTan(h, t) =
1
2
d∑
q=0
(−1)qlogdetN∆−q (t)(6.11)
=
1
2
d∑
q=0
(−1)qlogdetN∆+q+1(t).
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Our first goal is to compute the variation ddt logTan(h, t) of logTan(h, t). For this purpose,
we again use the heat kernel representation of the zeta function and write (cf [Lo])
logdetN∆
+
q (t) =−
∂
∂s
∣∣∣∣
s=0
(
1
Γ(s)
∫ 1
0
xs−1trN
(
e−x∆
+
q (t)
)
dx
)
(6.12)
−
∫ ∞
1
1
x
trN
(
e−x∆
+
q (t)
)
dx.
To analyze the t-dependence of logdetN∆
+
q (t) we treat the two terms on the right hand
side of (6.12) seperately. To illustrate the new difficulties which arise (as compared with
the classical situation) we point out that the differentiability of
∫∞
1
x−1trNe−x∆
+
q (t)dx with
respect to t is far from being obvious.
We begin by computing d
dt
(trNe
−x∆+q (t)) and note that ∆+q (t) : Λ
+,q
t (M ; E)→ Λ+,qt (M ; E)
where the space Λ+,qt (M ; E) = dq−1(t)Λq−1(M ; E) = e−thΛ+,q(M ; E) depends on t. It is
therefore convenient to introduce ∆˜+q (t) = eth∆+q (t)e
−th : Λ+,q(M ; E) −→ Λ+,q(M ; E)
which is isospectral with ∆+q (t). Hence, trNe
−x∆+q (t) = trNe−x∆˜
+
q (t). Now one computes
d
dt
trNe
−x∆˜+q (t) using Duhamel’s principle and the identity ∆˜+q (t) = e2th(dq−1d∗q−1+2tdh∧
d∗q−1)e
−2th :
d
dt
(
trNe
−x∆˜+q (t)
)
=− xtrN
(
d
dt
(
∆˜+q (t)e
−x∆˜+q (t)
))
=trN
(
2[h,−x∆˜+q (t)]e−x∆˜+q (t)
)
− 2xtrN
(
e2thdh ∧ d∗q−1e−2the−x∆˜
+
q (t)
)
where [A,B] denotes the commutator of the two operators A and B. Therefore
trN
(
2[h,−x∆˜+q (t)]e−x∆˜+q (t)
)
=0.
Using that ethd∗q−1e
−th = dq−1(t)∗ and that e−the−x∆˜
+
q (t)eth = e−x∆
+
q (t) we obtain
d
dt
(
trN
(
e−x∆
+
q (t)
))
=− 2xtrN
(
dh ∧ dq−1(t)∗e−x∆+q (t)
)
.
Further observe that, despite the fact that dq(t) : Λ
+,q
t (M ; E) −→ Λ−,q+1t (M ; E) is
not invertible (it might not be onto) we can form
dq−1(t)∗ =dq−1(t)−1dq−1(t)dq−1(t)∗ = dq−1(t)−1∆+q (t)
where the domain of definition of dq−1(t)−1 is the range of dq−1(t). We note that
dh ∧ dq−1(t)−1∆+q (t) =(dq−1(t)hdq−1(t)−1 − h)∆+q (t).
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This leads to the following formula
d
dt
(
trN
(
e−x∆
+
q (t)
))
=− 2xtrN
(
dq−1(t)hdq−1(t)−1∆+q (t)e
−x∆+q (t)
)
+ 2xtrN
(
h∆+q (t)e
−x∆+q (t)
)
.
Next we observe that
2xtrN
(
h∆+q (t)e
−x∆+q (t)
)
=− 2x d
dx
(
trN
(
he−x∆
+
q (t)
))
and that
trN
(
dq−1(t)hdq−1(t)−1∆+q (t)e
−x∆+q (t)
)
=trN
(
hdq−1(t)−1∆+q (t)e
−x∆+q (t)dq−1(t)
)
=trN
(
h∆−q−1(t)e
−x∆−q−1(t)
)
=− d
dx
(
trN
(
he−x∆
−
q−1(t)
))
.
We have therefore proved that
d
dt
(
trN
(
e−x∆
+
q (t)
))
= 2x
d
dx
(
trN
(
he−x∆
−
q−1(t)
))
− 2x d
dx
(
trN
(
he−x∆
+
q (t)
))
.
This leads to
1
2
d∑
q=0
(−1)q+1 d
dt
(
trN
(
e−x∆
+
q (t)
))
=x
d∑
q=0
(−1)q+1 d
dx
(
trN
(
he−x∆
−
q−1(t)
))
− x
d∑
q=0
(−1)q+1 d
dx
(
trN
(
he−x∆
+
q (t)
))
=x
d
dx
(
d∑
q=0
(−1)qtrN
(
he−x∆q(t)(Id−Qq(0, t))
))
.(6.13)
The above formula is used to prove that − ∫∞
1
1
x
1
2
∑
q(−1)q+1trN
(
e−x∆
+
q (t)
)
dx has a con-
tinuous derivative with respect to t.
By the Leibniz rule for improper integrals, it suffices to verify that
f(x, t) = − 1
x
1
2
∑
q(−1)q+1trN
(
e−x∆
+
q (t)
)
and ∂f
∂t
(x, t) are both continuous and the inte-
grals
∫∞
1
f(x, t)dx and
∫∞
1
∂f
∂t (x, t)dx both converge uniformly with respect to t (t varying
in a compact interval). Clearly f(x, t) is continuous and, by the above formula,
∂f
∂t
(x, t) = − d
dx
d∑
q=0
(−1)qtrN
(
he−x∆q(t)(Id−Qq(0, t))
)
.
The uniform convergence of the integrals
∫∞
1
f(x, t)dx and
∫∞
1
∂f
∂t (x, t)dx follows from
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Lemma 6.1. Let I be an arbitrary compact interval contained in [0,∞). Then
(1) limx−→∞
∫ x
1
1
x
trN(e
−x∆+q (t))dx converges uniformly for t ∈ I.
(2) limx−→∞
∫ x
1
∂f
∂t (x, t)dx converges uniformly for t ∈ I.
Proof (1) Note that the integrand 1
x
trN
(
e−x∆
+
q (t)
)
is positive. Therefore
(6.14) 0 ≤
∫ ∞
u
1
x
trN
(
e−x∆
+
q (t)
)
dx =
∫ ∞
0+
dN∆+q (t)(µ)
∫ ∞
u
1
x
e−µxdx
≤
∫ ∞
u−
1
2
dN∆+q (t)(µ)
e−µu
µu
+
∫ u− 12
0+
dN∆+q (t)(µ)
(
log (µu)e−µu +
∫ ∞
µu
e−s log sds
)
≤ e
−u 12
u
1
2
∫ ∞
0+
dN∆+q (t)(µ) + C
∫ u− 12
0+
dN∆+q (t)(µ)
where C > 0 is a bound for the function log (µu)e−µu+
∫∞
µu
e−s(log s)ds for µ in the interval
[0, 1]. Statement (1) follows from (6.14) for u −→ ∞ and from the fact that N∆+q (t)(µ) is
right continuous with respect to µ, uniformly in t for t in I.
(2) From (6.13),
∫ u
1
∂f
∂t (x, t) = −
∑d
q=0(−1)qtrN(he−x∆
+
q (t)(Id −Qq(0, t)))|u1 . Therefore
it suffices to prove that, for 0 ≤ q ≤ d and uniformly for t in I,
lim
x−→∞ trN
(
he−x∆q(t)(Id−Qq(0, t))
)
= 0.(6.15)
This can be seen as follows:
|trN
(
he−x∆q(t)(Id−Qq(0, t))
)
| ≤‖h‖L∞
∫ ∞
0+
e−xλdNq(λ, t)
≤‖h‖L∞
∫ x− 12
0+
e−xλdNq(λ, t) +
∫ ∞
x−
1
2
e−xλdNq(λ, t)

≤‖h‖L∞
(
(Nq(x
− 12 , t)−Nq(0, t)) + e−x
1
2
∫ ∞
0
dNq(λ, t)
)
and (6.15) follows from the fact that Nq(λ, t) is right continuous with respect to µ, uni-
formly for t in I.
We have shown that − ∫∞
1
1
x
1
2
∑
q(−1)q+1trN
(
e−x∆
+
q (t)
)
dx has a continuous derivative
with respect to t :
(6.16)
d
dt
(
−
∫ ∞
1
1
x
1
2
∑
q
(−1)q+1trN
(
e−x∆
+
q (t)
)
dx
)
=
d∑
q=0
(−1)qtrN
(
he−x∆q(t)(Id−Qq(0, t))
)
.♦
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We now analyze the t-derivative of ∂∂s |s=0 1Γ(s)
∫ 1
0
xs−1 12
∑
q(−1)q+1trN(e−x∆
+
q (t))dx.
For ℜs > d2 , we integrate by parts in (6.12) to obtain
− d
dt
(
1
Γ(s)
∫ 1
0
xs−1
1
2
∑
q
(−1)q+1trN
(
e−x∆
+
q (t)
)
dx
)
= − 1
Γ(s)
∫ 1
0
xs
d
dx
(
d∑
q=0
(−1)qtrN
(
he−x∆q(t)(Id−Qq(0, t))
)
dx
)
= − 1
Γ(s)
d∑
q=0
(−1)qtrN
(
he−∆q(t)(Id−Qq(0, t))
)
+
s
Γ(s)
∫ 1
0
xs−1
d
dx
d∑
q=0
(−1)qtrN(he−x∆q(t)(Id−Qq(0, t)))dx.
The last two functions both have a meromorphic extension to the s-plane which is regular
at s = 0. With 1Γ(s) =
s
Γ(s+1) and Γ(1) = 1, we obtain
(6.17)
d
dt
(
− ∂
∂s
|s=0 1
Γ(s)
∫ 1
0
xs−1
1
2
∑
q
(−1)q+1trN
(
e−x∆
+
q (t)
)
dx
)
= −
d∑
q=0
(−1)qtrN
(
he−∆q(t)(Id−Qq(0, t))
)
+ F.p.s=0
1
Γ(s)
∫ 1
0
xs−1
d∑
q=0
(−1)qtrN
(
he−x∆q(t)(Id−Qq(0, t))
)
dx.
Combing (6.16) and (6.17) we conclude that logTan(h, t) is continuous and has a continuous
derivative with respect to t. Moreover,
d
dt
logTan(h, t) =F.p.s=0
1
Γ(s)
∫ 1
0
xs−1
d∑
q=0
(−1)qtrN
(
he−x∆q(t)(Id−Qq(0, t))
)
dx.
(6.18)
Next, trN
(
he−x∆q(t)(Id−Qq(0, t))
)
= trN
(
he−x∆
+
q (t)
)
− trN (hQq(0, t)) . Further,
F.p.s=0
1
Γ(s)
∫ 1
0
xs−1dx = F.p.s=0
s
Γ(s+ 1)
1
s
= 1
and the heat kernel expansion for the Schwartz kernel Kq(y, y
′, x, t) of e−x∆q(t) on the
diagonal y = y′ is of the form
Kq(y, y
′, x, t) =
N−1∑
j=0
x
j−d
2 lj(y, t) +O(x
N−d
2 , t)(6.19)
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where lj(y, t) are densities defined on M with values in B. By a standard parity argument
one concludes that ld(·, t) = 0 and argues as in the classical case to conclude that
(6.20) F.p.s=0
1
Γ(s)
∫ 1
0
xs−1
d∑
q=0
(−1)qtrN(he−x∆q(t)(Id−Qq(0, t)))dx
=
d∑
q=0
(−1)q+1trN(hQq(0, t)) =
d∑
q=0
(−1)q+1trN (Qq(0, t)hQq(0, t)) .
We have proved the following
Proposition 6.2. d
dt
logTan(h, t) =
∑d
q=0(−1)q+1trN (Qq(0, t)hQq(0, t)) .
Next, we express the terms trN (Qq(0, t)hQq(0, t)) in a more explicit way. It is convenient
to introduce Pq(t) = Qq(0, t). Consider Kq(t) : Hqt (M ; E) −→ Hq(M ; E) defined by
Kq(t)(ω) :=Pq(0)e
thω.(6.21)
Using the decomposition (ω ∈ Hq(M ; E)) e−thω = e−thω+(t) + ω0(t) ∈ Λ+,qt (M ; E) ⊕
Hqt (M ; E) where ω+(t) ∈ Λ+,qt (M ; E) and ω0(t) ∈ Hqt (M ; E), one verifies that Pq(t)e−th
is the right inverse of Kq(t). Therefore, Kq(t) is an isomorphism. This implies that
K ′q(t) = (Kq(t)Kq(t)
∗)
1
2 is a selfadjoint, positive, A-linear operator on Hq(M ; E) and
thus admits a determinant with detNK
′
q(t) > 0. Note that Kq(t)
∗ is given by Pq(t)eth and
thus Kq(t)Kq(t)
∗ can be written as
Kq(t)Kq(t)
∗ =Pq(0)ethPq(t)ethPq(0).(6.22)
Lemma 6.3. trN (Pq(t)hPq(t)) =
d
dt logdetN (Kq(t)Kq(t)
∗)
1
2 .
Proof Using Proposition 1.9 we note that
d
dt
logdetN (Kq(t)Kq(t)
∗)
1
2 =
1
2
d
dt
logdetN (Kq(t)Kq(t)
∗)
(6.23)
=
1
2
trN
(
d
dt
(Kq(t)Kq(t)
∗)(Kq(t)Kq(t)∗)−1
)
.
Using (6.22) and writing P˙q(t) =
d
dtPq(t), we obtain
d
dt
(Kq(t)Kq(t)
∗) =Pq(0)hethPq(t)ethPq(0) + Pq(0)ethP˙q(t)ethPq(0)+
+ Pq(0)e
thPq(t)he
thPq(0).(6.24)
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To compute P˙q(t) =
d
dt (Pq(t)
2) = P˙q(t)Pq(t) + Pq(t)P˙q(t) we consider the orthogonal
decomposition Λq(M ; E) = Hqt (M ; E)⊕Λ+,qt (M ; E)⊕Λ−,qt (M ; E).An element ω ∈ Λq(M ; E)
can be uniquely written as
ω =ω0(t) + e
−thω+(t) + ethω−(t)(6.25)
where ω±(t) ∈ Λ±,q(M ; E) and ω0(t) = Pq(t)ω(t). We conclude that
0 =
d
dt
ω =ω˙0(t) + e
−thω˙+(t) + ethω˙−(t)
− he−thω+(t) + hethω−(t).(6.26)
Note that ω˙±(t) ∈ Λ±,q(M ; E) and therefore e−thω˙+(t) ∈ Λ+,qt (M ; E) and ethω˙−(t) ∈
Λ−,qt (M ; E). Applying Pq(t) to (6.26) leads to
0 =Pq(t)ω˙0(t)− Pq(t)he−thω+(t) + Pq(t)hethω−(t).
Denoting by P±q (t) the orthogonal projectors Λ
q(M ; E) −→ Λ±,qt (M ; E) we therefore obtain
Pq(t)P˙q(t) =Pq(t)hP
+
q (t)− Pq(t)hP−q (t).(6.27)
Observe that the projectors Pq(t) and therefore P˙q(t) are selfadjoint to conclude that
P˙q(t)Pq(t) =P
+
q (t)hPq(t)− P−q (t)hPq(t).(6.28)
Combining (6.27) and (6.28) we obtain
P˙q(t) =P˙q(t)Pq(t) + Pq(t)P˙q(t)
=Pq(t)hP
+
q (t) + P
+
q (t)hPq(t)− Pq(t)hP−q (t)− P−q (t)hPq(t).(6.29)
We apply formula (6.29) to rewrite (6.24),
Pq(0)e
thP˙q(t)e
thPq(0) =Pq(0)e
thPq(t)hP
+
q (t)e
thPq(0) + Pq(0)e
thP+q (t)hPq(t)e
thPq(0)
− Pq(0)ethPq(t)hP−q (t)ethPq(0)− Pq(0)ethP−q (t)hPq(t)ethPq(0).(6.30)
To simplify (6.30), notice that dq(t)
∗ = ethd∗qe
−th and therefore ethHq(M ; E) ⊂ Hqt (M ; E)⊕
Λ−,qt (M ; E) which implies that P+q (t)ethPq(0) = 0. Taking the adjoint, we conclude that
Pq(0)e
thP+q (t) = 0. Thus, the first two terms on the right hand side of (6.30) are zero.
Moreover P−q (t)e
thPq(0) = (Id− Pq(t))ethPq(0) as well as Pq(0)ethP−q (t) = Pq(0)eth(Id−
Pq(t)). Applying these considerations to (6.24) yields
d
dt
(Kq(t)Kq(t)
∗) =Pq(0)hethPq(t)ethPq(0)− Pq(0)ethPq(t)h(Id− Pq(t))ethPq(0)
+ Pq(0)e
thPq(t)he
thPq(0)− Pq(0)eth(Id− Pq(t))hPq(t)ethPq(0)
=2Pq(0)e
thPq(t)hPq(t)e
thPq(0)
=2Kq(t)Pq(t)hPq(t)Kq(t)
∗.(6.31)
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Substituting (6.31) into (6.23) leads to
d
dt
logdetN (Kq(t)Kq(t)
∗)
1
2 =trN(Kq(t)Pq(t)hPq(t)Kq(t)
∗)(Kq(t)Kq(t)∗)−1)
=trN(Kq(t)Pq(t)hPq(t)Kq(t)
−1)
=trN(Pq(t)hPq(t))
which concludes the proof of the lemma. ♦
Using that Kq(0) = Id and therefore that detN (Kq(0)Kq(0)
∗)
1
2 = 1, Proposition 6.2
together with Lemma 6.3 lead to
logTan(h, t) = logTan(h, 0) +
d∑
q=0
(−1)q+1
∫ t
0
d
dt
logdetN (Kq(t)Kq(t)
∗)
1
2 dt
= logTan(h, 0) +
d∑
q=0
(−1)q+1logdetN (Kq(t)Kq(t)∗)
1
2 .(6.32)
In section 4.1 we introduced the A-linear isomorphisms
θq : Null∆
comb
q −→ Hq(M ; E)
and the metric part of the Reidemeister torsion Tmet(τ) defined by
logTmet(M, g,W, τ) = 1
2
d∑
q=0
(−1)qlogdetN (θ∗qθq).
By applying the analysis of the Witten deformation of the deRham complex by Helffer-
Sjo¨strand (cf section 5) we obtain
Lemma 6.4. For t sufficiently large, the following statements hold:
logdetN (Kq(t)Kq(t)
∗)
1
2 =logdetN (θ
∗
qθq)
1
2
+ qβqt+ βq
(
d− 2q
4
)
log
(
t
π
)
+O(t−1)(6.33)
and
d∑
q=0
(−1)q+1logdetN (Kq(t)Kq(t)∗)
1
2 =− logTmet(M, g,W, τ) +
d∑
q=0
(−1)q+1qβqt
+
d∑
q=0
(−1)q+1βq d− 2q
4
log
(
t
π
)
+O(t−1).(6.34)
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Proof Summing with respect to q, statement (6.34) follows directly from statement
(6.33) and the definition logTmet(M, g,W, τ) = 12
∑d
q=0(−1)qlogdetN (θ∗qθq). To prove
(6.33) we use Stokes’ theorem to write
Kq(t) =θqK
′
q
where K ′q(t) = πqK
′′
q (t)Iq(t), the map πq : Cq −→ Null∆combq denotes orthogonal projec-
tion, Iq(t) : Hqt (M ; E) −→ Λq(M ; E)sm denotes inclusion and
K ′′q (t) : Λ
q(M ; E)sm −→ Cq, ω(t) −→ Int(q)(ethω(t)).
Note that
logdetN (Kq(t)Kq(t)
∗)
1
2 =logdetN (θ
∗
qθq)
1
2 +
1
2
logdetN (K
′
q(t)K
′
q(t)
∗).
(6.35)
To compute logdetN (K
′
q(t)K
′
q(t)
∗) introduce the scaled version of K ′′q (t),
K ′′′q (t) :=
(π
t
) (d−2q)
4
e−tqK ′′q (t)(6.36)
Then, with K ′′′′q (t) := πq(t)K
′′′
q (t)Iq(t),
logdetN (K
′
q(t)K
′
q(t)
∗) =βq
(d− 2q)
4
log
(
t
π
)
+ βq2qt+ logdetN (K
′′′′
q (t)K
′′′′
q (t)
∗).
(6.37)
In view of Corollary 5.8, we can apply Proposition 1.17 to the map K ′′′′q (t) and therefore
obtain
logdetN (K
′′′′
q (t)K
′′′′
q (t)
∗) =O(t−1).(6.38)
Formula (6.33) now follows from (6.35), (6.37) and (6.38).
Lemma 6.5. For t −→ ∞,
log Tsm(h, t) = logTcomb(τ)
+
1
2
(
d∑
q=0
(−1)q+1q(βq −mql)
)
(2t− log t+ log π) + o(1).
Proof Recall that logTsm(h, t) is a real number defined by
log Tsm(h, t) =
1
2
(
d∑
q=0
(−1)q+1qlogdetN∆q(t)sm
)
(6.46)
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and that, for any 0 < C <∞,
logdetN∆q(t)sm =−
∂
∂s
∣∣∣∣
s=0
1
Γ(s)
∫ C
0
dx
x
xs
(
trN
(
e−x∆q(t)sm
)
− βq
)
−
∫ ∞
C
dx
x
(
trN
(
e−x∆q(t)sm
)
− βq
)
(6.47)
where βq = dimNNull∆
comb
q = dimNNull∆q(t). In view of Theorem 5.4, (5), introduce
∆˜q(t)sm :=
π
t
e2t∆q(t)sm. By a change of variable of integration, y =
t
π
e−2tx, we obtain∫ ∞
C πt e
2t
dx
x
(
trN
(
e−x∆q(t)sm
)
− βq
)
=
∫ ∞
C
dy
y
(
trN
(
e−y∆˜q(t)sm
)
− βq
)
=
∫ ∞
0+
(∫ ∞
C
1
y
e−µydy
)
dF∆˜q(t)sm(µ)
=
∫ ∞
0+
(∫ ∞
C
e−µydy
)
F∆˜q(t)sm(µ)dµ
where F∆˜q(t)sm has been introduced in (1.9) and the last equality follows from integration
by parts. From Theorem 5.7,(5) and Proposition 1.18 we conclude that there exists t0 > 0
such that, for t ≥ t0 and 0 ≤ q ≤ d, F∆˜q(t)sm(µ) ≤ F∆combq (10µ). For t ≥ t0 and 0 ≤ q ≤ d,
the above computations lead to
∫ ∞
C πt e
2t
dx
x
(
trN
(
e−x∆q(t)sm
)
− βq
)
≤
∫ ∞
C
10
dx
x
(
trN
(
e−x∆
comb
q
)
− βq
)
.
(6.48)
Taking into account that (M,W) is of determinant class, one can choose C > 0 such that∫ ∞
C
10
dx
x
(
trN
(
e−x∆
comb
q
)
− βq
)
≤ǫ.(6.49)
Therefore, for all t ≥ t0, 0 ≤ q ≤ l, it suffices to consider
− ∂
∂s
∣∣∣∣
s=0
1
Γ(s)
∫ C πt e2t
0
dx
x
xs
(
trN
(
e−x∆q(t)sm
)
− βq
)
.(6.50)
By Theorem 5.7, ∆q(t)sm, when expressed in convenient coordinates, is of the form
t
π e
−2t(∆combq +O(t
− 12 )). By a change of variable of integration, y = tπ e
−2tx, the expression
(6.50) can be written as a sum of two terms, Iq + IIq, where
Iq =− (log π − log t+ 2t)IIIq(s)|s=0
IIq =− d
ds
∣∣∣∣
s=0
IIIq(s)
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and
IIIq(s) =
1
Γ(s)
∫ C
0
dy
y
ys
(
trN
(
e−y(∆
comb
q +O(t
− 1
2 ))
)
− βq
)
.
We first evaluate IIIq(s) at s = 0. Use
1
Γ(s)
= s
Γ(s+1)
and integrate by parts to obtain, for
arbitrary δ > 0,
IIIq(s)|s=0 =
1
Γ(s+ 1)
∫ δ
0
dy
d
dy
(ys)
(
trN
(
e−y(∆
comb
q +O(t
− 1
2 ))
)
− βq
)∣∣∣∣
s=0
=trN
(
e−δ(∆
comb
q +O(t
− 1
2 ))
)
− βq
+
∫ δ
0
dytrN
(
(∆combq +O(t
− 12 ))e−y(∆
comb
q +O(t
− 1
2 ))
)
.(6.51)
Taking the limit as δ −→ 0 in (6.51) leads to
IIIq(s)|s=0 =mql − βq .(6.52)
To compute IIq = − dds
∣∣
s=0
IIIq(s) recall that
logdetN∆
comb
q =−
∂
∂s
∣∣∣∣
s=0
1
Γ(s)
∫ C
0
dy
y
ys
(
trN
(
e−y(∆
comb
q )
)
− βq
)
−
∫ ∞
C
dy
y
(
trN
(
e−y(∆
comb
q )
)
− βq
)
and use the estimate (0 ≤ y ≤ C)∣∣∣∣trN (e−y(∆combq ))− trN(e−y(∆combq +O(t− 12 )))∣∣∣∣ ≤yO (t− 12)(6.53)
to conclude, together with (6.49) that∣∣IIq − logdetN∆combq ∣∣ ≤ǫ+O (t− 12) .(6.54)
Combining (6.46)-(6.48) and (6.52)-(6.54) we conclude that for given ǫ > 0, there exists
tǫ > 0 so that for all t > tǫ,∣∣∣∣∣logTsm(h, t)− logTcomb(τ)− 12
d∑
q=0
(−1)q+1q(βq −mql)(2t− log t
π
)
∣∣∣∣∣ ≤3ǫ. ♦
Proof of Theorem A First note that logTla(h, t) = log Tan(h, t)−logTsm(h, t). Therefore the
asymptotic expansion of logTla(h, t) is obtained from the expansions of logTan(h, t) and
logTsm(h, t). The asymptotic expansion for logTan(h, t) follows from (6.32) and Lemma 6.4
together with the fact that, since d is odd, χ(M, τ) =
∑d
q=0(−1)qβq = 0. The asymptotic
expansion for logTsm(h, t) is contained in Lemma 6.5.
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6.2 Comparison theorem for Witten’s deformation of the analytic torsion.
The family of operators ∆q(t) is a family with parameter of order 2 and weight 1 (cf
[Sh1] and section 3). The family ∆q(t) fails to be elliptic with parameter precisely at
the critical points of the Morse function h. We can therefore use the Mayer-Vietoris type
formula for determinants (cf section 3) to localize the failure of the family ∆q(t) to be
elliptic with parameter and to obtain a relative result which compares the asymptotic
expansions of Witten’s deformation of the analytic torsion corresponding to two different
systems (Md, h, g,W) and (M ′d, h′, g′,W) where the manifolds M and M ′ have the same
fundamental group Γ and (h, g) and (h′, g′) are generalized triangulations.
Theorem B. Let d be odd. Suppose that τ = (h, g) and τ ′ = (h′, g′) are generalized
triangulations with #Crq(h) = #Crq(h
′), (0 ≤ q ≤ d), and that (M,W) and (M ′,W) are
of determinant class. Then the following statements hold:
(1) The free term FT(logTla(h, t)− logTla(h′, t)) of the asymptotic expansion of
logTla(h, t)− logTla(h′, t) is given by
(6.55) FT(logTla(h, t)− logTla(h′, t))
=
∫
M\Cr(h)
a0(h, ǫ = 0)−
∫
M ′\Cr(h′)
a0(h
′, ǫ = 0)
where the densities a0(h, ǫ = 0) and a0(h
′, ǫ = 0) are smooth forms of degree d and
are given by explicit local formulas and the difference appearing in the right hand
side of (6.55) is taken in the sense explained in the remark below, (6.56).
(2) Due to the assumption that d is odd,
a0(h, ǫ = 0, x) + a0(d− h, ǫ = 0, x) =0.
Remark The integral
∫
M\Cr(h) a0(h, ǫ = 0) need not be convergent and the difference
on the right hand side of (6.55) should be understood in the following sense: In view of
the definition of a generalized triangulation, there exist neighborhoods V of Cr(h) and V ′
of Cr(h′) and a smooth bundle isomorphism F : E|V −→ E ′|V ′ so that f and F intertwine
the functions h and h′, the metrics g and g′ and the Laplace operators ∆q and ∆′q. Define
(6.56)
∫
M\Cr(h)
a0(h, ε = 0)−
∫
M ′\Cr(h′)
a0(h
′, ε = 0)
=
∫
M\V
a0(h, ε = 0)−
∫
M ′\V ′
a0(h
′, ε = 0).
Clearly, the definition is independent of the choice of V and V ′.
As an application of Theorem A and Theorem B we obtain the following result:
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Corollary C. Let M and M ′ be two closed manifolds with the same fundamental group
and the same dimension d and let W be an (A,Γop)- Hilbert module of finite type. Sup-
pose that τ = (h, g) and τ ′ = (h′, g′) are generalized triangulations with #Crq(h) =
#Crq(h
′), (0 ≤ q ≤ d), and that (M,W) and (M ′,W) are of determinant class. Let
T ′an = Tan(M
′, g′,W) and T ′Re = TRe(M ′, τ ′,W). Then
log Tan − log T ′an = logTRe(τ)− logTRe(τ ′).
Let (M, τ = (h, g)) be a manifold equipped with a generalized triangulation.
Let xq;j ∈ Crq(h) be a critical point of h of index q and Uqj a system ofH-neighbourhoods
of xq;j (cf Definition 5.1). Introduce the manifolds
MI :=M\ ∪q,j U ′qj; MII := ∪q,jU ′qj,
where U ′qj is defined as in Definition 5.1. Both manifolds MI and MII have the same
boundary, given by a disjoint union of spheres of dimension d− 1.
Fix ε > 0 and consider the operator ∆q(t) + ε. Its symbol with respect to arbitrary
coordinates (ϕ, ψ) of (M, E →M) is of the form
(6.57) a2(x, ξ) + t
2||∇h||2 + a1(x, ξ) + tL(x) + ǫ
where ai : B2α ×Rd → End(Λq(Rd) ⊗ W) (i = 1, 2) are homogeneous of degree i in ξ,
where ||∇h||2 : B2α → R is given by
||∇h||2 =
∑
1≤i,j≤d
gij
∂h
∂xi
∂h
∂xj
and where L : B2α → End(Λq(Rd)) is the operator L = L∇h + L∗∇h of order 0 with L∇h
denoting the Lie-derivative of q-forms along the vector field
∇h =
∑
i,j
gij
∂h
∂xi
∂
∂xj
.
The operator L∗∇h is the adjoint of L∇h with respect to the metric g and is given by
(6.58) L∗∇h = −(−1)q(d+q)Rd−qL∇hRq
where Rq : Λ
q(B2α) → Λd−q(B2α) is the Hodge operator associated to the metric ϕ∗g.
Recall that we have denoted by Cr(h) the set of all critical points of h. SetM∗ :=M\Cr(h).
For an arbitrary chart (ϕ, ψ) of (M∗, E|M∗ → M∗), define, as discussed in section 3, the
symbol expansion
∑
j≥0 r−2−j(h, ε, x, ξ, t, µ) of the resolvent (µ−∆q(t)−ε)−1 inductively:
r−2(h, ε, x, ξ, t, µ) = (µ− a2(x, ξ)− t2||∇h||2)−1
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and, for j ≥ 1,
r−2−j = (µ− a2 − t2||∇h||2)−1
∑
1≤|α|≤2
l+|α|=j
1
α!
∂αξ a2 (Dx)
α
r−2−l(6.59)
+ (µ− a2 − t2||∇h||2)−1
∑
0≤|α|≤1
l+|α|=j
∂αξ (a1 + tL) (Dx)
α
r−2−l
+ (µ− a2 − t2||∇h||2)−1εr−j .
Note that r−2−j has the following homogeneity property: for λ ∈ R+
(6.60) r−2−j(h, ε, x, λξ, λt, λ1/2µ) = λ−2−jr−2−j(h, ε, x, ξ, t, µ).
For later use, we introduce the densities a0(h, ε, x) on M
∗ with values in R, defined with
respect to the chart (ϕ, ψ) and arbitrary ε as
a0(h, ε, x) =
∂
∂s
∣∣∣∣
s=0
(
1
2π
)d
1
2πi
∫
Rd
dξ(6.61) ∫
Γ
dµµ−strNr−2−d(h, ε, x, ξ, t = 1, µ)
=
−1
(2π)d
∫
Rd
dξ
∫ ∞
0
dµtrN (r−2−d(h, ε, xξ, , t = 1,−µ)) .
Proposition 6.6. Assume that (Md, τ = (h, g),W) and (M ′d, τ ′ = (h′, g′),W) satisfy the
hypothesis of Theorem B. Then for any ε > 0
(i) log detN (∆q(h, t)+ ε)− log detN (∆q(h′, t)+ ε) has a complete asymptotic expansion
for t→∞ whose free term is denoted by a0 := a0(h, h′, ε).
(ii) The coefficient a0 can be represented in the form
(6.62) a0 =
∫
MI
a0(h, ε, x)−
∫
M ′I
a0(h
′, ε′, x′)
where a0(h, ε, x) and a0(h
′, ε, x′) are the densities introduced in (6.75) for arbitrary ε.
(iii) If dimM = d is odd then
(6.63) a0(h, h
′, ε) + a0(d− h, d− h′, ε) = 0 ( all ε > 0).
Proof. The proof is based on a Mayer-Vietoris type formula (Theorem 3.6). Note that
∆q(h, t) + ε is a family of invertible, selfadjoint, elliptic operators with parameter t of
order 2 and weight 1 for any ε > 0. The same is true for the operators (∆Iq(h, t) + ε)D
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and (∆IIq (h, t)+ ε)D obtained by restricting ∆q(h, t)+ ε to MI and MII , respectively, and
imposing Dirichlet boundary conditions. We can therefore apply Theorem 3.6. Denote
by RDN (h, t, ε) the Dirichlet to Neumann operator defined in section 3.3. We conclude
from Theorem 3.6 (4) that RDN (h, t, ε) is an invertible pseudodifferential operator with
parameter of order 1 and weight 2 and from Theorem 3.6 (2) we conclude that RDN (h, t, ε)
is elliptic with parameter t. According to Theorem 3.4, log detN RDN (h, t, ε) has an as-
ymptotic expansion for t → ∞. Inspecting the principal symbol of (∆Iq(h, t) + ε)D one
observes that (∆Iq(h, t)+ε)D is a family of invertible, selfadjoint differential operators with
parameter of order 2 and weight 1 which is elliptic with parameter. From Theorem 3.5
we therefore conclude that log det(∆Iq(h, t)+ ε)D admits a complete asymptotic expansion
as t → ∞. Finally (∆IIq (h, t) + ε)D is a family of invertible selfadjoint operators with
parameter of order 2 and weight 1, which is, however, not elliptic with parameter.
Of course the same considerations can be made for the system (M ′, h′, g′) to con-
clude that log detN RDN (h
′, t, ε) and log detN (∆Iq(h
′, t) + ε)D have both asymptotic ex-
pansions for t → ∞. Applying the Mayer-Vietoris type formula (Theorem 3.6 (3)) for
log detN (∆q(h, t) + ε) and log detN (∆q(h
′, t) + ε) we obtain for the difference
log detN (∆q(h, t) + ε)− log detN (∆q(h′, t) + ε)(6.64)
= log detN (∆
I
q(h, t) + ε)D − log detN (∆Iq(h′, t) + ε)D
+ log detN (∆
II
q (h, t) + ε)D − log detN (∆IIq (h′, t) + ε)D
+ log detNRDN (h, t, ε)− log detNRDN (h′, t, ε)
+ log c¯(h, t, ε)− log c¯(h′, t, ε).
Note that MII and M
′
II are isometric and E|MII as well as E ′|M ′II are trivial. Consequently
log detN (∆
II
q (h, t) + ε)D = log detN (∆
II
q (h
′, t) + ε)D.
Due to our definition of H-coordinates the isometry between MII and M˜II extends to
neighbourhoods of MII and M˜II . As a consequence we conclude from Theorem 3.6(4)and
Theorem 3.4 that c¯(h, t, ε) = c¯(h′, t, ε) and that log detNRDN (h, t, ε) and
log detNRDN (h
′, t, ε) have identical asymptotic expansions. We have therefore proved that
log detN (∆q(h, t) + ε)− log detN (∆q(h′, t) + ε)
has an asymptotic expansion as t → ∞ which is identical to the complete asymptotic
expansion for log detN (∆
I
q(h, t) + ε)D − log detN (∆Iq(h′, t) + ε)D. According to Theo-
rem 3.5 the free term in the asymptotic expansions of both log detN (∆
I
q(h, t) +ε)D and
log detN (∆
I
q(h
′, t) + ε)D consists of a boundary contribution and a contribution from the
interior. Recall that ∂MI and ∂M
′
I are isometric and that in collar neighbourhoods of
∂MI and of ∂M
′
I the symbols of (∆
I
q(h, t) + ε)D and (∆
I
q(h
′, t) + ε)D are identical when
expressed in (H)-coordinates. Therefore the boundary contributions are the same and the
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free term in the asymptotic expansion of log detN (∆
I
q(h, t)+ ε)− log detN (∆Iq(h′, t)+ ε) is
given by
(6.65) a0 =
∫
MI
a0(h, ε, x)−
∫
M ′I
a0(h
′, ε, x′)
where the densities a0(h, ε, x) and a0(h
′, ε, x′) are given by (6.61).
Noting that a0(h, ε, x) and a0(h
′, ε, x′) are identical on MII\Cr(h) ∼=M ′II\Cr(h′) state-
ment (ii) follows. Towards (iii), observe that if M is of odd dimension, the quantity
r−d−2(h, ε, x, ξ, t, µ) defining a0(h, ε, x) satisfies, according to (6.59) and (6.60) ,
(6.66) r−d−2(d− h, ε, x, ξ, t, µ) = r−d−2(h, ε, x, ξ,−t, µ)
and
(6.67) r−d−2(h, ε, x,−ξ,−t, µ) = −r−d−2(h, ε, x, ξ, t, µ).
Therefore r−d−2(h, ε, x, ξ, t, µ)+r−d−2(d−h, ε, x, ξ, t, µ) is an odd function of ξ. Integrating
over |ξ| = 1 we conclude that a0(h, ε, x) + a0(d− h, ε, x) = 0. 
For any ε > 0 introduce the following perturbed version of logT (h, t)
(6.68) A(h, t, ε) :=
1
2
d∑
q=0
(−1)q+1q log detN (∆q(h, t) + ε).
Note that A(h, t, ε) can be written as a sum
(6.69) A(h, t, ε) = Asm(h, t, ε) + Ala(h, t, ε)
where Asm is defined in a fashion analogous to log Tsm(h, t),
Asm(h, t, ε) :=
1
2
d∑
q=0
(−1)q+1q log detN (∆smq (h, t) + ε)
with
∆smq (h, t) := ∆q(h, t)|Λq(M ;E)sm
and Ala(t, h, ε) is given by A(h, t, ε) − Asm(h, t, ε). Observe that the spectrum of the
operator ∆smq (h, t) tends to 0 as t→∞ and therefore, by Theorem 5.7 (5)
log detN (∆
sm
q (h, t) + ε) = mq log ε+O
(
1
ε
te−2t
)
for t → ∞. This shows that Asm(h, t, ε) − Asm(h′, t, ε) is exponentially small as t → ∞
and hence, for any fixed ε > 0, it has a trivial asymptotic expansion for t → ∞. In view
of (6.69) and Proposition 6.6 we conclude that for any ε > 0, A(h, t, ε) − A(h′, t, ε) and
Ala(h, t, ε)− Ala(h′, t, ε) have complete asymptotic expansions for t → ∞ and, moreover,
these expansions are identical. In particular we conclude that the free terms of the two
expansions are identical
FT (Ala(h, t, ε)−Ala(h′, t, ε)) = FT (A(h, t, ε)−A(h′, t, ε)).
Using Proposition 6.6 (ii) and the fact that the densities a0(h, ε, x) and a0(h
′, ε, x) (6.61)
are continuous in ε we obtain
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Lemma 6.7.
(i) For any ε > 0, Ala(h, t, ε) − Ala(h′, t, ε) has a complete asymptotic expansion for
t→∞ which is identical to the asymptotic expansion for A(h, t, ε)− A(h′, t, ε).
(ii) The limit
lim
ε→0
FT (Ala(h, t, ε)−Ala(h′, t, ε))
exists and is given by
lim
ε→0
FT (Ala(h, t, ε)−Ala(h′, t, ε))(6.70)
=
∫
MI
a0(h, ε = 0, x)−
∫
M ′I
a0(h
′, ε = 0, x′).
We proceed to investigate the left hand side of (6.70). For this we need the following
estimate for the spectral function Nq(t, λ) of ∆q(t) = ∆q(h, t).
Lemma 6.8. There exists a constant C > 0 independent of t and λ ≥ 1 such that, for t
sufficiently large,
N laq (t, λ) ≤ Cλd.
Proof. First note that for t sufficiently large, ∆q(t) ≥ ∆q(0) = ∆q on MI . By Weyl’s law,
we conclude
N Iq (t, λ) ≤ N Iq (0, λ) ≤ C1λd/2
where N Iq (t, λ) is the spectral function for the operator ∆q(t) restricted to MI with Neu-
mann boundary conditions (Neumann spectrum). Recall that MII = ∪k,jUkj . On each
of the discs Ukj , ∆q(t), when expressed in (H)-coordinates, is the direct sum of shifted
harmonic oscillators of the form
Ht := − d
2
dx2
+ t2x2 + tc
with −α < x < α (α as in (6.61)). Following [CFKS, p.218] introduce the scaling operator
St defined by
Stf(x) := t
1/2f(tx).
Then St1/2 · tK · S−1t1/2 = Ht where
K := − d
2
dx2
+ x2 + c.
Therefore the Neumann spectrum of Ht on the interval −α < x < α is the same as the
Neumann spectrum of tK when considered on the interval −√tα < x < √tα. Denote by
NtK;
√
t(λ) the spectral function of the operator tK on the interval −
√
tα < x <
√
tα with
Neumann boundary conditions and by ND
tK;
√
t
(λ) the spectral function of the operator tK
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on the interval −√tα < x < √tα with Dirichlet spectrum. Note that for all t ≥ 0 and λ
sufficiently large
NtK;
√
t(λ) ≤ NDtK;√t(λ) + 1 ≤ 2NDK;√t(λ/t).
Comparing the Dirichlet problem for K on −√tα ≤ x ≤ √tα with the one on the whole
real line we conclude that ND
K;
√
t
(λ/t) ≤ C2λ/t ≤ C2λ for t ≥ 1 with a constant C2 > 0
independent of λ and t. Hence we have shown that the spectral function N IIq (t, λ) of the
operator ∆q(t) on MII with Neumann boundary conditions can be estimated by
N IIq (t, λ) ≤ C3λd
for a constant C3 > 0 independent of t and λ. The subadditive property of the Neumann
spectral function implies that
Nq(t, λ+ 0) ≤ N Iq (t, λ+ 0) +N IIq (t, λ+ 0) ≤ Cλd
for some constant C > 0 independent of t and λ and for t sufficiently large. 
Let us introduce the trace of the heat kernel of ∆laq (t),
θq(t, µ) =
∫ ∞
1
e−µλdN laq (t, λ).
Corollary 6.9.
(i) There exists a constant C > 0 independent of t and µ such that, for t sufficiently
large and µ > 0
(6.71) θq(t, µ) ≤ Cµ−d.
(ii) There exist constants C > 0 and β > 0 independent of t and µ such that, for t
sufficiently large, and µ ≥ 1/√t
(6.72) θq(t, µ) ≤ Ce−βtµ.
Proof.
(i) By Proposition 5.2 there exists a constant C1 > 0 such that spec(∆
la
q (t)) ⊂ [C1t,∞)
and therefore
θq(t, µ) =
∫ ∞
C1t
e−µλdNq(t, λ).
Integrating by parts we obtain
(6.73) θq(t, µ) ≤ µ
∫ ∞
C1t
e−µλNq(t, λ)dλ.
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By Lemma 6.8, one then concludes
θq(t, µ) ≤ C
µd
∫ ∞
C1tµ
e−λλddλ ≤ C˜/µd.
(ii) From (6.72) and Lemma 6.8 we obtain
θq(t, µ) ≤ Cµe−C1tµ/2
∫ ∞
C1t
e−µλ/2λddλ ≤ C˜
µd
e−C1tµ/2.
By choosing β < C1/2 and C > 0 sufficiently large we obtain (ii). 
Recall from Theorem A that logTla(h, t) has an asymptotic expansion for t→∞.
Proposition 6.10.
lim
ε→0
FT (Ala(h, t, ε)− Ala(h′, t, ε)) = FT (logTla(h, t))− FT (logTla(h′, t)).
Proof. We verify that the function, defined for ε > 0 and t sufficiently large by
H(t, ε) := Ala(h, t, ε)− Ala(h′, t, ε) + logTla(h, t)− logTla(h′, t)
is of the form
(6.74) H(t, ε) =
d∑
k=1
εkfk(t) + g(t, ε)
where g(t, ε) = o(1) uniformly in ε. The statement of the proposition can be deduced from
(6.74) as follows: Recall that for ε > 0, H(t, ε) has an asymptotic expansion for t → ∞.
As g(t, ε) = o(1) uniformly in ε we conclude that for any ε > 0,
∑d
k=1 ε
kfk(t) has an
asymptotic expansion for t→∞. By taking d different values 0 < ε1 < · · · < εd for ε and
using that the Vandermonde determinant is nonzero
det
 ε1 . . . ε
d
1
...
...
εd . . . ε
d
d
 6= 0
we conclude that for any 1 ≤ k ≤ d, fk(t) has an asymptotic expansion for t → ∞ and
that for any ε > 0
FT (H(t, ε)) =
d∑
k=1
εkFT (fk(t)).
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Hence limε→0 FT (H(t, ε)) exists and limε→0 FT (H(t, ε)) = 0. To prove (6.74)we introduce
the zeta function ζq,la of ∆
la
q (t) + ε,
(6.75) ζq,la(t, ε, s) =
1
Γ(s)
∫ ∞
0
µs−1θq(t, µ)e−εµdµ
with θq(t, µ) given as above. The integral in (6.75) can be split into two parts
(6.76) ζIq,la(t, ε, s) =
1
Γ(s)
∫ ∞
1/
√
t
µs−1θq(t, µ)e−εµdµ
and
(6.77) ζIIq,la(t, ε, s) =
1
Γ(s)
∫ 1/√t
0
µs−1θq(t, µ)e−εµdµ.
First let us consider
(6.78) ζIq,la(t, ε, s)− ζIq,la(t, ε = 0, s) =
1
Γ(s)
∫ ∞
1/
√
t
µsθq(t, µ)
e−εµ − 1
µ
dµ.
Note that
ζIq,la(t, ε, s)− ζIq,la(t, ε = 0, s)
is, by Corollary 6.9 (ii), an entire function of s. Noting that
d
ds
(
1
Γ(s)
)∣∣∣∣
s=0
= 1
and that 1− e−εµ ≤ εµ, we obtain
| d
ds s=0
(ζIq,la(t, ε, s)− ζIq,la(t, ε = 0, s))|
= |
∫ ∞
1/
√
t
θq(t, µ)
e−εµ − 1
µ
dµ|
≤ εC
∫ ∞
1/
√
t
e−βtµdµ =
εC
βt
e−β
√
t
where we have used Corollary 6.9. To analyze the term
d
ds s=0
(ζIIq,la(t, ε, s)− ζIIq,la(t, ε = 0, s)),
first expand (e−εµ − 1)/µ
(e−εµ − 1)/µ =
d∑
k=1
(−1)k
k!
εkµk−1 + εd+1µde(ε, µ)
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where the error term is given by
e(ε, µ) =
( ∞∑
k=d+1
(−1)k
k!
εkµk−1
)
/εd+1µd.
Note that, by Corollary 6.9, µdθq(t, µ) ≤ C and therefore∫ 1/√t
0
µsθq(t, µ)ε
d+1µde(ε, µ)dµ
is a meromorphic function of s,with s = 0 a regular point and, for t sufficiently large∣∣∣∣ dds
∣∣∣∣
s=0
(
1
Γ(s)
∫ 1/√t
0
µsθq(t, µ)ε
d+1µde(ε, µ)dµ
)∣∣∣∣∣ ≤ εd+1C/√t
where C is independent of t and ε, 0 ≤ ε ≤ 1. Finally, recall that θq(t, µ) admits an
expansion for µ→ 0+ of the form
θq(t, µ) =
d∑
j=0
Cj(t)µ
(j−d)/2 + θ′q(t, µ)
where θ′q(t, µ) is continuous in µ ≥ 0. Therefore, for 1 ≤ k ≤ d,
1
Γ(s)
∫ 1/√t
0
µsθq(t, µ)
(−1)k
k!
εkµk−1dµ
is analytic in s at s = 0 and
d∑
k=1
d
ds
∣∣∣∣
s=0
(
1
Γ(s)
∫ 1/√t
0
µsθq(t, µ)
(−1)k
k!
εkµk−1dµ
)
is of the form
∑d
k=1 ε
kfk(t). This establishes (6.74). 
Proof of Theorem B. From Theorem A we know that logTla(h, t) − log Tla(h′, t) has an
asymptotic expansion for t → ∞. By Proposition 6.10, the free term of the asymptotic
expansion a0 is given by
a0 = lim
ε→0
FT (Ala(h, t, ε)− Ala(h′, t, ε)).
By Lemma 6.7 (ii) we conclude that
a0 =
∫
MI
a0(h, ε = 0, x)−
∫
M ′I
a0(h
′, ε = 0, x′).
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Equation (6.69) is proved in Proposition 6.5 (iii). In view of the equality
FT (logTan(h, t)− logTsm(h, t)) = FT (logTla(h, t))
one can see that a0 is independent of h and h
′ within the class of functions h and h′ which
give rise to the same cochain complexes C∗(M ; τ,W) respectively C∗(M ; τ ′,W ′). This
combined with the locality of a0 implies that
∫
MI
a0(h, ε = 0, x) =
∫
MI
a0(h
′, ε = 0, x′)
which in turn implies (ii). 
Proof of Corollary C. Choose a bijection Θ : Cr(h) → Cr(h′) so that Θ(xq;j) is a critical
point x′q;j of h
′ of index q. By assumption Θ extends to an isometry Θ : ∪q,jUqj → ∪q,jU ′qj
where (Uqj) and (U
′
qj) are systems of H-neighbourhoods for h, respectively h
′. Denote
by τ, respectively, τ ′ the triangulation induced by (h, g), respectively (h′, g′) and by τD,
respectively τ ′D the triangulations τD = (d − h, g), respectively τ ′D = (d − h′, g′). It
follows from Poincare´ duality and d odd that logTmet(τ) = log Tmet(τD) and logTcomb(τ) =
logTcomb(τD) .
Using Theorem A for both h and d− h, we obtain
2 logTan − 2 logT ′an = FT (logTan(h, t)− logTan(h′, t))
+ FT (logTan(d− h, t)− log Tan(d− h′, t))
+ 2 logTmet(τ)− 2 logTmet(τ ′)
Decomposing logTan(h, t) = logTla(h, t)+logTsm(h, t) and taking into account the asymp-
totics of log Tsm(h, t) (cf Theorem A) we conclude that
2 logTan − 2 logT ′an = 2 logTcomb(τ)− 2 logTcomb(τ ′)
+ FT (logTla(h, t)− logTla(h′, t))
+ FT (logTla(d− h, t)− log Tla(d− h′, t))
from which the Corollary follows by (6.55) and (6.56). 
6.3 Proof of Theorem 2.
In this subsection we provide the proof of Theorem 2 using Corollary C of subsection 6.2
together with the product formulas for the Reidemeister torsion and the analytic torsion
established in Proposition 4.1.
First we need the following result concerning the metric anomaly of the analytic torsion,
which is a straightforward generalization of a classical result due to Ray-Singer [RS] , and
can be proved by arguments similar to the ones presented in subsection 6.1.
Lemma 6.11. Let Md be a closed manifold of odd dimension d such that (M,W) is of
determinant class. Assume that g(u) is a smooth one-parameter family of Riemannian
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metrics on M. Then logTan(M, g(u),W) is a smooth function of u whose derivative is
given by
(6.79)
d
du
log Tan(M, g(u),W) = 1
2
d
du
d∑
q=0
(−1)qlogdetN(σq(u)∗σq(u))
where σq(u) is the A-linear, bounded isomorphism
σq(u) : Null∆q(u0) −→ Null∆q(u)
provided by Hodge theory and u0 is arbitrary but fixed.
Given generalized triangulations τ = (h, g′) and τ ′ = (h′, g′′) of M, τ ′ is called a
subdivision of τ if
(1) Crq(h) ⊂ Crq(h′) (0 ≤ q ≤ d)
(2) W±x (h
′, g′′) ⊂W±x (h, g′) for any x ∈ Crq(h).
The following result can be found in [Mi2]:
Lemma 6.12. Let τ = (h, g′) be a generalized triangulation, 0 ≤ q ≤ d − 1 an integer
and x, y two distinct points in M \ Cr(h). Then there exists a generalized triangulation
τ ′ = (h′, g′′) with the following properties:
(1) Crk(h
′) = Crk(h) for k 6= q, q + 1;
(2) Crq(h
′) = Crq(h) ∪ {x}; Crq+1(h′) = Crq+1(h) ∪ {y};
(3) τ ′ is a subdivision of τ ;
(4) W−y ∩W+x is connected.
Since the Reidemeister torsion does not change under subdivision (cf [Mi1]), one obtains
TRe(M, g,W, τ) = TRe(M, g,W, τ ′).
Proof of Theorem 2 By Lemma 6.12, which concerns the metric anomaly, and in view of
the definition of Tmet, it suffices to prove Theorem 1 in the case where g = g
′, τ = (g′, h).
Consider the sphere S6 = {x = (x1, . . . , x7) ∈ R7;
∑
x2j = 1} with an arbitrary gen-
eralized triangulation τ1 = (h1, g1). Let τ = (h, g) be a generalized triangulation for M
and consider M × S6, endowed with the Riemannian metric g × g1 and the triangulation
τ × τ1 = (h+ h1, g× g1). Note that Γ = π1(M) = π1(M × S6). By assumption, (M,W) is
of determinant class. As S6 is of determinant class, (M × S6,W) is of determinant class
as well. Moreover, by the product formulas of Proposisiton 4.1,
logTan(M × S6, g × g1,W) =2 logTan(M, g,W)(6.80)
and
log TRe(M × S6, g × g1,W, τ × τ1) =2 logTRe(M, g,W, τ)(6.81)
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where we used that χ(S6) = 2 and that χ(M,W) = 0 (as M is of odd dimension).
Next, consider the product S3 × S3 of the 3-spheres, S3 = {x = (x1, . . . , x4) ∈
R
4;
∑
x2j = 1}, with an arbitrary generalized triangulation τ2 = (h2, g2). Arguing as above,
we conclude that (M×S3×S3,W) is of determinant class and that, by the product formulas
of Proposisiton 4.1,
logTan(M × S3 × S3, g × g2,W) =0
and
logTRe(M × S3 × S3, g × g2,W, τ × τ2) =0
where we used that χ(S3 × S3) = 0 and that χ(M,W) = 0.
Choose a subdivision τ ′ = (h′, g′′) of the generalized triangulation τ × τ1 in M ×S6 and
a subdivision τ ′′ = (h′′, g′′) of the generalized triangulation τ × τ2 in M ×S3×S3 so that,
for 0 ≤ q ≤ 6, #Crq(h′) = #Crq(h′′). This is possible because M × S6 and M × S3 × S3
are both of odd dimension and therfore χ(M × S3 × S3,W) = χ(M × S6,W) = 0. We
conclude from the above, Corollary C, Lemma 6.11 and Lemma 6.12 that
2 logTan(M, g,W)− 2 logTRe(M, g,W, τ)
= log Tan(M × S6, g × g1,W)− logTRe(M × S6, g × g1,W, τ × τ1)
= logTan(M × S6, g′,W)− logTRe(M × S6, g′,W, τ ′)
= logTan(M × S3 × S3, g′′,W)− logTRe(M × S3 × S3, g′′,W, τ ′′)
= logTan(M × S3 × S3, g × g2,W)− log TRe(M × S3 × S3, g × g2,W, τ × τ2) = 0.
This proves Theorem 2.
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