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Abstract
Polynomial minimal bases of rational vector subspaces are a classical concept that plays
an important role in control theory, linear systems theory, and coding theory. It is a common
practice to arrange the vectors of any minimal basis as the rows of a polynomial matrix and to
call such matrix simply a minimal basis. Very recently, minimal bases, as well as the closely
related pairs of dual minimal bases, have been applied to a number of problems that include the
solution of general inverse eigenstructure problems for polynomial matrices, the development of
new classes of linearizations and ℓ-ifications of polynomial matrices, and backward error analyses
of complete polynomial eigenstructure problems solved via a wide class of strong linearizations.
These new applications have revealed that although the algebraic properties of minimal bases are
rather well understood, their robustness and the behavior of the corresponding dual minimal
bases under perturbations have not yet been explored in the literature, as far as we know.
Therefore, the main purpose of this paper is to study in detail when a minimal basis M(λ) is
robust under perturbations, i.e., when all the polynomial matrices in a neighborhood of M(λ)
are minimal bases, and, in this case, how perturbations of M(λ) change its dual minimal bases.
In order to study such problems, a new characterization of whether or not a polynomial matrix
is a minimal basis in terms of a finite number of rank conditions is introduced and, based on it,
we prove that polynomial matrices are generically minimal bases with very specific properties.
In addition, some applications of the results of this paper are discussed.
Key words. backward error analysis, dual minimal bases, genericity, linearizations, ℓ-ifications, minimal
bases, minimal indices, perturbations, polynomial matrices, robustness, Sylvester matrices
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1 Introduction
Minimal bases, formed by vectors with polynomial entries, of a rational vector subspace were made
popular in standard references of control theory and linear systems theory as those of Wolovich
[23], Forney [13], and Kailath [17], although all three of them cite earlier work for some theoretical
developments on the so-called minimal polynomial bases. For instance, one can read in [17, p.
460] the following sentence: I.C. Gohberg pointed out to the author that the significance of minimal
bases was perhaps first realized by J. Plemelj in 1908 and then substantially developed in 1943
by N.I. Mushkelishvili and N.P. Vekua. This means that this paper deals with an almost 110
years old classical mathematical notion. However, the discovery of the importance of this concept
in applications had to wait until the 1970s, when the contributions of authors such as Wolovich,
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Forney, Kailath, and others, provided computational schemes for constructing a minimal basis from
an arbitrary polynomial basis, and showed the key role that this notion plays in multivariable linear
systems. These systems could be modeled by rational matrices, polynomial matrices, or linearized
state-space models, and had tremendous potential for solving analysis and design problems in
control theory as well as in coding theory. The reader is referred to [13, 17] and the references
therein for more information on minimal bases and their applications, and also to the brief revision
included in the Section 2 of this paper. Moreover, many papers have been published after [17] on
the computation and applications of minimal bases and some of them can be found in the references
included in [3].
Very recently, minimal bases, and the closely related notion of pairs of dual minimal bases,
have been applied to the solution of some problems that have attracted the attention of many
researchers in the last fifteen years. For instance, minimal bases have been used (1) in the solution
of inverse complete eigenstructure problems for polynomial matrices (see [7, 8] and the references
therein), (2) in the development of new classes of linearizations and ℓ-ifications of polynomial
matrices [5, 9, 10, 11, 12, 18, 22], which has allowed to recognize that many important linearizations
commonly used in the literature are constructed via dual minimal bases (including the classical
Frobenius companion forms), (3) in the explicit construction of linearizations of rational matrices
[1], and (4) in the backward error analysis of complete polynomial eigenvalue problems solved via
the so-called “block Kronecker linearizations” of polynomial matrices [10, Section 6], which include
the interesting class of Fiedler linearizations (see [5, 10] for references on this class of linearizations),
but do not include most of the linearizations and ℓ-ifications that can be constructed from minimal
bases [5, 9, 10, 11, 12, 18, 22]. See also [19] for additional references on the role played by dual
minimal bases in backward error analyses.
The backward error analysis in [10, Section 6] uses heavily the following two key ideas: (1)
that the very particular minimal bases of degree one which are blocks of the block Kronecker
linearizations are robust under perturbations, in the sense that all the polynomial matrices in a
neighborhood of these minimal bases are also minimal bases with similar properties; and (2) that
if these particular minimal bases are perturbed by a certain magnitude, then a particular choice of
their dual minimal bases changes essentially by the same magnitude. These results have made clear
that for extending the backward error analysis in [10, Section 6] to much more general contexts
that include many other classes of linearizations and also ℓ-ifications of polynomial matrices, it is
necessary to study in depth the robustness of general minimal bases and the behaviour of their dual
minimal bases under perturbations, questions that have not been considered so far in the literature.
To solve the robustness and perturbation problems for minimal bases discussed in the previous
paragraph is the main goal of this paper, which is achieved in Sections 6 and 7. We emphasize
that the solution of these problems is based on a number of additional results that, in our opinion,
are by themselves interesting contributions to the theory and applications of minimal bases. For
instance, a new characterization of minimal bases in terms of Sylvester matrices is presented in
Section 3, and we prove in Section 5 that polynomial matrices are generically minimal bases with
very specific properties that are encoded in the concept of polynomial matrices with full-Sylvester-
rank, which are studied in Section 4. In Section 8, the standard rank characterization of minimal
bases is connected to the results in this paper. This work is completed with a discussion of some
preliminary applications in Section 9 and the conclusions are presented in Section 10.
2 Preliminaries
The results in Sections 2, 3, and 4 of this paper hold for an arbitrary field F, while in the remaining
sections F is the field of real numbers R or of complex numbers C, which will be simultaneously
denoted by F. We adopt standard notations in the area: F[λ] denotes the ring of polynomials in
the variable λ with coefficients in F and F(λ) denotes the field of fractions of F[λ], also known as
the field of rational functions over F. Vectors with entries in F[λ] are called polynomial vectors.
In addition, F[λ]m×n stands for the set of m× n polynomial matrices, and F(λ)m×n for the set of
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m × n rational matrices. The degree of a polynomial vector, v(λ), or matrix, P (λ), is the highest
degree of all its entries and is denoted by deg(v) or deg(P ). The rigorous definition of genericity
we adopt requires to work inside the vector space over F of m×n polynomial matrices with degree
at most d, which is denoted by F[λ]m×nd . Finally, F denotes the algebraic closure of F, In the n×n
identity matrix, and 0m×n the m × n zero matrix, where the sizes will be omitted when they are
clear from the context.
Polynomial matrices with size m× n and degree at most d are represented in this paper in the
monomial basis as P (λ) =
∑d
i=0 Piλ
i, where Pi ∈ Fm×n. If Pd 6= 0, then the degree of P (λ) is
precisely d, that is deg(P ) = d. The rank of P (λ) (sometimes called “normal rank”) is just the
rank of P (λ) considered as a matrix over the field F(λ), and is denoted by rank(P ). The finite
eigenvalues of P (λ) are the roots of its invariant polynomials, and associated to each such eigenvalue
are elementary divisors of P (λ). These and the rest of concepts used in this paper can be found in
the classical books [14, 15, 17], as well as in the summaries included in [6, Sect. 2] and in [7, Sect.
2], which are recommendable since are brief and follow exactly the conventions in this paper.
Since “minimal basis” is the key concept of this paper, we revise its definition, characterization,
main properties, and related notions. It is well known that every rational vector subspace V, i.e.,
every subspace V ⊆ F(λ)n over the field F(λ), has bases consisting entirely of polynomial vectors.
Among them some are minimal in the following sense introduced by Forney [13]: a minimal basis
of V is a basis of V consisting of polynomial vectors whose sum of degrees is minimal among all
bases of V consisting of polynomial vectors. The fundamental property [13, 17] of such bases is that
the ordered list of degrees of the polynomial vectors in any minimal basis of V is always the same.
Therefore, these degrees are an intrinsic property of the subspace V and are called the minimal
indices of V. This discussion immediately leads us to the definition of the minimal bases and indices
of a polynomial matrix. An m× n polynomial matrix P (λ) with rank r smaller than m and/or n
has non-trivial left and/or right rational null-spaces, respectively, over the field F(λ):
Nℓ(P ) :=
{
y(λ)T ∈ F(λ)1×m : y(λ)TP (λ) ≡ 0T} ,
Nr(P ) :=
{
x(λ) ∈ F(λ)n×1 : P (λ)x(λ) ≡ 0} .
Polynomial matrices with non-trivial left and/or right null-spaces are called singular polynomial
matrices. If the rational subspace Nℓ(P ) is non-trivial, it has minimal bases and minimal indices,
which are called the left minimal bases and indices of P (λ). Analogously, the right minimal bases
and indices of P (λ) are those of Nr(P ), whenever this subspace is non-trivial.
The definition of minimal basis given above cannot be easily handled in practice. Therefore,
[13, p. 495] includes five equivalent characterizations of minimal bases. Among those, we present
in Theorem 2.2 only the one we believe is the most useful in practice, since relies on the ranks of
constant matrices. The statement of Theorem 2.2 requires to introduce first Definition 2.1. For
brevity, we use the expression “column (resp., row) degrees” of a polynomial matrix to mean the
degrees of its column (resp., row) vectors.
Definition 2.1. Let d′1, . . . , d
′
n be the column degrees of N(λ) ∈ F[λ]m×n. The highest-column-
degree coefficient matrix of N(λ), denoted by Nhc, is the m× n constant matrix whose jth column
is the vector coefficient of λd
′
j in the jth column of N(λ). The polynomial matrix N(λ) is said to
be column reduced if Nhc has full column rank.
Similarly, let d1, . . . , dm be the row degrees of M(λ) ∈ F[λ]m×n. The highest-row-degree coeffi-
cient matrix of M(λ), denoted by Mhr, is the m × n constant matrix whose jth row is the vector
coefficient of λdj in the jth row of M(λ). The polynomial matrix M(λ) is said to be row reduced
if Mhr has full row rank.
Theorem 2.2 provides the announced characterization of minimal bases proved in [13].
Theorem 2.2. The columns (resp., rows) of a polynomial matrix N(λ) over a field F are a minimal
basis of the subspace they span if and only if N(λ0) has full column (resp., row) rank for all λ0 ∈ F,
and N(λ) is column (resp., row) reduced.
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Remark 2.3. In this paper we follow the convention in [13] and often say, for brevity, that a p× q
polynomial matrix N(λ) is a minimal basis if the columns (when q < p) or rows (when p < q) of
N(λ) form a minimal basis of the rational subspace they span.
Remark 2.4. If M(λ) ∈ F[λ]m×k is a row reduced polynomial matrix, then M(λ) has full row
(normal) rank. This can be seen as follows: let di, i = 1, . . . ,m, be the row degrees of M(λ) and
let S(λ) be an m×m submatrix of M(λ) such that the corresponding submatrix of Mhr, denoted
by Shr, is nonsingular. Then, detS(λ) = λ
d1+···+dm detShr + (lower degree terms in λ) 6= 0. This
means that the rows of M(λ) form a basis of the rational subspace V they span (which is the row
space of M(λ)) and, by definition of minimal basis, the sum of its row degrees
∑m
i=1 di is an upper
bound for the sum of the minimal indices
∑m
i=1 ηi of V. Moreover, equality of the sums implies
that M(λ) is a minimal basis of V and that the ordered lists {di} and {ηi} are also equal, by the
uniqueness of the minimal indices.
Next, we introduce the concept of dual minimal bases, which has played a key role in a number
of recent applications [7, 9, 10, 18, 22].
Definition 2.5. Polynomial matrices M(λ) ∈ F[λ]m×k and N(λ) ∈ F[λ]n×k with full row ranks are
said to be dual minimal bases if they are minimal bases satisfying m+n = k and M(λ)N(λ)T = 0.
The name “dual minimal bases” seems to be very recent in the literature, because [7] is the first
reference where is used, to our knowledge. However, the origins of such concept can be found in
[13, Section 6]. According to [13, Section 6], dual minimal bases span rational vector subspaces of
F(λ)k that are dual to each other. In the language of null-spaces of matrix polynomials, observe
that M(λ) is a minimal basis of Nℓ(N(λ)T ) and that N(λ)T is a minimal basis of Nr(M(λ)). As a
consequence, the right minimal indices of M(λ) are the row degrees of N(λ) and the left minimal
indices of N(λ)T are the row degrees ofM(λ). Note that dual minimal bases have been defined with
more columns than rows, as in the classical reference [13], although, one can also use matrices with
more rows than columns in the definition. It follows from this discussion that for every minimal
basis, there exists a minimal basis that is dual to it. In addition, every minimal basis is a minimal
basis of some matrix polynomial.
The next theorem is crucial for the rest of this paper. Its first part was proven in [13], while
the second (converse) part has been proven very recently in [7].
Theorem 2.6. Let M(λ) ∈ F[λ]m×(m+n) and N(λ) ∈ F[λ]n×(m+n) be dual minimal bases with row
degrees (η1, . . . , ηm) and (ε1, . . . , εn), respectively. Then
m∑
i=1
ηi =
n∑
j=1
εj . (2.1)
Conversely, given any two lists of nonnegative integers (η1, . . . , ηm) and (ε1, . . . , εn) satisfying (2.1),
there exists a pair of dual minimal bases M(λ) ∈ F[λ]m×(m+n) and N(λ) ∈ F[λ]n×(m+n) with
precisely these row degrees, respectively.
3 A finite number of rank conditions for minimal bases
The characterization of a minimal basis given in Theorem 2.2 does not seem tractable at first sight
from a numerical point of view, since it requires a rank test over all λ0 ∈ F. In this section we
show that this can be reduced to a finite number of rank tests on matrices that can be described
from the dimensions and coefficients of M(λ). A crucial role will be played here by the so-called
Sylvester matrices [2, 4] of a polynomial matrix M(λ) of degree at most d,
M(λ) := M0 +M1λ+ · · ·+Mdλd, Mi ∈ Fm×(m+n), (3.1)
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defined for k = 1, 2, . . . as
Sk :=


M0
M1 M0
... M1
. . .
Md
. . . M0
0 Md M1
...
. . .
. . .
...
0 . . . 0 Md


︸ ︷︷ ︸
k blocks
, Sk ∈ F(k+d)m×k(m+n), (3.2)
where Sk has k block columns. In order to avoid trivialities, we assume throughout the paper that
m > 0, n > 0, and d > 0. In certain results involving Sylvester matrices of several polynomial
matrices, we will use the notation Sk(M) to indicate that the Sylvester matrices are associated to
the polynomial matrix M(λ).
The ranks of the matrices Sk in (3.2) are fundamental in this paper and the following two simple
lemmas are used very often.
Lemma 3.1. Let Sk for a given index k > 1 have full column rank rk := k(m + n). Then all
submatrices Sℓ with 1 ≤ ℓ < k also have full column rank rℓ := ℓ(m+ n).
Proof. Each matrix Sℓ with 1 ≤ ℓ < k, appropriately padded with zeros, forms the first ℓ block
columns of Sk, from which the rank condition trivially follows.
Lemma 3.2. Let Sk with a given index k > 0 have full row rank rk := (k+d)m. Then all embedding
matrices Sℓ with k < ℓ also have full row rank rℓ := (ℓ+ d)m.
Proof. We first prove that the result holds for ℓ = k + 1. Since Sk has full row rank rk, its bottom
block row
[
0 Md
]
has full row rank m and so does the matrix Md. Since the matrix Sk+1 can
be partitioned in a block triangular form
Sk+1 =
[
Sk X
0 Md
]
,
where both Sk and Md have full row rank, Sk+1 has also full row rank. The result for general ℓ
larger than k, then easily follows by induction.
In some of the results in this section, we will assume thatM(λ) ∈ F[λ]m×(m+n) has (full) normal
rank m so that it has a (right) null-space of dimension n (over the field of rational functions). The
connection of this null-space Nr(M) with the Sylvester matrices in (3.2) comes from the fact that
any N(λ) ∈ F[λ]n×(m+n) such that the columns of N(λ)T belong to Nr(M) (i.e. M(λ)N(λ)T = 0)
with expansion
N(λ) := N0 +N1λ+ · · ·+Nsλs, Ni ∈ Fn×(m+n), (3.3)
will satisfy the equations
Sk


NT0
...
NTs
0

 = 0 for all k ≥ s+ 1.
In particular, one can choose N(λ)T to be a minimal basis of Nr(M) and then to derive certain
rank conditions from this. The following theorem is proven in [4] using this type of arguments.
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Theorem 3.3. Let M(λ) ∈ F[λ]m×(m+n) be a polynomial matrix of full row rank m and let Sk be
its Sylvester matrices for k = 1, 2, . . .. Let rk be the rank of Sk, nk be the right nullity of Sk, and
αk be the number of right minimal indices εi of M(λ) equal to k. Then these magnitudes obey the
following recursive relations
αk = (nk+1 − nk)− (nk − nk−1) = (rk − rk−1)− (rk+1 − rk), k = 1, 2, . . . , (3.4)
initialized with r0 = n0 = 0 and α0 = m+ n− r1 = n1.
The second equality in (3.4) between ranks and nullities easily follows from the identity
rk + nk = k(m+ n), for k ≥ 1, (3.5)
and an intuitive proof of the first identity follows from the recursive definition of the null-spaces of
Sk, for k = 1, 2, . . .. For k = 1 the theorem says that the matrix
S1 :=


M0
M1
...
Md

 ∈ F(d+1)m×(m+n)
has a right null space of dimension n1 equal to α0, the number of right minimal indices εi of M(λ)
equal to 0. Indeed, every index εi = 0 corresponds to a right null vector of degree 0 (i.e. constant)
of S1 and hence also of M(λ). For k = 2, the matrix
S2 :=


M0 0
M1 M0
... M1
Md
...
0 Md


∈ F(d+2)m×2(m+n)
has a right null space of dimension n2 equal to α1+2α0, because S2 contains S1 (padded with zeros)
twice as a submatrix and hence the null-space of S1 will contribute also twice to the null-space of
S2. The “additional” α1 linearly independent vectors in the null-space of S2 correspond to the
“true” vectors of degree 1 in Nr(M), i.e., those vectors in the null-space of S2 which cannot be
obtained as linear combinations of vectors in the null-space of S1 padded with zeros. It then follows
that n2 − n1 = α0 + α1. One uses the same arguments to show recursively that
nk+1 − nk =
k∑
i=0
αi , (3.6)
which is equivalent to the first equality in (3.4) together with the initializations n0 = 0, n1 = α0.
We refer to [4] and the references therein for a more detailed proof. The following corollary, also
given in [4], is then easily derived from this.
Corollary 3.4. Let M(λ) ∈ F[λ]m×(m+n) be a polynomial matrix of full row rank m and let Sk be
its Sylvester matrices for k = 1, 2, . . .. Let rk be the rank of Sk and nk be the right nullity of Sk. If
d′ is the smallest index k for which
nk+1 − nk = n, or equivalently rk+1 − rk = m, (3.7)
then d′ is the maximum right minimal index of M(λ) or, equivalently, the maximum column degree
of any minimal basis of Nr(M). Moreover, for all k larger than d′, the equalities (3.7) still hold.
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Proof. As soon as the αi, the number of right minimal indices of M(λ) equal to i, add up to n, we
have found a complete polynomial basis of the rational right null-space of M(λ). There can be no
further linearly independent right null vectors of M(λ) or nonzero αi since the sum
∑k
i=0 αi = n
is the total number of right minimal indices of M(λ). The corresponding largest index k with
αk 6= 0 is therefore the largest right minimal index d′ of M(λ). Since all αk = 0 for k larger than
d′, equation (3.6) guarantees that the equality (3.7) continues to hold. The equivalent condition
rk+1 − rk = m follows from (3.5).
We can also express the sum of the right minimal indices εj ofM(λ) as a function of the nullities
nk.
Corollary 3.5. Let M(λ) ∈ F[λ]m×(m+n) be a polynomial matrix of full row rank m and let Sk
be its Sylvester matrices for k = 1, 2, . . .. Let nk and rk be the right nullity and the rank of Sk,
respectively, αk be the number of right minimal indices εi of M(λ) equal to k, and d
′ be the maximum
right minimal index of M(λ). Then
n∑
j=1
εj =
d′∑
k=1
kαk =
d′∑
k=1
k(nk−1 − 2nk + nk+1) = n · d′ − nd′ = rd′ −m · d′. (3.8)
Proof. The first identity follows from the definition of αk which is the number of right minimal
indices εj equal to k. The second identity follows from Theorem 3.3. The third identity follows
from the relations of Theorem 3.3, which written as follows
n0 = 0,


α0
α1
α2
...
αd′

 =


1
−2 1
1 −2 1
. . .
. . .
. . .
1 −2 1




n1
n2
...
nd′
nd′+1

 , (3.9)
allow us to see immediately that
∑d′
k=1 kαk = d
′ · nd′+1 − (d′ + 1)nd′ . This equality combined with
the identity in Corollary 3.4, i.e.,
nd′+1 = nd′ + n,
gives
∑d′
k=1 kαk = n · d′ − nd′ . The fourth identity follows from (3.5) applied to k = d′.
Remark 3.6. Notice that equation (3.9) in the proof of Corollary 3.5 establishes a one to one
correspondence between the index sets {ni, i = 1, . . . , d′ + 1} and {αi, i = 0, . . . , d′}, as long as
all the indices are non-negative and
∑d′
i=0 αi = n holds. This last identity is clearly equivalent to
nd′+1 − nd′ = n.
We are now ready to formulate our necessary and sufficient finite number of rank conditions
on constant matrices derived from M(λ) to verify that it is a minimal basis. The conditions are
given in the next theorem, where we note that d′ ≤∑mi=1 di, as a consequence of Corollary 3.4 and
Theorem 2.6, and so the number of rank conditions to be checked is indeed finite.
Theorem 3.7. Let M(λ) ∈ F[λ]m×(m+n) be a polynomial matrix, let di, i = 1, . . . ,m, be its row
degrees, and Mhr be its highest-row-degree coefficient matrix. Let Sk be the Sylvester matrices of
M(λ) for k = 1, 2, . . ., and let rk and nk be the rank and the right nullity of Sk, respectively. Let d
′
be the smallest index k for which nk+1 = nk + n, or equivalently, rk+1 = rk +m. Then M(λ) is a
minimal basis if and only if the following rank conditions are satisfied
rankMhr = m and rd′ −m · d′ =
m∑
i=1
di . (3.10)
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Proof. Let us assume first that the conditions (3.10) hold. The condition rankMhr = m says that
M(λ) is row reduced, which implies that M(λ) has normal rank equal to its number of rows, m,
(recall Remark 2.4) and that it has a right null space of dimension n and a set of n right minimal
indices εj , j = 1, . . . , n. These right minimal indices can then be computed via the recurrences of
Theorem 3.3 and condition rd′−m ·d′ =
∑m
i=1 di implies (according to Corollaries 3.5 and 3.4) that
m∑
i=1
di =
n∑
j=1
εj . (3.11)
Since M(λ) has normal rank m, its rows form a polynomial basis of the row space of M(λ) whose
degree sum equals
∑m
i=1 di. If η1, . . . , ηm are the minimal indices of the row space of M(λ), then
Theorem 2.6 combined with (3.11) imply
∑m
i=1 di =
∑n
j=1 εj =
∑m
j=1 ηj , which in turn implies that
the rows of M(λ) must form a minimal basis, by definition of minimal basis.
The reverse implication follows immediately: assume that M(λ) is a minimal basis. Then
rankMhr = m by Theorem 2.2. In addition, Corollaries 3.4 and 3.5 and Theorem 2.6 imply
rd′ −m · d′ =
∑m
i=1 di.
Theorem 3.7 is considerably simplified under the additional generic assumption that the leading
coefficient of M(λ) has full rank. Corollaries 3.8 and 3.9 are two results in that direction.
Corollary 3.8. Let M(λ) = M0 +M1λ+ · · · +Mdλd ∈ F[λ]m×(m+n) be a polynomial matrix such
that rankMd = m. Let Sk be the Sylvester matrices of M(λ) for k = 1, 2, . . ., let rk be the rank of
Sk, and let d
′ be the smallest index k such that rk+1 = rk +m. Then, M(λ) is a minimal basis if
and only if rd′ = m(d+ d
′).
Proof. Note that the assumptions of Corollary 3.8 imply that Mhr =Md and that the row degrees
d1, d2, . . . , dm of M(λ) are all equal to d and, so,
∑m
i=1 di = m · d. In this scenario, if M(λ) is
a minimal basis, then it satisfies the second equality in (3.10), which implies rd′ = m(d + d
′).
Conversely, if one assumes that rd′ = m(d+d
′) holds, then the second equality in (3.10) is satisfied,
while the first one is guaranteed by rankMd = m. Therefore M(λ) is a minimal basis.
Corollary 3.9. Let M(λ) = M0 +M1λ + · · · +Mdλd ∈ F[λ]m×(m+n) be a polynomial matrix and
let Sk be the Sylvester matrices of M(λ) for k = 1, 2, . . .. Then, M(λ) is a minimal basis with
rankMd = m if and only if there exists an index k such that Sk has full row rank. In this case, if
d′ is the smallest index k for which Sk has full row rank, then d′ is the largest right minimal index
of M(λ).
Proof. If M(λ) is a minimal basis with rankMd = m, then Corollary 3.8 implies rd′ = m(d + d
′),
which is the number of rows of Sd′ . Then Sd′ has full row rank.
Conversely, if there exists an index k such that Sk has full row rank, then Md has full row rank,
because the last block row of Sk is [0 |Md], which also implies that M(λ) has full row normal rank.
Let k0 be the smallest index k such that Sk has full row rank and denote by rk the rank of any
Sylvester matrix Sk. Then, according to Lemma 3.2, Sk0+1 also has full row rank and their ranks
satisfy
rk0+1 − rk0 = m. (3.12)
However, rk0−1 < (k0 − 1 + d)m, because Sk0−1 has not full row rank. Therefore, rk0 − rk0−1 > m
and, so, rk+1 − rk > m for all k ≤ k0 − 1, since Theorem 3.3 implies rj − rj−1 ≥ rj+1 − rj for
all j ≥ 1 because αj ≥ 0. Therefore, k0 is the smallest index k such that rk+1 = rk +m, that is,
k0 = d
′ in Corollary 3.8 and rd′ = m (d′ + d), since Sk0 = Sd′ has full row rank. So, Corollary 3.8
implies that M(λ) is a minimal basis. In addition, observe that also k0 = d
′ in Corollary 3.4 and,
so, k0 = d
′ is the largest right minimal index of M(λ).
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We illustrate Theorems 3.3 and 3.7, and Corollaries 3.4, 3.8, and 3.9 with three simple examples.
With the purpose that the reader can easily check that these results yield the right outcome, in our
three examples Theorem 2.2 also allows us to see very easily whether M(λ) is a minimal basis or
not. In addition, we display a matrix N(λ) such that the columns of N(λ)T are a minimal basis of
Nr(M) (and, so, N(λ) is a minimal basis dual to M(λ) whenever M(λ) is a minimal basis), which
can again be easily checked by Theorem 2.2.
Example 3.10. Let M(λ) ∈ F[λ]6×8 and N(λ) ∈ F[λ]2×8 be given:
M(λ) =

 −I2 λI2−I2 λI2
−I2 λI2

 , N(λ) = [ λ3I2 λ2I2 λI2 I2 ] .
Then clearly M(λ)N(λ)T = 0. The ranks rk and nullities nk of the Sylvester matrices Sk of M(λ)
are:
r1 = 8, r2 = 16, r3 = 24, r4 = 30; n1 = 0, n2 = 0, n3 = 0, n4 = 2 .
Then, clearly d′ = 3 and (3.4) gives [α0, α1, α2, α3] = [0, 0, 0, 2] (which agrees with the row degrees
of N(λ)). The condition (3.10) becomes rankMhr = 6 and r3−3 ·m = 24−3 ·6 = 6, which is indeed
equal to d1 + d2 + d3 + d4 + d5 + d6 = 6. Therefore, M(λ) is a minimal basis with right minimal
indices {3, 3}. Observe that for proving just that M(λ) is a minimal basis (not for getting that its
right minimal indices are {3, 3}), one can use simply Corollary 3.9 because the leading coefficient
of M(λ) has clearly full rank. In this case the numbers of rows of Sk for k = 1, 2, 3 are 12, 18, 24,
respectively, which implies that S3 has full row rank and that the largest right minimal index of
M(λ) is 3.
The second example corresponds to a polynomial matrix that is not a minimal basis and has
three different right minimal indices.
Example 3.11. Let M(λ) ∈ F[λ]4×7 and N(λ) ∈ F[λ]3×7 be given:
M(λ) =


λ 0
−1 λ
−1 λ
−1 λ

 , N(λ) =

 0 1 λ 1
λ2 λ 1

 .
Then clearly M(λ)N(λ)T = 0. The ranks rk and nullities nk of the Sylvester matrices Sk of M(λ)
are:
r1 = 6, r2 = 11, r3 = 15; n1 = 1, n2 = 3, n3 = 6 .
Then clearly d′ = 2 and (3.4) gives [α0, α1, α2] = [1, 1, 1] (which agrees with the row degrees of
N(λ)). The condition (3.10) becomes rankMhr = 4 and r2 − 2 ·m = 11 − 2 · 4 = 3, which is not
equal to d1+d2+d3+d4 = 1+1+1+1 = 4. ThereforeM(λ) is not a minimal basis. Observe that
for proving just that M(λ) is not a minimal basis (not for getting that its right minimal indices are
{0, 1, 2}), one can use simply Corollary 3.8 because the leading coefficient of M(λ) has clearly full
rank.
In the previous two examples M(λ) has degree 1 and all its row degrees equal. The polynomial
matrix M(λ) in the next example does not satisfy any of these two properties.
Example 3.12. Let M(λ) ∈ F[λ]6×8 and N(λ) ∈ F[λ]2×8 be given:
M(λ) =

 −I2 λI2−I2 λI2
−I2 λ2I2

 , N(λ) = [ λ4I2 λ3I2 λ2I2 I2 ] .
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Then clearly M(λ)N(λ)T = 0. The ranks rk and nullities nk of the Sylvester matrices Sk of M(λ)
are:
r1 = 8, r2 = 16, r3 = 24, r4 = 32, r5 = 38; n1 = 0, n2 = 0, n3 = 0, n4 = 0, n5 = 2 .
Then clearly d′ = 4 and (3.4) gives [α0, α1, α2, α3, α4] = [0, 0, 0, 0, 2] (which agrees with the row
degrees of N(λ)). The condition (3.10) becomes rankMhr = 6 and r4 − 4 ·m = 32 − 4 · 6 = 8,
which is equal to d1 + d2 + d3 + d4 + d5 + d6 = 8. Therefore, M(λ) is a minimal basis. In this
case the leading coefficient of M(λ) (the one corresponding to degree 2) has not full row rank and
Corollaries 3.8 and 3.9 cannot be used.
We emphasize that in the examples above the rank conditions are completely in terms of the co-
efficient matrices ofM(λ) via its Sylvester matrices, and that the minimal bases N(λ) are displayed
only for the purpose of comparison.
4 Full-Sylvester-rank polynomial matrices and their properties
In this section we characterize the polynomial matrices of size m× (m + n) and degree at most d
all of whose Sylvester matrices Sk defined in (3.2) have full rank, either full column rank when Sk
has more rows than columns or full row rank otherwise. We advance that such matrices are always
minimal bases and that satisfy other additional properties. The ceiling function of a real number x
is often used in the rest of this paper and is denoted by ⌈x⌉. Recall that ⌈x⌉ is the smallest integer
that is larger than or equal to x.
The following definition will allow us to refer to the property of interest in this section in a
concise way.
Definition 4.1. Let M(λ) ∈ F[λ]m×(m+n) be a polynomial matrix of degree at most d, let Sk for k =
1, 2, . . . be its Sylvester matrices, and let rk be the rank of Sk. The polynomial matrix M(λ) is said
to have full-Sylvester-rank if all the matrices Sk have full rank, i.e., if rk = min{(k+d)m, k(m+n)}
for k = 1, 2, . . ..
It is necessary and sufficient to check at most two ranks for determining whether a polynomial
matrix has full-Sylvester-rank or not, as a consequence of Lemmas 3.1 and 3.2. This is stated in
Lemma 4.2.
Lemma 4.2. Let M(λ) ∈ F[λ]m×(m+n) be a polynomial matrix of degree at most d, let Sk for
k = 1, 2, . . . be its Sylvester matrices, and let
k′ :=
⌈
md
n
⌉
and nk′ = md+ t, where 0 ≤ t < n. (4.1)
Then the following statements hold.
(a) k′ is the smallest index k for which the number of columns of Sk is larger than or equal to
the number of rows of Sk.
(b) If k′ > 1 and t > 0, then M(λ) has full-Sylvester-rank if and only if Sk′−1 has full column
rank and Sk′ has full row rank.
(c) If k′ = 1 or t = 0, then M(λ) has full-Sylvester-rank if and only if Sk′ has full row rank.
Proof. Part (a) follows from the size of Sk displayed in (3.2), because (k + d)m ≤ k(m + n) is
equivalent to dm/n ≤ k, and this is equivalent to k′ ≤ k. Part (b) follows from Lemmas 3.1 and
3.2, together with the fact that if t > 0 then Sk′ has strictly more columns than rows, while Sk′−1
has strictly less columns than rows. Note that Sk′−1 is defined since k′ > 1. In part (c) we have
two scenarios. If t = 0, then Sk′ is a square matrix and the result follows again from Lemmas 3.1
and 3.2 for any value of k′. If k′ = 1 and t > 0, the same argument as in part (b) proves the result,
with the only difference that in this case Sk′−1 is not defined.
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Note that Corollary 3.9 immediately implies that polynomial matrices with full-Sylvester-rank
are minimal bases whose leading coefficient has full rank. So, they have full row normal rank and,
since the ranks rk of their Sylvester matrices are given by rk = min{(k + d)m, k(m + n)}, their
right minimal indices are fixed by the recurrence in Theorem 3.3. This leads to a characterization
of full-Sylvester-rank matrices in terms of their complete eigenstructure, i.e., their finite and infinite
elementary divisors1 and their left and right minimal indices. This characterization together with
other properties are presented in Theorem 4.3.
Theorem 4.3. Let M(λ) = M0 +M1λ + · · · +Mdλd ∈ F[λ]m×(m+n) be a polynomial matrix of
degree at most d, let αk be the number of right minimal indices of M(λ) equal to k, and let k
′ and
t be defined as in (4.1). Then the following statements hold.
(a) M(λ) has full-Sylvester-rank if and only if the complete eigenstructure of M(λ) consists only
of the following right minimal indices
αk′−1 = t, αk′ = n− t, and αj = 0 for j /∈ {k′ − 1, k′}. (4.2)
(b) If M(λ) has full-Sylvester-rank, then M(λ) is a minimal basis with rankMd = m, i.e., with
all its row degrees equal to d.
(c) If M(λ) has full-Sylvester-rank, then the degree of any minimal basis dual to M(λ) is equal to
k′. That is, with the notation of Corollaries 3.4 and 3.5, d′ = k′ holds for full-Sylvester-rank
matrices.
Proof. Proof of (a). We assume first that M(λ) has full-Sylvester-rank. Then for all k ≥ k′ the
Sylvester matrix Sk of M(λ) has full row rank, since Sk has full rank and does not have more rows
than columns. Therefore, Corollary 3.9 implies that M(λ) is a minimal basis and that Md has full
row rank. These properties imply in turn that the complete eigenstructure of M(λ) consists only of
n right minimal indices, sinceM(λ) has not finite elementary divisors as a consequence of Theorem
2.2, M(λ) has not infinite elementary divisors as a consequence of rankMd = m, M(λ) has not
left minimal indices because has full row normal rank, and the number of right minimal indices of
M(λ) is dimNr(M) = m+ n− rank(M) = n. It remains to determine the n right minimal indices
of M(λ). To this purpose note that the full-Sylvester-rank property together with Lemma 4.2-(a)
imply that Sk has full column rank for all 1 ≤ k < k′ and has full row rank for all k ≥ k′, which in
terms of the rank, rk, and right nullity, nk, of Sk is equivalent to
rk = k(m+ n), nk = 0, for 1 ≤ k < k′, and
rk = (k + d)m, nk = nk − dm, for k ≥ k′. (4.3)
The relations (4.3) can be expressed also in terms of k′ and t in (4.1) as follows
rk = k(m+ n), nk = 0, for 1 ≤ k < k′, and
rk = (k + d)m, nk = n(k − k′) + t, for k ≥ k′. (4.4)
Finally, from Theorem 3.3 we have that α0 = n1 and αk = nk+1 − 2nk + nk−1 for k ≥ 1, which
combined with (4.4) yields
αk = 0, for 1 ≤ k ≤ k′ − 2,
αk′−1 = nk′ = t,
αk′ = nk′+1 − 2nk′ = n− t,
αk = 0, for k > k
′,
(4.5)
where the last line follows immediately from the fact that the n right minimal indices of M(λ)
have been already determined in the previous lines of (4.5). Observe that according to (4.1) k′ ≥ 1
1In this paper the infinite elementary divisors of a polynomial matrix M(λ) with degree at most d are the
elementary divisors associated to the eigenvalue 0 of the reversal polynomial matrix revdM(λ) := λ
dM(1/λ) [6].
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and that in the limit case k′ = 1, i.e., md ≤ n, we get from (4.5) αk′−1 = α0 = n1 = t, which is
consistent with the initialization in Theorem 3.3. In this limit case the first lines in (4.3), (4.4),
and (4.5) are not present. The following table illustrates the nullities, ranks, and αk numbers for
k = k′ − 2, k′ − 1, k′, k′ + 1, k′ + 2:
k k′ − 2 k′ − 1 k′ k′ + 1 k′ + 2
nk 0 0 t t+ n t+ 2n
rk (k
′ − 2)(m+ n) (k′ − 1)(m+ n) (k′ + d)m (k′ + d+ 1)m (k′ + d+ 2)m
αk 0 t n− t 0 0
Next we prove the sufficiency in part (a). Assume that the complete eigenstructure of M(λ)
consists only of the n right minimal indices described in (4.2). Since the number of right minimal
indices is precisely n, M(λ) has full normal rank, i.e., rank(M) = m. Then, we can apply Theorem
3.3 to M(λ). Note that (3.4) implies (3.6) and, so, the right nullities nk of the Sylvester matrices
are determined from the αk numbers as follows
n1 = α0, nk+1 = nk +
k∑
i=0
αi for k ≥ 1. (4.6)
This recursion combined with (4.2) yields
nk = 0, for k < k
′,
nk = n(k − k′) + t, for k ≥ k′,
which according to (4.4) implies that every Sylvester matrix Sk of M(λ) has full rank. This
completes the proof of part (a).
Part (b) has been already proved at the beginning of the proof of part (a). Part (c) follows
from part (a) and the fact that the row degrees of any minimal basis dual to M(λ) are precisely
the right minimal indices of M(λ).
Theorem 4.3-(a) allows us to state in Theorem 4.4 another necessary and sufficient condition
for a polynomial matrix to have full-Sylvester-rank in terms only of its right minimal indices or,
equivalently, the degrees of their dual minimal bases.
Theorem 4.4. Let M(λ) = M0 +M1λ + · · · +Mdλd ∈ F[λ]m×(m+n) be a polynomial matrix of
degree at most d, let αk be the number of right minimal indices of M(λ) equal to k, and let k
′ and t
be defined as in (4.1). Then, M(λ) has full-Sylvester-rank if and only if the right minimal indices
of M(λ) are
αk′−1 = t, αk′ = n− t, and αj = 0 for j /∈ {k′ − 1, k′}. (4.7)
Proof. Theorem 4.3-(a) implies that if M(λ) has full-Sylvester-rank, then its right minimal indices
are those in (4.7), which proves the necessity. The sufficiency is proved as follows. If the right
minimal indices of M(λ) are those in (4.7), then dimNr(M) = n and rank(M) = m. Therefore,
M(λ) has not left minimal indices. In addition, the Index Sum Theorem [6, Theorem 6.5] applied to
the polynomial matrix M(λ) of grade d implies thatM(λ) has neither finite nor infinite elementary
divisors, since the sum of the right minimal indices of M(λ) is
(k′ − 1)αk′−1 + k′ αk′ = (k′ − 1) t+ k′ (n− t) = −t+ k′ n = md = rank(M) grade(M) .
Therefore, the complete eigenstructure of M(λ) consists only of the right minimal indices in (4.7)
and Theorem 4.3-(a) implies that M(λ) has full-Sylvester-rank.
Remark 4.5. Observe that Theorem 4.3-(b) states that full-Sylvester-rank matrices are minimal
bases with full rank leading matrix coefficient Md. We emphasize that the converse result is not
true: a minimal basis C(λ) ∈ F[λ]m×(m+n) with degree at most d and leading coefficient Cd of full
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rank has not necessarily full-Sylvester-rank. This follows immediately from Theorem 2.6 because
there exist dual minimal bases C(λ) ∈ F[λ]m×(m+n) and D(λ) ∈ F[λ]n×(m+n) with the row degrees
of C(λ) all equal to d (equivalently Cd has full rank) and with the row degrees of D(λ) having
arbitrary values whose sum is md. Since the row degrees of D(λ) are the right minimal indices of
C(λ), they can be different than those in (4.7) and so C(λ) has not full-Sylvester-Rank.
5 Genericity of full-Sylvester-rank matrices and consequences
It is well-known that p × q constant matrices have generically, i.e., typically or “almost always”
if the entries are considered as random variables, full rank equal to min{p, q}. Therefore, it is
natural to expect that generically all of the Sylvester matrices of a polynomial matrix M(λ) ∈
F[λ]m×(m+n) have full rank. In other words, it is natural to expect that generically a polynomial
matrix M(λ) ∈ F[λ]m×(m+n) has full-Sylvester-rank. However, this has to be rigorously proved,
since Sylvester matrices are highly structured matrices containing many zero entries and with block
columns intimately related each other. The development of such rigorous proof and the analysis of
some interesting consequences of this result are the goals of this section. To this purpose, we need
to define the precise meaning of genericity, which in this work is essentially the standard notion in
Algebraic Geometry.
We define genericity inside the vector space F[λ]
m×(m+n)
d of polynomial matrices of size m ×
(m+ n) and degree at most d, where in this section, and in the rest of the paper, F = R or F = C.
One motivation for considering F[λ]
m×(m+n)
d as our “ambient” space comes from the applications
to backward error analyses of polynomial eigenproblems solved via linearizations or ℓ-ifications (see
[6, 9] for the definition of ℓ-ification) that we have in mind for the results in this paper. In practice,
backward errors are considered arbitrary perturbations, since the only information available on
them is their magnitude, which do not increase the degree of the polynomial matrix [10, 21].
The first step in the definition of genericity is to identify F[λ]
m×(m+n)
d with R
(d+1)m(m+n) when
F = R, or with R2 (d+1)m(m+n) when F = C. If F = R such identification can be made, for
instance, by mapping each polynomial matrix M(λ) =M0+M1λ+ · · ·+Mdλd ∈ F[λ]m×(m+n)d into
vec([M0 M1 · · · Md]) ∈ R(d+1)m(m+n), where vec(·) is the standard vectorization operator defined
for instance in [16, Chapter 4]. If F = C, one considers the entrywise real and imaginary parts of
each matrix coefficient Mi, denoted by Re(Mi) and Im(Mi), respectively, and the identification is
made by mapping M(λ) into vec([Re(M0) Im(M0) · · · Re(Md) Im(Md)]) ∈ R2(d+1)m(m+n). Next,
we recall that an algebraic set in Rp is the set of common zeros of a finite number of multivariable
polynomials with p variables and coefficients in R, and that an algebraic set is proper if it is not
the whole set Rp. With these concepts at hand, the standard definition of genericity of Algebraic
Geometry is as follows: a generic set of Rp is a subset of Rp whose complement is contained in
a proper algebraic set. This definition extends obviously to the corresponding one of generic set
of F[λ]
m×(m+n)
d , with F = R or F = C, through the bijective “vec” mappings discussed above,
since these mappings allow us to define algebraic sets of F[λ]
m×(m+n)
d . In the sequel, expressions
as “generically the polynomial matrices in F[λ]
m×(m+n)
d have the property P” have the precise
meaning of “the polynomial matrices of F[λ]
m×(m+n)
d that satisfy property P are a generic set of
F[λ]
m×(m+n)
d ”.
Now, we are in the position of stating and proving the main result of this section.
Theorem 5.1. Let Syl[λ]
m×(m+n)
d ⊂ F[λ]m×(m+n)d be the set of polynomial matrices of size m ×
(m+ n), degree at most d, and with full-Sylvester-rank. Then the complement of Syl[λ]
m×(m+n)
d is
a proper algebraic set of F[λ]
m×(m+n)
d and, so, Syl[λ]
m×(m+n)
d is a generic set of F[λ]
m×(m+n)
d .
Proof. Let k′ and t be defined as in (4.1). We will prove the theorem in the case k′ > 1 and t > 0.
The proofs in the cases k′ = 1 or t = 0 are similar and are omitted. Taking into account Lemma
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4.2-(b), we have that
Syl[λ]
m×(m+n)
d = {M(λ) ∈ F[λ]m×(m+n)d : det(S∗k′−1Sk′−1) · det(Sk′S∗k′) 6= 0},
where Sk′−1 and Sk′ are Sylvester matrices of M(λ). The complement of Syl[λ]
m×(m+n)
d relative to
F[λ]
m×(m+n)
d is(
Syl[λ]
m×(m+n)
d
)c
= {M(λ) ∈ F[λ]m×(m+n)d : det(S∗k′−1Sk′−1) · det(Sk′S∗k′) = 0},
which is obviously an algebraic set. More precisely: if F = R,
(
Syl[λ]
m×(m+n)
d
)c
is the set of zeros of
one multivariable polynomial in the entries of the matrix coefficients Mi, i = 0, 1, . . . , d, of M(λ),
and if F = C, the real and imaginary parts of det(S∗k′−1Sk′−1) · det(Sk′S∗k′) = 0 are equivalent
to two multivariable polynomial equations in the real and imaginary parts of the entries of the
matrix coefficients Mi, i = 0, 1, . . . , d, of M(λ). It only remains to prove that
(
Syl[λ]
m×(m+n)
d
)c
is
proper, i.e., that there is at least one polynomial matrix M(λ) ∈ F[λ]m×(m+n)d such that M(λ) /∈(
Syl[λ]
m×(m+n)
d
)c
. This follows immediately from Theorem 2.6, which guarantees the existence of
dual minimal bases M(λ) ∈ F[λ]m×(m+n) and N(λ) ∈ F[λ]n×(m+n) with all the row degrees ofM(λ)
equal to d (so M(λ) ∈ F[λ]m×(m+n)d ), and with t row degrees of N(λ) equal to k′− 1 and the other
n− t equal to k′, because the row degrees of each of these two matrices sum up md. Therefore, the
right minimal indices of M(λ), which are the row degrees on N(λ), are the ones in (4.7) and, by
Theorem 4.4, M(λ) ∈ Syl[λ]m×(m+n)d and M(λ) /∈
(
Syl[λ]
m×(m+n)
d
)c
.
We have just proved that generically the polynomial matrices in F[λ]
m×(m+n)
d have full-Sylvester-
rank. This can be combined with Theorem 4.3 to prove that generically the polynomial matrices in
F[λ]
m×(m+n)
d satisfy other interesting properties, in particular, the property of being minimal bases
whose degree-d matrix coefficient has full row rank. These properties are stated in the following
corollary, whose simple proof is omitted.
Corollary 5.2. Let k′ and t be defined as in (4.1). Then, the following subsets of F[λ]m×(m+n)d are
generic in F[λ]
m×(m+n)
d :
(a) The set of m × (m + n) polynomial matrices of degree at most d and whose complete eigen-
structure consists only of the following right minimal indices
αk′−1 = t, αk′ = n− t, and αj = 0 for j /∈ {k′ − 1, k′},
where αj denotes the number of right minimal indices equal to j.
(b) The set of m× (m+ n) polynomial matrices of degree at most d that are minimal bases with
degree-d matrix coefficient of full row rank.
(c) The set of m× (m+ n) polynomial matrices of degree at most d that are minimal bases and
such that their dual minimal bases have degree equal to k′.
Observe that the set defined in Corollary 5.2-(a) is precisely Syl[λ]
m×(m+n)
d , while Syl[λ]
m×(m+n)
d
is strictly included in the sets A and B defined in parts (b) and (c) of Corollary 5.2, respectively,
as a consequence of the discussion in Remark 4.5. Therefore the complements of these sets satisfy
Ac ⊂
(
Syl[λ]
m×(m+n)
d
)c
and Bc ⊂
(
Syl[λ]
m×(m+n)
d
)c
, respectively.
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6 Robustness of minimal bases and of full-Sylvester-rank matrices
This section has three goals: first, to characterize when a minimal basis M(λ) ∈ F[λ]m×(m+n)d is
robust under perturbations in the sense that all the polynomial matrices in a neighborhood of
M(λ) are also minimal bases; second, to estimate the size of such neighborhood; and, third, to
prove that full-Sylvester-rank matrices are robust and to estimate the sizes of the corresponding
neighborhoods of robustness.
Throughout the rest of the paper the singular values of a constant matrix A ∈ Fp×q are denoted
by σ1(A) ≥ σ2(A) ≥ · · · ≥ σmin{p,q}(A) and the Sylvester matrices of any P (λ) ∈ F[λ]m×(m+n)d are
denoted by Sk(P ) for k = 1, 2, . . .. In order to study the questions of interest in this section, we
define a norm in F[λ]
m×(m+n)
d as follows: the norm of any P (λ) ∈ F[λ]m×(m+n)d is ‖S1(P )‖2, where
‖A‖2 = σ1(A) is the standard spectral norm of the matrix A [20]. This norm induces the distance
‖S1(P )−S1(P˜ )‖2 = ‖S1(P−P˜ )‖2 between any two polynomial matrices P (λ), P˜ (λ) ∈ F[λ]m×(m+n)d .
In this section, as well as in the rest of this manuscript, we will use very often Lemma 6.2,
whose proof relies on Lemma 6.1.
Lemma 6.1. Let A =
[
A1 A2 · · · Ak
]
where Ai ∈ Fm×ni , i = 1, . . . , k. Then
max
i
σ1(Ai) ≤ σ1(A) ≤
√√√√ k∑
i=1
σ21(Ai) ≤
√
k ·max
i
σ1(Ai).
Proof. This is a simple consequence of [16, Corollary 3.1.3] and [16, Problem 22 in p. 217].
Lemma 6.2. Let P (λ) ∈ F[λ]m×(m+n)d . Then the following inequalities hold for the Sylvester
matrices of P (λ):
‖S1(P )‖2 ≤ ‖Sk(P )‖2 ≤
√
k · ‖S1(P )‖2.
Proof. This is a direct consequence of Lemma 6.1 and the structure of Sk(P ).
Next theorem proves that a minimal basis of degree at most d is robust inside F[λ]
m×(m+n)
d if
and only if its row degrees are all equal to d or, equivalently, if and only if its degree d matrix
coefficient has full rank.
Theorem 6.3. Let M(λ) =M0 +M1λ+ · · ·+Mdλd ∈ F[λ]m×(m+n)d be a minimal basis. Then the
following statements hold:
(a) If rankMd < m, then for all ǫ > 0 there exists a polynomial matrix M˜(λ) ∈ F[λ]m×(m+n)d that
is not a minimal basis and satisfies ‖S1(M)− S1(M˜ )‖2 < ǫ. That is, as close as we want to
M(λ) there are polynomial matrices that are not minimal bases.
(b) If rankMd = m, then there exists an index k such that Sk(M) has full row rank and every
polynomial matrix M˜(λ) = M˜0 + M˜1λ+ · · ·+ M˜dλd ∈ F[λ]m×(m+n)d that satisfies
‖S1(M)− S1(M˜)‖2 <
σ(k+d)m(Sk(M))√
k
(6.1)
is a minimal basis with rank M˜d = m. That is, all the polynomial matrices sufficiently close
to M(λ) are minimal bases with full rank leading coefficient.
Proof. Proof of (a). Note that Md has at least one zero row, because otherwise all the row degrees
of M(λ) would be equal to d, then Md would be the highest-row-degree coefficient matrix of M(λ)
(recall Definition 2.1), and rankMd = m by Theorem 2.2, which is a contradiction.
Assume first m > 1, then either Md 6= 0 or Md = 0 (in this latter case the degree of M(λ) is
strictly less than d). In the case Md 6= 0, Md has at least one zero row and at least one nonzero row
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wk 6= 0. A polynomial matrix M˜(λ) as in the statement can be constructed as follows: M˜(λ) is
equal toM(λ) except that one of the zero rows ofMd is replaced by the row vector (0.5ǫ/‖wk‖2)wk.
This implies that the highest-row-degree coefficient matrix M˜hr of M˜(λ) has two linearly dependent
rows, so M˜(λ) is not a minimal basis by Theorem 2.2, and that ‖S1(M)− S1(M˜ )‖2 = 0.5ǫ < ǫ. In
the case Md = 0, a polynomial M˜(λ) as in the statement can be constructed as follows: M˜(λ) is
equal to M(λ) except that two zero rows of Md are both replaced by the same arbitrary vector vǫ
with norm ‖vǫ‖2 < ǫ/2. Then, M˜hr of M˜ (λ) has two rows equal to vǫ, so M˜(λ) is not a minimal
bases by Theorem 2.2, and ‖S1(M)− S1(M˜ )‖2 = ‖[vǫ ; vǫ]‖2 < ǫ.
The limiting case m = 1, i.e., when M(λ) has only one row and has degree smaller than d,
requires a different proof. Note that in this case rankMd < m = 1 is equivalent to Md = 0. Let
us express M(λ) = [m1(λ) · · · m1+n(λ)] in terms of its entries. From Theorem 2.2, we know that
M(λ0) 6= 0 for any λ0 ∈ F. Given ǫ > 0, define a number λǫ whose modulus is large enough to
satisfy |mi(λǫ)/λdǫ | < ǫ/
√
1 + n for i = 1, . . . , 1 + n. Note that such number exists because all of
the scalar polynomials mi(λ) have degree strictly smaller than d. In this case, we construct M˜ (λ)
as follows
M˜(λ) =M(λ)− λd
[
m1(λǫ)
λdǫ
· · · m1+n(λǫ)
λdǫ
]
,
which satisfies M˜(λǫ) = 0, so M˜ (λ) is not a minimal basis, and ‖S1(M) − S1(M˜ )‖2 < ǫ. This
completes the proof of part (a).
Proof of (b). Corollary 3.9 guarantees the existence of a Sylvester matrix Sk(M) with full
row rank or, equivalently, with minimal singular value σ(k+d)m(Sk(M)) > 0. Condition (6.1) and
Lemma 6.2 imply
‖Sk(M)− Sk(M˜)‖2 = ‖Sk(M − M˜)‖2
≤
√
k ‖S1(M − M˜)‖2 =
√
k ‖S1(M)− S1(M˜ )‖2
< σ(k+d)m(Sk(M)),
which in turns implies that Sk(M˜ ) has full row rank by Weyl’s perturbation theorem for singular
values [20]. Then, part (b) follows from applying Corollary 3.9 to M˜(λ).
Remark 6.4. The natural choice of k in Theorem 6.3-(b) is the smallest index k0 for which Sk(M)
has full row rank, since in this way the denominator of the right hand side of (6.1) is the smallest
possible one, which favors a larger estimation of the neighbourhood of robustness. However, note
that the numerator plays a nontrivial role and another larger k might be a better choice.
As a consequence of the proof of Theorem 6.3-(a) when Md = 0, it is obvious that minimal
bases are never robust under perturbations that increase their degrees. This simple fact is stated
for completeness in the next corollary.
Corollary 6.5. Let M(λ) ∈ F[λ]p×q be any minimal basis with p < q and let d be any integer such
that d > deg(M). Then, there exist polynomial matrices in F[λ]p×qd which are not minimal bases
and are as close as we want to M(λ).
We have proved in Section 5 that generically the polynomial matrices in F[λ]
m×(m+n)
d have full-
Sylvester-rank, which implies that generically the polynomials in F[λ]
m×(m+n)
d are minimal bases
with all their row degrees equal to d and with the row degrees of the minimal bases dual to them fully
determined by (4.7). It is not surprising, due to their genericity, that full-Sylvester-rank polynomial
matrices are robust. This is established in Theorem 6.6 together with estimates of the sizes of the
robustness neighbourhoods. We advance that Theorem 6.6 plays a key role in the perturbation
theory of dual minimal bases developed in Section 7, which is based on the mentioned idea that the
row degrees of the minimal bases dual to full-Sylvester-rank matrices (or, equivalently, the right
minimal indices of full-Sylvester-rank matrices) are completely fixed (recall Theorems 4.3-(a) and
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4.4) and, thus, remain constant in a robustness neighborhood of any full-Sylvester-rank matrix.
This invariance property is lost in any neighborhood of any minimal basis without full-Sylvester-
rank, which implies that perturbation results for dual minimal bases are no longer possible in that
scenario, unless perturbations with particular properties are considered.
Theorem 6.6. Let M(λ) ∈ F[λ]m×(m+n)d be a polynomial matrix with full-Sylvester-rank and let k′
and t be defined as in (4.1). Then the following statements hold:
(a) If k′ > 1 and t > 0, then every M˜(λ) ∈ F[λ]m×(m+n)d such that
‖S1(M)− S1(M˜ )‖2 < min
{
σ(k′−1)(m+n)(Sk′−1(M))√
k′ − 1 ,
σ(k′+d)m(Sk′(M))√
k′
}
has full-Sylvester-rank.
(b) If k′ = 1 or t = 0, then every M˜(λ) ∈ F[λ]m×(m+n)d such that
‖S1(M)− S1(M˜)‖2 <
σ(k′+d)m(Sk′(M))√
k′
has full-Sylvester-rank.
Proof. Proof of (a). Recall that, from Lemma 4.2-(b), Sk′−1(M) and Sk′(M) have full column and
full row rank, respectively, which implies that the smallest singular values of these matrices satisfy
σ(k′−1)(m+n)(Sk′−1(M)) > 0 and σ(k′+d)m(Sk′(M)) > 0. The assumption in part (a) and Lemma
6.2 imply
‖Sk′−1(M)− Sk′−1(M˜)‖2 = ‖Sk′−1(M − M˜)‖2 ≤
√
k′ − 1 ‖S1(M − M˜)‖2
=
√
k′ − 1 ‖S1(M)− S1(M˜)‖2 < σ(k′−1)(m+n)(Sk′−1(M))
and
‖Sk′(M)− Sk′(M˜ )‖2 ≤
√
k′ ‖S1(M)− S1(M˜ )‖2 < σ(k′+d)m(Sk′(M)).
Then, Weyl’s perturbation theorem for singular values [20] implies that Sk′−1(M˜) and Sk′(M˜ ) have
full column and full row rank, respectively, and Lemma 4.2-(b) applied to M˜(λ) implies that M˜ (λ)
has full Sylvester rank.
The proof of part (b) is based on Lemma 4.2-(c) and is analogous to that of part (a). Thus, it
is omitted.
Example 6.7. Let us illustrate Theorem 6.6 for the pencil in Example 3.10. In this example,m = 6,
n = 2, d = 1, k′ = 3, and t = 0. Moreover, S3(M) has size 24×24 and we saw in Example 3.10 that
r3 = rankS3(M) = 24. Thus, Lemma 4.2-(c) guarantees that M(λ) has full-Sylvester-rank and we
can apply Theorem 6.6-(b) to determine that the neighbourhood of full-Sylvester-rank-robustness
is in this example
‖S1(M)− S1(M˜ )‖2 <
σ(k′+d)m(Sk′(M))√
k′
=
σ24(S3(M))√
3
≈ 0.2569.
Since ‖S1(M)‖2 =
√
2, this is a rather large robustness neighborhood.
We finish this section with an improvement of a particular case of Theorem 6.6, which is moti-
vated by the following discussion. The estimations in Theorem 6.6 of the sizes of the neighbourhoods
of full-Sylvester-rank-robustness are based on the smallest singular values of Sk′−1(M) and Sk′(M)
(or only Sk′(M) when k
′ = 1 or t = 0), which leads to easily computable estimations. However,
what really determines the robustness of the full-Sylvester-rank of M(λ) is the smallest of the
norms of the perturbations ∆M(λ) that make Sk′−1(M + ∆M) or Sk′(M +∆M) rank deficient,
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as a consequence of Lemma 4.2. The point is that this is not measured by the smallest singular
values of Sk′−1(M) and Sk′(M), because these singular values measure the distance of Sk′−1(M)
and Sk′(M) to rank deficient matrices under unstructured perturbations that do not preserve the
zero structure of the Sylvester matrices Sk′−1(M + ∆M) and Sk′(M + ∆M). This implies that
the estimates of the sizes of the robustness neighborhoods obtained in Theorem 6.6 are, in general,
strictly smaller than the actual sizes of those neighborhoods, except in the case k′ = 1, i.e., md ≤ n,
corresponding to very “flat” polynomial matrices, where the size of the robustness neighborhood is
sharp because S1(M) has no special zero structure. This is stated in the next corollary.
Corollary 6.8. Let M(λ) ∈ F[λ]m×(m+n)d be a polynomial matrix such that md ≤ n. Then the
following statements hold:
(a) M(λ) has full-Sylvester-rank if and only if S1(M(λ)) has full row rank.
(b) Every M˜(λ) ∈ F[λ]m×(m+n)d such that ‖S1(M)−S1(M˜)‖2 < σ(d+1)m(S1(M)) has full-Sylvester-
rank.
(c) There exists a polynomial matrix M˜(λ) ∈ F[λ]m×(m+n)d that has not full-Sylvester-rank and
satisfies ‖S1(M)− S1(M˜)‖2 = σ(d+1)m(S1(M)) .
Proof. Parts (a) and (b) follows immediately from the fact that k′ = 1 in (4.1), from Lemma 4.2 and
Theorem 6.6-(b). The matrix polynomial in part (c) is extracted from any rank deficient matrix
A ∈ F(d+1)m×(m+n) such that ‖S1(M)−A‖2 = σ(d+1)m(S1(M)) with the identification A = S1(M˜ ).
One such A is obtained from the singular value decomposition of S1(M) by replacing the smallest
singular value by zero.
7 Perturbations of minimal bases dual to full-Sylvester-rank ma-
trices
Some applications require to know how the minimal bases dual to a given minimal basis M(λ)
change when M(λ) is perturbed. See Section 9 for more information about such applications. In
fact, this problem has been solved in [10, Section 6.2] for certain particular minimal bases that
are the off-diagonal blocks of block Kronecker linearizations of polynomial matrices [10] and has
been applied to the backward error analysis of polynomial eigenvalue problems solved via block
Kronecker linearizations. The minimal bases considered in [10, Section 6.2] are very particular
instances of full-Sylvester-rank polynomial matrices that have all their row degrees equal to 1 and
all the row degrees of their dual minimal bases equal. The purpose of this section is to solve
the corresponding perturbation problem for any polynomial matrix M(λ) that has full-Sylvester-
rank. Therefore, the degrees of its dual minimal bases are not always all equal, although they are
completely fixed according to (4.7) by the degree and size of M(λ), and so remain constant in a
robustness neighborhood of the full-Sylvester-rank property. We emphasize that only for the case
of full-Sylvester-rank polynomial matrices such perturbation theory is possible, since in other cases
tiny perturbations of M(λ) may change dramatically the row degrees of the minimal bases of its
dual space, even in the case that the perturbation of M(λ) is still a minimal basis.
The main result in this section is Theorem 7.1, which deserves some comments before being
stated. A key observation on our problem is that there are infinitely many minimal bases N(λ) dual
to a given full-Sylvester-rank polynomial matrix M(λ) and a key feature of the solution we propose
is that Theorem 7.1 provides the same perturbation bound for a relative change of all of them.
However, the allowed norms of the perturbations of M(λ) do depend on the considered dual basis
N(λ) in order to guarantee that the perturbed N˜(λ) found in the proof of Theorem 7.1 is indeed
a minimal basis. In Theorem 7.1, the Frobenius norm [20] ‖Sk(P )‖F of the Sylvester matrices of
a polynomial matrix P (λ) is used, in addition to the spectral or 2-norm used in Section 6. The
reason of using the Frobenius norm is that the equality ‖Sk(P )‖F = ‖Sk(P T )‖F holds, while it
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is not valid in general for the spectral norm, and this equality makes the proof simpler and the
bounds cleaner.
Theorem 7.1. Let M(λ) ∈ F[λ]m×(m+n)d be a polynomial matrix with full-Sylvester-rank, let k′
and t be defined as in (4.1), and let N(λ) ∈ F[λ]n×(m+n)k′ be a minimal basis dual to M(λ) with
highest-row-degree coefficient matrix Nhr ∈ Fn×(m+n). Moreover, let us define the quantities θ1(M)
and θ2(M) as follows:
(a) If k′ > 1 and t > 0
θ1(M) := min
{
σ(k′−1)(m+n)(Sk′−1(M))√
k′ − 1 ,
σ(k′+d)m(Sk′(M))√
k′
,
σ(k′+1+d)m(Sk′+1(M))√
k′ + 1
}
,
θ2(M) := min
{
σ(k′+d)m(Sk′(M))√
k′
,
σ(k′+1+d)m(Sk′+1(M))√
k′ + 1
}
;
(b) If k′ = 1 and t > 0,
θ1(M) = θ2(M) := min
{
σ(d+1)m(S1(M)) ,
σ(d+2)m(S2(M))√
2
}
;
(c) If t = 0
θ1(M) := min
{
σ(k′+d)m(Sk′(M))√
k′
,
σ(k′+1+d)m(Sk′+1(M))√
k′ + 1
}
,
θ2(M) :=
σ(k′+1+d)m(Sk′+1(M))√
k′ + 1
.
Then, every M˜(λ) ∈ F[λ]m×(m+n)d such that
‖S1(M)− S1(M˜ )‖2 < 1
2
· θ1(M) · σn(Nhr)‖S1(N)‖F (7.1)
has full-Sylvester-rank and has a dual minimal basis N˜(λ) ∈ F[λ]n×(m+n)k′ that satisfies
‖S1(N)− S1(N˜)‖F
‖S1(N)‖F ≤
2
θ2(M)
· ‖S1(M)− S1(M˜ )‖2 . (7.2)
In addition, if t = 0, then all the row degrees of N˜(λ) and N(λ) are equal to k′.
Proof. We only prove the most difficult case, which is (a), i.e., when k′ > 1 and t > 0. The proof of
the case (b) is essentially the same as that of (a), with the differences coming from the differences
between parts (a) and (b) of Theorem 6.6. The proof of (c) is considerably simpler, as it is briefly
explained at the end of this proof. In order to perform the proof of case (a), note first that Nhr is
a submatrix of S1(N). Thus, we get
σn(Nhr)
‖S1(N)‖F ≤
σn(Nhr)
‖S1(N)‖2 ≤
σn(Nhr)
‖Nhr‖2 ≤ 1 . (7.3)
This inequality and (7.1) imply that ‖S1(M)−S1(M˜)‖2 is bounded as in Theorem 6.6-(a). There-
fore, any M˜(λ) that satisfies (7.1) has full-Sylvester-rank and every of its dual minimal bases N˜(λ)
has t row degrees equal to k′ − 1, and n − t row degrees equal to k′, as it also happens for the
minimal basis N(λ) dual to M(λ) (recall Theorem 4.4). As a consequence we can write, modulo
row permutations,
N(λ) =
[
X(λ)
Y (λ)
]
and N˜(λ) =
[
X(λ)
Y (λ)
]
+
[
∆X(λ)
∆Y (λ)
]
, (7.4)
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where X(λ),X(λ) + ∆X(λ) ∈ F[λ]t×(m+n)k′−1 have both all their row degrees equal to k′ − 1, and
Y (λ), Y (λ) +∆Y (λ) ∈ F[λ](n−t)×(m+n)k′ have both all their row degrees equal to k′. In the rest of
the proof, among the infinitely many minimal bases N˜(λ) dual to M˜(λ), we will determine one
that satisfies (7.2) by determining the corresponding ∆X(λ) and ∆Y (λ). To this purpose, note
that the equation M˜(λ) N˜ (λ)T = 0 defining dual minimal bases is equivalent with the notation in
(7.4) to the pair of equations
M˜(λ) (X(λ)T +∆X(λ)T ) = 0 and M˜(λ) (Y (λ)T +∆Y (λ)T ) = 0 . (7.5)
By introducing the notation M˜(λ) =M(λ) +∆M(λ) and by using
M(λ)N(λ)T = [M(λ)X(λ)T M(λ)Y (λ)T ] = 0,
the equations in (7.5) can be written in the following equivalent form
M˜(λ)∆X(λ)T = −∆M(λ)X(λ)T and M˜(λ)∆Y (λ)T = −∆M(λ)Y (λ)T ,
which in terms of the corresponding Sylvester matrices are equivalent to the equations
Sk′(M˜)S1(∆X
T ) = −Sk′(∆M)S1(XT ) and (7.6)
Sk′+1(M˜ )S1(∆Y
T ) = −Sk′+1(∆M)S1(Y T ) (7.7)
for the unknowns S1(∆X
T ) and S1(∆Y
T ). Since M˜(λ) has full-Sylvester-rank, the Sylvester matri-
ces Sk′(M˜ ) and Sk′+1(M˜) have both full row rank and the equations (7.6) and (7.7) are consistent.
In addition, for each of them, its minimum Frobenius norm solution is given by
S1(∆X
T ) = −Sk′(M˜)† Sk′(∆M)S1(XT ) and (7.8)
S1(∆Y
T ) = −Sk′+1(M˜)† Sk′+1(∆M)S1(Y T ) , (7.9)
where (·)† stands for the Moore-Penrose pseudoinverse of a matrix. From (7.8), Lemma 6.2, Weyl’s
perturbation theorem for singular values, and (7.1), we get
‖S1(∆XT )‖F ≤ ‖Sk
′(∆M)‖2
σ(k′+d)m(Sk′(M˜))
‖S1(XT )‖F ≤
√
k′ ‖S1(∆M)‖2
σ(k′+d)m(Sk′(M))− ‖Sk′(∆M)‖2
‖S1(XT )‖F
≤
√
k′ ‖S1(∆M)‖2
σ(k′+d)m(Sk′(M))−
√
k′ ‖S1(∆M)‖2
‖S1(XT )‖F ≤
√
k′ ‖S1(∆M)‖2
1
2 σ(k′+d)m(Sk′(M))
‖S1(XT )‖F
=
2 ‖S1(∆M)‖2
1√
k′
σ(k′+d)m(Sk′(M))
‖S1(XT )‖F . (7.10)
Analogously, we get from (7.9)
‖S1(∆Y T )‖F ≤ 2 ‖S1(∆M)‖21√
k′+1
σ(k′+1+d)m(Sk′+1(M))
‖S1(Y T )‖F . (7.11)
Observe that if ∆X(λ) =
∑k′−1
i=0 ∆Xi λ
i and ∆Y (λ) =
∑k′
i=0∆Yi λ
i, then
‖S1(NT )− S1(N˜T )‖F = ‖S1([∆X(λ)T ∆Y (λ)T ])‖F = ‖


∆XT0 ∆Y
T
0
...
...
∆XTk′−1 ∆Y
T
k′−1
0 ∆Y Tk′

 ‖F
=
√
‖S1(∆XT )‖2F + ‖S1(∆Y T )‖2F ,
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which combined with (7.10) and (7.11) yields
‖S1(NT )− S1(N˜T )‖F ≤ 2 ‖S1(∆M)‖2
θ2(M)
√
‖S1(XT )‖2F + ‖S1(Y T )‖2F =
2 ‖S1(∆M)‖2
θ2(M)
‖S1(NT )‖F .
Since ‖Sk(P )‖F = ‖Sk(P T )‖F for any polynomial matrix, this inequality is (7.2). It remains to
prove that N˜(λ) is a minimal basis, since we have only proved so far that M˜(λ) N˜ (λ)T = 0. In
order to prove that N˜(λ) is a minimal basis, we will show that
Z := Nhr +
[
∆Xk′−1
∆Yk′
]
(7.12)
has full row rank, because in this case (7.4) guarantees that Z is the highest-row-degree coefficient
matrix of N˜(λ), corresponding to t row degrees equal to k′ − 1 and n − t row degrees equal to k′,
and that N˜(λ) is row reduced. Thus N˜(λ) has full row normal rank (recall Remark 2.4) and since
its row degrees are those of a minimal basis dual to M˜(λ) and it satisfies M˜(λ) N˜ (λ)T = 0, we get
that N˜(λ) must indeed be a minimal basis dual to M˜(λ). The fact that Z in (7.12) has full row
rank follows from (7.2) (which has been already proved) combined with the hypothesis (7.1) which
imply
‖
[
∆Xk′−1
∆Yk′
]
‖2 ≤ ‖
[
∆Xk′−1
∆Yk′
]
‖F ≤ ‖S1(N˜ )− S1(N)‖F < θ1(M)
θ2(M)
σn(Nhr) ≤ σn(Nhr).
Taking into account that Nhr has full row rank, this inequality implies that Z has also full row
rank. The proof of the case (a) is completed.
Observe that in the case t = 0 considered in (c), the matrices X(λ) and ∆X(λ) are not present
in (7.4), i.e., the partition into two block rows corresponding to polynomial matrices of different
degrees k′ − 1 and k′ is no longer needed, since all the row degrees of N(λ) and N˜(λ) are equal to
k′. The proof is considerably simpler and follows from the one above for the case (a) by ignoring
all equations involving X(λ) and ∆X(λ).
It is interesting to emphasize with respect to Theorem 7.1 that if t > 0, then the minimal bases
N(λ) dual to full-Sylvester-rank matrices M(λ) ∈ F[λ]m×(m+n)d are never robust under arbitrary
perturbations in F[λ]
n×(m+n)
k′ since the row degrees of N(λ) are not all equal (recall Theorem
6.3). However, Theorem 7.1 proves that such N(λ) can behave smoothly if the perturbations are
restricted to be in the set of minimal bases dual to the full-Sylvester-rank matrices satisfying (7.1).
In addition, if t = 0 then we prove in Theorem 7.2 that any such N(λ) has also full-Sylvester-rank
and, therefore, N(λ) admits a robustness result analogous to Theorem 6.6-(b) and a perturbation
theorem similar to Theorem 7.1-(c) with respect to its dual minimal basis M(λ).
Theorem 7.2. Let M(λ) ∈ F[λ]m×(m+n)d be a polynomial matrix with full-Sylvester-rank, let k′ and
t be defined as in (4.1), and let N(λ) ∈ F[λ]n×(m+n)k′ be a minimal basis dual to M(λ). Then, N(λ)
has full-Sylvester-rank if and only if t = 0, i.e., if and only if all the row degrees on N(λ) are equal.
Proof. If t > 0, then the row degrees of N(λ) take the two values k′ − 1 and k′, as a consequence
of Theorem 4.4, and N(λ) has not full-Sylvester-rank according to Theorem 4.3-(b) (applied to
N(λ)).
If t = 0, then the quantities in (4.1) corresponding to N(λ) are k′N = ⌈nk′/m⌉ = d and t′N = 0.
In addition, N(λ) has exactly m right minimal indices equal to d because these are the row degrees
of M(λ). Therefore, Theorem 4.4 implies that N(λ) has full-Sylvester-rank.
We finish this section with another nice feature of the case t = 0. In this case, also the
reversal polynomials of M(λ) and N(λ) have full-Sylvester-rank and, therefore, admit robustness
and perturbation results as those in Theorem 6.6-(b) and Theorem 7.1-(c).
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Theorem 7.3. Let M(λ) ∈ F[λ]m×(m+n)d be a polynomial matrix with full-Sylvester-rank, let k′ and
t be defined as in (4.1), let N(λ) ∈ F[λ]n×(m+n)k′ be a minimal basis dual to M(λ), and let
revdM(λ) := λ
dM
(
1
λ
)
and revk′N(λ) := λ
k′ N
(
1
λ
)
.
If t = 0, then revdM(λ) and revk′N(λ) are dual minimal bases and both have full-Sylvester-rank.
Proof. Since t = 0, all the row degrees of N(λ) are equal to k′ (recall Theorem 4.4). Then, [10,
Theorem 2.7] implies that revdM(λ) and revk′N(λ) are dual minimal bases with all their row
degrees equal, respectively, to d and k′. The fact that both have full-Sylvester-rank then follows
from Theorem 4.4, since the right minimal indices of revdM(λ) (resp. revk′N(λ)) are the row
degrees of revk′N(λ) (resp. revdM(λ)).
8 The classical rank conditions for a minimal basis revisited
In this section we return to the classical characterization of a minimal basis given in Theorem 2.2,
originally presented in [13], in the case of minimal bases over C that are robust under arbitrary
perturbations with the same or smaller degree, which according to Theorem 6.3 are those whose
row degrees are all equal. These minimal bases include all polynomial matrices with full-Sylvester-
rank and also other polynomial matrices, as it is explained in Remark 4.5. More precisely, our
goal in this section is to prove that in the case of robust minimal bases all of the infinitely many
constant matrices whose ranks are involved in Theorem 2.2 have minimum singular values bounded
below by a common number determined by one of the Sylvester matrices of the considered minimal
basis, and, so, none of such matrices is extremely closed to be rank deficient. This is proved in the
following theorem.
Theorem 8.1. Let M(λ) = M0 + M1λ + · · · + Mdλd ∈ C[λ]m×(m+n) be a minimal basis with
rankMd = m, let Sk be its Sylvester matrices for k = 1, 2, . . ., and let d
′ be the largest right
minimal index of M(λ) or, equivalently, let d′ be the degree of any minimal basis dual to M(λ).
Then
σ(d+d′)m(Sd′) ≤ inf
λ0∈C
σm(M(λ0)) and σ(d+d′)m(Sd′) ≤ σm(Md) .
Proof. From Corollary 3.9, we obtain that Sd′ has full row rank. Therefore, its smallest singular
value is larger than zero, i.e., σ(d+d′)m(Sd′) > 0. We use in this proof the well known fact [16, 20]
that any matrix A ∈ Cp×q with p ≤ q satisfies
σp(A) = min
06=x∈Cp
‖A∗x‖2
‖x‖2 = min06=x∈Cp
‖x∗A‖2
‖x‖2 . (8.1)
This result applied to A = Sd′ immediately implies that σ(d+d′)m(Sd′) ≤ σm(Md), since the last
block row of Sd′ is [0 Md] and one can choose in (8.1) vectors x with entries not corresponding
to this last block row equal to zero. To prove the first inequality in Theorem 8.1 note that the
polynomial matrix M(λ) satisfies the following equality between polynomial matrices:
[
I Iλ Iλ2 . . . Iλd+d
′−1 ]


M0
M1 M0
... M1
. . .
Md
. . . M0
0 Md M1
...
. . .
. . .
...
0 . . . 0 Md


︸ ︷︷ ︸
d′ blocks
=M(λ)
[
I Iλ Iλ2 . . . Iλd
′−1 ] ,
(8.2)
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where the identity matrices in the left hand side are equal to Im and in the right hand side are
equal to Im+n. Theorem 2.2 implies that σ0 := σm(M(λ0)) > 0 for any λ0 ∈ C. Let u0 ∈ Cm
and v0 ∈ C(m+n) be left and right singular vectors of M(λ0) corresponding to σ0, that is ‖u0‖2 =
‖v0‖2 = 1 and u∗0M(λ0) = σ0 v∗0. Then it follows from (8.2) that
(
[
1 λ0 λ
2
0 . . . λ
d+d′−1
0
]
⊗u∗0)


M0
M1 M0
... M1
. . .
Md
. . . M0
0 Md M1
...
. . .
. . .
...
0 . . . 0 Md


︸ ︷︷ ︸
d′ blocks
= σ0(
[
1 λ0 λ
2
0 . . . λ
d′−1
0
]
⊗ v∗0).
From this last equality and (8.1) applied to A = Sd′ , we get
σ(d+d′)m(Sd′) ≤ σ0
√√√√∑d′i=1 |λ0|2(i−1)∑d+d′
i=1 |λ0|2(i−1)
≤ σ0 = σm(M(λ0)).
Since this holds for all λ0 ∈ C, the result is proved.
Theorem 8.1 is consistent with the robustness result proved in Theorem 6.3-(b) that guarantees
that all polynomial matrices in a neighborhood of a minimal basis M(λ) with all its row degrees
equal are also minimal bases, as long as we restrict to the space of polynomial matrices with degree
less than or equal to deg(M). The point is that if infλ0∈C σm(M(λ0)) = 0 (note that one can think
this might happen although σm(M(µ)) > 0 for each µ), then it would be possible to construct an
M˜(λ) as close as we want to M(λ) with σm(M˜ (µ)) = 0 for some particular µ and such M˜ (λ) would
not be a minimal basis by Theorem 2.2.
9 Applications to backward error analyses
In this section, we discuss very briefly two concrete applications of some of the results in this paper
and develop with detail a third application. The goals of this third application are to illustrate,
first, how the results in this paper allow us to establish a framework for performing backward
error analyses of polynomial eigenvalue problems solved by applying backward stable algorithms
to strong linearizations or ℓ-ifications, and, second, that considerable nontrivial work is still needed
to analyze the behaviour of particular linearizations or ℓ-ifications within this framework.
The first application is to extend the backward error analysis performed in [10, Section 6] for
polynomial eigenvalue problems solved via the block Kronecker linearizations introduced in [10,
Section 5] to the much more general class of strong block minimal bases (SBMB) linearizations
of polynomial matrices introduced in [10, Section 3], whose construction is based on polynomial
matrices with full-Sylvester-rank of degree 1 whose right minimal indices are all equal. This is a
challenging problem with very interesting applications, since these SBMB linearizations include,
among many others, strong linearizations of polynomial matrices expressed in non-monomial bases
[18, 22], all Fiedler-like linearizations (modulo permutations) published so far in the literature [5],
as well as some interesting vector spaces of potential strong linearizations of polynomial matrices
[12].
A second application is related to the fact that the SBMB and block Kronecker linearizations
of polynomial matrices recently introduced in [10] can be extended to SBMB and block Kronecker
ℓ-ifications of polynomial matrices [11], which are constructed by using polynomial matrices with
full-Sylvester-rank of degree ℓ and whose right minimal indices are all equal. The reader is referred
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to [6, 9] for formal definitions of the concept of an ℓ-ification of a polynomial matrix. In this paper
it is enough to know that an ℓ-ification of a polynomial matrix P (λ) is another polynomial matrix
of degree ℓ that has the same (finite and infinite) elementary divisors, the same number of left, and
the same number of right minimal indices as P (λ). The results in [11] pose naturally the question
whether or not the backward error analysis for block Kronecker linearizations in [10, Section 6] can
be extended to the classes of ℓ-ifications introduced in [11]. This seems to be a hard problem whose
potential solution will be related for sure to the results in this paper.
The third application in this section is to perform a backward error analysis of polynomial
eigenvalue problems solved by applying any backward stable algorithm to the strong ℓ-fications
introduced in [9], which include also many interesting strong linearizations when ℓ = 1. We develop
this application with detail and for this purpose it is convenient to revise the most important results
from [9]. Theorem 9.1 was proved in [9, Theorems 4.1 and 4.5]. The statement is essentially the
one in [9] although the notation has been adapted to fit the one used in previous sections of this
paper. Theorem 9.1 is valid in an arbitrary field, while the remaining results in this section are
valid only when F = R or F = C.
Theorem 9.1. Let
L(λ) =
[
K(λ)
M(λ)
]
∈ F[λ](p+m)×(m+n)ℓ (9.1)
be a matrix polynomial of degree ℓ such that M(λ) ∈ F[λ]m×(m+n) is a minimal basis with all its
row degrees equal to ℓ and such that the row degrees of any minimal basis dual to M(λ) are all equal
to k′ = mℓ/n, i.e., all the right minimal indices of M(λ) are equal. If N(λ) ∈ F[λ]n×(m+n)k′ is any
minimal basis dual to M(λ), then L(λ) is a strong ℓ-ification of the polynomial matrix
P (λ) = K(λ)N(λ)T ∈ F[λ]p×n , (9.2)
considered as a polynomial of degree less than or equal to ℓ + k′. In addition, the right minimal
indices of L(λ) are obtained from the right minimal indices of P (λ) by adding to each of them k′,
while the left minimal indices of L(λ) are equal to those of P (λ).
Observe that since k′ = mℓ/n must be an integer only some combinations of m, n, and ℓ are
allowed in Theorem 9.1. Recall also that the value k′ of the row degrees of N(λ) is fixed to be
precisely k′ = mℓ/n by Theorem 2.6 and the requirements that all the row degrees of M(λ) are
equal to ℓ and that all the row degrees of N(λ) are equal. Theorem 9.1 establishes a wide framework
for constructing strong ℓ-ifications of matrix polynomials. In particular, this framework includes
the Frobenius-like strong ℓ-ifications introduced for first time in [6, Section 5.2]. Moreover, in [9,
Section 4], it is explained how to determine K(λ) from (9.2) when P (λ) and N(λ) are given and
some interesting examples of strong ℓ-ifications are presented there.
It is interesting to emphasize that with the new results introduced in this paper the polynomial
matrix M(λ) with the properties in Theorem 9.1 is just a matrix with full-Sylvester-rank with t = 0,
i.e., with its right minimal indices all equal to k′, which follows immediately from Theorem 4.4 and
the fact that k′ is an integer. This simple observation allows us to prove very easily the perturbation
result for strong ℓ-ifications presented in Theorem 9.2 by using Theorem 7.1-(c). Recall in this
context that S1(Q) denotes the first Sylvester matrix of the polynomial matrix Q(λ) and that
‖S1(Q)‖F and ‖S1(Q)‖2 denote the corresponding Frobenius and spectral norms, respectively.
Theorem 9.2. Let
L(λ) =
[
K(λ)
M(λ)
]
∈ F[λ](p+m)×(m+n)ℓ
be a strong ℓ-ification of the polynomial matrix P (λ) = K(λ)N(λ)T ∈ F[λ]p×n , with the properties
and notation stated in Theorem 9.1. If
∆L(λ) =
[
∆K(λ)
∆M(λ)
]
∈ F[λ](p+m)×(m+n)ℓ
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is another polynomial matrix of degree at most ℓ partitioned as L(λ) and such that
‖S1(∆M)‖2 < 1
2
· θ1(M) · σn(Nhr)‖S1(N)‖F , (9.3)
where θ1(M) is defined as in Theorem 7.1-(c) with d replaced by ℓ and Nhr is the highest-row-
degree coefficient matrix of N(λ), then L(λ) +∆L(λ) is a strong ℓ-ification of a polynomial matrix
P (λ) +∆P (λ) of degree less than or equal to ℓ+ k′ such that
‖S1(∆P )‖F
‖S1(P )‖F ≤ min{
√
k′ + 1 ,
√
ℓ+ 1} CP,L ‖S1(∆L)‖F‖S1(L)‖F , (9.4)
with
CP,L =
‖S1(L)‖F
‖S1(P )‖F ‖S1(N)‖F
(
1 +
2
√
k′ + 1
σ(k′+1+ℓ)m(Sk′+1(M))
(‖S1(K)‖F + ‖S1(∆K)‖F )
)
. (9.5)
In addition, the right minimal indices of L(λ)+∆L(λ) are obtained from the right minimal indices
of P (λ) +∆P (λ) by adding to each of them k′, while the left minimal indices of L(λ) +∆L(λ) are
equal to those of P (λ) +∆P (λ).
Proof. The condition (9.3) is just (7.1) in Theorem 7.1. Therefore, according to Theorem 7.1-
(c,) the submatrix M(λ) + ∆M(λ) ∈ F[λ]m×(m+n)ℓ of L(λ) + ∆L(λ) has full-Sylvester-rank, has
parameter t = 0 (where t and k′ are defined as in (4.1) with d replaced by ℓ), i.e., all the row
degrees of any minimal basis dual to M(λ) + ∆M(λ) are equal to k′ = mℓ/n, and there exists
one of such dual minimal bases N(λ) +∆N(λ) that satisfies (7.2). Thus, Theorem 9.1 applied to
L(λ) +∆L(λ) implies that L(λ) +∆L(λ) is a strong ℓ-ification of the polynomial matrix
P (λ) +∆P (λ) = (K(λ) +∆K(λ)) (N(λ) +∆N(λ))T (9.6)
and that the relationship between the minimal indices of L(λ) +∆L(λ) and P (λ) +∆P (λ) is the
one in the statement. From (9.6), we get
∆P (λ) = ∆K(λ)N(λ)T +K(λ)∆N(λ)T +∆K(λ)∆N(λ)T . (9.7)
In the rest of the proof, we bound ‖S1(∆P )‖F for ∆P (λ) in (9.7) in order to get (9.4) and (9.5).
To this purpose note that for any polynomial matrix Q(λ) the norm ‖S1(Q)‖F coincides with
the norm ‖Q(λ)‖F introduced in [10, Definition 2.15]. Therefore, we can use the inequalities in
[10, Lemma 2.16] which, together with (7.2) in the case (c) in Theorem 7.1 and the inequality
‖S1(∆M)‖2 ≤ ‖S1(∆M)‖F , lead directly to (9.4) with CP,L replaced by
ĈP,L =
‖S1(L)‖F
‖S1(P )‖F ‖S1(N)‖F
(‖S1(∆K)‖F
‖S1(∆L)‖F
+
2
√
k′ + 1
σ(k′+1+ℓ)m(Sk′+1(M))
‖S1(∆M)‖F
‖S1(∆L)‖F (‖S1(K)‖F + ‖S1(∆K)‖F )
)
.
Finally, the trivial inequalities ‖S1(∆K)‖F /‖S1(∆L)‖F ≤ 1 and ‖S1(∆M)‖F /‖S1(∆L)‖F ≤ 1
prove the result.
Theorem 9.2 establishes a general framework to analyze when the solution of the complete
polynomial eigenvalue problem for P (λ) (including minimal indices) through the use of a backward
stable algorithm applied to any of its strong ℓ-ifications described in Theorem 9.1 is backward stable
from the polynomial point of view. Such backward stability will be guaranteed whenever CP,L ≈ 1,
or is at least moderate. Clearly, a detailed analysis of CP,L is only possible for specific strong
ℓ-ifications for which K(λ), M(λ), and N(λ) are known. In particular, to determine lower bounds
for σ(k′+1+ℓ)m(Sk′+1(M)) will be a necessary challenging task to study the backward stability of
specific strong ℓ-ifications which is beyond the scope of this paper.
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10 Conclusions
This paper introduces a new characterization of those polynomial matrices which are minimal bases
in terms of the ranks of a finite number of the Sylvester matrices of the considered polynomial
matrix. This characterization is applied to prove in a rigorous sense that polynomial matrices
are generically minimal bases with very specific properties encoded in the concept of polynomial
matrices with full-Sylvester-rank, which are carefully studied in this paper. In addition, the new
characterization permits us to give a necessary and sufficient condition for a minimal basis to be
robust under perturbations, which is just that the leading matrix coefficient has full rank, and to
determine finite and simple estimations of the size of its robustness neighborhoods. Such results
are particularly interesting in the case of full-Sylvester-rank polynomial matrices, since in this case
they allow us to study in a very precise way how any minimal basis dual to a given minimal basis
with full-Sylvester-rank changes when the given basis is perturbed. Finally some applications of
the results of this paper are discussed with detail. We believe that they are just a very few among
many other potential applications of this work.
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