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We study the energy level structures of the defective graphane lattice, where a carbon dimer defect is created
by removing the hydrogen atoms on two nearest-neighbor carbon sites. Robust defect states emerge inside the
bulk insulating gap of graphane. While for the stoichiometric half-filled system there are two doubly degenerate
defect levels, there are four nondegenerate and spin-polarized in-gap defect levels in the system with one electron
less than half filling. A universal set of quantum gates can be realized in the defective graphane lattice, by
triggering resonant transitions among the defect states via optical pulses and ac magnetic fields. The sizable
energy separation between the occupied and the empty in-gap states enables precise control at room temperature.
The spatial locality of the in-gap states implies a qubit network of extremely high areal density. Based on these
results, we propose that graphane as a unique platform could be used to construct the future all-purpose quantum
computers.
I. INTRODUCTION
Since the discovery of quantum algorithms that outperform
all existing classical algorithms [1–4], there have been grow-
ing interest in building a real-world quantum computer. This
desire is further fostered by the suggestion of Feynman that
quantum computers can simulate complex quantum mechani-
cal systems more efficiently than classical computers [5]. At
present, although proof-of-principle demonstrations of quan-
tum computation exist [6, 7] and the quantum supremacy
seems to be on the horizon [8, 9], a practical all-purpose quan-
tum computer is at most in its early infancy. One major chal-
lenge is to find a unique platform that can play the role of
silicon wafer in classical (digital) computers. In this respect,
a two-dimensional (2D) solid-state system is highly advanta-
geous. Existing examples of such platforms include the semi-
conductor quantum dots [10–12] and the Josephson junction
arrays [13, 14]. These artificial systems, while highly tun-
able, have the deficiency that the basic constituents (quantum
dots, Josephson junctions) cannot be reproduced exactly, and
the properties of different qubits (quantum two-level systems)
vary unavoidably from one to another. This shortcoming can
lead to considerable cumulative error in large-scale quantum
computations. The defect energy levels in a crystalline insula-
tor, like the nitrogen-vacancy centres in diamond [15] and 31P
impurities in silicon (the Kane quantum computer [16]), are
free of this problem. The diamond unfortunately is a three-
dimensional system. The Kane quantum computer, being a
quasi-2D framework, relies on the artificial engineering on the
depth of the 31P impurities underneath the silicon surface and
the distances between individual 31P impurities. Therefore, a
purely 2D solid-state quantum computing network with sta-
bly reproducible energy level structure to encode the qubits
was lacking and is highly desirable.
Here we show that graphane, the fully hydrogenated
graphene, could be an ideal 2D platform for quantum com-
puting. Graphane was theoretically predicted to be an insu-
lator with a huge band gap lying in the range from 3.42 eV
to 5.97 eV [17–20], and was also synthesized experimentally
[21]. Introducing hydrogen vacancies to graphane leads to in-
gap states. Previous works focus on the hydrogen vacancies
that break the balance of the two sublattices and induce fer-
romagnetic polarization [19, 20, 22–26, 28]. We demonstrate
that the simplest hydrogen vacancy configuration keeping the
balance of the two sublattices, which is named as a carbon
dimer and is created by removing the hydrogen atoms on two
nearest-neighbor (NN) carbon sites, gives rise to interesting
in-gap defect states. Being intrinsic defects in a crystalline in-
sulator, different carbon dimers have exactly the same in-gap
states. In the stoichiometric half-filled system, each carbon
dimer gives rise to two doubly-degenerate defect states. By
removing one electron from the graphane lattice per carbon
dimer, the two-fold degeneracy in the defect energy levels of
the half-filled system is removed, and there are four nondegen-
erate in-gap defect states associated with each carbon dimer.
We show that the defect states are tunable by a gate voltage
and controllable by external stimuli such as laser pulses and
ac magnetic fields. In particular, both single-qubit and non-
trivial two-qubit unitary operations can be realized on these
defect states, thereby enabling universal quantum computa-
tion. Based on the analyses, we discuss the feasibility of uti-
lizing the graphane lattice with carbon dimer defects as a 2D
solid-state platform for scalable quantum computation.
II. ENERGY STRUCTURES OF GRAPHANEWITH A
CARBON DIMER DEFECT
We focus on the qualitative changes in the quasiparticle
spectrum of graphane, before and after the creation of one
carbon dimer. A minimal model for this purpose is con-
structed by retaining the carbon pz orbitals and the hydro-
gen s orbitals. We therefore consider a tight-binding model
up to next-nearest-neighbor (2NN) hopping of the carbon pz
orbitals, supplemented by the local carbon-hydrogen (C-H)
2bonds, written as
Hˆgraphane = tNN
∑
〈ij〉σ
c†iσcjσ + t2NN
∑
≪ij≫σ
c†iσcjσ
+ǫp
∑
iσ
c†iσciσ + ǫs
∑
iσ
h†iσhiσ + U
∑
i
c†i↑ci↑c
†
i↓ci↓
+tCH
∑
iσ
(c†iσhiσ + h
†
iσciσ). (1)
σ =↑ or ↓ is the spin index. We take tNN = −2.855 eV and
t2NN = −0.185 eV for the NN and 2NN hoppings among
the carbon pz orbitals [27, 29]. The strength of the C-H bond
is taken as tCH = 5 eV. The on-site energies of the two or-
bitals are taken as ǫp = 0 eV and ǫs = 3.271 eV [27]. The
two basis vectors are a1 = (12 ,−
√
3
2 )a and a2 = (
1
2 ,
√
3
2 )a,
with a ≃ 2.516 Å[17]. We have also incorporated the Hub-
bard interaction within the carbon p orbitals, and will treat it
at the self-consistent mean field level (see Appendix A). This
model captures the most important physics of the hydrogena-
tion: The formation of each C-H bond passivates one carbon
p orbital, and the removal of each hydrogen atom releases one
carbon p orbital [29–34].
We first study the bulk band structures of graphane. Test
calculations with U up to 20 eV show no sign of spin ordering
or charge ordering transitions. From Fig. 1(a) for the band
structures of the above model at U = 6 eV, the hybridization
between carbon p orbitals and hydrogen s orbitals opens a full
energy gap of about 4.6 eV, the magnitude of which is within
the range of existing first-principles results [17, 18, 20]. In-
creasing U to a larger value (e.g., 9.3 eV [29]), the band gap
and the global band structure change only slightly. The con-
sidered model therefore captures correctly the transition from
semimetal to insulator upon hydrogenation, the major qualita-
tive change in the band structures from graphene to graphane.
We next create a carbon dimer defect by removing the hy-
drogen atoms on two NN carbon atoms, thereby releasing two
carbon p orbitals. We calculate numerically the eigenstates of
a graphane lattice with a single carbon dimer defect, in the real
space since translational invariance is broken by the creation
of the dimer. As shown in Fig.1(b), we consider a rectangular
lattice with Nx × Ny C-H units (or carbon atom, if the asso-
ciated hydrogen atom is removed). The x (y) axis runs along
the zigzag (armchair) direction, and Nx (Ny) is the number
of carbon sites along each zigzag chain (the number of zigzag
chains). The periodic boundary condition is imposed, so that
the lattice is topologically a torus and both Nx and Ny are
even integers. The self-consistent mean field calculations (at
zero temperature, unless otherwise specified) start with a uni-
form charge-ordered ferrimagnetic initial state, to allow the
charge ordering and the (ferromagnetic or antiferromagnetic)
magnetic ordering to form spontaneously (see AppendixA for
more details).
As shown in Figure 2 are the energy levels of a 30×30
graphane lattice with a single carbon dimer defect, for U = 6
eV. The energy level distributions are independent of the ori-
entation of the carbon dimer bond. Besides the stoichiomet-
ric half-filled system (Figs.2a and 2c), we consider the case
where one additional electron is removed from the system
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FIG. 1: Band structures and lattice structures. (a) The band structures
of the pristine graphane, for U=6 eV. The horizontal dotted lines la-
bel the valence band top and conduction band bottom. The vertical
dotted lines label the high symmetry points in the Brillouin zone,
Γ = (0, 0), K = ( 1
2
,
√
3
2
) 4pi
3a
, and M = (
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3
2
, 1
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) 2pi√
3a
. Each band
is two-fold degenerate. E=0 eV labels the position of the chemical
potential. (b) A 12×8 graphane lattice with a carbon dimer defect
enclosed by a blue ellipse. The larger yellow (smaller red) balls rep-
resent the carbon (hydrogen) atoms.
(Figs.2b and 2d). Additional energy levels appear inside the
bulk band gap for both cases. For the half-filled system, there
are two in-gap energy levels, with each one two-fold degen-
erate. The four in-gap defect states are posited right at the
center of the full sequence of all the states. That is, among
the 30×30×(2+2)-2×2=3596 states of the 30×30 lattice with
two missing hydrogen atoms, the in-gap states are numbered
as the 1797th state to the 1800th state. To be clear, we have
defined on Figs. 2(c) and 2(d) the valence band top as E0,
the four defect states as E1 to E4 in an order of increasing
energy, and the conduction band bottom as E5. So, in the
ground state of the half-filled system, we have one occupied
and one empty two-fold degenerate in-gap energy levels (Fig.
2c). By removing one electron from the half-filled system,
the two-fold degeneracies in the in-gap energy levels are bro-
ken and we now have four nondegenerate in-gap energy levels
(Fig. 2d). The defect states are now fully spin polarized and
the ground state has a magnetic moment from the occupied
lowest-energy in-gap defect state (E1). The wave functions
of the in-gap states center around the two carbon sites of the
3(a) (b)
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FIG. 2: Energy distribution of the quasiparticle states. A 30×30
graphane lattice with one carbon dimer defect (two hydrogen vacan-
cies on two NN carbon sites) is considered. U=6 eV. (a) and (c)
are for the half-filled system. (b) and (d) are for the system with one
electron less than the half-filled system. (c) and (d) are enlarged plots
close to the bulk band gap. The six symbols in (c) and (d), E0 to E5,
are the names defined for the six states right above the corresponding
symbols. The horizontal dashed lines at E=0 eV label the positions
of the chemical potential.
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FIG. 3: Total number of electrons (Ne) as a function of the chemical
potential (µ), in a 30×30 graphane lattice with one carbon dimer
defect. U=6 eV. The self-consistent mean field calculations (at 300
K and 100 K) are performed in the presence of a static magnetic field
B0, which gives a Zeeman energy of µ0B0 = 0.001 eV, with µ0 the
Bohr magneton.
dimer. Away from the 2NN sites of the carbon dimer sites, the
weights of the in-gap states decay rapidly to be negligible.
The case with one electron removed from the system per
carbon dimer (i.e., Figs.2b and 2d) can be attained by fine
tuning a gate voltage in the presence of a static magnetic field
B0, or by grabbing an electron from the carbon dimer with a
positively charged scanning tunneling probe. Here, we illus-
trate the first mechanism in Figure 3, at both the room tem-
perature (300 K) and a lower temperature (100 K). A uniform
static magnetic field is applied to give a Zeeman energy of
µ0B0 = 0.001 eV, where µ0 is the Bohr magneton. The mag-
netic field is assumed to be oriented along the z axis, per-
pendicular to the graphane lattice. The magnetic field on one
hand splits the two-fold degeneracy of the in-gap states in the
half-filled system, on the other hand fixes the spin quantiza-
tion axis along the z direction. The relevant fine tuning of the
electron occupation number is associated with the jump ofNe
from 1798 to 1797. Importantly, the width of the chemical
potential range for which the total electron number is 1797 is
determined not by the Zeeman energy, but by the energy sep-
aration between E1 and E2 in the case with one electron less
than stoichiometry.
To test the robustness of the in-gap defect states, E1 to E4,
we study their dependence on U and the lattice size. The de-
pendence on U of several characteristic energy intervals are
shown in Fig. 4. First of all, for moderate and small correla-
tion strengthU < 9 eV (U < 10 eV), the half-filled (one elec-
tron less than half-filled) system always has four well-defined
in-gap defect states. While we haveE2−E1 = E4−E3 = 0
for the half-filled system (Fig. 4a), removing one electron
from the system breaks this degeneracy for all U > 0 (Fig.
4b). In the system with one electron less than half filling and
for U < 10 eV, E1 and E3 are found to have the same spin,
which is opposite to the spin of E2 and E4. We have also
checked for U = 6 eV that, as the size of the graphane lat-
tice becomes larger than 12×8 (up to 64×64), there are only
very tiny changes in the in-gap energy levels and their posi-
tions with respect to the bulk conduction and valence bands.
Therefore, the in-gap defect states for both the half-filled sys-
tem and the one electron less than half-filled system are robust
qualitative features of the graphane lattice with a carbon dimer
defect.
We now construct the low-energy effective model of the de-
fect states, for U ≤ 9 eV. Because the graphane lattice under
periodic boundary conditions has the inversion symmetry both
before and after the creation of a carbon dimer defect (see
Fig.1b), the defect states should have definite parities. Denot-
ing the eigen-ket of the defect levelEi as |i〉 (i = 1, ..., 4) and
constructing the parity operator Pˆ with respect to the center
of the carbon dimer bond, we find through numerical calcula-
tions that the two lower (E1 and E2) and two upper (E3 and
E4) defect states have separately even and odd parities. That
is, Pˆ |i〉 = |i〉 for i = 1 and 2, and Pˆ |i〉 = −|i〉 for i = 3 and
4. In going from the half-filled system to the system with one
electron less than half filling, the two-fold spin degeneracy in
the two in-gap energy levels are broken, but the parities of the
states do not change. Denoting the creation operators for the
states with even (odd) parity and σ (=↑, ↓) spin as a†σ (b†σ),
namely a†↑ (a
†
↓) creates the E1 (E2) state and b
†
↑ (b
†
↓) creates
the E3 (E4) state, we write the low-energy effective model
HˆC2 for the in-gap defect states as
∆
2
∑
σ
(b†σbσ−a†σaσ)+
m
2
(a†↓a↓−a†↑a↑)+
m′
2
(b†↓b↓− b†↑b↑).
(2)
∆ = (E3+E4)/2− (E1+E2)/2. m andm′ are respectively
4(a) (b)
(c) (d)
FIG. 4: Dependence of the in-gap defect states on the Hubbard in-
teraction U. A single carbon dimer defect is created inside a 30×30
graphane lattice. The subindices of the energies follow the defini-
tions of Figs. 2c and 2d. (a) is for the half-filled system. The curves
for n+1=2 and n+1=4 coincide, which are zero for all U . (b), (c),
and (d) are for the system with one electron less than the half-filled
system. The inset of (d) is the schematic energy level structure of the
defect states, for U ≤ 9 eV. It also shows the four possible transi-
tions, corresponding to the four energy intervals on Fig. 4(c), among
the four defect states. γ and B1 represent the optical field and the ac
magnetic field, respectively.
the spin splitting energies of the two even-parity and two odd-
parity states. For the half-filled system, we havem = m′ = 0.
For the system with one electron less than half filling, we have
m > 0 and m′ > 0. By applying a static magnetic field
along the z axis, during the process of removing one electron
from the carbon dimer, we can set the spin quantization axis
perpendicular to the graphane plane. Introduce the basis op-
erator for the subspace expanded by the four defect states as
φ† = [a†↑, a
†
↓, b
†
↑, b
†
↓]. Define σα and sα (α = x, y, z) as the
Pauli matrices in the subspace of parity and spin, respectively.
In this new basis, we write HˆC2 = φ†HC2φ, with
HC2 = −∆
2
σz⊗s0−m+m
′
4
σ0⊗sz−m−m
′
4
σz⊗sz, (3)
where σ0 and s0 are separately unit matrices in the parity and
spin subspaces.
III. QUANTUMMANIPULATIONS OF DEFECT STATES
Transitions between opposite-parity (opposite-spin) states
of the same spin (parity) could be triggered by an optical
field (ac magnetic field) through the electric dipole (magnetic
dipole) transition. These manipulations are summarized as the
following driving Hamiltonian [35]
Hˆd = −µ0B0
∑
σ
σ(a†σaσ + b
†
σbσ)
−µ0B1 cos(ω1t)(a†↑a↓ + b†↑b↓ + H.c.)
+2iγ cos(ωt)
∑
σ
(a†σbσ − b†σaσ). (4)
In the basis φ†, we have Hˆd = φ†Hdφ where
Hd = −µ0B0σ0⊗sz−µ0B1 cos(ω1t)σ0⊗sx−2γ cos(ωt)σy⊗s0.
(5)
B0, B1, and γ are implicitly time-dependent, nonzero in cer-
tain time intervals. B0 is the dc magnetic field along the z
direction that fixes the spin quantization axis of the system
with one electron less than half filling. B1 is the magnitude
of an ac magnetic field of frequency ω1 and directed along
the x direction. γ, which denotes the strength of the electric
dipole transition, depends on the polarization vector and the
intensity of the laser pulse. Both the B1 term and the γ term
induce two Rabi oscillations (see the inset of Fig. 4d). For the
system with one electron less than half filling, the two tran-
sitions induced by the same stimulus have different resonant
frequencies. For B1, the two resonant frequencies are m and
m′. For γ, the two resonant frequencies are∆+ (m−m′)/2
and∆+(m′−m)/2. As is shown in Fig.4(d),m 6= m′ holds
for general U .
Analysis of the quantum manipulations could be simplified
by introducing the rotating frame [36]. Consider the rotating
frame defined by (in the basis φ†, we assume ~ = 1 hereafter)
H0 = −ω
2
σz ⊗ s0 − ω1
2
σ0 ⊗ sz. (6)
The effective rotating frame Hamiltonian forH = HC2+Hd
with respect toH0 is [37]
H˜ = eiH0tHe−iH0t −H0 = −m−m
′
4
σz ⊗ sz
−(m+m
′
4
+ µ0B0 − ω1
2
)σ0 ⊗ sz − µ0B1
2
σ0 ⊗ sx
−∆− ω
2
σz ⊗ s0 − γσy ⊗ s0. (7)
The evolution of the defect states is thus driven by H˜ andH0,
which are both simpler than H . The terms in the second line
and third line of Eq.(7) control separately the evolutions in the
subspace of the two spins and the two parities. The first term
of H˜ couples the evolutions in the two channels. In arriving
at Eq.(7), we have applied the rotating-wave approximation to
discard the high-frequency terms [35, 36]. Because m′ 6= m,
we can realize approximately the four transitions illustrated
in Fig. 4(d) one at a time, by tuning the frequencies of the
laser field and (or) the ac magnetic field, and by controlling
the lengths of the pulse sequences. For example, by tuning
ω1 = m
′ and turning off the optical field, we can realize a
quantum operation that exchangesE3 and E4.
A system can realize universal quantum computation under
the premise that arbitrary one-qubit unitary gates (i.e., unitary
5quantum operations) and at least one nontrivial two-qubit gate
(e.g., the controlled-NOT gate) can be implemented with it
[37–41]. We explain in what follows why the graphane with
carbon dimer defects meets this requirement. More details are
contained in Appendix B.
First consider the one qubit unitary gates. For the half-filled
system, we ignore the spin degree of freedom and the defect
states constitute a parity qubit. Tuning the defect states with
the optical field, the model consists of the last two terms of
Eq.(7). For ω = ∆, the Rabi oscillation induced by the γ
term act as a Y -rotation gate. Together with the Z-rotation
gate associated with the free evolution driven by HC2(m =
m′ = 0), we can achieve arbitrary unitary transformations on
the parity qubit [37].
For the system with one electron less than half filling (per
carbon dimer), let us focus on the two low-energy even-parity
states, which constitute a single spin qubit. Now, the Z-
rotation gate is realized by the m term of HC2, and the ac
magnetic field B1 with frequency ω1 = m + 2µ0B0 actual-
izes the X-rotation gate for this spin qubit. Again, we can
combine these two kinds of operations to perform arbitrary
single-qubit unitary gates on this spin qubit [37].
We consider next the two-qubit gates. A two-qubit gate
is encoded in any four states that can be manipulated in a
nontrivial manner at the two-qubit level [37, 42–44]. In the
present defective graphane lattice, the four states may be the
four nondegenerate defect states of a carbon dimer with one
electron less than half filling, or the four doubly degenerate
defect states of two (stoichiometric) half-filled carbon dimers.
For the former case, the four transitions shown in Fig.4(d)
have different resonant frequencies and can have separate
manipulations. The controlled-NOT gate, which performs a
swapping of two (e.g., E3 and E4) among the four in-gap
states, is certainly realizable (see Appendix B for more de-
tails). For the latter case, we have to couple the states of
the two carbon dimers. Compared to local couplings medi-
ated by the lumped electronic circuits or fine tuning the inter-
dimer distances, the distributed quantum computing, which
entangles spatially separated qubits (i.e., the half filled car-
bon dimers) via linear optics [45–49], seems more flexible and
promising. The application of the distributed quantum com-
puting scheme [45, 46] to achieve nontrivial two-qubit gates
in the system with half-filled carbon dimers will not be ex-
plained here.
IV. A SCALABLE 2D QUANTUM COMPUTING
PLATFORM
Based on the above analyses, graphane with carbon dimer
defects appear to be a unique 2D platform for quantum com-
puter, similar to the silicon wafer for digital computer. Sup-
pose we have prepared an ideal sample of graphane, we then
proceed by making analogy between this graphane sheet and
the silicon wafer of the semiconductor industry. A carbon
dimer is an atomic-size qubit (or, qudit, the multilevel gen-
eralization of qubit [42–44]) immersed within the insulating
bulk matrix of graphane, analogous to transistors in the silicon
wafer. By creating more carbon dimers, controlling the dis-
tances and relative dimer bond orientations between different
dimers, we get a qubit network whose property is controlled
by design. The graphane lattice with properly created carbon
dimer defects then serves as an ideal scalable quantum com-
puting network. We discuss in what follows several relevant
issues.
For the preparation of a fiducial initial state [37], we may
take the ground state or a state connected to the ground state
by a Rabi flopping as the initial state. Since the energy sep-
aration between the occupied and the empty defect states has
a magnitude of 0.5 eV (3 eV) for the system with one elec-
tron less than half filling (half-filled system), the mean-field
parameters and the energy level structures at zero tempera-
ture are barely changed at a temperature about 300 K, which
is confirmed by explicit numerical calculations. We therefore
expect to achieve high-fidelity quantum control at room tem-
perature, because the thermal fluctuation energy is at least one
order of magnitude smaller than the above energy separation.
The decoherence may be alleviated by suspending the
graphane lattice to isolate it from the environment, and by
sweeping the gates at a speed faster than the decoherence pro-
cesses. The suspended graphane lattice follows directly from
the suspended graphene lattice, which is the natural mother-
board to produce the graphane. For resonant Rabi transitions,
the sweeping speed is determined by γ or µ0B1 [36, 37, 50]
(see Appendix B). By increasing the intensity of the laser
pulse or the strength of the ac magnetic field, it is possible to
realize gates fast compared to the relevant decoherence pro-
cesses.
The spatial locality of the in-gap states implies that we can
process a tiny graphane single crystal into a chip with an ex-
tremely high areal density of carbon dimer defects. Suppose
we create one carbon dimer in every 12 × 8 supercell (e.g.,
according to Fig.1b), the neighboring carbon dimer defects
are electronically isolated according to our numerical calcu-
lations for U = 6 eV. Then, a nanometer-size graphane flake
may host a single carbon dimer, and a graphane flake of an
area about 1µm×1µm can contain more than 720×650 iso-
lated carbon dimer defects. This estimation is however over-
optimistic, because it is hard to reduce the cross section of
a beam of electromagnetic wave much smaller than its wave-
length. In the semiconductor industry, the immersion lithogra-
phy was introduced to reduce the feature size (e.g., 22 nm) of
the integrated circuit well below the wavelength of the light
(i.e., 193 nm) used in the lithography [51]. In normal con-
ditions, to independently manipulate different carbon dimers,
the separation between NN carbon dimers should be larger
than the wavelength of the stimuli. For U ≃ 6 eV, the reso-
nant transitions shown in Fig.4(d) correspond to ac magnetic
fields of about 2.5 µm in wavelength (i.e., infrared light) and
optical fields of about 0.4 µm in wavelength (i.e., violet vis-
ible light). Therefore, a graphane sample of an area about
1mm×1mm is able to host at least 100×100 well-separated
carbon dimers. This might already be enough to illustrate the
large-scale quantum computations [52]. If a large computa-
tional overhead turns out to be necessary to perform the quan-
tum error corrections [53], a centimeter-size graphane sample
6should contain sufficient number of carbon dimers for large-
scale quantum computation.
Finally, we propose methods of creating the carbon dimers
in graphane. One approach is to remove the hydrogen atoms
mechanically or electrically by an atomic-size scanning tun-
neling probe [54–58]. In application, we flip the graphane lat-
tice after removing the target hydrogen atoms on one side of
the sample, and then remove the target hydrogen atoms on the
opposite side of the sample. A related technique, lithography
with the electron beam from a scanning electron microscopy
[59], might also be useful if the electron beam has a diameter
in the angstrom scale. Another prospective method is the C-
H activation, a technique of breaking and functionalizing the
C-H bonds in organic molecules [60–63]. One implementa-
tion of this method is to remove hydrogen atoms by forming
carbon-metal bonds and then remove the metallic atoms. This
method can be combined with the first method, by preparing
the scanning tunneling probe with the metal that can activate
the C-H bonds (e.g., Pd [62, 63]). If the tip of the probe is stiff
enough (e.g., by alloying), we may remove directly the metal-
lic tip without leaving a metal atom above the carbon atom.
To make the first and the last methods feasible, the tip of the
scanning tunneling probe must be atomically sharp, to ensure
that only the hydrogen atom underneath the probe is removed.
This requirement, although seemingly demanding, is realistic
because tailoring microstructures at the single-atom level with
scanning tunneling microscope have been achieved long ago
[54–58]. To increase the accuracy of real-space positioning
associated with flipping the graphane lattice, we may embed
the graphane sample into a rigid frame, which can be rotated
around a fixed axis in a finely controlled manner. In addi-
tion, besides controlling the accuracy of the flipping process,
we may run a (partial) scanning tunneling microscopy of the
graphane sample after the flipping. This will allow us to map
the distribution of the H vacancies introduced to the first side
of the graphane lattice. Based on this knowledge, we may
proceed to remove accurately the target H atoms on the sec-
ond side of the graphane sample. Finally, instead of flipping
the graphane sample, we may place the graphane lattice and
the frame holding it vertically, and then remove the H atoms
on the two sides of the graphane sample simultaneously with
two individual probes, in terms of a two-probe version of the
scanning tunneling microscopy [64, 65].
V. SUMMARY
In summary, we have found robust in-gap states in graphane
with carbon dimer defects. Each carbon dimer defect intro-
duces four defect states, which fall into two doubly degener-
ate energy levels in the stoichiometric half-filled system and
are all nondegenerate in the system where one additional elec-
tron is removed from each carbon dimer. By encoding the
single-qubit and two-qubit systems in these in-gap states, we
can realize universal quantum computation at ambient condi-
tions. Being intrinsic defects of a crystalline solid-state mate-
rial, different carbon dimers have identical energy structures
and can realize exactly the same quantum gate when acted
on by the same operation. The spatial locality of the in-gap
states ensures the scalability of the carbon dimers in graphane.
These features testify graphane as a unique two-dimensional
platform to realize future large-scale quantum computations.
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Appendix A: The self-consistent mean field calculations
In Eq. (1) of the main text, the only interaction term is the
on-site Hubbard interaction within the p-orbitals of the carbon
atoms. The mean-field study of the model begins with the
following decoupling to the Hubbard term
U
∑
i
c†i↑ci↑c
†
i↓ci↓ ≃ (A1)
U
∑
i
[〈c†i↑ci↑〉c†i↓ci↓ + c†i↑ci↑〈c†i↓ci↓〉 − 〈c†i↑ci↑〉〈c†i↓ci↓〉].
〈Aˆ〉 is the expectation value of the Aˆ operator. At zero
temperature, 〈Aˆ〉 = 〈GS|Aˆ|GS〉 is defined in terms of the
ground state |GS〉. At nonzero temperature T > 0 K, 〈Aˆ〉 =
Tr{e−βKˆAˆ}/Z , where Z = Tr{e−βKˆ} and β = 1/(kBT )
(kB is the Boltzmann constant). Kˆ = Hˆ − µNˆ and µ is the
chemical potential. Nˆ =
∑
i(c
†
i↑ci↑ + c
†
i↓ci↓ + ηih
†
i↑hi↑ +
ηih
†
i↓hi↓) is the operator for the total number of electrons,
where ηi = 0 for the hydrogen vacancy sites and ηi = 1
otherwise. Tr{· · · } = ∑n〈n| · · · |n〉 is the trace operation
over the complete set of eigenstates. For simplicity in nota-
tion, we define the two mean-field parameters introduced for
the i-th carbon site as ni↑ = 〈c†i↑ci↑〉 and ni↓ = 〈c†i↓ci↓〉. By
substituting Eq. (A1) into Eq. (1) of the main text, we obtain
the mean-field Hamiltonian. From the above definitions, the
mean-field Hamiltonian and its eigenspectrum depends on the
mean-field parameters niσ (σ =↑, ↓), the mean-field parame-
ters are defined by the eigenstates of the mean-field Hamilto-
nian. This mutual dependence defines a self-consistency loop
for the mean-field parameters and themean-field Hamiltonian.
The self-consistent calculation begins by assigning an ini-
tial value to each of the independent mean-field parameters,
niσ = n
(0)
iσ (σ =↑, ↓). Substituting these mean-field parame-
ters to Eq. (A1) and replacing the Hubbard term in Eq. (1) by
Eq. (A1), we get the mean-field Hamiltonian. This mean-field
model is then diagonalized, which gives its full eigenspectrum
and the corresponding eigenvectors. Then we determine µ by
requiring the correct total number of electrons in the system,
〈Nˆ〉 = Ne. Substituting the eigenvectors and µ to the defi-
nition of the mean-field parameters, we get a new set of the
7mean-field parameters, which we denote as n(1)iσ (σ =↑, ↓).
The above iterative calculations are repeated until the differ-
ence |n(m)iσ −n(m−1)iσ | is smaller than a preseted small positive
number δ, for all i and σ. We then take n(m)iσ (σ =↑, ↓) as
our convergentmean-field parameters and calculate the eigen-
states of the corresponding mean-field model.
We have tested the convergence of the results with respect
to the choice of δ and n(0)iσ (σ =↑, ↓). The results in the main
text are obtained for δ = 10−5. By reducing to δ = 10−8,
no appreciable changes are found in either the half-filled sys-
tem or the system with one electron less than half filling. For
both the bulk ideal graphane and the real-space graphane lat-
tice with a carbon dimer defect, we take uniform initial states.
We therefore have four independent initial mean-field param-
eters, n1↑, n1↓, n2↑, and n2↓. The subindices 1 and 2 denote
the two sublattices of the carbon atoms. We take n(0)iσ = n1σ
(σ =↑, ↓) if the i-th carbon atom belongs to sublattice 1 and
set n(0)iσ = n2σ (σ =↑, ↓) if the i-th carbon atom belongs to
sublattice 2. The charge-ordered ferrimagnetic initial state,
which allows the spontaneous emergence of charge ordering
and (or) magnetic ordering from the self-consistent calcula-
tions, is subject to the constraints n1↑ + n1↓ 6= n2↑ + n2↓,
(n1↑−n1↓)(n2↑−n2↓) < 0, and (n1↑−n1↓)+(n2↑−n2↓) 6=
0. We have considered several different sets of initial param-
eters, including {n1↑ = 0.78, n1↓ = 0.32, n2↑ = 0.35, n2↓ =
0.55}, {n1↑ = 0.71, n1↓ = 0.39, n2↑ = 0.35, n2↓ = 0.55},
and {n1↑ = 0.57, n1↓ = 0.45, n2↑ = 0.45, n2↓ = 0.53}.
Consistent results for the convergent mean-field parameters
and the eigenspectrum are obtained for both the half-filled sys-
tem and the system with one electron less than half filling.
Appendix B: Quantum operations
In this section, we discuss in greater details the quantum
gates (i.e., quantum operations) mentioned in the main text.
These include the unitary one-qubit gates on the parity qubit
of the half-filled system, the unitary one-qubit gates on the
spin qubit of the system with one electron less than half filling
per carbon dimer, and the nontrivial two-qubit quantum gates
on the system with one electron less than half filling per car-
bon dimer. We will first write down the formula for the most
general quantum operations that can be realized in the present
system, and then specialize to the cases relevant to our discus-
sions in the main text. In the following constructions for the
quantum gates, we assume that the applied stimuli (i.e., the ac
and the static magnetic fields, and the laser pulse) turn on and
turn off abruptly so that we can ignore the time spent for these
changes. We also assume that the amplitudes of the external
stimuli keep constant during the operations of the quantum
gates. We therefore restrict to rectangular-wave pulses of the
external stimuli. Also notice that, all the constructed quantum
gates are assumed to operate on a single carbon dimer defect
which is far away from and thus isolated from neighboring
carbon dimers.
1. General quantum operations
The Schrödinger equation in the laboratory frame is (we
assume ~ = 1 hereafter)
i
∂
∂t
|χ(t)〉 = H |χ(t)〉, (B1)
where H = HC2 + Hd is the full Hamiltonian. In the basis
φ† = [a†↑, a
†
↓, b
†
↑, b
†
↓], we have
H = −∆
2
σz ⊗ s0 − µ0B0σ0 ⊗ sz
−m+m
′
4
σ0 ⊗ sz − m−m
′
4
σz ⊗ sz (B2)
−µ0B1 cos(ω1t)σ0 ⊗ sx − 2γ cos(ωt)σy ⊗ s0.
We introduce the rotating frame defined, in the basis φ†, by
[36, 37]
H0 = −ω
2
σz ⊗ s0 − ω1
2
σ0 ⊗ sz. (B3)
The dynamics in the rotating frame is governed by
|ϕ(t)〉 = eiH0t|χ(t)〉, (B4)
and
i
∂
∂t
|ϕ(t)〉 = (eiH0tHe−iH0t−H0)|ϕ(t)〉 ≡ H˜ |ϕ(t)〉, (B5)
with
H˜ = −m−m
′
4
σz ⊗ sz − (m+m
′
4
+ µ0B0 − ω1
2
)σ0 ⊗ sz
−µ0B1
2
σ0 ⊗ sx − ∆− ω
2
σz ⊗ s0 − γσy ⊗ s0. (B6)
In arriving at the above expression, we have discarded the
high-frequency (with angular frequencies 2ω and 2ω1) terms,
in the spirit of the rotating-wave approximation (RWA) [36].
The RWA, which is valid if µ0B1 (γ) is much smaller than ω1
(ω) [66], is a reasonable approximation for our present sys-
tem. For rectangular-wave pulses, both during the action of
the pulses and when the pulses are turned off, H˜ is time inde-
pendent. The dynamical evolution of the system is thus sim-
plified. Notice that, the above transformation from the labora-
tory frame to the rotating frame is formally equivalent to the
transformation from the Schrödinger picture to the interaction
picture. The major difference being that the presentH0 is not
a part of the original model but rather motivated to remove the
time dependence of the model.
Now, consider the evolution of an arbitrary state in the
Hilbert space of the four in-gap defect states, from t1 to t2.
Formally, we define the evolution operator as
|χ(t2)〉 = U(t2, t1)|χ(t1)〉, (B7)
in the laboratory frame, and
|ϕ(t2)〉 = U0(t2, t1)|ϕ(t1)〉, (B8)
8in the rotating frame. Taking advantage of the definition of
Eq.(B4), we can relate the two evolution operators as
|χ(t2)〉 = e−iH0t2U0(t2, t1)eiH0t1 |χ(t1)〉 = U(t2, t1)|χ(t1)〉,
(B9)
Because H˜ is time-independent, we have
U0(t2, t1) = e
−iH˜(t2−t1). (B10)
The full evolution operator in the laboratory frame is thus
U(t2, t1) = e
−iH0t2e−iH˜(t2−t1)eiH0t1 . (B11)
The initial time of the quantum operation is arbitrary. How-
ever, the difference between |χ(t1)〉 and |ϕ(t1)〉 is irrelevant
to the dynamics. We will therefore set t1 = 0, so that at the be-
ginning of the evolution the two wave functions are the same,
and the evolution operator depends only on the total time of
operation t [67]
U(t, 0) = e−iH0te−iH˜t. (B12)
It is necessary to point out that, not all the terms in H are
always present in an arbitrary time or time period. For exam-
ple, in the half-filled system we have m = m′ = 0. Besides,
there is no real transition between two states of opposite spin
and same parity, because the two states are either both occu-
pied or both empty. Therefore, in discussing general quan-
tum operations applied on the half-filled system, we can set
B0 = B1 = ω1 = 0. On the other hand, the ac magnetic
field may also be oriented along a general direction in the xy
plane. This extra complication, while more general, is not
necessary in the present framework, and therefore we will re-
strict to the model defined above. With the above point in
mind, any quantum operation (i.e., quantum gate) that can be
realized in our system is represented as an evolution operator
defined by Eq.(B12).
For the system with one electron less than half filling per
carbon dimer, only one electron occupies the four in-gap de-
fect states. The Hilbert space is four dimensional, and we
denote the four basis as |j〉 (j = 1, ..., 4). The basis |j〉
(j = 1, ..., 4) represents that the Ej state is occupied by the
electron and all the other three defect states are empty. Start-
ing from the ground state, |1〉, we can in principle prepare an
initial state of the form
|χ(0)〉 = c1|1〉+ c2|2〉+ c3|3〉+ c4|4〉, (B13)
with cj (j = 1, ..., 4) general complex numbers that normalize
|χ(0)〉. This can be achieved by exerting a proper sequence of
ac magnetic fields and laser pulses. Then, the final state after
an evolution (quantum operation) of time t is
|χ(t)〉 = U(t, 0)|χ(0)〉 = c1U(t, 0)|1〉+ c2U(t, 0)|2〉
+c3U(t, 0)|3〉+ c4U(t, 0)|4〉. (B14)
For the stoichiometric half-filled system, two electrons oc-
cupy the four in-gap defect states. In the ground state, which
we denote as |a〉, E1 and E2 are both occupied whereas E3
and E4 are both empty. A resonant laser pulse can connect
the ground state to another state |b〉, in which E1 and E2 are
both empty whereas E3 and E4 are both occupied. The ac
magnetic field, which couples E1 to E2 and E3 to E4, can-
not lead to new states other than |a〉 and |b〉. Therefore, the
Hilbert space of the half-filled system is two dimensional and
have |a〉 and |b〉 as the two basis vectors. In this case, we will
turn off the ineffective magnetic fields and manipulate the de-
fect states with the laser pulses. Starting from the ground state
|a〉, we can prepare, by applying a proper laser pulse, an initial
state of the form
|χ′(0)〉 = c′1|a〉+ c′2|b〉, (B15)
where c′1 and c
′
2 are general complex numbers that normalize
|χ′(0)〉. The final state after an evolution of time t is obtained
by applying U(t, 0) on the above state
|χ′(t)〉 = U(t, 0)|χ′(0)〉 = c′1U(t, 0)|a〉+ c′2U(t, 0)|b〉.
(B16)
Now, we analyze several general aspects of the evaluation
of the evolution operator U(t, 0). Because the two terms of
H0 commute, we have
eiH0t = e−i
ωt
2
σz⊗s0e−i
ω1t
2
σ0⊗sz
= (cos
ωt
2
σ0 ⊗ s0 − i sin ωt
2
σz ⊗ s0) ·
(cos
ω1t
2
σ0 ⊗ s0 − i sin ω1t
2
σ0 ⊗ sz). (B17)
When there is no ac magnetic field (optical field), we set ω1 =
0 (ω = 0), the evolution operator then reduces to a rotation
operator about the z-axis (we will call it Z-rotation in what
follows) in the parity (spin) subspace [37].
The µ0B1 and γ terms of H˜ are not commutative to the re-
maining part of H˜ . We therefore do not have a similar simple
expansion for exp(iH˜t) as that for exp(iH0t). In this case,
instead of directly expanding the exponential into its Taylor
series, we first diagonalize H˜ with a unitary transformation
V †H˜V = H˜d, (B18)
where V is the desired unitary matrix which diagonalizes H˜,
and H˜d is the diagonal matrix with the eigenvalues of H˜ as
the diagonal elements. Then we have
eiH˜t = eiV H˜dV
†t = V eiH˜dtV †, (B19)
which is easily evaluated after having V and H˜d in hand.
The solution of V and H˜d for the most general H˜ is cum-
bersome. On the other hand, if only one of µ0B1 and γ is
nonzero, that is if we apply the ac magnetic field and laser
pulse separately and not simultaneously, then H˜ reduces to
the direct sum of two decoupled 2 × 2 subsystems and the
corresponding V and H˜d are easily solvable. We will in what
follows focus on this special class of quantum operations and
will see that they are sufficient to realize universal quantum
computation in the present system. To facilitate the direct-
sum decomposition to H˜ , we introduce the following projec-
tion operators in the spin and parity subspaces
P s± =
s0 ± sz
2
, P σ± =
σ0 ± σz
2
. (B20)
9The backward transformations are
s0 = P
s
+ + P
s
−, sz = P
s
+ − P s−;
σ0 = P
σ
+ + P
σ
−, σz = P
σ
+ − P σ−. (B21)
The projection operators have the following important prop-
erties
P s+P
s
+ = P
s
+, P
s
−P
s
− = P
s
−, P
s
+P
s
− = P
s
−P
s
+ = 0;
P σ+P
σ
+ = P
σ
+, P
σ
−P
σ
− = P
σ
−, P
σ
+P
σ
− = P
σ
−P
σ
+ = 0.(B22)
We carry out the direct-sum decompositions to H˜ for the
above special cases. First, if neither the ac magnetic field nor
the laser pulse is applied, we set ω1 = B1 = ω = γ = 0. The
remaining terms of H˜(ω1 = B1 = ω = γ = 0) ≡ H˜1 = HC2
are all mutually commutative, and there is no need to make
the direct-sum decomposition. Second, if we apply only the
optical field (i.e., laser pulse), we set ω1 = B1 = 0. B0 is
tunable and may be zero. We decompose H˜(ω1 = B1 =
0) ≡ H˜2 as
H˜2 = H˜
s
+ + H˜
s
− − (
m+m′
4
+ µ0B0)σ0 ⊗ sz, (B23)
where the last term is singled out because it commutes with
the remaining part of the model, and
H˜s+ = −
m−m′
4
σz ⊗ P s+ −
∆− ω
2
σz ⊗ P s+ − γσy ⊗ P s+
= [(−m−m
′
4
− ∆− ω
2
)σz − γσy]⊗ P s+, (B24)
H˜s− =
m−m′
4
σz ⊗ P s− −
∆− ω
2
σz ⊗ P s− − γσy ⊗ P s−
= [(
m−m′
4
− ∆− ω
2
)σz − γσy]⊗ P s−. (B25)
Third, if we apply only the ac magnetic field, we set ω = γ =
0. We decompose H˜(ω = γ = 0) ≡ H˜3 as
H˜3 = H˜
σ
+ + H˜
σ
− −
∆
2
σz ⊗ s0, (B26)
where the last term is singled out because it commutes with
the remaining part of the model, and
H˜σ+ = P
σ
+ ⊗ [(−
m
2
− µ0B0 + ω1
2
)sz − µ0B1
2
sx], (B27)
H˜σ− = P
σ
− ⊗ [(−
m′
2
− µ0B0 + ω1
2
)sz − µ0B1
2
sx]. (B28)
Because of the properties of the projection operators listed in
Eq.(B22), the three terms of H˜2 all commute with each other,
as does the three terms of H˜3. The exponentials exp(iH˜2,3t)
thus reduce to the product of three commutative exponentials
that are easy to evaluate.
For the above cases of interest to us, the evolutionmatrix for
the quantum gates can be obtained by applying the following
formula
Rnˆ(θ) = e
−iθnˆ·~σ/2 = cos
θ
2
σ0 − i sin θ
2
(nˆ · ~σ), (B29)
where nˆ = (n1, n2, n3) is a real unit vector, σ0 is the 2 × 2
unit matrix, ~σ = (σx, σy, σz) with σα (α = x, y, z) the
Pauli matrices, and the vector inner product nˆ · ~σ = n1σx +
n2σy + n3σz . Rnˆ(θ) represents a θ-angle rotation of the σ-
spin around the axis along nˆ, and will be called N -rotation
(e.g., X,Y, Z-rotations) in what follows [37]. Notice that,
in applying the above formula to the evolution operator ex-
pressed in terms of the projection operators, there is a term
corresponding to the complementary subspace. As an exam-
ple, considering the evolution driven by H˜σ+, we have
e−iH˜
σ
+t = P σ+⊗[cos(Ωt)s0+i sin(Ωt)nˆ·~s]+P σ−⊗s0, (B30)
where the frequency
Ω =
√
(
ω1 −m
2
− µ0B0)2 + (µ0B1
2
)2, (B31)
and the unit vector along the rotation axis
nˆ = (n1, n2, n3) =
1
Ω
(
µ0B1
2
, 0,
m− ω1
2
+ µ0B0). (B32)
The last term, P σ− ⊗ s0, which is a unit operator in the com-
plementary subspace, should be included in the expansion to
arrive at the correct final result. When ω1 = m + 2µ0B0,
the H˜σ+ subspace is at resonance. Assuming B1 > 0, we
have Ω = µ0B1/2 and nˆ = (1, 0, 0). When the system
is evolved by a time t = (π2 )/Ω = π/(µ0B1), the two
basis states of the H˜σ+ subspace (i.e., |1〉 and |2〉) are ex-
changed (the Rabi flopping [36, 37]). On the other hand,
when the complementary subspace associated with H˜σ− is at
resonance, we have ω1 = m′ + 2µ0B0. The H˜σ+ subspace
is now off resonance, with Ω =
√
(m−m′)2 + (µ0B1)2/2
and nˆ = (n1, n2, n3) = (µ0B1, 0,m − m′)/(2Ω). Usually,
we have |m −m′| ≫ |µ0B1|. So we have |n3| ≫ |n1|, and
the hybridization between |1〉 and |2〉 is negligible for arbi-
trary evolution time.
2. One-qubit gates on the parity qubit of the half-filled system
We first consider the quantum operations that can be ap-
plied to the half-filled system. From the main text, we have
m = m′ = 0 in this case. The four in-gap defect states
gather into two two-fold degenerate groups. In the presence
of a static magnetic field B0, the two-fold spin degeneracies
of the two groups are broken to the same extent. If the Zee-
man interaction from B0 does not change the occupancy of
the system, the ac magnetic field cannot trigger a real tran-
sition, because the two relevant states are always either both
occupied or both empty. Therefore, in the half-filled system,
the spin degrees of freedom is inert and can be ignored from
a practical point of view. We thus set ω1 = B1 = B0 = 0 for
the half-filled system. The system is now effectively a parity
qubit, which is tunable by the optical field through the electric
dipole transition.
The model reduces to
H0 = −ω
2
σz ⊗ s0, (B33)
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and
H˜ = −∆− ω
2
σz ⊗ s0 − γσy ⊗ s0. (B34)
At resonance, ω = ∆, and the first term of H˜ vanishes. An
evolution of duration t is thus
U(t, 0) = e−iH0te−iH˜t = ei
∆t
2
σz⊗s0eiγtσy⊗s0
= Rσz (−∆t)Rσy (−2γt), (B35)
which is formally a composite gate of a Y -rotation and a Z-
rotation in the parity subspace [37]. By tuning the evolution
time t, the strength of the optical field γ, and by exerting a
sequential multipulse operation, we can achieve arbitrary uni-
tary transformations (i.e., quantum gates) on the parity qubit.
What follows we construct the Hadamard gate (H), the phase
gate (S), and the π/8 gate (T). It is well known that these three
gates can be compounded to approximate arbitrary single-
qubit gates [37].
In the parity subspace, and suppressing the inactive spin
degrees of freedom, the three gates can be represented in terms
of the Y -rotations and Z-rotations as
S =
(
1 0
0 i
)
= ei
pi
4Rz(
π
2
),
T =
(
1 0
0 ei
pi
4
)
= ei
pi
8Rz(
π
4
),
H =
1√
2
(
1 1
1 −1
)
= ei
pi
2Ry(
π
2
)Rz(π). (B36)
The global phase factors in front of the final expressions have
no observable effects and can be ignored. The phase (S)
and π/8 (T) gates are thus realized by turning off the laser
pulse (i.e., γ = 0) and freely evolve the system by a time of
7π/(2∆) and 15π/(4∆), respectively. Note that, up to the 2π
phase ambiguity, we have−π/4 ≡ 7π/4 and−π/8 ≡ 15π/8.
For the Hadamard (H) gate, we firstly freely evolve the sys-
tem by a time of 3π/∆ to get Rz(π). Then we apply the laser
pulse. If we can continuously tune γ, we can choose γ and
the time duration t, such that ∆t = 4Nπ and 4γt = 7π are
satisfied at the same time, and get Ry(π2 ). Here N is a large
positive integer since ∆ ≫ γ applies. If γ is not easily tun-
able, we can still apply the laser pulse for a time of 4γt = 7π
and then we freely evolve the system for an additional time of
t′, such that∆(t+ t′) = 4Nπ with N a positive integer.
3. One-qubit gates on the spin qubit of the system with one
electron less than half filling per carbon dimer
In the system with one electron less than half filling, we can
have different ways of encoding a single qubit. One is to com-
bine |1〉 and |2〉 with a resonant ac magnetic field, another is
by combining |1〉 and |3〉 with a resonant laser pulse. Here,
we focus on the first approach, because it utilizes the two low-
est energy levels and is the most natural encoding of a qubit in
this system. The second approach can be realized in a similar
manner, which is formally equivalent to the discussions in the
previous section, if we restrict to the subspace of |1〉 and |3〉
and ignore the evolution of the subspace consisting of |2〉 and
|4〉.
The full model for the quantum gates is H˜3, together with
the model for the rotating frame
H0 = −ω1
2
σ0 ⊗ sz = −ω1
2
(P σ+ + P
σ
−)⊗ sz. (B37)
The considered spin qubit is described by H˜σ+ in the rotating
frame. The subsystem described by H˜σ− in the rotating frame
is decoupled from the above spin qubit. We consider them
together in this section to get a complete picture about the
evolution of the system consisting of all the four defect states,
which is relevant to the two-qubit gates to be discussed in the
next section.
The quantum evolution operator for a duration of t is
U(t, 0) = e−iH0te−iH˜3t = Uσ+(t, 0)U
σ
−(t, 0), (B38)
where
Uσ+(t, 0) = e
i 1
2
ω1tP
σ
+⊗sze−iH˜
σ
+tei
1
2
∆tPσ+⊗s0 , (B39)
Uσ−(t, 0) = e
i 1
2
ω1tP
σ
−⊗sze−iH˜
σ
−te−i
1
2
∆tPσ−⊗s0 . (B40)
Since the H˜σ+ subsystem is taken to encode the qubit, we set
it to be at resonance by setting ω1 = m + 2µ0B0 ≡ m˜. We
thus have
Uσ+(t, 0) = e
i 1
2
m˜tPσ+⊗szei
1
2
µ0B1tP
σ
+⊗sxei
1
2
∆tPσ+⊗s0 , (B41)
Uσ−(t, 0) = e
i 1
2
m˜tPσ−⊗sze−i
1
2
(m−m′)tPσ−⊗sz+i 12µ0B1tPσ−⊗sx ·
·e−i 12∆tPσ−⊗s0 = ei 12 m˜tPσ−⊗szeiΩtPσ−⊗nˆ·~se−i 12∆tPσ−⊗s0 ,(B42)
where we have defined the frequencyΩ and unit vector nˆ as
Ω =
√
(
m−m′
2
)2 + (
µ0B1
2
)2, (B43)
and
nˆ = (n1, n2, n3) = (
µ0B1
2Ω
, 0,
m′ −m
2Ω
). (B44)
In the subspace of H˜σ+, by tuning the evolution time t, the
strength of the ac magnetic field B1 and the static magnetic
field B0, and by exerting a sequential multipulse operation,
we can achieve arbitrary unitary transformations (i.e., quan-
tum gates) on the spin qubit. The last factor of H˜σ+, which
contributes a global phase factor to the evolution operator, can
be neglected if we restrict to this subspace. We will consider
the phase (S) gate, the π/8 (T) gate, and the Hadamard (H)
gate in the subspace associated with H˜σ+, and see whether we
can leave the subspace associated with H˜σ− completely unal-
tered at the same time.
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For the S and T gates on the H˜σ+ subspace, we set B1 = 0
and freely evolve the spin qubit by
Uσ+(t, 0) = e
i 1
2
m˜tPσ+⊗szei
1
2
∆tPσ+⊗s0 . (B45)
The corresponding evolution in the subspace of H˜σ− is driven
by
Uσ−(t, 0) = e
i 1
2
m˜′tPσ−⊗sze−i
1
2
∆tPσ−⊗s0 , (B46)
where m˜′ = m′ + 2µ0B0 = m˜+ (m′ −m).
To realize an S gate on the H˜σ+ subspace by a free evolu-
tion of time t1, and at the same time keep the H˜σ− subspace
completely inert, we require
m˜t1
2
= 2N1π +
7π
4
,
m˜′t1
2
= 2N2π, ∆t1 = 2N3π,
(B47)
where N1, N2, and N3 are arbitrary positive integers. The
three equalities should be fulfilled at the same time. This con-
straint can be satisfied by the following procedure. Firstly, we
tune the magnitude of B0 (which is the only tunable model
parameter) so that
(m˜′/2)
∆
=
N4
N5
, (B48)
whereN4 andN5 are positive integers that are mutually prime
and as small as possible. Then we define ω0 as a common
divisor of m˜′/2 and∆
ω0 =
m˜′
2N4
=
∆
N5
. (B49)
Then, we search for two positive integers N1 and N6, such
that we can approximately have
2m˜
ω0
=
8N1 + 7
2N6
, (B50)
up to a certain preseted precision. Finally, we determine t1 by
requiring
m˜
2
t1 = 2N1π +
7π
4
=
(8N1 + 7)π
4
. (B51)
For this t1 we have
ω0t1 = 2N6π. (B52)
And therefore
m˜′
2
t1 = N4ω0t1 = 2N4N6π ≡ 2N2π,
∆t1 = N5ω0t1 = 2N5N6π ≡ 2N3π. (B53)
In this manner, by tuning B0 and t1, we can realize a pure
phase (S) gate on the chosen spin qubit and leave the comple-
mentary subspace completely unaltered. The accuracy of this
gate is determined by the preseted precision for determining
N1 andN6.
A pure T gate in the subspace of H˜σ+ can be constructed
in the same manner. Suppose the T gate is realized by a free
evolution of time t2. To keep the H˜σ− subspace completely
inert, we require
m˜t2
2
= 2N ′1π +
15π
8
,
m˜′t2
2
= 2N ′2π, ∆t2 = 2N
′
3π,
(B54)
whereN ′1, N
′
2, and N
′
3 are positive integers to be determined.
We follow the same procedure for the S gate to fulfill the
above requirements. In the first step, we tune the magnitude
of B0 to make
(m˜′/2)
∆
=
N ′4
N ′5
. (B55)
Since this is the same condition as the above one, we take
N ′4 = N4 and N
′
5 = N5, and define ω0 in terms of Eq.(B49).
Then, we search for two positive integers N ′1 and N
′
6, such
that we can approximately have
4m˜
ω0
=
16N ′1 + 15
2N ′6
, (B56)
up to a preseted precision. Finally, we determine t2 by requir-
ing
m˜
2
t2 = 2N
′
1π +
15π
8
=
(16N ′1 + 15)π
8
. (B57)
For this t2 we have
ω0t2 = 2N
′
6π. (B58)
And therefore
m˜′
2
t2 = N4ω0t1 = 2N4N
′
6π ≡ 2N ′2π,
∆t2 = N5ω0t2 = 2N5N
′
6π ≡ 2N ′3π. (B59)
Therefore, we can realize a pure π/8 (T) gate on the chosen
spin qubit and leave the complementary subspace completely
unaltered. The accuracy of this gate is determined by the pre-
seted precision for determiningN ′1 andN
′
6.
We next construct the Hadamard (H) gate on the subspace
of H˜σ+. Again, we want to keep the H˜
σ
− subspace completely
inert at the end of this operation. In terms of the X-rotations
andZ-rotations in the space of the target spin qubit, the H gate
can be realized through
H = ei
pi
2Rz(
π
2
)Rx(
π
2
)Rz(
π
2
). (B60)
This realization of the H gate is related to that in the previous
section through the identity
Ry(θ) = Rz(
π
2
)Rx(θ)Rz(−π
2
). (B61)
The H gate is therefore realized through three consecutive op-
erations. The analysis is simplified by noticing from Eq.(B36)
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that Rz(π2 ) is equivalent to the phase (S) gate up to a global
phase factor, and we can rewrite
H = ei
pi
2Rz(
π
2
)Rx(
π
2
)Rz(
π
2
) = SRx(
π
2
)S. (B62)
By applying the two phase (S) gates in the same manner as
that defined above, the construction of the H gate reduces to
the design of a quantum gate realizing Rx(π2 ). Referring to
the evolution operators defined by Eqs.(B41) and (B42), the
desired Rx(π2 ) gate in the subspace of H˜
σ
+ is realized by im-
posing the following constraints
µ0B1t3
2
= 2N ′′1 π +
7π
4
,
m˜t3
2
= 2N ′′2 π,
Ωt3 = 2N
′′
3 π, ∆t3 = 2N
′′
4 π, (B63)
where N ′′i (i = 1, ..., 4) are a set of positive integers. By the
following procedure, we can find the parameters that fulfill the
above conditions. Firstly, tuning the magnitudes ofB0 andB1
to make the three relevant frequencies in integral proportions
(m˜/2) : Ω : ∆ = N ′′5 : N
′′
6 : N
′′
7 , (B64)
where N ′′5 , N
′′
6 , and N
′′
7 are integers that are as small as pos-
sible. In particular, the three integers have no common divisor
larger than 1. Now define the common divisor ω′′0 of the three
frequencies as
ω′′0 =
m˜
2N ′′5
=
Ω
N ′′6
=
∆
N ′′7
. (B65)
Next, we search for two positive integersN ′′1 andN
′′
8 , that are
small enough and can satisfy the following condition
2µ0B1
ω′′0
=
8N ′′1 + 7
2N ′′8
, (B66)
within a certain precision. Finally, we determine the time t3
by requiring
µ0B1t3
2
= 2N ′′1 π +
7π
4
=
8N ′′1 + 7
4
π. (B67)
For this t3, we have
ω′′0 t3 = 2N
′′
8 π. (B68)
The last three conditions in Eq.(B63) are thus fulfilled as
m˜t3
2
= N ′′5 ω
′′
0 t3 = 2N
′′
5N
′′
8 π ≡ 2N ′′2 π,
Ωt3 = N
′′
6 ω
′′
0 t3 = 2N
′′
6N
′′
8 π ≡ 2N ′′3 π,
∆t3 = N
′′
7 ω
′′
0 t3 = 2N
′′
7N
′′
8 π ≡ 2N ′′4 π. (B69)
By adopting the above parameters, we can realize the Rx(π2 )
gate in the subspace of H˜σ+, and at the same time keep the sub-
space of H˜σ− completely unaltered. Compounding this gate in
between two S gates defined above, we can realize the desired
H gate in the subspace of H˜σ+, and at the same time keep the
subspace of H˜σ− completely unaltered. We note by passing
that, in searching for the parameters fulfilling the four con-
straints in Eq.(B63), we have three free parameters (B0, B1,
t3). This is to be compared to the cases for the S and T gates,
where we have two free parameters to meet the requirements
imposed by three equalities.
4. Two-qubit gates in the system with one electron less than
half filling per carbon dimer
A single nontrivial two-qubit gate, together with arbitrary
one-qubit gates, are known to be able to represent any non-
trivial two-qubit gates [37–41]. We thus focus on one typical
two-qubit gate, the controlled-NOT (CNOT) gate.
As was pointed out in the main text, a two-qubit system can
in principle be encoded in arbitrary four states, once they can
be manipulated in a nontrivial manner at the two-qubit level
[37, 42–44]. One type of manipulations are realized by ap-
plying appropriate external stimuli, such as the laser pulses
and the ac magnetic fields considered in the present work. A
simplest encoding of the two-qubit system in the present sys-
tem, without invoking the inter-dimer coupling, is in terms of
the four in-gap energy levels associated with a single carbon
dimer defect with one electron less than half filling.
There can be two different encodings of the two-qubit sys-
tem. In the first encoding, we take the two spins as the target
qubit and the two parities as the control qubit. In the second
encoding, we take the two parities as the target qubit and the
two spins as the control qubit. We will focus on the first en-
coding. In this encoding, we have the following designations
|1〉 ≡ |00〉, |2〉 ≡ |01〉, |3〉 ≡ |10〉, |4〉 ≡ |11〉, (B70)
where in the conventional expression of the two-qubit state,
|mn〉, the first qubit is in the m-th (m = 0, 1) state and the
second qubit is in the n-th (n = 0, 1) state. The above corre-
spondence can be made more exact by referring to a model of
two spin-1/2 qubits coupled through the Ising spin coupling
Hspin = −AZ1 −BZ2 + JZ1Z2. (B71)
In the convention that 0 represents spin up (Z = +1) and 1
represents spin down (Z = −1), the eigen-spectrum ofHspin
is
E00 = −A−B + J, E01 = −A+B − J,
E10 = A−B − J, E11 = A+B + J. (B72)
In the absence of any external fields (i.e.,B0 = B1 = γ = 0),
the in-gap defect states associated with a single isolated car-
bon dimer are governed byHC2, which has an eigen-spectrum
E1 = −∆
2
− m
2
, E2 = −∆
2
+
m
2
,
E3 =
∆
2
− m
′
2
, E4 =
∆
2
+
m′
2
. (B73)
The two spectra are equivalent if we make the following iden-
tifications
A =
∆
2
, B =
m+m′
4
, J =
m′ −m
4
. (B74)
This formal equivalence is even clearer, if we recall the ex-
pression ofHC2 in the basis of φ†,
HC2 = −∆
2
σz ⊗ s0 − m+m
′
4
σ0 ⊗ sz + m
′ −m
4
σz ⊗ sz.
(B75)
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In the basis φ†, the CNOT gate is represented as
CNOT =


1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0

 = P σ+ ⊗ s0 + P σ− ⊗ sx. (B76)
To realize the NOT gate in the subspace associated with H˜σ−,
we have to set this subsystem at resonance and so that the
subsystem associated with H˜σ+ is off resonance. In this sense,
the present situation is complementary to the Rx(π/2) gate
considered in the previous section. At resonance, we have
ω1 = m˜
′ = m′ + 2µ0B0 = m˜ + (m′ −m). The evolution
operators in the two independent subspaces are now
Uσ+(t, 0) = e
i 1
2
m˜′tPσ+⊗szei
1
2
(m−m′)tPσ+⊗sz+i 12µ0B1tPσ+⊗sx ·
·ei 12∆tPσ+⊗s0 = ei 12 m˜′tPσ+⊗szeiΩtPσ+⊗nˆ·~sei 12∆tPσ+⊗s0 , (B77)
Uσ−(t, 0) = e
i 1
2
m˜′tPσ−⊗szei
1
2
µ0B1tP
σ
−⊗sxe−i
1
2
∆tPσ−⊗s0 ,
(B78)
where the frequency and the unit vector are defined as
Ω =
√
(
m−m′
2
)2 + (
µ0B1
2
)2, (B79)
nˆ = (n1, n2, n3) = (
µ0B0
2Ω
, 0,
m−m′
2Ω
). (B80)
To realize the desired CNOT gate, we should realize a NOT
gate on the odd-parity subspace with Uσ−(t, 0) and at the same
time keep the even-parity subspace unaltered. We free the
time labels and integral number labels used in the previous
section. The above purpose can be realized by a single evolu-
tion of a finite time duration t in the presence of the ac mag-
netic field (ω = γ = 0), if the following conditions are simul-
taneously fulfilled
µ0B1t
2
= 2N1π +
π
2
,
m˜′t
2
= 2N2π,
Ωt = 2N3π, ∆t = 2N4π. (B81)
By a procedure closely parallel to that adopted in the previous
section to construct the H gate, we can find the parameters that
satisfy the above conditions. Firstly, tune the magnitudes of
B0 andB1 so that the three relevant frequencies are in integral
proportions
(m˜′/2) : Ω : ∆ = N5 : N6 : N7, (B82)
where N5, N6, and N7 are positive integers that are as small
as possible. In particular, the three integers have no common
divisor larger than 1. Now define the common divisor ω0 of
the three frequencies as
ω0 =
m˜′
2N5
=
Ω
N6
=
∆
N7
. (B83)
Next, we search for two positive integersN1 and N8, that are
small enough and can satisfy the following condition
µ0B1
ω0
=
4N1 + 1
2N8
, (B84)
within a preseted precision. Finally, we determine the time t
by requiring
µ0B1t
2
= 2N1π +
π
2
=
4N1 + 1
2
π. (B85)
For this t, we have
ω0t = 2N8π. (B86)
The last three conditions in Eq.(B81) are thus fulfilled as
m˜′t
2
= N5ω0t = 2N5N8π ≡ 2N2π,
Ωt = N6ω0t = 2N6N8π ≡ 2N3π,
∆t = N7ω0t = 2N7N8π ≡ 2N4π. (B87)
In the above manner, we can realize the CNOT gate on the
two-qubit system encoded in the four nondegenerate in-gap
defect states associated with a single carbon dimer with one
electron less than stoichiometry.
[1] D. Deutsch, Proc. R. Soc. Lond. A 400, 97 (1985).
[2] D. Deutsch and R. Jozsa, Proc. R. Soc. Lond. A 439, 553
(1992).
[3] P.W. Shor, in Proceedings of the 35th Annual Symposium on the
Foundations of Computer Science, Santa Fe, NM (IEEE Com-
puter Society Press, Los Alamitos, 1994), p.124.
[4] L. K. Grover, Phys. Rev. Lett. 79, 325 (1997).
[5] R. P. Feynman, Int. J. Theor. Phys. 21, 467 (1982).
[6] I. L. Chuang, L. M. K. Vandersypen, X. Zhou, D. W. Leung, S.
Lloyd, Nature (London) 393, 143 (1998).
[7] S. Debnath, N. M. Linke, C. Figgatt, K. A. Landsman, K.
Wright, and C. Monroe, Nature (London) 536, 63 (2016).
[8] J. Preskill, arXiv:1203.5813 [quant-ph].
[9] Sergio Boixo, Sergei V. Isakov, Vadim N. Smelyanskiy, Ryan
Babbush, Nan Ding, Zhang Jiang, Michael J. Bremner, John M.
Martinis, and Hartmut Neven, Nat. Phys. 14, 595 (2018).
[10] D. Loss and D. P. DiVincenzo, Phys. Rev. A 57, 120 (1998).
[11] B. Trauzettel, D. V. Bulaev, D. Loss, and G. Burkard, Nat. Phys.
3, 192 (2007).
[12] M. Veldhorst, H. G. J. Eenink, C. H. Yang, and A.S. Dzurak,
Nat. Commun. 8, 1766 (2017).
[13] Y. Makhlin, G. Schön, and A. Shnirman, Rev. Mod. Phys. 73,
357 (2001).
[14] J. Q. You and F. Nori, Nature (London) 474, 589 (2011).
[15] C. Zu, W.-B. Wang, L. He, W.-G. Zhang, C.-Y. Dai, F. Wang,
and L.-M. Duan, Nature (London) 514, 72 (2014).
[16] B. E. Kane, Nature (London) 393, 133 (1998).
[17] J. O. Sofo, A. S. Chaudhari, and G. D. Barber, Phys. Rev. B 75,
14
153401 (2007).
[18] M. H. F. Sluiter and Y. Kawazoe, Phys. Rev. B 68, 085410
(2003).
[19] S. Lebègue, M. Klintenberg, O. Eriksson, and M. I. Katsnelson,
Phys. Rev. B 79, 245117 (2009).
[20] H. S¸ahin, C. Ataca, and S. Ciraci, Appl. Phys. Lett. 95, 222510
(2009).
[21] D. C. Elias, R. R. Nair, T. M. G. Mohiuddin, S. V. Morozov,
P. Blake, M. P. Halsall, A. C. Ferrari, D. W. Boukhvalov, M.
I. Katsnelson, A. K. Geim, and K. S. Novoselov, Science 323,
610 (2009).
[22] H. S¸ahin, C. Ataca, and S. Ciraci, Phys. Rev. B 81, 205417
(2010).
[23] C.-K. Yang, Carbon 48, 3901 (2010).
[24] J. Berashevich and T. Chakraborty, Nanotechnology 21, 355201
(2010).
[25] M. S. Islam, T. Hussain, G. S. Rao, P. Panigrahi, R. Ahuja,
Sensors and Actuators B 228, 317 (2016).
[26] R. E. Mapasha, M. P. Molepo, N. Chetty, Physica E 79, 52
(2016).
[27] M. R. Thomsen, M. M. Ervasti, A. Harju, and T. G. Pedersen,
Phys. Rev. B 92, 195408 (2015).
[28] H. S¸ahin, O. Leenaerts, S. K. Singh, and F. M. Peeters, WIREs
Comput Mol Sci 5, 255 (2015).
[29] T. O. Wehling, E. S¸as¸ıog˘lu, C. Friedrich, A. I. Lichtenstein,
M. I. Katsnelson, and S. Blügel, Phys. Rev. Lett. 106, 236805
(2011).
[30] E. J. Duplock, M. Scheffler, and P. J. D. Lindan, Phys. Rev. Lett.
92, 225502 (2004).
[31] S. Casolo, O. M. Løvvik, R. Martinazzo, and G. F. Tantardini,
J. Chem. Phys. 130, 054704 (2009).
[32] R. Balog, B. Jørgensen, L. Nilsson, M. Andersen, E. Rienks,
M. Bianchi, M. Fanetti, E. Lægsgaard, A. Baraldi, S. Lizzit, Z.
Sljivancanin, F. Besenbacher, B. Hammer, T. G. Pedersen, P.
Hofmann, and L. Hornekær, Nat. Mater. 9, 315 (2010).
[33] H.-C. Huang, S.-Y. Lin, C.-L. Wu, and M.-F. Lin, Carbon 103,
84 (2016).
[34] H.-Y. Lu, L. Hao, R. Wang, and C. S. Ting, Phys. Rev. B 93,
241410(R) (2016).
[35] J. J. Sakurai, Modern Quantum Mechanics Revised Edition,
edited by S. F. Tuan (Addison-Wesley Publishing Company,
1994), Chap. 5.
[36] I. I. Rabi, N. F. Ramsey, and J. Schwinger, Rev. Mod. Phys. 26,
167 (1954).
[37] M. A. Nielsen and I. L. Chuang, Quantum Computation and
Quantum Information, (Cambridge Univ. Press, Cambridge,
2000).
[38] A. Barenco, C. H. Bennett, R. Cleve, D. P. DiVincenzo, N. Mar-
golus, P. Shor, T. Sleator, J. A. Smolin, and H.Weinfurter, Phys.
Rev. A 52, 3457 (1995).
[39] D. Deutsch, A. Barenco, and A. Ekert, Proc. R. Soc. London,
Ser. A 449, 669 (1995).
[40] S. Lloyd, Phys. Rev. Lett. 75, 346 (1995).
[41] M. J. Bremner, C. M. Dawson, J. L. Dodd, A. Gilchrist, A. W.
Harrow, D. Mortimer, M. A. Nielsen, and T. J. Osborne, Phys.
Rev. Lett. 89, 247902 (2002).
[42] A. R. Kessel and V. L. Ermakov, JETP Lett. 70, 61 (1999).
[43] S. D. Bartlett, H. de Guise, and B. C. Sanders, Phys. Rev. A 65,
052316 (2002).
[44] E. O. Kiktenko, A. K. Fedorov, O. V. Man’ko, and V. I. Man’ko,
Phys. Rev. A 91, 042312 (2015).
[45] S. D. Barrett and P. Kok, Phys. Rev. A 71, 060310(R) (2005).
[46] E. Knill, R. Laflamme, and G. J. Milburn, Nature 409, 46
(2001).
[47] L.-M. Duan, M. D. Lukin, J. I. Cirac, and P. Zoller, Nature 414,
413 (2001).
[48] J. Majer, J. M. Chow, J. M. Gambetta, Jens Koch, B. R. John-
son, J. A. Schreier, L. Frunzio, D. I. Schuster, A. A. Houck,
A. Wallraff, A. Blais, M. H. Devoret, S. M. Girvin, and R. J.
Schoelkopf, Nature 449, 443 (2007).
[49] J. O’Gorman, N. H. Nickerson, P. Ross, J. J. Mortan, and S. C.
Benjamin, npj Quant. Info. 2, 15019 (2016).
[50] N. Khaneja, R. Brockett, and S. J. Glaser, Phys. Rev. A 63,
032308 (2001).
[51] B. J. Lin, J. Micro/Nanolith. MEMS MOEMS 1, 7 (2002); ibid,
Microelectronic Engineering 6, 31 (1987).
[52] John Preskill, Proc. R. Soc. Lond. A 454, 385 (1998).
[53] Austin G. Fowler, Matteo Mariantoni, John M. Martinis, and
Andrew N. Cleland, Phys. Rev. A 86, 032324 (2012).
[54] J. W. Lyding, T.-C. Shen, J. S. Hubacek, J. R. Tucker, and G. C.
Abeln, Appl. Phys. Lett. 64, 2010 (1994).
[55] J. N. Randall, J. W. Lyding, S. Schmucker, J. R. Von Ehr, J.
Ballard, R. Saini, H. Xu, and Y. Ding, J. Vac. Sci. Technol. B
27, 2764 (2009).
[56] N. Pavlicˇek, Z. Majzik, G. Meyer, and L. Gross, Appl. Phys.
Lett. 111, 053104 (2017).
[57] D. M. Eigler and E. K. Schweizer, Nature 344, 524 (1990).
[58] T.-C. Shen, C. Wang, G. C. Abeln, J. R. Tucker, J. W. Lyding,
Ph. Avouris, and R. E. Walkup, Science 268, 1590 (1995).
[59] W.-K. Lee, K. E. Whitener, J. T. Robinson, and P. E. Sheehan,
Adv. Mater. 27, 1774 (2015).
[60] K. Liao, S. Negretti, D. G. Musaev, J. Bacsa, and H. M. L.
Davies, Nature (London) 533, 230 (2016).
[61] W. Zhang, F. Wang, S. D. McCann, D. Wang, P. Chen, S. S.
Stahl, G. Liu, Science 353, 1014 (2016).
[62] X. Chen, K. M. Engle, D.-H. Wang, and J.-Q. Yu, Angew.
Chem. Int. Ed. 48, 5094 (2009).
[63] T. W. Lyons and M. S. Sanford, Chem. Rev. 110, 1147 (2010).
[64] Marek Kolmer, Piotr Olszowski, Rafal Zuzak, Szymon
Godlewski, Christian Joachim, and Marek Szymonski, J. Phys.:
Condens. Matter 29, 444004 (2017).
[65] Bert Voigtländer and Christoph Tegenkamp, J. Phys.: Condens.
Matter 30, 490301 (2018), and references therein.
[66] Jochen Scheuer, Xi Kong, Ressa S Said, Jeson Chen, Andrea
Kurz, LucaMarseglia, Jiangfeng Du, Philip R Hemmer, Simone
Montangero, Tommaso Calarco, Boris Naydenov, and Fedor
Jelezko, New J. Phys. 16, 093022 (2014).
[67] L. M. K. Vandersypen and I. L. Chuang, Rev. Mod. Phys. 76,
1037 (2004).
