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Resumen
En este trabajo se hace una introduccio´n a la Teor´ıa Combinatoria y la Teor´ıa Geome´trica
de Grupos. Estudiaremos los diagramas Van Kampen y presentaremos los tres problemas
fundamentales de Dehn, concentra´ndonos en el estudio del problema de la palabra, veremos que
los diagramas Van Kampen esta´n asociados a una solucio´n para dicho problema. Discutiremos
algunas propiedades de los grupos hiperbo´licos y la relacio´n existente entre estos grupos y
la teor´ıa geome´trica. Finalmente, revisaremos algunas de estas ideas en algunos grupos con
propiedades interesantes: grupo Diedral Infinito, grupo Heisenberg, grupo Baumslag-Solitar,
grupo Lamplighter y grupo Coxeter.
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Abstract
In this thesis we give an introduction to Combinatorial and Geometric group theory. We’ll
study Van Kampen’s diagrams and we’ll present Dehn’s three fundamental problems, focusing
in the world problem, we’ll see that Van Kampen’s diagrams are related to the solution of that
problem. We’ll discuss some properties of hyperbolic groups and the relation between these
groups and geometric theory. Finally, we’ll review some of those ideas in some groups with in-
teresting properties: Infinite Dihedral group, Heisenberg group, Bauslamg-Solitar, Lamplighter
and Coxeter groups.
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INTRODUCCIO´N
Un grupo puede ser descrito de diferentes maneras. Las tablas de grupos, por ejemplo, descri-
ben la estructura de un grupo finito mediante la organizacio´n de todos los posibles productos
de todos los elementos del grupo. Muchas de sus propiedades se pueden deducir fa´cilmente
mediante el examen de dicha tabla. Otra forma de definir un grupo, de gran importancia, se
hace mediante los generadores y las relaciones entre dichos generadores, tambie´n llamada la
presentacio´n de un grupo. La teor´ıa combinatoria de grupos estudia los grupos desde esta u´lti-
ma perspectiva y su nombre hace referencia a la frecuente aparicio´n de me´todos combinatorios
que parecen ser caracter´ısticos de esta disciplina.
La teor´ıa combinatoria de grupos surgio´ en la de´cada de 1880, e´poca en la cual Walter Von
Dyck, disc´ıpulo de Felix Klein, introduce por primera vez el concepto de generadores y relacio-
nes. La teor´ıa ha estudiado en gran medida las propiedades de los grupos discretos a trave´s del
ana´lisis de las presentaciones del grupo, que describen a los grupos como cocientes de grupos
libres. Una primera publicacio´n que estudia con profundidad dicha teor´ıa fue realizada por
Magnus, Karrass y Solitar en el an˜o 1966, ve´ase [21].
Esta teor´ıa es particularmente importante cuando se satisfacen supuestos de finitud, por ejem-
plo, grupos finitamente generados, relacionados o presentados. Hace uso de la conexio´n de
gra´ficos v´ıa sus grupos fundamentales. Por ejemplo, podemos mostrar que subgrupos de un
grupo libre son libres. Dicha afirmacio´n se puede ver haciendo uso de esta teor´ıa [11] o usando
conceptos topolo´gicos [20], lo que adicionalmente permite evidenciar la estrecha relacio´n entre
ambas a´reas.
Cuando definimos un grupo mediante una presentacio´n surgen algunas preguntas. Por ejemplo,
cua´ndo dos palabras representan el mismo elemento del grupo. Cua´ndo un par de presenta-
ciones definen grupos isomorfos. Si existe un algoritmo que permita determinar cuando dos
palabras arbitrarias en el conjunto de generadores del grupo son o no elementos conjugados.
Estos problemas son atacados desde el punto de vista geome´trico, por la teor´ıa geome´trica de
grupos, ya sea viendo los grupos como objetos geome´tricos o mediante la bu´squeda de objetos
geome´tricos en los que actu´e el grupo. Es evidente entonces que esta teor´ıa surge de la teor´ıa
combinatoria de grupos producto del cuestionamiento de ciertas ideas que no encontraron
solucio´n con lo desarrollado hasta el momento.
La teor´ıa geome´trica de grupos es, por tanto, un a´rea de la matema´tica que se dedica al estudio
de los grupos finitamente generados mediante las exploraciones entre las propiedades de los
grupos y las propiedades topolo´gicas de los espacios donde estos grupos actu´an.
La idea de ver los grupos como objetos geome´tricos surge con el grafo de Cayley, que debe su
nombre a Arthur Cayley, cuya idea es presentar el grupo mediante un gra´fico cuyos ve´rtices
corresponden a los elementos del grupo y las aristas corresponden a la multiplicacio´n a derecha
en el grupo. Igualmente Dehn y ma´s recientemente Gromov hacen aportes importantes al
respecto, al considerar los grupos finitamente generados como espacios me´tricos, usando la
me´trica de la palabra.
El surgimiento de la teor´ıa geome´trica de grupos fue impulsada en 1987, cuando Gromov
introdujo la nocio´n de grupos hiperbo´licos; grupos finitamente generados equipados con una
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me´trica de la palabra que satisfacen ciertas propiedades caracter´ısticas de la geometr´ıa hi-
perbo´lica. Las publicaciones de Gromov permitieron que se conocieran los trabajos de Nielsen,
Reidemeister y Schreier, Whitehead y Van Kampen, ignorados hasta el momento, los cuales in-
troducen ideas topolo´gicas y geome´tricas en el estudio de grupos discretos. Otros precursores,
como Martin Grindlinger, introducen la teor´ıa de la pequen˜a cancelacio´n que posteriormente
es desarrollada por Roger Lyndon y Paul Schupp, ve´ase [13].
Actualmente la teor´ıa geome´trica de grupos interactu´a estrechamente con la topolog´ıa de
baja dimensio´n, la geometr´ıa hiperbo´lica, la topolog´ıa algebraica, la teor´ıa computacional y
el ana´lisis geome´trico de grupos. Existe tambie´n una conexio´n sustancial con la teor´ıa de
la complejidad computacional, la lo´gica matema´tica, el estudio de los grupos de Lie y sus
subgrupos discretos, los sistemas dina´micos, la teor´ıa de la probabilidad, la teor´ıa K y otras
a´reas de las matema´ticas.
El estudio de los grupos bajo el enfoque de ambas teor´ıas motivo´ el presente trabajo. En e´l se
pretende hacer un breve estudio de varios conceptos desarrollados en la teor´ıa combinatoria de
grupos y en la teor´ıa geome´trica de grupos y proveer bajo ambos puntos de vista aplicaciones
de algunos aspectos relevantes en grupos conocidos de orden infinito. El trabajo esta´ dividido
en dos cap´ıtulos que abarcan ampliamente la pretencio´n del trabajo.
En el primer cap´ıtulo se enuncian algunas definiciones sobre grupos que se necesitara´n en el
transcurso del trabajo. Tambie´n se presentan algunos resultados de la teor´ıa combinatoria de
grupos, en relacio´n con los grupos libres y la presentacio´n de grupos. Finalmente, se introducen
los aspectos relacionados con la teor´ıa geome´trica de grupos que tienen que ver con los grafos
de Cayley, los problemas de Dehn, los diagramas de Van Kampen y los grupos hiperbo´licos.
En el cap´ıtulo dos se presentan cinco grupos de gran importancia en la actualidad, pues han
contribuido al desarrollo de las matema´ticas de los u´ltimos dos siglos. El primer grupo que es-
tudiaremos sera´ el Grupo Diedral Infinito, un grupo con el que el lector probablemente esta´ un
poco familiarizado. Luego, veremos algunas propiedades del grupo Heisenberg y presentaremos
detalles importantes dados en este grupo bajo el enfoque combinatorio y geome´trico. En la
siguiente seccio´n, se hace referencia a un grupo del que se han hecho numerosas publicaciones
y que aporta importantes resultados dentro de la teor´ıa que motivo´ nuestro estudio, se trata
del Grupo Baumslag-Solitar. A continuacio´n, dedicaremos nuestra atencio´n a describir desde
una perspectiva geome´trica algunas caracter´ısticas del Grupo Lamplighter. Por u´ltimo, defini-
mos el grupor Coxeter desde un punto de vista combinatorio y geome´trico y presentamos un
resultado importante que se refiere a la solucio´n del problema de la palabra para este grupo.
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Cap´ıtulo 1
PRELIMINARES
En el presente cap´ıtulo se enunciara´n brevemente algunas definiciones ba´sicas de teor´ıa de
grupos y se establecera´n ciertas notaciones necesarias para el desarrollo del trabajo. Las si-
guientes secciones se dedican a la Teor´ıa Geome´trica de Grupos, se hace una breve descripcio´n
del grafo de Cayley y de su construccio´n, se presentan los diagramas Van Kampen y un
resultado de gran importancia que evidencia la relacio´n entre la teor´ıa combinatoria y la
geome´trica, finalmente se enuncian los problemas de Dehn y centramos nuestra atencio´n en
uno de ellos, el problema de la palabra. Conclu´ımos el cap´ıtulo presentando un breve estudio
de los grupos hiperbo´licos, los cua´les dieron inicio a la teor´ıa geome´trica de grupos.
1.1. SOBRE GRUPOS
Recordemos las siguientes definiciones sobre grupos.
1. Definimos el conmutador de u, v ∈ G as´ı, [u, v] = u−1v−1uv, y decimos que u y v son
elementos conjugados en G si existe un elemento w ∈ G tal que v = wuw−1.
2. Si R es subconjunto de G. Denotamos por 〈R〉G al subgrupo normal ma´s pequen˜o de G
que contiene a R, el cual llamaremos la clausura normal de R en G.
En otras palabras,
〈R〉G =
⋂
NG, R⊆N
N
Este subgrupo normal 〈R〉G tambie´n puede verse como el conjunto de todos los elementos
de G que pueden ser escritos como un producto de conjugados de ri ∈ R y sus inversos,
esto es
〈R〉G = {g ∈ G/ g = u1rǫ11 u−11 u2rǫ22 u−12 ...ukrǫkk u−1k , ∀ri ∈ R, ui ∈ G ǫi = ±1}
3. El subgrupo conmutador G′ = [G,G] es llamado algunas veces el grupo derivado.
Con esto, podemos definir G′′ = [G′, G′] = [[G,G], [G,G]] el cual es el subgrupo con-
mutador de G′. Inductivamente, definimos una serie descendente de subgrupos as´ı:
G(n+1) = [G(n), G(n)] llamada la serie derivada de G en la cual G′ y G′′ son los
dos primeros te´rminos.
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4. Un grupo G es soluble si existe una cadena de subgrupos 1 = G0 ⊳ G1 ⊳ ... ⊳ Gs = G tal
que Gi+1/Gi es abeliano ∀i = 0, 1, ..., s− 1.
En te´rminos del conmutador, G es soluble si sus series derivadas terminan en el subgrupo
trivial.
5. Si G es soluble, el entero n no-negativo ma´s pequen˜o para el cual G(n) = 1 es llamado
la longitud soluble de G. En el caso particular que G(2) = G′′ = 1, el grupo derivado
G′ de G es abeliano y G es llamado metabeliano.
6. Otras series descendentes de subgrupos totalmente invariantes de G, comu´nmente es-
tudiados, son las series centrales inferiores definidas por γ1(G) = G y γn+1 =
[γn(G), G].
7. Un grupo es llamado nilpotente de clase c si γc+1(G) = 1. As´ı, un grupo es llamado
nilpotente de clase 2 si [[G,G], G] = 1, lo cual es equivalente a decir que [G,G] ⊆ Z(G)
o que “los conmutadores son centrales en G”.
A continuacio´n enunciamos algunas definiciones relacionadas con teor´ıa geome´trica de grupos.
1. Si X es un objeto geome´trico o topolo´gico, entonces la accio´n de un grupo finitamente
generado G en X es discreta si cada o´rbita forma un subconjunto discreto de X. Esto
es, si para cada x ∈ X existe una vecindad Nx de x tal que Orb(x) ∩Nx = x.
2. Una accio´n discreta de un grupo finitamente generado en un espacio X es propia si
para algu´n x ∈ X, Stab(x) es finito.
3. Los racionales dia´dicos son los nu´meros racionales que pueden ser expresados como
un entero a trave´s de una potencia de 2. Este conjunto es denotado Z
[
1
2
]
y se puede
expresar as´ı:
Z
[
1
2
]
=
{
m
2n
/m ∈ Z, n ∈ N}
4. Un subgrupo H de un grupo G es un retracto si existe un homomorfismo ρ : G → H
tal que ρ(h) = h,∀h ∈ H. Tal ρ es llamada una retraccio´n de G en H.
5. Dado un grupo G, un elemento g ∈ G y un entero positivo n. Denotaremos dS a la
longitud del producto g−1h, ∀g, h ∈ G. Por tanto,
La esfera de radio n es
S(g, n) = {h ∈ G/dS(g, h) = n}
La bola de radio n es
B(g, n) = {h ∈ G/dS(g, h) ≤ n}
6. Si (X, d) y (Y, d′) son espacios me´tricos entonces una funcio´n f : X → Y es llamado un
(λ, ǫ)-embebimiento cuasi-isome´trico si existen constantes λ ≥ 1 y ǫ ≥ 0 tal que
para cada par de puntos x, x′ ∈ X se cumple que
1
λ
d(x, x′)− ǫ ≤ d′(f(x), f(x′)) ≤ λd(x, x′) + ǫ
7. Un embebimiento cuasi-isome´trico f es llamado una cuasi-isometr´ıa si existe una
constante c ≥ 0 tal que d′(y, f(x)) ≤ c, ∀y ∈ Y .
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1.2. GRUPOS LIBRES Y PRESENTACIONES
Las pruebas de los resultados que so´lo se enuncian en esta seccio´n se pueden encontrar en los
Cap´ıtulos 1 y 4 de[11].
1.2.1. Grupos Libres
Definicio´n. Un grupo F es llamado grupo libre si existe algu´n subconjunto S ⊆ F , llamado
base libre para F , tal que para todo grupo G y toda funcio´n ϕ : S → G existe un u´nico
homomorfismo ϕ˜ : F → G tal que ϕ˜(s) = ϕ(s), ∀s ∈ S o tal que el diagrama conmuta:
S F
G
-i
@
@
@R
ϕ
p
p
p
p
p
p
p?
∃!ϕ˜
Otra forma equivalente de definir grupo libre es si existe un subconjunto S de F con la pro-
piedad que todo elemento de F puede escribirse en forma u´nica como producto de elementos
de S y de sus inversos. Ve´ase [11].
En adelante, ≡G significa ide´ntica como palabra y =G igual como elementos del grupo G.
Definiciones. 1. Dado un conjunto de s´ımbolos S (S no necesariamente tiene que ser
contable u ordenado), una palabra en S es una expresio´n de la forma aǫ11 a
ǫ2
2 ...a
ǫk
k donde
ǫi = ±1 y ai ∈ S (no necesariamente s´ımbolos distintos). Esto es, una palabra es una
cadena de s´ımbolos de S∪S−1, donde S−1 = {a−1/a ∈ S}. Usualmente, identificamos a1
con a. Dada una palabra w el nu´mero de te´rminos presentes en w es llamado la longitud
de la palabra y se denota l(w). La palabra vac´ıa tiene longitud 0.
2. Una palabra en S se llama libremente reducida si e´sta no contiene una subpalabra
(subcadena consecutiva) de la forma aa−1 o de la forma a−1a; tales subcadenas son
llamadas pares inversos de generadores.
Si una palabra w contiene un par inverso en un grupo G, por ejemplo, w ≡G ua−1av,
donde u, v son subpalabras, entonces en cualquier grupo que contenga a w podemos tener
w ≡G uv.
Al remover pares inversos, los dos s´ımbolos a y a−1 se dicen cancelados.
3. Dada cualquier palabra w, al realizar cancelaciones sucesivas de pares inversos que apa-
rezcan en w, llegamos en un nu´mero finito de pasos a la palabra libremente reducida w′,
la cual llamaremos forma reducida de w.
Lema 1. Dado w ∈ S. Existe una u´nica forma reducida para la palabra w.
Demostracio´n. Ve´ase [16].
Definicio´n. Definimos Fs como el conjunto de palabras libremente reducidas en S (incluyendo
la palabra vac´ıa, la cual denotaremos por e).
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La multiplicacio´n en Fs se define as´ı: u.v = uv, esto es, el producto es la reduccio´n libre de
una palabra seguida de otra (concatenacio´n).
(Fs, ·) es grupo. La asociatividad se verifica fa´cilmente, la identidad es la palabra vac´ıa e y la
inversa de aǫ11 a
ǫ2
2 ...a
ǫk
k es a
−ǫk
k a
−ǫk−1
k−1 ...a
−ǫ1
1 .
Teorema 1. Fs es un grupo libre.
Demostracio´n. Se verifica fa´cilmente.
Corolario 1. Todo grupo es un grupo cociente de un grupo libre. As´ı, si G es un grupo, existe
un grupo libre F y un subgrupo normal N tal que G ∼= FN .
Teorema 2 (Caracterizacio´n de Libertad). Sea G un grupo y S un subconjunto de G. Entonces
G es libre con base S si y so´lo cumple lo siguiente:
1. S genera a G.
2. Si w es una palabra en S y w =G 1, entonces w no es libremente reducida, esto es, w
podr´ıa contener un par inverso.
Definicio´n. Una palabra w en el grupo libre Fs con base S se dice c´ıclicamente reducida
si cada permutacio´n c´ıclica de w es libremente reducida.
1.2.2. Presentacio´n de Grupos
Definicio´n. Una presentacio´n P = 〈S/R〉 es un par consistente de un conjunto S de
generadores y un conjunto R de palabras en S llamadas relaciones.
Un grupo presentado por P , denotado gp(P ), es el grupo FS/NR donde FS es el grupo
libre con base libre S y NR = 〈R〉G.
En adelante, si G = gp(P ) abusaremos de la notacio´n y escribiremos G = 〈S/R〉.
Definicio´n. Una presentacio´n P = 〈S/R〉 se dice: finitamente generada si S es un con-
junto finito, finitamente relacionada si R es un conjunto finito de palabras y finitamente
presentada si ambos, S y R, son finitos, es decir, si es finitamente generada y relacionada.
Notacio´n. Si S = {a1, a2, ...} y R = {r1, r2, ...} usamos la siguiente notacio´n para la presen-
tacio´n:
P = 〈a1, a2, .../r1, r2, ...〉 en cuyo caso los ri son llamados relatores.
P = 〈a1, a2, .../r1 = 1, r2 = 1, ...〉 en cuyo caso las ecuaciones ri = 1 son llamadas rela-
ciones.
P = 〈a1, a2, .../u1 = v1, u2 = v2, ...〉 donde ri = uiv−1i .
Lema 2. Sea G = 〈S/D〉 un grupo dado por una presentacio´n. Las siguientes afirmaciones
son equivalentes:
1. Si w es cualquier palabra en los generadores de G entonces w =G 1.
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2. Para cada elemento w del grupo libre FS existe una ecuacio´n
w =FS u1r
ǫ1
1 u
−1
1 u2r
ǫ2
2 u
−1
2 ...ukr
ǫk
k u
−1
k con ui ∈ Fs, ri ∈ R y ǫi = ±1.
Demostracio´n. Ve´ase [16].
Definicio´n. La forma normal para un grupo G con conjunto de generadores S es la eleccio´n
de una palabra libremente reducida en S para cada elemento de G.
En otras palabras, sea S ⊂ G un conjunto de generadores para el grupo G y sea
π : {S ∪ S−1}∗ → G la funcio´n evaluacio´n que env´ıa cada s, s−1 ∈ S al correspondiente
generador de G y una palabra w ∈ {S ∪ S−1}∗ al correspondiente producto de generadores y
sus inversos en G. Definimos la forma normal para G como la funcio´n η : G→ {S ∪ S−1}∗
tal que la composicio´n π ◦ η : G→ G es la identidad. En este contexto, la forma normal es un
subconjunto de {S ∪ S−1}∗ que mapea biyectivamente a G bajo π.
Lema 3. Sean FS, G, H grupos y π : FS → G, ψ˜ : FS → H homomorfismos tales que:
1. Im π = G
2. Ker π ⊆ Ker ψ˜
Entonces existe un homomorfismo ϕ : G→ H tal que ϕ ◦ π = ψ˜.
Teorema 3 (Test de Sustitucio´n). Sean G = 〈S/R〉, H un grupo y ψ : S → H una funcio´n.
Entonces ψ extiende a un homomorfismo ϕ : G→ H si y so´lo si ψ˜(r) =H 1, para todo r ∈ R,
donde ψ˜ : FS → H es una extensio´n formal de ψ de todas las palabras.
Ejemplo 1. Consideremos el grupo G con presentacio´n G = 〈a, t/t−1at = a2〉. Veamos que
ψ : G −→ G
a 7−→ ψ(a) = a2
t 7−→ ψ(t) = t
extiende a un homomorfismo de G en s´ı mismo.
Para chequear esto basta computar ψ˜ en ambos lados de la relacio´n definida y mostrar que son
iguales.
ψ˜(t−1at) = ψ(t)−1ψ(a)ψ(t) = t−1a2t = t−1att−1at = (t−1at)2 = (a2)2 = ψ˜(a2)
As´ı, ψ define un homomorfismo ψ˜ : G→ G.
Observemos que este homomorfismo es sobreyectivo. Sus ima´genes contienen a t y a2 y dado
que a = t−1a2t se tiene que tambie´n contiene a a.
Ahora consideremos la funcio´n ϕ definida as´ı:
ϕ : G −→ G
a 7−→ ϕ(a) = tat−1
t 7−→ ϕ(t) = t
Podemos chequear que ϕ extiende a un homomorfismo.
ϕ˜(t−1at) = ϕ(t)−1ϕ(a)ϕ(t) = t−1tat−1t = a
ϕ˜(t) = t.
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Adema´s, ψ(ϕ(a)) = ψ(tat−1) = ψ(t)ψ(a)ψ(t)−1 = ta2t−1 = a
ψ(ϕ(t)) = ψ(t) = t ϕ(ψ(a)) = ϕ(a2) = ta2t−1 = a
ϕ(ψ(t)) = ϕ(t) = t
Por tanto, ϕ y ψ son inversas mutuamente. As´ı, ambos son automorfismos del grupo G.
Este grupo es actualmente uno de la familia con presentacio´n B(m,n) = 〈a, t/t−1amt = an〉
conocidos como grupos Baumslag-Solitar.
1.3. CONSTRUCCIO´N DE NUEVOS GRUPOS
1.3.1. Producto Directo
Dados dos grupos H y K, podemos construir el producto directo H ×K como el conjunto de
pares ordenados de la siguiente forma:
H ×K = {(h, k) /h ∈ H, k ∈ K}
Con la operacio´n multiplicacio´n definida as´ı (h1, k1) · (h2, k2) = (h1h2, k1k2)
Los subgrupos H y K son llamados factores directos de H ×K.
Definicio´n. Supongamos que H y K son dados por presentaciones, digamos H = 〈S/R〉 y
K = 〈T/E〉. Cambiando uno de los alfabetos si es necesario, podemos suponer S y T disjuntos.
Entonces una presentacio´n para H ×K es:
H ×K = 〈S, T/R,E, st = ts, ∀s ∈ S, t ∈ T 〉
Observemos que cada elemento w ∈ H×K puede ser escrito usando so´lo la relacio´n conmuta-
tiva st = ts en la forma w = uv donde u es una palabra en s y v es una palabra en t. Adema´s,
si w =H×K 1 entonces u =H 1 y v =K 1. Esto es equivalente a lo siguiente: si w = u1v1 = u2v2
donde los ui son palabras en S y los vi son palabras en T , entonces u1 =H u2 y v1 =K v2.
1.3.2. Producto Libre
Supongamos que H y K son dos grupos. L es llamado el producto libre de H y K, si existen
homomorfismos iH : H → L y iK : K → L que satisfacen las siguientes condiciones: para cada
par de homomorfimos α : H → G y β : K → G donde G es cualquier grupo, existe un u´nico
homomorfismo γ : L→ G tal que α = γ ◦ iH y β = γ ◦ iK .
H L K
G
-iH
@
@
@R
α
p
p
p
p
p
p
p?
∃!γ
ffiK
 
 
 	
β
El diagrama muestra que el producto libre de H y K es u´nico y lo denotamos por H ∗K.
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Los subgrupos H y K son llamados factores (libres) de H ∗ K. La construccio´n puede
generalizarse a cualquier nu´mero de factores, digamos Hj, j ∈ J , caso en el cual denotamos
el producto libre ∗j∈JHj.
Definicio´n. Supongamos que H y K son dados por presentaciones H = 〈S/R〉 y K = 〈T/E〉,
respectivamente. Podemos suponer S∩T = φ. Entonces una presentacio´n para H ∗K puede
ser obtenida juntando estas presentaciones, as´ı:
H ∗K = 〈S ∪ T/R ∪ E〉
1.3.3. Producto Semidirecto
El producto semidirecto es una generalizacio´n del producto directo. Sean H y K grupos y sea
θ : H −→ Aut(K)
h 7−→ θ(h) = θh
un homomorfismo de grupos de H en los autormorfismos de K. Entonces, podemos construir
un grupo K ⋊H como el conjunto de pares hk con k ∈ K y h ∈ H, as´ı:
K ⋊H = {hk/k ∈ K,h ∈ H}
Con la operacio´n multiplicacio´n definida as´ı:
(h1, k1) · (h2, k2) = (h1h2, θh1(k2)k1)
El grupo K ⋊H es llamado el producto semidirecto de K y H.
Teorema 4. Supongamos que G es un grupo con subgrupos H y K tal que
1. H G
2. H ∩K = 1
Sea θ : H −→ AutK que env´ıa h en θ(h) = θh donde θh(k) = h−1kh. Entonces HK ∼= H⋊K.
En particular, si G = HK con H y K satisfaciendo (1) y (2), entonces G es el producto
semidirecto de H y K.
Demostracio´n. Ve´ase [6].
1.3.4. Producto Espiral
El producto espiral de dos grupos G y H se define usando el producto semidirecto. Comen-
zamos formando una suma directa de copias de G, una copia para cada h ∈ H. De hecho,
indizamos las copias de G con los elementos de H, as´ı, la suma directa puede ser expresada
como ⊕h∈HG. La accio´n de H en la suma directa se define como la accio´n esta´ndar de Cayley
de H en s´ı mismo. As´ı, dada
→
g∈ ⊕h∈HG, el elemento h ∈ H permuta las entradas de
→
g ,
cambiando la entrada en la posicio´n h′ a la posicio´n h · h′ para cada h′ ∈ H.
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El producto espiral, denotado G ≀H o´ GwrH, es el producto semidirecto de ⊕h∈HG y H:
G ≀H = (⊕h∈HG)⋊H
En particular, si G y H son finitamente generados entonces G ≀H es finitamente generado.
Ejemplo 2. Consideremos el caso en el que G y H son grupos c´ıclicos infinitos, digamos
G = 〈a〉 y H = 〈t〉. Escribimos ai en lugar de ati. Entonces B := ⊕h∈HG puede ser presentado
como B = 〈ai, i ∈ Z/ aiaj = ajai i, j ∈ Z〉.
Ahora t actu´a en B enviando ai 7−→ ai+1, as´ı podemos escribir una presentacio´n para el
producto espiral como
G ≀H = 〈a〉 ≀ 〈t〉 = 〈t, ai, ∀i ∈ Z/ t−1ait = ai+1, aiaj = ajai, ∀i, j ∈ Z〉
1.4. GRAFOS DE CAYLEY
Antes de definirlos recordemos algunos conceptos sobre teor´ıa de grafos.
Un grafo G es una tripleta que consiste de un conjunto de ve´rtices V (G), un conjunto de aris-
tas E(G) y una relacio´n que asocia con cada arista dos ve´rtices (no necesariamente distintos)
llamados puntos finales.
Un loop o lazo es una arista cuyos puntos finales son iguales.
Un ciclo es un grafo con un nu´mero de ve´rtices igual al nu´mero de aristas, cuyos ve´rtices se
pueden ubicar en c´ırculo de tal manera que dos ve´rtices son adyacentes si y so´lo si aparecen
consecutivos en el circulo.
Un subgrafo de un grafo G es un grafo H tal que V (H) ⊆ V (G) y E(H) ⊆ E(G) y lo
denotamos H ⊆ G.
Un grafo G es conexo si cada par de ve´rtices en G pertenece a un camino.
Las componentes de un grafo G son los subgrafos conexos.
El grado de un ve´rtice v en un grafo G, denotado dG(v) o´ d(v), es el nu´mero de aristas
incidentes en v. El grado ma´ximo es ∆(G) y el grado mı´nimo es δ(G).
Un grafo G es regular si ∆(G) = δ(G). Y se dice k-regular si el grado comu´n es k.
Un ve´rtice de corte de un grafo es un ve´rtice que al eliminarse incrementa el nu´mero de
componentes.
Los grafos de Cayley representan una herramienta de gran importancia dentro de la teor´ıa
geome´trica pues permiten estudiar los grupos como objetos geome´tricos y determinar muchas
propiedades de los grupos que bajo otras circunstancias no se perciben fa´cilmente.
Definicio´n. Sea S un conjunto de generadores del grupo G. El grafo de Cayley de G con
respecto a S, denotado Cay(G,S) o´ Γ(G,S), tiene un ve´rtice por cada elemento g ∈ G y para
cada ve´rtice, digamos g1, y cada s ∈ S existe una arista orientada (con etiqueta) del ve´rtice
g1 al ve´rtice g2 si y so´lo si g2 = g1 · s o´ g2 = s · g1, de acuerdo al autor, en G.
El hecho de que S sea un conjunto generador implica que este grafo sea conexo.
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Definicio´n. En G se define una me´trica, llamada la me´trica de la palabra dS, as´ı, ∀v, v′ ∈
G, dS(v, v
′) es igual a la longitud del producto (v′)−1v.
La me´trica de la palabra dS en G, esta´ estrechamente relacionada con el grafo de Cayley
Γ(G,S) de G, podemos identificar a G con el conjunto de ve´rtices de Γ(G,S), y dos ve´rtices
g, h(g 6= h) son adyacentes en Γ si y so´lo si g−1h ∈ S o´ h−1g ∈ S, en otras palabras, si y so´lo si
dS(g, h) = 1. Ma´s generalmente, si g, h esta´n unidas por un camino de longitud n en Γ(G,S),
entonces podemos expresar g−1h como un palabra de longitud n en S, as´ı dS(g, h) ≤ n. El
rec´ıproco tambie´n es cierto. Por tanto, dS(g, h) es precisamente la longitud del camino ma´s
corto (una geode´sica) en Γ(G,S) de g a h.
Si v es un elemento del grupo G, denotamos por ls(v) y la llamamos longitud de v relativa a
S, al nu´mero mı´nimo de generadores de S necesarios para escribir el elemento v.
Como es usual en el contexto de grafos orientados con etiqueta, un camino entre ve´rtices en
el Grafo de Cayley es asociado a una palabra en el grupo libre FS (esta palabra podr´ıa ser
no reducida). La palabra es obtenida escribiendo las letras correspondientes como la etiqueta
de cada arista en el orden del recorrido, con el exponente ±1 de acuerdo a la direccio´n del
camino, +1 en la direccio´n del trayecto y −1 en la orientacio´n opuesta.
Observaciones 1. 1. Si un elemento s del conjunto generador es su propio inverso,
s = s−1, generalmente se representa con una arista no dirigida.
2. El grafo de Cayley Γ(G,S) depende del conjunto generador S escogido.
3. El grafo de Cayley es k-regular, con k = |S| (o´ 2|S|).
4. Los ciclos en el grafo de Cayley indican relaciones entre los elementos de S.
5. El grafo de Cayley es conexo.
6. El problema de construir el grafo de Cayley de una presentacio´n dada P es equivalente
a resolver el problema de la palabra, ve´ase Seccio´n 2.6, para P .
Ejemplo 3. Consideremos el grupo diedral D3 = {e, a, a2, b, ab, a2b} dado por la presentacio´n
D3 = 〈a, b/a3 = b2 = 1, abab = 1〉. Tomando S = {a, b} obtenemos el siguiente grafo:
b
a2b
bb b ab
b
a
b
e
b
a2
Nota. Para construir el grafo debemos usar las relaciones de la presentacio´n dada para D3,
por ejemplo, se tiene que al multiplicar el ve´rtice b por el generador a obtenemos el ve´rtice
b.a = a−1b = a2b al usar la relacio´n abab = 1.
Ejemplo 4. Sea G = Z y S = {2, 3}. Un grafo de Cayley para este grupo asociado a dicho
conjunto de generadores es:
(En el gra´fico el generador 2 esta´ coloreado con Rojo y 3 con Verde).
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1.5. DIAGRAMAS DE VAN KAMPEN
Fueron introducidos por Edbert Van Kampen en 1933. Intuitivamente los diagramas de Van
Kampen son diagramas planos usados para representar el hecho de que una palabra particular
en los generadores de un grupo dado por una presentacio´n representa el elemento identidad
en tal grupo.
Definicio´n. Sea G = 〈S/R〉 un grupo dado por dicha presentacio´n, donde todas las relacio-
nes en R son palabras c´ıclicamente reducidas en FS. La presentacio´n se asumira´ finitamente
presentada, aunque esta hipo´tesis no es necesaria para la definicio´n general de diagramas Van
Kampen.
Sea Rc la clausura c´ıclica de R, es decir, el conjunto de todos los conjugados c´ıclicos de
elementos de R y sus inversos.
Rc = {(prp−1)±1/p un segmento inicial y r ∈ R}
Sea D un grafo plano, finito, conexo, orientado, etiquetado, donde cada arista orientada es
etiquetada por un elemento de S. El diagrama D esta´ embebido en R2. Tomamos un ve´rtice
en la frontera de la regio´n no limitada de R2 rD, llamado Punto Base.
Supongamos, adema´s, que para cada regio´n acotada (cara) F de R2 r D, la frontera ∂F
esta´ etiquetada por una palabra en Rc; dicha palabra es obtenida al leer las etiquetas en las
aristas empezando en cualquier ve´rtice de la frontera. Cada etiqueta en las aristas recorridas
lleva un exponente ± de acuerdo a si la direccio´n de recorrido coincide o no con la orientacio´n
de la arista. La direccio´n escogida y el punto inicial alteran la palabra que se lee por la inversio´n
y/o conjugacio´n c´ıclica.
La palabra frontera del diagrama D es la palabra w que se lee en la frontera de la regio´n
no limitada de R2 rD comenzando desde el punto base.
Entonces decimos que D es un diagrama Van Kampen para la palabra frontera w bajo la
presentacio´n P .
El nu´mero de regiones de D es llamado el a´rea de D y se denota Area(D).
Teorema 5. Sea P = 〈S/R〉 una presentacio´n del grupo G. Entonces, w =G 1 si y so´lo si
existe un diagrama Van Kampen para w en P .
Demostracio´n. (⇒) Supongamos que w es una palabra libremente reducida.
Como w ∈ 〈R〉G entonces
w =
M∏
i=1
pir
ǫi
i p
−1
i
19
donde pi ∈ FS, ri ∈ R y ǫi = ±1,M ∈ N. As´ı cada elemento w ∈ FS.
Razonemos por induccio´n sobre M .
Si M = 1 entonces w = p1r
ǫ1
1 p
−1
1 con p1 ∈ FS, r1 ∈ R, ǫ1 = ±1. Fijamos sobre el plano
un punto base o. Dos casos:
Caso 1: Si p1 = 1. Dibujamos un lazo e (c´ırculo o pol´ıgono) con punto inicial y final
el punto base o y subdividimos el lazo en l(r1) segmentos orienta´ndolo y etiqueta´ndolo
apropidamente. As´ı, w = r±1 , veamos:
Db
bo
b
Punto Base
b
b e
b
r1
Caso 2: Si p1 6= 1. Tomamos el lazo e que dibujamos en el caso anterior pero con ve´rtice
inicial y final v 6= o (punto base) y agregamos un arco exterior al lazo con ve´rtices
(o, v). Subdividimos el arco en l(p1) segmentos. Orientamos y etiquetamos cada arista
apropidamente. As´ı w = p1r
±
1 p
−1
1 , veamos:
D
b
b
b
v
b
b
b
b
Punto Base
r±1bbb
o
p−11
p1
En cualquiera de los dos casos, D esta´ constru´ıdo.
Si M > 1. Consideremos dos casos:
Caso 1: Si en el producto (p1r
±
1 p
−1
1 )(p2r
±
2 p
−1
2 )...(pnr
±
n p
−1
n ), los ri son c´ıclicamente redu-
cidos entonces dibujamos M copias del lazo ma´s el arco como en el caso anterior, todos
basados en el mismo punto base o en el plano. Subdividimos los arcos y los lazos, los
orientamos y etiquetamos apropiadamente. Cuando suponemos que las relaciones en R
son palabras c´ıclicamente reducidas podemos tambie´n garantizar que las etiquetas en
todas las fronteras de las regiones son palabras libremente reducidas. Veamos:
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bPunto Base
b
o
b
b
b
b
r±1
r±n
p1
p−11
p−1n
pn
Caso 2: Supongamos que en el producto existe algu´n ri con 1 ≤ i ≤ M que no es
c´ıclicamente reducido. Se producen los siguientes casos:
a) Existen dos arcos k1 = (v, v1) y k2 = (v, v2) que salen del mismo ve´rtice v ∈ D,
ambos arcos son etiquetados por la misma letra x ∈ S, con la misma orientacio´n
con respecto a v y tal que k1 y k2 son adyacentes en la frontera de alguna cara f
de D. Se presentan diferentes casos.
Caso 1: Si v1 6= v 6= v2
b
v
x
k1
k2
v2
v1
f
f2
x
f1
b
v
f1
f2
b
v′
f ′
Identificamos los dos arcos k1 y k2 y ubicamos los ve´rtices v1 y v2. La identificacio´n
se puede realizar mediante una operacio´n semejante a la contraccio´n elemental de
teor´ıa de grafos, que esencialmente convierte un tria´ngulo en un arco. La nueva cara
f ′ tiene dos aristas menos y la etiqueta de su frontera es reducida al cancelar x−1x.
Todas las otras caras etiquetadas no se alteran.
Caso 2: Si v1 = v 6= v2
bv1 = v
x
v2
fu D′u
x bv
f ′
u
x
u
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De nuevo, la identificacio´n puede ser realizada usando una operacio´n semejante a
la contraccio´n en grafos, que convierte un tria´ngulo en un arco y so´lo una etiqueta
en la frontera es afectada, el resto de caras no se alteran.
Caso 3: Si v1 = v = v2
b
v
D′D′′
u
x
uk2
u
k1
u
x
b
v
Debemos realizar una reduccio´n de xx−1 para obtener un diagrama c´ıclicamente
reducido.
Caso 4: Si v1 = v2 6= v
b
v
f
b v1 = v2
uD
′
u
b
v
f
Aqu´ı todo el subdiagrama cerrado D′ es removido.
En cualquier caso, existe un diagrama D para w en P .
(⇐) Sea D un diagrama de Van Kampen conexo y simplemente conexo (por definicio´n) con
regiones D1, ..., Dm acotadas. Sea α un ciclo frontera de D comenzando en el ve´rtice v ∈ ∂D.
Razonemos por induccio´n sobre m.
Si m = 0. Se cumple trivialmente, pues D ser´ıa un a´rbol y as´ı w =G 1, con w la etiqueta de α.
Ahora supongamos que la afirmacio´n es cierta para D con k regiones y veamos que se tiene
para D con k + 1 regiones. Sea Di, 1 ≤ i ≤ k la regio´n en D tal que ∂Di ∩ ∂D contiene una
arista e y ve el ve´rtice inicial de e. Sea r = edb la etiqueta en la frontera de Di cuando se lee
a partir de ve y σ ⊂ ∂D un arco simple en la frontera ∂D de v a ve con etiqueta p.
b
v
b
ve
p
b D
b
b
c
e
c
b
b
Di
d
b
b
b
D2
u
D1
u
u
u
u
u
u
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Si removemos el interior de la arista e de D obtenemos un diagrama D′ de D conexo y
simplemente conexo de la siguiente forma:
b
v
b
p
b D′
b
b
c
c
b
b
d
b
b
b
D2
u
D1
u
u
u
u
u
Ahora el ciclo frontera µ de D′ que comienza en v es pb−1d−1cbp−1. Por la hipo´tesis de induc-
cio´n, las regiones de D′ (es decir, las regiones de D − Di) pueden ser numeradas D1, ..., Dk;
esto es, w′ = (p1r1p
−1
1 )...(pb
−1d−1cbp−1)...(pkrkp
−1
k ) donde rj es la etiqueta de Dj. Ahora:
w = (p1r1p
−1
1 )...(pecbp
−1)...(pkrkp
−1
k )
= (p1r1p
−1
1 )...(pb
−1d−1cbp−1︸ ︷︷ ︸
µ
)(pb−1c−1︸ ︷︷ ︸
pk+1
dbe︸︷︷︸
rk+1
cbp−1︸ ︷︷ ︸
p−1
k+1
)...(pkrkp
−1
k )
donde dbe = r es una etiqueta de D.
Tomando Di como Dk+1, dbe como rk+1 y b
−1c−1p−1 como pk+1, vemos que el diagrama puede
ser deconstru´ıdo para dar un bouquet de lazos que describen a w como un producto
w =
m∏
i=1
pir
ǫi
i p
−1
i
por tanto, w ∈ 〈R〉G, es decir, w =G 1.
1.6. PROBLEMAS FUNDAMENTALES DE DEHN
En 1912, Max Dehn planteo´ tres problemas algor´ıtmicos para grupos finitamente presentados.
La formulacio´n de los tres problemas es la siguiente:
Problema de la palabra: Sea G un grupo dado por una presentacio´n finita. ¿Existe un
algoritmo para determinar si una palabra arbitraria w en el conjunto generador de G es
o no la identidad en G?.
Problema de la conjugacio´n: Sea G un grupo dado por una presentacio´n finita. ¿Existe
un algoritmo para determinar si un par de palabras arbitrarias w y v en el conjunto
generador de G esta´n o no definidas como elementos conjugados de G?.
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Problema del isomorfismo: ¿Existe un algoritmo para determinar si un par de presenta-
ciones finitas arbitrarias presentan grupos isomorfos?.
Existe una solucio´n al problema de la palabra para grupos con presentaciones finitas que tienen
un algoritmo de Dehn .
Definicio´n. Decimos que una presentacio´n de un grupo G tiene un algoritmo de Dehn
cuando cualquier palabra w ∈ 〈R〉G siempre contiene ma´s de la mitad de una relacio´n (consi-
derada c´ıclicamente): es decir, w es una palabra en los generadores de la forma ur′v y existe
algu´n r ∈ R ∪ R−1 tal que r = r′r′′ y l(r′′) < l(r′). Si este es el caso, entonces el elemento
del grupo representado por la subpalabra r′ es igual en el grupo al elemento representado por
(r′′)−1 y reemplazando r′ por esta palabra ma´s corta se reduce la longitud de w.
Se sigue entonces que w es trivial si y so´lo si este procedimiento de buscar una subpalabra de
longitud un nu´mero finito de los conjugados c´ıclicos de las relaciones y reemplazando e´sta por
una palabra ma´s corta que es un elemento igual a w en el grupo, eventualmente conduce a la
palabra vac´ıa.
Existe un proceso de enumeracio´n obvio para 〈R〉G, que se realiza usando el me´todo de las
diagonales de las listas de los diferentes nu´meros de conjugados de elementos de R±, ordenados
por la lista de conjugaciones de elementos pi ∈ FS.
Dado el proceso de enumeracio´n descrito, si sabemos que la palabra w representa el elemento
trivial en el grupo G dado por la presentacio´n 〈S/R〉, la expresio´n para w como un producto
de conjugados de relaciones
w =
M∏
i=1
pir
ǫi
i p
−1
i
donde pi ∈ FS, ri ∈ R, ǫi = ±1,M ∈ N, puede ser encontrado.
Definiciones. 1. El ma´s pequen˜o de tales nu´meros M es llamado el a´rea de w. Tambie´n
definimos el Area(w) como el costo de convertir la palabra w en la palabra vac´ıa e usando
relaciones.
2. La funcio´n
δp : N −→ N
n 7−→ δp(n) = max{w∈〈R〉G, l(w)≤n} AreaP (w)
es llamada la funcio´n de Dehn de la presentacio´n P .
3. Una desigualdad isoperime´trica para una presentacio´n es una funcio´n
f : N→ R tal que para todo n ∈ N, δp(n) ≤ f(n).
Las desigualdades isoperime´tricas pueden ser lineales, cuadra´ticas, cu´bicas,..., o´ exponen-
ciales, de acuerdo a si f describe una funcio´n polino´mica o exponencial, respectivamente.
Teorema 6. Una presentacio´n finita satisface una desigualdad isoperime´trica recursiva si y
so´lo si el problema de la palabra es soluble.
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Demostracio´n. (⇐) Si el problema de la palabra es soluble entonces para cada n ∈ N y cada
palabra w ∈ G de longitud n es posible decidir si w se encuentra o no en 〈R〉G. Si se hace
esto, entonces el procedimiento de enumeracio´n descrito anteriormente, da alguna expresio´n
para w como producto de relaciones de conjugados. De esta manera, examinando todas las
palabras de longitud a lo ma´s n, e´sta le da un l´ımite superior a la funcio´n de Dehn δp(n) como
se quer´ıa.
(⇒) Si una funcio´n recursiva f que limita la funcio´n de Dehn es conocida y w ∈ FS de longitud
n es dado, entonces calculamos f(n). Esto se reduce a calcular todos los productos en f(n),
en la mayor´ıa conjugados, de las relaciones y sus inversos. De lo anterior, las longitudes de los
elementos conjugados, que necesitan ser probados, no esta´n limitados y as´ı todos los elementos
de FS podr´ıan ser probados. Por el Teorema 5, se tiene que es suficiente chequear elementos
conjugados de longitud a lo ma´s f(n)l(r)max r∈R + l(w), esto es, existe un nu´mero finito de
combinaciones que podr´ıan ser chequeadas, y el mismo teorema demuestra que tal nu´mero
finito de combinaciones nos llevan a concluir si w es o no la identidad en el grupo.
1.7. GRUPOS HIPERBO´LICOS
La clase especial de grupos hiperbo´licos es la clase de todos los grupos finitamente presentados
que satisfacen una desigualdad isoperime´trica especial. Obtener la equivalencia entre los grupos
hiperbo´licos y los grupos que tienen una desigualdad isoperime´trica lineal represento´ un primer
avance en el intento de clasificar los grupos, sin embargo, al tratar de extender esta clasificacio´n
al caso cuadra´tico no se pudo establecer una equivalencia. Una definicio´n alternativa se hara´ v´ıa
la definicio´n de “tria´ngulos delgados ”.
La presente seccio´n esta´ dedicada a la exposicio´n de una parte de la teor´ıa de grupos hiperbo´li-
cos de M. Gromov. Creemos que esta teor´ıa es (y sera´) fundamental en la teor´ıa de grupos
combinatoria, ya que finalmente ofrece una visio´n global de muchos grupos de presentacio´n
finita.
Definiciones. 1. Sean x0 y x1 dos puntos de un espacio me´trico X y a = |x0 − x1| su
distancia. Un segmento geo´desico en X con origen en x0 y punto final x1 es una
isometr´ıa g : [0, a]→ X tal que g(0) = x0 y g(a) = x1. Diremos que g es un conjunto de
segmentos geode´sicos y que la imagen de g es un segmento geode´sico geome´trico.
2. Decimos que X es un espacio geode´sico si para cualquier par de puntos x0, x1 ∈ X
existe un segmento geode´sico [0, |x0 − x1|]→ X de extremos x0 y x1.
3. Un tria´ngulo geode´sico de ve´rtices x, y, z en X es la unio´n de los ve´rtices de tres
segmentos geode´sicos dos a dos. Se admiten casos degenerados, como un tria´ngulo donde
los puntos y y z coinciden, pero los segmentos de x a y y de x a z son distintos.
Ejemplo 5. Sea G un grupo generado por un conjunto finito S. El grafo de Cayley Γ(G,S)
es un ejemplo de espacio geode´sico.
Definiciones. 1. Sea δ ≥ 0. Un espacio me´trico geode´sico X satisface la condicio´n de
Rips de constante δ si para todos los tria´ngulos geode´sicos ∆ de X, la distancia de
cualquier punto en un lado de ∆ a los otros dos lados esta´ limitada por δ, as´ı, para todo
tria´ngulo ∆ = [x, y] ∪ [y, z] ∪ [z, x], para todo u ∈ [y, z],
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d(u, [x, y] ∪ [z, x]) ≤ δ.
2. Dado un punto base x ∈ X, el producto de Gromov de dos puntos y, z ∈ X esta´ dado
por
(y/z)x =
1
2
mı´n {|y − x|+ |z − x| − |z − y|}.
La desigualdad triangular muestra que, 0 ≤ (y/z)x ≤ min {|y − x|, |z − x|}.
3. Un espacio geode´sico X se dice δ-hiperbo´lico si existe un nu´mero δ ≥ 0 tal que X
satisface la condicio´n de Rips de constante δ.
De igual forma, dado δ ∈ R+. Decimos que X es δ-hiperbo´lico si ∀w, x, y, z ∈ X,
(x/z)w ≥ mı´n {(x/y)w, (y/z)w} − δ.
Ambas definiciones son equivalentes como veremos en la Proposicio´n 2.
Definicio´n. Un grupo finitamente presentado G es hiperbo´lico si el grafo de Cayley
definido por G y un sistema finito de generadores de G es hiperbo´lico.
Los tria´ngulos ∆(x, y, z) pueden ser aproximados a tr´ıpodes, a´rboles me´tricos con a lo ma´s
tres aristas y a lo ma´s un ve´rtice de grado mayor que 1. Dados tres nu´meros no negativos
a, b, c, existe un u´nico a´rbol con estos nu´meros como longitud de sus aristas.
Supongamos que |x− y|, |y − z| y |z − x| son las longitudes de los tres lados de un tria´ngulo
en un espacio me´trico X (en efecto, cualquier 3 nu´meros satisfacen la desigualdad triangular),
entonces existen nu´meros no negativos a, b, c tales que |x − y| = a + b, |y − z| = b + c y
|z − x| = c+ a.
Dados ∆ = ∆(x, y, z) un tria´ngulo geode´sico y T∆ = T (a, b, c). Existe una isometr´ıa natural
f∆ de los lados del tria´ngulo al tr´ıpode, tal y como se enuncia en la siguiente proposicio´n.
Proposicio´n 1. Sean x, y, z tres puntos de un espacio me´trico. Entonces existe un tr´ıpode T
y una isometr´ıa f : {x, y, z} → T con imagen los tres extremos del tr´ıpode. Es ma´s (y/z)x es
la longitud de la arista de T cuyo punto extremo es la imagen de x.
Demostracio´n.
b
f(x)
b
(y/z)x
b
f(z)
b
f(y)
Ve´ase [8].
Definicio´n. Sea ∆ = [x, y] ∪ [y, z] ∪ [z, x] un tria´ngulo geode´sico en un espacio me´trico X.
Sean T∆ el tr´ıpode y f∆ : {x, y, z} → T∆ la isometr´ıa descrita en la Proposicio´n 2. Dado
un nu´mero real δ ≥ 0, decimos que el tria´ngulo ∆ es δ-delgado si f∆(u) = f∆(v) entonces
|u− v| ≤ δ para todo u, v ∈ ∆. O de manera equivalente:
|u− v| ≤ |f∆(u)− f∆(v)|+ δ, ∀u, v ∈ ∆
26
Observacio´n 1. El espacio X tambie´n es llamado δ-hiperbo´lico si todo tria´ngulo geode´sico es
δ-delgado.
Lema 4. Sea ∆ = [x, y]∪[y, z]∪[z, x] un tria´ngulo geode´sico de un espacio me´trico X, notemos
a d como la distancia en X.
1. (y/z)x ≤ d(x, [y, z])
2. Si ∆ es δ-delgado, entonces d(x, [y, z]) ≤ (y/z)x + δ
Demostracio´n.
bx
b
z
b y
b
q
b
r
b p
1. Sean p ∈ [y, z], q ∈ [z, x] y r ∈ [x, y] los tres puntos de ∆ enviados por f∆ al centro del
tr´ıpode T∆ tal que
|q − x| = |r − x| = (y/z)x = 12 {|y − x|+ |z − x| − |z − y|}.
Sea w ∈ [y, z] con |w−x| = d(x, [y, z]). Existe un punto w′ ∈ [x, y]∪ [z, x] que es imagen
de w bajo f∆. Supongamos que w
′ ∈ [z, x]. Entonces
(y/z)x ≤ |w′ − x| = |z − x| − |z − w| ≤ |x− w| = d(x, [y, z]).
2. Adema´s, se tiene que, d(x, [y, z]) ≤ d(x, p) ≤ d(x, q) + d(q, p) ≤ (y/z)x + δ.
Definiciones. Sean ∆ un tria´ngulo geode´sico en un espacio me´trico X, T∆ un tr´ıpode y
f∆ : {x, y, z} → T∆ la isometr´ıa con imagen los tres extremos del tr´ıpode. Llamamos tripleta
inscrita del tria´ngulo a la imagen inversa bajo f∆ del centro del tr´ıpode y taman˜o del
tria´ngulo al dia´metro de la tripleta inscrita.
Llamamos taman˜o mı´nimo o´ malla del tria´ngulo al mı´nimo de los dia´metros del conjunto
{u, v, w} con u ∈ [y, z], v ∈ [z, x] y w ∈ [x, y].
Lema 5. Sea ∆ = [x1, x2] ∪ [x2, x3] ∪ [x3, x1] un tria´ngulo geode´sico de malla δ y taman˜o δ′.
Entonces δ ≤ δ′ ≤ 4δ.
Demostracio´n. La desigualdad δ ≤ δ′ resulta de la definicio´n.
Verifiquemos δ′ ≤ 4δ. Sean p1 ∈ [x2, x3], p2 ∈ [x3, x1] y p3 ∈ [x1, x2] los puntos en la tripleta
inscrita de ∆ y sean q1 ∈ [x2, x3], q2 ∈ [x3, x1] y q3 ∈ [x1, x2] tres puntos tales que δ =
diam {q1, q2, q3}.
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bx1
b
x3
b x2
b
p2
b
p3
b
p1
b
q2
b q1
b
q3
Sea (i, j, k) una permutacio´n de (1, 2, 3). Sean ai = |xj − xk|, bi,k = |pi − xk| y ci,k = |qi − xk|.
Entonces
bi,k = bj,k =
1
2
(|x3−p1|+ |p1−x2|+ |x1−p2|+ |p2−x3|−|x1−p3|−|p3−x2|) = 12(2(p1−x3)) =
1
2
(ai + aj − ak),
bi,j + bi,k = |pi − xj|+ |pi − xk| = |qi − xj|+ |qi − xk| = ci,j + ci,k = |xj − xk| = ai.
Por definicio´n, tenemos que |qi − qj| ≤ δ, por tanto,
|ci,k − cj,k| = |qi − xk| − |qj − xk| ≤ |qi − qj| ≤ δ.
As´ı sucesivamente,
2bi,k = ai + aj − ak = ci,j + ci,k + bj,i + bj,k − ck,i − ck,j,
ci,j + ci,k + bk,i − bi,k − ck,i − ck,j = 0, (1.1)
|ci,k − bi,k − ck,i + bk,i| = |ci,j − ck,j| ≤ δ.
Supongamos ahora que (i, j, k) es una permutacio´n circular de (1, 2, 3) y sea di = ci,j − bi,j =
−(ci,k − bi,k)
Por una parte |di| = |pi − qi|. De otra parte, de la desigualdad (1.1) obtenemos,
| − di − dk| ≤ δ, | − dj − di| ≤ δ, | − dk − dj| ≤ δ
De donde se sigue que, |di| = 12 |di + dj + di + dk − dj − dk| ≤ 32δ.
As´ı, finalmente |pj − pk| ≤ |pj − qj|+ |qj − qk|+ |qk − pk| ≤ 4δ y por tanto, δ′ ≤ 4δ.
Proposicio´n 2. Sea X un espacio me´trico geode´sico y δ ∈ R+. Las siguientes proposiciones
son equivalentes.
1. El espacio X es δ-hiperbo´lico, usando la definicio´n del producto de Gromov.
2. Todos los tria´ngulos geode´sicos de X son δ-delgados.
3. El espacio X satisface la condicio´n de Rips de constante δ.
4. Todo tria´ngulo geode´sico de X tiene un taman˜o limitado por δ.
5. Todo tria´ngulo geode´sico de X tiene una malla limitada por δ.
Demostracio´n. (1)⇒(2) Sea ∆ = [x, y] ∪ [y, z] ∪ [z, x] un tria´ngulo geode´sico de X y sea
f : ∆→ T la isometr´ıa de la Proposicio´n 1. Sean u, v ∈ ∆, con u 6= v y f(u) = f(v). Veamos
que |u− v| ≤ 4δ.
Supongamos que u ∈ [x, y] y v ∈ [z, x].
bx
b
z
b
yb
v
b
u
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Si t = |x− u| entonces
|f(x)− f(u)| = |f(x)− f(v)| = t ≤ (y/z)x,
(u/y)x = (v/z)x = t.
de modo que (u/v)x ≥ min {(u/y)x, (y/z)x, (z/v)x} − 2δ = t− 2δ.
Por tanto, (u/v)x = t− 12 |u− v| y as´ı |u− v| ≤ 2t− 2(t− 2δ) = 4δ.
(2)⇒(1) Consideremos cuatro puntos x0, x1, x2, x3 ∈ X, unidos dos a dos por seis segmentos.
Por el producto de Gromov aplicado a x0 tenemos que t = min {(x1/x3), (x2/x3)}. Veamos
que (x1/x2) ≥ t− 2δ.
bx0
b
x1
b x2
b x3b
x′1
b
y1
b
y2
b
x′3
b
x′2
Supongamos adema´s que t > (x1/x2), de lo contrario no habr´ıa nada que probar.
Para j ∈ {1, 2, 3}, tomamos x′j un punto de [x0, xj] a una distancia t de x0. Para j ∈ {1, 2},
sea f0j3 la funcio´n isome´trica de la Proposicio´n 1. para el tria´ngulo [x0, xj]∪ [xj, x3]∪ [x3, x0].
Como |x′j − x0| = |x′3 − x0| ≤ (xj/x3), tenemos que f0j3(x′j) = f0j3(x′3) y |x′j − x′3| ≤ δ. Por
tanto, |x′1 − x′2| ≤ 2δ.
Ahora, como t > (x1/x2), existe un punto yj ∈ [x1, x2] con f012(x′j) = f012(yj), de modo que
|x′j − yj| ≤ δ. Entonces,
2δ ≥ |x′1 − x′2| ≥ |y1 − y2| − 2δ
= |x1 − x2| − |x1 − y1| − |x2 − y2| − 2δ
= |x1 − x2| − (|x1 − x0| − |x′1 − x0|)− (|x2 − x0| − |x′2 − x0|)− 2δ
= 2t− 2(x1/x2)− 2δ.
y en consecuencia, (x1/x2) ≥ t− 2δ.
(2)⇒(3) Se sigue de las definiciones.
(3)⇒(2) Supongamos que la implicacio´n no es cierta. Por tanto, existe un tria´ngulo geode´sico
∆ = [x, y] ∪ [y, z] ∪ [z, x] en X y los puntos u ∈ [x, y] y v ∈ [z, x] tal que |u − x| = |v − x| =
t < (y/z)x y |u− v| > 4δ.
bx
b
z
b y
b
p b
v
b
u
Adema´s, d(v, [x, y]) = min {d(v, [x, u]), d(v, [u, y])} ≥ min {(x/u)v, (u/y)v} y por el Lema 4 se
tiene que 2(x/u)v = |u− v|
y 2(u/y)v = |u−v|+ |y−v|− (|x−y|− |x−u|) = |u−v|+(|y−v|+ |v−x|− |x−y|) ≥ |u−v|.
Por tanto, d(v, [x, y]) ≥ 1
2
|u− v| > 2δ.
En particular, |v − x| > 2δ y existe p ∈ [x, v], tal que |p − v| = δ. Entonces d(p, [x, y]) ≥
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d(v, [x, y])− |v − p| > δ
y d(p, [y, z]) ≥ d(x, [y, z])−|x−p| ≥ (y/z)x−|x−p| > t−|x−p| = |v−x|−|x−p| = |p−v| = δ.
De donde, d(p, [x, y] ∪ [y, z]) > δ, contradiciendo la hipo´tesis.
(2)⇒(4) Se sigue de las definiciones.
(4)⇒(2) Sin pe´rdida de generalidad supongamos que δ > 0.
Sea ∆ = [x, y] ∪ [y, z] ∪ [z, x] un tria´ngulo geode´sico en X. Tomemos pI ∈ [x, y] y qI ∈ [z, x]
puntos enviados por f∆ al centro del tr´ıpode, y sea tI = |pI − x| = |qI − x| = (y/x)x.
Para cualquier nu´mero s ∈ [0, tI ], notemos ps el punto de [x, y] a una distancia s de x y qs el
punto de [z, x] a una distancia s de x. Veamos que |qs − ps| ≤ 2δ.
by
b
x
b z
b
pI b qI
b
ps b qs
Primer paso. Definamos por induccio´n una secuencia (pi)i≥1 de puntos de [x, pI ] y una secuen-
cia (qi)i≥1 de [x, qI ].
Si p1 = pI y q1 = qI , es claro.
Supongamos que se cumple para pi y qi. Teniendo en cuenta la aplicacio´n cano´nica fi de un
tria´ngulo [x, pi] ∪ [pi, qi] ∪ [qi, x] en el tr´ıpode correspondiente Ti, se sigue que pi+1 ∈ [x, pi] y
qi+1 ∈ [qi, x] son los puntos aplicados por fi al centro de Ti. Para i ≥ 1, se tiene |pi − qi| ≤ δ
por hipo´tesis, por tanto tambie´n
|pi − pi+1|+ |qi − qi+1| = |pi − qi| ≤ δ. (1.2)
Como |x− pi+1| = |x− qi+1| ≤ |x− pi| = |x− qi|, pi tiene un l´ımite p∞ ∈ [x, pI ] y qi un l´ımite
q∞ ∈ [x, qI ]. Si tomamos t′I = |x − p∞|, observamos que p∞ = q∞. Si s ∈ [t′I , tI ], existe i ≥ 1
tal que |pi− ps| = |qi− qs| ≤ 12δ, por (1.2), de modo que |ps− qs| ≤ 2δ. Si t′I ≤ δ, no hay nada
que probar.
Segundo paso. Si t′I > δ, tomamos tII = t
′
I − 12δ y pII ∈ [x, pI ], qII ∈ [x, qI ] puntos a una
distancia tII de x. El argumento anterior produce dos secuencias (p
(2)
i )i≥1 y (q
(2)
i )i≥1 que
convergen respectivamente a un punto p
(2)
∞ = q
(2)
∞ a una distancia t′II de x, y mostramos
as´ı que |ps − qs| ≤ 2δ para un punto s ∈ [t′II , t′II ].
Y as´ı, en un nu´mero finito (limitado por 2
δ
tI + 1) de pasos, se muestra que |ps− qs| ≤ 2δ para
un punto s ∈ [0, tI ].
(4)⇒(5) Se sigue de las definiciones.
(5)⇒(4) Se sigue del Lema 5.
Proposicio´n 3. Sea F un espacio me´trico finito 0-hiperbo´lico. Entonces, existe una inmersio´n
isome´trica de F en un a´rbol me´trico.
Demostracio´n. Sea w un punto base en F . Para todo x ∈ F , escribimos |x| en lugar de |x−w|.
Notemos a T˜ como la unio´n disjunta en x ∈ F − {w} de segmentos [0, |x|] de R. Dado que
t ∈ [0, |x|] y t′ ∈ [0, |x′|], tenemos que t ∼ t′ si t = t′ ≤ (x/x′)w.
Esto define una relacio´n de equivalencia. En efecto, si t ∼ t′ ∼ t′′, entonces t = t′′ ≤
min {(x/x′)w, (x′/x′′)w} ≤ (x/x′′)w pues F es 0-hiperbo´lico.
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Sea T el cociente de T˜ por la relacio´n. La funcio´n T˜ × T˜ → R+ definida por (t, t′) 7→
t + t′ − 2min {t, t′, (x/x′)}, donde t ∈ [0, |x|] y t′ ∈ [0, |x′|], induce a una distancia en T y
de hecho, a un a´rbol me´trico. La inmersio´n deseada asocia a x ∈ F con la clase en T de
|x| ∈ [0, |x|] ⊂ T˜ .
Definicio´n. Sea X un espacio me´trico y sea I un intervalo de Z o´ R. Una isometr´ıa
g : I → X es un segmento geode´sico de X si I es acotado.
Sean λ ≥ 1, c ≥ 0. Una (λ, c) cuasi-isometr´ıa f : I → X es un (λ, c) cuasi-segmento si I
es acotado.
Definicio´n. La distancia Hausdorff de Y y Z, denotada H(Y, Z), se define como
inf {H > 0 : Y ⊂ υH(Z) ∧ Z ⊂ υH(Y )}
y υH(Y ) es la H-vecindad de Y en X definida como {x ∈ X : d(x, Y ) ≤ H}, H ∈ R+.
Sea X un espacio geode´sico, I = [a, b], J ⊆ R y sean f : I → X y g : J → X. Denotamos
H(f, g) a la distancia Hausdorff de las ima´genes f(I) y g(J).
Lema 6. Sean λ ≥ 1, c ≥ 0 y H ′ ≥ 0 nu´meros reales, existe una constante H = H(λ, c,H ′)
con la siguiente propiedad.
Sea X un espacio me´trico, I = [p, q] y J = [r, s] dos intervalos en Z o´ R y f : I → X y
g : J → Y dos funciones. Adema´s supongamos que, f es un (λ, c) cuasi-segmento y g es un
segmento geode´sico, |f(p)− g(r)| ≤ H ′ y |f(q) − g(s)| ≤ H ′, Im(f) ⊂ υH′(Im(g)). Entonces
H(f, f ′) ≤ H.
Demostracio´n. Sea H = 2H ′ + λ + c y consideremos una particio´n p = t0 < t1 < ... < tn = q
de I tal que |ti − ti−1| ≤ 1 para cualquier i ∈ {1, ..., n}. Por hipo´tesis, existe ui ∈ J tal
que |f(ti) − g(ui)| ≤ H ′, con i ∈ {0, ..., n}, podemos suponer que u0 = r y un = s. Como
|f(ti−1)−f(ti)| ≤ λ+ c y |g(ui−1)− g(ui)| ≤ 2H ′+λ+ c. Para todo u ∈ J , existe i ∈ {0, ..., n}
tal que |u− ui| = |g(u)− g(ui)| ≤ H ′ + 12(λ+ c).
Por tanto, d(g(u), Im(f)) ≤ 2H ′ + 1
2
(λ+ c).
Teorema 7. Sean λ ≥ 1, c ≥ 0 y H ′ ≥ 0 nu´meros reales, existe una constante H = H(λ, c,H ′)
con la siguiente propiedad.
Sea X un espacio geode´sico δ-hiperbo´lico, I = [a, b] un intervalo en Z o´ R y f : I → X un
(λ, c) cuasi-segmento. Sea J ⊆ R un intervalo de longitud |f(a) − f(b)| y sea g : J → X un
segmento geode´sico de origen f(a) y punto final f(b). Entonces H(f, g) ≤ H.
Demostracio´n. Se sigue de la Proposicio´n 3. y el Lema 6.
Teorema 8. Sean X y Y espacios me´tricos geode´sicos cuasi-isome´tricos. Si Y es hiperbo´lico
entonces X tambie´n lo es.
Demostracio´n. Sea δ ≥ 0, λ ≥ 1 y c ≥ 0 constantes tal que Y es δ-hiperbo´lico y tal que
F : X → Y es una (λ, c) cuasi-isometr´ıa. Sean H la constante H(δ, λ, c) del Teorema 7., I un
intervalo acotado de R (o de Z) y g : I → X un segmento geode´sico. Entonces Fg : I → Y
es un (λ, c) cuasi-segmento. Por tanto, (Fg)0 designa un segmento geode´sico con los mismos
extremos que Fg, entonces H(Fg, (Fg)0) ≤ H.
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Consideremos un tria´ngulo geode´sico ∆ en X y denotemos gj : IJ → X sus tres lados
(j = 1, 2, 3). Obtenemos un tria´ngulo geode´sico (F∆)0 en Y de lados (F (gj))0 : Ij → Y .
Para cualquier punto y en la imagen de (F (g3))0 tenemos por hipo´tesis Y y δ y por la Propo-
sicio´n 2,
d(y, Im((F (g1))0) ∪ Im((F (g2))0)) ≤ 4δ.
Para cualquier punto y′ en la imagen de Fg3 se tiene que
d(y′, Im(F (g1)) ∪ Im(F (g2))) ≤ 4δ + 2H.
Y resulta que para todo punto x en la imagen de g3 se sigue que
d(x, Im(g1) ∪ Im(g2)) ≤ 1λdx(x, Im(g1) ∪ Im(g2)) − c ≤ dy(
y′︷ ︸︸ ︷
F (x), Im(F (g1)) ∪ Im(F (g2))) ≤
4δ + 2H = λ(4δ + 2H + c),
De nuevo aplicando la Proposicio´n 2 vemos que X es un δ-hiperbo´lico con
δ′ = 8λ(4δ + 2H + c).
Veamos ahora que un grupo hiperbo´lico satisface una desigualdad isoperime´trica lineal. Pero
primero probaremos que satisface una desigualdad isoperime´trica cuadra´tica.
Proposicio´n 4. Sea S un conjunto generador finito para el grupo G tal que el grafo de Cayley
Γ(G,S) es δ-hiperbo´lico. Entonces G es finitamente presentado y satisface una desigualdad
isoperime´trica cuadra´tica.
Demostracio´n. Supongamos que en S no hay elementos triviales. Sea w = a1...an ∈ F (S)
una palabra que representa el elemento identidad de G. Entonces la palabra etiqueta un lazo
cerrado basado en el ve´rtice identidad de Γ(G,S).
Sea γi la palabra ma´s corta en F (S) que representa el elemento a1...ai en G. Entonces el
camino basado en 1 en Γ(G,S) con etiqueta γi y γi+1 junto con la arista etiquetada α forman
un tria´ngulo geode´sico en Γ(G,S). El hecho de que Γ(G,S) sea δ-hiperbo´lico, significa que
todo tria´ngulo geode´sico es δ-delgado, es decir,que dado δ ≥ 0, |u − v| < δ, para todo u, v
en el tria´ngulo. As´ı el tria´ngulo {1, ai, ai+1} pueden ser descompuesto como una coleccio´n
de recta´ngulos cada uno de per´ımetro a lo ma´s 2δ + 2 (el u´ltimo es tal vez un tria´ngulo de
per´ımetro a lo ma´s δ + 2). Por tanto, existen a lo ma´s, max {l(γi), l(γi+1)} ≤ n2 de estos
recta´ngulos.
α
b ai
σi
b ai+1
σi+1w
1
δ δ
1
Se sigue que el conjunto de relaciones R = {r ∈ F (S)/l(r) ≤ 2δ + 2, r =G 1} da una presen-
tacio´n finita para G y en te´rminos de estas relaciones, area(w) ≤ n2
2
.
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Proposicio´n 5. Sea S un conjunto generador finito para el grupo G. Si todo tria´ngulo geode´si-
co en Γ(G,S) es δ-delgado entonces G es finitamente presentado, tiene una presentacio´n de
Dehn y satisface una desigualdad isoperime´trica lineal.
Demostracio´n. El me´todo usado aqu´ı (debido a Noel Brady) se basa en “geode´sicas locales”.
Para k > 0, una palabra w ∈ F (S) en Γ(G,S) es una k-geode´sica local si toda subpalabra
de w de longitud a lo ma´s k es una geode´sica. Mostraremos que 2δ + 2 geode´sicas locales no
etiquetan lazos.
Si una palabra w no es una 2δ + 2 geode´sica local entonces existe una subpalabra v de w de
longitud a lo ma´s 2δ + 2 que no es geode´sica, es decir, que existe una palabra ma´s corta u tal
que v =G u.
Afirmacio´n: Si w =G 1 (w etiqueta un lazo en Γ(G,S)) entonces w no es una 2δ+2 geode´sica
local.
Probemos la afirmacio´n. Razonemos por contradiccio´n. Sea w una palabra no vac´ıa en F (S)
que representa el elemento trivial en G (etiqueta un lazo en Γ(G,S)) y supongamos que w es
una 2δ+2 geode´sica local, es decir, l(w) ≥ 4δ+4 (si tuvieramos l(w) < 4δ+4, obtendr´ıamos
otro camino ma´s corto para llegar a v y as´ı w no ser´ıa 2δ + 2 geode´sica local).
b1
b v1
b
v2
b
v′b
u2
b
u1
w
Sea γ un lazo en Γ(G,S) basado en el ve´rtice 1 y etiquetado por la palabra 2δ + 2 geode´sica
local w. Sea v′ un ve´rtice en γ, el ma´s lejano del punto base 1. Este punto esta´ a una distancia
al menos 2δ + 1 del 1 (pues si estuviera a una distancia menor ya no ser´ıa el ma´s lejano),
as´ı l(λ) ≥ 2δ + 1. Sean v1 y v2 los ve´rtices en γ antes y despue´s de v′ a una distancia 2δ + 1
de v′. (Trivial, si l(λ) = 2δ + 1 se sigue que v1 = v2 = 1).
Ahora, consideremos un tria´ngulo geode´sico ∆1 (respectivamente ∆2) con ve´rtices 1, v
′, v1
(respectivamente 1, v′, v2) con un lado el segmento γ1 (respectivamente γ2) de γ entre v
′ y v1
(respectivamente v2) de longitud 2δ+1. Sea u1 (respectivamente, u2) el punto en γ1 (respectiva-
mente γ2) que mapea el punto central del tr´ıpode bajo la funcio´n tr´ıpode T∆1 (respectivamente
T∆2). As´ı,
|dx(1, v1)− dx(1, v′)| = |dx(v1, u1)− dx(u1, v′)|.
Si dx(u1, v
′) < δ+1 entonces dx(v1, u1) = d(v1, v
′)−d(v′, u1) ≥ 2δ+1−(δ+1) = δ ≥ dx(u1, v′)
y as´ı dx(v1, 1) > dx(v
′, 1) contradiciendo la escogencia de v′. Por tanto, d(u1, v
′) ≥ δ + 1.
De la misma manera, vemos que dx(u2, v
′) ≥ δ + 1.
Tomemos ahora los puntos u′1, u
′
2 a una distancia δ + 1 antes y despue´s de v
′ en el segmento
de γ que contiene a v′ que se encuentra entre u1 y u2. Pero como el tria´ngulo es δ-delgado, se
tiene que d(u′2, s) < δ y d(u
′
1, s) < δ, entonces d(u
′
1, u
′
2) ≤ d(u′1, s) + d(u′2, s) ≤ 2δ. Por tanto,
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hemos encontrado otro camino ma´s corto entre d(u′1, u
′
2) que el que se forma en el segmento
δ con d(u′1, u
′
2) = 2δ + 2 y esto contradice el hecho que w es 2δ + 2-geode´sica local (pues
encontramos una subpalabra de w con longitud 2δ + 2 que no es geode´sica). Se sigue as´ı, que
2δ + 2 geode´sicas locales no etiquetan lazos.
De acuerdo a la afirmacio´n, definimos el conjunto de relaciones finitas
R = {r ∈ F (S)/l(r) ≤ 4δ + 3, r =G 1} .
Por tanto, Area(w) ≤ 1 pues w ∈ 〈R〉G, es decir, w =G 1. Y como la presentacio´n es finita y
tiene problema de la palabra soluble entonces la presentacio´n es de Dehn.
En esta prueba, si no suponemos que el camino γ es un lazo, lo que se demuestra es que el
punto ma´s lejano v′ del punto inicial en γ esta´ dentro de una distancia 2δ + 1 del final de γ
(es decir, el punto u2 no puede ser constru´ıdo). Adema´s, si se mide la distancia de cualquier
punto v ∈ Γ(G,S), en lugar de medirlo desde el punto inicial de γ, mostramos que el punto
ma´s lejano v′ en γ del punto v se encuentra dentro de 2δ + 1 de uno de los puntos finales.
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Cap´ıtulo 2
APLICACIONES
Este cap´ıtulo esta´ dedicado a estudiar algunos grupos de orden infinito bajo el enfoque desa-
rrollado en el primer cap´ıtulo. Los grupos escogidos son: el Grupo Diedral Infinito, el Grupo
Heisenberg, el Grupo Baumslag-Solitar, el Grupo Lamplighter y el Grupo Coxeter. De cada
uno de ellos presentamos propiedades y caracter´ısticas combinatorias y geome´tricas diferentes,
debido a la particularidad de sus estructuras.
2.1. GRUPO DIEDRAL INFINITO
En esta seccio´n estudiaremos la presentacio´n del grupo diedral infinito, la forma normal de
sus elementos, el grafo de Cayley y algunas de sus propiedades algebraicas.
Para n ≥ 3, el grupo diedral Dn es definido como el conjunto de simetr´ıas del n-a´gono regular,
donde una simetr´ıa es cualquier movimiento r´ıgido del plano que preserva el n-a´gono, con la
operacio´n composicio´n.
Un pol´ıgono regular con n lados tiene 2n simetr´ıas diferentes. Estas simetr´ıas son las n ro-
taciones sobre el centro del pol´ıgono y las n reflexiones a trave´s de la l´ınea de simetr´ıas. Las
rotaciones y reflexiones asociadas conforman el grupo diedral Dn.
En adelante, notaremos el grupo diedral como D2n.
Sea r la rotacio´n en sentido de las manecillas del reloj alrededor del origen a trave´s de 2π/n
radianes. Sea s la reflexio´n alrededor de la l´ınea de simetr´ıa que pasa por un ve´rtice v y el
origen. Haciendo unos cuantos ca´lculos es fa´cil ver que D2n es generado por r y s u´nicamente
y que tiene orden 2n.
Una presentacio´n del grupo diedral esta´ dada por P = 〈r, s/rn = s2 = 1, rs = sr−1〉 y el grafo
de Cayley depende del orden del grupo, como vimos en el Ejemplo 3 de la Seccio´n 1.4 donde
damos una presentacio´n y el grafo de Cayley del grupo diedral de orden 6.
Hasta ahora hemos visto que cada grupo diedral es generado por una rotacio´n r y una reflexio´n
s, si la rotacio´n es un mu´ltiplo racional de la rotacio´n total, entonces existe algu´n entero n tal
que rn es la identidad. En este caso tenemos el grupo diedral que hemos descrito, de orden
2n. Pero si la rotacio´n no es un mu´ltiplo racional de la rotacio´n total, entonces no existe tal n
y el grupo resultante tiene infinitos elementos. A dicho grupo lo llamamos el grupo diedral
infinito y lo denotamos D∞.
35
2.1.1. Presentacio´n
Por la descripcio´n hecha al inicio, se tiene que una presentacio´n para el grupo diedral infinito
esta´ dada por:
P1 = D∞ = 〈r, s/s2 = 1, rs = sr−1〉.
Sin embargo, podemos considerar otra presentacio´n para el grupo dada por:
P2 = D∞ = 〈a, b/a2 = b2 = 1〉.
Antes de verificar que ambas presentaciones son isomorfas, veamos cua´l es la forma normal de
los elementos del grupo definido por la presentacio´n P1.
2.1.2. Forma normal
Consideremos el grupo diedral infinito D∞ presentado por P1. Determinemos cua´l es la forma
normal de sus elementos. Sabemos que los elementos de D∞ son:
s = r0s
r, r2, r3, ..., ri, ... = rns0 con 1 ≤ n <∞.
rs, r2s, r3s, ..., ris, ... = rns con 1 ≤ n <∞.
(rs)n con 2 ≤ n <∞. Veamos que
(rs)n =
{
1 n es par
rs n es impar
Consideremos dos casos:
• Si n es par. Razonando por induccio´n sobre n. Si n = 2 se tiene que (rs)2 = rsrs =
rssr−1 = 1. Supongamos que se cumple que para n = 2m,∀m ∈ N, (rs)n = 1.
Entonces (rs)n+2 = (rs)2m+2 = (rs)2m(rs)2 = 1
• Si n es impar. Razonando de nuevo por induccio´n sobre n. Si n = 3 se tiene
que (rs)3 = (rs)2rs = rs. Supongamos que se tiene para n = 2m + 1,∀m ∈ N,
(rs)n = rs. Entonces (rs)n+2 = (rs)2m+3 = (rs)2m(rs)3 = rs.
(sr)n con 2 ≤ n <∞. Ana´logo al caso anterior, se tiene que:
(sr)n =
{
1 n es par
sr n es impar
(rs)nrk con 2 ≤ n <∞, 1 ≤ k <∞. Veamos que
(rs)nrk =
{
rk n es par
r1−ks n es impar
Consideremos dos casos:
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• Si n es par. (rs)nrk = rk.
• Si n es impar. (rs)nrk = rsrk = sr−1rk = srk−1 = r1−ks
(sr)ns con 2 ≤ n <∞. Ana´logo al caso anterior se tiene que:
(sr)ns =
{
s n es par
r−1 n es impar
En cualquier caso obtenemos que la forma esta´ndar de los elementos de D∞ es r
isj = sjr−i
con 0 ≤ j ≤ 1, 0 ≤ i <∞.
Ahora verifiquemos que las presentaciones P1 y P2 son isomorfas y que por tanto ambas
presentan el grupo.
Consideremos
φ : D∞P1 −→ D∞P2
r 7−→ φ(r) = ab
s 7−→ φ(s) = a
Veamos que φ es un isomorfismo.
Verifiquemos que se satisfacen las relaciones:
(φ(s))2 = φ(s)2 = a2 = 1 y
φ(rsrs) = φ(r)φ(s)φ(r)φ(s) = abaaba = aba2ba = 1
En vista de que se verifican las relaciones, se sigue por Teorema 3 de la Seccio´n 1.2.2 que φ es
un epimorfismo.
Veamos ahora que φ es inyectiva.
Sabemos que los elementos del grupo diedral infinito pueden ser escritos en forma u´nica como
skri para algu´n 0 ≤ k ≤ 1. Sea w = skri, entonces
φ(w) = φ(skri) = (φ(s))k(φ(r))i = (ab)kai = abab...ab︸ ︷︷ ︸
k−veces
ai
De donde se sigue que, (ab)kai = 1 si y so´lo si k = i = 0. Por tanto, w = 1D∞P1
.
Finalmente, concluimos que ambas presentaciones son isomorfas.
2.1.3. Grafo de Cayley de D∞
Consideremos el grupo diedral infinito presentado por:
D∞ = 〈r, s/s2 = 1, rs = sr−1〉.
Entonces un grafo de Cayley asociado a esta presentacio´n es:
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b
r2
b
r−1s
b
r2s
b
e
b
r
b
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b
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2.1.4. Algunas Propiedades
1. La accio´n del grupo diedral infinito en R es discreta.
Para ver esto, probemos que:
a) El subgrupo de Homeo(R) generado por las funciones lineales a(x) = −x y b(x) =
2− x, ∀x ∈ R con la operacio´n composicio´n de funciones, tiene la presentacio´n del
grupo diedral infinito D∞ = 〈a, b/a2 = b2 = 1〉.
b) Cada g ∈ D∞ puede ser expresado como una funcio´n lineal de la forma g(x) =
±x±2n, ∀n ∈ Z, derivado esto de la composicio´n de las funciones lineales a(x) = −x
y b(x) = 2− x.
c) Todo nu´mero en R se obtiene de un nu´mero mu´ltiplo de 2± r, r un nu´mero entre
[0, 1].
Probemos a). Sean D∞ = 〈a, b/a2 = b2 = 1〉, G el grupo generado por a(x) y b(x) y la
funcio´n
ψ : S = {a, b} −→ G
a 7−→ ψ(a) = a(x)
b 7−→ ψ(b) = b(x)
Veamos que ψ extiende a un homomorfismo ϕ : D∞ → G, mostrando que ψ˜(w) =G 1, w
una relacio´n de D∞, donde ψ˜ : FS → G es la extensio´n de ψ.
ψ˜(a2) = ψ(ψ(a)) = ψ(a(x)) = a(−x) = −(−x) = x
ψ˜(b2) = ψ(ψ(b)) = ψ(b(x)) = b(2− x) = 2− (2− x) = x
Luego por Teorema 3 de la Seccio´n 1.2.2 se sigue que ψ extiende a un homomorfismo ϕ.
Sea
ϕ : D∞ −→ 〈a, b〉 ⊆ Homeo(R)
a 7−→ ϕ(a) = a(x) = −x
b 7−→ ϕ(b) = ba(x) = x+ 2
Veamos que ϕ es un isomorfismo.
Claramente ϕ esta´ bien definida.
ϕ es sobreyectiva. Basta ver que el generador b se obtiene del producto de los
generadores ba en D∞ y a del generador a.
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ϕ es inyectiva. Notemos que la preimagen de ab es b−1. Como hemos mostrado,
todos los elementos de D∞ son de la forma (ab)
n, (ab)na, (ba)n o (ba)nb con n ≥ 0.
Estos son enviados a b−n, b−na = abn, bn y bn+1a = ab−(n+1), respectivamente, que
son todos diferentes (excepto para b0 y b−0 y que resultan de (ab)0 y (ba)0 que son
por supuesto el mismo).
Para la parte b), veamos que para todo g ∈ D∞ y para todo n ∈ Z se tiene g(x) = ±x±2n.
Tenemos que:
i) ab(x) = a(b(x)) = a(2− x) = −(2− x) = −2 + x = x− 2.
ii) ba(x) = b(a(x)) = b(−x) = 2− (−x) = 2 + x.
Probaremos el resultado razonando por induccio´n sobre n. Consideremos 4 casos:
CASO 1: (ab)n+1a(x) = −x− 2(n+ 1), ∀n ∈ Z.
(ab)1a(x) = aba(x) = a(2 + x) = −x− 2 = −x− 2(1).
Supongamos que se tiene para n y veamos que se cumple para n+ 1.
(ab)n+1a(x) = (ab)((ab)na(x)) = (ab)(−x− 2n) = a(x+ 2(n+ 1)) = −x− 2(n+ 1).
CASO 2: (ab)n+1(x) = x− 2(n+ 1), ∀n ∈ Z.
(ab)2(x) = ab(ab(x)) = (ab)(x− 2) = a(−x+ 4) = x− 2(2).
Supongamos que se tiene para n y veamos que se cumple para n+ 1.
(ab)n+1(x) = (ab)((ab)n(x)) = (ab)(x− 2n) = a(−x+ 2(n+ 1)) = x− 2(n+ 1).
CASO 3: (ba)n+1b(x) = −x+ 2(n+ 2), ∀n ∈ Z.
(ba)1b(x) = bab(x) = b(x− 2) = 2− (x− 2) = 2− x+ 2 = −x+ 2(2).
Supongamos que se tiene para n y veamos que se cumple para n+ 1.
(ba)n+1b(x) = (ba)((ba)nb(x)) = (ba)(−x+ 2(n+ 1)) = b(x− 2(n+ 1)) = −x+ 2(n+ 2).
CASO 4: (ba)n+1(x) = x+ 2(n+ 1), ∀n ∈ Z.
(ba)2(x) = (ba)(ba(x)) = ba(2 + x) = b(−2− x) = x+ 2(2).
Supongamos que se tiene para n y veamos que se cumple para n+ 1.
(ba)n+1(x) = (ba)(ba)n(x) = (ba)(x+ 2n) = b(−x− 2n) = x+ 2(n+ 1).
En cualquier caso, se puede concluir que todo g ∈ D∞ puede verse como una funcio´n
lineal de la forma g(x) = ±x± 2n,∀n ∈ Z.
Finalmente, probemos c). Sea x ∈ R. Veamos que x = ±2n ± r con r ∈ [0, 1]· Por la
propiedad arquimediana, consideremos dos casos:
a) Existe n ∈ Z tal que 2n ≤ x ≤ 2n + 1. Entonces x = 2n + r donde r = x − 2n,
luego 0 ≤ r ≤ 1.
b) Existe n ∈ Z tal que 2n − 1 ≤ x ≤ 2n. Entonces 1 − 2n ≥ −x ≥ −2n, de donde,
1 ≥ −x+ 2n ≥ 0, por tanto, x = 2n− r con 0 ≤ r ≤ 1.
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En cualquier caso x = ±2n± r para todo n ∈ Z.
De (a), (b) y (c) se sigue que si x ∈ R, existe algu´n r ∈ [0, 1] y algu´n g ∈ D∞ tal que
g · r = x, pues g(r) = ±r± 2n = x. Luego se tiene que la o´rbita de x ∈ R tiene la forma:
Orb(x) = {±r ± 2n/n ∈ Z, r ∈ [0, 1]}.
Por u´ltimo, veamos que si x ∈ R existe ǫ > 0 tal que Orb(x) ∩ (x − ǫ, x + ǫ) = x.
Consideremos los siguientes casos,
CASO 1: Si x ∈ Z. Entonces ǫ = 1/2. De nuevo, consideremos dos subcasos:
Subcaso 1: Si x es par, entonces x = ±2n, as´ı
Orb(±2n) ∩ (±2n− 1
2
,±2n+ 1
2
)
= ±2n.
Subcaso 2: Si x es impar, entonces x = ±2n+ 1, as´ı
Orb(±2n+ 1) ∩ (±2n+ 1
2
,±2n+ 3
2
)
= ±2n+ 1.
CASO 2: De otro modo, tomemos ǫ = min
{
|n−x|
2
/n ∈ Z
}
. Basta mostrar que
min
{
|n−x|
2
/n ∈ Z
}
< 2 pues los elementos en la o´rbita esta´n alejados uno del otro 2
unidades. Sea n = 2m entonces x = 2m± r. Entonces, n−x
2
= |2m−2m±r|
2
= r
2
< 1 < 4.
De todo lo anterior, podemos concluir que la accio´n de D∞ rR es discreta.
2. La accio´n discreta de D∞ en R es propia.
Sea x ∈ R, veamos que el Stab(x) es finito. Sabemos que Stab(x) = {g ∈ D∞/g · x = x}.
Pero g(x) = ±x± 2n. Consideremos dos casos:
CASO 1: Si x ∈ Z, entonces 2n = 0 ∨ 2n = 1 por tanto, Stab(x) = Z2 = {0, 1}.
CASO 2: Si x ∈ Rr Z, entonces 2n = 0, por tanto Stab(x) = 1.
Por tanto
Stab(x) =
{
Z2, si x ∈ Z,
e, en otro caso.
De donde se sigue que Stab(x) es finito y as´ı la accio´n discreta de D∞ rR es propia.
3. El grupo diedral infinito es isomorfo al producto semidirecto Z ⋊ Z2. La presentacio´n
para el producto semidirecto Z ⋊ Z2 es:
Z ⋊ Z2 = 〈a, b/b2 = 1, aba−1b−1 = 1〉.
Trivialmente, se tiene que la presentacion del grupo diedral infinito D∞ dada por P1 y
la presentacio´n del producto semidirecto Z ⋊ Z2 son isomorfas.
El grupo diedral infinito tambie´n es isomorfo al producto libre Z2∗Z2, cuya presentacio´n
esta´ dada por
Z2 ∗ Z2 = 〈x, y/x2 = y2 = 1〉.
De nuevo, se puede observar que la presentacion del grupo diedral infinito D∞ dada por
P2 y la presentacio´n del producto libre Z2 ∗ Z2 son isomorfas.
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2.2. GRUPO HEISENBERG
En esta seccio´n veremos algunas propiedades algebraicas del grupo Heisenberg, una presenta-
cio´n para dicho grupo, la forma normal de sus elementos y el grafo de Cayley.
El grupo Heisenberg es el grupo de las matrices triangulares superiores 3× 3 definido as´ı:
H =

1 x z0 1 y
0 0 1
 : x, y, z ∈ Z

bajo la operacio´n usual de matrices.
2.2.1. Algunas Propiedades
1. H es un grupo no abeliano.
Sean A =
1 x z0 1 y
0 0 1
 y B =
1 m p0 1 n
0 0 1
 con x, y, z,m, n, p ∈ Z.
Se verifica fa´cilmente que no siempre se tiene AB = BA.
2. H es un grupo nilpotente, esto es cierto si su serie central inferior es finita.
Sabemos que γ1(H) = H.
Ahora, sean A =
1 x z0 1 y
0 0 1
 y B =
1 m p0 1 n
0 0 1
 ∈ H
Calculemos γ2(H) = [A,B] = A
−1B−1AB.
Tenemos que A−1 =
1 −x xy − z0 1 −y
0 0 1
 y B−1 =
1 −m mn− p0 1 −n
0 0 1
 ∈ H
Entonces
A−1B−1AB =
1 −x xy − z0 1 −y
0 0 1
1 −m mn− p0 1 −n
0 0 1
1 x z0 1 y
0 0 1
1 m p0 1 n
0 0 1

=
1 0 xn−my0 1 0
0 0 1

Ahora, sean [A,B] = L =
1 0 l0 1 0
0 0 1
 y P =
1 0 p0 1 0
0 0 1
 ∈ H, donde l, p ∈ Z.
Calculemos γ3(H) = [L, P ] = L
−1P−1LP .
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Tenemos que, L−1 =
1 0 −l0 1 0
0 0 1
 y P−1 =
1 0 −p0 1 0
0 0 1
 ∈ H.
Entonces,
L−1P−1LP =
1 0 −l0 1 0
0 0 1
1 0 −p0 1 0
0 0 1
1 0 l0 1 0
0 0 1
1 0 p0 1 0
0 0 1

=
1 0 00 1 0
0 0 1

Luego H es nilpotente de clase 2.
3. H es infinito, pues el subconjunto de matrices triangulares superiores 3× 3 con entradas
en Z,
1 0 n0 1 0
0 0 1
, claramente tiene n, n ∈ Z, matrices diferentes.
2.2.2. Presentacio´n
Tomemos como elementos del conjunto generador S de H a las matrices triangulares su-
periores 3× 3 con entradas en Z, A, B y C definidas as´ı:
A =
1 1 00 1 0
0 0 1
, B =
1 0 00 1 1
0 0 1
 y C =
1 0 10 1 0
0 0 1
.
Es fa´cil chequear que, Ax =
1 x 00 1 0
0 0 1
, By =
1 0 00 1 y
0 0 1
 y Cz =
1 0 z0 1 0
0 0 1
.
As´ı, cada elemento de H es igual a AxByCz =
1 x z + xy0 1 y
0 0 1
.
Una presentacio´n para H esta´ dada por,
P = 〈A,B,C/C = ABA−1B−1, AC = CA,BC = CB〉.
Probaremos ma´s adelante que efectivamente P presenta el grupo Heisenberg, veamos primero
cua´l es la forma normal para los elementos de la presentacio´n.
2.2.3. Forma Normal
Consideremos el conjunto L de palabras, L = {U = AxByCz/x, y, z ∈ Z} ⊂ P y el efecto de
multiplicar U a la derecha por cada uno de los elementos C±1, B±1, A±1.
Es obvio que, UC±1 = AxByCz±1 ∈ L y dado que C conmuta con B en P , UB±1 =
AxBy±1Cz ∈ L.
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Por otro lado, tenemos que la primera relacio´n en P , C = ABA−1B−1 puede ser escrita de la
forma BC = ABA−1, pues B conmuta con C, entonces para todo y ∈ Z, AByA−1 = (BC)y =
ByCy. Igualmente, usando la primera relacio´n y el hecho de que B y C conmutan, obtenemos
BC = ABA−1 ⇒ CB = ABA−1 ⇒ CBA = AB ⇒ BA = ABC−1 ⇒ A−1BA = BC−1. Por
tanto, tambie´n se tiene que
A−1ByA = ByC−y. (2.1)
Adema´s,
UA±1 = AxByCzA±1
= AxByA±1Cz, pues AC = CA.
Entonces, distribuyendo el elemento A±1, se tiene que,
UA±1 = Ax−1AByA−1Cz o UA±1 = Ax+1A−1ByACz,
de donde se sigue que,
UA±1 = Ax−1ByCyCz o UA±1 = Ax+1ByC−yCz,
y de ambas se obtiene que
UA±1 = AxA±1ByC±yCz = Ax±1ByCz±y ∈ L.
De lo anterior, se tiene que LH ⊆ L, para todoH ∈ {A,B,C}±1. As´ı, siW es cualquier palabra
en {A,B,C}±1 se sigue por induccio´n en l(W ) que LW ⊆ L y dado que E ∈ L (tomemos
x = y = z = 0), entonces W = EW ∈ Lw ⊆ L. Lo cual prueba que cada elemento de P
es igual a algu´n miembro de L. Adema´s es claro que elementos distintos de L son llevados a
elementos distintos en P , por tanto, los elementos en P pueden expresarse en la forma normal,
AxByCz con x, y, z ∈ Z.
Veamos ahora que una presentacio´n para H esta´ dada por
P = 〈A,B,C/C = ABA−1B−1, AC = CA,BC = CB〉.
Consideremos la funcio´n
ϕ : S −→ H
A 7−→
1 1 00 1 0
0 0 1

B 7−→
1 0 00 1 1
0 0 1

C 7−→
1 0 10 1 0
0 0 1

Verifiquemos que se satisfacen las relaciones:
43
1. ϕ(ABA−1B−1C−1) = Id3×3
ϕ(ABA−1B−1C−1) = ϕ(A)ϕ(B)ϕ(A)−1ϕ(B)−1ϕ(C)−1
=
1 1 00 1 0
0 0 1
1 0 00 1 1
0 0 1
1 −1 00 1 0
0 0 1
1 0 00 1 −1
0 0 1
1 0 −10 1 0
0 0 1

=
1 1 10 1 1
0 0 1
1 −1 10 1 −1
0 0 1
1 0 −10 1 0
0 0 1
 =
1 0 00 1 0
0 0 1

2. ϕ(ACA−1C−1) = Id3×3
ϕ(ACA−1C−1) = ϕ(A)ϕ(C)ϕ(A)−1ϕ(C)−1
=
1 1 00 1 0
0 0 1
1 0 10 1 0
0 0 1
1 −1 00 1 0
0 0 1
1 0 −10 1 0
0 0 1

=
1 1 10 1 0
0 0 1
1 −1 −10 1 0
0 0 1
 =
1 0 00 1 0
0 0 1

3. ϕ(BCB−1C−1) = Id3×3.
ϕ(BCB−1C−1) = ϕ(B)ϕ(C)ϕ(B)−1ϕ(C)−1
=
1 0 00 1 1
0 0 1
1 0 10 1 0
0 0 1
1 0 00 1 −1
0 0 1
1 0 −10 1 0
0 0 1

=
1 0 10 1 1
0 0 1
1 0 −10 1 −1
0 0 1
 =
1 0 00 1 0
0 0 1
 .
En vista de que las relaciones se satisfacen, se sigue por el Teorema 3 de la Seccio´n 1.2.2
que ϕ es un epimorfismo. Veamos ahora que ϕ es inyectiva. Sabemos que los elementos de
P son de la forma AxByCz con x, y, z ∈ Z. Por tanto, veamos que para h = AxByCz, si
ϕ(AxByCz) = Id3×3 entonces h = eP .
ϕ(AxByCz) = ϕ(Ax)ϕ(By)ϕ(Cz)
=
1 x 00 1 0
0 0 1
1 0 00 1 y
0 0 1
1 0 z0 1 0
0 0 1

=
1 x x+ y0 1 y
0 0 1
1 0 z0 1 0
0 0 1

=
1 x z + xy0 1 y
0 0 1
 .
Esto es igual a la IdH, si x = y = z = 0, es decir, h = A
xByCz = eP .
Otras formas de expresar a H
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1. De lo anterior, vemos que otra forma ma´s conveniente que las matrices para denotar los
elementos de este grupo es usar tripletas de nu´meros en Z, usando la siguiente notacio´n:
H = {(x, y, z)/x, y, z ∈ Z},
y la operacio´n multiplicacio´n de elementos puede ser escrita as´ı:
(x, y, z) · (x′, y′, z′) = (x+ x′, y + y′, z + z′ − x′y). (2.2)
Veamos que notar los elementos de H como tripletas de nu´meros en Z es equivalente a
expresarlos usando matrices triangulares superiores 3× 3.
Sean AxByCz, Ax
′
By
′
Cz
′ ∈ H con x, y, z, x′, y′, z′ ∈ Z. Entonces:
AxByCzAx
′
By
′
Cz
′
= AxByAx
′
CzBy
′
Cz
′
pues AC = CA
= Ax+1A−1ByAAx
′−1CzBy
′
Cz
′
= Ax+1ByC−yAx
′−1CzBy
′
Cz
′
por (2.1)
= Ax+1ByAx
′−1C−yCzBy
′
Cz
′
pues AC = CA
= Ax+2A−1ByAAx
′−2Cz−yBy
′
Cz
′
= Ax+2ByC−yAx
′−2Cz−yBy
′
Cz
′
por (2.1)
= Ax+2ByAx
′−2C−yCz−yBy
′
Cz
′
pues AC = CA
...
= Ax+x
′
ByCz−x
′yBy
′
Cz
′
= Ax+x
′
ByBy
′
Cz−x
′yCz
′
pues BC = CB
= Ax+x
′
By+y
′
Cz+z
′−x′y
Ahora, como H es un grupo con la operacio´n multiplicacio´n definida antes, consideremos:
Inversa: (x, y, z)−1 = (−x,−y,−z − xy)
Identidad: (0, 0, 0)
2. El grupo de Heisenberg H puede ser representado como un producto semidirecto de los
dos subgrupos:
U = {(0, y, z)/y, z ∈ Z} ∼= Z2 y
V = {(x, 0, 0)/x ∈ Z} ∼= Z.
Y el homomorfismo
θ : V −→ Aut(U)
(x, 0, 0) 7−→ θ((x, 0, 0)) = θx,
donde θx(0, y, z) = (0, y, z − xy).
Expresaremos (x, y, z) ∈ H, como (x, y, z) = {(0, y, z), (x, 0, 0)}.
Veamos que la operacio´n entre elementos de (U ⋊ V, ·) es equivalente a la usada en 2.2.
(x, y, z) · (x′, y′, z′) = {(0, y, z), (x, 0, 0)} · {(0, y′, z′), (x′, 0, 0)}
= {(0, y, z)θ(x, 0, 0)(0, y′, z′), (x, 0, 0)(x′, 0, 0)}
= {(0, y, z)θx(0, y′, z′), (x+ x′, 0, 0)}
= {(0, y, z)(0, y′, z′ − xy′), (x+ x′, 0, 0)}
= {(0, y + y′, z + z′ − xy′), (x+ x′, 0, 0)}
= (x+ x′, y + y′, z + z′ − xy′).
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El resultado es igual a la operacio´n de grupo obtenido en (2.2), lo cua´l nos dice que dicha
operacio´n se conserva a trave´s del producto semidirecto.
Como H = U ⋊ V por Teorema 4 de la Seccio´n 1.3.3 se sigue que U  H, UV = H y
U ∩ V = {(0, 0, 0)}. En particular, podemos decir que H = Z2 ⋊ Z.
2.2.4. Grafo de Cayley en H
Dado que los elementos de H pueden ser escritos como tripletas de nu´meros (x, y, z) ∈ Z3, es
natural pensar en su grafo de Cayley embebido en R3.
Consideremos a = (1, 0, 0), b = (0, 1, 0) y c = (0, 0, 1) y una presentacio´n dada por:
H = 〈a, b, c/cba = ab, ca = ac, cb = bc〉.
Para dibujar el grafo del grupo Heinsenberg consideraremos un color para cada generador as´ı:
Rojo para el generador a, Verde para el generador b y Azul para el generador c.
Dibujemos cada relacio´n, para determinar co´mo se ver´ıan dentro del grafo de H.
Relacio´n: cba = ab Relacio´n: ca = ac Relacio´n: cb = bc
b
b
b
u
u
u
u
b
b
b
b
b
u
u
u
u
Veamos un trozo del grafo para hacernos a la idea de como funciona.
Finalmente, el grafo de Cayley para el grupo de Heisenberg es el siguiente:
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2.3. GRUPO BAUMSLAG-SOLITAR
En esta seccio´n veremos una presentacio´n para el grupo Baumslag-Solitar, estudiaremos algu-
nas de sus propiedades que nos permitira´n introducir la forma normal de sus elementos y el
grafo de Cayley. Finalmente, nos concentraremos en el grupo Baumslag, mostraremos algunas
de sus propiedades y la cota superior de su funcio´n de Dehn.
En la Seccio´n 2.1 estudiamos el grupo diedral infinito y vimos co´mo este grupo actu´a en la
recta real. Consideremos ahora el subgrupo de Homeo(R) generado por las funciones lineales
a y b, donde a(x) = 2x y b(x) = x+1, y donde la operacio´n binaria es la funcio´n composicio´n.
El producto ab es entonces la funcio´n
ab(x) = a(x+ 1) = 2(x+ 1) = 2x+ 2.
Podemos ver tambie´n que ba(x) = 2x+ 1,
De donde se sigue que ab 6= ba y este grupo no es abeliano. Sin embargo,
b2a(x) = b2(2x) = b(b(2x)) = b(2x+ 1) = 2x+ 1 + 1 = 2x+ 2.
Por tanto, ab = b2a y as´ı este grupo no es un grupo libre con base {a, b}.
El grupo descrito es llamado el grupo Baumslag-Solitar publicado por primera vez en 1962
por Gilbert Baumslag y Donald Solitar.
Los grupos Baumslag-Solitar son por tanto una clase particular de grupos con dos generadores
y una relacio´n que han desempen˜ado un papel sorprendentemente u´til en combinatoria y ma´s
recientemente en teor´ıa geome´trica de grupos. En muchas situaciones han aportado ejemplos
que marcan fronteras entre diferentes clases de grupos y proporcionado un banco de pruebas
para teor´ıas y te´cnicas.
En general, si a(x) = nx para algu´n entero n ≥ 2 y b(x) es de nuevo b(x) = x+ 1 entonces el
grupo generado por {a, b} es el grupo Baumslag-Solitar denotado B(1, n).
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2.3.1. Presentacio´n
El grupo B(1, 2) es el grupo con presentacio´n
P = 〈a, b/b2a = ab〉.
En general, si m y n son enteros positivos, entonces el grupo Baumslag-Solitar B(m,n) es
definido como el grupo dado por la presentacio´n
P = 〈a, b/bna = abm〉.
2.3.2. Algunas propiedades
1. Sim es cualquier entero y n un natural, entonces anbm(0) = an((0 + 1) + (0 + 1) + ...+ (0 + 1)︸ ︷︷ ︸
m−veces
) =
an(m) = a1(a1(a1...(a1(m))))︸ ︷︷ ︸
n−veces
= 2nm = m
2−n
, pues claramente, a(n) = 2n. Por tanto, la
o´rbita de cero bajo la accio´n de B(1, 2) contiene a Z
[
1
2
]
, los racionales dia´dicos. Pero
cada generador y su inverso env´ıan a Z
[
1
2
]
en Z
[
1
2
]
, veamos:
a
(
m
2n
)
= 2
(
m
2n
)
= m
2n−1
.
b−1
(
m
2n
)
= m
2n
− 1 = m−2n
2n
.
As´ı, la o´rbita de cero, o de hecho de cualquier elemento de Z
[
1
2
]
es Z
[
1
2
]
. Este hecho se
sigue tambie´n de la siguiente descripcio´n de este grupo.
Proposicio´n 6. Los elementos de B(1, 2) son las funciones lineales g : R → R que
pueden ser expresados de la forma
g : R −→ R
x 7−→ g(x) = 2nx+ m
2k
,
donde m,n, k son enteros.
Demostracio´n. Dado que B(1, 2) es generado por funciones lineales y la composicio´n de
funciones lineales es lineal, se sigue que cada g ∈ B(1, 2) tiene la forma g(x) = αx + β.
Ahora como B(1, 2) esta´ definido como el grupo generado por a y b, cada elemento puede
ser expresado como un producto de a’s, b’s y sus inversos. Razonando por induccio´n en
la longitud de este producto podemos ver que si g(x) = αx + β entonces α = 2n para
algu´n entero n y β ∈ Z [1
2
]
. Veamos:
Si g(x) = ab(x) entonces g(x) = a(x + 1) = 2x + 2. Por tanto, g(x) = 2x + 2 =
2x+ 1
2−1
.
Supongamos que se tiene para anbm(x), veamos que se cumple para an+1bm+1(x).
Como anbm(x) = an(bm(x)) = an(x + m) = 2n(x + m) = 2nx + 2nm = 2nx + m
2k
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donde k = −n. Ahora,
an+1bm+1(x) = an+1(x+ (m+ 1)) = 2n+1(x+m+ 1) = 2n+1(x+m) + 2n+1
= 2n2(x+m) + 2n+1 = 2n(x+m)2 + 2n+1 =
(
2nx+
m
2k
)
2 + 2n+1
= 2n+1x+
m
2k−1
+ 2n+1 = 2n+1x+
m+ 2n+1+k−1
2k−1
= 2n+1x+
m+ 1
2k−1
.
Luego α = 2n y β ∈ Z [1
2
]
. Igualmente la traslacio´n x → x + m
2k
puede ser expresada
usando los generadores a y b como a−kbmak. Por tanto, si g(x) = 2nx+ m
2k
entonces
g(x) = (a−kbmak)an(x) = a−kbmak(2nx) = a−kbm(2k+nx)
= a−k(2k+nx+m) = 2−k(2k+nx+m) = 2−k+k+nx+ 2−km = 2nx+
m
2k
.
De aqu´ı que,
g(x) = a−kbmak+n (2.3)
y por tantoB(1, 2) esta´ compuesta enteramente de funciones lineales de la forma descrita.
2. A diferencia de la accio´n del grupo D∞ en R, la accio´n de B(1, 2) en R no es ni discreta
ni propia.
Veamos que la accio´n no es propia, para esto, veamos que, existe x ∈ R tal que Stab(x)
es infinito.
Sea 0 ∈ R. Sabemos que Stab(0) = {g ∈ B(1, 2)/g · 0 = 0}. Pero de la Proposicio´n 6 de
la presente seccio´n, tenemos que g(x) = 2nx+ m
2k
donde m,n, k ∈ Z.
Si m = 0, g(x) = 2nx = an(x) entonces g(0) = an(0) = 2n0 = 0 para todo n ∈ Z, por
tanto, Stab(0) = 〈a〉 ≈ Z.
Veamos que la accio´n B(1, 2) en R no es discreta, esto es, veamos que existe x ∈ R tal
que para ǫ > 0, Orb(x) ∩ (x− ǫ, x+ ǫ) es infinita.
Notemos que si n es algu´n entero positivo entonces a−n(b(0)) = a−n(1) = 2−n1 = 1
2n
.
Por tanto, dado algu´n ǫ > 0, la o´rbita de 0 ∈ R bajo la accio´n de B(1, 2) es 1
2n
y e´sta
intersecta a (−ǫ, ǫ) en infinitos puntos.
3. B(1, 2) actu´a en el conjunto de intervalos cerrados I =
{
[x, x+ 2i] /x ∈ Z [1
2
]
, i ∈ Z}.
Corolario 2. La o´rbita del intervalo cerrado [0, 1] bajo la accio´n de B(1, 2) en R es el
conjunto de intervalos cerrados
I =
{
[x, x+ 2i] /x ∈ Z [1
2
]
, i ∈ Z}
Adema´s, si g([0, 1]) = [0, 1] entonces g = e ∈ B(1, 2). As´ı g ∼ g([0, 1]) es una biyeccio´n
entre I y los elementos de B(1, 2).
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Demostracio´n. Consideremos la funcio´n
• : B(1, 2)× I −→ I
(g, [0, 1]) 7−→ g([0, 1]).
Veamos que B(1, 2) actu´a en I.
Sea [x, y] ∈ I. Si g ∈ B(1, 2) entonces por Proposicio´n 6 de la presente seccio´n, podemos
expresar a g como g(x) = 2nx+ m
2k
. Por tanto,
g([x, x+ 2i]) =
[
2nx+ m
2k
, 2nx+ m
2k
+ 2n+i
]
.
El extremo izquierdo, 2nx+ m
2k
esta´ en Z
[
1
2
]
y el ancho del intervalo es 2n+i, por tanto,
la imagen de un intervalo en I es un intervalo en I.
El elemento (a−kbmak+i) es la funcio´n lineal g(x) = 2ix+ m
2k
que env´ıa el intervalo [0, 1]
al intervalo
[
m
2k
, m
2k
+ 2i
]
probando que la accio´n de B(1, 2) en I es transitiva.
Por otro lado, tenemos que cualquier funcio´n lineal esta´ determinada por la imagen de
dos puntos. Si g([0, 1]) = [0, 1] entonces se tiene que g es la identidad o´ g(0) = 1 y
g(1) = 0. Pero esto u´ltimo no es posible, dado que el coeficiente de x en g(x) = 2nx+ m
2k
es positivo y ser´ıa creciente. Por tanto, g = e ∈ B(1, 2).
Finalmente veamos que hay una biyeccio´n entre I y los elementos de B(1, 2).
Veamos que • es inyectiva. Sean g, g′ ∈ B(1, 2) tal que g(x) = 2nx+ m
2k
y g′(y) = 2jy+ p
2q
.
Si [x, x + 2n] = [y, y + 2j] entonces g([0, 1]) =
[
m
2k
, m
2k
+ 2n
]
= g′([0, 1]) =
[
p
2q
, p
2q
+ 2j
]
,
por tanto se sigue que x = y, n = j,m = p, k = q y as´ı se tendr´ıa que g = g′.
Veamos que • es sobreyectiva. Claramente dado l = [m
2k
, m
2k
+ 2n
] ∈ I se tiene g(x) =
2nx+ m
2k
∈ B(1, 2) tal que g([0, 1] = l.
2.3.3. Forma Normal
De 2.3 vimos que cada elemento de B(1, 2) puede ser expresado como una palabra de la forma
a−kbmak+n. Si tomamos el conjunto de todas estas palabras, as´ı
W =
{
a−kbmak+n/k,m, n ∈ Z}.
Se sigue que este conjunto de palabras no es una forma normal para B(1, 2). Las palabras
aba−1 (con k = −1,m = 1, n = 0) y b2 (con k = n = 0,m = 2) esta´n ambas en W . Pero
aba−1 = b2 ∈ B(1, 2). Por tanto, la funcio´n evaluacio´n restringida en W ,
π : {a, b, a−1, b−1}∗ → B(1, 2) es sobreyectiva pero no es inyectiva. Sin embargo, no estamos
lejos de la forma normal.
Proposicio´n 7. El conjunto NF =
{
a−kb2mak+n/k,m, n ∈ Z} ∪ {an/n ∈ Z} es una forma
normal para B(1, 2).
Demostracio´n. Sabemos que cada g ∈ B(1, 2) puede ser expresado como una funcio´n lineal de
la forma g(x) = 2nx+ m
2k
. Reduciendo g(x) a su mı´nima expresio´n podemos suponer que m es
impar o cero. As´ı, cada g ∈ B(1, 2) tiene la forma g(x) = 2nx+ 2m+1
2k
o g(x) = 2nx.
Las palabras
{
a−kb2mak+n/k,m, n ∈ Z} describen la funcio´n g(x) = 2nx+ 2m+1
2k
y las palabras
{an/n ∈ Z} dan g(x) = 2nx, por tanto, nuestro conjunto de palabras mapea sobreyectivamente
a B(1, 2) bajo π.
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Para establecer la unicidad, supongamos lo contrario, que a−kb2mak+n = a−Kb2MaK+N donde
al menos una de las siguientes desigualdades se cumple k 6= K,m 6=M o´ n 6= N .
La funcio´n en el lado izquierdo es [0, 1] → [m
2k
, 2m+1
2k
+ 2n
]
mientras que la funcio´n del lado
derecho es [0, 1]→ [M
2K
, 2M+1
2K
+ 2N
]
. Se sigue que 2m+1
2k
= 2M+1
2K
y 2n = 2N .
As´ı m =M , k = K y n = N lo cual es una contradiccio´n.
El mismo argumento muestra que ninguna expresio´n de la forma a−kb2mak+n produce una
funcio´n de la forma g(x) = 2nx, por tanto, NF es la forma normal de B(1, 2).
2.3.4. Grafo de Cayley
Es fa´cil resolver el problema de la palabra para B(1, 2). Dada cualquier palabra w ∈ {a, b}
podemos producir el elemento del grupo asociado al componer las funciones lineales apro-
piadamente. Al final se tendra´ g(x) = x si y so´lo si π(w) = e.
Por ejemplo, consideremos la palabra w = a2ba−2ba2b−1a−2b−1 y sea g = π(e). Entonces
veamos que π(w) = π(a2ba−2ba2b−1a−2b−1) = e.
g : x
b−1→ x− 1 a−2→ 2−2x− 2−2 b−1→ 1
4
x− 5
4
a2→ x− 5 b→ x− 5 + 1 a−2→ x
4
− 1 b→ x
4
a2→ x.
As´ı g(x) = x, luego π(w) = e ∈ B(1, 2).
Dado que podemos resolver el problema de la palabra, por el Teorema 5 de la Seccio´n 1.1.5
tenemos que es posible construir el grafo de Cayley de B(1, 2) asociado a los generadores
{a, b}.
Dibujemos bab−1a−2, tendr´ıamos
b
b b
b
b
ub u
b
u
a
u
a
u
a
Podemos continuar construyendo el grafo de Cayley uniendo los lazos rectangulares. La red
resultante de recta´ngulos puede continuarse indefinidamente formando lo que se conoce como
una hoja en el grafo de Cayley de B(1, 2). As´ı:
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bb b bb
b b b b
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b bu b b b b bb b b b b b bb bbbb b b b b b b b b
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La hoja de la figura anterior no es el grafo de Cayley completo de B(1, 2) con respecto a {a, b}.
Podemos ver que debe haber alguna arista faltante ya que algunos de los ve´rtices en esta red
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tienen so´lo 3 aristas incidentes y no 4. Sabemos que por las propiedades del grafo de Cayley
como el grupo tiene 4 generadores en cada ve´rtice deben incidir 4 aristas. Por tanto, para
construir completamente el grafo de Cayley procedemos de la siguiente manera:
Comenzamos pegando copias del modelo rectangular a lo largo de los lados verticales, obte-
niendo una banda horizontal infinita. E´sta se hace cargo de las aristas a que entran y salen
en cada ve´rtice. Para obtener todo el grafo de Cayley, tambie´n debemos tener una arista b
que entra y una que sale en cada ve´rtice. Por tanto, en la arista superior de nuestra banda
horizontal, tenemos que pegar un abanico de nuevas bandas, unidas a lo largo de su arista
inferior y en forma escalonada. Similarmente, debe haber bandas abanicando hacia abajo de
esta banda en comu´n. Gra´ficamente tenemos el siguiente esquema.
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Finalmente, el grafo de Cayley para el grupo Baumslag-Solitar B(1, 2) es el siguiente:
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En otros casos, debemos comenzar dibujando la u´nica relacio´n bapb−1a−q como un lazo rectan-
gular con lados verticales etiquetados b, el lado horizontal menor se divide en q partes de igual
longitud, cada uno etiquetado a y el lado horizontal mayor se divide en p partes de longitud
igual cada uno etiquetado a. Y procedemos como en el caso anterior.
2.3.5. Grupo Baumslag
En 1972, posterior a la publicacio´n de los grupos Baumslag-Solitar, Gilbert Baumslag define
el grupo Baumslag y hace una descripcio´n de e´l. Este grupo es diferente al grupo Baumslag-
Solitar, y veremos algunas de sus propiedades.
1. El grupo Baumslag tiene una presentacio´n dada por:
B = 〈a, s, t/ [a, at] = 1, [s, t] = 1, as = aat〉 donde (an)t = ant = t−1ant para todo a, t ∈
G, n ∈ Z.
2. El grupo Baumslag es metabeliano
Teorema 9. El grupo B = 〈[a, at] = 1, [s, t] = 1, as = aat〉 es un grupo metabeliano cuyo
grupo derivado es libre abeliano de rango infinito.
Demostracio´n. Comencemos probando que B es metabeliano. Se sigue de la definicio´n
de las relaciones de B que el grupo derivado B′ de B es generado por los conjugados at
isj
con i, j enteros arbitrarios. As´ı, es suficiente probar que estos conjugados conmutan. En
realidad basta verificar que el conjugado at
i
para i = 0,±1,±2, ... conmuta con ati para
i = 0,±1,±2, ..., pues de las relaciones se tiene que t y s conmutan.
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Por otro lado, de la primera relacio´n definida en B tenemos que gp(a, at) (donde gp(x)
denota el subgrupo de G generado por x) es abeliano. Supongamos que hemos proba-
do que gp(a, at, ..., at
n
) es abeliano para algu´n n ≥ 1. Entonces gp(at, at2 , ..., atn+1) es
tambie´n abeliano.
Por tanto, at conmuta con a, at
n
, at
n+1
y at
n
conmuta con a, at, at
n+1
. Teniendo esto en
cuenta y tomando las relaciones definidas en B nos encontramos con:
1 = [a, at
n
]s = [as, at
ns] = [as, ast
n
] = [aat, (aat)t
n
]
= [aat, at
n
at
n+1
] = a−ta−1a−t
n+1
a−t
n
aatat
n
at
n+1
= [a, at
n+1
]
De esto, se sigue que gp(a, at, ..., at
n+1
) es tambie´n abeliano. Pero esto implica que
[a, at
i
] = 1, i = 0,±1,±2, ... (2.4)
Ahora, si j ≥ 0, entonces asj es un producto de los elementos a, at, ..., atj . Por tanto, por
(2.4), [a, at
isj ] = 1.
Si j < 0 entonces 1 = [as
−j
, at
i
] = [as
−j
, at
i
]s
j
= [a, at
isj ], de nuevo, haciendo uso de (2.4).
As´ı hemos probado que B′ es abeliano y por tanto B es metabeliano.
Falta mostrar que B′ es libre abeliano de rango infinito. Para hacer esto, sea F el campo
cociente de Z[x], el anillo de polinomios sobre los enteros Z en una sola variable x.
Entonces las matrices 2× 2 sobre F
α =
(
1 1
0 1
)
, β =
(
1 + x 0
0 1
)
, τ =
(
x 0
0 1
)
,
generan un grupo Γ.
Verifiquemos que las matrices satisfacen las relaciones dadas en B. Sabemos que:
α−1 =
(
1 −1
0 1
)
, β−1 =
(
1
1+x
0
0 1 + x
)
, τ−1 =
(
1
x
0
0 1
)
,
por tanto, fa´cilmente se verifica que:
βτ = τ−1βτ = β,
αατ = ατα,
αβ = αατ .
As´ı la funcio´n a 7→ α, s 7→ β, t 7→ τ define un homomorfismo φ de B en Γ.
Ahora se sigue de la definicio´n de las relaciones en B que los elementos
..., tat−1, a, t−1at, ..., sas−1, s2as−2, ... (2.5)
bastan para generar a B′. Sin embargo, la inspeccio´n muestra que los elementos
..., τατ−1, α, τ−1ατ, ..., βαβ−1, β2αβ−2, ... (2.6)
generan libremente a un subgrupo abeliano libre de B. Dado que B′ es abeliano y que los
elementos (2.5) son enviados por φ en los correspondientes elementos de (2.6) se sigue
que los elementos de (2.5) generan libremente un grupo abeliano libre. As´ı B′ es abeliano
libre de rango infinito.
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3. La funcio´n de Dehn del grupo Baumslag esta´ acotada superiormente en forma expo-
nencial.
Sea B = 〈[a, at] = 1, [s, t] = 1, as = aat〉. Comenzaremos centra´ndonos en una familia
particular de palabras, que veremos representan la identidad en B. Para n ∈ Z definimos
C(n) = Area[a, at
n
]
el mı´nimo costo de convertir [a, at
n
] = a−1a−t
n
aat
n
en la palabra vac´ıa o de manera
equivalente convertir aat
n
en at
n
a en B.
Lema 7. [a, at
n
] = 1 en B y C(n) ≤ 4n, para todo n ≥ 1.
Demostracio´n. Razonemos por induccio´n sobre n.
Si n = 1. [a, at] = 1 (por la presentacio´n) y Area[a, at] = 1 < 4.
Si n = 2. Veamos que [a, at
2
] = 1 y Area[a, at
2
] ≤ 42 = 16. Por el paso anterior,
sabemos que aat = ata, de donde (aat)s = (ata)s. Entonces:
s−1aats = s−1atas (usando conjugacio´n),
s−1ass−1ats = s−1atss−1ats,
asats = atsas,
asast = astas (aplicando [s, t] = 1 dos veces),
as(as)t = (as)tas,
(aat)(aat)t = (aat)t(aat) (aplicando aat = as cuatro veces),
(aat)(ata)t = (ata)t(aat) (aplicando [a, at] = 1 dos veces),
aatat
2
at = at
2
ataat,
aatat
2
= at
2
ata,
ataat
2
= at
2
ata (aplicando [a, at] = 1 una vez),
ataat
2
= atat
2
a (aplicando (at
2
) = (at)t ⇒ at2 = (a−1ata)t
⇒ at2 = a−tat2at ⇒ atat2 = at2at una vez),
aat
2
= at
2
a.
Por tanto, [a, at
2
] = 1 y sumando las veces que aplicamos relaciones tenemos que
Area[a, at
2
] = 10 < 16.
Por induccio´n, supongamos que se tiene para n ≥ 3. Por tanto, [a, atn ] = 1 y
Area[a, at
n
] = C(n) ≤ 4n.
Del paso anterior tenemos aat
n
= at
n
a, por tanto, (aat
n
)s = (at
n
a)s. Entonces:
s−1aat
n
s = s−1aat
n
s,
s−1ass−1at
n
s = s−1ass−1at
n
s,
asat
ns = at
nsas (aplicando [s, t] = 1, 2n veces),
asast
n
= ast
n
as,
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as(as)t
n
= (as)t
n
as,
(aat)(aat)t
n
= (aat)t
n
(aat) (aplicando aat = as cuatro veces),
(aat)(ata)t
n
= (ata)t
n
(aat) (aplicando [a, at] = 1 dos veces),
aatat
n+1
at
n
= at
n+1
at
n
aat (aplicando [a, at
n
] = 1, C(n) veces),
aatat
n+1
at
n
= at
n+1
aatat
n
(aplicando at
n
= (at
n−1
)t ⇒ atn = (a−1atn−1a)t
⇒ atn = a−tatnat ⇒ atnat = atatn , C(n− 1) veces),
aatat
n+1
= at
n+1
aat,
aat
n+1
at = at
n+1
aat (aplicando at
n+1
= (at
n
)t ⇒ atn+1 = (a−1atna)t
⇒ atn+1 = a−tatn+1at ⇒ atatn+1 = atn+1at, C(n) veces),
aat
n+1
= at
n+1
a.
Luego, [a, at
n+1
] = 1.
Ahora veamos que Area[a, at
n+1
] = C(n + 1), para esto sumamos cada costo que
aparece en negrilla.
C(n+ 1) ≤ 3C(n) + C(n− 1) + 2n+ 6
≤ 3C(n) + C(n− 1) + 4n+ 6 ≤ 3(4n) + 4n−1 + 4 + 6.
Se puede probar fa´cilmente por induccio´n sobre n ≥ 3 que 4n−1 + 4n+ 6 < 4n.
Por tanto, C(n+ 1) ≤ 3(4n) + 4n−1 + 4n+ 6 < 3(4n) + 4n = 4(4n) = 4n+1.
Para un polinomio f(x) =
∑n
i=0Cix
i en Z[x] y letras a, r definamos la palabra
[[a]]f(x)r = a
C0r−1aC1r−1aC2 ...r−1aCnrn
= aC0r−1aC1rr−2aC2r2r−3...rn−1rnaCnrn
= aC0aC1raC2r
2
...aCnr
n
.
Notemos que [[a]]f(x+1)r = a
C0aC1(r+1)aC2(r+1)
2
...aCn(r+1)
n
.
Lema 8. Para todo polinomio f(x) =
∑n
i=0Cix
i que satisface que maxi |Ci| ≤ C,
[[a]]f(x)s = [[a]]
f(x+1)
t en B y el costo de la igualdad es a lo ma´s DC(n) = C
24n+1.
Demostracio´n. Para C = 0, el lema es trivial.
Supongamos que C ≥ 1. Razonemos por induccio´n sobre n.
Cuando n = 0, las palabras son ide´nticas: [[a]]fs = a
C0 = [[a]]ft .
Para el paso de induccio´n supongamos n ≥ 1. Sea f̂(x) = ∑ni=1Cixi−1 as´ı que f(x) =
C0 + xf̂(x). As´ı tenemos que:
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[[a]]f(x)s
a)
= aC0aC1saC2s
2
...aCns
n
= aC0(aC1aC2s...aCns
n−1
)s = aC0([[a]]f̂(x)s )
s
b)
= aC0([[a]]f̂(x+1)t )
s c)= aC0(aC1aC2(t+1)...aCn(t+1)
n−1
)s
= aC0(aC1saC2(t+1)s...aCn(t+1)
n−1s)
d)
= aC0(aC1saC2s(t+1)aC3s(t+1)
2
...aCns(t+1)
n−1
)
= aC0 [(as)C1(as)C2(t+1)(as)C3(t+1)
2
...(as)Cn(t+1)
n−1
]
e)
= aC0 [(aat)C1(aat)C2(t+1)(aat)C3(t+1)
2
...(aat)Cn(t+1)
n−1
]
f)
= aC0 [aC1aC1taC2(t+1)aC2t(t+1)aC3(t+1)
2
aC3t(t+1)
2
...aCn(t+1)
n−1
aCnt(t+1)
n−1
]
= aC0 [aC1(t+1)aC2(t+1)(t+1)aC3(t+1)(t+1)
2
...aCn(t+1)(t+1)
n−1
]
= aC0 [[a]](x+1)f̂(x+1)t
(g)
= [[a]]f(x+1)t ,
donde
a) es libremente igual por la definicio´n de [[a]]fr .
b) Usando la hipo´tesis de induccio´n. Tiene un costo de a lo ma´s DC(n− 1).
c) Es libremente igual por la definicio´n de [[a]]f̂r .
d) Usando la relacio´n [s, t] = 1.
Probamos adicionalmente que stk = tks, para todo k ≥ 1. Vea´moslo por induccio´n
en k.
Para k = 1, claramente st = ts.
Supongamos que se tiene para k − 1 y vea´moslo para k. Entonces
stk = stk−1t
hip.ind.
= tk−1st
paso k = 1
= tks
Por tanto, vemos que stk = tks, para todo k ≥ 1 con un costo de so´lo 1, es decir,
so´lo se uso´ la relacio´n st = ts una vez.
Calculemos ahora el costo de llevar c) a d), usando el hecho de que
stk = tks, para todo k ≥ 1. Tenemos que realizar los siguientes co´mputos:
(t + 1)s = ts + s = st + s = s(t + 1) (aplicando [s, t] = 1 una vez),
(t+ 1)2s = (t2 + 2t+ 1)s = t2s+ 2ts+ s (aplicando [s, t] = 1 dos veces),
= st2 + s2t+ s = s(t2 + 2t+ 1) = s(t+ 1)2,
(t+ 1)3s = (t3 + 3t2 + 3t+ 1)s (aplicando [s, t] = 1 tres veces),
= t3s+ 3t2s+ 3ts+ s = st3 + s3t2 + s3t+ s = s(t+ 1)3,
(t+ 1)4s = (t4 + 4t3 + 6t2 + 4t+ 1)s (aplicando [s, t] = 1 cuatro veces),
= t4s+ 4t3s+ 6t2s+ 4ts+ s = st4 + s4t3 + s6t2 + s4t+ s = s(t+ 1)4,
...
(t+ 1)n−1s = (tn−1 + kn−2t
n−2 + ...+ k1t+ 1)s (aplicando [s, t] = 1, n− 1 veces),
= tn−1s+ kn−2t
n−2s+ ...+ k1ts+ s
= stn−1 + skn−2t
n−2 + ...+ sk1t+ s
= s(t+ 1)n−1, con kn−2, ..., k1 constantes.
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Finalmente, obtenemos un costo total equivalente a
n−1∑
i=1
i =
(n− 1)(n− 1 + 1)
2
=
(n− 1)n
2
=
n2 − n
2
e) Usando la relacio´n as = aat. El nu´mero de veces que se usa es n veces.
Si sumamos los costos totales obtenidos en d) y e) obtenemos n
2−n
2
+ n = n
2+n
2
. Se
puede verificar fa´cilmente por induccio´n sobre n que n
2−n
2
+ n = n
2+n
2
≤ 2C24n, es
decir, que n2 + n ≤ C24n+1.
f ) Veamos que el costo de convertir (aat)i en aiait, para todo i ≥ 1 es i2.
Usemos induccio´n sobre i.
Para i = 1, se tiene claramente. Supongamos que se cumple para i− 1 y vea´moslo
para i.
(aat)i = (aat)i−1(aat),
= ai−1(at)i−1aat (aplicando hipo´tesis induccio´n (i− 1)2 veces),
= aa...a atat...at︸ ︷︷ ︸
(i−1)−veces
aat,
= aa...aatat...aatat,
= aa...aaatat...at (aplicando hipo´tesis induccio´n (i− 1) veces),
= aiait.
Entonces, el costo total es (i− 1)2 + (i− 1) = i2 − 2i+ 1 + i− 1 = i2 − i ≤ i2.
Ahora veamos cua´l es el costo de llevar f) a g) usando el hecho anterior. Tenemos
que:
(aat)C1 = aC1aC1t (costo C21),
(aat)C2(t+1) = (aat)C2(1+t) = (aat)C2+C2t = (aat)C2(aat)C2t,
= (aat)C2(atat
2
)C2 (sin costo alguno, pues (aat)t = t−1att−1att = atat
2
),
= aC2aC2t︸ ︷︷ ︸
Costo C2
2
aC2taC2t
2︸ ︷︷ ︸
Costo C2
2
,
= aC2(1+t)aC2t(1+t) (costo total 2C22).
(aat)C3(t+1)
2
= (aat)C3(1+t)
2
= (aat)C3(1+2t+t
2) = (aat)C3(aat)C32t(aat)C3t
2
,
= (aat)C3(atat
2
)C3(atat
2
)C3(at
2
at
3
)C3 ,
= aC3aC3t︸ ︷︷ ︸
Costo C2
3
aC3taC3t
2︸ ︷︷ ︸
Costo C2
3
aC3taC3t
2︸ ︷︷ ︸
Costo C2
3
aC3t
2
aC3t
3︸ ︷︷ ︸
Costo C2
3
,
= aC3(1+2t+t
2)aC3(t+2t
2+t3),
= aC3(1+t)
2
aC3t(1+t)
2
(costo total 4C23).
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Continuando por induccio´n, suponemos que para (aat)Cn−1(t+1)
n−2
el costo es 2n−2C2n−1
y veamos cua´l es el costo para (aat)Cn(t+1)
n−1
. Tenemos que
(t+ 1)n−1 = (t+ 1)n−2︸ ︷︷ ︸
2n−2
(t+ 1)︸ ︷︷ ︸
2
= 2n−1C2n.
Por tanto, el costo total es:
C21 + 2C
2
2 + 4C
2
3 + ...+ 2
n−1C2n ≤ C2 + 21C2 + ...+ 2n−1C2(pues maxi |Ci| ≤ C)
= (1 + 2 + 22 + ...+ 2n−1)C2
=
(
n∑
i=1
2i−1
)
C2 ≤
(
n∑
i=1
2i−1
)2
C2.
Veamos que (
∑n
i=1 2
i−1)
2
C2 ≤ C24n, mostrando que (∑ni=1 2i−1)2 ≤ 4n,∀ ≥ 1.
Razonemos por induccio´n sobre n.
Para n = 1, se tiene que 1 ≤ 4, lo cual es cierto.
Supongamos que se tiene para n− 1, es decir,(∑n−1i=1 2i−1)2 ≤ 4n−1 y veamos que se
cumple para n. (
n−1∑
i=1
2i−1
)2
≤ 4n−1 ⇒
(
2
n−1∑
i=1
2i−1
)2
≤ 4n
⇒ 4
(
n−1∑
i=1
2i−1
)2
≤ 4n ⇒
(
n−1∑
i=1
2i
)2
≤ 4n
As´ı, [[a]]f(x+1)t tiene un costo total de:
DC(n− 1) + n2−n2 + n+ C24n ≤ C24n + 2C24n + C24n = 4C24n = C24n+1.
La siguiente proposicio´n combinada con el Lema 7 prueba que la funcio´n de Dehn de B
admite un l´ımite superior exponencial, y as´ı completamos esta parte de la demostracio´n.
Proposicio´n 8. Existe k > 0 tal que para todo n ≥ 1, la funcio´n de Dehn del grupo
Baumslag satisface
δ(n) ≤ knmax {C(i)/0 ≤ i ≤ 6n}.
Demostracio´n. Tomemos una palabra w = w(a, s, t) con l(w) = n y tal que w representa
la identidad en B. Sea
ρ : B −→ Z× Z = 〈s, t〉
s 7−→ ρ(s) = s,
t 7−→ ρ(t) = t,
a 7−→ ρ(a) = 1,
la retraccio´n que surge de eliminar a a. Veamos por Teorema 3 que ρ es extendido a
un homomorfismo, esto es que; para todo h ∈ Z × Z, ρ(h) = h; y como se tiene que
〈s, t〉 ⊆ B se sigue que Z × Z hereda las relaciones de B, por tanto basta verificar que
se cumple para las relaciones de B.
59
ρ(a−1at
−1
aat) = ρ(a−1t−1a−1tat−1at) = ρ(a−1)ρ(t−1)ρ(a−1)ρ(t)ρ(a)ρ(t−1)ρ(a)ρ(t) =
ρ(a)−1ρ(t)−1ρ(a)−1ρ(t)ρ(a)ρ(t)−1ρ(a)ρ(t) = 1t−11t1t−11t = 1Z×Z.
ρ(s−1t−1st) = ρ(s−1)ρ(t−1)ρ(s)ρ(t) = ρ(s)−1ρ(t)−1ρ(s)ρ(t) = s−1t−1st = 1Z×Z.
ρ(a−saat) = ρ(s−1a−1sat−1at) = ρ(s−1)ρ(a−1)ρ(s)ρ(a)ρ(t−1)ρ(a)ρ(t) =
= ρ(s)−1ρ(a)−1ρ(s)ρ(a)ρ(t)−1ρ(a)ρ(t) = s−11s1t−11t = 1Z×Z.
Podemos suponer que w contiene al menos una letra a±1 pues de lo contrario w repre-
sentar´ıa la identidad en Z× Z = 〈s, t〉 y as´ı Area(w) ≤ n2.
Convertiremos w en sucesivas palabras w1, w2, ..., ws hasta llegar a la palabra vac´ıa y,
sumaremos cada uno de los costos, para obtener as´ı el costo total de llevar la palabra w
a la palabra vac´ıa e usando relaciones.
Sea w = u′1a
±1︸ ︷︷ ︸
u1
u′2a
±1
︸ ︷︷ ︸
u2
...u′ka
±1, donde u′k = u
′
k(s, t). Despue´s de cada prefijo ui,
1 ≤ i ≤ k que termina en una letra a±1 insertamos la palabra sαtβt−βs−α, y adema´s se
tiene que:
ρ(u1) = u
′
1a
±1 = t−β1s−α1 , ρ(u2) = u
′
1a
±1u′2a
±1 = t−β1s−α1t−β2s−α2 , ..., ρ(uk) =
= t−β1s−α1 ...t−βks−αk .
As´ı tenemos que
w1 = u
′
1a
±1sα1tβ1t−β1s−α1u′2a
±1sα2tβ2sα1tβ1t−β1s−α1t−β2s−α2 ...
...u′ka
±1sαktβk ...sα1tβ1t−β1s−α1 ...t−βks−αk .
Ahora como l(w) = n y w = uk = t−βs−α︸ ︷︷ ︸
|α|+|β|
a±1k = 1. Entonces n = |w| ≥ |α| + |β|. Por
tanto, convertir w a w1 no tiene costos, pues so´lo agregamos palabras que representan
la identidad en B.
Ahora llevemos w1 a w2. Si
w1 = u
′
1a
±1sα1tβ1t−β1s−α1u′2a
±1sα2tβ2sα1tβ1t−β1s−α1t−β2s−α2 ...
...u′ka
±1sαktβk ...sα1tβ1t−β1s−α1 ...t−βks−αk
= t−β1s−α1a±1sα1tβ1t−β1s−α1t−β2s−α2a±1sα2tβ2sα1tβ1t−β1s−α1t−β2s−α2
t−β3s−α3a±1sα3tβ3sα2tβ2sα1tβ1t−β1s−α1t−β2s−α2t−β3s−α3 ...t−βks−αka±1sαktβk ...t−βks−αk
(usando la relacio´n [s, t] = 1)
= t−β1s−α1a±1sα1tβ1t−β1t−β2s−α1s−α2a±1sα2sα1tβ2tβ1t−β1t−β2t−β3s−α1s−α2s−α3
a±1sα1sα2sα3tβ1tβ2tβ3 ...t−β1t−β2 ...t−βks−α1s−α2 ...s−αka±1sα1sα2 ...sαktβ1tβ2 ...tβk
(sumando exponentes)
= t−β1s−α1a±1sα1tβ1t−(β1+β2)s−(α1+α2)a±1s(α1+α2)t(β1+β2)t−(β1+β2+β3)s−(α1+α2+α3)
a±1s(α1+α2+α3)t(β1+β2+β3)...t−(β1+β2+...+βk)s−(α1+α2+...+αk)a±1s(α1+α2+...+αk)t(β1+β2+...+βk)
(usando definicio´n xy = y−1xy)
= aǫ1s
α1 tβ1aǫ2s
α1+α2 tβ1+β2aǫ3s
α1+α2+α3 tβ1+β2+β3 ...aǫks
α1+...+αk tβ1+...+βk .
Por tanto, w2 =
∏k
i=1 a
ǫis
αi tβi , donde ǫi = ±1, |αi|+ |βi| ≤ n, k ≤ n.
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El costo de llevar w1 a w2 usando la relacio´n [s, t] = 1 es:
1 + 1 + 2 + 2 + 3 + 3 + ...+ k + k = 2
∑k
i=1 i = 2
(
k(k+1)
2
)
= k(k + 1)
pero, k2 + k ≤ n2 + n.
Adicionalmente, u′i = u
′
i(s, t), 1 ≤ i ≤ k, se debe llevar a una palabra de la forma
u′i = t
−βis−αi usando la relacio´n [s, t] = 1. Por tanto, el nu´mero de veces que se usa
depende de |αi| y |βi|, de donde, el costo es max {|αi| , |βi|} < |αi|+ |βi| ≤ n ≤ n2.
Finalmente, tenemos que el costo total de llevar w1 a w2 es a lo ma´s
n2 + n+ n2 = 2n2 + n ≤ 2n3.
Lo cual se prueba fa´cilmente usando induccio´n.
Ahora, como
w2 =
k∏
i=1
aǫis
αi tβi
= aǫ1s
α1 tβ1aǫ2s
α2 tβ2 ...aǫks
αk tβk (usando el Lema 8 de la presente seccio´n)
=
[[
as
αi
]]f
t
(con f(x) = xβi).
Pero esto supone que cada αi es no negativo, lo cual no podr´ıa ocurrir. Para solucionar
esto, tomemos α := min αi. Entonces 0 ≤ αi − α ≤ 2n, para todo i y en lugar de
continuar transformando a w2 trabajaremos con w
s−α
2 . Podemos hacer esto porque en
cualquier grupo finitamente presentado el a´rea de la palabra v que representa la identidad
es la misma que la de vu para cualquier palabra u. As´ı,
ws
−α
2 = (a
ǫ1s
α1 tβ1aǫ2s
α2 tβ2 ...aǫks
αk tβk )s
−α
= sαt−β1s−α1aǫ1sα1tβ1s−αsαt−β2s−α2aǫ2sα2tβ2s−α...sαt−βks−αkaǫksαktβks−α
= t−β1s−(α1−α)aǫ1tβ1s(α1−α)t−β2s−(α2−α)aǫ2tβ2s(α2−α)...t−βks−(αk−α)aǫktβks(αk−α).
Por tanto, w3 =
∏k
i=1 a
ǫis
αi−αtβi .
El costo total de convertir w2 en w3 usando st = ts es de:
2k ≤ 2n ≤ 2n2 ≤ 2n3.
Podemos ahora aplicarle a w3 el Lema 8 de la presente seccio´n, dado que cada αi−α ≥ 0.
Esto convierte cada [[a]]x
j
s , j = αi − α, para todo i; en w3, a [[a]](1+x)
j
t y as´ı producir a
w4 =
k∏
i=1
(
[[a]](1+x)
αi−α
t
)ǫitβi
.
Con un costo total de D1(αi − α) ≤ nD1(αi − α) ≤ nD1(2n).
Ahora reescribamos a w4 para determinar a quien es libremente igual.
w4 =
(
[[a]](1+x)
α1−α
t
)ǫ1tβ1 (
[[a]](1+x)
α2−α
t
)ǫ2tβ2
...
(
[[a]](1+x)
αk−α
t
)ǫktβk
= (a(
j1
0 )a(
j1
1 )(1+t)...a(
j1
j1
)(1+t)j1 )ǫ1t
β1 (a(
j2
0 )a(
j2
1 )(1+t)...a(
j2
j2
)(1+t)j2 )ǫ2t
β2 ...
...(a(
jk
0 )a(
jk
1 )(1+t)...a(
jk
jk
)(1+t)jk )ǫkt
βk (usando la definicio´n [[a]]f(x)r ),
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donde ji = αi − α.
a) Si contamos el nu´mero de te´rminos l en w4, obtenemos que cada factor tiene
(α1 − α+ 1) + ...+ (αk − α+ 1) = (α1 − α) + ...+ (αk − α) + (1 + ...+ 1)
≤ k2n+ k (pues αi − α ≤ 2n)
= k(2n+ 1)
≤ n(2n+ 1).
b) Ahora,
w4 = a
ǫ1(j10 )tβ1aǫ1(
j1
1 )(1+t)tβ1 ...a
ǫ1(j1j1)(1+t)
j1 tβ1
...aǫk(
jk
0 )t
βk
aǫk(
jk
1 )(1+t)t
βk
...a
ǫk(jkjk)(1+t)
jk tβk
Pero tenemos que cada ji esta´ entre 1 ≤ ji ≤ 2n y que el mayor coeficiente
(
ji
i
)
se
obtiene cuando ji = 2n y i = n.
As´ı que,
(
2n
n
)
= (2n)!
n!(2n−n)!
= (2n)(2n−1)...(n+1)n!
n!...n!
= 2n2n−1...n+1
nn−1..,1
.
Se verifica fa´cilmente por induccio´n sobre n que 2n2n−1...n+1
nn−1..,1
≤ 22n.
Por tanto, max
{(
j
i
)
/1 ≤ j ≤ 2n, 0 ≤ i ≤ j} ≤ 22n.
c) Ahora contemos el exponente de los t. Tenemos que:
(1 + t)jitβi =
(
1 +
(
j1
1
)
t+ ...+
(
ji
ji
)
tji
)
tβi
= tβi +
(
j1
1
)
t1+βi + ...+
(
ji
ji
)
tji+βi .
Pero ji + βi = αi − α+ βi ≤ 2n+ n = 3n, pues |αi − α| ≤ 2n y |βi|.
Luego maxi(αi − α+ βi) ≤ 3n.
Por tanto, podemos escribir a w4 como w5, as´ı:
w5 =
l∏
i=1
auit
σi ,
donde, l ≤ (2n+ 1)n, por parte a)
|ui| ≤ max
{(
j
i
)
/1 ≤ j ≤ 2n, 0 ≤ i ≤ j} ≤ 22n, por parte b) y ui aparece en valor abso-
luto por el hecho de que ǫi = ±1.
|σi| ≤ maxi(αi − α+ βi) ≤ 3n, por parte c).
Ahora, w5 representa la identidad en el subgrupo 〈a, t〉 = Z ≀ Z =
〈
a, t/[a, at
k
] = 1, k ∈ Z
〉
pues w5 representa la identidad en B, Z ≀ Z ⊆ B y w5 = w5(a, t).
Adema´s, w5 es libremente igual al producto de a lo ma´s 2
2n(2n + 1)n te´rminos de la
forma a±t
j
en el que |j| ≤ 3n.
Ahora si reordenamos estos te´rminos para unir aquellos en los que la potencia de t
coincide, con el fin de eliminarlos entre s´ı y llegar a la palabra vac´ıa, tenemos que al
realizar cada movimiento usando la relacio´n [a, at
i
] con 0 ≤ i ≤ 3n ≤ 6n para reordenar
los te´rminos lo hacemos con un costo de a lo ma´s (22n(2n+ 1)n)2, as´ı
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w5 = a
u1t
σ1au2t
σ2 ...ault
σl︸ ︷︷ ︸
22n(2n+ 1)n te´rminos
Si quisie´ramos mover el te´rmino auit
σi al final tendr´ıamos que usar el conmutador [a, at
i
]
a lo ma´s 22n(2n+ 1)n veces y si hacemos esto con cada te´rmino tendr´ıamos un total de
movimientos de a lo ma´s
(22n(2n+ 1)n)2max {C(i)/0 ≤ i ≤ 6n},
donde C(i) = Area[a, at
i
] por Lema 7 de la presente seccio´n.
Sumando todos los costos estimados que aparecen en negrilla en cada paso, tenemos que:
δ(n) ≤ 2n3 + 2n3 + nD1(2n) + (22n(2n+ 1)n)2max {C(i)/0 ≤ i ≤ 6n}
= 4n3 + n42n+1 + 42n(2n+ 1)2n2max {C(i)/0 ≤ i ≤ 6n} Por Lema 8
= 4n3 + 4n42n + 42n(4n2 + 4n+ 1)n2max {C(i)/0 ≤ i ≤ 6n}
≤ 42n4n+ 4n42n + 42n(4n4 + 4n3 + n2)max {C(i)/0 ≤ i ≤ 6n}
(Se prueba por induccio´n sobre n que n2 ≤ 42n)
= 42n(4n+ 4n+ 4n4 + 4n3 + n2)max {C(i)/0 ≤ i ≤ 6n}
= 42n(8n+ 4n4 + 4n3 + n2)max {C(i)/0 ≤ i ≤ 6n}
(Se prueba por induccio´n sobre n que 8n+ 4n4 + 4n3 + n2 ≤ 4n+2)
≤ 42n4n+2max {C(i)/0 ≤ i ≤ 6n}
= 43n+2max {C(i)/0 ≤ i ≤ 6n} .
Que era lo que se quer´ıa probar.
2.4. GRUPO LAMPLIGHTER
En esta seccio´n describiremos en forma geome´trica el grupo Lamplighter, daremos una pre-
sentacio´n para el grupo y la forma normal de sus elementos. Adema´s mostraremos que existe
un embebimiento cuasi-isome´trico entre cualquier dos grupos Lamplighter.
Sabemos que el producto espiral Z2 ≀ Z, es el producto semidirecto dado por:
Z2 ≀ Z = (⊕i∈ZZ2)⋊ Z
= (...⊕ Z2 ⊕ Z2 ⊕ Z2 ⊕ ...)⋊ Z
La suma directa infinita tiene como elementos Z-e´tuplas de elementos de Z2, so´lo un nu´mero
finito de los cuales se les permite ser diferente de cero.
Este producto espiral de grupos es llamado el grupo Lamplighter , por razones que se acla-
rara´n ma´s adelante, y es denotado L2. Por conveniencia, llamaremos al subgrupo de L2, dado
por ⊕i∈ZZ2 := A. Dado que un elemento de A es determinado por (nu´mero finito) entradas
que tienen elementos diferentes de cero, podemos representar los elementos de A como un
subconjunto finito de enteros. El conjunto vac´ıo podr´ıa corresponder al elemento identidad,
0 = (..., 0, 0, 0, ...) ∈ A. La operacio´n binaria en A es concordante con la adicio´n en Z2. Vien-
do los elementos de A como subconjuntos de Z, vemos que dicha operacio´n corresponde a la
diferencia sime´trica.
63
Recordemos que, S∆T = {n ∈ Z/n ∈ S ∨ n ∈ T pero n /∈ S ∩ T}.
As´ı cada elemento en L2 puede ser representado por un par ordenado [S, n] donde S es un
subconjunto de enteros y n ∈ Z. La operacio´n binaria esta´ dada por:
[S, n] · [T,m] = [S∆(T + n), n+m]
donde T + n = {t+ n/t ∈ T}.
Veamos que L2 con esta operacio´n es un grupo.
Verifiquemos asociatividad.
Sean [S, n], [T,m], [R, l] ∈ L2, donde S, T,R son conjuntos de enteros y n,m, l ∈ Z. Veamos
que ([S, n] · [T,m]) · [R, l] = [S, n] · ([T,m] · [R, l]). Tenemos que,
([S, n] · [T,m]) · [R, l] = [S∆(T + n), n+m] · [R, l]
= [{S∆(T + n)}∆(R + n+m), n+m+ l] .
Por otro lado,
[S, n] · ([T,m] · [R, l]) = [S, n] · [T∆(R +m),m+ l]
= [S∆ {(T∆(R +m)) + n} ,m+ l + n], por propiedades de ∆
= [S∆ {(T + n)∆(R +m+ n)} ,m+ l + n].
Que claramente son iguales por la asociatividad de la diferencia sime´trica y la conmutatividad
de los nu´meros enteros.
El elemento identidad es [φ, 0]. Se tiene que para todo [S, n] ∈ L2,
[S, n] · [φ, 0] = [S∆(φ+ n), n+ 0] = [S∆n, n] = [S, n]
[φ, 0] · [S, n] = [φ∆(S + 0), n+ 0] = [S, n]
El inverso de [S, n] es [S,−n]. Dado que,
[S, n] · [S,−n] = [S∆S + n, n− n] = [S∆S, 0] = [φ, 0], (por propiedades de ∆)
En forma ana´loga para [S,−n] · [S, n] = [φ, 0]
Como el subgrupo A < L2 es una suma directa infinita, el siguiente lema puede parecer
sorprendente.
Lema 9. El grupo Lamplighter L2 puede ser generado por dos elementos, uno de orden 2 y el
otro de orden infinito.
Demostracio´n. Sea t el elemento correspondiente a [φ, 1] ∈ L2 y sea a el correspondiente a
[{0} , 0] ∈ L2. La accio´n ϕ de Z en A puede ser descrita al notar que ϕ(1) ∈ Aut(A) tiene el
efecto de sumar 1 a cada coordenada. As´ı,
ta = [φ, 1] · [{0} , 0] = [φ∆ {1} , 1 + 0] = [{1} , 1]
y ma´s generalmente,
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tna = [φ, n] · [{0} , 0] = [φ∆ {n} , n+ 0] = [{n} , n],∀n ∈ Z.
Por tanto,
tnat−n = [{n} , n] · [φ,−n] = [{n}∆φ+ n, n+ (−n)] = [{n} , 0].
Se sigue que un elemento arbitrario del subgrupo A puede ser expresado como:
[{n1, n2, ..., nm} , 0] = tn1at−n1tn2at−n2 ...tnmat−nm
Adema´s, un elemento de L2 puede ser expresado como:
[{n1, n2, ..., nm} , k] = tn1at−n1tn2at−n2 ...tnmat−nmtk
Por tanto, el conjunto {a, t} es un conjunto generador del grupo Lamplighter pues cualquier
elemento lo podemos expresar en te´rminos de t y a.
2.4.1. Descripcio´n geome´trica
Siguiendo una perspectiva geome´trica explicaremos porque´ este es llamado el grupo Lampligh-
ter.
Sabemos que un elemento arbitrario de L2 puede ser expresado como [{n1, n2, ..., nm} , k].
Pensando geome´tricamente, tomemos el grafo de Cayley de Z y coloreemos los ve´rtices co-
rrespondientes a {n1, n2, ..., nm} de amarillo, todos los otros ve´rtices de negro y agreguemos
un puntero sen˜alando el ve´rtice asociado a k. Como en la siguiente figura:
b bb b b bbbb b b
El ve´rtice central corresponde al elemento identidad en Z, as´ı este elemento de L2 es
[{−2, 0, 1, 2} ,−1].
Nos referiremos a tal gra´fico como la pintura de un elemento. As´ı, la pintura del elemento
identidad consiste de todos los ve´rtices negros con el puntero sen˜alando el cero.
Representacio´n gra´fica
Si queremos estudiar la representacio´n gra´fica del grupo L2 con respecto al conjunto de ge-
neradores {a, t}, necesitamos determinar los efectos de multiplicar a derecha por un a o´ un t.
Si g = [S, k] es un elemento arbitrario de L2, entonces:
Multiplicar a derecha por a:
ga = [S, k]a = [S, k] · [{0} , 0] = [S∆ {k} , k + 0] = [Ŝ, k],
donde Ŝ
{
o agrega k a S (si el ve´rtice en la posicio´n k fue coloreado de negro).
o remueve k de S (si el ve´rtice en la posicio´n k fue coloreado de amarillo).
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Por tanto, en te´rminos de la pintura de elementos, multiplicar a derecha un elemento arbitrario
por a tiene el efecto de cambiar el color del ve´rtice que el puntero esta´ sen˜alando.
Multiplicar a derecha por t:
gt = [S, k]t = [S, k] · [φ, 1] = [S, k + 1]
que simplemente, mueve el puntero una unidad a la derecha. Similarmente, multiplicar a
derecha por t−1 mueve el puntero una unidad a la izquierda.
Ahora estamos en condiciones de explicar intuitivamente lo que pasa en las pinturas de los
elementos de L2.
Nosotros tenemos “la´mparas encendidas” en todas las posiciones donde existen entradas dife-
rentes de cero en la suma directa infinita de copias de Z2, todas las otras la´mparas esta´n
“apagadas” y nuestro “farolero” esta´ estacionado en la posicio´n k.
Multiplicar a derecha por a tiene el efecto de encender o apagar la la´mpara donde el farolero
esta estacionado; multiplicar a derecha por t o t−1 mueve el farolero a la derecha o a la
izquierda.
El uso de estas pinturas hace simple el expresar un elemento arbitrario en te´rminos de los
generadores. Tomemos por ejemplo el elemento de L2 que se muestra en la figura.
b bbbbbbbbb
y el cual puede ser expresado como t3at−2at o´ tat2at−1.
Para crear el elemento correspondiente a la pintura, podemos proceder as´ı:
1. Partimos de la identidad.
b bb b b b
2. Mover el farolero 3 unidades a la derecha (Multiplicar identidad por t3 a la derecha).
b bb b b b
3. Encender la la´mpara en x = 3 (Multiplicar t3 por a a la derecha).
b bb b b b
4. Mover el farolero 2 unidades a la izquierda (Multiplicar t3a por t−2 a la derecha).
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b bb b b b
5. Encender la la´mpara en x = 1 (Multiplicar t3at−2 por a a la derecha).
b bb b b b
6. Mover el farolero una unidad a la derecha (Multiplicar t3at−2a por t a la derecha).
b bb b b b
Este procedimiento muestra que estos elementos pueden ser expresados como t3at−2at.
Por supuesto, existe otro camino que podr´ıa expresar este elemento en particular. Por ejemplo,
podr´ıamos seguir un procedimiento diferente. Veamos,
1. Partimos de la identidad.
b bb b b b
2. Mover el farolero una unidad a la derecha (Multiplicar la identidad por t a la derecha).
b bb b b b
3. Encender la la´mpara en x = 1 (Multiplicar t por a a la derecha).
b bb b b b
4. Mover el farolero 2 unidades a la derecha (Multiplicar ta por t2 a la derecha).
b bb b b b
5. Enceder la la´mpara en x = 3 (Multiplicar tat2 por a a la derecha).
b bb b b b
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6. Mover el farolero una unidad a la izquierda (Multiplicar tat2a por t−1 a la derecha).
b bb b b b
De esta forma vemos que el mismo elemento puede ser expresado como tat2at−1.
En otras palabra, t3at−2at = tat2at−1 en L2.
2.4.2. Forma normal
Una palabra w ∈ L2 es representada por una configuracio´n de bombillas y la ubicacio´n final del
farolero. Esta ubicacio´n final del cursor es computada fa´cilmente, si w esta´ escrita en te´rminos
de los generadores a y t en la presentacio´n dada, la posicio´n final del cursor es justo la suma
de exponentes de t.
Comenzamos nuestra descripcio´n de la forma normal de L2 definiendo ak = t
kat−k. Dada
una cadena infinita de bombillos todos apagados, vemos que an mueve el cursor a la n-e´sima
bombilla, la enciende y retorna el cursor al origen. Es claro, entonces, que los te´rminos en an
tal y como se definieron conmutan. Repetidas ocurrencias de an se cancelan en pares, es decir,
corresponden a encender la bombilla y luego apagarla.
En un producto de los generadores a, t, podemos simplemente mover todos los te´rminos t al
final de la palabra, cambiando las ocurrencias de a al apropiado ak da una palabra de la forma:
ai1ai2 ...aikt
m,
donde in ∈ Z, 1 ≤ n ≤ k. Dado que los ain conmutan podemos ordenarlos como escojamos.
Consideremos 2 posibles formas normales para una palabra w ∈ L2, separando la palabra en
partes cuyas correspondientes bombillas este´n indexadas por enteros negativos o no negativos.
Forma a derecha: rf(w) = ai1ai2 ...aika−j1a−j2 ...a−jlt
m
Forma a izquierda: lf(w) = a−j1a−j2 ...a−jlai1ai2 ...aikt
m
Con ik > ... > i2 > ii ≥ 0 y jl > ... > j2 > j1 > 0.
En la forma a derecha, rf(w), el cursor se mueve primero a la derecha del origen, encendiendo
las bombillas apropiadamente, luego el cursor regresa al origen y comienza a moverse hacia
la izquierda del origen encendiendo las bombillas apropiadas en esta direccio´n. Finalmente el
cursor se desplaza a su ubicacio´n final.
En la forma a izquierda, lf(w), es similar, pero en lugar de en un principio ir a la derecha, el
cursor comienza a moverse hacia la izquierda y viceversa.
Una o ambas posibilidades de estas formas normales dara´ lugar a una representacio´n de lon-
gitud mı´nima de w, dependiendo de la ubicacio´n final del cursor en relacio´n con el extremo
positivo o negativo de las bombillas iluminadas.
Debemos probar ahora que dicha forma normal es u´nica. Lo veremos para la forma a derecha
y en forma ana´loga se satisface para la forma normal a izquierda.
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Supongamos que, ai1ai2 ...aika−j1a−j2 ...a−jlt
m = ai′
1
ai′
2
...ai′ta−j′1a−j′2 ...a−j′rt
n.
Entonces, ai1ai2 ...aika−j1a−j2 ...a−jlt
mt−na−1−j′r ...a
−1
−j′
2
a−1−j′
1
a−1
i′t
...a−1
i′
2
a−1
i′
1
= 1.
Pero podemos llevar todos los te´rminos t para el final,
ai1ai2 ...aika−j1a−j2 ...a−jla
−1
−j′r
...a−1−j′
2
a−1−j′
1
a−1
i′t
...a−1
i′
2
a−1
i′
1
tm−n = 1.
Pero sabemos que a−1 = a pues a2 = 1 entonces,
ai1ai2 ...aika−j1a−j2 ...a−jla−j′r ...a−j′2a−j′1ai′t ...ai′2ai′1t
m−n = 1.
Pero si la relacio´n es igual a la identidad es porque todas las bombillas esta´n apagadas y
el farolero se encuentra en el origen y para que esto suceda se debe cumplir lo siguiente,
i1 = i
′
1, i2 = i
′
2, ..., ik = i
′
t, j1 = j
′
1, j2 = j
′
2, ..., jl = j
′
r, esto para que las bombillas se enciendan
inicialmente y luego se apaguen y m = n para que el farolero quede en el origen.
As´ı concluimos que la forma normal es u´nica.
Calcularemos ahora la longitud de una palabra en L2.
Definicio´n. Dada una palabra w ∈ L2, en su forma normal derecha o izquierda dada ante-
riormente, (si no lo esta´, se lleva a alguna de estas dos formas) definimos,
D(w) = k + l +min {2jl + ik + |m− ik|, 2ik + jl + |m+ jl|}
Geome´tricamente, D(w) es la suma de las distintas cantidades relacionadas a la pintura del
elemento w, el nu´mero de bombillas que esta´n encendidas, 2 veces la distancia de la bombilla
ma´s alejada del origen en una direccio´n, la distancia de la bombilla ma´s alejada del origen en
la otra direccio´n y la distancia de la posicio´n final del cursor de la bombilla iluminada ma´s
alejada en la segunda direccio´n.
Comenzaremos probando que en L2, la cantidadD(w) es exactamente la longitud de la palabra
w con respecto al conjunto generador {a, t}.
Proposicio´n 9. Sea L2 generado por a y t. La longitud de la palabra w ∈ L2 con respecto al
conjunto generador {a, t} esta´ dada por D(w).
Esta proposicio´n se demuestra haciendo uso de los siguientes lemas.
Lema 10. La longitud de una palabra w ∈ L2 con respecto al conjunto de generadores {a, t}
es a lo ma´s D(w).
Demostracio´n. Escribamos a w en la forma normal a derecha citada anteriormente, as´ı:
w = ai1ai2 ...aika−j1a−j2 ...a−jlt
m.
Reescribimos a w, usando la definicio´n ak = t
kat−k, de la siguiente manera,
w = ti1at−i1ti2at−i2 ...t−ik−1tikat−ikt−j1atj1t−j2atj2 ...tjl−1t−jlatjltm.
Sumando potencias tenemos que,
w = ti1ati2−i1a...tik−ik−1at−(ik+j1)at−(j2−j1)a...t−(jl−jl−1)atm+jl .
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Note que realizando las cancelaciones adyacentes de potencias opuestas de t, i1+ i2− i1+ i3−
i2+ ...+ ik − ik−1+ ik + j1+ j2− j1+ j3− j2+ ...+ jl− jl−1, obtenemos que la expresio´n para
w tiene k + l ocurrencias de a y 2ik + jl + |m+ jl| ocurrencias de t.
Similarmente, usando la forma normal a izquierda,
w = a−j1a−j2 ...a−jlai1ai2 ...aikt
m.
Se tendr´ıa,
w = t−j1at−(j2−j1)a...t−(jl−jl−1)atjl+i1ati2−i1a...tik−ik−1atm−ik ,
que tiene k + l ocurrencias de a y 2jl + ik + |m− ik| ocurrencias de t.
Esto acota la longitud de w por encima en D(w).
Lema 11. La longitud de una palabra w ∈ L2 con respecto al conjunto de generadores {a, t}
es al menos D(w).
Demostracio´n. Para obtener una cota inferior en |w|, vemos a w geome´tricamente como una
coleccio´n de bombillas que esta´n encendidas y el cursor en una posicio´n final m ∈ Z. Debemos
relacionar esta pintura con el mı´nimo nu´mero de generadores a y t necesarios para crearla.
Si w tiene n bombillas que esta´n encendidas, entonces una longitud minimal representativa
para w podr´ıa contener por lo menos n ocurrencias del generador a = a−1, una ocurrencia
por bombilla que este´ encendida. Si w esta´ escrita en cualquiera de las formas normales dadas
anteriormente, entonces n = k + l.
Cuando contamos el total de ocurrencias del generador t en una representacio´n minimal para
w, primero consideramos palabras con bombillas iluminadas a ambos lados (positivo y nega-
tivo). Recordando que el exponente suma de t da la posicio´n final del cursor, consideramos el
exponente suma parcial en t para una longitud minimal representativa de w. Por ejemplo, en
el momento que la bombilla a la derecha en la posicio´n ik esta´ encendida, el exponente suma
del generador t en el prefijo debe ser ik. Similarmente cuando una bombilla a la izquierda en
posicio´n −jl esta´ encendida, el exponente suma de t debe ser −jl. Adicionalmente, la suma
total del exponente de t para la palabra entera w debe ser m.
Consideremos dos casos: Si la bombilla a derecha se enciende primero o si es la bombilla a la
izquierda la primera.
Si la bombilla de la derecha se enciende primero, entonces la representacio´n para w tiene
prefijos con suma de exponentes 0, ik, −jl y m en el generador t. El nu´mero total de
apariciones de t o´ t−1, necesarias para llevar a cabo esto es, ik + ik + jl + |m+ jl|.
Si la bombilla de la izquierda se enciende antes que la de la derecha, la palabra debe tener
prefijos con suma de exponentes 0,−jl, ik ym. Esto requiere al menos jl+jl+ik+|m−ik|
ocurrencias totales de t o´ t−1.
Notamos que si la pintura so´lo tiene bombillas encendidas por derecha o por izquierda, las
palabras de uno de los k o´ l sera´n cero y la misma cota aplica. Si combinamos las cotas
obtenidas sobre el nu´mero de generadores de a y t que aparecen en una longitud mı´nima
representativa para w, vemos que la menor de estas dos cotas es exactamente D(w).
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2.4.3. Presentacio´n
Una presentacio´n para el grupo Lamplighter L2 esta´ dada por:
P =
〈
a, t/a2, [tmat−m, tnat−n],m, n ∈ Z〉
=
〈
a, t/a2, [am, an] = 1,m, n ∈ Z
〉
.
Verifiquemos que [tmat−m, tnat−n] = 1, para todo m,n ∈ Z usando el Lema 9 de la presente
seccio´n. Sabemos que,
[tmat−m, tnat−n] = tma−1t−mtna−1t−ntmat−mtnat−n
= tmat−mtnat−ntmat−mtnat−n (pues a2 = 1)
Adema´s tenemos que tmat−m = [{m}, 0].
Por tanto, tmat−mtnat−n = [{m}, 0][{n}, 0] = [{m}∆{n}, 0] = [{m,n}, 0].
De donde se sigue que,
tmat−mtnat−ntmat−m = [{m,n}, 0][{m}, 0] = [{m,n}∆{m}, 0] = [{n}, 0]
Y finalmente, tmat−mtnat−ntmat−mtnat−n = [{n}, 0][{n}, 0] = [φ, 0] = id
Sabemos adema´s que cualquier palabra w ∈ L2 tiene la forma:
w = ai1ai2 ...aika−j1a−j2 ...a−jlt
m o´ w = a−j1a−j2 ...a−jlai1ai2 ...aikt
m.
Tenemos que si una palabra w ∈ L2 representa la identidad deber´ıa poder escribirse u´nicamente
usando las relaciones. Por tanto, supongamos que
w = ai1ai2 ...aika−j1a−j2 ...a−jlt
m = 1.
Siendo as´ı, w representa la pintura cuyas bombillas esta´n todas apagadas y el cursor esta´ en
el origen. Para que el cursor este´ en el origen es porque m = 0.
Ahora cada elemento ain , 1 ≤ n ≤ k, representa movimientos hacia la derecha que van hasta
la bombilla la encienden o la apagan y vuelven al origen, por tanto, para que la cadena de
bombillas quede toda apagada es porque el cursor va primero enciende la bombilla y luego
debe volver y apagarla, as´ı debe aparecer una secuencia del estilo ai1ai2ai1ai2 ...aik−1aikaik−1aik .
Igualmente, para la parte de los sub´ındices negativos que se desplazan hacia la izquierda.
As´ı vemos que la secuencia de a′es debe seguir la forma de la relacio´n:
[am, an] = a
−1
m a
−1
n aman = amanaman,
para que la secuencia de bombillas quede toda apagada y el cursor en el origen, es decir, para
que la palabra represente la identidad.
2.4.4. Embebimiento cuasi-isome´trico
Sea G un grupo finito. Un grupo Lamplighter LG es un producto espiral de G y Z. As´ı,
LG = ⊕i∈ZG⋊ Z. Denotemos por Gm la m-e´sima copia de G y por am un t´ıpico elemento de
Gm.
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Si G y F son dos grupos finitos tal que ord(Gk) = ord(F l) para algu´n entero positivo k, l,
entonces el grupo LG y LF son cuasi-isome´tricos.
Denotemos por Ln el grupo Lamplighter LG de un grupo finito G de orden n. No se sabe mucho
cuando los o´rdenes de los grupos no satisfacen la condicio´n anterior. De hecho, no sabemos
si los grupos L2 y L3 son cuasi-isome´tricos. La teor´ıa geome´trica de grupos se ha interesado
mucho en la clasificacio´n cuasi-isome´trica de los grupos Lamplighter.
En esta seccio´n so´lo probaremos que para cualquier par de enteros n,m > 1, existe un embe-
bimiento cuasi-iso´metrico de Ln en Lm.
Comenzaremos fijando el siguiente conjunto generador para Ln.
A = {a, t, t−1/a 6= e}
Para un entero k > 0, el subgrupo Hk de Ln generado por
{
a, tk, t−k/a 6= e} tiene ı´ndice k en
Lnk , vemos por tanto que Ln y Lnk son cuasi-isometr´ıas.
Ahora describamos la me´trica de Ln. Como vimos en la Seccio´n 2.4.2, una posible forma
normal de una palabra w ∈ Ln esta´ dada por w = ai1ai2 ...airtm con i1 < i2 < ... < ir.
Si w tiene esta forma, entonces w tambie´n puede ser escrito como w = ti1at−i1ti2at−i2 ...tirat−ir ,
y vimos que la longitud de w esta´ dada por D(w) = r +min {ir + |m− ir|, 2ir + |m|}.
Por tanto, la longitud de la palabra a0...ar es 3r + 1. As´ı, por la definicio´n de crecimiento de
grupos, en Ln, la bola de radio 3r+1 alrededor de la identidad tendra´ por lo menos (n−1)r+1
elementos distintos. Esto muestra que Ln tiene un crecimiento exponencial para todo n > 2.
Pero sabemos que L2 contiene a L4 como un subgrupo de ı´ndice finito, por tanto, podemos
afirmar que Ln tiene un crecimiento exponencial para todo n > 1.
Dados dos grupos finitamente generados, es un problema dif´ıcil decidir si existe embebimiento
cuasi-isome´trico entre dos grupos. Incluso, aunque exista un embebimiento cuasi-isome´trico
en una direccio´n puede que no exista en la otra. Usando la descripcio´n anterior de la longitud
de una palabra en Ln, mostraremos que cualquier dos grupos Lamplighter pueden ser cuasi-
isome´tricamente embebidos uno en el otro.
Teorema 10. Sean u, v ∈ Z tales que u, v > 1. Entonces existe un embebimiento cuasi-
isome´trico θu,v : Lu → Lv.
Demostracio´n. Sin pe´rdida de generalidad, supongamos que 1 < u ≤ v. Sea θ : Zu → Zv una
funcio´n uno a uno con θ(e) = e. Definamos,
Θu,v : Lu −→ Lv
tixt−i 7−→ Θu,v(tixt−i) = tiaθ(r)t−i,
ai1 ...airt
m 7−→ Θu,v(ai1)...Θu,v(air)tm,
cuando x = ar, con v < u, denota un elemento diferente a la identidad en Zu.
Si ω, τ son dos elementos de Lu con ω = ai1 ...airt
m y τ = bj1 ...bjst
n entonces
Θu,v(ω
−1τ) = t−m [Θu,v(air)]
−1 ... [Θu,v(ai1)]
−1Θu,v(bj1)...Θu,v(bjs)t
n.
Dado que Θu,v env´ıa la i-e´sima copia de Zu en Lu a la i-e´sima copia de Zv en Lv, los ı´ndices
que se tienen cancelados en la expresio´n de ω−1τ son los mismos que los ı´ndices que se tienen
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cancelados en Θu,v(ω)
−1Θu,v(τ), as´ı, D(ω
−1τ) = D(Θu,v(ω)
−1Θu,v(τ)). De donde se sigue que
Θu,v es una isometr´ıa y por tanto una cuasi-isometr´ıa.
Para construir el embebimiento cuasi-isome´trico Θv,u : Lv → Lu tomamos un entero k tal que
uk ≥ v. Como observamos anteriormente, existe una cuasi-isometr´ıa χ : Luk → Lu y adema´s
sabemos que Θv,uk : Lv → Luk es una cuasi-isometr´ıa. Entonces χ ◦ Θv,uk : Lv → Lu es un
embebimiento cuasi-isome´trico, pues la composicio´n de embebimientos cuasi-isome´tricos es
cuasi-isome´trico ( Ve´ase [19], Lema 3.4.2).
2.5. GRUPOS COXETER
En esta seccio´n haremos una descripcio´n combinaria y geome´trica de los grupos Coxeter,
veremos algunas propiedades y mostraremos que e´stos grupos tiene el problema de la palabla
soluble.
Fueron publicados en 1935 por Harold Scott MacDonald Coxeter. Los grupos Coxeter pueden
ser considerados desde diferentes puntos de vista. Desde un punto de vista geome´trico son fre-
cuentemente definidos como grupos generados por reflexiones en un espacio vectorial particular
en el que es asignada una forma bilineal apropiada. Desde un punto de vista combinatorio, se
les define una presentacio´n y se analiza el grupo mediante su estructura geome´trica.
2.5.1. Definicio´n Combinatoria
Definicio´n. Un Sistema Coxeter es un par (W,S) donde, S = {Si/i ∈ I} es el conjunto de
generadores con conjunto de ı´ndices I yW es el grupo 〈S/R〉 para R = {(SiSj)mij/mij ∈ {1, 2, ...,∞}}.
Exigimos que, mij = mji Y mij = 1 si y so´lo si i = j, para todo i, j ∈ I.
De lo anterior se vera´ que:
El producto SiSj tiene orden mij (Ve´ase Proposicio´n 10).
Si mij =∞ significa que SiSj tiene orden infinito.
El conjunto de ı´ndices I puede tener cualquier cardinalidad.
Llamamos el conjunto S como el conjunto fundamental de generadores para el sistema
(W,S).
Al grupo W dado por la presentacio´n 〈S,R〉 lo llamamos Grupo Coxeter.
Entre los grupos Coxeter finitos ma´s simples esta´n el grupo diedral finito y el grupo de simetr´ıas
y entre los infinitos tenemos el grupo diedral infinito.
Definicio´n. Sea (W,S) un sistema Coxeter. Definimos el diagrama Coxeter η correspon-
diente a (W,S) como el grafo cuyo conjunto de ve´rtices esta´n en correspondencia uno a uno
con S y para el cual existe una arista [Si Sj] en η cada vez que mij < ∞. Las aristas [Si Sj]
en η sera´n etiquetadas con mij.
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Claramente, dado η, la presentacio´n 〈S/R〉 esta´ completamente determinada y viceversa.
Los sistemas Coxeter se clasifican en te´rminos del diagrama Coxeter, por tanto, podemos
decidir a que´ clase pertenece un grupo Coxeter analizando su diagrama. Sea (W,S) un sistema
Coxeter con diagrama η. Podemos clasificar los sistemas Coxeter en:
Rectangulares: Si cada arista en η tiene etiqueta 2.
De a´ngulo inclinado: Si ninguna arista en η tiene etiqueta 2.
Tipo Extragrande: Si cada arista en η tiene etiqueta al menos 4.
Par: Si cada arista en η es par.
Si dado el grupoW , un sistema (W,S) existe y es rectangular, de a´ngulo inclinado, extragrande
o par, decimos que W tambie´n lo es.
Definicio´n. Un grupo Coxeter W es irreducible si no se puede descomponer como producto
directo no trivial. Tenemos que W se puede descomponer como un producto directo no trivial,
si dado S = S1 ∪ S2 tal que S1 ∩ S2 = φ ⇒ S1S2 = S2S1 se tiene W = W1 ×W2 cuando
Wi = 〈Si〉.
Tambie´n decimos que W es irreducible si su grafo Coxeter es conexo.
2.5.2. Definicio´n Geome´trica
Sean I un conjunto de ı´ndices y mij ∈ {1, 2, ...,∞} , i, j ∈ I una coleccio´n de valores que
satisfacen que mij = mji y mij = 1⇔ i = j, para todo i, j ∈ I.
Sea A = (aij) para {
aij = −cos πmij donde mij <∞,
aij ≤ −1 donde mij =∞,
una matriz sime´trica, llamada una matriz Coxeter.
Sea V un espacio vectorial de dimensio´n |I| con base {αi/i ∈ I} indizada por I. Definimos
una forma bilineal sime´trica (·, ·) en V por medio de la matriz A. Es decir, exigimos que
(αi, αj) = aij.
Denotaremos por Hi el subespacio de V ortogonal a αi relativo a esta forma bilineal, Hi es
entonces complementario a la l´ınea en V que contiene a αi.
Definicio´n. Definamos la reflexio´n correspondiente a αi como
γi : V −→ V
v 7−→ γi(v) = v − 2(αi, v)αi.
Veamos que,
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1. γi preserva la forma bilineal, es decir, veamos que (γi(αk), γi(αj)) = akj. Tenemos,
(γi(αk), γi(αj)) = (αk − 2(αi, αk)αi, αj − 2(αi, αj)αi)
= (αk, αj − 2(αi, αj)αi) + (−2(αi, αk)αi, αj − 2(αi, αj)αi)
(por propiedades de la forma bilineal)
= (αk, αj)− 2(αi, αj)(αk, αi)− 2(αi, αk)(αi, αj) + 4(αi, αk)(αi, αj)(αi, αi)
= (αk, αj) = −cos π
mkj
= akj.
2. γi es reflexio´n, es decir, γi(γi(v)) = v.
γi(γi(v)) = γi(v − 2(αi, v)αi) = v − 2(αi, v)αi − 2[αi, v − 2(αi, v)αi]αi
= v − 2(αi, v)αi − 2[(αi, v)− 2(αi, v)((αi, αi)]αi (por propiedad forma bilineal)
= v − 2(αi, v)αi − 2(αi, v)αi + 4(αi, v)αi (pues (αi, αi) = 1)
= v.
3. Cada elemento de Hi sigue siendo fijado por γi, pues dado que (αi, v) = 0 entonces
γi(v) = v − 2(αi, v)αi = v.
4. γi(αi) = −αi. Veamos, γi(αi) = αi − 2(αi, αi)αi = αi − 2αi = −αi.
Por tanto, la funcio´n γi (con la operacio´n composicio´n) genera un subgrupo W del grupo
GL(V ). Este grupo es un grupo Coxeter con sistema (W, {γi/i ∈ I}).
Observacio´n 2. Alternativamente, podr´ıamos comenzar con W y enviar a cada elemento
si ∈ S en γi ∈ GL(V ) para V un espacio vectorial de dimensio´n |S| generado por αi, donde
la forma bilineal es (αi, αj) = aij y γi es definida como antes.
Lo anterior nos permite concluir que los grupos Coxeter son lineales y por tanto gozan de un
nu´mero de propiedades deseables (por ejemplo, todos los grupos lineales tienen problema de
la palabra soluble, son finitamente reducidos y son libres de torsio´n).
Tenemos que, si W es rectangular y αi, αj son algu´n par de vectores distintos definidos como
antes, entonces:
Si mij = 2 entonces, aij = −cosπ2 = 0 = (αi, αj) y por tanto αi, αj son ortogonales.
Si mij = 1 entonces (αi, αj) = aij = −cosπ = −1.
Ahora, si W es de a´ngulo inclinado ningu´n par de vectores αi, αj son ortogonales entre s´ı.
Usando la definicio´n anterior, consideremos la siguiente construccio´n.
Sea m ≥ 3 un entero, λ = π
m
y sean k, k′ > 0 nu´meros reales tal que kk′ = 4cos2λ.
Escojamos vectores base α, α′ en el plano euclidiano E2 tal que:
1. El a´ngulo entre α y α′ es λ.
2. Sus longitudes son |α′| = 2cosλ
k
|α| y |α| = 2cosλ
k′
|α′|
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Gra´ficamente, tenemos:
r′ α
′
α
k|α′|
λ
λ
u
u
u
u
r
Figura 1
Sean r (respectivamente r′) la reflexio´n ortogonal de E2 en la l´ınea generada por α (respecti-
vamente α′).
Lema 12. Las coordenadas (q, q′) de un punto qα + q′α′ son transformadas como sigue por
las reflexiones ortogonales:
r′ : (q, q′)→ (−q, q′ + kq); r : (q, q′)→ (q + k′q′,−q′).
Demostracio´n. Tenemos que r(1, 0) = (1, 0) y r′(0, 1) = (0, 1), dado que los puntos en las
l´ıneas reflejadas permanecen fijos.
La geometr´ıa indicada en la figura anterior muestra que: r′(1, 0) =
(
−1, 2|α|cosλ
|α′|
)
= (−1, k)
Y por simetr´ıa, r(0, 1) =
(
2|α′|cosλ
|α|
,−1
)
= (k′,−1)
Por tanto, las fo´rmulas indicadas son correctas para los vectores base y as´ı, por linealidad para
todo vector en E2.
Sea (W,S) un sistema Coxeter dado por una matriz Coxeter M . Definamos una funcio´n
k : S × S → R como sigue, ks,s′ = −2
(
−cos π
mss′
)
.
Entonces, para cada par ordenado (s, s′) tal que mss′ ≥ 3, escogemos un nu´mero real ks,s′
sujeto a las siguientes restricciones,
ks,s′ > 0,
ks,s′ks′,s = 4cos
2 π
mss′
, si mss′ 6=∞,
ks,s′ks′,s ≥ 4, si mss′ =∞.
Sea {αs/s ∈ S} la base cano´nica para el espacio vectorial Rs. Para cada s ∈ S definimos la
transformacio´n lineal σs(p) : R
s → Rs dada por
σs(p) = p+ ps
∑
s′∈S
ks,s′αs′ , (2.7)
donde p =
∑
ps′αs′ ∈ Rs.
Adicionalmente, tenemos que
(∗) (σs(p))s′ =

−ps si s′ = s,
ps′ + kss′ps si mss′ ≥ 3,
ps′ si mss′ = 2.
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Proposicio´n 10. Para todo s, s′ ∈ S se sigue que:
1. (σs)
2 = id.
2. El orden de σsσs′ es mss′.
Demostracio´n. La primera parte se sigue de la parte (2) de la definicio´n de la reflexio´n. Para
la segunda parte supongamos mss′ ≥ 3. Consideremos dos casos:
1. Si mss′ <∞. Sea p0 ∈ Rs y consideremos las ima´genes sucesivas pi = σs(σs′(pi−1)), i ≥ 1.
El par de coordenadas (pis, p
i
s′) determina un vector v
i = pisα+p
i
s′α
′ en el plano euclidiano
E
2 considerado en la Figura 1, donde ahora llamamos m = mss′ , k = ks,s′ y k
′ = ks′,s.
El producto de dos reflexiones ortogonales a trave´s de la l´ınea que forma un a´ngulo λ
en E2 es igual a una rotacio´n a trave´s del a´ngulo 2λ. As´ı, el Lema 12 muestra que, dada
la ecuacio´n (*), vi se obtiene de vi−1 por una rotacio´n de E2 a trave´s del a´ngulo 2π
m
. De
esto se sigue que,
v0, v1, ..., vm−1 son diferentes y vm = v0 (2.8)
y que
v0 + v1 + ...+ vm−1 = 0. (2.9)
De 2.8 se sigue que pms = p
0
s y p
m
s′ = p
0
s′ y que ningu´n exponente ma´s pequen˜o que m
tiene esta propiedad. Adema´s, la Ecuacio´n 2.9 muestra que pms′′ = p
0
s′′ ,∀s′′ 6= s, s′, dado
que pms′′ = σs(σs′(p
m−1
s′′ )) y por la Ecuacio´n 2.7 se tiene que,
pms′′ = σs(σs′(p
m−1
s′′ ))
= σs(p
0
s′′ + ks′,s′′(p
0
s′ + ...+ p
m−1
s′ ))
= p0s′′ + ks′,s′′(p
0
s′ + ...+ p
m−1
s′ ) + ks,s′′(p
0
s + ...+ p
m−1
s ).
Por tanto, el orden de σsσs′ es finalmente m.
2. Si mss′ =∞. Definimos pi como la imagen iterada de un punto p0 bajo la funcio´n σsσs′ .
Veamos que el par coordenado (pis, p
i
s′), i ≥ 0, satisface{
pi+1s = ks,s′p
i
s′ + (ks,s′ks′,s − 1)pis,
pi+1s′ = −pis′ − ks,s′pis.
Tenemos que pi+1s′ = σs(σs′(p
i
s′)).
Adema´s sabemos que σs′(p
i
s′) = p
i
s′ − 2(pis′ , pis′)pis′ = −pis′ ,
por tanto, σs(−pis′) = −pis′ + 2(pis, pis′)pis = −pis′ − 2pis = −pis′ − ks,s′pis.
Por otro lado, sabemos que pi+1s = σs(σs′(p
i
s)), de donde,
σs′(p
i
s) = p
i
s − 2(pis′ , pis)pis′ = pis + 2pis′ , por tanto,
σs(p
i
s + 2p
i
s′) = p
i
s + 2p
i
s′ − 2(pis, pis + 2pis′)pis = pis + 2pis′ − 2[(pis, pis) + 2(pis, pis′)]pis =
−pis + 2pis′ + 4pis = 2pis′ + 3pis = ks,s′pis′ + (ks,s′ks′,s − 1)pis.
As´ı tenemos que para i ≥ 1, pi+1s + pis = ks,s′(pis′ + pi−1s′ ) + (ks,s′ks′,s − 1)(pis + pi−1s ) y
pis′ + p
i−1
s′ = −ks′,spi−1s , y al unir ambos resultados, se tiene lo siguiente:
pi+1s = −pis + ks,s′(−ks′,spi−1s ) + ks,s′ks′,spis + ks,s′ks′,spi−1s − pis − pi−1s
= −pis − ks,s′ks′,spi−1s + ks,s′ks′,spis + ks,s′ks′,spi−1s − pis − pi−1s
= (ks,s′ks′,s − 2)pis − pi−1s .
Escogiendo p0 = αs tenemos que p
0
s = 1, y as´ı obtenemos que:
p1s = (ks,s′ks′,s − 2)p0s − p−1s = ks,s′ks′,s − 2− 1 = ks,s′ks′,s − 1 (2.10)
y dado que ks,s′ks′,s = −2
(−cos π
m
) (−2 (−cos π
m
))
= 4cos2 π
m
≥ 4
Usando esto y la relacio´n de recurrencia 2.10 deducimos que p0s < p
1
s < p
2
s < p
3
s < ....
Por tanto, σsσs′ es de orden infinito.
Como vimos, la funcio´n s 7→ σs(s ∈ S) extiende a un u´nico homormofirmo σ : W → GL(Rs).
Proposicio´n 11. Sean (W,S) un sistema Coxeter y s, s′ elementos diferentes de S. Entonces,
1. s y s′ son distintos en W .
2. El orden de ss′ en W es mss′.
Demostracio´n. El homomorfismo σ env´ıa a s y s′ en elementos diferentes de GL(Rs), cuyo
producto tiene orden mss′ . Esto provee 1. y que si mss′ es finito, divide el orden de ss
′. Sin
embargo, dado que (ss′)mss′ = e, el orden de ss′ divide a mss′ . El caso mss′ =∞ es claro.
Los vectores αi son llamados ra´ıces simples.
Denotaremos por Φ = {w(αi)/w ∈ W, i ∈ I}, donde w(αi) es el vector que resulta de aplicar la
transformacio´n lineal w a αi. Entonces Φ es conocida como el sistema ra´ız correspondiente
a W . Cada elemento de Φ es llamado ra´ız .
Notemos que:
Se cumple que Φ = −Φ dado que s(αs) = −αs.
El conjunto Φ es finito si y so´lo si W es finito. (Ve´ase Teorema 5.2.4, [4]).
Como cada αi es un vector u´nico y cada w preserva la forma bilineal (·, ·) se sigue que
cada elemento de Φ es un vector u´nico.
Como {αi/i ∈ I} es una base de V , cada ra´ız α puede ser expresada como una u´nica
combinacio´n lineal de los vectores αi. Si todos los coeficientes de esta suma son positivos
(respectivamente, negativos); llamamos α una ra´ız positiva (respectivamente, ra´ız
negativa).
Denotaremos por π el conjunto de ra´ıces positivas (−π el conjunto de ra´ıces negativas).
Φ es una unio´n disjunta de π y −π. (Ve´ase Proposicio´n 4.1.2, [4]).
Dada una coleccio´n T de ra´ıces en algu´n sistema ra´ız Φ, podemos considerar el subgrupo WT
de W generado por las reflexiones γα correspondientes a α ∈ T . Este mismo subgrupo tiene
un sistema ra´ız (algunas veces llamado subsistema de Φ) que puede ser denotado ΦT y que se
define as´ı: ΦT = {α ∈ Φ/γα ∈ WT}.
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2.5.3. Algunas propiedades
1. Reflexio´n
Sea (W,S) un sistema Coxeter. Cualquier elemento de la forma wsw−1 para s ∈ S y
w ∈ W es conocido como una reflexio´n del sistema (W,S). Los elementos del conjunto
fundamental de generadores S son frecuentemente llamados reflexiones simples. El
conjunto de todas las reflexiones del sistema sera´ denotado R(S). El conjunto R(S), en
efecto, depende de S.
2. Longitud de las palabras y geode´sicas
Sea (W,S) un sistema Coxeter y sea w ∈ W . Es posible expresar a w como un producto
de reflexiones simples s1s2...sn de ma´s de una manera.
Si w =W s1s2...sn y lS(w) = n decimos que el producto s1s2...sn es reducido o que e´sta
es una expresio´n geode´sica para w.
Por convencio´n l(1) = 0.
Claramente, l(w) = 1 si y so´lo si w = s1 para algu´n s1 ∈ S.
De la misma manera, definimos lI(w) como la longitud en el subgrupo WI de W con
conjunto de generadores I ⊂ S. Claramente l(w) ≤ lI(w), para todo w ∈WI .
Proposicio´n 12 (Propiedades de la longitud). Sea l(w) la longitud de w ∈ W con
respecto al conjunto de generadores S y sea w′ ∈ W .
a) l(w) = l(w−1),
b) l(w) = 0⇔ w = 1,
c) l(ww′) ≤ l(w) + l(w′),
d) l(ww′) ≥ l(w)− l(w′),
e) l(w)− 1 ≤ l(ws) ≤ l(w) + 1, ∀s ∈ S.
Demostracio´n. Las partes a) y b) se verifican fa´cilmente.
c) Sean w = s1s2...sn y w
′ = s′1s
′
2...s
′
m entonces ww
′ = s1s2...sns
′
1s
′
2...s
′
m. Consideremos
dos casos:
Si ww′ esta´ reducido entonces l(ww′) = l(w) + l(w′).
Si ww′ no esta´ reducido, al cancelar elementos se tendr´ıa que l(ww′) < l(w)+ l(w′).
d) Como en caso anterior, ww′ = s1s2...sns
′
1s
′
2...s
′
m. Por tanto, consideremos los siguientes
casos:
Si ww′ esta´ reducido, l(ww′) = l(w) + l(w′). Pero l(ww′) > l(w) + l(w′)− 2l(w′) >
l(w)− l(w′).
Si w′ = w−1 entonces l(ww′) = 0.
Si n < m y ww′ = sjn+1 ...sjm entonces l(ww
′) = m− n > n−m.
Si m < n y ww′ = si1 ...sin−m se tiene que l(ww
′) = n−m.
No todo w ni todo w′ se cancela, entonces ww′ = si1 ...sin−ksjk+1 ...sjm y as´ı l(ww
′) =
n− k +m− k = n+m− 2k ≥ n−m.
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e) Sea w = s1s2...sn tal que l(w) = n entonces por parte c) se tiene que
l(ws) ≤ l(w)+ l(s) = l(w)+ 1 y por parte d), l(ws) ≥ l(w)− l(s) = l(w)− 1. Y tenemos
el resultado.
Existe una buena interaccio´n entre la funcio´n longitud l(w) y la accio´n de W sobre el espacio
vectorial V (y su correspondiente sistema de ra´ıces Φ).
Denotaremos a n(w) como el nu´mero de ra´ıces positivas en Φ enviadas a ra´ıces negativas de
Φ por la accio´n de w, esto es,
n(w) = |π ∩ w−1(−π)|.
Observemos que n(w−1) = n(w), es decir, |π ∩ w−1(−π)| = |π ∩ w(−π)|. Esto se sigue del
hecho que π ∩ w−1(−π) = w−1(w(π) ∩ −π) = −w−1(π ∩ w(−π)) que tiene el mismo nu´mero
de elementos que π ∩ w(−π).
En adelante, tomaremos α, αi siempre positivos.
Teorema 11. Sea (W,S) un grupo Coxeter y sea w ∈W . Entonces l(w) = n(w).
Antes de probarlo, veremos otros resultados.
Teorema 12. Sea w ∈ W y s ∈ S. Si l(ws) > l(w) entonces w(αs) > 0. Si l(ws) < l(w)
entonces w(αs) < 0.
Demostracio´n. Observe que el segundo resultado se sigue del primero aplicado a ws en lugar
de w. En efecto, si l(ws) < l(w) entonces, dado que todo generador tiene orden 2, se sigue que
l((ws)s) > l(ws) luego ws(αs) > 0, pero s(αs) = −αs, es decir, w(−αs) > 0 o´ w(αs) < 0.
Probaremos por tanto el primer resultado. Procederemos por induccio´n sobre l(w).
Si l(w) = 0 se tiene que w = 1 entonces l(ws) = l(s) = 1 > 0 y as´ı w(αs) = αs > 0.
Si l(w) > 0 podemos escoger un s′ ∈ S tal que l(ws′) = l(w) − 1, es decir, elegimos s′
como el u´ltimo factor en una expresio´n reducida para w. Dado que por hipo´tesis de in-
duccio´n l(ws) > l(w), se sigue que s 6= s′. Sea I = {s, s′} tal que WI es el grupo die-
dral. Ahora, hacemos una eleccio´n crucial en la clase lateral wWI . Consideremos el conjunto
A := {v ∈W/v−1w ∈ WI ∧ l(v) + lI(v−1w) = l(w)}.
Evidentemente w ∈ A. Escojamos v ∈ A tal que l(v) sea el ma´s pequen˜o posible y escribamos
vI := v
−1w ∈WI . Por tanto, w = vvI , con l(w) = l(v) + lI(vI).
Ahora verificaremos que cada uno de los v y vI actu´an en las ra´ıces y lo hacen en forma
positiva, para as´ı poder concluir que w(αs) > 0.
Observemos que ws′ ∈ A: (s′w−1)w = s′ ∈WI y l(ws′) + lI(s′) = (l(w)− 1) + 1 = l(w).
Ahora, por la escogencia de v se debe tener que l(v) ≤ l(ws′) = l(w) − 1. Esto nos permi-
tira´ aplicar la hipo´tesis de induccio´n al par {v, s}. Pero para esto es necesario comparar la
longitud de v y vs. Supongamos que se cumple que l(vs) < l(v), es decir, l(vs) = l(v) − 1.
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Entonces podemos calcular lo siguiente:
l(w) ≤ l(vssv−1w) ≤ l(vs) + l(sv−1w) (por Proposicio´n 12 Parte c))
≤ l(vs) + lI(sv−1w) (pues sv−1w ∈ WI y l ≤ lI)
= (l(v)− 1) + lI(sv−1w)
≤ l(v)− 1 + lI(v−1w) + 1 (por Proposicio´n 12 Parte e))
= l(v) + lI(v
−1w) = l(w).
Para mantener la igualdad en todo, forzamos a l(w) = l(vs) + lI(sv
−1w) y as´ı tendr´ıamos que
vs ∈ A. Por tanto, la afirmacio´n l(vs) < l(v) contradice la minimalidad de v en A. De donde
se sigue que debemos tener l(vs) > l(v) y por induccio´n, obtenemos v(αs) > 0.
Un argumento similar muestra que l(vs′) > l(v) y por tanto, v(α′s) > 0.
Veamos ahora que vI mapea αs a una combinacio´n lineal no-negativa de αs y α
′
s. Afirmamos
que lI(vIs) ≥ lI(vI). De lo contrario, tendr´ıamos,
l(ws) = l(vv−1ws) ≤ l(v) + l(v−1ws) = l(v) + l(vIs) ≤ l(v) + lI(vIs) ≤ l(v) + lI(vI) = l(w)
contrario a l(ws) > l(w).
Sucesivamente, se sigue que cualquier expresio´n reducida de vI en WI (o alternativamente, un
producto de factores de s y s′) debe terminar en s′.
Consideremos dos casos posibles:
1. Si mss′ =∞. Tenemos que (αs, α′s) = −cos πmss′ = −1, as´ı que,
s′(αs) = αs − 2(α′s, αs)α′s = αs + 2α′s,
ss′(αs) = (αs + 2α
′
s)− 2(αs, αs + 2α′s)αs = αs + 2α′s + 2αs = 3αs + 2α′s,
s′ss′(αs) = (3αs + 2α
′
s)− 2(α′s, 3αs + 2α′s)α′s = 3αs + 2α′s + 2α′s = 3αs + 4α′s.
Y as´ı sucesivamente, vemos que vI(αs) = aαs + bα
′
s con a, b ≥ 0 y |a− b| = 1.
2. Si mss′ > ∞. Note que lI(vI) < m. En efecto, sea w = vvI ∈ WI como antes, tal
que lI(w) = m, pues m es claramente el ma´ximo valor posible de lI . Como tenemos
que, (ss′)m = ss′ss′...ss′︸ ︷︷ ︸
2m
= 1 se sigue que un elemento de longitud m en WI tiene
una expresio´n reducida que termina en s, por tanto, dado que w = vvI = ss
′ss′...s︸ ︷︷ ︸
m
se sigue que vI puede ser escrita como un producto de menos de m/2 te´rminos ss
′,
posiblemente precedidos por un factor s′. Veamos ahora que vI(αs) es una combinacio´n
lineal no negativa de αs y α
′
s. Recordemos que trabajamos ahora en el plano euclidiano,
con vectores unitarios αs y α
′
s con un a´ngulo de π − π/m.
Si m = 2. Entonces w = ss′, as´ı lI(vI) ≤ m/2 = 1, por tanto,
vI(αs) = s
′(αs) = αs − 2(α′s, αs)α′s = αs − 2
(−cosπ
2
)
α′s = αs
Gra´ficamente tenemos dos vectores unitarios αs, α
′
s separados por un a´ngulo de
π − π/2 = π/2 y al realizar la reflexio´n involucrada en vI observamos que dicha
reflexio´n mueve el vector αs a trave´s de un a´ngulo de 0 radianes, au´n dentro del
cono positivo definido por αs y α
′
s, as´ı:
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bα′s
αs
Si m = 3. Entonces w = s′ss′, as´ı lI(vI) ≤ m/2 = 1,5, por tanto,
vI(αs) = s
′(αs) = αs − 2(α′s, αs)α′s = αs − 2
(−cosπ
3
)
α′s = αs + α
′
s
Gra´ficamente tenemos dos vectores unitarios αs, α
′
s separados por un a´ngulo de
π − π/3 = 2π/3 y al realizar la reflexio´n involucrada en vI observamos que dicha
reflexio´n mueve el vector αs al vector resultante αs + α
′
s a trave´s de un a´ngulo de
π/3, au´n dentro del cono positivo definido por αs y α
′
s, as´ı:
b
αs
α′s
αs + α
′
s
π/3
Si m = 4. Entonces w = ss′ss′, as´ı lI(vI) ≤ m/2 = 2, por tanto,
vI(αs) = ss
′(αs). Veamos que´ obtenemos:
s′(αs) = αs − 2(α′s, αs)α′s = αs − 2
(−cosπ
4
)
α′s = αs +
√
2α′s.
s(αs +
√
2α′s) = αs +
√
2α′s − 2(αs, αs +
√
2α′s)αs = αs +
√
2α′s − 2[(αs, αs) +√
2(αs, α
′
s)]αs = αs +
√
2α′s.
Gra´ficamente tenemos dos vectores unitarios αs, α
′
s separados por un a´ngulo de
π − π/4 = 3π/4 y al realizar la reflexio´n involucrada en vI observamos que dicha
reflexio´n mueve el vector αs al vector resultante αs +
√
2α′s a trave´s de un a´ngulo
de π/4, au´n dentro del cono positivo definido por αs y α
′
s. Ve´ase la figura
b
αs
α′s
αs +
√
2α′s
π/4
As´ı sucesivamente se sigue que las reflexiones involucradas en vI mueven a αs a
trave´s de un a´ngulo de por lo menos de π − 2π/m, au´n dentro del cono positivo
definido por αs y α
′
s.
Teorema 13. Supongamos que αi es una ra´ız simple en Φ correspondiente a si ∈ S. Entonces
el conjunto π r {αi} es estable bajo la accio´n de si. (Esto es, si(π r {αi}) = π r {αi}).
Demostracio´n. Sea α una ra´ız positiva. Tenemos que α 6= αi pues todas las ra´ıces son vectores
unitarios, por tanto α no puede ser mu´ltiplo de αi. Podemos entonces escribir α =
∑
j∈I cjαj,
donde todos los coeficientes son no negativos y algu´n cj > 0, j 6= i. Aplicando la reflexio´n si
a ambos lados de la ecuacio´n α = c1α1 + c2α2 + ...+ cjαj tenemos que, si(α) = si(c1α1 + ...+
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cjαj) = (c1α1+ ...+ cjαj)− 2(αi, c1α1+ ...+ cjαj)αi = α− 2(αi, α)αi, que es una combinacio´n
lineal que involucra los mismos coeficientes para todo αj, j 6= i. As´ı, dado que cada ra´ız es o
negativa o positiva, si(α) es de nuevo positiva. Ahora, se tiene que si(α) 6= αi, de lo contrario,
α = sisi(α) = si(αi) = −αi contradiciendo la positividad de α. Por tanto, si env´ıa a αi a su
ra´ız negativa pero permuta el resto de ra´ıces positivas.
Demostracio´n. (Teorema 11) Notemos que el Teorema 13 implica que n(s) = 1, para todo
s ∈ S.
Veamos que n(w) se comporta como la funcio´n longitud. Primero, verifiquemos que, para todo
s ∈ S, w ∈ W , la condicio´n w(αs) > 0 implica que n(ws) = n(w) + 1 y ana´logamente que
w(αs) < 0 implica que n(ws) = n(w)− 1. En efecto, si w(αs) > 0 , por Teorema 13, se sigue
que, n(ws) = π ∩ sw−1(−π) = s(π ∩ w−1(−π))∪˙ {αs}. Vea´moslo:
“⊆ ”Consideremos dos casos:
Si αs ∈ π ∩ sw−1(−π), claramente, αs ∈ s(π ∩ w−1(−π))∪˙ {αs}.
Si α ∈ π ∩ sw−1(−π). Veamos que α ∈ s(π ∩ w−1(−π)). Si α ∈ π ∩ sw−1(−π) ⇒ α ∈ π y
α ∈ sw−1(−π) entonces s(α) ∈ π y s(α) ∈ w−1(−π) luego s(α) ∈ π ∩ w−1(−π) por tanto
α ∈ s(π ∩ w−1(−π)).
“⊇ ”Sea α ∈ s(π ∩ w−1(−π))∪˙ {αs}. Dos casos:
Si α ∈ {αs} entonces α = αs > 0 por tanto, α ∈ π. Ahora α ∈ w−1(−π) pues w(α) > 0
entonces w(−α) < 0, as´ı w(−α) ∈ −π de donde −α ∈ w−1(−π). Pero s(−α) = α entonces
α ∈ sw−1(−π).
Si α ∈ s(π ∩ w−1(−π)). Se sigue en forma ana´loga al caso dos de la contencio´n anterior.
Similarmente, si w(αs) < 0 obtenemos n(ws) = s((π ∩w−1(−π))r {αs}). Ahora, probaremos
por induccio´n en l(w) que l(w) = n(w), para todo w ∈ W . Es claro para l(w) = 0 y tambie´n
(por Teorema 13) para l(w) = 1. Ahora, por Teorema 12 se tiene que l(ws) = l(w) + 1
(respectivamente l(w) − 1) so´lo cuando w(αs) > 0 (respectivamente cuando w(αs) < 0). Y
usando lo anterior se llega a que l(ws) = n(ws) lo que completa la prueba.
2.5.4. Problema de la Palabra
Definicio´n. Decimos que (W,S) es un sistema pre-Coxeter si W es un grupo y S es un
conjunto de elementos de orden 2 que generan a W .
Dado un sistema pre-Coxeter (W,S) discutiremos tres condiciones para palabras en S y mos-
traremos que son equivalentes. Veamos cada una de ellas.
Condicio´n de Eliminacio´n (D)
Si w = s1...sk es una palabra en S con l(w) < k (es decir, es no reducida), entonces existen
ı´ndices 1 ≤ i < j ≤ k tales que la subpalabra w′ = s1...si−1si+1...sj−1sj+1...sk es tambie´n una
expresio´n de w.
Es decir, dada w = s1s2...si−1 s︸︷︷︸
si
s′︸︷︷︸
si+1
ss′ss′...ss′ s︸︷︷︸
sj
s′︸︷︷︸
sj+1
...ss′...sk, entonces como si = sj,
tomamos s︸︷︷︸
si
s′ss′ss′...ss′ s︸︷︷︸
sj
= s′︸︷︷︸
sj+1
s...ss′. Reemplazando esto en w tenemos que
w = s1s2...si−1 s
′︸︷︷︸
si+1
s...s s′︸︷︷︸
sj−1
s′︸︷︷︸
sj+1
s...ss′...sk. As´ı se llega a w
′ que es una expresio´n de w.
Veamos que la Condicio´n (D) implica una nueva condicio´n que llamaremos Condicio´n Inter-
cambio (E). Supongamos que w = s1...sk es una expresio´n reducida y s ∈ S tal que l(sw) ≤ k.
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Dado que ss1...sk es no reducida, la condicio´n (D) nos dice que podemos encontrar una palabra
ma´s corta para sw eliminando dos letras. Dado que w es reducida, ambas letras no pueden
pertenecer a w, as´ı una de las letras debe ser la inicial s. Por tanto, (sw)′ = s1...si−1si+1...sk
y as´ı w = ss1...si−1si+1...sk. En otras palabras, hemos intercambiado una letra de w por una
s en frente. De acuerdo a esto, enunciemos formalmente la condicio´n.
Condicio´n de Intercambio (E)
Dada una expresio´n w = s1...sk para w ∈ W reducida, entonces o´ l(sw) = k + 1 o´ existe un
ı´ndice i tal que w = ss1...si−1si+1...sk.
Ahora veamos que esta condicio´n induce a una nueva condicio´n que llamaremos Condicio´n
Plegado (F). Supongamos que w = s1...sk es una expresio´n reducida y sean s, t ∈ S tales
que l(sw) = k + 1 = l(wt) y l(swt) < k + 2. Aplicando la condicio´n (E) a la palabra s1...skt
y el elemento s, vemos que una letra puede ser intercambiada por una s en frente. Pero la
letra intercambiada no puede ser parte de w, pues w es reducida y adema´s contradir´ıamos el
supuesto que l(sw) = k+1. As´ı, la letra que se intercambia debe ser la t del final. Esto produce
ss1...sk = s1...skt que puede ser escrito como sw = wt o´ swt = w. Definamos la condicio´n.
Condicio´n de Plegado (F)
Supongamos w ∈ W y s, t ∈ S tal que l(sw) = l(w) + 1 y l(wt) = l(w) + 1. Entonces
o´ l(swt) = l(w) + 2 o´ swt = w.
Por u´ltimo, veamos que la condicio´n (F) implica la condicio´n (D). Supongamos que la palabra
w = s1...sk no es reducida. Necesariamente k ≥ 2. Debemos mostrar que nosotros podemos
eliminar dos letras de w sin alterar su longitud. La prueba es por induccio´n en k. Podemos
suponer que las palabras s1...sk−1 y s2...sk son ambas reducidas (de lo contrario se reducen por
induccio´n). Sea w′ = s2...sk−1. Aplicando la condicio´n (F) con s = s1 y t = sk tenemos que
s1w
′sk = w, es decir, w = s1...sk puede ser acortada por eliminacio´n de su primera y u´ltima
letras.
De lo anterior se tiene el siguiente teorema.
Teorema 14. Dado un sistema pre-Coxeter (W,S). Las condiciones (D),(E) y (F) son equi-
valentes.
Veremos que el problema de la palabra es soluble para los grupos Coxeter. Sea (W,S) un
sistema pre-Coxeter.
Definicio´n. Una M-operacio´n elemental de una palabra en S es una de las siguientes dos
tipos:
i) Eliminar una subpalabra de la forma (s, s).
ii) Reemplazar una subpalabra alternante de la forma st... de longitud mst por la palabra
alternante ts... de la misma longitud mst.
Definicio´n. Una palabra es M-reducida si e´sta no puede ser acortada por una secuencia de
M-operaciones elementales.
Teorema 15. Supongamos que (W,S) satisface la condicio´n (E) (o´ equivalentemente la con-
dicio´n (D) o´ (F)). Entonces:
a) Una palabra w es una expresio´n reducida si y so´lo si w es M-reducida.
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b) Dos expresiones reducidas s y t representan el mismo elemento de W si y so´lo si una puede
ser transformada en la otra por una secuencia de M-operaciones elementales de tipo (II).
Demostracio´n. Probaremos primero b).
Supongamos que s = s1...sk y t = t1...tk son dos expresiones reducidas para un elemento
w ∈ W . La prueba es por induccio´n sobre k = l(w).
Si k = 1 entonces las dos palabras son la misma y tenemos el resultado.
Supongamos k > 1. Para simplificar la notacio´n, sea s = s1 y t = t1. Consideremos
dos casos:
Caso 1: Si s = t. Entonces s2...sk y t2...tk son dos palabras reducidas para el mismo
elemento sw. Por induccio´n podemos transformar uno en el otro por una secuencia de
operaciones tipo II. De este modo obtenemos el resultado.
Caso 2: Si s 6= t. Hagamos m = mst.
Afirmemos que m es finita y podemos encontrar una tercera expresio´n reducida u para
w que comience con una palabra alternante st... de longitud m.
Asumiremos por el momento que la afirmacio´n es cierta. Sea u′ la palabra obtenida de u
por la operacio´n tipo II que reemplaza el segmento inicial de u por la palabra alternante
ts... que comienza con t. Entonces podemos transformar s en t por una secuencia de
movimientos que se indican esquema´ticamente como sigue s → u → u′ → t, donde
la primera y tercera flecha representan secuencias de movimientos garantizados por el
caso 1 (s y u comienzan con la misma letra al igual que u′ y t) y la segunda flecha es
la M-operacio´n elemental de tipo II.
Probaremos la afirmacio´n. Dado que l(tw) < l(w), la condicio´n (E) implica que podemos
encontrar otra expresio´n reducida para w intercambiando una letra de ss2...sk por una t en
frente. La letra intercambiada no puede ser la primera s pues t 6= s. Por tanto, obtenemos
una expresio´n reducida que comienza con ts. Este proceso puede continuar. Para algu´n
entero q ≥ 2, sea sq la palabra alternante en s y t de longitud q con letra final s. As´ı, sq
comienza o´ con s (si q es impar) o´ con t (si q es par). Mostraremos que para algu´n q ≤ m,
podemos encontrar una palabra reducida para w que comienza con sq. Supongamos por
induccio´n que tenemos tal palabra s′ que comienza con sq−1. Sea r
′ el elemento de {s, t}
con el que sq−1 no puede comenzar. Dado que l(r
′w) < l(w), la condicio´n (E) dice que
podemos encontrar otra expresio´n reducida intercambiando una letra de s′ por una r′ en
frente. La letra intercambiada no puede pertenecer al segmento inicial sq−1, dado que en el
grupo diedral de orden 2m, una expresio´n reducida para un elemento de longitud diferente
a m es u´nica. As´ı w tiene una expresio´n reducida que comienza con sq. Dado que esto fun-
ciona para cualquier q ≤ m y dado que q es acotada por encima por l(w), debemos tener
que m < ∞. As´ı, w tiene una expresio´n reducida que comienza con sm. Esta expresio´n
reducida es o´ u (si m es impar) o´ u′ (si m es par). Podemos reemplazar sm por la otra
palabra alternante de longitud m (tambie´n una expresio´n reducida de w(sm)) para obtener
la otra. Esto prueba la afirmacio´n.
Finalmente, probaremos a).
“⇒ ”Es obvia.
“⇐ ”Supongamos que w = s1...sk es M-reducida. Mostraremos por induccio´n en k que esto
es una expresio´n reducida.
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Para k = 1, es claro.
Supongamos k > 1. Por induccio´n, la palabra w′ = s2...sk es reducida. Supongamos que w
no es reducida. Sea w = s1...sk. Dado que l(s1w
′) = l(w) ≤ k− 1, la condicio´n (E) implica
que w′ tiene otra expresio´n reducida, llamada w′′, que comienza con s1. Por parte b), w
′
puede ser transformada en w′′ por una secuencia de M-operaciones de tipo II. As´ı, w puede
ser transformada usando una secuencia de M-operaciones en una palabra que comienza
con s1s1, lo que contradice la hipo´tesis de que esta es M-reducida. As´ı, w puede ser una
expresio´n reducida.
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