Abstract. We show that for a very large class of integers l < k < n and any map f :
Introduction
For positive integers l < k < n and a map f :
-that is, a k-plane in R n -will be called an invariant point of f if f (π) ⊂ π. Our interest in such "invariant subspaces" (f (π) ⊂ π!) was aroused by questions posed by Mathematical Economists; invariant points appear to play some role in the theory of General Equilibrium.
We will prove the following surprisingly strong result on the existence of invariant points for maps between Grassmannians. Theorem 1.1. Let s be a positive integer and suppose that 2 s−1 < n < 2 s . If the integers k, l satisfy the inequalities 1 ≤ l < k ≤ n 2 and k + 2l − 1 ≤ n and if (n, k) = (2 s −1, 2), then any continuous map f : G k (R n ) → G l (R n ) has an invariant point ; i.e. there is some k-plane π in R n such that f (π) ⊂ π.
We would like to thank the referee for some valuable suggestions.
Maps between Grassmannians
Throughout H * will denote cohomology with coefficients in F 2 , the field with two elements. We need a result on the nature of the morphism induced on cohomology by a map between Grassmannians.
Suppose that the integers n, k, l satisfy the following conditions: This is proved in an entirely elementary manner in [K-S] but since this source may be inaccessible to many we are sketching a proof using a more easily available paper [P] of Patterson, although the techniques used by Patterson are rather more sophisticated. The basic idea is that f * is not just a map of cohomology rings but is an A(2)-module homomorphism where A(2) is the mod 2 Steenrod algebra. We will be looking at homomorphisms between cohomology algebras of spaces (whether or not they are induced by a map) and say that such a homomorphism is an A(2)-map if it is a homomorphism of the cohomology rings and an A(2)-module homomorphism.
Using Patterson's work one can classify the A(2)-maps between the cohomologies of the infinite Grassmannians G k (R ∞ ) = BO(k) and BO(l). We explain this briefly. The cohomology of BO = p BO(p) is a polynomial algebra with the universal Stiefel-Whitney classes {w i } i≥1 as generators. The inclusion map BO(p) → BO pulls back w i to the ith Stiefel-Whitney class of the canonical p-plane bundle γ ∞,p on G p (R ∞ ). We will denote the images of w i in BO(l) (resp. BO(k)) by x i (resp. y i ) and with this notation H * (BO(l)) (resp. H * (BO(k))) is generated as an algebra by
Let P ∼ = BO(1) be the infinite-dimensional projective space; its cohomology is a polynomial algebra on a single element t of degree 1.
Patterson shows that if
is an A(2)-map, then
where t j is the generator in the jth factor, 1 ≤ i 1 < · · · < i r ≤ k, 1 ≤ r ≤ k, and the n(i 1 , . . . , i r ) are 2-adic integers. From this one easily checks that α will kill w i for all i > l if and only if n(i 1 , . . . , i r )'s are nonnegative integers whose sum is less than or equal to l. This gives us all possible A(2)-homomorphisms
Since H * (BO(k)) is the set of elements on the right-hand side which remain fixed under the action of the permutation group S k acting on the factors, we can deduce the following result (which is Theorem 2 of [K-S]). Proposition 2.2. Suppose 2 s−1 < n ≤ 2 s and suppose that k, l satisfy the inequal-
We use this result to deduce Theorem 2.
It is known that j * p is an isomorphism on cohomology for dimensions up to n − p. l ) ). A brief calculation shows that the homomorphism φ so defined is an A(2)-map and hence by Proposition 2.2 either f * = 0 in positive dimensions or f
t for some t ≤ l. Recall that the height of a cohomology class x is the largest integer h such that St] ) has shown that the height of w 1 (γ n,k ) is 2 s − 2 if k = 2 or if (n, k) = (2 s−1 + 1, 3) and that otherwise it is equal to 2 s − 1. We are now ready to prove Theorem 2.1.
Assume that f * = 0. Then writing w for the total Stiefel-Whitney class, our previous arguments show that f * w(γ n,l ) = (1 + w 1 (γ n,k )) t for some 1 ≤ t ≤ l. We will write z for w 1 (γ n,k ), for the sake of brevity.
The fact that γ n,l and γ ⊥ n,l are stably complementary bundles and the rank of the latter is (n − l) yields
In particular, since a p = 0 we conclude that z p+t = 0. Since p + t ≤ (n − l) + l = n, this contradicts Stong's result unless n = 2 s or (n, k) = (2 s − 1, 2). When k = 2 both l and t are bounded by 1. So either f * = 0 or t = l = 1. Finally if n = 2 s and k ≥ 3 Stong's result implies z n−1 = 0 and again this is contradicted by z p+t = 0 unless t = l. This completes the proof.
Proof of Theorem 1.1
We proceed along the lines of Lefschetz's proof of his fixed point theorem. For brevity we will write
It is easy to identify V with a flag manifold. If (x, y) ∈ V , let us denote the orthogonal complement of y in x by x y.
Hence if f has no invariant points, then (1 K × f ) * (v) = 0. Now for the dimension restrictions provided by our hypotheses, Theorem 2.1 affirms that the cohomology homomorphism induced by f is zero and hence independent of the map f . Therefore
where : K → L is the map which takes each k-plane to a fixed l-plane, say the one spanned by the first l elements of the standard basis of R n . But Σ is obviously a Schubert cell and since this is one of the generators of the homology of K, its Poincaré dual ξ is nonzero. So (1 K × f * )(v) = ξ = 0 and hence f has an invariant point.
Concluding remarks
We begin by discussing the sharpness of our result; we are well aware that sharper bounds may be possible.
If k >
n 2 , then taking any k-plane to its orthogonal complement gives a map without invariant points.
4.2. The exclusion (2 s − 1, 2) = (n, k) is necessary. Let C be the 8-dimensional Cayley division algebra and consider R 7 as the subspace of purely imaginary Cayley numbers. Then, if π is a 2-plane in R 7 , choose an orthonormal basis {x, y}.
by defining f (π) to be the space spanned by the nonzero element x · y. This is well defined and since x · y is orthonormal to both x and y, f has no invariant point.
4.3. Using the 3-fold vector product on R 8 defined in [Z] one can produce maps
without any invariant points; so the condition n = 2 m is also necessary.
4.4. One might ask also if there are conditions which will ensure that all maps g : G l (R n ) → G k (R n ) (notice that we still have l < k) will admit a point π such that π ⊂ f (π). (These are fixed-points in the sense of multi-valued maps.) For l = 1 there is generally no such fixed-point property; whenever k is less than the Radon-Hurwitz number, ρ(n), such maps can be easily constructed.
Finally we would like to point out that Theorem 1.1 does not generalize to Grassmannians of Banach spaces. Proposition 4.5. Let 2 be a separable Hilbert space of infinite-dimension (over R or C). Then for any two integers k and l there is a map f :
such that for any k-plane, π and f (π) are linearly disjoint.
Proof. Consider the bundle γ ⊥ k → G k ( 2 ) whose fibre over a k-plane π is the set of vectors orthogonal to π. This is a vector bundle with an infinite-dimensional Hilbert space as fibre. As a consequence of Kuiper's theorem [Ku] affirming the contractibility of the general linear groups of infinite-dimensional Hilbert spaces, the bundle γ ⊥ k is isomorphic to a product vector bundle. Choose sections s 1 , . . . , s l of γ ⊥ k which are linearly independent at every point and define f : G k ( 2 ) → G l ( 2 ) by setting f (π) to be the linear span of s 1 (π), . . . , s l (π). Clearly, f (π)∩π = {0}.
This result is probably false if we replace 2 by some other Banach space of infinite dimension. There are Banach spaces (for instance, c 0 ⊕ l 2 ) whose general linear groups have nontrivial homotopy; so Kuiper's theorem cannot be invoked. More importantly, it is not clear how to define a bundle of "complementary subspaces" to take the place of γ ⊥ k when dealing with general Banach spaces. On the other hand we also do not know if Theorem 1.1 (or some variant thereof) holds for any Banach space.
