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Abstract
Evaluation has always been a key challenge in the develop-
ment of artificial intelligence (AI) based software, due to the
technical complexity of the software artifact and, often, its
embedding in complex sociotechnical processes. Recent ad-
vances in machine learning (ML) enabled by deep neural net-
works has exacerbated the challenge of evaluating such soft-
ware due to the opaque nature of these ML-based artifacts.
A key related issue is the (in)ability of such systems to gen-
erate useful explanations of their outputs, and we argue that
the explanation and evaluation problems are closely linked.
The paper models the elements of a ML-based AI system
in the context of public sector decision (PSD) applications
involving both artificial and human intelligence, and maps
these elements against issues in both evaluation and expla-
nation, showing how the two are related. We consider a num-
ber of common PSD application patterns in the light of our
model, and identify a set of key issues connected to explana-
tion and evaluation in each case. Finally, we propose multiple
strategies to promote wider adoption of AI/ML technologies
in PSD, where each is distinguished by a focus on different
elements of our model, allowing PSD policy makers to adopt
an approach that best fits their context and concerns.
Introduction
Evaluation is, and has always been, a hard problem in the de-
velopment of artificial intelligence (AI) based software. For
any software system, evaluation comprises verification and
validation (IEEE 1990), defined colloquially as follows: ver-
ification focuses on ‘building the system right’ (i.e., assuring
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its compliance with technical specifications); validation fo-
cuses ‘building the right system’ (i.e., assuring the system
meets stakeholders’ requirements). Both are hard for an AI-
based system: verification because the technical complex-
ity of the software artifact resists traditional software veri-
fication techniques (O’Keefe and O’Leary 1993); validation
because AI-based systems commonly operate as part of a
complex decision-making system involving both software
and human elements, making it very difficult to measure
and assure intended effects (Cummings 2014). Recent years
have seen rapid advances in AI software capability, mainly
due to breakthroughs in machine learning (ML) using multi-
layer (so-called ‘deep’) neural networks (LeCun, Bengio,
and Hinton 2015). However, this has further increased the
technical complexity of the software artifacts and led to even
greater challenges in verification and validation (Goodfel-
low, McDaniel, and Papernot 2018).
It was recognised early in the widespread development of
AI-based software — during the ‘knowledge engineering’
era of the 1980s (Buchanan and Shortliffe 1984) — that ex-
planation facilities were closely related to verification and
validation because these provide necessary scrutability: (i)
to developers of the software system to aid debugging, a key
element in verification (‘building the system right’); (ii) to
end-users to promote trust in the system, a key element in
validation (‘building the right system’). Early work in ex-
planation for AI-based systems identified two corresponding
types of explanation request:
How? Requesting a ‘trace’ of the system’s working (i.e.,
‘How did you come up with X?’)
Why? Requesting a ‘rationale’ of the system’s reasoning
(i.e., ‘Why do you believe X?’)
A considerable body of research and development in
AI software explanation, verification and validation derived
from this important distinction, after it was understood that
different stakeholders require very different kinds of ex-
planation depending on whether their interest is primarily
in verification or validation (Jackson 1999). Reminders of
this point are still being made today, e.g., (Kirsch 2017;
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Tomsett et al. 2018). Indeed, explanation has once again
emerged as a critical issue in the current ML-driven era of
AI, though there is a lack of clarity over terminology (Lip-
ton 2016).1. Generally, there is some consensus that two ap-
proaches exist: (1) transparency aims to explain system out-
puts in terms of the internal workings of the system (i.e.,
transparency in a technical sense, such as visualisations of
neural network activations); (2) post-hoc explanations aim
to justify outputs in terms of rationalisations of the sys-
tem’s workings rather than trying to show the actual work-
ings (e.g., an ‘explanation by example’ in terms of selecting
illustratively-similar previously-seen examples).
In this paper, we focus on AI/ML for public sector de-
cision (PSD) applications where evaluation and explanation
are of key importance for several reasons. It can be espe-
cially challenging to evaluate the impact of an AI application
for PSD because the system will commonly be embedded
in a sociotechnical process that may make its effects diffi-
cult to measure and validate. Moreover, explanation in such
applications is closely connected with issues of accountabil-
ity (Diakopoulos 2016) that are particularly acute in the case
of publicly-funded bodies and decision processes. Finally,
in the vast majority of cases, decisions and actions are ex-
ecuted by human actors in PSD applications, setting high
standards for evaluation and explanation in the context of
human-machine collaboration (Terveen 1995).
The paper is organised as follows: to establish a frame-
work for subsequent discussion, we begin by identifying el-
ements of a human+machine AI-based decision loop, and
consider how evaluation (verification and validation) and ex-
planation address knowns/unknowns in the loop; we then ex-
amine common types of AI applications for PSD, and map
these to our framework; then we consider the wider con-
text of AI deployment for PSD in terms of data quality,
robustness, human-machine collaboration, asset ownership,
and ‘what works’, in each case pin-pointing the key foci in
terms of our earlier framework; finally, we propose multiple
strategies for AI-driven PSD, again drawing on our frame-
work: ‘mission-oriented’, ‘data-oriented’, ‘work-oriented’,
and ‘evidence-oriented’.
Elements of a Human+AI Decision Loop
To frame subsequent discussion, Figure 1 shows a concep-
tual model of a decision cycle involving an ML-based AI
system working with a human decision maker. This model
is adapted from Boyd’s OODA (observe, orient, decide, act)
loop (Boyd 1995). The main elements of the loop are as fol-
lows:
Input data: collected from the environment and compris-
ing the observations required as input to the decision-making
process.
Model: the model generated by an ML algorithm from a
1Much of the ML community prefers the term interpretability
to explainability, though a recent UK Government House of Lords
review of AI noted, “The terminology used by our witnesses var-
ied widely. Many used the term transparency, while others used
interpretability or ‘explainability’, sometimes interchangeably. For
simplicity, we will use ‘intelligibility’ to refer to the broader issue.”
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Figure 1: Human+machine decision loop, based on OODA
set of training data; for use in decision-making the model is
deployed as part of a software system.
Training data: used to build the model by an ML algo-
rithm, comprising (for supervised learning) a, usually very
large, set of input–output pairs describing previous decision
cases.
Judgement: for simplicity we refer to the human element
of the decision-making process as ‘judgement’, reflecting
a combination of knowledge (especially tacit ‘know how’),
experience, and wisdom (Collins 2010).
Decision: made in collaboration by human+machine at
some level of automation from, at one extreme, the machine
providing advice to inform a human decision maker to, at
the other extreme, the human having some degree of ‘veto’
or supervision over the machine decision maker (Cummings
2014).
Action: taken by human(s), machine(s), or a combination
of both, that results in feedback and changes the environ-
ment.
Feedback data: describing the results of taking the action
(may be positive or negative), which may feed back into the
set of training data (if the feedback indicates a need for re-
training).
The data elements of the model are shown as grey boxes;
the operational elements are shown as white boxes.
In terms of OODA, data collection from the environment
comprises the observe stage and may take the form of phys-
ical sensing (e.g., capture of imagery via a camera) or in-
formation transfer via documents (e.g., data collected from
forms). The ML-based model will operate entirely on this
input data as its ‘view’ of the world; the human decision-
maker may be able to sense the environment directly as well
as accessing the input data (possibly in a form different the
that in which the machine accesses it). The multiple models
of Boyd’s orient stage are divided into the ML-based model
and the human’s judgement. The decide and act stages are
essentially the same here as in OODA, with the difference
that Boyd’s model allows for continuous feedback from the
environment during the decision stage — which we omit for
simplicity — and our model shows explicit feedback data
as an output from the action stage.2 The OODA model also
2Arguably this data belongs in the ‘observe’ stage since it re-
sults from observing the effect of the action, but we feel it useful
to place it in the action stage that generates it, allowing it to be fed
back into the training data.
shows ‘guidance and control’ between the orient stage and
both the observe and act stages, which again we omit for
simplicity.
It has been argued that explanation is a key element in
the orient stage of OODA when dealing with goal-directed
decision-making (Aha 2018). Indeed, we view explanation
as an important element in the interaction between human
and machine agents in the model (shown by the line con-
necting those two elements in the figure). In terms of the
need for explanations, there are several potential subtleties
not explicitly shown in Figure 1, some of which are explored
in (Tomsett et al. 2018). For example, the human decision
maker may not be directly interacting with the AI-based sys-
tem but instead may be communicating via a operator. In
this case, the operator and decision maker may require dif-
ferent forms of explanation. Similarly, humans carrying out
the action may require different forms of explanation again.
Finally, there may be humans in the environment affected by
the action who may have a ‘right to explanation’ as recently
enshrined in European law (Goodman and Flaxman 2016).
We return to this discussion later.
Turning now to evaluation with respect to the elements
of Figure 1, we assert that the purpose of evaluation is to
consider the space of knowns/unknowns3 as follows:
Known knowns are what the AI system creators know the
model should know, within the bounds of the training data.
These are testable through verification (and retraining where
necessary) and are explainable for debugging purposes via
transparency type methods.
Known unknowns are queries the AI system creators ex-
pect the system to be able to handle, i.e., things that are ‘pre-
dictable’ from its training. These are testable through valida-
tion and are explainable for user trust purposes via post-hoc
explanation methods. The predictions, combined with hu-
man judgement, feed forward into decisions and actions, and
are ultimately validated via feedback data (possibly requir-
ing retraining).
Unknown knowns, from the perspective of the model,
are things outside the scope of the machine, but within
the scope of the human decision-maker’s knowledge and
judgement. Explanations (transparent or post-hoc) may be
needed to reveal these machine unknowns. The ability of
the human+machine ensemble to deal with them must be
validated through feedback data, followed potentially by re-
training the system in the case of negative feedback.
Unknown unknowns are things outside the scope both
of the model and the human’s knowledge and judgement.
Colloquially, these are “gotchas”. Robustness of AI-based
systems to unknown unknowns has been flagged as a sig-
nificant current issue, though multiple methods have been
identified for mitigating them (Dietterich 2017); validation
of the human+machine ensemble needs to assess the cho-
sen mitigation methods.
3As brought to widespread attention in response United
States Secretary of Defense Donald Rumsfeld’s 2002 quote:
https://en.wikipedia.org/wiki/There are known knowns
PSD Problem Types
Mulgan (Mulgan 2017) identifies six steps in the PSD pro-
cess:
1) Framing questions for attention;
2) Identifying issues that might be amenable to action;
3) Generating options to consider;
4) Scrutinising/weighing options;
5) Deciding (selecting an option);
6) Judging whether it worked.
This can be considered both as a decision process and a
meta-process for selecting instances of PSD problems. As
such, it intersects the decision loop in the preceding section
in two ways. Considering it first as a meta-process: Steps 1
to 3 consider which aspects of the environment are ‘in scope’
of the questions, whether appropriate data (input and train-
ing) is collectable, whether there are suitable ML algorithms
available to generate robust models, and the balance between
machine and human intelligence in addressing the questions.
Step 4 considers both the pros and cons of ML methods and,
importantly, alternative levels of automation between ma-
chine and human. Step 5 includes implementation and veri-
fication of a chosen approach. Step 6 addresses the broader
issues of validation and feedback.
Considering the six steps as a decision process, steps 1
and 2 span observation, steps 2–4 span orientation, step 5
spans decision and action, and step 6 considers feedback. In
this view, ML becomes applicable when it can be used to
help frame questions, identify issues, and generate options.
This is a classic data mining / knowledge discovery type of
application and, with this type of application in general, the
need to explain the learned model in terms that are meaning-
ful and useful to an end-user (i.e., to transfer the discovered
knowledge) is crucial (Bratko 1997).
Six ‘patterns’ of PSD data analytics application — all of
which map to the model in the previous section — have been
characterised by the New Orleans Office of Performance and
Accountability:4
a) ‘Finding the needle in a haystack’: identify anomalous
cases, e.g., by training a predictive model on past anoma-
lous cases;
b) ‘Prioritizing work for impact’: classify cases in terms of
highest-risk or highest-value;
c) ‘Early warning tools’: detect problems at an early stage
before escalation, e.g., from a pattern of recurring com-
plaints;
d) ‘Better, quicker decisions’: improved decision quality and
timeliness driven by maximal use of available data (past
cases for training, and input data on the current situation);
e) ‘Optimizing resource allocation’: improved organisa-
tional efficiency with potential for cost reduction by using
means/ends analysis;
f) ‘Experimenting for what works’: A/B testing at organisa-
tional run-time with dynamic feedback.
For the first three of these, suitable training data is the key
element. For the fourth, it is maximising decision quality via
human+machine collaboration while minimising the ‘lags’
4https://datadriven.nola.gov/nolalytics/
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Figure 2: Main elements of the model (shown in black) in
focus for each PSD issue
between input data and action, and between action and use
of feedback data. The latter two focus on the loop as a whole.
The preceding discussion has implied that the ‘owner’ of
the PSD process is a government or public sector body. An
alternative view of PSD aims to empower citizens to im-
prove their ability to decide and act in relation to public ser-
vices and civil society (Mulgan 2017).
AI for PSD: Issues
This section discusses several significant issues requiring at-
tention in the deployment of AI/ML approaches to PSD. Fig-
ure 2 highlights the elements of the loop that are the main
focus for each of these issues. In each case, the model is
shown as an abstract ‘periodic table’ version of Figure 1 with
data elements in grey, operational elements in white, and the
focus elements (data or operational) in each case shown in
black.
Data Quality and Bias Here, the focus is on the data ele-
ments of the loop: input, training, feedback. Key considera-
tions include (i) the quality of the training set with respect to
scoping known knowns (verification) and known unknowns
(validation); (ii) quality of collectable input data (volume,
velocity, variety, veracity); (iii) the scope of feedback data
including impacts, not just outputs.
Robustness Here, the focus is on model performance —
a function of training data (verification) and feedback (val-
idation) — and mitigation strategies especially against un-
known unknowns (Dietterich 2017).
Level of Automation The focus here is on the relative
roles of machine vs human in the decision and action. We
highlight the importance of explanations (transparent and
post-hoc) in run-time validation, e.g., when may the human
need to override the machine due to an unknown known. It is
also necessary to consider the danger of human overreliance
on the machine, making it particularly important that the ma-
chine should clearly communicate its own uncertainty.
Ownership In this case, the focus is on potential for out-
sourcing of key elements of the PSD system, especially data
(input, training, feedback) and model, e.g., contracting an AI
vendor to build and manage the system, leaving decision and
action in-house. The pros and cons of this must be weighed-
up; factors include a lack of AI/ML expertise to do it all
in-house, and convenient data management by outsourcing
vs retaining value in the data.
Evaluation and ‘What Works’ Here, the focus is on
judgement, decisions, actions, and feedback (including im-
pacts): capturing best practices and ‘what works’. This pro-
vides input to using using the model at the start of the
previous section as a decision process rather than a meta-
process, i.e., to use AI/ML to select promising applications
of AI/ML.
AI for PSD: Strategies
We now turn to examining several strategies to addressing
PSD via AI/ML, summarised in Figure 3. As before, in each
case the model is shown as an abstract version of Figure 1
with data elements in grey, operational elements in white,
and the focus elements (data or operational) in each case
shown in black.
Mission-oriented This strategy aims to maximise the
quality of decision-making, and maximise the value from
AI/ML to the mission of the public sector organisation.
Hence the focus is on outcomes: decision, action and feed-
back. Explanation probes why what worked worked, and
why what didn’t work didn’t.
Data-oriented Here, the aim is to maximise value from
data assets and therefore focuses on the data elements of
the model: training, input and feedback. This strategy em-
phasises effective data management and deployment, either
in-house, collectively sector-wide or as public-private part-
nership. The goal is to increase space of known knowns to
greatest extent possible and shift more evaluation burden to
verification.
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Figure 3: Main elements of the model (shown in black) in
focus for each PSD strategy
Work-oriented This strategy focuses on maximising
value from human and machine collaboration, i.e., the in-
teraction between ML model and human judgement in
decision-making and subsequent human/machine roles in
action. Thus, the strategy considers carefully the nature of
work done by humans and machines in the organisation,
with a view to deploying each asset most effectively. Expla-
nation for validation, transparency and trust is key. The strat-
egy yields opportunities for improved systemic robustness
(e.g., against unknown knowns and unknown unknowns)
and better job satisfaction if done well (human assets are
better able to cope with service demands).
Evaluation-oriented This is a holistic strategy: it consid-
ers the whole loop with an intent to capture best practice:
‘what works’, including best practice in evaluation and ex-
planation. The aim is to create an evidence base for AI inter-
ventions.
Discussion and Conclusion
It is important in system evaluation to distinguish between
system outputs and impacts. While traditional machine
learning measures such as accuracy and confusion matrices
(true/false positives/negatives) are informative of the perfor-
mance of an ML model, the question of whether the sys-
tem is having the ‘right’ impact on the organisation is a
separate question. The whole loop needs to be considered
from a perspective organisational integration and process de-
sign. It is rare that an AI system will simply be ‘dropped
into’ existing processes/organisations/systems and expected
to have the desired impact. Moreover, the above model of
human+machine decision-making assumes that the human
element of decision making in the target organisation is well
delineated — often, in large organisations, decision making
is distributed, so understanding the impact of introducing
one or more AI elements into such a collective system be-
comes extremely challenging.
The need for explanation and evaluation must be appro-
priate for measuring impact. Transparency is not always a
significant issue. For example, in many medical interven-
tions, it is unclear how the dynamics work at molecular or
systems level (particularly for certain drugs), but we nev-
ertheless have solid evidence to show they work. Legiti-
mate post-hoc explanations may draw on this evidence base.
Building the kind of evidence base discussed in the pre-
vious section could provide a similar basis for PSD us-
ing AI: practitioners could work with trusted bodies that
would use the evidence base to recommend AI systems,
tools, or approaches. Nevertheless, the feedback element of
our model is still important: a ‘proven’ intervention may fail
in a novel context due to unknown factors (particularly un-
known knowns and unknown unknowns). The feedback im-
proves the AI model and the evidence base. Single, double
and triple loop learning is key here (Mulgan 2017).
Again, this discussion gets to the key distinction between
‘building the system right’ (high accuracy etc) and ‘building
the right system’ (high impact). The ‘AI Winter’ that be-
gan in the late 1980s was due to a failure of the technology
to meet user expectations despite often high technical per-
formance. The space of viable, impactful applications was
much smaller than developers and investors hoped. A solid
evidence base for AI impact is needed to challenge the hype
that is once again surrounding technological advances in the
field.
References
[Aha 2018] Aha, D. W. 2018. Goal reasoning: Foundations,
emerging applications, and prospects. AI Magazine 39(2):3–
24.
[Boyd 1995] Boyd, J. 1995. The Essence of Winning and
Losing.
[Bratko 1997] Bratko, I. 1997. Machine learning: Between
accuracy and interpretability. In Della, R. G.; Lenz, H.;
and R., K., eds., Learning, Networks and Statistics (Inter-
national Centre for Mechanical Sciences (Courses and Lec-
tures), vol 382), volume 382, 163–177. Springer.
[Buchanan and Shortliffe 1984] Buchanan, B., and Short-
liffe, E. 1984. Rule Based Expert Systems: The MYCIN Ex-
periments of the Stanford Heuristic Programming Project.
Addison-Wesley.
[Collins 2010] Collins, H. 2010. Tacit and Explicit Knowl-
edge. University of Chicago Press.
[Cummings 2014] Cummings, M. 2014. Man versus ma-
chine or man + machine? IEEE Intelligent Systems
29(5):62–69.
[Diakopoulos 2016] Diakopoulos, N. 2016. Accountabil-
ity in algorithmic decision making. Communications of the
ACM 59(2):56–62.
[Dietterich 2017] Dietterich, T. G. 2017. Steps toward robust
artificial intelligence. AI Magazine 38(3):3–24.
[Goodfellow, McDaniel, and Papernot 2018] Goodfellow, I.;
McDaniel, P.; and Papernot, N. 2018. Making machine
learning robust against adversarial inputs. Communications
of the ACM 61(7):56–66.
[Goodman and Flaxman 2016] Goodman, B., and Flaxman,
S. 2016. European Union regulations on algorithmic
decision-making and a “right to explanation”. In 2016 ICML
Workshop on Human Interpretability in Machine Learning
(WHI 2016), 26–30.
[IEEE 1990] IEEE. 1990. IEEE Standard Computer Dic-
tionary: A Compilation of IEEE Standard Computer Glos-
saries.
[Jackson 1999] Jackson, P. 1999. Introduction to Expert Sys-
tems. Addison-Wesley Longman, 3rd edition.
[Kirsch 2017] Kirsch, A. 2017. Explain to whom? putting
the user in the center of explainable AI. In Proceedings
of Comprehensibility and Explanation in AI and ML (CEX
2017).
[LeCun, Bengio, and Hinton 2015] LeCun, Y.; Bengio, Y.;
and Hinton, G. 2015. Deep learning. Nature
521(7553):436–444.
[Lipton 2016] Lipton, Z. C. 2016. The mythos of model
interpretability. In 2016 ICML Workshop on Human Inter-
pretability in Machine Learning (WHI 2016), 96–100.
[Mulgan 2017] Mulgan, G. 2017. Big Mind. Princeton Uni-
versity Press.
[O’Keefe and O’Leary 1993] O’Keefe, R. M., and O’Leary,
D. E. 1993. Expert system verification and validation: a
survey and tutorial. Artificial Intelligence Review 7(1):3–42.
[Terveen 1995] Terveen, L. 1995. Overview of
human-computer collaboration. Knowledge-Based Systems
8(2):67–81.
[Tomsett et al. 2018] Tomsett, R.; Braines, D.; Harborne, D.;
Preece, A.; and Chakraborty, S. 2018. Interpretable to
whom? A role-based model for analyzing interpretable ma-
chine learning systems. In 2018 ICML Workshop on Human
Interpretability in Machine Learning (WHI 2018).
