Abstract. We study several classes of indecomposable representations of quivers on infinite-dimensional Hilbert spaces and their relation. Many examples are constructed using strongly irreducible operators. Some problems in operator theory are rephrased in terms of representations of quivers. We shall show two kinds of constructions of quite non-trivial indecomposable Hilbert representations (H, f ) of the Kronecker quiver such that End(H, f ) = CI which is called transitive. One is a perturbation of a weighted shift operator by a rank-one operator. The other one is a modification of an unbounded operator used by Harrison,Radjavi and Rosenthal to provide a transitive lattice.
Introduction
A bounded operator T on a Hilbert space H is said to be strongly irreducible if T cannot be decomposed to a non-trivial (not necessarily orthogonal) direct sum of two operators, that is, if there exist no non-trivial invariant (closed) subspaces M and N of T such that M ∩ N = 0 and M + N = H. A strongly irreducible operator is an infinite-dimensional analog of a Jordan block. The notion of strongly irreducible operator was introduced by F. Gilfeather in [Gi] . We refer to good monographs [JW1] and [JW2] by Jiang and Wang on strongly irreducible operators.
On the other hand Gabriel [Ga] introduced a finite-dimensional (linear) representations of quivers by attaching vector spaces and linear maps for vertices and edges of quivers respectively. A finite-dimensional indecomposable representation of a quiver is a direct graph generalization of a Jordan block. We regard indecomposable representation of a quiver on a Hilbert space as an infinite-dimensional generalization of both a Jordan block and a finite-dimensional indecomposable representation of a quiver. We study several classes of indecomposable representations of quivers on infinite-dimensional Hilbert spaces and their relation. Many examples of indecomposable representations of quivers are constructed using strongly irreducible operators. Moreover some problems in operator theory are rephrased in terms of representations of quivers.
Remember that we studied the relative positions of subspaces in a separable infinite-dimensional Hilbert space in [EW1] after Nazarova [Na1] , Gelfand and Ponomarev [GP] . We shall describe a close relation between the relative positions of subspaces in Hilbert spaces and Hilbert representations of quivers in the final section.
In our paper we only need the beginning of the theory of representations of quivers on finite-dimensional vector space, for example, see Bernstein-Gelfand-Ponomarev [BGP] , Donovan-Freislish [DF] , V. Dlab-Ringel [DR] , Gabriel-Roiter [GR] , Kac [Ka] , Nazarova [Na2] . . . .
We should remark that locally scalar representations of quivers in the category of Hilbert spaces were introduced by Kruglyak and Roiter [KRo] . They associate operators and their adjoint operators with arrows and classify them up to the unitary equivalence. They proved an analog of Gabriel's theorem. Their study is connected with representations of *-algebras generated by linearly related orthogonal projections , see for example, S. Kruglyak, V. Rabanovich and Y. Samoilenko [KRS] and Y. P. Moskaleva and Y. S. Samoilenko [MS] .
In [EW3] , we constructed an indecomposable infinite-dimensional Hilbert representation for any quiver whose underlying undirected graph is one of extended Dynkin diagramsÃ n (n ≥ 0),D n (n ≥ 4),Ẽ 6 ,Ẽ 7 andẼ 8 , using the unilateral shift S. If we replace the unilateral shift S there by any strongly irreducible operator, then the corresponding Hilbert representation is still indecomposable by the same calculation. This fact also suggests us to use strong irreducible operators to construct indecomposable Hilbert representations of quivers.
We recall infinite-dimensional representations in purely algebraic setting. In [Au] Auslander found that if a finite-dimensional algebra is not of finite representation type, then there exist indecomposable modules which are not of finite length. Ringel [Ri1] developed a general theory of infinite-dimensional representations of tame, hereditary algebra. There exist many works after them and they form an active area of research in representation theory of algebras.
In our paper we study infinite-dimensional Hilbert (space) representations of quivers using operator theory. We note that there exist subtle difference among purely algebraic infinite-dimensional representations of quivers, infinite-dimensional Banach (space) representations of quivers and infinite-dimensional Hilbert (space) representations of quivers. We also note that the analytic aspect of Hardy space is quite important in our setting. For example, if the endomorphism algebra of a Hilbert representation of a quiver is isomorphic to the Hardy algebra H ∞ (T), then the representation is indecomposable, because the the Hardy algebra H ∞ (T) has no non-trivial idempotents by the F. and M. Riesz Theorem. This is indeed the case of the Hilbert representation corresponding to the unilateral shift operator. In this way we believe that the analytic operator algebra theory will come in here.
We shall show two kinds of constructions of quite non-trivial indecomposable Hilbert representation (H, f ) of the Kronecker quiver such that End(H, f ) = CI which is called transitive. One is a perturbation of a weighted shift operator by a rank-one operator. This is an analogue of a construction of indecomposable representations using linear functionals on the space K(x) of rational functions over an algebraically closed field K studied in representation theory of algebras, for example, see Ringel [Ri2] , Fixmann [Fi] , Okoh [Ok] and Dean-Zorzitto [DZ] . We replace the rational function field K(x) by Hardy spaces H ∞ (T) or H 2 (T) properly in our setting . We have an analogy of ring extension between (C[x] ⊂ C(x)) and (C[x] ⊂ H ∞ (T)) in mind. Our analogy is supported by an important fact that both the rational function field C(x) and the Hardy algebra H ∞ (T) have no non-trivial idempotents. But we warn the readers of subtle differences among them.
The other construction of transitive representations of the Kronecker quiver is given by a modification of an unbounded operator used by Harrison,Radjavi and Rosenthal [HRR] to provide a transitive lattice.
Hilbert representations of quivers
A quiver Γ = (V, E, s, r) is a quadruple consisting of the set V of vertices, the set E of arrows, and two maps s, r : E → V , which associate with each arrow α ∈ E its support s(α) and range r(α). We sometimes denote by α : x → y an arrow with x = s(α) and y = r(α). Thus a quiver is just a directed graph. We denote by |Γ| the underlying undirected graph of a quiver Γ. A quiver Γ is said to be connected if |Γ| is a connected graph. A quiver Γ is said to be finite if both V and E are finite sets. A path of length m is a finite sequence α = (α 1 , . . . , α m ) of arrows such that r(α k ) = s(α k+1 ) for k = 1, . . . , m − 1. Its support is s(α) = s(α 1 ) and its range is r(α) = r(α m ). A path of length m ≥ 1 is called a cycle if its support and range coincide. A cycle of length one is called a loop. A quiver is called acyclic if it contains no cycles.
Definition. Let Γ = (V, E, s, r) be a finite quiver. We say that (H, f ) is a Hilbert representation of Γ if H = (H v ) v∈V is a family of Hilbert spaces and f = (f α ) α∈E is a family of bounded linear operators such that f α : H s(α) → H r(α) for α ∈ E.
Definition. Let Γ = (V, E, s, r) be a finite quiver. Let (H, f ) and (K, g) be Hilbert representations of Γ. A homomorphism T :
The composition T • S of homomorphisms T and S is defined by the composition of operators: (T • S) v = T v S v for v ∈ V . Thus we have obtained a category HRep(Γ) of Hilbert representations of Γ We denote by Hom((H, f ), (K, g)) the set of homomorphisms T : (H, f ) → (K, g). We denote by End(H, f ) := Hom((H, f ), (H, f )) the set of endomorphisms. Then we can regard End(H, f ) as a subalgebra of ⊕ v∈V B(H v ).
In the paper we carefully distinguish the following two classes of operators. A bounded operator A on a Hilbert space is called an idempotent if A 2 = A and A is said to be a projection if A 2 = A = A * . We denote by
} the set of idempotents of End(H, f ). Let 0 = (0 v ) v∈V be a family of zero operators 0 v and I = (I v ) v∈V be a family of identity operators I v . The both endomorphisms 0 and I are in Idem(H, f ).
Let Γ = (V, E, s, r) be a finite quiver and (H, f ), (K, g) be Hilbert representations of Γ. We say that (H, f ) and (K, g) are isomorphic,
Hilbert representations (H, f ) and (K, g) of Γ are said to be relatively prime if Hom((H, f ), (K, g)) = 0 and Hom((K, g), (H, f )) = 0. If two non-zero Hilbert representations (H, f ) and (K, g) are relatively prime, then they are not isomorphic.
We
We shall recall a notion of indecomposable representation in [EW3] , that is, a representation which cannot be decomposed into a direct sum of smaller representations anymore.
Definition.(Direct sum) Let Γ = (V, E, s, r) be a finite quiver. Let (K, g) and (K ′ , g ′ ) be Hilbert representations of Γ. Define the direct (
Remark. (H, f ) is decomposable if and only if there exist families
The indecomposability of Hilbert representations of a quiver is an isomorphic invariant, but it is not a unitarily equivalent invariant. Therefore we cannot replace the set Idem(H, f ) of idempotents of endomorphisms by the subset of idempotents of endomorphisms which are consists of projections to show the indecomposability.
Fix an angle θ with 0 < θ < π/2. Consider one-dimensional subspaces H 1 = C(1, 0) and H 2 = C(cos θ, sin θ) of H 0 spanned by vectors (1, 0) and (cos θ, sin θ) in H 0 . Consider the following quiver Γ :
satisfies that P v is a projection for any v ∈ V , then P = 0 or P = I. In fact, since H 0 = H 1 + H 2 and H 1 ∩ H 2 = 0, for any x ∈ H 0 , there exist unique x 1 ∈ H 1 and x 2 ∈ H 2 such that x = x 1 + x 2 . There exists an idempotent T 0 :
,2 is an idempotent in End(H, f ) such that T = 0 and T = I. Hence (H, f ) is decomposable. But take any idempotent P = (P v ) v∈V ∈ End(H, f ) such that P v is a projection for any v ∈ V . Then P 0 H 1 ⊂ H 1 and P 0 H 2 ⊂ H 2 . Let E i be the projection of H 0 onto H i for i = 1, 2. Since P 0 is self adjoint, P 0 commutes with E 1 and E 2 . Since the C * -algebra generated by E 1 and E 2 is B(H 0 ) = M 2 (C) and P 0 is a projection, P 0 = 0 or P 0 = I. If P 0 = 0, then P 1 = 0 and P 2 = 0. Similarly if P 0 = I, then P 1 = I and P 2 = I. Hence P = 0 or P = I. We remark that the system (H 0 ; H 1 , H 2 ) of two subspaces is isomorphic to
Hence the relative position of two subspaces (H 0 ; H 1 , H 2 ) is decomposable. See [EW3, Remark after Proposition 3.1.].
Definition. A non-zero Hilbert representation (H, f ) of a quiver Γ is called irreducible if P = (P v ) v∈V ∈ End(H, f ) is an idempotent and P v is a projection for any v ∈ V , then P = 0 or P = I. A nonzero Hilbert representation (H, f ) is not irreducible if and only if there exist families
For example, the Hilbert representation (H, f ) in Example 1 above is irreducible but is not indecomposable. We should be careful that irreducibility is a unitarily invariant notion and not a isomorphically invariant notion.
We recall the following elementary but fundamental relation between Hilbert representation theory of quivers and single operator theory: Therefore it is fruitful to regard the study of indecomposable Hilbert representations of general quivers as a generalization of the study of strongly irreducible operators.
Definition. Let Γ = (V, E, s, r) be a finite quiver and
Definition. A non-zero Hilbert representation (H, f ) of a quiver Γ is called simple if (H, f ) has only trivial subrepresentations 0 and (H, f ).
We can rephrase the invariant subspace problem in terms of simple representations of a one-loop quiver. Let L 1 be one-loop quiver, so that L 1 has one vertex 1 and one arrow α : 1 → 1. Any bounded operator A on a non-zero Hilbert space H gives a Hilbert representation (
Then the operator A has only trivial invariant subspaces if and only if the Hilbert repre-
If H is one-dimensional and A is a non-zero scalar operator, then the Hilbert representation (
is not simple, because any operator A on H has a non-trivial invariant subspace. If H is countably infinite-dimensional, then we do not know whether the Hilbert representation (
In fact this is the invariant subspace problem, that is, the question whether any operator A on H has a non-trivial (closed) invariant subspace.
In fact, since End(H, f ) = CI, any idempotent endomorphism T is 0 or I. In purely algebraic setting, a representation of a quiver is called a brick if its endomorphism ring is a division ring. But for a Hilbert representation (H, f ) of a quiver, End(H, f ) is a Banach algebra and not isomorphic to its purely algebraic endomorphism ring in general, because we only consider bounded endomorphisms. By Gelfand-Mazur theorem, any Banach algebra over C which is a division ring must be isomorphic to C. Therefore the reader may use "brick" instead of "transitive Hilbert representation" if he does not confuse the difference between purely algebraic endomorphism ring and End(H, f ).
Remark. A lattice L of subspaces of a Hilbert space H containing 0 and H is called a transitive lattice if
See, for example, Radjavi-Rosenthal [RR, 4.7.] .
Let L = {0, M 1 , M 2 , . . . , M n , H} be a finite lattice. Consider a n subspace quiver R n = (V, E, s, r), that is, V = {1, 2, . . . , n, n + 1} and E = {α k | k = 1, . . . , n} with s(α k ) = k and r(α k ) = n + 1 for k = 1, . . . , n. Then there exists a Hilbert representation
Then the lattice L is transitive if and only if the corresponding Hilbert representation (H, f ) is transitive. This fact guarantees the terminology "transitive" in the above.
Example 3. Let L 2 be 2-loop, that is, L 2 is a quiver with one vertex {v} and two loops {α, β}. Let S be the unilateral shift on
Then (H, f ) is simple and transitive but (H, f ) is not canonically simple. In fact, since End(H, f ) is given by the commutant {S, S * } ′ and {S, S * } ′ = CI, (H, f ) is transitive. Any subrepresentation of (H, f ) is given by the common invariant subspaces of S and S * , which is 0 or ℓ 2 (N). Hence any subrepresentation of (H, f ) is 0 or (H, f ).
Example 5. A bounded operatorA on a Hilbert space H is called unicellular if the lattice of invariant subspaces of A is totally ordered. See [RR] for unicellular operators. For example, the unilateral shift S is unicellular. Any non-zero unicellular operator is strongly irreducible. Let L 1 be one-loop quiver, so that L 1 has one vertex 1 and one arrow α : 1 → 1. Consider a Hilbert representation (
2 is a quiver with one vertex {v} and two loops {α, β}. Define a Hilbert
We summarize relations among several classes of Hilbert representations of quivers. Example 6. Consider 2-loop quiver L 2 , that is, L 2 is a quiver with one vertex {v} and two loops {α, β}. Define H v = C 2 and
Then the Hilbert representation (H, f ) is transitive but is not simple. Since
Example 7. Consider 2-loop quiver L 2 , that is, L 2 is a quiver with one vertex {v} and two loops {α, β}. Define H v = C 2 and
Then the Hilbert representation (H, f ) is transitive and simple. In fact since
We collect some elementary facts:
Proof. Assume that (H, f ) is not transitive. Then the following two cases occur: (A) There exists a vertex u ∈ V and an endomorphism T ∈ End(H, f ) such that T u / ∈ CI u . (B) There exist vertices v 1 = v 2 and scalars λ 1 = λ 2 such that
In either case we shall show that there exists a non-trivial subrepresentation. The case (A): There exists a scalar λ such that the eigenspace 0 = Ker
Proposition 2.4. Let Γ be a finite quiver with no oriented cycles and (H, f ) a non-zero Hilbert representation of Γ. Then (H, f ) is simple if and only if (H, f ) is canonically simple.
Proof. It is trivial that if (H, f ) is canonically simple, then it is simple. Conversely assume that (H, f ) is simple. Since Γ is a quiver with no oriented cycles, there is a sink v 0 in V . First consider the case that
) . This means that (H, f ) is canonically simple. Next consider the general case. Since Γ is a finite quiver with no oriented cycles, there exists a vertex v 1 in V such that H v 1 = 0 and f α = 0 for any edge α ∈ E with s(α) = v 1 . Choose a non-zero vector
Proposition 2.5. Let L 2 be 2-loop, that is, L 2 is a quiver with one vertex {v} and two loops {α, β}. Let T be a bounded operator on an infinite dimensional Hilbert space H. Let (H, f ) be an infinite dimensional representation of Γ such that H v = H and f α = T, f β = T * . Then the following conditions are equivalent:
Proof. Note that End(H, f ) = {A ∈ B(H) | AT = T A, AT * = T * A}. Any subrepresentation is given by a subspace M of H such that T M ⊂ M and T * M ⊂ M. Let P be the projection of H onto M. Then this means that P commutes with T and T * . Therefore these three condition (1), (2) and (3) are equivalent.
Hilbert representations of the Kronecker quiver
The Kronecker quiver K is a quiver with two vertices {1, 2} and two paralleled arrows {α, β}:
A Hilbert representation (H, f ) of the Kronecker quiver is given by two Hilbert spaces H 1 , H 2 and two bounded operators f α , f β :
The finite-dimensional indecomposable representations of the Kronecker quiver K was partially classified by Weierstrass and completed by Kronecker. Any finite-dimensional indecomposable representation is one of the following up to isomorphism:
Moreover the case (2) is reduced to (1) if λ = 0. Among these cases, any representation (H, f ) in (3),(4), n=1 of (1) or n = 1 of (2) is transitive and End(H, f ) = CI. Therefore it is interesting to find an infinite-dimensional indecomposable Hilbert representation (H, f ) of the Kronecker quiver K and one with End(H, f ) = CI.
Example 8 Let K be the Kronecker quiver. Let S be the unilateral shift on ℓ 2 (N). Define a Hilbert representation (H, f ) of K by H 1 = H 2 = ℓ 2 (N) and f α = I, f β = λI + S, λ ∈ C. Then the Hilbert representation (H, f ) of K is indecomposable and is not transitive.
Similarly
Then the Hilbert representation (L, g) of K is indecomposable and is not transitive. These are infinitedimensional analog of the case (1) and (2) of the finite-dimensional indecomposable representation of K.
We can replace the unilateral shift by a strongly irreducible operators in general. The following proposition shows that strongly irreducible operators are important to study Hilbert representations of quivers.
Proposition 3.1. Let K be the Kronecker quiver. Let A be a bounded operator on a Hilbert space H. Let (H, f ) be a Hilbert representation defined by one of the following forms:
(1)
, If A is strongly irreducible, then the Hilbert representation (H, f ) of the Kronecker quiver K is indecomposable. The representation (H, f ) is not transitive unless dim H = 1. Conversely if the Hilbert representation (H, f ) is indecomposable, then the operator A is strongly irreducible.
Proof. Assume that A is strongly irreducible. Let T = (T 1 , T 2 ) be in Idem(H, f ). Then T 2 I = IT 1 and T 2 A = AT 1 in either case. Thus T 1 A = AT 1 and T 1 is an idempotent. Since A is strongly irreducible, T 1 = 0 or T 1 = I. Hence T = 0 or T = I, because T 1 = T 2 . Therefore (H, f ) is indecomposable. Furthermore suppose that dim H = 1. Since A is strongly irreducible, A is not a scalar operator. Then (A, A) is in End(H, f ) and is not a scalar. Therefore (H, f ) is not transitive. Conversely, assume that (H, f ) is indecomposable. Let Q ∈ H be an idempotent operator such that QA = AQ. Then T = (Q, Q) is in End(H, f ). Since (H, f ) is indecomposable, Q = 0 or Q = I. Hence A is strongly irreducible.
Lemma 3.2. Let K be the Kronecker quiver. Let A and B be bounded operators on a Hilbert space H. Let (H, f ) be a Hilbert representation defined by H 1 = H, H 2 = H, f α = A and f β = B. If A is invertible, then there exists a bounded operator C on H, such that (H, f ) is isomorphic to a Hilbert representation (L, g) with L 1 = H, L 2 = H, g α = I and g β = C. Conversely if (H, f ) is isomorphic to a Hilbert representation (L, g) with g α = I and g β = C, then A is invertible.
) gives a desired isomorphism of (H, f ) onto (L, g). The converse is clear.
Proposition 3.3. Let K be the Kronecker quiver. Let A and B be bounded operators on a Hilbert space H. Let (H, f ) be a Hilbert representation defined by H 1 = H, H 2 = H, f α = A and f β = B. If xA + yB is invertible for some scalars x and y = 0, then there exists a bounded operator T on H, scalars λ 0 = 0 and λ 1 such that
Therefore T = (T 1 , T 2 ) := (I, (xA+yB) −1 ) gives a desired isomorphism of (H, f ) onto (L, g).
We shall show that strongly irreducible operators are useful to construct indecomposable Hilbert representations of n-Kronecker quivers.
Theorem 3.4. Let K n+1 be the (n+1)-Kronecker quiver, that is, K n+1 is a quiver with two vertex {1, 2} and n+1 edges {α 0 , . . . , α n } such that s(α k ) = 1 and r(α k ) = 2 for k = 0, . . . , n. Let T be a bounded operator on a Hilbert space H. Define a Hilbert representation
k for some scalars λ 0 = 0, λ 1 , . . . , λ n and f α k = T k for k = 1, . . . , n. Then the Hilbert representation (M, f ) is indecomposable if and only if T is strongly irreducible. Moreover let S be another bounded operator. Then the corresponding Hilbert representations (M T , f T ) and (M S , f S ) are isomorphic if and only if T and S are similar.
Proof. We shall show that
Since λ 0 = 0, we have A = B. Then AT = T A. The converse is clear. Therefore
if and only if T is strongly irreducible. The latter half of the statement is similarly proved.
Theorem 3.5. Let K be the Kronecker quiver. Then there exist infinitely many infinite-dimensional indecomposable Hilbert representations of K which are relatively prime each other.
Proof. Let S be the unilateral shift on ℓ 2 (N). For each λ ∈ C define an indecomposable Hilbert representation ( 
Then
This is a contradiction. Hence Hom((H
Since relatively prime Hilbert representations are not isomorphic, it is clear that there exist infinitely many non-isomorphic infinitedimensional indecomposable Hilbert representations of K. We can easily say more. Proposition 3.6. Let K be the Kronecker quiver. Then there exist uncountably many non-isomorphic infinite-dimensional indecomposable Hilbert representations (H, f ) of K.
Proof. Since λI + S and µI + S are not similar for λ = µ ∈ C, the Hilbert representations (H λ , f λ ) and (H µ , f µ ) of the Kronecker quiver K are not isomorphic.
Example 9 Let K be the Kronecker quiver. Let S be the unilateral shift on ℓ 2 (N). Define a Hilbert representation (H, f ) of K by H 1 = H 2 = ℓ 2 (N) and f α = S, f β = S * . Then the Hilbert representation (H, f ) of K is not indecomposable, so that (H, f ) of K is not simple. In fact, let {e n | n ∈ N} be a canonical basis of ℓ 2 (N). Define L 1 = {e n | n ∈ N is odd } and L 2 = {e n | n ∈ N is even }. Consider the restrictions g α = S| L 1 and
) is a non-trivial subrepresentation of (H, f ). Similarly define M 1 = {e n | n ∈ N is even } and M 2 = {e n | n ∈ N is odd }. Consider the restrictions h α = S| M 1 and h β = S * | M 1 . Then (M, h) is also a non-trivial subrepresentation of (H, f ) and (H, f ) = (L, g) ⊕ (M, h).
In the following we shall construct infinite-dimensional indecomposable Hilbert representations of the Kronecker quiver which are transitive.
A perturbation of a weighted shift by a rank-one operator is crucially used to show being transitive.
Let H be a Hilbert space. Recall that for vectors a, b ∈ H, a rank-one operator θ a,b is defined by θ a,b (x) = (x|b)a, x ∈ H. Theorem 3.7. Let K = (V, E, s, r) be the Kronecker quiver so that V = {1, 2}, E = {α, β} with s(α) = 1, s(β) = 1, r(α) = 2 and r(β) = 2,. Let S be the unilateral shift on H = ℓ 2 (N) with a canonical basis {e 1 , e 2 , ...}. For a bounded weight vector λ = (λ 1 , λ 2 , ...) ∈ ℓ ∞ we associate with a diagonal operator D λ = diag(λ 1 , λ 2 , ...), so that SD λ is a weighted shift operator. We assume that λ i = λ j if i = j. Take a vector w = (w n ) n ∈ ℓ 2 (N) such that w n = 0 for any n ∈ N. Let (H, f ) be a Hilbert representation such that H 1 = H 2 = H = ℓ 2 (N) and f α = S, f β = T := SD λ + θ e 1 ,w . i.e., f β is a perturbation of a weighted shift by a rank-one operator. Then the Hilbert representation (H, f ) is transitive.
Proof. We need an infinite matrix presentation of T :
Hence we have (c ij ) ij = (d ij ) ij and 
   
We also have that
Hence we have the following relations: αw i = c i (i = 1, 2, 3. · · · ) and
Since γ 1 w 1 + c 11 λ 1 = λ 1 c 11 , we have γ 1 w 1 = 0. w 1 = 0 implies that γ 1 = 0. Therefore c 12 λ 2 = λ 1 c 12 . Since λ 1 = λ 2 , we have c 12 = 0. Similarly we have c 1j = 0 for j = 1. Next look at the part including γ 2 parameter:
Since γ 2 w 2 = 0 and w 2 = 0, we have γ 2 = 0. By a similar argument as above, we have c 2j = 0 for j = 2. In the same way, we have γ i = 0 for any i and c ij = 0 for i = j. Therefore we have that
Since c 1 = αw 1 and c 1 = w 1 c 11 + w 2 c 21 + w 3 c 31 + · · · = w 1 c 11 , we have α = c 11 , because w 1 = 0. Similarly the equations c 2 = αw 2 , c 3 = αw 3 , · · · and w i = 0, we have α = c ii for any i. Hence (φ, ψ) = (αI, αI). Thus (H, f ) is transitive.
Next we shall construct a transitive Hilbert representation of the Kronecker quiver in another method. It is a modification of an unbounded operator which provides a transitive lattice by Harrison,Radjavi and Rosenthal [HRR] .
Let A and B be bounded operators on a Hilbert space H. Let (H (A,B) , f (A,B) ) be a Hilbert representation of the Kronecker quiver
). Even if A does not have a bounded inverse, A −1 B can be an unbounded operator. Hence if an unbounded operator C is formally written by C = "A −1 B", then we might replace (H (I,C) , f (I,C) ) by (H (A,B) , f (A,B) ) to keep it in the category of bounded operators. We shall adapt the idea to an unbounded operator C which gives a transitive lattice in [HRR] . We also modify it a little bit to make a calculation of End(H, f ) easier.
Theorem 3.8. Let K be the Kronecker quiver and H = ℓ 2 (Z). Fix a positive constant λ > 1. Consider two weight sequences a = (a(n)) n∈Z and b = (b(n)) n∈Z by
.
Let D a be a diagonal operator with a = (a(n)) n as diagonal coefficients. and D b be a diagonal operator with b = (b(n)) n as diagonal coefficients. Let U be the bilateral forward shift. Put A = D a and B = UD b , so that A is a positive operator and B is a weighted forward shift operator.
Then the Hilbert representation (H λ , f λ ) of K is transitive and is not isomorphic to any of the Hilbert representation in Theorem 3.7 constructed by a perturbation of a weighted shift by a rank-one operator.
Proof. Let {e n } n∈Z be the canonical basis of H = ℓ 2 (Z).
Since (T 2 UD b e n | e m ) = (UD b T 1 e n | e m ), we have b(n)(T 2 e n+1 | e m ) = (T 1 e n | b(m − 1)e m−1 ). Replacing m by m + 1, we obtain
Combining these equations, we have
. Then w m = e (−λ) m for m ≥ 1.
Since m − n component t m,n of T 2 is given by t m,n = (T 2 e n | e m ), t m+1,n+1 = wm wn t m,n . Putting m = n, we have t n+1,n+1 = t n,n . This shows that the diagonal of T 2 is a constant. We shall show that T 2 is a scalar operator. Suppose that T 2 were not a scalar operator. Then there exist integers m = n such that t m,n = 0. For any integer k ≥ 1, we have
Define c k (m, n) by m,n) . First consider the case that m ≥ 1 and n ≥ 1. Then we have
Since lim sup k c k (m, n) = ∞, we have lim sup k t m+k,n+k = ∞. This contradicts to the boundedness of T 2 . The other cases are similarly proved. Consequently T 2 = αI for some constant α.
(T 2 e n | e m ), we have (T 1 e n | e m ) = 0 for m = n and (T 1 e n | e n ) = α for any n ∈ Z. Hence T 1 = T 2 = αI. This shows that the Hilbert representation (
is not isomorphic to any of the Hilbert representation (H, f ) in 3.7 constructed by a perturbation of a weighted shift by a rank-one operator. In fact the image of f α is closed but the image of f λ α is not closed.
A little more careful calculation shows that (H λ , f λ ) and (H µ , f µ ) are not isomorphic if λ = µ, λ > 1 and µ > 1 as follows: Theorem 3.9. Let K be the Kronecker quiver. Then there exist continuously many non-isomorphic Hilbert representations (H λ , f λ ) of the Kronecker quiver K which are transitive.
Proof. Let λ and µ be positive constants such that λ = µ, λ > 1 and µ > 1. It is enough to show that Hom((
Hence we obtain that
We put w
For any integer k ≥ 1, we have
Then we have
Since µ = λ, we may and do assume that 1 < λ < µ. We shall show that T 2 = 0. On the contrary, assume that T 2 = 0. Then there exist integers m, n such that (T 2 e n | e m ) = 0. We can show that lim sup k c k (m, n) = ∞. For example, if m ≥ 1 and n ≥ 1, then
The rest cases are similarly proved. But this contradicts that T 2 is bounded. Therefore T 2 = 0. Since (T 1 e n | e m ) =
(T 2 e n | e m ), we also have T 1 =0. This shows that T = (T 1 , T 2 ) = 0. Hence we have that Hom((
Difference between purely algebraic version and Hilbert space version
There exist subtle difference among purely algebraic infinite-dimensional representations of quivers, infinite-dimensional Banach (space) representations of quivers and infinite-dimensional Hilbert (space) representations of quivers. We also note that the analytic aspect of Hardy space is quite important in our setting.
We shall use the following elementary fact: Let A be a unital algebra and L(A) be the set of linear operators on A. . Let λ : A → L(A) be the left multiplication such that λ a x = ax for a, x ∈ A. Similarly let ρ : A → L(A) be the right multiplication such that ρ a x = xa for a, x ∈ A. Then the commutant
Definition. Let Γ = (V, E, s, r) be a finite quiver. We say that (K, f ) is a Banach representation of Γ if K = (K v ) v∈V is a family of Banach spaces and f = (f α ) α∈E is a family of bounded linear operators such that f α : Example 10.Let L 1 be one-loop quiver, that is, L 1 is a quiver with one vertex {1} and 1-loop {α} such that s(α) = r(α) = 1. Consider a purely algebraic group algebra V 1 := C[Z], the reduced group C * -algebra K 1 := C * r (Z), the group von Neumann algebra W * (Z) and a Hilbert space H 1 = ℓ 2 (Z). We identify V 1 with the algebra of finite Laurant polynomials. As a set we have inclusions under a certain identification:
Moreover V 1 is a dense subset of H 1 with respect to the topology of ℓ 2 norm of H 1 . Define a purely algebraic representation (V, T ) of L 1 by
and the multiplication operator T α by z. That is, T α h(z) = zh(z) for a finite Laurant polynomial h(z) = n a n z n ∈ C[Z]. Similarly we can define a Banach space representation (K, S) of L 1 by K 1 = C * r (Z) ∼ = C(T) and the multiplication operator S α by z.
and C(T) have no non-trivial idempotents, the purely algebraic representation (V, T ) and the Banach representation (K, S) is indecomposable. On the other hand, the multiplication operator U α by z on
. Since L ∞ (T) has many non-trivial idempotents, the Hilbert representation (H, U) is not indecomposable. Therefore the completion by the L 2 -norm changes the indecomposability but the the completion by the supnorm does not change the indecomposability. The example suggests that proving indecomposability for Hilbert representations is sometimes more difficult than proving indecomposability for purely algebraic representations.
We shall extend the above example to the n-loop quiver.
Proposition 4.1. Let L n be the n-loop quiver, that is, L n is a quiver with one vertex {1} and n-loops {α k |k = 1, . . . , n} with s(α k ) = r(α k ) = 1 for k = 1, . . . , n. Let F n be the (non-abelian) free group of n-generators {a 1 , . . . , a n }. Consider the purely algebraic group algebra V 1 := C[F n ], the reduced group C * -algebra K 1 =: C * r (F n ), the group von Neumann algebra W * (F n ) and a Hilbert space
We also consider a purely algebraic representation (V, T ) by representation its restriction to C[F n ], that is, V 1 = C[F n ] and T α k = λ a k | V 1 for k = 1, . . . , n. Then the purely algebraic representation (V, T ) and Banach representation (K, U) are indecomposable but the Hilbert representation (H, f ) is not indecomposable.
Proof. The reduced group C * -algebra C * r (F n ) is the C * -algebra generated by {λ s | s ∈ F n } and has no non-trivial idempotents. The group von Neumann algebra W * (F n ) is the von Neumann algebra generated by {λ s | s ∈ F n } and has many non-trivial idempotents. The purely have no non-trivial idempotents, (K, U) and (V, T ) are indecomposable.
Example 11. Let L 1 be one-loop quiver, that is, L 1 is a quiver with one vertex {1} and 1-loop {α} such that s(α) = r(α) = 1. Consider two infinite-dimensional spaces the polynomial ring C[z] and the Hardy space H 2 (T). Then C[z] is dense in H 2 (T) with respect to the Hilbert space norm.
Define a purely algebraic representation (V, T ) of L 1 by V 1 = C[z] and the multiplication operator T α by z. That is, T α h(z) = zh(z) for a polynomial h(z) = n a n z n . Since End(V, T ) ∼ = C[z] have no idempotents, the purely algebraic representation (V, T ) is indecomposable.
Next we define a Hilbert representation (H, S) by H 1 = H 2 (T) and S α = T z the Toeplitz operator with the symbol z. Then S α = T z is the multiplication operator by z on H 2 (T) and is identified with the unilateral shift. Then
is the algebra of analytic Toeplitz operators and isomorphic to H ∞ (T). By the F. and M. Riesz Theorem, if f ∈ H 2 (T) has the zero set of positive measure, then f = 0. Since
T) has no non-trivial idempotents. Thus there exists no non-trivial idempotents which commutes with T z and Hilbert space (H, S) is indecomposable. In this sense, the analytical aspect of Hardy space is quite important in our setting.
Any subrepresentation of the purely algebraic representation (V, T ) is given by the restriction to an ideal J = p(z)C[z] for some polynomial p(z). Any subrepresentation of the Hilbert representation (H, S) is given by an invariant subspace of the shift operator T z . Beurling theorem shows that any subrepresentation of (H, S) is given by the restriction to an invariant subspace M = ϕH 2 (T) for some inner function ϕ. For example, if an ideal J is defined by
for some distinct numbers λ 1 , . . . λ n ∈ C, then the corresponding polynomial p(z) is given by p(z) = (z − λ 1 ) . . . (z − λ n ). The case of Hardy space is much more analytic. We shall identify H 2 (T) with a subspace H 2 (D) of analytic functions on the open unit disc D. If an invariant subspace M is defined by
for some distinct numbers λ 1 , . . . λ n ∈ D, then the corresponding inner function ϕ is given by a finite Blaschke product
Here we cannot use the notion of degree like polynomials and we must manage to treat orthogonality to find such an inner function ϕ.
Hilbert representations and relative position of subspaces
We studied relative position of subspaces of a Hilbert space in [EW1] , [EW2] and Hilbert representations of quivers in [EW3] . In this section we shall describe a relation between them, which is similar to purely algebraic situation and easy but quite suggestive. Therefore we shall describe it here.
Let H be a Hilbert space and E 1 , . . . E n be n-subspaces in H. Then we say that S = (H; E 1 , . . . , E n ) is a system of n-subspaces in H. Let T = (K; F 1 , . . . , F n ) be another system of n-subspaces in a Hilbert space K. Then ϕ : S → T is called a homomorphism if ϕ : H → K is a bounded linear operator satisfying that ϕ(E i ) ⊂ F i for i = 1, . . . , n. And ϕ : S → T is called an isomorphism if ϕ : H → K is an invertible (i.e., bounded bijective) linear operator satisfying that ϕ(E i ) = F i for i = 1, . . . , n. We say that systems S and T are isomorphic if there is an isomorphism ϕ : S → T . This means that the relative positions of n subspaces (E 1 , . . . , E n ) in H and (F 1 , . . . , F n ) in K are same under disregarding angles. We denote by Hom(S, T ) the set of homomorphisms of S to T and End(S) := Hom(S, S) the set of endomorphisms on S. A system S = (H; E 1 , . . . , E n ) of n subspaces is called decomposable if the system S is isomorphic to a direct sum of two non-zero systems. A non-zero system S = (H; E 1 , · · · , E n ) of n-subspaces is said to be indecomposable if it is not decomposable.
We recall that strongly irreducible operators A play a crucial role to construct indecomposable systems of four subspaces. Moreover the commutant {A} ′ corresponds to the endomorphism ring.
Theorem 5.1 ([EW1]
). For any single operator A ∈ B(K) on a Hilbert space K, let S A = (H; E 1 , E 2 , E 3 , E 4 ) be the associated operator system such that H = K ⊕ K and E 1 = K ⊕ 0, E 2 = 0 ⊕ K, E 3 = {(x, Ax); x ∈ K}, E 4 = {(y, y); y ∈ K}.
Then
End(S A ) = {T ⊕ T ∈ B(H); T ∈ B(K), AT = T A} is isomorphic to the commutant {A}. The associated system S A of four subspaces is indecomposable if and only if A is strongly irreducible. Moreover for any operators A, B ∈ B(K) on a Hilbert space K, the associated systems S A and S B are isomorphic if and only if A and B are similar.
Example 12.
We shall apply the above theorem to the famous facts on weighted shift operators and analytic function theory, see A. Shields [Sh] . Let a = (a n ) n∈N be a bounded sequence and W a be the associated weighted unilateral shift. Then the associated system S Wa of four subspaces is indecomposable if and only if W a is strongly irreducible if and only if a n = 0 for any n ∈ N. Let b = (b n ) n∈N be another bounded sequence. Then the associated system S Wa and S W b are isomorphic if and only if W a and W b are similar if and only if there exist positive constants C 1 and C 2 such that for any n ∈ N 0 < C 1 ≤ |a 1 . . . a n | |b 1 . . . b n | ≤ C 2 .
Moreover End(S Wa ) is isomorphic to the commutant {W a } ′ , which is isomorphic to the "analytic" algebra H ∞ (β) in the sense of [Sh] , that is, the class of formal power series φ such that φH 2 (β) ⊂ H 2 (β), where β 0 = 1, β n = a 0 a 1 . . . a n−1 and
It is easy but fundamental to see that the study of relative positions of subspaces is reduced to the study of Hilbert representations of quivers. In particular the indecomposabilty is preserved: Let S = (H; E 1 , . . . , E n ) be a system of n-subspaces in a Hilbert space H. Let R n = (V, E, s, r) be a n subspace quiver such that V = {1, 2, . . . , n, n + 1} and E = {α k | k = 1, . . . , n} with s(α k ) = k and r(α k ) = n + 1 for k = 1, . . . , n. Then there exists a Hilbert representation (K, f ) of R n such that K k = E k , K n+1 = H and f α k : E k → H is an inclusion for k = 1, . . . , n. Then there exists an algebra isomorphism θ : End(S) → End(K, f ) such that θ(ϕ) = (ϕ|K k ) k∈V for ϕ ∈ End(S). Therefore it is clear that the system S of n subspaces is indecomposable (resp. transitive) if and only if the corresponding Hilbert representation (K, f ) is indecomposable (resp. transitive).
We shall show a converse in a sense as same as the purely algebraic version.
Lemma 5.2. Let Γ = (V, E, s, r) be a finite quiver without self-loops such that V = {v 1 , . . . , v n } and E = {α 1 , . . . , α m }. Let (K, f ) be a Hilbert representation of Γ. Then there exists a system S = (H; E 1 , . . . , E n+m ) of n + m-subspaces such that End(K, f ) ∼ = End(S).
