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Abstract
We investigate the ability of popular flow based
methods to capture tail-properties of a target den-
sity by studying the increasing triangular maps
used in these flow methods acting on a tractable
source density. We show that the density quantile
functions of the source and target density provide
a precise characterization of the slope of transfor-
mation required to capture tails in a target density.
We further show that any Lipschitz-continuous
transport map acting on a source density will re-
sult in a density with similar tail properties as the
source, highlighting the trade-off between a com-
plex source density and a sufficiently expressive
transformation to capture desirable properties of
a target density. Subsequently, we illustrate that
flow models like Real-NVP, MAF, and Glow as
implemented originally lack the ability to capture
a distribution with non-Gaussian tails. We cir-
cumvent this problem by proposing tail-adaptive
flows consisting of a source distribution that can
be learned simultaneously with the triangular map
to capture tail-properties of a target density. We
perform several synthetic and real-world experi-
ments to compliment our theoretical findings.
1. Introduction
Increasing triangular maps are a recent construct in probabil-
ity theory that can transform any source density to any target
density (Bogachev et al., 2005). The Knothe-Rosenblatt
transformation (Rosenblatt, 1952; Knothe et al., 1957) gives
an explicit version of an increasing triangular map that does
the transformation. These triangular maps provide a unified
framework (Jaini et al., 2019) to study popular neural den-
sity estimation methods like normalizing flows (Tabak &
Vanden-Eijnden, 2010; Tabak & Turner, 2013; Rezende &
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Mohamed, 2015) and autoregressive models (Papamakar-
ios et al., 2017; Huang et al., 2018; Kingma et al., 2016;
Uria et al., 2016; Larochelle & Murray, 2011) which are
tractable methods for explicitly modelling densities for high-
dimensional datasets. Indeed, these methods have been
applied successfully in several domains including natural
images, videos, speech and audio synthesis, novelty detec-
tion, and natural language.
This work studies the tail properties of a target density by
characterizing the properties of the corresponding increasing
triangular map required to push a tractable source density
with known tails to the desired target density. We begin in
§3 by showing that, in one dimension, the density quantile
functions of the source and target density characterize the
slope of a (unique) increasing transformation. Furthermore,
the asymptotic properties of the density quantile function
allow us to give a granular characterisation of the degree
of heaviness of a distribution. We show that the degree
of heaviness parameter of the source and target densities
characterize the properties of the corresponding triangular
map completely. We then give a precise rate at which an
increasing transformation must grow in order to capture the
tail behaviour of the target density by drawing connections
between the degree of heaviness parameter and the existence
of higher-order moments of the densities.
We generalize these results for higher dimensions in §4 by
showing that a Lipschitz-continuous transport map will al-
ways result in a target density with the same tail properties
as the source, highlighting the trade-off between choosing
an appropriate source density and sufficiently complex trans-
port map to capture tails in a target density. Additionally,
when the source and target densities are from the elliptical
family, we show that the increasing triangular map from a
light-tailed distribution to a heavy-tailed distribution must
have all diagonal entries of the Jacobian unbounded.
In §5, we discuss the implications of these results for a
class of flow based models that we call affine triangular
flows which include NICE (Dinh et al., 2015), Real-NVP
(Dinh et al., 2017), MAF (Papamakarios et al., 2017), IAF
(Kingma et al., 2016), and Glow (Kingma & Dhariwal,
2018). We show both theoretically and empirically that
these models as originally implemented lack the ability to
push a fixed source density to a target density with heav-
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ier tails. To circumvent these draw-backs of affine flows,
we subsequently propose tail-adaptive flows in §6, where
the source density, instead of being fixed, is endowed with
a learnable parameter that controls its tail behaviour and
allows affine flows to capture tail properties of the target
density. We illustrate these properties of tail-adaptive flows
empirically and demonstrate their performance on bench-
mark datasets.
Contributions. We summarize our main contributions as
follows:
• We show that density quantiles precisely capture the
properties of a push-forward transformation. We use
these to provide asymptotic rates for the slope of maps
required to capture heavy-tailed behaviour.
• We show that Lipschitz push-forward maps cannot
change the tails of the source density qualitatively. We
thus reveal a trade-off between choosing a “complex”
source density and an “expressive” transformation for
representing heavy-tailed target densities.
• As a consequence, we show that several popular flow
models as originally implemented lack the ability to
capture heavier tailed density than the fixed source.
• We propose tail-adaptive flows that can be deployed
easily in any existing flow based and autoregressive
model to better capture tail properties of a target den-
sity. We also demonstrate the importance of choosing
an appropriate source density.
Due to space constraints, proofs are deferred to Appendix A.
2. Preliminaries and Set-Up
In this section we set up our main problem, introduce key
definitions and notations, and formulate the framework of
characterizing tail properties of a target probability density
through the unique triangular push-forward map.
We call a mapping T : Rd → Rd triangular if its j-th com-
ponent Tj only depends on the first j variables z1, . . . , zj .
The name “triangular” comes from the fact that the Jaco-
bian ∇T is a triangular matrix function. Further, we call
T increasing if for all j ∈ [d], Tj is an increasing function
of zj . Triangular transformations are appealing due to the
following result by Bogachev et al. (2005):
Theorem 1 (Bogachev et al. 2005). For any two densities
p and q over Z = X = Rd, there exists a unique (up to null
sets of p) increasing triangular map T : Z → X so that if
Z ∼ p then T(Z) ∼ q, i.e. q is the push-forward of p, or in
symbols q = T#p.
Let us give an example to help understand Theorem 1.
Example 1 (Increasing Rearrangement). Let p and q be
univariate probability densities with distribution functions
F and G, respectively. One can define the increasing map
T = G−1 ◦ F such that q = T#p, where G−1 : [0, 1]→ R
is the quantile function of q:
G−1(u) := inf{t : G(t) ≥ u}. (1)
Indeed, if Z ∼ p, one has that F (Z) ∼ uniform. Also,
if U ∼ uniform, then G−1(U) ∼ q. Theorem 1 is
a rigorous iteration of this univariate argument by re-
peatedly conditioning (a construction popularly known as
the Knothe-Rosenblatt transformation (Rosenblatt, 1952;
Knothe et al., 1957)). Specifically, the j-th component Tj
of T for the Knothe-Rosenblatt transformation is given by
xj = Tj(z1, . . . , zj−1, zj) = F−1q,j|<j ◦ Fp,j|<j(zj) where
Fq,j|<j is the cdf of the conditional distribution of Xj given
X<j := (X1, . . . ,Xj−1), and similarly for Fp,j|<j .
Jaini et al. (2019) showed that several popular normalizing
flows and autoregressive models like NICE (Dinh et al.,
2015), Real-NVP (Dinh et al., 2017), IAF (Kingma et al.,
2016), MAF (Papamakarios et al., 2017), NAF (Huang et al.,
2018), and SOS Flows (Jaini et al., 2019) employ increasing
triangular transformations as fundamental modules to con-
struct expressive push-forward transformations and are pre-
cisely special cases of learning increasing triangular maps.1
In this work, we characterize the properties of increasing
triangular maps required to capture the tail properties of
the target density q given a known source density p and dis-
cuss the implications of these results for flow based models
that use affine triangular transformations e.g. Real-NVP
(Dinh et al., 2017), MAF (Papamakarios et al., 2017), Glow
(Kingma & Dhariwal, 2018), etc.
Formally, we characterize the tail properties of the target
density q by studying the properties of the induced increas-
ing triangular mapT acting on a known fixed source density
p. This approach has been used earlier by Spantini et al.
(2018) who studied the Markov properties of the target den-
sity and the existence of low-dimensional couplings by char-
acterizing the properties of the induced triangular map and
showing that such a map is both sparse and decomposable.
Similar studies have been undertaken to characterize the tail
properties of “optimal” transport maps by de Valk & Segers
(2019) whose results only apply to a related limiting density
but not the original ones, and for elliptical distributions by
Ghaffari & Walker (2018). In contrast, we focus specifically
on triangular maps that are used extensively for tractable
density estimation in normalizing flows and auto-regressive
models (Jaini et al., 2019) and can be learned efficiently
using deep neural networks.
Example 1 shows that the increasing triangular map be-
1We direct the reader to Section 3 and Table 1 in Jaini et al.
(2019) for a comprehensive overview of connecting triangular
maps to several models in unsupervised learning.
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tween two densities can be constructed iteratively by using
the univariate increasing rearrangement repeatedly on the
conditional distributions and the quantile functions. We
employ the same strategy to characterize the properties of a
triangular map T by characterizing the properties of the uni-
variate maps Tj . Thus, in the next section, we first explore
in detail the properties of univariate (increasing) maps.
3. Properties of Univariate Transformations
We define the class of heavy tailed distributionsH as those
that have no finite higher-order moments (Foss et al., 2011):
H :=
{
p : ∀ λ > 0, mp(λ) := E
Z∼p
[eλZ ] =∞
}
.
otherwise, it is light-tailed i.e. p ∈ L if all its higher-
order moments are finite2. We show that any diffeomorphic
transformation T that pushes a source density p ∈ L to a
target density q ∈ H cannot have a bounded slope globally.
Theorem 2. Let p ∈ L and q ∈ H such that q = T#p,
where T is a diffeomorphism. Then, for all M > 0 and all
z0 > 0 there is z > z0, such that T ′(z) > M . Conversely,
if T is a Lipschitz-continuous map & p ∈ L, then, T#p ∈ L.
Theorem 2 is mostly a qualitative result, and it provides little
knowledge about the map T required to capture a heavy-
tailed distribution q given a source density p. Moreover,
we would ideally like to characterize the properties of T in
terms of the “degree of heaviness” of p and q respectively.
We will address this problem by proposing a refined defini-
tion of tails of a density function in terms of the asymptotic
behaviour of the density quantile function as formulated by
Parzen (1979) and Andrews et al. (1973).
For a probability density p over a domain Z ⊆ R, let Fp :
Z → [0, 1] denote the cumulative distribution function of
p, and Qp : [0, 1] → Z be the quantile function given by
Qp = F
−1
p . Then, fQp : [0, 1]→ R+ is called the density
quantile function and is given by fQp = 1/Q
′
p. Parzen
(1979) proved that the limiting behaviour of any density
quantile function as u→ 1− is given by:
fQ(u) ∼ (1− u)α, α > 0 (2)
where g(u) ∼ h(u) implies that limu→1− g(u)/h(u) is a fi-
nite constant. We can additionally define the limiting be-
haviour of the quantile function Q(u) when u→ 1− as:
Q(u) ∼ (1− u)−γ , γ = α− 1. (3)
The parameter α is called the tail-exponent and defines the
tail-area of a distribution and acts as a measure of “degree of
2We note that this definition is restricted to only right-tails. For
the sake of simplicity we develop our results for right-tails, but
they generalise to left-tails naturally.
heaviness.” Indeed, for two distributions with tail exponents
α1 and α2, if α1 > α2, the former has heavier tails relative
to the latter. Thus, the tail exponent α allows us to classify
distributions based on their degree of heaviness.
Define Hα :=
{
p : fQp ∼ (1− u)α as u→ 1−
}
.
Following Parzen (1979), if 0 < α < 1 the distributions
are light-tailed, e.g. the Uniform distribution. Here, we
further show that a distribution has support bounded from
above if and only if the right density quantile function has
tail-exponent 0 < α < 1.
Proposition 1. Let p be a density with fQp ∼ (1 − u)α
as u → 1−. Then, 0 < α < 1 iff supp(p) = [a, b] where
b <∞ i.e. p has a support bounded from above.
H1 corresponds to a family of distributions for which all
higher order moments exist. However, these distributions
are relatively heavier tailed than short-tailed distributions
and were termed as medium tailed distributions by Parzen
(1979), e.g. normal and exponential distribution. Addition-
ally, for α = 1, a more refined description of the asymptotic
behaviour of the quantile function can be given in terms of
the shape parameter β:
fQ(u) ∼ (1− u)
(
log
1
1− u
)1−β
,
and Q(u) ∼
(
log
1
1− u
)β
, 0 ≤ β ≤ 1.
β determines the degree of heaviness in medium tailed dis-
tributions; the smaller the value of β, the heavier the tails of
the distribution e.g. exponential distribution has β = 1, and
normal distribution has β = 0.5. We thus define
H1,β =
{
p : fQp ∼ (1− u)
(
log
1
1− u
)1−β
, 0 ≤ β ≤ 1
}
and we have H1 = ∪0≤β≤1H1,β . Further, the class of
light tailed distributions defined in the beginning of the
section is L = ∪0<α≤1Hα. Finally, the class of heavy
tailed distributions have α > 1 i.e. H = ∪α>1Hα, e.g.
student-t distribution tν with ν degrees of freedom .
We are now in a position to characterize the map T based
on the degree of heaviness of the source and target densities.
Following Example 1, the slope of T is given by the ratio
of the density quantile function of the source and the target
distribution respectively, i.e.
T ′(z) =
p(z)
q ◦ T (z) =
p
(
F−1p ◦ Fp(z)
)
q
(
F−1q ◦ Fp(z)
)
i.e. T ′(z) =
fQp(u)
fQq(u)
, where u = Fp(z).
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Figure 1. Results for Real-NVP illustrating the inability to capture tails. The second and third column show the quantile and log-quantile
plots for the source, target, and estimated target density. The quantile function of the source and the estimated target density are identical
depictng the inability to capture heavier tails. This is further explained by the estimated tail-coefficients γsource = 0.15, γtarget = 0.81,
and γestimated−target = 0.15. Best viewed in color. More details in Section 5.
Clearly, the density quantile functions precisely character-
izes the slope of an increasing map needed to push a source
density p to a target density q.
Proposition 2. Let p and q be two univariate densities such
that q := T#p. If the density quantile fQp of p shrinks to
0 at a rate slower than the density quantile fQq of q, then
T ′(z) is asymptotically unbounded.
Let us give an example to illustrate Proposition 2.
Example 2. Let p ∼ N (0, 1) and q ∼ t1(0, 1). Then, T
such that q := T#p is given by:
T (z) = G−1 ◦ F = tan
(pi
2
erf(
z√
2
)
)
&, T ′(z) =
√
pie−
z2
2 sec2
(pi
2
erf(
z√
2
)
)
where erf(t) = 2√
pi
∫ t
0
e−s
2
ds is the error function.
Furthermore, fQp(u) ∼ (1 − u)
( − 2 log(1 − u))1/2
and fQq(u) ∼ (1 − u)2 and hence, limz→∞ T ′(z) =
limu→1−(1− u)−1
(− 2 log(1− u))1/2 →∞.
Similarly, for p ∼ uniform[0, 1]:
T (z) = G−1 ◦ F = tan
(
pi(z − 1
2
)
)
&, T ′(z) = pi sec2
(
pi(z − 1
2
)
)
and fQp(u) = 1. Thus, limz→∞ T ′(z) = limu→1−(1 −
u)−2 →∞.
We now characterize the asymptotic properties of a diffeo-
morphic transformation between densities with varying tail
behaviour as direct corollary for Proposition 2.
Corollary 1. Let p ∈ Hαp be a source density, q ∈ Hαq
be a target density and T be an increasing transformation
such that q = T#p. Then, limz→∞ T ′(z) = limu→1−(1−
u)αq−αp . Further, if αp = αq = 1, then limz→∞ T ′(z) =
limu→1−
(
log 1/(1−u)
)βp−βq where u = Fp(z).
We further underline the importance of density quantile
functions to study tails of increasing transformations with
the help of another example below.
Example 3 (Pushing uniform to normal). Let p be uniform
over [0, 1] and q ∼ N (µ, σ2) be normal distributed. The
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unique increasing transformation
T (z) = G−1 ◦ F = µ+
√
2σ · erf−1(2z − 1)
= µ+
√
2σ ·
∞∑
k=0
pik+1/2ck
2k + 1
(z − 12 )2k+1,
where erf(t) = 2√
pi
∫ t
0
e−s
2
ds is the error function, which
was Taylor expanded in the last equality. The coefficients
c0 = 1 and ck =
∑k−1
m=0
cmck−1−m
(m+1)(2m+1) . We observe that the
derivative of T is an infinite sum of squares of polynomi-
als. Both uniform and normal distributions are considered
“light-tailed” (all their higher moments exist and are finite).
However, an increasing transformation from uniform to nor-
mal distribution has unbounded slope. Density quantile
functions help us to reveal this precisely: fQp(u) = 1 and
fQq(u) ∼ (1−u)
(− 2 log(1−u))1/2 i.e. Normal distribu-
tion is “relatively” heavier tailed than uniform distribution
explaining the asymptotic divergence of this transformation.
However, note that this characterization does not follow
immediately from Theorem 2. Indeed, density quantiles pro-
vide a more granular definition of heavy-tailedness based
on the tail-exponent α and shape exponent β.
We next connect the tail-exponent parameter α(·) to the
existence of higher-order moments of a random variable.
Given a random variable X ∼ p, the expected value of a
function g(x) can be written in terms of the quantile function
as: Ep[g(x)] =
∫ 1
0
gQp(u) du. This allows us to draw a
precise connection between the degree of heaviness of a
distribution as given by the density quantile functions (and
tail exponent α) and the the existence of the number of its
higher-order moments (ω).
Proposition 3. Let p be a distribution with Qp(u) ∼ (1−
u)−γ as u → 1−. Then, ∫∞
z0
zωp(z)dz exists and is finite
for some z0 iff ω < 1γ .
Corollary 2. If p is a distribution with Qp(u) ∼ (1−u)−γ
as u→ 1− and Qp(u) ∼ u−γ as u→ 0+.3 Then, Ep[|z|ω]
exists and is finite iff ω < 1γ .
Based on these observations, we can equivalently define
heavy-tailed distributions as follows:
Definition 1. A distribution p(z) with compact support i.e.
supp(p) = [a, b] where |a| <∞ and |b| <∞ is said to be
ω−heavy tailed if for all 0 < µ < ω, Ep[|z − b|1/µ] exists
and is finite, but for µ ≥ ω, Ep[|z − b|1/µ] is infinite or does
not exist.
Definition 2. A distribution p(z) with tail exponent α = 1
is said to be ω−heavy tailed if for all 0 < µ < ω, Ep[e|z|µ ]
exists and is finite, but for µ ≥ ω, Ep[e|z|µ ] is infinite or
does not exist.
3This condition takes the left-tail into account as well. Note
that it is not necessary for both tails to have the same behaviour
and our analysis extends to such cases.
Definition 3 (ω−1−heavy tailed distributions). A distribu-
tion p(z) with tail-exponent α > 1 is heavy tailed with
degree ω−1 with ω ∈ R+ if for all 0 < µ < ω, Ep[|z|µ]
exists and is finite, but for all µ ≥ ω, Ep[|z|µ] is infinite or
does not exist.
These definitions allow us to finally give the rate an in-
creasing transformation must emulate to exactly represent
tail-properties of a target density given some source density.
Proposition 4. Let p be a ω−1p −heavy distribution, q be a
ω−1q −heavy distribution and T be a diffeomorphism such
that q := T#p. Then for small  > 0, T (z) = o(|z|ωp/ωq−).
4. Properties of Multivariate Transformations
We now generalize our results to higher dimensions by first
fixing the definition of a heavy-tailed distribution in higher
dimensions 4. We say that a random variable X ⊆ Rd admits
a heavy-tailed density function if the univariate random
variable ‖X‖ has a heavy tailed density where ‖ · ‖ is some
norm function. The granular definitions from Section 3 can
be extended to the multivariate case through the density
function of ‖X‖.
Theorem 3. Let Z ⊆ Rd be a random variable with den-
sity function p that is light-tailed and X ⊆ Rd be a target
random variable with density function q that is heavy-tailed.
Let T : Z→ X be such that q = T#p, then T cannot be a
Lipschitz function.
Corollary 3. Under the same set-up as in Theorem 3, there
exists an index i ∈ [d] such that ‖∇zTi‖ is unbounded.
Theorem 3 is a general result for any diffeomorphic transfor-
mation between two densities and we discuss the implication
of this result for flow based models in §5. However, before
proceeding further, we also characterize the properties of
the triangular map T such that q = T#p by studying the
properties of the univariate maps Tj , j ∈ [d] obtained by
repeated conditioning when the source and target densities
are from the class of elliptical distributions.
Definition 4 (Elliptical distribution, (Cambanis et al.,
1981)). A random vector X ⊆ Rd is said to be ellip-
tically distributed denoted by X ∼ εd(µ,Σ, FR) with
rank(Σ) = r if and only if there exists a µ ∈ Rd, a matrix
A ∈ Rd×r with maximal rank r, and a non-negative ran-
dom variable R, such that X d= µ + RAU(d), where the
random r-vector U is independent of R and is uniformly
distributed over the unit sphere Bd−1, Σ = ATA and FR
is the cumulative distribution function of the variate R.
For ease in developing our results, we consider only full
rank elliptical distributions i.e. rank(Σ) = d but the results
4Note that due to the lack of total ordering there is no standard
definition of multivariate heavy-tailed distributions.
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can be easily extended to the general case. The spherical
random vector U (d) produces elliptically contoured den-
sity surfaces due to the transformation A. The density
function of an elliptical distribution as defined above is
given by: f(x) = |det Σ|− 12 gR
(
(x − µ)TΣ−1(x − µ)),
where the function gR(t) : [0,∞) → [0,∞) is related to
fR, the density function of R, by the equation: fR(r) =
sdr
d−1gR(d2), ∀d ≥ 0, here sd = 2pid/2Γ(d/2) is the area of a
unit sphere. Thus, the tail properties of a random variable X
with an elliptical distribution εd(µ,Σ, FR) is determined by
the generating random variable R. Indeed, X is heavy-tailed
in all directions if the univariate generating random variable
R is heavy-tailed.
Define mfR(k) =
1
sd
∫∞
0
rkfR(r) dr, ∀ k ∈ R+. Intu-
itively, mfR(k) is the k-th order moment of fR when k is
integer-valued. This allows us to generalize the granular def-
inition of heavy-tailed distributions (§3, Definition 3) to the
multivariate elliptical case: the distribution εd(µ,Σ, FR)
is ω−1-heavy iff µk is finite for all k < ω i.e. iff FR
is ω−1-heavy. Similarly, from Definition 2 one has that
εd(µ,Σ, FR) is ω-heavy iff FR is ω-heavy. Elliptical distri-
butions have certain convenient properties: marginal, condi-
tional and linear transformation of an elliptical distribution
are also elliptical (see ??). Furthermore, we derive the de-
gree of heaviness parameter of the conditional distributions
of an elliptical distribution.
Proposition 5. Under the same assumptions as in Lemma 2
(App.A), if X ∼ εd(0, I, FR) is ω−1-heavy, then the condi-
tional distribution of X2|(X1 = x1) is (ω + d1)−1-heavy
where X1 ⊆ Rd1 .
Equipped with all the necessary results, we now show that
an increasing triangular map T between a light-tailed and a
heavy-tailed elliptical distribution has all diagonal entries
of ∇T unbounded.
Proposition 6. Let Z ∼ εd(0, I, FS) and X ∼ εd(0, I, FR)
have densities p and q respectively where FR is heavier
tailed than FS . If T : Z → X is an increasing triangular
map such that q := T#p, then all diagonal entries of ∇T
and det|∇T| are unbounded.
Remark 1. Our analysis naturally extends to the case when
the target density is lighter tailed by studying the corre-
sponding inverse transformation T−1. Particularly, such a
transformation should have a vanishing asymptotic slope to
capture lighter-tailed distributions.
5. (Lack of) Tails in Affine Flows
We call a triangular map T affine if Tj(zj ; z1, · · · , zj−1)
is an affine function of zj . Several autoregressive and
flow models like NICE (Dinh et al., 2015), Real-NVP
(Dinh et al., 2017), IAF (Kingma et al., 2016), MAF (Papa-
makarios et al., 2017), and Glow (Kingma & Dhariwal,
Table 1. Affine triangular flows
Model coefficients Tj
(
zj ; z1, . . . , zj−1
)
NICE µj(z<l) zj + µj · 1j 6∈[l]
IAF σj(z<j), µj(z<j) σjzj + (1− σj)µj
MAF λj(z<j), µj(z<j) zj · exp(λj) + µj
Real-NVP λj(z<l), µj(z<l) exp(λj · 1j 6∈[l]) · zj + µj · 1j 6∈[l]
Glow σj(z<l), µj(z<l) σj · zj + µj · 1j 6∈[l]
2018) use affine triangular maps as fundamental build-
ing blocks to construct expressive transport maps through
composition (see Table 1). In the aforementioned models,
the coefficients in Table 1 are the output of another net-
work such that λj = sigmoid
(
f(z1, · · · , zj−1)
)
or λj =
tanh
(
f(z1, · · · , zj−1)
)
5 and µj = relu
(
g(z1, · · · , zj−1)
)
,
resulting in Lipschitz-continuous transformations that lack
the ability to learn target densities with heavier tails than
the source density. We formalize this result below.
Theorem 4. Let p be a light-tailed density and T be a
triangular transformation such that Tj(zj ; z<j) = σj · zj +
µj . If, σj(z<j) and µj(z<j) are Lipschitz continuous then
the target density q := T#p is light-tailed.
Theorem 4 is a direct consequence of Theorem 3. Con-
versely, if σj(z<j) and µj(z<j) are Lipschitz continuous
then the tails of q can not be heavier than the source density
p. Moreover, since Lipschitz-continuous affine transforma-
tions cannot change tail behaviour, linear maps like permuta-
tions and 1×1 convolutions will also lack the ability to cap-
ture heavier tails. Thus, through an iterative argument, it is
seen easily that composition of several such affine triangular
maps (combined with permutations and 1×1 convolutions)
will still be unable to push a source density to a target den-
sity with heavier tails. We note that most models in Table 1
in their proposed functional form can capture heavier tails
due to the exponential term in the coefficient. However, in
practice this form is not used, due to instability in training –
instead sigmoid(·), tanh(·), and relu(·) are used – resulting
in models that are unable to capture heavier tails.
We next use synthetic experiments to supplement our find-
ings above and illustrate this inability of affine flows to cap-
ture tails empirically. In our setup, we choose a bi-variate
Gaussian distributed random variable i.e. Z ∼ N (0, I) as
the source and a bi-variate student-t distributed target ran-
dom variable with two degrees of freedom i.e. X ∼ t2(0, I).
We measure the tail behaviour of a multivariate random
variable by measuring the tail-coefficient γ (c.f. Eq.(3)) of
the quantile function of the `2 norm of the random variable.
We recall that if the tail-coefficient of a density q is larger
than another density p, then q is heavier tailed than p (see
5IAF and Glow use σj = sigmoid(·)
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Figure 2. Results for SOS-Flows with degree of polynomial r = 2 for two and three blocks. The first and last column plots the samples
from the source (Gaussian) and target (student-t) distribution respectively. The two rows from top to bottom in second-fourth columns
correspond to results from transformations learned using two, and three compositions (or blocks). The second and third column depict the
quantile and log-quantile (for clearer illustration of differences) functions of the source (orange), target (blue), and estimated target (green)
and the fourth column plots the samples drawn from the estimated target density. The estimated target quantile function matches exactly
with the quantile function of the target distribution illustrating that the higher-order polynomial flows like SOS flows can capture heavier
tails of a target. This is further reinforced by their respective tail-coefficients which were estimated to be γsource = 0.15, γtarget = 0.81,
γestimated−target,2 = 0.76, γestimated−target,5 = 0.81. Best viewed in color.
§3). We learn an affine triangular flow T : Z → X where
we experiment with architectures the same as Real-NVP,
MAF, and Glow. We generated 10,000 samples from the tar-
get density and used negative log-likelihood as the training
objective. We divided the dataset into training-validation-
testing in the ratio 2:1:1. We trained the model using Adam
(Kingma & Ba, 2014) for 40 epochs with a batch size of
128 and learning rate of 10−3.
Figure 1 shows the results in detail for Real-NVP with
λ(·) = tanh(·). The first column plots the samples from
the source (Gaussian, red) and target (student-t, blue) dis-
tribution, respectively. The three rows from top to bottom
in second to fourth columns correspond to results from
transformations learned using two, three, and five composi-
tions (or blocks). The second and third column depict the
quantile and log-quantile (for clearer illustration of differ-
ences) functions of the source (orange), target (blue), and
estimated target (green) and the fourth column plots the
samples drawn from the estimated target density. The es-
timated target quantile function matches exactly with the
quantile function of the source distribution illustrating the
inability of Real-NVP to capture tails. This is further rein-
forced by the tail-coefficients γsource = 0.15, γtarget = 0.81,
and γestimated−target = 0.15. The negative log-likelihoods
for the target, and the estimated target on test data were
−3.95 and −3.82 respectively. We also observe that the
samples generated from the estimated target density capture
only the high density regions of the target but fail to spread
to the tail regions of the target density. We show similar
results for the quantile and log-quantile plots in Figure 3
when λ(·) = sigmoid(·). In Figure 4 we show the results
for architectures using MAF, Glow, and Real-NVP with
composition of 5 blocks.
6. Tail-Adaptive Flows
We saw in Sections 3 and 4 that a Lipschitz-continuous
map cannot push-forward a light-tailed source density to
heavier tailed target density. Subsequently, we illustrated
in Section 5 that several flow models that incorporate com-
positions of triangular affine maps as the function class for
the transport map are unable to capture densities that are
heavier tailed than the chosen source density. We also show
in Figure 2 that for the same experiment set-up where affine
triangular flows were unable to capture heavier tails of a
density, SOS flows (Jaini et al., 2019) that use higher-order
polynomial maps were able to learn the heavy-tail properties.
These findings demonstrate a trade-off between choosing
a complex source density vs. expressive transformations.
Intuitively, following Corollary 1 it is clear that a Lipschitz
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Table 2. Average test log-likelihoods and standard deviation for Tail-adaptive flows (TAF) over 5 trials (higher is better). The numbers in
the parenthesis indicate the number of compositions used. Results for other models are from (Huang et al., 2018; Jaini et al., 2019).
Method Power Gas Hepmass MiniBoone BSDS300
MADE 0.40 ± 0.01 8.47 ± 0.02 -15.15 ± 0.02 -12.24 ± 0.47 153.71 ± 0.28
MAF affine (5) 0.14 ± 0.01 9.07 ± 0.02 -17.70 ± 0.02 -11.75 ± 0.44 155.69 ± 0.28
MAF affine (10) 0.24 ± 0.01 10.08 ± 0.02 -17.73 ± 0.02 -12.24 ± 0.45 154.93 ± 0.28
MAF MoG (5) 0.30 ± 0.01 9.59 ± 0.02 -17.39 ± 0.02 -11.68 ± 0.44 156.36 ± 0.28
TAN 0.60 ± 0.01 12.06 ± 0.02 -13.78 ± 0.02 -11.01 ± 0.48 159.80 ± 0.07
NAF DDSF (5) 0.62 ± 0.01 11.91 ± 0.13 -15.09 ± 0.40 -8.86 ± 0.15 157.73 ± 0.04
NAF DDSF (10) 0.60 ± 0.02 11.96 ± 0.33 -15.32 ± 0.23 -9.01 ± 0.01 157.43 ± 0.30
SOS (7) 0.60 ± 0.01 11.99 ± 0.41 -15.15 ± 0.10 -8.90 ± 0.11 157.48 ± 0.41
TAF affine (5) 0.28 ± 0.01 9.87 ± 0.23 -17.41 ± 0.20 -11.71 ± 0.09 156.53 ± 0.52
TAF SOS (7) 0.59 ± 0.01 11.99 ± 0.34 -15.11 ± 0.18 -8.94 ± 0.23 157.52 ± 0.22
Figure 3. Same as Figure 1 with λ(·) = sigmoid(·). The three
columns correspond to two, three, and five compositions (blocks).
γsource = 0.15, γtarget = 0.81, and γestimated−target = 0.15.
RealNVP MAF Glow
RealNVP MAF Glow
Figure 4. Quantile functions of distributions. Source is i.i.d student-
t with 3 degree of freedom, true target is Gaussian, estimated source
is a distribution modelled by an affine flow (in generative direction).
Left is RealNVP, Middle is MAF, Right is Glow. Bottom row
corresponds to the setting of T : Z→ X and top row corresponds
when T−1 : X→ Z
map is appropriate to learn tails of a target density if both
the source distribution and the target distribution belong to
a family of densities that have equally heavy tails. However,
if the two densities are from families with differing degree
of heaviness then the transformation needs to be more ex-
pressive than a Lipschitz-continuous function. This choice
of either using source densities with the same heaviness as
the target, or deploying more expressive transformations
than Lipschitz functions is what we refer to as the trade-off
between choosing a complex source density vs. expressive
transformations.
In practice, however, we do not know a priori the degree
of heaviness of a target distribution to guide the choice of
the source density accordingly. We circumvent this problem
by proposing tail-adaptive flows (TAFs) wherein the tail
property of the source density can be adapted during training
such that simpler transformations like Lipschitz maps are
able to capture heavy-tailed target distributions. In our
approach, we propose to fix the source density as a standard
student-t distribution with its degrees of freedom being a
learnable parameter i.e. Z ∼ tν(0, I) where ν ∈ (1,∞) is
a learnable parameter. The source density becomes lighter
tailed as ν increases and approaches a Gaussian distribution
as ν → ∞. The source density is still tractable and hence
we can learn the transport map T and degrees of freedom ν
by maximizing the likelihood of the target density.
We thus formulate the density estimation paradigm for tail-
adaptive flows as follows: Suppose we have access to an
i.i.d. sample *x1, . . . ,xn+ ∼ q and our interest lies in
estimating q and capturing its tail behaviour. Let F be a
class of mappings and pν be the source density which is a
standard student-t distribution with ν degrees of freedom i.e.
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pν := tν(0, I). The log-likelihood objective is:
max
T∈F
ν∈(1,∞)
1
n
n∑
i=1
[
−log |T′(T−1xi)|+ log pν(T−1xi)
]
,
where log pν(T−1xi) = d log Γ(ν+12 ) − d log Γ(ν2 ) −
d
2 log ν −
∑d
j=1
ν+1
2 · log
(
1 +
z2ij
ν
)
, zij = T−1j (xij) and
Γ(·) is the gamma function. Tail-adaptive flows are easy to
implement as they can be easily optimized using automatic
differentiation. Further, they can be plugged-in any existing
flow based learning framework to substitute the Gaussian
density since the transformation T in the objective above
can be from any family of functions. In our experiments
we used tail-adaptive flows with Real-NVP, MAF, and SOS
flows to illustrate its performance on inference tasks on
real datasets and ability to capture tails with affine flows on
synthetic datasets.
We first show that affine tail-adaptive flows can capture
heavier tailed distributions. In Figure 5, we give the results
for tail-adaptive flows using Real-NVP on the synthetic
experiment we used in Section 5. We kept the set-up of
the experiment exactly the same as before with the source
distribution to be tν(0, I) and initialised ν = 30. It is
evident from the figure that tail-adaptive flows are able to
capture the heavy-tails since the density quantiles of the
target and estimated target overlap with γsource = 0.15,
γtarget = 0.81, and γestimated−target = 0.80.
Next, we considered another setting to test the perfor-
mance of tail-adaptive flows where we fixed the target
density to be a bi-variate Neal’s funnel distribution given
by xi = (x1,i, x2,i) where x1,i ∼ N (0, 1) and x2,i ∼
N (0, exp(0.5x1,i)) and generated 10,000 samples from
this distribution. We fixed the flow architecture to fol-
low Real-NVP with λ(·) = tanh(·) and trained the model
using Adam for 40 epochs with a batch size of 128 and
learning rate of 10−3. We learned tail-adaptive flows with
two, three, and five blocks respectively and the results are
given in Figure 6. Here we noticed that as the number of
blocks increased, the estimated target density approximated
the true target density more faithfully. Furthermore, we
also noticed that the tails became heavier as the number of
stacked blocks increased with γsource = 0.15, γtarget = 0.63,
and γestimated−target,2 = 0.36, γestimated−target,3 = 0.56, and
γestimated−target,5 = 0.61.
Lastly, we replicate density estimation experiments on
benchmark datasets popularly used to measure performance
of flows and autoregressive models. Here we illustrate that
tail-adaptive flows can be incorporated easily in existing
architectures and achieve comparable performance on in-
ference tasks. In Table 2, we report the performance of
tail-adaptive flows using MAF (Papamakarios et al., 2017)
and SOS (Jaini et al., 2019) keeping the architecture fixed
Figure 5. Quantile and log-Quantile plots for 5 block Real-NVP
with tail adaptive flows on the same setup as in Figure 1. Best
viewed in color.
Figure 6. Results for tail-adaptive Real-NVP on Neal’s funnel dis-
tribution as target density. Figure organization is same as Figure 1.
as reported in the original papers but changing the source
to tail adaptive ones. We compare the results to original
implementations using Gaussian source density and other
models like NAF (Huang et al., 2018), TAN (Oliva et al.,
2018), and MADE (Germain et al., 2015).
7. Conclusion
We studied the ability of popular flow models to capture tail-
properties of a target density by studying the corresponding
increasing triangular map approximated by these flow meth-
ods acting on a tractable source density with known fixed
tails. We showed that any Lipschitz-continuous transport
map cannot push a source density to a heavier target den-
sity, implying that affine flow models like Real-NVP, NICE,
MAF, Glow etc. cannot capture heavier tails than the source
density. We then propose tail-adaptive flows (TAFs) where
the tails of the source density can be adapted during train-
ing. TAFs are appealing because they can be substituted
easily in existing flow architectures and optimized using
automatic differentiation. Further, their ability to adapt tails
of the source density allows affine TAFs to learn heavier
tailed distributions. Our experiments on synthetic and real
datasets complement our theoretical findings.
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A. Proofs
Theorem 2. Let p ∈ L and q ∈ H such that q = T#p, where T is a diffeomorphism. Then, for all M > 0 and all z0 > 0
there is z > z0, such that T ′(z) > M . Conversely, if T is a Lipschitz-continuous map & p ∈ L, then, T#p ∈ L.
Proof. We prove this by contradiction. Assume on the contrary that there exists a diffeomorphism T : R→ R, such that
q = T#p and ∃M > 0, z0 > 0, such that ∀z > z0, T ′(z) ≤M . Because T is a univariate diffeomorphism, it is a strictly
monotonic function. Without loss of generality, consider a strictly increasing function T , such that 0 < T ′(z) ≤M for all
z > z0. Since, p ∈ L, we have ∫
Z
eλ1zp(z) dz <∞, for some λ1 > 0 (4)
Furthermore, since q ∈ H, we have ∫
X
eλxq(x) dx =∞, ∀ λ > 0 (5)
=⇒
∫
Z
eλT (z)p(z) dz =∞, ∀λ > 0, [∵ change of variables] (6)
Split the domain Z into : Z+ = Z ∩ {z ≥ 0} and Z− = Z ∩ {z < 0}. The integral over the negative part trivially converges
since: ∫
Z−
eλT (z)p(z) dz ≤
∫
Z−
eλT (0)p(z) dz ≤ eλT (0),
where we used that T is increasing. Next, we split the integral over Z+ into two parts: integral from 0 to z0 and from z0 to
∞. The first integral is clearly finite since it is an integral of a continuous function over a compact set in R. Thereafter,
integrating the inequality on a slope, we get ∀ z > z0: T (z) ≤Mz + T (z0). Then:∫ ∞
z0
eλT (z)p(z) dz ≤ eT (z0)
∫ ∞
z0
eλMzp(z) dz. ∀ λ > 0 (7)
≤ eT (z0)
∫
Z
eλMzp(z) dz, ∀ λ > 0 (8)
Choose λ such that λM = λ1. Then, the integral must be finite because p is light-tailed leading to the desired contradiction.
Proposition 1. Let p be a density with fQp ∼ (1− u)α as u→ 1−. Then, 0 < α < 1 iff supp(p) = [a, b] where b <∞
i.e. p has a support bounded from above.
Proof. Let 0 < α < 1.
fQp(u) ∼ (1− u)α ⇐⇒ Q(u) ∼ (1− u)δ + c, 0 < δ < 1, c is a finite constant
⇐⇒ lim
u→1−
Q(u)→ c
⇐⇒ F−1p (1) = c ⇐⇒ p has support bounded from above.
A similar argument proves the reverse direction.
Proposition 3. Let p be a distribution with Qp(u) ∼ (1 − u)−γ as u → 1−. Then,
∫∞
z0
zωp(z)dz exists and is finite for
some z0 iff ω < 1γ .
Proof. ∫ ∞
z0
zωp(z)dz exists ⇐⇒
∫ 1
u0
Qωp (u) du exists for some u0 > 0 (9)
⇐⇒
∫ 1−
u0
Qωp (u) du exists &
∫ 1
1−
Qωp (u) du exists (10)
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The first integral is finite because the integrand is non-singular. For the second integrand, we can use the asymptotic
behaviour of the quantile function by choosing  very close to 1. Subsequently, the integral exists and converges if and only
if 1− ωγ > 0 ⇐⇒ ω < 1γ .
Proposition 4. Let p be a ω−1p −heavy distribution, q be a ω−1q −heavy distribution and T be a diffeomorphism such that
q := T#p. Then for small  > 0, T (z) = o(|z|ωp/ωq−).
Proof. The integral
Eq[|x|ωq−] =
∫
R
|x|ωq−q(x) dx (11)
=
∫
R
|T (z)|ωq−p(z) dz (12)
converges for 0 <  < ωq, because q is ω−1q -heavy. Because T is a univariate diffeomorphism, it is a strictly monotone
function. Without loss of generality, let us consider T to be positive increasing function and investigate the right asymptotic.
Consider the function T (z)ωq−/zωp for big positive z. Assume there is a sequence {zi}∞i=1, such that limi zi = +∞ and
the sequence T (zi)ωq−/z
ωp
i does not converge to zero. In other words, there exists a > 0, such that for any N > 0 there
exists zj > N , such that T (zj)ωq−/z
ωp
j > a. Let us work with this infinite sub-sequence {zj}. Because T (z) is increasing
function, we can estimate its integral from the left by its left Riemannian sum with respect to the sequence of points {zj}:∫ ∞
N
T (z)ωq−p(z) dz ≥
∑
j
T (zj)
ωq−p(∆zj) > a
∑
j
z
ωp
j p(∆zj).
Since, p is ω−1p −heavy, the series on the right hand side diverges as a left Riemannian sum of a divergent integral. But
this contradicts to the convergence of the integral on the left hand side. Hence, our assumption was wrong and for all
sequences {zi} we have: limT (zi)ωq−/zωpi = 0. Hence, |T (z)|ωq− = o(|z|ωp) which leads to the desired result that
|T (z)| = o(|z|ωp/ωq−).
Lemma 1 (Marginal distributions of an elliptical distribution are elliptical, (Frahm, 2004)). Let X = (X1,X2) ∼
εd(µ,Σ, FR) where X1 ⊆ Rd1 and X2 ⊆ Rd2 partition X such that d1 + d2 = d. Let µ1 ∈ Rd1 ,µ2 ∈ Rd1
and Σ11 ∈ Rd1×d1 ,Σ12 ∈ Rd1×d2 ,Σ22 ∈ Rd2×d2 be the corresponding partitions of µ and Σ respectively. Then,
Xi ∼ εdi(µi,Σii, FR), i ∈ {1, 2}.
Lemma 2 (Conditional distributions of an elliptical distribution are elliptical, (Cambanis et al., 1981; Frahm, 2004)).
Let X ∼ εd(µ,Σ, FR) where µ = (µ1,µ2) ∈ Rd and Σ ∈ Rd×d is p.s.d with rank(Σ) = r and Σ = AAT where
X
d
= µ+RAU (r). Further, let X1 ⊆ Rd1 and X2 ⊆ Rd2 partition X such that d1 + d2 = d. Let µ1 ∈ Rd1 ,µ2 ∈ Rd2 and
Σ11 ∈ Rd1×d1 ,Σ12 ∈ Rd1×d2 ,Σ22 ∈ Rd2×d2 be the corresponding partitions of µ and Σ respectively. If the conditional
random vector X2|(X1 = x1) exists then
X2|(X1 = x1) d= µ∗ +R∗Σ∗U (d2)
where µ∗ = µ2 + Σ21Σ−111 (x1 − µ1), Σ∗ = Σ22 + Σ21Σ−111 Σ12, R∗ =
((
R2 − h(x1)
)1/2|X1 = x1) where h(x1) =
(x1 − µ1)Σ−111 (x1 − µ1)T .
Proposition 5. Under the same assumptions as in Lemma 2 (App.A), if X ∼ εd(0, I, FR) is ω−1-heavy, then the conditional
distribution of X2|(X1 = x1) is (ω + d1)−1-heavy where X1 ⊆ Rd1 .
Proof. The density function of the conditional p(x|X1 = x1) is proportional to gR((x − µ∗)TΣ∗−1(x − µ∗)), where
x ∈ Rd2 and gR is the same function as for the distribution of X (see (Cambanis et al., 1981)). Then, because it is a
d2-dimensional elliptical distribution, it is α-heavy iff µl =
∫∞
0
rl+d2−1gR(r2)dr < ∞ for all 0 < l < α. It is given
that X is ω−1-heavy, which is equivalent to
∫∞
0
rl+d−1gR(r2)dr <∞, ∀0 < l < ω. Because d = d1 + d2, one gets that∫∞
0
rl˜+d2−1gR(r2)dr <∞, ∀ 0 < l˜ < ω + d1, hence X2|X1 = x1 is (ω + d1)−1-heavy.
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Theorem 3. Let Z ⊆ Rd be a random variable with density function p that is light-tailed and X ⊆ Rd be a target random
variable with density function q that is heavy-tailed. Let T : Z→ X be such that q = T#p, then T cannot be a Lipschitz
function.
Proof. On the contrary, assume that T is M−Lipschitz. Since q(x) is heavy tailed we have that ∀ λ > 0∫
x
eλ‖x‖q(x) dx =∞ (13)
=⇒
∫
z
eλ‖T (z)‖p(z) dz =∞ (14)∫
z
eλ‖T (z)‖p(z) dz ≤
∫
z
eλM‖z‖p(z) dz (15)
Since p(z) is light-tailed there exists a λ > 0 such that the right hand side of the equation above is finite. This gives us the
required contradiction.
Corollary 3. Under the same set-up as in Theorem 3, there exists an index i ∈ [d] such that ‖∇zTi‖ is unbounded.
Proof. We will prove this using contradiction; assume that ∀(i, j) ∈ [d]2, ∂Ti∂zj ≤ M < ∞. Assume for simplicity that
T(0) = c <∞. Therefore, we have
Ti(z)− Ti(0) =
∫ z
r(0→z):0
∇Ti · d~r (16)
=⇒ |Ti(z)− Ti(0)| ≤M
d∑
i=1
|zi| (17)
Since, q(z) is heavy tailed, ∃ u ∈ B1 such that ∀ κ > 0∫
Rd
eκu
Txq(x) dx =∞ (18)
i.e.
∫
Rd
eκu
TT(z)p(z) dz =∞ [ change of variables ] (19)
We have ∫
Rd
eκu
TT(z)p(z) dz =
∫
Rd
d∏
i=1
eκuiTi(z)p(z) dz (20)
≤ C
∫
Rd
d∏
i=1
eκ|ui||Ti(z)|p(z) dz, [ C = finite constant ] (21)
≤ C
∫
Rd
d∏
i=1
eκM
∑d
i=1 |ui||zi|p(z) dz, [ u = max |ui| ] (22)
≤ C˜
∫
Rd
eκM
∑d
i=1 |ui||zi|p(z) dz (23)
= C˜
∫
Rd
eκM
∑d
i=1 sign(zi)|ui|zip(z) dz (24)
Partition Rd into 2d sets Uk, k ∈ [2d], i.e. Rd = ∪2dk=1Uk such that if a = (a1, a2, · · · , ad) ∈ Ui, and
b = (b1, b2, · · · , bd) ∈ Uj , i 6= j, then there exists at least one index m ∈ [d] such that sign(am) 6= sign(bm).
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Subsequently, we can rewrite the integral above as
C˜
∫
Rd
eκM
∑d
i=1 sign(zi)|ui|zip(z) dz = C˜
2d∑
k=1
∫
Uk
eκM
∑d
i=1 sign(zi)|ui|zip(z) dz (25)
= C˜
2d∑
k=1
∫
Uk
eκMw
T zp(z) dz, wi = sign(zi) · |ui| (26)
(27)
We will prove that each integral over the set Uk is finite.∫
Uk
eκMw
T zp(z) dz ≤
∫
Rd
eκMw
T zp(z) dz (28)
Since p(z) is light-tailed, we know that for any u ∈ B1, there exists a λ > 0 such that
∫
Rd
eλu
T zp(z) dz <∞. Choose any
u ∈ B1, then for λ = κM/‖w‖ we have that the above integral is finite. This directly implies that
2d∑
k=1
∫
Uk
eκMw
T zp(z) dz <∞ (29)
Hence, we have our contradiction.
Proposition 6. Let Z ∼ εd(0, I, FS) and X ∼ εd(0, I, FR) have densities p and q respectively where FR is heavier tailed
than FS . If T : Z→ X is an increasing triangular map such that q := T#p, then all diagonal entries of ∇T and det|∇T|
are unbounded.
Proof. We need to show that
lim
zj→∞
∂Tjj
∂zj
= lim
zj→∞
fQp,j|<j
fQq,j|<j
→∞, ∀ j ∈ [d] (30)
Thus, all we need to show is that the generating variate R∗ of the conditional distribution for the target is heavier than the
generating variate S∗ of the conditional distribution of the source. From §3, we know that the tail exponent in the asymptotics
of the density quantile function characterize the degree of heaviness. Furthermore, we also know that asymptotical behaviour
of the density quantile function is directly related to the asymptotical behaviour of the density function since if f is a
density function, the cdf is given by F (x) =
∫
f(x) dx, the quantile function therefore is Q = F−1 and the density
quantile function is the reciprocal of the derivative of the quantile function i.e. fQ = 1/Q′. Hence, we need to ensure that
asymtotically, the density of R∗ is heavier than the density of S∗. Using the result of the cdf of a conditional distribution as
given by Eq.(15) in (Cambanis et al., 1981) we have that asymptotically
fR∗(x) = Cx
d1−dfR(x) (31)
where d1 is the dimension of the partition that is being conditioned upon. Since, R is heavier tailed than S, we have that R∗
is heavier tailed than S∗ for all the conditional distributions.
Theorem 4. Let p be a light-tailed density and T be a triangular transformation such that Tj(zj ; z<j) = σj · zj + µj . If,
σj(z<j) and µj(z<j) are Lipschitz continuous then the target density q := T#p is light-tailed.
Proof. Here, we will prove the result in two-dimensions and the higher-dimensional proof will follow directly. Following
the definition of class H and L as given in the beginning of Section 3, we will show that for all direction vectors v ∈ B
where B := {v : ‖v‖ = 1}, the univariate random variable vTx ∈ L i.e. there is no direction on the hyper-sphere where
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the marginal distribution of the push-forward random variable is heavy-tailed.∫
x
exp(λ · vTx)q(x) dx =
∫
z
exp(λ · vTT(z))p(z) dz
=
∫
z
exp(λv1z1 + λv2 · σ · z2 + λv2 · µ)p(z) dz
≤
∫
z
exp(λv1z1 + λv2 ·M · z2 + λv2 ·M · z1)p(z) dz, M = max{|Lip(σ)|, |Lip(µ)|}
=
∫
z
exp(λ˜ · uT z)p(z) dz <∞, ∀ λ˜ > 0,∀u ∈ B
where the last inequality follows from the fact that p(z) is a light-tailed distribution.
