Object-based point cloud analysis (OBPA) is useful for information extraction from airborne LiDAR point clouds. An object-based classification method is proposed for classifying the airborne LiDAR point clouds in urban areas herein. In the process of classification, the surface growing algorithm is employed to make clustering of the point clouds without outliers, thirteen features of the geometry, radiometry, topology and echo characteristics are calculated, a support vector machine (SVM) is utilized to classify the segments, and connected component analysis for 3D point clouds is proposed to optimize the original classification results. Three datasets with different point densities and complexities are employed to test our method. Experiments suggest that the proposed method is capable of making a classification of the urban point clouds with the overall classification accuracy larger than 92.34% and the Kappa coefficient larger than 0.8638, and the classification accuracy is promoted with the increasing of the point density, which is meaningful for various types of applications.
hierarchic robust interpolation [19, 20] , etc. In the second sub-step, object measurements are further separated into buildings points, vegetation points, vehicle points, powerline points etc. For example, Darmawati [21] separated the building points from the vegetation points. Many hierarchical classification methods have been proposed. For example, Meng et al. [22] presented a morphological building detecting method to identify buildings by gradually removing non-building pixels, first ground ones and second vegetation ones. Sometimes hierarchical classification focuses on specific object types. For instance, Yao et al. [23] extract vehicles from ALS data for transportation monitoring.
In hierarchical classification, the filtering sub-step not only performs a binary discrimination but also derives features for points or groups of points (e.g., segments, facets, etc.).The features are then combined in a discrimination function to yield the class membership of a point or a group of points.
The objects classification sub-step performs this discrimination in a feature space by partitioning the feature space. This partitioning leads to a general solution that comes with its own some problems (e.g., choosing an appropriate classifier). What matters is the assumptions/rules made in a classification and here the advantage of a classical classification approach is that few assumptions are necessary (e.g., selection of features). However, the weakness is that hierarchical classification approaches adapt (because of the feature space partitioning) to the geometric and radiometric characteristics of the point cloud, and therefore the classification rules are not necessarily transferrable from one point cloud to another. To sum up, an advantage of hierarchical classification methods is they also attempt discover general rules that can be used to classify point clouds of many different kinds of landscapes, but a disadvantage is they make many assumptions. On the contrary, the simultaneous classification separates the point clouds into ground measurements, building measurements, vegetation measurements at the same time. For example, Oude Elberink and Mass [24] performed an unsupervised classification of the ALS data using anisotropic height texture features, which suggests that anisotropic operations have the potential to discriminate between orientated (with contrast at the edges in only one direction) and non-orientated (with contrast in horizontal, diagonal, as well in vertical directions) objects.
According to the basic element employed in classification, existing methods can be categorized into two groups, point-based methods and segment-based methods.
 Point-based classification methods. Point-based classification is performed by analyzing the features of one single laser point. Taking a discrete point of the surface and comparing its features to another point, the obtainable information is restricted in terms of the nature of the sampled surface. Most of the filtering algorithms belong to the point-based classifications, such as the labeling algorithm [25] and multi-scale curvature classification LiDAR algorithm [26] .
Additionally, Petzold and Axelsson [27] presented a point cloud classification method in which it is found the reflectance of the laser echo is a good feature to discriminate the neighboring objects. However, the number of point features is limited, which allows only simple classifications for this kind of methods.  Segment-based classification. Segment-based classification is to first segment the data, and then perform a classification based on those segments. A special case of segment-based classification is the segment-based filtering. The rationale behind such algorithms is that segments of objects are situated higher than the ground segments [28, 29] . The segment-based filters are typically designed for urban areas where many step edges can be found in the data. In the segment-based classification, Sithole [30] designed a four step procedure to classify the ALS data, in which it detects 'macro objects', bridges, 'micro objects' and the man-made and natural objects. The segments are classified depending on their geometrical relation. Golovinskiy et al. [31] design a system for recognizing objects in 3D point clouds obtained by mobile laser scanning in urban environments, and the system is decomposed into four steps: locating, segmenting, characterizing, and classifying clusters of 3D points. Shen et al. [29] proposed a segment-based classification method for ALS data with multiple returns, in which a rule-based classification is performed on the segmented point clouds. A special segment-based classification application can be seen in Barsi et al. [32] , where vehicles on the highway are classified in ALS data by a clustering method.
After reviewing the existing methods, we found that the segment-based and simultaneous classification is becoming more and more popular, which should attribute to the point cloud segmentation. Practice has shown that the variety of 3Dobjects and the massive amount of points require introducing some level of organization into the ALS point clouds before the extraction of information can become effective [1, 18] , and such organization involves aggregating points with similar features into segments, usually in the form of surfaces, which will increase the classification accuracy and reduce the uncertainties in classification. As a result, an object-based point cloud analysis (OBPA) concept is proposed to classify the ALS data [11] . OBPA is designed to maintain the full resolution and information in ALS data and to avoid any rasterization and conversion to a 2.5D model, and it is composed of four steps, including segmentation, feature calculation, classification, and parameter estimation within the original point cloud [11] . In this sense, OBPA is very similar to the object-based imagery analysis [33] by eCognition Software in the field of remote sensing. With this background, an object-based classification method for airborne point clouds is proposed in this article, and it is composed of four core steps. Particularly, surface growing algorithm is employed to segment the ALS data, four types of features are calculated from the segments, SVM is selected as classifier to perform the classification of the segments, and connected-component analysis for point clouds is employed to sieve the small noises in the original classification results. Note that the urban environments are focused on herein, because the point cloud segmentation method employed prefers the objects with planar surfaces, which exist widely in urban environments. The main contribution of this article consists of two parts. The first one is the integration of surface growing algorithm and SVM for a segment-based classification strategy, and the second one is the proposal of a connected-component analysis for sieving the small noises in classified 3D point clouds.
The Proposed Method
The proposed method is composed of six sub-steps, including outlier removal, point cloud segmentation, features calculation, SVM-based classification, optimization of the classification result, and performance evaluation, as shown in Figure 1 . 
Outlier Removal
Generally, original airborne LiDAR data contains outliers, as shown in Figure 2a ,c. Outlier elimination is one of the key steps in the pre-processing of airborne LIDAR point clouds, because it has a significant influence on the subsequent classification operation. In this article, the method proposed by Silván-Cárdenas and Wang [34] is used to remove the outliers. The result of removing outliers from the point cloud in Figure 2a is displayed in Figure 2d . The results suggest that there is no obvious outlier in the outputs. 
Segmentation by Surface Growing
Segmentation is often the first step in extracting information from a point cloud [35] . Similar to image segmentation, the point cloud segmentation refers to the operation that will separate points into different groups based on characteristics without knowledge of what they really are. The most common segmentations of point clouds are those that group points that fit to the same plane, smooth surface, sphere or cylinder etc. There are a variety of airborne LiDAR point cloud segmentation methods, such as slope adaptive neighborhood method [1] , mean-shift-based method [36] , octree-based split-and-merge method [37] .
Among the methods, the surface growing algorithm proposed by Vosselman et al. [38] is selected.
The surface growing algorithm can be considered as an extension of the well-known region growing method into three dimensions. For processing point clouds, surface growing algorithm can be formulated as a method of grouping nearby points based on some homogeneity criterion, such as planarity or smoothness of the surface defined by the grouped points [35] . The surface growing algorithm is composed of two steps: seed detection and growing. Particularly, the seed detection is performed by testing if a minimum number of nearby points can be fitted to a plane, and 3D Hough transformation [39] is employed to finish this task, as shown in Figure 3 . The growing can be based on one or more the following criteria:
 Proximity of points. Only points within certain distance to a seed surface, or the neighboring points of a seed surface, can be added to this seed surface.  Globally planar. For this criterion, a plane equation is determined by fitting a plane through all surface points in this seed surface. Points can only be added if the perpendicular distance to the plane is below some a threshold.
The surface growing algorithm is not only capable of grouping the point dataset into planar faces, as shown in Figure 4b ,c, but also into smooth surfaces, as shown in Figure 4f . Visual analysis of Figure 4b tells that, after the surface growing for plane detection, each segment should represent one object with semantics such as a roof, a wall, a road segment and a ground plane. At the same time, visual analysis of Figure 4f tells that, after the surface growing for smooth surface detection, each segment should represent one object with semantics such as a building, a smooth ground, but a building segment may mix with a ground segment when a smooth connection exists. This mixture is called undersegmentation. Thus, only the surface growing for plane detection is adopted in this article to avoid the undersegmentation. Figure 4b ,c also suggest the above segmentation derives new features for the point clouds. For example, the sizes/areas of segments can reflect the types of objects.
Particularly, the sizes of segments belonging to trees, powerlines and vehicles are usually smaller than those belonging to buildings and ground surfaces. Moreover, the building segments are often more rectangular than the ground segments. In a word, the point cloud segmentation will derive more features than the original data owns. The above segmentation will derive several 2D geometric properties, including boundary/contour, area, perimeter, and minimal oriented bounding box (MOBB). In order to derive the 2D geometric features, the points should be transformed into a 2D space from the 3D space. Thus, this can be done by projecting the points of a segment onto the best-fit plane and rotating the plane to be horizontal (as shown in Figure 5 ). Particularly, the best-fit plane of a segment is calculated using the principal component analysis (PCA), which is derived from the theory of the least-squares estimation [39] .
Moreover, for each point p(x, y, z), the projected point p′ on the best-fit plane can be calculated using the following formula:
where n = ( a , b , c ) is the normal vector of the best-fit plane and it is a unit vector; d is the perpendicular distance from the origin to the plane.
Once the transformation is finished, the following geometric properties can be derived as follows:
 Concave boundary: The boundary which closely encompasses the point cluster could be determined by finding the alpha shape of the points [40] , as shown in Figure 6 ,b. Note, the points on the boundary also can derive the boundary of the segment in 3D space because each transformed point has the same point number as the original laser point, as shown in Figure 6 ,d. The boundaries of the segmented point clouds in Figure 4 ,b are displayed in Figure 4 ,g, which suggests that the boundaries of the segments reflect the geometric features of the segments.  Area: The covered area of the point cluster can be computed using the connected concave boundary.  MOBB: The MOBB is calculated from the concave polygon formed by the above concave boundary, as shown in Figure 6c . 
Features Calculation
The employed features refer to geometry, echo, radiometry and topology.
(1) Geometrical features of the segments contain eight ones, including size/area (Section 2.2), orientation, rectangularity, elongatedness, compactness, average point-ness, average curve-ness and average surface-ness. The latter seven features are defined as below.
Orientation is defined as the angle between the best-fit plane (Section 2.2) and the horizontal plane, as shown in Figure 5a .Rectangularity is calculated as the ratio of the segment area and its MOBB area, elolngatedness is calculated as the ratio of the length of the short edge of MOBB and the length of the long edge of MOBB, and compactness can be calculated as the ratio of the segment area and square perimeter.
The point-ness, curve-ness (see Figure 7c ) and surface-ness reflect the local distribution of the 3-D points. The distribution is captured by the decomposition into principal components of the covariance matrix of the 3-D points computed in a local neighborhood, the support region. The local neighborhood can be defined as the nearest neighbors (KNN) in 3D space with k-d tree [41] , and kdefines the scale of the features. The symmetric covariance matrix for a set of 3-D points
The matrix is decomposed into principal components ordered by decreasing eigenvalues. e ,e and e are the eigenvectors corresponding respectively to the three eigenvalues λ , λ , λ where λ ≥ λ ≥ λ . We use a linear combination of the eigenvalues as done by Lalonde et al. [42] , see Equation 2 , to represent the three saliencies, named as point-ness, curve-ness and surface-ness.
point − ness curve − ness surface − ness
For each segment, the average of point-ness, average of curve-ness and average of surface-ness are selected as three features.
(2) Echo features of the segments contain two ones, including the average of elevation differences between the first and last echoes (see Figure 7a) , and the proportion of multiple echoes. The latter is defined as follows. Currently, most of the ALS systems are capable of recording more than one echo, up to five echoes, as shown in Figure 4d ,e. Particularly, the multi-pulse ALS system is capable of recording both singlereturns/echoes (as shown in Figure 4d ) and multiple returns(as shown in Figure 4e ), and the difference between the above two types of echoes is that whether a laser pulse would occur multiple reflections. The proportion of multiple echoes is defined as the ratio of multiple returns to the number of points in the segment [21] .
(3) Radiometrical feature refers to the average intensity.
Most ALS systems are able to measure and record the backscattered energy of the emitted laser pulse. Since the measured intensity depends on the sensor to object distance, the intensity values have to be normalized by an average distance. The normalized intensity strongly differs for most the construction materials and vegetation surfaces [43] , as shown in Figure 7b . Note the intensity is also relevant to the wavelength of the laser. For example, vegetations often have high reflectance compared to the other types of objects when the near-infrared laser is employed. Thus, average intensity of the points in a segment is selected as one of the features for classification.
(4) Topological features of a segment contain two ones, including average of elevation differences between boundary points and their lowest points, and average of slopes between boundary points and their lowest points.
Most filters assume that segments higher than their neighbors are objects, and the analysis of neighboring segments is based on their topological relation. The features derived from the analysis of the topological relationships are called topological features in this paper. Two topological features are contained, including elevation difference and slope. For determination of the above two features, the 3D contour lines and the points on the contours of each segment have to be extracted, as shown in Figure 6d . For each point on the 3D contour lines, find the lowest point with a fixed radius, , in 2D space, and note that the points belonging to the current segment should be excluded when the lowest point is searched. Calculate the elevation difference and slope between the boundary point and the lowest point. The average of elevation difference and slope of the boundary points is regarded as the elevation difference and the slope of the segment, and they are input for the subsequent classification.
As shown in Figure 7d , the feature about the elevation difference is useful to distinguish the object points/segments from the terrain points/segments.
Totally, there are thirteen features derived for the subsequent classification.
SVM-Based Classification
SVM is a mathematical tool, which is based on the structural risk minimization principle, and it tries to find a hyperplane in high dimensional feature space to solve some linearly inseparable problems [44] . The SVM has been widely applied within the remote sensing community to multi-spectral and hyperspectral imagery analysis. The kernel function is introduced into the SVM so that the original input space can be transformed non-linearly into a higher dimensional feature space where linear methods may be applied. A Gaussian radial basis function (RBF) is used in this study since it has been proved effective in many classification problems:
where is the RBF kernel parameter. Based on the training data in Figure 8a , the classification result of the point cloud in Figure 2d with the input features, as shown in Figure 8b , is obtained using the SVM, in which the is set 0.2 and is set 100. The classification result suggests that most of the points are correctly classified by the SVM classifier, despite that some of them are misclassified. (1) Specify a distance threshold, d search .
(2) Set all 3D points as unlabeled, insert them into a stack, and building the k-d tree for the point cloud with class attribute.
(3) If all the points have been already labeled go to step (7).Otherwise, select the first point without label in the stack as the current seed, build an empty list of potential seed points, and insert the current seed into the list.
(4) Select the neighboring points of the current seed using FDN. The points that satisfy having the same class attribute as the current seed, add them to the list of potential seed points.
(5) If the number of members in the potential seed point list is larger than one, set the current seed to the next available seed, and go to step (4). Otherwise, go to step (6) . (6) Give the points in the list a new label, clear the list, and go to step (3).
(7) Finish the task of labeling.
The result of CCAPFC for the classification result in Figure 8b is displayed in Figure 8c .
As a result, the small segments can be removed by the subsequent iterative process:
(1) Specify a minimum number of points threshold, N .
(2) Perform CCAPFC. Note that the component label could insert into the RAG only if it was not existed in the RAG. The refined classification of initial classification in Figure 8b is displayed in Figure 8d , and d is set to 0.5 as default value, and N is set to 50 as default value. As the result shows, most of the small regions can be removed after the above post-processing is performed, but some small regions with the number of points larger than 50 can't be correctly reclassified.
Experiments and Performance Analysis
A prototype system for object-based point clouds classification is developed in VC++6.0 IDE plus OpenGL library under Windows XP OS to verify our approach. Particularly, surface growing algorithm is implemented from scratch, and the triangulation of the ALS points was done by integrating an existing implementation of a 2D Delaunay triangulator called Triangle [46] . For the implementation of SVM, the software package LIBSVM by Chang and Lin [47] was adapted.
Moreover, for the implementation of k-d tree, the software package ANN by [48] was adapted.
The Testing Data
Three ALS point cloud datasets are used to test our approach. The first data is near a town center of Shenyang City in northeast China, as shown in Figure 9a 
Experimental Results
After removing the outliers, the three point clouds are segmented, and then the features are calculated. As mentioned above, there are total thirteen features, including size, orientation, rectangularity, elongatedness, compactness, average point-ness, average curve-ness and average surface-ness, average of elevation differences between the first and last echoes, and the proportion of multiple echoes, average intensity, average of elevation differences between boundary points and their lowest points, and average of slopes between boundary points and their lowest points. However, the intensity feature is not contained for the former two datasets, because the radiometric property is not available in the original data. In the sampling process, three classes of samples are selected for the former two datasets, and five classes of samples are selected for the last dataset. Note that the highway is regarded as the ground surface in the third testing data, and part of it is sampled. In the process of SVM-based classification, ( , ) is set to (100.0, 0.33), (100.0, 0.33) and (100.0, 0.20) for the three datasets, respectively. Note that the determination of parameters and is solved by cross validation and grid search on the training data set. At last, in the stage of post-processing, d is set the default value, 0.5; and N is set to 5, 5 and 100 for the three datasets, respectively. The experimental results of three testing data are shown in Figures 9d, 10d and 11d , respectively.
A visual inspection tells us that our proposed method works well on the three testing datasets. In the first and second scenes, ground measurements are well separated from the non-ground/object measurements, as shown in Figures 9d and 10d . Furthermore, most of the building points and vegetation points are correctly detected despite there is some misclassification. Especially, wall points and the points belonging to the small structures on the building roofs are subject to be misclassified as vegetation points due to their similarities, as shown in Figure 9e ; the vegetation points are also subject to be misclassified as building points or ground points if they are very close to the buildings or the Earth ground. The former kind of misclassified points are generally far away from the building segments, thus, they can't be relabeled by our proposed post-processing method. In the third scene, as shown in Figure 11d , ground measurements are also well identified, and most of building points, vegetation points and vehicle points are also well divided up. However, most of the power line measurements are not well detected, because some power line measurements, close the vegetation, are subject to be misclassified as vegetation points, as shown in Figure 11e . In contrast, some vegetation points are also misclassified as powerline. Moreover, there is also some misclassification between vegetation points and building points. As shown in Figure 11f , similar to the case in Figure 10e , some building measurements are also labeled wrongly as vegetations. In a word, our method is not only capable of well distinguishing the ground points from the object points, but also capable of correctly detecting most of the building points, vehicle points and vegetation points.
Evaluation
In order to quantitatively evaluate our proposed algorithm, we perform a semi-automatic classification of the above three datasets based on the TerraSolid software. Moreover, manual correction is performed to guarantee the quality of classification. The outputs of human-guided classification are regarded as reference data. In the reference data, the wall points and the dormer points are labeled as building points. Thus, a confusion matrix is derived by comparing the automatic classification results and manual classification results, as shown in Table 1 . The statistics suggest that our proposed method has high classification accuracy in the three testing datasets. Particularly, the overall classification accuracy is larger than 92.34%, and the Kappa coefficient is not lower than 0.8638. Additionally, most classes obtain high classification accuracy. For example, user accuracy is higher than 96.55% for the ground class, 83.80% for building class, and 92.04% for the vehicle class. As far as producer accuracy is concerned, it is higher than 98.85% for the ground class, 89.75% for building class, and 86.88% for the vehicle class. Moreover, the statistics in Table 1 also show that the classification accuracy is promoted with the increase of the point density.
As mentioned above, the point density of the three testing data is 
Uncertainties, Errors, and Accuracies
The above experiments suggest that our proposed classification method obtains good results.
However Figure 11e . In a short, these kinds of errors derive from their similarities in feature space, however, there are lots of uncertainties.
After analyzing the classification results and the statistics in Table 1 , we can get the following conclusions:
(1) Compared to the object points, the ground/terrain points are more likely to be correctly detected by our proposed approach, which is meaningful for the filtering and generation of DTM. Among the three scenes, the ground measurements are scarcely misclassified into other classes, and the producer accuracy and the user accuracy is higher than 96.55% and 98.85% respectively for the ground class. In all of the three tests, the ground class obtains higher classification accuracy than the vegetation and building class. On average, the producer accuracy of ground class is 6.38% higher than the vegetation class, and the user accuracy of ground class is 19.87% higher than the vegetation class. Similar statistics are 6.66% and 4.91% for the ground class compared to the building class. This should contribute to the following factors. First, the ground segments are usually larger than the other types of segments. Second, the sizes of the ground segments trend to distribute into a fixed range. Third, the ground surfaces seldom yield multiple echoes. Fourth, the ground surfaces usually are horizontal in the urban areas, and they are easy to be clustered into one same segment in point cloud segmentation. Last but not least, the ground surfaces may be the lowest part in a local neighborhood. The above factors lead the ground class having lower complexity than the other types of objects.
(2) Compared to the other types of object points, the building measurements are more likely to be correctly identified by our proposed approach. Among the three tests, the building class gets higher classification accuracy than the vegetation, the vehicle and the powerline. For example, the user accuracy of building class is approximately 15% higher than the vegetation class on average. This should contribute to the following factors. First, most of the building roofs are planes, and they are often very large. Thus, the building measurements trend to be clustered into the same and large segment after point cloud segmentation. Second, a building roof trends to produce single returns rather than the multiple returns, which yields a difference from the trees. As a result, the building class is easier to be separated from the vegetation class.
(3) The wall points and the points, belonging to the small objects on the building roofs, are more likely to be wrongly regarded as vegetation points, as shown in Figure 9e and Figure 11f . The misclassification comes from that the wall points and the mini-structures on the building roofs often have similar features as the trees. Both of them are small in size, and the mini-structures also produce multiple echoes if they are high enough. The above reasons lead to the low classification accuracy for the vegetation class, as low as approximate 66% for the producer accuracy in the second scene.
Fortunately, once misclassification occurs, some of the errors may be removed by our post-processing method, because these kinds segments sometimes are far away from the building segments, as shown in Figure 9e .
(4) The powerline may be not suitable to be recognized by our proposed method, as shown in Figure 11 . In the third scene, the powerline class has low classification accuracy. The user accuracy and the producer accuracy is 84.24% and 76.97%, respectively. The low classification accuracy is derived from the following factors. Generally, the powerline in the urban areas is not far away enough from the adjacent trees. Moreover, the power line also trends to produce multiple echoes same as the trees. As a result, a lot of powerline measurements are subjective to be misclassified as vegetations in the urban areas.
(5) Errors also trend to occur where there is a mixture of different classes of points. As shown in Figure 10e , the small and low building measurements around the trees are misclassified as vegetations.
Other similar errors often occur. The mixture could produce similar features such as same height, similar proportion of multiple echoes etc. Mixture increases the complexity of a landscape, which is a difficult problem to be solved.
(6) Point density of a point cloud has a significant influence on the classification accuracy. As illustrated above, our proposed classification method trend to correctly detect the objects with a larger size if the point density is fixed. On contrary, if the point density of a point cloud is increased, the classification accuracy is also promoted. In the three test dataset, the point cloud density is getting larger and larger. Correspondingly, the overall classification accuracy and the kappa coefficient are also getting higher and higher. Moreover, in the former two scenes, only three classes of points, including ground, building and vegetation, are obviously distinguished, because the point density is low for the two data, and it is insufficient for detecting small objects. However, in the third scene, five classes of points, including vehicle and powerline plus the former three classes are capable of being detected. Furthermore, most of the vehicles are corrected recognized, but the vehicles can't be recognized by the human beings in the former two data. With the increasing of the point density, the number of points in each face is also increased, which leads to a larger segment in point cloud segmentation. Thus, the classification accuracy is increased for the whole dataset.
Conclusions
Airborne LiDAR point cloud classification is meaningful for various applications, but it is a challenging task due to its complexity. In this article, classification is based upon object-based point cloud analysis, which defines the general two steps: clustering and classification. Particularly, surface growing algorithm is employed to make a clustering, and SVM is used to classify the points in a segment-wise style. There are two main contributions of the paper: (1) the use of SVM to classify surface growing segmented objects (OBPA approach); (2) the proposed connected-component analysis for 3D point clouds. The experimental results suggest that our method is capable of making a good coarse urban scene classification. Particularly, most of the ground points and building points are correctly identified, with producer accuracy higher than 98.13% and 91.46%, respectively. Moreover, most of vegetation measurements are also correctly recognized by our method, and its user accuracy is higher than66.28% in the three tests. Furthermore, our method is capable of detecting the vehicles if the point cloud density is large enough. However, our method often fails to extract the powerlines due to their similarity to the vegetation. In a word, the experiments show that OBPA approach has lot of advantages in urban scene classification, and it is capable of separating the point clouds with a sound accuracy, which is meaningful to the filtering and other kinds of application. However, the proposed method still has some limitations such as much misclassification of building and vegetation, time-consuming feature calculation. The future work will also focus on improvement of the surface growing algorithm, adoption of conditional random fields for topological analysis to increase the accuracy of classification.
